A multi-scale global hindcast of ocean waves is presented that covers the years 1994-2012, based on recently published parameterizations for wind sea and swell dissipation [Ardhuin, F., Rogers, E., Babanin, A., Filipot, J.-F., Magne, R., Roland, A., van der Westhuysen, A., Queffeulou, P., Lefevre, J.-M., Aouf, L., Collard, F., 2010. Semi-empirical dissipation source functions for wind-wave models: Part I. Definition, calibration and validation. J. Phys. Oceanogr. 40 (9), 1917Oceanogr. 40 (9), -1941. Results from this hindcast include traditional wave parameters, like the significant wave height and mean periods, and we particularly consider the accuracy of the results for phenomenal sea states, with significant heights above 14 m. Using unbiased winds, there is no evidence of a bias in wave heights even for this very high range. Various spectral moments were also validated, including the surface Stokes drift and mean square slopes that are relevant for wave-current interactions modelling and remote sensing, and also spectra of seismic noise sources. The estimation of these parameters is made more accurate by the new wave growth and dissipation parameterizations. Associated air-sea fluxes of momentum and energy are significantly different from what is obtained with the WAM-Cycle 4 parameterization, with a roughness that is practically a function of wind speed only. That particular output of the model does not appear very realistic and will require future adjustments of the generation and dissipation parameterizations.
Introduction
Numerical wave models have traditionally been calibrated mostly in terms of wave heights, and to a lesser extent peak periods and directions. However, new applications require the validation of air-sea fluxes (e.g., Moon et al., 2004) , higher order spectral moments such as the surface Stokes drift and mean square slopes (e.g., Tran et al., 2010) , and spectral shape that controls the second order spectrum which is responsible for driving long waves and generating seismic noise (e.g., Reniers et al., 2010 and Ardhuin et al., 2011b) . Physical parameterizations have been proposed recently that capture some of the variability of the high frequency spectral levels, and these also lead to more accurate results for the dominant waves. Based on this experience, we expect that improvements for specific applications will generally lead to benefits for all users of numerical wave models. Also, the validation of many different parameters estimated from wave spectra may also provide some constraints on the otherwise 'free parameters' that are still too many in wave generation and dissipation parameterizations. Among these, wave breaking statistics may be used to constrain the parameterization of wave dissipation (Banner et al., 2000; Leckler et al., 2011) , but breaking statistics require a detailed discussion that will be presented elsewhere. At the very least, our goal is to document the impact of the parameterizations on important model results, such as the air-sea fluxes. In particular the parameterization proposed by Ardhuin et al. (2010) is now used operationally at the French Weather Service (Meteo-France) since 2011 and, with its latest adjustment described below, at the U.S. Weather Service (NOAA/NCEP) since May 2012. The associated wave products are thus likely to be widely used by a large range of users which should know what to expect.
For this purpose, we have generated an accurate and homogeneous series of wave hindcasts, also valid for extreme events. This has led us to limit the time frame of our hindcast to the years after 1993. All the results are freely available at http://tinyurl.com/iowagaftp/HINDCAST (see Appendix A for a description of the data, output parameters and conventions).
In a previous paper, Rascle et al. (2008, hereinafter Part 1) presented a first wave hindcast of wave parameters with an emphasis on air-sea flux parameters. That hindcast was obtained with older parameterizations. Following this work, the aim of the present paper is to highlight the improvements and the limitations of the new wave hindcasts database. We thus give details about those new hindcasts, which have been produced with two different and widely used wind reanalysis. We compare those new hindcasts with the hindcast obtained with older parameterizations and discussed in Part 1. We document and validate the improvement against observations of both low-order (wave height, peak period, direction) and high order spectral moments (mean square slope, Stokes drift). We also document the consequences in terms of physical quantities more difficult to validate with observations, such as seismic noise sources and airsea energy and momentum exchange. That latter part in particular might help to drive future developments of wave modelling for geophysical applications.
The paper is organized as follows. The model settings and forcing fields are described in section 2. Results in terms of dominant wave parameters are presented in section 3 and in terms of wave directionality and seismic noise sources in section 4. Discussion of the associated air-sea energy and momentum exchange follows in section 5 and conclusions in section 6.
Model set-ups

Model grids and parameterizations
The wave hindcasts presented here are all based on the WAVEWATCH III (R) model in its version 4.04. A first baseline simulation was performed with a single grid at 0.5 degree resolution in longitude and latitude, using a spectral grid with 24 directions and 31 frequencies exponentially spaced from 0.037 Hz to 0.7 Hz. This was complemented by a multi-grid system (Tolman, 2008) that include that same grid and higher resolution along the North American coasts and Europe, around French Polynesia and Hawaii, at 10' resolution, at the West Indies and New Caledonia at 3' resolution. The Quickest third order scheme is used together with garden sprinkler reduction (Tolman, 2002) . The spectra from this multi-grid system have been used to force stand-alone coastal domains using unstructured grids that are using the residual distribution Narrow stencil scheme adapted by Roland (2008) . For the sake of demonstration, we have particularly focused on the West coast of France, in the Iroise sea, taking the grid already used by Ardhuin et al. (2009 Ardhuin et al. ( , 2012b , with a 100 m spacing along the coast. This high-resolution dataset has already been used for coastal geomorphology applications (Fichaut and Suanez, 2011; Suanez et al., 2012) .
All models use a new parameterization called TEST451 for wind wave generation and dissipation. That parameterization has been described 1 in details in Ardhuin et al. (2010) . Its main features are
• Following Tolman and Chalikov (1996) , a well separated dissipation of swell (negative wind input) and dissipation due to breaking.
• A non-linear swell dissipation based on SAR-derived dissipation rates across the Pacific ).
• Following Phillips (1984) , a breaking-induced dissipation that is based on the local saturation spectrum. Here the saturation is integrated over a wide angular sector but not the full circle, which leads to a higher dissipation rate in the mean wave direction. That particular aspect was designed to fit observed directional spreadings.
• A cumulative dissipation rate inspired by Babanin and Young (2005) but directly estimated from breaking wave probabilities. This dramatically enhances the dissipation at frequencies above 3 times the peak frequency.
• A reduced wind input at high frequencies compared to Janssen (1991) , and an intermediate input level at the peak, compared to the higher values with Janssen (1991) and much lower values with Tolman and Chalikov (1996) . This effect is parameterized as a sheltering term, reducing the effective winds for the shorter waves (Chen and Belcher, 2000; Banner and Morison, 2010 ).
• The Discrete Interaction Approximation (Hasselmann et al., 1985) for the non-linear interactions.
That last approximation is well known to be inaccurate, and the dissipation source terms are usually used to compensate for its errors (Banner and Young, 1994; Ardhuin et al., 2007) . We note that the model was run with 10-m winds, without any air-sea stability correction. Absolutely no wave measurement, direct or indirect, was assimilated in the model. In contrast, many observations from satellite altimeter and SAR to buoys were used to calibrate the model parameters over the year 2008 (Ardhuin et al., 2010) .
Forcing fields
The models were forced by winds from the Climate Forecast System Reanalysis (Saha et al., 2010, hereinafter CFSR) . For years 2005 to the present we also used ECMWF (European Centre for Medium-Range Weather Forecasts) operational analyses from their Integrated Forecast System. Another forcing is the sea ice cover, which is taken from the CFSR reanalysis when using CFSR winds, or the ECMWF analysis when using ECMWF winds. These ECMWF ice concentrations actually come from the EUMETSAT Ocean and Sea Ice Satellite Application Facility (OSI/SAF). For the years 2003-2010, iceberg statistics for the Southern Ocean have been derived from altimeter data using the method by Tournadre et al. (2008 Tournadre et al. ( , 2012 and incorporated in the global model following the method by Ardhuin et al. (2011b) . As a result of our forcing choices, the hindcasts contain some discontinuities in the Southern Ocean, due to the effects of icebergs. This will be corrected after an ongoing effort to reprocess ERS and TOPEX altimeter data for obtaining iceberg statistics.
The reason for using the two wind fields, CFSR and ECMWF, is that each dataset has some advantages. Namely, the ECMWF analysis typically yields smaller random errors for wave parameters for years after 2005, compared to CFSR winds. This smaller random error is interesting for verifying the reduction in random errors associated with our use of new parameterizations for wave generation and dissipation. However, ECMWF winds produce a strong negative bias for large wave heights. This different behavior can be traced to the different distributions of wind speeds in these two datasets (Fig. 1) . Figure 1 Given the large bias between the two data sets, we adjusted the wind-wave growth parameter from β max = 1.52 with ECMWF winds, to β max = 1.33 for CFSR winds (see eq. 19 in Ardhuin et al., 2010) . This adjustment was calibrated for the year 2008 and was found to give good results for the years 1994 to 2009. That is the only adjustment done to the model when the source of wind forcing is changed.
Summary of the model runs
In this paper the results obtained with the new parameterization TEST451 will be compared to those obtained with the parameterization by Bidlot et al. (2005) , hereinafter BJA, that was used in Part I . The use of different wind forcings will also be evaluated.
For the purpose of coherent comparisons, three model runs have thus been performed, two using the model with the new parameterization TEST451 and forced with two different wind fields, CFSR and ECMWF, and one run with the model with the BJA parameterization forced with ECMWF winds. This is summarized in Table 1 . 
Dominant wave parameters and spectral moments
Effects of the different wind forcing on extreme wave heights
In this paragraph, the model with the new parameterization TEST451 is forced with the two different wind forcings. Due to a different shape in the distributions of high winds, shown in Fig. 1 , the ECMWF and CFSR winds produce different biases in different ranges of the wave heights. Interestingly, the strength of high winds in CFSR, compared to ECMWF analysis, reduces the negative bias for very high (H s > 9 m) and phenomenal (H s > 14 m) seas (Fig. 2a , compare blue squares to black crosses), and allows a remarkable reduction in root mean square (rms) errors for the highest waves, even though the random errors are larger in 2008 when using CFSR winds (Fig. 2b) . This finding is consistent with a detailed analysis of the 14 February 2011 North Atlantic storm which produced significant wave heights up to 20 m (Hanafin et al., 2012) .
The model errors are compared using a normalized root mean square error (NRMSE),
and a scatter index (SI), which is the same thing for non-biased quantities,
where X is any quantity, and the overbar denotes the arithmetic average. The SI, which represent the random errors, are shown in Fig. 2b . Figure 2 One of the difficulties in producing long-term wave hindcasts is the consistency of the wind forcing in time, and, if possible, to correct for its biases. This was addressed by Caires et al. (2004) for the ERA-40 reanalysis, and Reguero et al. (2012) for the NCEP/NCAR reanalysis. In the case of CFSR winds, some time-varying biases are discussed here and have also been analyzed by Cox et al. (2011) and Chawla et al. (2012) . In our model results with the CFSR wind forcing, the spatial pattern of biases for the significant wave height is fairly constant for the years 2003 to 2010 for which we have used a masking by small icebergs (Ardhuin et al., 2011c) . that there is a 2% bias shift for the years 1994, 1995, 1998, 1999 compared to 1996, 1997, 2000 and 2001 . But more importantly, it reveals a very strong anomalous bias (about 10%) for the years 1991 to 1993.
This bias can be seen both in altimeter data, at the global scale, and in buoy data from the U.S. coast, in particular at the 46211 buoy, operated by CDIP. At that buoy the model bias exceeds 17% for H s for these years, compared to approximately 3% for the years 2004-2008 (not shown) . Figure 3 The examination of CFSR winds and waves compared to altimeter data shows that the errors are strongest over the Southern Ocean (not shown) and disappear in 1994. Chawla et al. (2012) have analyzed this bias and have rather interpreted it as an increase in extreme values of the wind speed. Instead, Ardhuin et al. (2011a, see their figure 3 ) have shown that even the mean values are strongly biased, up to 1 m/s, but this bias is confined to latitudes south of 30 degrees South. Looking at the details of the data assimilated into CFSR, we can see that 1994 corresponds to the start of SSM-I wind speed assimilation (Fig. S14 in Saha et al., 2010) . It thus appears that SSM-I data has a beneficial impact, reducing the high bias of high winds in the sub-polar regions. So far we have left the 1991-1993 results uncorrected. It is possible that a correction of the CFSR wind speed histogram may be enough to correct the biases on wave parameters.
For the years before 1991, in the absence of global validation data from satellite altimeters, it is difficult to guarantee the stability of biases for the modelled wave parameters. This will be investigated further using seismic noise data (Ardhuin et al., 2011b (Ardhuin et al., , 2012a . In order to limit the scope of the present paper we have thus chosen to start our hindcast in 1994. There are still some issues with CFSR winds in later years. These are very well discussed by Chawla et al. (2012) , with an increase of the extreme wind speeds for the years 2006 to 2009. This can be seen also in our Fig. 3 . However, these winds still provide consistent wave parameters.
In the case of the operational analyses from ECMWF, which we used from 2005 to 2012, there is also an increasing positive bias in 2011 and 2012 in the Southern Ocean compared to the previous years. For these reasons we have chosen to illustrate the comparison of ECMWF and CFSR winds using the year 2005, at a time when their random errors are comparable. Because some of the validation data that we use is only available for later years, we have also used model runs with ECMWF winds for the year 2008.
Improvement of wave heights with the new parameterization
As already shown in Ardhuin et al. (2010) the wave heights obtained with the new parameterization TEST451 have much smaller biases than those obtained with the parameterization BJA in part I, typically now ranging from -20 cm in the Central Tropical Pacific, to +30 cm in parts of the Southern Ocean (Fig. 4a) . We note that such biases are also much smaller than those obtained with the parameterization by Tolman and Chalikov (1996) used by Chawla et al. (2012) . This reduced bias is largely due to the swell dissipation parameterization, which is the single most sensitive part of the model. Indeed a change of the swell dissipation coefficient by 10% typically gives a change of global wave heights by 30 cm on average. This improvement is also illustrated by the large reduction in bias and random error for wave heights under 3 m when the BJA parameterization is replaced by TEST451 (Fig. 2b , compare black crosses to red circles).
Both biases and random errors for the year 2009 are very similar to the results shown for the year 2007 in Ardhuin et al. (2010) , with an additional significant reduction in random errors in the central Pacific (Fig. 4b) , associated with the smoothing of the swell dissipation threshold (see Appendix B).
Figure 4 In general the random errors are lowest, below 8%, in the trade wind areas between 5 and 20 degrees of latitude, where winds are usually very steady. The largest random errors are found in semi-enclosed basins, usually associated with low biases. This is partly the result of larger wind errors there but is also associated with a low bias at short fetch in the TEST451 parameterizations, already documented by Ardhuin et al. (2010) and Filipot and Ardhuin (2012) .
The mean square slopes
Either from model or satellite altimeter, the estimates of the mean square slope (mss) are indirect but they provide an interesting check on the variability of the spectral tails, which is very much controlled by the cumulative dissipation term (e.g. Leckler et al., 2011) .
For linear waves the mss is proportional to the acceleration variance, which is the fourth moment of the wave spectrum. One could thus estimate a fourth moment mean period T m0,4 from H s and mss. We note that several groups have also developed empirical algorithm to estimate the second moment mean period, T m02 from H s and the radar cross section (Gommenginger et al., 2003) . However, the empirical nature of these algorithms naturally limits their validity and we prefer to verify the model with the mss which is more directly measurable.
We thus estimate a mss from Ku band cross section as
where σ 0 is the normalized radar cross section as provided in the Globwave homogenized dataset (Queffeulou and Croizé-Fillon, 2010 ), 1.4 is a bias correction in dB, and 0.48 is an effective Fresnel coefficient (Chapron et al., 2000) . For the model, a corresponding mss is extrapolated from the mss 3m integrated over the limited frequency range of the model which as a maximum frequency of 0.72 Hz that corresponds to a wavelength of 3 m, using the linear dispersion relation. For this we use an expression adapted from Vandemark et al. (2004) , mss Ku,model = mss 3m + 0.0035 + 0.0093 log(U 10 ),
where U 10 is the wind speed, E( f, θ) the directional wave spectrum and k the wavenumber. The observed mean square slope follows the behavior shown in Ardhuin et al. (2010) , with an increase as a function of both wind speed and wave height (not shown here for the mss, but shown for the Stokes drift in the next section). That behavior is well captured with the new TEST451 parameterization whereas it was poorly reproduced with the BJA parameterization (not shown here). The spatial distribution of the errors on the mss are shown in Fig. 5 . Not surprisingly, the large mss errors, when biases are also small, are also related to areas with larger errors in significant wave heights H s . This is the case off the U.S. East Coast, the Mediterranean, and the Western Pacific. However, the relative errors on the mss in that region are less than the relative errors in H s . Because the mss is strongly correlated to the wind speed, it suggests that these errors in wave height are associated with significant wave model errors, and not just wind errors. Figure 5 
The surface Stokes drift
In general, the Stokes drift at the surface, hereinafter U ss , is the dominant source of wind-correlated drift of surface waters (e.g. Rascle and Ardhuin, 2009; Ardhuin et al., 2009 ), but it is also the likely source of mixing in the upper ocean via Langmuir circulations (e.g. Leibovich, 1980; Li and Garrett, 1997; Harcourt and D'Asaro, 2006; Sullivan and McWilliams, 2010; Van Roekel et al., 2012) . As a result, U ss is an important parameter for a wide range of applications.
Compared to the mean square slope, the Stokes drift is more influenced by the longer waves, and thus more weakly correlated with the wind speed. Indeed, Ardhuin et al. (2009, eq. C3) showed that U ss could be accurately predicted from the wind speed and significant wave height alone, with a rather poor variability predicted with the BJA parameterizations used in part I. U ss can be expressed in terms of the wave spectrum,
Contributions to U ss drift have been limited here to wave frequencies less than 0.72 Hz, which may underestimate the full spectral contribution by 0.25 to 0.5% of the wind speed (Rascle et al., 2008, their Fig. 8) .
Although the Stokes drift is seldom measured directly, using drifting buoys, equation (6) is a very good approximation of the wave-induced drift, even when finite amplitudes are considered, with the exception of waves in shallow water . As a result, U ss can be validated using data from directional wave buoys (e.g. Ardhuin et al., 2009 ). In particular, for linear waves, U ss can be estimated from the wave spectrum E( f ) and the directional spreading σ θ ( f ),
with σ θ ( f ) defined following Kuik et al. (1988) , and expressed in radians. Here the integral is stopped at a cut-off frequency f c = 0.4 Hz in order to allow a comparison with buoy data in the range of frequencies where they can be trusted. The validation of the Stokes drift, including this directional effect, is extended from Ardhuin et al. (2009) it is strongly affected by tidal currents. For these reasons the time step of the model and data is reduced to 1 hour and the model results are taken from the unstructured Iroise grid, which is also forced by tidal currents and water levels. In the comparison the same cut-off frequency is used for the model and buoy data. Table 2 Model biases against the buoy data are very much associated with wind biases in the case of the new TEST451 parameterization. The two buoys 46214 and 46013 are only separated by 35 km, but the wind at the buoy which is closest to shore (46013), is much more strongly underestimated, in particular in situations of alongshore wind jets. Errors are typically less with this new parameterization compared to model results with BJA. The difference is particularly striking in the Pacific, e.g. at buoys 46001 and 46002, and it is due to spurious swell-wind sea interactions caused by the BJA dissipation parameterization that reduces strongly the high frequency tail, and thus the Stokes drift, in the presence of swell. The errors reported here are also typically 30% less than the errors reported by Tamura et al. (2012) , but their larger error is likely caused to a large extent by less accurate winds from an older re-analysis.
Looking at the general climatology of the Stokes drift, we find a significant increase of U ss with the wave development, growing from 1% of the wind speed for small wave heights, to 2% of the wind speed for large wave heights (Fig. 6a) . This increase with H s was poorly captured by the BJA parameterization which reduces the spectral tail level when the waves become more mature, resulting in lower ratios U ss /U 10 and less variations with wave development (Fig. 6b) . Figure 6 As a result, compared to the old parameterizations, the global yearly average of U ss /U 10 is not significantly changed over low latitudes, with values around 0.8 to 1% (Fig.7) . However, at mid and high latitudes, this ratio is strongly increased from 1.1 to 1.5%, due to larger Stokes drift for medium to strong winds in the new parameterizations. Figure 7 We note that the ratio U ss /U 10 is reduced when using CFSR winds because these winds are stronger and the wave model has been adjusted to give similar results than with the lower ECMWF winds. Still, this difference is less than the difference between the two parameterizations BJA and TEST451. 
Wave directionality and seismic noise sources
Wave directionality
The new parameterization TEST451 generally produces mean directions and directional spreadings that agree better with buoy data. This is partly due to the better representation of swell fields, but it is also true when considering only the wind seas. For example, looking at waves in the 0.25 to 0.5 Hz at the 51001 buoy, located north-west of Hawaii, the rms error on the mean direction is reduced from 20.3 to 18.4 degrees, over the year 2008, and the directional spread estimated from the first moments has an error reduced from 15.9% to 10.1%, with a correlation increased from 0.64 to 0.77. Similar improvements are found at other locations, including enclosed seas such as the Gulf of Mexico. However, the directional spreading in coastal areas is sensitive to shoreline reflections (Ardhuin and Roland, 2012) , while larger offshore buoys are expected to produce more noisy estimates of this parameter (O'Reilly et al., 1996) . In the hindcast presented here, the coefficient for energy reflection at the shoreline is set to a constant value of 0.05, which fails to capture the large variability due to coastal morphology, from 0.5 in front of steep cliffs (O'Reilly et al., 1999) to less than 0.01 for beaches with very small slopes (Elgar et al., 1994) .
The quality of a typical open ocean time series of wave parameters is illustrated in Fig. 8 , for the buoy 51001 at the end of 2008. Wave heights in the time series are dominated by North Pacific storms with wind and wave directions from the North to East in Fig. 8b . The frequency content of the wave spectrum is generally very well reproduced with only a slight positive bias at the lowest frequencies. The mean frequency f m02 is, as in all other locations, very well reproduced by the present parameterization with virtually no bias and random errors below 6%. This is a typical reduction of random error by 20% compared our model result using the BJA parameterization.In terms of direction, however, there seems to be some persistent bias for Southerly swells by 20 degrees or so, that introduces a bias in the mean direction. That bias is reduced compared to runs with the BJA parameterization. For frequencies above 0.17 Hz, the bias varies from -9 to -7 degrees, and the BJA parameterization gives slightly stronger biases except at the highest frequencies. At these frequencies the bias is mostly associated to turning winds (e.g. Guillaume, 1990 ) and the rate of rotation of the mean wave direction in the wind sea. The time lag between the model and the measurements is associated to the strength of the source terms, just like the obliqueness of the wave direction in slanting fetch conditions (Ardhuin et al., 2007) . The stronger the source terms, the smaller the time lag. Here the model seems to perform rather well. We have not performed a rotary co-spectral analysis that can be used to quantify this effect (e.g. Ardhuin et al., 2009) . Figure 8 The directional spreads at the buoy 51001 are slightly overestimated, with a bias of the order of 7%, that corresponds to about 5 degrees. The buoy measurements are also expected to be biased high by a few degrees also (O'Reilly et al., 1996) , making the true model bias possibly as high as 10%. However, this total spread comes from both the spread at each frequency and the fact that the mean directions are different at different frequencies. When each frequencies are inspected the spread bias, compared to the buoy, increases from -5% at f = 0.08 Hz to 2% around 0.15 Hz and decreases again to -5% for f > 0.3 Hz. This is not very different from results with the BJA parameterization , except for these higher frequencies where the BJA parameterization gives biases of the order of -15%, which we attribute to their use of a strong dissipation term in that range and its isotropic nature. The underestimation of directional spreading at these high frequencies is consistent with the underestimation of underwater acoustic measurements at frequencies around 1 Hz (Ardhuin et al., paper in revision for the Journal of the Acoustical Society of America).
Seismic noise sources
Recent developments in the study of seismic noise have shown that the noise spectra at seismic stations could be predicted with a good degree of confidence (Ardhuin et al., 2011b) and that, conversely, seismic noise could be used, in particular along the U.S. West Coast, to estimate the significant wave height and mean period (Ardhuin et al., 2012a) . This seismic noise is very sensitive to the directional distribution of the wave energy: noise is generated at twice the frequency of the waves if and only if there are some wave trains with the same frequency that propagate in opposite directions (Longuet-Higgins, 1950 ). More specifically, the level of noise sources at any point of the ocean is proportional to the directional integral
Days (2008) with M the directional distribution normalized such that E( f, θ) = E( f )M( f, θ). These noise sources can add up over large areas to give the seismic noise recorded at any location. The typical ocean area that contributes to a noise recorded at a seismic station varies from a radius of a few hundred kilometers, in the case of Central California, to several thousand kilometers in the case of Hawaii (Ardhuin et al., 2011b) .
As stated above, the directional spreading and thus the seismic noise can be strongly influenced by shoreline reflections. Here we shall avoid this complication by focusing on the Kipapa seismic station (KIP) in Hawaii, for which the effect of shoreline reflection is generally negligible (Ardhuin et al., 2011b) .
Academic tests performed by Ardhuin et al. (2011b) showed that different parameterizations of the wind-wave generation and dissipation could produce very different noise levels, due to the different directional distributions. In Fig. 9 the noise recorded at KIP is compared to noise modelled using the method of Ardhuin et al. (2012a) , based on the theories of Longuet-Higgins (1950) and Hasselmann (1963) , using the two parameterizations TEST451 and BJA for the month of May 2008. Fig. 9a shows that the recorded time series of noise levels is generally well reproduced with a better rendering of all events when using the TEST451 parameterization. The other panels show the frequency spectra corresponding to these three curves and we understand better the nature of the differences. Seismic frequencies below 0.2 Hz correspond to wave frequencies below 0.1 Hz and these are dominated by swells. It is no surprise that the better swell representation with TEST451 gives results for these low frequencies that agree better with the measurements. We also note that the upgrade from TEST441b used by Ardhuin et al. (2011b) and Stutzmann et al. (2012) to TEST451 (see Appendix B) has dramatically improved the modelling of seismic noise in the central Pacific with a correlation between model and data from the seismic station of Papeete (French Polynesia) increased from 0.71 to 0.91. Figure 9 More interesting is the relative higher noise level at high frequencies, which is often associated with wind seas. It appears that TEST451 gives a higher noise level than BJA, meaning that TEST451 gives more energy propagating in opposite directions, and this seems to be in a better qualitative agreement with the recorded noise, than the result of the model with the BJA parameterization. This is consistent with our analysis of modelled directional spreads.
Air-sea fluxes of energy and momentum
Production of turbulence by wave breaking
Most of the wind energy input to surface waves is dissipated by wave breaking, which likely represents the dominant source of turbulent kinetic energy (TKE) in the first few meters below the surface (Terray et al., 1996; Gemmrich et al., 2008) . Direct measurements of the energy flux from waves to ocean Φ oc are difficult, thus diagnostics from a realistic wave model might help to estimate that flux, especially at global scale. Since the new parameterization TEST451 improves both low (e.g. H s ) and high (mss, U ss ) order spectral moments, there is a fair chance that the representation of the fluxes in and out of the wave field are also improved.
The energy flux (in W m −2 ) is generally parameterized with the non-dimensional Craig and Banner (1994) 's parameter α CB , defined by
where u ⋆ is the air side friction velocity and ρ a and ρ w are the air and water densities. α CB depends on the wave age (e.g Terray et al., 1996) , but because the peak wave speed C p is a fairly noisy quantity when estimated from real sea states that contain swell, we prefer to use the significant wave height as a surrogate for the wave age.
The new parameterization displays the same sensitivity of α CB to the wave development as the BJA parameterization, with a similar spread between the energy dissipation of young and mature seas (Fig. 10a,b) . However its magnitude at low/medium winds is reduced in TEST451 compared to BJA, while it is increased at large winds (Fig. 10c) . Adjustment of the wind-wave growth parameter β max of the new parameterization TEST451 to accommodate to the different wind forcings can be directly traced to the α CB parameter, which is 15% larger in the CFSR compared to the ECMWF version (Fig. 10c) . Figure 10 The energy fluxes from atmosphere to waves Φ aw and from waves to ocean Φ oc overall depend on the wind speed, on the drag coefficient and on the α CB parameter. As shown in table 3, the fluxes are reduced by 20% in the new parameterization, with yearly averages around Φ aw = 56 TW and Φ oc = 52 TW, to be compared to 72 and 68 TW using BJA, which is very close to the numbers given in Part 1, and comparable to the estimates of Wang and Huang (2004) . Those energy fluxes are mostly concentrated in the winter storms, with a dominance of the Southern Ocean (Fig. 11) . Table 3 Figure 11 
Production of turbulence by the Stokes drift shear
Another interesting flux of energy is the flux from wave energy to the upper ocean TKE associated with the stretching of turbulence by the Stokes drift (e.g. Ardhuin and Jenkins, 2006) . This particular flux is expected to be the source of the Langmuir turbulence which has a strong impact on the mixed layer dynamics (Kantha and Clayson, 2004; Noh et al., 2009; Sullivan and McWilliams, 2010) . This term was neglected as a dissipation term in TEST451 because it is typically one order of magnitude less than the wave breaking dissipation, we shall estimate it here diagnostically.
As discussed by Kantha (2006) , this Stokes-shear energy flux writes
where τ is the shear (Reynolds) turbulent stress and U s is the Stokes drift. Φ S t can be written as a fraction of the work of the wind stress on the surface Stokes drift, Φ S t = α K τ w . U ss , with the coefficient α K depending on the profile of the Stokes drift, on the stratification, on the Earth rotation and on turbulence intensity within the ocean. The product τ w . U ss gives a global energy flux of 7 TW. Note that the explicitly resolved waves (up to 0.72 Hz) account for 5.5 TW, the remaining part being calculated using a parametric high frequency tail. This is consistently larger than our previous estimate of 6 TW , since the Stokes drift was underestimated with the BJA parameterization (see section 3.4). . Kantha (2006) estimated α K for different monochromatic waves, and Kantha et al. (2009) retained an average value of 0.65. Using this value of α K , we find that Φ S t = 4.5 TW are available to fuel to Langmuir circulations. This estimation is much larger than the 2.5 TW of Kantha et al. (2009) , presumably because their wave spectra are truncated at a maximum frequency of 0.4 Hz and thus underestimate the Stokes drift .
Similarly to the total wave dissipation, this production of turbulence by the Stokes drift is largely seasonal because it is concentrated in the winter storms (not shown, similar in trend to Fig. 11 ).
Momentum fluxes
With the better reproduction of the mss and U ss that are strongly dependent on the spectrum high frequency tail, we expected that the wave-supported stress and wind drag coefficient should also be better reproduced by the new parameterization TEST451. Indeed, for a wind input proportional to the 1/C 2 , with C the phase speed, the wavesupported stress is directly proportional to the upwind-downwind mean square slope (e.g. Plant, 1982; Juszko et al., 1995) .
We shall thus examine the variability of the drag coefficient, expressed as
This drag coefficient is known to increase with the wind speed, but it is also believed to depend on the wave age, with larger values for steep young waves (see Drennan et al., 2005 , for a review of dedicated field experiments). Other experiments do not necessarily report such a strong dependence (Edson et al., 2007) , but that can be due to inherent correlation of wind speed with wave age in such datasets. A quantitative calculation is shown in Fig. 12c , where we use the empirical formulation of Drennan et al. (2005, their eq. 4 ) , which is written
In comparison, the BJA parameterization yields a reasonable dependence of C D (Fig. 12b) , while the new parameterization TEST451 appears all but independent on the wave age (Fig. 12a) . This is clearly due to the only change in the wind input parameterization, namely the introduction of a sheltering effect which reduces the apparent stress for the shorter wave components. Further work is clearly needed to improve and validate the air-waves-sea momentum exchange in the new parameterization, in particular as the wave-supported stress might be unrealistic. Further work will likely investigate how the sheltering term can be reduced. That will probably require an increase in the dissipation to keep the correct balance in the spectral tail. Since the friction velocity u ⋆ is not just a diagnostic parameter of the wave model but a parameter that comes into the wind-generation term, it is also expected that increasing u ⋆ specifically for young waves may help reduce the low wave height bias at short fetch. Figure 12 
Conclusion
A 20 year hindcast of global wave parameters has been produced using a new parameterization for wave dissipation (Ardhuin et al., 2010) , and forcing from a combination of ECMWF analysis and CFSR reanalyses, sea ice from CFSR and ECMWF and icebergs from CERSAT.
The continuous validation with altimeter and buoy data reveals several important facts related to wind forcing,
• CFSR winds are anomalously high in the Southern Ocean for the years 1991-1993, compared to following years, resulting in anomalous high biases for these years, including off the U.S. West coast. This bias is corrected for the following years, probably due to the start of SSM-I data assimilation in CFSR. This and other patterns in CFSR winds have been discussed by Cox et al. (2011) and Chawla et al. (2012) .
• CFSR and NCEP analyses have systematically higher values than ECMWF analyses of the wind speed, and this is even more true for the highest speed range.
• A simple calibration of the wind wave growth parameter, β max = 1.33 for CFSR or NCEP winds compared to β max = 1.52 for ECMWF winds corrected the average to high wave heights.
• Modelled wave heights are still too low for the highest values (H s > 12 m), likely due to an underestimation of the winds in these conditions, as shown for a specific storm by Hanafin et al. (2012) .
Besides those considerations of wind forcing, the new parameterization provides significantly improved hindcasts compared to those of Part 1 ),
• The dominant wave parameters (wave height, peak period) are improved, especially in swell-dominated regions like the Central Pacific.
• The improvement is particularly large for the mean square slope of the sea surface, which is now relatively well estimated with the model and may be a useful parameter for remote sensing applications.
• Following the mss improvements, the new parameterization improves the estimations of the surface Stokes drift, as validated with buoy data. The Stokes drift is thus in global average larger than previously estimated, and so is the energy available for near-surface Langmuir turbulence.
• We have explored the directionality of the wave field which appears generally well represented, including the directional integral I( f ) that appears in the source of seismic noise. Noise measurement suggests that wave spectra are fairly broad on average at frequencies above the wind-sea peak, in a way consistent with our new model results.
• The energy released by the waves through wave breaking is more difficult to validate but it is nonetheless estimated with the new model and appears significantly reduced compared to previous estimations. In spite of the good behavior of the mss and of the Stokes drift, the air-sea momentum flux corresponds to a drag coefficient that varies little if at all with the wave age. The wave-supported stress and its dependency on the high frequency part thus need further development. .
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The hindcast database is freely available and while there are still issues and uncertainties, it might provide improved parameters for geophysical applications, including for atmospheric and oceanic modelling when used with the consistent wind reanalysis. taken from the GEOSCOPE data centers. We thank J.-F. Piolle and M. Accensi for their homogenization of the buoy data formats and work on NetCDF post-processing, and the entire WAVEWATCH III (R) 
Appendix A. Database variables, formats and organization
The database is availaible at http://tinyurl.com/iowagaftp/HINDCAST . It is organized by model domain, i.e. 'GLOBAL' for the 0.5 degree resolution grid, ATNW for the U.S. East Coast and Gulf of Mexico, PACE for the East Pacific, ATNE for the European coasts, CRB for the Carribean, NC for New Caledonia and Vanuatu. These are the six grids of the multigrid sytem which were run simultaneously using 2-way nesting. On top of these, the unstructured grids IROISE, NORGASUG and MENORUG were run a posteriori from full spectral boundary conditions. In each model domain, files are ordered by year, and in each year by output variable with monthly files and separate files for each variable. The subfolders for all these variables are listed in table A.4.
For each year, two types of variables have been computed and stored. The first are spectra at preselected locations (buoys and other places of interest). These spectra are contained in files named after the WMO buoy number, or the geographical position. The spectra were further processed to integrated bulk parameters such as the wave height H s and several mean periods.
The second type of output are gridded variables that vary in horizontal space. For convenience we have used NetCDF4, in which the gridded data is stored with 2-byte integers using a scale factor. As a result, for variables that have a large dynamic range, the relative accuracy is not very good for the low values. This is the case for the energy fluxes. The scale factor has been chosen to avoid saturation. However, it is possible that there is some overflow, leading to negative energy values for example, if the variable goes over its expected maximum. We have obviously tried to avoid this situation. In the case of seismic noise source spectra, which have a huge dynamic range, the values stored are a logarithm of the actual power spectral density of pressure.
The output time step was set at 3 hours, except for the unstructured grids that are forced by tides, in which case we use a smaller 1 hour step. In order to allow a seamless combination of the different grids, the NetCDF files also contain a MAPSTA variable that corresponds to the unambiguous 'status map' MAPSTA(IY,IX) + 8*MAPST2(IY,IX) of the WWATCH model. When this variable is set to 8 it means that these points were excluded from the computation and the map can be filled it using the global model domain data. We have not filled in these excluded points in order to minimize the size of the files.
For further information and updates, the README file at the root of the database should be consulted.
where the smoothing parameter is defined by, α = 0.5 tanh (πH 3 s /(4νT m0,2 ) − s 4 )/s 7 (B.2) where ν = 1.4 × 10 −5 m 2 s −1 is the air viscosity, T m0,2 is the mean wave period and s 4 = 10 5 m and s 7 = 2.3 × 10 5 m are fitting parameters.
That smoothing of the swell dissipation threshold provides significant reduction in random errors in swell dominated areas such as the central Pacific (see e.g. Fig. 4b ). 
