In this paper we consider a formulation of the H 2 optimal control problem in which the controller is not viewed as an operator that transforms measurements to controls. Instead, the controller is assumed to be a device that constrains a set of a-priori specified interconnection variables so as to achieve a controlled system whose manifest variables have a free component and satisfy an upperbound on the L 2 norm of its impulse response. We formalize and solve this problem in a behavioral setting, that is, without reference to system representations and input-output structures. The equivalance between the H 2 control problem, the generalized H 2 control problem and the LQ optimal control problem are established.
Introduction
The theory of H 2 optimal control is undoubtedly among the most important tools for multi-variable control system analysis and design. In its most general formulation, the H 2 optimal control problem amounts to synthesizing a feedback controller for a given plant so as to minimize the H 2 norm of the transfer function of the controlled system which maps exogenous disturbances to a controlled output variable. When the exogenous disturbances are given a stochastic interpretation and assumed to be independent zero mean white noise sequences of unit variance then the H 2 optimal control problem is known as the Linear Quadratic Gaussian (LQG) problem, a problem which has been studied since 1960 and which has marked the beginning of modern control theory.
We refer to [4] and references therein for an extensive and recent treatment of the H 2 optimal control problem in its many variations. In this paper we propose a formulation of this problem which is motivated by recent achievements in the behavioral theory of dynamical systems. See [2, [6] [7] [8] [9] . In the behavioral setting, a controller is not viewed as an operator which transforms measurements to controls. Rather, the role of the controller is to constrain a distinguished set of interconnection variables of a plant, so as to achieve a more desirable behavior. Control system synthesis then amounts to designing an additional set of laws for a given plant, so as to achieve a specified control objective. The controlled system is the interconnection of the plant with the controller and is simply the restriction of the plant behavior to those trajectories which also satisfy the laws imposed by the controller. This setting has various advantages. Firstly, it is independent of input-output partitionings of the interconnection variables, i.e., there is no need to distinguish between measurement and control variables prior to the design of a control system. In particular, this means that the controller is not viewed as a signal processor that transforms measurements in controls. Secondly, the causality structure of the controlled system can be disregarded in the control synthesis problem. Thirdly, we believe that for many practical control problems this setting is more natural.
Controlled systems
We consider discrete time systems with time set T = Z and finite dimensional real signal spaces P = R p . Let (T , P ) denote the set of all mappings p : T → P . The systems we wish to control are given by subsets P ⊆ (T , P ) which are linear, time-invariant and closed in the topology of pointwise convergence. It is well known [6, 7] that these systems can be descried by
is a matrix with p columns of polynomials with real valued coefficients, and σ denotes the shift, defined for p ∈ (T , P ) by (σp)(t) := p(t + 1). Hence, the systems we consider here are the solution sets of auto-regressive polynomial difference equations. This class of systems has been extensively studied [2, 6, 7] and will be denoted by L p or by L if the dimension of the signal space is clear from the context. In other words, L consists of those systems P which can be represented as P = ker R(σ ) for some matrix polynomial R.
Let P ∈ L p be a dynamical system and suppose that its signal space P is the Cartesian product P = W × C with W = R w and C = R c both non-trivial. This means that trajectories p ∈ P are partitioned as p = col(w, c), where w has dimension w and c has dimension c. We call w the manifest variable, c the interconnection variable and we refer to P as the full plant behavior. A controller (for P ) is a dynamical system C ∈ L c which constrains the interconnection variables c of P , (and thus also the manifest variables w). The interconnection of the plant P and the controller C is the system K full := {(w, c) | (w, c) ∈ P and c ∈ C} which we will refer to as the full controlled system. The idea is depicted in Figure 1 . By eliminating the interconnection variable from the plant and the controlled system we obtain the following sets
These are, respectively, the maximal plant behavior, the controlled system behavior and the minimal plant behavior. The maximal plant behavior has unconstrained interconnection variables and is therefore maximal in a set theoretic sense. The minimal plant behavior is maximally constrained in the sense that its interconnection variables are all set to zero. It is an easy exercise to show that for any plant P ∈ L w+c and controller C ∈ L c , the sets (1) all belong to L w . We write K = P C to denote the interconnection of the plant P and the controller C.
In this setting, control will mean to find C, given P , such that the controlled system K = P C consists of trajectories that are desirable or acceptable in a well defined sense. For this, the set K needs to be implementable and satisfy the control objectives. We will define these notions first.
Definition 2.1 (Implementability
That is, K is implementable if it is the interconnection of the plant P with a suitable controller C ∈ L c . To formalize desirable or acceptable behavior, we introduce the notion of a control objective as follows (see also [11] ).
Definition 2.2 (Control objectives)
The control objective O specifies desirable behavior in the sense that we find K acceptable only if it satisfies (2) . Note that the inclusions (2) are dual. We will call (2a) a minimal and (2b) a maximal requirement for K. The minimal requirement formalizes the idea that K should be "sufficiently rich" in that a suitable extension of this system contains at least a specified set of trajectories (such as disturbances, reference trajectories or norm-bounded signals). The maximal requirement specifies performance of the system.
The following result precisely characterizes the set of implementable systems. For a proof we refer to [1, 5] .
Theorem 2.3 K ∈ L w is implementable if and only if
Hence, only the systems whose behaviors are wedged in between P min and P max are implementable. The main implication of Theorem 2.3 is that we can focus on the synthesis of controlled systems K rather than on the synthesis of controllers. Indeed, if K ∈ L w satisfies the inclusions (3), then an explicit algorithm for the synthesis of a controller C ∈ L c such that K = P C is as follows.
a polynomial kernel representation of the plant P and suppose that (3) holds.
Calculate a polynomial
U(ξ) ∈ R ·×c [ξ ] such that K = ker U(σ )R w (σ ). (Such U exists).
Set C(ξ ) = U(ξ)R c (ξ ) and define the controller
Then C ∈ L c and it follows that K = P C.
Given P max , P min , R min , R max , S min and S max , the control problem is therefore to find K ∈ L w , if it exists, which is implementable (i.e., satisfies (3)) and which satisfies the control objective O (i.e., (2)). Any such K is said to be a solution of the control problem and in that case we will say that K achieves O for the plant P . It is obvious that for a given P and given control objectives O, solutions for the corresponding control problem may not exist. The following result provides a necessary condition for the existence of solutions. (3) and (2b) implies that (3) and (2a) imply P max + R min ⊇ K + R min ⊇ S min which yields the result. ✷
Theorem 2.4 K achieves the control objective O for the plant P only if
In words, a necessary condition for the existence of a controller that achieves acceptable performance, is that the minimal plant behavior P min must satisfy the maximal requirement, and the maximal plant behavior P max must satisfy the minimal requirement. These conditions are clearly not sufficient. The following result shows that solutions of the control problem are in general not unique.
Theorem 2.5
If K 1 and K 2 achieve O for P , then any K with
Proof. Immediate from (2) and(3). ✷
The observation of Theorem 2.5 is at the basis of the following result.
Theorem 2.6 Let P , P ∈ L w+c be two plants and suppose
Proof. Since P min ⊆ P max ⊆ P max , Theorem 2.3 implies that P max is implementable for P . Consequently, there exists C such that
Conclude from Theorem 2.3 that K is implementable for P . The result then follows. ✷
Three control problems
In this section we will formalize and discuss three control problems As for the notation, let 2 be the set of square summable sequences on Z and denote by + 2 the set of elements in 2 which vanish for t < 0. That is w ∈ (the superscripts stand for 'future' and 'past', respectively). Laplace or z-transformed signals w ∈ 2 are denoted byŵ. H ∞ and H 2 denote the usual (normed) spaces of complex vector-valued functions that are, resp., bounded and square integrable on the unit circle and which have bounded analytic continuation outside the unit circle.
Let w be partitioned as
where d has dimension d > 0, z has dimension z > 0 and
where
This yields the following formulation of the H 2 control problem. 
w (t)w(t).
The generalized H 2 control objective is defined by the quadruple
Hence, the minimal requirement in the control objective O GH 2 is equal to the minimal requirement in O H 2 , whereas the maximal requirement in O GH 2 amounts to saying that in the controlled system all signals z, that are compatible with a d in the unit ball of + 2 , should have amplitude at most one.
Definition 3.2 (Generalized H 2 control problem)
The generalized H 2 control problem amounts to finding a system K ∈ L w that achieves the objective O GH 2 for a given plant P ∈ L w+c .
Note the difference between the three control problems formulated in Definition 3.1 and Definition 3.2. We refer to [4] and [3] for a detailed treatment of, resp., the H 2 and generalized H 2 control problem in the usual input-output setting.
As a third control problem, we consider the Linear Quadratic (LQ) control problem which has been discussed and solved in the behavioral setting in [12] . The partitioning (4) of the manifest variable w will not be relevant for this problem. Let P ∈ L w+c be a given plant, p = w + c and let p ∈ (T , R p ) be an arbitrary trajectory. The restrictions p − := p| Z − and p + := p| Z + will be referred to as the past and the future of p, respectively. The set of continuations of p is defined as
In words, the set of continuations of p consists of all trajectories whose past coincides with the past of p and whose futures are compatible with the laws of the plant. Note that P (p) is nonempty if and only if p − ∈ P − and note that P (p) only depends on the past of p. Define the control objective O LQ by the quadruple:
With these specifications, the minimal requirement (2a) of the LQ control objective is equivalent of saying that the state dimension of the controlled system should be no smaller than the state dimension of the plant. That is, the controller is not allowed to reduce the dimension of the state variable of the plant. Details of this claim can be found in [12] . The maximal requirement states that in the controlled system all futures that are compatible with a past in the unit ball of p 2 should have f 2 -norm at most one.
Definition 3.3 (LQ control problem)
The LQ control problem amounts to finding a system K ∈ L w that achieves the objective O LQ for a given plant P ∈ L w+c .
Main results
The main results in this section claim that the three control problems of Section 3 are, under suitable conditions, equivalent in a well-defined sense.
First, we will characterize the control objectives O H 2 and O GH 2 . For this, consider the 2 behavior of a dynamical system K ∈ L w which is defined as K ∩ + 2 . Infer from [10] 
can be written as either the kernel or image of a rational, stable operator in H ∞ , i.e., there exist rational , ∈ H ∞ such that
whereŵ denotes the z-transform of w. (8) is equivalent to (2b). (8) implies (2b) has already be proven.
(1 ⇔ 2). We will take a rather 'indirect' route via state space representations. Using the equivalence (1 ⇔ 3), we infer that (1) 
Using duality, we infer that there exists X satisfying (10) if and only if there exists Y satisfying (9) . With x(0) = 0, the existence of such a Y is equivalent to saying that there exists ε > 0 such that for all d ∈ + 2 and all t ≥ 0
Taking the supremum over t ≥ 0 yields z ∞ ≤ (1 − ε) d 2 2 , which yields statement (2) . Since this argument can be conversed, (2) also implies (1). Next, we will achieve the equivalence of either of these problems with the LQ control problem as formalized in Definition 3.3, for the so called full information case.
The full information case
The full information case concerns plants P ∈ L w+c with the property that the manifest variables w are observable from the interconnection variables c. Precisely, if (w , c), (w , c) ∈ P implies that w = w then w is said to be observable from c.
The following result characterizes this property.
Theorem 4.3
Let P ∈ L w+c . The following statements are equivalent.
in P , w is observable from c.
2. P min = 0.
there exists
The full information case is therefore characterized by the property that all relevant knowledge of the manifest variables can be deduced from knowledge of the interconnection variables.
Consider the H 2 control problem as defined in Definition 3.1. Let P ∈ L w+c be a given plant and let its manifest variables w = col(d, z) be partitioned as in (4) . Let π z denote the projection of w onto the component z, i.e., π z (w) = z. By Theorem 2.4, a necessary condition for solvability of the H 2 problem is that S min ⊆ P max + R min . As noted before, this is equivalent of saying that d is a free variable in P max . We assume this to be the case and make the following additional assumptions:
A1 P is controllable.
A3 For all z ∈ 2 with z − ∈ π z P − max there exists d ∈ + 2 such that z ∈ π z P max .
For a definition of controllability in the behavioral setting we refer to [6, 9] . Assumption A2 implies that we consider the full information case only. Assumption A3 can be interpreted as a property of instantaneous controllability of the state of the plant through the variable d. Indeed, A3 can be restated as
, that is, every trajectory z : Z + → Z can be obtained from the equilibrium response of P max .
Define the noise-free behavior of the plant P as the set
It is immediate that Z ∈ L z+c , and since P is controllable, also Z is controllable. We will consider the Linear Quadratic (LQ) control problem for the plant Z. That is, let Z max and Z min denote the maximal and minimal behavior of Z, respectively. Observe that P min = 0 implies that Z min = 0 and controllability of Z implies controllability of Z max . The LQ problem for the plant Z is now specified by O LQ and has formalized in Definition 3.3
Theorem 4.4 Let P ∈ L w+c be a given plant and suppose that Assumptions A1, A2 and A3 hold. Let Z denote the noise free behavior of P . Then there exists a non-singular matrix R ∈ R d×d such that for This means that under the given assumptions the three problems of Section 3 are equivalent up to a rescaling of the variable d.
A design example
The merits of the behavioral framework have been criticized more than once with the question whether something new has been contributed to the existing tools of analysis and synthesis in control engineering. The following example shows that a traditional input-output setting of the H 2 optimal control problem may lead to performance levels which can be out-performed when the setting is replaced by a behavioral one.
We consider the example of an active suspension of a transport vehicle as described in [11] . The plant is modeled by the equations
where m 1 , m 2 are masses of the axle mass and the chassis mass, resp., F is a force acting on m 2 , q i , i = 1, 2 denote the displacement of the mass m i , and q 0 represents the vertical deviations in the road profile with respect to some equilibrium position and some velocity of the vehicle. A realistic set of model parameters * is given by m 1 = 1.5×10 3 , m 2 = 1 × 10 4 , k 1 = 5 × 10 6 , k 2 = 5 × 10 5 and b 2 = 5 × 10 4 which we will use in the present example. We extend the dynamics of the plant so as to incorporate suitable weighting parameters for the manifest variables reflecting road, passenger comfort and physical system characterisics. Specifically, the manifest variable w of P is replaced by w where w and w are related by Hence the plant P consists of all trajectories (w, c) which satisfy these equations. Note that this plant is linear, time-invariant with signal spaces W = R 5 and C = R 3 .
In the standard input-output setting of the H 2 optimal control problem, the interconnection variables c need to be partitioned in a measurement and a control variable. From a physical point of view, a possible choice is c = col(u, y) where u =q 2 is the control and y = col(q 2 − q 1 , F ) is the measurement variable.
Let w = col(d, z) where d = w 1 reflects the (weighted) road profile and z = col(w 2 , . . . , w 5 ) the (weighted) to-becontrolled variables.
With these specifications, the transfer function of the plant which maps col(d, u) to col(z, y) is proper. However, there does not exist a proper controller such that the H 2 norm of the closed-loop transfer function is finite. In other words, the standard H 2 optimal control problem has no solution in this input-output setting.
On the other hand, in the behavioral formulation of this H 2 control problem, (properly adapted to the continuous time case), solutions do exist in the sense that there exist implementable controlled systems K in which d is a free variable, and the tobe-controlled output z in the impulsive behavior of K satisfies the norm constraint z 2 < 1.
The main point of this example is that a classical input-output formulation of the H 2 control problem does not lead to solutions, whereas a formulation of this control problem in a behavioral setting does lead to a solution. As for this example, we remark that the controlled behavior K admits a feedback implementation in the sense that there exists a controller C, a partitioning c = col(u, y) of the interconnection variables and a proper rational transfer function C such that C = {c | c = col(u, y), u = Cy} * Courtesy of B. de Jager, Department of Mechanical Engineering, Eindhoven University of Technology.
such that K = P C.
