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A CONVOLUTION METHOD FOR NUMERICAL SOLUTION OF
BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS
CODY B. HYNDMAN†‡ AND POLYNICE OYONO NGOU§¶
Abstract. We propose a new method for the numerical solution of backward stochastic dif-
ferential equations (BSDEs) which finds its roots in Fourier analysis. The method consists of an
Euler time discretization of the BSDE with certain conditional expectations expressed in terms of
Fourier transforms and computed using the fast Fourier transform (FFT). The problem of error
control is addressed and a local error analysis is provided. We consider the extension of the method
to forward-backward stochastic differential equations (FBSDEs) and reflected FBSDEs. Numerical
examples are considered from finance demonstrating the performance of the method.
Key words: backward stochastic differential equations (BSDEs), reflected BSDEs,
fast Fourier transform, parabolic PDE, numerical approximation, option valuation.
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1. Introduction. Backward stochastic differential equations (BSDEs) have been
a topic of interest since the early work of [6] and the results of [33] on their well-
posedness. A BSDE is an equation of the form
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
Z∗sdWs (1.1)
defined on a complete filtered probability space
(
Ω,P,F , {Ft}t∈[0,T ]
)
where W is a
standard n-dimensional Brownian motion, the terminal condition ξ ∈ Rk is a square
integrable FT -measurable random variable and the driver f : [0, T ]×Rk×Rk×n → Rk
is a functional. It is known from [33] that there exists a unique adapted square
integrable backward process Y taking values in Rk and a unique predictable process
Z with values in Rn×k satisfying equation (1.1) under Lipschitz and integrability
conditions on the driver f .
Many works have extended this existence and uniqueness result. [1] introduced
forward-backward stochastic differential equations (FBSDEs). [30], [27] and [24]
among others treat non-Lipschitz cases. Also, the theory of BSDEs has found various
applications, particularly in finance and in the study of partial differential equations
(PDEs). From [34] (see also [19, Section 4.1]) we have that if the Cauchy problem to
the one-dimensional diffusion PDE{
∂u
∂t
+ 12
∂2u
∂x2
+ f(t, u, ∂u
∂x
) = 0, (t, x) ∈ [0, T )× R
u(T, x) = g(x)
(1.2)
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has a unique solution u ∈ C1,2 then the solution (Y, Z) for the one-dimensional BSDE
(1.1) with terminal condition ξ = g(WT ) admits the representation
Yt = u(t,Wt) (1.3)
Zt =
∂u
∂x
(t,Wt). (1.4)
Conversely, the solution of the PDE (1.2) can be interpreted in terms of the solution
of the BSDE (1.1). General formulations of the nonlinear Feynman-Kac formula
for FBSDEs, quasilinear parabolic PDEs, and viscosity solutions have been studied
extensively.
Deriving an explicit solution to a nontrivial (F)BSDE is possible only in very
few situations, such as [40], [23] and [37]. Thus, numerical methods for BSDEs have
been studied extensively. Numerical methods for (F)BSDEs can be classified into
three main groups: PDE based methods, spatial discretization based methods, and
Monte-Carlo based methods. PDE based methods, which started with the finite
difference approach of [16], consider a numerical resolution of the nonlinear parabolic
PDE related to the (F)BSDE. The two other methods rely on a time discretization
of the (F)BSDE. Spatial discretization based methods (see [12], [2], [15], [13], [38]
or [35] among others) use a deterministic space grid. On the other hand, the space
discretization is random in Monte-Carlo based methods (for instance, [9], [22], and
[3]).
In this paper, we propose an alternative spatial discretization method for BSDEs
and illustrate its implementation in the one-dimensional case. To the best of our
knowledge, the most efficient approach, in terms of speed and accuracy, in this simple
case is the binomial method of [35] which has connections with the theoretical work
of [10] and [29]. However, our method avoids a notable drawback of the binomial
method: the contraction of the space grid leading to the approximation of the Wiener
process by means of scaled random walks. Indeed, we use a fixed equidistant space
grid, thus allowing an exact simulation of the Wiener process at time nodes. The
FFT algorithm, which plays a key role in our method, helps in producing an efficient
algorithm. As in [11] and [28] in the context of option pricing under Le´vy processes,
we employ the FFT algorithm to compute quadratures. The presence of dynamic
programming through the Euler scheme is a major similarity between our method and
[28]. The method presented in [38] is somewhat similar in that transform methods are
employed, but differs in the discretization scheme and the use of the Fourier-cosine
expansion.
This paper is structured as follows. Section 2 reviews Euler time discretization
schemes for BSDEs which are used in Section 3 to develop the convolution method.
Section 4 presents a detailed error analysis of the convolution method. Some exten-
sions of the method are presented in Section 5, numerical results for examples from
finance are included in Section 6, and Section 7 concludes.
2. Time discretization of BSDEs. The convolution method developed in this
paper, as any spatial discretization based method, requires the availability of a time
discretization scheme for BSDEs. In this section, we consider well-known Euler time
discretization schemes that are widely used in numerical methods for BSDEs. Alter-
natives to the Euler schemes can be found in the θ−schemes of [43] or the penalization
scheme proposed by [35] inspired by a method used by [17] to prove well-posedness
of reflected BSDEs. Convergence of the Euler schemes are considered by [41, 42] and
[9].
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For simplicity of notation we shall suppose all processes are one-dimensional (k =
n = 1). Further, we make the following assumption to ensure existence and uniqueness
of a solution to the BSDE (1.1).
Assumption 2.1. We suppose a Markovian terminal condition with
ξ = g(WT ) (2.1)
where g : R→ R is real function satisfying the square integrability condition
E
[
ξ2
]
= E
[
g(WT )
2
]
<∞. (2.2)
In addition, both the terminal condition g and the driver f verify the Lipschitz con-
dition
|g(x)− g(x¯)|+ |f(t, y, z)− f(t¯, y¯, z¯)| < C (|x− x¯|+ |y − y¯|+ |z − z¯|) (2.3)
for some constant C > 0, ∀x, x¯, y, y¯, z, z¯ ∈ R, and ∀t, t¯ ≥ 0.
Consider the time mesh π := {0 = t0 < t1 < ... < tn = T } on the time interval
[0, T ] with n ∈ N time steps. Define ∆i := ti+1 − ti and ∆Wi = Wti+1 −Wti for
i = 1, . . . , n. Write |π| := max0≤i<n |ti+1 − ti| for the maximal time step. Let Y piti
and Zpiti denote the approximate solution at time node ti and ξ
pi be an approximation
of the terminal condition ξ. For BSDEs with a Markovian terminal condition we set
ξpi = ξ = g(WT ).
A well known method (see, for example, [41, 42], [9], or [8], for a standard deriva-
tion) for obtaining an approximate solution based on the Euler time-discretization of
equation (1.1) is given by the backward recursion
Zpitn = 0, Y
pi
tn
= ξpi
Zpiti =
1
∆i
E
[
Y piti+1∆Wi|Fti
]
, 0 ≤ i < n
Y piti = E
[
Y piti+1 + f(ti, Y
pi
ti+1
, Zpiti)∆i|Fti
]
, 0 ≤ i < n
(2.4)
which we call the explicit Euler scheme I. Another explicit scheme consists of replacing
the conditional expectation of the driver in the explicit Euler scheme I by the driver
evaluated at the conditional expectations of the arguments. This procedure leads to
Zpitn = 0, Y
pi
tn
= ξpi
Zpiti =
1
∆i
E
[
Y piti+1∆Wi|Fti
]
, 0 ≤ i < n
Y piti = E
[
Y piti+1 |Fti
]
+ f(ti,E
[
Y piti+1 |Fti
]
, Zpiti)∆i, 0 ≤ i < n
(2.5)
which we call the explicit Euler scheme II. The approximate (Y, Z) processes then
takes the form
Y pit = Y
pi
ti
, Zpit = Z
pi
ti
for t ∈ [ti, ti+1). (2.6)
on the entire time interval.
The global discretization error Epi is defined as
E2pi := max
0≤i<n−1
E
[
sup
t∈[ti,ti+1]
∣∣Yt − Y piti ∣∣2
]
+
n−1∑
i=0
E
[∫ ti+1
ti
∣∣Zs − Zpiti∣∣2 ds] (2.7)
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for any version of the Euler scheme. Due to the Lipschitz nature of the driver f , it
can be proved that the explicit schemes have a first order quadratic error as noted by
[8, Remark 2.1.1].
Theorem 2.1. Under the setting of Assumption 2.1, the Euler schemes yield a
first order quadratic error
E2pi = O(|π|). (2.8)
In the next section we formulate the convolution method.
3. Convolution method. In this section, we introduce the convolution method
for the numerical solution of the BSDE (1.1). The method involves expressing the
conditional expectations in an explicit Euler time discretization of the BSDE as con-
volutions, calculating the Fourier transform of the approximate solution, applying the
convolution theorem of Fourier analysis, and taking the inverse Fourier transform of
the results in order to recover expressions for the approximate solution which are re-
cursive backward in time. In order to implement the convolution method we present
the discretization of intermediate quadratures and their relationship to the discrete
Fourier transform (DFT) which can be efficiently computed using the fast Fourier
transform (FFT).
3.1. Convolution on the explicit Euler scheme II. The starting point of
the convolution method for BSDEs is an explicit Euler scheme. If we consider the
explicit Euler scheme II of equation (2.5) an approximate solution of the BSDE (1.1)
at mesh time ti consists of real-valued functions ui, u˙i, and u˜i defined by the backward
recursions
ui(x) = u˜i(x) + ∆if(ti, u˜i(x), u˙i(x)) (3.1)
u˙i(x) =
1
∆i
E
[
ui+1(Wti+1)∆Wi|Wti = x
]
=
1
∆i
∫ ∞
−∞
(y − x)ui+1(y)h(y − x)dy (3.2)
u˜i(x) = E
[
ui+1(Wti+1)|Wti = x
]
=
∫ ∞
−∞
ui+1(y)h(y − x)dy (3.3)
for i = 0, 1, ..., n − 1 and un(x) = g(x). Note that ui represents the approximate Y
process and u˙i stands for the approximate Z process at mesh time ti while u˜i is an in-
termediate quantity. The notation u used in equations (3.1)-(3.3) is not to be confused
with the solution of the PDE (1.2) as we do not employ the representation (1.3)-(1.4)
in this paper. The function h is the density function ofWti+1 conditional on the value
of Wti
h(x) = (2π∆i)
− 1
2 exp
(
− x
2
2∆i
)
. (3.4)
If a method for calculating the integrals of equations (3.2) and (3.3) is available,
then the sequence (ui(Wti), u˙i(Wti)) for i = 0, 1, 2, ..., n−1 is an approximation to the
BSDE solution of equations (1.3) and (1.4) on the interval [0, T ]. The stationarity and
independence of Brownian increments allow us, as in [28], to express the functions u˜i
and u˙i in equations (3.2) and (3.3) as convolutions. These convolutions suggest using
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Fourier transforms and hence the computation of the integrals via discrete Fourier
transforms.
Recall the Fourier transform of an integrable real function η is the function ηˆ :
R→ C is defined as
ηˆ(ν) := F[η](ν) =
∫ ∞
−∞
e−iνxη(x)dx (3.5)
where i =
√−1 is the imaginary unit. The inverse Fourier transform recovers the
function η from its Fourier transform ηˆ through the relation
η(x) := F−1[ηˆ](x) =
1
2π
∫ ∞
−∞
eixν ηˆ(ν)dν. (3.6)
For any real function η : R→ R define the dampened function ηα as
ηα(x) = e−αxη(x). (3.7)
where α ∈ R is a dampening parameter. Taking the Fourier transform of u˜αi in
equation (3.3) gives
F[u˜αi ](ν) =
∫ ∞
−∞
e−iνxe−αx
∫ ∞
−∞
ui+1(y)h(y − x)dydx
=
∫ ∞
−∞
e−iνx
∫ ∞
−∞
uαi+1(y)e
α(y−x)h(y − x)dydx
= F[uαi+1](ν)F[e
−αzh(−z)](ν) (3.8)
using the convolution theorem. Moreover, making the change of variable x = −z,
F[e−αzh(−z)](ν) =
∫ ∞
−∞
e−iνze−αzh(−z)dz =
∫ ∞
−∞
ei(ν−iα)xh(x)dx
= φ(ν − iα) (3.9)
where φ(ν) = exp
(− 12∆iν2) is the characteristic function of the density h.
The equality of equation (3.9) is well-defined since |φ(ν − iα)| < ∞ for any α ∈
R. We introduce the dampening parameter α to ensure relative periodicity for the
functions uαi+1 as shown in the sequel. In practice, integrability is not necessary since
a truncation is performed in the numerical implementation. Combining equations
(3.8) and (3.9) gives
F[u˜αi ](ν) = F[u
α
i+1](ν)φ(ν − iα). (3.10)
Similarly, the Fourier transform of u˙αi in equation (3.2) is given by
F[u˙αi ](ν) = −
1
∆i
F[uαi+1](ν)F[ze
−αzh(−z)](ν)
= − i
∆i
F[uαi+1](ν)
∂
∂ν
F[e−αzh(−z)](ν)
= − i
∆i
F[uαi+1](ν)
∂
∂ν
φ(ν − iα)
= (α+ iν)F[uαi+1](ν)φ(ν − iα) (3.11)
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using the differentiation properties of the Fourier transform.
From equations (3.10) and (3.11), we recover the functions u˜i and u˙i by taking
the inverse Fourier transform and adjusting for the dampening factor
u˜i(x) = e
αxF−1
[
F[uαi+1](ν)φ(ν − iα)
]
(x) (3.12)
u˙i(x) = e
αxF−1
[
(α+ iν)F[uαi+1](ν)φ(ν − iα)
]
(x). (3.13)
Equations (3.1), (3.12), and (3.13), evaluated at x = Wti , define a convolution method
for the approximate solution of the BSDE (1.1) based on the explicit Euler scheme II.
3.2. Convolution on the explicit Euler scheme I. An alternative charac-
terization of the approximate solution of the BSDE (1.1) is obtained if one considers
the explicit Euler scheme I of equation (2.4). In this case, the approximate solution
(Y, Z) consists of functions vi and v˙i at mesh time ti which take the form
vi(x) = E
[
v˜i+1(Wti+1)|Wti = x
]
=
∫ ∞
−∞
v˜i+1(y)h(y − x)dy (3.14)
where
v˜i+1(x) = vi+1(x) + ∆if(ti, vi+1(x), v˙i(x)), (3.15)
v˙i(x) =
1
∆i
E
[
vi+1(Wti+1)∆Wi|Wti = x
]
=
1
∆i
∫ ∞
−∞
(y − x)vi+1(y)h(y − x)dy, (3.16)
for i = 0, 1, ..., n− 1 and vn(x) = g(x).
Following the steps of the previous characterization equations (3.14) and (3.16)
lead naturally to
vi(x) = e
αxF−1
[
F[v˜αi+1](ν)φ(ν − iα)
]
(x) (3.17)
v˙i(x) = e
αxF−1
[
(α+ iν)F[vαi+1](ν)φ(ν − iα)
]
(x). (3.18)
where both vαi and v˜
α
i for i = 0, 1, ..., n−1 along with the dampened terminal condition
are assumed to be integrable so that they admit Fourier transforms. Equations (3.15),
(3.17), and (3.18) define a convolution method for the approximate solution of the
BSDE (1.1) based on the explicit Euler scheme I.
3.3. Numerical implementation. From equations (3.12) and (3.13) or equa-
tions (3.17) and (3.18) one notices that computing the approximate solutions (ui, u˙i)
and (vi, v˙i) at mesh time ti reduces to computing a function θ : R→ R depending on
two functions ψ : C→ C and η : R→ R in the following manner
θ(x) =
1
2π
∫ ∞
−∞
eiνxη̂α(ν)ψ(ν)dν (3.19)
if we drop the dampening factor eαx.
This integral is numerically computed by discretizing the Fourier space with a
uniform grid of N + 1 points {νi}Ni=0 on the interval [−L2 , L2 ] of length L, where N is
even, such that
νi = ν0 + i∆ν (3.20)
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with ν0 = −L2 and ∆ν = LN . Hence, for any x ∈ R
θ(x) ≈ 1
2π
∫ L
2
−L
2
eiνxη̂α(ν)ψ(ν)dν
≈ ∆ν
2π
N−1∑
i=0
eiνixη̂α(νi)ψ(νi) (3.21)
where the integral is approximated using lower Riemann sums and
η̂α(νi) =
∫ ∞
−∞
e−ixνiηα(x)dx =
∫ ∞
−∞
e−ixνie−αxη(x)dx. (3.22)
This last integral is also computed using an uniform grid of N + 1 points {xj}Nj=0 on
the restricted interval [x0, xN ] centred at W0 = 0 such that
xj = − l
2
+ j∆x (3.23)
where ∆x = l
N
is chosen so that the Nyquist relation Ll = 2πN is satisfied.
The discretization of the integral in equation (3.22) leads to an expression in-
volving the discrete Fourier transform (DFT). The DFT is a numerical procedure
that transforms a set of real or complex numbers {xj}N−1j=0 into another set {xˆj}N−1j=0
through the relation
xˆk := D[x]k =
1
N
N−1∑
j=0
e−ijk
2pi
N xj (3.24)
for k = 0, 1, ..., N−1. The inverse DFT performs a reciprocal operation by computing
the set of numbers {xj}N−1j=0 using the numbers {xˆj}N−1j=0 as
xk := D
−1[xˆ]k =
N−1∑
j=0
eijk
2pi
N xˆj (3.25)
for k = 0, 1, ..., N − 1.
As we intend to use the DFT to compute (3.21) and (3.22) we assume that the
following conditions are satisfied.
Assumption 3.1. The generic dampened function ηα and its derivative ∂η
α
∂x
have
the same values at the boundaries of the restricted domain [x0, xN ]
ηα(x0) = η
α(xN ), (3.26)
∂ηα
∂x
(x0) =
∂ηα
∂x
(xN ). (3.27)
We approximate the integral of equation (3.22) by first restricting the integration in-
terval to [x0, xN ] and then applying a composite quadrature rule with weights {wi}Ni=0.
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Consequently,
η̂α(νi) ≈
∫ xN
x0
e−ixνiηα(x)dx (3.28)
≈ ∆x
N∑
j=0
wje
−ixjνiηα(xj)
= ∆x · e−ix0νi
N∑
j=0
wje
−iji 2pi
N e−ijν0∆xηα(xj)
=
2π
∆ν
e−ix0νiD
[{(−1)jw˜jηα(xj)}N−1j=0 ]i (3.29)
for i = 0, 1, ..., N − 1 using Assumption 3.1 since N is even and e−iν0∆x = −1 with
w˜j = wj + δN−j,NwN (3.30)
where δi,j stands for the Kronecker’s delta. At this point many quadrature rules are
available. For example, one may use the composite trapezoidal rule with weights of
the form
wi = 1− 1
2
(δ0,i + δN,i) , i = 0, 1, ..., N (3.31)
leading to w˜i = 1. Higher order composite quadrature rules will improve accuracy in
presence of a smooth driver f .
A similar approach can be found in [28] which enhanced the discrete Fourier
transform with a composite trapezoidal quadrature rule to compute this last inte-
gral. However, [28] omits Assumption 3.1 making the error analysis quite tedious
and leading to considerable numerical errors, especially around the boundaries of the
restricted domain. In addition, we use a fixed space grid whereas [28] shift the space
grid through time steps. The major difference, however, is that the scheme in [28]
solves the Snell envelope and does not seek a numerical solution for BSDEs.
Remark 3.1. From equation (3.28), the restriction of the real line to the interval
[x0, xN ] also solves the problem of integrability of the generic dampened function η
α
that we pointed out preceding equation (3.10). Indeed, the restriction is essentially
equivalent to considering the truncated function ηα1[x0,xN ]. Hence, η
α needs to be
integrable only on the restricted domain.
The values of the functions θ are computed at the grid points {xk}N−1k=0 by com-
bining equations (3.21) and (3.29)
θ(xk) ≈
N−1∑
j=0
eiνjxkψ(νj)e
−ix0νjD
[{(−1)iw˜iηα(xi)}N−1i=0 ]j
= eikν0∆x
N−1∑
j=0
eijk
2pi
N ψ(νj)D
[{(−1)iw˜iηα(xi)}N−1i=0 ]j
= (−1)kD−1
[{
ψ(νj)D
[{(−1)iw˜iηα(xi)}N−1i=0 ]j}N−1j=0
]
k
. (3.32)
Since we use the DFT, the underlying trigonometric (and hence periodic) interpolation
allows us to set
θ(xN ) = θ(x0). (3.33)
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In applications we shall consider functions ηα that do not satisfy Assumption 3.1.
To address this problem we slightly modify the function η by adding a linear function
to obtain a modified dampened function ηαβ,κ defined as
ηαβ,κ(x) = e
−αx(η(x) + βx+ κ). (3.34)
The following lemma gives the appropriate choice for the dampening parameter α ∈ R,
and the coefficients β ∈ R and κ ∈ R.
Lemma 3.1. Suppose the real function η ∈ C1[a, b] is differentiable with
∂η
∂x
(a) 6= ∂η
∂x
(b)
and let ηαβ,κ be the modified, dampened function defined in equation (3.34). Then
α =
1
b− a log
(
∂η
∂x
(b) + β
∂η
∂x
(a) + β
)
(3.35)
κ =
e−αb(η(b) + βb)− e−αa(η(a) + βa)
e−αa − e−αb (3.36)
solve the system of nonlinear equations
ηαβ,κ(a) = η
α
β,κ(b) (3.37)
∂ηαβ,κ
∂x
(a) =
∂ηαβ,κ
∂x
(b) (3.38)
for any β /∈ {− ∂η
∂x
(a),− ∂η
∂x
(b)}. In addition, if
β > max
(
|∂η
∂x
(b)|, |∂η
∂x
(a)|
)
(3.39)
then α ∈ R and κ ∈ R.
Proof. Equation (3.37) gives (3.36) in a straightforward manner using basic alge-
bra. Since η is differentiable ηαβ,κ is also differentiable and
∂ηαβ,κ
∂x
(x) = −αηαβ,κ(x) + e−αx
(
∂η
∂x
(x) + β
)
and combining both equations (3.37) and (3.38) leads to (3.35). Clearly, if the in-
equality (3.39) holds then both ( ∂η
∂x
(b) + β) and ( ∂η
∂x
(a) + β) are strictly positive and
α ∈ R.
The transform of equation (3.34) may seem over parametrized. However, using
only two parameters may lead to complex parameters or to an inconsistent system.
Remark 3.2. When implementing the method, the values of the derivative ∂η
∂x
at
x0 and xN can be approximated by forward or backward finite differences.
Remark 3.3. A positive constant, ǫ > 0, which represents the minimal slope
allowed in the linear transform βx + κ is used to ensure equation (3.39) is enforced.
Set
β = ǫ +max
(
|∂η
∂x
(xN )|, |∂η
∂x
(x0)|
)
. (3.40)
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Under the transformation of equation (3.34), the computation of our approximate
solution is not significantly more complex. Since the function θ is a (dampened)
conditional expectation, properties of the conditional expectation allows the necessary
adjustments as shown in the following theorem.
Theorem 3.1. Let η : [a, b] → R be an integrable function and define ηβ,κ :
[a, b]→ R as
ηβ,κ(x) = η(x) + βx+ κ
such that ηαβ,κ is the modified, dampened function of η defined by equation (3.34). Then
the function θ : [a, b]→ R of equation (3.19) admits the alternative representation
θ(x) =
1
2π
∫ ∞
−∞
eiνxη̂αβ,κ(ν)ψ(ν)dν −H(x, α, β, κ) (3.41)
where
H(x, α, β, κ) =
{
e−αxβ if ψ(ν) = (α+ iν)φ(ν − iα)
e−αx(βx + κ) if ψ(ν) = φ(ν − iα). (3.42)
Proof. First, let ψ(ν) = (α+ iν)φ(ν − iα). By definition, we know that
θ(x) =
1
2π
∫ ∞
−∞
eiνxη̂α(ν)ψ(ν)dν
=
e−αx
∆i
E
[
η(Wti+1 )∆Wi|Wti = x
]
=
e−αx
∆i
(
E
[(
η(Wti+1 ) + βWti+1 + κ
)
∆Wi|Wti = x
]− β∆i)
=
e−αx
∆i
E
[
ηβ,κ(Wti+1)∆Wi|Wti = x
] − e−αxβ
=
1
2π
∫ ∞
−∞
eiνxη̂αβ,κ(ν)ψ(ν)dν − e−αxβ.
Similarly, if ψ(ν) = φ(ν − iα), we have
θ(x) =
1
2π
∫ ∞
−∞
eiνxη̂α(ν)ψ(ν)dν
= e−αxE
[
η(Wti+1 )|Wti = x
]
= e−αxE
[
ηβ,κ(Wti+1)|Wti = x
]− e−αx(βx+ κ)
=
1
2π
∫ ∞
−∞
eiνxη̂αβ,κ(ν)ψ(ν)dν − e−αx(βx+ κ).
Theorem 3.1 shows that the computational formula of equation (3.32) can be
applied to the dampened transform function ηαβ,κ which satisfies Assumption 3.1 after
an appropriate choice of the coefficients α, β and κ using Lemma 3.1. One recovers
the function θ by subtracting the function H .
The implementation of the convolution method gives the numerical approxima-
tions {uik}Nk=0 and {u˙ik}Nk=0 to the approximate solutions ui and u˙i at space nodes
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{xk}Nk=0 for any time node ti, i = 0, 1, 2, ..., n − 1. An approximate solution to the
BSDE consists of a (linear) interpolation of a Brownian path through the node values
{uik}Nk=0 and {u˙ik}Nk=0 for i = 0, 1, 2, ..., n− 1. The following algorithm summarizes
the steps necessary to implement the convolution method.
Algorithm 3.1. Convolution Method
1. Discretize the restricted real space [− l2 , l2 ] and the restricted Fourier space
[−L2 , L2 ] with N space steps so to have the real space nodes {xk}Nk=0 and the
Fourier space nodes {νk}Nk=0
2. Set un(xk) = g(xk)
3. For any i from n− 1, . . . , 0
(a) Compute α, β and κ using Lemma 3.1, such that
ηα = (ui+1)
α
β,κ (3.43)
and ηα satisfies the boundary conditions.
(b) Compute θ(xk) through equation (3.32) for k = 0, 1, ..., N with
ψ(ν) = φ(ν − iα) (3.44)
and retrieve the values u˜ik as
u˜ik = e
αxkθ(xk)− (βxk + κ) (3.45)
through Theorem 3.1.
(c) Compute θ(xik) through equation (3.32) for k = 0, 1, ..., N with
ψ(ν) = (α+ iν)φ(ν − iα) (3.46)
and retrieve the values u˙ik as
u˙ik = e
αxkθ(xk)− β (3.47)
through Theorem 3.1.
(d) Compute the values uik as
uik = u˜ik +∆if(ti, u˜ik, u˙ik) (3.48)
for k = 0, 1, ..., NiN through equation (3.1) when using the explicit Euler
scheme II.
We next consider the problem of computational error.
4. Error Analysis. The convolution method induces two main types of error.
In addition to the time discretization error Epi discussed in Section 2, there is a space
discretization error and we focus on this last error term. We limit our analysis to the
explicit Euler scheme II since equivalent results are obtained for the explicit Euler
scheme I using the same techniques.
Throughout this section {uik}Nk=0, {u˜ik}Nk=0 and {u˙ik}Nk=0 denote the numerical
solution obtained from the convolution method at time mesh ti, i = 0, 1, ..., n − 1
knowing the approximate solutions ui+1(xk) and u˙i+1(xk) at time mesh ti+1. The
convolution method induces a space discretization error when approximating the val-
ues of ui(xk) and u˙i(xk) by uik and u˙ik respectively. We will particularly describe
the local behaviour of this error term. We define it as
Eik := |ui(xk)− uik|+ |u˙i(xk)− u˙ik| . (4.1)
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The following lemma describes the DFT accuracy in approximating the Fourier coef-
ficients and proves useful in the derivation of a space discretization error bound. We
skip the proof since the results are well known (see [36, Theorem 3.4, p. 140] and [39,
Theorem 4.4, p. 85]).
Lemma 4.1. Suppose the integrable function u :
[− l2 , l2]→ R with
u(− l2 ) = u( l2 ) admits the Fourier series expansion
u(x) =
∞∑
k=−∞
cke
ik 2pi
l
x, x ∈
[
− l
2
,
l
2
]
(4.2)
and {xk}N−1k=0 are the nodes of the equidistant grid of
[− l2 , l2] such that
xk = − l2 + k∆ where N ∈ N is even and ∆ = N−1l.
If u ∈ C2 then
ck−N
2
= (−1)k−N2 D [{(−1)ju(xj)}N−1j=0 ]k +O(∆2) (4.3)
for k = 0, 1, ..., N − 1 and
|ck| < Ck−2 , (4.4)
for k ∈ Z\{0} and some constant C > 0 depending on ∂2u
∂x2
. Consequently,
u(x) =
N
2
−1∑
k=−N
2
cke
ik 2pi
l
x +O(∆), ∀x ∈
[
− l
2
,
l
2
]
. (4.5)
The next theorem gives an error bound for the space discretization error under
smoothness conditions on the BSDE coefficients f and g.
Theorem 4.1. Suppose f ∈ C1,2,2 and g ∈ C2. Then for any i = 0, 1, ..., n − 1
and k = 0, 1, ..., N , the convolution method applied on the truncated interval
[− l2 , l2]
yields a (local) discretization error of the form
Eik = χ(xk) +O (∆x) +O
(
e−K∆
−1
i
l2
)
(4.6)
where the extrapolation error χ satisfies
|χ(xk)| ≤ C
(∫ l2
l
2
−|xk|
h(y)dy
) 1
2
+∆
1
2
 (4.7)
for some positive constants C,K > 0 depending on the driver f , the function g, and
the terminal time T when using the trapezoidal quadrature rule.
Proof. Suppose the solution ui+1 at time ti+1 is known. Since f ∈ C1,2,2 and
g ∈ C2, it is easily shown that ui+1 ∈ C2. Also, we know from [42] and [9] that
Y piti+1 = ui+1(Wti+1) is square integrable so that ui+1 is square integrable (with respect
to the Gaussian density).
In light of Theorem 3.1, we can limit ourselves to the case where
ui+1
(
− l
2
)
= ui+1
(
l
2
)
and
∂ui+1
∂x
(
− l
2
)
=
∂ui+1
∂x
(
l
2
)
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so that α = β = κ = 0. Let {ck}∞k=−∞ be the Fourier coefficients of ui+1 on
[− l2 , l2].
We have that
u˜i(xk) =
∫
|y−xk|≤
l
2
ui+1(y)h(y − xk)dy +
∫
|y−xk|>
l
2
ui+1(y)h(y − xk)dy
=
∫
|y|≤ l
2
ui+1(xk + y)h(y)dy +
∫
|y|> l
2
ui+1(xk + y)h(y)dy
where ∫
|y|> l
2
ui+1(xk + y)h(y)dy = E
[
ui+1(xk +∆Wn−1)1R\[− l
2
, l
2
](∆Wn−1)
]
= O
(
e−K∆i
−1l2
)
for some constant K > 0 by successively applying Cauchy-Schwartz and Chernoff
inequalities since the solution ui+1 is square integrable. Hence
u˜i(xk) =
∫
|y|≤ l
2
T∞(xk + y)h(y)dy +O
(
e−K∆i
−1l2
)
+
∫
|y|≤ l
2
(ui+1(xk + y)− T∞(xk + y))h(y)dy (4.8)
where T∞(x) =
∑∞
k=−∞ cke
ik 2pi
l
x for x ∈ R. So that, on one hand, we have∫
|y|≤ l
2
T∞(xk + y)h(y)dy
=
N
2
−1∑
j=−N
2
cje
ij 2pi
l
xkφ
(
j
2π
l
)
−
∫
|y|> l
2
T∞(xk + y)h(y)dy +O(∆x)
(by Lemma 4.1),
=
N
2
−1∑
j=−N
2
φ
(
j
2π
l
)
cje
ij 2pi
l
xk +O(∆x) +O
(
e−K|∆i|
−1l2
)
(by boundedness of T∞ and Chernoff inequality),
= (−1)k
N−1∑
j=0
φ(νj)D
[{(−1)sui+1(xs)}N−1s=0 ]j ei 2piN jk
+ O(∆x) +O
(
e−K∆i
−1l2
)
(by Lemma 4.1),
= u˜ik +O(∆x) +O
(
e−K∆i
−1l2
)
. (4.9)
Assuming xk ≥ 0, without loss of generality, define χ0 as
χ0(xk) =
∫
|y|≤ l
2
(ui+1(xk + y)− T∞(xk + y)) h(y)dy
=
∫ l
2
l
2
−xk
(ui+1(xk + y)− ui+1(xk + y − l))h(y)dy
14 C. B. HYNDMAN AND P. OYONO NGOU Convolution method for BSDEs
since T∞ is periodic and T∞(x) = ui+1(x) on the interval
[− l2 ,− l2]. Equation (4.8)
becomes
u˜i(xk) = u˜ik + χ0(xk) +O(∆x) +O
(
e−K∆i
−1l2
)
(4.10)
and we note, by the continuity of ui+1, that
|χ0(xk)| ≤ C0
∫ l
2
l
2
−|xk|
h(y)dy (4.11)
for some positive constant C0 > 0.
Similarly
u˙i(xk) =
1
∆i
∫
|y|≤ l
2
ui+1(xk + y)yh(y)dy +
1
∆i
∫
|y|> l
2
ui+1(xk + y)yh(y)dy
where
1
∆i
∫
|y|> l
2
ui+1(xk + y)yh(y)dy
=
1
∆i
E
[
ui+1(xk +∆Wn−1)∆Wn−11R\[− l
2
, l
2
](∆Wn−1)
]
≤ K
∆i
E
[
(∆Wn−1)
21
R\[− l
2
, l
2
](∆Wn−1)
] 1
2
(by Cauchy-Schwartz inequality),
= O
(
∆i
− 1
2 e−K∆i
−1l2
)
(by successively applying Cauchy-Schwartz and Chernoff inequalities),
= O
(
e−
1
2
K∆i
−1l2
)
.
Hence
u˙i(xk) =
1
∆i
∫
|y|≤ l
2
T∞(xk + y)yh(y)dy +O
(
e−K∆i
−1l2
)
+
1
∆i
∫
|y|≤ l
2
(ui+1(xk + y)− T∞(xk + y)) yh(y)dy. (4.12)
Letting c′j = ij
2pi
l
cj , we have
1
∆i
∫
|y|≤ l
2
T∞(xk + y)yh(y)dy
=
N
2
−1∑
j=−N
2
c′je
ij 2pi
l
xkφ
(
j
2π
l
)
− 1
∆i
∫
|y|> l
2
T∞(xk + y)yh(y)dy +O(∆x)
(by Lemma 4.1 since xφ(x) is bounded),
=
N
2
−1∑
j=−N
2
φ
(
j
2π
l
)
c′je
ij 2pi
l
xk +O(∆x) +O
(
e−K∆i
−1l2
)
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(by boundedness of T∞ and Chernoff inequality),
= (−1)k
N−1∑
j=0
iνjφ(νj)D
[{(−1)sui+1(xs)}N−1s=0 ]j ei 2piN jk
+ O(∆x) +O
(
e−K∆i
−1l2
)
(by Lemma 4.1),
= u˙ik +O(∆x) +O
(
e−K∆i
−1l2
)
. (4.13)
By equations (4.12) and (4.13)
u˙i(xk) = u˙ik + χ1(xk) +O (∆x) +O
(
e−K∆i
−1l2
)
(4.14)
where K > 0 and, letting υ(y) = ui+1(xk + y)− T∞(xk + y),
χ1(xk) = ∆
−1
i
∫
|y|≤ l
2
yυ(y)h(y)dy
= ∆−1i
∫
|y|≤ l
2
y2
υ(y)− υ(0)
y
h(y)dy
= ∆−1i
∫
|y|≤ l
2
y2
(
∂υ
∂x
(y) +
∂2υ
∂x2
(ξ)y
)
h(y)dy
for some ξ ∈ [− l2 , l2 ]. Since ∂T∞∂x is the Fourier expansion of ∂ui+1∂x and u, v ∈ C2 , we
have
|χ1(xk)| ≤ C1∆−1i
(∫ l
2
l
2
−|xk|
y2h(y)dy +
∫
|y|≤ l
2
|y|3 h(y)dy
)
≤ C1
(∫ l2
l
2
−|xk|
h(y)dy
) 1
2
+∆
1
2
 (4.15)
by the Cauchy-Schwartz inequality, for some constant C1 > 0.
The Lipschitz property of the driver f completes the proof from the relations in
equations (4.9), (4.11), (4.14) and (4.15).
Theorem 4.1 decomposes the spatial discretization error in three parts: the trun-
cation error, the discretization error and the extrapolation error. Most PDE based
and spatial discretization based methods for BSDEs fail in giving a bound for the
error due to truncation. The error analysis shows that the truncation error O(e−Kl2)
has a spectral convergence of index 2 when applying the convolution method. Also,
the discretization error O (∆x), of first order, is similar to PDE based methods such
as [16] or [31].
The extrapolation error χ is specific to the convolution method implemented using
the DFT. Equation (4.7) shows that errors appear and may accumulate around the
boundaries of the truncated domain. Nonetheless, the extrapolation error is mainly
time related through the density h and can be confined at the boundaries for fine time
discretizations as shown in the following corollary.
Corollary 4.1. Under the conditions of Theorem 4.1,
lim
|pi|→0
χ(xk) = 0 (4.16)
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for any xk ∈
[− l2 , l2].
Proof. If xk = 0 then equation (4.7) gives |χ(0)| ≤ C |π|
1
2 and the result holds. If
xk 6= 0 and xk ∈
[− l2 , l2], then
lim
|pi|→0
(∫ l
2
l
2
−|xk|
h(y)dy
) 1
2
=
(
lim
|pi|→0
∫ l
2
l
2
−|xk|
h(y)dy
) 1
2
=
(
lim
∆i→0
∫ l
2
l
2
−|xk|
h(y)dy
) 1
2
=
(∫ l
2
l
2
−|xk|
δ(y)dy
) 1
2
(where δ is the Dirac delta function),
= 0.
Equation (4.7) then leads to the result.
We define the global convergence error for each space node as
El,∆x = sup
i,k
ei,k + sup
i,k
e˙i,k (4.17)
where
eik = |un−i(xk)− un−i,k| (4.18)
and
e˙ik = |u˙n−i(xk)− u˙n−i,k| (4.19)
for i = 1, ..., n with e0,k = e˙0,k = 0. The next theorem describes the stability and
convergence properties of the convolution method.
Theorem 4.2. Suppose the conditions of Theorem 4.1 are satisfied and let h∆
be the Gaussian density with zero mean and variance ∆. If the discretization is such
that
sup
i
max
(
∆x√
2π∆i
,
∆x
π∆i
)
≤ 1 (4.20)
then the convolution method is stable and the global discretization error El,∆x satisfies
El,∆x = χ|pi| +O(∆x) +O
(
e−K|pi|
−1l2
)
(4.21)
where
χ|pi| ≤ C
(∫ l2
0
h|pi|(y)dy
) 1
2
+ |π| 12
 (4.22)
for some constants C,K > 0 depending on the driver f , the terminal function g and
the terminal time T . Finally lim|pi|→0 χ|pi| = 0.
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Proof. First note that from the definitions of equations (4.1) and (4.18)
eik ≤ En−i,k + |un−i,k − un−i,k|
≤ En−i,k + (1 +∆iK) |u˜n−i,k − u˜n−i,k|+∆iK |u˙n−i,k − u˙n−i,k| (4.23)
where K > 0 is the Lipschitz constant of the driver f . Also, we have that
e˙ik ≤ En−i,k + |u˙n−i,k − u˙n−i,k| . (4.24)
from equations (4.1) and (4.19).
Furthermore, the construction of the convolution method gives
|u˜i,k − u˜i,k| ≤
∣∣∣∣D−1 [{φ(νj)D[{(−1)sw˜s(ui+1(xs)− ui+1,s)}N−1s=0 ]j}N−1
j=0
]
k
∣∣∣∣+ Ei,k
(by Theorem 4.1 since the transform functions are given),
≤ 1
N
N−1∑
j=0
φ(νj)
 sup
k
|ui+1(xi,k)− ui+1,k|+ Ei,k
(using the matrix-vector representation of DFTs),
≤ 1
N
N−1∑
j=0
φ(νj)
 sup
k
en−i−1,k + Ei,k
≤ (∆ν)
−1
N
(∫
R
φ(x)dx
)
sup
k
en−i−1,k + Ei,k
=
∆x
(2π∆i)
1
2
sup
k
en−i−1,k + Ei,k. (4.25)
Similarly,
|u˙i,k − u˙i,k| ≤
∣∣∣∣D−1 [{νjφ(νj)D[{(−1)sw˜s(ui+1(xs)− ui+1,s)}N−1s=0 ]j}N−1
j=0
]
k
∣∣∣∣+ Ei,k
(by Theorem 4.1 since the transform functions are given),
≤ 1
N
N−1∑
j=0
|νj |φ(νj)
 sup
k
en−i−1,k + Ei,k
(using the matrix representation of DFTs),
≤ (∆ν)
−1
N
(∫
R
|x|φ(x)dx
)
sup
k
en−i−1,k + Ei,k
=
∆x
π∆i
sup
k
en−i−1,k + Ei,k. (4.26)
Then, combining the inequalities of equations (4.23), (4.25) and (4.26) leads to
ei,k ≤ C0Ei,k + (1 + 2∆iK)max
(
∆x√
2π∆i
,
∆x
π∆i
)
sup
k
ei−1,k
≤ C0 sup
i,k
Ei,k + (1 + 2∆iK)max
(
∆x√
2π∆i
,
∆x
π∆i
)
sup
k
ei−1,k
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where C0 > 0 and K > 0 is the Lipschitz constant of the driver f . So that
sup
k
ei,k ≤ C0 sup
i,k
Ei,k + (1 + 2∆iK)max
(
∆x√
2π∆i
,
∆x
π∆i
)
sup
k
ei−1,k
≤ C0 sup
i,k
Ei,k + (1 + 2∆iK)ζ sup
k
ei−1,k (4.27)
for some positive number ζ satisfying
sup
i
max
(
∆x√
2π∆i
,
∆x
π∆i
)
≤ ζ ≤ 1.
From the inequality of equation (4.27), Gronwall’s Lemma yields
sup
k
ei,k ≤ C0e2TK sup
i,k
Ei,k (4.28)
for i = 0, 1, ..., n knowing that e0,k = 0. Hence, the convolution method is stable for
the approximate solution ui since its error at any time step is absolutely bounded.
The inequalities of equations (4.24), (4.26) and (4.28) lead to
sup
k
e˙i,k ≤
(
C1 +
∆x
π∆i
C0e
2TK
)
sup
i,k
Ei,k
≤ (C1 + C0e2TK) sup
i,k
Ei,k (4.29)
for a positive constant C1 > 0. Hence, the convolution method is also stable for the
approximate gradient u˙i.
The result of equation (4.21) follows by taking the supremum on the left hand
sides of equations (4.28) and (4.29) other time steps and using Corollary 4.1.
5. Extensions. Various extensions of the convolution method can be made. We
consider the convolution method under decoupled FBSDEs and reflected FBSDEs.
These cases have interesting applications in mathematical finance, especially for option
pricing.
5.1. Forward-backward stochastic differential equations. We can extend
the convolution method to consider FBSDEs
dXt = a(t,Xt)dt+ σ(t,Xt)dWt
−dYt = f(t,Xt, Yt, Zt)dt− ZtdWt
X0 = x0 , YT = g(XT )
(5.1)
associated to the Cauchy problem for the advection-diffusion equation{
∂u
∂t
+ a(t, x)∂u
∂x
+ 12σ
2(t, x)∂
2u
∂x2
+ f(t, x, u, σ(t, x)∂u
∂x
) = 0 , (t, x) ∈ [0, T )× R
u(T, x) = g(x), x ∈ R
(5.2)
to which an obstacle can be added when in presence of a reflected FBSDE. When
discretized with the Euler scheme, the FBSDE numerical solution is given by
Zpitn = 0, Y
pi
tn
= ξpi , Xpi0 = x0
Xpiti+1 = X
pi
ti
+ a(ti, X
pi
ti
)∆i + σ(ti, X
pi
ti
)∆Wi
Zpiti =
1
∆i
E
[
Y piti+1∆Wi|Fti
]
Y piti = E
[
Y piti+1 |Fti
]
+ f(ti, X
pi
ti
,E
[
Y piti+1 |Fti
]
, Zpiti).
(5.3)
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The approximate solutions satisfy
ui(x) = u˜i(x) + ∆if(ti, x, u˜i(x), u˙i(x)) (5.4)
u˙i(x) =
σ−1(ti, x)
∆i
∫
R
(y −∆ia(ti, x))ui+1(x+ y)hi(y|x)dy
= e−αxσ(ti, x)F
−1[F[uαi+1](ν)(α + iν)φi(ν − iα, x)](x) (5.5)
where
u˜i(x) =
∫
R
ui+1(x+ y)hi(y|x)dy
= e−αxF−1[F[uαi+1](ν)φi(ν − iα, x)](x) (5.6)
for i = 0, 1, ..., n− 1 and un(x) = g(x). The density of increments is Gaussian
hi(y|x) = 1
(2π∆i)
1
2 σ
exp
(
− (y − a(ti, x)∆i)
2
2σ2(ti, x)∆i
)
(5.7)
with characteristic function
φi(ν, x) = exp
(
∆i
(
ia(ti, x)ν − 1
2
σ2(ti, x)ν
2
))
. (5.8)
The development of the convolution method in this case also leads to transforms
identical to equation (3.19). In our implementation, the u˙ and v˙ are actually estimates
for σ(t, x)∂u
∂x
but the scheme can easily be modified so as to estimate the derivative
∂u
∂x
directly.
The equivalence
θ(x) =
1
2π
∫ ∞
−∞
eiνxηˆα(ν)ψ(ν)dν
=
1
2π
∫ ∞
−∞
eiνxη̂αβ,κ(ν)ψ(ν)dν −H(x, α, β, κ) (5.9)
of Theorem 3.1 still holds with
H(x, α, β, κ) = e−αx(β(x + a(ti, x)∆i) + κ) (5.10)
if ψ(ν) = φi(ν − iα, x) and
H(x, α, β, κ) = e−αxβσ(ti, x) (5.11)
if ψ(ν) = σ(ti, x)(α + iν)φi(ν − iα, x). Whenever the forward coefficients a and σ
depend on the state variable x, a matrix multiplication in required to perform the
DFTs.
Also, the convolution method can be used to compute conditional expectations
under general Le´vy processes as in [28] which focuses on American option pricing
under Le´vy processes. Indeed, the independence of increments and the availability
of the characteristic function are the only requirements to apply the method. The
convolution method may also serve as a numerical method for partial differential
integral equations (PIDE) under a Le´vy process similar to [28].
20 C. B. HYNDMAN AND P. OYONO NGOU Convolution method for BSDEs
5.2. Reflected FBSDEs. Explicit Euler schemes have been constructed for
reflected FBSDEs with continuous barrier which make it possible to apply the con-
volution method to such FBSDEs. Consider the solution (X,Y, Z,A) of the system

dXt = a(t,Xt)dt+ σ(t,Xt)dWt
−dYt = f(t,Xt, Yt, Zt, )dt+ dAt − ZtdWt
Yt ≥ Bt , dAt ≥ 0 , ∀t ∈ [0, T ]∫ T
0
(Yt −Bt)dAt = 0 , X0 = x0 , YT = g(XT )
(5.12)
where the lower barrier is a deterministic function B : [0, T ]×R→ R of time and the
Brownian motion and
Bt = B(t,Xt). (5.13)
This reflected FBSDE is associated to the following obstacle problem
∂u
∂t
+ a(t, x)∂u
∂x
+ 12σ
2(t, x)∂
2u
∂x2
+ f(t, x, u, σ(t, x)∂u
∂x
) = 0 , (t, x) ∈ [0, T )× R
u(t, x) ≥ B(t, x), (t, x) ∈ [0, T ]× R
u(T, x) = g(x), x ∈ R
(5.14)
as established by [17]. An adaptation of the explicit Euler scheme I provides the
numerical solution to the reflected BSDE through the equations
Zpitn = 0, Y
pi
tn
= ξpi, Xpi0 = x0
Xpiti+1 = X
pi
ti
+ a(ti, X
pi
ti
)∆i + σ(ti, X
pi
ti
)∆Wi
Zpiti =
1
∆i
E
[
Y piti+1∆Wi|Fti
]
∆Apiti =
(
E
[
Y piti+1 + f(ti, X
pi
ti
, Y piti+1 , Z
pi
ti
)∆i|Fti
]
−B(ti,Wti)
)−
Y piti = E
[
Y piti+1 + f(ti, X
pi
ti
, Y piti+1 , Z
pi
ti
)∆i|Fti
]
+∆Apiti
(5.15)
where for any number x ∈ R, x− = max(0,−x).
Time discretization of RBSDEs and their convergence were treated in [7] for the
implicit Euler scheme. [35] proposed an equivalent scheme with a discrete filtration
and proved its convergence under a binomial method. The scheme is easily solved with
a convolution method by first noticing that the approximate solution (vi, v˙i,∆v¯i) at
mesh time ti, where ∆v¯i is the approximate reflection process, can be written as
vi(x) =
∫ ∞
−∞
v˜i+1(x+ y)hi(y|x)dy +∆v¯i(x)
= e−αxF−1[F[v˜αi+1](ν)φi(ν − iα, x)](x) + ∆v¯i(x) (5.16)
where
v˜i+1(x) = vi+1(x) + ∆if(ti, x, vi+1(x), v˙i(x)), (5.17)
v˙i(x) =
σ−1(ti, x)
∆i
∫ ∞
−∞
(y − a(ti, x))vi+1(x+ y)h(y|x)dy
= e−αxσ(ti, x)F
−1[F[vαi+1](ν)(α + iν)φi(ν − iα, x)](x) (5.18)
∆v¯i(x) =
(
e−αxF−1[F[v˜αi+1](ν)φi(ν − iα, x)](x) −B(ti, x)
)−
(5.19)
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for i = 0, 1, ..., n− 1 and vn(x) = g(x). The computation of v˙i and the integral part
of the approximate solution vi is identical to the non-reflected case.
One can also naturally build an alternative scheme from the explicit Euler scheme
II. The approximate solution ui, the approximate gradient u˙i and the approximate
reflection ∆u¯i at mesh time ti then take the form
ui(x) = u˜i(x) + ∆if(ti, x, u˜i(x), u˙i(x)) + ∆u¯i(x) (5.20)
where
u˙i(x) =
σ−1(ti, x)
∆i
∫
R
(y −∆ia(ti, x))ui+1(x+ y)hi(y|x)dy
= e−αxσ(ti, x)F
−1[F[uαi+1](ν)(α + iν)φi(ν − iα, x)](x) (5.21)
u˜i(x) =
∫
R
ui+1(x+ y)hi(y|x)dy
= e−αxF−1[F[uαi+1](ν)φi(ν − iα, x)](x) (5.22)
∆u¯i(x) = (u˜i(x) + ∆if(ti, x, u˜i(x), u¯i(x)) −B(ti, x))− (5.23)
for i = 0, 1, ..., n− 1 and un(x) = g(x).
6. Application to option pricing. We shall consider the case of BSDEs with
non-linear and non-smooth drivers that present the lowest rate of convergence through
option pricing problems. An introduction to financial applications of BSDEs, partic-
ularly to imperfect markets and American option problems, can be found in [20], [18]
or [19].
The market model consists of a single risky asset (or stock) S with the dynamics
St = e
Xt (6.1)
where the process X represents the stock return. We first consider a European call
option with maturity T and strike price K under a lending rate of r and a borrowing
rate R. The return process is an arithmetic Brownian motion
Xt = X0 +
(
µ− δ − 1
2
σ2
)
t+ σWt (6.2)
such that the stock has an initial value of S0 = e
X0 , an expected return rate of µ, a
dividend rate of δ and a volatility of σ.
The European call option price follows a BSDE with the return process X as the
forward process, the driver
f(t, y, z) = −ry −
(
µ− r
σ
)
z + (R− r)
(
y − z
σ
)−
(6.3)
and the terminal function
g(x) = (ex −K)+ (6.4)
under the given imperfect market conditions. The American call option solves a
reflected BSDE with the barrier function
B(t, x) = g(x) = (ex −K)+ , (t, x) ∈ [0, T ]× R. (6.5)
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Fig. 6.1. Absolute error of the convolution method (scheme II) for European call option prices
and deltas (non-dividend paying stock and no market frictions)
[x0, xN ] = X0 + [−5, 5], N = 212, n = 1000, ǫ = 5, K = S0 = 100, R = r = 0.01,
δ = 0.
6.1. Numerical Results. Suppose that T = 1, S0 = 100, r = 0.01, µ = 0.05,
and σ = 0.20. When the borrowing rate equals the lending rate R = r = 0.01 and δ =
0, the European and the American call options have the same price. Figure 6.1 shows
the structure of the absolute log error on European option prices and deltas where
the true values are computed using the Black-Scholes formula. As expected errors
are amplified at the boundaries of the truncated domain. Errors are also amplified
for around-the-money options, to a lesser extent, due to the non-smoothness of the
terminal function g. In addition, out-of-the-money options have smaller absolute
errors compared to in-the-money options.
Table 6.1 gives the relative percentage error for price estimates of the European
call option prices using both convolution schemes I and II for different time steps and
the indicated strike prices. Table 6.2 gives the estimates for the European call option
deltas obtained from the approximate gradient by
Delta =
u˙0(X0)
σS0
(6.6)
when using the explicit Euler scheme II. The option prices and option deltas are
calculated on the restricted domain [x0, xN ] = X0 + [−5, 5] with N = 212 grid points
and a minimal slope of ǫ = 5 (see Remark 3.3). The Black-Scholes formula gives
call option prices of 4.6101, 8.4333 and 14.1929 at strike prices K = 110, 100 and 90
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Table 6.1
Relative errors (%) for European call option prices (non-dividend paying stock and no market
frictions)
K (Strike) n=500 n=1000 n=2000 n=5000
Convolution (Scheme I)
110 0.0456 0.0217 0.0108 0.0043
100 0.0178 0.0095 0.0047 0.0024
90 0.0049 0.0028 0.0014 0.0007
Convolution (Scheme II)
110 0.0087 0.0239 0.0022 0.0001
100 0.0059 0.0024 0.0012 0.0007
90 0.0028 0.0014 0.0007 0.0004
[x0, xN ] = X0 + [−5, 5], N = 212, ǫ = 5, R = r = 0.01, δ = 0.
Table 6.2
Relative errors (%) for European call option deltas (non-dividend paying stock and no market
frictions)
K (Strike) 90 100 110
Convolution (Scheme I) 0.0133 0.0010 0.2414
Convolution (Scheme II) 0.0133 0.0010 0.2414
[x0, xN ] = X0 + [−5, 5], N = 212, ǫ = 5, R = r = 0.01, δ = 0.
respectively when the other variables are kept unchanged. The true values for the
option deltas are 0.3720, 0.5596 and 0.7507 when the strike price is K = 110, 100 and
90 respectively.
The results of Table 6.1 and 6.2 show the accuracy of the convolution method on
a RBSDE with a smooth linear driver. Indeed, the relative error percentages remain
low (less than 0.3%) for the estimated option prices and deltas. Out-of-the-money
option estimates seem to display the largest relative errors.
When the borrowing and lending rates differ, in the absence of dividends, the
European and American call option prices agree and we may employ the Black-Scholes
formula with the higher borrowing rate to price the call option (see [21, 14, 25, 5]).
Nevertheless, we employ the convolution method without these simplifications in order
to test the method. For a borrowing rate of R = 0.03 and a dividend rate of δ = 0,
Table 6.3 shows the estimates for the European call prices when the option is at the
money S0 = K = 100 and r = 0.01. The values in Table 6.3 are clearly converging
to the true value, 9.4134, calculated using the Black-Scholes formula with borrowing
rate R. Moreover, the convolution methods return an option delta of 0.5987, when
applied with n = 2000 time steps, which agrees with the delta calculated from the
Black-Scholes formula with the higher borrowing rate. Note that the simulated paths
in Figure 6.2 never hit the early exercise barrier as expected. Paths are simulated
using the solution from the convolution method applied on scheme II on the restricted
domain [x0, xN ] = X0 + [−5, 5] with N = 212 grid points, n = 1000 time steps and
ǫ = 5. We used n = 1000 time steps to simulate the stock price (St).
The option price can be calculated using a Monte-Carlo method such as the for-
ward scheme of [3]. However, in the context of uni-dimensional BSDEs, Monte-Carlo
24 C. B. HYNDMAN AND P. OYONO NGOU Convolution method for BSDEs
Table 6.3
ATM European call option prices (non-dividend paying stock under imperfect market conditions)
n (number of time steps) 500 1000 2000 5000
Convolution (Scheme I) 9.4127 9.4131 9.4132 9.4133
Convolution (Scheme II) 9.4132 9.4133 9.4133 9.4134
[x0, xN ] = X0 + [−5, 5], N = 212, ǫ = 5, R = 0.03, r = 0.01, K = S0 = 100, δ = 0.
Fig. 6.2. (ATM) European call option sample paths (non-dividend paying stock under imperfect
market conditions)
[x0, xN ] = X0 + [−5, 5], N = 212, n = 1000, ǫ = 5, K = S0 = 100, R = 0.03,
r = 0.01, δ = 0.
methods will generally be less efficient than space discretization methods. As an illus-
tration, the convolution method on both explicit Euler schemes runs in approximately
4 seconds when pricing the options of Table 6.3 with n = 1000 time steps. On the
other hand, the forward scheme runs in 18 seconds with only n = 20 time steps. We
used the 7 first power functions as basis functions and 100, 000 paths to generate the
Monte-Carlo estimates. The Picard iterations are stopped whenever the difference
in two consecutive prices is less than 10−4 for a maximum number of 10 iterations.
Fifty (50) independent valuations with the Monte-Carlo method give a 95% confi-
dence interval of [9.3972, 9.4222] which includes all estimates of Table 6.3. Hence, the
convolution method gives satisfactory results even for coarse time discretization.
Table 6.4 provides price estimates for out-of-the-money and in-the-money options
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Table 6.4
European call option prices (non-dividend paying stock under imperfect market conditions)
n (number of time steps) K (Strike) 500 1000 2000 5000
Convolution (Scheme I)
110 5.2924 5.2929 5.2931 5.2933
90 15.4289 15.4291 15.4292 15.4292
Convolution (Scheme II)
110 5.2932 5.2933 5.2933 5.2934
90 15.4290 15.4291 15.4291 15.4292
Binomial Method
110 5.2918 5.2945 5.2936 5.2937
90 15.4313 15.4263 15.4298 15.4292
Black-Scholes (exact)
110 5.2933
90 15.4292
[x0, xN ] = X0 + [−5, 5], N = 212, ǫ = 5, R = 0.03, r = 0.01, δ = 0.
Table 6.5
European call option deltas (non-dividend paying stock under imperfect market conditions)
K (Strike) 90 100 110
Convolution (Scheme I) 0.7814 0.5987 0.4104
Convolution (Scheme II) 0.7814 0.5987 0.4104
Binomial Method 0.7813 0.5987 0.4104
Black-Scholes (exact) 0.7814 0.5987 0.4104
[x0, xN ] = X0 + [−5, 5], N = 212, ǫ = 5, n = 2000, R = 0.03, r = 0.01, δ = 0.
and Table 6.5 gives estimates for option deltas on a non-dividend-paying stock under
imperfect market conditions. Both tables compare the estimates obtained with the
convolution method to those obtained with the binomial method of [35] and the true
values calculated using the Black-Scholes formula with the higher borrowing rate R.
The convolution method and the binomial method give similar prices and delta values
for all options which confirms the convolution method accuracy even for non-smooth
drivers. Nonetheless, the binomial method is faster (less that tenth of a second for
1000 time steps) than the convolution method for the same number of time step when
computing the BSDE initial values. However, simulation of BSDEs is easier under
the convolution method where a simple interpolation using Brownian paths can be
performed. Under the binomial method, Brownian paths must be approximated by
scaled random walks.
If we introduce a dividend rate of δ = 0.035 under imperfect market conditions
(R = 0.03 and r = 0.01), then the American and the European call option prices differ
and the Black-Scholes formula does not apply. The convolution method estimates the
(at-the-money) American call option price at 7.5610 and the European call option
price at 7.4712. We use scheme II with the restricted domain [x0, xN ] = X0+ [−5, 5],
N = 212 grid points, n = 2000 time steps and a minimal slope of ǫ = 5. Figure 6.3
shows the typical sample paths for the American option where the reflecting process
At (hedging cost) is now non-zero for in-the-money path indicating a difference in
price with the European call option.
Figure 6.4 displays the option price and delta surfaces. The regularity of these
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Fig. 6.3. (ATM) American call option sample paths (dividend-paying stock under imperfect
market conditions)
[x0, xN ] = X0 + [−5, 5], N = 212, n = 1000, ǫ = 5, K = S0 = 100, R = 0.03,
r = 0.01, δ = 0.035.
surfaces indicates that the convolution method is efficient in handling non-smoothness
in the terminal condition g but also in the driver f .
7. Conclusion. In this paper we presented a new spatial discretization method
for the numerical solution of backward stochastic differential equations (BSDEs). This
new method expresses conditional expectations appearing in explicit Euler time dis-
cretizations of the BSDE as convolutions. The convolution theorem of Fourier analysis
is then applied in order to derive a recursive, backward in time, method for computing
the numerical solution of the BSDE in terms of inverse Fourier transforms of previous
time step solutions. After discretizing the state and Fourier space these expressions
can be implemented using the fast Fourier transform (FFT) algorithm. Since the
FFT algorithm is more suitable for periodic functions we introduced a transform in
order to treat BSDEs with non-periodic terminal conditions. A (local) error analy-
sis is provided which indicates that the use of the FFT performs an extrapolation
that induces a non-negligible error term meaning that transform does not completely
solve the problem of non-periodicity. We extend the convolution method to consider
forward-backward stochastic differential equation (FBSDEs) and reflected FBSDEs
which are an important extensions for financial applications.
Numerical experiments, in the context of option pricing problems, show that the
convolution method is accurate and handles non-linearity and non-smoothness in the
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Fig. 6.4. (ATM) American call option price and delta surfaces
(dividend paying stock with market frictions)
[x0, xN ] = X0 + [−5, 5], N = 212, n = 1000, ǫ = 5, K = S0 = 100, R = 0.03,
r = 0.01, δ = 0.035.
BSDE coefficients. The addition of a technique to suppress the extrapolation error
is an interesting improvement to the method and shall be presented in a future pa-
per (see [32]). Application of the convolution method to other examples; such as
pricing call-spread options under different borrowing and lending rates as in [26], [4],
[38]; can provide further opportunities to study the effectiveness of the method. Ef-
ficient implementations for multidimensional problems is an important area of future
research.
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