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Uvod
Metode Monte Carlo su alat kojim slucˇajnim uzorkovanjem dobivamo realizacije na ko-
jima se primjenjuju statisticˇke metode kako bismo dobili informacije o onom sˇto opazˇamo.
Ne cˇudi stoga da metode Monte Carlo imaju primjenu u raznim disciplinama poput ma-
tematike, financija, fizike, kemije, biologije itd. Osnovni problem koji se rjesˇava pomoc´u
metode Monte Carlo jest problem integracije koji tada zovemo Monte Carlo integracija. To
je moguc´e zbog cˇinjenice da se integral mozˇe interpretirati kao matematicˇko ocˇekivanje.
Numericˇke metode rjesˇavaju problem integracije za integrale nizˇih dimenzija jer se pove-
c´anjem dimenzije povec´ava i pogresˇka. S druge strane, metode Monte Carlo pogodnije
su za integrale visˇih dimenzija jer u njima pogresˇka ne ovisi o dimenziji. Nadalje, jedna
od bitnijih primjena metode Monte Carlo jest u financijskoj matematici. To proizlazi iz
cˇinjenice da se pod odredenim uvjetima cijena financijske izvedenice mozˇe interpretirati
kao matematicˇko ocˇekivanje neke slucˇajne varijable. Buduc´i da je pogresˇka dobivena me-
todom Monte Carlo uvijek ista, zanima nas na koji nacˇin ju je moguc´e smanjiti. Zato c´e se
u ovom radu obraditi tehnike redukcije varijance. Postoji mnogo raznih tehnika, medutim
ovdje c´emo ih podijeliti u tri velike skupine ovisno o nacˇinu na koji reduciraju varijancu te
iz svake skupine opisati po jednu.
U prvom poglavlju definira se problem procjene integrala koji c´e se promatrati u radu
te se definira Monte Carlo procjenitelj. Zatim se navode dva osnovna teorema na kojima
pocˇiva Monte Carlo metoda: jaki zakon velikih brojeva i centralni granicˇni teorem, te se
objasˇnjava njihova uloga u metodi. Potom se obraduju dvije inacˇice centralnog granicˇnog
teorema koje c´e se kasnije koristiti u radu. Na kraju se navodi na koje nacˇine mozˇemo
umanjiti varijancu dobivenu metodom Monte Carlo te daje uvod u tehnike redukcije vari-
jance.
U drugom poglavlju obraduje se metoda kontrolnih varijabli koja je bazirana na korisˇte-
nju informacije o vec´ poznatim problemima. Prvo se definira linearni procjenitelj pomoc´u
kontrolnih varijabli, opisuju se njegova svojstva, a potom se racˇuna varijanca tog procje-
nitelja koja se usporeduje s uobicˇajenom uzoracˇkom aritmeticˇkom sredinom. To se tada
generalizira na slucˇaj linearnog procjenitelja pomoc´u visˇe kontrolnih varijabli, a zatim se
obraduju i nelinearni procjenitelji. Radi se usporedba linearnih i nelinearnih procjenitelja
te se objasˇnjava koji je procjenitelj kada prikladniji. Takoder, provodi se diskusija o kons-
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trukciji pouzdanih intervala, objasˇnjava se kako mozˇemo egzaktne parametre zamijeniti
procijenjenima te kakav ta zamjena ima utjecaj na samu konstrukciju. Nadalje, egzaktno
se racˇuna koji se dio varijance uklanja tom metodom. Na kraju se analizira alternativna re-
prezentacija tehnike u kojoj je procjenitelj za ocˇekivanje opazˇane slucˇajne varijable tezˇinski
prosjek simulacija te slucˇajne varijable.
U trec´em poglavlju obraduje se metoda slojevitog uzorkovanja koja je bazirana na ge-
neriranju slucˇajnih varijabli iz specificˇnih, prethodno definiranih podskupova. Prvo se de-
finira procjenitelj pomoc´u slojevitog uzorkovanja, krenuvsˇi od onog koji koristi jednostav-
nije proporcionalno uzorkovanje iz podskupova, do generalizacija u kojima se podskupove
definira u terminima druge varijable te se koristi proizvoljna raspodjela simulacija k pod-
skupovima. Zatim se racˇuna varijanca takvog generaliziranog procjenitelja te se konstru-
iraju pouzdani intervali i objasˇnjavaju se razlicˇiti nacˇini procjene nepoznatih parametara.
Potom se obraduje utjecaj proporcionalne i optimalne alokacije uzorka podskupovima na
redukciju varijance. Nakon toga se diskutira koji dio varijance je uklonjen korisˇtenjem
metode te utjecaj broja podskupova na velicˇinu varijance. Kako metoda slojevitog uzorko-
vanja trazˇi poznavanje uvjetne distribucije, kao alternativa se dodatno obraduje jedna slicˇna
metoda koja trazˇi samo poznavanje uobicˇajene distribucije te se usporeduju varijance do-
bivene u obje metode.
U cˇetvrtom poglavlju obraduje se metoda uzorkovanja po vazˇnosti koja se bazira na
promjeni distribucije slucˇajne varijable. Prvo se objasˇnjava opc´eniti koncept zamjene
mjere, definira se procjenitelj pomoc´u uzorkovanja po vazˇnosti i opisuju se njegova svoj-
stva. Usporeduju se varijance dobivene uobicˇajenim Monte Carlo procjeniteljem i pro-
cjeniteljem pomoc´u uzorkovanja po vazˇnosti te se odreduje pogodna distribucija koja c´e
najvisˇe reducirati varijancu. Zatim se promatra ponasˇanje omjera stare i nove distribucije,
omjera vjerodostojnosti, u granicˇnim uvjetima te se diskutira njegova distribucija. Napos-
ljetku se komentira konstrukcija pouzdanih intervala te navodi vazˇnost velikog uzorka kako
bi konstrukcija bila valjana.
Peto poglavlje vrlo kratko i sazˇeto opisuje slicˇnosti izmedu metoda odnosno, u kojim
slucˇajevima su one iste ili se mogu smatrati nekom formom druge metode, kao i razlike
medu metodama. Navodi se koje parametre je potrebno poznavati kako bi se metoda mogla
koristiti te garantira li ona redukciju u varijanci.
U zadnjem poglavlju primjenjuju se obradene metode na primjerima iz financijske ma-
tematike. Prvo se navode osnovne definicije i teoremi na kojima se bazira odredivanje
cijene financijskih izvedenica, a koji su potrebni za razumijevanje teorije. Zatim se uvodi
Black-Sholes-Mertonov model. Pokazuje se kako se modelira cijena rizicˇne i nerizicˇne
financijske imovine te se opisuju pretpostavke potrebne za izracˇun cijene financijskih izve-
denica iz kojih slijedi i sama formula za izracˇun cijene. Od financijskih izvedenica defini-
raju se europska i azijska call i put opcija te se objasˇnjava na koji nacˇin se one modeliraju.
Potom se za svaku tehniku navode po dva primjera, od kojih se jedan mozˇe primijeniti
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pri odredivanju cijene europske opcije, a drugi pri odredivanju cijene azijske opcije. Pri-
mjer odredivanja cijene europske (call) opcije se implementira te se promatra redukcija u
varijanci postignuta svakom od metoda u odnosu na Monte Carlo procjenitelj.
Poglavlje 1
Metode Monte Carlo
Monte Carlo metoda je alat kojim pomoc´u generiranja slucˇajnog uzorka dobivamo reali-
zacije kojima aproksimiramo ocˇekivanje slucˇajne varijable. Kako bismo opisali problem,
krenut c´emo prvo formulacijom problema integracije na jedinicˇnom skupu u odnosu Le-
besgueovu mjeru, a kasnije c´emo taj rezultat generalizirati na opc´enitije skupove i mjere.
Potom c´emo diskutirati koji teoremi omoguc´avaju Monte Carlo simulaciju te koje se me-
tode koriste kako bi se reducirala pogresˇka dobivena simulacijom.
1.1 Definiranje problema
Neka je (Ω,F ,P) vjerojatnosni prostor. Promatramo problem procjene integrala funkcije
h : I → R na jedinicˇnom intervalu I = [0, 1]. Ako E|h(U)| < ∞ tada integral
µ =
∫
I
h(x)dx (1.1)
mozˇemo interpretirati kao ocˇekivanje E[h(U)], gdje je U : Ω→ R uniformno distribuirana
slucˇajna varijabla na skupu I. Neka je U1,U2, ...,Un niz nezavisnih slucˇajnih varijabli s
uniformnom distribucijom na skupu I. Monte Carlo procjenitelj za µ dan je s
µˆ = µˆn =
1
n
n∑
i=1
h(Ui). (1.2)
Taj procjenitelj je nepristran:
E[µˆn] =
1
n
n∑
i=1
E[h(Ui)] = E[h(U)] = µ. (1.3)
Problem se mozˇe generalizirati na procjenu ocˇekivanja na skupu Id = [0, 1]d, potom na
procjenu ocˇekivanja na opc´enitijim skupovima A ⊆ Rd u odnosu na Lebesgueovu mjeru,
4
POGLAVLJE 1. METODE MONTE CARLO 5
ali i na procjenu ocˇekivanja na opc´enitim skupovima A ∈ F u donosu na neku drugu mjeru,
razlicˇitu od Lebesguove.
Neka je P vjerojatnosna mjera, X slucˇajni vektor na (Ω,F ) te h : Rd → R funkcija
takva da
∫
Ω
|h(X)|dP < ∞. Najopc´enitija formulacija Monte Carlo integracije je sljedec´a
µ =
∫
Ω
h(X)dP = E[h(X)]. (1.4)
Nadalje, ako je X neprekidan d-dimenzionalan slucˇajni vektor s funkcijom gustoc´e f , tada
je
µ =
∫
Rd
h(x) f (x)dx = E[h(X)]. (1.5)
Specijalno, ako je X uniformno distribuirani d-dimenzionalni slucˇajni vektor na jedinicˇnoj
d-dimenzionalnoj kocki Id, tada je
µ =
∫
Id
h(x)dx = E[h(X)]. (1.6)
Ako je d = 1 slijedi
µ =
∫
I
h(x)dx = E[h(X)]. (1.7)
Napomenimo da je dovoljno generirati varijable iz uniformne distribucije na jedinicˇnom
intervalu. Pretpostavimo da je X : Ω → R slucˇajna varijabla s funkcijom distribucije F
koja ima inverz F−1. Tada se distribucija slucˇajne varijable X mozˇe dobiti kao distribucija
kompozicije F−1(U), gdje U ∼ U(0, 1). Pokazˇimo tu tvrdnju:
P(F−1(U) ≤ x) = P(U ≤ F(x)) = F(x). (1.8)
Dakle, vrijedi
X = F−1(U) ∼ F. (1.9)
Interpretacija integrala kao ocˇekivanja otvara nove moguc´nosti, posebice u financijama.
Jedna od osnovnih postavki u teoriji financijskog modeliranja je da se pod odredenim
uvjetima cijena izvedenica mozˇe prikazati kao ocˇekivana vrijednost neke slucˇajne vari-
jable. Korisˇtenje Monte Carlo simulacija pri procjeni cijene izvedenica reducira racˇunske
trosˇkove te rjesˇava probleme integrala velikih dimenzija. To c´emo vidjeti u narednim po-
glavljima.
1.2 Valjanost procjene i moguc´a pogresˇka
Teoremi na kojima se bazira Monte Carlo metoda su jaki zakon velikih brojeva i centralni
granicˇni teorem. Jaki zakon velikih brojeva osigurava konvergenciju Monte Carlo procjene
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k stvarnoj vrijednosti ocˇekivanja, dok centralni granicˇni teorem daje informaciju o moguc´oj
velicˇini pogresˇke procjene. Ovdje c´emo navesti oba teorema, a dokaz se mozˇe pronac´i u
[9].
Teorem 1.1 (Jaki zakon velikih brojeva). Neka je (Xn, n ∈ N) niz nezavisnih jednako dis-
tribuiranih slucˇajnih varijabli. Tada niz
(
1
n
∑n
j=1 X j, n ∈ N
)
konvergira (g.s) ako i samo ako
µ = EX1 postoji i u tom slucˇaju je
(g.s.) lim
n→∞
1
n
n∑
j=1
X j = µ. (1.10)
Teorem 1.2 (Centralni granicˇni teorem). Neka je (Xn, n ∈ N) niz nezavisnih jednako dis-
tribuiranih slucˇajnih varijabli s ocˇekivanjem µ i varijancom σ2, 0 < σ2 < ∞, i neka je
Xn = 1n
∑n
k=1 Xk (n ∈ N). Tada vrijedi
√
n
Xn − µ
σ
=
Xn − nµ
σ
√
n
D−→ N(0, 1), n→ ∞. (1.11)
U nastavku c´emo koristiti formulaciju problema definiranu u (1.1). Ako je h integra-
bilna funkcija na I, tada po jakom zakonu velikih brojeva slijedi konvergencija procjenitelja
k ocˇekivanju:
µˆn
g.s−→ µ, n→ ∞. (1.12)
Ako je h kvadratno integrabilna funkcija na I, iz centralnog granicˇnog teorema slijedi pri-
blizˇna distribucija pogresˇke Monte Carlo procjenitelja:
µˆn − µ ∼ AN
(
0,
σ2
n
)
, n→ ∞, (1.13)
gdje je varijanca
σ2 =
∫ 1
0
(h(x) − µ)2dx. (1.14)
U praksi je parametar σ najcˇesˇc´e nepoznat, ali se mozˇe procijeniti uzoracˇkom standardnom
devijacijom
σˆn =
√
1
n − 1
n∑
i=1
(h(Ui) − µˆn). (1.15)
Ukoliko vrijedi da je σˆn konzistentan procjenitelj za σ, tada mozˇemo zamijeniti pravu
standardnu devijaciju procijenjenom. To nam govori sljedec´i teorem, cˇiji se dokaz mozˇe
pronac´i [2].
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Teorem 1.3. Neka je X1, X2, ..., Xn slucˇajni uzorak iz populacije s konacˇnom varijancom
σ2 > 0 i neka je µ parametar ocˇekivanja. Ako je σˆn konzistentan procjenitelj za standardnu
devijaciju σ, tada
√
n
Xn − µ
σˆn
D−→ N(0, 1), n→ ∞. (1.16)
Jedna od najvec´ih prednosti Monte Carlo procjene u odnosu na numericˇke metode
jest da promjenom dimenzije integrala, pogresˇka dobivena procjenom integrala ostaje ista.
Dakle, dobivena pogresˇka ne ovisi o dimenziji i ona je uvijek jednaka O(n−1/2).
1.3 Inacˇice centralnog granicˇnog teorema
1.3.1 Centralni granicˇni teorem uz racˇunsko ogranicˇenje
Uz varijancu procjenitelja, bitnu ulogu ima i velicˇina racˇunskog trosˇka generiranja slucˇajne
varijable. Stoga c´emo u ovom poglavlju izvesti centralni granicˇni teorem koji c´e uzimati u
obzir racˇunski trosˇak. Pri korisˇtenju uobicˇajenog centralnog granicˇnog teorema generiramo
proizvoljan broj n nezavisnih jednako distribuiranih slucˇajnih varijabli, dok u ovom slucˇaju
ne mozˇemo generirati proizvoljan broj slucˇajnih varijabli vec´ smo ogranicˇeni trosˇkovnim
budzˇetom.
Neka su Y i τ slucˇajne varijable na vjerojatnosnom prostoru (Ω,F ,P). Neka slucˇajne
varijable Yi, i = 1, 2, ... imaju istu distribuciju kao slucˇajna varijabla Y , a τi, i = 1, 2, ... kao
slucˇajna varijabla τ. Neka je E[Yi] = µY , E[τi] = µτ, Var[Yi] = σ2Y , i = 1, 2, ... i neka t
oznacˇava raspolozˇivi racˇunski budzˇet.
Pretpostavimo da je (Yi, τi), i = 1, 2, ... niz nezavisnih jednako distribuiranih slucˇajnih
vektora , gdje Yi oznacˇava i-tu slucˇajnu varijablu, odnosno simulaciju, a τi vrijeme izracˇuna
potrebno za generiranje te i-te slucˇajne varijable. Slijedi da je (Yi : i ≥ 1) niz nezavisnih
jednako distribuiranih slucˇajnih varijabli s ocˇekivanjem µY i varijancom σ2Y .
Definiramo brojec´i proces (Nt : t ≥ 1) s
Nt = sup
{
n ≥ 0 :
n∑
i=1
τi ≤ t
}
. (1.17)
Slucˇajna varijabla Nt predstavlja broj moguc´ih realizacija varijabli Yi s obzirom na racˇunski
budzˇet t i proces (Nt : t ≥ 1) je niz strogo pozitivnih cjelobrojnih vrijednosti. Iz jakog
zakona velikih brojeva za brojec´i proces slijedi
Nt
t
g.s.−→ 1
µτ
, t → ∞. (1.18)
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Procjenitelj za µY koji uzima u obzir racˇunski trosˇak generiranja varijable je
YNt =
1
Nt
Nt∑
i=1
Yi. (1.19)
Sljedec´i teorem govori nam o granicˇnom ponasˇanju takvog procjenitelja.
Teorem 1.4. Neka je (Y j, j ≥ 1) niz nezavisnih jednako distribuiranih slucˇajnih varijabli
s ocˇekivanjem µY i varijancom σ2Y > 0. Neka je (Nt, t ≥ 1) niz slucˇajnih varijabli koje
poprimaju strogo pozitivne vrijednosti takve da vrijedi
Nt
t
P−→ c, t → ∞, (1.20)
gdje je c konstanta takva da 0 < c < ∞. Tada
√
Nt
YNt − µY
σY
D−→ N(0, 1), t → ∞. (1.21)
Dokaz navedenog teorema mozˇe se pronac´i u [1].
Buduc´i da je u nasˇem primjeru c = 1
µτ
, slijedi
√
t (YNt − µY) ∼ AN(0, σ2Y µτ), t → ∞. (1.22)
1.3.2 Centralni granicˇni teorem za omjere procjenitelja
U ovom poglavlju izvest c´emo granicˇno ponasˇanje omjera procjenitelja koji c´e nam biti
potrebni kasnije u radu. Neka su S i N slucˇajne varijable na vjerojatnosnom prostoru
(Ω,F ,P). Neka slucˇajne varijable S i, i = 1, 2, ... imaju istu distribuciju kao i slucˇajna
varijabla S , a slucˇajne varijable Ni, i = 1, 2, ... istu distribuciju kao i slucˇajna varijabla
N. Neka su (S i,Ni), i = 1, 2, ... nezavisni jednako distribuirani slucˇajni vektori gdje je
E[S i] = µS , E[Ni] = µN i Var[S i] = σ2S , Var[Ni] = σ
2
N te Cov[S i,Ni] = σS N , i = 1, 2, ....
Pretpostavljamo da je µN , 0. Neka su S n,Nn uzoracˇke aritmeticˇke sredine.
Po jakom zakonu velikih brojeva vrijedi
S n
Nn
g.s.−→ µS
µN
, n→ ∞. (1.23)
Korisˇtenjem Cramerovog teorema, gdje je funkcija h(x, y) =
x
y
, slijedi
√
n
(S n
Nn
− µS
µN
)
∼ AN(0, σ2), n→ ∞. (1.24)
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Naposljetku izracˇunajmo varijancu takvog procjenitelja
σ2 = ∇h(µS , µN) Σ∇h(µS , µN)>
=
(
1
µN
,−µS
µ2N
) (
σ2S σS N
σS N σ
2
N
) (
1
µN
,−µS
µ2N
)>
=
µ2S
µ4N
σ2N − 2
µS
µ3N
σS N +
σ2S
µ2N
=
Var
[
S − µS
µN
N
]
µ2N
. (1.25)
1.4 Tehnike redukcije varijance
Buduc´i da kod simulacija uvijek tezˇimo sˇto tocˇnijim rezultatima i pogresˇka predstavlja svo-
jevrstan rizik, zanimaju nas nacˇini na koje bismo mogli reducirali pogresˇku dobivenu simu-
lacijama. Iz prethodnog odjeljka znamo da je gresˇka dobivena Monte Carlo simulacijama
oblika σ
2
n . Ta gresˇka se mozˇe reducirati ili povec´anjem broja simulacija ili smanjenjem
varijance. Povec´anje broja simulacija smanjuje gresˇku, ali i povec´ava vrijeme racˇunanja.
S druge strane tehnike redukcije varijance povec´avaju efikasnost Monte Carlo simulacija
tako da reduciraju varijancu procjenitelja, a bez povec´anja broja simulacija.
U sljedec´em poglavlju opisat c´e se neke od najvazˇnijih tehnika redukcija varijance u
Monte Carlo simulacijama. Kod ocjene pojedinih tehnika diskutirat c´e se nepristranost
procjenitelja, varijanca procjenitelja i vrijeme izracˇuna.
U razlicˇitoj literaturi tehnike se grupiraju po drugacˇijim pravilima te stoga ne pos-
toji neka savrsˇena taksonomija. U ovom radu bit c´e klasificirane u tri glavne grupe te
c´e iz svake grupe biti opisana jedna tehnika. U prvoj se grupi nalazi metoda kontrolne
slucˇajne varijable (Control variates). Metode u toj grupi reduciraju varijancu korisˇtenjem
vec´ poznatog rjesˇenja problema koji je slicˇan danom problemu. U drugoj grupi opisat c´e
se slojevito uzorkovanje (Stratified sampling) . U toj grupi nalaze se metode koje reduci-
raju varijancu stratesˇkim generiranjem varijabli. U zadnjoj grupi nalazi se uzorkovanje po
vazˇnosti (Importance sampling). Te metode prepoznaju rijetke dogadaje te tim dogadajima
daju odgovarajuc´u tezˇinu.
Poglavlje 2
Kontrolne slucˇajne varijable
2.1 Opc´enito o metodi
Ova metoda temelji se na iskorisˇtavanju informacije o pogresˇci kod simulacija poznatih
velicˇina kako bismo smanjili pogresˇku dobivenu simulacijom nepoznatih velicˇina.
Neka je (Ω,F ,P) vjerojatnosni prostor i neka su X,Y : Ω → R slucˇajne varijable
na tom prostoru. Pretpostavimo da ocˇekivanja E[X] i E[Y] postoje i da imaju konacˇnu
varijancu. Pretpostavimo josˇ i da su varijable X i Y medusobno korelirane, pri cˇemu ne
mora vrijediti da je Y funkcija od X.
Pretpostavimo da je Y1,Y2, ...,Yn niz nezavisnih jednako distribuiranih slucˇajnih vari-
jabli koje predstavljaju rezultat od n simulacija slucˇajne varijable Y . Zˇelimo procijeniti
ocˇekivanje µ = E[Yi], i = 1, ..., n. Ocˇekivanje µ jednako je za sve simulirane varijable
zbog pretpostavke o jednakoj distribuiranosti. Uobicˇajeni procjenitelj za µ jest uzoracˇka
aritmeticˇka sredina
Yn =
1
n
(Y1 + Y2 + ... + Yn), (2.1)
te za njega znamo da je nepristran i jako konzistentan procjenitelj za µ. Dodatno, mozˇemo
uvesti kontrolnu varijablu X tako da uz svaku simulaciju izracˇunamo i rezultat Xi, i =
1, ..., n, koji predstavlja realizacije slucˇajne varijable X. Sada promatramo niz nezavis-
nih jednako distribuiranih slucˇajnih vektora (Xi,Yi), i = 1, ..., n, gdje je ocˇekivanje θX =
E[Xi], i = 1, ..., n, poznato.
Najcˇesˇc´i procjenitelj za µ koji se koristi kod procjenjivanja ocˇekivanja µ pomoc´u kon-
trolnih varijabli jest linearni regresijski procjenitelj. Uz fiksni β ∈ R, za svaku i-tu simula-
ciju mozˇemo izracˇunati
Yi(β) = Yi − β(Xi − θX). (2.2)
10
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Uzoracˇka aritmeticˇka sredina tako definiranog izraza je tada
Yn(β) = Y(β) = Yn − β(Xn − θX) = 1n
n∑
i=1
(Yi − β(Xi − θX)). (2.3)
Procjenitelj definiran izrazom (2.3) zovemo procjenitelj za µ pomoc´u kontrolne varijable.
Mozˇemo provjeriti da je procjenitelj (2.3) nepristran i jako konzistentan za µ:
E[Y(β)] = E[Yn − β(Xn − θX)]
= E[Yn] − β(E[Xn] − θX)
= E[Yn] = µ (2.4)
lim
n→∞
1
n
n∑
i=1
Yi(β) = lim
n→∞
1
n
n∑
i=1
(Yi − β(Xi − θX))
= lim
n→∞
1
n
n∑
i=1
Yi − lim
n→∞
1
n
n∑
i=1
β(Xi − θX)
= µ − β(θX − θX) = µ. (2.5)
Iz cˇinjenice da je uzoracˇka aritmeticˇka sredina nepristran i jako konzistentan procjenitelj za
ocˇekivanje slijedi nepristranost i jaka konzistentnost procjenitelja za µ pomoc´u kontrolne
varijable.
Zˇelimo izracˇunati i varijancu takvog procjenitelja. Koristit c´emo oznake σ2X i σ
2
Y za va-
rijancu slucˇajnih varijabli Xi, i = 1, ..., n, i Yi, i = 1, ..., n, a korelaciju izmedu njih oznacˇit
c´emo sa ρXY . Varijancu procjenitelja za µ pomoc´u kontrolne varijable oznacˇit c´emo sa
σ2(β).
σ2(β) := Var[Yi(β)] = Var[Yi − β(Xi − θX)]
= Var[Yi] − 2 βCov(Yi, Xi − θX) + β2 Var[Xi − θX]
= σ2Y − 2 βCov(Xi,Yi) + β2σ2X
= σ2Y − 2 βσXσYρXY + β2σ2X. (2.6)
Procjenitelj za µ pomoc´u kontrolne varijable ima varijancu σ
2(β)
n , dok obicˇna uzoracˇka arit-
meticˇka sredina odgovara slucˇaju β = 0 i ima varijancu σ
2
Y
n .
Zanima nas pod kojim uvjetima procjenitelj za µ pomoc´u kontrolne varijable ima ma-
nju varijancu nego uzoracˇka aritmeticˇka sredina. Optimalni koeficijent β∗ koji minimizira
varijancu pronalazimo medu stacionarnim tocˇkama izraza (2.6) kao funkcije po β. Provjera
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globalnog minimuma nije potrebna jer je funkcija (2.6) konveksna kvadratna funkcija po
β. Koeficijent β∗ je oblika
β∗ =
σY
σX
ρXY =
Cov[X,Y]
Var[X]
. (2.7)
Pogledajmo sada omjer varijanci procjenitelja za µ pomoc´u kontrolne varijable i uzoracˇke
aritmeticˇke sredine:
Var[Yn − β∗(Xn − θX)]
Var[Yn]
=
σ2(β∗)
n
σ2Y
n
=
σ2Y − σ2Yρ2XY
σ2Y
= 1 − ρ2XY . (2.8)
Iz omjera u (2.8) vidimo da, ako efikasnost uvodenja kontrolne varijable mjerimo omjerom
redukcije varijance, tada je efikasnost odredena jacˇinom korelacije izmedu varijabli Xi i Yi,
gdje i = 1, ..., n, i ne ovisi o tome je li ta korelacija pozitivna ili negativna. Medutim, kako
bismo stvarno vidjeli isplati li se koristiti procjenitelj za µ pomoc´u kontrolne varijable, tre-
bamo diskutirati koliki su trosˇkovi izracˇuna kontrolne varijable. Ukoliko je racˇunski trosˇak
po replikaciji bez i sa kontrolnom varijablom priblizˇno jednak, tada (2.8) mjeri racˇunsko
ubrzanje dobiveno korisˇtenjem kontrolne varijable. Preciznije, uz pretpostavku jednakog
racˇunskog trosˇka, kako bismo postigli varijancu jednaku onoj koju dobijemo iz n simula-
cija od Yi(β∗), potrebno je n1−ρXY simulacija od Yi. Uvjerimo se u to:
σ2(β∗)
n
σ2Y
n
1−ρXY
=
σ2(β∗)
n
σ2Y(1 − ρXY)
n
=
σ2(β∗)
σ2Y
1
1 − ρXY =
1 − ρXY
1 − ρXY = 1. (2.9)
U praksi β∗ nije poznat jer, ukoliko nije poznato ocˇekivanje µ, nec´e biti ni σ2Y , ni ρXY .
Medutim, mozˇemo ga procijeniti metodom najmanjih kvadrata na sljedec´i nacˇin:
βˆn =
∑n
i=1(Xi − Xn)(Yi − Yn)∑n
i=1(Xi − Xn)2
. (2.10)
Procjenitelj βˆn dobiven metodom najmanjih kvadrata je jako konzistentan procjenitelj za
β∗. To slijedi iz jake konzistentnosti uzoracˇke kovarijance i varijance.
Metodu kontrolnih varijabli mozˇemo interpretirati i geometrijski. Procijenjeni parame-
tar βˆn jest nagib pravca regresije cˇiji su koeficijenti dobiveni metodom najmanjih kvadrata.
Y(βˆn) je vrijednost prilagodene regresijske linearne funkcije u tocˇki θX.
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2.2 Visˇestruke kontrolne varijable
Procjenitelj za µ pomoc´u jedne kontrolne varijable mozˇemo generalizirati na visˇe dimenzije
te uvesti procjenitelj za µ pomoc´u visˇe kontrolnih varijabli, odnosno pomoc´u kontrolnog
vektora. Procjenitelj za µ pomoc´u kontrolnog vektora i dalje c´e odrazˇavati linearnu vezu.
Neka je (Ω,F ,P) vjerojatnosni prostor te je X : Ω → Rd slucˇajni vektor i Y : Ω → R
slucˇajna varijabla. Pretpostavimo da postoji E[X] i E[Y] te da Y ima konacˇnu varijancu i X
konacˇnu kovarijacijsku matricu. Opet pretpostavljamo da su X i Y korelirani s time da ne
mora vrijediti da je Y funkcija od X.
Kao i u jednodimenzionalnom slucˇaju, odnosno u slucˇaju jedne kontrolne varijable,
neka je Y1,Y2, ...,Yn niz nezavisnih jednako distribuiranih slucˇajnih varijabli koje predstav-
ljaju rezultat od n simulacija. Sada mozˇemo definirati matricu cˇiji jedan redak predstavlja
i-tu simulaciju gdje i = 1, ..., n, a jedan stupac realizaciju j-te kontrolne varijable gdje
j = 1, ..., d. Broj simulacija je n, a d je broj kontrolnih varijabli, tj. dimenzija kontrolnog
vektora. Matrica je sljedec´eg oblika:
X(1)1 X
(2)
1 . . . X
(d)
1
X(1)2 X
(2)
2 . . . X
(d)
2
...
...
. . .
...
X(1)n X
(2)
n . . . X
(d)
n
 . (2.11)
Oznacˇimo sa Xi = (X
(1)
i , X
(2)
i , ..., X
(d)
i )
>, i = 1, ..., n, pripadajuc´i kontrolni vektor svake od n
simulacija. Kao i u jednodimenzionalnom slucˇaju, ocˇekivanje θX = E[Xi], i = 1, ..., n, je
poznato i jednako za svaku simulaciju. Medutim, sada θX = (θ
(1)
X , θ
(2)
X , ..., θ
(d)
X ) nije skalar,
vec´ predstavlja d-dimenzionalni vektor ocˇekivanja, pri cˇemu j-ta koordinata predstavlja
ocˇekivanje j-te kontrolne varijable. Pretpostavimo da su parovi (Xi,Yi), i = 1, ..., n, neza-
visni jednako distribuirani s kovarijacijskom matricom
Σ =
(
ΣXX ΣXY
Σ>XY σ
2
Y
)
. (2.12)
Takoder pretpostavljamo da ΣXX nije singularna matrica. Naime, ukoliko je matrica singu-
larna, neki od vektora X(k) = (X(k)1 , X
(k)
2 , ..., X
(k)
n ), k = 1, ..., d, mozˇe se prikazati kao linearna
kombinacija drugih vektora X( j), j = 1, ..., d, j , k, te se stoga ta kontrolna varijabla mora
ukloniti.
Neka je Xn vektor uzoracˇkih aritmeticˇkih sredina kontrolnih varijabli. Za fiksni vektor
koeficijenata β ∈ Rd, procjenitelj za µ pomoc´u kontrolnog vektora je
Yn(β) = Y(β) = Yn − β>(Xn − θX). (2.13)
Kao i ranije, mozˇemo izracˇunati varijancu koju dobijemo po simulaciji. Prije izracˇuna
moramo napomenuti da kako je sada X slucˇajni vektor, varijanca je zapravo kovarijacijska
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matrica. Uz to, β i X su dimenzija d × 1, ΣXX je dimenzije d × d, a ΣXY dimenzije d × 1.
σ2(β) := Var[Yi(β)] = Var[Yi − β>(Xi − θX)]
= Cov(Yi,Yi) − Cov(Yi,Xi) β − β> Cov(Xi,Yi) + β> Cov[Xi] β
= σ2Y − 2 β>ΣXY + β>ΣXX β. (2.14)
Optimalni vektor koeficijenata β∗ koji minimizira varijancu pronalazimo medu staci-
onarnim tocˇkama izraza (2.14) kao funkcije visˇe varijabli po β. Pritom provjera globalnog
minimuma nije potrebna jer je funkcija (2.14) konveksna kvadratna funkcija po β. Vektor
koeficijenata β∗ dan je s
β∗ = Σ−1XXΣXY . (2.15)
Opet mozˇemo promatrati omjer varijanci procjenitelja za µ pomoc´u kontrolnog vektora
kako bismo vidjeli kolika je efikasnost uvodenja kontrolnog vektora, pri cˇemu je R2 koefi-
cijent determinacije dan s
R2 =
Σ>XYΣ
−1
XXΣXY
σ2Y
. (2.16)
Racˇunamo:
Var[Y(β∗)]
Var[Yn]
=
σ2Y − 2 β∗>ΣXY + β∗>ΣXX β∗
σ2Y
=
σ2Y − 2 (Σ−1XXΣXY)>ΣXY + (Σ−1XXΣXY)>ΣXX(Σ−1XXΣXY)
σ2Y
=
σ2Y − 2 Σ>XYΣ−1XXΣXY + Σ>XYΣ−1XXΣXXΣ−1XXΣXY
σ2Y
=
σ2Y − Σ>XYΣ−1XXΣXY
σ2Y
=
σ2Y − σ2YR2
σ2Y
= 1 − R2. (2.17)
Dakle, R2 mjeri dio varijance od Y koji je uklonjen koristec´i X kao kontrolni vektor. Po-
novno, kako bismo vidjeli isplati li se stvarno uvodenje kontrolne varijable u obzir se do-
datno trebaju uzeti i trosˇkovi generiranja simulacija.
Dakako u primjenama je potrebno procijeniti optimalan vektor koeficijenata β∗. Pro-
cjenitelj metodom najmanjih kvadrata za β∗ je
βˆn = S −1XXS XY . (2.18)
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S XY je uzoracˇki kovarijacijski vektor i ima dimenziju d×1, a S XX je uzoracˇka kovarijacijska
matrica ima dimenziju d × d. S XY i S XX dani su formulama:
S XY =
1
n − 1
n∑
i=1
(Xi − Xn)(Yi − Yn) (2.19)
S XX =
1
n − 1
n∑
i=1
(Xi − Xn)(Xi − Xn)>. (2.20)
2.3 Nelinearni procjenitelji
Do sada smo opisivali procjenitelje za µ koji su povezani s kontrolnim varijablama linear-
nom vezom, a sada c´emo razmotriti procjenitelje za µ povezane s kontrolnim varijablama
nelinearnom vezom. Jedna od metoda je korisˇtenje velicˇine odstupanja izmedu vektora Xn
i njegovog ocˇekivanja θX kako bi se poboljsˇao procjenitelj Yn kod procjene µ. Opc´enito,
takvi procjenitelji su oblika h(Xn,Yn), gdje funkcija h zadovoljava uvjet
h(θX, y) = y, ∀y. (2.21)
Procjenitelj za µ definiran na nacˇin u (2.21) opc´enito nije nepristran. Buduc´i da vrijedi
da je (x, y) 7→ h(x, y) neprekidna funkcija i uzoracˇka aritmeticˇka sredina jako konzistentan
procjenitelj, slijedi jaka konzistentnost procjenitelja (2.21):
lim
n→∞ h(Xn,Yn) = h( limn→∞Xn, limn→∞Yn) = h(θX, µ) = µ. (2.22)
Navest c´emo dva primjera takvih procjenitelja, ali samo za slucˇaj kada je X : Ω → R
slucˇajna varijabla buduc´i da bi u suprotnom imali operaciju dijeljenja vektora koja nije
definirana. Jedan primjer jest
h1(Xn,Yn) = Yn
θX
Xn
h2(Xn,Yn) = Yn
Xn
θX
, (2.23)
gdje je procjenitelj h1 pogodan za pozitivno korelirane varijable Xi i Yi, i = 1, ..., n, a h2 za
negativno korelirane varijable Xi i Yi, i = 1, ..., n. Promatrajmo, primjerice, procjenitelj h1
za µ pozitivno koreliranih varijabli. Taj procjenitelj korigira vrijednost od Yn prema gore
ako je 0 < Xn < θX ili korigira vrijednost od Yn prema dolje ako je 0 < θX < Xn. Drugi
primjer tog tipa procjenitelja jest
h3(Xn,Yn) = Yne(Xn−θX) h4(Xn,Yn) = Y
(
Xn
θX
)
n . (2.24)
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Sada c´emo pokazati u kojem se slucˇaju isplati koristiti nelinearne kontrolne varijable i
zasˇto su u ostalim slucˇajevima ipak bolje linearne kontrolne varijable. Kao i ranije, neka
su (Xi,Yi), i = 1, ..., n, slucˇajni vektori s ocˇekivanjem (θX, µ) te kovarijacijskom matricom
Σ =
(
ΣXX ΣXY
ΣYX σ
2
Y
)
. (2.25)
Iz Cramerovog teorema slijedi
√
n(h(Xn,Yn) − µ) ∼ AN(0, σ2h), n→ ∞, (2.26)
gdje je
σ2h = ∇h(θX, µ)
(
ΣXX ΣXY
Σ>XY σ
2
Y
)
∇h(θX, µ)>
=
(
∇xh, ∂h
∂y
) (
ΣXX ΣXY
Σ>XY σ
2
Y
) (
∇xh, ∂h
∂y
)>
=
(
∂h
∂y
)2
σ2y + 2
(
∂h
∂y
)
∇xh ΣXY + ∇xh ΣXX∇xh>
= σ2Y + 2∇xh ΣXY + ∇xh ΣXX∇xh>, (2.27)
pri cˇemu zadnja jednakost vrijedi jer je funkcija h(θX, ·) identiteta. Mozˇemo vidjeti da
je to upravo varijanca od ranije pokazanog procjenitelja za µ pomoc´u kontrolnih varijabli
povezanih linearnom vezom
Yi(β) = Yi − β>(Xi − θX), (2.28)
cˇiji je β = −∇xh(θX, µ). Razvojem Taylorovog reda funkcije h u okolini (θX, µ) mozˇemo
vidjeti da je bitan samo linearan dio funkcije h. Distribucija nelinearnog procjenitelja
za µ pomoc´u kontrolnih varijabli je stoga asimptotski jednaka distribuciji linearnog pro-
cjenitelja cˇiji je specificˇan koeficijent β = −∇xh(θX, µ). Dakle, varijanca σ2h koja se do-
bije korisˇtenjem nelinearnog procjenitelja ne mora biti manja od one koju bismo dobili
korisˇtenjem optimalnog parametra β∗ = Σ−1XXΣXY .
Mozˇemo zakljucˇiti da nelinearni procjenitelji imaju prednost samo ako se radi o malom
uzorku. Cramerov teorem nam kazˇe da je asimptotski znacˇajan samo linearan dio funkcije
h i da, ako je h jako nelinearna funkcija, potreban je velik uzorak kako bi asimptotski
zakljucˇci vrijedili. Jedna prednost kod nelinearnih procjenitelja jest da je koeficijent β
implicitno odreden funkcijom h te nije potrebna procjena tog parametara.
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2.4 Analiza rezultata
Buduc´i da smo zakljucˇili kako s nelinearnim procjeniteljima za µ pomoc´u kontrolnih va-
rijabli ne dobivamo poboljsˇanje u redukciji varijance u odnosu na linearne procjenitelje
za velike uzorke, vrac´amo se na analizu linearnog procjenitelja za µ pomoc´u kontrolnog
vektora.
Kod izracˇuna pouzdanih intervala, bitno je razmotriti jesu li uzorci dobiveni simulaci-
jom nezavisni i nepristrani. U nasˇem slucˇaju, kod malih uzoraka postoji pristranost linear-
nog procjenitelja za µ pomoc´u kontrolnog vektora koja nastaje pri zamjeni β∗ s procijenje-
nim βˆn. Kako bismo se u to uvjerili pogledajmo sljedec´e:
E[Y(βˆn)] − E[Y] = E[Y] − E[βˆ>n (Xn − θX)] − E[Y]
= −E[βˆ>n (Xn − θX)]. (2.29)
Izraz (2.29) ne mora biti jednak nuli jer βˆ>n i Xn nisu nezavisni. S druge strane, procjeni-
telj Y(βˆn) za µ je jako konzistentan. Konzistentnost procjenitelja za µ pomoc´u kontrolne
varijable pri uvodenju βˆ>n slijedi iz jakog zakona velikih brojeva:
lim
n→∞
1
n
n∑
i=1
Yi(βˆn) = lim
n→∞
1
n
n∑
i=1
Yi − lim
n→∞ βˆn limn→∞
1
n
n∑
i=1
(Xi − θX)
= µ − β∗(θX − θX) = µ. (2.30)
Nakon diskusije o nepristranosti i jake konzistentnosti procjenitelja za µ pomoc´u kon-
trolne varijable, mozˇemo konstruirati pouzdane intervale za µ. Po centralnom granicˇnom
teoremu vrijedi
√
n
Y(β∗) − µ
σ(β∗)
∼ AN(0, 1), n→ ∞. (2.31)
Buduc´i da je za optimalni parametar β∗ procjenitelj Y(β∗) za µ pomoc´u kontrolne varijable
uzoracˇka aritmeticˇka sredina nezavisnih simulacija Yi(β∗), (1− δ) · 100% pouzdani interval
za µ koji dobijemo kod korisˇtenja Y(β∗) jest[
Y(β∗) − z δ
2
σ(β∗)√
n
,Y(β∗) + z δ
2
σ(β∗)√
n
]
. (2.32)
U praksi je σ(β∗) najcˇesˇc´e nepoznat, ali se mozˇe procijeniti uzoracˇkom standardnom
devijacijom
σˆ(β∗) =
√
1
n − 1
n∑
i=1
(Yi(β∗) − Y(β∗))2, (2.33)
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koja je jako konzistentan procjenitelj za σ(β∗). Nadalje, iz teorema 1.3 znamo da ako je
σˆ(β∗) jako konzistentan procjenitelj za σ(β∗), da tada slijedi
√
n
Y(β∗) − µ
σˆ(β∗)
∼ AN(0, 1), n→ ∞, (2.34)
pa mozˇemo konstruirati (1− δ) · 100% pouzdani interval za µ koji dobijemo kod korisˇtenja
procjenitelja Y(β∗) i procijenjene standardne devijacije σˆ(β∗)[
Y(β∗) − z δ
2
σˆ(β∗)√
n
,Y(β∗) + z δ
2
σˆ(β∗)√
n
]
. (2.35)
Napomenuli smo da je u praksi najcˇesˇc´e i koeficijent β∗ nepoznat te da ga je potrebno
procijeniti. Otprije znamo da je βˆn jako konzistentan procjenitelj za β∗. Kako bismo upoz-
nali asimptotsko ponasˇanje pogresˇke dobivene kod korisˇtenja procjenitelja Y(βˆn) za µ ko-
ristimo sljedec´i teorem:
Teorem 2.1 (Asimptotska ekvivalentnost procjenitelja). Ako vrijedi Xn
D−→ X i (Xn −
Yn)
P−→ 0 tada slijedi Yn D−→ X. Kazˇemo da su Xn i Yn asimptotski ekvivalentni ako
vrijedi (Xn − Yn) P−→ 0.
Za dokaz vidi [2]. U (2.34) pokazali smo da procjenitelj Y(β∗) za µ s optimalnim koefi-
cijentom β∗ zadovoljava prvu pretpostavku teorema. Sada pokazˇimo da vrijedi i druga
pretpostavka teorema:
√
n(Y(βˆn) − Y(β∗)) = (βˆn − β∗)
√
n(Xn − θX) ∼ 0 · AN(0,ΣX) = 0, n→ ∞, (2.36)
sˇto slijedi iz cˇinjenice da je βˆn jako konzistentan procjenitelj za β∗. Stoga mozˇemo za-
kljucˇiti da je procjenitelj Y(βˆn) za µ asimptotski ekvivalentan procjenitelju Y(β∗) za µ , tj.
iz teorema slijedi
√
n
Y(βˆn) − µ
σ(β∗)
∼ AN(0, 1), n→ ∞, (2.37)
gdje je σ(β∗) dana izrazom (2.14) Pokazˇimo sada da je σˆ(βˆn) jako konzistentan procjenitelj
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za σ(β∗):
σˆ2(βˆn) =
1
n − 1
n∑
i=1
(Yi(βˆn) − Y(βˆn))2
=
1
n − 1
n∑
i=1
(Yi − βˆn(Xi − θX) − Yn + βˆn(Xn − θX))2
=
1
n − 1
n∑
i=1
((Yi − Yn) − βˆn(Xi − Xn))2
=
1
n − 1
n∑
i=1
(Yi − Yn)2 − 2 βˆ>n
1
n − 1
n∑
i=1
(Xi − Xn)(Yi − Yn)+
+
1
n − 1
n∑
i=1
βˆ>n (Xi − Xn)(Xi − Xn)>βˆn
g.s.−→ σ2Y − 2 β∗>ΣXY + β∗>ΣXX β∗ = σ2(β∗), n→ ∞. (2.38)
Iz teorema 1.3 i jake konzistentnosti procjenitelja σˆ(βˆn) za σ(β∗) slijedi
√
n
Y(βˆn) − µ
σˆ(βˆn)
∼ AN(0, 1), n→ ∞, (2.39)
pa mozˇemo konstruirati (1− δ) · 100% pouzdani interval za µ koji dobijemo kod korisˇtenja
procjenitelja Y(βˆn) i procijenjene standardne devijacije σˆ(βˆn):[
Y(βˆn) − z δ
2
σˆ(βˆn)√
n
,Y(βˆn) + z δ
2
σˆ(βˆn)√
n
]
. (2.40)
Dakle, zamjenom optimalnog parametra β s procijenjenim parametrom βˆn pouzdani in-
tervali za µ ostaju vrijediti asimptotski i nisu bitno sˇiri od onih dobivenih koristec´i egzaktni
optimalni parametar β∗.
2.5 Dekompozicija varijance
Promatramo visˇedimenzionalni slucˇaj linearnog procjenitelja za µ pomoc´u kontrolnog vek-
tora. Pretpostavljamo da se nalazimo na prostruL2 = L2(Ω,F ,P) = {Z : Ω→ R, E |Z |2 <
∞}. Neka je K = [X, 1] linearna ljuska komponenti kontrolnog vektora X. K je potpun
potprostor prostora L2. Neka je Y ∈ L2 te je po definiciji od K , X ∈ K .
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Za proizvoljan β mozˇemo pisati sljedec´e:
Y = µ + β>(X − θX) + ε, (2.41)
gdje ε definiramo tako da jednakost vrijedi. Stoga, ako je β = β∗ = Σ−1XXΣXY tada je
P[Y |X] = µ + β∗>(X − θX) ortogonalna projekcija slucˇajne varijable Y na potprostor K
te po teoremu o projekciji slijedi da je ε nekoreliran s X. Pogledajmo sada dekompoziciju
varijance slucˇajne varijable Y:
Var[Y] = Var[µ + β∗>(X − θX) + ε]
= Var[β∗>X + ε] = Var[β∗>X] + Var[ε]
= Var[β∗>X] + Var[Y − β∗>X]
= Var[β∗>X] + Var[Y(β∗)]. (2.42)
Mozˇemo vidjeti da je dio Var[Y] koji je eliminiran koristec´i X kao kontrolnu varijablu
Var[β∗>X].
Zakljucˇujemo da, ako je β∗ optimalni vektor, tada µ+β∗>(X−θX) mozˇemo interpretirati
kao projekciju od Y na K . Rezidual ε interpretiramo kao ortogonalni dio od Y na K , gdje
se kvadrat duljine od ε mjeri varijancom. Sˇto je manja ortogonalna komponenta to c´e biti
postignuta vec´a redukcija varijance.
2.6 Kontrolne varijable i Monte Carlo s tezˇinama
Metodu kontrolnih varijabli alternativno mozˇemo interpretirati kao pridruzˇivanje tezˇine
svakoj simulaciji. Prvo c´emo objasniti tu interpretaciju na primjeru jedne kontrolne varija-
ble, sˇto c´emo generalizirati na slucˇaj visˇestrukih kontrolnih varijabli.
Pretpostavimo da su X : Ω → R i Y : Ω → R slucˇajne varijable. Neka su (Xi,Yi), i =
1, ..., n, nezavisni jednako distribuirani slucˇajni vektori. Kao i ranije, procjenitelj za µ
pomoc´u kontrolnih varijabli s procijenjenim optimalnim koeficijentom βˆn dan je s
Y(βˆn) = Yn − βˆn(Xn − θX), (2.43)
gdje je kao i ranije procijenjeni koeficijent jednak
βˆn =
∑n
i=1(Xi − Xn)(Yi − Yn)∑n
i=1(Xi − Xn)2
. (2.44)
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Uvrsˇtavanjem koeficijenta βˆn u (2.43) dobivamo
Y(βˆn) =
1
n
n∑
i=1
Yi −
∑n
i=1(Xi − Xn)(Yi − Yn)∑n
i=1(Xi − Xn)2
(Xn − θX)
=
n∑
i=1
(
1
n
+
(Xn − Xi)(Xn − θX)∑n
i=1(Xi − Xn)2
)
Yi. (2.45)
Ukoliko uvedemo oznaku
wi =
1
n
+
(Xn − Xi)(Xn − θX)∑n
i=1(Xi − Xn)2
, i = 1, ..., n (2.46)
dobivamo da je procjenitelj za µ pomoc´u kontrolne varijable tezˇinski prosjek simulacija
Yi,Y2, ...,Yn:
Y(βˆn) =
n∑
i=1
wiYi. (2.47)
Generalizirajmo sada dobivene rezultate na slucˇaj visˇe kontrolnih varijabli. Neka je
X : Ω → Rd slucˇajni vektor te neka je Y : Ω → R slucˇajna varijabla. Neka su parovi
(Xi,Yi) nezavisni jednako distribuirani. Procjenitelj za µ pomoc´u kontrolnog vektora s
procijenjenim koeficijentom βˆn je kao i ranije
Y(βˆn) = Yn − βˆ>n (Xn − θX), (2.48)
gdje je koeficijent βˆn jednak
βˆn = S −1XXS XY , (2.49)
a procijenjena kovarijanca S XY
S XY =
1
n − 1
n∑
i=1
(Xi − Xn)(Yi − Yn). (2.50)
Procjenitelj za µ se tada mozˇe prikazati na sljedec´i nacˇin:
Y(βˆn) =
1
n
n∑
i=1
Yi − (S −1XXS XY)>(Xn − θX)
=
1
n
n∑
i=1
Yi −
(
1
n − 1
n∑
i=1
(Xi − Xn)(Yi − Yn)
)>
S −1XX(Xn − θX)
=
n∑
i=1
(
1
n
+
1
n − 1(Xn − Xi)
>S −1XX(Xn − θX)
)
Yi. (2.51)
Posljedica ove interpretacije jest da ukoliko zˇelimo izracˇunati visˇe simuliranih velicˇina
iz istog skupa generiranih simulacija koristec´i iste kontrolne varijable, tezˇine mozˇemo
izracˇunati samo jednom te ih primijeniti na sve zˇeljene velicˇine.
Poglavlje 3
Slojevito uzorkovanje
3.1 Opc´enito o metodi
Slojevito uzorkovanje odnosi se na bilo koji mehanizam generiranja varijabli cˇije su reali-
zacije uzorkovane iz specificˇnih podskupova. Kako podskupove mozˇemo interpretirati i
kao slojeve, metoda je dobila naziv slojevito uzorkovanje.
Neka je (Ω,F ,P) vjerojatnosni prostor i neka je Y : Ω → R slucˇajna varijabla na
tom vjerojatnosnom prostoru koja ima ocˇekivanje i konacˇnu varijancu. Neka je FY njena
funkcija distribucije te neka su A1, A2, ..., AK ∈ F medusobno disjunktni podskupovi takvi
da vrijedi P(Y ∈ ∪Ki=1Ai) = 1. Nasˇ cilj je procijeniti E[Y] = µ. Iz definicije uvjetnog
ocˇekivanja slijedi da ocˇekivanje µ mozˇemo prikazati na sljedec´i nacˇin
µ = E[Y] =
K∑
i=1
E[Y1{Y∈Ai}] =
K∑
i=1
P(Y ∈ Ai)E[Y |Y ∈ Ai] =
K∑
i=1
piE[Y |Y ∈ Ai], (3.1)
gdje je pi = P(Y ∈ Ai), i = 1, ...,K. U slucˇajnom uzorkovanju generiramo nezavisne
jednako distribuirane slucˇajne varijable Y1,Y2, ...,Yn s istom distribucijom kao i slucˇajna
varijabla Y , gdje n predstavlja velicˇinu zˇeljenog uzorka. Kako bismo osigurali da gene-
rirane slucˇajne varijable imaju teoretsku distribuciju uvjetno na dogadaje s vjerojatnosti
pi = P(Y ∈ Ai), i = 1, ...,K, u slojevitom uzorkovanju unaprijed odlucˇujemo koji dio
uzorka generiramo iz kojeg podskupa. Stoga, svaka slucˇajna varijabla generirana iz pod-
skupa Ai ima basˇ distribuciju FY |Y∈Ai , i = 1, ...,K.
Prvo c´emo opisati najjednostavniji slucˇaj slojevitog uzorkovanja, a to je slucˇaj propor-
cionalnog uzorkovanja. Da bismo poblizˇe opisali taj slucˇaj, koncentriramo se na specificˇan
podskup Ai, za neki i = 1, ...,K. Kako je n velicˇina uzorka, iz podskupa Ai potrebno je
generirati ni = pi · n realizacija slucˇajnih varijabli. Buduc´i da n · pi ne mora biti cijeli
broj, uzimamo najvec´e cijelo bn · pic. Neka su Yi1,Yi2, ...,Yini nezavisne slucˇajne varijable
s uvjetnom funkcijom distribucije FY |Y∈Ai . Nepristrani procjenitelj za uvjetno ocˇekivanje
22
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E[Y |Y ∈ Ai] dan je uzoracˇkom aritmeticˇkom sredinom slucˇajnih varijabli generiranih iz
i-tog podskupa
Y i =
Yi1 + Yi2 + ... + Yini
ni
, i = 1, ...,K. (3.2)
Sada iz (3.1) i (3.2) slijedi da je procjenitelj za µ pomoc´u slojevitog uzorkovanja s propor-
cionalnom alokacijom dan sa
Yˆ =
K∑
i=1
pi
1
ni
ni∑
j=1
Yi j =
1
n
K∑
i=1
ni∑
j=1
Yi j. (3.3)
Nadalje, taj procjenitelj usporedit c´emo s uobicˇajenim procjeniteljem uzoracˇke aritmeticˇke
sredine slucˇajnog uzorka cˇija je duljina n:
Yn =
Y1 + Y2 + ... + Yn
n
. (3.4)
Kasnije c´emo vidjeti da korisˇtenjem procjenitelja Yˆ za µ pomoc´u slojevitog uzorkovanja
eliminiramo varijabilnost izmedu podskupova dok varijabilnost unutar podskupa ostaje ne-
promijenjena. Korisˇtenjem uzoracˇke aritmeticˇke sredine Yn eliminira se sveukupna varija-
bilnost, te se ne daje vazˇnost pojedinim podskupovima.
Proporcionalno uzorkovanje mozˇe se generalizirati. Prvo, podskupove mozˇemo defi-
nirati u terminima neke druge varijable, odnosno vektora razlicˇitog od Y . Neka je X :
Ω → Rd slucˇajni vektor na vjerojatnosnom prostoru (Ω,F ,P). Pretpostavimo da vektor
X ima konacˇnu kovarijacijsku matricu. Disjunktni podskupovi A1, A2, ..., AK ∈ F sada su
podskupovi od Rd pri cˇemu vrijedi P(X ∈ ∪Ki=1Ai) = 1. Reprezentacija (3.1) poprima oblik
E[Y] =
K∑
i=1
P(X ∈ Ai)E[Y |X ∈ Ai] =
K∑
i=1
piE[Y |X ∈ Ai], (3.5)
gdje je pi = P(X ∈ Ai), i = 1, ...,K. Kao i u metodi pomoc´u kontrolnih varijabli, vektor X
i varijabla Y moraju biti medusobno korelirani, medutim ne mora vrijediti da je Y funkcija
od X. Za procjenu ocˇekivanja µ pomoc´u slojevitog uzorkovanja sada je za i = 1, ...,K
potrebno generirati vektore (Xi j,Yi j), j = 1, ..., ni, cˇija je uvjetna distribucija F(X,Y)|X∈Ai .
U svrhu daljnje generalizacije, umjesto uzorkovanja proporcionalnog s pi, i = 1, ...,K,
mozˇemo dopustiti proizvoljnu raspodjelu podskupova. Dakle, generaliziramo proporci-
onalno uzorkovanje tako da svakom podskupu Ai, i = 1, ...,K, proizvoljno dodijelimo broj
simulacija ni, uz uvjet da je
∑K
i=1 ni = n. Kako bismo tu ideju konkretizirali pretpostavimo
da je za neki podskup Ai broj qi = nin udio realizacija slucˇajnih varijabli uzorkovanih iz
podskupa Ai u sveukupnom broju simulacija n. Neka su Yi1,Yi2, ...,Yini nezavisne jednako
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distribuirane slucˇajne varijable s uvjetnom distribucijom FY |X∈Ai . Procjenitelj za µ pomoc´u
slojevitog uzorkovanja sada poprima sljedec´i oblik:
Yˆ =
K∑
i=1
pi
1
ni
ni∑
j=1
Yi j =
1
n
K∑
i=1
pi
qi
ni∑
j=1
Yi j. (3.6)
U narednim poglavljima pokazat c´emo da minimizirajuc´i varijancu procjenitelja Yˆ po
q = (q1, q2, ..., qK) mozˇemo nac´i pravilo dodjeljivanja broja realizacija podskupovima koje
je efikasno barem toliko koliko je i proporcionalno dodjeljivanje.
3.2 Analiza rezultata
U analizi rezultata bavimo se konstrukcijom pouzdanih intervala za µ koje mozˇemo do-
biti kod korisˇtenja metode slojevitog uzorkovanja. Neka je (Ω,F ,P) vjerojatnosni prostor
te neka su A1, A2, ..., AK ∈ F disjunktni podskupovi u Rd. Neka su X slucˇajni vektor i
Y slucˇajna varijabla na tom vjerojatnosnom prostoru. Za i = 1, ...,K neka su Yi j, j =
1, ..., ni nezavisne jednako distribuirane slucˇajne varijable s uvjetnom funkcijom distribu-
cije FY |X∈Ai . Za i = 1, ...,K oznacˇimo
µi = E[Yi j] = E[Y |X ∈ Ai]
σ2i = Var[Yi j] = Var[Y |X ∈ Ai]. (3.7)
Neka je pi = P(X ∈ Ai) vjerojatnost da slucˇajni vektor X poprimi vrijednost u podskupu
Ai i neka vrijedi
∑K
i=1 pi = 1, pi > 0, i = 1, ...,K. Za i = 1, ...,K neka je ni broj realizacija
slucˇajne varijable Yi j, j = 1, ..., ni, iz podskupa Ai i neka vrijedi
∑K
i=1 ni = n, ni ≥ 1. Neka
broj qi = nin predstavlja udio realizacija slucˇajnih varijabli uzorkovanih iz podskupa Ai u
sveukupnom broju simulacija n, gdje i = 1, ...,K.
Zanima nas ocˇekivanje i varijanca procjenitelja za µ pomoc´u slojevitog uzorkovanja.
Racˇunanjem ocˇekivanja odmah mozˇemo vidjeti da je procjenitelj za µ pomoc´u slojevitog
uzorkovanja nepristran
E[Yˆ] =
K∑
i=1
pi
1
ni
ni∑
i=1
E[Yi j] =
K∑
i=1
piµi =
K∑
i=1
piE[Y |X ∈ Ai] = E[Y] = µ. (3.8)
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Varijanca procjenitelja za µ pomoc´u slojevitog uzorkovanja je sljedec´a
Var[Yˆ] =
K∑
i=1
p2i Var
[
1
ni
ni∑
j=1
Yi j
]
=
K∑
i=1
p2i
niσ2i
n2i
=
K∑
i=1
p2iσ
2
i
ni
=
K∑
i=1
1
n
p2iσ
2
i
qi
=
σ2(q)
n
, (3.9)
gdje je
σ2(q) :=
K∑
i=1
p2iσ
2
i
qi
. (3.10)
Kako smo pokazali da je procjenitelj nepristran, zˇelimo josˇ znati je li procjenitelj Yˆ
jako konzistentan. Za fiksni i = 1, ...,K vrijedi
lim
ni→∞
1
ni
ni∑
j=1
Yi j = µi. (3.11)
Stoga slijedi
lim
n→∞
K∑
i=1
1
ni
ni∑
j=1
Yi j =
K∑
i=1
piµi = µ, (3.12)
gdje n→ ∞ na nacˇin da za svaki i, ni → ∞. Dalje u tekstu c´e se podrazumijevati sljedec´e
n→ ∞ ⇔ ∀i, ni → ∞. (3.13)
Za svaki podskup Ai, i = 1, ...,K, slucˇajne varijable Yi1,Yi2, ...,Yini su nezavisne jednako
distribuirane s ocˇekivanjem µi i varijancom σ2i cˇija je uzoracˇka aritmeticˇka sredina Y i dana
izrazom (3.2). Uz fiksni qi, i = 1, ...,K, po centralnom granicˇnom teoremu vrijedi:
√
ni(Y i − µi) =
√bn qic ( 1bn qic
bn qic∑
j=1
Yi j − µi
)
=
1√bn qic
bn qic∑
j=1
(Yi j − µi) ∼ AN(0, σ2i ), n→ ∞. (3.14)
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Iz reprezentacije (3.6) i centralnog granicˇnog teorema slijedi
√
n(Yˆ − µ) = √n
K∑
i=1
pi
(
1
bn qic
bn qic∑
i=1
(Yi j − µi)
)
≈
K∑
i=1
pi√
qi
(
1√bn qic
bn qic∑
i=1
(Yi j − µi)
)
=
K∑
i=1
pi√
qi
(
√
ni(Y i − µi) )
∼ AN
(
0,
K∑
i=1
p2iσ
2
i
qi
)
= AN(0, σ2(q)), n→ ∞. (3.15)
Prema tome,
√
n(Yˆ−µ) je asimptotski linearna kombinacija nezavisnih asimptotski normal-
nih slucˇajnih varijabli s koeficijentima pi√qi , ocˇekivanjem 0 i varijancomσ
2
i , gdje i = 1, ...,K.
Mozˇemo konstruirati (1 − δ) · 100% pouzdani interval za µ te on glasi[
Yˆ − z δ
2
σ(q)√
n
, Yˆ + z δ
2
σ(q)√
n
]
. (3.16)
U praksi je varijanca σ2(q) nepoznata, ali ju mozˇemo nepristrano i jako konzistentno
procijeniti na uobicˇajen nacˇin pomoc´u uzoracˇkih varijanci σˆ2i , i = 1, ...,K, koje procjenju-
jemo iz slucˇajnog uzorka Yi1,Yi2, ...,Yini pripadajuc´eg podskupa Ai. Procjenitelj σˆ
2(q) za
σ2(q) je linearna kombinacija varijanci σˆ2i , i = 1, ...,K, pojedinog podskupa
σˆ2(q) =
K∑
i=1
p2i
qi
σˆ2i . (3.17)
Dodatno, σˆ2(q) mozˇemo procijeniti i kroz nezavisne simulacije od Yˆ . Da bismo tu ideju
precizirali pretpostavimo da velicˇinu uzorka n mozˇemo izraziti kao umnozˇak cijelih brojeva
n = m · k, m, k ∈ Z i m ≥ 2. To znacˇi da c´emo izracˇunati m procjenitelja Yˆ j, j = 1, ...,m,
za µ pomoc´u slojevitog uzorkovanja i da c´e se svaki racˇunati na temelju uzorka duljine
k. Za i = 1, ...,K znamo da je qi = nin udio realizacija slucˇajnih varijabli uzorkovanih iz
podskupa Ai. Za svaki pojedini procjenitelj Yˆ j, j = 1, ...,m, taj udio koristit c´emo kako
bismo odredili koji broj ki, i = 1, ...,K, realizacija slucˇajnih varijabli je potrebno generirati
iz svakog pojedinog podskupa u odnosu na velicˇinu uzorka k. Dakle, ki = qi ·k, i = 1, ...,K.
Procjenitelj Yˆ j mozˇemo zapisati
Yˆ j =
K∑
i=1
pi
1
ki
ki∑
l=1
Yil =
1
k
K∑
i=1
pi
qi
ki∑
l=1
Yil, j = 1, ...,m. (3.18)
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Na kraju Yˆ racˇunamo kao uzoracˇku aritmeticˇku sredinu m nezavisnih procjenitelja Yˆ j, j =
1, ...,m, za µ pomoc´u slojevitog uzorkovanja
Yˆ =
Yˆ1 + Yˆ2 + ... + Yˆm
m
. (3.19)
Svaki Yˆ j, j = 1, ..,m, ima varijancu
σ2(q)
k . Ta se varijanca mozˇe nepristrano i jako kon-
zistentno procijeniti uzoracˇkom varijancom S 2m(Yˆ). (1 − δ) · 100% pouzdani interval za µ
je [
Yˆ − z δ
2
S 2m(Yˆ)√
m
, Yˆ + z δ
2
S 2m(Yˆ)√
m
]
. (3.20)
3.3 Optimalna alokacija
U ovom poglavlju promatrat c´emo utjecaj alokacije uzorka podskupovima na redukciju
varijance. U prvom odjeljku diskutirat c´emo optimalnu alokaciju bez uzimanja u obzir
racˇunskog trosˇka, dok c´emo u drugom poglavlju uvesti i varijablu racˇunskog trosˇka.
3.3.1 Optimalna alokacija bez racˇunskog trosˇka
Uzimamo slucˇaj proporcionalne alokacije, qi = pi, i = 1, ...,K. Varijanca procjenitelja za
µ pomoc´u slojevitog uzorkovanja tada glasi
σ2(p) =
K∑
i=1
p2i
pi
σ2i =
K∑
i=1
piσ2i . (3.21)
Usporedimo sada varijancu dobivenu proporcionalnom alokacijom (3.21) pomoc´u metode
slojevitog uzorkovanja s varijancom koja bi se dobila bez korisˇtenja metode slojevitog
uzorkovanja. Prvo pogledajmo drugi moment ocˇekivanja
E[Y2] =
K∑
i=1
piE[Y2|X ∈ Ai]
=
K∑
i=1
pi(Var[Y |X ∈ Ai] + E[Y |X ∈ Ai]2)
=
K∑
i=1
pi(σ2i + µ
2
i ). (3.22)
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Uvrsˇtavanjem dobivamo
Var[Y] = E[Y2] − E[Y]2
=
K∑
i=1
piσ2i +
K∑
i=1
piµ2i −
( K∑
i=1
piµi
)2
. (3.23)
Buduc´i da je kvadratna funkcija konveksna funkcija, po Jensenovoj nejednakosti vrijedi
K∑
i=1
piµ2i ≥
( K∑
i=1
piµi
)2
, (3.24)
pri cˇemu jednakost vrijedi ako su svi µi, i = 1, ...,K, jednaki. Iz toga slijedi da je
Var[Y] ≥ σ2(p). (3.25)
Zakljucˇujemo da korisˇtenjem metode slojevitog uzorkovanja s proporcionalnom alokaci-
jom mozˇemo samo smanjiti varijancu.
Optimizacijom alokacije mozˇemo postic´i josˇ vec´u redukciju varijance. Minimizacija
varijance σ2(q) uz uvjet da je (q1, q2, ..., qK) vjerojatnosni vektor vodi optimalnoj alokaciji:
q∗i =
piσi∑K
l=1 plσl
, i = 1, ...,K. (3.26)
Varijanca dobivena koristec´i optimalnu alokaciju iznosi
σ2(q∗) =
K∑
i=1
p2iσ
2
i
q∗i
=
K∑
i=1
p2iσ
2
i
piσi∑K
l=1 plσl
=
K∑
i=1
piσi
K∑
l=1
plσl =
( K∑
i=1
piσi
)2
. (3.27)
U praksi je potrebno procijeniti varijancu σ2i , i = 1, ...,K.
Dosadasˇnji zakljucˇci vrijede ako pretpostavljamo da su trosˇkovi racˇuna potrebni za ge-
neraciju uzorka isti za sve podskupove, medutim to ne mora biti tako. Na primjer, ukoliko
se iz nekog podskupa generira visˇe varijabli, sigurno c´e trosˇak racˇuna biti vec´i.
3.3.2 Optimalna alokacija uz racˇunski trosˇak
Pretpostavimo sada da τi oznacˇava vrijeme potrebno za generiranje vektora (X,Y) iz uvje-
tne distribucije F(X,Y)|X∈Ai , a µτi njegovo ocˇekivanje, za svaki i = 1, ...,K. Neka je sveukupni
budzˇet kojim raspolazˇemo t. Neka je Yˆ(t) procjenitelj za µ pomoc´u slojevitog uzorkovanja
koji je dobiven uz budzˇetno ogranicˇenje t. Pretpostavljamo da je dio racˇunskog budzˇeta
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dodijeljenog podskupu Ai proporcionalan s qi, odnosno da je dio racˇunskog budzˇeta dodi-
jeljenog podskupu Ai jednak qiµτi , i = 1, ...,K.
Ocˇekivana vrijednost potrosˇenog budzˇeta jednaka je
E[τ] = µτ =
K∑
i=1
qiµτi . (3.28)
Prisjetimo se da je varijanca procjenitelja Yˆ za µ pomoc´u slojevitog uzorkovanja dana s
σ2(q) =
K∑
i=1
p2iσ
2
i
qi
. (3.29)
Po izvedenom centralnom granicˇnom teoremu (1.22) koji uzima u obzir racˇunski trosˇak
slijedi √
t(Yˆ(t) − µ) ∼ AN(0, σ2(q, τ)), n→ ∞ (3.30)
gdje je
σ2(q, τ) := σ2(q)µτ =
( K∑
i=1
p2iσ
2
i
qi
)( K∑
i=1
qiµτi
)
. (3.31)
Minimizacijom varijance σ2(q, τ) uz uvjet da je q = (q1, q2, ..., qK) vjerojatnosni vektor
dobivamo optimalnu alokaciju:
q∗i =
piσi√
µτi∑K
l=1 plσl√
µτl
, i = 1, ...,K. (3.32)
3.4 Dekompozicija varijance
U ovom poglavlju pokazat c´emo koji je dio varijance od Y uklonjen generiranjem vektora
X iz razlicˇitih podskupova. Pretpostavljamo da se nalazimo na prostoru L2(Ω,F ,P) =
{Z : Ω → R, E |Z |2 < ∞}. Neka su A1, A2, ..., AK ∈ F disjunktni podskupovi iz kojih
generiramo vektor X. Neka η ≡ η(X) ∈ {1, 2, ...,K} oznacˇava slucˇajan indeks podskupa
koji sadrzˇi X. To mozˇemo zapisati na sljedec´i nacˇin
η =
K∑
i=1
i1{X∈Ai}. (3.33)
Uocˇimo da je η slucˇajna varijabla. Mozˇemo pisati sljedec´e
Y = E[Y |η] + ε, (3.34)
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gdje definiramo E[Y |η] = E[Y |σ(η)]. Sada c´emo pokazati da vrijedi E[ε|η] = 0 i da je ε
nekoreliran s E[Y |η]. Tvrdnja E[ε|η] = 0 slijedi iz definicije (3.34). Po definiciji skalar-
nog produkta na prostoru L2(Ω,F ,P) nekoreliranost varijabli E[Y |η] i ε ekvivalentna je
sljedec´oj jednadzˇbi
E[εE[Y |η]] = 0. (3.35)
Provjerimo vrijedi li tvrdnja (3.35):
E[εE[Y |η]] = E[E[εE[Y |η]|η] ] = E[E[Y |η]E[ε|η] ] = 0 (3.36)
Prva jednakost slijedi iz svojstva uvjetnog ocˇekivanja, druga jednakost slijedi iz cˇinjenice
da je slucˇajna varijabla E[Y |η] σ(η)-izmjeriva, a trec´a iz cˇinjenice da za rezidual ε vrijedi
E[ε|η] = 0.
Buduc´i da (3.34) dekomponira varijablu Y na nekorelirane cˇlanove slijedi
Var[Y] = Var[E[Y |η] + ε]
= Var[E[Y |η]] + Var[ε]
= Var[E[Y |η]] + Var[Y − E[Y |η]]. (3.37)
Vidimo da slojevito uzorkovanje eliminira cˇlan Var[E[Y |η]]. Pogledajmo sada varijancu
reziduala:
Var[ε] = E[ε2] = E[E[ε2|η]] = E[E[(Y − E[Y |η])2|η]] = E[Var[Y |η]], (3.38)
gdje prva jednakost slijedi iz cˇinjenice da za rezidual vrijedi E[ε] = 0, druga iz svojstva
uvjetnog ocˇekivanja i trec´a iz dekompozicije (3.34). Iz (3.37) i (3.38) slijedi
Var[Y] = Var[E[Y |η]] + E[Var[Y |η]]. (3.39)
Koristec´i oznake uvedene u (3.7) i cˇinjenicu da je dogadaj {X ∈ Ai} ekvivalentan dogadaju
{η = i}, i = 1, ...,K, slijedi
E[Y |η = i] = E[Y |X ∈ Ai] = µi
Var[Y |η = i] = Var[Y |X ∈ Ai] = σ2i
P(η = i) = P(X ∈ Ai) = pi. (3.40)
Sada mozˇemo pisati
Var[Y] = Var[E[Y |η]] + E[Var[Y |η]]
=
( K∑
i=1
piµ2i −
( K∑
i=1
piµi
)2)
+
K∑
i=1
piσ2i . (3.41)
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Vidimo da je dobivena varijanca upravo jednaka varijanci (3.23) koja se dobije kod kori-
sˇtenja proporcionalnog uzorkovanja. Varijanca procjenitelja za µ pomoc´u slojevitog uzor-
kovanja upravo je varijanca reziduala od Y nakon uvjetovanja na η.
Promatrajmo sada efekt alternativnih izbora podskupova. Sveukupna varijanca (3.39)
je konstanta. Prvi cˇlan Var[E[Y |η]] predstavlja varijabilnost medu podskupovima, dok
drugi cˇlan E[Var[Y |η]] predstavlja varijabilnost unutar pojedinog podskupa. Kako je Var[Y]
konstanta i kako znamo da pomoc´u slojevitog uzorkovanja eliminiramo cˇlan Var[E[Y |η]]
isti ucˇinak ima povec´anje vrijednosti od Var[E[Y |η]] ili smanjenje vrijednosti od E[Var[Y |η]].
Stoga, ako bismo htjeli smanjiti sveukupnu varijancu trebali bismo izabrati podskupove s
visokim stupnjem varijabilnosti medu njihovim sredinama µ1, µ2, ..., µK te niskim stupnjem
varijabilnosti unutar svakog pojedinog podskupa. Iz dekompozicije (3.34) vidimo kako se
slojevitim uzorkovanjem eliminira varijabilnost medu podskupovima Var[E[Y |η]] te ostaje
samo varijabilnost unutar podskupova E[Var[Y |η]]. Da bismo dodatno reducirali varijancu
pokusˇat c´emo postic´i sˇto manju varijabilnost unutar podskupova.
Kako zˇelimo da varijabilnost unutar podskupova bude sˇto manja, logicˇno je ocˇekivati
da c´e povec´anje broja podskupova rezultirati vec´om redukcijom varijance. Preciznije,
slucˇajna varijabla η ≡ η(X) ∈ {1, 2, ...,K} je indeks podskupa koji sadrzˇi slucˇajni vek-
tor X baziran na particiji {Ai, i = 1, ...,K}. Neka je {A˜i, i = 1, ..., K˜} profinjenje od {Ai, i =
1, ...,K}. Slucˇajna varijabla η˜ ≡ η˜(X) ∈ {1, 2, ..., K˜} je slucˇajni indeks baziran na novoj
particiji. Slijedi da je {1, 2, ...,K} ⊂ {1, 2, ..., K˜}, odnosno σ(η) ⊂ σ(η˜). Dakle,
Var[E[Y |η]] ≤ Var[E[Y |η˜]]. (3.42)
Pokazˇimo tu tvrdnju. Iz Jensenove nejednakosti slijedi
E[E[Y |η˜]2|η] ≥ (E[E[Y |η˜]|η])2 = E[Y |η]2. (3.43)
Iz svojstava uvjetnog ocˇekivanja i monotonosti matematicˇkog ocˇekivanja slijedi
E[E[Y |η˜]2] ≥ E[E[Y |η]2]. (3.44)
Ponovno iz svojstava uvjetnog matematicˇkog ocˇekivanja slijedi
E[E[Y |η]] = E[E[E[Y |η˜]|η]] = E[E[Y |η˜]]. (3.45)
Oduzimanjem kvadrirane jednadzˇbe (3.45) od (3.44) slijedi tvrdnja.
Kako je Var[Y] = Var[E[Y |η]] + E[Var[Y |η]] = Var[E[Y |η˜]] + E[Var[Y |η˜]] konstanta,
iz (3.42) slijedi E[Var[Y |η˜]] ≤ E[Var[Y |η]]. Buduc´i da smo zakljucˇili da je kod korisˇtenja
metode pomoc´u slojevitog uzorkovanja varijanca jednaka E[Var[Y |η˜]], povec´anjem broja
podskupova sigurno c´emo dobiti manju varijancu.
Na kraju nas zanima odnos broja podskupova i broja realizacija po svakom podskupu
te njihov utjecaj na tocˇnost u mjerenju varijance i redukciju varijance. Vec´i broj realizacija
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po podskupu povec´ava tocˇnost pri procjeni varijance σ2(q) te indirektno tocˇnost normalne
aproksimacije u pouzdanim intervalima. S druge strane, profinjavanje podskupova reducira
varijancu.
3.5 Naknadno slojevito uzorkovanje
3.5.1 Opc´enito o metodi
Kod procjene ocˇekivanja µ pomoc´u slojevitog uzorkovanja, moramo znati s kojom vjero-
jatnosˇc´u vektor X poprima vrijednosti u podskupu Ai te moramo znati generirati uzorak
iz uvjetne distribucije F(X,Y)|X∈Ai , i = 1, ...,K. Alternativa slojevitom uzorkovanju je tzv.
naknadno slojevito uzorkovanje (Poststratification) koje se koristi kada je uzorkovanje iz
uvjetne distribucije tesˇko, jer je pri korisˇtenju metode naknadnog slojevitog uzorkovanja
umjesto iz uvjetne distribucije potrebno generirati uobicˇajene nezavisne slucˇajne varijable.
Nasˇ cilj je i dalje procijeniti µ. Neka je X slucˇajni vektor te Y slucˇajna varijabla.
Pretpostavimo da znamo vjerojatnosti pi = P(X ∈ Ai), i = 1, ...,K te znamo generirati
nezavisne slucˇajne vektore (X1,Y1), (X2,Y2), ..., (Xn,Yn) cˇija je distribucija F(X,Y). Neka je
Ni =
n∑
j=1
1{X j∈Ai}, i = 1, ...,K, (3.46)
slucˇajna varijabla koja predstavlja dio uzorka koji poprima vrijednosti u podskupu Ai. Neka
je
S i =
n∑
j=1
1{X j∈Ai}Y j, i = 1, ...,K (3.47)
slucˇajna varijabla koja predstavlja sumu svih Y j, j = 1, ..., n, za kojeX j poprima vrijednosti
u podskupu Ai, i = 1, ...,K. Uobicˇajena uzoracˇka aritmeticˇka sredina mozˇe se zapisati
Yn =
Y1 + Y2 + ... + Yn
n
=
S 1 + S 2 + ... + S K
n
=
K∑
i=1
Ni
n
· S i
Ni
, (3.48)
ako pretpostavimo da je Ni > 0, i = 1, ...,K. U slucˇaju da je Ni = 0, i = 1, ...,K, definiramo
S i
Ni
= 0 iz cˇega slijedi Yn = 0. Prema Borelovom jakom zakonu velikih brojeva vrijedi
Ni
n
g.s−→ pi, n→ ∞, i = 1, ...,K. (3.49)
Procjenitelj za µ pomoc´u naknadnog slojevitog uzorkovanja mijenja slucˇajni dio Nin s nje-
govim ocˇekivanjem pi, i = 1, ...,K, i dan je s
Yˆ =
K∑
i=1
pi
S i
Ni
. (3.50)
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Dok aritmeticˇka sredina dodjeljuje svakoj simulaciji jednaku tezˇinu 1n , procjenitelj za
µ pomoc´u naknadnog slojevitog uzorkovanja dodjeljuje tezˇinu piNi onim slucˇajnim varija-
blama koje poprimaju vrijednosti u podskupu Ai, i = 1, ...,K. To nam pomazˇe pri ko-
rekciji premalo ili previsˇe generiranih simulacija iz pojedinog skupa. Dakle, slucˇajnim
varijablama koje poprimaju vrijednosti u podskupovima iz kojih ih je generirano premalo
(Ni < n · pi, i = 1, ...,K) pridruzˇuje se vec´a tezˇina nego slucˇajnim varijablama koje popri-
maju vrijednosti u podskupovima iz kojih ih je generirano previsˇe (Ni > n · pi, i = 1, ...,K).
Na kraju c´emo josˇ provjeriti je li procjenitelj (3.50) za µ pomoc´u naknadnog slojevitog
uzorkovanja nepristran i jako konzistentan. Opc´enito, taj procjenitelj nije nepristran jer
E
[
S i
Ni
]
,
E[S i]
E[Ni]
, i = 1, ...,K. (3.51)
Nadalje, po jakom zakonu velikih brojeva vrijedi
S i
Ni
g.s−→ µi, n→ ∞, i = 1, ...,K. (3.52)
gdje je µi = E[Y |X ∈ Ai] kao i ranije. Iz toga slijedi i jaka konzistentnost procjenitelja Yˆ za
µ dobivenog naknadnim slojevitim uzorkovanjem:
lim
n→∞ Yˆ = limn→∞
K∑
i=1
pi
S i
Ni
=
K∑
i=1
piµi = µ. (3.53)
3.5.2 Asimptotska varijanca
Prilagodimo sada izvedeni centralni granicˇni teorem za omjere procjenitelja na nasˇ slucˇaj.
Procjenitelj za µ pomoc´u naknadnog slojevitog uzorkovanja je linearna kombinacija omjera
procjenitelja S iNi , i = 1, ...,K. Iz centralnog granicˇnog teorema za omjere procjenitelja
(1.24) slijedi
√
n
(
S 1
N1
− µ1, S 2N2 − µ2, ...,
S K
NK
− µK
)
∼ AN(0,Σ), n→ ∞ (3.54)
gdje je Σ = [Σi j] kovarijacijska matrica odredena delta-metodom. Pogledajmo sada kom-
ponente te kovarijacijske matrice. Za to c´emo koristiti rezultat (1.25) izveden u poglavlju
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1. Prvo promatramo dijagonalni dio kovarijacijske matrice Σ:
Σii =
Var[S i − µiNi]
p2i
=
Var[Y1{X∈Ai} − µi1{X∈Ai}]
p2i
(3.55)
=
E[(Y − µi)21{X∈Ai}] − (E[(Y − µi)1{X∈Ai}])2
p2i
=
piE[(Y − µi)2|X ∈ Ai] − 0
p2i
=
σ2i
pi
. (3.56)
Potom promatramo i ostatak matrice, za i , j:
Σi j =
Cov[(Y − µi)1{X∈Ai}, (Y − µ j)1{X∈A j}]
pi p j
= 0 (3.57)
jer su Ai i A j disjunktni skupovi.
Procjenitelj za µ pomoc´u naknadnog slojevitog uzorkovanja zadovoljava
Yˆ − µ =
K∑
i=1
pi
(
S i
Ni
− µi
)
. (3.58)
Dakle, Yˆ − µ je linearna kombinacija komponenti vektora
(
S 1
N1
− µ1, S 2N2 − µ2, ...,
S K
NK
− µK
)
pa slijedi √
n(Yˆ − µ) ∼ AN(0, σ2), n→ ∞, (3.59)
gdje je
σ2 =
K∑
i, j=1
piΣi j p j =
K∑
i=1
piσ2i . (3.60)
Varijanca dobivena korisˇtenjem metode naknadnog slojevitog uzorkovanja asimptotski je
jednaka varijanci iz (3.21) koju dobijemo metodom slojevitog uzorkovanja koristec´i pro-
porcionalnu alokaciju.
Mozˇemo zakljucˇiti da u uvjetima centralnog granicˇnog teorema, naknadnim slojevitim
uzorkovanjem dobivamo jednaku redukciju varijance kao i originalnim slojevitim uzorko-
vanjem. Razlika je u tome sˇto kod metode naknadnog slojevitog uzorkovanja ne moramo
znati uvjetnu distribuciju F(X,Y)|X∈Ai , i = 1, ...,K, vec´ samo uobicˇajenu distribuciju F(X,Y).
Efekt uvjetnog uzorkovanja postizˇe se dodjeljivanjem tezˇina dobivenim realizacijama u
ovisnosti o podskupu iz kojeg dolaze. Velicˇina uzorka potrebna da bi te dvije metode bile
jednake ovisi o broju podskupova i broju realizacija po podskupu. Medutim kako bi se
otkrila tocˇna velicˇina uzorka pri kojoj su te dvije metode jednake, potrebno je napraviti
eksperiment. Naknadno slojevito uzorkovanje najcˇesˇc´e se koristi kao alternativa kada je u
slojevitom uzorkovanju uvjetno uzorkovanje iz podskupova jako tesˇko, dok se generalno
preferira metoda slojevitog uzorkovanja.
Poglavlje 4
Uzorkovanje po vazˇnosti
4.1 Opc´enito o metodi
Uzorkovanje po vazˇnosti je metoda koja nastoji reducirati varijancu promjenom vjerojat-
nosne mjere iz koje su generirane simulacije. Mijenjanjem mjere pokusˇava se staviti tezˇina
na bitne ishode kako bi na taj nacˇin povec´ali efikasnost uzorkovanja.
Prvo c´emo krenuti s opc´enitim postupkom zamjene mjere. Neka je (Ω,F ,P) vjerojat-
nosni prostor i neka je Z nenegativna slucˇajna varijabla takva da je E[Z] = 1. Definiramo
P∗ : F → [0, 1] sljedec´om formulom
P∗(A) :=
∫
A
ZdP = E[1AZ], A ∈ F . (4.1)
Slijedi da je P∗ vjerojatnost na prostoru (Ω,F ). Neka je X : Ω → Rd slucˇajni vektor na
(Ω,F ). Tada njegovo ocˇekivanje mozˇemo racˇunati u odnosu na vjerojatnosti P i P∗. Vrijedi
formula
E∗[X] = E[XZ]. (4.2)
Iz (4.1) slijedi da ako je P(A) = 0, da je tada i P∗(A) = 0. Stoga je P∗ apsolutno neprekidna
u odnosu na P i pisˇemo P∗  P. Pretpostavimo sada da je P(Z > 0) = 1. Ako je P∗(A) =
E[1AZ] = 0, tada iz Z > 0, P − g.s. slijedi P(A) = 0. Dakle, P je apsolutno neprekidna
u odnosu na P∗ i pisˇemo P  P∗. Slijedi da su vjerojatnosti P i P∗ ekvivalentne. Iz toga
proizlaze sljedec´e relacije
P(A) =
∫
A
1
Z
dP∗
E[X] = E∗[
X
Z
]. (4.3)
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Z je Radon-Nikodymova derivacija od P∗ s obzirom na P i pisˇemo
Z =
dP∗
dP
. (4.4)
Kao i u prethodnim metodama cilj nam je izracˇunati ocˇekivanje
µ = E[h(X)] =
∫
h(X)dP =
∫
h(x)dPX(x), (4.5)
gdje je h : Rd → R funkcija i ocˇekivanje µ postoji. Prije nego sˇto nastavimo dalje uvest
c´emo neka pojednostavljenja. Pretpostavljamo prvo da je X = X : Ω → R neprekidna
slucˇajna varijabla. Tada slijedi
P(X ∈ B) =
∫
B
f (x)dx
P∗(X ∈ B) =
∫
B
g(x)dx, (4.6)
pri cˇemu pretpostavljamo da je f (x) funkcija gustoc´e slucˇajne varijable X u odnosu na P,
dok je g(x) funkcija gustoc´e od X u odnosu na P∗ i vrijedi
f (x) > 0⇒ g(x) > 0, ∀x ∈ R. (4.7)
Uz uvedena pojednostavljenja izraz (4.5) postaje
µ = E[h(X)] =
∫
h(x) f (x)dx. (4.8)
Neka su X1, X2, ..., Xn nezavisne slucˇajne varijable s funkcijom gustoc´e f (x). Uobicˇajeni
Monte Carlo procjenitelj za µ je
µˆ = µˆ f (n) =
1
n
n∑
i=1
h(Xi). (4.9)
Kao sˇto smo objasnili u opc´enitom slucˇaju, mozˇemo uvesti alternativnu reprezentaciju od
µ na sljedec´i nacˇin
µ = E[h(X)] =
∫
h(x)
f (x)
g(x)
g(x)dx. (4.10)
Taj integral mozˇe se interpretirati u odnosu na gustoc´u g(x) te stoga pisˇemo
µ = E[h(X)] =
∫
h(x)
f (x)
g(x)
g(x)dx = E∗
[
h(X)
f (X)
g(X)
]
, (4.11)
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za neprekidnu slucˇajnu varijablu X s gustoc´om g(x). gdje je E∗ ocˇekivanje u odnosu na
mjeru P∗, tj. u odnosu na gustoc´u g(x). Neka su sada X1, X2, ..., Xn nezavisne slucˇajne vari-
jable s funkcijom gustoc´e g(x). Tada je procjenitelj za µ pomoc´u uzorkovanja po vazˇnosti
s pripadnom funkcijom gustoc´e g(x) dan s
µˆg = µˆg(n) =
1
n
n∑
i=1
h(Xi)
f (Xi)
g(Xi)
. (4.12)
Radon-Nikodymovu derivaciju
f (Xi)
g(Xi)
, i = 1, ..., n, (4.13)
zovemo omjer vjerodostojnosti.
Provjerimo je li tako definiran procjenitelj (4.12) nepristran:
E∗[µˆg] = E∗
[
1
n
n∑
i=1
h(Xi)
f (Xi)
g(Xi)
]
=
1
n
( n∑
i=1
E∗
[
h(Xi)
f (Xi)
g(Xi)
])
=
1
n
(n µ) = µ. (4.14)
Dakle, po definiciji je µˆg nepristran procjenitelj za µ. Zanima nas takoder je li taj procje-
nitelj jako konzistentan. Iz konstrukcije znamo da su Yi :=
h(Xi) f (Xi)
g(Xi)
, i = 1, ..., n nezavisne
jednako distribuirane slucˇajne varijable s ocˇekivanjem E∗[Yi] = µ, i = 1, ..., n. Jaka konzis-
tentnost je sada direktna posljedica jakog zakona velikog brojeva.
Usporedimo varijance dobivene uobicˇajenim Monte Carlo procjeniteljem za µ i procje-
niteljem za µ pomoc´u uzorkovanja po vazˇnosti. Varijanca Monte Carlo procjenitelja za µ
dana je s
E[h(X)2] − E[h(X)]2, (4.15)
dok je varijanca procjenitelja za µ pomoc´u uzorkovanja po vazˇnosti dana s
E∗
[ (
h(X) f (X)
g(X)
)2 ]
− E∗
( [
h(X) f (X)
g(X)
] )2
. (4.16)
Buduc´i da je
E∗
( [
h(X) f (X)
g(X)
] )2
= E[h(X)]2 = µ2 (4.17)
dovoljno je usporediti druge momente. Drugi moment varijance procjenitelja za µ pomoc´u
slojevitog uzorkovanja je
E∗
[ (
h(X)
f (X)
g(X)
)2 ]
= E
[
h(X)2
f (X)
g(X)
]
. (4.18)
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Vidimo da drugi moment (4.18) dobiven metodom uzorkovanja po vazˇnosti mozˇe biti i vec´i
i manji od uobicˇajenog drugog momenta E[h(X)2] dobivenog Monte Carlo procjeniteljem.
Odnos varijanci ovisi o izboru funkcije gustoc´e g(x). Primijetimo da varijanca dobivena
procjeniteljem za µ mozˇe biti cˇak i beskonacˇna, zbog cˇega je odabir funkcije gustoc´e g(x)
jako bitan.
Uzmimo na primjer slucˇaj kada je h nenegativna funkcija. Dakle, h(x) ≥ 0, za neki x
i pretpostavimo da je µ > 0. Tada je i produkt h(x) f (x), x ∈ R nenegativan pa se mozˇe
normalizirati u neku funkciju gustoc´e. Pretpostavimo da je to basˇ funkcija gustoc´e g(x),
g(x) =
1
µ
h(x) f (x). (4.19)
Tada slijedi da procjenitelj µˆg ima varijancu nula:
Var∗[µˆg] = Var∗
[
1
n
n∑
i=1
h(Xi) f (Xi)
g(Xi)
]
=
1
n2
n∑
i=1
(
E∗
[(
h(Xi) f (Xi)
g(Xi)
)2]
− E∗
[
h(Xi) f (Xi)
g(Xi)
]2)
=
1
n2
n∑
i=1
(
E
[
h(Xi)2 f (Xi)
g(Xi)
]
− µ2
)
=
1
n2
n∑
i=1
(
E[h(X) µ] − µ2) = 1
n2
n∑
i=1
(
µ2 − µ2) = 0. (4.20)
Jednako tako, ako je h(x) < 0, za neki x i µ < 0, nulta varijanca dobije se s funkcijom
gustoc´e
g(x) = −1
µ
h(x) f (x). (4.21)
Gustoc´a g(x) koju smo konstruirali u primjerima (4.19) i (4.21) je optimalna ali beskorisna.
Naime, u praksi da bismo normalizirali umnozˇak h(x) f (x) trebamo ga podijeliti s njegovim
ocˇekivanjem, sˇto je upravo µ. Ono sˇto se mozˇe zakljucˇiti iz prethodne diskusije je da pri
konstrukciji efektivne strategije trebamo pokusˇati uzorkovati proporcionalno s umnosˇkom
h(x) f (x).
Pogledajmo optimalnu gustoc´u u slucˇaju da je h karakteristicˇna funkcija nekog skupa.
Pretpostavimo da je h(x) = 1{X∈A}, za neki A ∈ R. Tada je µ = P(X ∈ A). Neka je
g(x) = h(x) f (x)
µ
funkcija gustoc´e za koju smo pokazali da ima nultu varijancu. Gustoc´a g(x)
je upravo uvjetna gustoc´a fX|X∈A(x):
fX|X∈A(x) =
1{X∈A} f (x)
P(X ∈ A) =
h(x) f (x)
µ
, (4.22)
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uz pretpostavku da je µ > 0. Stoga kod procjenjivanja vjerojatnosti pomoc´u metode uzor-
kovanja po vazˇnosti zˇelimo da gustoc´a g(x) procjenjuje uvjetnu gustoc´u fX|X∈A(x). To znacˇi
da biramo g(x) tako da ucˇinimo dogadaj {X ∈ A} vjerojatnijim.
4.2 Problemi u granicˇnim uvjetima
Promatramo dvije vjerojatnosne mjere P i P∗ u odnosu na koje nezavisne jednako distri-
buirane slucˇajne varijable X1, X2, ... imaju gustoc´u f (x), odnosno g(x). Kako bismo vi-
djeli sˇto se dogada u pozadini problema kojeg c´emo opisati, potrebno je napomenuti da,
iako su gustoc´e f (x) i g(x) medusobno ekvivalentne, vjerojatnosne mjere P i P∗ ne mo-
raju biti. Ekvivalentnost mjera P i P∗ vrijedi za restrikcije na konacˇne inicijalne segmente
X1, X2, ..., Xn, n ∈ R, beskonacˇnog niza (Xn)n∈N.
Problem kod apsolutne neprekidnosti dviju mjera i kako se to odrazˇava na omjer vjero-
dostojnosti mozˇemo vidjeti na sljedec´em primjeru. Pretpostavimo da je
c ≡ E∗
[
log
(
f (X1)
g(X1)
)]
< ∞. (4.23)
Tada po jakom zakonu velikih brojeva vrijedi
1
n
n∑
i=1
log
(
f (Xi)
g(Xi)
)
P∗−g.s.−→ E∗
[
log
(
f (X1)
g(X1)
)]
. (4.24)
Znamo da vrijedi
E∗
[
f (X1)
g(X1)
]
=
∫
f (x)
g(x)
g(x)dx = 1, (4.25)
pa kako je prirodni logaritam strogo konkavna funkcija, primjenom obrnute stroge Jense-
nove nejednakosti slijedi
E∗
[
log
(
f (X1)
g(X1)
)]
< logE∗
[
f (X1)
g(X1)
]
= log 1 = 0. (4.26)
Jer je c < 0, tada po (4.24) vrijedi
n∑
i=1
log
(
f (Xi)
g(Xi)
)
P∗−g.s.−→ −∞. (4.27)
S druge strane, eksponiranjem dobivamo
n∏
i=1
f (X1)
g(X1)
P∗−g.s.−→ 0. (4.28)
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Vidimo da omjer vjerodostojnosti konvergira u 0, iako je njegovo ocˇekivanje jednako
1,∀n ∈ Z+. Iz toga mozˇemo zakljucˇiti da omjer vjerodostojnosti ima jako asimetricˇnu
distribuciju, gdje postoje ogromne vrijednosti s malom ali ne i beznacˇajnom vjerojatnosˇc´u.
Rezultat mozˇe biti veliko povec´anje u varijanci ako mjera nije pazˇljivo izabrana.
4.3 Analiza rezultata
Buduc´i da kod procjenitelja za µ pomoc´u uzorkovanja po vazˇnosti ne postoje parametri
koje moramo procijeniti, metoda ne uvodi meduzavisnosti te se mozˇe racˇunati kao pro-
sjek nezavisnih jednako distribuiranih simulacija te se pouzdani intervali konstruiraju na
uobicˇajen nacˇin.
Potrebno je napomenuti da omjer vjerodostojnosti ima jako asimetricˇnu distribuciju pa
uzoracˇka standardna devijacija cˇesto podcjenjuje pravu standardnu devijaciju i potreban je
velik uzorak za konstrukciju pouzdanih intervala.
Poglavlje 5
Usporedba metoda
U ovom odjeljku usporedit c´emo obradene metode te pokazati povezanost izmedu njih.
Zbog jednostavnosti pretpostavimo da je X ∈ R. Neka je (Ω,F ,P) vjerojatnosni prostor.
Neka je X : Ω→ R slucˇajna varijabla i neka su A1, A2, ..., AK ∈ F disjunktni podskupovi u
R.
Prvo c´emo usporediti metodu kontrolnih varijabli i metodu slojevitog uzorkovanja.
Pretpostavimo da X mozˇe poprimiti vrijednosti u proizvoljno velikom broju ekvidistant-
nih intervala Ai = 〈ai−1, ai], i = 1, ...,K, te AK = 〈aK−1, aK〉 za aK = ∞. U literaturi [3]
navodi se da c´e se profinjavanjem podskupova postic´i da c´e E[Y |η] tezˇiti prema E[Y |X].
Dekompoziciju (3.34) mozˇemo zapisati na sljedec´i nacˇin:
Y = E[Y |X] + ε = h(X) + ε (5.1)
gdje je h(x) = E[Y |X = x]. Buduc´i da smo zakljucˇili kako je kod metode kontrolnih
varijabli u okolini od µ znacˇajan samo linearan dio procjenitelja za µ te da pomoc´u metode
kontrolnih varijabli uklanjamo samo dio variance povezan s tim linearnim dijelom, vrijedi
da, ukoliko je h : R → R linearna funkcija, tada je varijanca reducirana beskonacˇno
profinjenim podskupovima upravo ona koja bi bila reducirana koristec´i X kao kontrolnu
varijablu. S druge strane, beskonacˇnim profinjavanjem podskupova i korisˇtenjem metode
slojevitog uzorkovanja uklanja se cijela varijanca funkcije h(X) nevezano uz to je li ta
funkcija linearna ili ne.
Nadalje, usporedit c´emo i metodu slojevitog uzorkovanja s metodom uzorkovanja po
vazˇnosti. U literaturi [3] navodi se kako se slojevito uzorkovanje uz alokaciju razlicˇitu od
proporcionalne mozˇe smatrati varijantom metode uzorkovanja po vazˇnosti. Naime, u uzor-
kovanju po vazˇnosti promjenom mjere zapravo mijenjamo originalnu gustoc´u f (x) slucˇajne
varijable X s novom gustoc´om g(x). U slojevitom uzorkovanju iz originalne gustoc´e f (x)
alokacijom uzorka podskupovima konstruiramo nove uvjetne gustoc´e
fX|X∈Ai(x), i = 1, ...,K. Tako konstruirane nove gustoc´e dobivene slojevitim uzorkovanjem
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mozˇemo gledati kao restrikciju nove gustoc´e g(x) u uzorkovanju po vazˇnosti na familiju
uvjetnih gustoc´a { fX|X∈Ai(x), i = 1, ...,K}. Na taj nacˇin zapravo u obje metode reduciramo
varijancu dajuc´i vec´e tezˇine rijetkim dogadajima.
Metoda kontrolnih varijabli najjednostavnija je metoda kod koje uvijek dobivamo re-
dukciju varijance te zahtjeva samo poznavanje ocˇekivanja neke slicˇne slucˇajne varijable.
Nesˇto kompleksnija je metoda slojevitog uzorkovanja gdje takoder uvijek dobivamo re-
dukciju varijance ali ona zahtjeva poznavanje uvjetne distribucije i vjerojatnosti s kojima
slucˇajna varijabla poprima vrijednosti u svakom pojedinom podskupu. Najkompleksnija
metoda jest metoda uzorkovanja po vazˇnosti koja zahtjeva poznavanje distribucije slucˇajne
varijable. Uz dobar odabir nove distribucije mozˇe se postic´i redukcija varijance, dok losˇ
odabir nove distribucije mozˇe povec´ati varijancu.
Poglavlje 6
Primjena u financijskoj matematici
6.1 Financijsko modeliranje
U ovom poglavlju opisat c´e se osnovni principi odredivanja cijena financijskih izvede-
nica. Teorija odredivanja cijena izvedenica bazira se na nekoliko kljucˇnih ideja. Prva
pretpostavka jest da se izvedenice mogu replicirati kroz trgovanje s ostalim financijskim
instrumentima te da je tada cijena izvedenice jednaka cijeni replicirajuc´eg portfelja. Druga
pretpostavka jest da je diskontirana vrijednost financijskog instrumenta martingal s obzi-
rom na mjeru neutralnu na rizik. Trec´a pretpostavka jest da na potpunom trzˇisˇtu postoji
replicirajuc´i portfelj te da je mjera neutralna na rizik jedinstvena.
Za svaku metodu opisanu u radu navest c´e se po dva primjera. Na tim primjerima
pokazat c´e se kako se primjenjuju metode Monte Carlo i tehnike redukcije varijance. Za
sve metode implementirat c´e se jedan primjer europske opcije te promatrati postignuta
redukcija varijance. Primjeri 6.11, 6.12, 6.13, 6.14, 6.16 su preuzeti iz [3], dok je primjer
6.15 preuzet iz [7].
6.1.1 Osnovne definicije
Ovdje c´emo definirati osnovne pojmove i rezultate koji su potrebni za shvac´anje teorije i
primjera. Definicije 6.1 i 6.3 preuzete su iz [4], definicija 6.5 iz [8], a 6.4 iz [10]. Krenut
c´emo od definicije Brownovog gibanja koje predstavlja osnovu slucˇajnih procesa definira-
nih u nastavku.
Definicija 6.1 (Brownovo gibanje). Neka je (Ω,F ,P) vjerojatnosni prostor. Slucˇajni pro-
ces W = (W(t), 0 ≤ t ≤ T ) je Brownovo gibanje ako vrijedi:
1. Putovi t 7→ W(t) su neprekidne funkcije sa R+ u R.
2. W(0) = 0.
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3. Za sve 0 = t0 < t1 < · · · < tm ≤ T su prirasti
W(t1) = W(t1) −W(t0),W(t2) −W(t1), ...,W(tm) −W(tm−1) (6.1)
nezavisni.
4. Za sve 0 ≤ s < t ≤ T je prirast W(t) − W(s) normalno distribuiran s ocˇekivanjem
nula i varijancom t − s.
Nakon definicije Browonovog gibanja navest c´emo alternativnu karakterizaciju Brownovog
gibanja kako bismo se kasnije direktno mogli pozvati na tvrdnje tog teorema.
Teorem 6.2 (Alternativna karakterizacija Brownovog gibanja). Neka je (Ω,P,P) vjerojat-
nosni prostor, te neka je W = (W(t), 0 ≤ t ≤ T ) slucˇajni proces takav da su putovi t 7→ W(t)
neprekidni i W(0) = 0. Tada su sljedec´e tvrdnje ekvivalentne:
1. Za sve 0 = t0 < t1 < · · · < tm ≤ T su prirasti
W(t1) = W(t1) −W(t0),W(t2) −W(t1), ...,W(tm) −W(tm−1) (6.2)
nezavisni i normalno distribuirani s ocˇekivanjem nula i varijancom Var[W(ti) −
W(ti−1)] = ti − ti−1, i = 1, ...,m.
2. Za sve 0 = t0 < t1 < · · · < tm ≤ T slucˇajni vektor (W(t1),W(t2), ...,W(tm)) ima
normalnu distribuciju s vektorom ocˇekivanja nula i kovarijacijskom matricom
t1 t1 t1 . . . t1
t1 t2 t2 . . . t2
t1 t2 t3 . . . t3
...
...
...
...
...
t1 t2 t3 . . . tm

. (6.3)
Za dokaz vidi [10]. Nadalje, potrebno je objasniti kako matematicˇki interpretiramo in-
formacije vezane uz neki slucˇajni proces. U matematicˇkom smislu, informacija je pred-
stavljena σ-algebrom. U nastavku definiramo posebnu familiju σ-algebri za Brownovo
gibanje.
Definicija 6.3. Neka je (Ω,F ,P) vjerojatnosni prostor i neka je W = (W(t), 0 ≤ t ≤
T ) Brownovo gibanje na tom prostoru. Filtracija za Brownovo gibanje je familija F =
(F (t), 0 ≤ t ≤ T ) σ-algebri koja zadovoljava
1. Za sve 0 ≤ s < t ≤ T, F (s) ⊂ F (t).
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2. Za svaki t ≥ 0, W(t) je F (t)-izmjeriva slucˇajna varijabla.
3. Za sve 0 ≤ s < t ≤ T, prirast W(t) −W(s) nezavisan je od F (s).
Nakon sˇto smo uveli pojmove vezane uz Brownovo gibanje, definirat c´emo i geometrij-
sko Brownovo gibanje koje sluzˇi kao model kretanja cijena financijskih imovina u Black-
Sholes-Mertonovom modelu.
Definicija 6.4 (Geometrijsko Brownovo gibanje). Neka su µ ∈ R i σ > 0 konstante. Ge-
ometrijsko Brownovo gibanje je slucˇajni proces S = (S (t), 0 ≤ t ≤ T ) definiran sa
S (t) = S (0) exp
(
σW(t) +
(
µ − σ
2
2
)
t
)
(6.4)
Mozˇe se pokazati da je geometrijsko Brownovo gibanje S = (S (t), 0 ≤ t ≤ T ) rjesˇenje
stohasticˇke diferencijalne jednadzˇbe
dS (t) = µS (t)dt + σS (t)dW(t). (6.5)
Sada c´emo uvesti pojam mjere neutralne na rizik pomoc´u koje racˇunamo cijene financijskih
imovina. Uz tu mjeru c´e ocˇekivana vrijednost rizicˇne imovine biti jednaka ocˇekivanoj
vrijednosti nerizicˇne imovine.
Definicija 6.5 (Mjera neutralna na rizik ili ekvivalentna martingalna mjera). Vjerojatnosna
mjera P∗ na (Ω,F ) naziva se ekvivalentna martingalna mjera ili mjera neutralna na rizik
ako su diskontirane cijene financijskih imovina martingali u odnosu na P∗ i ako je P∗ vje-
rojatnost ekvivalentna s P.
Vjerojatnost P je stvarna, objektivna vjerojatnost dok je P∗ vjerojatnost neutralna na ri-
zik. U sljedec´em teoremu eksplicitno c´emo definirati vjerojatnost P∗ te proces Brownovog
gibanja u odnosu na tu vjerojatnost.
Teorem 6.6 (Girsanovljev teorem). Neka je W = (W(t), 0 ≤ t ≤ T ) Brownovo gibanje na
vjerojatnosnom prostru (Ω,F ,P) te neka je F = (F (t), 0 ≤ t ≤ T ) filtracija za to Brownovo
gibanje. Tada je proces
Z(t) = exp
(
− θW(t) − 1
2
θ2t
)
, t ≥ 0 (6.6)
martingal u odnosu na filtraciju F = (F (t), 0 ≤ t ≤ T ). Relacija
P∗(A) =
∫
A
Z(T )dP = E[1AZ(T )] (6.7)
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definira vjerojatnost na (Ω,F ) koja je ekvivalentna vjerojatnosti P, a u odnosu na P∗ je
proces
W∗(t) = W(t) + θt (6.8)
Brownovo gibanje i adaptiran je na istu filtraciju F = (F (t), 0 ≤ t ≤ T ).
Za dokaz vidi [10].
6.1.2 Odredivanje cijena izvedenica
U radu c´emo pretpostavljati Black-Sholes-Mertonov model. Promatramo financijsko trzˇisˇte
u kojem postoje dvije financijske imovine. Financijska imovina mozˇe biti dionica, obvez-
nica, valuta ili novac. Pretpostavimo da je prva financijska imovina novac koji se ukamac´uje
po neprekidnoj kamatnoj stopi r te je on reprezentiran svojim diskontnim faktorom
β(t) = e−rt. (6.9)
Pretpostavimo da je druga financijska imovina dionica cˇiju cijenu u trenutku t oznacˇavamo
sa S (t) i modeliramo pomoc´u geometrijskog Brownovog gibanja
dS (t) = µS (t)dt + σS (t)dW(t), (6.10)
gdje je µ srednja stopa povrata, a σ > 0 volatilnost dionice te su µ i σ konstante.
Neka je X(t) vrijednost portfelja u trenutku t te neka je ∆(t) broj dionica u portfelju u
trenutku t. Pretpostavljamo da investitor ulazˇe u ∆(t) dionica, dok ostatak portfelja X(t) −
∆(t)S (t) ukamac´uje po kamatnoj stopi r. Promjenu vrijednosti portfelja od trenutka t do
trenutka t + dt mozˇemo pisati
dX(t) = ∆(t)dS (t) + r(X(t) − ∆(t)S (t)dt
= ∆(t)(µS (t)dt + σS (t)dW(t)) + r(X(t) − ∆(t)S (t)dt
= rX(t)dt + ∆(t)(µ − r)S (t)dt + ∆(t)σS (t)dW(t). (6.11)
Slucˇajni zahtjev V(T ) je F (T )-izmjeriva slucˇajna varijabla koja predstavlja vrijednost, od-
nosno cijenu neke izvedenice u trenutku T . Vrijednost slucˇajnog zahtjeva odreduje se uz
pretpostavku replicirajuc´eg portfelja. To znacˇi da trazˇimo portfelj (X(t), 0 ≤ t ≤ T ) takav
da vrijedi
V(t) = X(t), 0 ≤ t ≤ T. (6.12)
Pretpostavka koja nam omoguc´uje da odredimo cijenu izvedenice jest da je (β(t)V(t), t ≥
0) martingal u odnosu na mjeru neutralnu na rizik P∗. Buduc´i da promjena diskontirane
vrijednosti portfelja u potpunosti ovisi o promjeni diskontiranih cijena dionica slijedi da je
diskontirana vrijednost portfelja martingal s obzirom na mjeru neutralnu na rizik P∗. Slijedi
β(t)V(t) = β(t)X(t) = E∗[β(T )X(T )|F (t)] = E∗[β(T )V(T )|F (t)]. (6.13)
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Iz svojstava martingala slijedi da je sadasˇnja vrijednost slucˇajnog zahtjeva V(T ) jednaka
V(0) = E∗[e−rT V(T )]. (6.14)
Ukoliko modeliramo cijenu dionice u odnosu na mjeru neutralnu na rizik P∗ jednadzˇba
(6.10) postaje
dS (t) = rS (t)dt + σS (t)dW∗(t). (6.15)
Rjesˇenjem te jednadzˇbe dobivamo
S (t) = S (0) exp
((
r − σ
2
2
)
t + σW∗(t)
)
. (6.16)
Buduc´i da je S (0) trenutacˇna cijena, pretpostavljamo da je taj podatak poznat. Slucˇajna
varijabla W∗(t) je normalno distribuirana s ocˇekivanjem 0 i varijancom t. Istu distribuciju
ima slucˇajna varijabla
√
tZ, ako je Z standardna normalna slucˇajna varijabla. Vrijednost
dionice u trenutku t mozˇemo sada pisati
S (t) = S (0) exp
((
r − 1
2
σ2
)
t + σ
√
tZ
)
. (6.17)
U primjerima u narednim poglavljima pretpostavljat c´emo da sve izracˇune radimo uz
mjeru neutralnu na rizik te je nec´emo posebno oznacˇavati zvjezdicom.
6.2 Metode Monte Carlo
Opcije su jedna vrsta financijskih izvedenica. Preciznije, opcija je ugovor koji vlasniku
opcije daje pravo, ali ne i obavezu, kupiti (call) ili prodati (put) neku imovinu do odredenog
datuma (ili na odredeni datum) po unaprijed dogovorenoj cijeni.
Postoje razne vrste opcija. Primjerice, opcija cˇija cijena ovisi o cijenama koje je di-
onica poprimila do trenutka dospijec´a ili one cˇija je cijena odredena cijenom dionice basˇ u
trenutku dospijec´a. Nadalje, postoje opcije koje se mogu kupiti/prodati u svakom trenutku
ili one koje se mogu kupiti/prodati samo u trenutku dospijec´a. U nastavku c´emo definirati
europsku i azijsku call i put opciju te c´emo objasniti kako se odreduje njihova cijena na
primjerima call opcija.
Definicija 6.7. Europska call opcija s dospijec´em T i cijenom izvrsˇenja K definirana je s
V(T ) = (S (T ) − K)+, (6.18)
a europska put opcija s dospijec´em T i cijenom izvrsˇenja K definirana je s
V(T ) = (K − S (T ))+. (6.19)
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Primjer 6.8 (Europska call opcija).
Problem odredivanja cijene Europske call opcije ekvivalentan je racˇunanju
E[e−rT (S (T ) − K)+]. (6.20)
Buduc´i da je potrebno odrediti samo cijenu financijskog instrumenta S (T ) u trenutku dos-
pijec´a T formula za generiranje simulacije dana je s
S (T ) = S (0) exp
((
r − 1
2
σ2
)
T + σ
√
TZ
)
, (6.21)
gdje je Z standardna normalna slucˇajna varijabla.
Definicija 6.9. Neka je
S =
1
m
m∑
i=1
S (t j), (6.22)
za 0 = t0 < t1 < · · · < tm = T. Azijska call opcija s dospijec´em T i cijenom izvrsˇenja K
definirana je s
V(T ) = (S − K)+, (6.23)
a azijska call opcija s dospijec´em T i cijenom izvrsˇenja K definirana je s
V(T ) = (K − S )+. (6.24)
Primjer 6.10 (Azijska call opcija).
Problem odredivanja cijene azijske call opcije ekvivalentan je odredivanju
E[e−rT (S − K)+]. (6.25)
Za razliku od europske opcije, cijena azijske opcije ovisi o svim cijenama koje je dionica
poprimila u prethodnim trenucima t1, t2, ..., tm. Stoga, ako zˇelimo izracˇunati cijenu azijske
opcije moramo simulirati sve vrijednosti S (t1), S (t2), ..., S (tm). Formula za generiranje i−te
simulacije dana je s
S (ti) = S (ti−1) exp
((
r − σ
2
2
)
(ti − ti−1) + σ√ti − ti−1Zi
)
, i = 1, ...,m, (6.26)
gdje su Z1,Z2, ...Zm nezavisne jednako distribuirane standardne normalne slucˇajne varija-
ble.
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6.3 Metoda kontrolnih varijabli
U ovom odjeljku obradit c´emo dva primjera. U primjerima c´emo opisati koje slucˇajne
varijable mogu predstavljati kontrolne varijable i na koje ih nacˇine mozˇemo koristiti.
Primjer 6.11 (Pripadajuc´a financijska imovina).
Kod odredivanja cijena financijskih izvedenica, pripadajuc´e financijske imovine predstav-
ljaju jedan sˇirok skup potencijalnih kontrolnih varijabli. Iz definicije 6.5 znamo da je uz
mjeru neutralnu na rizik diskontirana cijena neke financijske imovine martingal. Stoga
svaki martingal s poznatom pocˇetnom (inicijalnom) vrijednosˇc´u mozˇe predstavljati kon-
trolnu varijablu.
Promatramo cijenu neke financijske imovine S (t) u trenutku t, 0 ≤ t ≤ T . Uz mjeru
neutralnu na rizik je e−rtS (t) martingal i E[e−rT S (T )] = S (0). Pretpostavimo da zˇelimo
odrediti cijenu opcije cˇija je diskontirana vrijednost Y = e−rT V(T ), gdje je V(T ) vrijednost
opcije s dospijec´em T te ovisi o cijeni (S (t), 0 ≤ t ≤ T ).
Procjenitelj Y(β) za µ pomoc´u kontrolne varijable mozˇemo dobiti generiranjem neza-
visnih jednako distribuiranih simulacija S i(T ), i = 1, ..., n. Iz toga mozˇemo izracˇunati di-
skontiranu vrijednost opcije Yi, i = 1, ..., n. Ako je primjerice V(T ) = (S (T )−K)+ europska
call opcija s dospijec´em T i cijenom izvrsˇenja K tada je Yi = e−rT (S i(T ) − K)+, i = 1, ..., n.
Iz definicije procjenitelja za µ pomoc´u kontrolne varijable (2.3) slijedi
Y(β) =
1
n
n∑
i=1
(Yi − β(S i(T ) − erT S (0)), (6.27)
gdje β mozˇemo zamijeniti njegovim jako konzistentnim procjeniteljem βˆn.
Nadalje, u [3] se navodi da ako se radi o spomenutoj europskoj call opciji cˇija je di-
skontirana vrijednost Y = e−rT (S (T ) − K)+ tada, ako promatramo korelaciju izmedu Y i
S (T ), vidimo da korelacija ovisi o cijeni izvrsˇenja K. Korelacija je vec´a sˇto je K manji. To
c´emo u nastavku potkrijepiti numericˇkim rezultatima.
U svrhu ilustracije ovog primjera napravit c´emo N = 10000 simulacija europske call
opcije. Prvo c´emo procijeniti vrijednost opcije obicˇnom metodom Monte Carlo, a potom
c´emo primijeniti metodu kontrolnih varijabli te usporediti dobivene rezultate. Parametri
za simulaciju opcije su vrijeme dospijec´a T = 1, pocˇetna cijena S (0) = 110, volatilnost
σ = 0.2, kamatna stopa r = 0.05.
Za simulaciju nam je potrebna josˇ i cijena izvrsˇenja K. Napravit c´emo tri simulacije,
varirajuc´i velicˇinu K. U prvoj simulaciji cijena izvrsˇenja bit c´e K = 70, u drugoj K = 120
i u trec´oj K = 140. Za svaku simulaciju promatrat c´emo redukciju u varijanci dobivenu
korisˇtenjem metode kontrolnih varijabli u odnosu na metodu Monte Carlo. Zbog jednos-
tavnosti promatrat c´emo standardne devijacije. Kako bi laksˇe uocˇili kolika je redukcija u
varijanci promatrat c´emo omjer varijance procjenitelja dobivenog pomoc´u metode Monte
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Carlo i pomoc´u metode kontrolnih varijabli za svaku cijenu izvrsˇenja K. Nadalje, pro-
matrat c´emo korelaciju izmedu diskontirane vrijednosti opcije i same cijene. Rezultati su
dani u tablici 6.1, pri cˇemu koristimo oznake ”MC” za Monte Carlo procjenitelj i ”KV” za
procjenitelj pomoc´u kontrolnih varijabli.
Tablica 6.1: Rezultati simulacija
K Sd Omjer varijanci Korelacija varijabli
MC KV
70 0.220886 0.004686 2634.415000 0.999812
120 0.129490 0.067117 3.722714 0.857100
140 0.076329 0.056174 1.846439 0.677228
Vidimo da se najvec´a redukcija varijance postizˇe za najmanji K, dok se najmanja
postizˇe za veliki K. Nadalje, uocˇavamo da korelacija izmedu diskontirane vrijednosti op-
cije i cijene dionice opada kako K raste. Dakle, kao sˇto smo zakljucˇili ranije, redukcija
varijance je vec´a sˇto je vec´a korelacija izmedu diskontirane vrijednosti opcije i same cijene
dionice, a ona je vec´a sˇto je K manji.
Primjer 6.12 (Opcije ovisne o putu).
Za jednostavnije opcije, koje nisu ovisne o putu, postoje formule iz kojih se direktno mozˇe
izracˇunati njihova cijena. Stoga se cijena opcije mozˇe, ali i ne mora, odredivati simula-
cijama. S druge strane, postoje opcije koje ovise o putu te se one ne mogu izracˇunati u
zatvorenoj formi.
Primjer navedenog jest azijska opcija. Iz definicije azijske opcije 6.9 znamo da kako
bismo izracˇunali njezinu cijenu, potrebno je izracˇunati aritmeticˇku sredinu vrijednosti fi-
nancijske imovine S (t1), S (t2), ..., S (tm) koje su se poprimile u prethodnim vremenskim
trenucima t1, t2, ..., tm. Preciznije
S A =
1
m
m∑
i=1
S (ti), (6.28)
za 0 = t0 < t1 < · · · < tm = T . Medutim, azijske call i put opcije koje nisu bazirane
na aritmeticˇkoj sredini vec´ geometrijskoj sredini mogu se egzaktno izracˇunati u zatvorenoj
formi. Geometrijska sredina vrijednosti financijske imovine S (t1), S (t2), ..., S (tm) koje su
se poprimile u prethodnim vremenskim trenucmm t1, t2, ..., tm dana je s
S G =
( m∏
i=1
S (ti)
) 1
m
, (6.29)
za 0 = t0 < t1 < · · · < tm = T .
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Sada c´emo pokazati kako mozˇemo egzaktno odrediti cijenu dionice baziranu na geome-
trijskoj sredini. Cijenu modeliramo stohasticˇkom diferencijalnom jednadzˇbom iz (6.15),
odnosno geometrijskim Brownovim gibanjem u odnosu na mjeru neutralnu na rizik. Vri-
jedi ( m∏
i=1
S (ti)
) 1
m
= S (0) exp
(
(r − 1
2
σ2)
1
m
m∑
i=1
ti +
σ
m
m∑
i=1
W(ti)
)
. (6.30)
Linearnom transformacijom normalnog slucˇajnog vektora (W(t1),W(t2), ...,W(tm)) cˇija je
kovarijacijska matrica dana s (6.3) slijedi
m∑
i=1
W(ti) ∼ N
(
0,
m∑
i=1
(2i − 1)tm+1−i
)
. (6.31)
6.4 Slojevito uzorkovanje
U ovom odjeljku, prvo c´emo opisati opc´eniti primjer slojevitog uzorkovanja koji c´e se u
drugom primjeru primijeniti u slucˇaju modeliranja cijene financijske imovine.
Primjer 6.13 (Raslojavanje uniformnih slucˇajnih varijabli).
Jedan primjer slojevitog uzorkovanja jest da se pri uzorkovanju iz uniformne distribucije
na jedinicˇnom intervalu 〈0, 1〉, taj interval podjeli na M jednakih podskupova.
Neka je A1, A2, ..., AM particija jedinicˇnog intervala 〈0, 1〉 definirana na sljedec´i nacˇin
A1 =
〈
0,
1
M
]
, A2 =
〈
1
M
,
2
M
]
, ..., AM =
〈
M − 1
M
, 1
〉
. (6.32)
Vjerojatnost da neka uniformno distribuirana slucˇajna varijabla U poprima vrijednost na
tom intervalu jest P(U ∈ Ai) = 1M . Dakle, uz pretpostavku porporcionalne alokacije, iz
svakog podskupa trebamo generirati ni = nM slucˇajnih varijabli. Za i = 1, ...,M neka
je Ui1,Ui2, ...,Uini niz nezavisnih jednako distribuiranih uniformnih slucˇajnih varijabli na
jedinicˇnom intervalu 〈0, 1〉 te neka je
Vi j =
i − 1
M
+
Ui j
M
, i = 1, ...,M, j = 1, ..., ni. (6.33)
Ako je FUi j(x) = x, 0 < x < 1, tada je
FVi j(x) = P(Vi j ≤ x) = P
(
Ui j ≤
x − i−1M
1
M
)
,
i − 1
M
< x <
i
M
, i = 1, ...,M, j = 1, ..., ni. (6.34)
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Iz cˇega slijedi
Vi j ∼ Uni f
(
i − 1
M
,
i
M
)
, i = 1, ...,M, j = 1, ..., ni. (6.35)
Takoder, vidimo da Vi j, j = 1, ..., ni, ima upravo uvjetnu distribuciju FU |U∈Ai , i = 1, ...,M,
gdje je U uniformno distribuirana slucˇajna varijabla na jedinicˇnom intervalu 〈0, 1〉. Stoga
je za i = 1, ...,M, Vi1,Vi2, ...,Vini uzorak iz uvjetne distribucije pomoc´u kojeg racˇunamo
procjenitelj za µ pomoc´u slojevitog uzorkovanja.
Neka je Y = h(U). Iz (3.3) slijedi da je procjenitelj Yˆ za µ pomoc´u slojevitog uzorko-
vanja dan s
Yˆ =
1
n
M∑
i=1
ni∑
j=1
h(Vi j). (6.36)
U slucˇaju da je n = M procjenitelj Yˆ za µ pomoc´u slojevitog uzorkovanja poprima sljedec´i
oblik:
Yˆ =
1
n
n∑
i=1
h(Vi). (6.37)
Taj primjer mozˇemo lako generalizirati na particiju intervala 〈0, 1〉 na intervale razlicˇitih
duljina. Ako je Ai = 〈ai, bi] tada definiramo
V = ai + U(bi − ai), i = 1, ..., n. (6.38)
Slijedi
V ∼ Uni f (ai, bi), i = 1, ..., n. (6.39)
U svrhu ilustracije ovog primjera napravit c´emo N = 10000 simulacija europske call
opcije. Prvo c´emo simulirati opciju obicˇnom metodom Monte Carlo, a potom c´emo primi-
jeniti slojevito uzorkovanje te usporediti dobivene rezultate. Parametri za simulaciju opcije
su vrijeme dospijec´a T = 1, pocˇetna cijena S (0) = 110, volatilnost σ = 0.2, kamatna stopa
r = 0.05 i cijena izvrsˇenja opcije K = 120.
Dodatno, ovdje moramo odlucˇiti koji broj podskupova c´emo uzeti. Simulirat c´emo tri
slucˇaja, M = 10, M = 100, M = 1000. Za sva tri slucˇaja promatrat c´emo redukciju u vari-
janci postignutu korisˇtenjem slojevitog uzorkovanja, omjer varijanci dobivenih slojevitim
uzorkovanjem i Monte Carlo procjeniteljem te prosjecˇnu sˇirinu 95% pouzdanog intervala
za varijancu podskupova. Napomenimo da slucˇaj M = 1 zapravo odgovara procjenitelju
Monte Carlo. Zbog jednostavnosti umjesto varijance promatrat c´emo standardnu devija-
ciju. Rezultati se nalaze u tablici 6.2, pri cˇemu koristimo oznake ”MC” za Monte Carlo
procjenitelj i ”SU” za procjenitelj pomoc´u slojevitog uzorkovanja.
Vidimo da je za Monte Carlo procjenitelj (M = 1) varijanca najvec´a te se ona sma-
njuje kako uzimamo vec´i broj podskupova. Medutim, sˇto je broj podskupova vec´i, to je i
pouzdani interval za varijancu sˇiri. Vec´i broj podskupova znacˇi manji broj realizacija po
POGLAVLJE 6. PRIMJENA U FINANCIJSKOJ MATEMATICI 53
Tablica 6.2: Rezultati simulacija
Metoda Broj podskupova Sd Omjer varijanci Sˇirina intervala
MC 1 0.131853 - 0.0308 · 10−3
SU
10 0.042463 3.105136 0.1013 · 10−3
100 0.010731 12.286819 0.2073 · 10−3
1000 0.002390 55.163748 0.3023 · 10−3
podskupu zbog cˇega se smanjuje tocˇnost procjene varijance. Kao sˇto smo zakljucˇili u po-
glavlju 3.4, profinjenjem podskupova postizˇe se sve vec´a redukcija u varijanci, medutim
smanjuje se tocˇnost procjene varijance koja indirektno utjecˇe na tocˇnost normalne aprok-
simacije u pouzdanim intervalima.
Primjer 6.14 (Raslojavanje terminalne vrijednosti Brownovog gibanja).
Neka je W = (W(t), 0 ≤ t ≤ T ) Brownovo gibanje. Kod odredivanja cijena opcija,
najbitnija jest vrijednost Brownovog gibanja W(tm) u trenutku izvrsˇenja opcije T = tm,
odnosno njegova terminalna (zavrsˇna) vrijednost. Zˇelimo generirati slucˇajne varijable
W(t1),W(t2), ...,W(tm) te raslojiti terminalnu vrijednost W(tm). Nakon toga poznate su nam
vrijednosti W(t0) = W(0) = 0 i W(tm) = W(T ). Potom c´emo uvjetovanjem na najblizˇe
poznate vrijednosti odrediti distribuciju svih ostalih varijabli W(t j), j = 1, ...,m − 1.
Pretpostavimo da je vjerojatnost da slucˇajna varijabla poprimi vrijednost iz nekog pod-
skupa jednaka za sve podskupove te da podskupova ima M. Pretpostavimo takoder da je
alokacija proporcionalna. Pretpostavimo da je broj simulacija m te da je broj simulacija
jednak broju podskupova, m = M. Neka su U1,U2, ...UM nezavisne slucˇajne varijable iz
uniformne distribucije na [0, 1] te neka je
Vi =
i − 1
M
+
Ui
M
, i = 1, ...,M. (6.40)
Neka je F funkcija distribucije standardne normalne slucˇajne varijable. Tada je po (1.9)
F−1(V1), F−1(V2),...,F−1(VM) uzorak iz N(0, 1). Nadalje,
√
tmF−1(V1),
√
tmF−1(V2),...,√
tmF−1(Vm) je uzorak iz N(0, tm) sˇto je upravo distribucija od W(tm).
Da bismo dobili distribuciju slucˇajnog vektora W(t j), j = 1, ...,m − 1, potrebno je
izracˇunati uvjetnu distribuciju od (W(t j)|W(t j−1) = x j−1,W(tm) = xm), gdje t j−1 < t j < tm.
Tada distribuciju od W(t j) mozˇemo dobiti na sljedec´i nacˇin
W(t j)
D
= µ j + σ jZ, j = 1, ...,m, (6.41)
gdje je Z standardna normalna slucˇajna varijabla nezavisna od svih W(t j−1) i W(tm), j =
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1, ...,m, i
µ j = E[W(t j)|W(t j−1),W(tm)],
σ2j = Var[W(t j)|W(t j−1),W(tm)]. (6.42)
Detaljan izvod navedenih tvrdnji mozˇe se pronac´i u [3].
Formula za uvjetno ocˇekivanje µ j i uvjetnu varijancu σ2j mozˇe se izracˇunati ukoliko
poznajemo funkciju gustoc´e normalnog slucˇajnog vektora. Neka je (X,Y) slucˇajni vektor
takav da
(X,Y) ∼ N
(
[µX, µY],
[
ΣXX ΣXY
ΣYX ΣYY
] )
, (6.43)
tada uz pretpostavku da ΣYY nije singularna matrica vrijedi (vidi [3])
(X|Y = y) ∼ N(µX + ΣXYΣ−1YY(y − µY),ΣXX − ΣXYΣ−1YYΣYX). (6.44)
Primijenimo to sada na nasˇ slucˇaj. Iz (6.3) i permutacijom vektora slijedi
(W(t j),W(t j−1),W(tm)) ∼ N
(
[0, 0, 0],
 t j t j−1 t jt j−1 t j−1 t j−1t j t j−1 tm

)
, (6.45)
za t j−1 < t j < tm i svaki j = 1, ...,m − 1. Dakle
(W(t j)|W(t j−1) = x j−1,W(tm) = xm)
∼ N
(
(tm − t j)
(tm − t j−1) x j−1 +
(t j − t j−1)
(tm − t j−1) xm,
(tm − t j)(t j − t j−1)
(tm − t j−1)
)
. (6.46)
Ako je cijena financijske imovine S (t) modelirana geometrijskim Brownovim giba-
njem tada je ona monotona transformacija od W(t). Iz toga slijedi da raslojavanjem W(tm),
raslojavamo i vrijednost S (tm).
6.5 Uzorkovanje po vazˇnosti
U ovom odjeljku navest c´emo dva primjera u kojima c´emo diskutirati odabir pogodne nove
distribucije slucˇajne varijable.
Primjer 6.15 (Promjena mjere).
Uzorkovanje po vazˇnosti najcˇesˇc´e se koristi za call opcije cˇija je cijena izvrsˇenja K puno
vec´a od cijene temeljne financijske imovine S (0) ili put opcije cˇija je cijena izvrsˇenja K
puno manja od S (0). U ovom primjeru obradit c´emo slucˇaj call opcije. To konktretno znacˇi
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da bi pri korisˇtenju metoda Monte Carlo simulirane vrijednosti opcije najcˇesˇc´e bile nula jer
bi vrijednosti simulirane varijable S (T ) bile vec´inom manje od K, sˇto bi uzorkovalo veliku
pogresˇku Monte Carlo procjenitelja. Uzorkovanje po vazˇnosti se tada koristi kako bi se
promjenom mjere simulirale slucˇajne varijable S (T ) iz takve distribucije da c´e vrijednost
opcije biti pozitivna s vec´om vjerojatnosˇc´u.
Zˇelimo procijeniti
E[e−rT (S (T ) − K)+], (6.47)
gdje je E ocˇekivanje u odnosu na mjeru neutralnu na rizik Q te su distribucija slucˇajne
varijable Z(T ) u odnosu na mjeru Q i cijena financijske imovine S (T ) u odnosu na mjeru
Q dane s:
Z(T ) ∼ N
(
rT − σ
2T
2
, σ2T
)
S (T ) = S (0)eZ(T ) = S (0) exp
(
rT − σ
2T
2
+ σT
)
. (6.48)
Pretpostavimo sada da je E˜ ocˇekivanje u odnosu na mjeru Q˜. Tada su distribucija slucˇajne
varijable Z(T ) u odnosu na mjeru Q˜ i cijena financijske imovine S (T ) u odnosu na tu mjeru
dane s:
Z(T ) ∼ N
(
log
( K
S (0)
)
− σ
2T
2
, σ2T
)
S (T ) = S (0)eZ(T ) = S (0) exp
(
log
( K
S (0)
)
− σ
2T
2
+ σT
)
. (6.49)
Obje vjerojatnosne mjere Q i Q˜ su mjere neutralne na rizik. Uz mjeru neutralnu na rizik je
ocˇekivana vrijednost rizicˇne financijske imovine jednaka ocˇekivanoj vrijednosti nerizicˇne
imovine. To znacˇi da se eliminira varijabilnost σ. Pogledajmo ocˇekivanu vrijednost od
S (T ) u odnosu na mjeru Q i Q˜ (vidi [7]):
E[S (T )] = erT S (0)
E˜[S (T )] = S (0)e
log
(
K
S (0)
)
= K. (6.50)
To pokazuje da postoji vec´a vjerojatnost da c´e cijena prijec´i vrijednost K, ako ju simuli-
ramo u odnosu na mjeru Q˜.
Da bismo mogli izracˇunati omjer vjerodostojnosti potrebna nam je funkcija gustoc´e
normalne slucˇajne varijable. Ona je dana s
ϕ(x, µ, σ2) =
1√
2piσ
exp
(
− (x − µ)
2
2σ2
)
. (6.51)
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Tada je omjer vjerodostojnosti
dQ
dQ˜
(Z(T )) =
ϕ
(
Z(T ), rT − σ2T2 , σ2T
)
ϕ
(
Z(T ), log
(
K
S (0)
)
− σ2T2 , σ2T
) := f (Z(T ))
g(Z(T ))
. (6.52)
Cijenu europske call opcije sada odredujemo u odnosu na mjeru Q˜ na sljedec´i nacˇin:
E[e−rT (S (T ) − K)+] = E˜
[
e−rT (S (T ) − K)+ f (Z(T ))
g(Z(T ))
]
. (6.53)
Da bismo ilustrirali ovaj primjer napravit c´emo N = 10000 simulacija europske call
opcije. Prvo c´emo simulirati opciju obicˇnom metodom Monte Carlo, a potom c´emo pri-
mijeniti uzorkovanje po vazˇnosti te usporediti dobivene rezultate. Parametri za simulaciju
opcije su vrijeme dospijec´a T = 1, pocˇetna cijena S (0) = 110, volatilnostσ = 0.2, kamatna
stopa r = 0.05.
Za simulaciju nam je potrebna josˇ i cijena izvrsˇenja K. Napravit c´emo dvije simulacije,
u jednoj c´e K biti malo vec´i od S (0), a u drugoj puno vec´i. U oba slucˇaja promatrat c´emo
redukciju u varijanci dobivenu korisˇtenjem uzorkovanja po vazˇnosti u odnosu na metodu
Monte Carlo. Zbog jednostavnosti c´emo promatrati standardne devijacije oba procjenitelja.
Kako bismo laksˇe uocˇili redukciju u varijanci diskutirat c´emo omjer varijance procjenitelja
Monte Carlo i uzorkovanja po vazˇnosti. Nadalje, pobrojat c´emo koliko simuliranih opcija
nije imalo nultu isplatu ako se simuliralo metodom Monte Carlo i ako se koristilo uzorko-
vanje po vazˇnosti. U prvom slucˇaju uzimamo da je K = 120, dakle samo malo vec´i od
S (0), a u drugom slucˇaju uzimamo K = 150, odnosno znacˇajno vec´i od S (0). U tablici 6.3
se nalaze dobiveni rezultati, pri cˇemu koristimo oznake ”MC” za Monte Carlo procjenitelj
i ”UZV” za procjenitelj pomoc´u uzorkovanja po vazˇnosti.
Tablica 6.3: Rezultati simulacija
K Metoda Sd Broj isplata > 0 Omjer varijanci
120
MC 0.130527 3977
11.023010
UPV 0.039314 4706
150
MC 0.054075 821
60.234320
UPV 0.006968 4623
Prvo promatramo slucˇaj kada je K = 120. Vidimo da je korisˇtenjem uzorkovanja po
vazˇnosti postignuta velika redukcija u varijanci. Broj opcija koje nisu imale nultu isplatu
je vec´i kada se koristi uzorkovanje po vazˇnosti, ali u ovom slucˇaju nije znacˇajno. Za-
tim promatramo slucˇaj kada je K = 150. Postignuta redukcija u varijanci je josˇ vec´a
nego u prethodnom slucˇaju. Broj opcija koje nisu imale nultu isplatu je znacˇajno vec´i pri
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korisˇtenju uzorkovanja po vazˇnosti. Vidimo da je uzorkovanje po vazˇnosti prikladnije za
opcije u kojima je razlika izmedu K i S (0) velika.
Primjer 6.16 (Optimalna mjera).
Buduc´i da se u ovom poglavlju koncentriramo na promjenu mjere kojom c´emo reduci-
rati varijancu procjenitelja, u ovom primjeru c´emo objasniti jedan nacˇin na koji mozˇemo
izabrati novu distribuciju te pokazati to na primjeru azijske call opcije.
Cijenu azijske opcije modeliramo na nacˇin objasˇnjen u (6.26). Prisjetimo se da je
formula za generiranje i-te simulacije dana s
S (ti) = S (ti−1) exp
((
r − σ
2
2
)
(ti − ti−1) + σ√ti − ti−1Zi
)
, i = 1, ...,m, (6.54)
gdje su Z1,Z2, ...Zm nezavisne jednako distribuirane standardne normalne slucˇajne varija-
ble. Iz cˇega slijedi
S =
1
m
m∑
i=1
S (ti) =
1
m
m∑
i=1
S (0) exp
((
r − σ
2
2
)
ti + σ
√
ti − ti−1(Z1 + Z2 + ... + Zi)
)
. (6.55)
Definirajmo sada
ρ(Z) = ρ(Z1,Z2, ...,Zm) = e−rT (S − K)+
φ(Z) = −rT + log(S − K)+, (6.56)
te ako ρ(Z) poprima strogo nenegativne vrijednosti mozˇemo pisati
ρ(Z) = eφ(Z), (6.57)
uz φ(Z) = −∞, ako je ρ(Z) = 0.
Promatramo slucˇaj gdje mijenjanjem distribucije mijenjamo ocˇekivanje slucˇajne va-
rijable. Neka su E ocˇekivanje, Z ∼ N(0, I) i f (Z) funkcija gustoc´e od Z u odnosu na
originalnu mjeru Q. Neka su E˜ ocˇekivanje, Z ∼ N(θ, I) i g(Z) funkcija gustoc´e od Z u od-
nosu na mjeru Q˜. Buduc´i da znamo funkciju gustoc´e normalne slucˇajne varijable mozˇemo
izracˇunati omjer vjerodostojnosti:
f (Z)
g(Z)
= exp
(
− θ>Z + 1
2
θ>θ
)
. (6.58)
Nakon uvodenja svih potrebnih oznaka, procjenjujemo ocˇekivanje diskontirane vrijed-
nosti azijske call opcije:
E[ρ(Z)] = E[eφ(Z)] = E[e−rT (S − K)+]. (6.59)
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Primijetimo sada da je ocˇekivanje slucˇajnog vektora Z uz mjeru Q˜ jednako ocˇekivanju
vektora θ + Z uz originalnu mjeru Q. Stoga racˇunamo
E
[
eφ(Z)
]
= E˜
[
eφ(Z)e−θ
>Z+ 12 θ
>θ
]
= E
[
eφ(θ+Z)e−θ
>(θ+Z)+ 12 θ
>θ
]
= E
[
eφ(θ+Z)e−θ
>Z−12 θ>θ
]
. (6.60)
Da bismo odredili ocˇekivanje θ aproksimiramo procjenitelj na sljedec´i nacˇin
eφ(θ+Z)e−θ
>Z− 12 θ>θ ≈ eφ(θ)+∇φ(θ)Ze−θ>Z−12 θ>θ, (6.61)
gdje je ∇φ(Z) gradijent funkcije φ u tocˇci θ. Izaberemo li θ takav da vrijedi
∇φ(θ) = θ>, (6.62)
tada izraz (6.61) na desnoj strani postaje konstanta koja ne ovisi o Z. Stoga c´e varijanca
aproksimacije procjenitelja s desne strane izraza biti nula, dok c´e egzaktno dobiveni pro-
cjenitelj s lijeve strane imati varijancu blizu nula.
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Sazˇetak
Glavni cilj ovog rada je proucˇiti nekoliko osnovnih tehnika redukcije varijance za metode
Monte Carlo te potom prikazati na primjerima kako se one mogu primijeniti u financijskoj
matematici.
U prvom poglavlju definira se problem Monte Carlo integracije te se objasˇnjava na ko-
jim teoremima se ona bazira. Potom se detaljno obraduju tehnike redukcije varijance. Prvo
se obraduje metoda kontrolnih varijabli koja se bazira na korisˇtenju rjesˇenja vec´ pozna-
tog problema koji je slicˇan promatranom. Zatim se obraduje slojevito uzorkovanje koje se
bazira na stratesˇkom generiranju varijabli iz razlicˇitih podskupova. Na kraju se obraduje
uzorkovanje po vazˇnosti koje se bazira na promjeni mjere kojom c´e se dati vec´a tezˇina ri-
jetkim dogadajima. Nakon toga se ukratko komentiraju slicˇnosti i razlike medu metodama.
Zadnje poglavlje posvec´eno je samoj primjeni opisanih metoda u financijskoj matema-
tici. U tom poglavlju prvo se obraduju osnovni principi teorije financijskog modeliranja,
a potom se za svaku tehniku redukcije varijance obraduju primjeri. Naposljetku se imple-
mentira jedan od primjera na kojem se usporeduje pogresˇka dobivena uobicˇajenim Monte
Carlo procjeniteljem i pogresˇka dobivena korisˇtenjem tehnika redukcija varijance.
Summary
The main goal of this thesis is to study some of the basic variance reduction techniques for
Monte Carlo methods and apply them on examples from financial mathematics.
In the first chapter Monte Carlo integration problem is explained, as well as theorems
that it is based on. A detailed analysis of variance reduction techniques follows. Firstly, the
Control Variates method, which is based on using the solutions of a known problem simi-
lar to the one which is being observed, is introduced. Then comes the Stratified Sampling
method, which is based on the strategic variable generating from different subsets. Finally
comes the Importance Sampling method, based on the measure alterations which empha-
size the importance of rare occurrences. After that, similarities and differences between
these methods are briefly discussed.
The last chapter deals with the application of the described methods in financial mathe-
matics. Firstly, the basic principles of the derivative pricing theory are explained, and then
follow examples for each of the variance reduction techniques. Finaly, an implemented
example shows the comparison between a Monte Carlo method variance and a variance
resulting from the usage of the variance reduction technique.
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