The ill-posed problem of solving linear equations in the space of vector-valued finite Radon measures with Hilbert-space data is considered. The well-posedness of regularization by minimizing the Tikhonov functional is established and further regularization properties are studied. In particular, the convergence rate of O(δ) for the Bregman distance under a source condition is obtained. Furthermore, a flexible numerical minimization algorithm is proposed which converges subsequentially in the weak* sense and with O(n −1 ) in terms of the functional values. Finally, numerical results for sparse deconvolution demonstrate the applicability for a finite-dimensional discrete data space and infinite-dimensional solution space.
Introduction
This paper is concerned with solving ill-posed linear inverse problems for measure-valued unknowns. While the regularization theory of inverse problems in Hilbert spaces is well-established [20] , problems set in Banach spaces gained recent interest [4, 31, 36, 41, 30, 9, 42, 21, 46] . One particular setting, which has been in the focus of research, is regarding the recovery of sparse unknows, i.e., exploit the knowledge that the sought object is, in some sense, composed of only a few elements. This is usually formulated in the discrete setting imposing an 0 constraint [10, 16, 15, 25] . Relaxing this constraint 1 leads to the so-called "sparse regularization" which is penalizing with an 1 functional. This approach gives inverse problems in sequence spaces which have been extensively studied in terms of regularization and numerical algorithms [14, 27, 35, 3, 12, 7, 8, 6, 28, 22, 19, 33] . In practical applications, the respective results and methods are transferred to the continuous setting without further justification, where they have been observed to work well [45, 17, 14, 43] . The present work aims at closing this theoretical gap by establishing a framework for this continuous setting in terms of studying the space of Radon measures as the solution space for linear inverse problems.
We consider linear inverse problems of the following type: Find µ such that
for some data f 0 ∈ H. Here, H is a Hilbert space which models the measured data and K * maps continuously from the space of finite vector-valued Radon measures M(Ω, R m ) into H. The set Ω is allowed to be a continuum. As it will turn out, it is meaningful to consider linear mappings K * which are the adjoint of some linear and continuous K : H → C 0 (Ω, R m ). In particular, the space of Radon measures allows for finite combinations of delta peaks, which are the continuous analogue of sparsity. Solving the inverse problem (1) is often ill-posed in the sense that small variations in data cause large effects on the value of an unknown. For that reason, solution methods for inverse problems require stabilization. This can be done, for example, by using a regularization method where an ill-posed inverse problem is replaced by a well-posed problem. For our purposes, it is important that this stabilized well-posed problem respects the requirement for sparse solutions. This will be realized by penalizing with the norm in M(Ω, R m ) and solving the Tikhonov minimization problem min µ∈M(Ω,R m )
where the linear and continuous K : H → C 0 (Ω, R m ) is the "predual" forward mapping, f δ ∈ H the given noisy data corresponding to noise level δ > 0 and α > 0 a regularization parameter. This work studies existence of minimizers for this functional, optimality conditions and regularization properties. Moreover, a numerical algorithm is proposed which converges in the weak* sense. A similar framework with Radon measures has been recently introduced in [43] which also includes some numerical experiments for the recovery of sparse unknowns. The authors reduce the situation to the Hilbert space setting by utilizing suitable embeddings of M(Ω) into a Sobolev space of negative order, implying some dependence on the dimension. Our approach is genuinely set in the space of Radon measures, dimension-independent and covers the inverse problems considered in [43] . Moreover, differently from the discrete soft-thresholding algorithm used in the latter paper, we introduce and carry out the convergence analysis for an algorithm acting in M(Ω, R m ). In [11] , elliptic partial differential equations are controlled with a Radon measure penalty. The authors establish a similar predual formulation and optimality system, we will obtain these results as a special case; namely with K * in (2) being the solution operator of an elliptic equation. Finally, we mention that in [37] , also Radon measures are the solution model for the inverse problem of deconvolution, regularization, however, is not performed in terms of Tikhonov functionals, but with an orthogonal matching pursuit.
Possible applications for the Radon-measure framework could be the deconvolution of point-like objects, a problem which arises, for instance, when long-exposure images of astronomical objects are taken with a groundbased telescope [39] or when mass spectrograms are acquired in which a substance contains multiple isotopes [5] . Moreover, it might be applied to formulate and solve the problem of finding an optimal placement for control devices or point actuators for partial differential equations [44] .
The outline of the paper is as follows. Section 2 introduces the functionalanalytic framework for solutions of (2) . As a main result we show that this problem is the Fenchel dual for a minimization problem set in H involving the predual operator K mapping into C 0 (Ω, R m ). Based on this, necessary and sufficient optimality conditions for minimizers of the functional are derived. In Section 3, convergence of the respective solutions of (2) as δ → 0 is studied. We derive the rate O(δ) for the Bregman distance with respect to the norm in M(Ω, R m ) under the usual source condition. Due to the forward operator being an adjoint mapping, the source condition can be studied in C 0 (Ω, R m ) instead of M(Ω, R m ) * . Section 4 proposes a practical numerical algorithm which produces a sequence of approximations each consisting of finitely many delta peaks. It is shown that this sequence minimizes the functional with rate O(n −1 ) and converges subsequentially in the weak* sense to a minimizer. The applicability of this algorithm is established in Section 5. There, a deconvolution problem is solved numerically in a semidiscrete setting with discrete data points but arbitrary peak positions. The article concludes with Section 6, summarizing the results.
Minimization in spaces of measures
This section is devoted to the analysis of the minimization problem (2) . Before going into the precise definition of the setting, we introduce some notation and recall some facts from measure theory. We are dealing with vectors in R m for m ≥ 1 which we equip with a norm | · | and the associated dual norm | · | * with respect to the dual pairing induced by the scalar product
For the measure-theoretic part, we follow the notation of [2] . Let Ω always be a separable locally compact metric space. A finite Radon measure µ is a σ-additive R m -valued set function defined on the Borel sets of Ω. Its total-variation measure, i.e.,
E n = E , {E n } disjoint and measurable is always a finite Radon measure. We denote the space of finite Radon measures by M(Ω, R m ) (and M(Ω) if m = 1). It can be normed by
Each finite Radon measure µ possesses a polar decomposition, i.e., there exists a function σ ∈ L 1 |µ| (Ω, R m ) with |σ(
An important result about this space, which is known as the Riesz theorem, is its characterization as a dual space. To state this theorem, introduce the space
which is the completion of continuous compactly supported functions with respect to the supremum norm. The Riesz theorem now states the following:
→ R be linear and continuous. Then, there exists a unique finite Radon measure µ ∈ M(Ω, R m ) such that L can be expressed by
In particular, L = µ M .
In other words, C 0 (Ω, R m ) * = M(Ω, R m ) which also implies the completeness of the space of Radon measures. We therefore say that a sequence {µ n } in M(Ω, R m ) converges in the weak* sense to a µ if and only if
Note that µ → µ M is lower semi-continuous in this weak* sense. Moreover, the following compactness result holds true:
Theorem 2. [2, Theorem 1.59] Let {µ n } be a bounded sequence in M(Ω, R m ). Then, there exists a µ ∈ M(Ω, R m ) such that µ is the weak* limit of a subsequence of {µ n }.
is dense, but unfortunately, this does not lead to the strong density of L 2 (Ω, R m ) in M(Ω, R m ) due to the lack of reflexivity. However, the density in the weak* sense holds, meaning that for each µ ∈ M(Ω, R m ), there exists a sequence
This can be seen as follows. Construct the operators M ε :
(Ω) being a standard mollifier. It is well-known that each M ε is continuous.
Consider a u ∈ C (Ω, R m ) with compact support. The function u is uniformly continuous, thus, choose for δ > 0 given an ε > 0 such that |u(x) − u(y)| * ≤ δ/ G 1 whenever |x − y| 2 ≤ ε where | · | 2 is the Euclidean norm in R m . Moreover, one can choose ε small enough such that χ Ωε u = u and so
is continuous and yields, for µ ∈ M(Ω, R m ), a sequence w ε = M * ε µ such that, for each u ∈ C (Ω, R m ) with compact support,
As well as
implying the assertion w ε L d * µ since convergence was checked against a strongly dense subset of C 0 (Ω, R m ). Now, let us define more precisely the setting for the inverse problem (1). We consider the inversion of K * which is the adjoint of a continuous mapping K : H → C 0 (Ω, R m ). Such an adjoint maps continuously between M(Ω, R m ) and H. It moreover is weak*-to-weak (sequentially) continuous which becomes important, as we will see, for showing weak* lower semi-continuity of associated Tikhonov functionals.
Remark 2. The requirement that the forward operator A = K * is an adjoint mapping is not a severe restriction if A is supposed to be weak*-to-weak(*) sequentially continuous: Recall [13, Thm. V. 1.3.] that if X is a separable Banach space and a functional u * * ∈ X * * is sequentially weak* continuous, then there has to be a u ∈ X such that u * * , u * = u * , u for all u * ∈ X * (note that weak* continuity of a linear functional is equivalent with continuity with respect to the bounded X topology in X * [18, Theorem V.5.6] which in turn can be characterized by sequential weak* continuity). Now for separable Banach spaces X, Y holds: an operator A ∈ L Y * , X * which is weak*-to-weak* sequentially continuous has an adjoint A * ∈ L X * * , Y * * which maps X into Y regarded as closed subspaces in X * * and Y * * under the canonical injection into the bidual space, respectively. This follows from the fact that for u ∈ X and each sequence {u n } ∈ Y * with v n * v for some v ∈ Y * we have
yielding that A * u is weak* sequentially continuous on Y * and is therefore representable by an element in Y . Hence, A * can be considered as A * = K with K ∈ L X, Y and consequently, A = K * is an adjoint mapping.
Throughout this section, we denote by f some given data in H. It can be either the exact data f 0 or the noisy data f δ . We use the notation T α for the Tikhonov functional
The following proposition shows that the Tikhonov functional has a minimizer.
be a linear and continuous mapping, f ∈ H and α > 0. Then, the minimization problem
Proof. Observe that T α is proper and coercive on M(Ω, R m ). It is moreover sequentially weak* lower semi-continuous: A sequence {µ n } converging to µ in the weak* sense is mapped via K * to a weakly convergent sequence
Denote by T α (µ) = S(µ) + αR(µ) with
The mapping w → 1 2 w − f 2 is convex and continuous, and hence sequentially weak lower semi-continuous. This yields the sequential weak* lower semi-continuity of S. The functional R is just the norm in M(Ω, R m ) which is known to the sequentially lower semi-continuous in the weak* sense, implying the desired property for T α .
By the direct method, a minimizing argument µ * in M(Ω, R m ) exists. Finally, an injective K * results in a strictly convex T α which immediately gives the stated uniqueness.
Before proceeding to the analysis of minimizers of (3), we introduce some examples which show what kind of problems can be treated within this framework. The first regards a deconvolution problem while the second involves elliptic partial differential equations.
We like to show that Kv ∈ C 0 (Ω ) by approximation with compactly supported functions. First, we see that the translation of a L 2 -function, i.e., k → k( · −x), is a continuous operation mapping Ω → L 2 (R d ) (see, for instance, [1, Theorem 2.32]) and restricting to Ω followed by taking the scalar product is also. Hence Kv is indeed a continuous function. Now set Ω ε = {x ∈ Ω : dist(x, ∂Ω) > ε} and let v ε = χ Ωε v. Clearly, v ε → v in L 2 (Ω) as ε → 0. Construct k ε analogously and define K ε v ε according to the above with v and k replaced by v ε and k ε , respectively.
For each ε > 0, we deduce the inclusion supp K ε v ε ⊂ Ω ε − Ω ε ⊂⊂ Ω . Therefore, let {z n } with z n ∈ Ω ε − Ω ε be an arbitrary sequence, so z n = x n − y n with each x n ∈ Ω ε ⊂⊂ Ω and y n ∈ Ω ε ⊂⊂ Ω . Therefore, there exist a respective subsequences, not relabeled, and limits x ∈ Ω ε , y ∈ Ω ε such that x n → x and y n → y as n → ∞. Hence z = x − y ∈ Ω ε − Ω ε = Ω ε − Ω ε ⊂ Ω (note that both sets are compact) is a limit of {z n } in Ω , which means that the claimed compactness holds.
Thus, K ε v ε is continuous with compact support in Ω . The bilinear operation
obeys, because of the Cauchy-Schwarz inequality,
Therefore, we have L(v ε , k ε ) → Kv as ε → 0 which implies Kv ∈ C 0 (Ω ) with K being continuous.
Hence, Proposition 1 is applicable with H = L 2 (Ω) and K mapping into C 0 (Ω ). Let us eventually compute
by Fubini's theorem, so K * µ = µ * k in the sense of the convolution of measures. It turns out that (3) is actually the deconvolution problem
where the sought solution is a measure in Ω − Ω and the data is compared only in Ω.
, be a bounded domain with a C 1,1 -boundary and A ∈ C 0,1 (Ω, R d×d ) a matrix field such that A(x) is symmetric for each x ∈ Ω and there is a uniform ellipticity constant c > 0 such that
From the regularity theory of elliptic equations (see, for instance, [29, Chapter 2]) we know that K :
, the solution has to be continuous due to the continuous embedding
(Ω) implies a zero trace in H 1/2 (∂Ω) which in particular gives a zero trace for continuous functions in
where the boundary condition needs to be interpreted properly. This can be seen as follows. Let µ ∈ M(Ω). If µ ε converges in weak* sense to µ, by the properties of an adjoint K * µ ε converges weakly in
since the weak limit exists and does not depend on w ε . By the definition,
Let v ∈ L 2 (Ω) be arbitrary. Using Green's formula [29, Lemma 1.5.3.2], the boundary conditions and the symmetry of A,
is the weak solution of (5) with the source function w ε . Hence the solution of the elliptic problem (6) can be defined to be the weak L 2 -limit of the solutions of (5) with the source functions w ε where w ε L d * µ as ε → 0. Since each Kw ε has a zero trace, the boundary condition in (6) is justified even though the trace for L 2 -functions is not defined in the usual sense.
Next, we will derive optimality conditions for minimizers of (3). The usual convex analysis, however, which requires the consideration of the dual space M(Ω, R m ) * , turns out to be complicated due to the inaccessibility of this space. There is, nevertheless, a method which circumvents these complications: One can identify (3) being equivalent to the Fenchel dual problem associated with a functional in H. The corresponding optimality conditions only involve the dual space C 0 (Ω, R m ) * , the space of finite Radon measures.
Proposition 2. Let K : H → C 0 (Ω, R m ) be linear and continuous, f ∈ H and α > 0. The problem
is equivalent to a Fenchel predual problem of (3), i.e., the Fenchel dual of (7) exists and possesses the same minimizers as (3). Here, the indicator functional
Proof.
Likewise, the conjugate of R 0 :
where R is defined in (4) . Now verify that all prerequisites for the validity of the Fenchel duality formula [48, Corollary 2.8.5] are satisfied. In particular, 0 ∈ H is in the domain of S 0 +R 0 •K and R 0 is continuous at 0 ∈ C 0 (Ω, R m ). Hence,
according to the Fenchel duality formula and the above considerations. The solutions for the problem on the right-hand side obviously coincide with the solutions of (3).
With the help of the predual problem and duality, it is possible to derive optimality conditions for the original problem.
In particular, supp |µ * | ⊂ {x ∈ Ω : |w * (x)| * = α} for each solution µ * .
Proof. From Fenchel duality and Proposition 2 one knows that (v * , µ * ) ∈ H × M(Ω, R m ) are solutions of (7) and (3), respectively, if and only if −K * µ * ∈ ∂S 0 (v * ) and µ * ∈ ∂R 0 (Kv * ) with S 0 and R 0 from the proof of Proposition 2. This means that −K * µ * = v * − f and Kv * ∞ ≤ α with
Plugging v * = f − K * µ * and using a polar decomposition of µ * , one sees that µ * being optimal is equivalent to w * ∞ ≤ α and
Rearranging, using basic properties of the supremum and the definition of the dual norm yields that this is equivalent to w * ∞ ≤ α and
This is, in turn, by basic properties of the integral, equivalent to w * ∞ ≤ α and w * ·σ * = α |µ * |-almost everywhere, proving the desired characterization.
We finally show supp |µ * | ⊂ {x ∈ Ω : |w * (x)| * = α} for a solution µ * indirectly. For this purpose, let x ∈ Ω be such that |w * (x)| * < α. Since w * is continuous, this has to be true on a whole neighborhood V x of x. For each u ∈ C 0 (V x , R m ), a t > 0 can be chosen such that both w = w * ± tu obey w ∞ ≤ α. Plugged into (9) , this gives
implying that µ * restricted to V x is the zero-measure and consequently V x ⊂ Ω\ supp |µ * |.
Remark 3. If the vector norm | · | is strictly convex, i.e., |u|, |v| ≤ 1 implies |u + v| < 2, then there is a polar decomposition of an optimal µ * for which σ * ∈ C 0 (Ω, R m ). This can be seen as follows. First, observe that necessarily, σ * (x) = J w * (x) for |µ * |-almost all x ∈ Ω where J : R m → R m is the | · | * -| · |-duality mapping with gauge φ : t → t/α: Since supp |µ * | ⊂ {|w * (x)| * = α}, we only need to consider |µ * |-almost every x ∈ Ω with |w * (x)| * = α for which we have, due to (8),
noting that strict convexity in the dual space leads to a single-valued duality relation.
On the other hand, each Borel measureable σ * coinciding with J • w * |µ * |-almost everywhere gives a polar decomposition since it always defines the same integral. Put in a different way: σ * (x) = J w * (x) for |µ * | almost every x ∈ Ω constitutes the angular part of a polar decomposition of µ * . Finally, this construction yields an element in C 0 (Ω, R m ) by the uniform continuity of J (note that strict convexity on finite dimensional spaces implies uniform convexity) as well as J(0) = 0.
Remark 4. In the special case of Ω = N with the discrete topology and m = 1, the space C 0 (Ω) is the space c 0 of null sequences and M(Ω) = 1 . The associated regularized problem (3) amounts to the regularization of a linear inverse problem with the 1 -norm which is known to implement socalled sparsity constraints. As already pointed out in the introduction, these types of problems have been studied extensively in the literature, usually with a linear and continuous operator K * : 2 → 2 .
Optimality in this case is often expressed as: u * interpreted as a sequence is optimal if and only if
The translation into each polar decomposition of the corresponding measure is just µ * = σ * |µ * | with |µ * | = |u * |H 0 where H 0 denotes the counting
The support of |µ * | is exactly the collection of coefficients where u * k = 0, or, the other way around, the set of coefficients where u * k = 0 is |µ * |-negligible. Hence, it is easy to see that condition (8) is an equivalent description of the above in terms of measures. Remark 5. The last remark shows that the situation (3) can be interpreted as a natural generalization of the discrete setting Ω = N to continuous ones. In fact, the consideration of measure spaces is necessary since they guarantee the topological properties (sequential weak* compactness) which are required for the application of the direct method.
In case of Ω ⊂ R d being a domain, one could be tempted with regularizing with the L 1 -norm instead of the norm in M(Ω, R m ) (in which, nevertheless, L 1 (Ω, R m ) is a closed subspace). However, in this case, we are only able to obtain a bounded sequence in L 1 (Ω, R m ) which is not sufficient for the extraction of a weakly convergent subsequence (see the DunfordPettis theorem, for instance [2, Thm. 1.38]). Based on this, one can easily construct a counterexample for the existence of solutions for the Tichonov functional with L 1 -regularization (with some technical effort). As we have seen in Proposition 1, considering M(Ω, R m ) instead of L 1 (Ω, R m ) provides the compactness needed in the existence proof.
Regularization properties
In this section we interpret the minimization problem (2) as a Tikhonov regularization method for the inverse problem (1). We show that the minimization problem (2) is well-posed and approximates the inverse problem (1) in the sense usually considered in regularization theory.
In the setup of the paper, i.e., studying the inverse problem (1) where In what follows, we denote by f 0 the exact data and by f δ noisy data. We use also the notation T δ α (µ) := 
has a subsequence which converges in the weak* sense, and the limit of each weak* convergent subsequence is a minimizer of T δ α .
Proof. The claim is a special case of [31, Theorem 3.2] .
If the null space of the operator K * is not trivial, the inverse problem (1) may have multiple solutions. Our interest is in the following special solutions:
We call a minimizer of T δ α a Tikhonov regularized solution of (1). In the regularization theory, the amount of the noise in the data is often given in the form of the noise level δ, i.e., f δ − f 0 ≤ δ. A Tikhonov regularized solution is a good approximation of a solution of the inverse problem (1) if there exists a choice of the regularization parameter α such that a Tikhonov regularized solution converges to a minimum norm solution as the noise level tends to zero. The following proposition contains a convergence result with an a-priori parameter choice rule. Proposition 5. Let K : H → C 0 (Ω, R m ) be a linear and continuous mapping, f 0 ∈ H and α > 0. Assume that there exists a solution of (1). Let f δ ∈ H and f δ − f 0 ≤ δ. Let α(δ) be such that
and α( · ) is monotonically increasing. Suppose that the sequence {δ n } converges monotonically to zero. Then a sequence {µ n } satisfying
has a weak* convergent subsequence as δ n → 0. The limit of each weak* convergent subsequence is a minimum norm solution of (1). If, in addition, the minimum norm solution µ † is unique, the whole sequence {µ n } converges to µ † in the weak* topology as δ n → 0. For obtaining qualitative estimates for the convergence of a Tikhonov regularized solution to a minimum norm solution, some additional assumptions are needed. Usually these assumptions are given in the form of a so-called source condition. In here, we follow the lines of [9] . A minimum norm solution µ † is said to fulfill a source condition if
The subdifferential of the norm · M is ∂ · M (µ) = {ϕ ∈ M * : ϕ, µ = µ M and ϕ M * = 1}. By the Hahn-Banach theorem, the subdifferential
Using the definition of the adjoint and the Hahn-Banach theorem, the source condition can be written equivalently in the form
Remark 6. The source condition of the form (10) is related to the subdifferential of the penalty term and hence usually requires information about the dual space of the space of the unknown. For finite Radon measures the dual space M * is complicated and therefore at first glance the source condition is hard to verify. In this paper, the form of the inverse problem (1), i.e., the existence of the predual operator K, simplifies the source condition, as has been seen in (11) . For this particular problem the dual space M * or its norm is not needed in the source condition but it is not the case for all inverse problems involving Radon measures.
By the polar decomposition of µ † and the definition of the total variation norm,
According to the source condition (11), Kh ∞ = 1. Furthermore, |σ † (x)| = 1 for |µ † |-almost all x ∈ Ω. Therefore the source element h has to fulfill (Kh)(x) · σ † (x) = 1 for |µ † |-almost all x ∈ Ω. Hence the source condition can equivalently be given as
In the Banach space theory of variational regularization, convergence rates results are given using generalized Bregman distances. 
For the norm · M the corresponding Bregman distance D · M (µ, ν) is the nonempty set
for all µ, ν ∈ M(Ω, R m ). In the following proposition a convergence rates result with an a-priori parameter choice rule is stated. Proposition 6. Let K : H → C 0 (Ω, R m ) be a linear and continuous mapping, f 0 ∈ H and α > 0. Assume that there exists a solution of (1). Let f δ ∈ H and f δ − f 0 ≤ δ. In addition, assume that a minimum norm solution µ † satisfies the source condition (11). Then, for each minimizer µ δ
holds. In particular, if α ∼ δ,
Proof. A minimum norm solution of (1) 
Since Kh is a C 0 (Ω)-function, in view of (13) the source condition requires that the sets Ω + and Ω − have to be separated from each others and the boundary ∂Ω everywhere by a positive distance in Ω.
Example 2. (continued)
Consider now the elliptic boundary value problem (6) . Let the assumptions made in Example 2 be valid. Let f ∈ L 2 (Ω) and µ † ∈ M(Ω) be a minimum norm solution of the inverse problem K * µ = f where K * is the solution operator for the elliptic problem (6) .
With the notations of Remark 7, let us suppose that there exist sets
where dist(E, F ) is the distance between sets E and F in R d defined by
According to Remark 7, the existence of sets Ω + and Ω − satisfing requirements (14) is a necessary condition for µ † to fulfill the source condition (13) .
Using, for instance, [32, Theorem 1.4.1], we can construct functions g + , g − ∈ C ∞ (Ω) with disjoint compact supports such that 0 ≤ g + , g − ≤ 1,
Define u = g + − g − and v = − div(A∇u) in the weak sense. Then u = Kv and u satisfies the conditions in (13) for Kv, i.e., v is the required source element in L 2 (Ω). Hence the existence of sets Ω + and Ω − with properties (14) is actually the sufficient condition for a minimum norm solution in the case of the elliptic problem (6) to fulfill the source condition (13) . Note that sparse minimum norm solutions, i.e.,
always satisfy the source condition (13).
A numerical minimization algorithm
The following section aims at proposing a numerical algorithm for the iterative minimization of the Tikhonov functional (3) and to derive its convergence. From the numerical analysis point of view, this seems to be challenging as we are dealing with algorithms for the non-reflexive space M(Ω, R m ) which moreover does not possess any smoothness, convexity or other properties useful for studying convergence in Banach spaces [47, 34] . On the other hand, Radon measures are well-studied objects and many notions of convergence are available (see, for instance, [23, 26] ) for which one can hope that it holds for a numerical algorithm.
We propose an extension of the well-known iterative soft-thresholding algorithm for the solution of inverse problems in 2 with (weighted) 1 -penalization [14] , i.e., min
The algorithm proceeds as follows: Take a stepsize 0 < s < 2/ A 2 and iterate
where S αs denotes componentwise soft-thresholding defined by
This algorithm is known to converge in the sequence-space setting, in many cases at a q-linear rate [14, 12, 7] . However, this algorithm has no natural generalization to Radon measures, having its main reason in the failure of point evaluation for a µ ∈ M(Ω, R m ) in contrast to some u ∈ 2 . This defect can, nevertheless, easily be overcome by going to the discrete setting as follows. Consider again problem (3) in the situation of Proposition 1. We now assume that the sought measure µ consists of finitely many delta peaks µ =
where Ω h ⊂ Ω such that #{Ω h } = N < ∞ and each u k ∈ R m . Therefore,
gives a linear and continuous operator between finite-dimensional vector spaces. Since the ansatz measures are sums of delta peaks, the discretized problem then reads as
The iterative thresholding procedure can now be performed on u and is known to converge (note that u k is penalized by a vector norm. The above corresponds to joint sparsity constraints for which the analysis is, for instance, carried out in [24] ). Indeed, this approach is often taken in practice when an L 1 (Ω, R m ) or M(Ω, R m ) regularization term is considered [43] . Our approach, however, stays in the continuous domain and incorporates a way of adding and removing delta peaks at arbitrary points of Ω. Throughout this section, let Ω be a separable locally compact metric space, H a Hilbert space, K : H → C 0 (Ω, R m ) a linear and continuous mapping, f ∈ H given data and α > 0 a fixed regularization parameter. Subsequently, we investigate an algorithm for the minimization of the Tikhonov functional T α in (3). In order to formulate the algorithm, we need some prerequisites. First, define, for a t ≥ 0,
Furthermore, for σ, τ ∈ R m we associate the set-valued sign mappings We moreover need the soft-thresholding operation associated with β > 0 and w ∈ R m S β (w) = β(I − P * ) w β with P * being the Euclidean projection on dual unit ball {|w| * ≤ 1}. For the Euclidean norm | · | = | · | 2 on R m , this corresponds to S α (w) = sgn(w)[|w| − α] + , for instance. Finally, denote by C | · | a constant for which |w| ≤ C | · | |w| 2 holds for all w ∈ R m . With these prerequisites, the proposed minimization algorithm reads as follows:
1. Initialize µ 0 = 0, 0 < s * < 2/ K * 2 and n = 0.
2. For a given µ n = Jn j=1 u n j δ x n j with u n j = 0 and x n j pairwise disjoint, compute
and determine an x n * ∈ Ω such that |w n (x n * )| * = w n ∞ .
4. Evaluate, with division by zero resulting in ∞,
stop if s n = 0 with µ n being a solution. Otherwise, set
for j = 1, . . . , J n + 1. It will turn out that this method is an instance of a combination between a generalized conditional gradient method and the well-known iterative softthresholding method (or, more generally, a generalized gradient projection method). We will first establish the connection to the generalized conditional gradient method for which one step is performed in Steps 2-4 in the algorithm.
is given by
with x ∈ Ω such that |w(x)| * = w ∞ . Moreover, the set-valued operator taking w to all solutions ν of (15) is bounded on bounded sets.
Proof. Note that since ϕ is convex on [0, ∞[, a minimizer ν of (15) can be characterized by j * * w ∈ ∂(ϕ • · M )(ν) where j * * : C 0 (Ω, R m ) → C 0 (Ω, R m ) * * = M(Ω, R m ) * denoting the canonical injection. From convex analysis it is known that the subgradient of ν → ϕ( ν M ) is given by all q ∈ M(Ω, R m ) * with q, ν = q M * ν M and q M * ∈ ∂ϕ( ν M ).
In the particular case of w ∈ C 0 (Ω, R m ), this reads as
Hence, ν = 0 is a minimizer if w ∞ ≤ α. In the case w ∞ > α, choose a x ∈ Ω such that |w(x)| * = w ∞ which exists by continuity. Hence, ν = α −1 M 0 w ∞ sgn * w(x) δ x satisfies ν M > M 0 and the definition of the sign operator yields
Consequently, ν is a minimizer of (15). Eventually, let w ∈ C 0 (Ω, R m ) and ν ∈ M(Ω, R m ) be a minimizer of (15) . According to (17) , each solution satisfies
implying that the operator taking w to all possible solutions ν is bounded on bounded sets.
Next, we establish the relation of this conditional gradient step to the problem of minimizing the Tikhonov functional (3), noting in particular that we can replace the term α · M by ϕ• · M without changing the solutions.
Lemma 1.
(i) The minimizers of T α are exactly the minimizers of
(ii) For µ ∈ M(Ω, R m ), w = −K(K * µ − f ) and ν a solution of (15), it holds that
and that easy bilinear computations show
Since ϕ • · M is convex, we also have
Together, noting that ϕ( µ M ) = α µ M , it follows that
We now distinguish two cases: First, suppose K * (ν − µ) 2 ≤ G(µ, ν) leading to s = 1 and, consequently, with the help of Lemma 1, tõ
With
such that C 1 > 0, the above becomes
We like to prove this kind of estimate also if K * (ν − µ) 2 > G(µ, ν). In this case, s = G(µ, ν)/ K * (ν − µ) 2 < 1, so it plugging into (18), we arrive atT
Since w = −K(K * µ − f ) is bounded if µ is bounded and ν is bounded if w is bounded (by, say C 2 > 0, see Proposition 7), there follows
In both of the two cases,T α (μ) ≤T α (µ) = T α (µ) ≤ T α (0) and hence, μ M ≤ M 0 leads toT α (μ) = T α (μ). Finally, by choosing c = min {1/(2C 1 ), 1/(2C 3 )} > 0 the desired estimate r(μ) − r(µ) ≤ −cr(µ) 2 is obtained.
Taking a look at Algorithm 1, we see that ν chosen in Steps 2-3 corresponds to a minimizing element for (15) (see Proposition 7), so Step 4 produces µ n+1/2 =μ n according to Proposition 8. Hence, there is a c > 0 independent of n, such that
For µ 0 this is indeed true, and it would be for all n, if also r(µ n+1 ) ≤ r(µ n+1/2 ) for all n. Showing the latter is the goal of the following proposition.
Proposition 9. Let J ≥ 1, x 1 , . . . , x J ∈ Ω be pairwise disjoint, and B :
satisfies
Proof. First note that the norm of the operator B can be estimated as follows: For u 1 , . . . , u J ∈ R m ,
implying that B ≤ √ JC | · | . It is well-known [14, 24] that the soft-thresholding operator η = S β (ξ) is the solution operator to
We nevertheless give a short argumentation for the sake of completeness. It is easily seen, mostly analogous to Proposition 2, that the Fenchel dual problem is equivalent to
with the respective solutions satisfying η * = ξ − ζ * . The above problem is just the projection of ξ onto the ball {|ζ| * ≤ β} which can be expressed as P {|ξ| * ≤β} (ξ) = βP * (ξ/β). Together, it follows that η * = β(I − P * )(ξ/β) = S β (ξ).
Denote by
is the solution of the problem (21), we can express it with subgradients and use subgradient calculus:
In terms of the subgradient inequality, the latter just reads as
Introducing the quantities G j = α|u j | − α|v j | − w j · (u j − v j ), setting η j = u j and rearranging yields
In particular, G j ≥ 0. Next, observe that
So using
, the estimate on B , (22) , the choice of s and (22) again, we get
The desired statement now immediately follows.
By examining the notation, it is easy to see that Step 5 of Algorithm 1 corresponds to the thresholding step (19) and that (20) is just r(µ n+1 ) ≤ r(µ n+1/2 ). Moreover, neglecting delta peaks with zero height as done in
Step 6 does not change µ n+1 . Thus, we have all the ingredients to prove the subsequential weak* convergence of Algorithm 1 to minimizers of the Tikhonov functional (3). Theorem 3. Algorithm 1 produces a minimizing sequence {µ n } of measures for the functional T α with rate r(µ n ) ≤ Cn −1 for some C > 0. Each subsequence of {µ n } possesses a weak* convergent subsequence whose limit µ * is a minimizer of T α . If the minimizer is unique, the whole sequence converges to µ * in the weak* sense.
Proof. Let us first prove, by induction, that {r(µ n )} is a non-increasing sequence, i.e., r(µ n ) ≤ r(µ n−1 ) ≤ . . . ≤ r(µ 0 ) for all n. If this holds for some n, r(µ n ) ≤ r(µ 0 ) and consequently, T α (µ n ) ≤ T α (µ 0 ) = f 2 /2, so Proposition 8 can be applied (note again, that µ n+1/2 corresponds toμ n by virtue of Proposition 7). This leads to r(µ n+1/2 ) ≤ r(µ n ) and by virtue of Proposition 9, we also have r(µ n+1 ) ≤ r(µ n ). Hence, {r(µ n )} is nonincreasing.
To prove that {µ n } is a minimizing sequence, it suffices to obtain the rate. Note that Propositions 8 and 9 also yield a c > 0 such that
and rearrange to r n ≤ (r −1 0 + cn) −1 ≤ Cn −1 for some C > 0. The rest can be deduced from functional-analytic arguments: Any subsequence of {µ n } is also a minimizing sequence and hence, another subsequence exists for which there is a weak* limit µ * which is a minimizer (the latter from the weak* lower semi-continuity, also see Proposition 1). In case of uniqueness of µ * , the statement follows from the usual subsequence argument.
Remark 8. It is obvious from the proof that Algorithm 1 does still converge if the soft-thresholding step (Step 5) is left out. We added this step, however, to encourage the removal of peaks from the iterates. This may be helpful in practical implementations, as it is usually more efficient to deal with a lower number of peaks.
Note, moreover, that the algorithm also still converges if
Step 5 is replaced with or supplemented by any method which do not increase the functional value. As it is shown in Proposition 9, performing one softthresholding iteration belongs to the class of such methods. One can as well repeat this iteration several times and the overall convergence as well as the rate will not be affected provided that the number of repetitions stays bounded.
In this spirit, the soft-thresholding algorithm, may be replaced by suitable application of an algorithm with better asymptotic convergence rate, like, for instance of Nesterov-type [40] like the "fast iterative shrinkagethresholding algorithm" (FISTA) [3] , if sufficiently many iterations are carried out such that the functional value is not increased.
Provided that the predual forward operator K is mapping into the space of continuously differentiable functions, it is moreover possible to insert a step which moves the position of the peaks according to the gradient flow of the discrepancy functional with respect to the peak positions. Concerning a single peak, this idea has also been presented in [38] , here we adapt it to our general framework. with u j = 0 and x 0 j ∈ Ω pairwise disjoint, a t 0 > 0 and a solution of the ordinary differential equation
Proof. We first show that the mapping Φ : Ω J → R given by
is continuously differentiable with gradient
For that purpose, let h = (h 1 , . . . , h J ) ∈ (R m ) J and consider, for 0 < τ < τ 0 with τ 0 sufficiently small such that x + τ h ∈ Ω J and (x + τ h) J pairwise distinct. Then, the difference quotient reads as
We examine the convergence of the first term. First, denote, once again, by w = −K(K * µ(x) − f ), so it follows by the fact that K maps into
On the other hand, estimate the norm of µ(
The second term thus converges to zero since
This shows that x → T α µ(x) is Gâteaux-differentiable with the claimed derivative. The Fréchet-differentiability then follows from the continuity of the Gâteaux-derivative with respect to x and the finite-dimensionality of
Thus, due to Peano's existence theorem, the ordinary differential equation (23) has a solution on an interval [0, t 0 [ for some t 0 > 0. If x : [0, t 0 [ → Ω J is a solution, we finally see that, with µ(t) = µ x(t) , for each t ∈ ]0, t 0 [
which completes the proof.
Consequently, one gets functional descent if one inserts, in Step 6, before returning to Step 2, the solution of (23) with u j and x 0 j such that µ n+1 = J j=1 u j δ x 0 j and replaces µ n+1 by J j=1 u j δ x(t) j for some t ∈ ]0, t 0 [. In practice, one has to employ numerical schemes for the solution of the ODE. A scheme and the associated step-lengths should, of course, be chosen such that it does not increase the value of the Tikhonov-functional, for instance, one could perform a step of the explicit Euler scheme with a step-length which ensures functional descent.
Finally, we like to mention that one could also employ some trial-anderror peak merging approaches to reduce the functional, for instance, if Ω is a convex subset of a normed space, choosing
for some j 0 and j 1 , for instance chosen such that |x j 0 − x j 1 | 2 is minimal. Again, this step supplements Algorithm 1 without affecting convergence. To summarize, following steps could be inserted after Step 5 to improve convergence:
• Multiple steps of the soft-thresholding procedure in Step 5 or suitably many steps of FISTA instead,
• solving the ordinary differential equation (23) for some positive time, if possible,
• trying to merge some peaks according to the trial-and-error method (24), if possible.
Numerical computations
To show the performance of Algorithm 1, we apply it for a one-dimensional version of the deconvolution problem presented in Example 1. We assume that the convolution kernel k is a cubic spline with respect to a fine uniform grid of size h f > 0, i.e.,
for some L ≥ 2 and with the standard cubic box spline
On a possibly coarser grid with size h c = mh f , m being a positive integer, we define the operator Note that we still like to minimize over the space M(Ω) which we do not discretize. Algorithm 1 can actually be performed in this semi-continuous setting. For µ consisting of finitely many delta peaks, K * µ corresponds to finite point evaluations of k as well as computing finite linear combinations. The function w = −K(K * µ − f ), however, is defined on a continuum. However, the only thing we have to compute is a point in which |w| becomes maximal, for which it suffices to know the critical points of w. These can be easily obtained since Kv, v = (v 0 , . . . , v N −1 ) ∈ R N , is a cubic spline with respect to the grid h f (as h c is a integer multiple of h f , see (25) Hence, to compute all critical point of some w, we solve w (x) = 0 on each suitable subinterval [jh f , (j + 1)h f ] which corresponds to solving a quadratic equation (which usually can be done up to machine precision). By determining the maximizer of |w| in these points, we are able to compute x such that |w(x)| = w ∞ . Steps 3-4 of Algorithm 1 can again be evaluated directly and Step 5 only requires finite point evaluation for some K(K * µ − f ). In summary, this shows that one is able to perform the successive peak insertion and thresholding method in a semi-continuous setup.
We implemented and tested Algorithm 1 for the deconvolution problem. Taking advantage of the special structure of the convolution operator, we also added the ODE-solving step (23) as well as the peak-merging step (24) to improve the performance. The outcome of the method for a Gaussian convolution kernel is depicted in the Figures 1 and 2 . As it can be seen, the algorithm is able to reconstruct the sought peaks almost perfectly (with one additional peak introduced in the second example), even in the presence of heavy noise. One has to mention, however, that the regularization results in a decrease of peak size, which is also known to occur in the discrete setting. Moreover, we remark that without the additional steps (23) and (24), the results show significantly more additional peaks. This is closely related to the type of convergence we established for {µ n }: Since it only converges in the weak*-sense, it may happen, for instance, that an indefinite number of delta peaks approximates a single delta peak. Hence, in general, a suitable postprocessing may be necessary which "sparsifies" the outcome of the algorithm (if the aim is to obtain sparse solutions). Nevertheless, the results show that is is possible to minimize, with the help of Algorithm 1, the Tikhonov functional in the semi-discrete setting with continuous solutions µ and discrete data f .
Summary and conclusions
Tikhonov regularization for vector-valued finite Radon measures as the solutions for ill-posed linear inverse problems can be put into a proper functionalanalytic framework which ensures existence, uniqueness (where applicable) and desireable regularization properties. This framework moreover leads to a flexible abstract numerical algorithm for which descent properties with some rate as well as (subsequential) weak*-convergence can be proven. As it produces delta-peak iterates, the proposed algorithm is well-suited for the recovery of sparse solutions. Furthermore, its structure allows computations directly on the space of Radon measures with only the data space being discretized. However, as it converges only in the weak* sense, it might produce an indefinite number of delta peaks, in particular, if the solution is non-sparse. Nevertheless, numerical computations confirm the applicability of the method and show that it is possible to perform accurate sparse The exact solution µ † consisting of six delta peaks (left), the exact and noisy data K * µ † and f with the same parameters as in Figure 1 (right). Second row and third row: the numerical results with α = 7 (also see Figure 1 ). Bottom row: The tabulated numerical values of µ † and µ. The solution µ introduced an additional small peak at 0.8961.
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deconvolution even in the presence of considerable noise.
