We extend recent results on the quantum Hoeffding bound from the i.i.d. setting to a setting when both the null-hypothesis and the counter-hypothesis can be correlated states of a spin chain. The key property in the extension is a certain factorization property of the states. Typical examples with this property are the global Gibbs states of translationinvariant finite-range interactions.
Introduction
We study the asymptotics of the error probabilities for a binary hypothesis testing problem for quantum systems. In a rather general setting, following the information-spectrum method [5, 15] , one can consider a sequence of finite-level quantum systems with (finite-dimensional) Hilbert spaces H = {H n } ∞ n=1 . Assume we know a priori that the n-th system is in state ρ n (null-hypothesis H 0 ) or in state σ n (counter-hypothesis H 1 ).
We use the notation ρ := {ρ n } ∞ n=1 and σ := {σ n } ∞ n=1 . The hypothesis testing problem for the nth system consists of deciding between the above two options, based on the outcome of a binary measurement on the system. We will mainly consider the situation when ρ n and σ n are n-site restrictions of states ρ and σ on an infinite spin chain.
A measurement in our setting means a binary positive operator valued measure {T n , I n −T n } where 0 ≤ T n ≤ I n corresponds to outcome 0 and I n − T n to outcome 1. If the outcome of the measurement is 0 (resp. 1) then hypothesis H 0 (resp. H 1 ) is accepted. Obviously we can identify the measurement with the single operator T n . An erroneous decision is made if H 1 (H 0 ) is accepted when the true state of the system is ρ n (σ n ); the probabilities of these events are the error probabilities of the first (second) kinds, given by α n (T n ) := Trρ n (I n − T n ), β n (T n ) := Trσ n T n , respectively. Hereω denotes the density operator of a state ω, given by ω(A) = TrωA, A ∈ B(H n ).
Apart from the trivial case when suppρ n ⊥ suppσ n , one cannot find a measurement making both error probabilities to vanish; in general, there is a tradeoff between the two. In the setting of Stein's lemma [3, 9, 10, 17, 2, 15] the exponential decay of the β n 's is studied under a constant bound on the α n 's, whereas in the problem of Chernoff bound [3, 16, 1] the exponential decay of the average of the two error probabilities is of interest. When an exponential bound is given on the decay of the α n 's, our interest lies in the following quantity [18, 15] :
In the i.i.d. setting, i.e. when
was proven for 0 < r ≤ S (ρ 1 , σ 1 ) in [6] (where (LHS)≥(RHS) in the above formula was shown) and [13] (where the converse inequality was provided), thus establishing the theorem for the quantum Hoeffding bound. It is interesting to note that the two proofs use rather different techniques; in the second one the method of [16] to relate the quantum problem to a classical one is used, whereas in the first one the key point is an application of the inequality proven in [1] . It is also remarkable that while [16] and [1] treat the symmetric hypothesis problem related to the quantum Chernoff bound, their methods can directly be used to solve the asymmetric hypothesis testing problem related to the quantum Hoeffding bound. Based on the results in [16, 1] the theorem for the quantum Chernoff bound was extended in [7] to a class of states on a spin chain, satisfying a certain factorization property. In this paper we extend the results on quantum Hoeffding bound to this class of states. Our main result is that (2) holds for such states when the above ψ is replaced with
Since the above class of states contains the global Gibbs states of translation-invariant finiterange interactions on a spin chain, the hypothesis testing problem for such states can also be considered as a hypothesis testing problem for interactions.
Preliminaries and direct part
Let A and B be nonnegative operators on a finite-dimensional Hilbert space H. It is easy to see that min
and the minimum is attained at {A − B > 0}, the spectral projection of A − B corresponding to the positive part of the spectrum. [19] .
Consider now the hypothesis testing problem described in the Introduction, and assume that we know that the state of the nth system is ρ n with probability π n ∈ (0, 1) and σ n with probability 1 − π n . Then the Bayesian probability of an erroneous decision based on the test
and by applying Lemma 2.1 to A := π nρn and B := (1 − π n )σ n we get
Note that the optimal test is of the form {π nρn − (1 − π n )σ n > 0}. Let
and ϕ(a) := sup . If π n = π is independent of n then (4) implies lim sup
as it was pointed out in [1] . The converse inequality lim inf
was shown in [16] for the case when ρ n = ρ ⊗n 1 and σ n = σ ⊗n 1 , therefore establishing the theorem for the quantum Chernoff bound in the i.i.d. case.
After this preparation, we prove the following:
be a sequence of Hilbert spaces, and let {ρ n } and {σ n } be sequences of density operators on H n . Then for any a ∈ Ê lim sup
Moreover, for S n,a := {e
lim sup
Proof. Consider formula (4) with π n := e −na 1+e −na for a fixed a ∈ Ê. The optimal test is then
, and by multiplying (4) by 1 + e −na we get
for any s ∈ [0, 1]. Thus the statement follows.
Consider now an asymmetric hypothesis testing problem with an exponential bound on the decay of the α n 's. We define the following exponents:
Obviously for any fixed r ∈ Ê
and all the above quantities are monotonically increasing functions of r. Note that for r < 0 the choice T n := I n yields B (r| ρ || σ) = B (r| ρ || σ) = B (r| ρ || σ) = −∞, hence the above quantities are only interesting for r ≥ 0. Lemma 2.2 yields the following corollary, that can be considered as the direct part of the theorem for the quantum Hoeffding bound: Corollary 2.3. In the above setting
In the rest of the paper we leave the above general framework and consider only states on a spin chain. Let H be a finite-dimensional Hilbert space and
, which is a pre-C * -algebra with unit ½. The spin chain C with one-site algebra A is the uniform closure of C loc . It is natural to consider C as the infinite tensor power of A, hence the notation C = ⊗ k∈ A is also used. The right shift automorphism γ is the unique extension of the maps γ kl :
States on the spin chain are positive linear functionals on C that take the value 1 on
, where ω n is its restriction onto C [1,n] .
Definition 2.4.
A translation-invariant state ω on the spin chain satisfies upper (lower) factorization property if there exists a positive constant β ∈ Ê (α ∈ Ê) and m 0 ∈ AE such that for all m ≥ m 0 and k ∈ AE we have
(lower factorization).
Note that for any n > m ≥ m 0 there exist k ∈ AE and 0 ≤ r < m such that n = km + r, and the factorization properties can be rewritten in the form
by considering the restrictions (11) and (12), respectively. Obviously, a product state ω := ω ⊗∞ 1
satisfies both upper and lower factorization properties. As it was shown in [7] , finitely correlated states [4] satisfy upper factorization property, and in some special cases (e.g. locally faithful Markov states [8] ) also lower factorization property. Another important class of states that satisfy both upper and lower factorization properties is that of the global Gibbs states of translation-invariant finite-range interactions. This result was also shown in [7] , based on the perturbation bounds developed in [12] . As it was also shown in [7] , upper factorization property ensures the existence of the limit lim n 1 n log Trρ s nσ 1−s n , and the Chernoff upper bound (6) holds with this ψ. The lower bound (7) holds too, if also lower factorization property is satisfied.
Factorization property and converse part
All along this section let ρ and σ denote translation-invariant states on a spin chain and assume that ρ and σ satisfy both lower and upper factorization properties. Let ρ n and σ n denote their restrictions onto C [1,n] . If suppρ m ⊥ suppσ m for some m then upper factorization property (11) yields that suppρ n ⊥ suppσ n for all n ∈ AE. Since in this case the hypothesis testing problem is trivial, we will always assume that suppρ n and suppσ n are not orthogonal to each other for any n.
Let ψ n (s) := 1 n log Trρ
as in (5) . It is easy to see that ψ n is convex and continuous on [0, 1] for all n. The following Lemma was shown in [7] . For readers' convenience and because we need an intermediate formula for later purposes, we give a detailed proof here. 
Taking the lim sup in n, we obtain lim sup
Taking the lim inf in m then gives the existence of the limit. Being the pointwise limit of convex functions, ψ is convex as well, and obviously continuous in (0, 1). In the same way as above, lower factorization property implies
and we obtain the bound
This shows that ψ is the uniform limit of the ψ n 's, and hence the continuity of ψ follows.
Note that ψ(0), ψ(1) ≤ 0 in general and if suppρ n = suppσ n for all n large enough then ψ(0) = ψ(1) = 0. We introduce the Legendre transforms 
for every a ∈ Ê and m ∈ AE. We also introducẽ ϕ(a) := ϕ(a) − a .
Lemma 3.2. (i) ϕ is convex, continuous, and increasing in Ê.
Moreover it is strictly increasing in the interval {a : ϕ(a) > −ψ(0)}.
(ii)φ is convex, continuous, and decreasing in Ê. Moreover it is strictly decreasing in the (ii) Note that
which shows convexity and decreasing property ofφ, and continuity is obvious. With the above notation, it follows from a(1 − 1) − ψ(1) = −ψ(1) that s a < 1 if ϕ(a) − a > −ψ(1). Hence we have for b < a
Remark 3.3. Note that ϕ(a) ≥ −ψ(0), and strict inequality holds if and only if a > ∂ + ψ(0), the right derivative of ψ at 0. Similarly, ϕ(a) − a ≥ −ψ(1) and strict inequality holds if and only if a < ∂ − ψ(1), the left derivative of ψ at 1. Therefore the intersection of the intervals {a : ϕ(a) > −ψ(0)} and {a : ϕ(a) − a > −ψ(1)} is the interval
which is nonempty if and only if the graph of ψ is not a straight line segment. Moreover, if I ψ is nonempty then
Therefore the ranges of ϕ andφ on I ψ are the intervals
respectively. If suppρ n ⊂ suppσ n then ψ n (1) = 1 n log Tr [ρ n suppσ n ] = 0, and a straightforward computation shows that
where S(η, ω) := Trη(logη − logω) is the relative entropy of the states η and ω. By convexity of ψ n ,
Now if suppρ n ⊂ suppσ n holds for all n ∈ AE, then ψ(1) = 0. Upper factorization property implies that the mean relative entropy
exists [10, Theorem 2.1], and taking the limit in (18) yields
Similarly, if suppρ n ⊃ suppσ n for all n ∈ AE, then
Note that upper and lower factorization properties imply that if suppρ m ⊂ suppσ m for some m ≥ m 0 then it also holds for all n ∈ AE.
After all this preparation, we turn to the study of the error exponents in hypothesis testing.
Lemma 3.4. For any sequence of tests {T n } and a ∈ I ψ we have lim inf
Proof. By (17) and (15) there exists an m 1 ∈ AE such that for any m ≥ m 1
i.e. a ∈ I ψm . Let m ≥ m 1 be fixed and write n > m in the form n = (k − 1)m + r with 0 ≤ r < m. Let γ = min{e (m−r)a ; 0 ≤ r < m}. Since e −na = e (m−r)a e −kma ≥ γe −kma , we have
where we used lower factorization property. Let Then by (19) we have
i.e. ma ∈ I Ψm . Now by the argument in [13] we get lim inf
Note that the constant γ does not affect the exponent. Combining it with (20) we obtain lim inf
where we used (17) in the last inequality. Taking the limit in m gives the assertion. Lemma 2.2 and Lemma 3.4 yield the following:
Remark 3.6. Note that the above statement can be reformulated as
with π n := e −na 1+e −na . If 0 ∈ I ψ then we get back the results (6) and (7) for the quantum Chernoff bound. Note, however, that those are still valid even if 0 / ∈ I ψ .
Lemma 3.7. Let a ∈ I ψ . Then for any sequence of tests {T n } satisfying lim sup
we have lim inf
Proof. We follow the same argument as in [13] , where the inequality (22) from [15] was used.
For readers' convenience we give a proof in Appendix B. By Lemma 3.4 we have for any
Continuity of ϕ then yields lim inf
Remark 3.8. An obvious modification of the above proof yields that for any a ∈ I ψ and any sequence of tests {T n } satisfying lim sup
The following theorem in the i.i.d. case was stated as a conjecture in [13] , and was solved shortly [14] . The importance of the result lies in the determination of the information-spectrum quantity defined in [15] . Proof. It follows immediately from Lemma 2.2, Lemma 3.7 and Remark 3.8.
Now we are in a position to prove our main result.
Theorem 3.10. In the above setting let r ∈ {ϕ(a) − a : a ∈ I ψ }. Then
Proof. For any a ∈ I ψ , a > a r , we have ϕ(a) − a < ϕ(a r ) − a r = r by Lemma 3.2, hence if lim sup n 1 n log α n (T n ) < −r then also lim sup n 1 n log α n (T n ) ≤ −{ϕ(a) − a}. Lemma 3.7 then implies lim inf n 1 n log β n (T n ) ≥ −ϕ(a), hence B (r| ρ || σ) ≥ −ϕ(a) as well. Now if a ց a r then ϕ(a) ց ϕ(a r ), and therefore B (r| ρ || σ) ≥ −ϕ(a r ) .
On the other hand, for a ∈ I ψ , a < a r we have lim sup
hence B (r| ρ || σ) ≤ −ϕ(a). Now taking a ր a r we get
Taking into account inequality (10), we have
To prove the last identity let s r := arg max 0≤s≤1 {a r s − ψ(s)}, then we have
for any 0 ≤ s < 1 with equality for s = s r . Then
and equality holds for s = s r .
Another interesting consequence of Theorem 3.9 is an approximation of the direct part of Stein's lemma:
Proof. Theorem 3.9 implies that lim n→∞ α n (S n,a ) = 0 and lim
for any a ∈ I ψ , hence B( ρ || σ) ≤ −ϕ(a). Therefore
Note that when ρ = ρ
are product states with suppρ 1 ⊂ suppσ 1 then ∂ − ψ(1) = S (ρ 1 , σ 1 ), and we get back the well-known formula for Stein's lemma.
Another situation of interest is an interpolation between the setting of Stein's lemma and the theorem for the Hoeffding bound, namely when the α n 's are required to converge to zero exponentially, but without constraint on the value of the exponent. The corresponding exponents for the β n 's are B (0| ρ || σ) , B (0| ρ || σ) and B (0| ρ || σ). Since {ϕ(a) − a : Theorem 3.12. Assume I ψ = ∅ and ψ(1) = 0. Then
Moreover, if suppρ n ⊂ suppσ n for all n ∈ AE then
Proof. The conditions imply that (0, ε) ⊂ {ϕ(a) − a : a ∈ I ψ } for some ε > 0, hence if lim sup n 1 n log α n (T n ) < 0 then lim sup n 1 n log α n (T n ) ≤ −{ϕ(a) − a} for some a ∈ I ψ , and by Lemma 3.7 we have lim inf
This implies B (0| ρ || σ) ≥ −∂ − ψ(1). On the other hand, since −{ϕ(a) − a} < 0 for all a ∈ I ψ , we have by Theorem 3.9 that B (0| ρ || σ) ≤ −ϕ(a) for any a ∈ I ψ , thus B (0| ρ || σ) ≤ inf Loosely speaking, the above shows that as long as Tr is taken, log(a n + b n ) ≤ max lim inf n→∞ 1 n log a n , lim sup n→∞ 1 n log b n .
Proof. Let r = lim inf n→∞ 1 n log a n and R = lim sup n→∞ 1 n log b n . Suppose r ≥ R. For any ε > 0 there exists n 0 such that e n(r−ε) ≤ a n and b n ≤ e n(R+ε) for any n ≥ n 0 , and hence, 1 + b n /a n ≤ 1 + e −n(r−ε) e n(R+ε) ≤ 1 + e 2nε , which implies lim sup n→∞ 1 n log(1 + b n /a n ) ≤ 2ε.
Since ε > 0 can be arbitrary, the LHS should be equal to 0. Hence we have lim inf n→∞ 1 n log(a n + b n ) ≤ lim inf n→∞ 1 n log a n + lim sup n→∞ 1 n log(1 + b n /a n ) = lim inf n→∞ 1 n log a n .
Suppose now that r ≤ R. For any ε > 0 we have b n < e n(R+2ε) , hence 1 n log(a n + b n ) ≤ 1 n log(1 + e −n(R+2ε) a n ) + R + 2ε .
On the other hand, for the same ε there exists a subsequence {a kn } n∈AE such that a kn < e kn(r+ε) for all n ∈ AE, thus lim inf n→∞ 1 n log(1 + e −n(R+2ε) a n ) ≤ lim inf n→∞ 1 k n log(1 + e kn(r−R−ε) ) = 0 , therefore lim inf n→∞ 1 n log(a n + b n ) ≤ R + 2ε
for any ε > 0, that finishes the proof.
