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Abstract—This paper addresses the three-dimensional mod-
ellingof large scaleunderground galleries,such as traffictunnels
and mines. This work employs techniques frommobile robotics
to achieve anautonomous mobilemodelling system, adapted to
general underground environments. So far, the state-of-the-art
methods in undergroundmodelling remainrestrictedto environ-
ments in which pronounced geometric features are abundant.
This limitation is aconsequence ofthe scan matching algorithms
used to solve the localization and registration problems.
This work aimsto extend the modeling capability to structures
characterized byuniform geometry and smooth surfaces, as is
the case of road andtraintunnels.
Avisual monocular Simultaneous Localization and Mapping
(MonoSLAM) approach based on the Extended Kalman Filter
(EKF) and complemented by the introduction of inertial mea-
surements in the prediction step, allows our system to build three-
dimensional models and localize himself over long distances,
using exclusively sensors carried on board a mobileplatform.
By feeding the Extended Kalman Filter withinertial data
we were able to overcome the major problem related with
MonoSLAM implementations, known as scale factor ambigu-
ity, which emerges from the absence of metric measurements
in monocular images. The monocular visual features used in
MonoSLAM were extracted by the SIFT algorithm, and in-
serted directly inthe EKF mechanism according to the Inverse
Depth Parametrization.Through the1-PointRANSAC (Random
Sample Consensus) wrong frame-to-frame feature matches were
rejected.
To build the model, vertical cross-sections of the gallery,
acquired by a laser rangefinder sensor,are placed on a common
reference frame using the estimated localization.
The systemwas tested based on a dataset acquired insidea
real road tunnel. Results from the localization strategy and the
modelling process are presented.
I. IN T RO D U C T I ON
Over the last few years some successful underground mo-
bile modelling implementations were documented [1] [2][3].
These approaches, designedspecificallyto operate in mines,
are characterized by one common aspect: they all use laser
range finder sensors as the main (and in some cases the
only) source of information. The model is built by placing
laser range finder scans in a virtual three-dimensional world,
process called registration. For this purpose, relative position
and orientationbetween scans have to be determined. In
previous approaches, this task is accomplished via ascan
matching algorithm [7], which restricts the systems to non-
uniform structures, since this technique requires that notorious
and well-differentiated geometric features stand out along
overlapping scans.
Ourworkextendsthe undergroundmobilemodellingsys-
tems to galleries characterized by very uniform and smooth
surfaces, as is the case of traffic tunnels. Inthis type of sce-
nario the scanmatching approaches are condemned to failure,
so the previousstate-of-the-art systems become ineffective.
Without artificial landmarks and no access to global position-
ing systems, self-localization becomes an hard problem. In
inertial based localization the errorsaccumulatedover time
cause amonotonic growth in localization uncertainty. On the
other hand, a visionbased approach maybe affected by
the lighting conditions, additionally, the parametrization of
landmarks far from the cameras raises extra difficulties due
to the depth uncertainty.
Similarlyto [3],our solutionuses 2D laserrange findersto
gather a sequenceof vertical scans alongthe gallery.Absolute
position and orientation of each scan is computed by an
independent localization process, that estimates the systems’
trajectory based on inertial measurements and a sequence of
images.
We employ an alternative localization solution to overcome
boththestructural monotony and the lack of globalpositioning
systems, adoptingthe SLAM (Simultaneous Localization and
Mapping) concept [8] [9] to estimate the platforms localization
in 6DoF (Six Degrees of Freedom). Following the traditional
approach, the probabilistic SLAM algorithm is basedon the
EKF (Extended Kalman Filter). Since for landmarks far from
the cameras, stereoscopic systems do notprovide satisfactory
depth measurements, a visual monocular algorithm was imple-
mented instead, ensuring tracking of landmarks at any depth.
In order to identify visual landmarks to be used in the
SLAM algorithm, highly distinctivevisual features, invariant
to scale, rotation and linear illumination variations, are ex-
tracted fromthe images using the SIFT algorithm [11]. To
each featureisassigned at least one descriptor, that embod-
ies the image properties in the features’ neighborhood. The
descriptors are used to establish the frame-to-frame feature
matches.
Our system combines another advanced state-of-the-art
methods such as Inverse Depth Parametrization [5], and the
1-Point RANSAC algorithm [6], for outlier rejection.
Through the Inverse Depth Parametrization, undelayed
initialization of landmarks within the EKF framework be-
comes possible. However another majorproblem of monocular
SLAM applicationsstill needsto be solved. A single camera
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Fig. 1:Highlevelsystemarchitecture
movingthroughthescenedoesnot providemetricmeasure-
ments, leadingtoscaleambiguityintheestimatedmapand
motion. Assuggestedin[4]inertial measurements, provided
byalow-cost IMU, feedthefilterwithmetricdatainorder
toprevent thescalefactordegeneration. Thisstrategykeeps
themapandmotionestimatesconstrainedtothemeaningful
metricsystem, inourcasefordistancesovermorethanone
hundredmeters.
Tobuildthemodel, all vertical crosssectionsareplaced
onacommonreferenceframeaccordingtothelocalization
estimates, resultinginapoint cloudmodel, whichisfinally
convertedintoatriangularmeshthroughtheBallPivotingAl-
gorithm[10], toreachamorerealisticrepresentationwithout
informationlosses.
Thisdocumentisorganizedasfollows:SectionIIpresentsa
briefarchitecturedescriptionwithemphasisonthelocalization
andmodellingalgorithms.SectionIIIisdevotedtothedataset
acquisitionthat takesplacesinsidearoadtunnel. Wethen
present anddiscussour implementationresults(SectionIV)
andfinally, SectionV, providesaconclusionandsetssome
futuregoals.
II. SYSTEM ARCHITECTURE
Our systemisdividedinthreemainblocks, executedby
thefollowingorder: dataacquisition, localizationandthree-
dimensionalmodelling(seeFig. 1).
Inthefirststep, asensorplatformmountedonboardacar
isusedtocollectawiderangeofsynchronizedmeasurements
insidetheundergroundgalleries, includingimagescaptured
bytwoCCDcameras, 2Dscansfromtwolaserrangefinders
andinertial measurements providedbyalowcost inertial
measurementunit.TheplatformcarriesalsoaINS/GPSsystem
thatgivesaccurategroundtruthinformation, usedtomeasure
theperformanceofourlocalizationstrategy.
Thelocalizationestimationandmodellingtasksarepre-
formedofflinebasedonthisdata, accordingtothemethods
describednext.
A. LocalizationAlgorithm
Inundergroundgalleriesitisexpectedtofindreliablevisual
featuresthatcanbeusedasreferencepointstobuildtheSLAM
Fig. 2:Localizationalgorithmoverview
map.Theprocessstartswithafeaturepre-selectionstage(see
Fig. 2)tofulfillthefollowingobjectives:
• Reduce the computational complexity of the SLAM
cycle, byperformingfeatureextractionandframe-to-
framematchinginadvance. Thefeatureextractionis
accomplishedbytheSIFTalgorithm[11], thatproduces
descriptorsinvariant toscale, orientation, andlinear il-
luminationchanges, usedtocomputetheframe-to-frame
featurematches;
• Identifyfeatureswithlargenumberofobservationsand
useonlythosetobuildthemap.Bydoingso,wepretend
tominimizethecomputationaldemands,ensuringthatall
landmarksinthemappersist overanacceptableframe
interval.
1) StateVector: TheSLAMcycleisimplementedaccord-
ingtotheEKFmethod.Thestatevectorstoresthelocalization
andmapstates. Sincethesystemdoesnot havepriorinfor-
mationabouttheenvironment,theinitialstatevectorincludes
only9statesrelatedtotheplatforms’ localization: position
x n , orientation Θn (expressedintermsofEulerangles)and
velocity vn , alldefinedinthelocallevelreferenceframe.
x(k)=(x b)n (k)=


x n (k)
Θn (k)
vn (k)

 (1)
Asnewlandmarksareobserved,thestatevectorisexpanded
toaccommodatetherespectivestates(equation2).
x(k)=


(x b)n (k)
L1(k)
L2(k)...
L n (k)


(2)
Initially, eachlandmark L i is codedintheSLAMmap
usingtheInverseDepthParametrization[5], whichrequires
sixparameters(Fig.3):positionofthecameras’opticalcenter
atthemomentoffirstobservation [x ni yni z ni ],azimuth θi and
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elevation φi anglesoftheprojectionraythat passesthrough
theopticalcenterandthelandmark,andfinallytheinverseof
thedistance ρi betweentheoptical centerandthelandmark
intheworld(inversedepth).
L i =[x ni , yni , z ni , θi , φi , ρi ]T (3)
Thestateuncertaintyof thisoverparameterizedrepresen-
tationcanbemodelledbyGaussiandistributions, regardless
tothedistancebetweenthelandmarkandthecamera, there-
forethisisanefficient andaccuratesolutionfor undelayed
initializationof newlandmarks withintheEKF. TheEKF
computationalcomplexitygrowsquadraticallywithrespectto
thestatevector dimension, sowhentheuncertaintyinthe
landmark’slocationrevealsaGaussianbehavior,indicatedby
thelinearityindexintroducedin[13], theconversiontothe
standardCartesianrepresentationisaccomplishedapplyingthe
formulabelow:


L xi
L yi
L zi

=


x ni
yni
z ni

+ 1ρi m(θ i
,φ i ) (4)
being [L xi , L yi , L zi ] theCartesiancoordinatesoftheland-
markand m(θ i ,φ i ) a unitaryvector calculatedfromthe
azimuthandelevationangles:
m(θ i ,φ i )=


−cos(φ i )sin(θ i )
sin(φ i )
cos(φ i )cos(θ i )

 (5)
2) LandmarkInitialization: Fromthesixparametersthat
defineanInverseDepthlandmark, onlytheazimuthandele-
vationanglesneedtobecomputed, sincethecameraposition
isalreadydefinedinthestatevector, andtheinitial inverse
depthconsistsonafixedvaluedefinedinadvance.Tocompute
theangles, thefeatureisfirstprojectedfromtheimagetothe
camerareferenceframe, usingthepinholecameramodel. A
distortionmodel isappliednext tocompensatefor thelens
distortion.Fromthisoperationresultsathree-dimensionalnon-
unitaryvector hc withthesameorientationastheprojection
ray.Thevectorexpressedinthenavigationframeisgivenby:
hn =C nb C bc hc (6)
where C nb and C bc aretherotationsmatricesfromthebody
frametothenavigationframeandfromthecameraframeto
thebodyframe, respectively.
From hn ,theorientationanglescanbefinallycomputedas
follows:
θi
φi =
arctan( −hnx , hnz )
arctan hny , (h nx )2 +(h nz )2
(7)
3) LandmarkPredictionandOutliers Rejection: At the
updatestepoftheExtendedKalmanFilterthepositionofthe
featuresobservedintheimageiscomparedtotheexpected
projectionofthemaplandmarksintheimage.Theprojection
Fig. 3:ReferenceframesandInverseDepthParametrization
ofalandmarkinthemaptotheimagestartswiththeprojection
fromthenavigationframetothecameraframe:
hc =C cbC bn

 ρi




x ni
yni
z ni

− (x b)n − C nb (x c )b

 +m(θ i ,φ i )


(8)
Thedistortionmodelisthenappliedto hc ,followedbythe
pinholemodel, todeterminetheprojectionintheimage.
Finally, wrongfeaturematchesarerejectedthroughthe1-
Point RANSACalgorithm[6], that takes intoaccount the
prior probabilisticdistributions maintainedbytheEKFto
reducedtheminimal samplesizetoonlyonefeaturematch,
significantlyreducingthecomputationalcomplexityassociated
withthestandardRANSACalgorithm.
4) InertialBasedStatePrediction:Toavoidthescalefactor
ambiguity,themainlimitationofmonocularSLAMcausedby
theabsenceofmetricinformation,inertialmeasurementsfrom
alowcostIMUareinjectedintheEKFpredictionstep.Since
themaplandmarksarestatic, onlytheplatformlocalization
states aresubjectedtothemotionmodel, that consists on
theinertial mechanizationinthelocal level referenceframe,
respectingthefollowingequations:


x n (k)
Θn (k)
vn (k)

=


x n (k − 1)+v n (k)∆t
Θn (k − 1)+E nb wb(k)∆t
vn (k − 1)+ C nb ab(k)+g n ∆t

 (9)
wheretheIMUinputsareidentifiedby ab and wb,respectively
thelinear accelerationsandangular velocities, measuredin
thebodyreferenceframe. C nb isthedirectioncosinematrix
obtainedfromtheplatformorientationand E nb isa3by3
matrixthatconvertstheangularvelocitiesintotheEulerangles
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rateofchange:
E nb =


1 sin(φ)tan(θ) cos(φ)tan(θ)
0 cos(φ) −sin(φ)
0 sin(φ)sec(θ) cos(φ)sec(θ)

 (10)
B. ModellingAlgorithm
Thethree-dimensional model isconstructedbyplacingall
gallerycross-sections,takenbytheverticallaserrangefinder,
intoacommoncoordinatesystem.
First, laserrangefinderscans, initiallyexpressedinpolar
coordinates, areconvertedtotheCartesiancoordinatesystem
withoriginmatchingthecenter of thelaser rangefinder.
Next,specificpositionandorientationofeachscanisderived
fromthetwoclosest localizationpointsintime. Giventhe
calibrationparameters that describethespatial relationship
betweensensors, andusingthecalculatedscanlocalization,
all vertical cross-sectionsaretransformedtothelocal level
frameaccordingtotheformulabelow:
P n =C nb C bc C cl P l − (x l )c − (x c)b − (x b)n (11)
where P n isthefinalpointinthelocallevelframe,whereas P l
referstotheoriginalpointinthesensorCartesiansystem.The
rotationmatrices C bc and C cl establishtherotationfromcamera
tobodyandlaser tobodyreference frames, respectively.
Whereas (x c )b definethecamerapositioninthebodyframe
and (x l )c thelaserpositionwithrespecttothecameraframe.
Finally C nb and (x b)n enclosetherigidbodytransformation
fromthebodytothelocallevelreferenceframe.
Afterapplyingformula(11)toallpointsofallscans,apoint
cloudmodelisachieved(seeFig.4).Usually,theinterpretation
ofpointcloudsisnoteasyduetolackofsurfaces.Toimprove
thescene’sperception, original surfacesarereconstructedby
convertingthepoint cloudintoatriangularmesh, usingthe
BallPivotingAlgorithm(BPA)[10].ThroughBPA,arealistic
worldrepresentationcanbeattainedwithout datalosses(see
Fig. 4).
Fig. 5:Sensorplatformusedfordataacquisition
Toreducethenoiseandproducesmoothersurfaces,aLapla-
cianfilterisappliedtothewholetriangularmesh, computing
anewpositionforeachvertexaccordingtolocalinformation
givenbyadjacentpoints.
Boththepoint cloudmodel andthetriangular meshare
codedintheVRMLformattobedisplayedinavirtualreality
application.
III. DATASET ACQUISITION
Solvingthelocalizationandmodellingproblemsdemands
previous acquisitionof avarietyof measurements. Tothis
purposedifferenttypesofsensorswhereassembledinarigid
platform(seeFig. 5), whichinturnismountedontopofa
car.
Thevertical cross-sectionsaretakenbythevertical laser
rangefinder(SICKLMS-200)at 75Hzwithanangularres-
olutionof 1◦ . Therearetwopointing-forwardcameras(JAI
CB-080GE), arrangedinastereoscopicconfiguration, witha
resolutionof 1032(h)x778(v) andcontrolledbyanexternal
triggerataframerateof7fps.Onlytheimagesfromtheleft
cameraareusedinourSLAMsystem.
Fig. 4: Three-dimensional modelsof aroadtunnel: point cloud(left) andtriangular meshproducedbytheBall Pivoting
Algorithm(right).
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Fig. 6: Preparationforthedataacquisitionexperiment inthe
tunnelarea
Fig. 7: Imageinstabilityasconsequenceoftheillumination
variationsalongthetunnel.
ThelowcostIMU(MicroStrain3DM-GX1), placedabove
the left camera, gives the linear accelerationandangular
velocitymeasurementsusedintheEKFpredictionstep, at
afrequencyof100Hz.
Groundtruthwitha400HzrateisobtainedbytheINS/GPS
system(iMARiNAV-FMS-E) placedinthe center of the
platform.ThissystemprovidesrawinertialdataandGPSmea-
surementsacquiredoutsidethegallery,thatarepost-processed
ina commercial software (Waypoint Inertial Explorer) to
produceanaccuratetrajectoryestimation. Thistrajectoryis
onlyusedasgroundtruthtoevaluatetheSLAMperformance.
All systemreferenceclocksaresynchronizedwithrespect
toGPSclock, toassureaconsistenttimebase.
Fig. 8: Three-dimensional representationof thetrajectories
computedbythefollowingmethods: SLAMfusinginertial
andvisualdata(redline), inertialmechanization(blackline),
monocularSLAM(lightblueline)andgroundtruth(darkblue
line)
The data acquisitionexperiment tookplace ona road
tunnelwithapproximately140meterslocatedatVilardeLuz
–Porto(seeFig. 6). Toensuretheacquisitionof equally
spacedcross-sectionsofthetunnel walls, thevehiclemoved
at anearlyconstant velocityof 35Km/h. All datawere
correctlylogged.Howevertheimagesreflectthehugelighting
variationsbetweentheinteriorandexteriorofthetunnel,asa
consequenceofusingfixedgainandnonHDR(HighDynamic
Range)cameras(seeFig. 7).
IV. RESULTS
Anaccuratelocalizationestimateis crucial toobtaina
reliablemodel reproducingthereal gallerycharacteristics.
Sincethegroundtruthisveryclosetotherealtrajectory, we
wereabletodeterminetheerrorassociatedwithourestimated
localization. Furthermore, torealizethebenefits of fusing
inertialandvisualmeasurements, bothinertialnavigationand
MonoSLAMapproacheswereimplemented, andtheresults
arecomparedwiththeonesachievedbyourapproach.
Thetrajectoriescomputedbythesemethodsareoutlined
inFig. 8. AlthoughthepathcalculatedbyMonoSLAMap-
parentlyoverlapsthegroundtruth, thisapproachshowsthe
worst results duetothescaleambiguity, accumulatingan
error of 11.7meters. Asexpected, inertial navigationdrifts
withtimeduetoerror integration, resultinginatotal drift
of 8.7meters. Our approachproduces the smallest error,
showingthe advantage of inertial andvisual data fusion,
withamaximumvalueof1.29metersandanerrorof0.95
metersat thefinal position, equivalent to0.7%of thetotal
displacement. Theinsertionof inertial measurementsinthe
MonoSLAMmechanismsuccessfullypreventsthescalefactor
ambiguity, whereasvisualdatacontributestotheinertialdrift
compensation,particularlytotheorientationstatescorrection.
Fig.9:Positionerrorsproducedbyeachlocalizationstrategy:
SLAMfusinginertial andvisual data(blue line), inertial
mechanization(greenline)andmonocularSLAM(redline)
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It canbeseeninFig. 9that, at someinstants, theiner-
tial MonoSLAMpositionerrorsmomentarilyincrease. This
behaviorcoincideswithaconsiderablenumberoflandmarks
beingconvertedfromthe inverse depthtothe Cartesian
representation.Asdocumentedin[13],theconversioninduces
errorsinlandmarkstates, thatarepropagatedtothelocaliza-
tionstates. Nevertheless, inthemomentsafter isvisiblean
error attenuation, whichindicatestheabilityof theSLAM
mechanismtofilterthisperturbation.Thealeatoryoscillations
exhibitedintheinertial MonoSLAMpositionerrorarechar-
acteristicofarandomwalksituation.
Thepoint cloudmodel inFig. 4wasbuiltusingthelocal-
izationestimates. Aspreviouslymentioned, thepoint cloud
modelscanbecomereallyhardtounderstand, dependingon
theviewpoint andscale. Inorder toreachamoreexplicit
andrealisticrepresentation, atriangularmeshisconstructed
fromthepoint cloudwithout datalosses, throughtheBall
PivotingAlgorithm. Inthefinal stepthesurfacesarefiltered
byaLaplaciansmoother(Fig. 10).
V. CONCLUSION
Thedevelopment of amobilemodellingsystemfor large
scaleundergroundenvironments raises somedifficult chal-
lenges, especiallywhendealingwithmonotonousgeometry.
Basedoninertial andvisual datawehaveimplementeda
localizationmethodthat doesnot dependonthegeometric
propertiesoftheenvironment, thusit isspecificallysuitedto
operateinsidesmoothshapegalleriesliketraffictunnels.
Throughlocalizationresultsthebenefit of fusinginertial
data withinthe MonoSLAMstrategybecame evident. In
themost aggressiveconfiguration, withapointingforward
camera, forwardmotionandlargeilluminationvariance, our
localizationestimatereachedanerror of 0.95%of thetotal
displacement, whichconstitutes aquiteimpressiveaccom-
plishmentgiventhelowcostsensorsused.
Despitethepoorimagequality, reliablevisualfeaturesand
descriptorswhereextractedbytheSIFTalgorithm,exploiting
thealgorithm’s immunitytorotationscaleandlinear illu-
minationvariations, enablingrobust frame-to-framefeature
matching.
Fig. 10:TriangularmeshmodelafterLaplacianfiltering.
Inthefuture, localizationaccuracycouldbeimprovedby
addingother typesof information, for instance, laser range
findermeasurementstoprovideabetterapproximationofthe
landmarksinitial depth. Astereovisionsystemwill alsobe
implementedtoenableinstantcomputationofcloselandmark
coordinates.Theuseofcameraswithlargerfieldofviewwill
alsobebeneficial,enablingtheobservationoflandmarkswith
highparallaxandhencelowdepthuncertainty.
Inordertoenhancethemodels’realism,themeshtriangles
willbefilledwithtexturecapturedbythecameras.
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