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Введение 
В теории управления динамическими системами большое внимание уделяется проблеме по-
строения или оценивания множеств возможных фазовых состояний управляемых динамических 
систем в различные моменты времени. Эти множества, называемые областями достижимости [1–4], 
играют важную роль при решении задач управления, наблюдения и прогнозирования. Точное или 
приближенное построение области достижимости нелинейной дифференциальной управляемой 
динамической системы позволяет оценить все ее допустимые фазовые состояния для заданного 
момента времени и существенно упрощает решение, например, задач оптимизации гарантиро-
ванного (минимаксного) результата наблюдения или управления [см., например, 1–7]. При этом 
практическое построение областей достижимости нелинейных дифференциальных управляемых 
динамических систем большой размерности представляет собой весьма сложную задачу, поэтому 
особого внимания заслуживают эффективные методы их аппроксимации другими системами.  
В данной статье авторами предлагается методика аппроксимации областей достижимости исход-
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Рассматривается задача построения и аппроксимации областей достижимости нелиней-
ной дифференциальной управляемой динамической системы. В качестве объекта исследова-
ния в работе рассматривается класс систем, динамика которых описывается с помощью век-
торных нелинейных дифференциальных уравнений. В первой части работы производится по-
следовательное преобразование исследуемой динамической системы, включающее в себя ли-
неаризацию ее относительно наперед заданной опорной фазовой траектории и последующая 
дискретизация полученного в процессе линеаризации результата. Таким образом, исходной 
нелинейной модели объекта ставится в соответствие ее некоторая линейная дискретная ап-
проксимация. В работе предполагается, что в силу естественных причин фазовый вектор рас-
сматриваемой динамической системы и управляющий параметр стеснены геометрическими 
ограничениями, которые имеют вид выпуклых, замкнутых и ограниченных многогранников с 
конечным числом вершин. Построение областей достижимости производится с помощью обще-
го рекуррентного алгебраического метода и его модификации. В заключительной части работы 
эффективность данного алгоритма демонстрируется на примере модели, описывающей динами-
ку относительного движения двух космических аппаратов (система уравнений Клохесси –
Уилтшира) и модели, описывающей взаимодействие двух видов типа «хищник – жертва» 
(модель Лотки – Вольтерры). Для каждого из проведенных экспериментов приведены резуль-
таты компьютерного моделирования и сравнительный анализ точности полученной аппрок-
симации областей достижимости для конкретных нелинейных дифференциальных управляе-
мых динамических систем с помощью областей достижимости соответствующих линейных 
дискретных управляемых динамических систем, которые были вычислены с помощью общего 
рекуррентного алгебраического метода построения областей достижимости и его модификации. 
Ключевые слова: дифференциальные нелинейные управляемые динамические системы, 
аппроксимация областей достижимости, выпуклые многогранники, линейное математиче-
ское программирование, симплекс-метод. 
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ной нелинейной дифференциальной управляемой динамической системы с помощью построения 
точной области достижимости соответствующей линейной дискретной управляемой динамиче-
ской системы, сформированной путем линеаризации вдоль опорной траектории исходной нели-
нейной системы, на основе модификации общего рекуррентного алгебраического метода, под-
робно изложенного в работах [4, 8]. В данной работе предлагается вариант модификации общего 
рекуррентного алгебраического метода, который позволяет существенно сократить время вычис-
лительного процесса, затрачиваемого на построение точных и аппроксимирующих областей дос-
тижимости линейных дискретных управляемых динамических систем. Полученные в данной ста-
тье результаты основываются на работах [4, 8–10] и могут быть использованы при компьютер-
ном моделировании реальных динамических процессов, а также при разработке и создании сис-
тем оптимизации результатов управления и поддержки принятия управленческих решений для 
важных прикладных задач в технических, экономических, научных и др. системах. 
 
1. Постановка задачи 
Рассматривается класс объектов, динамика которых описывается системой нелинейных 
дифференциальных уравнений следующего вида 
( ) ( , ( ), ( ))x t f t x t u t , [0, ]ft T ,                  (1) 
где ( )x t  – фазовый вектор объекта в момент времени t, ( ) nx t   (здесь и далее n  – евклидово 
пространство вектор-столбцов); ( )u t  – вектор управляющего воздействия (вектор управления) в 
момент времени t, ( ) pu t  ; ( , ( ), ( ))f t x t u t  – заданная нелинейная функция, непрерывно диффе-
ренцируемая для всех (0, )ft T  по ( )x t  и ( )u t . 
Поскольку построение областей достижимости для нелинейных дифференциальных управ-
ляемых динамических систем вида (1) представляет собой достаточно сложную вычислительную 
задачу, появляется необходимость в проведении дополнительных операций, которые позволяют 
преобразовать исходную нелинейную систему (1) к линейному виду, на основе осуществления 
процесса ее линеаризации относительно заданной опорной траектории этой системы [1, 9]. Такой 
процесс линеаризации нелинейной дифференциальной управляемой динамической системы вида 
(1) является хорошо изученным в литературе (см., например, [1, 9]). Поэтому в данной работе мы 
опускаем вопросы линеаризации, т. е. изначально предполагаем, что исходной нелинейной диф-
ференциальной управляемой динамической системе вида (1) уже поставлена в соответствие ее 
некоторая линейная аппроксимация, например, с помощью процедур из [1, 9]. 
Линеаризованную модель, соответствующую системе (1), можно представить в виде системы 
линейных обыкновенных дифференциальных уравнений в векторно-матричной форме Коши: 
( ) ( ) ( ) ( ) ( ), [0 ],, fx t A t x t B t u t t T                    (2) 
где ( )A t  – матрица состояния системы, ( ) n nA t  ; ( )B t  – матрица управления, ( ) n pB t  , 
0(0)
nx x   . 
Следующим важным этапом преобразования исходной нелинейной дифференциальной 
управляемой динамической системы вида (1) является переход от ее дифференциальной линей-
ной аппроксимации вида (2) к линейной дискретной многошаговой модели аналогично, напри-
мер, методикам, изложенным в работе [1]. 
Тогда в качестве модели объекта будем рассматривать не исходную нелинейную дифферен-
циальную управляемую динамическую систему (1), а соответствующую ей линейную дискрет-
ную управляемую многошаговую аппроксимацию, которая на заданном целочисленном проме-
жутке времени 0,T  имеет следующий вид: 
( ) ( ) ( ) () ),( 1 A t x t B t tx ut    0, 1,t T                  (3) 
здесь и далее предполагается, что 0, 1t T   : det( ( )) 0A t  , T   и [ ]fT T  (   – множество 
всех натуральных чисел). 
В дальнейшем предполагается, что выполняются нижеследующие условия.  
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Условие 1. Начальный фазовый вектор динамических систем (1)–(3) удовлетворяет заданно-
му геометрическому ограничению, которое имеет вид выпуклого, замкнутого и ограниченного 
многогранника с конечным числом вершин: 
0 )(0) (0
nx x  X  .                    (4) 
Условие 2. Фазовый вектор динамических систем (1)–(3) удовлетворяет заданному геометри-
ческому ограничению, имеющему вид выпуклого, замкнутого и ограниченного многогранника с 
конечным числом вершин: 
(( )) nx t t X  .                     (5) 
Условие 3. Вектор управления динамических систем (1) и (3) удовлетворяет заданному гео-
метрическому ограничению, которое имеет вид выпуклого, замкнутого и ограниченного много-
гранника с конечным числом вершин: 
)( ,) ( 0 1pt Tu tt     P  .                   (6) 
Тогда содержательно рассматриваемая в работе задача может быть сформулирована сле-
дующим образом. 
Для рассматриваемой на заданном целочисленном промежутке времени 0,T  линейной дис-
кретной управляемой динамической системы (3)–(6) требуется для любого целочисленного мо-
мента времени 1,T  вычислить множество всех возможных (допустимых) фазовых состояний 
системы ( )x  , которые являются финальными состояниями фазовых траекторий системы, соот-
ветствующих всем парам  0 , ( )x u  ,   0, 1( ) ( ) tu u t     , 0, 1: ( ) ( )t u t t   P , т. е. описать ее 
область достижимости на момент времени  . 
Аналогично [4, 8] введем строгое определение понятия области достижимости для линейной 
дискретной управляемой динамической системы (3)–(6). 
Определение 1. Областью достижимости фазовых состояний линейной дискретной управ-
ляемой динамической системы (3)–(6) на момент времени 1,T  ( T  ), соответствующей 
паре  ( ) 0, 1,
n
X T     2  (здесь и далее символом Y2  обозначается множество всех подмно-
жеств множества Y), называется множество 
  

, ( ); ( ) ( ) ( 1)
, 1, (
| , ( 1
) ( ), ( ) ( )
) ( ) ( ) ( ) ( ,
.













         (7) 
В силу линейности уравнения (3), описывающего динамику рассматриваемого объекта, осо-
бенностей геометрических ограничений (4)–(6) и конечности рассматриваемого целочисленного 
промежутка времени 1,T , область достижимости  0, (0);G X  представляет собой выпуклый, 
замкнутый и ограниченный многогранник в n  с конечным числом вершин для любого момента 
времени 1,T  [4, 8]. Кроме того, для такой области достижимости имеет место важное полу-
групповое свойство [4, 8] вида 
   0, (0); 1 , ( ); 1 , 1, 1,t t X t t t T    G X G                (8) 
где  ( ) 0, (0);X t tG X  – область достижимости системы (3)–(6), соответствующая моменту вре-
мени t. 
 
2. Общий рекуррентный алгебраический метод построения области достижимости 
На основе полугруппового свойства областей достижимости (8), свойств систем линейных 
алгебраических уравнений и неравенств, а также возможностей симплекс-метода для решения 
задач линейного математического программирования (ЛМП) и использования преобразования 
описания многогранников с помощью соответствующих систем линейных алгебраических нера-
венств в их описание с помощью конечного числа вершин и наоборот в работах [4, 8] был разра-
ботан эффективный общий рекуррентный алгебраический метод построения областей достижи-
мости для линейных дискретных управляемых динамических систем вида (3), суть которого со-
стоит в следующем.  
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Опираясь на свойство (8), задача построения области достижимости  0, (0);TG X  управляе-
мой динамической системы (3)–(6) на заданном промежутке времени 0,T  может быть сведена к 
реализации построения рекуррентной последовательности одношаговых областей достижимости: 
 , ( ); 1 , 0, 1.t X t t t T  G  
Поскольку область достижимости  ( 1) 0, (0); 1X t t  G X  – выпуклый, замкнутый и огра-
ниченный многогранник с конечным числом вершин для всех 0, 1t T  , то любая его точка 
( 1) ( 1)x t X t    может быть представлена как выпуклая комбинация его вершин [4, 9–12]: 
( )
1 1





x t X t x t tx
 
            
где ( ) ( 1)vix t   – i-я вершина многогранника ( 1)X t  , 
( ) ( 1) , 1,v nix t i m   . 
В таком случае при построении множеств достижимости ( 1)X t  , 0, 1t T   удобно вос-
пользоваться вершинным описанием (V-Rep) многогранников [4, 8], т. е. в виде  
 ( 1) conv ( 1)nX t X t  Γ ,                   (9) 
где  ( 1)n X t Γ  – множество всех вершин многогранника ( 1) nX t    ,  ( 1)n X t  Γ  
 ( ) 1,( 1)vi i mx t   ; conv Y  – выпуклая оболочка множества Y. 
Кроме вершинного описания многогранников для построения областей достижимости 
( 1)X t   будем также использовать их фасетное описание (H-Rep) [4, 9–12], то есть как решение 
системы из k  линейных алгебраических неравенств 
 ( 1) ( 1) | ( 1) , ,n kk nX t x t Hx t H bb         .           (10) 
Фасетное описание (10) областей достижимости ( 1) ( , (0); 1)X t t t  G X  используется для 
реализации нахождения пересечения двух множеств. Описания (9) и (10) называются двойным 
описанием многогранной области достижимости, которое подробно исследовано в работах [8, 11, 
13]. Операции формирования двойственного описания области достижимости V-Rep↔H-Rep и  
H-Rep↔V-Rep реализуются в данной статье с помощью метода двойного описания, который вве-
ден в работах [4, 8, 12, 13]. 
Далее в виде псевдокода опишем общий рекуррентный алгебраический метод построения 
областей достижимости [4, 8] применительно к динамической системе (3)–(6) на всем рассматри-
ваемом промежутке времени 0,T .  
 
Инициализация: сформировать множество   0(0) { }n X xΓ . 
for each t from 0 to T – 1 begin 
1. Сформировать множество  ( )p tΓ P  вершин многогранника ( )tP . 
2. Вычислить следующие конечные множества, характеризующие свободное и вынужденное 
движения системы (3)–(6): 
  ˆ ˆ( 1) ( 1) | ( 1) ( ) (ˆ (, ( )) )nx nt y t y t AX X tt x t x t     Γ , 
  ˆ ˆ( 1) ( 1) | ( 1) ( ) ( ( )), (ˆ )nu pt z t z t B t u t tX tu     Γ P , 


ˆ ˆ ˆ( 1) ( 1) | ( 1) ( 1),ˆ





t x t y t z t
y t t z t X t
     





Отметим, что здесь множество ˆ ( 1)X t   содержит как граничные, так и внутренние точки, 
т. е.  ˆ ˆ( 1) ( 1)nX t X t  Γ . 
3. Найти множество ( 1)X t   всех вершин множества ˆ ( 1)X t  : 
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   ( ) 1,ˆ ( 1) ( 1( 1) )vi in mX X t x tt     Γ . 
4. Сформировать фасетное описание множества ( 1)X t  : (V-Rep↔H-Rep). 
5. Найти пересечение множества ( 1)X t   с множеством фазовых ограничений ( 1)t X , то 
есть вычислить следующее множество: 
( 1) ( 1) ( 1)X t X t t   X  . 
6. Сформировать вершинное описание множества ( 1)X t  : (H-Rep↔V-Rep). 
end 
 
Поиск множества всех вершин области достижимости производится с помощью решения ря-
да задач ЛМП с использованием модифицированного симплекс-метода. Постановка этой задачи 
и алгоритм ее решения подробно изложены в работах [4, 8, 14]. 
С точки зрения вычислительной сложности, быстродействие общего рекуррентного алгеб-
раического метода построения областей достижимости напрямую зависит от подхода к решению 
задач ЛМП. Поскольку симплекс-метод не является полиномиальным алгоритмом относительно 
объема входной информации, авторами была разработана модификация общего рекуррентного 
алгебраического метода построения областей достижимости, направленная на сокращение раз-
мера симплекс-таблиц в решаемых задачах ЛМП [9]. Кроме того, очевидно, что количество 
вершин финальной области достижимости зависит от длины целочисленного промежутка вре-
мени 0,T . Поэтому второе направление предлагаемой модификации общего рекуррентного ал-
гебраического метода построения областей достижимости линейной дискретной динамической 
системы (3)–(6) использует методику аппроксимации промежуточных вспомогательных мно-
жеств, изложенный в работах [10]. 
Далее в виде псевдокода опишем алгоритм для поиска множества всех вершин области дос-
тижимости линейной дискретной динамической системы (3)–(6). 
 
Входная информация: множество ( 1)X t  , содержащее m  точек в пространстве n . 
Выходная информация: Описание области достижимости ( 1) ( , (0); 1)X t t t  G X  в виде 
множества всех ее вершин  ( 1)n X t Γ  и выпуклой оболочки этого множества. 
1. Сортировать все точки множества ( 1)X t   относительно удаленности их от центра наи-
меньшего многомерного параллелепипеда Π , содержащего множество ( 1)X t  , сформировав 
таким образом множество сорт ( 1)X t  . 
2. Взять первые (n+1) наиболее отдаленных от центра параллелепипеда Π  точек множества 
сорт ( 1)X t   и сформировать множество точек претендентов 
 пр сорт 1, 1( 1) ( 1)i i nX t x t      . 
3. Аналогично [2–4], на основании решения соответствующих задач ЛМП, сформировать 
множество всех вершин выпуклой многогранной оболочки множества пр ( 1)X t   путем реализа-
ции следующего алгоритма: 
for each i from n+2 to m  begin 
Проверить принадлежит ли точка сорт ( 1)ix t   крайней опорной гиперплоскости многогран-
ника прco ( 1nv )X t  . Если это условие выполняется, то эта точка помещается в множество точек 




Как только в множестве сорт ( 1)X t   не останется элементов, то уточненное множество 
пр ( 1)X t   описывается массивом 
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 пр сортуточ 1,( 1) ( 1)i i kX t x t     ,  
где ( ) ( )k k n   . 
4. Используя комбинацию алгоритмов из [2–4, 6, 7] сформировать множество всех вершин 
многогранника пруточconv ( 1)X t  , т. е. вычислить множество 
      пр сортуточ 1,conv ( 1) ( 1) ( 1)n i ni sX t x t X t    Γ Γ  , 
где ( ) ( )s s k   . 
5. Сформировать искомое множество  ( 1) conv ( ( , ( 1) 0); )1nX t X t tt    G XΓ .  
Отметим, что в этом алгоритме для нахождения множества всех вершин  ( 1)n X t Γ  требу-
ется решить большее число задач ЛМП значительно меньшего размера, чем при использовании 
алгоритма, основанного на общем рекуррентном алгебраическом методе [4, 8], что в целом при-
водит к более высокой производительности вычислительного процесса при построении области 
достижимости ( 1)X t  , а следовательно, и искомой области достижимости (0, (0); )TG X . 
 
3. Модельные примеры 
В данном разделе работы демонстрируется эффективность изложенных выше общего рекур-
рентного алгебраического метода построения областей достижимости линейных дискретных ди-
намических систем и его модификаций на модельных примерах. Алгоритмы предложенного ме-
тода и его модификации реализованы в программной среде MATLAB R2014a.  
Пример 1. Модель сближения двух космических аппаратов 
Рассмотрим модель движения двух материальных точек в центральном поле тяготения Земли 
[14–17]. Предполагается, что один из объектов имеет пассивно гравирующий характер движения, в то 
время как другой может корректировать свою динамику за счёт создания управляющего ускорения. 

















 п п п
r r a ,                   (12) 
где r – радиус-вектор, соединяющий материальную точку (центр масс) с центром масс притяги-
вающего тела (здесь и далее нижний индекс ц обозначает цель, а п – преследователя); μ – грави-
тационный параметр Земли, равный произведению гравитационной постоянной на массу Земли; 
a – вектор ускорения, развиваемого двигательной установкой. 
Произведем редуцирование пространства состояния и перейдем к рассмотрению относитель-













r rr r a  
Для удобства дальнейшей записи введем в рассмотрение вектор относительной дальности 
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 
 цп п
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          
 
 ц ц пD r r D a             (15) 
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Полученная система(15) является системой точных дифференциальных уравнений движения 
активного аппарата относительно пассивного в орбитальной системе координат (ОСК), которая 
движется вместе с пассивным аппаратом по круговой орбите в инерциальном пространстве с не-
которой угловой скоростью ωц. В этом случае переход от абсолютных производных вектора 
дальности к относительным производным можно осуществить с помощью уравнения 
 
2 2
ц ц ц ц2 2 2
d d d
dtdt dt
       D D ω D ω ω D ω D .           (16) 
Тогда уравнение (16) можно переписать в виде 




ц ц ц ц2 2 2
ц ц
2 1 2 .




              

   

ц ц пD ω D ω ω D ω D r r D a  
Полученное уравнение является нелинейным, что затрудняет его практическое использова-
ние. Вместе с тем нетрудно заметить, что для случая ближнего наведения ц/ 1D r   можно вы-
полнить следующее разложение в ряд: 
3 222 2
ц ц ц
2 2 2 2
цц ц ц ц
3 151 2 1 3 ,
2 2
r D r D DrD D
rr r r r

    
                  
  
и ограничившись лишь несколькими членами этого разложения, получим систему дифференци-
альных уравнений, которую в проекциях на оси ОСК в случае круговой орбиты можно предста-

































                 (17) 
где x, y, z – проекции вектора относительной дальности преследователя в ОСК, связанной с це-
лью; ωц – угловая скорость вращения цели вокруг Земли; ax, ay, az – проекции ускорения, разви-
ваемого двигательной установкой на оси ОСК. 
Полученная система дифференциальных уравнений при соответствующих преобразованиях 
может быть записана в компактном векторно-матричном виде: 
( ) ( ) ( ) ( ) ( ), [0 ],, fx t A t x t B t u t t T    
где ( )A t  – матрица состояния системы, 6 6( )A t  ; ( )B t  – матрица управления, 6 3( )B t  , 
3( )u t  P  . 
Данной линейной дифференциальной управляемой динамической системе ставится в соот-
ветствие ее дискретная аппроксимация, которую можно записать в форме следующего рекур-
рентного соотношения: 
( 1) ( ) ( ) ( ) ( ),x t A t x t B t u t    0, 1,t T   
где матрицы ( )A t  и ( )B t  при угловой скорости 3 1цω 10 рад
  , ускорении, развиваемом двига-
тельной установкой преследователя 0,1 м/сx y za a a   , и шаге дискретизации 0 10 сT   будут 
иметь следующий вид:  
1 0 0 10 0,112 0
0 1 0 0,112 10 0
0 0 1 0 0 10
,
0 0 0 1 0,022 0
0 0 0 0,022 1 0
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Предполагается, что управляющее воздействие ( )u t  принимает свои значения из заданного 
множества ( ) { | ( )( ) , {1,2,3}1 },it u it u t  P  0, 1t T   .  
Считается, что радиус-вектор цели равен: 6ц 42,24 10 мr   . 
Сечения по времени области достижимости нелинейной системы и ее линейной дискретной 
аппроксимации, полученной с помощью предлагаемой модификации общего рекуррентного ал-
гебраического метода [2–4], иллюстрируются на рис. 1. 
 
 
Рис. 1. Аппроксимация области достижимости нелинейной дифференциальной  
и линейной дискретной систем (Пример 1) 
 
Пример 2. Модель Лотки – Вольтерры. 
В качестве второго примера рассмотрим систему нелинейных дифференциальных уравнений, 
представляющую собой модель взаимодействия двух видов типа «хищник – жертва», названную 
в честь ее авторов «моделью Лотки – Вольтерры»: 
1 1 1 2
1 22 2
( ) ( ) ( ) ( ) ( ),
( ) ( ) ( ) ( ),
t ax t bx t x t eu tx





                (18) 
где 1( )x t  – количество жертв, 1( ) 0x t    0,t T  ; 2( )x t  – количество хищников, 2 ( ) 0x t   
 0,t T  ; a, b, c , d, e – некоторые положительные коэффициенты, отражающие взаимодейст-
вие между видами. 
Проведя линеаризацию данной системы уравнений около стационарной точки  / ; /c d a b , 
 0, : ( ) 0T ut t   получим: 
2
12
1( ) ( ) ( ),
( ) ( ).













Опустив знак  , запишем сформированную линейную модель, соответствующую системе 
(18), в векторно-матричной форме Коши: 
( ) ( ) ( ) ( ) ( ), [0 ],, fx t A t x t B t u t t T    
где ( )A t  – матрица состояния системы, 2 2( )A t  ; ( )B t  – матрица управления, 2 1( )B t  , 
1( )u t  P  . 
Данная управляемая линейная непрерывная динамическая система дискретизируется и при-
водится к векторному линейному дискретному рекуррентному уравнению вида 
( 1) ( ) ( ) ( ) ( ),x t A t x t B t u t    
где 0, 1t T  . 
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Предполагается, что управляющее воздействие ( )u t  принимает свои значения из заданного 
множества ( ) { | ( ) 0,3}) ,(t u tt u P  0, 1t T   .  
В качестве параметров моделирования выбираются: 0,9a  , 0,003b  , 0,8c  , 0,002d  , 
0,85e  , 44T  , 1(0) 410x  , 2 (0) 300x  . 
Сечения по времени аппроксимации области достижимости нелинейной дифференциальной сис-
темы (18) и соответствующей линейной дискретной системы, полученной с помощью предлагаемой 
модификации общего рекуррентного алгебраического метода [4, 8], иллюстрируются на рис. 2. 
В таблице приведены основные параметры (объем многогранника, количество вершин) об-
ласти достижимости 0;(0, )x TG , т. е. множества всех допустимых финальных фазовых состояний 
линейной дискретной системы, вычисленной с помощью общего рекуррентного алгебраического 




Рис. 2. Аппроксимация сечений области достижимости нелинейной  
дифференциальной системы (Пример 2) 
 
Результаты моделирования 





Пример 1 Общий алгоритм 4,38 1058 64
 917 796 
Модифицированный 2,12 1008 64 237 895 
Модель Клохесси – Уилтшира – – 65 813 214 
Пример 2 Общий алгоритм 1,31 48 113,12 Модифицированный 0,8 15 108,03 
Модель Лотки – Вольтерры – – 119,56 
 
Заключение 
В данной работе описывается модификация общего рекуррентного алгебраического метода 
для аппроксимации областей достижимости нелинейных дифференциальных управляемых дина-
мических систем с помощью построения областей достижимости соответствующих линейных 
дискретных управляемых систем. Предложенный алгоритм базируется на общем рекуррентном 
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алгебраическом методе [4, 8] построения областей достижимости линейных дискретных управ-
ляемых систем, относящемся к классу точных методов, дающих описание всех допустимых фа-
зовых состояний линейной дискретной управляемой динамической системы в заданный момент 
времени. В работе также описана модификация общего рекуррентного алгебраического метода, 
основанная на результатах, полученных в работах [9, 10], и направлена на сокращение операций 
и уменьшение времени реализации вычислительного процесса. 
В качестве модельных примеров рассмотрены задача стыковки двух космических аппаратов, 
описываемых системой дифференциальных уравнений Клохесси – Уилтшира и модель Лотки – 
Вольтерры, описывающая процесс взаимодействия двух видов животных типа «хищник – жерт-
ва». Представленные в статье результаты компьютерного моделирования разработанных алго-
ритмов построения областей достижимости продемонстрировали их эффективность. При этом 
применение модификации общего рекуррентного алгебраического метода позволяет заметно со-
кратить время вычислений при моделировании построения областей достижимости для рассмат-
риваемых модельных примеров. 
Программная реализация построения областей достижимости осуществлена в программной 
среде MATLAB R2014a, где были реализованы общий рекуррентный алгебраический метод в ви-
де соответствующих численных алгоритмов построения областей достижимости линейных дис-
кретных управляемых систем и различные версии его модификаций. 
 
Работа выполнена при финансовой поддержке РФФИ (проект № 17-01-00315; проект № 18-01-00544). 
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This paper considers the problem of reachable sets computation and approximation for nonline-
ar differential controlled dynamical system. The object of study is the class of controlled dynamical 
systems described by vector nonlinear differential equations. Firstly, the system under study is se-
quentially transformed using linearization along reference trajectory and discretization of this linea-
rized system. Thus, the initial nonlinear model is associated with its linear discrete-time approxima-
tion. In this paper it is assumed that the state vector of a system and the control action are con-
strained by geometrical sets, i.e. by convex, closed and limited polyhedra with finite number of ver-
tices because of natural causes. The reachable set computation is implemented using general recur-
sion algebraic method and its modification. The final section of the work provides the simulation re-
sults on few examples of relative motion of two spacecrafts (Clochessy-Wiltshire system of equa-
tions) and predator-prey system (Lotka-Volterra model). For each example the computer simulation 
results and comparative analysis of the reachable sets approximation accuracy for a specific nonline-
ar differential dynamical system using the reachable sets of corresponding linear discrete-time dy-
namical systems, which was constructed with the general recursion algebraic method of reachable 
sets computation and its modification. 
Keywords: differential nonlinear controlled dynamical systems, reachable sets approximation, 
convex polyhedra, linear programming, simplex-method. 
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