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Einleitung
Es ist ein wichtiges Forschungsziel in der algebraischen Geometrie und der komplexen Dif-
ferentialgeometrie, die Geometrie des Modulraums Mg der Kurven vom Geschlecht g zu
verstehen. Ein Ansatz ist es, algebraische Kurven dieses Modulraums, die das Bild einer
Teichmu¨llerkreisscheibe sind, zu untersuchen. Eine spezielle Klasse dieser Teichmu¨llerkur-
ven stellen die Origamikurven dar. Ein Origami (oft auch “square tiled surface“ genannt)
ist eine topologische Fla¨che vom Geschlecht g, die entsteht, indem man endlich viele Ein-
heitsquadrate entlang der Kanten so verklebt, dass die resultierende Fla¨che kompakt und
zusammenha¨ngend ist. Durch die zu solch einer Fla¨che geho¨rende Translationsstruktur -
eine komplexe Struktur, deren U¨bergangsfunktionen Translationen sind - erha¨lt man eine
Riemannsche Fla¨che vom Geschlecht g, also einen Punkt im ModulraumMg. Eine spezielle
Form von Origamis wurde schon von W. Thurston in seiner Arbeit u¨ber die Diffeomor-
phismen von Fla¨chen in [Thu88] definiert, die dann spa¨ter von W. Veech in [Vee89] wieder
aufgenommen wurde.
In der vorliegenden Arbeit wird das Ziel verfolgt, die Verteilung des Geschlechts g, ermittelt
mit Hilfe der Eulerschen Formel χ = E−K+F , der durch ein Origami enstehenden Fla¨che
X, zu berechnen. Die Idee ist hierbei, die Anzahl der Ecken E von X u¨ber die Anzahl der
Bahnen der Operation
φ : 〈στ〉 × ([4]× [n])→ ([4]× [n])
φ((στ)k , (i, j)) = (p˜ik(i), (fk)p˜ik(i)(j))
mit σ und τ ∈ C4 ≀ Sn zu berechnen. Hierfu¨r werden in Kapitel 1 zuna¨chst die grundle-
genden Begriffe zu Origamis und zum Kranzproduktes (bezeichnet mit ≀) eingefu¨hrt. Die
Wahrscheinlichkeit wird mit Hilfe der Formel
P (#Bahnen = k) =
∑
pi:pi′ hat k Zykel
P (στ = pi) =
1
|C4 ≀ Sn|
∑
D
χD(σ)χD(τ)χD(pi)
χD(1)
berechnet, wobei pi = (p˜i;pi1, pi2, pi3, pi4) ∈ Cu ≀ Sn, pi′ = pi1 ◦ pi2 ◦ pi3 ◦ pi4 und die Summe
u¨ber alle irreduziblen Darstellungen D von C4 ≀Sn la¨uft. Die dafu¨r no¨tigen Kenntnisse der
1
Darstellungstheorie werden in Kapitel 2 behandelt. In Kapitel 3 wird die Idee und die vor-
angegangene Theorie zusammengefu¨hrt, um die Verteilung des Geschlechts zu berechnen.
Kapitel 4 soll einen kurzen Einblick geben, womit sich die Forschung rund um Origamis
gerade bescha¨ftigt.
An dieser Stelle mo¨chte ich mich bei all denen bedanken, die mir bei der Abfassung die-
ser Arbeit geholfen haben. Mein besonderer Dank gilt dabei Herrn apl. Prof. Dr. Jan-
Christoph Schlage-Puchta, der mich an ein reizvolles Teilgebiet der Mathematik heran-
gefu¨hrt hat. Zu großem Dank bin ich auch der Arbeitsgruppe Origamis in Karlsruhe
verpflichtet, die mir die Mo¨glichkeit gab, u¨ber mein Diplomarbeitsthema auf ihrem Weih-
nachtsworkshop zur (algebraischen) Geometrie und Zahlentheorie vorzutragen.
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Kapitel 1
Einfu¨hrung
1.1 Origamis
Origamis lassen sich auf verschiedene Weisen beschreiben, am anschaulichsten ist jedoch
die folgende Definition.
Definition 1.1.1
Ein Origami erha¨lt man durch die Verklebung endlich vieler Kopien des euklidischen Ein-
heitsquadrates. Diese Verklebungen richten sich nach den folgenden Regeln:
• Jede rechte Kante wird mit einer linken Kante verklebt.
• Jede obere Kante wird mit einer unteren Kante verklebt.
• Die so entstehende abgeschlossene Fla¨che X ist zusammenha¨ngend.
Die Namensgebung Origami geht zuru¨ck auf Pierre Lochak. In seiner Arbeit [Loc05] ver-
wendet er erstmals den Begriff Origami, um eine Konstruktion W. Thurstons in [Thu88]
und deren Verallgemeinerung durch W. Veech in [Vee89] zu beschreiben. Dabei sei be-
merkt, dass es sich bei diesen mathematischen Objekten keinesfalls um die gleichnamige
japanische Papierfaltkunst handelt.
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Beispiel 1.1.2
a) Das einfachste Beispiel ist ein Origami, welches nur aus einer Kopie des euklidischen
Einheitsquadrates besteht. Denn dafu¨r gibt es genau eine Verklebemo¨glichkeit, die
den obigen Regeln entspricht. Man erha¨lt einen Torus T . Dieses Orgami heißt tri-
viales Origami O0 und hat Geschlecht g=1.
• •
• •
Abb. 1: Das triviale Origami O0. Gegenu¨berliegende Kanten werden verklebt.
b) Das Origami bestehend aus zwei Kopien des euklidischen Einheitsquadrates mit den
in Abbildung 2 angegebenen Verklebungen heißt O1 und hat ebenfalls Geschlecht
g=1.
1 2
• ◦ •
◦ • ◦
a
b
b
a
Abb.2: Das Origami O1. Kanten mit der selben Beschriftung und gegenu¨berliegende
Kanten werden verklebt.
c) Das Origami bestehend aus fu¨nf Kopien des euklidischen Einheitsquadrates mit den
in Abbildung 3 angegebenen Verklebungsvorschriften heißt D. Man erha¨lt in diesem
Fall drei Identifikationsklassen von Ecken. Mit Hilfe der Eulerschen Charakteristik
berechnet man fu¨r die enstandene Fla¨che X das Geschlecht g=2.
1 2 3
4
5
∗ ∗ • ∗
• • ∗ •
◦ ◦
• •
a
b
b
a
Abb.3: Das Origami D. Kanten mit der selben Beschriftung und gegenu¨berliegende Kanten
werden verklebt.
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Weitere Mo¨glichkeiten, Origamis zu beschreiben, findet man in [Sch07]. Dort werden unter
anderem die folgenden Beschreibungen eingefu¨hrt:
• Als U¨berlagerungen des Torus, die ho¨chstens u¨ber einem Punkt verzweigen.
• Als Paare von Permutationen in Sn, die gewisse Bedingungen erfu¨llen.
• Als Untergruppen der freien Gruppe F2 mit endlichem Index.
Fu¨r die vorliegende Arbeit wird vor allem die in Punkt zwei angesprochene Definition
verwendet. Die weiteren werden spa¨ter in Kapitel 4 noch einmal aufgegriffen.
Definition 1.1.3
Ein Origami O bestehend aus n Kopien des euklidischen Einheitsquadrates wird definiert
durch zwei Permuationen σa und σb in Sn, wobei σa und σb induzieren, wie die vertikalen
bzw. horizontalen Kanten verklebt werden.
Bermerkung:
Wa¨hlt man zwei beliebige Permutationen σa und σb ∈ Sn, so zeigt das folgenden Lemma,
dass das Erzeugnis 〈σa, σb〉 der Permutationen transitiv auf n operiert. Diese Vorausset-
zung ist no¨tig, um eine zusammenha¨ngend Fla¨che zu erhalten.
Lemma 1.1.4
Fu¨r n→∞ und σa, σb ∈ Sn operiert 〈σa, σb〉 transitiv.
Beweis: Es gilt, dass zwei beliebig gewa¨hlte Elemente der alternierenden Gruppe An diese
mit Wahrscheinlichkeit → 1 erzeugen, falls n→∞. Dies folgt aus Dixons Vermutung von
1969 und deren Beweis durch Dixon selbst [Dix69], Kantor und Lubotzky [KL90] und
Liebeck und Shalev [LS95]. Weiterhin gilt nach [Wie64], dass An (n− 2)-fach transitiv ist,
das heißt es existiert zu je zwei Folgen a1, ..., an−2 und b1, ..., bn−2 aus {1, 2, ..., n} von je
n−2 verschiedenen Elementen eine Permutation σ ∈ An, so dass σ(a1) = b1, ..., σ(an−2) =
bn−2. Insbesondere ist An, fu¨r n ≥ 3, einfach transitiv, woraus die Aussage des Lemmas
folgt. ✷
Definition 1.1.5
Zwei Origamis O und O′ heißen a¨quivalent, falls die beiden Paare (σa, σb) und (σ′a, σ′b) in Sn
a¨quivalent sind. Das heißt, falls ein s ∈ Sn existiert, so dass σa = sσ′as−1 und σb = sσ′bs−1.
Beispiel 1.1.6
In Beispiel 1.1.2 b) erha¨lt man fu¨r das Origami O1 die Permutationen σa = (12) und
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σb = (12) in S2.
Fu¨r das Origami D in c) erha¨lt man die Permuationen σa = (123) und σb = (145)(23) in
S5. Die anschauliche Bedeutung von σa ist, dass
1. die rechte Kante des ersten Quadrates mit der linken des zweiten Quadrates,
2. die rechte Kante des zweiten Quadrates mit der linken des dritten Quadrates und
3. die rechte Kante des dritten Quadrates mit der linken des ersten Quardrates
identifiziert werden soll.
Der Zykel (145) in σb bedeutet, dass
1. die obere Kante des ersten Quadrates mit der unteren des vierten Quadrates,
2. die obere Kante des vierten Quadrates mit der unteren des fu¨nften Quadrates und
3. die obere Kante des fu¨nften Quadrates mit der unteren des ersten Quardrates
identifiziert werden soll.
Und der Zykel (23) in σb bedeutet, dass
1. die obere Kante des zweiten Quadrates mit der unteren des dritten Quadrates und
2. die obere Kante des dritten Quadrates mit der unteren des zweiten Quadrates
identifiziert werden soll.
1.2 Kranzprodukt
Definition 1.2.1
Sei G eine Gruppe und H eine Permutationsgruppe auf der Menge der Symbole
Ω = {1, ..., n}, so heißt die Menge
{(h; f)|h ∈ H, f : Ω→ G}
zusammen mit der Verknu¨pfungsvorschrift
(h; f)(h′; f ′) := (hh′; ff ′h)
Kranzprodukt H ≀G von H mit G.
Fu¨r f : Ω→ G und h ∈ H ist die Abbildung fh : Ω→ G definiert durch
fh(i) := f(h
−1(i)),∀i ∈ Ω
und fu¨r zwei Abbildungen f, f ′ : Ω→ G ist deren Produkt ff ′ : Ω→ G definiert durch
ff ′(i) := f(i)f ′(i),∀i ∈ Ω.
Sei e : Ω → G die Abbildung mit den Werten e(i) = 1G,∀i ∈ Ω und sei f−1 : Ω → G
definiert durch f−1 := f(i)−1,∀i ∈ Ω, so erha¨lt man fu¨r das Einselement in H ≀G und fu¨r
das Inverse von (h; f):
1H≀G = (1H ; e),
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(h; f)−1 = (h−1; f−1
h−1),
wobei f−1
h−1 := (fh−1)
−1 ist .
Es ist leicht zu zeigen, dass H ≀G eine Gruppe der Ordnung |H ≀G| = |G|n|H| ist.
Notation:
Fu¨r (h; f) ∈ H ≀G kann ebenso die entsprechende Tabellenform (h; f1, . . . , fn) verwendet
werden, wobei fi := f(i) ist.
Lemma 1.2.2
Sei G ∋ g → ( ig(i)) eine Permutationsdarstellung von G auf der Menge der Symbole
Γ = {1, ...,m}, so erha¨lt man durch
(h; f)(i, j) := (h(i); fh(i)(j)),∀(i, j) ∈ Ω× Γ (1.1)
eine Permutationsdarstellung von H ≀G auf Ω× Γ.
Beweis: Es ist einfach zu u¨berpru¨fen, dass
(h; f)((h′; f)(i; j)) = (hh′; ff ′h)(i, j) ∀f, f ′, h, h′, i, j
gilt und aus (h; f)(i, j) = (h; f)(i′, j′) folgt mit Gleichung (1.1)
(h(i); fh(i)(j)) = (h(i
′); fh(i′)(j′)).
Da h eine Permutation ist, folgt i = i′ und man erha¨lt fh(i)(j) = fh(i)(j′), woraus wieder-
um, da fh(j) eine Permutation ist, folgt, dass j = j
′. ✷
Im Folgenden sollen Kranzprodukte der Form Sn ≀G betrachtet werden, wobei G endlich
sein soll.
Definition 1.2.3
Sei (h; f) ∈ Sn ≀G und sei
h =
c(h)∏
ν=1
hν =
c(h)∏
ν=1
(jνh(jν) · · · hlν−1(jν))
die Zykelnotation von h, wobei c(h) die Anzahl der disjunkten zyklischen Faktoren ein-
schließlich der 1-Zykel ist, lν deren La¨nge und jν das kleinste Symbol im zyklischen Faktor
ν. So definiert
gν(h; f) := f(jν)f(h
−1(jν)) · · · f(h−lν+1(jν)) = ffh · · · fhlν−1(jν) (1.2)
das ν-te Zykelprodukt von (h; f).
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Definition 1.2.4
Sei die Permutation h ∈ Sn vom Zykeltyp Th = (a1, . . . , an) = (1a1 , . . . , nan), das heißt
h besitzt ak zyklische Faktoren der La¨nge k, und sei f eine Abbildung von Ω nach G, so
dass (h; f) ∈ Sn ≀G. So gibt es ak zu den ak Zykeln der La¨nge k geho¨rige Zykelprodukte.
Seien C1, . . . , Cs die Konjugationsklassen von G und geho¨ren aik der ak Zykelprodukte zu
Ci, so ist
T (h; f) := (aik) 1≤i≤s
1≤k≤n
der Zykeltyp von (h; f).
Es lassen sich nun die Konjugationsklassen von Sn ≀G beschreiben.
Lemma 1.2.5
Zwei Elemente (h; f) und (h′; f ′) von Sn ≀G sind konjugiert genau dann, wenn
T (h; f) = T (h′; f ′) gilt.
Beweis: siehe [JK81, S.141, Thm 4.2.8]. ✷
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Kapitel 2
Darstellungstheorie
2.1 Darstellungstheorie endlicher Gruppen
Dieses Kapitel soll die fu¨r diese Arbeit relevanten Ergebnisse der Charaktertheorie end-
licher Gruppe vorstellen. Hierzu werden zuna¨chst einige grundlegende Definitionen und
Resultate der Darstellungstheorie angegeben.
Definition 2.1.1
Sei V ein Vektorraum u¨ber einem Ko¨rper K, GL(V ) die Gruppe aller Automorphismen
von V und G sei endliche Gruppe, so ist eine Darstellung von G u¨ber K ein Paar (D,V )
mit DV : G → Gl(V ) Gruppenhomomorphismus. Der Grad der Darstellung ist die Vek-
torraumdimension n.
Notation:
Ist klar, welche Abbildung gemeint ist, wird V meist selbst als Darstellung (oder K-
Darstellung) von G bezeichnet. Fu¨r D(g)(v) schreibt man kurz g.v fu¨r g ∈ G, v ∈ V .
Bemerkung:
Diese Schreibweise macht deutlich, dass man jede Darstellung von G auch als links G-
Modul auffassen kann, da jede Darstellung D von G eine Operation von G auf dem K-
Vekorraum V definiert.
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Bemerkung:
Sei (D,V ) Darstellung von G und H Untergruppe von G, so induziert die auf Elemente
aus H eingeschra¨nkte Darstellung (D,V ) eine Darstellung (D|H , V ) von H.
Beispiel 2.1.2
a) Die triviale Darstellung bildet alle Elemente g ∈ G auf die Identita¨t ab.
b) Sei m die Ordnung von G und sei V ein Vektorraum der Dimension m mit Basis
(et)t∈G. Fu¨r g ∈ G sei Dg die lineare Abbildung von V nach V , welche et nach egt
abbildet. Die Vorschrift g 7→ Dg definert die sogenannte regula¨re Darstellung.
Definition 2.1.3
Seien (D,V ) und (D′, V ′) zwei Darstellungen von G, so heißen diese isomorph oder a¨qui-
valent, falls ein Isomorphismus f : V → V ′ existiert mit
f(DV (g)(v)) = D
′
V ′(g)(f(v)) ∀g ∈ G, v ∈ V.
Definition 2.1.4
Sei G endliche Gruppe, H Normalteiler von G und (D|H , V ) Darstellung von H. D(h) sei
die zu D|H(h) korrespondierende Matrix und g ∈ G fix, so heißt die durch
h 7→ D(g−1hg)
definierte Darstellung von H, die zu D|H konjugierte Darstellung bezu¨glich G.
Definition 2.1.5
a) Sei V Darstellung von G und U ⊆ V Untervektorraum, so heißt U Unterdarstellung
von V, falls g.u ∈ U ∀g ∈ G,u ∈ U .
b) Eine Darstellung V 6= {0} heißt irreduzibel, falls {0} und V die einzigen Unterdarstel-
lungen sind.
Definition 2.1.6
Eine Darstellung (D,V ) von G heißt induziert durch eine Darstellung (R,U) von H, falls
V =
⊕
σ∈G/H σU , wobei σU := DgU ⊂ V fu¨r ein g ∈ σ.
Satz 2.1.7
Sei (R,U) Darstellung von H, so exisiert eine Darstellung (D,V ) von G, welche durch
(R,U) induziert wird. Diese Darstellung ist eindeutig bis auf Isomorhismen.
Beweis: siehe [Ser77, S.29f]. ✷
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Definition 2.1.8
Seien V, V ′ Darstellungen von G so ist V ⊕ V ′ mittels g.(v, v′) = (g.v, g.v′) wieder eine
Darstellung von G. V ⊕ V ′ heißt direkte Summe von V und V’.
Definition 2.1.9
Sei V endlich dimensionale Darstellung von G u¨ber dem Ko¨rper der komplexen Zahlen C.
Der Charakter χ von V ist
χ = χV : G → K
g 7−→ Spur(D(g)).
Lemma 2.1.10
Sei χ Charakter einer Darstellung vom Grad n und 1 ∈ G Einheit, so gilt:
(i) χ(1) = n,
(ii) χ(g−1) = χ(g) ∀g ∈ G,
(iii) χ(hgh−1) = χ(g) ∀g ∈ G,
(iv) χV⊕W = χV + χW .
Beweis: (i) χ(1) = Spur(idV ) = dimV = n
(ii) Fu¨r alle g ∈ G existiert, da G endlich ist, ein N ≥ 0, so dass gN = 1.
⇒ Alle Eigenwerte λ1, . . . , λn von D(g) haben Betrag 1 und somit
χ(g) = Spur(D(g)) =
∑
λi =
∑
λ−1i = Spur(D(g)
−1) = Spur(D(g−1)) = χ(g−1)
(iii) χ(hgh−1) = Spur(D(hg)D(h−1)) = Spur(D(h−1)D(hg)) = χ(g).
(iv) DV⊕W (g) =
(
DV (g) 0
0 DW (g)
)
so dass gilt Spur(DV⊕W (g)) = Spur(DV (g)) + Spur(DW (g)). ✷
Satz (Orthogonalita¨tsrelationen) 2.1.11
Seien V,W zwei irreduzible Darstellungen, χV , χW deren Charaktere und sei
(χV , χW ) :=
1
|G|
∑
g∈G
χV (g)χW (g) ∈ C,
so gilt:
a) (χV , χV ) = 1
b) V 6∼=W ⇒ (χV , χW ) = 0
Beweis: siehe [Ser77, S. 15, Thm 3]. ✷
Das folgende Theorem besagt, wie man den Charakterwert einer induzierten Darstellung
berechnet. Sei dazu wie oben (D,V ) durch (R,U) induziert und χD und χR seien die
zugeho¨rigen Charaktere von G bzw. H.
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Theorem 2.1.12
Sei h die Ordnung von H und sei S ein Repra¨sentantensystem von G/H. So la¨sst sich der
Charakterwert fu¨r g ∈ G durch
χD(g) =
∑
s∈S
sgs−1∈H
χR(sgs−1) =
1
h
∑
g′∈G
g′gg′−1∈H
χR(g′gg′−1) (2.1)
berechnen.
Beweis: siehe [Ser77, S.30, Thm 12]. ✷
Satz 2.1.13
Sei V eine endlich dimensionale Darstellung von G, W irreduzibel und V ∼=W1⊕· · ·⊕Wn
mit Wi irreduzibel. Dann ist die Anzahl mw = # {i = 1, . . . , n|Wi ∼=W} = (χV , χW ).
Insbesondere ist mw unabha¨ngig von der Zerlegung von V .
Beweis: χV =
∑n
i=1 χWi , (χV , χW ) =
∑n
i=1(χWi , χW ) mit Satz 2.1.8 folgt nun die Aussage
des Satzes, da (χWi , χW ) entweder 0 oder 1 ist, abha¨ngig davon ob Wi isomorph zu W ist
oder nicht. ✷
Lemma 2.1.14
Zwei endlich dimensionale Darstellungen sind genau dann isomorph, wenn ihre Charak-
tere gleich sind.
Beweis: Satz 2.1.13 zeigt, dass eine irreduzible Darstellung in jeder der beiden Darstellun-
gen mit der selben Multiplizita¨t vorkommt, falls die Charaktere u¨bereinstimmen. Daher
sind in diesem Fall die beiden Darstellungen isomorph. Ebenso gilt, dass zwei isomorphe
Darstellungen diesselbe Spur besitzen, so dass ihre Charaktere u¨bereinstimmen. ✷
Definition 2.1.15
Eine Abbildung f : G → C heißt Klassenfunktion, falls sie konstant auf den Konjugati-
onsklassen ist.
Bemerkung:
H:={f : G→ C|f ist Klassenfunktion} ist ein endlich dimensionaler C-Vektorraum.
Satz 2.1.16
Seien W1, . . . ,Wn irreduzible Darstellungen von G und χ1, . . . , χn ihre Charaktere, dann
ist χ1, · · · , χn eine Orthonormalbasis von H.
Beweis: siehe [Ser77, S.19, Thm 6]. ✷
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Lemma 2.1.17
Die Anzahl der irreduziblen Darstellungen von G (bis auf Isomorphie) ist gleich der Anzahl
der Konjugationsklassen.
Beweis: Seien C1, . . . Ck die Konjugationsklassen von G, so ist eine Klassenfunktion f
durch die Werte λi auf den Klassen Ci eindeutig bestimmt. Also ist die Dimension von
H gleich k und nach Satz 2.1.16 ist die Dimension gerade die Anzahl der irreduziblen
Darstellungen von G (bis auf Isomorphie). Mit Lemma 2.1.14 folgt dann die Aussage des
Lemmas. ✷
Lemma 2.1.18
Sei G eine endliche Gruppe und seien C1, C2 zwei Konjugationsklassen von G mit Re-
pra¨sentanten gi. So ist die Anzahl der Lo¨sungen der Gleichung g1g2 = z gleich
|C1||C2|
|G|
∑
χ∈Irr(G)
χ(g1)χ(g2)χ(z
−1)
χ(1)
, (2.2)
wobei Irr(G) die Menge aller irreduziblen Darstellungen von G ist.
Beweis: siehe [CR90, S.216, Prop. 9.33]. ✷
2.2 Darstellungstheorie der symmetrischen Gruppe
Diese Theorie wurde gro¨ßtenteils durch die Entdeckung der Young Tableaus durch Alfred
Young in dessen Arbeiten u¨ber die Invariantentheorie [You52] vorangetrieben, da diese
Tableaus die irreduziblen Darstellungen von Sn beschreiben.
Dieses Kapitel beinhaltet wiederum nur die fu¨r diese Arbeit relevanten Bereiche der Cha-
raktertheorie der symmetrischen Gruppe. Ausfu¨hrlichere Beschreibungen findet man in
[Rob61] und [JK81].
Bemerkung:
Die Konjugationsklassen der symmetrischen Gruppe Sn sind definiert durch eine Partition
(λ) = (λ1, · · ·λh), wobei λ1 + . . .+ λh = n. Die Norm ‖λ‖ von λ ist das Gro¨ßte j, so dass
λj 6= 0.
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Definition 2.2.1
a) Eine Partition (λ) kann durch ein korrespondierendes Young Diagramm [λ], welches
aus n Punkten besteht, dargestellt werden. Die i-te Zeile von [λ] besteht dabei aus λi
Punkten und jede Zeile beginnt in der selben Spalte:
[λ] :
• • · · · · · · • (λ1Punkte)
• • · · · • (λ2Punkte)
...
• · · · • (λhPunkte)
[λ] ≥ [µ], falls λ1 = µ1, λ2 = µ2, . . . , λr = µr, λr+1 ≥ µr+1.
b) Seien [λ] und [µ] zwei Young Diagramme und sei [µ] vollsta¨ndig in [λ] enthalten, so
heißt das Residuum [λ]− [µ] Skew Diagramm.
c) Das zu [λ] konjugierte Diagramm [λ′] erha¨lt man durch Vertauschung der Zeilen und
Spalten.
d) Ersetzt man im Young Diagramm die Punkte durch die Symbole 1,2,. . . , n, so gibt
es n! Mo¨glichkeiten, diese Symbole anzuordnen. Diese Diagramme heißen dann Young
Tableaus und werden mit tλ1 , t
λ
2 , . . . , t
λ
n! bezeichnet.
e) Wa¨hlt man aus diesen n! Young-Tableaus diejenigen aus, deren Eintra¨ge aufsteigend
in Zeile und Spalte sind, so nennt man diese Standard Tableaus. Deren Anzahl wird
mit fλ bezeichnet.
Auf diesen Standard Tableaus la¨sst sich eine lexikographische Ordnung definieren:
tλi ≥ tλj , falls die Symbole der ersten r Zeilen und die ersten s Symbole der (r+1)-ten
Zeile beider Tableaus u¨bereinstimmen, aber das (s+1)-te Symbol von tλi gro¨ßer ist als
das (s+1)-te Symbol von tλj .
Nach Lemma 2.1.17 werden die irreduziblen Darstellungen der symmetrischen Gruppe Sn
nun mit den korrespondierenden Young Tableaus [λ] und die dazugeho¨rigen Charaktere
mit χλ bezeichnet.
Definition 2.2.2
a) Der Haken (i, j) von [λ] besteht aus dem Punkt (i, j) zusammen mit den (λi − i)
Punkten rechts davon, dem Arm, und den (λ′j − j) Punkten darunter, dem Bein.
b) Die La¨nge des Hakens (i, j) ist hij = (λi − i) + (λ′j − j) + 1.
c) Ersetzt man das Symbol an der Stelle (i, j) durch hij , so erha¨lt man das Haken Tableau
H[λ] = (hij). Mit H
λ bezeichnet man das Produkt aller hij .
d) Ein Skew-Haken ist ein zusammenha¨ngender Teil des Randes eines Young Diagramms,
so dass bei dessen Entfernung wieder ein Young Diagramm entsteht. Die La¨nge eines
Skew-Hakens entspricht der Anzahl der enthaltenen Punkte.
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Beispiel 2.2.3
Das zur Partition λ = [42, 3] geho¨rende Young-Diagramm besitzt
• ein Skew-Haken der La¨nge 6:
• • • •
• • • •
• • •
• zwei Skew-Haken der La¨nge 5:
• • • •
• • • •
• • •
• • • •
• • • •
• • •
• zwei Skew-Haken der La¨nge 4:
• • • •
• • • •
• • •
• • • •
• • • •
• • •
• zwei Haken der La¨nge 3
• zwei Skew-Haken der La¨nge 2
• und zwei Skew-Haken der La¨nge 1.
Lemma 2.2.4
Zwischen den Haken und den Skew-Haken von [λ] gibt es eine natu¨rliche 1-1 Korrespon-
denz.
Beweis: ✛
✲
i− te Zeile
j − te Zeile
Dieser Skew-Haken korrespondiert zu dem Haken (i, j). ✷
Korollar 2.2.5
Fu¨r die Anzahl fλ der Standard Tableaus gilt:
fλ = n!
∏
i<k
(hi1 − hk1)∏
i
hi1!
. (2.3)
Beweis: siehe [Rob61, S.44 2.36]. ✷
Das folgende Theorem gibt an, wie die zu einer Transposition korrespondierende Matrix
explizit konstruiert werden kann. Im Gegensatz dazu folgt im Anschluss eine wesentlich
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einfachere Rekursionsformel fu¨r die Berechnung der Charakterwerte belibieger Elemente
pi ∈ Sn.
Youngs Fundamental Theorem 2.2.6
Die Konstruktion der Matrix D = (dij), welche zur Transposition (r, r+1) der irreduziblen
Darstellung [λ] korrespondiert, erfordert zuna¨chst eine lexikographische Anordnung der fλ
Standard Tableaus . . . tλi , . . . , t
λ
j , . . .. Setze dann
(i) 1 an die Stelle dii, falls r und r + 1 in der selben Zeile von t
λ
i vorkommen,
(ii) -1 an die Stelle dii, falls r und r + 1 in der selben Spalte von t
λ
i vorkommen oder
(iii) eine quadratische Matrix
(a)
( tλi tλj
tλi −p 1− p2
tλj 1 p
)
oder (b)
( tλi tλj
tλi −p
√
1− p2
tλj
√
1− p2 p
)
an die Schnittstelle der zu tλi und t
λ
j korrespondierenden Zeilen und Spalten, falls
i < j und tλj durch t
λ
i ensteht, indem man r und r + 1 vertauscht.
Tritt r an der Stelle (k, l) und r + 1 an der Stelle (m,n) von tλi auf, wobei k < m,
l > n, so ist
1
p
= (l − k)(n −m).
(iv) 0, sonst.
Beweis: siehe [You52, (VI) 34:196-230 (1932)]. ✷
Beispiel 2.2.7
Sei [λ] = [2, 2] Darstellung von S4, so lassen sich die zu den Permutationen (12) und
(12)(34) korresponierenden Matrizen nach Theorem 2.2.6 folgendermaßen berechnen:
1) fλ = 4! 1!3!2! = 2 nach Gleichung (2.3)
2) tλ1 =
1 3
2 4
, tλ2 =
1 2
3 4
3) Man erha¨lt [2, 2] ((12)) =
(
−1 0
0 1
)
und [2, 2] ((12)(34)) =
(
1 0
0 1
)
.
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Murnaghan-Nakayama Formel 2.2.8
Sei pi = σγ disjunktes Produkt von σ ∈ Sn−k und einem k-Zykel γ. So gilt:
χλ(pi) =
∑
µ
χλ−µ(γ) · χµ(σ), (2.4)
wobei die Summe u¨ber alle Diagramme [µ] bestehend aus n− k Punkten la¨uft.
Beweis: siehe [Jam78, S.79]. ✷
Die rekursive Berechnung der einzelen Charakterwerte von Sn mit Hilfe obiger Formel,
die erstmals von Murnaghan [Mur37] bewiesen wurde, la¨sst sich noch durch das folgende
Lemma vereinfachen.
Lemma 2.2.9
Sei [λ]− [µ] Darstellung von Sn und pi Zykel der La¨nge n, so la¨sst sich der Charakter von
pi in der Darstellung [λ]− [µ] wie folgt berechnen:
χλ−µ(pi) =
(−1)l, falls [λ]− [µ] ein Skew-Haken mit Beinla¨nge l ist0, sonst (2.5)
wobei die Beinla¨nge des zum Skew-Haken korrespondierenden Hakens gemeint ist.
Beweis: siehe [Rob61, S.77 4.15]. ✷
Die Vereinfachung der Formel (2.4) entsteht also dadurch, dass nicht mehr alle Diagramme
[µ] auf den n− k Punkten betrachtet werden mu¨sssen, sondern nur noch diejenigen, deren
Residuum [λ]− [µ] ein Skew Haken ist.
Beispiel 2.2.10
a) Im Fall von S2 gibt es nur zwei irreduzible Charaktere [2] und [1
2]. Fu¨r diese gilt nach
Satz 2.1.10 (i) und 2.1.11, dass χ2(12) = χ1
2
(12) = 1 und χ2(2) = 1, χ1
2
(2) = −1
ist.
b) Fu¨r die Berechnung von χ2,1(2)(1) gilt nach Gleichung (2.4)
χ2,1(2)(1) = 1 · χ2(2) + 1 · χ12(2) = 1 · 1 + 1 · (−1) = 0.
c) χ3,1(2)(2) la¨sst sich mit Formel (2.4) und (2.5) folgendermaßen rekursiv berechnen
χ3,1(2)(2) = 1 · χ3,1−2(2) + (−1) · χ3,1−12(2) = 1 · 0 + (−1) · 1 = −1
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Das folgende asymptotische Resultat der Charaktertheorie in Satz 2.2.11 und das anschlie-
ßende Theorem u¨ber die asymptotische Verteilung der Zykelanzahl einer Permutation von
n Elementen sind wichtige Hilfsmittel zur Berechnung der Wahrscheinlichkeit, dass das
Produkt zweier beliebiger Elemente σ, τ ∈ Sn genau s Zykel besitzt.
Satz 2.2.11
Es gilt: ∑
λ
χλ(1)−c = 2
∑
λ:λ1>n−A
χλ(1)−c +O(n−Ac). (2.6)
Beweis: siehe [Lul96]. ✷
Theorem 2.2.12
SeiM(n) die Anzahl der Zykel einer Permutation von n Elementen, En der Erwartungswert
und σn die Standardabweichung der Zufallsvariablen M(n), so erha¨lt man:
(i) fu¨r σn und En die folgenden Werte
En = log n+ γ + o(1)
σn =
√
log n− (pi
2
12
− γ
2
)
1√
log n
+ o(
1√
log n
),
wobei γ die Eulerkonstante ist
(ii) fu¨r die charakteristische Funktion Φn(t) =
∫∞
−∞ e
itxdFn(x), wobei Fn(x) Verteilungs-
funktion der standardisierten Zufallsvariable
M(n)−En
σn
√
2
:
lim
n→∞Φn(t) = e
− t2
4 .
Also ist die standardisierte Zufallsvariable standardnormalverteilt.
Beweis: siehe [Gon44, S.35 ff.]. ✷
2.3 Darstellungstheorie des Kranzproduktes H ≀G
Dieses Kapitel beschreibt in Anlehnung an [JK81, Kapitel 4] und [Ker75, Kapitel 1] die
Konstruktion irreduzibler Darstellungen von H ≀G nach der Darstellungstheorie von A.H.
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Clifford in [Cli37]. Dabei sei G eine endliche Gruppe und H eine Permuatationsgruppe
auf der Menge der Symbole Ω = {1, ..., n} und K im Folgenden stets ein algebraisch
abgeschlossener Ko¨rper. Fu¨r K = C hat W. Specht in [Spe33] erstmals die irreduziblen
Darstellungen von H ≀ G konstruiert, ebenso wurde der Spezialfall Sn ≀ G von W. Specht
in [Spe32] behandelt.
Definition 2.3.1
Die normale Untergruppe
G∗ := {(1H ; f)|f ∈ Gn}
heißt Basisgruppe von H ≀G. Sie ist das direkte Produkt von n Kopien von Gi, wobei
Gi := {(1H ; f)|fj = 1G ∀j 6= i} ∼= G.
Die Untergruppe H ′ := {(h, e)|h ∈ H}, welche isomorph zu H selbst ist, ist das Komple-
ment der Basisgruppe G∗.
Sei D eine irreduzible Darstellung von G mit zugeho¨rigem Vektorraum V , so ist es Ziel
dieses Kapitels zu zeigen, dass diese Darstellung zu einer Darstellung von H ≀G erweitert
werden kann. Sei dazu {b1, . . . , bm} K-Basis von V , das heißt V = 〈〈b1, . . . , bm〉〉K und sei
n⊗
V := V ⊗K . . .⊗K V (n Faktoren), so erha¨lt man eine Basis von
n⊗
V durch:
n⊗
V =
〈〈
bϕ|ϕ ∈ [m][n]
〉〉
K
, (2.7)
wobei [m] = {1, . . . ,m} bzw. [n] = {1, . . . , n}.
Fasst man D nun als links G-Modul auf, so wird
n⊗
V ein links H ≀G-Modul mittels der
folgenden Operation von (h; f) ∈ H ≀G auf den Basiselementen bϕ
(h; f).bϕ := f(1).bϕ(h−1(1)) ⊗ . . .⊗ f(n).bϕ(h−1(n)). (2.8)
Die dadurch beschriebene Darstellung von H ≀G wird mit(
n
# D
)∼
bezeichnet, denn die Einschra¨nkung der durch (2.8) beschriebenen Darstellung auf G∗ ist
gerade das n-fache a¨ußere Tensorprodukt #nD von D.
Beispiel 2.3.2
Sei [λ] = [2, 2] Darstellung von S4 und ((132); (12), id, (12)(34)) ∈ S3 ≀S4. Weiter sei {b1, b2}
die K-Basis von V , so operiert ((132); e) wie folgt auf den 8 Basiselementen {bϕ1 , . . . , bϕ8}
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von
⊗3 V :
bϕ1 := b1 ⊗ b1 ⊗ b1 7→ b1 ⊗ b1 ⊗ b1 = bϕ1
bϕ2 := b1 ⊗ b1 ⊗ b2 7→ b1 ⊗ b2 ⊗ b1 = bϕ3
bϕ3 := b1 ⊗ b2 ⊗ b1 7→ b2 ⊗ b1 ⊗ b1 = bϕ5
bϕ4 := b1 ⊗ b2 ⊗ b2 7→ b2 ⊗ b2 ⊗ b1 = bϕ7
bϕ5 := b2 ⊗ b1 ⊗ b1 7→ b1 ⊗ b1 ⊗ b2 = bϕ2
bϕ6 := b2 ⊗ b1 ⊗ b2 7→ b1 ⊗ b2 ⊗ b2 = bϕ4
bϕ7 := b2 ⊗ b2 ⊗ b1 7→ b2 ⊗ b1 ⊗ b2 = bϕ6
bϕ8 := b2 ⊗ b2 ⊗ b2 7→ b2 ⊗ b2 ⊗ b2 = bϕ8
Die zu dem Element ((132); (12), id, (12)(34)) unter der Darstellung (#3 [2, 2])∼ korre-
spondierende Matrix la¨sst sich nun folgendermaßen berechnen:(
3
# [2, 2]
)∼
((132); (12), id, (12)(34))
=
(
3
# [2, 2]
)∼
(1S3 ; (12), id, (12)(34))
(
3
# [2, 2]
)∼
((132); e).
Mit der angegebenen Operation von ((132); e) auf den Basiselementen {bϕ1 , . . . , bϕ8} erha¨lt
man
(
3
# [2, 2]
)∼
((132); e) =

1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1

Und nach Beispiel 2.2.7 gilt(
3
# [2, 2]
)∼
(1S3 ; (12), id, (12)(34)) =
(
1 0
0 −1
)
⊗
(
1 0
0 1
)
⊗
(
1 0
0 1
)
=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1

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Daraus folgt:
(
3
# [2, 2]
)∼
((132); (12), id, (12)(34)) =

1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 0 −1 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 −1

Das untenstehende Lemma 2.3.3 aus [JK81, S.149] gibt an, wie man die zur Darstellung
(#nD)∼ geho¨rigen Charaktere berechnet. Dabei sei gν(h; f) die durch Gleichung (1.2)
definierte Zykeldarstellung von (h; f). Der Beweis dieses Lemmas wird hier angegeben, da
sich die Notation von der in [JK81] in einigen Punkten unterscheidet.
Lemma 2.3.3 Es gilt:
χ(#
nD)∼(h; f) =
c(h)∏
ν=1
χD(gν(h; f)) ∀(h; f) ∈ H ≀G. (2.9)
Beweis: Nach (2.7) kann die Spur von (h; f) durch
χ(#
nD)∼(h; f) =
∑
ϕ
[Koeffizient von bϕ in (h; f).bϕ]
berechnet werden. Sei D die zur Darstellung D korrespondierende Matrix mit
D(g) =: (dik(g)), so la¨sst sich der Koeffizient mit Gleichung (2.8) wie folgt berechnen:
(h; f).bϕ =
( m∑
i1=1
di1ϕ(h−1(1))(f(1))bi1
)
⊗ · · · ⊗
( m∑
in=1
dinϕ(h−1(n))(f(n))bin
)
=
∑
1≤i1,...,in≤m
di1ϕ(h−1(1))(f(1)) · · · dinϕ(h−1(n))(f(n))bi1 ⊗ · · · ⊗ bin
=
∑
ψ
(∏
j
dψ(j)ϕ(h−1(j))(f(j))
)
bψ.
Der Koeffizient von bϕ ist also
∏n
j=1 dϕ(j)ϕ(h−1(j))(f(j)). Sortiert man nun die Faktoren in
geeigneter Weise um, so erha¨lt man das Produkt
c(h)∏
ν=1
dϕ(jν)ϕ(h−1(jν))(f(jν))dϕ(h−1(jν))ϕ(h−2(jν))(f(h
−1(jν))) · · · dϕ(hlν−1(jν))ϕ(jν)(f(hlν−1(jν))).
Summiert man diesen Ausdruck noch u¨ber alle Abbildungen ϕ ∈ [m][n], so fu¨hrt dies zur
gewu¨nschten Charaktergleichung. ✷
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Im Weiteren soll nun erla¨utert werden, wie man ein vollsta¨ndiges System paarweiser
nicht a¨quivalenter irreduzibler Darstellungen von H ≀ G erha¨lt. Dazu betrachte man ein
vollsta¨ndiges System D1, . . . ,Dr paarweiser nicht a¨quivalenter irreduzibler Darstellungen
von G u¨ber K mit zugeho¨rigen Vektorra¨umen V j . Die irreduziblen Darstellungen von G∗
sind dann von der Form D∗ := D1# · · · # Dn ,wobei Di ∈
{
D1, . . . ,Dr
}
. Der zugrunde-
liegende Vektorraum ist
⊗
i
V := V1 ⊗K . . .⊗K Vn, wobei Vi := V j, falls Di = Dj.
Definition 2.3.4
a) Sei nj die Anzahl der Faktoren Di von D
∗, welche mit Dj u¨bereinstimmen, 1 ≤ j ≤ r,
so heißt (n) := (n1, . . . , nr) Typ von D
∗.
b) Die Tra¨gheitsgruppe von D∗ ist definiert als
HD∗ ≀G :=
{
(h; f)|D∗(h;f) ∼ D∗
}
,
wobei ∼ die A¨quivalenz der Darstellungen bedeutet und D∗(h;f) die zu D∗ konjugierte
Darstellung ist, das heißt
D∗(h;f)(1H ; f ′) = D∗(h; f)−1(1H ; f ′)(h; f).
Lemma 2.3.5
Sei (n) der Typ von D∗ und sei S(n) := Sn1 × . . .× Snr , so gilt fu¨r die Tra¨gheitsgruppe
HD∗ ≀G = H ∩ S(n) ≀G.
Beweis: siehe [JK81, S.152, Lemma 4.3.27]. ✷
Nach Cliffords Theorie lassen sich die irreduziblen Darstellungen D∗ zu Darstellungen von
HD∗ ≀G fortsetzen. Diese fortgesetzten Darstellungen werden mit D˜∗ bezeichnet.
Sei D′′ eine irreduzible Darstellung von HD∗, so erha¨lt man eine zweite irreduzible Dar-
stellung D′ von HD∗ ≀G durch
D′(h; f) := D′′(h).
Die Multiplikation dieser beiden Darstellungen ergibt eine dritte irreduzible Darstellung
von HD∗ ≀G: Das innere Tensorprodukt
D′ ⊗ D˜∗.
Cliffords Theorie u¨ber die Darstellungen von Gruppen mit normalen Untergruppen liefert
das Resultat, dass jede irreduzible Darstellung von H ≀G von der Form
D := (D′ ⊗ D˜∗) ↑ H ≀G
ist und besagt im folgenden Theorem zudem, wie man ein vollsta¨ndiges System irreduzibler
Darstellungen von H ≀G erha¨lt.
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Theorem 2.3.6
Die irreduzible K-Darstellung D := (D′ ⊗ D˜∗) ↑ H ≀G durchla¨uft ein vollsta¨ndiges System
paarweise nicht a¨quivalenter irreduzibler Darstellungen von H ≀G, falls D∗ ein vollsta¨ndi-
ges System paarweise nicht konjugierter (bezu¨glich H ′) aber irreduzibler K-Darstellungen
von G∗ und D′′ bei festem D∗ ein vollsta¨ndiges System paarweise nicht a¨quivalenter und
irreduzibler K-Darsellungen von H ∩ S(n) durchla¨uft.
Beispiel 2.3.7
Die irreduziblen Darstellungen von S3 sind [3], [2, 1] und [1
3], die von S2 sind [2] und [1
2]
und die von S1 ist [1]. Ein vollsta¨ndiges System irreduzibler Darstellungen von S3 ≀ S3 ist
dann nach Theorem 2.3.6
([3]; [3]) ([2, 1]; [3]) ([13]; [3])
([3]; [2, 1]) ([2, 1]; [2, 1]) ([13]; [2, 1])
([3]; [13]) ([2, 1]; [13 ]) ([13]; [13])
([2]′ ⊗ ([3]#[3]#[2, 1])) ↑ S3 ≀ S3 ([12]′ ⊗ ([3]#[3]#[2, 1])) ↑ S3 ≀ S3
([2]′ ⊗ ([3]#[2, 1]#[2, 1])) ↑ S3 ≀ S3 ([12]′ ⊗ ([3]#[2, 1]#[2, 1])) ↑ S3 ≀ S3
([2]′ ⊗ ([3]#[3]#[13])) ↑ S3 ≀ S3 ([12]′ ⊗ ([3]#[3]#[13])) ↑ S3 ≀ S3
([2]′ ⊗ ([3]#[13]#[13])) ↑ S3 ≀ S3 ([12]′ ⊗ ([3]#[13]#[13])) ↑ S3 ≀ S3
([2]′ ⊗ ([13]#[2, 1]#[2, 1])) ↑ S3 ≀ S3 ([12]′ ⊗ ([13]#[2, 1]#[2, 1])) ↑ S3 ≀ S3
([2]′ ⊗ ([2, 1]#[13]#[13])) ↑ S3 ≀ S3 ([12]′ ⊗ ([2, 1]#[13]#[13])) ↑ S3 ≀ S3
([1]′ ⊗ ([3]#[2, 1]#[13 ])) ↑ S3 ≀ S3
wobei ([λ]; [µ]) := ([λ]⊗ (
3
# [µ])∼).
Lemma 2.3.8 Es gilt:
χD˜
∗
(h; f) =
c(h)∏
ν=1
χDjν (gν(h; f)) ∀(h; f) ∈ HD∗ ≀G. (2.10)
Beweis: Analog zum Beweis von Lemma 2.3.3 erha¨lt man anstelle der letzten Gleichung
im Beweis jetzt die Gleichung
c(h)∏
ν=1
djν
ϕ(jν)ϕ(h−1(jν))(f(jν))d
h−1(jν)
ϕ(h−1(jν))ϕ(h−2(jν))(f(h
−1(jν))) · · · dh
lν−1(jν)
ϕ(hlν−1(jν))ϕ(jν)
(f(hlν−1(jν))).
Da h ∈ HD∗ gilt djν = dh−1(jν) = · · · = dhlν−1(jν) und man erha¨lt wieder durch Summation
u¨ber die Abbildungen ϕ die gewu¨nschte Charaktergleichung. ✷
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Bemerkung:
Die Abbildungen ϕ in Lemma 2.3.8 stimmen nicht mit denen in Lemma 2.3.3 u¨berein. Da
die zugrundeliegenden Vektorra¨ume der Darstellungen Di nicht identisch sein mu¨ssen.
Beispiel 2.3.9
Betrachte die Darstellung D˜∗ = ([2, 1]#[2, 1]#[13 ]) und das Element ((12); (12), id, (123)) ∈
S3D∗ ≀ S3, so gilt:
[2, 1]#[2, 1]#[13 ](1; (12), id, (123)) =
(
−1 0
0 1
)
⊗
(
1 0
0 1
)
⊗
(
−1
)
=

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 .
Sei {b1, b2} Basis von V1 = V2 und {c1} Basis von V3, so operiert ((12), e) wie folgt auf
den 4 Basiselementen {bϕ1 , . . . , bϕ4}
bϕ1 := b1 ⊗ b1 ⊗ c1 7→ b1 ⊗ b1 ⊗ c1 = bϕ1
bϕ2 := b1 ⊗ b2 ⊗ c1 7→ b2 ⊗ b1 ⊗ c1 = bϕ3
bϕ3 := b2 ⊗ b1 ⊗ c1 7→ b1 ⊗ b2 ⊗ c1 = bϕ2
bϕ4 := b2 ⊗ b2 ⊗ c1 7→ b2 ⊗ b2 ⊗ c1 = bϕ4
Somit folgt
[2, 1]#[2, 1]#[13 ]((12); (12), id, (123)) =

1 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 −1

und χD˜
∗
((12); (12), id, (123)) = 0.
Charakterberechnung fu¨r induzierte Charaktere:
Die Formel fu¨r die Berechnung der induzierten Charakterwerte (vgl. Formel (2.1)) ist
gegeben durch
χD(h; f) =

1
|HD∗ ≀G|
∑
x∈H≀G
χ˙D
′⊗D˜∗(x(h; f)x−1), falls HD∗ 6= H
χD
′⊗D˜∗(h; f), sonst
(2.11)
wobei χ˙D
′⊗D˜∗(h′; f ′) =
χD
′⊗D˜∗(h′; f ′), falls (h′; f ′) ∈ HD∗ ≀G
0, sonst
(2.12)
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und χD
′⊗D˜∗(h; f) = χD
′
(h; f)χD˜
∗
(h; f)
= χD
′′
(h)χD˜
∗
(h; f)
= χD
′′
(h)
c(h)∏
ν=1
χDjν (gν(h; f)) (2.13)
Dabei ist Djν = D fu¨r den Fall, dass D
∗ = #nD ist.
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Kapitel 3
C4 ≀ Sn
Dieses Kapitel soll zum einen die Betrachtung des Kranzproduktes C4 ≀Sn fu¨r die Berech-
nung des Geschlechts eines Origamis O motivieren. Zum anderen werden die Resultate der
Charaktertheorie aus Kapitel 2 verwendet, um die Verteilung des Geschlechts eines zufa¨llig
gewa¨hlten Origami, das heißt eines Origami mit zufa¨lligen Verklebungen, zu berechnen.
3.1 Motivation
Die Berechung des Geschlechts g eines zufa¨llig gewa¨hlten Origami, bestehend aus n-Kopien
des euklidischen Einheitsquadrates, geht nach der Euler-Charakteristik χ = E−K+F und
der Beziehung χ = 2 − 2g zuru¨ck auf die Berechnung der Eckenanzahl nach Verklebung.
Die Anzahl der Fla¨chen ist n und die Anzahl der Kanten ist 2n.
Betrachtet man die zwei Elemente
σ := ((13)(24);σa, σb, σ
−1
a , σ
−1
b ) und τ := ((1234); id, id, id, id) ∈ C4 ≀ Sn,
so stimmt die Anzahl der Identifikationsklassen der Ecken nach der Verklebung mit der
Anzahl der Bahnen von folgender Operation u¨berein:
φ : 〈στ〉 × ([4]× [n])→ ([4]× [n])
φ((στ)k , (i, j)) = (p˜ik(i), (fk)p˜ik(i)(j)) (3.1)
wobei 〈στ〉 ∋ (στ)k = (p˜ik; (fk)1, (fk)2, (fk)3, (fk)4), p˜i = (1432), (fk)i ∈ Sn und [n] :=
{1, . . . , n} ist.
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Hierbei entspricht (i, j) ∈ [4]× [n] der i-ten Kante im j-ten euklidischen Einheitsquadrat,
so dass die zu verklebenden Einheitsquadrate zuku¨nftig immer die untenstehende Kan-
tenbeschriftung haben, auch wenn diese nicht explizit angegeben ist. Ebenso wird ab jetzt
anstelle von φ((στ)k , (i, j)) die Notation (στ)k.(i, j) verwendet.
1 2 nq q q
4 4 4
1 1 13 3 3
2 2 2
Abb.4: n Euklidische Einheitsquadrate mit Kantenbeschriftung.
Die Beispiele 3.1.1 a) und b) werden zeigen, dass die Betrachtung des Kranzproduktes im
Falle von Origamis, die durch Verklebungsvorschriften definiert werden, sehr anschaulich
ist, denn bildlich bedeutet τ eine Vierteldrehung nach rechts und σ ein Wechsel zur ver-
klebten Kante. Zeichnet man nun alle Drehungen ein, so umrundet man alle Ecken der
selben Markierung, indem man alle Kanten einer Bahn durchla¨uft.
Beispiel 3.1.1
a) Bei dem Origami O1 aus Beispiel 1.1.2 b) ist σ = ((13)(24); (12), (12), (12), (12)) und
τ = ((1234); id, id, id, id), so dass στ = ((1432); (12), (12), (12), (12)). Man erha¨lt
unter obiger Operateration zwei Bahnen
στ.(1, 1) = (4, 2), στ.(4, 2) = (3, 1), στ.(3, 1) = (2, 2), στ.(2, 2) = (1, 1)
στ.(1, 2) = (4, 1), στ.(4, 1) = (3, 2), στ.(3, 2) = (2, 1), στ.(2, 1) = (1, 2).
1 2
4 4
1 13 3
2 2
• •◦
◦ ◦•
b) Fu¨r das Origami D erha¨lt man mit σa = (123) und σb = (145)(23) die folgenden
drei Bahnen
〈στ〉 .(1, 1) = {(4, 5), (3, 5), (2, 1), (1, 2), (4, 3), (3, 2), (2, 3), (1, 1)}
〈στ〉 .(1, 3) = {(4, 2), (3, 1), (2, 4), (1, 4), (4, 1), (3, 3), (2, 2), (1, 3)}
〈στ〉 .(1, 5) = {(4, 4), (3, 4), (2, 5), (1, 5)} .
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1 2 3
4
5
∗ ∗ • ∗
• • ∗ •
◦ ◦
• •
Eine weitere Mo¨glichkeit, die Anzahl der Ecken nach Verklebung zu berechnen, ist die
Betrachtung der Anzahl der Zykel des Elements σaσbσ
−1
a σ
−1
b ∈ Sn. Dies ha¨tte zur Folge,
dass nicht Formel (2.2), sondern die Anzahl der Lo¨sungen NSn(z) der Gleichung [x, y] =
x−1y−1xy = z betrachtet werden mu¨sste. Diese Anzahl ist gegeben durch
NSn(z) = n!
∑
χ
χ(z)
χ(1)
(vgl [MP02, S.625]). Von diesem Ansatz soll hier jedoch nicht ausgegangen werden, da es
auch Ziel dieser Arbeit ist, das Kranzprodukt und dessen Darstellung genauer zu unter-
suchen.
3.2 Wahrscheinlichkeit der Eckenanzahl
Nach 3.1 la¨sst sich die Wahrscheinlichkeit der Eckenanzahl nach Identifikation u¨ber die
Anzahl der Bahnen, der durch (3.1) definierten Operation, berechnen, das heißt
P (#Ecken nach Identifiktaion = k) = P (#Bahnen = k).
Behauptung 3.2.1
P (#Bahnen = k) =
∑
pi:pi′ hat k Zykel
P (στ = pi),
wobei pi = (p˜i;pi1, pi2, pi3, pi4) ∈ Cu ≀ Sn und pi′ = pi1 ◦ pi2 ◦ pi3 ◦ pi4 ist.
Beweis: Mit pi = (p˜i;pi1, pi2, pi3, pi4) und p˜i = (1432) folgt fu¨r die Operation von pi auf (i, j),
dass
pi.(i, j) = ((1432)(i);pi(1432)(i)(j)).
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Dies impliziert, dass die Bahnen dieser Operation immer 4·b, b ∈ N, Elemente haben, da
die Ordnung von p˜i vier ist.
Betrachtet man nun Œ das Tupel (1, j), so ist pi4(1, j) = (1;pi1 ◦ pi2 ◦ pi3 ◦ pi4(j)). Liegt
j nun in einem Zykel der La¨nge b von p˜i, so hat die Bahn 4·b Elemente. Die Anzahl der
Bahnen enspricht dann genau der Anzahl der Zykel von p˜i.
(Wa¨hlt man ein anderes Tupel, so erha¨lt man nicht p˜i, sondern ein zu p˜i konjugiertes
Element in Sn.) ✷
Theorem 3.2.2
Sei die Anzahl m der Zykel von pi′ ≤ 3√n, so gilt
P (στ = pi) =
1
n!4
(1 + sgn(pi′) +O(n− 23 )).
Korallar 3.2.3
Es gilt
P (στ = pi) =
1
|C4 ≀ Sn|
∑
D
χD(σ)χD(τ)χD(pi)
χD(1)
, (3.2)
wobei die Summe u¨ber alle irreduziblen Darstellungen D von C4 ≀ Sn la¨uft.
Beweis: Nach (2.2) gilt, dass die Anzahl der Lo¨sungen der Gleichung στ = pi gleich
|Cσ||Cτ |
|G|
∑
χ∈Irr(G)
χ(σ)χ(τ)χ(pi−1)
χ(1) ist, wobei Cσ bzw. Cτ die zu σ bzw. τ geho¨rigen Konju-
gationsklassen sind. Da nach Lemma 2.1.10 (iii) der Charakter eine Klassenfunktion ist,
kann man anstelle von χ(Cσ) bzw. χ(Cτ ) auch χ(σ) bzw.χ(τ) schreiben. Teilt man noch
durch die Anzahl der mo¨glichen Permutationen von στ , so erha¨lt man die Aussage aus
dem Korollar. ✷
Zuna¨chst sollten also die Charaktere der Element σ und τ fu¨r den Beweis des Theorems
3.2.2 bestimmt werden. Hierfu¨r betrachte man die Gleichungen (2.11),(2.12) und (2.13).
Aus (2.12) folgt, dass falls χ˙(τ) 6= 0 sein soll, so muss gelten D∗ = λ#λ#λ#λ, wobei λ
eine irreduzible Darstellung von Sn ist. Es folgt also, dass C4D∗ = C4 ∩ S4 = C4 ist.
Die Charaktere lassen sich demnach durch Gleichung (2.13) mit dem Zykelprodukt aus
Definition 1.2.4 wie folgt darstellen:
χD(σ) = χD
′⊗D˜∗(σ) = χD
′′
((13)(24))χλ(1)2 (3.3)
χD(τ) = χD
′′
((1234))χλ(1) (3.4)
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χD(pi) = χD
′′
((1234))χλ(gν(pi
−1))
= χD
′′
((1234))χλ(pi′−1)
= χD
′′
((1234))χλ(pi′) nach 2.1.10 (ii) (3.5)
χD(1) = χD
′′
(1)χλ(1)4 (3.6)
Die Charakterwerte der Elemente von C4 sind durch die untenstehende Tabelle gegeben.
id (1234) (13)(24) (1432)
χ1 1 1 1 1
χ2 1 i -1 -i
χ3 1 -1 1 -1
χ4 1 -i -1 i
Korollar 3.2.4
Es gilt
P (στ = pi) =
1
n!4
∑
λ
χλ(pi′)
χλ(1)
,
wobei die Summe u¨ber alle irreduziblen Darstellungen λ von Sn la¨uft.
Beweis: Nach den Gleichungen (3.4)-(3.7) la¨sst sich Gleichung (3.2) umschreiben zu
P (στ = pi) =
1
4n!4
∑
D
χD
′′
((13)(24))χλ(1)2χD
′′
((1234))χλ(1)χD
′′
((1234))χλ(pi′)
χD′′(1)χλ(1)4
Nach obenstehender Charakterwerttabelle gilt jedoch
χD
′′
((13)(24))χD
′′
((1234))2
χD
′′
(1)
= 1 fu¨r alle Darstellungen D′′ von C4.
Ku¨rzt man die 4 Darstellungen von C4, so erha¨lt man die Aussage des Korollars. ✷
Extrahiert man nun die Darstellungen [n], [1n], [n−1, 1] und [2, 1n−2] und wendet auf diese
die Murnaghan-Nakayama Formel (2.4) an, so ergibt sich die Wahrscheinlichkeit
P (στ = pi) =
1
n!4
((1 + sgn(pi′))(1 +
l − 1
n− 1)
∑
λ
χλ(pi′)
χλ(1)
, (3.7)
wobei die Summe u¨ber alle irreduziblen Darstellungen λ mit λ 6= [n], [1n], [n−1, 1], [2, 1n−2]
von Sn la¨uft und l die Anzahl der Fixpunkte von pi
′ ist.
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Der Rest dieses Unterkapitels bescha¨ftigt sich mit dem Beweis des Theorems 3.2.2, der
sich in zwei Teile gliedert. In Teil 1 soll fu¨r m ≤ 3√n gezeigt werden, dass χλ(pi′) ≤ χλ(1) 12
ist. Mit dieser Aussage la¨sst sich dann in Teil 2 der Summationsterm aus Korollar 3.2.4
weiter abscha¨tzen. Sei dafu¨r im folgenden A = n − λ1 und λ1 ≥ ‖λ‖ und die Partition
(µ) = (λ2, . . . , λh).
Beweis von Theorem 3.2.2:
Teil 1:
Lemma 3.2.5
Sei pi ∈ Sn und sei m die Anzahl der Zykel von pi′. Dann gilt fu¨r jede irreduzible Darstellung
λ von Sn
|χλ(pi′)| ≤ (2n)m2 . (3.8)
Beweis: siehe [LS04, S.568,Prop 2.12]. ✷
Es genu¨gt also χλ(1)
1
2 ≥ (2n)
3√n
2 zu zeigen.
Fall 1: λ1 ≤ 34n
Mit Lemma 8 aus [MSP07] folgt χλ(1) ≥ 2n8 . Und fu¨r n groß genug (ca. ab n=790) gilt
2
n
16 ≥ (2n)
3√n
2 .
Fall 2: λ1 ≥ 34n und A >
√
n
Fu¨r diesen Fall betrachte man das zu der Partition (λ) = (λ1, . . . , λh) geho¨rige Diagramm
✚
✚
✚
✚
✚
✚
✚
✚
✚
✚
✚✚
C B
A ≤ 14n
≤ 34n
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wobei A die Zeilen λ2 bis λh darstellen soll. Fu¨r χ
λ(1) gilt nach Formel (2.4):
|χλ(1)| = #Abbaumo¨glichkeiten, so dass stets λi ≥ λj ∀i ≥ jgilt
≥ #Abbaumo¨glichkeiten, so dass B am Schluss abgebaut wird
≥ # der Mo¨glichkeiten A Boxen aus A+B zu wa¨hlen
=
(
A+B
A
)
≥
(
A+ 12n
A
)
≥
( 1
2n
A
)A
≥ 2A
Ist nun A >
√
n so folgt χλ(1) ≥ 2
√
n und fu¨r n groß genug (ca. ab n=8.24 ∗ 108) gilt√
2
√
n ≥ (2n)
3√n
2 .
Fall 3: λ1 ≥ 34n und 2 3
√
n < A <
√
n
Fu¨r A <
√
n ist
χλ(1) ≥
(
1
2
n
A
)A
=
(
1
2
n
A
)A
mit A > 2 3
√
n folgt dann
χλ(1) ≥
(√
n
2
)2 3√n
und fu¨r n > 44 gilt
√
2
√
n ≥ (2n)
3√n
2 .
Fall 4: λ1 ≥ 34n und 4 < A < 2 3
√
n
In diesem Fall la¨sst sich χλ(1)
1
2 ≥ χλ(pi′) nicht durch das Abscha¨tzen von χλ(1) erreichen.
Es gilt also χλ(pi′) mit m ≤ 3√n besser abzuscha¨tzen. Sei dafu¨r pi′ = c1 · · · cm, ci Zykel von
pi′. So gilt nach Formel 2.4
|χλ(pi′)| ≤ #Abbaumo¨glichkeiten durch die Zykel ci
=
∑
I⊂{1,...m}
#Abbaumo¨glichkeiten mit ci ganz in [µ]⇔ i ∈ I
≤
(
k
n− λ1
)
χµ(1) ≤
(
3
√
n
n− λ1
)
χµ(1)
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Fu¨r |χλ(1)| gilt nach [MSP07, Lemma 8 (ii)]
|χλ(1)| ≥
(
λ1
n− λ1
)
χµ(1)
=
(
2λ1 − n+ n− λ1
n− λ1
)
χµ(1)
≥
(
2λ1 − 4
n− λ1
)n−λ1
χµ(1)
≥
(
n/2
2 3
√
n
)n−λ1
χµ(1) =
(
n
2
3
4
)n−λ1
χµ(1)
Behauptung:
( 3√n
n−λ1
)2
χµ(1)2 ≤
(
n
2
3
4
)n−λ1
χµ(1)
Es gilt χµ(1) ≤ (n− λ1)! 12 und
( 3√n
n−λ1
)2 ≤ ((n 13 )(n−λ1))2(n−λ1)!2 = (n 23 )(n−λ1)(n−λ1)!2 , das heißt die Behaup-
tung gilt, da
1
(n−λ1)!
3
2
≤ 1
4n−λ1
⇔ 4n−λ1 ≤ (n− λ1)! 32
⇔ 4A ≤ A! 32
⇔ 4 ≤ A
Fall 5: λ1 ≥ 34n und A < 2 3
√
n,A < 4
Dieser Fall verwendet die Theorie der Charakterpolynome, die in [Ker99, Kapitel 6.2] und
in [Spe60] nachzulesen ist. Sie besagt, dass falls pi′ ∈ Sn zi i−Zykel besitzt, so gilt fu¨r das
Charakterpolynom P :
P (z1, . . . , zn) < c(
n∑
i=1
zi)
n−λ1
< c( 3
√
n)n−λ1
und P (z1, . . . , zn) = χ
λ(pi′).
Daraus ergibt sich χλ(pi′)2 < c2(( 3
√
n)2)n−λ1 . Fu¨r χλ(1) gilt in diesem Fall
χλ(1) ≥
(
λ1
n− λ1
)
=
(
2λ1 − n+ n− λ1
n− λ1
)
≥
(
2λ1 − n
n− λ1
)n−λ1
=
(
n− 2A
A
)
>
(
n− 80
4
)A
=
(
n
4
− 2
)A
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Behauptung: c2(( 3
√
n)2)n−λ1 ≤
(
n
4 − 2
)n−λ1
Die Behauptung gilt, da
c′( 3
√
n)2 ≤ n4 − 2
⇔ c′n 23 + 2 ≤ n4
⇔ 4c′n 23 + 8 ≤ n.
Diese letzte Zeile gilt fu¨r n abha¨ngig von c′ groß genug gewa¨hlt. (c′ = 1 ⇒ n ≥ 86, c′ =
2⇒ n ≥ 536, c′ = 3⇒ n ≥ 1752)
Somit gilt in allen fu¨nf Fa¨llen χλ(1)
1
2 ≥ χλ(pi′).
Teil 2:
Mit der in Teil 1 gezeigten Ungleichung erha¨lt man fu¨r den Summationsterm
∑
λ
χλ(pi′)
χλ(1)
in
(3.7) die folgende Abscha¨tzung:∑
λ
χλ(pi′)
χλ(1)
≤
∑
λ
χλ(1)
1
2
χλ(1)
=
∑
λ
1
χλ(1)
1
2
Mit Formel (2.6) aus Satz 2.2.11 erha¨lt man, da die Summation u¨ber alle irreduziblen
Darstellungen λ mit λ 6= [n], [1n], [n− 1, 1], [2, 1n−2 ] la¨uft:∑
λ
1
χλ(1)
1
2
= O(n−2· 12 ) = O(n−1).
Hieraus folgt nun die Aussage des Theorems, denn nach (3.7) gilt
P (στ = pi) =
1
n!4
((1 + sgn(pi′))(1 +
l − 1
n− 1) +O(n
−1))
=
1
n!4
(1 + sgn(pi′) +O( l
n−1
))
=
1
n!4
(1 + sgn(pi′) +O(n− 23 )).
✷
Fu¨r die Verteilung der Eckenanzahl ergibt sich nun folgendes:
P (#Ecken ≤ k) =
∑
s≤k
P (#Ecken = s)
=
∑
s≤k
∑
pi: pi′ hat s Zykel
s≤ 3√n
1
n!4
(1 + sgn(pi′) +O(n− 23 )) +O(n− 13 ) (3.9)
Der letzte Term ergibt sich leicht durch die Berechnung der Wahrscheinlichkeit P (στ = pi),
fu¨r m ≥ 3√n. Verwendet wird hierfu¨r die Gleichung P (pi hat k Zykel |pi = στ) = (1 +
O(n− 13 )P (pi hat k Zykel|U), wobei U die Gleichverteilung ist.
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3.3 Verteilung des Geschlechts
Theorem 3.3.1
Sei X die Zufallsvariable, die jedem zufa¨llig gewa¨hlten Origami das Geschlecht g zuordnet,
En der Erwartungswert und σn die Standardabweichung der Zufallsvariablen X, so erha¨lt
man fu¨r σn und En die folgenden Werte
En = −1
2
(log n+ γ + o(1)) + 1 +
1
2
n
σn =
1
2
(
√
log n− (pi
2
12
− γ
2
)
1√
log n
+ o(
1√
log n
))
wobei γ die Eulerkonstante ist und die Zufallsvariable X ist normalverteilt.
Beweis: Nach Gleichung (3.9) gilt
P (#Ecken ≤ k) = 1
n!4
∑
s≤k
∑
pi: pi′ hat s Zykel
s≤ 3√n
(1 + sgn(pi′) +O(n− 23 )) +O(n− 13 ).
Es wird jetzt der zweite Summand nach dem Kriterium pi ∈ An oder pi ∈ Sn\An gesplittet,
um danach diese beiden Teilsummen genauer zu betrachten.∑
pi: pi′ hat s Zykel
s≤ 3√n
1 + sgn(pi′) +O(n− 23 ) =
∑
pi: pi′ hat s Zykel
s≤ 3√n,pi′∈Sn︸ ︷︷ ︸
A
2 +O(n− 23 ) +
∑
pi: pi′ hat s Zykel
s≤ 3√n,pi′∈Sn\An︸ ︷︷ ︸
B
O(n− 23 )
Die Summen A und B lassen sich wie folgt darstellen, dabei sei daran erinnert, dass
pi′ = pi1 ◦ pi2 ◦ pi3 ◦ pi4, pii ∈ Sn ∀i ist.
A =
(
1
2
n!n!n!
[
#
{
pi4 ∈ An|pi′ hat s Zykel
}
︸ ︷︷ ︸
α
+#
{
pi4 ∈ Sn \ An|pi′ hat s Zykel
}
︸ ︷︷ ︸
β
])
B =
(
1
2
n!n!n!
[
#α+#β
])
Daraus folgt
P (#Ecken ≤ k) = 1
n!4
(2 +O(n− 23 ))
∑
s≤k
A+
1
n!4
O(n− 23 )
∑
s≤k
B +O(n− 13 )
=
1
2
(
2 +O(n− 23 )
)(∑
s≤k
1
n!
[
#α+#β
])
+
1
2
O(n− 23 )
(∑
s≤k
1
n!
[
#α+#β
])
+O(n− 13 )
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Nach Theorem 2.2.12 gilt, dass die AnzahlM(n) der Zykel einer Permuation normalverteilt
ist. Die Normalverteilung wird hier mit N (En, σ2n) bezeichnet. Somit ergibt sich fu¨r die
Verteilung der Eckenanzahl
P (#Ecken ≤ k) =
(
1 +
1
2
O(n− 23 )
)[
1
2
N (En, σ2n) +
1
2
N (En, σ2n)
]
+
1
2
O(n− 23 )
[
1
2
N (En, σ2n) +
1
2
N (En, σ2n)
]
+O(n− 13 )
= N (En, σ2n) +O(n−
2
3 )N (En, σ2n) +O(n−
1
3 )
Sei Y die Zufallsvariable, die jeder Verklebungsvorschrift die daraus resultierende Anzahl
der Ecken zuordnet, so besteht zwischen der Zufallsvariablen Y und der Zufallsvariablen
X die Beziehung:
X =
1
2
(−Y + 2 +K − F ) = −1
2
Y + 1 +
1
2
n
Das heißt X ergibt sich aus Y durch lineare Transformation. Fu¨r den Erwartungswert von
X gilt dann
E(X) = −1
2
E(Y ) + 1 +
1
2
n
und fu¨r die Standardabweichung gilt
σX = V ar(X)
1
2 = ((−1
2
)2V ar(Y ))
1
2 =
1
2
σY .
Mit Theorem 2.2.12 folgt somit die Aussage von Theorem 3.3.1. ✷
3.4 Charakterberechnung fu¨r Elemente aus H ≀ Sn
Das wesentliche Resultat dieses Unterkapitels wird sein, die Charakterwerte fu¨r Elemente
(h; f) ausH ≀Sn mit der Eigenschaft, dass die Elemente fi ∈ Sn r-Zykel sind, abzuscha¨tzen.
Diese Abscha¨tzung wird nach (2.13) zuru¨ckgefu¨hrt auf die Abscha¨tzung von χλ, wobei [λ]
irreduzible Darstellung von Sn ist. Hierfu¨r wird zuna¨chst das fu¨r die Abscha¨tzung der
Charakterwerte χλ wesentliche Theorem von Fomin und Lulov angegeben.
Theorem 3.4.1
Sei r eine fixe ganze Zahl ≥ 2, n durch r teilbar, n=mr, und sei pi ∈ Sn eine Permutation
vom Zykeltyp (rm). Dann gilt fu¨r alle irreduziblen Darstellungen [λ]
|χλ(pi)| ≤ m! r
m
(n!)
1
r
· χλ(1) 1r ≤ c · n 12 (1− 1r ) · χλ(1) 1r , (3.10)
wobei c nur von r abha¨ngt.
Beweis: siehe [FL95]. ✷
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Wie man spa¨ter im Beweis von Theorem 3.4.3 sehen wird, la¨sst sich obiges Theorem im
allgemeinen Fall, das heißt h ∈ H beliebig gewa¨hlt, nicht anwenden. Man beno¨tigt dazu
eine Abscha¨tzung fu¨r Elemente des Zykeltyps (1b, rm), die sich jedoch aus Theorem 3.4.1
und der Murnaghan-Nakayama Formel gewinnen la¨sst.
Lemma 3.4.2
Sei pi ∈ Sn vom Zykeltyp (1b, rm), dann gilt fu¨r alle irreduziblen Darstellungen λ von Sn
|χλ(pi)| ≤ c · (2n) 12 (b+1) · χλ(1) 1r , (3.11)
wobei c nur von r abha¨ngt.
Beweis: siehe [LS04, S.568,Prop 2.12]. ✷
Theorem 3.4.3
Sei H eine Permutationsgruppe auf der Menge Ω mit |Ω| = k, Sn die symmetrische Gruppe
und sei (h; f) ∈ H ≀ Sn von der Form (h; f1, . . . , fk), wobei die Elemente fi ∈ Sn r-Zykel
sind und h vom Zykeltyp Th = (a1, . . . , ak) ist. Dann gilt fu¨r alle D = D
′⊗λ˜∗ ∈ Irr(H ≀Sn)
|χD(h; f)| ≤ χD
′′
(h) · c
∑k
i=1 ai · (2n) 12 (
∑k
i=1 biai+a) ·
k−1∏
i=0
ai+1∏
ν=1
χ
λj∑i
l=0
al+ν (1)
1
r ,
wobei c nur von r abha¨ngt.
Beweis: Nach (2.13) gilt
χD
′⊗D˜∗(h; f) = χD
′′
(h)
∑
ai∏
ν=1
χλjν (gν(h; f))
= χD
′′
(h) χλj1 (σ1,1) · · ·χλja1 (σ1,a1) · χλja1+1 (σ2,1) · · ·χλja1+a2 (σ2,a2) · · ·
·χ
λj∑k−1
i=1
ai (σk,1) · · ·χλj∑ ai (σk,ak)
= χD
′′
(h)
k−1∏
i=0
ai+1∏
ν=1
χ
λj∑i
l=0
al+ν (σi,ν),
wobei die Elemente σi,ν ∈ Sn vom Zykeltyp (1bi , ri) sind und a0 := 0 ist.
Wendet man Lemma 3.4.2 auf die Charaktere χλjs , s =
∑i
l=0 al + ν, an, dann folgt
χD
′⊗D˜∗(h; f) ≤ χD′′(h)
k−1∏
i=0
ai+1∏
ν=1
·c · (2n) 12 (bi+1)χλjs (1) 1r
= χD
′′
(h)
k−1∏
i=0
·cai+1 · (2n) 12 (bi+1)ai+1
ai+1∏
ν=1
χλjs (1)
1
r
= χD
′′
(h) c
∑
ai · (2n) 12 (
∑k
i=1 biai+
∑
ai)
k−1∏
i=0
ai+1∏
ν=1
χλjs (1)
1
r . ✷
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Korollar 3.4.4
Unter den Voraussetzungen des Theorem 3.4.3 gilt
χD
′⊗D˜∗(h; f) ≤ ck · (2n)k2 (n−r+1) · χD
′′
(1)
r−1
r · χD(1) 1r .
Beweis: Es gilt
∑k
i=1 ai ≤ k,
∑k
i=1 i · ai = k und bi = n − i · r, es ergibt sich somit die
Abscha¨tzung
1
2
(
k∑
i=1
biai + a) ≤ k
2
(n− r + 1).
Nach Gleichung (2.13) gilt fu¨r χD(1),
χD(1H ; e) = χ
D
′′
(1)
k∏
ν=1
χλjν (1),
woraus folgt, dass
k−1∏
i=0
ai+1∏
ν=1
χ
λj∑i
l=0
al+ν (1)
1
r ≤
k∏
ν=1
χλjν (1)
1
r
=
χD(1)
1
r
χD
′′
(1)
1
r
.
Es gilt
χD
′⊗D˜∗(h; f) ≤ χD′′(h) · ck · (2n)k2 (n−r+1) · χ
D(1)
1
r
χD
′′
(1)
1
r
≤ ck · (2n)k2 (n−r+1) · χD
′′
(1)
r−1
r · χD(1) 1r .
✷
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Kapitel 4
Origamis in der Forschung
Dieses Kapitel soll eine kurze Einfu¨hrung der Begriffe Translationsstruktur, Teichmu¨ller
Kurve im Modulraum und Veech Gruppe geben, da sich die Origami-Forschung vorwiegend
mit Origamis als Teichmu¨ller Kurven bescha¨ftigt. Dafu¨r werden auch die in 1.1 angefu¨hr-
ten Beschreibungen von Origamis explizit angegeben. Die Einfu¨hrung geht vor allem auf
die Arbeiten der Forschungsgruppe der Universtita¨t Karlsruhe zuru¨ck. Diese bescha¨ftigt
sich schon seit einigen Jahren mit Origamis und arbeitet seit Sommer 2007 unter dem
Forschungsprojekt “Mit Origamis zu Teichmu¨llerkurven im Modulraum“. Andere Auto-
ren untersuchen Origamis unter dem Namen “square tiled surfaces“, die zur allgemeineren
Gruppe der “flat surfaces“ geho¨ren. Diese Gruppe wird schon seit la¨ngerer Zeit in den
Teilgebieten der algebraischen Geometrie, der komplexen Analysis und der dynamischen
Systeme untersucht.
Die in den na¨chsten beiden Kapiteln verwendeten Grundlagen der U¨berlagerungstheorie
ko¨nnen zum Beispiel in [SZ88] nachgelesen werden.
4.1 Origamis als U¨berlagerungen des Torus
Sei X die zusammenha¨ngende und abgeschlossene Fla¨che aus Definition 1.1.1 und T der
durch das Origami O0 enstehende Torus, so existiert eine natu¨rliche Abbildung X → T ,
indem man jedes Einheitsquadrat des Origami O auf das Einheitsquadrat des Origami O0
abbildet. Diese Abbildung ist eine U¨berlagerung, die außer u¨ber dem Eckpunkt P unver-
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zweigt ist. Umgekehrt erha¨lt man zu jeder Abbildung p : X → T einer abgeschlossenen
Fla¨che X, eine Zerlegung von X in Quadrate mittels Zerschneidung von X entlang der
Urbilder der Ecken des Origami O0.
Definition 4.1.1.1
Ein Origami O vom Geschlecht g ≥ 1 und vom Grad n ist eine U¨berlagerung p : X → T
einer abgeschlossenen, orientierten Fla¨che X vom Geschlecht g in den Torus T , die nur
u¨ber einem Punkt P ∈ T verzweigt.
Definition 4.1.1.2
Zwei Origamis O1 = (p1 : X1 → T ) und O2 = (p2 : X2 → T ) heißen a¨quivalent, falls ein
Homeomorphismus ϕ : X1 → X2 existiert, so dass p1 = p2 ◦ ϕ gilt.
4.2 Origamis als Untergruppe der freien Gruppe F2 mit end-
lichem Index
Sei O = (p : X → T ) ein Origami. Sei T ∗ = T − P und X∗ = X − p−1(P ), dann
ist p : X∗ → T ∗ eine unverzweigte U¨berlagerung. Dies fu¨hrt zu einer Einbettung der
korrespondierenden Fundamentalgruppen:
U = pi1(x
∗) ⊆ pi1(T ∗) ∼= F2.
Dabei erha¨lt man den fixierten Isomorphismus pi1(T
∗) ∼= F2, indem manM als Mittelpunkt
von T und die einfache abgeschlossene horizontale bzw. vertikale Kurve durch M als
Erzeuger der Fundamentalgruppe pi1(T
∗,M) festlegt. F2 ist dabei die freie Gruppe mit
den zwei Erzeugern x und y, siehe Abbildung 5.
✲
✻
•Mx
y
Abb.5: Erzeuger von pi1(T
∗).
Wa¨hlt man ein zu O a¨quivalentes Origami, so fu¨hrt dies zu einer Konjugation von U mit
einem Elemente aus F2. Der Index der Untergruppe von F2 ist der Grad n der U¨berla-
gerung p. Ist andererseits eine Untergruppe U von endlichem Index von F2 gegeben, so
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erha¨lt man wie folgt mit dem Theorem der universellen U¨berlagerung eine U¨berlagerung
X → T .
Sei q : T˜ ∗ → T ∗ die universelle U¨berlagerung von T ∗, so ist nach dem Theorem der
universellen U¨berlagerung pi1(T
∗) isomorph zu Deck(T˜ ∗/T ∗), der Gruppe der Decktrans-
formationen von T˜ ∗/T ∗, und jede Untergruppe U ⊆ Deck(T˜ ∗/T ∗) von endlichem Index
korrespondiert mit einer unverzweigten U¨berlagerung p : X˜∗ → T ∗ von endlichem Grad.
Diese kann zu einer U¨berlagerung X → T , wobei X eine abgeschlossene Fla¨che ist, erwei-
tert werden. Daraus folgt die 1-1 Korrespondenz:
Origamis ↔ Untergruppe von F2 von endlichem Index
bis auf Isomorphismus bis auf Konjugation.
4.3 Translationsstruktur, Teichmu¨ller Kurve im
Modulraum und Veech Gruppe
4.3.1 Translationsstruktur
Ein Origami O = (p : X → T ) definiert auf natu¨rliche Weise eine SL2(R)-Familie von
Translationsstrukturen µA, A ∈ SL2(R), aufX∗. Dabei heißt eine Struktur, d.h. eine durch
einen Atlas bestimmte A¨quivalenzklasse, Translationsstruktur, falls alle Kartenu¨berga¨nge
des Atlas Translationen sind.
Sei A =
(
a b
c d
)
∈ SL2(R), so definiert diese Matrix eine Translationsstruktur ηA auf dem
Torus T , indem dieser mit C/ΛA identifiziert wird; dabei ist ΛA das Gitter
〈(a
c
)
,
(b
d
)〉
in
C. Die Translationsstruktur µA auf X
∗ ist dann die Hochhebung der Translationsstrukur
ηA durch p, d.h. µA = p
∗ηA.
Die anfa¨ngliche Beschreibung von Origamis durch Verklebung der Kanten ergibt die Trans-
lationsstruktur µI , I Einheitsmatrix, indem man die Quadrate mit dem euklidischen Ein-
heitsquadrat in C identifiziert. Fu¨r eine beliebige Matrix A ∈ SL2(R) erha¨lt man µA durch
die Identifikation der Quadrate mit dem Parallelogramm, das durch die beiden Vektoren(a
c
)
und
(b
d
)
aufgespannt wird.
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4.3.2 Teichmu¨ller Kurve im Modulraum
Der Modulraum Mg einer abgeschlossenen Riemannschen Fla¨che R vom Geschlecht g ist
der Quotient Tg/Mod(R). Tg ist der Teichmu¨ller Raum von R undMod(R) die Menge der
Homotopieklassen [ω], der orientierungserhaltenden Diffeomorphismen ω : R→ R.
Die hier verwendeten Begriffe, speziell der des Teichmu¨ller Raums und der unten verwen-
dete Begriff der Markierung, ko¨nnen zum Beispiel in [IT92, S.14] nachgelesen werden.
Ein Origami O = (p : X → T ) definiert eine Teichmu¨ller Kurve im Modulraum Mg einer
abgeschlossenen Riemannschen Fla¨che vom Geschlecht g.
Betrachte dazu die oben konstruierte Translationsstruktur µA auf X
∗. Diese kann auf die
abgeschlossene Fla¨che X erweitert werden. Die Riemannsche Fla¨che (X,µA) zusammen
mit der Identita¨tsabbildung als Markierung definiert dann einen Punkt im Teichmu¨ller
Raum Tg, so dass man die folgende Abbildung erha¨lt:
ιˆ : SL2(R)→ Tg, A 7→ [(X,µA), id].
Falls A ∈ SO2(R), so ist die affine Abbildung z 7→ A · z holomorph und die Abbildung
ιˆ faktorisiert u¨ber SO2(R). Verwendet man weiter, dass SL2(R)/SO2(R) ∼= H, so erha¨lt
man die Abbildung
ι : H→ Tg.
Das Bild ∆ dieser holomorphen und isometrischen Teichmu¨ller Einbettung heißt Teich-
mu¨llerkreisscheibe oder Geoda¨tische. Betrachtet man das Bild solch einer Teichmu¨llerkreis-
scheibe unter der Projektion pi von Tg auf den Modulraum Mg, so ist dies eine komplexe
algebraische Kurve und alle Kurven inMg, die als Bilder von Teichmu¨llerkreisscheiben auf-
treten, nennt man Teichmu¨ller Kurven. Betrachtet man die zu einem Origami O geho¨rige
komplexe Geoda¨tische ∆, so heißt pi(∆) Origamikurve.
4.3.3 Veech Gruppe
Sei X∗ zusammenha¨ngede Fla¨che und µ Translationsstruktur auf X∗, so la¨sst sich eine
dazugeho¨rige Untergruppe von GL2(R) bestimmen. Diese nennt man Veech Gruppe.
Dazu sei
Aff+(X∗, µ) := {f : X∗ → X∗| f orientierungserhaltender affiner Diffeomorphismus} ,
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wobei der affine Diffeomorphismus f ∈ Aff+(X∗, µ) lokal gegeben ist durch die Abbildung
z 7→ A ·z+ b mit A ∈ SL2(R) und b ∈ R2. A ha¨ngt dabei nur von f ab und ist unabha¨ngig
von der Wahl der Karten, so dass man die wohldefinierte Abbildung
D : Aff+(X∗, µ)→ SL2(R), f 7→ A
erha¨lt. Diese nennt man Derivationsabbildung. Die Veech Gruppe Γ(X∗, µ) der Translati-
onsfla¨che (X∗, µ) ist dann das Bild der Derivationsabbildung D:
Γ(X∗, µ) = D(Aff+(X∗, µ))
Sei nun O = (p : X → T ) ein Origami und µA die durch O definierte SL2(R)-Familie von
Translationsstrukturen auf X∗, so sind die dazugeho¨rigen Veech Gruppen konjugiert, d.h.
Γ(X∗, µA) = AΓ(X∗, µI)A−1. Die Veech Gruppe Γ(O) eines Origamis O ist somit definiert
durch Γ(X∗, µI).
Zum Schluss sei erwa¨hnt, dass Gutkin und Judge in [GJ00] zeigten, dass eine Veech Gruppe
genau dann Untergruppe von endlichem Index von SL2(Z) ist, wenn sie Veech Gruppe
eines Origamis ist.
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