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INTRODUCTION
Various self-organized patterns emerge in non-equilibrium open $\mathrm{s}\mathrm{y}\mathrm{s}\mathrm{t}_{\theta}\mathrm{e}\mathrm{m}\mathrm{s}$ . $\mathrm{S}\mathrm{p}\mathrm{a}\mathrm{t},\mathrm{i}\mathrm{o}- \mathrm{t}_{}\mathrm{e}\mathrm{m}\mathrm{p}o\mathrm{r}\mathrm{a}1\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{t}_{}\mathrm{i}\mathrm{e}\mathrm{s}$ of t,hese pat,-
terns have been studied extensively both experimentally and theoretically for many years. For example, mathematical
theories for spiraJ waves in Belousov-Zhabotinsky reaction have been developed [1]. Reduction methods to represent
pattern dynamics have also $\mathrm{b}\mathrm{e}\mathrm{t}^{\mathrm{l}}\mathrm{n}$ dcvclopcd $[2, \backslash ;]$ . The interaction between localized objects in nonlinear dissipativc
systems has been formulated [4].
The effects of external forcing in pattern dynamics have also been studied. One of the typical problems is synchro-
nization of nonlincar oscillators with an extcrnally applied periodic $\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}\mathrm{u}\mathrm{r}\mathrm{t}$) $\mathrm{a}\mathrm{n}\mathrm{c}\mathrm{e}[1, \mathrm{v}]\ulcorner$ . This is an exarnple of nonlinear
response in a noneqnilibrium $\mathrm{s}\mathrm{t},\mathrm{e}\mathrm{a}\mathrm{d}\mathrm{y}$ sl,ate, which $\mathrm{s}\mathrm{h}\mathrm{o}\iota 1\mathrm{l}\mathrm{d}$ be developd further in biophysics such as dynamics 01 col-
lective network in biological cells. Another reason as to why the effects of external forcing is interested is that it
might be useful to control the mesoscopic structures in ruaterial sciences. IIi fact. there are interesting experiments
of domain dynamics in $\mathrm{c}\mathrm{h}\xi^{)}\mathrm{m}\mathrm{i}\mathrm{c}$ .al reartions adsorbed on metal surfaccs [6] and in nonequilibrium $\mathrm{m}o\mathrm{n}\mathrm{o}\mathrm{l}\mathrm{a}.\mathrm{y}\mathrm{t}^{\backslash }.\mathrm{r}\mathrm{s}[7-10]$ .
Here we mention several older studies related to the subjects in the present paper. Experiments of convective
nematic fluids under spatially periodic forcing have been performed [11] and a theoretical study has been available
[12]. htfluence of tcrnporal modulation on pattern forIIlation has been investigatcd in convcctive fluids [13-15] and in
chemical react,ions $[16, 17]$ . Quite recently, experiments and theoret,ical considerat,ion have began for Tiring pat,terns
influenced by spatio-temporal forcing. For example, effects of illuminating light on spatially periodic structures and
on spiral waves are investigated in chemically reacting systems [18-21].
The purp$o\mathrm{s}\mathrm{c}$ of the present paper is to $\mathrm{i}\mathrm{n}\mathrm{v}\mathrm{e}\epsilon \mathrm{t}\mathrm{i}\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}$ , theoretically and by numerical $\mathrm{s}\mathrm{i}\mathrm{m}\iota 1\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}$ , dynamics of traveling
waves under spatio-temporal external forcing. In our previous paper, we introduced a model set of equations for phase
separated mixtures undergoing chemical reactions $[22, 24]$ and studied synchronization and modulation of motionless
and propagating waves in two dimensions by $.\mathrm{a}\mathrm{p}\mathrm{p}\mathrm{l}\mathrm{y}\mathrm{i}_{\mathrm{I}\mathrm{l}}\mathrm{g}$ spatially uriiform oscillating external disturbance [23]. The
external forcing was imposed by allowing one of the $\mathrm{r}\mathrm{e}\mathrm{a}\kappa’ \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{r}\mathrm{a}\mathrm{t}_{}rightarrow$ spare-time dependent,. Here we generalize this $\mathrm{s}\mathrm{t}$,ud.y
to the case of spatio-temporal external forcing and. carry out numerical simulations in one dimension and develop a
tlleoretical analysis to understand the results of simulations.
To our knowledg(”, $\mathrm{d}_{\mathrm{G}8}\mathrm{p}\mathrm{i}\mathrm{t},\mathrm{c}$ the previous studies mentioned ab$o\mathrm{v}\epsilon\cdot,$ , rcsponse of propagating $\mathrm{p}\mathrm{t}^{\backslash }\mathrm{r}\mathrm{i}\mathrm{o}\mathrm{d}\mathrm{i}c$ structures to the
space-time dependent external disturbance has not been explored until recently. Zykov et.al. [25] have investigated
spiral wave under traveling wave modulation. In our previous paper [26], we studied propagating waves under spatio-
temporal modulations and $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{i}\mathrm{d}\mathrm{c}\mathrm{r}\mathrm{C}^{\backslash }\mathrm{d}$ the case that the spatial period of tbe external forcing is the same as thc
$\mathrm{i}\mathrm{n}\mathrm{t}_{\mathrm{u}}\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{s}\mathrm{i}\mathrm{c}$ period of t,he traveling waves. The presenl, paper deals wit, $\mathrm{h}\mathrm{t},\mathrm{h}\mathrm{e}$ case where l,here is a small misfit between
the two periods. A part of the preliminary results has been reported in ref. [27]
The organization of the present paper is as follows. In the next section, we start with a brief explaiiation of the
$\mathrm{m}o$del system and introduce the external forcing. To make the present paper $\mathrm{s}\mathrm{c}\mathrm{l}\mathrm{f}\prec\cdot \mathrm{o}\mathrm{n}\mathrm{t}\mathrm{a}\mathrm{i}\mathrm{n}\mathrm{c}\mathrm{d}$, the results of the linear
stability analysis obtained previously [26] are also described. In section 3, we present localiz\’e modulation of traveling
waves under incommensurate external forcing. The special case where the external frequency is equal to zero, $\mathrm{i}.\mathrm{e}$ ,
motionless external forcing is investigated both $\iota\iota \mathrm{u}\mathrm{n}\mathrm{l}\mathrm{c}\mathrm{r}\mathrm{i}\mathrm{c}\mathrm{a}\mathrm{J}\mathrm{l}\mathrm{y}$ and theoretically in section 4. Discussion is given in
section 5 including an analysis of mode selection of the propagating waves.
MODEL EQUATION AND EXTERNAL FORCING
$\ln$ our previous papers [22-24], we $\mathrm{i}\mathrm{n}\mathrm{t},\mathrm{r}\mathrm{o}\mathrm{d}\iota \mathrm{l}\mathrm{c}\mathrm{e}\mathrm{d}$a hypothetical chemical reaflion wit,$\mathrm{h}$ t,hree chemical $\mathrm{c}.\mathrm{o}\mathrm{m}\mathrm{p}\mathrm{o}\mathrm{n}\mathrm{e}\mathrm{n}\mathrm{t},\mathrm{s}\mathrm{A}$,
$\mathrm{B}$ and $\mathrm{C}$
$A\gamma_{1}arrow Barrow C\gamma_{l}\gammaarrow A\mathrm{s}$ (1)
with the reaction rates $\gamma_{1},$ $\gamma_{2}$ and $\gamma_{3}$ . We assiunc that other componcnts $\mathrm{a}’1\mathrm{C}$ also involved in thc chexnical reaction,
which are supplied to the system and removed from the system siifficiently rapidly so $\mathrm{t},\mathrm{h}\mathrm{a}\mathrm{t}$‘ t,hey are constant, in both
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spare and time. Therefore th($\backslash 8\mathrm{P}$ components modif.$\mathrm{Y}$ only the $\mathrm{r}\epsilon’ \mathrm{a}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ rates. The reason as to why wc $\mathrm{c}o$nsidcr the
cyclic chemical reaction is that the system is maintained far from equilibrium.
In order to realize a spatial order as well as temporal order, we assume that A and $\mathrm{B}$ species tend to segregate each
other at low tempcratures and the component $\mathrm{C}$ is ncutral both to A arid $\mathrm{B}$ componcnts. By introducing the local
concentrat ions $\psi_{A},$ $\psi_{B}$ and $\psi_{C}$ of $\mathrm{A},$ $\mathrm{B}$ and $\mathrm{C}$ components respect ively, the l,ime-evolution equat,ions are given by [22]
$‘ \frac{(f\psi)}{\partial t}=\nabla^{2}\frac{\delta\Gamma}{\delta\psi}$
.
$+f(\psi, \phi)$ . (2)
$\frac{\partial\phi}{\partial t}=g(\psi, \phi)$ , (3)
where $\psi=\psi_{A}-\psi_{B}$ and $\phi=\psi_{A}+\psi_{B}$ . We have imposed the condition $\psi_{A}+\psi_{B}+\psi_{C}=1$ which is justified by the
assuInption of the uniformity of other chcznical species as mcntioned above. Thc free encrgy functional $F$ is given by
$F= \int d\mathrm{r}[\frac{D}{2}(\nabla\psi)^{2}-‘\frac{\tau}{2}\psi^{2}+\frac{1}{4}\psi^{4}]$ , (4)
where $D$ and $\tau$ are positive constants. In this free energy, we have ignored, for sirnplicity, the coupling terxns between
Cb and $\phi$ . The last terms in $\mathrm{e}\mathrm{q}\mathrm{s}$ . (2) and (3) arise from the chemical reaction (1)
$f( \psi, \phi)=-(\gamma_{1}+\frac{\gamma_{2}}{2})\psi-(\gamma_{1}-\frac{\gamma_{2}}{2}+\gamma s)\phi+\gamma_{3}$ ,
$g( \psi, \phi)=\frac{\gamma_{2}}{2}‘\psi-(\frac{\gamma_{2}}{2}‘+\gamma_{3})\phi\perp\gamma_{3}$. (6)
Note that the diffusion term is not considered in eq. (3) because it does not alter essentially the dynamics described
below [24].
Thc uniforrn stationary solution of $\mathrm{e}\mathrm{q}\mathrm{s}$ . (2) and (3) is readily $\mathrm{o}\mathrm{t}$)$\mathrm{t}\mathrm{a}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{d}$ as
$\psi_{0}=\frac{\gamma \mathrm{s}(\gamma_{2}-\gamma_{1})}{\gamma\iota\gamma_{2}+\gamma_{2}\gamma s+\gamma\prime s\gamma_{1}}$ , (7)
$\phi_{0}=\frac{\gamma_{3}(\gamma_{2}+\gamma_{1})}{\gamma_{1}\gamma_{2}+\gamma_{2}\gamma_{3}+\gamma_{3}\gamma_{1}}$. (8)
The linear stability of the uniform solution was carried out by putting Cb–tho $=c_{1}\exp(\lambda t+iqx)$ and $\phi-\phi_{0}=$
$c_{2}\exp(\lambda t+iqx)$ with $\mathrm{c}$: and ($j2$ constants and by 811bstit\iota lting these into $\mathrm{c}\mathrm{q}\mathrm{s}$ . (2) and (3). In this section, we fix the
parameters as $D=1,$ $\gamma_{1}=0.3$ and $\gamma_{3}=0.05$ and the remaining two parameters $\tau$ and $\gamma_{2}$ are varied. At some range
of the parameters, the eigenvalue $\lambda$ is found to be complex. An example is shown in Fig. 1 for $\tau=1.46$ and $\gamma_{2}=0.16$
as a function of wavc number. Note that the real part }) $\mathrm{c}\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{c}\mathrm{s}$ positive at a finite wave numbcr $q_{\mathrm{r}}$ and the ixnaginary
part has a minimum at, $q=q_{c}$ .
The expressions of $q_{c},$ $\tau_{\mathrm{c}}$ and the critical frequency $\omega_{c}$ which is the imaginary part of the eigenvalue at $q=q_{c}$ are
given for $\tau>3\psi_{0}^{2}$ by
$q_{c}=( \frac{\tau-3\psi_{0^{2}}}{2})^{1/2}$ (9)
$\tau_{c}=3\psi 0^{2}.+2(\gamma_{1}+\gamma_{2}+\gamma s)^{1/2}$ , (10)
$\omega_{c}=(\frac{\gamma_{1}\gamma_{2}-\gamma_{2}\gamma_{3}-\gamma_{2^{2}}}{2}-\gamma s^{2})^{1/2}$ (1 J)
Thc linear stability analysis gives us the bifurcation diagram shown in Fig. 2 [24]. A Inotionless periodic pattcrn
appears in the region indicated by $\mathrm{x}$ in Fig. 2 whereas a propagating wave patt,ern appears in 1,he $\mathrm{r}\mathrm{e}\mathrm{g}\mathrm{i}\mathrm{o}\mathrm{n}+$. The
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FIG. 1: The wave-number dependence of ${\rm Re}\lambda(\mathrm{q})$ (solid line) and ${\rm Im}\lambda(q)$ (dashed line) for $D=1.\mathrm{O},$ $\tau=1.46,$ $\gamma_{1}=0.3,\gamma_{2}=0.16$
and $\gamma_{3}=0.05$ .
FIG. 2: Bifurcation diagram for the uniform stationary solution for $D=1,$ $\gamma_{1}=0.3$ and $\gamma_{3}=0.05$ . The lull line and tbe dotted
line are the Hopf bifurcatioii line and the Turing-typc bifurcation liiic rcspcctively. A traveling wave appears at the parametcrs
indieated by the $\mathrm{s}\mathrm{y}\mathrm{m}\mathrm{b}\mathrm{o}\mathrm{l}+\mathrm{w}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}w$ a mot ionloss pattern at the 8.$\mathrm{y}\mathrm{m}\mathrm{b}o1\mathrm{x}$ .
value of $\tau$ at the Hopf bifurcation point for $\gamma_{2}=0.16$ is $\tau_{\mathrm{c}}\approx 1.46$ at which the critical wave number is $q_{c}\approx 0.85$ and
thc critical frequency $\omega_{\mathrm{r}}$. $\approx 0.07$ .
$\ln$ order to study the behavior above the $\mathrm{b}\mathrm{i}\mathrm{f}\dagger \mathrm{l}\mathrm{r}\mathrm{c}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ lines we have carried out, numerical simulal ions of $\mathrm{e}\mathrm{q}\mathrm{s}$. (2)
and (3) in one dimension. The Euler method is employed with the system size $L=64$ , the mesh size 0.5 and the time
incrernent 0.001 and a periodic boundary condition is iinposed.
Figure 3 displays the spatial variation of a propagating wave. Since $\mathrm{e}\mathrm{q}\mathrm{s}$ . (2) and (3) are invariant under the
transformation $xarrow-X$ , the traveling wave can propagate either to the right or to the left with a certain phase
difference between $\phi$ and $\psi$ . Hereafter we choose (with an appropriate initial condition) a wave traveling to the right
without loss of gcncrality.
The spatio-temporal forcing is introduced as follows. We suppose that the system is exposed through periodically
arrayed slits by illuminating light and the slit moves at a constant velocity $\Omega/q_{f}$ with $2\pi/q_{f}$ the period of the slits.
As a result, we assume that the reaction rate $\gamma_{3}$ is modified such that $\gamma_{3}arrow\gamma_{3}+\Gamma$ where $\Gamma$ represents the effect of
illumination. We shall ignore a term $\Gamma\phi$ arising from t,he $\gamma_{3}\phi$ term in $\mathrm{e}\mathrm{q}\mathrm{s}$ . (5) and (6) providing a sufficiently small
forcing $\epsilon$ . In this way, the set of equations (2) and (3) has an additive term
$\Gamma(x, t)=\epsilon\cos(q_{f}x-\mathrm{f}lt)$ . (12)











FIG. 3: Spatial $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{f}\mathrm{i}1\mathrm{t}^{\backslash },\mathrm{s}$ of $\psi(x, t)$ (solid line) and $\phi(x, l,)$ (dashed line) for $D=1.\mathrm{O},\tau=1.6,\gamma_{1}=0.3,$ $\gamma_{2}=0.16$ and $\gamma_{3}=0.05$ .
Both $\psi(x, t)$ and $\phi(x, t)$ are propagating to the right at the same velocity.
LOCALIZED MODULATION OF TRAVELING WAVES
We have carried out numerical simulations of $\mathrm{e}\mathrm{q}\mathrm{s}$ . (2) and (3) wit, $\mathrm{h}$ the external force (12). When the external
forcing is present, the system size is set to be $L=2\pi N/q_{j}$ and $q_{f}$ is varied from 0.2 to 1.6. The integer number $N$
is changed with $q_{f}$ as $N=10q_{[}$ so that the systern size is always equal to $L=20\pi$ . Note that the intrinsic wave
number is given by $q_{\mathrm{c}}\approx 0.9$ for $\tau=1.6$ and $\gamma_{2}=0.16$ . (We shall not, use the value of $q_{\mathrm{C}}=0.8^{r_{)}}$. at the bifurcation
point $\tau_{c}=1.46$ but use the value at $\tau=1.6$ where numerical simulations will be carried out.) Note also that $L$ is
approximately commensurate with $2\pi/q_{c}$ , i.e., $Lq_{\mathrm{c}}/2\pi\approx 9$ .
The traveling wavc solution is providcd without the external forcing, then the forcing tcrm is turned on and cxaminc
the asymptotic beha,vior. Figure 4 summarizes the behavior on 1,he $\Omega-q_{f}$ plane for the paramel,$\mathrm{e}\mathrm{r}\mathrm{s}\gamma_{1}=0.3,$ $\gamma_{2}=$
$0.16,$ $\gamma_{3}’=0.05,$ $\tau=1.6$ and $\epsilon=0.006$ . As mentioned above, the critical wave number is $q_{c}\approx 0.9$ and the critical
frequency $\omega_{\mathrm{c}}\approx 0.07$ . There is a region indicated by $+\mathrm{a}\mathrm{r}\mathrm{o}\mathrm{u}\mathrm{n}\mathrm{d}q_{f}=q_{c}$ and S2 $=\omega_{\iota}$. where the traveling wave is
cntrained with the external force, as expected, so that it propagat,es at the veloeity $\Omega/q_{f}$ as in Fig. “ (a). When the
kequency $\Omega$ of the external forcing is far away from $\omega_{c}$ but $q_{f}=q_{c}$ as in the region indicated by the diamond symbols.
entrainment breaks down and the traveling wave is modulated such that the amplitude as well as the propagating
velocity is uniformly oscillating. When the vclocity is decreascd, thc amplitude is also dccrcascd and vice versa as
shown in Fig. 5(b). This uniform modulation was studied in detail in the previous paper [26].
Next, we show the case that the wave length of the trains is different from the spatial period of the external forcing,
i.e., $q_{j}\neq q_{\mathrm{r}}$ . When the external frequency St and the external wave number $q_{f}$ are much different from $\omega_{r}$. and $q_{\mathrm{r}}$ ,
the traveling wave is modulated both in space and time. The essential differenc,$\mathrm{e}$ from the case of $q_{j}=q_{c}$ is that
the modulation is localized in space. A snapshot of the concentration profiles of Cb is displayed in Fig. 6. It is noted
that the envelop of the amplitude is localized as indicated by the arrow. The propagating direction of the locally
modulated region depends on the parameters. In fact, it propagatcs t.o thc left in Fig. 7(a) in $\mathrm{t}_{1}\mathrm{h}\mathrm{e}$’ parameter region
of the white circles in Fig. 4 whereas the localized modulation propagates to the right in Fig. 7(b) in the region
indicated by the black circles in Fig. 4.
We havc not fully succecded in formulating the localizcd modulation for $q_{c}\neq q_{f}$ . Here we dcscribe a simple argument
to imderstand the velocil,$\mathrm{y}$ of the localized region. The velocity of the external forcing is given by $v_{i}=\Omega/q_{f}$ and
the velocity of the traveling wave near the bifurcation threshold in the absence of the external forcing is defined by
$v_{\mathrm{c}}=\omega_{c}/q_{c}$ . Fiist we consider the case $v_{f}>v_{\mathrm{c}}$ and $q \int>q_{c}$ . Let us suppose that the variable $\psi(x, t)$ and the external
forcing $1’(.\prime r,, t)$ are in phase at, the point A and $t,$ $=0$ as indicatad in Fig. 8. This point A traverses at the distance
$v_{\mathit{0}}’I$ during a certain interval ’1’. The point $\mathrm{B}$ of $\Gamma$ in Fig. 8 catches up the point A at the point $\mathrm{C}$ if $\prime \mathit{1}^{1}$ satisfies
$Tv_{[}=2\pi/q_{f}+Tv_{c}$ . (13)
During this period, the $\mathrm{l}\mathrm{o}\mathrm{c}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{z}\mathrm{e}\Lambda$ region propagates t,he whole system plus $\prime I^{1}v_{\mathrm{c}}$ so that il$\mathrm{s}$ velocity $v_{L}$ has t,o satisfy
$Tv_{L}=N_{f}2\pi/q_{f}+Tv_{\iota},$ . (14)
where $N_{f}=Lq_{f}/2\pi$ is $|_{}$he number of wave trains of the external forcing. $\mathrm{h}^{\tau}\mathrm{l}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{a}(_{}\mathrm{i}\mathrm{n}\mathrm{g}T$ from (13) and (14), one,
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FIG. 4: Phase diagram of $\mathrm{m}\mathrm{o}\mathrm{d}\iota 1\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ for $q_{f}\neq q_{\mathrm{c}}$ and for the $\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{m}\mathrm{e}\mathrm{t}\epsilon x\mathrm{s}\gamma_{1}=0_{\backslash }.3,$ $\gamma_{2}=0.1\mathrm{f}$), $\gamma_{3}=0.0,5,$ $\tau=1.6$ and $r=().006$ .
At the region indicated by the $\mathrm{p}\mathrm{l}\mathrm{u}\epsilon$ symbols around $q_{\mathrm{c}}=0.9$ and $\omega_{c}=0.07$ the waves are entrain\’e with the external forclng. At
the region indicat\’e by the diamond symbols for $q_{\mathrm{c}}=0.9$ a uniform oscillation of modulation occurs. The localized modulation
appears at the region indicated by the black (white) circles where the localized region propagates to the right (left).
(a) (b)
FIG. 5: Space (horizontal)-time (vertical) plot of $\psi$ for (a) $q_{f}=0.9$ and $\Omega=0.09$ , and (b) $q_{J}=0.9$ and $\Omega=0.11$ . The value of
$\psi$ is large (small) for lighter (darker) regions. No modulation appears in (a). $r_{1^{\backslash }\mathrm{h}\mathrm{e}}$ modulation occurs periodically in time but
uniformly in spwe in (b).
obtains
$v_{L}=N_{f}(v_{f}-v_{c})+v_{c}$ . (15)
It is reffiily found that this relation can be extend\’e to the case $v_{f}<v_{\mathrm{c}}$ . In the case of $q_{[}<q_{c}$ , a similar argument
gives us
$v_{L}=(N_{j}+1)(v_{\mathrm{c}}-v_{f})+v_{f}$ . (16)
These thcorctical roeults arc comparcd with simulatioo in Figs. 9 for (a) $q_{f}=1.0$ and (b) $q_{f}=0.8$ . It $1\mathrm{B}\prime \mathrm{n}\mathrm{o}\mathrm{t}\alpha 1$
that $l$he lheoretical $\mathrm{r}\mathrm{e},\mathrm{s}\iota 11\mathfrak{l}_{}\mathrm{s}$ are in a good agreement with $l$he simtllat,ions for $\Omega>1D_{\mathrm{C}}=0.07$ . However, t,here is a small
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FIG. 6: Spatial profiles of $\psi(x,, t)$ (solid line) and $\Gamma(x)$ (da.shed line) for $D=1.0,$ $\tau=1.6,$ $\gamma_{1}=0.3,$ $\gamma_{2}=0.16,$ $\gamma_{3}=0.0_{\backslash }5$ ,
$\epsilon=0.007,$ $\Omega=0.0$ and $qf=0.8$ . Both $\psi(x, t)$ and a localized modulation (indicated by arrows) are propagating to the right.
(a) (b)
FIG. 7: Space (horizontal)-time (vertical) plot of Cb for (a) $q_{j}=0.8$ and $\Omega=0.11$ and (b) $qf=1.0$ and $\Omega=0.11$ . The value of
$\psi$ is large(small) for lighter (darker) regions. The localized modulation propagates to the left in (a) and to the right in (b).
FIG. 8: Relative configuration of the wave $\psi(x, t)$ and the external force $\Gamma(x, t)$ . The locations of maxima of the periodic th are
shown by the black circle whereas those of $\Gamma$ are by the white circles.
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(a) (b)
FIG. 9: $\Omega$-dependence of the velocitv $v_{L}$ of the localized modulation for (a) $q_{f}=1.0$ and (b) $q_{f}=0.8$ . The results of simulations
given by the $\mathrm{s}\mathrm{y}\mathrm{m}\mathrm{b}\mathrm{o}\mathrm{l}+\mathrm{a}\mathrm{r}\mathrm{e}$ compared with the theoretical results eq. (15) in (a) and eq. (16) in (b). Note that the velocity is
defined to be positive when the localized modulation is propagating to the right.
but systematic deviation between them for smaller values of $\Omega$ . In fact, the absolute value of $\uparrow’ L$ is smaller than tho
theoretical value. As is seen in Fig. 8, the above argument assumes implicitly the distortion of the wave due to the
external forcing is small. The results indicate that the coupling between the external forcing and the propagating
wave is stronger when tho velocity of the external forcing is small, $\mathrm{i}.\mathrm{c}.,$ $\Omega<\omega$.. This is qualit,ativoly $\iota \mathrm{m}\mathrm{d}\mathrm{c}\mathrm{r}.\mathrm{s}$f.ood
because the effect of the periodic external force is smeared out when the velocity is large enough.
LOCKED STATE FOR $\Omega=0$ AND ITS STABILITY
In this section, we fix the external frequency as $\Omega=0$ and the remaining two $\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{r}\iota \mathrm{l}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{s}\epsilon$ and $q_{f}$ are varied.
The restilts are shown on the $c-q_{f}$ plane in Fig. 10 and Fig. 11. When the extcrnal forcing $\epsilon$ is siifficiently large
and near $q_{f}=q_{c}=0.9$ as indicated by the plus symbols, the waves are locked by the external forcing. In other
regions modulation of waves is observed. The localized modulation occurs and propagates to the right in the region
$\mathrm{i}\mathrm{r}\mathrm{l}\mathrm{d}\mathrm{i}\mathrm{c}\mathrm{a}\mathrm{t}\mathrm{c}^{\tau}\mathrm{d}$ by thc black circlos whcrcas it propagates to the left in the regiori indicated by the whitc circles. hi thc
region indicat,ed by the blark t,riangles waves imdergo a $\mathrm{c}o$herent in-phase oscillat,ion in the confined $\mathrm{i}\mathrm{n}\mathrm{l},\mathrm{e}\mathrm{r}\mathrm{v}\mathrm{a}\mathrm{l}$ of one
wavelength of the external force. In the region indicated by the squares, more complicated oscillatory motions appear
as described in detail below.
The representative motions of waves are shown in sparPtime plot in Figs. 12, 13 and 14. Figure 12 displays
the results for $q_{f}=q_{c}=0.9$ . When $\epsilon$ is sufficiently small, a periodic modulation appears as Fig. 12(a), which is
essentially the same as that in Fig. 5(b). When the magnitude of $\epsilon$ is intermediate, the waves undergo a trapped
in-phase oscillation as Fig. 12 $(\}))$ . The wavcs are locked (frozen) $\mathrm{t})\mathrm{y}$ the external forcing for sufficiently largc valuos
of $\epsilon$ as $\mathrm{i}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{c},\mathrm{a}\mathrm{l},\mathrm{e}A$ in Fig. 12(c). These were obtained and analyzed in the previotls paper [26].
When $q_{f}=0.6$ a localized modulation propagating to the right appears for small values of $\epsilon$ whereas the waves
are locked for large values of $\epsilon\ \mathrm{s}$ clearly seen in Figs. 13(a) and (c). An oscillatory dyIlaIIlics shown in Fig. 13(b) is
observed in the small interval between these two bohavior. Note $\mathrm{t},\mathrm{h}\mathrm{a}\uparrow!$ this $\mathrm{o}\mathrm{s}\mathrm{c}\mathrm{i}\mathrm{l}\mathrm{l}\mathrm{a}\mathrm{t},\mathrm{i}o\mathrm{n}$ is similar to but different from
the trapped oscillation mentioned above. In fact the motion of a pair of the adjacent domains is anti-phase. The
reason of the anit-phase oscillation can be understood qualitatively as follows. When $q_{f}=0.6$ , there are 6 $(=10q_{J})$
trains of thc external forcing. On the othcr hand, thc intrinsic number of propagating wave trains is 9 ( $=Lq_{c}/2\pi$ for
$q_{\mathrm{c}}=0.9)$ . This means that there are three clusters, each of which consists of three trains. These three trains survive
equally for small values of $\epsilon$ but one of the trains (say, the middle one) tends to be eliminated by the external force
for large values of $\epsilon$ . This conflict rnakes the other two trains anti-phase oscillation.
Figure 14 displays the rcsults for $q_{f}=1.2$ . It is interesting to see that there is again a narrow region between the
state of the localized modulation and the locked state, where an oscillatory state appears as in Fig. 14(b). Note.
however, that the oscillation is more complicated in its spatial structure compared with the other two, i.e., Fig. 12(b)
and Fig. 13(b). In this case thc number of thc trains of the external force is 12 whcreas the intrinsic wave trains is 9.
Therefore the waves trains make three clusters which contains three wave trains. When the external force $\epsilon$ is large,
one more wave train tends to be produced in each cluster. $‘ 1^{1}\mathrm{h}\mathrm{i}\mathrm{s}$ is possible only when the amplitude of the three wave
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FIG. 10: Phase diagram for $\Omega=0,$ $\gamma_{1}=0.3,$ $\gamma_{2}=0.16,$ $\gamma \mathrm{a}=0.0_{\mathrm{t}}5$ and $\tau=1.6$ . $\ln$ the plus region thc waves arc $1o\mathrm{t}^{\backslash }\mathrm{k}_{\mathrm{C}^{\backslash }},\mathrm{d}$ by the
external force. In the region of the white (black) circles the localized modulation propagates to the left (right). In the regions
indicated by the black triangles and the white squares, trapped oscillations of waves are observed. Those dynamics are shown










$0$ 0.004 0.008 0.012 0.016 0.02 0.024
$\epsilon$
FIG. 11: Magnification of the phase diagram around $q_{J}=0.9$ and $\epsilon=0.01$ . A periodic modulation occurs in the region
indicated by the diamond symbols. The parameters are the same as those in Fig. 10.
trains is small. As a result, there is a standing oscillation of four wave trains such that the amplitude of the three
wave trains is large but that of the fourth wave train is small and vice versa. This is actually happening in Fig. 14(b).
Here we develop a theory to understand the phase diagram ncar $q_{f}=q_{c}$ in Fig. 11. The following theory is an
extension of our previous one [26] which was restricted only to the case $q;=q_{\mathrm{c}}$ . The, model equat,ions (2) and (3)
with the external forcing (12) can be written explicitly as
$\frac{\partial\psi}{\theta t}=\nabla^{2}[-\nabla^{2}\psi-\tau\psi+\psi^{3}]+a_{1}\psi+a_{2}\phi$
$+\epsilon\cos(q_{f}x-\Omega t)+a_{3}$ , (17)
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FIG. 12: Spacc (horizontal) -time (vertical) plot of Cb for $q;=0.9$ and for (a) $\mathrm{c}=$ 0.005, (b) $\epsilon=0.01$ and (c) $c=0.02$. $()$ther
$\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{m}\mathrm{t}^{\backslash }.\mathrm{t}\mathrm{e}:\mathrm{r}\mathrm{s}$ are chosen as $\Omega=0,$ $\tau=1.\mathrm{t}\backslash$) and $\gamma_{2}=0.16$ .
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FIG. 13: Space $(\mathrm{h}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{z}\mathrm{o}\mathrm{n}\mathrm{t}\mathrm{a}\mathrm{l})- \mathrm{t}\mathrm{i}\mathrm{m}e$ (vertical) plot of th for $qf=0.6$ and for (a) $\epsilon=0.036,$ $(\mathrm{b})\epsilon=0.04$ and (c) $\epsilon=0.045$ . Other
parameters are the same as thosc in Fig. 12.
$\frac{\partial\phi}{\partial t}=b_{1}\psi+b_{2}\phi+\epsilon Ci08(q_{f}x-\Omega l)+b_{3}$ , (18)
(a) (b) (c)
FIG. 14: Spacn (horizontal)-time (vertical) plot of th for $qf=1.2$ and for (a) $r=0.1,$ $(\mathrm{b})r=0.11_{\backslash }5$ and (c) $r=0.12$. Other









The equilibrium uniform solutions $\psi_{0}$ and $\phi_{0}$ have been given by $\mathrm{e}\mathrm{q}\mathrm{s}$ . (7) and (8).
Numcrical simulations show that $\mathrm{e}\mathrm{q}\mathrm{s}$ . (17) and (18) have a motionless pcriodic solution for sufficiently largc vaJucs
of $\epsilon$ and those are well approximat\’e by
th $=\psi_{0}+\overline{\psi}_{1}\cos(q_{f}x))$ (20)
$\phi=\phi_{0}+\overline{\phi}_{1}\cos(q;x)$ , (21)
We have veridied numerically that there is no $\mathrm{p}\mathrm{h}\mathrm{a}\mathrm{s}\mathrm{t}^{\backslash }$, difference between Cb, $\phi$ and the cxternal force $\epsilon \mathrm{c},\mathrm{o}\mathrm{s}(q_{f}x)$ and
that $\overline{\psi}_{1}$ and $\overline{\phi}_{1}$ are negative. Substituting (20) and (21) into (2) and (3) and ignoring the higher harmonics generated
by the nonlinear term, we obtain the set of equations for $\overline{\psi}\mathrm{J}$ and $\overline{\phi}_{1}$
$-q_{f^{4}} \overline{\psi}_{1}+\tau q_{f^{2}}\overline{\psi}_{1}-q_{f^{2}}(3\psi_{0}^{2}\overline{\psi}_{1}+\frac{3}{4}\overline{\psi}_{1}^{3})+a_{1}\overline{\psi}_{1}+a_{2}\overline{\phi}_{1}+\epsilon=0$ , (22)
$b_{1}\overline{\psi}_{1}+b_{2}\overline{\phi}_{1}+\epsilon=0$. (23)
The neglect of the higher harmonics is justified as long as the sinusoidal deformation (20) and (21) holds which is
indeed the c,&se for the parameters considered here.
When the magnitude of the external force is decreased, the locked solution (20) and (21) becomes unstable as shown
in Fig. 10. It is difficult to formulate the whole behavior in this Figure. We restrict ourselves to the region near
$q=q_{c}=0.9$ whcre a $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{p}\mathrm{p}\alpha \mathrm{i}\mathrm{o}\mathrm{s}\mathrm{c}\mathrm{i}\mathrm{l}\mathrm{l}\mathrm{a}\mathrm{t},\mathrm{i}o\mathrm{n}$ appears aftcr destabilization of thc locked state as indicated in Fig. 11.
A trapped oscillation can be represented approximately by
$\psi=\psi_{0}+\overline{\psi}_{1}\cos q_{f}(x+\theta_{1}(i))$ , (24)
$\phi=\phi_{0}+\overline{\phi}_{1}\cos q_{f}(x+\theta_{2}(t))$, (25)
where the time-evolution equations for the imknown phases $\theta_{1}(l)$ and $\theta_{2}(t)$ are t,o be derived. lt $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{i}\mathrm{s}\mathrm{l},\mathrm{s}$ of two
steps. First substitute (24) and (25) into $\mathrm{e}\mathrm{q}\mathrm{s}$ . (17) and (18). Second, multiply each equation by $\sin q_{f}(x+\theta_{1}(t))$ and
$\sin q_{f}(x+\theta_{2}(t))$ respectively and carry out the integral over one spatial period. In this $\mathrm{w}\mathrm{a}\mathrm{y}_{!}$ we obtain
$q_{f} \frac{d\theta_{1}}{dl}=c_{1}\sin q_{[}(\theta_{1}-\theta_{2})+\epsilon_{1}\sin(q_{f}\theta_{1})$, (26)









FIG. 15: Bifurcation diagram betwcen the locked state and the trapped oscillation for $\mathrm{f}1=0,$ $\gamma_{1}=0.3,$ $\gamma z=0.16,$ $\gamma?=0.0\tilde{\mathrm{o}}$
and $\tau=1.\Gamma$). The solid line is tho stability limit obtained $\mathrm{t}\mathrm{h}\mathrm{t}^{1}\mathrm{o}\mathrm{r}\epsilon \mathrm{t},\mathrm{i}\mathfrak{c}\cdot \mathrm{a}\mathrm{l}1,\gamma$. In the simulations for $q_{f}=0.7_{\mathrm{t}}^{r},,$ $0.8^{r_{)}}$ and 0.95, the
system size is chosen as $L=40\pi$ t,o make the external $\mathrm{f}o\mathrm{r}\mathrm{c},\mathrm{e}\mathrm{c}’ \mathrm{o}\mathrm{m}\mathrm{m}\mathrm{e}\mathrm{n}\mathrm{s}\uparrow \mathrm{l}\mathrm{r}\mathrm{a}l\mathrm{t}’ \mathrm{w}\mathrm{i}\mathrm{t}_{}\mathrm{h}L$ . The meanings of the svmbols are the same
as those in Figs. 10 and 11.
Near the bifurcation threshold one may linearize these equal,ions
$\frac{d\theta_{1}}{dl}=c_{1}(\theta_{1}-\theta_{2})+\epsilon_{1}\theta_{1}$, (30)
$\frac{d\theta_{2}}{dl}=c_{2}.(\theta_{1}-\theta_{2})+\epsilon_{2}\theta_{2}$ , (;;1)
The eigen value equation is readily obtained as
$\lambda^{2}-(_{C_{1}+\epsilon_{1^{-(}2}}\cdot+\epsilon_{2})\lambda+c_{1},\epsilon_{2}-t_{2}.\mathrm{e}_{1}+\epsilon_{1}\epsilon_{2}=0$ (32)




$\prime \mathrm{r}\mathrm{h}\mathrm{e}$ solid line in Fig. 15 represent,$\mathrm{s}$ the above Hopf insl,abilil,$\mathrm{y}$ condit,ion. $\mathrm{N}o\mathrm{I}\mathrm{e}$ t,hat, the $\mathrm{t}_{t}\mathrm{h}\epsilon \mathrm{o}\mathrm{r}\mathrm{y}\mathrm{a}\mathrm{g}\mathrm{r}\mathrm{e}\epsilon \mathrm{s}\mathrm{q}\mathrm{u}\mathrm{i}\mathrm{I}_{}\mathrm{e}$ well wit, $\mathrm{h}$
the simulation results.
The above theory was applied to the case $q_{f}=q_{\mathrm{c}}$ in our previous paper [26]. What we have shown here is that it
can also be $\mathrm{a}\mathrm{p}\mathrm{p}\mathrm{l}\mathrm{i}\alpha 1$ successfully to the caqe $q_{f}\neq q_{\mathrm{c}}$ as long as the difference is not too large.
DISCUSSION
We have studied dynarnics of traveling waves under spatio-temporal forcing. When $q_{f}=q_{c}$ , the behavior $\mathrm{c}\mathrm{a}\mathrm{I}\mathrm{l}$ be
understood theoretically [26]. Howcvcr, when $q_{f}\neq q_{c}.$ , more complcx dynamics appears. In tho prcsent $\mathrm{i}\mathrm{n}\mathrm{v}\mathrm{o}\mathrm{e}\mathrm{t}i\mathrm{g}\mathrm{a}\mathrm{t},\mathrm{i}o\mathrm{n}$ ,
we have found propagating localized modulation, several different types of confined oscillations and the locked state.
We have succeeded in predicting the velocity of the localized modulations which shows a good agreement with the
simulations for thc cxtcrnal frcqucucy larger than thc intrinsic frequency. The $|$ ) $\mathrm{i}\mathrm{f}\mathrm{u}\mathrm{r}\mathrm{c}\mathrm{a}$tion from the lockcd statc to
t,he oscillatory stale near $q_{f}=q_{\mathrm{c}}$ is $\mathrm{f}\mathrm{o}\iota \mathrm{m}\mathrm{d}\mathrm{t}0$ be underst,ood by means of a $\mathrm{p}\mathrm{h}\mathrm{a}$ .se dynamical approach.
11
FIG. 16: Bifurcation diagram between the locked state and the trapped oscillation for $\gamma_{2}=0.1$ , and $\tau=1.55$ . Other parameters
are the same as those in Fig. 15. Thc solid line is the stability limit obtaiiied thcoretically. $\mathrm{I}\mathrm{l}\mathrm{l}$ tbcsc simulations tbc system size
is c.hosen as $L=80\pi$ to make the $\mathrm{t}^{1}\mathrm{x}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{a}1$ forco commensurate with $L$ . The meanings of the symbols are the same as $\mathrm{t},\mathrm{h}\mathrm{o}8\mathrm{e}$ in
Figs. 10 and 11.
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FIG. 17: Bifurcation diagram between the lock\’e state and the trapp\’e $0\epsilon \mathrm{c}\mathrm{i}\mathrm{l}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ for $\gamma_{2}=0.16$ , and $\tau=2.5$ . Other $\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{r}\epsilon$
are the same as those in Fig. 15. The solid line is the stability llmit obtained $\mathrm{t}\mathrm{h}\infty \mathrm{r}e\mathrm{t}\mathrm{i}\mathrm{c}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}$ . In these simulations the $\mathrm{s}\mathrm{y}\mathrm{s}\mathrm{t}\mathrm{e}\mathrm{n}\iota$ size
is chosen as $L=80\pi$ to make the external force commensurate with $L$ . The meanlngs of the symbols are the same as those in
Figs. 10 and 11. The large discrepancy with the theory is not surprising because the theory ignores the higher harmonics and
is valid only near the Hopf bifurcation $\prime r=\tau_{c}=1.46$ .
What we have investigated in this paper is rather simple situation of the effects of external forcing. It is well known
that the commensurate-incommeourate transition in thermal equilibrium exhibits a complicated phase diagram of
various structures [28]. In this respect, even thc locked $\mathrm{s}^{\backslash }\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{e}$ witbout propagation in the present pro$\}_{)}1\mathrm{e}\mathrm{m}$ is $\mathrm{c}\mathrm{x}\mathrm{p}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{C}^{\backslash }\mathrm{d}$
to be complicated enotlgh by changing more widely l,he ratio $q_{c}/q_{f}$ and l,he magnitude of the $\mathrm{e}\mathrm{x}\mathrm{t}e,\mathrm{r}\mathrm{n}\mathrm{a}11\mathrm{o}\mathrm{r}\mathrm{c}^{\backslash },\mathrm{e}$. More
systematic approach is necessary for these aspects but it is left for a future study.
Finally we discuss about the mode selection in the preaent propagating waves. In pattern forrnation phenomena.
to find a general principle for the mode selection beyond a biftlrcation thrcshold is a ftlndamc”ntal tlnsolve,d problem
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in non-variational dissipative systems. In this respect, it $\mathrm{w}o$uld be interesting to explore the poggibility that some
resonance condition might be related to the mode selection. That is, a periodic pattern might respond most strongly
to an external periodic modulation whose period is the same as that of the intrinsic spatial period. In order to
$\mathrm{c}^{\backslash }\mathrm{x}\mathrm{a}\mathrm{I}\mathrm{I}\downarrow \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{C}^{\backslash }$ this possibility, we bave carricd out numerical simulations of traveling wavcs for sufficiently large system
without external $1\dot{\mathrm{o}}\mathrm{r}\mathrm{c}\mathrm{i}\mathrm{n}\mathrm{g}$. For example, we $\mathrm{o}\mathrm{b}\mathrm{t}$,ain t,he intrinsic wave number $q=0.85$ of the propagatmg wave Ior
$\gamma_{2}=0.16$ and $\tau=1.6$ . It is found from Fig. 15 that this wave number coincidences with the first wave number
$q_{[}$ where the locked state becomes unstable by decreasing $\epsilon$ and the $\mathrm{t}\mathrm{r}\mathrm{a}$,pped oscillation starts. We have also carried
out, numerical simulations for $\gamma_{2}=0.1$ , and $\tau=1.,\ulcorner$),$”$) and found that the intrinsic wave number is $q=$ 0.825. This
is also the first wave number of $q_{j}$ as shown in Fig. 16. It is emphasized that this property is not limited near the
bifurcation point of propagating waves. Figure 17 shows that the first wave number is $q_{f}=$ 0.875 for $\tau=2.5$ and
$\gamma_{2}=0.16$ . We have vcrificd numcrically that thc intrinsic wavc numbcr of a propagating wave for these paramctcrs is
$q=0.875$ for $1_{}\mathrm{h}\mathrm{e}\mathrm{s}\mathrm{y}\mathrm{s}\mathrm{t},\mathrm{e}\mathrm{m}$ size $L=80\pi$ . ( $11_{}$ is also true for lhese t,hree cases t,hat the wave number where the trapped
oscillation appears in the widest interval of $\epsilon$ , e.g., 0.004 $<\epsilon<$ 0.0145 for $q_{f}=0.85$ in Fig. 15 coincides with the
intrinsic wave nurnber of propagating wave.) These nurnerical evidences strongly support our conjecture. We shall
return this problem in further detail in the near future.
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