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4RESUMO
No presente trabalho, estuda-se a probabilidade de dois elementos comutarem
quando são aleatoriamente selecionados em um grupo ﬁnito. Para obter os resulta-
dos principais, que são os Teoremas 9 e 14 constantes do artigo On the commuting
probability in ﬁnite groups (R.M. Guralnick e G. R. Robinson, 2006), são adotadas
duas abordagens complementares: uma que recorre à análise das classes de conju-
gação de um grupo e outra que se apóia não só na teoria de representações lineares
de grupos mas também na informação que pode ser obtida a partir dos caracteres
que lhes são associados. O primeiro teorema fornece uma cota superior para o
valor da probabilidade de comutação. Já o segundo, estabelece uma cota inferior
para tal probabilidade, usando informações sobre grau dos caracteres irredutíveis.
Um resultado adicional, sob a forma de corolário, garante a existência, em um
grupo G de ordem par (superior a 2), de um subgrupo próprio H, cujo cubo da
ordem é maior do que a ordem de G.
5ABSTRACT
In the current work, we study the commuting probability of two randomly se-
lected elements of a ﬁnite group. In order to obtain the main results, which
are theorems 9 and 14 of the article On the commuting probability in ﬁnite groups
(R.M. Guralnick e G. R. Robinson, 2006), two complementary approaches are con-
sidered: one that takes into account the analysis of conjugacy classes in a group
and another that relies not only upon the theory behind the linear representations
of groups but also on the information that can be extracted from the associated
characters. The ﬁrst theorem allows an upper bound to be obtained for the value
of the commuting probability. The second, on the other hand, establishes a lower
bound for this probability, using information about the degree of the irreducible
characters. An additional result, under the form of a corollary, ensures the exis-
tence, in a ﬁnite group G of even order (greater than 2), of a proper subgroup H,
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71. INTRODUÇÃO
No presente trabalho, estuda-se a probabilidade de dois elementos comutarem
quando são aleatoriamente selecionados em um grupo ﬁnito. Antes de embarcar em
uma busca centrada na determinação dos aspectos quantitativos (que naturalmente
acompanham a noção de probabilidade), é interessante reﬂetir sobre potenciais
fontes de informação sobre comutatividade.
Amparando-nos na deﬁnição básica de que, "dois elementos x, g de um grupo
comutam se xg  gx", e recorrendo a algumas equivalências muito conhecidas,
podemos obter diferentes perspectivas sobre o signiﬁcado de "comutar" :
xg  gx ô g1xg  x ô x1g1xg  1 .
Convém não menosprezar o conteúdo subjacente a relações matemáticas tão des-
pretensiosas. De forma similar ao que ocorre em outros campos do conhecimento
humano, avaliar indiretamente a comutatividade, em cada cenário especíﬁco de
estudo, pode ser tarefa mais simples do que o uso direto da deﬁnição. Isso não só
motiva a escolha da perspectiva mais conveniente em cada contexto mas também
inspira a criação de objetos matemáticos que permitam inferir sobre a propriedade
de comutar. Dentre os objetos mais relevantes, merecem destaque os comutadores
e os automorﬁsmos internos induzidos por elementos do grupo. Dada a importân-
cia desses últimos, trataremos freqüentemente da análise da ação por conjugação.
Um caso limite importante, no que concerne à determinação da comutatividade,
é o dos grupos abelianos. Além destes serem, precisamente, os grupos comutativos,
possuem estrutura bastante conhecida. Isso conduz a pensar que, se dispusermos
de métodos que permitam deﬁnir quão longe de ser abeliano um grupo está, será
possível obter dados sobre a comutação em um grupo não-abeliano.
Nessa linha de análise, devotaremos especial atenção aos quocientes de um grupo
G por dois de seus subgrupos característicos mais amplamente conhecidos:
 o centro, ZpGq ;
 o subgrupo derivado, G 1 .
Por ser isomorfo a InnpGq , grupo dos automorﬁsmos internos de G, o quoci-
ente G{ZpGq fornece informações diretas sobre conjugação. Por outro lado, G{G 1
fornece a referência de ser o maior quociente abeliano associado a G.
Esses rápidos exemplos ilustram o uso de atributos indiretos para concluir sobre
a comutação e terão presença marcante no trabalho a ser desenvolvido, o qual
culminará na demonstração de dois teoremas que estabelecem limites para o valor
da probabilidade de comutar.
Precedendo o registro inicial dos enunciados dos dois teoremas que constituem
o objeto principal de nosso estudo, dedicaremos algum tempo à deﬁnição formal
da probabilidade de comutação.
8Seja G um grupo ﬁnito de ordem n. A probabilidade de que dois elementos de
G selecionados aleatoriamente (e com reposição) comutem é deﬁnida através da
seguinte expressão:
cppGq  |tpx, yq P GG : xy  yxu||GG| .
Cumpre salientar que, em uma tal deﬁnição, assume-se implicitamente uma
distribuição uniforme no espaço de probabilidade GG .
Levando-se em conta que, em um grupo abeliano, por sua própria essência, vale
cppGq  1 , o caso de interesse prático é justamente o dos grupos não-abelianos
(cppGq   1). Convém ainda observar que não existe o outro extremo do espectro,
isto é, que não ocorre o caso cppGq  0. Isso porque, em qualquer grupo G, o
elemento identidade, 1G , comuta com todos os elementos de G .
Um fato que chama bastante a atenção é que o valor máximo que pode ser
assumido por cppGq em grupos não-abelianos é 5{8, conforme será demonstrado
no texto. Esse curioso resultado foi originalmente apresentado em 1973 ([6]) e
contribuiu para despertar o interesse no estudo da probabilidade de comutar.
Mesmo sendo tecnicamente simples e, de certa forma, intuitiva, essa deﬁnição
de cppGq não é muito conveniente sob o ponto de vista de manipulação mate-
mática. Isso naturalmente motiva a busca de formas alternativas de calcular a
probabilidade, sendo a mais notável a que apresentaremos a seguir.
Se denotarmos por kpGq o número de classes de conjugação no grupo G, veremos
que a probabilidade de comutar é dada por:
cppGq  kpGq|G| .
Um aspecto interessante associado a essa nova formulação é que ela evidencia que
o problema que estamos estudando pode ser expresso em termos de informações
puramente algébricas: a ordem do grupo e número de classes de conjugação. Por
estarmos tratando com grupos ﬁnitos, o desaﬁo maior reside em obter o valor de
kpGq , razão pela qual muitos trabalhos se dedicaram a pesquisar tal invariante.
Como exemplo, podemos citar [3], [13], [2] e, mais recentemente, [4].
Tal equação ganha ainda mais força ao demonstrarmos que kpGq coincide com
o número de caracteres complexos irredutíveis de G. Com o intuito de derivar
esse importante resultado, promoveremos uma análise introdutória da Teoria de
Representações Lineares e dos caracteres que lhes são associados.
9Apesar de estarem disponíveis várias técnicas que se propõem a calcular cppGq,
concentraremos os esforços na análise de duas delas. De modo a demonstrar os
resultados principais, que correspondem aos Teoremas 9 e 14 constantes em [5],
serão adotadas, respectivamente, as seguintes abordagens:
1) Análise da conjugação em um grupo (e vários conceitos associados);
2) Teoria de Representações Lineares e Caracteres.
Passemos, agora, aos enunciados dos dois teoremas.
Teorema 4.1 ([5] - Teorema 9).
Sendo G um grupo ﬁnito e solpGq o seu radical solúvel, vale:
cppGq ¤ rG : solpGqs1{2 .
Teorema 6.1 ([5] - Teorema 14).









(b) Se G é um grupo ﬁnito de ordem par e com centro trivial, então:
|G|   |CGpxq|3, para algum x P G t1u.
O Teorema 4.1 fornece uma cota superior para o valor da probabilidade de
comutar e, na pavimentação do caminho para demonstrá-lo, estudaremos vários
conceitos auxiliares. Dentre eles podemos listar os de grupos quasisimple, semi-
simples, almost simple e o de um subgrupo característico conhecido como o Fitting
Generalizado, F pGq . Provaremos também o Teorema de Bender, o qual relaciona
F pGq com o subgrupo de Fitting, F pGq , e com outro subgrupo característico
denominado o layer de G e denotado por EpGq .
Já o Teorema 6.1 estabelece uma cota inferior para a probabilidade de comutar,
usando informações sobre o grau dos caracteres irredutíveis de um grupo. Todo o
suporte necessário para que se possa demonstrá-lo é provido no texto, numa seção
que trata de Representações Lineares.
É importante ressaltar que, apesar de utilizar conceitos relativamente simples em
seu desenvolvimento, a demonstração do Teorema 4.1 se apóia em dois resultados
intermediários ([2] e [13]), que recorrem à Classiﬁcação dos Grupos Simples Finitos
(CFSG). Dessa forma, a despeito de seu enunciado mais compacto, o primeiro
teorema pode ser considerado "menos elementar" que o segundo.
Antes de efetivamente iniciarmos o nosso estudo, consideramos relevante regis-
trar que o artigo base para a elaboração desse trabalho ([5]) recorre a técnicas
adicionais para derivar outros limites para cppGq. Além disso, o interesse no tema




Dizemos que dois elementos x e y de um grupo G são conjugados se existe g P G
tal que y  g1xg. Quando existe um tal g, é comum dizer que y é conjugado
a x por g e usar a notação y  xg. A relação binária em que "x  y" signiﬁca
que "existe g P G tal que y  g1xg" é uma relação de equivalência. A classe
de equivalência de α P G correspondente a tal relação é denominada classe de
conjugação de α e denotada por αG ou Clpαq.
A conjugação por um elemento ﬁxo g P G é também comumente referenciada
como o automorﬁsmo interno induzido por g :
θg : GÑ G
x ÞÑ θgpxq  xg  g1xg .
Uma observação básica é que se x e g comutam, então x  xg. Dessa forma, em
um grupo abeliano, o único automorﬁsmo interno é a identidade (InnpGq = 1).
Por outro lado, se G é não-abeliano, devem existir automorﬁmos internos distintos
da identidade e, nesse caso, o estudo da conjugação pode se mostrar frutífero para
a obtenção de informações sobre comutatividade.
2.2. RELAÇÃO ENTRE COMUTATIVIDADE E CONJUGAÇÃO.
Seja g um elemento qualquer de um grupo G. Deﬁnimos o centralizador de g em
G como o conjunto formado pelos elementos x do grupo G que comutam com um
dado g P G.
CGpgq  tx P G | xg  gxu  tx P G | g1xg  xu  tx P G | xg  xu .
Os elementos x que centralizam um dado g P G geram uma classe de conjugação
unitária ou singleton (xg  x). Dessa forma, todo x P G tal que xg  gx permanece
ﬁxo quando se promove a conjugação por um elemento de G. É importante ainda
notar que o centralizador de um elemento g P G é um subgrupo de G. (CGpgq ¤ G)
Em resumo, se estivermos interessados em determinar os elementos do grupo G
que comutam com um certo g P G, podemos adotar as seguintes abordagens:
(1) testar cada x P G e veriﬁcar se ocorre xg  gx ;
(2) deixar g P G agir por conjugação sobre cada x P G e identiﬁcar todos
aqueles elementos que permanecem ﬁxos.
O segundo procedimento é bem mais natural e, por isso, dedicaremos tempo ao
estudo da conjugação e suas propriedades.
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Dado um grupo G, seja X  G um subconjunto arbitrário. Deﬁnimos:
 o centralizador de X em G é o conjunto dos elementos de G que comutam
com todos os elementos deX, isto é, CGpXq = t g P G | xg  gx, @x P X u.
Observando que CGpXq =
£
xPX
CGpxq, segue CGpXq ¤ G.
 o centro do grupo G é o conjunto dos elementos y P G que comutam com
todos os elementos de G. Assim, ZpGq  CGpGq  t y P G | xy  yx, @x P
G u e decorre que G é abeliano se, e somente se, ZpGq  G.
 o normalizador de X em G é o subgrupo NGpXq = t g P G | Xg  X u.
Dado um subgrupo H ¤ G, tem-se H  NGpHq.
Compilamos, na proposição a seguir, uma série de fatos sobre centralizadores e
normalizadores, que serão amplamente utilizados ao longo do texto. Tais resulta-
dos podem ser encontrados em várias referências clássicas de Teoria de Grupos e
serão assumidos sem demonstração.
Proposição 2.1 (Propriedades Básicas do Centralizador e do Normalizador). Seja
G um grupo. São válidas as seguintes propriedades:
(a) Se X, Y são subconjuntos de G tais que X  Y , então CGpY q  CGpXq ;
(b) Se H ¤ G e g P G, então CHpgq  CGpgq XH ;
(c) Sendo H ¤ J ¤ G, vale NJpHq  NGpHq X J ;
(d) Para qualquer subgrupo H ¤ G, vale CGpHq  NGpHq ;
(e) O quociente NGpHq{CGpHq é isomorfo a um subgrupo de Aut(H).
2.3. AÇÃO DE GRUPOS.
Outra maneira bastante freqüente de tratar a conjugação faz uso do conceito de
ação de um grupo sobre um conjunto. Dizemos que um grupo G age sobre um
conjunto não-vazio Ω (ou que G permuta os pontos de Ω) se, a cada g P G e a
cada α P Ω, corresponde um único elemento αg de Ω (imagem da ação de g sobre
α) tal que:
(i) α1  α, @α P Ω ;
(ii) pαgqh  αgh, @α P Ω e @g, h P G.
Dessa forma, uma ação de G sobre Ω é uma função:
µ : ΩGÑ Ω
pα, gq ÞÑ αg , que veriﬁca as condições (i) e (ii).
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Notação: Na deﬁnição acima, optamos por especiﬁcar uma ação à direita . Tal
convenção será mantida ao longo de todo o texto.
Começaremos a análise, revisando os conceitos de órbitas e estabilizadores de
uma ação e estabelecendo algumas relações importantes entre eles:
 órbita: subconjunto de Ω que contém os possíveis resultados da ação de
cada g P G sobre o elemento α P Ω.
Opαq  αG  t αg | g P G u  Ω.
 estabilizador de um ponto: conjunto dos elementos de G que ﬁxam um
dado α P Ω. (Tal conjunto é um subgrupo de G).
Gα  StabGpαq  t g P G | αg  α u ¤ G .
Antes de iniciar a demonstração da Proposição 2.2, revisitaremos um resultado
clássico, conhecido como Teorema Órbita-estabilizador.
Sejam G um grupo agindo sobre Ω e O uma órbita dessa ação. Seja α P O e
denotemos H  Gα, o estabilizador de α em G. Então existe uma bijeção:
O Ø t Hx | x P G u.
Sejam f : O Ñ t Hx | x P G u uma função e β um elemento de O.
Tomemos x P G tal que β  αx e façamos fpβq  Hx.
(I) f está bem deﬁnida, pois:
αx  αy ñ pαxqy1  pαyqy1  α1  α 6 xy1 P H  Gα 6 xy1  h P H
6 x  hy, h P H 6 Hx  Hy .
(II) f é sobrejetiva, pois, dada uma classe Hx, existe x P G tal que fpαxq  Hx .
(III) f é também injetiva.
Admitamos fpβq  fpγq. Então β  αx e γ  αy, com Hx  Hy.
Mas isso signiﬁca que y  hx para algum h P H  Gα e, portanto:
γ  αy  αhx  pαhqx  αx  β .
Como conseqüência direta de f ser bijetiva, a cardinalidade da órbita de α
coincide com o número de classes laterais do estabilizador Gα, ou seja:
|O|  rG : Gαs  |G||Gα| (Fundamental Counting Principle - FCP).
A última equação evidencia ainda que qualquer tamanho de órbita divide |G| .
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Proposição 2.2. Dados um grupo G e um conjunto Ω, denotemos por µ uma
ação de G sobre Ω:
µ : ΩGÑ Ω
pω, xq ÞÑ ωx .
Se α, β P Ω estão na mesma órbita, então:
(a) rG : Gαs  rG : Gβs ;
(b) Existe x P G tal que Gβ  pGαqx, o que signiﬁca que Gα e Gβ são subgrupos
conjugados de G ;
(c) Em particular, tem-se Gαx  pGαqx .
Demonstração. (a) Dado que α, β estão na mesma órbita, vale Opαq  Opβq.
Usando o fato que |Opαq| = [G : Gα] e |Opβq| = [G : Gβ], segue a tese.
(b) Lembrando que β está em Opαq, existe x P G tal que β  αx. Tomando
g P Gα, tem-se αg  α. Além disso, gx P pGαqx, ou seja, x1gx P pGαqx. Resulta:
βx
1gx  pαxqx1gx = αxx1gx  αgx  αx  β .
Mas isso signiﬁca que x1gx P Gβ, isto é, pGαqx  Gβ. Analogamente, prova-se
a inclusão reversa e obtém-se a tese.
(c) Por deﬁnição de órbita, tem-se αx P Opαq, @x P G. De (b), segue o resultado.

2.4. AÇÃO POR AUTOMORFISMOS.
Deﬁnição 2.1. Sejam dois grupos N e H tais que H age sobre o conjunto dos
elementos de N . Dizemos que H age por automorﬁsmos sobre N se, @x, y P N e
@h P H, vale pxyqh  xhyh.
Assim, a função θh, induzida por cada h P H, é um automorﬁsmo de N .
θh : N Ñ N
n ÞÑ θhpnq  nh ,
Para veriﬁcar tal aﬁrmação, deve-se observar inicialmente que ação de H sobre
N é, em particular, uma ação do grupo H sobre o conjunto N e, portanto, θh é
uma permutação dos elementos de N . Assim, dados x, y P N , tem-se:
θhpxyq  pxyqh  xh  yh  θhpxq  θhpyq.
Além disso, o homomorﬁsmo θ : H Ñ AutpNq, deﬁnido por θ : h ÞÑ θh, é
denominado a representação por automorﬁsmos de H correspondente à ação.
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2.5. AÇÃO POR CONJUGAÇÃO.
Deﬁnição 2.2. Dado um grupo G, deﬁnimos a ação por conjugação (de G sobre
G) da seguinte forma:
µ : GGÑ G
pα, gq ÞÑ αg  g1αg .
Reunimos, a seguir, não só a terminologia típica mas também as propriedades
básicas associadas à ação por conjugação:
 Dois elementos conjugados possuem a mesma ordem;
 A ação por conjugação (de G sobre G) é uma ação por automorﬁmos. Isso
também acontece com uma ação de G sobre um subgrupo N  G;
 Opαq  αG  t αg | g P G u  t g1αg | g P G u  Clpαq ;
 Gα  StabGpαq  t g P G | αg  α u  CGpαq ;
 G é a união disjunta de suas classes de conjugação;
 O número de conjugados de um dado elemento α em um grupo ﬁnito G é
o índice do centralizador de α em G, ou seja, |Clpαq|  rG : CGpαqs ;
 Dado que CGpαq é um subgrupo de G, tem-se |G|  |CGpαq|  [G : CGpαq]
e, portanto, |G| = |CGpαq|  |Clpαq|. Daí resulta que todos os tamanhos de
classes de conjugação dividem |G| ;
 |G|  |ZpGq|  
k¸
il 1
[G : CGpxiq] , em que xl 1, . . . , xk são representantes
das classes de conjugação cujo comprimento é maior que 1 .
Dado α P G, o conjunto tαu é uma classe de conjugação se, e somente se,
α P ZpGq, pois: α P ZpGq ô αg  gα, @g P G ô g1αg  α, @g P G ô αg 
α, @g P Gô Clpαq  tαu .
Vale observar que, para um grupo abeliano, tem-se ZpGq  G, donde segue
kpGq  |G|. Isso evidencia que o estudo das classes de conjugação, nesse caso, não
traz qualquer informação relevante.
Dentre as propriedades listadas acima, merece especial atenção a que permite
calcular o número de elementos numa classe de conjugação.
Sendo Clpxq  t xg | x P G u a classe de conjugação de x P G, mostraremos que:
 elementos de uma mesma classe lateral de CGpxq geram o mesmo conjugado
 elementos em distintas classes laterais de CGpxq dão origem a conjugados
distintos.
Isso nos permitirá concluir que |Clpxq| = [G : CGpxq].
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Proposição 2.3 (Cálculo do tamanho de uma classe de conjugação). O número
de conjugados de x em um grupo ﬁnito G é o índice do centralizador de x em G.
Demonstração. Antes de iniciar a demonstração propriamente dita, convém notar
que tal Proposição é um caso particular do Teorema Órbita-Estabilizador. No
entanto, sendo a conjugação um conceito bastante utilizado no presente trabalho,
o raciocínio usado numa prova direta merece registro especíﬁco.
(1) Suponha que a, b P G estejam na mesma classe lateral à direita de CGpxq
em G. Então b  ha, com h P CGpxq. (6 b1 = phaq1 = a1h1).
Mas h P CGpxq ñ hx = xh e, portanto:
xb = b1xb = a1h1xha = a1h1hxa = a1xa = xa .
(2) Se a, b P G estão em distintas classes laterais à direita de CGpxq em G, segue
b1xb  a1xa. Se tal não fosse o caso, teríamos b1xb = a1xa e viria ab1xb =
xa 6 ab1x = xab1, o que signiﬁca ab1 P CGpxq, ou seja, isso equivale a dizer a, b
pertencem à mesma classe lateral de CGpxq em G. (Mas isso contraria a escolha
inicial de a e b). 
Proposição 2.4 (Número de Classes de Conjugação em um Grupo Finito). Seja
G um grupo ﬁnito de ordem n. Denotando por kpGq o número de classes de
conjugação em G, valem os seguintes resultados:









(b) cppGq  kpGq|G| .
Demonstração. (a) Consideremos o conjunto C  t px, yq P G  G : xy  yx u,
dos pares ordenados cujas entradas são elementos que comutam no grupo G. Para
cada x P G (ﬁxo), o número de pares ordenados do tipo (x,y) em C é dado por












rG : CGpxqs (*)
Pela Proposição 2.2, se dois pontos x e y em G pertencem a uma mesma órbita
(classe), seus estabilizadores (centralizadores) são subgrupos conjugados e possuem
mesmo índice.
Tomemos um representante xi da i-ésima classe de conjugação, Ci , e denotemos
|Ci| = mi. Cada elemento y P Ciq satisfaz [G : Gy] = [G : Gxi ], ou seja:
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rG : CGpyqs  rG : CGpxiqs  |Ci|  mi









 mi  1
mi
 1
Fazendo k  kpGq, podemos reescrever a equação (*):




rG : CGpxqs = |G| 
k¸
l1
1 = |G|  kpGq
Usando tal fato em (*) , concluímos a prova do item.
(b) Recordemos a deﬁnição da probabilidade de comutação, cppGq :
cppGq  |tpx, yq P GG : xy  yxu||GG| 
|C|
|G|2
Recorrendo ao item (a), obtemos a expressão básica para o cálculo de cppGq:
cppGq  kpGq|G| . 
Proposição 2.5 (Cota Superior para cppGq em grupos não-abelianos). Se G é um
grupo não-abeliano, então cppGq ¤ 5{8. Além disso, o caso cppGq  5{8 ocorre
se, e somente se, o centro tem indíce 4 .
Demonstração. Antes de iniciar a demonstração, vale registrar que tal resultado é
apresentado em [6] (1973). Apesar de sua simplicidade, pode ser considerado um
trabalho que despertou o interesse no estudo da probabilidade de comutar.
(I) A equação das classes se escreve |G|  |ZpGq|   |C1|        |Ct|, em que
Ci representa uma classe de conjugação não-central (e, portanto, não-unitária).
Assim, |Ci| ¥ 2, para cada i  1, 2, . . . , t e resulta ( |G||ZpGq| q ¥ 2  t. Sendo k
o número total de classes, segue k  t |ZpGq| e daí k ¤ p |G| |ZpGq| q{2.
(II) Sendo G um grupo não-abeliano, temos que o quociente G{ZpGq é não-
cíclico e, portanto, |G{ZpGq| ¥ 4. Assim, |ZpGq| ¤ |G| {4 e, aplicando (I), vem
k ¤ 5{8 |G|.
(III) Usando (II) em conjunto com a expressão básica para cppGq obtida na
Proposição 2.4, segue a tese.
(IV) Vejamos agora a situação em que ocorre a igualdade.
Mostramos, na análise anterior, que: k ¤ p1{2q  p |G| |ZpGq| q ¤ 5{8 |G| .
Se k  5{8 |G| , vem k ¤ p1{2q  p |G| |ZpGq| q ¤ 5{8 |G|  k. Isso força que
se tenha p1{2q  p |G| |ZpGq| q  5{8 |G| e daí segue |ZpGq|  |G| {4 .
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Reciprocamente, admitamos que |ZpGq|  |G| {4. Z  ZpGq ¤ CGpxq, @x P G.
Se x é não-central, seja C o centralizador de x em G. As inclusões Z   C e C   G
são estritas, pois:
 Se ocorresse Z  C, então x estaria em Z. Mas isso é absurdo, visto que
contraria a escolha de x como um elemento não-central.
 Se valesse C  G, todos os elementos do grupo comutariam com x. Mas,
por deﬁnição do centro Z  ZpGq, isso signiﬁcaria x P Z, o que é uma
contradição.
Sendo Z um subgrupo de C, devemos ter |C|  p1{2q |G|. Resulta:
|Clpxq|  |G||CGpxq| 
|G|
|C|  2 .
Recorrendo à equação das classes e usando a informação |Z|  p1{4q |G| , segue:
|G|  |Z| pkpGq|Z|q2 6 p3{8q|G|  kpGqp1{4q|G| 6 kpGq  p5{8q |G| 
Exemplo 2.3. Probabilidade de comutar em Grupos Diedrais
A título de ilustração, registramos, na tabela a seguir, o valor de cppGq para
grupos diedrais Dn. Os cálculos foram feitos com o software GAP e n e corresponde
ao número de lados do polígono regular em análise. É interessante observar que o
valor de cppGq para D4 é o máximo possível (conforme Proposição 2.5).
diedral cppGq diedral cppGq diedral cppGq
D3 1{2 D20 13{40 D120 21{80
D4 5{8 D30 3{10 D130 17{65
D5 2{5 D40 23{80 D140 73{280
D6 5{14 D50 7{25 D150 13{50
D7 7{16 D60 11{40 D160 83{320
D8 1{3 D70 19{70 D170 22{85
D9 2{5 D80 43{160 D180 31{120
D10 7{22 D90 4{15 D190 49{190
D11 3{8 D100 53{200 D196 101{392
D12 4{13 D110 29{110 D200 103{400
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2.6. CLASSES DE CONJUGAÇÃO EM UM SUBGRUPO.
Estudaremos, agora, alguns lemas que estabelecem relações entre os números de
classes de conjugação de um grupo e de um seu subgrupo. Tais resultados serão
empregados, posteriormente, na demonstração do Primeiro Teorema.
Lema 2.6. Sendo H um subgrupo de G, são válidas as seguintes relações entre o
número de classes de conjugação de H e de G:
(a) kpHq   rG : Hs  kpGq, se H  G ;
(b) kpGq ¤ rG : Hs  kpHq .
Demonstração. (a) Conforme visto na Proposição 2.4, temos:
kpHq  1|H| 
¸
xPH























Unindo os fatos (I), (II), e (III), resulta:
kpHq  rG : Hs  1|G|
¸
xPH
|CHpxq|   rG : Hs  1|G|
¸
xPG
|CGpxq|  rG : Hs  kpGq
(b) Sabemos que:
|G|  rG : CGpxqs |CGpxq|  rG : Hs |H|  rG : Hs |CHpxq|  rH : CHpxqs
6 |CGpxq|  rG : Hs |CHpxq|  rH : CHpxqsrG : CGpxqs (IV)
A Proposição 2.3 estabelece que, para um grupo qualquer: |Clpxq|  rG : CGpxqs
Por ser H um subgrupo de G, o número de H-conjugados de um elemento x P G
é, no máximo, igual ao seu número de conjugados em G. Dessa observação, segue:
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rH : CHpxqs ¤ rG : CGpxqs
Usando tal informação em (IV), vem: |CGpxq| ¤ rG : Hs |CHpxq| (V)
Considerando que o resultado obtido em (V) vale para todo x P G, segue:¸
xPG
|CGpxq| ¤ rG : Hs 
¸
xPG




Usando novamente (V) em (VI), resulta:
¸
xPG




¤ rG : Hs 
¸
yPH













A última desigualdade equivale a dizer que: kpGq ¤ rG : Hs  kpHq .












(c) kpGq ¤ kpG{Nq  kpNq .
Demonstração. (a) Notemos inicialmente que, sendo N  G e CGpxq ¤ G, tem-se
que CGpxqN é subgrupo de G. Além disso, dado que N  CGpxqN , segue que
pCGpxqNq{N ¤ G{N . Tomemos agora uma classe lateral σN em pCGpxqNq{N .
Temos σ  y  n , com y P CGpxq e n P N .
y P CGpxq ñ y  x  x  y 6 yN  xN  xN  yN 6 yN P CG{NpxNq
Sendo σ  y  n, segue σN  py  nqN  yN e, portanto, σN P CG{NpxNq
(b) Conforme visto no item (a), N  CGpxqN (I)
Sendo CGpxq ¤ CGpxqN , temos (N X CGpxqq  CGpxq.
Pela Proposição 2.1, sabemos que N X CGpxq  CNpxq e, assim, segue:
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CNpxq  CGpxq (II)















Por estarmos tratando com grupos ﬁnitos, podemos passar de tais inclusões a
desigualdades que envolvem as ordens dos grupos:
|CGpxq| ¤






Sendo ρ um elemento da classe lateral xN , tem-se ρN  xN . Assim, o centra-
lizador CG{NpρNq coincide com o centralizador CG{NpxNq, @ρ P xN . Dessa forma,
fazendo S  xN , a soma em (I) pode ser reescrita:
¸
xPG







Dados os subconjuntos A,B  G, consideremos os conjuntos:
Q  t pa, bq P AB : ab  ba u e CApxq  ta P A : ax  xau .
Com essas notações, vemos que, para cada a P A (ﬁxo), o número de pares
ordenados pa, bq em Q é dado por |CBpaq|. Por outro lado, para cada b P B (ﬁxo),
o número de pares pa, bq em Q é dado por |CApbq|. Unindo as duas perspectivas:¸
aPA










Esse último fato nos permite voltar a (II) e transformar uma soma sobre a classe















Dado o subgrupo N  G, sejam t P N , x P G, S : xN . Com as mesmas
notações já utilizadas, vamos mostrar que: |CSptq| ¤ |CNptq| . De fato:
Quando CSptq é vazio, tem-se 0  |CSptq| ¤ |CNptq|. Com isso em mente,
podemos supor CSptq não-vazio, ou seja, que existe y P CSptq. Dado um tal y, é
suﬁciente mostrar que CSptq  yCNptq, pois |yCNptq|  |CNptq|.
Tomemos um z P CSptq. Então existe n P N tal que z  xn e vale xntpxnq1  t.
Lembrando que yt  ty, segue:
t  y1ty  y1xntn1x1y , mostrando que y1xn P CGptq .
Por outro lado y1x P N (pois y P S  xN). Assim y1xn P N e, portanto,
y1xn P CNptq. Finalmente, z  xn  ypy1xnq P yCNptq e daí CSptq  yCNptq .


















Recorrendo à expressão para kpGq dada na Proposição 2.4, obtemos a tese. 
O item (c) do Lema 2.7 é de grande utilidade, pois permite dividir o problema de
calcular uma cota superior para kpGq. Caso seja possível identiﬁcar um subgrupo
normal N e um quociente G{N para os quais se consiga limitar o número de
classes de conjugação, teremos um limite para kpGq. Veremos também, no lema
a seguir, como obter o resultado correspondente para cppGq. Tal estratégia terá
papel importante na demonstração do Teorema 4.1.
Lema 2.8. Seja G um grupo ﬁnito.
(a) Para todo subgrupo próprio H   G, vale:
rG : Hs2  cppHq   cppGq ¤ cppHq ;
(b) Quando N G, cppGq ¤ cppNq  cppG{Nq .
Em particular, vale cppGq ¤ cppG{Nq ;
(c) Uma seção de um grupo ﬁnito G é qualquer imagem homomórﬁca de um
subgrupo de G. Para toda seção X de G, tem-se cppGq ¤ cppXq ;
(d) Se H é outro grupo ﬁnito, então cppGHq  cppGq  cppHq ;
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(e) Se o grupo G é não-abeliano, cppGq   3{2  rG : CGpxqs1, para algum
x P pG  ZpGqq. Se o centro Z(G) é trivial, vale cppGq ¤ rG : CGpxqs1
para algum x P G t1u .
Demonstração. (a) Usando os ítens (a) e (b) do Lema 2.6, obtemos:
rG : Hs1  kpHq   kpGq ¤ rG : Hs  kpHq , quando H é subgrupo próprio de G .
Lembrando que kpGq  |G|  cppGq e kpHq  |H|  cppHq, vem:
rG : Hs1 |H|  cppHq   |G|  cppGq ¤ rG : Hs |H|  cppHq .
Dividindo todos os membros das desigualdades por |G| , obtemos a tese.
(b) Usamos o fato que kpG{Nq  |G||N |  cppG{Nq e aplicamos o Lema 2.7 (c).
Dado que cppNq ¤ 1, temos, em particular, cppGq ¤ cppG{Nq.
(c) Notemos que, pela deﬁnição, uma seção de G é um grupo da forma Y {N ,
em que N  Y e Y ¤ G. Seja X  Y {N uma seção de G. Pelo item (b), temos
cppY q ¤ cppY {Nq. Mas cppGq ¤ cppY q, por (a). Combinando (a) e (b), segue:
cppGq ¤ cppY q ¤ cppY {Nq 6 cppGq ¤ cppXq .
(d) Segue do fato que kpGHq  kpGq  kpHq .
(e) Fazendo Z  ZpGq e k  kpGq , a equação das classes se escreve:
|G|  |Z|  
¸
i
rG : CGpxiqs ,
em que os xi são representantes das classes de tamanho superior a 1.
(I) Para provar a desigualdade proposta, basta mostrar que:
k   3{2  |G|  rG : CGpxqs1, para algum x P pG Zq ,
ou, equivalentemente, que: k   3{2  |CGpxq|, para algum x não-central.
Denotando por c a máxima ordem de CGpxq para x P GZ, precisamos mostrar
que k   3{2  c para um tal x . Retornando à equação das classes, obtemos:
|G|  |Z|  
¸
i
[G : CGpxiq] ¥ |Z| pk|Z|q|G|
c
6 |G| ¡ |G||Z| ¥ pk|Z|q|G|
c
.
Assim, k   c |Z| e, por estarmos tratando com números inteiros, k ¤ c |Z|1.
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Lembrando que Z ¤ CGpxq e levando em conta a escolha de x (não-central),
segue que Z deve ser um subgrupo próprio de CGpxq . Assim:
rCGpxq : Zs ¥ 2 6 |Z| ¤ 1{2 |CGpxq| 6 |Z| ¤ 1{2  c
Usando este último fato em k   c  |Z|, segue k   3{2  c
(II) Dado x P pG Zq, com Z  1, precisamos mostrar que:
k ¤ |G|  rG : CGpxqs1 (ou, de forma equivalente, k ¤ |CGpxq| ¤ c ).
Mas, no caso especíﬁco Z  1, a inequação k ¤ c |Z|1 se reduz a k ¤ c . 
2.7. SUBGRUPO COMUTADOR E SUBGRUPO DERIVADO.
O comutador de dois elementos x, y P G é o elemento rx, ys  x1y1xy. Dado
que xy  yxrx, ys, o comutador pode ser visto como uma espécie de "correção"
aplicada ao termo yx para que se torne igual a xy. Pela deﬁnição, pode-se ainda
ver que rx, ys  1 ô x e y comutam.
Sejam H ¤ G e K ¤ G subgrupos de G:
 rH,Ks = x rh, ks | h P H e k P K y denota o subgrupo gerado por todos
os comutadores de elementos de H com elementos de K e é chamado o
subgrupo comutador de H e K.
 Em particular, deﬁnimos G 1  rG,Gs  x rx, ys | x, y P G y, o chamado
subgrupo derivado de G (subgrupo gerado por todos os comutadores em
G). É interessante notar que G 1  1 ô G é abeliano.
 Dizemos que H centraliza K se H ¤ CGpKq.
 Dizemos que H normaliza K se H ¤ NGpKq.
Proposição 2.9 (Subgrupo Derivado e Quocientes Abelianos ). Dados um grupo
G e seu subgrupo derivado G 1, tem-se:
(a) Dado N  G, o quociente G{N é abeliano se, e somente se, G 1  N ;
(b) Seja ϕ : G Ñ A um homomorﬁsmo de grupos, em que A é um grupo
abeliano. Então G 1  Kerpϕq ;
(c) Todo subgrupo H de G que contém G 1 é normal em G .
Demonstração. Vide ([16], item 2.23, pg 33) e ([15], item 3.52, pg 59). 
É interessante observar que G 1 é o menor subgrupo normal N de G tal que G{N
é abeliano. O quociente G{G 1 é chamado resíduo abeliano e é o maior quociente
abeliano de G.
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A Proposição a seguir apresenta uma coletânea de propriedades associadas ao
subgrupo comutador. Recorreremos muitas vezes a tais fatos para provar resulta-
dos que envolvem os conceitos de um subgrupo centralizar ou normalizar outro
subgrupo. Isso será particularmente importante no estudo do Subgrupo de Fitting
Generalizado (Seção 3.2).
Proposição 2.10 (Propriedades do Subgrupo Comutador). Sejam H ¤ G e K ¤
G subgrupos de G. São válidas as seguintes propriedades:
(a) rH,Ks  rK,Hs ;
(b) H centraliza K se, e somente se, rH,Ks  1 ;
(c) H normaliza K se, e somente se, rH,Ks ¤ K ;
(d) Se H ¤ G e K  G, então rH,Ks ¤ K ;
(e) Se H,K  G, então rH,Ks ¤ H XK. Além disso, se H XK  1, então
H ¤ CGpKq ;
(f) H  NGprH,Ksq, ou seja, H normaliza o subgrupo rH,Ks ;
(g) Sejam K ¤ H ¤ G com K  G. Então rH,Gs ¤ K se, e somente se,
H{K ¤ ZpG{Kq ;
(h) Se H,K ¤ G e ϕ : GÑ L é homomorﬁsmo, então ϕprH,Ksq  rϕpHq, ϕpKqs;
(i) (Lema dos 3 Subgrupos) - Sejam dados três subgrupos H,K,L ¤ G, que
satisfazem rH,K,Ls  1 e rK,L,Hs  1 . Então vale rL,H,Ks  1 .
Demonstração. Vide, por exemplo, ([16], pg 112) e ([9], item 4.9, pg 126). 
Vale atentar para alguns casos particulares interessantes do item (g):
(I) rG,Gs ¤ K se, e somente se, G{K ¤ ZpG{Kq. Dado que a inclusão reversa
é sempre verdadeira, segue G 1 ¤ K ô G{K é abeliano. (vide Proposição 2.9)
(II) Fazendo agora K  ZpGq, segue G 1 ¤ ZpGq ô G{ZpGq é abeliano. Vemos
ainda que se G{ZpGq é não-abeliano, então G 1  ZpGq.
Proposição 2.11. Dados os grupos G e K, seja H um subgrupo de G. São válidas
as seguintes propriedades:
(a) H ¤ Gñ H 1 ¤ G 1 ;
(b) ϕ : GÑ K é homomorﬁsmo ñ ϕpG 1q ¤ K 1 ;
(c) ϕ : GÑ K é homomorﬁsmo sobrejetivo ñ ϕpG 1q  K 1 .
Demonstração. Vide, por exemplo, ([16], item 5.30, pg 112). 
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3. A CAMINHO DO TEOREMA DE BENDER
3.1. GRUPOS NILPOTENTES E SOLÚVEIS.
Uma série normal de um grupo G é uma seqüência ﬁnita de subgrupos normais
(Gi  G) tais que 1  G0 ¤ G1 ¤    ¤ Gn  G . Cada quociente Gi 1{Gi é
denominado um grupo fator da série. O comprimento da série normal é o número
de inclusões estritas, ou seja, o número de fatores não-triviais.
Uma série abeliana ou série solúvel para um grupo G é uma série normal, cujos
grupos fatores (Gi 1{Gi) são abelianos.







, @i P t0, 1, . . . , n 1u .
Um grupo é dito solúvel quando possui uma série solúvel.
Um grupo é dito nilpotente quando possui uma série central.
Complementamos essa revisão inicial sobre grupos nilpotentes e solúveis, apre-
sentando uma coletânea de termos que serão relevantes no desenvolvimento dos
demais tópicos tratados nesse texto:
 Um subgrupo S ¤ G é dito subnormal em G se existir uma série ﬁnita de
subgrupos Hi ¤ G tais que S  H0 H1     Hr  G.
 Um subgrupo próprio M   G é dito um subgrupo maximal de G se não
existe subgrupo L tal queM   L   G. (M   G é dito maximal se, sempre
que M ¤ H ¤ G, então H M ou H  G).
 Para um grupo ﬁnito G, deﬁne-se o subgrupo de Frattini, ΦpGq, como a





Um elemento x P G é dito um não-gerador se pode ser omitido de qual-
quer conjunto de geradores de G . Dessa forma, se x é um não gerador de
G, vale: G  xx, Y y ñ G  xY y .
O subgrupo de Frattini de um grupo G é característico em G e pode ser
deﬁnido, de forma equivalente, como o conjunto de elementos de G que são
não-geradores.
 O subgrupo de Fitting deG, denotado por F pGq, é o subgrupo característico
gerado por todos os subgrupos normais nilpotentes de G.
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F pGq  xM ¤ G |M  G eM é nilpotente y .
Quando G é um grupo ﬁnito, demonstra-se que F pGq é o maior subgrupo
normal nilpotente de G (vide [9], item 1.28, pg 26).





Hx  G .
O normal core de H em G é o maior subgrupo normal de G contido no
subgrupo H.
 A interseção de todos os p-subgrupos de Sylow de um grupo G é denomi-






P x  coreGpP q .
O p-core de G é o maior p-subgrupo normal de G.
 Sendo p um primo que divide a ordem de um grupo G, o subgrupo de





 Seja K um subgrupo tal que 1   K  G. Então K é dito um subgrupo
normal minimal de G se não existir subgrupo normal L de G tal que
1   L   K. (K tem a propriedade de minimalidade dentre todos os
subgrupos normais não-triviais). Vale notar que, à exceção do grupo trivial,
todos os grupos ﬁnitos possuem subgrupos normais minimais. Além disso,
se G é simples, então G é um subgrupo normal minimal de G.
 O socle de um grupo ﬁnito G, denotado SocpGq, é o subgrupo característico
gerado por todos os subgrupos normais minimais de G :
SocpGq  xM ¤ G |M é normal minimal y .
Pode-se mostrar que o socle é o produto direto de alguns desses subgrupos
normais minimais ([14], pg 87). Vale notar que, para qualquer G ﬁnito,
todo subgrupo normal não-trivial 1   N  G contém um subgrupo normal
minimal de G , garantindo que N X SocpGq ¡ 1 .
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Proposição 3.1. Sendo G um grupo não-trivial, são válidos os seguintes fatos:
(a) Se K ¤ M   G e K  G, então: M{K é um subgrupo maximal de G{K
se, e somente se, M é um subgrupo maximal de G.
(b) Se G é ﬁnito, então todo subgrupo próprio de G está contido em algum
subgrupo maximal de G.
(c) Se M   G e [G:M ] = p (primo), então M é um subgrupo maximal de G.
(d) Se G é ﬁnito, então G possui um único subgrupo maximal se, e somente
se, G é cíclico e |G|  pm (para algum primo p e algum inteiro positivo m).
Demonstração. Veja [15], item 140, pg 51. 
Proposição 3.2. Algumas propriedades de Grupos Nilpotentes.
(a) Grupos nilpotentes não-triviais possuem centros não-triviais.
(b) Cada termo de uma série central de um grupo nilpotente está contido em
algum termo da série central ascendente de tal grupo. Em particular, sendo
G nilpotente, G é um termo de sua série central ascendente.
(c) Grupos abelianos não-triviais possuem classe de nilpotência r  1.
(d) Os grupos G que possuem classe de nilpotência r  2 são os grupos não-
abelianos em que o quociente G/Z(G) é abeliano.
(e) Todo subgrupo próprio de um grupo nilpotente está propriamente contido
em seu normalizador.
(f) Seja G um grupo nilpotente. Se o subgrupo N  G é não-trivial, então
N X ZpGq  1. Em particular, todo subgrupo normal minimal de G está
contido no centro de G e possui ordem prima.
(g) Todo subgrupo maximal de um grupo nilpotente G é normal em G e possui
índice primo.
(h) Seja H ¤ Z(G). Se o quociente G/H é nilpotente, então G é nilpotente.
Em particular, se G{ZpGq é nilpotente, G também o é.
(i) p-grupos ﬁnitos são nilpotentes.
(j) Para G ﬁnito, ΦpGq é nilpotente.
Demonstração. As demonstrações dos fatos gerais reunidos na Proposição podem
ser obtidas, por exemplo, em ([9], cap 1), ([14], cap 5) e ([16], cap 5). 
Proposição 3.3. Caracterização de Grupos Nilpotentes Finitos.
Para um grupo G ﬁnito as seguintes condições são equivalentes:
(a) G é nilpotente.
(b) H   NGpHq para todo subgrupo próprio H   G.
(c) Todo subgrupo maximal de G é normal.
(d) G 1 ¤ ΦpGq .
(e) Todo subgrupo de Sylow de G é normal.
(f) G é o produto direto (interno) de de seus subgrupos de Sylow não-triviais.
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Demonstração. A demonstração dessas variadas maneiras de caracterizar grupos
nilpotentes ﬁnitos pode ser encontrada, por exemplo, em ([12], item 5.12, pg 214).

Proposição 3.4. Para um grupo ﬁnito G valem as seguintes propriedades:
(a) G possui um único subgrupo solúvel normal maximal (subgrupo maximal
dentre os que são normais e solúveis). Tal grupo é denominado o radical
solúvel de G e denotado por sol(G).
(b) G/sol(G) não contém subgrupos solúveis normais não triviais. Além disso,
tem-se solpG{solpGqq  1 .
Demonstração. (a) Seja S  G um subgrupo solúvel de G com a maior ordem
possível e consideremos N  G tal que N é solúvel. Temos SN  G e, pela
combinação dos fatos a seguir, o produto SN é solúvel:
 SN{N  S{pN X Sq ;
 S{pN X Sq é solúvel (quociente do solúvel S);
 O subgrupo N  G é solúvel (hipótese).
Pela maximalidade de S, segue |SN | ¤ |S|. Dado que S ¤ SN , resulta S  SN .
Por outro lado, N ¤ SN e, portanto, N ¤ SN  S. Mas isso signiﬁca que S
contém todos os subgrupos normais solúveis de G.
(b) Seja S = sol(G) o radical solúvel de G e admitamos a existência de um
subgrupo K{S  G{S que seja solúvel normal não-trivial. Sendo S e K{S solú-
veis, segue que K é solúvel. Com uma tal construção, ao subgrupo K{S  G{S
corresponde um subgrupo K  G (com K solúvel). Mas, pela maximalidade de
S, segue K ¤ S. Por outro lado, sendo S  K, vem K{S = 1, o que signiﬁca que
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S
Uma conseqüência de (b) é que o radical solúvel do quociente G/sol(G) é trivial,
ou seja, sol(G/sol(G)) = 1. 
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Proposição 3.5. Para um grupo ﬁnito G valem as seguintes propriedades:
(a) Um subgrupo normal minimal de um grupo ﬁnito solúvel G é um p-grupo
abeliano elementar para algum primo p.
(b) G é nilpotente se, e somente se, todo subgrupo de G é subnormal.
(c) Se S é subnormal em G e M é um subgrupo normal minimal de G, então
M ¤ NGpSq.
Demonstração. As demonstrações dos resultados compilados em tal Proposição,
podem ser obtidas em:
(a) ([12], item 5.46, pg 239).
(b) ([9], item 2.1, pg 46).
(c) ([9], item 2.6, pg 48).

Proposição 3.6. Para um grupo ﬁnito G valem as seguintes propriedades:
(a) ΦpGq ¤ F pGq e ZpGq ¤ F pGq .
(b) Sejam G um grupo ﬁnito e N um subrupo tal que ΦpGq ¤ N  G. Então:
N é nilpotente ô N{ΦpGq é nilpotente.
(c) F pGq{ΦpGq  F pG{ΦpGqq .
(d) F pGq{ZpGq  F pG{ZpGqq .
(e) F pGq centraliza todos os subgrupos normais minimais de G.
(f) Se G é um grupo ﬁnito solúvel, então um subgrupo normal minimal de G
está contido no centro de F(G). Além disso, a interseção de um subgrupo
normal não-trivial de G com F pGq é não-trivial.
(g) Versão do Teorema de Bender para Grupos Solúveis.
Se G é um grupo ﬁnito solúvel, então CGpF pGqq ¤ F pGq.
Demonstração. (a) O subgrupo característico ΦpGq é nilpotente para G ﬁnito
(Proposição 3.2). Usando o fato de F pGq ser gerado pelos subgrupos normais
nilpotentes de G, segue ΦpGq ¤ F pGq. Por outro lado, lembrando que o centro é
um subgrupo nilpotente (por ser abeliano) e que ZpGq charG, segue ZpGq ¤ F pGq.
(b) (ñ) Quocientes de grupos nilpotentes são nilpotentes.
(ð) Mostraremos que um p-subgrupo de Sylow arbitrário P P SylppNq é normal
em N , pois isso garante que o grupo ﬁnito N é nilpotente (vide Proposição 3.3).
Sendo ΦpGq  N , segue PΦpGq ¤ N e pPΦpGqq{ΦpGq P SylppN{ΦpGqq.
N{ΦpGq é nilpotente (por hipótese), logo pPΦpGqq{ΦpGq  N{ΦpGq. Dado
que um Sylow normal é característico, vem pPΦpGq{ΦpGqq char N{ΦpGq. Mas
N{ΦpGq  G{ΦpGq e, portanto, pPΦpGq{ΦpGqq  G{ΦpGq.
O Teorema da Correspondência fornece PΦpGq  G. Notando que P é um
subgrupo de SylppPΦpGqq, recorremos ao Argumento de Frattini, para concluir
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que G  NGpP qpPΦpGqq. Sendo P  NGpP q, vem G  NGpP qΦpGq e, pela
caracterização de ΦpGq como conjunto dos elementos não-geradores de G, vem
G  NGpP q. Assim, P  G e P  N , evidenciado que um qualquer p-Sylow P de
N é normal em N , como queríamos.
(c) Temos ΦpGq  F pGq  G. Considerando o quociente por ΦpGq, vemos que
F pGq{ΦpGq é normal em G{ΦpGq e nilpotente (quociente do nilpotente, F pGq).
Além disso, F pGq{ΦpGq  F pG{ΦpGqq, por ser este último o maior subgrupo
normal nilpotente em G{ΦpGq .
Provaremos agora a inclusão contrária. Seja K{ΦpGq  F pG{ΦpGqq  G{ΦpGq.
Tal subgrupo é normal e nilpotente, pela deﬁnição do Fitting. A esse K{ΦpGq
corresponde o subgrupo normal K  G. Considerando que ΦpGq ¤ K  G e
sendo K{ΦpGq nilpotente, usamos (b) para concluir que K é nilpotente. Assim, o
subgrupo K é normal em G e nilpotente, o que garante K ¤ F pGq.
Unindo os dois resultados, obtemos a tese: F pG{ΦpGqq  K{ΦpGq ¤ F pGq{ΦpGq.
(d) Por (a), sabemos que ZpGq  F pGq  G. Temos F pGq{ZpGq  G{ZpGq
(correspondência). Além disso, sendo F pGq nilpotente, o quociente F pGq{ZpGq
também o é. Por deﬁnição do subgrupo de Fitting, temos F pGq{ZpGq  F pG{ZpGqq.
Mostremos agora a inclusão contrária. F pG{ZpGqq  G{ZpGq e sabemos que
o Fitting F pG{ZpGqq é nilpotente. Por outro lado, F pG{ZpGqq é um subgrupo
normal da formaM{ZpGq e a ele corresponde um subgrupoM  G. Mas sabemos
(pela Proposição 3.2) que se M{ZpGq é nilpotente, então M também o é. Assim,
o subgrupo M é normal em G e nilpotente, logo M ¤ F pGq. Segue F pG{ZpGqq 
M{ZpGq  F pGq{ZpGq, concluindo a prova.
(e) Dados os subgrupos N,H  G, sejam N normal minimal e H normal e
nilpotente. Temos dois cenários a analisar:
Caso 1: N X H = 1. Nessa situação, os elementos de N comutam com os
elementos de H e, portanto, H centraliza N .
Caso 2: NXH  1. Sendo N normal minimal e H normal, segue N ¤ H. Dado
que o grupo nilpotente H é não-trivial, segue NXZpHq  1 (conforme Proposição
3.2). ZpHq char H e H  G, logo ZpHq  G. Em decorrência da minimalidade
de N , segue N ¤ ZpHq, logo H centraliza N .
Isso completa a prova de que qualquer subgrupo normal nilpotente centraliza
um subgrupo normal minimal arbitrário e, pela deﬁnição de F pGq, deduz-se a tese.
(f) Façamos F  F pGq e Z  ZpGq.
Seja N um subgrupo normal minimal de G. Sendo G ﬁnito e solúvel, a Propo-
sição 3.5 garante que N é um p-grupo abeliano elementar (para algum primo p).
Sendo um p-grupo ﬁnito, N é nilpotente. Pela deﬁnição do Fitting, segue N ¤ F .
Sendo 1   N ¤ G (normal minimal é não-trivial), segue F não-trivial. Pela Pro-
posição 3.2, o centro, ZpF q, do nilpotente não-trivial, F , é também não-trivial.
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Se N é subgrupo normal não-trivial do grupo nilpotente F , vale N X ZpF q  1
(Proposição 3.2). Em particular, sendo N normal minimal em G e ZpF q  G (pois
ZpF q char F e F  G) , segue N ¤ ZpF q.
Para provar a segunda aﬁrmação, tomemos um grupo M  G, não-trivial e
selecionemos um subgrupo N , normal minimal, tal que N ¤ M . Mostramos, na
primeira parte, que 1   NXZpF q ¤ N ¤ F . Assim, 1   NXZpF q ¤ N ¤ FXM ,
o que evidencia que a interseção do normal M com F é não-trivial.
(g) Sejam F  F pGq, C  CGpF q e Z  ZpF q. Se mostrarmos que C{Z é
trivial, ﬁcará demonstrada a tese.
Notemos, inicialmente, que se G é solúvel, então seu subgrupo C e o quociente
C{Z também são solúveis.
Admitamos, por contradição, que C{Z  1 e seja M{Z um subgrupo normal
minimal de C{Z. Temos Z   M ¤ C e, pela Proposição 3.5, M{Z é p-grupo
abeliano elementar e, portanto, nilpotente.
Sendo M ¤ C  CGpF q, temos, F ¤ CGpMq e Z ¤ CGpMq. Mas Z ¤ M e,
portanto, Z ¤ CGpMq XM  ZpMq. Usando tal informação em conjunto com o
fato de M{Z ser abeliano, temos M{ZpMq é abeliano. Recorrendo à Proposição
3.2, obtemos que M é nilpotente. Daí segue que M ¤ F pCq.
Dado que F  G, temos que C  CGpF q  G. Mas F pCq char C e, portanto,
F pCq  G. Lembrando que F pCq é nilpotente, segue F pCq ¤ F . Assim, M ¤
F pCq ¤ F . Observando que M ¤ C, segue M ¤ F XC  ZpF q  Z. Entretanto,
isso contradiz a escolha de M . 
3.2. O SUBGRUPO DE FITTING GENERALIZADO.
Vimos na Proposição 3.6 que, no caso especíﬁco em que G é um grupo ﬁnito
solúvel, o subgrupo de Fitting de G, F pGq, contém seu próprio centralizador (ou
seja, CGpF pGqq ¤ F pGq). A deﬁnição do subgrupo de Fitting generalizado, F pGq,
que será apresentada mais adiante, permite que se formule uma inclusão similar
(CGpF pGqq ¤ F pGq), conhecida como o Teorema de Bender (Proposição 3.13),
para o caso de um grupo ﬁnito que não seja, necessariamente, solúvel.
Para facilitar referências futuras, registramos a seguir uma série de deﬁnições que
tratam, principalmente, de subgrupos característicos e de algumas classes (não tão
usuais) de grupos. Convém mencionar que, numa tentativa de evitar ambigüidades
técnicas, optou-se por não traduzir os termos quasisimple e almost simple.
 Dado um grupo ﬁnito G, consideremos pares de grupos (X,Y ) que veri-
ﬁquem Y ¤ ZpXq e X/Y  G. Nessas condições, diz-se que X é uma
extensão central de G.
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 Um grupo é dito perfeito se coincide com o seu subgrupo derivado, o que
equivale a dizer que não possui nenhum quociente abeliano não-trivial.
Todo grupo ﬁnito não-solúvel contém um subgrupo característico não-
trivial que é perfeito. Por outro lado, se um grupo G possui um subgrupo
perfeito não-trivial, G é não-solúvel.
 Um grupo G é dito quasisimple se é perfeito e o quociente G{ZpGq é sim-
ples. De forma equivalente, um grupo é quasisimple se, além de ser perfeito,
é uma extensão central de um grupo simples. É interessante ainda notar
que todo grupo não-abeliano simples é quasisimple.
 Um subgrupo subnormal quasisimple de um grupo ﬁnito arbitrário G é
denominado um componente de G.
 Denomina-se layer de G, e denota-se por EpGq, o subgrupo gerado por
todos os componentes de G. EpGq  x H : H é componente de G y .
A Proposição 3.9 demonstra que dois distintos componentes de um grupo
ﬁnito se centralizam e, portanto, são normais no subgrupo EpGq, por eles
gerado. Quando G não possui componentes, deﬁne-se EpGq  1.
 Dado um grupo ﬁnito G, deﬁnimos o subgrupo de Fitting generalizado por
meio da relação: F pGq  F pGqEpGq
 Um grupo G é dito semi-simples quando é um produto de subgrupos nor-
mais simples não-abelianos (os quais são quasisimple). Um grupo semi-
simples não possui subgrupos normais abelianos não-triviais e pode ser
expresso como um produto direto de grupos simples não-abelianos.
 Um grupo G é dito almost simple se existe um subgrupo normal simples
não-abeliano N  G cujo centralizador CGpNq é trivial.
Equivalentemente, G é almost simple se existe um subgrupo simples não-
abeliano S e que satisfaz S ¤ T ¤ Aut(S) para algum grupo T  G.
Proposição 3.7. Dado um grupo ﬁnito G em que o quociente G{ZpGq é simples,
são válidos os seguintes fatos:
(a) O quociente G{ZpGq é não-abeliano.
(b) O subgrupo derivado, G 1, é perfeito.
(c) G 1{ZpG 1q  G{ZpGq.
(d) G 1 é quasisimple.
Demonstração. Recordemos dois fatos básicos antes de começar a demonstração:
(I) Todo subgrupo de um grupo abeliano é normal. Dessa forma, um grupo
abeliano simples não pode conter nenhum subgrupo não-trivial. Isso nos permite
concluir que um grupo abeliano simples é cíclico de ordem prima.
(II) Se G é não-abeliano, então G/Z(G) não é cíclico. Para validar tal aﬁrmação,
admitamos que o quociente G/Z(G) seja cíclico e seja a um gerador de tal grupo.
Sejam x e y dois elementos quaisquer de G. Então x  ai  z1 e y  aj  z2 para
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convenientes i, j ¥ 0 e z1, z2 P Z(G). Daí segue xy  pai  z1qpaj  z2q  ai jz1z2 
aj iz2z1  ajz2aiz1  yx (6 G é abeliano, o que contraria a hipótese).
(a) Seja Z = Z(G). Se o grupo simples G{Z fosse abeliano, então deveria, de
acordo com a observação (I), ser cíclico. Mas G{Z cíclico obrigaria G abeliano
(6 Z = G), conforme (II), contrariando a hipótese G{Z simples. Assim, G{Z é
um grupo simples não-abeliano (donde decorre G 1  Z(G), conforme Proposição
2.10).
(b) Se G fosse solúvel, o quociente (não-abeliano) G{Z seria solúvel. Dado
que G{Z é simples, sua série solúvel se reduziria a 1 ¤ G{Z, o que implicaria G{Z
abeliano (contrariando a hipótese). Concluímos que G é não-solúvel, o que garante
G 3  1. Segue que G 2 é não-abeliano e, portanto, G 2  Z(G).
Sendo G{Z simples e não-abeliano, o Teorema da Correspondência nos garante
que Z é normal maximal. Usando o fato G 2  Z(G), vem G 2Z ¡ Z. Sendo






 ZpZ XG 2q
Sendo Z abeliano, segue G/G 2 abeliano. Pela Proposição 2.9, isso só pode
ocorrer se o subgrupo G 2  G for tal que G 1  G 2 . Dado que a inclusão reversa
é sempre válida, resulta G 2  G 1 e, por deﬁnição, G 1 é perfeito.
(c) Usando o fato G 2  G 1, obtém-se G 1Z  G. Além disso:
G 1






, o que mostra que o quociente
G 1
pZ XG 1q é simples.
Segue que (Z X G 1) é subgrupo normal maximal de G 1 e, conseqüentemente,
Z(G 1) ¤ Z X G 1. Por deﬁnição (Z X G 1) é o conjunto dos elementos de G 1
que comutam com todos os elementos de G. Em particular, os elementos de tal
conjunto comutam com os elementos de G 1. Daí (Z X G 1q ¤ Z(G 1) e decorre

















Proposição 3.8. Seja G um grupo quasisimple. São válidos os seguintes fatos:
(a) Se N G (inclusão própria), então N ¤ ZpGq .
(b) Toda imagem homomórﬁca não-trivial de G é quasisimple.
Demonstração. (a) Façamos Z = Z(G). Sendo G quasisimple, temos G perfeito
e G{ZpGq não-abeliano simples (6 Z é normal maximal). Consideremos um sub-
grupo normal próprio N  G. Admitindo-se N  Z, deve-se ter NZ ¡ Z e, pela





 ZpN X Zq .
A última relação garante que G{N é abeliano (por ser isomorfo a um quociente
de Z  ZpGq). Pela Proposição 2.9 isso só pode ocorrer se G 1  N . Unindo
tal informação à hipótese de G ser perfeito, obtém-se G  G 1  N   G. Tal
contradição mostra que se deve ter N ¤ ZpGq.
(b) Sendo N  G (normal próprio), G/N é uma imagem homomórﬁca não-
unitária de G. Vamos mostrar que G/N é quasisimple.
(I) Dado que o homomorﬁsmo canônico é sobrejetivo, a Proposição 2.11 nos










, evidenciando que G/N é perfeito.





Sendo G quasisimple, tem-se que G{Z é simples não-abeliano. Dessa forma, o
primeiro quociente na expressão acima também o é.
Por outro lado, sendo x P Z, tem-se xN  gN  xgN  gxN  gN  xN, @g P G.
Assim, uma classe lateral xN P Z{N comuta com qualquer classe lateral gN de
G{N , mostrando que Z{N  ZpG{Nq.
Mas o fato de
pG{Nq












É interessante notar que há dois aspectos envolvidos na deﬁnição de um subgrupo
componente, K, de um grupo G:
 Ser quasisimple é uma propriedade intrínseca ao subgrupo e não depende
do grupo ambiente.
 Ser subnormal descreve como o subgrupo K se insere em G.
Dessa forma, os componentes tendem a compartilhar algumas propriedades dos
subgrupos subnormais. Por exemplo, temos:
 Se K é um componente de G tal que K ¤ L ¤ G, então K é também um
componente de L. (Basta notar que se S é subnormal em G e Q ¤ G é um
subgrupo arbitrário então S XQ é subnormal em Q).
 Se S é subnormal em G e K é um componente de S então K é componente
de G. (Decorre do fato de a subnormalidade ser transitiva).
Proposição 3.9. Seja G um grupo ﬁnito.
(a) Se N é um subgrupo normal minimal de G e H é um componente de G tal
que H  N , então rN,Hs  1.
(b) Se H e K são componentes distintos de G, então rH,Ks  1. (De forma
equivalente, dizemos que dois componentes de G se centralizam).
Demonstração. (a) Levando em conta queH  N , obtemos (HXN)  H e (HXN)
 H. Usando a Proposição 3.8, segue (HXN)  Z(H). Sendo H subnormal em G
e N normal minimal em G, pode-se mostrar que N  NGpHq (vide, por exemplo,
[9], item 2.6, pg 48). Isso signiﬁca que N normaliza H e [N ,H] ¤ H (conforme
Proposição 2.10). Dado que N  G, a mesma Proposição garante que [N ,H] ¤ N ,
donde [N ,H] ¤ pN X Hq ¤ Z(H) ¤ CGpHq. Isso equivale a dizer que [N ,H]
centraliza H, acarretando [[N ,H],H] = 1. Lembrando que [N ,H] = [H,N ], vem
[[H,N ],H] = 1. Recorrendo ao Lema dos 3 subgrupos, escrevemos [[H,H],N ] =
1 ou, equivalentemente, [H 1, N ] = 1. Usando o fato de H ser perfeito, obtém-se
[H,N ] = 1.
(b) Vamos utilizar indução sobre |G|. Nossa hipótese indutiva é que o resultado
é válido para qualquer grupo cuja ordem é inferior à de G. Se H e K estão ambos
contidos em algum subgrupo próprio X   G, então eles são componentes distintos
de X. Aplicando a hipótese de indução a X, segue rH,Ks  1.
Assumimos agora que nenhum subgrupo próprio de G contenha, simultanea-
mente, H e K. Se G fosse simples, então os subgrupos H e K, sendo não-triviais
e subnormais em G, coincidiriam com G. Mas isso não ocorre, permitindo-nos
aﬁrmar que G não é simples. Sendo G não-trivial, G contém um subgrupo normal
minimal N . Um tal N é próprio e, por hipótese, não contém, ao mesmo tempo, H
e K. Digamos que K ¤ N e H  N . Pelo item (a), temos rH,N s  1. Por outro
lado, dado que K ¤ N , segue rH,Ks  rH,N s  1 .
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Consideremos agora o cenário em que H  N e K  N para qualquer normal
minimal N . Denotemos por G o quociente G{N . Os subgruposH  HN{N eK 
KN{N são imagens homomórﬁcas não-triviais, respectivamente, dos componentes
H e K. Segue, pela Proposição 3.8, que ambos são quasisimple. Unindo tal
conclusão ao fato desses subgrupos serem subnormais em G , resulta que são
componentes de G. Se H  K, obtemos rH,Ks  1, aplicando a hipótese de
indução ao grupo G ( cuja ordem é menor que |G| ). Além disso, rH,Ks  1
(Proposição 2.10) e, portanto, rH,Ks ¤ N . Recorrendo ao item (a), obtemos
rN,Hs  1. Assim, rH,K,Hs  1 e rK,H,Hs  1 e, aplicando o Lema dos 3
Subgrupos, obtemos rH,H,Ks  1 . Sendo H  rH,Hs, pois H é quasisimple,
vem rH,Ks  1.
O caso ainda não tratado é H  K, o que equivale a HN  KN . Podemos
assumir que a última equação vale para qualquer escolha de N normal minimal em
G, pois, se tivéssemosHN  KN , recairíamos no caso anterior. Observemos agora
que HN contém os componentes H e K, donde segue HN  G (pois partimos
da hipótese que nenhum Y   G próprio contém H e K). Aplicamos o resultado
em ([9], item 2.6, pg 48) aos subgrupos N (normal minimal) e H (subnormal em
G), o que nos permite concluir que N ¤ NGpHq. Sendo H  NGpHq, segue
HN ¤ NGpHq. Mas NGpHq ¤ G  HN e resulta H  G. Por argumento
idêntico, obtemos K  G e recorrendo à Proposição 2.10, vemos que rH,Ks ¤
H XK. Supondo, por absurdo, que rH,Ks fosse não-trivial, poderíamos escolher
um normal minimal N contido em HXK e isso acarretaria H  HN  KN  K.
Mas esse não é o caso, pois, por hipótese, os componentes H e K são distintos.
Fica, então, claro que o erro foi admitir rH,Ks  1, não restando outra opção
além de rH,Ks  1. Isso completa a demonstração. 
Proposição 3.10. Sejam G um grupo ﬁnito e F uma família de subgrupos normais
simples não-abelianos de G. Se G é o produto dos membros de F , então tal produto
é direto e F é o conjunto de todos os subgrupos normais minimais de G.
Demonstração. vide [9], item 9.5, pg 274. 
Proposição 3.11. Se N é um subgrupo normal minimal de G, então N é abeliano
ou N é semi-simples.
Demonstração. Seja S um subgrupo normal minimal em N . Temos 1   S  N .
Se S é abeliano, então S é nilpotente e, portanto, S ¤ F pNq. Temos que F pNq
é normal em G e não-trivial (por conter S). Assim, o subgrupo F pNq  G é tal
que 1   F pNq  N (com N normal minimal). Isso impõe F pNq  N . Mas, por
deﬁnição, F pNq é o maior normal nilpotente de N e daí segue que N é nilpotente.
Sendo N não-trivial, decorre da Proposição 3.2 que ZpNq ¡ 1. Sendo ZpNq  G
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(com ZpNq  N), segue, pela minimalidade de N , que ZpNq  N , permitindo
concluir que N é abeliano.
Assumindo, agora, S não-abeliano, aﬁrmamos que S deve ser simples. Se KS
e K subnormal em G, então o normal minimal N normaliza K (vide [9], item 2.6,
pg 48). Assim K  S  N ¤ NGpKq, donde segue K  N . Mas S é normal
minimal em N , obrigando K  1 ou K  S, permitindo concluir que S é simples.
Consideremos agora o caso especíﬁco em que S é não-abeliano simples. Nessa
situação, cada conjugado, Sg, de S em G é também um subgrupo simples não-
abeliano e tal que Sg  N . Segue que o produto SG  x Sg | g P G y de tais
conjugados de S é, por deﬁnição, semi-simples. Temos ainda que 1   SG  G
(com SG  N). Mais uma vez, a minimalidade de N acarreta SG  N , concluindo
a prova de que, se N é não-abeliano, então N é semi-simples. 
Proposição 3.12. Dado um grupo ﬁnito G, denotemos por E = E(G) o subgrupo
layer e Z = Z(E) o centro de E. São válidos os seguintes fatos:
(a) E é perfeito. pE 1  Eq.
(b) O quociente E/Z é semi-simples.
(c) Se o subgrupo M  G é solúvel então rE,M s  1 .
Demonstração. Denotando por F o conjunto dos componentes de G, escrevemos
E  EpGq  xFy. Vimos na Proposição 3.9 que dois componentes distintos de
um grupo ﬁnito se normalizam. Assim, cada componente é normal em EpGq.
(a) Para um dado H P F , vale H  H 1. Temos H ¤ E e, pela Proposição 2.11,
isso assegura que H 1 ¤ E 1 . Assim, H ¤ E 1 para qualquer componente H, donde
segue E ¤ E 1. Sendo natural a inclusão contrária, obtemos E 1  E .
(b) Sendo ZpHq ¤ CGpHq, temos rZpHq, Hs  1 . Por outro lado, se K P F é
um componente de G tal K  H, a Proposição 3.9 garante que rH,Ks  1. Logo:
rZpHq, Ks ¤ rH,Ks  1 (6 ZpHq centraliza qualquer membro de F ).
Assim, ZpHq é central em E ( ou seja, ZpHq ¤ ZpEq  Z 6 ZpHq ¤ H XZ ).
Por outro lado, Z centraliza E e H ¤ E. Assim, Z centraliza H (ou seja,
Z  CGpHq. Sendo ZpHq  CGpHq X H, temos Z X H  CGpHq X H  ZpHq.
Unindo as duas inclusões, resulta ZpHq  Z XH , para todo H P F .
Seja E  E{Z. TemosH  pHZq{Z  H{pHXZq  H{ZpHq . H é quasisimple
(por ser um componente de G) e, portanto, H{ZpHq é simples e não-abeliano
(Proposição 3.7). O isomorﬁsmo garante que o mesmo ocorre com H.
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A imagem X de um qualquer componente X P F (gerador de E) é normal
em E. O subgrupo gerado pelos X é, então, um produto de subgrupos simples,
não-abelianos e que são normais em E. Ou seja, E é semi-simples.
(c) Sendo M  G, temos pM X Eq  E. Pela hipótese de ser M solúvel, seu
subgrupo pM XEq também o é. Fazendo o quociente E{Z, obtemos uma imagem
homomórﬁca solúvel do subgrupo pM X Eq , que será denotada por X{Z:
X
Z





Os subgrupos normais minimais do grupo semi-simples E{Z são não-abelianos e
simples (Proposição 3.10) e, em particular, não-solúveis. O subgrupo solúvel X{Z
não pode conter nenhum desses normais minimais de E{Z e, portanto, deve ser
o grupo trivial. Decorre pM X EqZ  Z, o que implica pM X Eq  Z. Sendo
M,E  G, a Proposição 2.10 assegura que rM,Es ¤M X E . Assim:
rM,Es ¤ M X E  Z  ZpEq ¤ CGpEq. Isso signiﬁca que rM,Es centraliza
E, ou seja, rM,E,Es  1 e rE,M,Es  1. Pelo Lema dos 3 Subgrupos, vem
rE,E,M s  1, ou seja, rE,M s  1. 
Proposição 3.13 (Teorema de Bender). Seja G um grupo ﬁnito. Sendo F pGq o
Subgrupo de Fitting Generalizado, é válida a seguinte relação:
CGpF pGqq ¤ F pGq .
Demonstração. Sejam C : CGpF pGqq e Z : C X F pGq. Precisamos mostrar
que Z  C e, para tanto, argumentaremos por contradição.
Admitamos que Z  C. Temos, por construção, Z  C, o que obriga Z   C.
Sendo F pGq  G, temos C  CGpF pGqq  G (Proposição 2.1). Além disso,
por ser Z uma interseção de subgrupos normais de G, temos Z  G. Fazendo
o quociente G{Z, temos 1  C{Z  G{Z. Logo, existe um subgrupo normal
minimal M{Z de G{Z tal que M{Z  C{Z e, portanto, M  C.
Por construção, temos que C centraliza F pGq. Dado que Z  F pGq, segue que
C centraliza Z. Considerando que M  C, segue que Z centraliza M . Lembrando
que Z M , obtemos Z  ZpMq.
Pela Proposição 3.11, o subgrupo normal mininal M{Z do grupo ﬁnito G{Z ou
é abeliano ou é semi-simples.
Caso 1: Se M{Z é abeliano é também nilpotente. Dado que Z  ZpMq, a
Proposição 3.2 garante que M é nilpotente. Notando que M  G, segue:
M  F pGq  F pGq. Mas M  C, logo M  C X F pGq  Z.
Mas isso é uma contradição, pois sabemos que M{Z  1 . Isso evidencia que o
caso abeliano não pode ocorrer.
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Caso 2: Admitamos M{Z semi-simples e seja S{Z um subgrupo normal mini-
mal de M{Z. Assim, S{Z é um fator simples não-abeliano de M{Z (conforme
Proposição 3.10). Resulta Z  ZpSq e, portanto, S{ZpSq é simples não-abeliano.
Pela Proposição 3.7, segue que S 1 é quasisimple. Além disso, S 1 é subnormal em
G (pois S M eM  G), de modo que S 1 é uma componente de G. Por deﬁnição
do subgrupo layer de G, obtemos S 1  EpGq  F pGq. Levando em conta que
S 1  S  C, decorre S 1  C X F pGq  Z. Mas o fato que S 1  Z  G, garante
que S{Z é abeliano (conforme Proposição 2.9). Mas isso contraria o fato de S{Z
ser não-abeliano e, portanto, não pode ocorrer.
Concluímos que as contradicões (em ambos os casos previstos na Proposição
3.9) derivaram de termos assumido Z  C. Fica, pois, demonstrado que Z  C.

Corolário 3.14. Conseqüências do Teorema de Bender
Sendo G um grupo ﬁnito, são válidos os seguintes fatos:
a) F pGq  F pGq se, e somente se, CGpF pGqq  F pGq .
b) Se F pGq  1, então G  1 .
Demonstração. (a) (ñ) Suponha F pGq  F pGq . Pelo Teorema de Bender, sem-
pre vale CGpF pGqq ¤ F pGq. Da hipótese inicial, segue CGpF pGqq ¤ F pGq .
(ð) Reciprocamente, admitamos CGpF pGqq ¤ F pGq. Dado que F pGq é solúvel,
EpGq ¤ CGpF pGqq (vide Proposição 3.12) e, portanto, EpGq ¤ F pGq. Sendo
F pGq  F pGqEpGq, segue F pGq  F pGq .
(b) G  CGp1q  CGpF pGqq ¤ F pGq  1 
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4. DEMONSTRAÇÃO DO PRIMEIRO TEOREMA
Teorema 4.1. p[5] - Theorem 9q.
Sendo G um grupo ﬁnito e solpGq o seu radical solúvel, vale:
cppGq ¤ rG : solpGqs1{2 .
Demonstração. (I) Pela Proposição 3.4, temos solpG{solpGqq  1, o que mostra
que existe pelo menos um grupo ﬁnito com radical solúvel trivial. Aplicando a

























Sendo solpGq  G, o Lema 2.8 fornece cppGq ¤ cppG{solpGqq.
Daí decorre cppGq ¤ rG : solpGqs1{2, de modo que podemos assumir, sem perda
de generalidade, que solpGq  1.
(II) Seja F pGq o subgrupo de Fitting de G. Sendo tal subgrupo nilpotente, ele
também é solúvel. Dado que assumimos solpGq  1, decorre F pGq  1. Fazendo
I  F pGq  F pGqEpGq, obtemos I  EpGq.
Caso ocorresse EpGq  1, teríamos F pGq  1 e, pelo corolário 3.14, viria
G  1. Vamos assumir, daqui em diante que estamos lidando com EpGq não-
trivial.
(III) Sabemos que o subgrupo layer EpGq é gerado por subgrupos subnormais
quasisimple (componentes de G). No caso geral, E(G) não é necessariamente o
produto direto de H1, . . . , Ht, em que os Hi são os componentes de G. Sabemos,
no entanto, que Hi  EpGq (@i, 1 ¤ i ¤ t) e que ZpHiq char Hi, o que garante
ZpHiq  EpGq. Sendo Hi um componente de G, Hi é quasisimple e, portanto,
cada quociente Hi{ZpHiq é simples (e não-abeliano), conforme Proposição 3.7.
(IV) Façamos E  EpGq. O centro ZpEq é abeliano (6 solúvel) e normal em G,
de modo que ZpEq ¤ solpGq. Mas estamos assumindo solpGq  1, logo ZpEq  1
e E{ZpEq  E. Pela Proposição 3.12, o quociente E{ZpEq é semi-simples. Dessa
forma, sob as hipóteses do Teorema:
E
ZpEq  E  F
pGq  I
Logo, I é o produto direto de normais simples não-abelianos. Temos ainda que
cada fator de I, por ser não-abeliano simples, possui centro trivial.
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(V) Consideremos a ação por conjugação do grupo G sobre o conjunto Ω =
tS1, S2, . . . , Stu dos fatores simples do subgrupo S1  S2      St = I  G :
ρ : ΩGÑ Ω
pSi, gq ÞÑ Sig
Cada subgrupo Sig é isomorfo a Si (g1Sig  Si, @g P G) e podemos mostrar
que a ação deﬁnida produz o efeito de permutar os fatores de I.
Dado o subgrupo g1Sig  Sig ¤ G, tomemos elementos x P I, s P Si e g P G.
Ao conjugar um elemento (g1sg) de Sig por um x P I, obtemos:
x1(g1sg)x = g1(gx1g1)s(gxg1)g = g1(gxg1)1 s(gxg1)g.
Mas y = (gxg1) P I, pois I  G. Sendo Si  I, vem y1sy P Si. Além disso,
g1(y1sy)g P Sig ( 6 Sig  I ). Temos ainda que o subgrupo normal Sig de I é
um produto direto de alguns dos fatores de I ([14], item 3.3.16, pg 88). Mas sendo
cada um dos Si um grupo simples, um subgrupo conjugado Sig também deve ser,
de modo que Sig  Sj para algum j (potencialmente distinto de i). Isso evidencia
que ρ permuta os fatores de I.
Fazendo J = Ker(ρ) e tomando um x P J , obtém-se Six  Si (@i, 1 ¤ i ¤ t).
Dessa forma, a ação de J ﬁxa cada Si em I e tem o efeito de permutar os elementos
pertencentes a tal fator.
Denotando por αi o homomorﬁsmo de J em AutpSiq que representa a ação de
J sobre um dado Si, podemos construir o seguinte homomorﬁsmo de grupos:
α : J Ñ AutpS1q      AutpStq
x ÞÑ pα1pxq, . . . , αtpxqq
O núcleo de α consiste nos elementos de J que preservam todos os fatores:
Ker(α) = t x P J | sx  s, @i, @s P Si u = t x P J | ax  a, @a P I u  CGpIq
No caso em análise, temos I = F(G). Assim, recorrendo à Proposição 3.13,
obtemos CGpIq ¤ I. Mas, pela deﬁnição de centralizador de um subgrupo, isso
signiﬁca que CGpIq = Z(I). Além disso, vimos no item (IV) que Z(I) = Z(E)
= 1, e daí segue que CGpIq é trivial e, portanto, Ker(α) = 1. Sendo α injetivo,
podemos considerar a inclusão J ¤ AutpS1q      AutpStq.
(VI) Vamos mostrar agora que a conjugação de qualquer (s1, . . . , st) P S1  St
= I por um elemento (y1, . . . , yt) = y P I preserva cada um dos fatores Si. Levando-
se em conta que o núcleo J ﬁxa (simultaneamente) todos os fatores, isso signiﬁca
que I  J = Ker(ρ).
Notemos, de início, que um Si arbitrário pode ser identiﬁcado com 1     1
Si  1     1, que é um produto direto de t termos. Visando facilitar a análise,
consideremos o caso I = S1  S2. Tomando pa, 1q P S1 e p1, bq P S2, obtemos:
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pa, 1qp1,bq  pa, 1q, donde (1 S2)  CIpS1q
Estendendo tal raciocínio para t fatores, podemos supor, sem perda de genera-
lidade, que a entrada não-trivial em I ocorra para i = 1. Nessas condições, segue
(1 S2      St)  CIpS1q.
De forma ainda mais geral, vale ps1, 1, . . . , 1qpy1,...,ytq = (s1y1 , 1, . . . , 1) P S1,
demonstrando que a conjugação de um fator Si por elemento de I preserva Si
(6 I  J). Da observação ﬁnal em (V), decorre:
S1      St = I ¤ J ¤ AutpS1q      AutpStq = A.
(VII) A Proposição 5.3 em [2] estabelece que, para um grupo ﬁnito almost simple
H, vale kpHq ¤ |H|0,41. A mesma desigualdade é obedecida por um grupo H que
veriﬁque:
S1      St ¤ H ¤ AutpS1q      AutpStq
E, se isso acontece, digamos que H tem t componentes.
Para demonstrar a validade de tal fato para o grupo J deﬁnido em (V), vamos
utilizar o princípio do menor inteiro no conjunto dos inteiros não superiores a t,
em que t é o número de componentes em J .
No caso particular em que t = 1, temos I = S1. Unindo as conclusões de (V) e
(VI), resulta S1 = I ¤ J ¤ AutpS1q, caracterizando que J é almost simple.
Já para t ¡ 1, façamos L  S11  1  S1 e seja C  CJpLq. C é o núcleo da
ação por conjugação de J sobre L e, usando a Proposição 2.1, segue J/C ¤ AutpLq.
Pelas considerações em (VI), temos a seqüência de inclusões (1  S2      St)
 CIpLq  C  CApLq  A. Por outro lado, considerando py1, . . . , ytq P CApLq e
lembrando que yi é um automorﬁsmo, segue que y1 deve ser a função identidade
em A. Isso permite concluir que CApLq = 1AutpS2q   AutpStq (logo C tem
t 1 componentes). Temos ainda que:
LC
C
 LpLX Cq  L, pois a interseção (LX C) é trivial.




¤ AutpLq, mostrando que J
C
é almost simple.
Recorrendo ao Lema 2.7, obtemos: kpJq ¤ kpCq  kpJ{Cq
Dado que kpJ{Cq ¤ |J{C|0,41 , segue:




Admitamos agora que o resultado não valha a partir de um J que possua t
componentes, isto é, que kpJq ¡ |J |0,41. Com essa hipótese, C  CJpLq veriﬁca o
resultado (pois C possui um número de componentes igual a t 1), ou seja:
kpCq ¤ |C|0,41 e, portanto: kpCq|C|0,41 ¤ 1
Novamente pelo Lema 2.7:
kpJq ¤ kpCq  |J |
0,41
|C|0,41 ¤ |J |
0,41 (o que é uma contradição).
(VIII) S1      St = I ¤ J , em que os t fatores Si são grupos simples não-
abelianos. Dado que o grupo simples não-abeliano de menor ordem é A5, temos:
|J | ¥ 60  60      60  60t.
Por outro lado, usando o resultado principal em [13], tem-se kpXq   3t{2, quando
X é um grupo ﬁnito de permutações com t ¡ 2. Mas:
3t{2  60 log60p3t{2q  60pt{2qplog603q ¤ 60pt{2qp0,27q ¤ p60tq0,14
Aplicando os dois fatos ao grupo G{J , vem:
|J |0,14 ¥ p60tq0,14 ¥ 3t{2 ¡ kpG{Jq
Por outro lado, kpGq ¤ kpJq  kpG{Jq ¤ |J |0,41 |J |0,14  |J |0,55
Vamos analisar dois casos: |G{J | ¡ |J |0,1 e |G{J | ¤ |J |0,1
a) |G{J | ¡ |J |0,1 ñ |G| ¡ |J |1,1 ñ |J |0,55   |G|1{2 6 kpGq   |G|0,5
b) |G{J | ¤ |J |0,1 ñ |G| ¤ |J |1,1 ñ |G|0,5 ¤ |J |0,55   |J |0,59
Sendo cppGq ¤ cppJq (Lema 2.8), segue: kpGq ¤ kpJq |G||J |  kpJq |G{J |






Fica provado que kpGq  
a
|G| para um G não-trivial em que sol(G) = 1. 
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Corolário 4.2. Sendo G um grupo ﬁnito, tem-se cppGq  rG : solpGqs1{2, se, e
somente, se, G é abeliano.
Demonstração. (ñ) Asumindo cppGq  rG : solpGqs1{2, vamos provar que G é
abeliano. Já sabemos que:
(I) cppXq ¤ rX : solpXqs1{2 ;
(II) cppXq   rX : solpXqs1{2 , quando solpXq  1 e EpXq  1.
Consideremos o grupo X  G{solpGq . Usando a hipótese, em conjunto com os



























Na cadeia de igualdades e desigualdades acima, vemos que o primeiro e o último















Lembrando que X  G{solpGq e solpG{solpGqq  1, segue:
cppXq  rX : solpXqs 12 , com solpXq  1 (III)
Se ocorresse EpXq  1 (com solpXq  1), o fato (II) acarretaria:
cppXq   rX : solpXqs 12
O resultado obtido em (III) mostra que esse não é o caso. Logo devemos ter
EpXq  1 com solpXq  1 . Isso signiﬁca que F pXq  1 e, pelo corolário 3.14,
segue X  1. Pela escolha de X, segue G  solpGq e, recorrendo mais uma vez à
hipótese, segue cppGq  1. Mas esse último fato, signiﬁca que G é abeliano.
(ð) Reciprocamente, se G é abeliano, temos cppGq  1.
Por outro lado, G é solúvel (por ser abeliano) e, portanto, G  solpGq.
Resulta: rG : solpGqs1{2  1  cppGq. 
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5. REPRESENTAÇÕES LINEARES DE GRUPOS
Já vimos que a ação de um grupo G sobre um conjunto Ω origina um homo-
morﬁsmo de G no grupo simétrico de Ω, possibilitando que a ação sobre Ω de
cada g P G seja descrita como uma permutação dos elementos de Ω. Tal aborda-
gem permite que propriedades estabelecidas no grupo Sym(Ω) sejam mapeadas de
volta para o grupo abstrato G (via homomorﬁsmo), constituindo uma importante
ferramenta para obtenção de informações sobre G.
Na presente seção, lançamos mão de outra técnica interessante para o estudo das
propriedades de um grupo G. Em vez de analisar a ação de G sobre um conjunto
genérico, concentramos a atenção na ação de cada g P G sobre um espaço vetorial
de dimensão ﬁnita (deﬁnido sobre o corpo dos números complexos). A motivação
para optar por uma tal estratégia é transformar alguns problemas, originalmente
associados à Teoria de Grupos, em problemas de Álgebra Linear.
5.1. CONCEITOS BÁSICOS.
Deﬁnição 5.1. Sejam V um espaço vetorial de dimensão n (ﬁnita) sobre C e G
um grupo ﬁnito. Uma representação de G sobre V é um homomorﬁsmo ρ de G
sobre o grupo GLpV q das transformações lineares invertíveis de V .
ρ : GÑ GLpV q
g ÞÑ pgqρ  ρg .
O homomorﬁsmo de grupos ρ : GÑ GLpV q associa a cada g P G uma transfor-
mação linear invertível (isomorﬁsmo linear) ρg : V Ñ V . Além disso, temos:
 O espaço V que aparece na deﬁnição é denominado espaço de representação
e sua dimensão é o grau da representação.
 Se V tem dimensão n ﬁnita, GLpV q  GLpn,Cq (grupo das matrizes nn
invertíveis com entradas no corpo dos números complexos).
 p1qρ  In (matriz identidade de ordem n).
 pg  hqρ  pgqρ  phqρ, @g, h P G. ( Outra notação usual: ρgh  ρgρh ).
 Por uma questão de simpliﬁcação da linguagem, é bem comum referir-se à
representação ρ : GÑ GLpV q apenas como "a representação V ".
Dado que a representação ρ : GÑ GLpV q é um homomorﬁsmo, a transformação
ρgh : V Ñ V pode ser escrita como ρgh  ρg  ρh (sempre usando a referência de
ação à direita) ou, de forma correspondente, rρghs  rρhsrρgs, pensando em produto
de matrizes. Além disso, pode-se tratar pvqpρg  ρhq como o produto rρhsrρgsrvs,
em que rvs denota o vetor coluna correspondente a v.
Com essas deﬁnições em mente, consideremos a função:
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µ : V GÑ V
pv, gq ÞÑ vg  pvqρg
Pode-se observar que a função µ satisfaz as seguintes condições:
(a) µpv, 1q  v1  Inpvq  v
(b) µpv, ghq  vgh  pvqpρg  ρhq  ppvqρgqρh  pµpv, gqqρh  µpµpv, gq, hq
(c) µpcv, gq  pcvqρg  c  ppvqρgq  c  µpv, gq
(d) µpv1   v2, gq  pv1   v2qρg  pv1qρg   pv2qρg  µpv1, gq   µpv2, gq
Isso signiﬁca que, além de ser um ação (à direita) do grupo G sobre o conjunto
V , a função induzida por µ para cada g ﬁxo é linear:
µpcv   dw, gq  cµpv, gq   dµpw, gq, @v,w P V, @c, d P C
Dessa forma, dada uma representação ρ : G Ñ GLpV q, pode-se associar uma
ação linear de G em V tal que vg  pvqρg, @v P V e @g P G. Reciprocamente,
se G age linearmente sobre o espaço vetorial V , a função ρ : G Ñ GLpV q, que
associa a cada elemento g de G uma transformação linear invertível ρg : V Ñ V
(induzida pela ação de g), é uma representação de G.
Terminologia Alternativa: Sejam G um grupo ﬁnito e V um espaço vetorial
de dimensão n (ﬁnita) sobre o corpo C. Diz-se que V é um G-módulo se existe
uma multiplicação vg, de elementos de V por elementos de G (com vg P V ), que
satisfaça:
(a) v1  v
(b) vpghq  ppvqgqh
(c) pcvqg  c pvgq
(d) pv  wqg  vg  wg,
@g, h P G, @v,w P V e @c P C
A partir da ação de um grupoG sobre um conjunto S  ts1, s2, . . . , snu, podemos
construir um G-módulo de dimensão|S|. Nessa construção, os elementos de S farão
o papel de vetores e, para enfatizar tal fato, passarão a ser escritos em negrito.
 Deﬁnimos um espaço vetorial CS, em que o conjunto S constitui uma base.
CS  Cts1, s2, . . . , snu  tc1s1   c2s2        cnsn, ci P Cu
 A adição de vetores em CS é deﬁnida por:
pc1s1       cnsnq   pd1s1       dnsnq  pc1   d1qs1       pcn  dnqsn
 A multiplicação por escalar em CS é dada por:
cpc1s1        cnsnq  pcc1qs1        pccnqsn
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 A ação de G sobre o espaço vetorial CS é obtida usando linearidade e o
fato que sig P S
pc1s1        cnsnqg  c1ps1gq        cnpsngq P CS, @g P G
Exemplo 5.2. Representação Trivial
Todos os grupos possuem a representação trivial, a qual associa a todo g P G
a matriz identidade (que, naturalmente, corresponde à transformação identidade).
Isso signiﬁca que cada elemento de G age trivialmente sobre o espaço vetorial V .
Exemplo 5.3. Representação Sinal para um Grupo de Permutações
Seja G = Sn, em que Sn é o grupo das permutações de um conjunto de n elemen-
tos. Uma permutação pi P Sn pode ser expressa como um produto de transposições
(pi  τ1τ2 . . . τk). Apesar de tal decomposição não ser única, a paridade de k
está bem deﬁnida (independente do valor de k, pi terá sempre um número par de
transposições ou sempre um número ímpar).
Deﬁnindo sgnppiq  p1qk, vemos que ppi  σqsgn  ppiqsgn  pσqsgn.
O homomorﬁsmo X: Sn Ñ t1,1u deﬁnido por:
Xppiq  sgnppiq 
#
1, se pi é uma permutação par;
1, se pi é uma permutação ímpar;
é denominado representação sinal de Sn. (X é uma representação não-trivial de
grau 1. Além disso, os valores 1 e 1 devem ser vistos como números complexos).
Exemplo 5.4. Representações de grau 1 para um grupo cíclico
Seja Cn  xgy  tg, g2, . . . , gn  1u o grupo cíclico de ordem n. Para obter as
representações de dimensão 1 de tal grupo, façamos pgqρ  c, em que c P C.
Sendo ρ um homomorﬁsmo, temos:
cn  ppgqρqn  pgnqρ  p1qρ  1, ou seja, c é uma raiz n-ésima da unidade.
De forma geral, dado o grupo Cn, existem n possibilidades para a imagem ρg do
gerador g através de cada representação (homomorﬁsmo). Como exemplo concreto,
vamos construir a tabela de representações de grau 1 para C4  t1, g, g2, g3u .
representação elementos do Grupo
1 g g2 g3
ρ 1 1 1 1
τ 1 1 1 1
ψ 1 i 1 i
φ 1 i 1 i
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Na montagem da tabela, levamos em conta os seguintes fatos:
 como em qualquer homomorﬁsmo, a imagem da identidade é 1 ;
 a segunda coluna mostra a imagem escolhida para o gerador g naquela
representação. Assim: pgqρ  1 , pgqτ  1 , pgqψ  i , pgqφ  i ;
 as imagens de g2 e g3 são obtidas a partir da imagem do gerador.
Exemplo 5.5. Representação Regular à direita
Essa é a representação associada à ação regular à direita de G (sobre G).
Dado um grupo ﬁnito G  tg1, g2, . . . , gnu, tomemos um elemento ﬁxo x P
G. Multiplicando, à direita, cada elemento de G por tal x, obtemos o conjunto
tg1x, g2x, . . . , gnxu  G, mostrando que tal produto é uma permutação dos ele-
mentos de G e remetendo ao conhecido fato de que todo grupo é isomorfo a um
grupo de permutações de seu conjunto associado (Teorema de Cayley). O isomor-
ﬁsmo assim produzido é denominado representação regular à direita de G. (Vale
notar que, nesse caso, o espaço vetorial é CG).
É interessante lembrar, nesse ponto, que uma matriz de permutação é uma ma-
triz quadrada obtida a partir da matriz identidade de mesma dimensão, por meio
de permutação de linhas. Cada coluna e cada linha de uma matriz desse tipo possui
exatamente uma entrada não-nula (cujo valor é 1). Multiplicar à direita, por uma
matriz de permutação, produz o efeito de rearranjar as colunas da matriz original.
Vejamos um exemplo:















Podemos fazer o seguinte resumo da multiplicação à direita de uma matriz A
(aij) por uma matriz P (pjk) de permutação (A  P  B):
 Se P possui uma entrada igual a 1 na posição pjk, tal "1" terá inﬂuência
sobre a coluna j de A, fazendo com que ela seja movida para a coluna k da
matriz resultante (B).
 Se a matriz P possui um elemento não-nulo na posição pjj (diagonal prin-
cipal), a coluna j permanecerá ﬁxa na matriz resultante (B).
Seja pi P Sn a permutação associada à ação de multiplicação à direita por um
elemento x P G. Tal ação pode ser representada por uma matriz de permutação
P pxqnn, cujas linhas e colunas são indexadas pelo conjunto ﬁnito G :
P pxqi,j  P ppiqi,j 
#
1, se pipjq  i
0, se pipjq  i
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Como exemplo prático, vamos registrar a representação regular de C4 , a qual




0 0 0 1
1 0 0 0
0 1 0 0





0 0 1 0
0 0 0 1
1 0 0 0





0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0


Exemplo 5.6. Sejam V e W espaços vetoriais complexos e consideremos duas
representações ρ : G Ñ GLpV q e τ : G Ñ GLpW q do grupo G. É possível
construir uma nova representação de G, recorrendo ao conceito de soma direta.
ρ` τ : GÑ GLpV `W q
g ÞÑ ρg ` τg ,
em que V `W  t pv,wq | v P V , w P W u e as operações envolvendo pares
ordenados desse espaço são efetuadas componente a componente.
A função ρg ` τg, deﬁnida a seguir, é uma transformação linear invertível em
V `W , @g P G :
ρg ` τg : V `W Ñ V `W
pv,wq ÞÑ ppvqρg, pwqτgq
Sejam B1  tv1, . . .vnu e B2  tw1, . . .wmu, respectivamente, bases para os
espaços V e W . Pela deﬁnição de soma direta, tem-se B1 XB2  H . Além disso,
B1 Y B2 é uma base para V `W .
É interessante notar que, se M1pgq e M2pgq são, respectivamente, as matrizes







Deﬁnição 5.7. Sejam ρ : G Ñ GLpV q uma representação de G e W  V um
subespaço vetorial de V . W é dito um subespaço G-invariante (ou G-estável) se
pwqρg P W , @w P W e @g P G.
A partir de um subespaço W  V que seja G-invariante, pode-se deﬁnir (por
restrição a W ) uma nova representação ρW : GÑ GLpW q, em que pgqρW = pgqρ,
@g P W . Nessas condições, ρW  ρ|W é dita uma subrepresentação.
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Uma representação V , em que V é não-nulo, é dita irredutível se seus únicos
subespaços G-invariantes são os triviais (V e {0}). Por outro lado, diz-se que
uma representação não-nula é completamente redutível se é uma soma direta de
representações irredutíveis. (Ou seja, V = W1 `W2 `    `Wr, em que cada Wi
é uma representação irredutível de G).
Exemplo 5.8. Uma representação ρ : GÑ GLpV q de grau 1 é irredutível.
SejaW um subespaço próprio de V , em que dimpV q  1. Devemos ter dimpW q  
dimpV q e só nos resta a opção dimpW q  0 . Daí decorre W  t0u. Mas tal W
é trivial, o que mostra que V não possui subespaços próprios não-triviais. Dessa
forma, por deﬁnição, ρ é uma representação irredutível.
Exemplo 5.9. Representação redutível de grau 3 para S3 .
Vamos construir, agora, uma representação de grau 3 para o grupo S3. Podemos
pensar no grupo D3  S3 e considerar que cada vetor te1, e2, e3u descreve um
vértice do triângulo equilátero. As rotações (3-ciclos) e reﬂexões (2-ciclos) movem
tais vértices e podem ser representadas por matrizes de permutação.
ρ1 

 1 0 00 1 0
0 0 1

, ρp1 2q 

 0 1 01 0 0
0 0 1

, ρp1 3q 







 1 0 00 0 1
0 1 0

, ρp1 2 3q 

 0 0 11 0 0
0 1 0

, ρp1 3 2q 





Deﬁnição 5.10. Sejam ρ : G Ñ GLpV q e τ : G Ñ GLpW q duas representações
do grupo G. Um homomorﬁsmo de representações (ou G-homomorﬁsmo) é uma
transformação linear ψ : V Ñ W que satisfaz:
pvqpψ  τgq  pvqpρg  ψq, @g P G, @v P V
É interessante registrar algumas formas alternativas de fazer referência ao
conceito de G-homomorﬁsmo:
 Se recorrermos à terminologia de G-módulos, podemos dizer que ψ é um
G-homomorﬁsmo se pvgqψ  pvqψ  g, @g P G, @v P V , o que corresponde
a dizer que ψ preserva a ação de G.
 Um G-homomorﬁsmo é também chamado de homomorﬁsmo G-invariante.
 Diz-se que um G-homomorﬁsmo, ψ, é um intertwining operator.
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Deﬁnição 5.11. Sejam ρ : GÑ GLpV q e τ : GÑ GLpW q duas representações do
grupo G. ρ e τ são ditas equivalentes se existe um isomorﬁsmo linear ψ : V Ñ W
tal que ρg = ψτgψ
1, @g P G.
Notando que ρg = ψτgψ1 ô ρgψ  ψτg , podemos também dizer que as
representações ρ e τ são equivalentes se existe um G-isomorﬁsmo entre os espaços
vetoriais que as deﬁnem.
Proposição 5.1. Sejam ρ : G Ñ GLpV q e τ : G Ñ GLpW q duas representações
do grupo G e ψ : V Ñ W um G-homomorﬁsmo. Valem as seguintes propriedades:
(a) Kerpψq é uma subrepresentação de V ;
(b) Impψq é uma subrepresentação de W ;
(c) A aplicação ψ0 : V Ñ W deﬁnida a seguir é G-invariante:
ψ0 : v ÞÑ 1|G| 
¸
gPG
pvqpρg1 ψ τgq .
Demonstração. (a) Sejam g P G e v P Kerpψq. Sabemos que Kerpψq é um
subespaço de V e, além disso, pela deﬁnição de núcleo, pvqψ  0 . Sendo ψ um
G-homomorﬁsmo, tem-se ψ  τg  ρg  ψ, @g P G. Assim:
ppvqψqτg  pvqpψ  τgq  pvqpρg  ψq . Usando o fato pvqψ  0 , segue:
0  p0qτg  ppvqψqτg  pvqpρg ψq  ppvqρgqψ 6 pvqρg P Kerpψq, @v P Kerpψq
Isso signiﬁca que Kerpψq é uma subrepresentação de V .
(b) Já sabemos que Impψq é um subespaço de W .
Sejam g P G e w P Impψq. Então, existe v P V tal que pvqψ  w .
Sendo ψ um G-homomorﬁsmo, tem-se ψ  τg  ρg  ψ, @g P G . Assim:
pwqτg  ppvqψqτg  pvqpψ  τgq  pvqpρg  ψq  ppvqρgqψ
Mas ppvqρgqψ P Impψq e, portanto, pwqτg P Impψq.
Isso mostra que Impψq é uma subrepresentação de W .
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(c) Dados g, h P G, temos que k  gh1 assume todos os valores possíveis em G
à medida que o elemento g percorre o grupo. Assim:



















O fato ppvqρhqψ0  ppvqψ0qτh evidencia que ψ0 é G-invariante. 
Proposição 5.2 (Lema de Schur). Sejam ρ : GÑ GLpV q e τ : GÑ GLpW q duas
representações irredutíveis do grupo G. Se ψ : V Ñ W é um G-homomorﬁsmo
não-nulo, então ψ é um G-isomorﬁsmo.
Demonstração. Estamos assumindo, inicialmente, que ψ é não-nulo. Sendo V
irredutível, seu subespaço G-invariante Kerpψq (vide Proposição 5.1) admite duas
possibilidades extremas: Kerpψq  t0u ou Kerpψq  V . Mas esta última não
pode subsistir, pois em tal caso teríamos ψ identicamente nulo, o que contraria
nossa hipótese. Concluímos que Kerpψq  t0u, o que signiﬁca que ψ é injetivo.
Sendo Kerpψq  t0u, devemos ter Impψq  t0u. Sendo W irredutível, a opção
que resta para seu subespaço G-invariante Impψq (vide Proposição 5.1) é coincidir
com W . Mas o fato que Impψq  W corresponde a dizer que ψ é sobrejetivo. 
Usando o fato de que C é um corpo algebricamente fechado, podemos estabelecer
um importante corolário do Lema de Schur.
Corolário 5.3. Seja ρ : G Ñ GLpV q uma representação irredutível de G. Dado
um G-endomorﬁsmo ψ : V Ñ V , existe um λ P C, tal que pvqψ  λv, @v P V .
Demonstração. Sendo C algebricamente fechado, ψ possui um autovalor λ (raiz de
seu polinômio característico).
Consideremos a função linear f : V Ñ V , deﬁnida por pvqf  pvqψ  λv .
Tal f é G-invariante, pois:
pvgqf  pvgqψ  λvg  pvqψ  g  λvg  ppvqψ  λvq  g  pvqf  g, @g P G .
Pela Proposição 5.2, existem, a princípio, duas possibilidades para f :
 f é nula;
 f é um isomorﬁsmo.
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No entanto, podemos garantir que f não é um isomorﬁsmo.
Se w fosse um autovetor associado a λ, teríamos pwqψ  λw, logo pwqf  0.
Isso signiﬁca que existiria um w P Kerpψq, com w  0. Se f possui núcleo não-
trivial, f não pode ser injetiva. Resulta f  0 e concluímos que pvqψ  λv ,
concluindo a demonstração. 
É interessante notar que o autovalor λ de ψ0 pode ser calculado explicitamente.
Para tanto, consideremos a aplicação ψ0 : V Ñ V tal que:




Convém observar que simplesmente consideramos o caso particular ρ  τ para
a função ψ0 deﬁnida na Proposição 5.1. Tomando o traço, trpψ0q, do operador















trpρgpρg1 ψ qq  1|G| 
¸
gPG
trp ψ q  trp ψ q
Por outro lado, sendo pvqψ0  λv, temos ψ0  λ  IdV . Daí segue:
trpψ0q  trpλ  IdV q  λ  trpIdV q  λ  dimpV q
Comparando as duas expressões para trpψ0q, obtemos λ  trpψq{dimpV q
Corolário 5.4. Seja G um grupo abeliano ﬁnito. Então todas as representações
irredutíveis complexas de G possuem grau 1 .
Demonstração. Sejam ρ : G Ñ GLpV q uma representação irredutível complexa e
g um elemento ﬁxo de G. Sendo G um grupo abeliano, vale:
ρgρh  ρgh  ρhg  ρhρg , @h P G .
Assim, ρh : V Ñ V é um G-homomorﬁsmo para todo h P G e, pela Proposição
5.2, é um operador escalar (para qualquer elemento h de G). Dessa forma, existe
λh P C tal que ρh  λhIdV , @v P V .
Seja W um subespaço de dimensão 1 em V . Tomando w P W , temos:
pwqρh  λhw P W , o que mostra que W é G-invariante.
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Sendo V , por hipótese, irredutível, V não pode ter subespaços G-invariantes
diferentes dos triviais. Isso obriga V  W , acarretando dimpV q  1. 
Proposição 5.5 (Teorema de Maschke). Sejam G um grupo ﬁnito e K um corpo
cuja característica não divide |G|. Sejam ρ : GÑ GLpV q uma representação de G
e W1 um subespaço G-invariante de V . Então existe um subespaço G-invariante
W2 tal que V = W1 `W2.
A característica é a ordem aditiva (comum) aos elementos não-nulos de K :
 seu valor é zero, quando todos os elementos não nulos de K possuem ordem
inﬁnita
 as únicas características não nulas possíveis são números primos.
 A exigência, presente no Teorema, de que um inteiro |G| não seja divisível
pela característica de K, é naturalmente satisfeita por corpos de caracte-
rística zero. (Esse é o caso de C, corpo de base considerado nesse texto).
Demonstração. W1 é G-invariante, ou seja, pwqρg P W1, @w P W1 e @g P G.
Seja U um subespaço de V complementar a W1, isto é, tal que V = W1 ` U .
Consideremos a função φ (projeção de V sobre W1 ao longo de U):
φ : V Ñ W1
v ÞÑ pvqφ  w
em que v  w   u é uma expressão única , com w P W1 e u P U
Consideremos agora uma nova aplicação, G-invariante (conforme Proposição
5.1), deﬁnida a partir de ρg e φ :




Convém ressaltar que é possível construir φ0 contendo |G| no denominador, pois
escolhemos um corpo cuja característica não divide a ordem de G.
Podemos simpliﬁcar a notação:




(I) Notemos, inicialmente, que φ0 é uma função de V em W1. De fato:
pvqg1  vg1 e, portanto, pvg1qφ P W1, @v P V . Além disso, sendo W1
G-invariante, segue ppvg1qφqg P W1, mostrando que Impφ0q  W1.
(II) Seja w P W1. Vamos mostrar que φ0 restrita a W1 é a identidade de W1.
Temos wg1 P W1 e, portanto:
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pwqφ0  1|G| 
¸
gPG
pwqpg1φgq  1|G| 
¸
gPG




A última igualdade é válida, pois, sendo φ uma projeção de V sobre W1, temos
pwqφ  w, para qualquer w em W1. Segue:
pwqφ0  1|G| 
¸
gPG
pwg1q  g  1|G| 
¸
gPG
w  w 6 W1  Impφ0q
Por (I) e (II), temos que φ0 é uma projeção de V sobre W1 e Impφ0q  W1.
(III) Já vimos, na Proposição 5.1, que φ0 é G-invariante. Assim, dados h P G e
v P V , vale pvqφ0  h  pvhqφ0.
(IV) A mesma Proposição 5.1 garante que Kerpφ0q é G-invariante.
(V) Pelos fatos demonstrados até aqui, o núcleo de φ0 é um candidato natural
ao subespaço U que estamos buscando. Dessa forma, fazendo W2  Kerpφ0q ,
falta mostrar que V = W1 `W2.
Tomando v P W1 XW2, temos:
 0  pvqφ0, pois v P Kerpφ0q  W2
 pvqφ0  v, pois v P W1 ( conforme (II) )
Resulta: W1 XW2  t0u
Por outro lado, dada a transformação linear φ0 : V Ñ W1, em que V é um
espaço vetorial de dimensão ﬁnita, sabemos que:
dimpV q  dimpImpφ0qq   dimpKerpφ0qq
Assim, dimpV q  dimpW1q   dimpW2q e segue V = W1 `W2. 
Corolário 5.6 (Decomposição em Representações Irredutíveis). Sejam G um
grupo ﬁnito e K um corpo cuja característica não divide a ordem de G. Se
V é um espaço vetorial de dimensão ﬁnita sobre K, então uma representação
ρ : G Ñ GLpV q de G é completamente redutível (soma direta de representações
irredutíveis).
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Demonstração. Faremos indução sobre dimpV q. Se dimpV q  1, a representação é
irredutível (vide exemplo 5.8). Admitamos, pois, dimpV q ¥ 2. Se V for irredutível,
não há mais o que provar. Se V é redutível, sejaW1  V um subespaço não-trivial e
G-invariante V . Pelo Teorema de Maschke, podemos construir um novo subespaço
G-invariante, W2  V , que é complemento de W1. Temos dimpW1q   dimpV q,
dimpW2q   dimpV q e V = W1 ` W2. Se W1 e W2 forem irredutíveis, teremos
concluído a prova. Se algum deles for redutível, repetimos o procedimento. 
5.2. FUNÇÕES DE CLASSE.
Na Proposição 2.4, estabelecemos a relação entre a probabilidade de comutar,
cppGq, e o número de classes de conjugação, kpGq, em um grupo ﬁnito. Na presente
seção, deﬁnimos funções que são constantes em classes de conjugação. Veremos
ainda que o conjunto de tais funções é um espaço vetorial de dimensão kpGq . Na
seção seguinte, trataremos dos caracteres associados às representações lineares, os
quais constituem importante exemplo de funções de classe.
Deﬁnição 5.12. Sejam G um grupo ﬁnito e K um corpo. Uma função ϕ : GÑ K
é dita uma função de classe quando assume valores constantes em cada classe de
conjugação de G, ou seja, ph1ghqϕ  pgqϕ, @g, h P G .
Seja CpGq  tf : G Ñ C : ph1ghqf  pgqf, @g, h P Gu o conjunto das funções
de classe do grupo G com valores em C. Deﬁnamos as operações de soma de
funções de classe e multiplicação de função de classe por escalar, respectivamente,
por: f1   f2 : g Ñ pgqf1   pgqf2 e λ  f : g Ñ pgqf  λ com λ P C. O conjunto
CpGq, munido dessas duas operações, forma um C-espaço vetorial.
Denotemos por C1, C2, . . . , Ck as k  kpGq classes de conjugação em G e sejam
1  g1, g2, . . . , gk, respectivamente, representantes de cada uma dessas classes.
As funções características, δj, das k classes de conjugação, são deﬁnidas a seguir:
δjpgq 
#
1, se g P Cj
0, se g R Cj
As δj, assim deﬁnidas, são funções de classe e formam uma base de CpGq e
tem-se dimCpCpGqq  k. De fato:
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 As δj são linearmente independentes, pois, se
k¸
j1
ajδj  0, com aj P C,




ajδjpgq  am. Dado que isso vale para todas as classes, segue
aj  0, @j P t1, 2, . . . , ku .
 As δj são um conjunto gerador de CpGq, pois, dada uma função f P CpGq ,
pode-se expressá-la como f 
k¸
j1
fj  δj, em que fj é o valor constante
assumido por f na classe Cj.
Deﬁnição 5.13 (Produto Interno de Funções de Classe). Seja G um grupo ﬁnito.
Se K é um corpo cuja característica não divide |G|, deﬁnimos o produto interno
de duas funções de classe, α e β, através da relação:
xα, βy = 1|G|
¸
gPG
αpgq  βpgq , em que z indica o complexo conjugado de z.
Veremos que tal produto interno é um recurso capaz de facilitar, substancial-
mente, a demonstração de várias propriedades associadas a funções de classe.
5.3. CARÁTER DE UMA REPRESENTAÇÃO.
Trataremos, nessa seção, do importante conceito de caráter associado a uma re-
presentação linear. Veremos que o sistema de caracteres de uma representação
tem a propriedade de ser invariante por transformações lineares semelhantes, ou
seja, não dependem de uma escolha especíﬁca de base para o espaço vetorial.
Dessa forma, a análise do sistema de caracteres provê um meio para identiﬁcar
representações irredutíveis, pois, mesmo que uma representação pareça diferente
(por ser expressa por matrizes semelhantes), o seu caráter não será alterado. Por
outro lado, as representações irredutíveis que forem efetivamente distintas ( ou
não-equivalentes), possuirão sistemas de caracteres diferentes.
Um resultado de grande importância será derivado na Proposição 5.10. Ali será
estabelecida a conexão entre o conjunto de caracteres irredutíveis e o número de
classes de conjugação em um grupo ﬁnito.
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Deﬁnição 5.14. Seja ρ : G Ñ GLpV q uma representação de grau n do grupo
ﬁnito G. O caráter de ρ (ou caráter correspondente à representação ρ) é a função:
χ : GÑ C
g ÞÑ χpgq  trpρgq,




Com essa deﬁnição, vemos que o caráter, χpgq, de um elemento g P G é o traço
da matriz que o representa. Além disso, dado o grupo ﬁnito G  g1, g2, . . . , gn,
dizemos que χpg1q, χpg2q, . . . , χpgnq é um sistema de caracteres para a representação
em análise. Conforme veremos mais adiante, caracteres são funções de classe e,
portanto, para obter o sistema de caracteres de um grupo é necessário considerar
apenas um representante de cada classe de conjugação.
O caráter de uma representação irredutível será chamado de caráter irredutível.
Proposição 5.7 (Propriedades Básicas dos Caracteres). Sejam ρ uma represen-
tação de grau n e χ o caráter associado. São válidas as seguintes propriedades:
(a) χp1q = n
(b) χpg1q = χpgq, para g P G . (Nota: z denota o complexo conjugado de z).
(c) Para um qualquer g P G , vale |χpgq| ¤ n .
(d) |χpgq|  n se, e somente se, ρg é escalar.
(e) χpgq  n se, e somente se, ρg é a identidade.
(f) χptgt1q = χpgq, @t, g P G, ou seja, o caráter de uma representação é
constante em classes de conjugação. ( χ é uma função de classe ).
(g) Se χ é um caráter irredutível de G, então a função χ , em que χpgq  χpgq,
é também um caráter irredutível.
(h) Sejam ρ : GÑ GLpV q e τ : GÑ GLpW q duas representações do grupo G.
Se χρ e χτ são, respectivamente, os caracteres associados a ρ e τ , o caráter
χρ` τ , associado à soma direta ρ` τ , é dado por χρ` τ  χρ   χτ .
(i) O caráter de uma representação é uma soma de caracteres irredutíveis.
Demonstração. (a) ρp1q  In 6 χp1q  trpInq  n
(b) (I) Fixemos g P G. Sendo G um grupo ﬁnito, vale g |G|  1.
(II) Se λ é um autovalor de ρg, então existe vetor não-nulo v P V , satisfazendo
pvqρg  vλ . Assim, pvqρg |G|  pvqρ |G|g  vλ |G| . Usando (a) e lembrando que
pvqρ1  v, segue: v  vλ |G|, com v  0 , o que signiﬁca que λ |G|  1 . Em
particular, tem-se |λ|  1 e, portanto, λ  λ1.
59
(III) Por outro lado, sendo λ autovalor de ρg, tem-se:
v  ppvqρgqρg1  pvλqρg1  pvqρg1  λ
Assim: v  λ1  pvqρg1 , ou seja, λ1 é autovalor de ρg1
(IV) Usando agora o fato que o traço de ρg é a soma dos autovalores dessa
matriz, podemos ﬁnalizar a prova de (b):










λi  trpρgq  χpgq















(d) Se ρg é escalar, todos os autovalores λi são iguais. Fazendo λi  λ , obtemos
χpgq  n  λ . Sendo |λ|  1 , segue |χpgq|  n.
Reciprocamente, admitamos |χpgq|  n. Dado que |λi|  1 , devemos ter λi  λ .
O polinômio característico de ρg é pxλqn . Se m é a ordem de g , um autovalor λ
de ρg também satisfaz xm1 . Mas xm1  pxλqpxm1 λ2xm2    λm1xq
e, portanto, λ é raiz do mdc, px  λq, dos dois polinômios. Dessa forma, ρg é a
multiplicação por λ, evidenciando que ρg é escalar.
(e) Se χpgq  n , então |χpgq|  n e, portanto, χpgq é escalar (d). Desse último
fato, decorre χpgq  n λ , donde segue λ  1 , demonstrando que ρg é a identidade.
A recíproca já foi demonstrada em (a).
(f) Usamos o fato que trpABq  trpBAq
χptgt1q  trpρtgt1q  trpρtgρt1q  trpρt1ρtgq  trpρt1tgq  trpρgq  χpgq
(g) Seja χ o caráter associado à representação irredutível ρ : G Ñ GLpV q.
Denotemos por V o espaço vetorial obtido conjugando as coordenadas dos vetores
de V . Temos que ρ : GÑ GLpV q, deﬁnida por ρpgq : ρpgq , é uma representação
de G, pois corresponde à composição de ρ com a conjugação complexa, que é
homomorﬁsmo de grupos. Além disso:
χρpgq  Trpρpgqq  Trpρpgqq  Trpρpgqq  χρpgq
60
Assim, χ é, especiﬁcamente, o caráter associado à representação ρ.
Admitamos agora que χ é irredutível. Se W   V é um subespaço próprio e
ρ-invariante de V , então W é um subespaço próprio ρ-invariante de V . Dado que
ρ é irredutível, devemos ter W  t0u e, conseqüentemente, W  t0u. Daí segue
que χ é irredutível.
(h) Decorre diretamente de trpA`Bq  trpAq   trpBq (vide Proposição 7.1).
(i) Unindo o fato expresso em (h) ao Teorema de Maschke, vemos que o caráter
de uma representação é a soma dos caracteres das representações irredutíveis em
que ela se decompõe, ou seja, a soma de seus caracteres irredutíveis.

Exemplo 5.15. Tabela de Caracteres do grupo cíclico C4
É interessante revisitar os Exemplos 5.4 e 5.8 . Representações complexas de
grau 1 são irredutíveis (e correspondem a matrizes 1  1). Dessa forma, tais
representações coincidem com seus caracteres. Outro ponto importante é que os
caracteres mostrados na tabela abaixo são todos irredutíveis. A tabela ainda ilustra
que, por estarmos trabalhando com funções de G Ñ C , é perfeitamente normal
que alguns caracteres assumam valores imaginários.
caráter elementos do Grupo
1 g g2 g3
χ1 1 1 1 1
χ2 1 1 1 1
χ3 1 i 1 i
χ4 1 i 1 i
Exemplo 5.16. Representações de grau 2 para S3 e caracteres associados
Assim como ﬁzemos no Exemplo 5.9, vamos considerar o isomorﬁsmo S3  D3 .
Nossa proposta é construir duas representações distintas de grau 2 para esse grupo.
Inicialmente, usaremos um sistema de 2 eixos ortogonais com origem no baricentro
do triângulo equilátero. Em vez de pensar na representação dos vértices, veremos o
efeito de cada simetria (rotação, reﬂexão) sobre o par de eixos considerados. Essa
simples mudança de perspectiva permite que tenhamos uma representação de grau





















































Para o mesmo triângulo, consideremos um novo sistema de eixos u,v:
 o ângulo entre os eixos coordenados u e v é de 120











































Esse exemplo reforça vários aspectos já discutidos:
 Caracteres são funções de classe. Para uma dada representação, o valor
do caráter independe do representante escolhido para a classe;
 Caracteres são invariantes por mudança de base.
A tabela de caracteres a seguir, resume tais fatos. Ao comparar as duas represen-
tações equivalentes, é interessante observar que S2  RS e S3  R2S. Sugere-se
ao leitor, calcular os traços das matrizes que representam os elementos do grupo.
caráter representante da classe
Id R S
χ 2 1 0
Proposição 5.8 (Relações de Ortogonalidade de Schur). Sejam ρ : G Ñ GLpV q
e τ : GÑ GLpW q duas representações irredutíveis do grupo G. Sejam χρ e χτ os
caracteres associados, respectivamente, a ρ e τ . São válidos os seguintes fatos:
(a) xχρ, χτy  0 , se ρ e τ são não-isomorfas.
(b) xχρ, χτy  1 , se ρ  τ .
Demonstração. Fixemos bases para os espaços V e W e sejam Mpgq e Qpgq as
matrizes associadas, respectivamente, a ρg e τg. Temos:
xχρ, χτy  1|G|
¸
gPG
χρpgq  χτ pgq  1|G|
¸
gPG





Dada a aplicação linear ψ : V Ñ W , sabemos que:
ψ0 : v ÞÑ 1|G| 
¸
gPG
pvqpρg1 ψ τgq é um G-homomorﬁsmo (Proposição 5.1) (I)
Seja ψpα, βq uma aplicação linear cuja matriz associada P pα, βq que satisfaz:
 pP pα, βqqij  1, quando i  α e j  β
 pP pα, βqqij  0 , em todas as outras entradas.
Descrevemos a seguir o efeito do produto de matrizes envolvendo P  P pα, βq :
 Seja C  Mpgq  P . Tal multiplicação move a coluna α de Mpgq para a
coluna β de C. Todas as entradas fora da coluna β serão nulas.
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 Seja D  C Q . A multiplicação por C afeta apenas a linha β de Q. Um
elemento não-nulo da linha i de C aparecerá como fator apenas na linha i
de D. Um elemento qβj de Q aparecerá como fator apenas na coluna j da
matriz resultante D.
Seja ψ0pα, βq uma aplicação linear construída a partir de ψpα, βq, de forma
análoga ao que ﬁzemos em (I). Matricialmente, podemos escrever:
pψ0pα, βqqij  1|G|
¸
gPG
pMpgq  P pα, βq Qpg1qqij , @i, j .
Considerando o efeito da multiplicação de matrizes P pα, βq, obtemos:
pψ0pα, βqqij  1|G|
¸
gPG
pMpgq  P pα, βq Qpg1qqij  1|G|
¸
gPG
pMpgqqiα  pQpg1qqβj (II)
Calculemos, agora, a soma
¸
α,β






































χρpgq  χτ pg1q  1|G|
¸
gPG
χρpgq  χτ pgq
 xχρ, χτy (III)
Aplicaremos o que foi discutido até aqui à demonstração dos ítens (a) e (b).
(a) Sendo ψ0 : V Ñ W um G-homomorﬁsmo e ρ ﬂ τ (com ρ e τ irredutíveis), a
Proposição 5.2 garante que ψ0 é a função nula (para qualquer ψ : V Ñ W , linear).
Tal resultado vale, em particular, para as aplicações lineares ψpα, βq e ψ0pα, βq,
que acabamos de analisar. Para ρ e τ não-isomorfas, temos ψ0pα, βq  0 para




pψ0pα, βqqαβ  0 , o que completa a prova.
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(b) O caso ρ  τ signiﬁca que existe f : V Ñ W que é um G-isomorﬁsmo.
Ou seja: pvqpf  τgq  pvqpρg  fq, @g P G, @v P V , em que f é bijetiva.
Do fato ρgf  fτg, decorre: ρg = fτgf1 e, calculando o traço:
trpρgq = trpfτgf1q  trpτgq (conforme Proposição 5.7)
Assim, o caso (b) corresponde a χρ  χτ  χ e queremos mostrar que xχ, χy  1.
Podemos supor, sem perda de generalidade, queW  V . Nessa situação especíﬁca,
temos ψ0pα, βq : V Ñ V , em que V é irredutível e tem dimensão n .
Conforme visto no corolário 5.3 do Teorema de Schur, valem os seguintes fatos:
 trpψ0pα, βqq  trpψpα, βqq.
 O G-endomorﬁsmo ψ0pα, βq é uma multiplicação por escalar:
pvqψ0pα, βq  λαβ v, @v P V e ψ0pα, βq  λαβ idV , com λαβ P C




A matriz nn associada a ψ0pα, βq é escalar e, portanto, todos os elementos de
sua diagonal principal são iguais a λαβ. Além disso, as entradas αβ de uma matriz
escalar são nulas sempre que α  β e a soma em (III) se reduz a uma soma em α,






































Revisitando a relação obtida em (III), concluímos a demonstração:
xχ, χy  xχρ, χτy 
¸
α,β
pψ0pα, βqqαβ  1 
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Corolário 5.9. O produto interno de dois caracteres complexos é um número
inteiro não-negativo.
Demonstração. Vimos na Proposição 5.7 que, em conseqüência do Teorema de
Maschke, o caráter de uma representação é uma soma de caracteres irredutíveis.
Mas, pela Proposição 5.8, sabemos que o produto interno de caracteres irredutíveis
vale 0 ou 1. 
Proposição 5.10 (Teorema Fundamental sobre Caracteres Irredutíveis). Seja
tχ1, . . . , χmu  B  CpGq o conjunto dos caracteres irredutíveis. São válidas
as seguintes propriedades:
(a) B é uma base ortonormal do espaço vetorial das funções de classe, CpGq .
(b) O número de caracteres irredutíveis de G coincide com o número de classes
de conjugação, ou seja, kpGq  dimpCpGqq
Demonstração. (a) Provemos inicialmente que caracteres irredutíveis distintos,
χ1, . . . , χm, são linearmente independentes. (Isso é uma conseqüência de serem
ortonormais, conforme Proposição 5.8).
Seja a1  χ1        am  χm  0 , com ai P C.
Tomando o produto interno dessa soma com χi , 1 ¤ i ¤ m, obtemos:
0  xa1  χ1        ai  χi        am  χm , χiy  a1  xχ1, χiy  
     ai  xχi, χiy        am  xχm, χiy  ai




Pela deﬁnição de cada ai , temos: xf
¸
i




ai  χi é ortogonal a todo caráter irredutível. Logo, basta mostrar que
se f P CpGq é ortogonal a todo χ P B, então f  0.
Seja f P CpGq tal que xf, χy  0 para todo χ P B. Se pi : G Ñ GLpV q é uma




um homomorﬁsmo G-invariante. De fato:


















fpgqpigppixpvqq  pif ppixpvqq.
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Assim, se pi é irredutível então pif  λIdV , com λ P C (Proposição 5.2).
Sendo trppif q  λ  trpIdV q  λn, segue λ  trppif q{n, em que n  dimCpV q.






fpgqχpipgq  xf, χpiy  0
A última igualdade é válida, pois χpi é um caráter irredutível de G sempre que
χpi é irredutível (conforme Proposição 5.7). Daí resulta λ  0 e, portanto, pif  0
para todo caráter irredutível pi de G. Além disso, pif  0 para todo caráter pi de
G (pois todo caráter é soma de irredutíveis). Em particular, ρf  0, em que ρ é a
representação regular GÑ GLpV q onde V  CG.
Seja tex : x P Gu a base canônica de V com a ação regular de G dada por
pexqρg  exg. Como ρf  0,







logo fpgq  0 para todo g P G, pois os eg são linearmente independentes. Isso
mostra que f  0.
(b) Já sabemos que as funções características, δj, das k classes de conjugação
formam uma base do espaço CpGq das funções de classe. Além disso, tem-se
dimCpCpGqq  k, donde segue a tese. 
Proposição 5.11. Sejam ρ : G Ñ GLpV q uma representação do grupo ﬁnito G
e ϕ o caráter associado. Suponha que V pode ser decomposto na seguinte soma
direta de subespaços irredutíveis V  W1`W2`  `Wk. Sejam ρi a representação
em cada Wi e χi o caráter associado. São válidos os seguintes fatos:
(a) O número de representações ρj isomorfas a ρi é xϕ, χiy  mi . O número
mi é chamado de multiplicidade de Wi em V ou multiplicidade de ρi em ρ ;





Demonstração. (a) Usando a hipótese, ϕ  χ1        χk , podemos escrever:
xϕ, χiy  xχ1, χiy        xχk, χiy
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Se uma representação ρj que aparece na decomposição de ϕ é não-isomorfa a
ρi , a Proposição 5.8 garante que xχi, χjy  0 . Isso nos permite concluir que a
expressão para ϕ como soma de caracteres irredutíveis contém tantos termos iguais
a 1 quantos forem as ρj equivalentes a ρi .
(b) Se um subespaço irredutível Wi aparece mi vezes em V como um somando
direto, temos:
 V  m1W1 `m2W2 `    `mrWr





















Proposição 5.12. Sendo G um grupo ﬁnito, são válidos os seguintes fatos:
(a) Uma representação irredutível de grau ni de G aparece na decomposição da
representação regular com multiplicidade ni ;
(b) Sejam k o número de classes de conjugação de G e ni o grau da represen-




2  |G| .
Demonstração. O caráter da representação regular (vide seção 7.2) é dado por:
ϕpgq 
#
0 , se g  1
|G|, se g  1
(a) Seja χi o caráter associado à representação irredutível ρi. Pela proposição
5.7, temos: χip1q  ni . Usando a deﬁnição do produto interno e levando em conta
que ϕ é o caráter da representação regular, podemos escrever:
mi  xϕ, χiy  1|G|
¸
gPG
ϕpgqχipgq  1|G|  |G|  χip1q  χip1q  ni
(b) Pela proposição 5.11, temos: ϕ  m1χ1   m2χ2        mkχk . Por outro






Lembrando que ϕp1q  |G|, podemos avaliar a última expressão em 1 P G :
|G|  ϕp1q 
k¸
i1
ni  χip1q 
k¸
i1









Exemplo 5.17. Tabela de Caracteres Irredutíveis do Grupo S3
Como aplicação da Proposição 5.12, podemos ver que o grupo S3  D3 possui a
seguinte composição de caracteres irredutíveis ( dois de grau 1 e um de grau 2):
|S3|  6  12   12   22
Algumas informações relevantes sobre a tabela:
 a primeira coluna da tabela traz o valor de χip1q, em que χi é o caráter
associado a uma representação irredutível ρi ;
 χ1 é o caráter associado à representação trivial;
 χ2 é o caráter associado à representação sinal;
 os valores de χ3 foram obtidos a partir do Exemplo 5.16.
caráter representante da classe grau
Id p123q p23q
χ1 1 1 1 1
χ2 1 1 1 1
χ3 2 1 0 2
elementos na classe 1 2 3
Talvez seja instrutivo revisitar o Exemplo 5.15, sob a luz da Proposição 5.12.
Devemos ter a seguinte decomposição: |C4|  4  12   12   12   12. Isso reforça
que todas as representações irredutíveis de C4 são de grau 1, o que é coerente com
o fato de tal grupo ser abeliano (vide Corolário 5.4).
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5.4. O TEOREMA DE FROBENIUS-SCHUR.
Tendo apresentado as propriedades básicas de representações e caracteres, nosso
próximo objetivo é o estudo do Teorema de Frobenius-Schur, o qual permite obter
informações sobre a quantidade de involuções em um grupo de ordem par. Esse
resultado será diretamente utilizado na demonstração do Teorema 6.1.
Lema 5.13. Seja G um grupo ﬁnito. Dados g P G e n ¡ 0, consideremos a função
θn, que fornece o número de raízes n-ésimas de g em G :
θn : GÑ C
g ÞÑ θnpgq  |tx P G : xn  g u|
Para a função θn ,assim deﬁnida, são válidos os seguintes fatos:




νnpχq  χ , em que νnpχq P C é unicamente determinado;
(c) Na expressão de θn, tem-se: νnpχq  1|G| 
¸
gPG




Demonstração. (a) Vejamos que θn é, de fato, uma função de classe:
θnph1ghq 
∣∣t x P G : xn  h1gh u∣∣
 ∣∣t x P G : hxnh1  g u∣∣  ∣∣∣t x P G : phxh1qn  gu∣∣∣
Mas a conjugação por um elemento ﬁxo h P G é uma bijeção. Dessa forma, para
cada y que satisfaz yn  g, existe um único x P G tal que x  h1yh. Daí resulta:
θnph1ghq 
∣∣∣t x P G : phxh1qn  g u∣∣∣  |t y P G : yn  g u|  θnpgq.
(b) Os caracteres irredutíveis associados a um grupo ﬁnito G formam uma base
ortonormal para o espaço CpGq das funções de classe de G. Assim, uma função




νnpχq  χ , em que νnpχq P C é unicamente determinado.








Dado que θn é um número de raízes, podemos removê-lo do somando θnpgqχpgq:
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Proposição 5.14 (Teorema de Frobenius-Schur). Consideremos a representação
ρ : G Ñ GLpV q, de grau n, do grupo ﬁnito G. Sendo χ P IrrpGq um caráter
irredutível associado a tal representação, valem os seguintes fatos:
(a) Sendo ϕ uma função de classe de G e n ¡ 0 um inteiro, a função ϕpnq
deﬁnida por ϕpnqpgq  ϕpgnq é uma função de classe.
(b) χp2qpgq  χpg2q é uma diferença de caracteres.
(c) Os valores possíveis para ν2pχq são 1, 1 ou 0. Tal função é conhecida
como o indicador de Frobenius-Schur.
(d) ν2pχq  0 se, e somente se, χ é uma função com valores reais.
Demonstração. (a) Temos que ϕph1ghq  ϕpgq, pois, por hipótese, ϕ é uma
função de classe.
ϕpnqph1ghq  ϕpph1ghqnq  ϕph1gnhq  ϕpgnq  ϕpnqpgq
Com essa notação, o coeﬁciente νnpχq deﬁnido no Lema 5.13 se escreve:
νnpχq  1|G| 
¸
gPG
χpgnq  1|G| 
¸
gPG
χpnqpgq  x χpnq, 1 y , para χ P IrrpGq.
(b) (I) Sejam V um CG-módulo e χ o caráter associado. Seja B = tv1, v2, . . . , vnu
uma base para V . Os elementos da forma vib vj , em que 1 ¤ i, j ¤ n, constituem
uma base (de dimensão n2) para o produto tensorial W  V b V .
Deﬁnamos agora a transformação linear "" para elementos de uma base deW .
(A partir daí, usando linearidade, a deﬁnição poderá ser estendida a um elemento
genérico de W ):
 : W Ñ W
pvi b vjq ÞÑ pvi b vjq  pvj b viq
Consideremos os seguintes subespaços de W :
WS  tw P W | w  wu e WA  tw P W | w  wu
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Dado w P W , temos:
 pw   wq  w   w  w   w 6 w   w P WS
 pw  wq  w  pwq  w  w  pw  wq 6 w  w P WA
Para um qualquer w P W , podemos escrever: w  w   w

2




W  WS  WA.
Um elemento w P WS X WA, deve satisfazer w  w  w, o que só ocorre
quando w  0. Conclui-se que WS XWA  t0u e resulta: W  WS `WA.
Agora que sabemos que W é expresso como uma soma direta, podemos buscar
bases para os subespaços WS e WA. Notemos que:
A) os elementos da forma vi b vi pertencem a WS. Há n desses elementos;
B) os elementos vi b vj   vj b vi pertencem a WS ;













do tipo (C) em WA ;













Usaremos essa base de WA no item (V).































(III) Dados g P G e vi, vj P V , deﬁnamos uma ação de G sobre W  V bV para
elementos de uma base de W :
µ : W  G Ñ W
pvi b vj , gq ÞÑ vig b vjg
Tal ação fornece uma representação ρW : G Ñ GLpW q. Temos ainda que o
resultado em (II) vale, especiﬁcamente, para x  vig e y  vjg :
pvig b vjgq  pvjg b vigq












aijpvig b vjgq 
¸
i,j
aijpvjg b vigq 
¸
i,j
aijpvj b viqg  wg
Isso signiﬁca que "" é G-invariante. Além disso, os subespaços WS e WA são
G-invariantes:
 Se w P WS, então w  w. Assim, pwgq  wg  wg 6 wg P WS.
 Se w P WA, então w  w. Daí, pwgq  wg  wg 6 wg P WA.
Sendo W  WS ` WA, temos χW  χS   χA, em que χW , χS e χA são os
caracteres associados às representações W , WS e WA, respectivamente.
Sejam P e Q as matrizes associadas, respectivamente, às representações V e
W . Recorrendo à deﬁnição de caráter e lembrando que trpAbBq  trpAq  trpBq
(Proposição 7.1), podemos escrever:
χW  trpP q  trpQbQq  trpQq  trpQq  ptrpQqq2  χ2
Resulta: χ2  χS   χA.
(V) Para calcular χApgq, usaremos a base wij  vi b vj  vj b vi, em que i   j,
para o subespaço WA. (Veja a discussão sobre as bases dos subespaços em (I)).
Supondo vi  g 
¸
r






































pairajs  ajraisq  pvr b vsq
	
Na última soma, temos r e s variando de 1 a n, em que n é o número de elementos
da base de V . Ao desenvolver tal somatório, devemos notar que:
 quando r  s, ocorre um cancelamento de termos: airajsajrais  airajr
ajrair  0
 se r  k e s  l e k   l, podemos promover o seguinte agrupamento:
paikajl  ajkailq  pvk b vlq   pailajk  ajlaikq  pvl b vkq  paikajl  ajkailq 
pvk b vl  vl b vkq
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Com base no exposto acima, tem-se:
wij  g 
¸
r,s





pairajs  ajraisq  wrs
	
.
Por deﬁnição, o caráter de uma representação é calculado a partir do traço da
matriz associada a um elemento de G. Assim, na expressão acima, para obter o




paiiajj  ajiaijq 
¸
i j
bij, em que bij  paiiajj  ajiaijq.
Reescrevendo bij, obtemos: bij  pajjaii  aijajiq  bji.







Podemos resumir o que foi exposto acima, escrevendo:







































Resulta: 2  χApgq  χpgq2  χpg2q 6 χp2qpgq  χpgq2  2  χApgq
Usando o fato que χ2  χS   χA (demonstrado no item IV), obtemos:
χp2qpgq  χS  χA (evidenciando que χp2qpgq é uma diferença de caracteres).
(c) Aplicando a deﬁnição de θn para n  2, escrevemos: θ2pgq 




ν2pχq  χ , com ν2pχq  1|G| 
¸
gPG
χpg2q, conforme Lema 5.13.
Além disso, usando a notação do item (a), obtemos:
ν2pχq  x χp2q, 1 y  x χ2  2  χA , 1 y  x χ2 , 1 y  2  x χA , 1 y
Temos, pela Proposição 5.7, que se χ é irredutível, χ também o é. Sabemos
ainda que dois caracteres irredutíveis α e β são ortogonais e que o produto interno
x α, β y assume os valores 0 ou 1, para os casos α ﬂ β e α  β , respectivamente.
Existem dois casos a analisar:
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Caso 1: x χ, χ y  0
Numa tal situação, tem-se χ  χ e, portanto, χ não é função real. Além disso:
0  x χ, χ y  1|G| 
¸
gPG
χpgq  χpgq  1|G| 
¸
gPG
χpgq2  1  x χ2, 1 y
Lembrando que χ2  χS   χA e usando corolário 5.9 vem:
0  x χS, 1 y   x χA, 1 y 6 x χS, 1 y  x χA, 1 y  0 6 x χp2q, 1 y  0 6 ν2pχq  0
Caso 2: x χ, χ y  1
1  x χ2, 1 y  x χS   χA, 1 y  x χS, 1 y   x χA, 1 y
Há duas combinações possíveis para os produtos internos envolvidos na última
equação:
(A) x χS, 1 y  1 e x χA, 1 y  0
(B) x χS, 1 y  0 e x χA, 1 y  1
Lembrando que: ν2pχq  x χp2q, 1 y  x χ2 , 1 y  2  x χA , 1 y, temos:
 No caso (A), x χA, 1 y  0 e ν2pχq  1 2  p0q  1.
 Já para o caso (B), x χA, 1 y  1 e ν2pχq  1 2  p1q  1
(d) Conforme já demonstrado em (c), quando ν2pχq  0, a função χ não assume
valores reais. 
75
6. DEMONSTRAÇÃO DO SEGUNDO TEOREMA
Teorema 6.1. p[5] - Theorem 14q








(b) Se G é um grupo ﬁnito de ordem par e com centro trivial, então:
|G|   |CGpxq|3, para algum x P G t1u.






















 o número de caracteres irredutíveis coincide com kpGq (proposição 5.10).















 |G|  kpGq  |G|2  cppGq







(b) (I) Dados g P G e n ¡ 0, consideremos a função θn , deﬁnida no Lema 5.13,
a qual fornece o número de raízes n-ésimas de g em G.
θn : GÑ C
g ÞÑ θnpgq  |t x P G : xn  g u|




νnpχq  χ , em que νnpχq P C é unicamente determinado.
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νnpχq  1|G| 
¸
gPG
χpgnq  1|G| 
¸
gPG
χpnqpgq  x χpnq, 1G y ,
em que χ é um caráter irredutível ( Proposição 5.14 ).
(II) Consideremos o caso particular n  2, ou seja, a função que fornece o
número de soluções da equação x2  1 em G. Podemos escrever:∣∣t x P G : x2  1 u∣∣  θ2p1q  ¸
χPIrrpGq
ν2pχq  χp1q
Seja t um elemento de ordem 2 do grupo G, o qual existe, pois, por hipótese, G
é um grupo de ordem par. Sabemos que todos os conjugados de t possuem ordem
2 e pertencem a uma mesma classe de conjugação (órbita). Assim:
[G : CGptq] = |Clptq| ¤ θ2p1q
A identidade, 1G , satisfaz x2  1G mas não pertence a Clptq. Logo:
θ2p1q ¡ [G : CGptq] 6 θ2p1q2 ¡ [G : CGptq]2



























6 rG : CGptqs2   θ2p1q2 ¤ kpGq |G| 6 |G|   kpGq |CGptq|2
(III) Pelo Lema 2.8, sabemos que, se Z(G) = 1, então kpGq ¤ max |CGpyq| para
algum y em G t1u. Unindo tal fato ao resultado obtido em (II), resulta:
|G|   |CGpxq|3 para algum x P G t1u.

Corolário 6.2 ([5] - Corollary 15). Seja G um grupo ﬁnito cuja ordem é par e
maior que 2. Então G possui um subgrupo próprio H tal que |G|   |H|3 .
Demonstração. Iniciaremos a análise, tratando os casos em que o grupo G tem
ordem par, mas não é um 2-grupo.
Representemos por Z8pGq  Z8 o último termo da série central ascendente do
grupo G e por G  o quociente G{Z8 . Com essas deﬁnições, o centro de G  é
trivial e podemos aplicar o Teorema 6.1. Há dois casos a analisar.
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Caso 1: |G | é par.
O Teorema 6.1 assegura que existe x  P G  tal que |G |   |CG px q|3
Seja H a imagem inversa em G de CG px q  H{Z8pGq
G
pi // G 
H CG px qoo_ _ _ _
Z8 Z8{Z8
Podemos escrever:
|CG px q|3 ¡ |G | 6 |H{Z8|3 ¡ |G{Z8| 6 |H|3 ¡ |G| |Z8|2 ¥ |G|
Caso 2: |G | é ímpar.
|G|  |G |  2α e Z8 contém um 2-subgrupo de Sylow de G, o qual denotaremos
por P . A série 1  Z0 ¤ Z1  ZpGq ¤    ¤ Z8 é uma série central para
Z8, construída a partir da série central ascendente de G, o que assegura que Z8
é nilpotente. Pela Proposição 3.3, temos que o subgrupo P , que também é um
2-Sylow em Z8, é tal que P  Z8. Mas um Sylow que é normal é também
característico. Unindo tal informação ao fato que Z8  G, decorre P  G.
Dado que G contém um 2-subgrupo de Sylow normal, o Teorema de Schur-
Zassenhaus (vide 7.4) estabelece que G possui um 2 1-subgrupo de Hall (digamos
K). Tal K é próprio em G, pois é um 2 1-subgrupo em um grupo de ordem par.
Se ocorrer |P | ¤ |K|, temos |G|  |P |  |K| ¤ |K|2   |K|3 . Nesse caso, K é o
subgrupo próprio procurado.
Por outro lado, se tivermos |K| ¤ |P |, segue |G|  |P |  |K| ¤ |P |2   |P |3.
Notando que K é não-trivial (pois estamos tratando o cenário em que G não é
um 2-grupo), vemos que P é uma escolha natural para o subgrupo próprio que
estamos buscando.
Isso conclui a demonstração para o caso em que G não é um 2-grupo.
Para ﬁnalizar, consideremos a situação em que |G|  2α , com α ¥ 2. Seja
L ¤ G um subgrupo de índice 2. Temos |L|  1{2 |G|, com |G| ¡ 2 e, portanto,
|L| ¥ 2. Finalmente:
|G|  2 |L| ¤ |L| |L|   |L|3, concluindo a prova. 
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Exemplo 6.1. Análise do número de involuções em um Grupo de Ordem Par.
Sabemos, do Teorema 6.1, que o número de soluções de x2  1 em G é tal que:
|t x P G : x2  1 u|  θ2p1q 
¸
χPIrrpGq
ν2pχq  χp1q .
Vimos também que: θ2p1q2 ¤ kpGq  |G| .
Denotando por I o número de involuções no grupo em análise, podemos escrever:
I2   θ2p1q2 ¤ kpGq  |G| .




  kpGq|G|  cppGq .
Essa última expressão permite estabelecer uma cota inferior para a probabilidade




¥ 1{3 ñ cppGq ¡ 1
9
.
Exemplo 6.2. Uso conjunto dos dois teoremas
Considerando, novamente, a proporção de involuções em um grupo de ordem




  kpGq|G|  cppGq ¤ rG : solpGqs
 1
2




¥ 1{2 ñ rG : solpGqs   16 .
Ou seja, a partir da análise do número de involuções, foi possível tirar conclusões
sobre o índice de solpGq. O que permitiu tal conexão foi, justamente, o estudo que
desenvolvemos sobre a probabilidade de comutar, cppGq. Tal exemplo ainda sugere
que um grupo com grande incidência de involuções se aproxima de ser solúvel.
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7. APÊNDICE
7.1. PROPRIEDADES DO TRAÇO DE UMA MATRIZ.
O traço de uma matriz quadrada A  paijq PMnpCq é deﬁnido como a soma dos





O traço de um operador linear f : V Ñ V , em um espaço vetorial de dimensão
ﬁnita, V , é o traço de uma matriz que representa o operador. Tal deﬁnição não
depende da base escolhida para V , pois, bases distintas dão origem a matrizes
semelhantes (as quais possuem o mesmo traço).
Proposição 7.1. Propriedades do Traço
(a) trpA Bq  trpAq   trpBq
(b) trpA`Bq  trpAq   trpBq
(c) trpcAq  c  trpAq, em que c P C
(d) trpABq  trpBAq
(e) trpAbBq  trpAq  trpBq










bii  trpAq   trpBq
(b) Sejam A  paijq PMnpCq e B  pbijq PMmpCq.
Seja M  pmijq PMn mpCq a matriz que representa a soma direta de A e B.






Usando a deﬁnição de traço, escrevemos:









bii  trpAq   trpBq




c  aii  c 
n¸
i1
aii  c  trpAq
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(d) Dadas as matrizes A  paijqmn e B  pbjkqnm, o produtos AB e BA são








Manipulando os somatórios, conforme a seguir, obtemos a tese:








































djj  trpDq  trpBAq
(e) Seja B = tv1,v2, . . . ,vnu uma base para o espaço vetorial, de dimensão
ﬁnita, V . Os elementos da forma vi b vj , em que 1 ¤ i , j ¤ n, constituem uma
base para o produto tensorial W  V b V .




airvr e βpvjq 
¸
s
ajsvs , com i, j P t1, 2, . . . , nu .
Deﬁnamos α b β  f : W Ñ W , para elementos de uma base de W :
f : W Ñ W
vi b vj ÞÑ fpvi b vjq  αpviq b βpvjq
Fazendo wi  vi b vj, temos:
























bjj  trpAq  trpBq

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7.2. CARÁTER DE PERMUTAÇÃO.
Deﬁnição 7.1. Consideremos a ação de um grupo ﬁnito G sobre um conjunto
ﬁnito Ω ( Gñ Ω). Deﬁnimos o caráter de permutação (associado à ação) por:
χpgq  |t α P Ω | αg  α u|
Estamos interessados em saber quantos são os elementos α P Ω que permanecem
ﬁxos sob ação desse g P G. Vejamos dois exemplos básicos.
No caso da ação regular Gñ G ( Ω = G ), o caráter de permutação é dado por:
χpgq 
#
0, se g  1
|G| , se g  1
Já a ação por conjugação Gñ G ( Ω  G ), tem como caráter de permutação:
χpgq  |tα P Ω | αg  αu = |tα P Ω | g1αg  αu|  | CGpgq |
Em particular, temos, nesse caso, χp1q = |Ω|.
Proposição 7.2 (Teorema de Cauchy-Frobenius). Sendo G um grupo ﬁnito que










Demonstração. Seja S o conjunto dos elementos α ﬁxados sob ação de algum g P G:
S  t pα, gq | αg  α, α P Ω, g P G u
(I) Seja α P Ω (ﬁxo). Quantos são os elementos g P G que ﬁxam tal α ?
Precisamente os elementos de G que estabilizam α, ou seja, |Gα|.





(II) Por outro lado, para cada g P G, o número de elementos α P Ω que perma-

















(IV) Além disso, o FCP (Fundamental Counting Principle) fornece:
|G| = |Gα| |Opαq|













Observemos que a soma 1/ |Opαq| é tomada tantas vezes quantos forem os ele-
mentos de tal órbita (e, portanto, seu valor é igual a 1 em cada órbita). Pelo fato












|Opαq|  n 
O Teorema de Cauchy-Frobenius aﬁrma que o número de órbitas é igual ao valor
médio do caráter de permutação χ.
Proposição 7.3 (Conseqüência do Teorema de Cauchy-Frobenius). O número





Demonstração. Basta usar o Teorema de Cauchy-Frobenius, lembrando que:
 na ação por conjugação cada órbita coincide com uma classe de conjugação
 na ação por conjugação o estabilizador de um x P G é o centralizador CGpxq

7.3. O TEOREMA DE SCHUR-ZASSENHAUS.
Dado um subgrupo N G, um subgrupo H ¤ G é dito um complemento para N
em G se NH  G e N XH  1.
Proposição 7.4 (Teorema de Schur-Zassenhaus). Sejam G um grupo ﬁnito e
um subgrupo N  G tal que |N | e rG : N s são coprimos. Então N possui um
complemento H em G.
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