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0. INTRODUCTION
The reduced minimum modulus of operators on a Hilbert space measures
the closedness for the range of operators and so has an important role in
studying the spectral properties of operators. The goal of the present paper
is to give some connections with the spectral continuity of operators, in
particular Toeplitz operators on the Hardy space H2 of the unit circle .
Let  and  be inﬁnite dimensional separable Hilbert spaces, let
 denote the set of bounded linear operators from  to , and
abbreviate  to . If T ∈  write σT  and σpT  for the
spectrum and the set of eigenvalues of T , respectively. If T ∈ 
write NT  for the null space of T ; RT  for the range of T ; αT  for
the nullity of T ; i.e., αT  = dimNT ; βT  for the deﬁciency of T ; i.e.,
βT  = dimRT ⊥. If K is a compact subset of , write int K for the
interior points of K; iso K for the isolated points of K; acc K for the accu-
mulation points of K; ∂ K for the topological boundary of K. Recall from
[12, 15] that an operator T ∈  is called upper semi-Fredholm if it has
closed range with ﬁnite dimensional null space and lower semi-Fredholm
if it has closed range with its range of ﬁnite co-dimension. If T is either
upper or lower semi-Fredholm we call it semi-Fredholm, and Fredholm if
it is both. The index of a (semi-) Fredholm operator T is given by the
equality indT  = αT  − βT . Recall also from [15] that an operator
T ∈  is said to be bounded below if there exists k > 0 for which
x ≤ kTx for each x ∈  . If T ∈  then the reduced minimum
modulus of T is deﬁned by (cf. [2])
γT  =
{
inf
Tx  distxNT  = 1 if T = 0
0 if T = 0.
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Thus γT  > 0 if and only if T has a closed nonzero range (cf. [2, 12]).
If T ∈  is a nonzero operator then we can see [2] that γT  =
infσT \
0, where T  denotes T ∗T 1/2. Thus we have that γT  =
γT ∗. If T is bounded below then x ≤ 1
γT  Tx for each x ∈  . If
T ∈ , we deﬁne the approximate point spectrum, σapT , of T by
the set of complex numbers λ such that T − λ is not bounded below, and
σcrT  by the set of complex numbers λ such that T − λ does not have
closed range.
In Section 1 we discuss the continuity of the reduced minimum modu-
lus. In Section 2 we consider the reduced minimum modulus for Toeplitz
operators. Section 3 provides some connections with spectral continuity.
1. THE CONTINUITY OF THE REDUCED
MINIMUM MODULUS
The reduced minimum modulus can be viewed as a function γ   →
, mapping each operator T ∈  to its reduced minimum modulus
γT . Evidently, γ is continuous at 0. However, in general, the function γ
is not continuous: for example, if
Tn =
(
1 0
0 1
n
)
and T =
(
1 0
0 0
)
 (1.0.1)
where T and Tn act on 2. Then γTn = 1n , which does not converge to
1 = γT .
We, however, have
Proposition 1.1. γ is upper semicontinuous.
Proof. Suppose that T , Tn ∈ , for n ∈ +, are such that Tn con-
verges to T in norm. If γTn converges to 0 as n → ∞, then evidently,
lim sup γTn = 0 ≤ γT . Thus we suppose that γTn does not converge
to 0. Then there exist  > 0 and a subsequence 
Tnjj of 
Tn such that
γTnj  >  for all j ∈ +. Now we split the sequence 
Tn into two subse-
quences 
Tnkk and 
Tmjj such that 
n = 
nkk ∪ 
mjj as follows:

Tnkk = the subsequence of 
Tn such that γTnk >  for all k ∈ +

Tmjj = the (possibly ﬁnite) subsequence of 
Tn
such that γTmj  ≤  for all j ∈ +
Since by assumption, Tnk
k→ T in norm, we have that Tnk 
k→ T  in norm
(cf. [18, Lemma 1]). But since Tnk  and T  are all positive operators it
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follows from an argument of Newburgh ([19, Theorem 13]) that
lim
k→∞
σTnk  = σT  (1.1.1)
On the other hand, Tnk  − λ is invertible for all 0 < λ < , so that by
(1.1.1), T  − λ is also invertible for all 0 < λ < . Thus we have that
limσTnk \
0 = σT \
0, and hence lim γTnk = γT . Therefore
γT  = lim γTnk = lim supγTnk = lim supγTn.
Corollary 1.2. If T ∈  does not have a closed range then γ is
continuous at T .
Proof. If T does not have a closed range then γT  = 0, so that evi-
dently γ is lower semicontinuous at T . Therefore the result follows at once
from Proposition 1.1.
We can show that every injective operator is a continuity point of the
reduced minimum modulus.
Theorem 1.3. Suppose that T , Tn ∈ , for n ∈ +, are such that Tn
converges to T in norm as n→∞. If there exists m ∈ + such that NT  ⊆
NTn for every n ≥ m then limn→∞ γTn = γT . Hence, in particular, if T
is one–one then γ is continuous at T .
To prove Theorem 1.3, we ﬁrst establish an elementary lemma.
Lemma 1.4. Let T ∈ . If Y is a closed subspace of NT  and if the
restriction of T to Y⊥ is one–one then Y = NT .
Proof. Assume Y = NT . Then there exists a vector x ∈ NT \Y such
that x = 1. If the restriction of T to Y⊥ is one–one then NT  ∩ Y⊥ =

0. Now we may write x = y + z, where y ∈ Y and z= 0 ∈ Y⊥. Then
0 = Tx = T y + z = Tz, so that z ∈ NT , which contradicts the fact that
NT  ∩ Y⊥ = 
0.
Proof of Theorem 1.3. If T = 0 then this is evident. If instead T = 0
and γT  = 0 then the result follows from Corollary 1.2. Thus we suppose
γT  > 0. Deﬁne S and Sn by the restrictions of T and Tn to NT ⊥,
respectively. Observe that Sn converges to S in norm and γS = γT .
Moreover, S is one–one and hence bounded below because RS = RT 
and γT  > 0. But since the set of all bounded below operators in 
forms an open set ([15, Theorem 3.3.3]), there exists N ∈ + such that
Sn is bounded below and hence one–one for all n ≥ N . We now claim
that γSn → γS. To see this, observe that for any  > 0, there exists
N1 ≥ N such that Sn − S < 2 for all n ≥ N1. Assume to the contrary
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that γSK − γS ≥  for some K ≥ N1. By deﬁnition of γ, there exist
sequences 
xn and 
yn in NT ⊥ with xn = yn = 1 for which
γS = lim
n→∞Sxn and γSK = limn→∞SKyn
Suppose γS ≥ γSK + . We may choose m ∈ + such that SKym <
γSK + 2 . Then
Sym ≤ S − SK + SKym <

2
+ γSK +

2
≤ γS
giving a contradiction. If instead γSK ≥ γS+ , then the same argument
leads to a contradiction. This implies that γSn → γS, so that γSn →
γT  as n→∞. Since by our assumption, NT  ⊆ NTn for each n ≥ m
and since Sn is one–one for all n ≥ N , it follows from applying Lemma 1.4
with NT  and Tn in place of Y and T , respectively, that NT  = NTn
for each n ≥ max
mN. Therefore we must have that γSn = γTn for
each n ≥ max
mN, which implies that lim γTn = γT . The second
assertion is evident from the ﬁrst.
Recall that the Hilbert space L2 has a canonical orthonormal basis
given by the trigonometric functions enz = zn, for all n ∈ , and the
Hardy space H2 is the closed linear span of 
en  n = 0 1   . An
element f ∈ L2 is referred to as analytic if f ∈ H2 and coanalytic if
f ∈ L2 H2. If P denotes the projection operator L2 → H2,
then for every ϕ ∈ L∞, the operator Tϕ on H2 deﬁned by Tϕg =
Pϕg for all g ∈ H2 is called the Toeplitz operator with symbol ϕ.
Corollary 1.5. γ  H2 −→  is continuous at every Toeplitz
operator.
Proof. If Tϕ = 0 then this is evident. If instead Tϕ = 0 then by Coburn’s
theorem ([7]), either Tϕ or T ∗ϕ is one–one. If Tϕ is one–one then the result
follows from Theorem 1.3. If instead T ∗ϕ is one–one, remembering γT  =
γT ∗ for every T ∈  gives the result.
Corollary 1.5 says that if γTϕ > 0, then there exists  > 0 such that
ψ− ϕ∞ <  implies γTψ > 0. Therefore if c is the set of all Toeplitz
operators with closed ranges then c\
0 forms an open subset of , the
entire manifold of all Toeplitz operators. However, note that 0 is not a
interior point of c . To see this let
ϕneiθ =
1
n
eiθ + 1 0 ≤ θ < 2π
Then ϕn is a continuous function on . But since ϕneiπ = 0 and for
every continuous function ϕ on , Tϕ has closed range if and only if ϕ is
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invertible in L∞ (cf. [9]), it follows that RTϕn is not closed for each
n ∈ +, while ϕn∞ = 2n −→ 0.
If T ∈ , deﬁne a function γT  →  by
γT λ = γT − λ for each λ ∈ 
We then have
Theorem 1.6. If T ∈  then 	 = ∂σapT \σcrT  is at most count-
able and
	 ⊆ 
λ ∈   γT is discontinuous at λ ⊆ σpT  ∩ σpT ∗ (1.6.1)
Proof. Let λ ∈ 	 and hence βλ = γT − λ > 0. Assume to the con-
trary that γT is continuous at λ. Choose a sequence 
λn in \σapT  such
that λn → λ. Since βλn → βλ, there exists N ∈ + such that γT − λn >
βλ
2 for all n ≥ N . Since λn → λ, there exists N ′ such that λn − λ < βλ4
for all n ≥ N ′. Thus if M ≥ max
NN ′ then λM − λ < γT − λM.
Note that T − λM is bounded below and hence semi-Fredholm. Thus by
[12, Theorem V.1.6], we have that T − λ is semi-Fredholm and αT − λ ≤
αT − λM = 0, which implies that T − λ is bounded below, giving a con-
tradiction. Therefore 	 ⊆ 
λ ∈   γT is discontinuous at λ, which proves
the ﬁrst inclusion in (1.6.1). The second inclusion follows from Theorem 1.3
and a dual argument. The ﬁrst assertion follows from the ﬁrst inclusion in
(1.6.1) and the fact [2, Theorem 2.2] that the set of discontinuity points of
γT is at most countable.
In view of Thoerem 1.6, one might ask if
acc ∂σT  ⊆ σcrT  for every T ∈  (1.6.2)
However, the following example shows that this is not the case even though
σT  has no isolated points.
Example 1.7. Let on *2 ⊕ *2
A =


α1
0
α2
0
α3
0
  


 B=


0
1
0
1
0
1
  



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and
C =


1
0
1
0
1
0
  



where 
αn∞n=1 forms a countable dense subset of the circle z − 12  = 12 ,
and let T =
(
A C
0 B
)
. Then σT  = 
z ∈   z − 12  = 12 and hence
0 ∈ acc ∂σT , whereas 0 /∈ σcrT .
Proof. Observe that σA ∩ σB has no interior points. It thus follows
from Corollary 8 of [14] that σT  = σA ∪ σB = 
z ∈   z− 12  = 12.
On the other hand, a straightforward calculation shows
TT ∗=


1+α12
0
1+α22
0
1+α32
  


⊕


0
1
0
1
0
1
  



which implies σTT ∗ = 
0 1 ∪ 
1 + αn2  n = 1 2   . Therefore
rT  = rT ∗ = infσT ∗\
0 = 1, so that RT  is closed.
But we can show that (1.6.2) holds for every p-hyponormal operator T .
An operator T ∈  is said to be p-hyponormal if T ∗T p − TT ∗p ≥ 0
(cf. [1]). If p = 1, T is hyponormal and if p = 12 , T is semihyponormal.
Theorem 1.8. If T ∈  is reduced by its eigenspaces then
acc ∂σapT  ⊆ σcrT  (1.8.1)
and in turn
acc ∂σT  ⊆ σcrT  (1.8.2)
Hence, in particular, if T is p-hyponormal then (1.8.1) and (1.8.2) hold.
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Proof. If 
 is the closed linear span of the eigenspaces NT − λ λ ∈
σpT , then by assumption, 
 reduces T . Let T1 = T 
 and T2 = T 
⊥ .
Then T1 is a normal operator and σpT2 = . Now since T1 is normal, we
have γT1 = infσT1\
0 = infσT1\
0 = dist0 σT1\
0,
which implies that acc σapT1 = acc σT1 = σcrT1. Also since σpT2 =
, it follows from Theorem 1.6 that ∂σapT2 ⊆ σcrT2. We thus have
acc ∂σapT  ⊆ acc ∂σapT1 ∪ acc ∂σapT2 ⊆ acc σapT1 ∪ ∂σapT2 ⊆
σcrT1 ∪ σcrT2 = σcrT , which proves (1.8.1). The inclusion (1.8.2) is
evident from (1.8.1). The second assertion follows from the fact that every
p-hyponormal operator is reduced by its eigenspaces ([6, Theorem 4]).
Theorem 1.8 shows that if T is a p-hyponormal operator such that ∂σT 
is an arc then ∂σT  ⊆ σcrT —in some sense, ∂σT  is a “natural” bound-
ary of the spectrum σT . For example, if U is the unilateral shift on *2
then U − λ does not have a closed range for every λ on the unit circle.
2. THE REDUCED MINIMUM MODULUS
OF TOEPLITZ OPERATORS
If T ∈ , the left-(resp. the right-) essential spectrum σ+e T  σ−e T 
of T is the set of all complex numbers λ such that T − λ is not upper semi-
Fredholm (resp. lower semi-Fredholm), and the essential spectrum σeT 
is the union of σ+e T  and σ−e T .
On the other hand, by Coburn’s theorem [7], we have that Tϕ is invertible
if and only if it is a Fredholm operator of index zero, and that either Tϕ or
Tϕ¯ is one–one for any nonzero ϕ ∈ L∞. We review a few essential facts
concerning Toeplitz operators, using [9, 10, 20] as a general reference. The
sets C of all continuous complex-valued functions on the unit circle
 and H∞ = L∞ ∩ H2 are Banach algebras. Recall that the
subspace H∞ + C is a closed subalgebra of L∞ and that for every
ϕ ∈ H∞ +C, Tϕ is Fredholm if and only if ϕ is invertible in H∞ +C
and Tϕ has a closed range if and only if ϕ is invertible in L∞. The
subset PC is the closure in L∞ of the set of all piecewise continuous
functions on . Thus ϕ ∈ PC if and only if it is right continuous and has
both a left- and right-hand limit at every point. With a piecewise continuous
function ϕ, we can obtain a continuous curve ϕ# by joining ϕeiθ−0 and
ϕeiθ 0 ≤ θ < 2π by the line segment ϕeiθ−0 ϕeiθ. It is known that
for every ϕ ∈ PC, σeTϕ = ϕ# and σTϕ consist of ϕ# together
with some of its holes.
For every ϕ ∈ L∞, the operator Lϕ on L2 deﬁned by Lϕg = ϕg
for all g ∈ L2 is called the Laurent operator with symbol ϕ. If P is the
projection operator on L2 with the range being H2, then evidently
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the restriction of PLϕ to H2 is the Toeplitz operator Tϕ. Let ϕ and
Sσ denote the essential range of ϕ and the spectral radius of an operator
S, respectively. It is familiar that Tϕ = Lϕ = ϕ∞; σLϕ = ϕ;
Tϕσ = Lϕσ . By comparison we have
Proposition 2.1. If ϕ ∈ L∞ then γLϕ = ess inf ϕ and γTϕ ≤
ess inf ϕ.
Proof. If ϕ is invertible in L∞ then Lϕ is invertible, and hence
γLϕ =
1
L−1ϕ 
= 1Lϕ−1
= 1ϕ−1∞
= ess inf ϕ (2.1.1)
If ϕ is not invertible in L∞, then the range of Lϕ is not closed. Thus
γLϕ = 0 = ess inf ϕ. This proves the ﬁrst part. For the second part
suppose that ϕ is invertible in L∞. Recall from [12, Theorem V.1.6] that
if T ∈  is invertible (semi-Fredholm, resp.), then T − S is invertible
(semi-Fredholm, resp.) whenever S ∈  satisﬁes S < γT . Therefore
γTϕ ≤ dist0 σ+e Tϕ ∩ σ−e Tϕ. But since ϕ ⊆ σ+e Tϕ ∩ σ−e Tϕ,
it follows that γTϕ ≤ ess inf ϕ. If ϕ is not invertible in L∞, then
γTϕ = 0 = ess inf ϕ. This completes the proof.
It might be tempting to guess that if ϕ ∈ L∞ is such that Tϕ is invert-
ible then γTϕ = ess inf ϕ. But this is not true in general: for example,
if ϕeiθ = eiθ/40 ≤ θ < 2π then ϕ ∈ PC and conv ϕ# = σTϕ. Thus
Tϕ is invertible and ess inf ϕ = 1, while dist 0 σTϕ = 1√2 , and hence
γTϕ ≤ 1√2 .
We, however, have
Theorem 2.2. If ϕ ∈ H∞ + C then Tϕ satisﬁes one of the following
two conditions:
(i) γTϕ = ess inf ϕ;
(ii) There exists a unit vector f in NTϕ⊥ such that γTϕ = Tϕf.
In particular if ϕ ∈ H∞ then γTϕ = ess inf ϕ.
Proof. If γTϕ = 0 then evidently, Tϕ satisﬁes condition (i). Thus we
suppose γTϕ = 0. Since Tϕ is self-adjoint it follows from Weyl’s theorem
[7] that σTϕ = σeTϕ ∪ π00Tϕ, where π00T  for the set of all
isolated eigenvalues of T with ﬁnite multiplicity. If ϕ ∈ H∞ + C, then
for any ψ ∈ L∞, TψTϕ − Tψϕ is a compact operator, so that we have
σeTϕ = σeTϕ21/2 = ess inf ϕ2 ess sup ϕ21/2
= ess inf ϕ ess sup ϕ (2.2.1)
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and hence
σTϕ = ess inf ϕ ess sup ϕ unionmulti π00Tϕ (2.2.2)
where unionmulti denotes the disjoint union. Assume α = γTϕ = ess inf ϕ.
Then α = min
π00Tϕ\
0 and α = 0. Since α is an isolated point of
σTϕ, H2 can be decomposed by H2 = L⊕M , where L and M are Tϕ-
invariant subspaces, σTϕL = 
α, and σTϕM = σTϕ\
α. But
since TϕL − α is quasinilpotent and self-adjoint, it follows that TϕL =
αIL. Thus we can write
Tϕ =
(
α 0
0 TϕM
)
 L⊕M −→ L⊕M
Therefore for every unit vector f in L, Tϕf = Tϕf = αf = α.
Note that L ⊆ NTϕ⊥ = NTϕ⊥. This proves the ﬁrst assertion. If
ϕ ∈ H∞, then Tϕ = Tϕ, so that π00Tϕ = ; therefore the sec-
ond assertion follows at once from (2.2.2).
We need not expect that rTϕ = ess inf ϕ for ϕ ∈ H∞ + C. For
example, consider the trigonometric polynomial ϕz = z−2 − z−1 + z +
z2. Then ϕeiθ = 2 cos 2θ + 2i sin θ, so that ϕeiθ = 2
√
cos2 2θ+ sin2 θ.
Thus a straightforward calculation shows that ess inf ϕ ≈ 1.32288. On the
other hand, if f = 1√
3
1− z+ z2 then f = 1 and Tϕf = 1√3Pϕf  =
1√
3
2 + z2 =
√
5
3 . Note that σTϕ = 
2 cos 2θ + 2i sin θ  0 ≤ θ < 2π
and hence Tϕ is invertible. Therefore rTϕ ≤
√
5
3 < ess inf ϕ.
Recall that a function ϕ in H∞ is called an inner function if ϕ = 1 a.e.
and a function ϕ in H2 is called an outer function if clϕ+ = H2, where
+ denotes the set of all analytic trigonometric polynomials. It is known
[9, Corollary 6.25] that if ϕ is invertible in L∞, we can write ϕ = uψ,
where u is a unimodular function and ψ is an outer function.
We then have
Theorem 2.3. If ϕ is invertible in L∞, then
γTuess inf ϕ ≤ γTϕ ≤ γTuϕ∞ (2.3.1)
where u is the unimodular part of ϕ.
Proof. Suppose that ϕ is invertible in L∞. Write ϕ = uψ, where u
and ψ denote the unimodular and outer part of ϕ. Since ϕ = ψ,
we have that ψ ∈ H∞. Also ψ is invertible in L∞ because
ess inf ψ = ess inf ϕ > 0. But since ψ is an outer function it fol-
lows [9, Proposition 6.20] that ψ is invertible in H∞, and therefore Tψ
is invertible with inverse Tψ−1 . On the other hand, if A, B ∈  and if
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A is one–one then γAγB ≤ γAB: for if γA = 0 then this is trivial
and if instead γA > 0 then the injectivity of A implies that A is bounded
below, so γAy ≤ Ay for each y ∈  , and hence we have that
γAB = inf
x∈
ABx
distx AB−10 ≥ infx∈
γABx
distxB−10 = γAγB
But since by Theorem 2.2, γTψ¯ = γTψ = ess inf ψ and Tψ¯ is one–one,
it follows that
γTϕ = γTϕ¯ = γTu¯ψ¯ = γTψ¯Tu¯ ≥ γTψ¯γTu¯
= γTu¯ess inf ψ = γTuess inf ϕ
which gives the ﬁrst inequality of (2.3.1). For the second inequality, note
that γTψ¯−1 · ϕ∞ = 1. Thus we have that
γTϕ = γTϕ¯ = γTψ¯Tu¯ = ψ∞γTψ¯−1γTψ¯Tu¯ ≤ ψ∞γTu¯
= γTuϕ∞
This completes the proof.
The essential minimum modulus is often useful in the study of Toeplitz
operators. If T ∈  we deﬁne the essential minimum modulus, meT ,
of T by
meT  = inf σeT 
It was known [3, 4, 16] that for every T ∈ ,
meT  > 0⇐⇒ T upper semi-Fredholm. (2.3.2)
We then have
Theorem 2.4. Suppose ϕ ∈ H∞ + C. Then we have:
(i) ϕ = σ+e Tϕ;
(ii) If Tϕ is Fredholm then ess inf ϕ = dist0 σeTϕ;
(iii) If Tϕ is invertible then ess inf ϕ = dist0 σTϕ.
Proof. (i) Suppose ϕ ∈ H∞ + C. Then by (2.2.1), σeTϕ =
ess inf ϕ ess sup ϕ, so that meTϕ = inf σeTϕ = ess inf ϕ. It
therefore follows from (2.3.2) that σ+e Tϕ = 
λ ∈   Tϕ − λ is not upper
semi-Fredholm = 
λ ∈   meTϕ−λ = 0 = ϕ.
(ii) Suppose Tϕ is Fredholm. Since the passage from σ+e Tϕ to
σeTϕ is ﬁlling in certain holes in σ+e Tϕ, it follows that ess inf ϕ =
dist0 σ+e Tϕ = dist0 σeTϕ.
(iii) Same as in (ii).
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3. CONNECTIONS WITH SPECTRAL CONTINUITY
Let K denote the set, equipped with the Hausdorff metric, of all compact
subsets of . If  is a unital Banach algebra then the function σ  → K
that maps each T ∈  to its spectrum σT  is upper semicontinuous. In
noncommutative algebras we generally have points at which the spectrum
is not continuous. The work of Newburgh [9] contains the fundamental
results on spectral continuity in general Banach algebras. J. Conway and
B. Morrel [8] have undertaken a detailed study of spectral continuity in the
case where the Banach algebra is the C∗-algebra of all operators acting on
a complex separable Hilbert space. It is known that when the spectrum is
restricted to certain subsets, the spectrum becomes a continuous function
on the set. The set of normal operators is perhaps the most immediate of
such results [13, Solution 105 and 19]. Recently, this result was extended
to the set of p-hyponormal operators [18]. Also in [11, 17], the continuity
of the spectrum was considered when the function is restricted to certain
subsets of Toeplitz operators. Very recently, in [5], it was shown that the
spectrum is discontinuous on the entire manifold of Toeplitz operators.
In spite of this result, the following is still a challenging and interesting
problem.
Problem 3.1. Identify subsets  of L∞ for which the spectrum σ is
continuous when restricted to the set of Toeplitz operators with symbols
in .
The reduced minimum modulus of an invertible operator is often the
distance from 0 to its spectrum. For example, this is the case for hyponormal
operators.
We pose
Problem 3.2. Find the subset  of L∞ such that if ϕ ∈  then
distλ σTϕ = γTϕ − λ for every λ /∈ σTϕ (3.2.1)
For example, (3.2.1) holds for every hyponormal operator T ∈  in
place of Tϕ: for if T is an invertible hyponormal operator then since T−1
is also hyponormal it follows
γT  = 1T−1 =
1
maxλ∈σT   1λ 
= min
λ∈σT 
λ = dist0 σT 
However, (3.2.1) is not true for T ∈  in general; in fact (3.2.1) fails for
even ﬁnite dimensional operators. For example, if T = (1 10 1), then γT  =√
5−1
2 , while dist0 σT  = 1.
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Proposition 3.3. If  is a subset of L∞ satisfying (3.2.1) then the restric-
tion of the spectrum σ to the set of Toeplitz operators with symbols in  is
continuous.
Proof. If 
Tn is a sequence of elements in a unital Banach algebra
, then lim infn σTn is the set of all points of convergent sequences of
the form 
λn, where λn ∈ σTn for each n. Because the set of invertible
elements in  is open, we conclude that lim infn σTn ⊆ σT  whenever
the sequence of elements Tn converges to T in . Therefore proving the
spectral continuity is to show equality in this relation.
Suppose that ϕ, ϕn ∈ , for n ∈ +, are such that Tϕn converges to
Tϕ in norm. It sufﬁces to show that σTϕ ⊆ lim inf σTϕn. Assume λ /∈
lim inf σTϕn. Then there exists a neighborhood  λ of λ such that it
does not intersect inﬁnitely many σTϕn. Thus we can choose a subse-
quence 
ϕnkk of 
ϕn such that for some  > 0, distλ σTϕnk  > 
for all k ∈ +. Then by (3.2.1), γTϕnk−λ >  for all k ∈ 
+. Since by
Corollary 1.5, γ is continuous at every Toeplitz operator we must have
that γTϕ−λ ≥ , which implies that Tϕ − λ has a closed range. Since
by Coburn’s theorem, either Tϕ − λ or Tϕ − λ∗ is one–one we have
that Tϕ − λ is semi-Fredholm. Therefore by the continuity of the (semi-
Fredholm) index, indTϕ − λ = limk→∞ indTϕnk − λ = 0, which implies
that Tϕ − λ is Fredholm of index zero. Therefore λ /∈ σTϕ. This com-
pletes the proof.
We now introduce four subsets of the spectrum (cf. [8]): if T ∈ ,
write σ±e T  for the set of complex numbers λ such that T − λ is not semi-
Fredholm; P±T  for the set of complex numbers λ such that T − λ is
semi-Fredholm with nonzero index; σ0T  for the set of complex numbers
λ such that either T − λ is not semi-Fredholm or λ is an isolated eigenvalue
of T for which the corresponding spectral projection has ﬁnite rank. Since
σTϕ has no isolated points for every nonconstant ϕ, we have that if ϕ is
nonconstant then by Coburn’s theorem,
σ0Tϕ = σ±e Tϕ = σcrTϕ (3.3.1)
so that
σTϕ = P±Tϕ ∪ σ0Tϕ = P±Tϕ ∪ σcrTϕ (3.3.2)
Since by Corollary 1.5, γ is continuous at every Toeplitz operator, σcrTϕ
forms a closed set of . Furthermore (3.3.2) says that the passage from
σTϕ to σcrTϕ is puncturing some open sets, namely P±Tϕ.
We now have
Theorem 3.4. Suppose ϕ ∈ L∞. Then we have:
reduced minimum modulus of operators 691
(i) If ϕ ∈ H∞ + C, then ϕ is connected.
(ii) If ϕ ∈ H∞ + C, then ∂σTϕ ⊆ ϕ.
(iii) If σcrTϕ ⊆ ϕ, then the restriction of σ to , the entire mani-
fold of Toeplitz operators on H2, is continuous at every Tϕ.
Proof. If ϕ = α ∈ , then all are clear. Thus we suppose that ϕ is a
nonconstant.
(i) If we write P±∞Tϕ = σeTϕ\σ±e Tϕ, then P±∞Tϕ forms an
open set of . Remember [22] that every Toeplitz operator has a connected
spectrum and an essential spectrum. It thus follows that σ±e Tϕ is also
connected. Therefore by (3.3.1), σcrTϕ is also connected. Therefore it
follows from Theorem 2.4 that if ϕ ∈ H∞ +C, then ϕ is connected.
(ii) Suppose λ /∈ ϕ. Thus ϕ− λ is invertible in L∞. But if ϕ ∈
H∞ + C then Tϕ − λ has a closed range, so that by Coburn’s theorem,
Tϕ− λ is semi-Fredholm. To the contrary we assume that λ ∈ ∂σTϕ. Then
by the punctured neighborhood theorem ([15]), λ must be an isolated point
of σTϕ. But since σTϕ is connected it follows that ϕ = λ, giving a
contradiction.
(iii) Suppose that Tϕ, Tϕn ∈ H2, for n ∈ +, are such that Tϕn
converges to Tϕ in norm. Assume λ /∈ lim inf σTϕn. Then we can choose a
subsequence 
ϕnkk of 
ϕn such that for some  > 0, distλ σTϕnk  > 
for all k ∈ +. Since ϕnk ⊆ σTϕnk , we have that distλϕnk > 
for all k ∈ +. Since ϕnk − ϕ∞
k→ 0 and hence distλϕ ≥ , it
follows that ϕ − λ is invertible in L∞. But since σcrTϕ ⊆ ϕ, it
follows that Tϕ − λ has a closed range, so that Tϕ − λ is semi-Fredholm.
Therefore by the continuity of the index, indTϕ − λ = limk→∞ indTϕnk −
λ = 0, which implies that Tϕ − λ is Fredholm of index zero. Therefore
λ /∈ σTϕ. This completes the proof.
From Theorem 3.4 (iii) we can see that since σcrTϕ = ϕ for every
ϕ ∈ H∞ + C, the restriction of σ to  is continuous on H∞+C, the
set of Toeplitz operators with symbols in H∞ + C (cf. [17]).
The elements of the closed self-adjoint subalgebra QC of L∞, which
is deﬁned to be
QC = H∞ + C ∩ H∞ + C
are called quasicontinuous functions on . The subalgebra PQC is deﬁned
by PQC = alg PCQC.
Theorem 3.5. If ϕ ∈ H∞ + C ∪ PQC and Tϕ is invertible then
meTϕ = dist0 σTϕ (3.5.1)
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Proof. If ϕ ∈ H∞ + C then (3.5.1) follows from an examination of
the proof of Theorem 2.2 (i). Now suppose ϕ ∈ PQC. Let H2 denote
the ideal of compact operators onH2 and let π denote the canonical map of
H2 onto the Calkin algebra H2/H2. Recall [9] that if ϕ, ψ ∈ PC,
then TψTϕ − TϕTψ ∈ H2 and that if ϕ ∈ QC, then πTϕ is in the
center of /H2. Thus we can see that if ϕ, ψ ∈ PQC, then TψTϕ −
TϕTψ ∈ H2. Therefore if ϕ ∈ PQC, then πTϕ is a normal element
in H2/H2. Thus it follows from the spectral mapping theorem that
σπTϕ∗πTϕ = σπTϕ2, which says that σeT ∗ϕTϕ = σeTϕ2, so
that
meTϕ = inf σeTϕ = inf σeTϕ = dist0 σeTϕ
Thus if Tϕ is invertible then meTϕ = dist0 σTϕ. This proves
(3.5.1).
In [17, Theorem 11], we established the continuity of the spectrum σ
when restricted to the set of all Toeplitz operators with symbols in PQC.
We can recapture this:
Corollary 3.6. The restriction of σ to ω is continuous, where ω is the
set of all Toeplitz operators with symbols in H∞ + C ∪ PQC.
Proof. Suppose that ϕϕn ∈ H∞ + C ∪ PQC, for n ∈ +, are
such that Tϕn converges to Tϕ in norm. Assume λ /∈ lim inf σTϕn. Then
we can choose a subsequence 
ϕnkk of 
ϕn such that for some  > 0,
distλ σTϕnk >  for all k ∈ +. Then by (3.5.1), meTϕnk−λ >  for
all k ∈ +. Note that me· is continuous: indeed, if Tn converges to T
then limσeTn = σeT , so that limmeTn = meT . It therefore fol-
lows that meTϕ−λ ≥ , which implies, by (2.3.2), that Tϕ − λ is upper
semi-Fredholm. Therefore by the continuity of the index, indTϕ − λ =
limk→∞ indTϕnk − λ = 0, which implies that Tϕ − λ is Fredholm of index
zero and therefore λ /∈ σTϕ. This completes the proof.
In view of Corollary 3.6 we might conjecture that σ  H2 → K
is continuous at every member of H∞+C. But there are inﬁnitely many
points of discontinuity in H∞+C. To see this we need the concept of the
“spectral picture” [21] of an operator T , denoted as T , which consists
of the set σeT , the collection of holes and pseudoholes in σeT , and the
indexes associated with these holes and pseudoholes.
Lemma 3.7. An operator T ∈  is biquasitriangular if and only if
P±T  = . Moreover if T ∈  is biquasitriangular then σ   → K
is continuous at T if and only if for each λ ∈ σT  and  > 0, Bλ  =

µ ∈   λ− µ <  contains a component of σ0T .
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Proof. From the work of Apostol, Foias, and Voiculescu (cf. [21, The-
orem 1.31]), we have that T is quasitriangular if and only if T  has
no holes associated with negative numbers. Thus the ﬁrst assertion imme-
diately follows. The second assertion is known from [8, Corollary 3.3].
Theorem 3.8. If Tϕ ∈ H2 is biquasitriangular then σ  H2
 → K is continuous at Tϕ if and only if ϕ is constant.
Proof. If ϕ is constant then evidently, σ is continuous at Tϕ. Conversely
suppose ϕ is a nonconstant. If Tϕ is biquasitriangular then P±Tϕ = .
Thus we have σ0Tϕ = σcrTϕ = σTϕ. But since there exists λ ∈ σTϕ
for which Bλ c ∩ σTϕ =  for some  > 0, we have that Bλ c ∩
σ0Tϕ = . Since σTϕ is connected and hence so is σ0Tϕ, it follows
from Lemma 3.7 that σ is not continuous at Tϕ.
For a concrete example, take
ϕeiθ =
{
e2iθ 0 ≤ θ ≤ π
e−2iθ π ≤ θ ≤ 2π.
Then ϕ ∈ C and P±Tϕ = , so that Tϕ is biquasitriangular. Therefore
by Theorem 3.8, Tϕ is a point of discontinuity of σ .
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