The discovery of new knowledge by mining medical databases is crucial in order to make an effective use of stored data, enhancing patient management tasks. One of the main objectives of data mining methods is to provide a clear and understandable description of patterns held in data. We introduce a new approach to ®nd association rules among quantitative values in relational databases. The semantics of such rules are improved by introducing imprecise terms in both the antecedent and the consequent, as these terms are the most commonly used in human conversation and reasoning. The terms are modeled by means of fuzzy sets de®ned in the appropriate domains. However, the mining task is performed on the precise data. These``fuzzy association rules'' are more informative than rules relating precise values. We also introduce a new measure of accuracy, based on Shortliffe and Buchanan's certainty factors [Shortliffe E, Buchanan B. Math Biosci 1975;23:351±79]. Also, the semantics of the usual measure of usefulness of an association rule, called support are discussed and some new criteria are introduced. Our new measures have been shown to be more understandable and appropriate than ordinary ones. Several experiments on large medical databases show that our new approach can provide useful knowledge with better semantics in this ®eld. #
Application domain
Nowadays, data stored in medical databases are growing in an increasingly rapid way. Analyzing that data is crucial for medical decision making and management. It has been widely recognized that medical data analysis can lead to an enhancement of health care by improving the performance of patient management tasks [6, 7] . There are two main aspects that de®ne the need for medical data analysis [6] .
Support of specific knowledge-based problem solving activities through the analysis of patients raw data collected in monitoring. Discovery of new knowledge that can be extracted through the analysis of representative collections of example cases, described by symbolic or numeric descriptors.
For these purposes, the increase in database size makes traditional manual data analysis to be insuf®cient. To ®ll this gap, new research ®elds such as knowledge discovery in databases (KDD) have rapidly grown in recent years. KDD is concerned with the ef®cient computer-aided acquisition of useful knowledge from large sets of data. The main step in the knowledge discovery process, called data mining, deals with the problem of ®nding interesting regularities and patterns in data. One of the best studied models for pattern discovery in the ®eld of data mining is that of association rules [1] . Association rules in relational databases relate the presence of values of some attributes with values of some other attributes in the same tuple. The rule A a A B b tell us that whenever the attribute A takes value a in a tuple, the attribute B takes value b in the same tuple. The accuracy and importance of association rules are usually estimated by means of two probability measures called con®dence and support respectively [1] . Discovery of association rules is one of the main techniques that can be used both by physicians and managers to obtain knowledge from large medical databases.
Problem statement
There is an increasing interest in ®nding association rules among values of quantitative attributes in relational databases [11] , as these kind of attributes are rather frequent. Quantitative attributes are those whose domain contain many precise values. Medical databases are used to store a big amount of quantitative attributes. But in common conversation and reasoning, humans employ rules relating imprecise terms rather than precise values. For instance, a physician will ®nd more appropriate to describe his/her knowledge by means of rules like``if fever is high and cough is moderate then disease is X'' than by using rules like``if fever is 38.78C and cough is 5 over 10 then disease is X''. It seems clear that rules relating precise values are less informative and most of the time they seem strange to humans. Our goal is to ®nd association rules with improved semantics (i.e. relating imprecise terms with clear semantic content) from a database containing precise values. We can reach that goal by 1. ®nding a suitable representation for the imprecise terms that the users consider to be appropriate, in the domain of each quantitative attribute, 2. generalizing the probabilistic measures of con®dence and support of association rules in the presence of imprecision, 3. improving the semantics of the measures. The con®dence/support framework has been shown not to be appropriate in general [2, 8, 10] , though it is a good basis for the de®nition of new measures [8] , 4. designing an algorithm to perform the mining task.
Applied methods
We have employed several techniques in order to reach our goal.
1. One of the best tools to represent linguistic imprecise terms with clear semantic content is the theory of fuzzy sets. By using this theory, the meaning of imprecise terms can be modeled by means of fuzzy sets in the appropriate domain. For example, a possible representation of imprecise terms related to the``Age'', by means of fuzzy sets, is shown in Fig. 1 . Fig. 2 shows a set of imprecise terms for the``Hour''. The de®nition of the terms is usually obtained from the user, in order to ensure that the meaning of the rules relating them is the best. During the mining task, the compatibility between a precise value in the database and an imprecise term appearing in a rule is given by the degree in which the value pertains to the fuzzy set describing the term. 2. We generalize support and con®dence by means of the evaluation of sentences with linguistic quanti®ers [12] . These are sentences of the form``Q of D are A'', D and A being imprecise terms. For instance, the evaluation of``All of the young people are tall'' (Q All, D Young, A Tall) measures the evidence that the percentage of young people being tall in the database is``All''. In [4] we introduce a new evaluation method called GD with better properties than existing ones. We use it in the generalization, as it is described in [3] . This method is based on a new fuzzy cardinality measure of a fuzzy set we introduced in [8] . 3. The semantics of con®dence have been shown to be inadequate in measuring the accuracy of association rules [2, 8, 10] . Many rules with very high con®dence can be shown to be rules where the presence of antecedent and consequent are statistically independent. The semantics of the support is another source of doubtful rules. If a rule has very high support then the consequent has very high support, and hence any value seems to be a good predictor of the presence of the consequent in a tuple, despite their meaning [2, 8] . To ®ll these gaps, we have proposed in [3] the use of certainty factors [9] and the concept of very strong rules [8] . The certainty factor (CF) is a measure of change in our belief, taking values in (À1, 1) . It measures the accuracy of a rule and it has been shown to be intuitive for experts (for example, in the development of the MYCIN expert system), hence improving the semantics of the rule. Also, and contrary to the con®dence, it detects both statistical negative dependence and independence between antecedent and consequent. An association rule A a A B b is said to be very strong if both A a A B b and B T b A A T a are strong rules (i.e. their certainty factor and support are higher than certain thresholds de®ned by the user). If an association rule A a A B b has a very high support, the support of the rule B T b A A T a will be very low, so the latter won't be a strong rule and the former won't be a very strong rule. Hence, we are avoiding the problem of association rules with very high support. 4. One of the advantages of our measures of support and certainty factor is that it is not dif®cult to modify the existing algorithms in order to obtain them, without increasing the time complexity. A more detailed description of the modi®cations (based on the representation theorem of fuzzy sets as a set of alpha-cuts) together with our adaptation of the basic algorithm in ®nding fuzzy association rules can be found in [3, 8] .
Results
We have performed several experiments on large medical databases obtained from the University Hospital of Granada, speci®cally the relations URGENCY and SURGICAL OPERATIONS, containing 81,368 and 15,766 tuples, respectively. We show in [8] that fuzzy association rules allow us to (a) obtain rules with better semantics, and (b) obtain rules with enough support among quantitative attributes (otherwise, the high number of distinct and precise values makes the support of rules relating values of those attributes to be too low). We have shown in practice that the con®dence is not appropriate, and some false rules are shown in Table 1 . Also, we have found some false rules in the SURGICAL OPERATIONS relation due to the high support of the consequent. For instance, most of the tuples of the relation contain (Prosthesis No), and hence any value of other attributes seems to be a good predictor of the absence of prosthesis, despite their meaning, though experts know that there is no relation between them. A comparison between the number and quality of the rules obtained by using``con®dence/support'' or``certainty factors/very strong rules'' can be found in [8] . With our approach, the number of rules is reduced signi®cantly, but no important rule is lost.
Outlook
At this moment we are about to start the analysis of new medical databases obtained from several health services of Granada. From a theoretical point of view, we are concerned with the study of fuzzy hierarchies to ®nd association rules with different granularity (precision) levels. Also, we are studying the uni®cation of approximate dependencies (functional dependencies with a few exceptions) and fuzzy functional dependencies, in order to obtain``almost functional dependencies'' described by a set of fuzzy association rules [5] .
