A multi-objective genetic algorithm for the design of

pressure swing adsorption by Fiandaca, G. et al.
March 12, 2009 17:35 Engineering Optimization Article
Engineering Optimization
Vol. 00, No. 00, Month 200x, 1–24
RESEARCH ARTICLE
A Multi-objective Genetic Algorithm for the Design of
Pressure Swing Adsorption
Giovanna Fiandaca & Eric S Fraga,
Centre for Process Systems Engineering
Department of Chemical Engineering, University College London (UCL)
e.fraga@ucl.ac.uk
Stefano Brandani, Institute for Materials and Processes
School of Engineering and Electronics, University of Edinburgh
(Received 00 Month 200x; ﬁnal version received 00 Month 200x)
Pressure Swing Adsorption (PSA) is a cyclic separation process, more advantageous over
other separation options for middle scale processes. Automated tools for the design of PSA
processes would be beneﬁcial for the development of the technology, but their development is
a diﬃcult task due to the complexity of the simulation of PSA cycles and the computational
eﬀort needed to detect the performance at cyclic steady state.
We present a preliminary investigation of the performance of a custom multi-objective ge-
netic algorithm (MOGA) for the optimisation of a fast cycle PSA operation, the separation of
air for N2 production. The simulation requires a detailed diﬀusion model, which involves cou-
pled nonlinear partial diﬀerential and algebraic equations (PDAEs). The eﬃciency of MOGA
to handle this complex problem has been assessed by comparison with direct search methods.
An analysis of the eﬀect of MOGA parameters on the performance is also presented.
1. Introduction
During the past three decades there has been an increasing demand for separa-
tion and puriﬁcation technologies arising for a wide range of industries, such as the
chemical, the petrochemical, the pharmaceutical and the electronic gas industries
(Sircar 2006). Operations range from air separation for O2 and/or N2 production,
puriﬁcation of H2, separation of hydrocarbons and CO2 capture from ﬂue gases.
The available processes for gas separation are absorption, membrane separation,
adsorption and cryogenic distillation (Aaron and Tsouris 2005). For middle scale op-
erations, Pressure Swing Adsorption (PSA) is the most convenient option (Ruthven
et al. 1993). In fact, PSA is a largely established technology, and several hundreds
of PSA plants are operating all over the world (Sircar 2006).
Despite the rapid growth in practical applications of PSA and the growing accu-
racy of bed models, the design and optimisation still remain an experimental eﬀort
(Sircar 2006). This is due to the inherent complexity and variety of PSA processes
and to the computational eﬀort required by their simulation. Although many studies
have addressed the design of PSA cycles via optimisation (Nilchan and Panthelides
1998, Biegler et al. 2004, Ding et al. 2002, Cruz et al. 2005), few of them have consid-
ered fast cycles and multiple-bed operations, features necessary to reduce the costs
of the operation and increase eﬃciency. Furthermore, few studies have addressed the
multi-objective optimisation of PSA operations, which would help identify the trade-
oﬀs between the diﬀerent aspects of the performance. However, in view of the large
number of degrees of freedom, a mathematical programming approach to the opti-
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misation of PSA processes is desirable (Nilchan and Panthelides 1998, Biegler et al.
2004) to allow the enhancement of the performance of PSA cycles, and subsequently
to expand the application of the process.
Section 2 introduces the diﬃculties linked to the simulation of PSA cycles, while
section 3 provides an overview of the optimisation approaches used in literature for
their design. Our case study is introduced in section 4.1. The process investigated
is the separation of air for N2 production. The model is presented in section 4.1,
while the design problem and its characterisation are in section 4.2. The optimisation
approach is analysed in section 5: a custom multi-objective algorithm is presented,
whose main feature is the deﬁnition of a ﬁtness function especially designed to
broaden the extent of the Pareto front. The eﬃciency of the algorithm is proven by
comparison with direct search methods and random search in section 6.1. The eﬀect
of the parameters of the multi-objective genetic algorithm (MOGA) is studied in
section 6.2. Finally, the design information obtained is presented together with the
validation against literature data.
2. Pressure Swing Adsorption
Pressure swing adsorption (PSA) is a cyclic operation for the separation of gaseous
mixtures, introduced by Skarstrom (Ruthven et al. 1993) as a four-step operation:
pressurisation, adsorption at high-pressure, counter-current blowdown to low pres-
sure and low-pressure purge step, or desorption. The process involves two beds,
as illustrated in ﬁg.1. The selectivity in a PSA process depends on diﬀerences in
either the adsorption equilibrium (equilibrium-controlled) or the adsorption rate
(kinetically-controlled) between the components to be separated. During the ad-
sorption step, the less strongly (or the less rapidly) adsorbed species pass through
the bed and are collected as a reﬁned product. The extracted product consists of
the adsorbed species removed during the desorption step.
The main diﬃculties which arise in PSA design are the complexity of the simu-
lation and the identiﬁcation of cyclic steady state (CSS). The simulation requires
the development of specialised algorithms for solving PSA bed models, described
by partial diﬀerential-algebraic equations (PDAEs) in space and time, derived from
heat, mass and momentum balances plus transport and equilibrium equations.
Often, the mass transfer model is based on the linear driving force (LDF) approx-
imation (Jiang et al. 2003, Ko and Moon 2002). Assuming a linear driving force for
mass transfer between the ﬂuid and solid phases simpliﬁes the model by eliminating
the need to describe concentration proﬁles within the solid. The full diﬀusion model
and the LDF approximation are equivalent when the proﬁle of concentration within
the particle is parabolic, a condition which holds for slow cycles. Unfortunately, the
LDF approximation fails to describe the dynamics of fast cycle operations, needed
to reduce capital and operating costs. A PSA cycle is fast when the diﬀusional time
constant R2/D, where R is the radius of the particle and D the diﬀusivity, is large
with respect to the cycle time. At fast cycles the concentration proﬁle is ﬂat at the
core of the particle but varies rapidly in the outer region of the adsorbing particle
(Ahn and Brandani 2005). In this case, a detailed diﬀusion model is necessary which
requires the solution of coupled nonlinear partial diﬀerential and algebraic equations
in time and space.
Diﬀerent methods have been developed to detect the performance at CSS. In the
successive substitution method (Sankararao and Gupta 2007, Todd et al. 2003), the
CSS is determined by repeated dynamic simulations, starting from a given initial
state until CSS is reached. This is computationally demanding. Alternatively, the
equations describing the system can be simultaneously discretised in the space andMarch 12, 2009 17:35 Engineering Optimization Article
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Figure 2. Model of PSA cycle to allow faster convergence to cyclic steady state
time and the periodicity condition is imposed as a constraint (Ko and Moon 2002,
Nilchan and Panthelides 1998). However, this simultaneous approach can suﬀer from
convergence issues (Nilchan and Panthelides 1998). Alternatively, the problem of
detecting CSS can be treated as an optimisation problem itself (Ding et al. 2002,
Jiang et al. 2003), as illustrated in the next paragraph. We adopted a "unibed"
approach to accelerate convergence to CSS, which will be illustrated in section 4.1.
3. Optimisation strategies
A number of approaches for solving the PSA design problem exists and can be
grouped into the following categories (Biegler et al. 2004): 1) simpliﬁed optimisa-
tion methods, 2) black box optimisation, 3) equation-based optimisation and 4)
simultaneous tailored approximation. Simpliﬁed optimisation methods (Smith and
Westerberg 1991, Lewandowski et al. 1998) consist of the development of a simple
PSA model with ﬁne-tuning using pilot-plant data, actual plant data or a more de-
tailed model. Although such models are often useful, case-by-case studies are hard
to transfer among diﬀerent PSA systems.
In the black box optimisation approach (Kvamsdal and Hertzberg 1997, Rajas-
ree and Moharir 2000), the optimiser may only use directly the objective functionMarch 12, 2009 17:35 Engineering Optimization Article
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value and possibly the constraints. If gradient information is required, this must be
estimated numerically at potentially high computational cost.
In the third method, the bed equations, the objective function, inequality con-
straints and the CSS condition are completely discretised (Nilchan and Panthelides
1998) in time and space and solved simultaneously. The approach is eﬃcient for
simple systems but convergence problems arise with complex systems and steep
concentration waves. In these cases a ﬁne spatial and temporal grid is required, but
this leads to a non-manageable optimisation problem. Besides, for complicated mod-
els, the solver may fail due to error accumulation caused by complete discretisation
(Ko et al. 2003).
The simultaneous tailored optimisation (Ding et al. 2002, Jiang et al. 2003) is
a combination of black box optimisation and equation-based optimisation where
the bed model is treated as a black box but the CSS condition is incorporated as a
constraint directly. Since satisfaction of the CSS is required only at the optimum, the
time-consuming CSS loop is eliminated. However, the optimiser may have diﬃculties
in ﬁnding feasible design points, which satisfy the CSS constraint.
The design of PSA processes has also been handled by heuristic analysis (Jain
et al. 2003) to develop easy-to-use rules to be used as a guide in PSA process design.
All of the above consider only single objective design problems. However, the
design problem is inherently multi-objective and only two previous papers have at-
tempted tackling the multi-objective problem (Ko and Moon 2002, Sankararao and
Gupta 2007). A multi-objective optimisation strategy based on the summation of
weighted objective functions (SWOF) method has been proposed by Ko and Moon
(2002). The SWOF method minimises a combination of objectives, but it works only
if the Pareto curve is convex. In our case, this cannot be guaranteed as not only is
the model non-convex, but the feasible space is also non-convex (cf. section 4.2).
A “modiﬁed MOSA-aJG” method has been used with a detailed diﬀusion model
for mass transfer (Sankararao and Gupta 2007). MOSA-aJG is an expansion of the
simple simulated annealing (SSA) for multi-objective optimisation, where “MOSA”
stands for multi-objective simulated annealing, and “aJG” is a jumping-gene (JG)
adaptation. CSS is identiﬁed using a successive substitution method and the simula-
tion requires 24 h on a Pentium 4, 2.99 GHz computer for each cycle. Although the
optimisation method used (simulated annealing) is a stochastic method, the results
in the article are not accompanied by any statistical analysis on the performance
of the optimiser and it is therefore impossible to know what to expect from this
method in general.
The paucity of alternatives for solving the multi-objective design problem for fast
cycle PSA needs is addressed in this paper. The performance of a custom multi-
objective genetic algorithm is evaluated. The case study is the separation of air for
N2 production.
4. Case Study
4.1. The model
The problem of interest is the separation of air on an activated carbon sieve for
N2 production using a 2 bed PSA process. The conﬁguration investigated is the
4-steps Skarstrom cycle. This separation is kinetically controlled by microporous
diﬀusion. Fast cycles are necessary to exploit the diﬀerent adsorption rates of the
components to produce N2. The design problem is the simultaneous optimisation of
the recovery and purity of N2 in the product stream. One constraint is the maximum
value of pressure that can be reached. Another constraint is the objectives can onlyMarch 12, 2009 17:35 Engineering Optimization Article
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be evaluated when the operation has reached CSS. Identifying the CSS requires the
development of a model for the dynamic simulation of the process if we are to avoid
convergence problems, as noted above.
The main assumptions are perfect mixing, ideal gas phase, isothermal operation,
spherical adsorbent particles and negligible pressure drop. The above assumptions
are reasonable for air separation on a carbon molecular sieve (Hassan et al. 1986,
1987).
A series of 6 CSTRs (continuous stirred tank reactors) has been used to simulate
each of the 2 beds. A CSTR is an ideal continuous reactor whose content is contin-
uously stirred and, hence, homogeneous. As a consequence, the product of a CSTR
has the same composition as the ﬂuid inside the reactor. A more realistic model for
an adsorption column is the dispersed plug ﬂow reactor, where the composition of
the ﬂuid changes from one point to another. This more complex behaviour can be
modelled using a series of CSTRs (Levenspiel 1962). This simpliﬁcation reduces the
computational requirements since the mass balance of the ﬂuid phase for a CSTR
is not dominated by a convective term as in the case of a plug ﬂow reactor (Cruz
et al. 2005). The ﬂuid mass balance in a ﬁxed bed reactor with dispersed plug ﬂow
is given by:
−DL
∂
∂z

c
∂yi
∂z

+
∂
∂z
(cvi) +
∂ci
∂t
+
(1 − ε)
ε
∂qi
∂t
= 0 (1)
where DL is the Fickian axial dispersion coeﬃcient, v is the interstitial ﬂuid velocity,
yi(t) is the molar fraction of species i, c and ci are the concentrations of the ﬂuid
phase and of the species i respectively, ε is the bed voidage, and qi is the average
concentration of species i in the solid.
The ﬁrst term of eq. 1 takes into account axial dispersion, the second term takes
into account advection. The third and fourth terms express the build up in the ﬂuid
and the solid phase respectively. The mass balance in a CSTR is given by:
εV
RgT
d(yi P)
dt
+ (1 − ε)V
dqi
dt
= Fin yi,in − Fout yi (2)
where V is the volume of the reactor, T the temperature, P the pressure, Rg is the
universal gas constant. Fin and Fout and the inlet and outlet ﬂow rates respectively,
while yi,in is the molar fraction of species i in the inlet.
In a CSTR there is no diﬀusion in the z direction as perfect mixing is assumed,
so the axial diﬀusive term −DL
∂2ci
∂z2 is not present in eq. 2. The advection term
∂
∂z(cvi) is substituted by the ﬁnite diﬀerence (Fin yi,in − Fout yi). Eq. 1 is usually a
parabolic or hyperbolic equation (when the diﬀusive term is negligible) controlled
by advection, and very hard to solve numerically (Cruz et al. 2005). Using eq. 2, in
lieu of eq. 1, allows a faster solution of the mass balance equation.
The model of each CSTR is summarised in Table 1 where i,j ∈ {O2,N2}.
The variables are the solid concentration qi(t,r), the molar fraction yi(t), the
gas concentration ci(t) =
Pyi
RgT , the outlet ﬂow rate Fout(t), and the pressure P(t).
The constants are the temperature, T, the radius of the adsorbent particle, Rp, the
universal gas constant, Rg, the saturation limit, qi,s, the Langmuir constant, bi, the
constant intrinsic mobility, Di0, the bed voidage, ε, the liquid ﬁlm mass transfer
coeﬃcient, kf, the volume of the reactor, V , the inlet ﬂow rates Fin, and yi,in, the
molar fraction in the inlet ﬂow. Data for the simulation are from (Ruthven et al.
1993). The system of PDAEs has been discretised in space using the central ﬁnite
diﬀerence operator and the adaptive 4th/5th order Runge-Kutta method is used toMarch 12, 2009 17:35 Engineering Optimization Article
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Table 1. Model equations for N2 separation in a CSTR unit.
Mass balances:
εV
RgT
d(yi P)
dt
+ (1 − ε)V
dqi
dt
= Fin yi,in − Fout yi
Diﬀusion:
∂qi
∂t
=
1
r2
∂
∂r

r2Di
∂qi
∂r

(3)
Continuity:
X
i
yi = 1
Boundary conditions:

∂qi
∂r

r=0
= 0 (4)

∂qi
∂r

r=Rp
= kf(ci − ciRp) (5)
Equilibrium: qi(Rp) =
qi,sbici,Rp
1 +
P
biciRp
(6)
Initial conditions: yi = yi,0
qi = q∗
i (yi,0)
solve the resulting system of ordinary diﬀerential equations. Ten points have been
used for the discretisation of the radius.
The mass balance of the solid particle is expressed by eq. 3. Although it might
be possible to use the LDF approximation by ﬁtting the parameters of the model
with experimental data (Ruthven et al. 1993), the resulting simulation would not
be representative of the operation outside the range of parameters experimentally
investigated. Accordingly, we use a Fickian equation to describe the mass balance
in the particle (eq.3). The diﬀusivity Di has been described by
Di =
Di0
1 − θi − θj

(1 − θj) + θi
∂qj/∂r
∂qi/∂r

(7)
where θi =
qi(t,Rp)
qi,s . This expression was proposed by Hagbood (cf. Ruthven et al.
(1993)) and applies to binary Langmuir systems where the saturation limits of the
two species are the same: qA,s = qB,s.
The boundary condition, eq. 4, is the “symmetry condition”. It implies the sym-
metry of the concentration proﬁle with respect to the center of the particle (r=0), or
in other words a zero-ﬂux at the center of the particle. This situation holds because
of the symmetry of the ﬂux of matter from all the directions towards (in the case
of adsorption) and from (in the case of desorption) the center of the particle. The
boundary condition at the surface of the particle, eq. 5, speciﬁes that the gradient
of the concentration of the adsorbate phase at the surface be proportional to the
diﬀerence between the concentration of the ﬂuid phase in the bulk and the value in
equilibrium with the surface concentration in the solid. The equilibrium is described
by the Langmuir isotherm, eq. 6.
During the pressurisation step, the operating pressure increases from Plow to Phigh,
while it decreases from Phigh to Plow during the blowdown step. The lower pressure,
Plow is a process speciﬁcation. During the constant pressure steps (adsorption atMarch 12, 2009 17:35 Engineering Optimization Article
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high pressure, and desorption at low pressure) the unknowns are the concentrations
of the two species in the solid and gas phases, qi and yi respectively, and the outlet
ﬂow rate Fout. During blowdown, the same set of unknowns (qi, yi, Fout) holds, but
the value of the inlet ﬂow rate is set to be zero. The dependence of the pressure
with time during blowdown was described by an exponential function, eq. 8, where
P and t are the average values of pressure and time over the blowdown operation,
and k is equal to 10 in order to have a steep change in P. Eq. 8 reproduces well
the fact that pressure changes are usually fast, and it is more realistic than a linear
trend with time (Ruthven et al. 1993). The dependence is
P(t) = P + (Plow − Phigh)

1 − exp

k(t − t)
	
(8)
The balances in the pressurisation steps are described by the same set of equations,
but Fout is known and is equal to zero, while the pressure has to be calculated.
Phigh is a function of the duration of the pressurisation step, tpress, and of the inlet
feed rate, Fin, and it will be determined by the mass balances which describes the
operation.
We adopted the method to achieve a faster convergence to CSS proposed in (Ku-
mar et al. 1994): since at CSS each bed undergoes identical process steps in a se-
quential manner, it is possible to simulate a multibed cycle using only one bed. As
in Kumar et al. (1994), we store in temporal eﬄuent arrays the ﬂow and composi-
tion from a process step to use it later when the bed is undergoing the appropriate
process step. The resulting model is illustrated in ﬁg.2. Although the method does
not provide a correct description of the transition to CSS, it represents a powerful
tool for the design of the operation since it allows a faster and correct prediction of
the performance at CSS. This reduces the computational requirements suﬃciently
to allow the use of successive substitution for detecting the CSS.
4.2. The design problem
The multi-objective design problem is to identify the trade-oﬀ between the recovery
of N2 achieved and the purity of the N2 actually recovered. There are 4 design
parameters: tc ∈ [15,250] s is the cycle time which deﬁnes the duration of the four
steps, rS the split ratio (described below), Fin ∈ [15,100]mol/s the inlet ﬂow rate
and S the schedule (also described below). The constraints for the optimisation
problem are the evaluation of the PDAEs to CSS and a maximum value of the high
pressure, Phigh < 7 atm.
The recovery of N2 is deﬁned as the fraction of N2 in the product stream, Fprod,
with respect to the amount fed to the system over the cycle:
recoveryN2 =
2 ∗
R
tads (Fprod yN2) dt
R
tc (Fin yN2,in) dt
where yN2,in is the molar fraction of N2 in the inlet ﬂow, Fin; tads is the duration of
the adsorption step.
The purity is given by the concentration of N2 in Fprod and is evaluated by the
following integral:
purityN2 =
R
tads (Fprod yN2) dt
R
tads Fprod dt
The product stream ﬂow rate, Fprod, is the fraction of the outlet ﬂow rate with-March 12, 2009 17:35 Engineering Optimization Article
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Figure 3. As we move from point x0 to point x1 in the design space, the pressure assumes values which
violate the constraint on the maximum pressure allowed, hence determining a non-convexity in the feasible
design region.
drawn during the adsorption step (the raﬃnate). This fraction is expressed by the
split ratio, rS ∈ [0.20,0.85], for the splitter which separates the raﬃnate into the
product stream and the purge to be sent to the other bed:
Fprod = rSFout,ads
The schedule, S ∈ [0,50]%, expresses the fraction of the cycle time occupied by each
of the adsorption and desorption steps: tads = tdes = Stc, where the subscripts "ads"
and "des" refer to the adsorption and desorption steps, respectively. Consequently,
tpress = tblow = (1 − S)tc, where "press" and "blow" refer to the pressurisation and
blowdown steps, respectively.
A preliminary investigation of the design and objective space has been carried out
to identify the most appropriate approach to the solution of the optimisation prob-
lem. This analysis showed that the objective function is non-smooth and non-convex.
Interestingly, also the design space in non-convex, as shown below. Let us consider
two design points, x0 = [231.9,0.84,65.3,44.5] and x1 = [123.2,0.33,29.9,21]. As
we move from x0 to x1 in the design space, the values of all the design variables
(tc, rS, Fin and S) decrease, while tpress increases from 12.75 to 35.7 s. As Fin de-
creases, the value of Phigh decreases as well. Conversely, the increase of tpress makes
the pressure increase. As a result, the value of P has a maximum as we move in the
space from x0 to x1. The value of this maximum is 7.37, above the Pmax imposed
as a constraint. Hence, there will be a non-feasible region in the area around this
maximum which corresponds to a non-convexity in the design space, as shown in
ﬁg. 3.
Another important characteristic of the problem is the computational demand of
the simulation. The model proposed in 4.1 is detailed enough to describe the be-
haviour of the PSA operation yet less computationally demanding than a full column
simulation. However, the evaluation of the objectives still makes the optimisation
problem complex, possibly requiring several minutes of computation depending on
the resources available and the particular case study considered. To give an indica-
tion of the computational demands for this design problem, an objective functionMarch 12, 2009 17:35 Engineering Optimization Article
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evaluation, based on convergence to cyclic steady state requiring, on average, 6 cy-
cles, takes approximately 90 s on a 2.20 GHz Pentium processor.
5. A multi-objective genetic algorithm (MOGA) procedure
The preliminary investigation of the design problem showed that the proﬁles of
the objective functions are non-smooth and non-convex. The design space is non-
convex. The computational requirements of the simulation model, together with the
non-smooth behaviour observed, preclude the use of gradient based optimisation
methods. Numerical diﬀerentiation would be required, leading to a loss of accuracy
and to a deterioration in the performance of the optimiser (Biegler et al. 2004).
Accordingly, our initial attempts to solve the design problem were based on di-
rect search optimisation methods (DSMs), as they are derivative-free optimisation
algorithms designed for non-smooth optimisation problems.
For single objective optimisation, the results were promising (Fiandaca et al. 2007).
However, the performance of DSMs for the multi-objective optimisation problem is
very poor, as illustrated in section 6.1. Furthermore, for the multi-objective design
problem, the use of single objective DSMs is problematical due to the need for a
weighted combination for the objective function. As the number of objectives to be
considered simultaneously increases, the number of discrete optimisation problems
that must be solved using a weighted objective function increases exponentially.
An alternative to direct search or gradient based methods is the class of evolu-
tionary stochastic optimisation algorithms. These methods are similar to DSMs in
that they do not require gradient information. They are, however, able to generate
a Pareto front directly. Genetic algorithms have been extensively applied for the
multi-objective optimisation of simulated moving beds (SMBs), a continuous coun-
tercurrent chromatographic separation processes (Yu et al. 2003, Zhang et al. 2003).
SMBs processes have similar complexity to a PSA process, described by PDAEs
with comparable nonlinear behaviour. Therefore, we consider a genetic algorithm
for tackling the multi-objective design problem. The choice of a genetic algorithm is
also motivated by our previous positive experience with simulation based black box
models in process design (Barakat et al. 2008).
The implementation of a genetic algorithm for any new problem requires the def-
inition of the following elements: a representation of (hopefully) feasible solutions,
the crossover and mutation operators, a selection procedure together with an appro-
priate ﬁtness function, and the properties of the evolution of the population. For the
MOGA used in this work, the solution representation consists simply of real-valued
design variables. A multi-point crossover operator is deﬁned and mutation consists
of selecting a single design variable and assigning it a randomly chosen value from
the domain for that variable. We have used tournament selection with a tournament
size of 2. The population policy is one of replacement with elitism. The key property
of the MOGA used, speciﬁc to this problem, is the deﬁnition of the ﬁtness function.
The aim, for any multi-objective optimisation problem, is to identify the Pareto
front. An approximation to this front is a ﬁnite sized Pareto set. The goal, for our
speciﬁc design problem, is to generate as broad a Pareto set as possible, stretching the
end points to identify the extremes of the trade-oﬀs between the criteria to give the
engineer suﬃcient information to make design decisions early in the design process
(Zitzler et al. 2004). This desire has been addressed in a number of ways in the
literature. Schaﬀer (1985) presented a Vector Evaluated Genetic Algorithm (VEGA).
In this algorithm, a population is subdivided into subgroups, governed by diﬀerent
objective functions. Since the search directions of VEGA are exclusively parallel to
the axes of the objective space, the algorithm is able to ﬁnd mainly the extremeMarch 12, 2009 17:35 Engineering Optimization Article
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solutions on the Pareto front. A Niched Pareto algorithm, proposed by Horn et al.
(1994), incorporates the concept of Pareto domination in the selection procedure
and spreads the population along the Pareto front by applying a niching pressure.
Murata and Ishibuchi (1995) presented a MOGA with various direction search, which
uses a weighted sum of multiple objective functions to formulate a scalar ﬁtness
function. They compared the MOGA with the VEGA (Schaﬀer 1985) and the Niched
Pareto algorithm (Horn et al. 1994), showing that the VEGA outperforms the other
two algorithms in the detection of points belonging to the extremes of the Pareto
front, while failing to detect points at intermediate positions. Deb (2001) presented
a steady-state multi-objective evolutionary algorithm (MOEA) which attempts to
maintain the spread while converging to the Pareto front. However, no proof of
convergence for the method has been provided. Subsequently, Laumanns and co-
workers (Laumanns et al. 2002) proposed an algorithm which caters for convergence
to the Pareto optimal set while aiming to cover the whole range of non-dominated
solutions, based on the concept of -dominance. Laumanns et al. (2001) analysed the
performance of diﬀerent algorithms using a volume based approach (cf. Zitzler and
Thiele (1999)), with some modiﬁcation: a reference volume between the origin and an
utopia point – deﬁned as the proﬁt sums of all items in each objective – is taken into
account. The aim is to minimise the fraction of that space which is not dominated
by any of the ﬁnal archive members. This is considered by the authors the most
appropriate scalar indicator since it combines both the distance of solutions (toward
the utopian trade-oﬀ surface) and the spread of solutions. Density based selection
can further improve the algorithm performance by a broader distribution of solutions
along the trade-oﬀ surface. Herrero et al. (2007) presented the    -MOGA method,
designed to achieve a reduced but well-distributed representation of the Pareto front.
The algorithm adjusts the limits of the Pareto front dynamically, preventing the loss
of solutions which belong to the ends of the Pareto front.
Two key requirements can be extracted from the previous works. First, the need
for an elitism operation which ensures that the extreme points are not lost in the
evolutionary procedure. Second, that there be a driving force to extend the Pareto set
outwards. Our approach is based on elitism applied to the whole Pareto set (subject
to size constraints mentioned below) combined with a ﬁtness function chosen to
emphasise points that may have genetic material that could extend the Pareto set
at the extreme ends.
Elitism, from generation to generation, is implemented by copying over the com-
plete Pareto set from the old population to the new. The only qualiﬁcation is that if
the Pareto set is the whole population, only half of the members, chosen randomly,
of the Pareto set are copied over to the new population intact.
The ﬁtness of a design point in the population is based on a modiﬁed measure of
the distance of that point to the approximation to the Pareto front. Solutions with
lower values are ﬁtter. For our design problem, with two criteria, the distance of a
dominated point to the Pareto front approximation is the minimum of the distance
of that point to each of the points in the Pareto set and the distance to inﬁnite
projections from the end points parallel to the two axes. The aim of the latter is to
give emphasis to those solutions which may be far from any points in the current
Pareto front approximation but which may help in generating new solutions that
would extend the breadth of the Pareto front. The procedure to assign the ﬁtness is
illustrated in ﬁg.4.March 12, 2009 17:35 Engineering Optimization Article
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Figure 4. Illustration of the procedure to assign the ﬁtness.
6. Analysis of the MOGA
The design problem has been attempted a number of times to assess the average
performance. All codes have been run in MATLAB 7.1.
The data presented in ﬁg. 5 have been generated using the values summarised
in Table 2. Fig. 5(a) illustrates the initial and ﬁnal Pareto sets for a typical run.
The initial set is from the initial randomly generated population and, in this case,
consists of 6 points. The ﬁnal Pareto set has 36 points, evenly distributed across
the front, out of a population of 40. We see an improvement when compared with
the initial set, across the front, not just in objective function values but also in the
breadth of this approximation to the front.
Table 2. Parameters used in MOGA
Crossover rate cr 0.7
Mutation rate mr 0.1
Population size n 40
Number of generations ng 50
Tournament size 2
The eﬀectiveness of the multi-objective optimisation procedure in searching the
objective function space is shown in ﬁg. 5(b). The ﬁgure shows a fairly even dis-
tribution of points across the two criteria with an increasing density towards the
Pareto front. More importantly for our design goals, when the full set of design
points generated is compared with the initial random population generated by the
MOGA procedure, the ﬁtness function deﬁned above has been eﬀective in generating
a broad Pareto front which helps the engineer gain a better understanding of the
trade-oﬀs involved.
As genetic algorithms are stochastic, the assessment of the performance of the
MOGA requires a statistical analysis of the results. For every given set of parameters,
the average Pareto fronts and the standard deviations have been determined by
performing a Gaussian progress regression (Rasmussen and Williams 2006) of 10
Pareto fronts. We obtained a good ﬁt to our data (the Pareto fronts generated)
by using as a covariant function the sum of a Matern covariance function with aMarch 12, 2009 17:35 Engineering Optimization Article
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(a) Representative initial and ﬁnal Pareto sets.
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(b) A graphical representation of all the design points generated during the search
with the initial population highlighted and the ﬁnal Pareto front approximation
drawn.
Figure 5. Analysis of the performance of the multi-objective genetic algorithm. All the parameters used
are listed in Table 2.
shape parameter of 3/2 and an independent noise. The process is illustrated in ﬁg.
6, generated using the set of parameters in Table 2. This analysis allows us to gain
an insight on the eﬀect of the diﬀerent parameters of the MOGA on both the average
Pareto front obtained, as well as on the dispersion of the data. In the course of the
paper, only average Pareto fronts obtained through regression will be shown, unless
the standard deviation is signiﬁcant for the analysis. The parameter values used are
those in Table 2, unless otherwise noted. This statistical approach has been used to
compare the performance of MOGA and DSMs (section 6.1), and to study the eﬀect
of the parameters of the MOGA on the resulting Pareto front (section 6.2).March 12, 2009 17:35 Engineering Optimization Article
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Figure 6. Average performance of 10 optimisation runs. All the parameters used are listed in Table 2.
6.1. Comparison between MOGA, random search and Direct Search
Methods
The capability of the MOGA to eﬃciently detect the Pareto front has been assessed
by comparison with random search and DSMs. The aim of the comparison with a
random search algorithm is to verify that the evolutionary procedure implemented
in the MOGA proposed (i.e. deﬁnition of ﬁtness evaluation, selection, mating and
mutating procedures) is eﬀective. A random search algorithm has been included also
in the comparison among evolutionary algorithms proposed by Zitzler et al. (2000).
The average Pareto fronts obtained with MOGA (averaged over 10 runs, using
approximately 600 evaluations each) have been compared to the average of 10 sets
of non-dominated points, obtained from 10 sets of 600 randomly generated points.
The Pareto front obtained with the MOGA shows a big improvement with respect
to the homologous random one, and a larger number of non-dominated points is
detected by the MOGA. The performance of the two methods in the high purity
region is comparable, with a slight dominance of the solutions found by the random
search: this shows that it is easier to detect solutions with high purity/low recovery
and the impact of the evolutionary procedure in this area is less crucial.
We also compared the performance of the custom MOGA and of some standard
DSMs for the solution of our multi-criteria problem. When the objective function is
non-smooth as in the optimisation problem of interest, two possible approaches are
direct search methods and evolutionary algorithms (cf. section 5). We compared the
performance of these two classes of optimisers to verify that evolutionary algorithms
are eﬀectively the best option for the case of interest. Although a better performance
of MOGA could be considered predictable, there are cases reported in literature
(Meza et al. 1996) where the performance of a genetic algorithm and a DSM is
comparable.
DSMs are derivative-free algorithms, which use exclusively function values in their
attempt to ﬁnd the optimum. At each iteration DSMs explore the objective function
in a linearly independent set of n directions, as an alternative to information com-
ing from the gradient (Lewis et al. 2000). DSMs were originally designed to solve
single objective problems. Hence, it is necessary to combine the two objectives to be
maximised, i. e. recovery and purity, into a single objective function. The combined
expression must allow a diﬀerent weight to be given to each objective so that diﬀer-March 12, 2009 17:35 Engineering Optimization Article
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Figure 7. Comparison between the Pareto front obtained with 600 random evaluations and the Pareto
front obtained with the same number of evaluation by MOGA (with ng=30 and n=40 and other parameters
as in Table 2).
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Figure 8. Comparison of the average performances of MOGA and DSMs
ent trade-oﬀs between the two variables can be optimised. The composite criterion
to be maximised has been expressed as:
f(x,λ) = recoveryN2(x) − λ ∗ [recoveryN2(x) − purityN2(x)] (9)
where 0 ≤ λ ≤ 1, and x represents the vector of design variables. The methods used
were Nelder and Mead, with both regular and right simplex, alternating directions
and multidirectional search (Kelley 1999). As DSMs are deterministic methods, we
used a statistical procedure to assess the performance of each direct search algo-
rithm diﬀerent from the procedure used for the MOGA. We randomly selected ten
points within the feasible region of the design problem, e.g. x0,i, where i = 1,...,10.
Starting from these points, each of DSM has generated a Pareto front by optimis-
ing the function f, eq. 9, with λ varying from 0 (maximisation of recovery) to 1
(maximisation of purity), with regular increment of 0.05. The performance of everyMarch 12, 2009 17:35 Engineering Optimization Article
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Figure 9. Comparison of the average performances of MOGA and Nelder & Mead, regular simplex
0 20 40 60 80
80
85
90
95
Recovery (%)
P
u
r
i
t
y
 
(
%
)
 
 
Nelder & Mead, right
 Nelder & Mead, regular
 MOGA 
Figure 10. Comparison of the best performances of the DSMs and MOGA (with n 100, ng 30 and other
parameters as in Table 2).
method is then given by the average of the 10 Pareto fronts it generated, and the
relative standard deviation.
As shown in ﬁg. 8 and ﬁg. 9, the average performance of MOGA is by far the
best compared to those of all the four DSMs used. The comparison has been made
between the average performance of each method using a comparable number of
iterations. This information is summarised in Table 3. In all cases, MOGA achieved
better results using a lower number of function evaluations, which demonstrates the
eﬃciency of the algorithm. In fact, higher values of purity (for a given recovery)
have been detected, and a larger breadth of the Pareto curve has been achieved by
MOGA. The distribution of points along the Pareto fronts generated by alternating
direction methods and multidirectional search methods is quite uniform, while the
Nelder & Mead methods have generated more points in the high recovery region.
The comparison among the best results achieved by the diﬀerent methods shows
that all the algorithms ﬁnd an approximation to the eﬀective Pareto front, but theMarch 12, 2009 17:35 Engineering Optimization Article
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Figure 11. Comparison of the best performances of the DSMs and MOGA (with n 100, ng 30 and other
parameters as in Table 2).
Table 3. Total number of function evaluations used by the diﬀerent methods to produce the Pareto fronts of
ﬁgures 8,9,10 and 11. The parameters used by MOGA for the comparison are as in Table 2 unless otherwise
stated.
Method N Eval per Pareto
Nelder & Mead regular 286
Nelder & Mead right 1,916
Alternating Directions 12,190
Multidirectional Search 4,000
MOGA n 100, ng 30 1,800
MOGA n 100, ng 3 250
approximation of MOGA is more complete (ﬁgs. 10, 11). The diﬀerence between
the average and the best performance of DSMs revealed the sensitivity of DSMs
to the starting point. As described before, we started each method from 10 points
randomly chosen within the design space. We obtained better results in the high
recovery region from starting points already belonging to that area, and the same
occurred for the high purity area. This means that a pre-knowledge of the design
space would be required to obtain a good approximation of the Pareto set with any
of DSMs, which represents a signiﬁcant drawback with respect to MOGA.
6.2. Impact of algorithm parameters
The parameters for the MOGA, e.g. the population size, mutation and crossover
rates and the number of generations, will have an impact on the quality of the
approximation to the Pareto front that we obtain. We changed the parameters of
MOGA one at the time, while keeping the others to the values summarised in Table
2. As explained in section 6, only average Pareto fronts obtained through regression
will be shown, unless the standard deviation is signiﬁcant for the analysis.
Fig. 12 shows that as the number of generations (ng) increases, the Pareto front
improves till convergence, which is reached in 35 generations.
The eﬀect of the mutation rate (mr) is illustrated in ﬁg. 13: as the mutation rate
increases we get better results in the central area of the Pareto front, while the eﬀect
is not clear at the extremes of the curve. We do not observe a direct eﬀect of the
mutation rate on the deviation of the data.March 12, 2009 17:35 Engineering Optimization Article
17
0 20 40 60 80
80
85
90
95
98
Recovery (%)
P
u
r
i
t
y
 
(
%
)
 
 
ng 1
 ng 5
ng 15
ng 35
ng 65
Figure 12. Inﬂuence of the number of generations (ng) allowed. Convergence is reached in 35 generations.
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Figure 13. Inﬂuence of the mutation rate (mr), with mr=0.01, mr=0.1, mr=0.2.
The tournament size (ts) has no eﬀect on the ﬁnal performance of the algorithm
in the range of values investigated (i. e. ts=2, 4, 6). However, a slight diﬀerence in
the rate of convergence is noticeable in ﬁg. 14, as at the same number of generations
the Pareto front detected with tournament size 4 dominates the other, and is more
extended in the high recovery region.
The most inﬂuential parameter appears to be the size of the population (n) used:
in ﬁg. 15 as the size of the population increases the Pareto front is pushed further,
while the standard deviation of the data decreases (ﬁg. 16). As shown in ﬁg. 17,
increasing the size of the population we are able to investigate more accurately
the search space: although the same trends are indicated in ﬁg.17 (a) and (b), the
clumping of solutions is more evident in ﬁg.17 (a), whereas the solutions found with
a larger population are more distributed within the search space. However, such anMarch 12, 2009 17:35 Engineering Optimization Article
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Figure 14. Average Pareto front produced with tournament size 2, 4 at 25 generations.
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Figure 15. Inﬂuence of the population size (n), with n=20, n=40, n=60, n=100
improvement is counterbalanced by a higher computational requirement: the number
of function evaluations needed grows from an average of 950 with n = 40, to 1410
with n = 60, to 2480 with n = 100 and ng = 50.
7. Design problem analysis
Analysis of the Pareto sets identiﬁed in all the runs show clear clumping of the
solutions. This manifests itself in a parallel co-ordinate visualisation of the Pareto
set shown in ﬁg.17. In 17(b), although there are 72 solutions comprising the Pareto
set, there are only 9 distinct values of the cycle time, tc, and 8 for the feed ﬂow rate,
Fin. To a lesser degree, the same clumping is observed for the split ratio, rS, andMarch 12, 2009 17:35 Engineering Optimization Article
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Figure 16. Inﬂuence of the population size on the standard deviation from the Pareto front
schedule, S, design variables. Also apparent from the clustered intersection points
for the lines connecting the two criteria is the inverse relationship between these two
criteria, as expected. Overall, the results illustrate the complex relationship between
the design variables and the objectives for the design problem. There appear to
be hyper-slices in the 4 dimensional design space, deﬁned by values of tc and Fin,
which correspond to families of good solutions for particular trade-oﬀs between the
two criteria. An almost linear relationship between the two criteria is highlighted
not only in the parallel co-ordinate visualisation but also in the Pareto graph.
The cycle time ranges in ∈ [137,248], rS ∈ [0.33,0.82], Fin ∈ [30.5,87.9] and
the schedule ∈ [20,44.5] %. While an almost linear relation holds between purity
and recovery, no design variable shows monotonic behaviour as the Pareto front is
traversed.
We can compare our results with those presented by (Hassan et al. 1986). They
also considered air separation on a molecular sieve using a 4-step Skarstrom cycle.
To summarise, the following trends have been described by Hassan et al. (1986) and
observed in the results of our optimisation runs:
• As the split ratio increases, the recovery increases and the purity decreases. This
is as expected. The regeneration of the adsorbent (i.e. lower Fpurge) is less ef-
fective with increasing split ratio. Also, the amount of product withdrawn, Fprod,
increases with the split ratio. The eﬀect of the split ratio is exploited in a modi-
ﬁed Skarstrom cycle commonly adopted for air separation, where the purge step
is eliminated (i.e. rS = 1) to maximise recovery, while a pressure equalization
step is introduced to gain an optimal regeneration of the bed as well as to save
compression work (Hassan et al. 1987, Ruthven et al. 1993).
• Hassan et al. (1986)]explored the eﬀect of the purge to feed ratio. This is equivalent
to looking at (1−rS)/Fin for our model. Again, we ﬁnd agreement in our results:
as the purge/feed ratio increases, we get a lower recovery and a higher purity.
This is shown clearly in ﬁg. 18.
Hassan et al. (1986) explored the eﬀect of the schedule in a restricted range [75,90]
% and they found no appreciable eﬀect on the performance of the operation. In our
case, however, the use of detailed modelling and advanced computational tools hasMarch 12, 2009 17:35 Engineering Optimization Article
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Figure 17. Pareto set visualised using a parallel co-ordinate representation. Variable domains and objective
function value ranges have been normalised for presentation.
allowed a wider range of S to be explored. We have observed that the longer the
tads for a given tc, the higher the recovery and the lower the purity.
Although we do not observe a monotonic relation between the cycle time and the
objectives, we do note that lower tc values correspond to lower recoveries and higher
purities. To some extent, peaks in tc correspond to valleys in Fin as the two variables
balance out to allow the pressure to satisfy the operating constraint.
8. Conclusions
The problem of designing a PSA process has been addressed. The speciﬁc case study
is the separation of air for N2 production. The model is based on a realistic mass
transfer equation. Despite simpliﬁcations, such as the replacement of the adsorption
column by a series of CSTRs, the resulting model is computationally challenging.March 12, 2009 17:35 Engineering Optimization Article
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This is especially the case when the intended use is within a design framework.
The design problem proposed is the maximisation of both purity and recovery of
N2, in a 4 dimensional design space. The evaluation of the objectives requires the
solution of the dynamic model to cyclic steady state (CSS). A method to achieve an
accelerated convergence to CSS, proposed by (Kumar et al. 1994), has been adopted.
This has allowed us to use the method of successive substitution to identify the
CSS, necessary for the calculation of the evaluation criteria. Analysis of the shape of
the objective function and of the corresponding feasible region has shown that the
objective function is non-smooth and non-convex. Interestingly, the feasible region
itself is non-convex. Together, these properties pose challenges to any optimiser.
Two classes of optimisers can cope with the non-smoothness of the objective func-
tion: evolutionary algorithms and direct search methods (DSMs). Hence, we have
evaluated the performance of a custom multi-objective genetic algorithm (MOGA)
to generate approximations to the Pareto front. A targeted ﬁtness function has been
deﬁned which emphasises not just points close to the current Pareto set but also
those which are close to an inﬁnite extension to that set parallel to the criteria axes.
This ﬁtness function encourages the evolutionary procedure to broaden the extent
of the front. The aim is to help a design engineer identify the trade-oﬀs between the
diﬀerent criteria and thereby choose the appropriate design point or even a region in
the design space for further investigation. A statistical analysis has been carried out
to evaluate the average performance of the MOGA. It has been shown the MOGA
is by far more eﬃcient and reliable than DSMs in approximating the Pareto front
for the problem of interest. The results of the comparison showed that on average
DSMs are not able to detect a good approximation of the Pareto front. Moreover,
the success of DSMs is very sensitive to the starting point of the optimisation, so
that a pre-knowledge of the design problem would be required to obtain a good
approximation o the Pareto set.
The results of the case study show good agreement with experimental results
(Hassan et al. 1986). Furthermore, the analysis of the performance of the MOGA
indicates that it has been successfully applied, generating a Pareto front which has
suﬃcient breadth and diversity to demonstrate this agreement. The comparison with
DSMs has shown the MOGA is more eﬃcient and reliable. However, this study has
been a preliminary investigation into the suitability of multi-objective evolutionaryMarch 12, 2009 17:35 Engineering Optimization Article
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algorithms for the design of PSA processes. The success of this preliminary investi-
gation now motivates us to investigate the use of existing and validated evolutionary
algorithms, such as NSGA-II (Deb et al. 2002).
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