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ABSTRACT 
In this paper, a dc filter design and optimization problem is studied for dc electrical power distribution systems 
onboard more-electric aircraft. Component sizing models are built to serve as the basis of the optimization whose 
objectives are mass and power loss of this filter. A categorization strategy of search and surrogate algorithms are 
proposed and used for the target multi-objective optimization problem (MOOP). A genetic algorithm is utilized as a 
search algorithm to identify potential best solutions based on a set of filter sizing functions (subject to constraints). 
Additionally, two machine learning (ML) algorithms are considered as surrogate algorithms to address the same 
optimization problem. In the ML training process, a constraint violation model is applied since there are various 
constraints in optimization and this kind of classification model is relatively difficult to train. A support vector machine 
is applied for the constraint violation model after which two artificial neural networks are trained as the final surrogate 
model for mapping design variables to filter performance. To address these issues, a novel category of search and 
surrogate algorithms are proposed. Both algorithms are explored to solve the filter MOOP and their optimization 
results are compared at the end. 
Keywords: filter design, optimization, genetic algorithm (GA), search algorithm, surrogate algorithm, artificial neural network 
(ANN), more-electric aircraft (MEA) 
NOMENCLATURE 
x1, x2, … Inputs of algorithms o1, o2, … Outputs of algorithms 
H, 𝐻𝑚𝑎𝑥 Magnetic field strength and its max 
value in inductor core 
l Magnetic enclosed path in inductor 
A Cross-sectional area of toroidal core 𝐼𝐿 , 𝐼𝐿,𝑚𝑎𝑥  RMS and peak value of input 
current of inductor 
𝐽, 𝐽𝑚𝑎𝑥 Current density and max value in 
inductor 
𝑑𝑤 wire diameter of inductor winding 
ℎ𝑖𝑛𝑠 Insulation thickness of inductor wire 𝑁t, 𝑁t,max Number of turns and its max value 
𝐶𝑤𝑖𝑛𝑑𝑜𝑤 Circumference of inner cycle of 
inductor core 
𝐴𝑐,𝑚𝑖𝑛 Min core cross-section area 
𝐵𝑚𝑎𝑥  Max flux density in inductor core μ Magnetic permeability 
𝛾, 𝛾𝑚𝑎𝑥 Magnetic permeability drop and its 
max value 
L1 Inductor in LC filter 
C1 Capacitor in LC filter R1, R2 Internal resistance of inductor and 
capacitor 
𝐴𝐿 Nominal inductance factor of 
inductor core 
𝑃𝐿𝐿 , 𝑃𝐿𝐶  Inductor power loss and capacitor 
power loss 
𝑇𝑟𝑖𝑠𝑒 , 𝑇𝑙𝑖𝑚 Inductor temperature rise and its 
limitation 
𝐴𝑐,𝑠 Inductor core surface area 
ESR Equivalent series resistance of 
capacitor 
𝑡𝑎𝑛 𝛿 Dissipation factor of capacitor 
series 
𝑅𝑡ℎ Thermal resistance of capacitor 𝐼𝐶 , 𝐼𝑚𝑎𝑥
𝑅𝑀𝑆 RMS current of capacitor and its 
limit value 
𝑇𝑎𝑚𝑏  Ambient temperature 𝑣𝑖 , 
 𝑖 = 0,1, … 7 
Possible voltage vectors across ac 
motor 
𝑣𝑛𝑁 Common mode voltage drop 𝑣𝑎𝑁 , 𝑣𝑏𝑁 , 𝑣𝑐𝑁 Voltages across the 3 phases load 
𝑒0 Motor back-EMF 𝑅𝑚 AC resistance 
𝐿𝑚 Motor inductance 𝑖𝑑𝑐, 𝑖𝑜 DC and AC current 
L0, R0 DC microgrid impedance ipol,i, ipol,i Initial and final currents flowing 
into VSC during a time step 
𝑣𝐶  DC capacitor voltage λdc Weighting factor of DC voltage 
control term 
𝑣𝑠, 𝑣𝑑𝑐  DC source voltage and dc-link 
voltage 
𝑔𝑡 , 𝑔𝑐𝑜𝑛 , 𝑔𝐶 , 𝐺𝑙𝑖𝑚 Control terms in cost function of 
FCS-MPC 
Iref, fref 
AC current  reference 𝑀, 𝑀𝑚𝑎𝑥 Mass of LC filter and its max value 
𝑃𝐿, 𝑃𝐿𝑚𝑎𝑥 Power loss of LC filter and its max 
value 





With the ongoing continuous development of the more-electric aircraft (MEA) [1-7] concept, replacing the ac 
electrical power systems (EPS) with a dc distribution systems has become a new research direction and development 
tendency [1, 2, 8, 9]. Compared with ac systems, dc systems are much simpler to control and they have no reactive 
power thus don’t need compensation devices. This will save cable weight and improve efficiency of electrical energy 
use in MEA [1, 2, 6]. In a dc EPS, the power quality on the dc bus is of great concern as there could be distortions due 
to the operation of power electronic connections. In order to provide a good quality power supply to a power-converter-
fed Electro-Mechanical Actuator (EMA) [1, 3, 4, 7], this paper studies an LC filter design for a point of load (POL) 
actuator. To achieve the design and optimization of this LC filter, two kinds of algorithms are used and compared. 
 
Fig. 1. Potential dc EPS topology for MEA.
The conventional power distribution in aircraft utilizes a single-generator-per-bus paradigm integrated with 
switching components [1, 2]. In [2], a ‘single-bus’ concept was proposed for an on-board dc micro-grid (MG) where 
all sources and loads are connected to a single distribution dc bus (Fig. 1). The motivation for adding a filter feeding 
POL actuator is from the potential voltage destabilization on the dc bus. In the MEA concept, the main generator is 
directly coupled to the jet engine thus the frequency of generator output power bus is proportional to engine speed [7]. 
In a generalized dc EPS, the power supply could have many frequency components in different flight phases (for 
example take-off, cruise, descent, landing and taxiing) due to the variations in engine speed. Besides, the dc bus may 
have a large ripple due to the actively power control devices connected to control the bus voltage. This underlies the 
interest of applying a filter to the potential aircraft EMAs. 
Filter design methods commonly incorporate sizing models for inductor and capacitor where physical parameters 
(for example weight, size etc.), inner resistance and thermal performance are considered [10-13]. An optimization 
approach for the passive components for rectifiers is presented in [10], but it only considers a one boost inductor 
topology [11] using commercial cores. In [13] an LCL harmonic filter is designed based on a generic optimization 
approach to minimize losses, but the damping branch design is not clearly described. A comprehensive non-iterative 
analytical LCL filter design method is presented in [12] where the converter current ripple was analyzed to determine 
the limit of boost inductance. Different from these papers, the inductor is used in a dc line thus the core loss [14] of 
inductor is not considered here. Furthermore, toroidal powder cores are selected for the inductor design thus no air 
gap is considered in inductor. The capacitor is designed using a similar method in which dissipation factors enable 
capacitor loss estimation [10, 13]. The LC values for the filter are determined conventionally using current ripples or 
required harmonic attenuation [10-13, 15]; whilst this study applies a reverse thought and directly treats LC as design 
variables (DVs). In this paper the current ripple is carefully considered in the constraints of optimization and desired 
passive values and can be obtained directly from the operation of search algorithm. Lastly, the internal filter resistance 
and its damping effect [15] are considered in the automated integrated sizing process. 
Another new contribution included in this paper is the integrated application of two kinds of algorithms, the 
search algorithm [16, 17] and the surrogate algorithm [18-21], for LC filter optimization. The category strategy of the 
two algorithms is proposed and their relationships are discussed. Then, the target LC filter optimization problem 
(MOOP) is studied based on an established EMA system [4] using a search algorithm, genetic algorithm (GA) [16, 
17, 22], which is similar to the algorithm used in [3]. Furthermore, machine learning (ML) algorithms are explored as 
the surrogate algorithms for the same MOOP and there are two data-driven modes: classification [20, 21] and fitting 
[18, 19, 23, 24]. This paper uses both modes to demonstrate the surrogate algorithm and proposes a ML structure for 
the target MOOP which can be generally used in any discipline. This structure is divided into two parts: constraint 
violation model (using a classification mode) and performance mapping model (using a fitting mode). After building 
these two surrogate models, the filter optimization results from search and surrogate algorithms are compared. The 
motivation is mainly due to the surrogate algorithms representing some advantages over search algorithms. Once 
trained a filter surrogate model, it can be used directly in any future study of this MOOP instead of running the detailed 
EPS system model with search algorithm over and over again, which can be very time-consuming. 
This paper is organised as follows: In Section II, the category of the studied algorithms is proposed, which serves 
as the basis of this paper; Sections III & IV discuss filter sizing models and the control strategy for a converter fed 
EMA; After that, the procedure of GA (search algorithm) for the optimal filter design is introduced in Section V. In 
Section VI, two ML algorithms (surrogate algorithm) are developed and used for the same MOOP design. 
Optimization results from different optimization methods (GA, ML algorithms) are compared in Section VI.   
II. SEARCH ALGORITHM AND SURROGATE ALGORITHM (2SA) 
In this section, we give a novel category strategy for different commonly used algorithms including GA, particle 
swarm [25], tabu search [16, 26]  and artificial neural network (ANN) [18, 19, 23, 24], Bayesian network [27], support 
vector machine (SVM) [20] etc. Based on this strategy, the relations (x-to-o) between inputs (x1, x2, …) and outputs 
(o1, o2, …) in algorithm categories can be simply described and compared. As shown in Fig. 2, there are two categories: 
search algorithm and surrogate algorithm, abbreviated as “2SA”. Both are describing the relations of x-to-o but their 
logic directions (green arrows in Fig. 2) are inverse: for search algorithm the direction is from outputs to inputs which 
is “outside” of a studied system; in contrast, the logic direction of surrogate is “inside” the system because data in the 
algorithm operation is always flowing from inputs to outputs (x-to-o). However, the former logic direction is not a 
data-flow direction but a “command”, it means data in (o1, o2, …) can change (x1, x2, …) in certain ways which are 
specific in different search algorithms (e.g. selection, cross over, mutation in GA). Though, in surrogate algorithms, 
there is a “command” that (o1, o2, …) can change the training parameters in surrogate algorithms (e.g. weights, bias 
in ANN), (x1, x2, …) in surrogate algorithm is usually not changed by (o1, o2, …).  
 
(a) Search algorithm 
 
(b) Surrogate algorithm 
Fig. 2. The proposed “2SA” categorization (giving GA and ANN as the examples) 
A. Search Algorithm 
The search algorithm treats a studied system as a black box (no matter linear or non-linear). The search algorithm 
is to calculate the fitness of each design based on (o1, o2, …) (current generation) and then determine new (x1, x2, …) 
in next generation according to specific algorithm theories. As will be discussed in Section V.A, GA searching process 
relies on bio-inspired operators such as selection, crossover and mutation [17]. Other algorithms or variants such as 
particle swarm [25], tabu search [16, 26], NSGA II [28] and NSGA III [29, 30] also fit this characteristic thus can be 
categorized as search algorithms.   
B. Surrogate Algorithm  
The other category in 2SA, surrogate algorithm, is to build a math mapping model based on a set of samples. 
The mapping model can make predictions effectively without running the original system(s) being explicitly 
programmed. In training, internal algorithm paramters are continually updated by using the errors between samples 
(raw data) and current predictions [18, 19]. Therefore, a mapping/surrogate model is established by a supervised 
learning until when it can be used to replace the original system(s) to perform a task. That is the reason why it has 
been named “surrogate”, i.e. to reflect the replacement function. 
Fig. 2(b) is a schematic of a forward ANN (weights and biases are omitted for simplicity). The number of neurons 
in (x1, x2, …) and (o1, o2, …) layers are determined by the samples. The neuron number in hidden layers can be set an 
ANN algorithm developer. Therefore, neuron number selection for different ANN structures is flexiable and this has 
been a persistent and hot topic in multi-discipline studies [31-33]. Bayesian network, SVM and other ML methods 
can also be trained and used in similar ways thus they should be categoried as surrogate algorithms. Besides, as 
discussed, the surrogate models can be further divided into two modes as surrogate fitting and surrogate calssification 
whose output types are different. A case of two modes will be given in Section VI. 
It is important to note that the surrogate algorithms described here are offline algorithms which do not consider 
system uncertainty, variations in different time steps or noise models in training. Some online ML algorithms which 
store past experience and compute optimal policies that maximize the long-term reward are out of the scope (for 
example Deep Deterministic Policy Gradient [34]).  
C. Comparison between search algorithm and surrogate algorithm 
Differences and connections of 2SA are concluded in Table 1. Search algorithm is to do the optimization while 
surrogate algorithm is used to train a data-based ‘agent’ mapping x-to-o relations but cannot do optimization itself. 
But, surrogate algorithm can be trained as an agent to effectively serve optimization [18, 19, 35]. Besides, the operation 
of search algorithm is a data changing process (both inputs and outputs) but for a surrogate model, these data usually 
stay unchanged in training. Last but not the least, in order to optimize the system using surrogate algorithms, an 
exhaustive method can be applied based on the trained surrogate which gives predictions quickly [19].  
Based on the developed concepts, this paper will use GA tool and then establish a generic surrogate structure to 
optimize the LC filter for EMA. However, before we discuss the operation of 2SA models, we may have to introduce 
LC filter sizing models and its control strategy in the following two sections.  
Table 1. Differences and connections between search algorithm and surrogate algorithm 
 Search algorithm Surrogate algorithm 
Purpose Used for the optimization in a certain 
design space 
Used to train a data-based ‘agent’ 
which maps specific relations but 
cannot do optimization by itself 
Operation mechanism Calculate the ‘fitness’ of outputs and 
determine new inputs according to the 
algorithm theory 
Based on raw data, build a 
mathematical ‘agent’ model by 
updating algorithm parameters 
Data in operation Both input and output data are 
changing during optimization process 
Raw or sample data usually stays 
unchanged and the model is trained 
offline 
Model building Can use the trained ‘agent’ to help find 
the search boundaries for search 
algorithm operation 
Can use search algorithm to find the 
optimum parameters for a desired 
surrogate model 
Interactive functions Can utilize the trained ‘agent’ model 
to generate outputs for the 
corresponding inputs to serve the 
optimization 
After training, search algorithms can 
help do the following optimization 
works in a certain design space 
III. FILTER SIZING MODELS 
The LC values of filter are calculated using current ripple/THD limits or required harmonic attenuation in [10, 
13, 15]. However, these equations can only give extreme values of LC which do not guarantee the minimum mass and 
loss of whole filter system. To solve this issue, commercial data based filter optimization can be used [10, 13]. This 
paper presents an automated and integrated optimal filter design method with the embedded circuit simulation where 
all the required ripple/THD are carefully considered as the optimization constraints. This section will present the sizing 
models with input L and C to serve the optimization. The sizing models provide a method to independently estimate 
the size of a inductor and a capacitor within an LC filter. However, the developed model can be applied to any types 
of filters. Both sizing process of inductors and capacitors consider power loss and mass as the performance indices. 
In this section, the sizing function of inductors and capacitors will be introduced seperately. 
A. Inductor sizing function 
To develop sizing functions for inductors, inductor architectures should be first confirmed. Popular inductor 
shape and architectures are mainly of two types: discrete-gap cores with laminated ferrite/iron-based alloys, or 
distributed-gap cores with powdered iron-based alloys. Distributed-gap cores offer the advantage of having soft 
magnetic saturation characteristics, allowing a gradual drop in inductance as DC-bias current is increased. As a result, 
distributed-gap cores can be designed to be smaller in size for the same inductance thus, they are more suitable for 
aerospace applications. Toroidal powder cores made by magnetic material MPP60 from Magnetics Inc [36] are utilized 
in this study. This sizing model essentially utilizes the Maxwell-Ampere’s law (1) to calculate conductor cross-
sectional area with current RMS value [11-13, 36]: 
 
A
H dl J dA i t                                                                   (1) 
where H (𝐴/𝑚) denotes the magnetic field strength along an enclosed path with length l (𝑚), J (𝐴/𝑚2) represents the 
current density of current i (𝐴) flowing through a cross-sectional area of A (𝑚2). As shown in Fig. 3, at the beginning 
of the sizing inductors procedure, discrete core sizes and data from Magnetics Inc. are imported to a selection pool. 
And several constraints, e.g. minimum cross-section area 𝐴𝑐,𝑚𝑖𝑛, maximum number of turns 𝑁𝑡,𝑚𝑎𝑥, permeability drop 
𝛾𝑚𝑎𝑥 and temperature rise 𝑇𝑙𝑖𝑚,  must be checked one by one before generating feasible cores for the desired L1. After 
that, the smallest core is chosen from the remaining feasible cores, inductor mass and loss can hence be given to the 
GA operator for optimization. 
The RMS current 𝐼𝐿  and peak current 𝐼𝐿,𝑚𝑎𝑥  flowing through the inductor should be given by simulation. The 






                                                                     (2) 
where 𝐽𝑚𝑎𝑥 is the maximum RMS current density  [10] and ℎ𝑖𝑛𝑠 is the insulation thickness. With this coil diameter, 
the maximum number of turns 𝑁t,max can be calculated for a core using core’s internal diameter and minimum space 
between conductors, which are limited at the circumference (𝐶𝑤𝑖𝑛𝑑𝑜𝑤) of the inner cycle of each core. Then, the 











                                                         (3) 
where 𝑁t,max is the magnetic permeability μ (with its drop 𝛾), 𝐻𝑚𝑎𝑥 is the predefined max field strength, as [11, 36]. 







 .                                                                           (4) 
 
Fig. 3. Inductor Sizing Function 
In addition, for magnetic constraints, as magnetic force H within the toroidal core increases, permeability μ drops 
due to saturation of the material. This relationship between permeability drop 𝛾 and H is specific to the core material, 
and it can be found from the material data-sheet. After the resulting H in the core is obtained from 𝑁𝑡 ∗ 𝐼𝐿,𝑚𝑎𝑥/𝑙, 𝛾 of 
the potential inductor design can be interpolated from the material’s 𝛾(𝐻) relationship, it should be smaller than 𝛾𝑚𝑎𝑥 
(0.8 at this work). 𝑅1 is then obtained by 𝑁𝑡, 𝑑𝑤, copper conductivity and turn length. Regarding the core temperature 










   
 
                                                                     (5) 
where 𝑃𝐿𝐿  is the total inductor power loss (equals 𝐼𝐿
2𝑅1), 𝐴𝑐,𝑠 is the core surface area. 
B. Capacitor sizing function 
For DC-link capacitor applications, the two most popular capacitor types are aluminum electrolytic capacitor and 
polypropylene film capacitor. Although electrolytic capacitors have higher energy storage capacities, film capacitors 
are known to have better temperature characteristics and current ripples tolerance, due to their lower dielectric loss 
tangents. Therefore, the capacitors here are selected from DC film capacitors series, more specifically the EPCOS 








1.2 10 , 450 F
tan 1.5 10 , 450 F 800 F












   
  
                                                     (6) 
which enables the Equivalent Series Resistance (ESR) calculation of capacitor and further estimates power loss. 
Fig. 4(a) shows the loss estimation with two constraints of current and temperature. First, the RMS current 𝐼𝐶  of 
capacitor should be smaller than the current limitation 𝐼𝑚𝑎𝑥
𝑅𝑀𝑆 given by manufacture. Then, capacitor loss 𝑃𝐿𝐶  can be 
computed using ESR and 𝐼𝐶 . In addition, the thermal model in it consists of only one thermal resistance (𝑅𝑡ℎ, from 
manufactur) [13, 37] and the ambient temperature 𝑇𝑎𝑚𝑏  is assumed to be constant at 20 C . Temperature rise is 
simply computed by max capacitor current 𝐼𝐶,𝑚𝑎𝑥 , ESR and 𝑅𝑡ℎ. If the temperature rise is smaller than 55 C , the 
capacitor sizing succeeds, its mass and loss can be finally output. 
Using a linearly fitting technique in Matlab, the relationship between the capacitance and mass from the 
component category book [37] can be obtained. Thus, the capacitance density can be approximated to derive the 
capacitors’ mass in the integrated filter sizing. The fitting lines for three capacitor sets (rated voltage 700V, 900V and 
1100V) in B2562* series are depicted in Fig. 4(b) with the commercial data. The fitting technique gives good linear 
relationships with fitting R2 results of 0.984, 0.989 and 0.993 respectively. 
 
(a) Power loss estimation (b) Mass linear fitting for B2562* capacitors 
Fig. 4. Capacitor sizing function 
C. Integrated Sizing for Filter Optimization 
As discussed in two sizing functions above, currents of inductors and capacitors should be obtained before giving 
their inner resistance and judgement for constraints. But the issue is that the current can only be generated by 
simulating the system with resistance beforehand input. To solve this problem, an integrated filter design approach is 
proposed to find the inner resistance with variable values of the passive components given by GA operator, as shown 
in Fig. 5. 𝑅1 and 𝑅2 are both assumed as 1 mΩ initially; with these the system can be simulated for each set of DVs. 
Then, the current signal is processed and given to the capacitor model for the ESR calculation. After that, a simulation 
iteration is exercised to design the inductor and deduce its inner resistance where the error for iterative resistance is 
set as 5% (ESR stays unchanged). Finally, capacitor model is utilized again for the constraint violation checking using 
data from the last simulation of the iteration, and this is followed by the output of the objective values (total mass and 
power loss of the desired filter). 
 
Fig. 5. Integrated sizing for filter optimization using independent inductor and capacitor sizing models. 
IV. CONTROL STRATEGY IN LC FILITERED AIRCRAFT ACTUATION SYSTEM 
The circuit diagram of an aircraft actuation system is shown in Fig. 6 where a two-level voltage source converter 
(VSC) feeding a three-phase motor is supplied from dc bus through passive filter. On the left, an ideal voltage source 
𝑣𝑠 and a inductor 𝐿0 with the internal resistance 𝑅0 are set as a grid supply feeding the studied LC filterred actuator. 
We apply the finite control set model predictive control (FCS-MPC) [18, 38, 39] to regulate both ac motor current and 
dc-link voltage in the studied EMA. FCS-MPC is a significant gain over linear control methods where control 
parameters need to be carefully tuned to ensure stability [40]. The switching of FCS-MPC is not restricted to a 
predetermined switching pattern of Pulse-Width Modulation (PWM) and it allows much better transient response 
compare to linear control methods [38]. 
As the control strategy applied to VSC determines the stabilization performance on both ac and dc sides, and at 
the same time the weighting factor (WF) of FCS-MPC control terms should be well selected, the following subsections 


























Fig. 6. EMA case study: Two-level VSC fed from a dc grid via LC filter and supplying an ac motor 
A. FCS-MPC operation principle 
In the studied actuator system, FCS-MPC is utilized to regulate both the dc-link voltage 𝑣𝐶  and the ac motor 
current 𝑖0. Regarding the derivation of FCS-MPC, a stationary α-β reference frame is applied for VSC modelling. 
Thus, all the three-phase variables xa, xb and xc, are transformed into a corresponding α-β frame by applying an 
amplitude-invariant Clarke transformation [38, 39, 41]. 
In two-level converter switching functions, Sa, Sb, Sc are the gating signals (0-1). There are totally 8 voltage 
vectors with 6 active vectors and 2 zero vectors. A common mode voltage drop that results in reduction of voltage 







 .                                                                    (7) 
The voltages across the ac motor can thus be given as 
an aN nN a C nNv v v S v v     , bn bN nN b C nNv v v S v v      
and 
cn cN nN c C nNv v v S v v     . With van, vbn and vcn, the 8 possible voltage combinations of the inductor voltage 
on load side can be given by using the Clarke transformation. These voltage vectors, represented as 
i i iv v jv   , 
can be found in Table 2. Different from the operation of FCS-MPC in [18, 38], this study deals with an ac motor rather 
than linear loads thus FCS-MPC regulates the ac current instead of the ac capacitor voltage. The 8 possible voltage 
vectors can be applied to ac resistance 𝑅𝑚 (with a long cable), motor inductance 𝐿𝑚 and back-EMF 𝑒0. The equations 
that describe the dynamics of the motor current based on the voltage vector 𝑣𝑖 are given as follows: 
0
0 0m i m
di
L v R i e
dt
   .                                                                    (8) 
Fig. 7. Complete implementation of stabilization approach. 
Apart from relations that describe the motor side, dynamics on the dc side, as shown in the Fig. 7, should also be 
considered. The inductance L0 in series with the resistance R0 represents the internal dc-network impedance, and the 
LC filter accounts for inner resistances R1, R2 for the inductance L1 and the capacitance C1 respectively. Only a 
differential equation describing vC is used for control modeling of the dc capacitor dynamics where the current idc, 







  .                                                                       (9) 
where ipol is the current flowing into the VSC. It can be synthesized from the load currents and the gating signals, as: 
𝑖𝑝𝑜𝑙 = 𝑆𝑎𝑖𝑜𝑎 + 𝑆𝑏𝑖𝑜𝑏 + 𝑆𝑐𝑖𝑜𝑐.                                                            (10) 
The equations above define the continuous state-space model of a two-level three-phase VSC with dynamics on 
both ac and dc sides. The zero-order hold (ZOH) discretization method is used for the predictive control model which 
can ensure the consistency of discrete time and continuous time at the sampling instants. 
The simulation system was built in Matlab/Simulink where a predictive controller makes contribution to giving 































the prediction of ac current i0 and capacitor voltage vC should be done in a sampling period. The back-EMF estimation 
(at k instant) is using the transformation of (8) while this equation also predicts the k+1 current using all 8 voltage 
vectors vi to give candidate value for CF. Then, the capacitor voltage can be estimated by the state of change (SOC) 




( 1) ( ) ( ) ( )
2
pol i pol f s
C C dc
i i T
v k v k i R
C

                                                       (11) 
where ipol,i and ipol,f are the initial and final currents flowing into the VSC during the following time step, respectively. 
The same with k+1 current, vC at k+1 instant should be estimated under all potential vi for CF of which the following 
subsection will give details. 
Table 2 Voltage vectors used in 2-level converter  
[S𝑎 , S𝑏 , S𝑐] Voltage vector  [𝑥𝑎 , 𝑥𝑏 , 𝑥𝑐] 
[0, 0, 0] 𝑣0 = 0 (0, 0, 0) 𝑣𝐶  




























































































[1, 1, 1] 𝑣7 = 0 (0, 0, 0) 𝑣𝐶  
a. Stabilization via Cost Function 
As shown in Fig. 7, the FCS-MPC algorithm is ended with the minimization of CF which determines the vi to be 
applied at the next instant. The CF consists of the errors between the predicted voltage/current values and their 














.                                                                   (12) 
The control term for ac current regulation is given in a conventional way, as: 
iv
* 2 * 2( ) ( )con o o o og i i i i       .                                                         (13) 
Lastly, both two control terms are integrated into a total cost function: 
limt con dc Cg g g G                                                                (14) 
where  
* 2( )C C Cg v v  .                                                                  (15) 
Here, λdc is the weighting factor of dc voltage control term. As this work focuses on the control preference 
between vC and i0, other control terms (e.g. derivative of the voltage reference, switching penalization) are not 
considered here thus there is only one WF in gt. In constrast to [18] and [38], λdc in this study is set as a design variable 
in the optimization. It is supervised by GA objectives but more importantly the feasible design point must provide 
good control performance. Only the potential design, that meets various performance constraints in GA optimization, 
can be used to give feasible filter design. 
An attractive feature of FCS-MPC is that no modulation stage is needed, but it will cause a variant switching 
frequency which may effect the steady-state performance [42]. This paper only utilizes the conventional FCS-MPC 
with the dc stabilization term in (14) for the sake of simplicity, but it is stable enough according to the Nyquist stability 
criterion [38]. Improved FCS-MPC approaches with PWM can be found in [41, 42]. The following two sections will 
introduce the application of 2SA into the LC filter optimization. 
V. GA OPTIMIZATION – SEARCH ALGORITHM 
Fig. 8 briefly depicts the MOOP of filter in the aircraft actuator with three DVs (L1, C1 and λdc; their ranges are 
in Table 3) and two objectives (filter Mass M and Power Loss PL). In addition, multi-objective GA is utilized as the 
search algorithm to find the best solution of this MOOP based on the filter sizing models. The following two 
subsections will first give the GA optimization process and then discuss the optimization results. 
 
Fig. 8. MOOP of LC filter in aircraft actuation system. 
Table 3. Optimization variables 
Inductance L1 [1, 100] µH 
Capacitance C1 [1, 2000] µF  
Weighting factor λdc [0.1, 10] 
A. GA Optimization Process 
As shown in Fig. 9, to start the LC filter design optimization process, the first generation of chromosomes needs 
be randomly created after setting the GA operator parameters including selection, crossover and mutation fractions. 
In the commercial GA Matlab tool, users can set different values to these parameters but here default values of these 
parameters are used for the sake of convenience. Besides, Pareto fraction [17, 22] should also be confirmed for the 
multi-objective optimization. Noting that the GA tool utilized here is a controlled, elitist genetic algorithm (a variant 
of NSGA-II [28]). NSGA-III [29] is a more recent variation of the GA; however all of them are focusing on multi-
objective optimization problems and using bio-inspired operators to produce the next population thus should be the 
search algotithms in 2SA. NSGA-II applies a fast non-dominating ranking method and an extra niching operator to 
deal with multiobjective problems [28]; NSGA-III uses the same framework with NSGA-II but works with a set of 
supplied or predefined reference points [29, 30]. 
Fitness of individuals (parents and children) here consist of the values of two objectives whose weights are set 
equally for GA operation. Fig. 9 summarizes the overall optimization procedure. The upper rectangle part of Fig. 9 
shows the running function of “gamultiobj” in Matlab [43]; the below rectangle depicts the main function of this study 
which is case-specfic with the target MOOP. In the running function, a new generation of chromosomes (children) 
which maps the variables can be created by the three operators after ranking the fitness of the current generation 
(parents). If the iteration times does not exceed the pre-set maximum generation number, individuals (only know 
values of three variables) of children should go to the main function to get their objective values until reaching the 
maximum generation number. In the main function, objectives and their fitness of the new generation (children) should 
be obtained by the integrated filter sizing model (Fig. 5) for the next selection of chromosome population (children of 
children). However, every individual should be checked by all constraints including sizing constraints (Fig. 5) and 
circuit constraints (Table 4). If constraints violate a design, their objectives will be assigned the infinite values and 
this design will stay at the bottom of the fitness ranking in the new generation. If not, filter mass and power loss of 
this design can be given as its two objectives. 
B. Constraints and Parameters in GA optimization 
As shown in Fig. 9, for each filter design candidate the resulting signals must be compared with the various 
constraints before being a feasible design. All the circuit constraints are summarized in Table 4. Regarding the 𝑣𝑑𝑐  
transient and distortion spectrum constraints, upper or lower limits are provided by [44] and the simulation signals 
can be analytically processed and compared with them in the optimization process. The DC distortion factor is the 
ratio of the DC distortion to the DC steady state voltage and its maximum value is set as 0.015 for 270 Volt DC system. 
The other constraint in [44] for 𝑣𝑑𝑐  is the maximum voltage ripple, 6 Volt. Besides, maximum tracking error and THD 
settings are given by trial-and-error which should be specific for the target MOOP. In order to embed THD calculation 
into the automated GA optimization, this study utilizes Matlab codes to implement the Discrete Fourier Transformation 
(DFT)  [45]. The circuit parameters are also given in Table 4, including the DC voltage, impedance and AC 
load parameters. The sampling time is set as 25 μs, peak values of 𝑒0 and 𝑖𝑜 are 100 V and 10 A, the AC frequency 
is set as 50 Hz [39]. 
Table 4. Constraints and parameters in filter design and optimization 
Circuit Constraints   Circuit Parameters  
Voltage transient Fig. 16 in [44] Supply voltage 270 V 
Distortion spectrum Fig. 18 in [44] MG impedance L0: 1 μH, R0: 1 mΩ 
Max. distortion factor 0.015 ac load Lm: 2.5 mH, Rm: 10 Ω  
Max. voltage ripple 6 V Peak back-EMF 100 V 
Max. tracking error of 𝑖𝑜 0.35 A Sampling time Ts: 25 μs 
Max. THD of 𝑖𝑜 6% Current  reference Iref: 10 A, fref : 50 Hz  
Sizing Parameters  GA Parameters  
ℎ𝑖𝑛𝑠 5 × 10
−5 𝑚 Crossover fraction 0.8 
𝐽𝑚𝑎𝑥 8 × 10
6 𝐴/𝑚2 Elite count 0.05×300 
𝛾𝑚𝑎𝑥 0.8 Mutation rate 0.01 
𝜇 240𝜋 × 10−7 𝐻/𝑚 Pareto fraction 0.5 
𝐻𝑚𝑎𝑥 3.75 × 10
4 𝐴𝑡/𝑚 Population size 300 
𝐿1 wire conductivity 5.7 × 10
7 𝑆 Max. generation No. 100 
𝐶1 linear ratio for M 1.02 𝑔/𝜇𝐹   
 
Fig. 9. Optimization process based on multi-objective GA. 
The sizing and GA parameters (unchanged during the optimization) are summarized in Table 4. As the LC filter 
sizing is based on the commerical data from manufactures, 𝐴𝐿 , 𝑙𝑒 , 𝐴𝑐,𝑚𝑖𝑛 , 𝐴𝑐,𝑠 etc., which are specific to different 
inductor cores, are all recorded from [36]; besides, capacitor mass, volumn, 𝐼𝐶,𝑚𝑎𝑥 and 𝑅𝑡ℎ are from [37]. The options 
in GA optimization are using default settings in [43] except for Pareto fraction, population size and the Max. generation 
Number in Table 4. Furthermore, the linear equality/inequality constraints as well as nonlinear constraint function are 
not edited in the running function of “gamultiobj” because, as shown in Fig. 9, all constraint violations are processed 
by setting infinite values to GA objectives, i.e. hard constraints for both sizing constraints (Fig. 5) and circuit 
constraints given in Table 4. 
C. GA Optimization Results 
This section reports the optimization results obtained from running the multi-objective GA with a population size 
of 300 and number of generations of 100, where 21734 designs are voilated by constraints and 8566 designs are 
feasible. Pareto-optimal solutions of filter designs are generated after which the design distribution of L1 and C1 during 
the optimization process is shown with an integrated index of two objectives. Then, the design distribution of failure 
sizing points is extracted to show the distribution regularities and the violation situations of different constraints. 
Finally, the study on weighting factor (λdc) is exercised to demonstrate the trade-off function of this factor. 
1) Optimal results of design points 
The optimal design results using GA are represented in Fig. 10. Fig. 10(a) shows the distributions of feasible 
design points which is marked by multi-colored circles. The color corresponds to the value of the integrated index (r) 
of two objectives which is utilized to select one particular point for each Pareto front. In contrast to the analytic 
hierarchy process (AHP) employed in [3], the criterion for this decision-making solution is the minimal distance from 
ideal objectives [4]: 
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,                                                             (17) 
Mi: Mass of the i th solution; 
Mmax: Maximal mass; 
Pi: Power losses of the i th solution; 
Pmax: Maximal power losses. 
As can be seen from the colors distribution, there is a decreased trend of r value as the inductance and capacitance 
reduce. The design points in Pareto front are also shown in the figure. However, they are not all good solutions 
according to the r-value criterion. The best design point chosen by (16), (17) is represented in Table 5 together with 
the inner resistance and the final r value. 
Table 5. Best Design Point in GA Optimization 
Inductor Inductance L1 21.1 μH 
Inductor resistance R1 13.86 mΩ 
Capacitor capacitance C1 306 μF 
Capacitor resistance R2 12.48 mΩ 
Weighting factor λdc 3.3586 
Power loss PL 0.9431 W (max. 4.388 W) 
Mass M 0.52753 kg (max. 2.891 kg) 
r value 0.3168 
Fig. 10(b) represents the two objectives of useful design points where the Pareto-optimal design configuration is 
generated. For the motor optimization problems [4], equality constraints are added for the solution distribution of 
Pareto front to ensure that there is no vacancy between the solutions in two different system levels. Conversely, in this 
paper, the final Pareto solution is not processed by equality constraints; therefore, there are data gaps among the 
Pareto-front points and one can see that these solutions use different cores (No. 16 and No. 17 in [36]) for inductor 
sizing which also contributes to their big weight differences. Another reason of data gap in the Pareto front is from the 
various GA constraints (see Section V.B) which limit a lot of potential design points from the Pareto front. 
2) Design points filtered out by constraints 
The failure design points within the optimization process are displayed in Fig. 11 (a) with their failure reasons. 
No design point is filtered out by the dc voltage constraint. Most of design points are violated by the THD limitation 
of ac current. It is interesting to note that there is a lower capacitance bound for these points. Besides, many points are 
deleted from the selection pool since they violate both constraints of ac current while only few points are eliminated 
due to excessive current errors. Furthermore, the max-number of inductor iteration (N) is set as 10 and the inductance 
of failure points filtered out by this reason mostly stays around 1.83e-5 H. Lastly, there are only two design points 
failing with the limit of capacitor temperature rise. 
 
(a) Design distribution of L1 and C1 
 
(b) Useful design points and the Pareto front 
Fig. 10. Optimal design results based on multi-objective GA. 
It is noted that the constraint check order can affect the distribution of these failure design points because the 
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violation reminders are returned by the first constraint check. Namely, once a constraint is violated, the following 
constraints will not be checked. The check order used in this study is: ac current constraint, integrated sizing function 
and dc voltage constraints. 
 
(a) Failure design points 
 
(b) Sensibility analysis of weighting factor λdc  
Fig. 11. Failure designs in optimization and sensibility analysis of λdc. 
3) Study on weighting factor 
As discussed in Section V, two current constraints are extremely sensitive to the optimization results and this 
phenomenon can be easily seen from Fig. 11(a) where the vast majority (more than 99%) of failure design points are 
filtered out by these two limits. This section investigates the sensibility of these limits with regard to λdc based on the 
best design point, as shown in Fig. 11(b). 
Using the inductance and capacitance of the best design point, give λdc sample values in the interval [0, 10] 
followed by running simulation to record the average current error with the reference (blue line) and the THD value 
(red line) of ac current. The current difference is always under the upper limit (0.35 A) if λdc is smaller than 4. However, 
THD is more sensitive because only two of these 30 sample points can meet the THD constraint – no larger than 6%. 
One interesting thing comes from the comparison of the best design point and the two sample points around it. 
Regarding both current difference and THD, the best point is smaller than any of these sample points; more importantly, 
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the two sample points are not able to satisfy the THD limitation while the THD value of the best design point (5.994%) 
was just a little smaller than the limit, which demonstrates a very good searching ability of GA operators.
VI. ML TRAINING AND OPTIMIZATION – SURROGATE ALGORITHM 
After the GA optimization, this study utilizes two ML methods to explore an alternative for the same MOOP. 
Firstly, a generic ML structure is proposed which should be available for all optimization problems (no matter what 
optimization algorithm it is using); Then, SVM is employed to address constraints the surrogate model; Finally, ANN 
is applied for the mapping surrogate from 3 design variables to 2 objectives. 
A. ML Optimization Structure 
 
Fig. 12. Structure of the ML based optimization  
As shown in Fig. 12, a generic ML optimization structure is proposed with two different ML models for the 
studied filter MOOP. The first model is for constraint violation, namely it is used for finding which data in design 
variable space should be feasible design according to the aforementioned various constraints; After that, feasible 
designs are regarded as the input of the second ML model to bridge the gap between design variables and objectives. 
ANN is suggested for this mapping function. 
Both of two models are obtained from superivised learning which means input-output data are required for their 
training. In this paper, 30300 sample data set (all sampling designs in GA optimization) is given for training the 
constraint violation model while only 8566 feasible designs are used to train the ANN model. 
B. Support Vector Machine for Constraint Violation 
SVM is a discriminative classifier formally defined by training a separating hyperplane [20] with the maximum 
distance from the nearest training data. Given labeled training data (the output is 1 for one feature and 0 for the other 
feature), the algorithm outputs an optimal hyperplane which can categorize new samples. In a 3D space, this 
hyperplane is a plane separating the space in two parts for feature classification (see the SVM block in Fig. 12). 
In this study, raw data for SVM is labeled with 0-1; feasible designs have 1 as the output and failure designs have 
0. After that, the input should be processed by normalization in order to get better training performance. Then, the 
supervised learning is implemented by ‘fitcsvm’ function [46] in Matlab where ‘KernelFunction’ is set as ‘rbf’ (radial 
basis function). In addition, ‘KernelScale’ is set as ‘auto’, ‘Standardize’ is ‘ture’ and ‘outlierFraction’ is zero [20, 46]. 
It takes 102.95 secs to train this SVM model in Matlab on a standard computer and around 8 mins to do the further 
cross-validation [33] and validation loss calculation. The training performance is quantified by the class loss which 
can be obtained using cross-validation [33]. In this study, the class loss result is 7.53%. The authors also tried different 
ML algorithms for this constraint violation model but no better results obtained. For example, ANN Fitting was first 
utilized for this classification training with the outputs processed to 0-1; However, the accuracy of ANNs with various 
structures is always below 89%. We also trained this classification problem using ANN Patter Recognition (PR) but 
the accuracy results cannot exceed 88%. Therefore, the trained SVM model is utilized as the final constraint violation 
model for the studied ML optimization problem.    
C. Artificial Neural Network for Performance Mapping 
1) Mapping two objectives 
After training the SVM surrogate model, two different ANNs are constructed by using 4-layer networks to do 
the mapping, marked as ANN1 and ANN2. ANN1 maps two objectives (mass and power loss) to the three design 
variables. In particular, this network represents the following relation: 
𝑦 = 𝐹(𝑥) ⇔ (𝑀, 𝑃𝐿) = 𝐹1(𝐿1, 𝐶1, 𝜆𝑑𝑐).                                               (18) 
An integrated mapping surrogate network is built instead of deploying two independent ANNs for two objectives. 
As shown in Fig. 13(a), ANN1 has two hidden layers whose neurons are marked in green. The first and last weights 
between each layer as well as biases in three layers are displayed, other weights and biases are omitted for simplicity. 
In order to compare the prediction performance of two different networks, except setting the same neuron 
numbers (10 neurons) in the hidden layers, both ANN1 and ANN2 are using Bayesian Regularization training function 
[47]. And the maximum epochs for training is both set 500, learning rate is set as 0.1. The ANN1 training process costs 
18.08 secs with 500 epochs. The predict performance for Mass (RMSE) is 0.003 kg; And for power loss prediction, 
the error is 0.0197 Watt. 
 
(a) Mapping two objectives 
 
(b) Mapping one objective 
Fig. 13. Deployment of the ANN surrogate models with normalization functions at the inputs and de-normalization 
functions at the output. 
2) Mapping one objective 
In contrast, ANN2 maps just one objective (r value, Eq. (17)) to the three design variables. In particular, this 
network represents the following relation: 
𝑦 = 𝐹(𝑥) ⇔ (𝑟) = 𝐹2(𝐿1, 𝐶1, 𝜆𝑑𝑐).                                                  (19) 
Fig. 13(b) shows the deployment of ANN2. The same with ANN1, only fringe weights and biases are depicted, 
other weights and biases are omitted for simplicity. The ANN2 training process costs 11.57 secs with 500 epochs. The 
prediction performance for r value (RMSE) is only 0.0019. 
D. Optimization Using Machine Learning Models 
Following two different ANN designs above, this subsection will give the optimization results based on the 
trained ML models and comparisons with GA results are also discussed. Fig. 14 shows the distributions of r value 
using above ML models. Noting that SVM model is the same in the proposed generic surrogate structure while neural 
networks are ANN1 and ANN2 respectively. Therefore, the corresponding distributions of r value varies. Two figures 
in Fig. 13 are using the same color map scale with Fig. 10(a) (raw data). Thus the difference of r value distributions 
is obvious. Fig. 14(b) approximates the GA optimization results much closer than Fig. 14(a). 
 
(a) Mapping two objectives, ANN1 
 
(b) Mapping one objective, ANN2 
Fig. 14. Optimal design results using two ANNs. 
The best-design results obtained from the proposed “2SA” are summarized in Table 6. It is insteresting to notice 
that the inputs of best design points obtained from two ANNs are the same and both close to the GA optimization. 
Both ANN1 and ANN2 give good prediction performance with regards to their specfic output(s) based on the trained 
SVM model. But ANN1 perform much worse than ANN2 on r value prediction: RMSE, which is computed by 
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comparing all raw data and their predictions, is much larger in ANN1. ANN1 can predict close values for both Mass 
and Power Loss: RMSE for M is 0.003 kg and RMSE for PL is 0.0197 W. However, after using Eq. (17), r value 
becomes quite different from raw data because ANN1 gives relatively larger PL but smaller M. Therefore, the second 
way of building ANN should be better for potential MOOPs which has an index (r value) integrating one or more 
optimization objectives. 
It is noted that above RMSE values are given by all raw data. In training process of both ANN1 and ANN2, there 
are 8566 raw data points. This data set was then randomly divided into three data sets, i.e. the training set (70% of 
data, corresponding to 5996 data points), the validation set (15% of data, corresponding to 1285 data points) and the 
testing set (15% of data, corresponding to 1285 data points). Training data is used to directly modify weight and bias 
values; validation data is used for validating stopping condition and ranking of net candidates; testing data is used to 
obtain unbiased estimates of non-training data. Therefore, only 70% of raw data are directly used for training ANN, 
other 30% of raw data are new for the trained networks. For ANN2, the RMSE of training data is 0.00143 and the 
RMSE of non-training (validation & test) data is 0.00205. 
Table 6. Best Design Point Using ML Models 
 ANN1 ANN2 GA results 
Inductor Inductance L1 18.93 μH 18.93 μH 21.1 μH 
Capacitor capacitance C1 316.23 μF 316.23 μF 306 μF 
Weighting factor λdc 3.4162 3.4162 3.3586 
Power loss PL 0.9337 W  - 0.9431 W 
Mass M 0.5349 kg  - 0.52753 kg 
r value 0.282 0.3177 0.3168 
RMSE - r value 0.11976 0.0018842 - 
As discussed above, the training time of SVM is 102.95 secs. Further, on a standard desktop computer, the 
training of ANN2 takes 11.57 secs. In the prediction process, the running time of trained SVM and ANN2 takes 23.88 
and 0.55 secs, respectively. Therefore, the total time of using surrogate algorithms is 138.95 secs. In contrast, running 
detailed simulations in GA optimization is several orders of magnitude slower. It costs around 3.2 secs to obtain one 
design point, therefore taking more than 20 hours to do the GA optimization with population size of 300 and number 
of generations of 100. The efficiency capability makes surrogate algorithms a very promising approach for the 
potential filter MOOP tasks.  
VII. CONCLUSION 
This paper proposes a novel category approach (2SA model) for the commonly used algorithms in multi-
discipline field and initially explores the application of 2SA for the fitler optimization in aircraft actuation system. The 
optimization process and results of search algorithm (GA) are first discussed followed by using two surrogate 
algorithms (SVM & ANN) to train the GA data and predict the filter performance. Comparison shows that surrogate 
models can give good prediction performance but the objective mapping model should be carefully selected since 
different objectives are usually competing which can generate bad prediction. 
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