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Abstract-In this paper, we derive a result for stabilizability and a separation principle for peri- 
odic orbits. First, using degree theory, we derive a necessary condition for local asymptotic stabiliz- 
ability of periodic orbits. This condition is similar to the famous Brockett’s necessary condition (1983) 
for local asymptotic stabilizability for equilibria. Next, we derive a separation principle for periodic 
orbits. Our separation principle states that if a state feedbsck system defined in the neighborhood of 
a periodic orbit is asymptotically stabilizable and if an exponentially good state estimator is known, 
then the composite state feedback-state estimator scheme is locally orbitally asymptotically stable. 
@ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords- Periodic orbits, Asymptotic stabilizability, Separation principle. 
1. INTRODUCTION 
The problems of feedback stabilization and output regulation of periodic orbits have received 
some attention in the literature during the last decade [1,2]. In [l], Bacciotti and Mazzi provided 
a version of the Jurjevic-Quinn method for feedback stabilization of closed orbits of autonomous 
a&e control systems. In [2], Lucibello adopted a Poincare map approach to derive necessary 
and sufficient conditions for output regulation of nonlinear systems defined in the neighborhood 
of a periodic orbit, very analogous to the conditions obtained by Isidori and Byrnes [3] for output 
regulation of nonlinear systems defined in the neighborhood of an equilibrium point. 
In this paper, we study the problems of local asymptotic stabilizability and separation princi- 
ple for periodic orbits. This paper is organized as follows. In Section 2, we derive a necessary 
condition for local asymptotic stabilizability of periodic orbits. Our necessary condition is similar 
to the famous Brockett’s necessary condition [4] for local asymptotic stabilizability of nonlinear 
systems defined in the neighborhood of an equilibrium point. In Section 3, we derive a sep 
aration principle for periodic orbits. Our separation principle for periodic orbits is similar to 
the separation principle obtained by Byrnes and Isidori [5] for nonlinear systems defined in the 
neighborhood of an equilibrium point. Our separation principle states that if we have an asymp- 
totically stabilizing feedback law for a nonlinear control system defined in the neighborhood of 
a periodic orbit and also a local exponential observer for the periodic orbit, then the composite 
state feedback-state stimator scheme is locally orbitally asymptotically stable. 
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2. A NECESSARY CONDITION FOR 
STABILIZABILITY OF PERIODIC ORBITS 
In this section, we derive a necessary condition for local asymptotic stabilizability of periodic 
orbits. 
We consider a nonlinear system of the form 
i = F(x, u), (1) 
where z E RF is the state and u E lRF the input of plant (1). The state z belongs to a set X 
of R”, (n 2 2), and the control U(S) belongs to a class of input functions U. The vector field F 
is C2, and we suppose that F is an isolated periodic orbit of the unforced dynamics i = F(z, 0). 
The state space X is a neighborhood of I’. The input set U consists of C2 maps of the form 
u = a(x) 
with a(~) = 0, Vx E I’. 
DEFINITION 1. (See IS].) We say that a feedback control Jaw of the form 
u = a(x) (2) 
locally asymptotically stabilizes plant (I), if l? is also a periodic orbit of the closed-loop system 
k = F(x,a(x)), (3) 
and is locally orbitally asymptotically stable. 
The Poincare map for the periodic orbit I’ of the plant dynamics (1) has the form 
I 
P:rl:=Ax+Bu+<(x,u), (4) 
where A is an (n - 1) x (n - 1) matrix, B is an (n - 1) x m matrix, and < is a C2 function that 
vanishes at the origin of lR”-’ x lRm together with all its first partial derivatives. 
Also, the Poincark map for the periodic orbit l? of the closed-loop system (3) has the form 
Q:Ti=(A+BK)x+q(x), (5) 
where q is a C2 function that vanishes at the origin of lRn-r together with all its first partial 
derivatives. 
The standard notions of index of a critical point of a map and index of a periodic orbit of a 
vector field are defined as in [7]. Basically, we define the index of a periodic orbit l? using the 
associated Poincare map for l?. Explicitly, the index of the periodic orbit r of the closed-loop 
system (3) is defined as 
rc(I’) = index (I - Q, x0; C) , 
where Q is the Poincare map for the closed-loop system (3), x0 a reference point in l?, and C 
the local transversal section to l? at the reference point x0 E l?. Thus, the index of the periodic 
orbit l? for the closed-loop system (3) is defined as the index of the map I - Q at the reference 
point x0 E r. 
Next, we state a necessary condition due to Krasnosel’skii for asymptotic stability of periodic 
orbits. 
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LEMMA 1. (See [7, p. 3661.) Th e index of a periodic orbit P which is locally orbitally asymptot- 
ically stable equals 1, i.e., if I’ is locally orbitaJJy asymptotically stable, then 
q.) = 1. I 
Using Lemma 1, we derive a necessary condition for local asymptotic stabilizability of periodic 
orbits as follows. Our necessary condition is very similar to Brockett’s necessary condition [4] for 
local asymptotic stabilizability of nonlinear systems defined in the neighborhood of an equilibrium 
point. 
THEOREM 1. Jf u = o(z) is a locally asymptotically stabilizing feedback control Jaw for plant (I), 
then the equation 
x - Q(x) = 1-1 (6) 
must be locally soJvabJe, where Q is the Poincare’ map as defined by (5) for the cJose&Joop 
system (3). 
PROOF. By Lemma 1, we know that 
index (I - Q, z”; C) = 1. (7) 
Since index(1 - Q, 2’; C) # 0, we know from index theory [8] that the equation 
(I- Q)(x) = P 
always has a local solution. This completes the proof. I 
3. A SEPARATION PRINCIPLE FOR PERIODIC ORBITS 
In this section, we derive a separation principle for periodic orbits. Our separation principle 
for periodic orbits is similar to the separation principle obtained by Byrnes and Isidori [5] for 
nonlinear systems defined in the neighborhood of an equilibrium point. 
We consider a nonlinear system of the form 
ci = F(x, u), 
Y = h(x), (8) 
where z E Bn is the state, u E lRm the input, and y E llUp the output of plant (8). The state z 
belongs to a set X of Rn (n L 2), and the control u(.) belongs to a class of input functions U. 
The vector field F is C2, and we suppose that l? is an isolated periodic orbit of the unforced 
dynamics 2 = F(z, 0). The state space X is a neighborhood of l?. We also suppose that the 
output mapping h : X + Rp is a C2 map and also that h(z) = 0, Vx E I?. 
Here, U consists of C2 maps of the form 
u = cr(x) 
with Q(X) = 0, VX E r. 
Under the feedback law (9), plant (8) takes the form 
5~ = F(x, a(x)), 
y = h(z). 
The Poincare map for the closed-loop system dynamics in (10) has the form 
(9) 
(10) 
P : 2 = AX + WX) +6(x, v(x)), (11) 
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where 
v(x) = Jx + j(x), 
with 
j(0) = 0 and $0) = 0. 
When u = 0, plant (8) reduces to 
k = F(z, O), 
y = h(X). 
Let 
2 = g(z, Y) 
be any candidate observer for the unforced plant (14). 
Also, the Poincar6 map for the composite system (14),(15) has the form 
(12) 
(13) 
(14) 
(15) 
PI : 2 = AX + E(x,O), 
&I :<=EC+KCX+P(C,X). (16) 
The candidate observer (15) is defined to be a local exponential observer for the unforced 
plant (14) if the following two conditions hold. 
CONDITION I. If x(O) = C(O), then x(k) = C(k) for all Ic E 2+, where 2+ is the set of all positive 
integers. 
CONDITION II. There exists a neighborhood V of the origin of Rn-’ such that for all c(O) -x(O), 
we have 
K(k) - x(k>ll I Mak, vlc E 2+, 
for some positive constants M and a with 0 < a < 1. 
The closed-loop system (10) admits a candidate observer of the form 
i = G(z, y) b g(z, y) + F(z, c(z)) - F(x, 0) (17) 
such that the Poincar6 map for the composite system (lo)-(17) has the form 
P : 2 = AX + WX) -f S(x, v(x)>, 
Q : c’ = EC + KCx + AC, x> + J+(C) + <(<v 40) - I(<> 0). (18) 
With the above preliminaries, we now state and prove the main result of this section. 
THEOREM 2. Let ‘u. = Q(Z) be a locally asymptotically stabilizing feedback Jaw for plant (81, 
and Jet i- = g(z, y) be my local exponential observer for the periodic orbit I’ of the unforced 
system (14). Then the feedback Jaw u = a(z), where z is the state of the candidate observer (17), 
also locally asymptotically stabilizes the periodic orbit r of plant (8). 
PROOF. We consider the composite system 
ci = F(z, a(z)), 
i = G(z, h(z)). 
The periodic orbits in the composite system (19) have Poincar6 maps of the form 
P : 2 = AX + WC) + [(xv 4C)h 
Q : d = EC + KCx + AC, x) + WC) + E(C, v(C)) - <(CT 0). 
(19) 
(20) 
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(21) 
the discrete-time system (20) takes the form 
where 
P(Xt cl) = Ax + Bv(x + p) + C(x, V(X + IJ)), 
dx, P> = P(x + P) + KCx + /4x + ~1, x> + %x + PI 
+ ax + A 4x + PI) - ax + PL), WI 
- Px + Bdx + CL) + S(x, 4x + P>)I+ 
We now prove that the composite system (22) has the following properties. 
(Hl) The system 2 = p(x, 0) is locally asymptotically stable at x = 0. 
(H2) q(x,O) = 0, for all x near x = 0. 
(H3) The matrix aq 
[ 1 z (x=0, p=O) 
has all eigenvalues inside the open unit disc 1x1 < 1. 
To prove (Hl), we note from (23) that the system 2 = p(x, 0) is given by 
(22) 
(23) 
(24 
2 = Ax, 0) = Ax + B4x) + <(x7 4x1). (25) 
That is, (25) represents the Poincare map for the closed-loop system dynamics in (10). Since 
u = a(z) is an asymptotically stabilizing feedback control law (by hypothesis), we must have 
that the discrete-time system (25) is locally asymptotically stable at x = 0. Hence, (Hl) holds. 
To prove (H2), we note from (23) that 
dx, 0) = Px + KCx + P(X> x) + BY(X) + F(x, 4x>> - tXx, 011 
- [Ax + Wx) + ,3x, dx))l. (26) 
Therefore, 
4x, ‘3 = Px + KCx + 4x7 x)1 - [Ax + <(xl 011. (27) 
But, as system (15) is a local exponential observer for the unforced plant (14), we know that 
the submanifold defined via C = x is invariant under the flow of system (16), i.e., that 
Ex + KCx + ,4x,x> = Ax + t(x, 0). (28) 
Combining (27) and (28), we find that 
4x7 0) = 0, for all x near x = 0. (29) 
Hence, (H2) holds. 
To prove (H3), we note from (23) that 
& 
[ 1 dl.L = E. (x=O,/J=O) (30) 
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Since system (15) is a local exponential observer for the unforced plant (14), we know from 
Condition II that the system 
<=EC+p(C,O) (31) 
is locally exponentially stable. Hence, it follows from Lyapunov stability theory that the matrix E 
must have all eigenvalues inside the open unit disc IX) < 1. Hence, (H3) also holds. 
Since (Hl)-(H3) hold, it follows immediately from the center manifold theory for maps that 
the equilibrium (x,~) = (0,O) of system (22) is locally asymptotically stable. Hence, in the 
original coordinates, x = x, C = x + II, the equilibrium (x,C) = (0,O) of system (20) is locally 
asymptotically stable. Thus, we have shown that the feedback law u = a(z), where z is the state 
of the candidate observer (17), also locally asymptotically stabilizes plant (8). This completes 
the proof. I 
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