Abstract. Suppose that G is a finite Abelian group and write WpGq for the set of cosets of subgroups of G. We show that if f : G Ñ Z has }f } ApGq ď M then there is some z : WpGq Ñ Z such that
The second point is in Proposition 8.1. Here there is a well-known conjectural improvement however, it doesn't seem like such an improvement is altogether necessary. In particular, it seems quite realistic to hope to improve Lemma 9.1 directly.
Covering numbers
Given two sets S, T Ă G with T non-empty, the covering number of S by T is C G pS; T q :" min t|X| : S Ă X`T u .
We often omit the subscript if the underlying group is clear.
Since T is non-empty and G is finite this minimum is well-defined. Moreover, if S is also non-empty then CpS; T q ě 1 whatever the set T .
Covering numbers enjoy the following simple properties.
Lemma 2.1 (Behaviour of covering numbers). Suppose that G and H are Abelian groups. (i) (Restrictions and extensions) For all U Ą S and T Ą V ‰ H we have
CpS; T q ď CpU; V q.
(
ii) (Products) For all S, T Ă G and U, V Ă H with T, V ‰ H we have
C GˆH pSˆU; TˆV q ď C G pS; T qC H pU; V q.
(iii) (Compositions) For all S, T, U with T, U ‰ H we have
CpS; Uq ď CpS; T qCpT ; Uq.
(iv) (Pullbacks) For all U, V Ă H with V ‰ H and homomorphisms φ : G Ñ H we have C G pφ´1pUq; φ´1pV´Vď C H pU; V q.
Proof. First, if U Ă X`V and U Ą S and T Ą V then certainly S Ă X`T from which (i) follows. Secondly, if S Ă X`T and U Ă Y`V then SˆU Ă XˆY`TˆV and (ii) follows. Thirdly, if S Ă X`T and T Ă Y`U then S Ă X`Y`U and hence CpS, Uq ď |X`Y | ď |X||Y | from which (iii) follows.
Finally, if U Ă X`V then write X 1 for the set of x P X such that px`V qXφpGq ‰ H and let z : X 1 Ñ G be a choice function such that φpzpxqq P x`V . Put Z :" tzpxq : x P X 1 u. If y P φ´1pUq then φpyq P pX`V q X φpGq Ă X 1`V Ă φpZq´V`V.
It follows that y P Z`φ´1pV´V q and we have (iv) since |Z| ď |X 1 | ď |X|.
Covering numbers are closely related to doubling as the following lemma captures.
Lemma 2.2. Suppose that A, B, S, T Ă G with B, T ‰ H. Then
m G pA`Sq ď CpA; BqCpS; T qm G pB`T q.
Proof. Let X be such that A Ă X`B and |X| " CpA, Bq, and Y be such that S Ă Y`T and |Y | " CpS, T q. Then A`S Ă X`Y`B`T and hence m G pA`Sq ď m G pX`Y`B`T q ď |X||Y |m G pB`T q ď CpA, BqCpS, T qm G pB`T q, and the lemma is proved.
Conversely we have Ruzsa's covering lemma.
Lemma 2.3 (Ruzsa's covering lemma). Suppose that A, B Ă G for some B ‰ H. Then
CpA; B´Bq ď m G pA`Bq m G pBq .
Proof. Suppose that X Ă A is a maximal such that for every x, x 1 P X if px`BqXpx 1`B q ‰ H. It then follows that if x P AzX, there is some x 1 P X such that px`Bq X px 1`B q ‰ H, and hence AzX Ă X`B´B. Of course, since 0 G P B´B we certainly have X Ă X`B´B and so A Ă X`B´B. On the other hand, the sets tx`B : x P Xu are disjoint subsets of A`B and there are |X| of them. The lemma follows.
In the light of Lemma 2.1 part (iv) above, for sets S, T Ă G with 0 G P T it is natural to define the difference covering number of S by T to be C ∆ G pS; T q :" min C H pU; V q : H P Ab, φ P HompG, Hq, S Ă φ´1pUq, φ´1pV´V q Ă T ( , where Ab denotes the category of Abelian groups and HompG, Hq is the set of homomorphisms between G and H. As before we often omit the subscript if the underlying group is clear. Again, since 0 G P T the minimum above is well-defined, and if S is non-empty then C ∆ G pS; T q ě 1.
For our purposes difference covering numbers turn out to behave slightly better than covering numbers.
Lemma 2.4 (Behaviour of difference covering numbers).
(i) (Restrictions and extensions) For all S 1 Ą S and T Ą T 1 Q 0 G we have
(ii) (Intersections) For all S, S 1 , T, T 1 with T, T 1 Q 0 G we have
(iii) (Domination by coverings numbers) For all S, T with T Q 0 G we have C ∆ pS; T´T q ď CpS; T q.
(iv) (Domination of coverings numbers) For all S, T with T Q 0 G we have
CpS; T q ď C ∆ pS; T q.
Proof. First, (i) follows immediately from the definition of the difference covering number.
Secondly, suppose that φ P HompG, Hq and ψ P HompG, H 1 q, and U, V Ă H have C H pU; V q " C ∆ G pS; T q and U 1 , V 1 Ă H have C H 1 pU 1 ; V 1 q " C ∆ G pS 1 ; T 1 q, are all such that S Ă φ´1pUq, φ´1pV´V q Ă T, S 1 Ă ψ´1pU 1 q, and ψ´1pV 1´V 1 q Ă T 1 .
The map φˆψ is a group homomorphism G Ñ HˆH 1 (defined by x Þ Ñ pφpxq, ψpxqq). Moreover, S X S 1 Ă φ´1pUq X ψ´1pU 1 q " pφˆψq´1pUˆU 1 q and pφˆψq´1pVˆV 1´VˆV 1 q " pφˆψq´1ppV´V qˆpV 1´V 1" φ´1pV´V q X ψ´1pV 1´V 1 q Ă T X T 1 .
By the definition of the difference covering number and Lemma 2.1 (ii) we have that
Part (ii) is proved. Thirdly, let φ : G Ñ G be the identity homorphism, U :" S and V :" T so that S Ă φ´1pUq and φ´1pV´V q Ă T´T . It follows that C ∆ pS; T´T q ď C G pU; V q " C G pS; T q and (iii) is proved.
Finally, let φ P HompG, Hq and U, V Ă H be such that S Ă φ´1pUq and φ´1pV´V q Ă T and C H pU; V q " C ∆ G pS; T q. Then by Lemma 2.1 (i) and (iv) we see that C G pS; T q ď C G pφ´1pUq; φ´1pV´Vď C H pU; V q " C ∆ G pS; T q. This gives (iv).
It will also be useful to have a version of Ruzsa's covering lemma for difference covering numbers.
Lemma 2.5 (Ruzsa's covering lemma, revisited). Suppose that A, B, X Ă G with both X ‰ H and 0 G P B. Then
Proof. Let H be an Abelian group, φ P HompG, Hq and U, V Ă H be such that φ´1pUq Ą X´X and φ´1pV´V q Ă B. By Ruzsa's covering lemma (Lemma 2.3) we see that there is some set T with |T | ď m G pA`Xq m G pXq and A Ă T`X´X.
Let U 1 :" φpT q`U so that C H pU 1 ; V q ď |T |C H pU; V q. On the other hand φ´1pU 1 q Ą T`X´X Ą A and the result follows.
Bohr systems
Bohr sets interact particularly well with covering numbers and difference covering numbers. We write }¨} for the map S 1 Ñ r0, 1 2 s defined by }z} :" mint|θ| : z " expp2πiθqu.
It is easy to check that this is well-defined and that the map pz, wq Þ Ñ }zw´1} is a translation-invariant metric on S 1 . Given a set of characters Γ on G, and a function δ : Γ Ñ R ą0 , then we write BohrpΓ, δq :" tx P G : }γpxq} ă δpγq for all γ P Γu , and call such a set a (generalised 1 ) Bohr set. In fact we shall not so much be interested in Bohr sets as families of Bohr sets. A Bohr system is a vector B " pB η q ηPp0,1s for which there is a set of characters Γ and a function δ : Γ Ñ R ą0 such that B η " BohrpΓ, ηδq for each η P p0, 1s. We say that B is generated by pΓ, δq and, of course, the same Bohr system may be generated by different pairs.
This definition is motivated by that of Bourgain systems [GS08, Definition 4.1], although it is in some sense 'smoother'. (In this paper what we mean by this is captured by Lemma 3.4 which does not hold for Bourgain systems.)
We first record some trivial properties of Bohr systems; their proof is left to the reader.
Lemma 3.1 (Properties of Bohr systems). Suppose that B is a Bohr system. Then (i) (Identity) 0 G P B η for all η P p0, 1s; (ii) (Symmetry) B η "´B η for all η P p0, 1s; (iii) (Nesting) B η Ă B η 1 whenever 0 ă η ď η 1 ď 1; (iv) (Sub-additivity) B η`Bη 1 Ă B η`η 1 for all η, η 1 P p0, 1s with η`η 1 ď 1.
[GS08, Definition 4.1] took the approach of axiomatising these properties along with something called dimension. In that vein we define the doubling dimension of a Bohr system B to be dim˚B " sup ! log 2 C´B η ; B 1 2 η¯: η P p0, 1s
) .
It may be instructive to consider two examples.
Lemma 3.2 (Bohr systems of very low doubling dimension). (i)
Suppose that B is a Bohr system with dim˚B ă 1. Then there is a subgroup H ď G such that B η " H for all η P p0, 1s. (ii) Conversely, suppose that H ď G. Then the constant vector B with B η " H for all η P p0, 1s is a Bohr system and dim˚B " 0.
Proof. First, since dim˚B ă 1 we see that for each η P p0, 1s there is a set X η with
η . Since B η is non-empty we see that 0 ă |X η | ă 2 and so |X η | " 1. Write X 1 " tx 1 u. Then
and so for all x, y P B 1 we have x´y P B 1 and so there is some subgroup H ď G such that B 1 " H. We show by induction that for each i P N 0 the set B 2´i contains a translate of H, from which the result follows since 0 G P B 2´i .
Turning to the induction: the base case of i " 0 holds trivially. Suppose that B 2´i contains a translate of H. Then there is some set X 2´i " tx 2´i u such that B 2´i Ă x 2´iB 2´p i`1q , whence B 2´p i`1q contains a translate of H as required and the first result is proved. In the other direction, simply let Γ :" tγ : γpxq " 1 for all x P Gu and let δ be the constant function 1{|G|. Writing B for the Bohr system generated by Γ and δ we see that H Ă B η for all η P p0, 1s. On the other hand if x P B 1 then |G|}γpxq} ă 1 and
It follows that 2π|G|}γpxq} P 2πZ and hence |G|}γpxq} P Z. We conclude that }γpxq} " 0 and hence γpxq " 1 for all x P G and γ P Γ. It follows that B 1 " H and hence B is a constant vector by nesting. It remains to note that CpH; Hq " 1 and so dim˚B " log 2 1 " 0 as claimed.
We say that a Bohr system B has rank k if it can be generated by a pair pΓ, δq with |Γ| " k.
Lemma 3.3 (Rank 1 Bohr systems). Suppose that B is a rank 1 Bohr system. Then dim˚B ď log 2 3.
Proof. Let pΓ, δq generate B where Γ " tγu and write δ " δpγq. Suppose that η P p0, 1s. We shall show that there is some x P G such that
η then we may take x " 0 G and be done; if not let x P B η zB 1 2 η be such that }γpxq} is minimal. Let ψ P`´1 2 , 1 2 ‰ be such that γpxq " expp2πiψq; note that }γpxq} " |ψ|. Suppose that y P B η zB 1 2 η and let θ P`´1 2 , 1 2 ‰ be such that γpyq " expp2πiθq; note that }γpyq} " |θ|. Since x R B 1 2 η , |ψ| is minimal, and y P B η we have 1 2 ηδ ď }γpxq} " |ψ| ď |θ| " }γpyq} ă ηδ.
Thus if ψ and θ have the same sign then |θ´ψ| " ||θ|´|ψ|| " |θ|´|ψ| ă ηδ´1 2 ηδ " 1 2 ηδ, and hence }γpy´xq} ă 1 2 ηδ (since γpy´xq " expp2πipθ´ψqq), so y P . Then
To prove this we shall use the following trivial observation.
Observation. Suppose that γ is a character, x P G, and n P N. Then }γpnxq} " n}γpxq} provided }γpxq} ă 1 2n .
Proof. Let θ, ψ be such that }γpxq} " |θ|, }γpnxq} " |ψ|, γpxq " expp2πiθq, and γpnxq " expp2πiψq. Since γ is a homomorphism, γpnxq " γpxq n " expp2πiθnq, and so nθ´ψ P Z. However, |nθ´ψ| ă n|θ|`|ψ| ă 1 (since |θ| ă ) and so ψ " nθ and the result is proved. there is a pair pΓ, δq generating B such that }δ} ℓ8pΓq ă 1 4 . Suppose that η P p0, 1s and let X Ă B η be B 1 2 η -separated i.e. if x, y P X have x´y P B 1 2 η then x " y. Let k P N be a natural number such that Since ηk ď 1 and each x P X has x P B η we conclude (by sub-additivity) that kx P B ηk , and hence there is some zpxq P Z such that kx P zpxq`B 1 4 ηk . Suppose that zpxq " zpyq for x, y P X. By sub-additivity and nesting we have ) and so by the Observation we see that
Dividing by k and noting that γ was an arbitrary element of Γ it follows that x´y P B 1 2 η and hence x " y. We conclude that the function z is injective and hence |X| ď |Z| ď CpB 1 ; B 1 8 q. Finally, if X is maximal with the given property then for any y P B η either y P X and so y P X`B 1 2 η or else there is some x P X such that y P x`B 1 2 η . It follows that B η Ă X`B 1 2 η , and the left hand inequality is proved given the upper bound on |X|.
We can make new Bohr systems from old by taking intersections: given Bohr systems B and B 1 we define their intersection to be
η q ηPp0,1s . Writing BpGq for the set of Bohr systems on G we then have a lattice structure as captured by the following trivial lemma.
Lemma 3.5 (Lattice structure). The pair pBpGq,^q is a meet-semilattice, meaning that is satisfies
Proof. The only property with any content is the first, the truth of which is dependent on the slightly more general definition of Bohr set we made. Suppose that B is generated by pΓ, δq and B 1 is generated by pΓ 1 , δ 1 q. Then consider the Bohr system B 2 generated by pΓ Y Γ 1 , δ^δ 1 q where
It is easy to check that B 2 " B^B 1 and hence B^B 1 P BpGq. The remaining properties are inherited from the meet-semilattice pPpGq, Xq p0,1s .
As usual this structure gives rise to a partial order on BpGq where we write B 1 ď B if B 1^B " B 1 . Another way we can produce new Bohr systems is via dilation: given a Bohr system B and a parameter λ P p0, 1s, we write λB for the λ-dilate of B, and define it to be the vector λB " pB ηλ q ηPp0,1s .
We then have the following trivial properties.
Lemma 3.6 (Basic properties of dilation). The doubling dimension interacts fairly well with intersection and dilation and it can be shown that dim˚λB ď dim˚B and dim˚B^B 1 " Opdim˚B`dim˚B 1 q
for Bohr systems B, B 1 and λ P p0, 1s. (The first of these is trivial; the second requires a little more work.)
The big-O here is inconvenient in applications and to deal with this we define a variant which is equivalent, but which behaves a little better under intersection. The dimension of a Bohr system B is defined to be
Lemma 3.7 (Basic properties of dimension).
(i) (Sub-additivity of dimension w.r.t. intersection) For all B, B 1 P BpGq we have
(ii) (Monotonicity of dimension w.r.t. dilation) For all B P BpGq and λ P p0, 1s we have dim λB ď dim B.
(iii) (Equivalence of dimension and doubling dimension) For all B P BpGq we have
Proof. First, from Lemma 2.4, part (ii) we have
ηf or all η P p0, 1s. Taking logs the sub-additivity of dimension follows since suprema are sub-linear. Secondly, monotonicity follows immediately since dim λB " sup ! log 2 C ∆´p λBq η ; pλBq 1 2 η¯: η P p0, 1s Hence by Lemma 2.1 part (iii) and the definition of doubling dimension we have
and so dim B ď 2 dim˚B as claimed.
As well as the various notion of dimension, Bohr systems also have a notion of size relative to some 'reference' set. Very roughly we think of the 'size' of a Bohr system B relative to some reference set A as being C ∆ pA; B 1 q. This quantity is then governed by the following lemma. (i) (Size of dilates) For all λ P p0, 1s we have
(ii) (Size and non-triviality) If C ∆ pA; B 1 q ă |A| then there is some x P B 1 with x ‰ 0 G . Write r for the largest natural number such that 2 r λ ď 1. By Lemma 2.1 part (iii) we see that
Proof
where the last inequality is by Lemma 2.4 part (iv) and the first inequality in Lemma 3.7 part (iii). The first part follows. By Lemma 2.4 part (iv) we then see that CpA; B 1 q ď C ∆ pA; B 1 q ă |A|. If follows that there is some set X with |X| ă |A| such that A Ă X`B 1 whence |A| ď |X||B 1 | ă |A||B 1 | which implies that |B 1 | ą 1 and hence contains a non-trivial element establishing the second part.
Measures, convolution and approximate invariance
Given a probability measure µ and a set S with µpSq ą 0, we write µ S for the probability measure induced by
Moreover, if S is a non-empty subset of G then we write m S for pm G q S . (Note that this notation is consistent since m G " pm G q G .) Given f P CpGq and an element x P G we define τ x pf qpyq :" f py´xq for all y P G.
We write MpGq for the space of complex-valued measures on G and recall that each µ P MpGq naturally defines a linear functional
Moreover, these are all the linear functionals. (This is the Riesz Representation Theorem [Rud90, E4] , though of course it is rather simple in our setting of finite G.) Given µ P MpGq we define τ x pµq to be the measure induced by
We also writeμ for the measure induced by
and given a further measure ν P MpGq we define the convolution of µ and ν to be the measure
This operation makes MpGq into a commutative Banach algebra with unit; for details see
This notation all extends in the expected way to functions so that if f P L 1 pm G q thenf is defined point-wise by r f pxq :" f p´xq for all x P G, and given a further g P L 1 pm G q we define the convolution of f and g to be f˚g which is determined point-wise by
This can be written slightly differently using the inner product on
Given a Bohr system B we say that a probability measure µ on G is B-approximately invariant if for every η P p0, 1s there are probability measures µὴ and µή such that p1´ηqµή ď τ x pµq ď p1`ηqµὴ for all x P B η .
It may be worth remembering at that for two measures ν and κ we say ν ě κ if and only if ν´κ is non-negative.
To motivate the name in this definition we have the following lemma.
Lemma 4.1. Suppose that B is a Bohr system and µ is B-approximately invariant. Then for all η P p0, 1s we have
It follows that
and
The Jordan decomposition theorem tells us that there are two measurable sets P and N (which together form a partition of G) such that τ x pµq´µ is a non-negative measure on P and a non-positive measure on N. We conclude that
since µὴ and µή are probability measures and N \ P " G. The result is proved.
This can be slightly generalised in the following convenient way. by the triangle inequality and Lemma 4.1.
Approximately invariant probability measures are closed under convolution with probability measures.
Lemma 4.3. Suppose that B is a Bohr system, µ is a B-approximately invariant probability measure, and ν is a probability measure. Then µ˚ν is a B-approximately invariant probability measure.
Proof. Since µ is B-approximately invariant there are probability measures pµή q ηPp0,1s and pµὴ q ηPp0,1s such that p1´ηqµή ď τ x pµq ď p1`ηqµὴ for all x P B η .
Since ν is a probability measure we can integrate the above inequalities to get p1´ηqµή˚ν ď τ x pµq˚ν ď p1`ηqµὴ˚ν for all x P B η .
But then since τ x pµq˚ν " τ x pµ˚νq we can put pµ˚νqή :" µή˚ν and pµ˚νqὴ :" µὴ˚ν to get the required family of measures for µ˚ν. ‰ there is some δ κ P p0, λs such that
Write I κ :" rκ´δ κ , κ`δ κ s, and note that
‰ . By the Vitalli covering lemma we conclude that there is a sequence κ 1 ă¨¨¨ă κ m such that the intervals pI κ i q we see that
and hence expp1{24λq ď exp˜1 4 λ´1
This is a contradiction and so there is some κ P
Let µ be the uniform probability measure on X`B κ , and for each η P p0, 1s let µή be the uniform probability measure on X`B κ´λη and µὴ be the uniform probability measure on X`B κ`λη . If x P pλBq η then x P B λη and so
since 1`x ě exppx{2q whenever 0 ď x ď 1. Similarly
since 1´x ď expp´x{2q whenever 0 ď x ď 1. The result is proved.
For applications it will often be useful to have the following corollary. " X. Thus given the definition of doubling dimension and the first inequality in Lemma 3.7 part (iii) we see that
By Proposition 4.4 applied to X and B 1 there is a λB 1 -approximately invariant probability measure µ with support in X`B 
Approximate annihilators
We shall understand the dual group of G through what we call 'approximate annihilators', though this nomenclature is non-standard.
Given a set S Ă G and a parameter ρ ą 0 we define the ρ-approximate annihilator of S to be the set NpS, ρq :" tγ P p G : |1´γpxq| ă ρ for all x P Su.
Approximate annihilators enjoy many of the same properties as Bohr sets as we record in the following trivial lemma (an analogue of Lemma 3.1).
Lemma 5.1 (Properties of approximate annihilators). Suppose that S is a set. Then
(i) (Identity) 0 p G P NpS, ρq for all ρ ą 0; (ii) (Symmetry) NpS, ρq "´NpS, ρq for all ρ ą 0; (iii) (Nesting) NpS, ρq Ă NpS, ρ 1 q whenever 0 ă ρ ď ρ 1 ; (iv) (Sub-additivity) NpS, ρq`NpS, ρ 1 q Ă NpS, ρ`ρ 1 q for all ρ, ρ 1 ą 0.
Approximate annihilators and approximately invariant measures interact rather well as is captured by the following version of [GK09, Lemma 3.6].
Lemma 5.2 (Majorising annihilators). Suppose that B is a Bohr system with µ a B-
approximately invariant probability measure, and κ, η P p0, 1s are parameters. Then
κη , ηq. Proof. Suppose that |p µpγq| ě κ and y P B 1 2 κη . Then´y P B 1 2 κη by symmetry and so by Lemma 4.1 we have |1´γpyq|κ ăˇˇˇˇż γpxqdµpxq´ż γpx`yqdµpxqˇˇˇˇď }µ´τ´ypµq} ď ηκ.
The result follows on dividing by κ.
In the more general topological setting where G is not assumed finite, approximate annihilators form a base for the topology of the dual group [Rud90, Theorem 1.2.6]. [Rud90, Theorem 1.2.6] also captures the natural duality between our approximate annihilators and sets of the form
A number of elements of this paper would be neater if our Bohr sets were replaced by (a suitable generalisation of) sets of the form given in (5.1). The only benefit we know of arising from our choice is that the proof of Lemma 3.4 is slightly easier for vectors of Bohr sets.
For us the duality in [Rud90, Theorem 1.2.6] is captured in the following lemma.
Lemma 5.3 (Duality of Bohr sets and approximate annihilators).
(i) If X is a non-empty subset of G and ǫ P p0, 1s then
(ii) if Γ is a non-empty set of characters of G and δ : Γ Ñ R ą0 then Γ Ă N pBohr pΓ, δq , ǫq where ǫ " 2π}δ} ℓ8pΓq .
Proof. First note that for all z P S 1 and a 2´2 cos 2π}z} " |z´1|.
The result is proved once we disentangle the meaning of the two claims.
The following is [TV06, Proposition 4.39] extended to two sets. The proof is the same.
Lemma 5.4. Suppose that S, T are non-empty sets such that m G pS`T q ď Km G pSq and ǫ P p0, 1s is a parameter. Then
It follows that if | z 1 S`T pγq| ą p1´ǫqm G pS`T q then
and the result is proved.
Fourier analysis
In this section we turn our attention to the Fourier transform itself. First we have the Fourier inversion formula [Rud90, Theorem 1.5.1]: if f P ApGq then
Since G is finite this is a purely algebraic statement which can be easily checked. It can be used to prove Parseval's theorem [Rud90, Theorem 1.
One of the key uses of Bohr sets is as approximate invariant sets for functions.
Lemma 6.1. Suppose that Γ is a set of k characters. Then there is a Bohr system B with C ∆ pG; B 1 q ď 1 and dim B " Opkq, such that for every f P ApGq with supp p f Ă Γ we have
pγq be the Bohr system with frequency set tγu and width function the constant function for all z P S 1 we see that B 1 " G. It follows from Lemma 2.4 part (iii) that C ∆ pG; B 1 q " C ∆ pG; G´Gq ď CpG; Gq. On the other hand G Ă t0 G u`G and so CpG; Gq ď 1 as claimed.
By Lemma 3.3 (and the second inequality in Lemma 3.7 part (iii)) we have dim B pγq " Op1q and by Lemma 3.7 part (i) we conclude that dim B " Opkq. Now, suppose that f is of the given form, meaning supp p f Ă Γ and f P ApGq. Then by Fourier inversion we have |τ x pf qpyq´f pyq| "ˇˇˇˇÿ γPΓ p f pγqpγpx`yq´γpyqqˇˇˇˇď }f } ApGq supt|γpxq´1| : γ P Γu.
On the other hand the second part of Lemma 5.3 tells us that this supremum is at most 2π 1 2 ǫ and the result is proved.
The next result is a variant of [C LS11, Lemma 3.2] proved using their beautiful method.
Lemma 6.2. Suppose that A Ă G, B is a Bohr system, µ is B-approximately invariant, g P ApGq, and p P r2, 8q and ǫ P p0, 1s are parameters. Then there is a Bohr system B 1 ď B with
Proof. We may certainly suppose that g ı 0 so that }g} ApGq ą 0 (or else simply take B 1 :" B and we are trivially done). Consider independent identically distributed random variables X 1 , . . . , X l taking values in L 8 pGq with
Note that this is well-defined since 0 ă }g} ApGq ă 8. Moreover, by the Fourier inversion formula, we have
Regarding the variables X i pxq´gpxq as elements of L p pP l q and noting, further, that
we can apply the Marcinkiewicz-Zygmund inequality (see e.g. [C LS11, Lemma 3.1]) to get
We integrate the above against µ1 (recall this is one of the family of measures provided by the hypothesis that µ is B-approximately invariant) and rearrange so that
Now, take l " Opǫ´2pq such that the right hand side rescaled is at most´ǫ
. It follows that there are characters γ 1 , . . . , γ l such that
Since }f } ApGq ď }g} ApGq (by the triangle inequality) we may apply Lemma 6.1 to the set of character tγ 1 , . . . , γ l u to get a Bohr system B 2 with C ∆ pG; B
. If x P B 1 then by the approximate invariance of µ we have τ x pµq ď 2µ1 and µ ď 2µ1 , and so by the triangle inequality we have
We conclude that
ǫqB 2 q and note by Lemma 3.7 parts (i) and (ii), and the earlier bound on dim
and by Lemma 2.4 part (ii) and Lemma 3.8 part (i) and the bounds on B 2 we have
The result is proved.
Quantitative continuity
It is well known that if G is a locally compact Abelian group and f P ApGq then f is uniformly continuous. If G is finite then this statement has no content -every function on G is uniformly continuous -but in the paper [GK09], Konyagin and Green proved a statement which can be thought of as a quantitative version of this fact which still has content for finite Abelian groups. The main purpose of this section is to prove the following result of this type using essentially their method. We shall prove Proposition 7.1 iteratively using the following lemma (which is, itself, proved iteratively).
Lemma 7.2. Suppose that A Ă G, B is a Bohr system of dimension at most d (for some d ě 1), ν is a B-approximately invariant probability measure, µ is a probability measure supported on a set X, f P ApGq and δ, η P p0, 1s and p ě 2 are parameters. Then at least one of the following is true:
Proof. Since the hypotheses and conclusions are invariant under translation by x it suffices to prove that if
then we are in the second case of the lemma. Let κ :" rlog 2 8δ´1s´1 for reasons which will become clear later; at this stage it suffices to note that κ P p0, 1{2s. Define δ i :" p1´κq i δ for integers i with 0 ď i ď κ´1 and put g 0 :" f´f˚µ. Suppose that we have defined a function g i such that
1´i }f } ApGq and g i " g 0˚µi for some probability measure µ i . By taking µ 0 to be the delta probability measure assigning mass 1 to 0 G , we see from (7.1) that g i satisfies these hypotheses for i " 0. By Lemma 6.2 applied to the function g i , the Bohr system B and measure ν with parameters p and ǫ i :" and so by the triangle inequality and hypothesis on g i we have
Put g i`1 :" g i˚ν piq and µ i`1 " µ i˚ν piq . If }g i`1 } ApGq ď 2 1´pi`1q }f } ApGq then repeat; otherwise terminate the iteration. Since x Þ Ñ p1´xq x´1 is monotonically decreasing for all
If γ P p G is such that |1´γpxq| ă 2´5δ for all x P X, then by the triangle inequality |1´p µpγq| ď 2´5δ, and hence the second sum on the left is at most 2´5δ}f } ApGq . Since |1´p µpγq| ď 2 by the triangle inequality, the third sum on the left is at most 2}f } ApGq¨2´6 δ, and so by the triangle inequality we have
Put B 1 :" λ i B piq and apply Lemma 5.2 to ν pi´1q and B 1 with parameters 2´6δ and η to see that tγ : | z ν pi´1q pγq| ą 2´6δ and |1´γpxq| ě 2´5δ for some x P Xu Ă NpB 1 2´7δη , ηqzNpX, 2´5δq.
Writing ρ :" 2´i´1 " Ωpδq and recalling that |1´p µpγq|| z ν pi´1q pγq| ď 2 by the triangle inequality we have ÿ
It remains to note that ǫ i ą κδ i 2 i´1 " Ωpκδρ´1q and so by Lemma 3.7 part (ii), and (7.3) we see that dim B 1 satisfies the claimed bound. Finally, by Lemma 3.8 part (i), (7.2), (7.3), and the lower bound on λ i we have
from which the lemma follows.
Proof of Proposition 7.1. We proceed iteratively constructing Bohr systems pB pi| p f pγq| ě ρ i }f } ApGq ;
(iii)
We initialise with B p0q :" B and 
Put B pi`1q :" p2´1 2 δ 2 qB pi,1q and we get (ii). Moreover,
by the order preserving nature of dilation and the fact that 2´1 2 δ ď 1 and λ 1 i κλ i ď 1; it follows that we have (i). Now, Lemma 3.7 part (ii) and (7.7) gives
from which we get (iv). Finally, Lemma 3.8 part (i) tells us that 
It follows that ÿ jďi ρ j ď 1.
Since ρ j " Ωpδq we conclude that we must be in CASE 2 at some step J " Opδ´1q of the iteration. In light of (iv) we see that
The result is proved on inserting these bounds into (7.5) and (7.6).
A Freȋman-type theorem
The purpose of this section is to prove the following proposition, which is a routine if slightly fiddly variation on existing material in the literature. for any probability measure β supported on B 1 .
The proposition itself is closely related to Freȋman's theorem and we refer the reader to [TV06, Chapter 5] for a discussion of Freȋman's theorem. For our purposes there are two key differences:
(i) Freȋman's theorem is usually only stated with the first two conclusions. It is possible to infer the fact that }1 A˚β } L8pGq " expp´Oplog 3 2Kplog 2 log 2Kq 4for any probability measure β supported on B 1 from the bound on C ∆ pA; B 1 q, and the fact that one can do better and get (8.1) in this sort of situation is an unpublished observation of Green and Tao.
(ii) Freȋman's theorem also produces a coset progression rather than a Bohr system. A set M is a d-dimensional coset progression if there are arithmetic progressions P 1 , . . . , P d and a subgroup H such that M " P 1`¨¨¨`Pd`H . This definition was made by Green and Ruzsa in [GR07] when they gave the first proof of Freȋman's theorem for Abelian groups. The conclusion of Freȋman's theorem then is that there is a coset progression M with
and the challenge is to identify good estimates for the O K p1q-terms. For us it is the quantitative aspects of Proposition 8.1 that are important. The quantitative aspects of Freȋman's theorem are surveyed in [San13] , and primarily arise from the quantitative strength of the Croot-Sisask Lemma (in particular the m-dependence in [CS10, Proposition 3.3]), but also some combinatorial arguments of Konyagin [Kon11] discussed just before [San13, Corollary 8.4 ]. Conjecturally all the big-O terms should be Oplog 2Kq, though the proof below does not come close to that. It could probably be tightened up to same on the power of log 2 log 2K in the first two estimates above, at least reducing the 4 to a 3 but quite possible further.
We shall prove Proposition 8.1 as a combination of the next three results which we shall show in §8.5, §8.10, and §8.11 respectively. We say that a set X has relative polynomial growth of order d if m G pnXq ď n d m G pXq for all n ě 1.
The first result can be read out of the proof of [San13, Proposition 2.5] and essentially captures the power of the Croot-Sisask Lemma for our purposes. and some naturals m " Ωplog 2Kplog 2 log 2Kqq and r " Oplog 2 log 2Kq such that mX Ă rpA´Aq.
The second result is one we have already touched on and captured a key insight of Green and Ruzsa in [GR07] that allows passage from relative polynomial growth to structure. Proof of Proposition 8.1. We apply Lemma 8.2 to A to get a non-empty symmetric set X of relative polynomial growth of order Oplog 2K log 2 log 2Kq 3 with (8.2) m G pXq ě expp´Oplog 2K log 2 log 2Kq 3 qm G pAq, and natural numbers m " Ωplog 2K log 2 log 2Kq and r " Oplog 2 log 2Kq such that mX Ă rpA´Aq. By Lemma 8.3 there is a Bohr system B 1 with X´X Ă B 1 1 such that dim B 1 " Oplog 2K log 2 log 2Kq 3 and m G pB 1 1 q ď exppOplog 3 2Kplog 2 log 2Kq 4 qqm G pXq.
By nesting of Bohr we have that
By Corollary 4.5 there is a probability measure µ and a Bohr system B 2 " λB 1 for some λ " Ωpp1`dim B 1 q´1q such that µ is supported on B 1 1 and µ is B 2 -approximately invariant. By Lemma 3.8 part (i) (with reference set X´X) we have
1 q ď exppOplog 3 2Kplog 2 log 2Kq 4 qq.
By the second inequality in Lemma 3.7 part (iii) and the definition of dimension there is a set T with |T | ď 2 2 dim˚B 1 " exppOplog 2K log 2 log 2Kq 3 q and B pxq " 1 for all x P B 1 1 and so (since 0 G P X we have
Inserting the upper bound for m G pB 1 1 q and the upper bound for |T |, it follows that there is some x such that µpx`Xq ě expp´Oplog 3 2Kplog 2 log 2Kq 4 qq. Now, put S :" x`X and note from Plünnecke's inequality that
Given the lower bound on m and upper bound on r it follows that there is some 0 ď l ď m´1 such that
Putting L :" A´A`lS it follows by the Cauchy-Schwarz inequality that 
Since 0 G P X we see that X Ă rpA´Aq and hence by Lemma 2.5 and Plünnecke's inequality (and (8.2) and (8.3)) we have 
from which the final bound follows by Plünnecke's inequality.
8.5. Croot-Sisask Lemma arguments. The aim of this section is to prove the following lemma.
Lemma (Lemma 8.2).
Suppose that A is non-empty with m G pA`Aq ď Km G pAq. Then there is a symmetric neighbourhood of the identity X of relative polynomial growth of order Oplog 3 2Kplog 2 log 2Kq 3 q and m G pXq ě expp´Oplog 3 2Kplog 2 log 2Kq 3 qqm G pAq, and some naturals m " Ωplog 2Kplog 2 log 2Kqq and r " Oplog 2 log 2Kq such that mX Ă rpA´Aq.
The material follows the proof of [San13, Proposition 8.5] very closely, though we shall need some minor modifications. We start by recording two results used to prove that proposition. Lemma 8.7 (Croot-Sisask, [San13, Lemma 7.1]). Suppose that f P L p pm G q for some p P r2, 8q, S, T Ă G are non-empty such that m G pS`T q ď Lm G pSq, and η P p0, 1s is a parameter. Then there is a symmetric neighbourhood of the identity X with
This captures the content of the Croot-Sisask Lemma [CS10, Proposition 3.3] for our purposes.
We shall also need a slight variant of [San13, Proposition 8.3].
Proposition 8.8. Suppose that A, S and T are non-empty with m G pA`Sq ď Km G pAq and m G pS`T q ď Lm G pSq, and m P N is a parameter. Then there is a symmetric neighbourhood of the identity, X, with m G pXq ě expp´Opm 2 log 2K log 2Lqqm G pT q and mX Ă S`A´A´S.
Proof. Let f :" 1 A`S and apply the Croot-Sisask lemma (Lemma 8.7) with a parameters η and p (to be optimised later) to get a symmetric neighbourhood of the identity, X, with m G pXq ě p2Lq´O pη´2pq m G pT q such that
It follows by the triangle inequality that
Taking an inner product with m A we see that for all x P X we have
where p 1 is the conjugate exponent to p. Now
Thus |m A˚1´pA`Sq˚mS pxq´1| ď ηmK 1{p for all x P X.
We take p " 2`log K, and then η " Ωpm´1q such that the term on the right is at most 1{2 to get the desired conclusion.
The above proposition is almost all we need for our main argument and it can be used in the proof of Lemma 8.2 below to give a result with only slightly weaker bounds. However, we shall want a slight strengthening proved using the aforementioned idea of Konyagin [Kon11] .
Proposition 8.9. Suppose that A is non-empty with m G pA`Aq ď Km G pAq and r, s P N are parameters with r ě 3. Then there is an integer m " Ωpsr log 1´Opr´1q 2Kq and a symmetric neighbourhood T such that mT Ă rpA´Aq and m G pT q ě expp´Ops 2 r 3 log 3 2Kqqm G pAq.
Proof. Define sequences
by Plünnecke's inequality we have K i ď K 2r i . We proceed inductively to define sequences of non-empty sets pS i q iě0 and pT i q iě0 with
We shall establish the following properties inductively for all i ě 0.
(i) S i and T i are symmetric neighbourhoods of the identity such that
(ii) and L i ď expp4 log 2´i 2Kq;
(iii) and m i T i`1 Ă S i`A´A´Si ; (iv) and
We initialise with S 0 :" A´A and T 0 :" A´A so that S 0 and T 0 are symmetric neighbourhoods of the identity (since A is non-empty) and
whence (i) holds. Moreover, by Plünnecke's inequality we have
so that (ii) holds. Suppose that we are at stage i of the iteration. Apply Proposition 8.8 to the sets A, S i , and T i with parameter m i . This produces a symmetric neighbourhood of the identity T i`1 such that
First note that given the definition of m i , r i and r i`1 we have
and so we get (iv). The second part of (8.4) ensures (iii). Moreover, we have
By the pigeon-hole principle there is some non-negative integer l i ď m i {s´1 such that
Set S i`1 :" sl i T i`1`p A´Aq which is a symmetric neighbourhood of the identity since both T i`1 and A´A are. Since 0 G P T i`1 and l i ď m i {s´1 we have
which gives (i). Moreover, from (8.5) we have
and put T :" T i . The result follows since
and m G pT 0 q ě m G pAq.
Proof of Lemma 8.2. Let 3 ď r " Oplog 2 log 2Kq be such that log Opr´1q 2K " Op1q and apply Proposition 8.9 to the set A with the parameter s to be optimised shortly. We get a natural m " Ωprs log 2Kq and a symmetric neighbourhood of the identity X such that mX Ă rpA´Aq and m G pXq ě expp´Ops 2 r 3 log 3 2Kqqm G pAq.
Let k :" m 3 . By Plünnecke's inequality we have
For s " Op1q sufficiently large the right hand side is strictly less than 2 k (since X is nonempty) and hence we can apply Corollary 8.6 to see that X has relative polynomial growth of order Opplog 2 log 2Kq 3 log 3 2Kq. The result is proved. . Since X has relative polynomial growth of order d we see by the pigeonhole principle that there is some 2 ď l ď m such that
Let ǫ :" 1{2 18 d 2 (the reason for which choice will become clear later) and write
so that by Lemma 5.4 (applicable since l ě 2) we have that
Let δ : Γ Ñ R ą0 be the constant function taking the value 2´4 and B 1 be the Bohr system with frequency set Γ and width function δ. By the first part of Lemma 5.3 we see that
We now show that this Bohr system is not too large. Let k P N be a natural number to be optimised shortly. Begin by noting that
where 1 pkq lX denotes the k-fold convolution of 1 lX with itself, and the inequalities are CauchySchwarz and then the relative polynomial growth hypothesis. On the other hand, by Parseval's theorem ÿ
for some natural k " Opd 3 log dq. In particular, from (8.7) we have that ÿ
It then follows from Parseval's theorem and the triangle inequality that ÿ
Write β for the uniform probability measure induced on B . We conclude that ÿ
But, by Parseval's theorem and Hölder's inequality we have that ÿ
, and so
Now, note by sub-additivity and symmetry of Bohr sets and Ruzsa's Covering Lemma (Lemma 2.3) that for i ě 1 we have
Let J :"
where the last inequality is from (8.6).
By averaging there is some 0 ď j ď J such that
where the last inequality is from (8.8).
Set B :" 2´p 5j`1q B 1 and apply Lemma 3.4 (possible since wpBq ď 2´5 ă 1 4
) to see that dim˚B " Opdq. It follows by the second inequality in Lemma 3.7 part (iii) that dim B " Opdq. Moreover, nesting of Bohr sets tells us that X´X Ă B 1 and m G pB 1 q ď m G pB 1 1 q ď exppOpd log 2dqq. The result is proved.
8.11. Bogolioùboff-Chang. In the paper [Bog39] Bogolioùboff showed how to find Bohr sets inside four-fold sumsets. The importance of this was emphasised by Ruzsa in [Ruz94] and refined by Chang in [Cha02] . We shall need the following result in our work.
Lemma (Lemma 8.4). Suppose that A is a non-empty set, B is a Bohr system and µ is a B-approximately invariant probability measure, S Ă B 1 has µpSq ą 0, and L, non-empty, 
Apply Lemma 6.2 to B, µ˚r µ, and 1 L˚1´L with parameters p ě 2 and η P p0, 1s to be optimised later. This gives us a Bohr system B 1 with
1 . Since µ is non-negative we have 0 ď µ S˚Ă µ S ď µpSq´2µ˚r µ, and so there is a function f with 0 ď f ď µpSq´2 point-wise such that ż gdµ S˚Ă µ S "
(f is the Radon-Nikodym derivative of µ S˚Ă µ S with respect to µ˚r µ.)
Write p 1 for the conjugate index of p (so
If we take p " 2`2 log µpSq´1 then we see from Hölder's inequality that for all x P B 1 1 we have
ǫ we have
1 . However, the left hand side is 0 is x`L´L X S´S " H i.e. if x R L´L`S´S. The result is proved.
Arithmetic connectivity
The basic approach of our main argument (captured in Lemma 10.2) is iterative and to make this work we need to consider not just integer-valued functions, but almost integervalued functions. For ǫ P p0, 1{2q we say that f : G Ñ C is ǫ-almost integer-valued if there is a function f Z : G Ñ Z such that
Since ǫ ă 1{2 this actually means that f Z is uniquely defined.
When a function f has small algebra norm and is close to integer-valued, it turns out that f Z has a lot of additive structure. This is captured by a concept called arithmetic connectivity identified by Green in [GS08, Definition 6.4]. We shall need a slight refinement of this: for m, l P N we say that a set A is pm, lq-arithmetically connected if for every x P A m there is some σ P Z m with }σ} ℓ m 1 ď l and |σ i | " 1 for at least two is such that
The definition is perhaps a little odd. To help we present some simple examples we leave as exercises.
(i) A is pm, 1q-arithmetically connected for some m if and only if A " H.
(ii) if every element of A has order 2 then A is pm, m`kq-arithmetically connected for some k ě 0 if and only if it is pm, mq arithmetically connected.
(iii) if A is a subgroup then x`y P A for all x, y P A and so A is p2, 2q-arithmetically connected. Conversely, if A is p2, 2q-arithmetically connected then x`y P A for all x, y P A. Since we are taking G to be finite it follows that A is a subgroup.
However, nothing about the definition of arithmetic connectivity requires G to be finite and in, for example, Z there are sets such as N that are p2, 2q-arithmetically connected but are not 'close' to any subgroup. (iv) If A is a coset of a subgroup then for any x, y, z P A we have x`y´z P A and so A is p3, 3q-arithmetically connected. Arithmetic connectivity is related to additive structure by the following easy adaptation of [GS08, Proposition 6.5].
Lemma 9.1. Suppose that A is pm, lq-arithmetically connected. Then
Proof. First we count the number of σ P Z m such that }σ} ℓ m 1 ď l. The number of ways of writing a total of r as a sum of m non-negative integers is`r`m m˘. For each such σ we can choose the signs of the various integers in at most 2 l ways (since at most l of them are non-zero) and so the total number of σ P Z m with }σ} ℓ m 1 ď l is at most
It follows that there is such a σ P Z m such that for at least m´O plq vectors x P A m we have σ¨x P A. Rewriting this we have
Since |σ i | " 1 for at least two i P rms, | x 1 A pγq| " | x 1 A p´γq|, and | x 1 A p´σ i¨γ q| ď m G pAq by the Hausdorff-Young inequality we conclude that
The result now follows from Cauchy-Schwarz and Parseval's theorem which gives
On the other hand additive connectivity is related to small algebra norm via the following result.
Proposition 9.2. There is an absolute constant C Mél ą 0 such that the following holds. Suppose that g P ApGq is ǫ-almost integer-valued for some ǫ P p0, 1{2q and has }g} ApGq ď M for some M ě 1. Then provided ǫ ď expp´C Mél Mq, the set supp g Z is pOpM 3 q, OpMqqarithmetically connected.
The proof of this owes a lot to [Mél82, Lemma 1] of Méla, and we are grateful to Ben Green for directing us to that paper. Indeed, as noted in [GS08, §9] an example in Méla's paper shows that one cannot hope to weaken the requirement that ǫ ď expp´CMqq to anything with C below a certain absolute threshold.
We write T n pxq for the Chebychev polynomial of degree n. Recall (from, for example, [ZKR03, §6.10.6]) that we have a formula for T n :
the last form tells us immediately that }T n } L8pr´1,1sq ď 1. We shall be particularly interested in the Chebyshev polynomials of odd degree. Indeed, note from the above formula that if n " 2l`1 for some non-negative integer l, then only the coefficients of odd powers of x are non-zero and
In view of this we have (9.1) |cp0, lq| " 2l`1 and |cpj, lq| " Opl{jq 2j`1 .
Added to this information we shall need the following lemma.
Lemma 9.3. Suppose that m P N, and l P N 0 are parameters, g : G Ñ C has support A and x P G m is such that if σ P Z m has }σ} ℓ m 1 ď 2l`1 and σ¨x P A then |σ i | " 1 for at most one value of i. Then for every ω P ℓ 
Applying the triangle inequality we see that
Given π : r2r`1s Ñ rms and ι : r2r`1s Ñ t0, 1u we define σpπ, ιq P Z m by σ j pπ, ιq :"´ÿ
By the triangle inequality we have
and so 1 A pσpπ, ιq¨xq " 0 unless |σ j pπ, ιq| " 1 for at most one j P rms. It remains to bound from above the number of functions π : r2r`1s Ñ rms and ι : r2r`1s Ñ t0, 1u such that |σ j pπ, ιq| " 1 for at most one j P rms. Since |σ j pπ, ιq| " 1 for at most one j it follows that the image of π has size at most r`1, and hence the number of pairs pπ, ιq is at mosst m r`1˙¨p r`1q 2r`1¨22r`1 " exppOpr`1qqpr`1q r m r`1 .
Inserting this into (9.2) gives the result. given the choices of δ and κ, and the upper bound on ǫ. We put k :" pf˚µq Z which will turn out to be the g Z in the conclusion. We establish the various properties in order.
Claim. f˚µ is In light of (10.2) we then have θ x ď 3´p.
Claim. }f˚ν˚ν´k} L8pGq ď η`ǫ so that f˚ν˚ν is pǫ`ηq-almost integer-valued and pf˚ν˚νq Z " k.
Proof. By the triangle inequality we see that |f˚ν˚νpxq´kpxq| ď |f Z˚ν˚ν pxq´kpxq|`|pf´f Z q˚ν˚νpxq| ď θ x }f Z } L8pGq`ǫ ď pM`ǫqθ x`ǫ ď 2M3´p`ǫ.
It follows that f˚ν˚ν is pη`ǫq-almost integer-valued in light of the choice of p. Since 2M3´p`ǫ ă 1 2 we see that the integer part is unique and so pf˚ν˚νq Z " k.
Concluding remarks
Cohen's idempotent theorem [Coh60] is a qualitative version of our main result. It can be combined with our main theorem in the same way as [GS08,  This is best possible as can be see by taking f to be the indicator function of symmetric interval around 0 of length N. The Fourier transform of f is a Dirichlet kernel and from this it is easy to show that }f } BpGq " Oplog Nq. The only finite subgroup of Z is t0u whence one requires any suitable function z to have }z} ℓ 1 pWpGqq " exppΩp}f } BpG. p1q p.
The above bound becomes weaker as A gets smaller. Konyagin and Shkredov [KS15, KS16] have the following results to deal with this.
Theorem 11.4 ([KS15, Theorem 13]). Suppose that G " Z{pZ and A Ă G has size 2 ď |A| ď exppplog p{ log log pq 1{3 q. Then }1 A } ApGq " Ωplog |A|q.
Theorem 11.5 ([KS16, Theorem 3]). Suppose that G " Z{pZ and A Ă G has density α with exppplog p{ log log pq 1{3 q ď |A| ď p{3. Then }1 A } ApGq " Ωplog α´1q 1{3´op1q .
In Z{pZ there are no non-trivial subgroups and so these three results can be combined to give the following.
Theorem 11.6 (Green-Konyagin-Shkredov). Suppose that G " Z{pZ and A Ă G has }1 A } ApGq ď M for some M ě 1. Then there is some z : WpGq Ñ Z such that
zpW q1 W and }z} ℓ 1 pWpGqq ď exppexppM 3`op1.
Note that this is already a strengthening of the main result of [GS08] in the particular case of groups of prime order. In fact, however, Konyagin and Shkredov's results are much sharper if one takes A to be sparse. For example, they combine to give the following. This is stronger than our main theorem in this particular case of small sets in groups of prime order.
At the other end of the scale from groups of prime order are the dyadic groups, which have a rich subgroup structure. The arguments used to prove Theorem 10.1 simplify somewhat if G " F n 2 and if followed through they lead to the next theorem. Theorem 11.8. Suppose that G " F n 2 and f : G Ñ Z has }f } ApGq ď M. Then there is some z : WpGq Ñ Z such that f " ÿ W PWpGq zpW q1 W and }z} ℓ 1 pWpGqq ď exppM 3`op1q q.
However, this can be improved in a different way. Shpilka, Tal and lee Volk establish the following result in [STV14] . zpW q1 W and }z} ℓ 1 pWpGqq ď exppOpM 2`M log nqq.
While our aim is to avoid any sort of n dependence, it is worth noting that in the above theorem it is really rather mild.
For this class of groups arithmetic progressions are no longer a limiting example and it might be that the bound on }z} ℓ 1 pWpGqq can be polynomial in M. Some efforts in this direction for particular classes of function can be found in work of Tsang, Wong, Xie and Zhang, in particular [TWXZ13, Corollary 7] .
