New vector sequence transformations  by Brezinski, C & Redivo-Zaglia, M
Linear Algebra and its Applications 389 (2004) 189–213
www.elsevier.com/locate/laa
New vector sequence transformations
C. Brezinski a ,∗,1, M. Redivo-Zaglia b
aLaboratoire Paul Painlevé, UMR CNRS 8524, UFR de Mathématiques Pures et Appliquées,
Université des Sciences et Technologies de Lille, 59655 Villeneuve d’Ascq cedex, France
bDipartimento di Matematica Pura ed Applicata, Università degli Studi di Padova,
Via G.B. Belzoni 7, 35131 Padova, Italy
Received 2 April 2003; accepted 19 March 2004
Submitted by R.A. Brualdi
Abstract
Many numerical methods produce sequences of vectors converging to the solution of a
problem. When the convergence is slow, the sequence can be transformed into a new vector
sequence which, under some assumptions, converges faster to the same limit. The construction
of a sequence transformation is based on its kernel, that is the set of sequences which are
transformed into a constant sequence. In this paper, new vector sequence transformations are
built from kernels which extent those of the most general transformations known so far.
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1. Introduction
Let (xn) be a sequence of vectors in Rp converging to x ∈ Rp when n goes to
infinity. If this sequence converges slowly, one can try to accelerate its convergence
by transforming it into a new sequence (yn) converging faster to the same limit. Such
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a procedure is called a (vector) sequence transformation. Each sequence transforma-
tion T : (xn) → (yn) is built in such a way that ∀n, yn = x when applied to a test
sequence (xn) satisfying a certain relationship depending on an unknown vector x
(usually the limit of (xn)) and on unknown parameters. The set of such test sequences
is called the kernel of T . Then, if the transformation T is applied to a sequence (xn)
not too different from a sequence of its kernel, it is hoped that the sequence (yn) it
produces will converge to x faster than (xn).
The most general kernel considered so far consists of vector sequences of the
form
xn = x + a1z1n + · · · + akzkn, n = 0, 1, . . . , (1)
where the ais are unknown scalars, x is an unknown vector and the (zin)s are known
sequences of vectors in Rp for i = 1, . . . , k. This case will be called the unknown
scalar case since the unknowns ai are scalars.
Let us explain how to construct a transformation T with this kernel. If the scalars
a1, . . . , ak in (1) are known, and if we define the transformation T : (xn) → (yn) by
yn = xn − a1z1n − · · · − akzkn, n = 0, 1, . . . , (2)
then, by construction, we will have ∀n, yn = x.
Several strategies for the computation of a1, . . . , ak were studied in [5,8,9,12]
and [41, pp. 175–179]. They lead to various vector sequence transformations which
can be implemented by different recursive algorithms. They all consist in using (1)
for writing down k linear algebraic equations involving the unknowns a1, . . . , ak ,
solving this system, and then computing yn by (2). It is also possible to write down
a system of k + 1 equations in the unknowns yn, a1, . . . , ak and to solve it for yn.
Applying the transformation T to a sequence (xn) which does not belong to its
kernel is equivalent to interpolating it by a sequence of the kernel, then computing
the unknowns ai as above (they now depend on n and, of course, on k), and finally
defining yn by (2). This is the reason why a sequence transformation is often called
an extrapolation method.
A more general case, where the kernel is given by
xn = x + Azn, n = 0, 1, . . . ,
where A is an unknown p × q matrix and (zn) a known sequence of vectors in Rq ,
was considered in [15].
In this paper, we consider two even more general kernels and we construct the
corresponding vector sequence transformations. Direct formulations and recursive
algorithms will be obtained. They have a form quite similar to vector sequence
transformations such as the E-transformation (and the E-algorithm for its imple-
mentation) [5], and the RPA and its variants [6]. However, although some of these
algorithms have the same kernel, they correspond to different sequence transforma-
tions. Transformations in the style of those given in [8] could also be constructed.
General references on sequence transformations and extrapolation algorithms are
[10,41].
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2. Mathematical ingredients
In this paper, we will make use of the notions of pseudo-inverse of a matrix,
pseudo-Schur complements, and bordered matrices. Let us remind the definitions
and the properties which are the most important for our purpose.
2.1. Pseudo-inverses
The pseudo-inverse (Moore–Penrose inverse) of a matrix A ∈ Rp×q is the unique
matrix A† ∈ Rq×p satisfying
A†AA† = A†,
AA†A= A,
(A†A)T = A†A,
(AA†)T = AA†.
We have (A†)† = A, (A†)T = (AT)† and (ATA)† = A†(A†)T.
If only some of these conditions are satisfied, the corresponding matrixA† is often
called a generalized inverse [3,36]. IfA is square and nonsingular, the pseudo-inverse
and the generalized inverse coincide with the inverse.
There are two special cases, which will be useful later, where the expression of
the pseudo-inverse simplifies. They are both useful in the solution of the system of
linear equations Ax = b in the least squares sense.
(1) If p  q and rank(A) = q, then
A† = (ATA)−1AT,
and we have A†A = I ∈ Rq×q .
In that case, a least squares solution of the overdetermined system Ax = b
satisfies ATAx = ATb and thus x = (ATA)−1ATb = A†b.
(2) If p  q and rank(A) = p, then
A† = AT(AAT)−1
and it holds AA† = I ∈ Rp×p.
In that case, the system Ax = b is underdetermined, it is consistent, and its
minimum Euclidean norm solution is obtained by setting x = ATy. Thus the sys-
tem writes AATy = b, which gives y = (AAT)−1b and it follows x =
AT(AAT)−1b = A†b.
So, in both cases, we consider the rectangular system of linear equations Ax = b
where A ∈ Rp×q has rank k  min(p, q), x ∈ Rq and b ∈ Rp. The least squares
solution of the problem of finding
min
x∈V ‖x‖2, V = {x ∈ R
q | ‖Ax − b‖2 = min}
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is given by x = A†b. Similarly, a system with several right hand sides AX = B,
where X ∈ Rq×m and B ∈ Rp×m, could be treated.
It follows from these two particular cases that, if A ∈ Rp×q and B ∈ Rq×m, with
p  q and q  m, and if both matrices have rank q then [4, p. 17]
(AB)† = B†A† = BT(BBT)−1(ATA)−1AT.
Necessary and sufficient conditions for the property (AB)† = B†A† to hold are
given in [27].
For more results on pseudo-inverses, see [4] or [20].
Although, in this paper, we employ pseudo-inverses, their four properties are not
always used for each of our transformations. In fact, for some of them, we only need
the left inverse XL of a matrix X which satisfies XLX = I . In particular, XL can be
defined by XL = (Y TX)−1Y T, where Y is a matrix of the same dimensions as X and
such that Y TX is nonsingular. Right inverses could be defined similarly.
2.2. Pseudo-Schur complements
A subject related to pseudo-inverses is the Schur complement and its generaliza-
tions [25,40,42]. This important notion was introduced by Schur [40] in 1917 (see,
for example, [25, pp. 19–23] or [42, Section 6.4] for basic definitions and results).
Schur complements have many applications in extrapolation methods and related
topics [7,8,13] and in other domains of mathematics, in particular in linear algebra
[23,24,26,28,34].
We consider the matrix
M =
(
A B
C D
)
, (3)
where A ∈ Rp×q , B ∈ Rp×s , C ∈ Rr×q and D ∈ Rr×s . Thus M ∈ R(p+r)×(q+s).
If r = s and if D is nonsingular, the Schur complement of D in M is denoted by
(M/D) and it is defined by
(M/D) = A− BD−1C.
Moreover, if p = q, the Schur determinantal formula holds
det(M/D) = detM
detD
. (4)
In [6], this formula was extended to the case where q = 1 and r = s by defining
detM as the vector of Rp which is the combination of the vector A and of the col-
umns of B which form its first row and is obtained by the classical rule for expanding
a determinant (if needed, see [8] for more explanations). With this definition, it fol-
lows that det(M/D) = (M/D). In the sequel, this formula will be called the vector
Schur determinantal formula.
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Let us now define the pseudo-Schur complement ofD inM , denoted by (M/D)P,
by
(M/D)P = A− BD†C, (5)
where D† is the pseudo-inverse of D. If D is square and nonsingular, the usual Schur
complement is recovered. Pseudo-Schur complements were introduced in [22,32,33],
but they were also implicitly considered in [2,36]; see [1,19,21] for reviews. Pseudo-
Schur complements of A, B and C in M can be defined similarly. A determinantal
formula similar to Schur’s does not seem to hold for the pseudo-Schur complement
in the general case.
If q = 1, A is a vector in Rp and we recover the vector Schur determinantal
formula.
A matrix pseudo-Schur complement can be defined from the vector pseudo-Schur
complement considered above.
More results on pseudo-Schur complements are given in [35].
2.3. Bordered matrices
We will now discuss the pseudo-inverse of the bordered matrix M . We set
M‡ =
(
A† + A†BS†CA† −A†BS†
−S†CA† S†
)
, (6)
where S = D − CA†B ∈ Rr×s is the pseudo-Schur complement of A in M .
Such an expression was already considered in [2]. It must be noticed that the
matrix M‡ defined by (6) is not, in general, the pseudo-inverse of M . Necessary and
sufficient conditions under whichM‡ is the pseudo-inverse ofM were given in [3,18]
(see also [34]). The expression (6) for M‡ is a generalization to the pseudo-inverse
of the block bordering method for computing the inverse of a bordered matrix [30].
If p  q and if A has rank q, if r  s and if D has rank s, then S†S = Is and it
holds M‡M = Iq+s . So, in this case, M‡ is a left inverse of M .
If p  q, if A has rank p, if r  s and if D has rank r , then SS† = Ir and we
have MM‡ = Ip+r . In this case, M‡ is a right inverse of M .
We consider the system(
A B
C D
)(
x
y
)
=
(
b
d
)
,
and we assume that we are in the first particular case above. Then, multiplying on
the left by M‡, we obtain
x = A†b − A†BS†(d − CA†b), (7)
y = S†(d − CA†b). (8)
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3. The new transformations
In the case of a scalar sequence, a transformation with the kernel (1) can be
derived by three different approaches. First, it can be obtained by solving the system
of linear equations which involves the unknown scalars. It is the direct approach.
Then, a recursive algorithm for the implementation of the transformation could be
obtained from an elimination approach. It consists in finding the expression of the
unknowns and, then, in eliminating them from the expression of the kernel. The third
approach, called the annihilation operator approach, isolates each unknown which is
then removed by applying the forward difference operator . These three approaches
lead to the same transformation [11].
In this section, we will study vector sequence transformations corresponding to
two different kernels. The first one will be called the unknown vector case since
it involves unknown vectors. The second one is the unknown matrix case which
corresponds to unknown matrices. The same types of approaches as in the scalar
case will be followed. However, as we will see, they do not always lead to the same
transformation.
It must be noticed that the new transformations derived below remain valid when
the vectors x, xn ∈ Rp are replaced by p × s matrices, the vectors ai ∈ Rqi in (9)
by qi × s matrices, and the vectors zin ∈ Rqi in (34) by qi × s matrices. Indeed, this
case corresponds to applying the transformations successively to the columns of the
matrices xn.
The role played by determinants in the solution of systems of linear equations is
well known. Designants, introduced by Heyting in 1927 [29], are their counterpart
for systems of linear equations in a non-commutative algebra and they are related
to Schur complements. This notion is fundamental in the development of vector
sequence transformations and it was extensively studied and used by Salam [37–39].
It could also be used for deriving the new transformations given in this section, as
done in [15].
The forward difference operator  used in the sequel always acts on n which can
be either a lower or an upper index.
3.1. Unknown vector case
In the unknown vector case, we consider a kernel with sequences of the form
xn = x + Z1na1 + · · · + Zknak, n = 0, 1, . . . , (9)
where the (Zin)s are known sequences of matrices in Rp×qi and the ais are unknown
vectors in Rqi , for i = 1, . . . , k. When ∀i, qi = 1, the unknown scalar case is recov-
ered. If qi > 1 and if we designate the columns of Zin by z
ij
n and the components of
ai by aij for j = 1, . . . , qi , then (9) writes
xn = x + a11z11n + · · · + a1q1z1q1n + · · · + ak1zk1n + · · · + akqk zkqkn ,
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which is exactly the form of the vectors considered in (1). However, instead of con-
sidering each term in this expression separately, we will now treat them by block.
If we setZn = [Z1n, . . . , Zkn] and a = (aT1 , . . . , aTk )T ∈ Rpk with pk = q1 + · · · +
qk , then (9) takes the compact form
xn = x + Zna.
If we are able to compute the vectors ai , then, by construction, the kernel of the
transformation
(xn) → (yn = xn − Z1na1 − · · · − Zknak) (10)
will contain all sequences of the form (9).
We will now try to construct sequence transformations whose kernels consist of
sequences of the form (9). Since we will obtain several transformations, the se-
quences they produce will be denoted by (iE(n)k,mk ), where k and n are as in (10),
mk is a parameter that will be introduced below, and the subscript i distinguishes the
various transformations. When mk = k, the subscript mk will be suppressed.
Three main classes of approaches will be considered as in the scalar case [13].
3.1.1. The direct approaches
Several direct approaches will be used. As will be seen, they lead to transforma-
tions which, by construction, have all the same kernel (9). All of them can also be
expressed as pseudo-Schur complements. When the matrices involved in these trans-
formations are square and nonsingular, the pseudo-inverses are the usual inverses,
and the vectors they produce can be expressed as a ratio of determinants following
(4).
However, these transformations are not identical since, when applied to a se-
quence (xn) different from (9), they produce distinct sequences (yn).
First approach
Let mk  1 be an integer. In the first direct approach, we define 1E(n)k,mk ∈ Rp as
the vector satisfying the interpolation conditions
xn+i = 1E(n)k,mk + Z1n+ia1 + · · · + Zkn+iak, i = 0, . . . , mk. (11)
The system (11) can be written as
Ip Z
1
n · · · Zkn
Ip Z
1
n+1 · · · Zkn+1
...
...
...
Ip Z
1
n+mk · · · Zkn+mk


1E
(n)
k,mk
a1
...
ak
 =

xn
xn+1
...
xn+mk
 , (12)
where the ai depend on k and n, if (xn) has a form which differs from (9). This
system generalizes the system corresponding to the scalar case [13].
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We see that we have k unknown vectors ai ∈ Rqi and the unknown vector 1E(n)k,mk ∈
Rp. Each of the mk + 1 interpolation conditions (11) corresponds to p equations. In
order to obtain a1, . . . , ak and 1E(n)k,mk , we need to have, at least, p + pk equations
with pk = q1 + · · · + qk . So, we assume that mkp  pk (which does not mean that
each qi must be smaller than p).
Assuming that the matrix of the system (12) has rank p + pk and solving it in the
least squares sense, gives the vector 1E(n)k,mk
1E
(n)
k,mk
= [Ip, 0p×q1, . . . , 0p×qk ]

Ip Z
1
n · · · Zkn
Ip Z
1
n+1 · · · Zkn+1
...
...
...
Ip Z
1
n+mk · · · Zkn+mk

† 
xn
xn+1
...
xn+mk
 ,
where the lower indexes in I and 0 denote the dimensions (a single index is used for
square matrices).
Second approach
Let us denote the matrix of the system (12) by M and partition it as in (3) with
A = Ip in its upper left corner. Let the right hand side be partitioned accordingly
with b = xn. From Formula (6), M‡ is, in general, different from M† and it is only a
left inverse of M . Multiplying (12) on the left by M‡ and using (7), we obtain a new
transformation given by
2E
(n)
k,mk
= xn − [Z1n, . . . , Zkn]
 Z
1
n+1 − Z1n · · · Zkn+1 − Zkn
...
...
Z1n+mk − Z1n · · · Zkn+mk − Zkn

†
×
 xn+1 − xn...
xn+mk − xn
 . (13)
This transformation is quite similar to the transformation defined by (15) but differs
from it.
Third approach
The third direct approach consists in applying the operator  to (9). We obtain
 xn+i =  Z1n+ia1 + · · · + Zkn+iak, i = 0, . . . , mk − 1. (14)
We now have pk unknowns. We again assume that mkp  pk and that the matrix of
the corresponding system has rank pk . Solving it in the least squares sense for the
unknown vectors ai and using (10), leads to the transformation
C. Brezinski, M. Redivo-Zaglia / Linear Algebra and its Applications 389 (2004) 189–213 197
3E
(n)
k,mk
= xn − [Z1n, . . . , Zkn]
  Z
1
n · · ·  Zkn
...
...
 Z1n+mk−1 · · ·  Zkn+mk−1

†
×
  xn...
 xn+mk−1
 . (15)
This transformation generalizes the least squares vector sequence transformation
studied in [9].
If mkp = pk , the pseudo-inverse in (15) is replaced by the inverse and, using the
vector Schur determinantal formula, we obtain
3E
(n)
k,mk
=
∣∣∣∣∣∣∣∣∣
xn Z
1
n · · · Zkn
 xn  Z
1
n · · ·  Zkn
...
...
...
 xn+mk−1  Z1n+mk−1 · · ·  Zkn+mk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
 Z1n · · ·  Zkn
...
...
 Z1n+mk−1 · · ·  Zkn+mk−1
∣∣∣∣∣∣∣
. (16)
The determinant in the numerator of 3E(n)k,mk denotes the vector which is the combi-
nation of the vectors forming its first vector row (that is xn and the columns of the
matrices Z1n, . . . , Zkn) obtained by the classical rule for expanding a determinant.
Third approach again
If, in (12), each block row, from the second one, is replaced by its difference with
the previous one, we obtain a new transformation defined by the system
Ip Z
1
n · · · Zkn
0p  Z1n · · ·  Zkn
...
...
...
0p  Z1n+mk−1 · · ·  Zkn+mk−1


3E
(n)
k,mk
a1
...
ak
 =

xn
 xn
...
 xn+mk−1
 .
(17)
Since this system splits into a system giving the ais and an equation for 3E(n)k,mk ,
the vectors obtained by this transformation are the same as the vectors given by (15)
(this is why they have the same denomination), but they differ from those defined by
(12) although the kernel of the transformation (17) is still given by (9). This is due to
the fact that, when solving a system in the least squares sense, replacing an equation
by its difference with another one produces a different solution.
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Let us denote the matrix of the system (17) by M and partition it as in (3) with
A = Ip in its upper left corner and let the right hand side be partitioned accordingly
with b = xn. Since C = 0mkp×p, we have S = D and Formula (6) gives
M‡ =
(
Ip −BD†
0mkp×p D†
)
.
So M‡ = M†, and (15) is recovered from (7).
Fourth approach
Let us now discuss another direct approach which follows more closely the for-
mulation of the vector E-transformation [5].
Let Y ∈ Rp×m. We consider the mk ×mk block diagonal matrix Y˜ which con-
sists of mk blocks Y on its diagonal. We assume that mkm  pk = q1 + · · · + qk .
Multiplying on the left the system (14) by Y˜ T gives Y
T Z1n · · · Y T Zkn
...
...
Y T Z1n+mk−1 · · · Y T Zkn+mk−1

a1...
ak
 =
 Y
T xn
...
Y T xn+mk−1
 .
Solving this system in the least squares sense, leads to the transformation
4E
(n)
k,mk
= xn − [Z1n, . . . , Zkn]
 Y
T Z1n · · · Y T Zkn
...
...
Y T Z1n+mk−1 · · · Y T Zkn+mk−1

†
×
 Y
T xn
...
Y T xn+mk−1
 . (18)
The matrix Y can depend on k and n, thus leading to another transformation with the
same kernel.
If ∀i, qi = 1, if mk = k, and if m = 1, the vector E-transformation is recovered.
It can be recursively implemented by the vector E-algorithm [5].
Fifth approach
In the fourth approach, mk equations of the form (14) were used and the transfor-
mation (18) was defined from a single auxiliary matrix Y . Another approach consists
in using one single relation of the form (9) and several auxiliary matrices Yi . Such
an approach follows the lines leading to the RPA and its variants [6].
Let Yi ∈ Rp×ri and Ŷ = [Y1, . . . , Ymk ]. We consider the relation
 Z1na1 + · · · + Zknak =  xn,
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and we multiply it by Ŷ T. We obtain a system of r1 + · · · + rmk equations in pk =
q1 + · · · + qk unknowns. Assuming that r1 + · · · + rmk  pk and p  pk , and solv-
ing the system in the least squares sense leads to the transformation
5E
(n)
k,mk
= xn − [Z1n, . . . , Zkn]
 Y
T
1  Z
1
n · · · Y T1  Zkn
...
...
Y Tmk Z
1
n · · · Y Tmk Zkn

†  Y
T
1  xn
...
Y Tmk xn
 .
(19)
The matrices Yi can depend on k and n, thus leading to another transformation
with the same kernel. We see that, due to the condition p  pk = q1 + · · · + qk , the
square case, ∀i, qi = p, cannot be handled by this approach.
If ∀i, qi = ri = 1 and mk = k, the vector transformations given in [6,14,31] are
recovered. They can be implemented by recursive algorithms.
Other approaches and discussion
Transformations similar to (18) and (19) can be obtained from (11) instead of
(14) and using matrices in the style of Y˜ and Ŷ respectively. The corresponding
systems can also be solved by multiplying them on the left by M‡, thus leading to
transformations in the style of (13). In addition, transformations can be constructed
by some mixed strategies between these last two approaches as in [8].
By construction, the kernels of all the transformations defined in this section, for
k fixed, contain the sequences of the form (9). In fact, more complete results can be
proved. Let us consider the first direct approach and let G(n)k,i be the solution of the
system
Ip Z
1
n · · · Zkn
Ip Z
1
n+1 · · · Zkn+1
...
...
...
Ip Z
1
n+mk · · · Zkn+mk


G
(n)
k,i
b1
...
bk
 =

Zin
Zin+1
...
Zin+mk
 , (20)
where the bi depend on k, n and mk . This system is the same as the system (12)
after replacing, in its right hand side, xn by Zin. The same change can be made in the
systems corresponding to the other direct approaches for defining the matrices G(n)k,i
in a similar way. Thus, the following result holds:
Theorem 1. If
xn = x + Z1na1 + Z2na2 + · · · , n = 0, 1, . . . ,
with aj ∈ Rqj then, for k = 0, 1, . . . and mk = k, it holds, for the transformations
i = 1, . . . , 5 (assuming that the conditions on the dimensions and ranks of the matri-
ces involved are satisfied),
iE
(n)
k = x +G(n)k,k+1ak+1 +G(n)k,k+2ak+2 + · · · , n = 0, 1, . . . ,
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where the matrices G(n)k,k+1,G
(n)
k,k+2, . . . are given by the same system as the system
for iE(n)k after replacing, in its right hand side, xn by Zin.
Proof. Let us consider the transformation defined by 1E(n)k . We only have to sepa-
rate the terms in xn as
xn = (x + Z1na1 + · · · + Zknak)+ (Zk+1n ak+1 + · · ·),
to replace xn in the right hand side of (12) by this expression, and to make use of
(20).
The proofs for the other direct approaches are similar. 
Although the transformations obtained by the preceding direct approaches have
the same kernel, they do not coincide because each of them comes out from the
pseudo-inverse of a different matrix.
Recursive algorithms for the implementation of the transformations defined in
this section remain to be obtained. It must be noticed that similar vector sequence
transformations can be defined even when the number of equations is smaller than
the number of unknowns (that is if mkp < pk). However, in this case, their kernels
are no longer given by (9).
3.1.2. The elimination approaches
In this section, we assume that ∀i, p  qi and that all p × qi matrices whose
pseudo-inverse is needed have rank qi . Notice that summing up these inequalities
leads tomkp  q1 + · · · + qk = pk , a condition already encountered in Section 3.1.1.
As it will be easy to check, the new transformations that will be obtained now
use the same number of vectors xn and matrices Zin as the transformations of the
previous section when mk = k. So, the new transformations will no longer depend
on an integer mk and this subscript will be suppressed.
We now assume that
xn = x + Z1na1 + Z2na2 + Z3na3 + · · · , n = 0, 1, . . . , (21)
with possibly an infinite number of terms in this expression.
Several elimination approaches can be studied.
First approach
Let us write down (21) for the index n+ 1, multiply it by Z1n(Z1n+1)† and subtract
it from xn. We get
xn − Z1n(Z1n+1)†xn+1 =
(
Ip − Z1n(Z1n+1)†
)
x + (Z1n − Z1n(Z1n+1)†Z1n+1)a1
+ (Z2n − Z1n(Z1n+1)†Z2n+1)a2 + · · ·
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Since (Z1n+1)†Z1n+1 = Iq1 , the term in a1 disappears. Then, we multiply both sides
of this relation by the inverse of the matrix
(
Ip − Z1n(Z1n+1)†
)
and we set
6E
(n)
1 =
[
Ip − Z1n(Z1n+1)†
]−1(
xn − Z1n(Z1n+1)†xn+1
)
,
G
(n)
1,i =
[
Ip − Z1n(Z1n+1)†
]−1(
Zin − Z1n(Z1n+1)†Zin+1
)
, i > 1.
We get
6E
(n)
1 = x +G(n)1,2a2 +G(n)1,3a3 + · · ·
Obviously, the same process can be repeated. We set 6E(n)0 = xn and G(n)0,i = Zin and
we assume that, for some k  1, we have
6E
(n)
k−1 = x +G(n)k−1,kak +G(n)k−1,k+1ak+1 + · · ·
For k = 1, this relation reduces to (21). We multiply 6E(n+1)k−1 on the left by
G
(n)
k−1,k
(
G
(n+1)
k−1,k
)†
and we subtract it from 6E(n)k−1. The term G
(n)
k−1,k
(
G
(n+1)
k−1,k
)†
ak dis-
appears and we get
6E
(n)
k−1 −G(n)k−1,k
(
G
(n+1)
k−1,k
)†
6E
(n+1)
k−1 =
(
Ip −G(n)k−1,k
(
G
(n+1)
k−1,k
)†)
x
+ (G(n)k−1,k+1 −G(n)k−1,k(G(n+1)k−1,k)†G(n+1)k−1,k+1)ak+1 + · · ·
We multiply both sides by the inverse of
(
Ip −G(n)k−1,k
(
G
(n+1)
k−1,k
)†)
and we set
6E
(n)
k =
[
Ip −G(n)k−1,k
(
G
(n+1)
k−1,k
)†]−1[
6E
(n)
k−1 −G(n)k−1,k
(
G
(n+1)
k−1,k
)†
6E
(n+1)
k−1
]
(22)
G
(n)
k,i =
[
Ip −G(n)k−1,k
(
G
(n+1)
k−1,k
)†]−1[
G
(n)
k−1,i −G(n)k−1,k
(
G
(n+1)
k−1,k
)†
G
(n+1)
k−1,i
]
,
i > k. (23)
So, it holds
6E
(n)
k = x +G(n)k,k+1ak+1 +G(n)k,k+2ak+2 + · · ·
Thus, by construction, the kernel of this transformation contains the sequences of the
form (9), since for such a sequence ai = 0 for i > k. Also notice that 6E(n)k can be
expressed as a pseudo-Schur complement and that we have G(n)k,i = 0 for i  k.
Second approach
Let us now consider another elimination approach. Since it is quite similar to the
previous approach, it will be described with less details.
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We set 7E(n)0 = xn and G(n)0,i = Zin. So, (21) can be written as
7E
(n)
k−1 = x +G(n)k−1,kak +G(n)k−1,k+1ak+1 + · · · (24)
for k = 1. Let us assume that this relation holds for some k. We apply the operator
 to (24) and we multiply on the left by the pseudo-inverse of  G(n)k−1,k . Since(
 G
(n)
k−1,k
)†
 G
(n)
k−1,k = Iqk , we obtain the expression of ak
ak =
(
 G
(n)
k−1,k
)†
 7E
(n)
k−1 −
(
 G
(n)
k−1,k
)†
 G
(n)
k−1,k+1ak+1
− ( G(n)k−1,k)† G(n)k−1,k+2ak+2 − · · ·
Let us define 7E(n)k and G
(n)
k,i by (notice that the matrices G(n)k,i are different from
those of the first elimination approach)
7E
(n)
k = 7E(n)k−1 −G(n)k−1,k
(
 G
(n)
k−1,k
)†
 7E
(n)
k−1, (25)
G
(n)
k,i = G(n)k−1,i −G(n)k−1,k
(
 G
(n)
k−1,k
)†
 G
(n)
k−1,i , i > k. (26)
Replacing ak by its expression in (24) gives
7E
(n)
k = x +G(n)k,k+1ak+1 +G(n)k,k+2ak+2 + · · ·
We can check that 7E(n)k ∈ Rp and G(n)k,i ∈ Rp×qi . By induction, we see that ∀n,
G
(n)
k,i = 0 for i < k. Moreover, from (26), we have ∀n, G(n)k,k = 0.
The relations (25) and (26) are similar to the rules of the E-algorithm [5]. Due
to the non-commutativity of the matrix products, it does not seem that the preced-
ing rules could be simplified. A similar situation arose in the general matrix case
studied in [15, p. 507]. We also see that 7E(n)k and G
(n)
k,i respectively appear as the
pseudo-Schur complements of  G(n)k−1,k in(
7E
(n)
k−1 G
(n)
k−1,k
 7E
(n)
k−1  G
(n)
k−1,k
)
and
(
G
(n)
k−1,i G
(n)
k−1,k
 G
(n)
k−1,i  G
(n)
k−1,k
)
.
By construction, as in the first elimination approach, we see that all sequences of the
form (9) belong to the kernel of this transformation.
Other approaches
The second elimination approach can be generalized as follows. Let Ukn ∈ Rp×rk
with rk  qk be matrices which can depend on n and such that (Ukn )T Zkn has rank
qk . Applying the operator  to (21) and multiplying by (U1n )T, we obtain
(U1n )
T xn = (U1n )T Z1na1 + (U1n )T Z2na2 + (U1n )T Z3na3 + · · ·
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We obtain
a1 =
[
(U1n )
T Z1n
]†
(U1n )
T xn −
[
(U1n )
T Z1n
]†
(U1n )
T Z2na2
− [(U1n )T Z1n]†(U1n )T Z3na3 − · · ·
Thus
xn = x + Z1n
[
(U1n )
T Z1n
]†
(U1n )
T xn − Z1n
[
(U1n )
T Z1n
]†
(U1n )
T Z2na2
−Z1n
[
(U1n )
T Z1n
]†
(U1n )
T Z3na3 − · · · + Z2na2 + Z3na3 + · · ·
We set E0(vn) = vn and
Ek(vn) = Ek−1(vn)− Ek−1(Zkn)
[
(Ukn )
T Ek−1(Zkn)
]†
(Ukn )
T Ek−1(vn),
(27)
where vn ∈ Rp×r with r  1. Thus, the preceding relation writes
Ek(xn) = x + Ek(Zk+1n )ak+1 + Ek(Zk+2n )ak+2 + · · · (28)
for k = 1. As for the other transformations, we set 8E(n)k = Ek(xn) and G(n)k,i =
Ek(Z
i
n), i > k, and it can be proved by induction that (28) holds for all k. This
approach leads to a transformation with kernel (9) only in the case where the matrices
Zin are square, that is ∀i, qi = p.
The matrix
[
(Ukn )
T Ek−1(Zkn)
]†
(Ukn )
T appears as a pseudo left inverse of
 Ek−1(Zkn). We see that the algorithm (25)–(26) is recovered for the choice
Ukn =  Ek−1(Zkn). Thus, the multilevel VTT approach introduced in [12] has been
generalized. Moreover, if the matrices Ukn are such that (Ukn )TEk−1(Zkn+1) = 0, the
preceding formulae simplify and we obtain a generalization of the multilevel bior-
thogonal VTT (BVTT) given in [12].
Obviously, the first elimination approach could be generalized similarly. Its kernel
will also contain all sequences given by (9) and the same results hold.
For all the transformations obtained by the elimination approach, we have, by
construction, the following result:
Theorem 2. If
xn = x + Z1na1 + Z2na2 + · · · , n = 0, 1, . . . ,
with aj ∈ Rqj , then, for k = 0, 1, . . . , it holds, for the transformations i = 6, 7 and
8 (assuming that the conditions on the dimensions and ranks of the matrices involved
are satisfied),
iE
(n)
k = x +G(n)k,k+1ak+1 +G(n)k,k+2ak+2 + · · · , n = 0, 1, . . . ,
where the matrices G(n)k,k+1,G
(n)
k,k+2, . . . are given by (23) for i = 6, by (26) for
i = 7, and by (27) for i = 8, respectively.
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3.1.3. The annihilation operator approach
We will now try to follow exactly the annihilation operator approach explained in
[11] for the scalar case. We will see that this approach can also be simplified.
Let (vn) be a sequence of matrices in Rp×r where r  1. We define the linear
difference operators Nk acting on the sequence (vn) by, ∀n,
N0(vn)= vn,
Nk+1(vn)=  
([
Nk(Z
k+1
n )
]†
Nk(vn)
)
.
Let us assume that
xn = x + Z1na1 + Z2na2 + · · · , n = 0, 1, . . . , (29)
which can be written as
N0(xn) = N0(I )x +N0(Z1n)a1 +N0(Z2n)a2 + · · · ,
where I is the identity matrix of dimension p.
Multiplying both sides on the left by [N0(Z1n)]† gives
[N0(Z1n)]†N0(xn) = [N0(Z1n)]†N0(I )x + a1 + [N0(Z1n)]†N0(Z2n)a2 + · · ·
Applying the operator  and since  a1 = 0, we obtain
 
([N0(Z1n)]†N0(xn))=  ([N0(Z1n)]†N0(I ))x
+ ([N0(Z1n)]†N0(Z2n))a2 + · · ·
that is
N1(xn) = N1(I )x +N1(Z2n)a2 +N1(Z3n)a3 + · · ·
It is easy to check that N1(xn) ∈ Rq1 , N1(I ) ∈ Rq1×p and N1(Zin) ∈ Rq1×qi for
i  2.
Obviously, the same process can be repeated under the assumptions that qk+1 
qk (a new condition that has to be introduced) and that Nk(Zk+1n ) has rank qk+1 (in
order that (Nk(Zk+1n ))†Nk(Zk+1n ) = I ), and it leads to
Nk(xn) = Nk(I)x +Nk(Zk+1n )ak+1 +Nk(Zk+2n )ak+2 + · · · (30)
with Nk(xn) ∈ Rqk , Nk(I ) ∈ Rqk×p and Nk(Zin) ∈ Rqk×qi for i  k + 1.
We consider the sequence transformation
Ek : (vn) → (Ek(vn))
defined by
Ek(vn) = [Nk(I)]†Nk(vn), n = 0, 1, . . .
Multiplying both sides of (30) by [Nk(I)]†, we obtain
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Ek(xn) = Ek(I)x + Ek(Zk+1n )ak+1 + Ek(Zk+2n )ak+2 + · · · (31)
It can be checked that Ek(xn) ∈ Rp and Ek(Zin) ∈ Rp×qi for i  k + 1.
Let us now show how to compute recursively the vectors Ek(xn). We have
Ek(vn)= [Nk(I)]†Nk(vn)
= [ ([Nk−1(Zkn)]†Nk−1(I ))]† ([Nk−1(Zkn)]†Nk−1(vn)).
Since Nk−1(I )Nk−1(I )† = I , the second relation can also be written as
Ek(vn)=
[
 
([Nk−1(Zkn)]†Nk−1(I ))]†
× ([Nk−1(Zkn)]†Nk−1(I )Nk−1(I )†Nk−1(vn))
that is, if Nk−1(Zkn) has rank qk−1, and since, with our assumptions, [Nk−1(I )†Nk−1
(Zkn)]† = [Nk−1(Zkn)]†Nk−1(I ), we obtain
Ek(vn)=
[
Ek−1(Zkn+1)
† − Ek−1(Zkn)†
]†
× [Ek−1(Zkn+1)†Ek−1(vn+1)− Ek−1(Zkn)†Ek−1(vn)]. (32)
The relation (32) generalizes the rule of theE-algorithm [5]. The vectors 9E(n)k are
computed by replacing vn by xn in this rule. We also need to compute the auxiliary
matrices G(n)k,i = Ek(Zin), which are obtained by setting vn = Zin in (32). Due to the
non-commutativity of the matrix products, it does not seem that the preceding rule
could be written in a different way. Notice that a similar situation arose in the general
matrix case studied in [15, p. 507].
An important point to notice is that, in this approach, we had to introduce the
assumptions that, for all k, the matrix Nk(Zk+1n ) ∈ Rqk×qk+1 has rank qk and that
qk+1  qk . Obviously, these assumptions can only be true if all the qi are equal.
Notice that Nk(I)x = Nk(x) and Ek(I)x = Ek(x). However, in general,
(Nk(I ))
†Nk(I) /= I and, thus, Ek(I) in (31) is not the identity. So, this approach
leads to an algorithm whose kernel is the set of sequences of the form (9) only if the
matrices Zin are square and nonsingular.
This approach can also be recovered without introducing the operators Nk . We set
E0(vn) = vn and we assume that
Ek−1(xn) = Ek−1(x)+ Ek−1(Zkn)ak + Ek−1(Zk+1n )ak+1 + · · ·
Indeed (29) corresponds to this form for k = 1. Multiplying both sides by
(Ek−1(Zkn))†, we obtain
(Ek−1(Zkn))†Ek−1(xn)= (Ek−1(Zkn))†Ek−1(x)+ ak
+ (Ek−1(Zkn))†Ek−1(Zk+1n )ak+1 + · · ·
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since, with our assumptions, (Ek−1(Zkn))†Ek−1(Zkn) = I . In order to suppress ak
from this expression, let us apply the operator  to both sides. We get
 
[
(Ek−1(Zkn))†Ek−1(xn)
]=  [(Ek−1(Zkn))†Ek−1(x)]
+ [(Ek−1(Zkn))†Ek−1(Zk+1n )]ak+1 + · · ·
Defining Ek(vn) ∈ Rp×r by
Ek(vn) =
[
 (Ek−1(Zkn))†
]†
 
[
(Ek−1(Zkn))†Ek−1(vn)
]
, (33)
the preceding relation writes
Ek(xn) = Ek(x)+ Ek(Zk+1n )ak+1 + · · ·
We see that (33) is exactly (32) and that, for this second form of the annihila-
tion operator approach, it was not necessary to introduce the additional restriction
qk+1  qk .
However, as above, it must be noticed that Ek(x) /= x and so the transformation
defined by 9E(n)k = Ek(xn) and G(n)k,i = Ek(Zin) does not have a kernel of the form
(9), except in the case of square matrices Zin. Obviously, in this case, the pseudo-
inverses in (33) have to be replaced by the inverses (assuming that they exist). When
the matrices Zin are rectangular, the kernel of this transformation is unknown. Thus,
we have the following result, whose proof is easy.
Theorem 3. If
xn = x + Z1na1 + Z2na2 + · · · , n = 0, 1, . . . ,
with ai ∈ Rp, Zin ∈ Rp×p, and if all matrices whose inverse is needed are nonsingu-
lar, then, for k = 0, 1, . . . , it holds (assuming that the conditions on the dimensions
and ranks of the matrices involved are satisfied)
9E
(n)
k = x +G(n)k,k+1ak+1 +G(n)k,k+2ak+2 + · · · , n = 0, 1, . . . ,
where the matrices G(n)k,j = Ek(Zjn) are given by (33).
3.1.4. Comparison of the approaches
We will now compare the three preceding classes of approaches.
We saw that, if the sequence (xn) has the form (9), then, by construction,
∀n, iE(n)k = x for i = 1, . . . , 8 (if the conditions on the dimensions and the ranks
of the matrices involved in each transformation are satisfied). Thus, these transfor-
mations have the same kernel. However, since the intermediate vectors iE(n)j are
not identical for j < k (except for 2En1 , 3En1 and 7En1 ) these transformations do not
coincide. Notice that the condition p  pk cannot be satisfied by the fifth direct
approach (Formula (19)) in the square case ∀i, qi = p.
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As explained above, if (xn) satisfies (9), ∀n, 9E(n)k /= x, except in the square case.
So, in the rectangular case, the transformation (32) has a different (and unknown)
kernel.
Let us now compare the three types of approaches when mk = k, a condition
needed so that the various approaches use exactly the same number of vectors xn
and matrices Zin. We also assume that kp = pk = q1 + · · · + qk . Since the algo-
rithms obtained by the elimination and the annihilation approaches are recursive,
this condition must be satisfied for all k, which means that qk = p for all k. So, we
are in the square case. If all the qis are equal to p, pseudo-inverses become classical
inverses, the product of a matrix by its inverse is commutative, and the inverse of a
product is the product of the inverses in the reverse order. It follows that, for all k and
n, the vectors 7E(n)k obtained by (25) and the vectors 9E(n)k coming out from (32) (or
(33)) are identical. The same is true for the matrices G(n)k,i . Indeed, Formula (25) has
the structure
z = y − B(A− B)−1(x − y),
where A and B are square nonsingular matrices, and x, y and z are vectors (or matri-
ces). Thus, we have
z= y − [(A− B)B−1]−1(x − y) = y − [AB−1 − BB−1]−1(x − y)
= y − [A(B−1 − A−1)]−1(x − y) = y − (B−1 − A−1)−1A−1(x − y)
= (B−1 − A−1)−1[(B−1 − A−1)y − A−1x + A−1y]
= (B−1 − A−1)−1[B−1y − A−1x],
which has the same structure as Formula (32) (or (33)). This result can also be proved
by using the identity
(B − A)−1 = B−1 − B−1(B−1 − A−1)−1B−1.
It is also easy to see that (22) and (25) are equivalent. Moreover, in the square case,
we see that the vectors iEk(xn) are identical for i = 1, 2, 3 and 4. They also coincide
with the vectors 6Ek(xn), 7Ek(xn), and 9Ek(xn).
So, even if (xn) does not have the form (9), all the results provided by the formulae
(12), (13), (15) (or (17)) with mk = k, (18) with mk = k and m = p, (22), (25), and
(32) (or (33)) are identical and they define the same sequence transformation, in the
case of square matrices Zin. The transformations (18) with m /= p, (19), and (27) are
different and the vectors they compute do not coincide with those given by the other
transformations.
As a particular case, let (Zn) be a sequence of p × p nonsingular matrices and
let Zin = (Zn)i . Our transformations (some of which are identical) define general-
izations of the well-known Richardson extrapolation process. If ∀i, qi = 1 and if
Zin =  xn+i−1, our transformations generalize the Shanks transformation, that is
the ε-algorithm. Moreover, if xn is the nth partial sum of a formal power series in the
208 C. Brezinski, M. Redivo-Zaglia / Linear Algebra and its Applications 389 (2004) 189–213
complex variable z, generalizations of the Padé approximants are obtained. On these
topics, see [10, pp. 78–95, 216–228] and [16,17].
3.2. Unknown matrix case
In the unknown matrix case, we consider a kernel consisting of sequences of the
form
xn = x + A1z1n + · · · + Akzkn, n = 0, 1, . . . , (34)
where the Ais are unknown p × qi matrices and the (zin)s are known sequences in
Rqi for i = 1, . . . , k. This case is a generalization of the kernel defined by (1). It
was also already considered in [15, Section 5] with all the qis identical. The case
where the matrices Ai are square and diagonal can be treated by applying the scalar
E-algorithm separately to each component of the vectors xn.
As in the unknown vector case, if we are able to compute the matrices Ai , then,
by construction, the kernel of the transformation
(xn) → (yn = xn − A1z1n − · · · − Akzkn)
will contain all sequences of the form (34).
As in the unknown vector case, we will now try to construct, by three different
approaches, transformations whose kernels consist of sequences of the form (34).
The sequences obtained will be denoted as in the unknown vector case.
3.2.1. The direct approach
We set
A = [A1, . . . , Ak] ∈ Rp×pk , zn =
z
1
n
...
zkn
 ∈ Rpk ,
where pk = q1 + · · · + qk .
Thus the sequences of the kernel can be written as
xn = x + Azn, n = 0, 1, . . . , (35)
which shows that the approach of [15] can be used. However, we will now present
another way of treating this case. This approach follows the lines of the third direct
approach used in the unknown vector case.
We apply the operator  to (35) and we consider the relations
 xn+i = A zn+i , i = 0, . . . , mk − 1,
with mk  pk . They can be written as
[ xn, . . . , xn+mk−1] = A[ zn, . . . , zn+mk−1].
C. Brezinski, M. Redivo-Zaglia / Linear Algebra and its Applications 389 (2004) 189–213 209
Assuming that the pk ×mk matrix [ zn, . . . , zn+mk−1] has rank pk and solving
this system in the least squares sense for the matrix A leads to the transformation
10E
(n)
k,mk
= xn − [ xn, . . . , xn+mk−1]
 z
1
n · · ·  z1n+mk−1
...
...
 zkn · · ·  zkn+mk−1

† z
1
n
...
zkn
 .
(36)
The vector 10E(n)k,mk can be expressed as a pseudo-Schur complement.
Since we have ppk unknowns, the matrices A1, . . . , Ak can only be exactly com-
puted if we write down, at least, the same number of equations, that is ifmk  pk . By
construction, the kernel of the transformation (xn) → (10E(n)k,mk ), for k fixed, contains
the sequences of the form (34). It must be noticed that this transformation can also
be defined by (36) even for mk < pk . However, in this case, its kernel is no longer
given by (34).
If mk = pk , the Schur complement leads to the determinantal formula
10E
(n)
k,pk
=
∣∣∣∣∣∣∣∣∣
xn  xn · · ·  xn+pk−1
z1n  z
1
n · · ·  z1n+pk−1
...
...
...
zkn  z
k
n · · ·  zkn+pk−1
∣∣∣∣∣∣∣∣∣ /
∣∣∣∣∣∣∣
 z1n · · ·  z1n+pk−1
...
...
 zkn · · ·  zkn+pk−1
∣∣∣∣∣∣∣ .
This formula, although it has a form quite similar to (16), means that 10E(n)k,pk is a
linear combination of the vectors xn, xn, . . . , xn+pk−1 which form its first vector
row.
In the unknown matrix case, other direct approaches following the lines of the
unknown vector case could be defined as in Section 3.1.1.
3.2.2. The elimination approach
We will generalize the approach proposed in [15] and follow the lines of the sec-
ond elimination approach for the unknown vector case.
For vn ∈ Rm, [vn]s will denote the m× s matrix with columns vn, . . . , vn+s−1.
From (34), we have
 xn = A1 z1n + A2 z2n + · · ·
and
[ xn]q1 = A1[ z1n]q1 + A2[ z2n]q1 + · · ·
Assuming that [ z1n]q1 (which is a square q1 × q1 matrix) is nonsingular, it holds
A1 = [ xn]q1([ z1n]q1)−1 − A2[ z2n]q1([ z1n]q1)−1 − · · ·
Thus, A1 can be replaced in (34) by this expression and we get
xn − [ xn]q1([ z1n]q1)−1z1n = x + A2
{
z2n − [ z2n]q1([ z1n]q1)−1z1n
}+ · · ·
210 C. Brezinski, M. Redivo-Zaglia / Linear Algebra and its Applications 389 (2004) 189–213
Setting E0(vn) = vn and defining the vectors Ek(vn) by
Ek(vn) = Ek−1(vn)− [ Ek−1(vn)]qk
([ Ek−1(zkn)]qk )−1Ek−1(zkn) (37)
it follows, for k = 1,
Ek(xn) = x + Ak+1Ek(zk+1n )+ Ak+2Ek(zk+2n )+ · · · (38)
The transformation is defined by 11E(n)k = Ek(xn). In this transformation, the
auxiliary vectors G(n)k,i = Ek(zin) are also needed. They are calculated by replacing vn
by zin in (37). Notice that, for i  k,G(n)k,i = Ek(zin) = 0 as in the scalar and unknown
vector cases.
Repeating again the same procedure leads to (37) and (38) for any k sinceEk(x) =
x. Thus, the sequence transformation implemented by this recursive algorithm has a
kernel given by (34).
This approach could be generalized by considering matrices with sk  qk col-
umns and rank qk , and by replacing the inverse in (37) by the pseudo-inverse. The
other elimination approaches of Section 3.1.2 could also be extended.
3.2.3. The annihilation operator approach
We set E0(vn) = vn and we assume that
Ek−1(xn) = Ek−1(x)+ AkEk−1(zkn)+ Ak+1Ek−1(zk+1n )+ · · · ,
which is satisfied for k = 1. With the same notation as before, we get
[Ek−1(xn)]qk = [Ek−1(x)]qk + Ak[Ek−1(zkn)]qk + Ak+1[Ek−1(zk+1n )]qk + · · ·
We multiply this relation on the right by ([Ek−1(zkn)]qk )−1 and we apply the oper-
ator  , assuming the nonsingularity of the matrices whose inverses are used. Thus,
we obtain
 
([Ek−1(xn)]qk ([Ek−1(zkn)]qk )−1)
= [Ek−1(x)]qk 
([Ek−1(zkn)]qk )−1
+Ak+1 
([Ek−1(zk+1n )]qk ([Ek−1(zkn)]qk )−1)+ · · · ,
and, multiplying on the right by the inverse of ( [Ek−1(zkn)]−1qk ), it follows
 
([Ek−1(xn)]qk ([Ek−1(zkn)]qk )−1)( ([Ek−1(zkn)]qk )−1)−1
= [Ek−1(x)]qk + Ak+1 
([Ek−1(zk+1n )]qk ([Ek−1(zkn)]qk )−1)
×( ([Ek−1(zkn)]qk )−1)−1 + · · · (39)
All the products appearing in this relation have the same general structure, namely
Z = (YB−1 −XA−1)(B−1 − A−1)−1,
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where A, B, X, Y are matrices. Using the identity
(B−1 − A−1)−1 = B − B(B − A)−1B,
we obtain
Z = Y − Y (B − A)−1B −XA−1B +XA−1B(B − A)−1B
= X + (Y −X)− [Y +XA−1(B − A)−XA−1B](B − A)−1B
= X + (Y −X)− [Y −X](B − A)−1B
= X + (Y −X)[I − (B − A)−1B]
= X + (Y −X)(B − A)−1[(B − A)− B]
= X − (Y −X)(B − A)−1A.
Thus (39) can be written as{[Ek−1(xn)]qk − [Ek−1(xn)]qk ( [Ek−1(zkn)]qk )−1[Ek−1(zkn)]qk}
= [Ek−1(x)]qk + Ak+1[Ek−1(zk+1n )]qk − [Ek−1(zk+1n )]qk
× ( [Ek−1(zkn)]qk )−1[Ek−1(zkn)]qk + · · · (40)
Let us define Ek(vn) by
Ek(vn) = Ek−1(vn)− [Ek−1(vn)]qk
(
 [Ek−1(zkn)]qk
)−1
Ek−1(zkn). (41)
Since Ek−1(vn) is the first column of the matrix [Ek−1(vn)]qk and since Ek(x) =
Ek−1(x) and E0(x) = x, then, keeping only the first column of each term in (40),
leads to
Ek(xn) = x + Ak+1Ek(zk+1n )+ Ak+2Ek(zk+2n )+ · · ·
Formula (41) is identical to (37). Thus, the annihilation operator approach and the
elimination approach lead to the same transformation and the kernel is given by (34).
In the unknown matrix case, the three approaches lead to the same transforma-
tion (with mk = pk in the direct approach). Moreover, we have, by construction, the
following result whose proof is similar to the proofs given in the unknown vector
case.
Theorem 4. If
xn = x + A1z1n + A2z2n + · · · , n = 0, 1, . . . ,
with Ai ∈ Rp×qi , and if all matrices whose inverse is needed are nonsingular, then,
for k = 0, 1, . . . , it holds, for the transformations i = 10 and 11,
iE
(n)
k = x + Ak+1G(n)k,k+1 + Ak+2G(n)k,k+2 + · · · , n = 0, 1, . . . ,
where the matrices G(n)k,j are obtained by replacing xn by z
j
n in (36) for i = 10 and
vn by zjn in (37) for i = 11.
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4. Conclusions
In this paper, we showed how to construct new vector sequence transformations.
Many issues remain to be studied. First, recursive algorithms for the implementation
of the transformations obtained by the direct approaches have to be found. Then,
convergence and acceleration results need to be proved. Numerical experiments have
to be carried out to see the effectiveness of the transformations. They also have to
be compared with the other vector sequence transformations which exist in the liter-
ature. Finally, applications have to be studied, in particular to sequences of vectors
obtained by iterative methods for the solution of systems of linear and nonlinear
equations.
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