The purpose of this study is to extend an algorithm proposed for beam orientation optimization in classical conformal radiotherapy to intensitymodulated radiation therapy (IMRT) and to evaluate the algorithm's performance in IMRT scenarios. In addition, the effect of the candidate pool of beam orientations, in terms of beam orientation resolution and starting orientation, on the optimized beam configuration, plan quality and optimization time is also explored. The algorithm is based on the technique of mixed integer linear programming in which binary and positive float variables are employed to represent candidates for beam orientation and beamlet weights in beam intensity maps. Both beam orientations and beam intensity maps are simultaneously optimized in the algorithm with a deterministic method. Several different clinical cases were used to test the algorithm and the results show that both target coverage and critical structures sparing were significantly improved for the plans with optimized beam orientations compared to those with equi-spaced beam orientations. The calculation time was less than an hour for the cases with 36 binary variables on a PC with a Pentium IV 2.66 GHz processor. It is also found that decreasing beam orientation resolution to 10
Introduction
In the current practice of intensity-modulated radiation therapy (IMRT), the selection of beam orientation is usually accomplished through a trial-and-error approach based on the experience and intuition of the treatment planners. Equi-spaced beams are typically used in many clinical scenarios. However, experience and intuition do not necessarily yield the optimal beam configuration because the optimal beam configuration may be counterintuitive sometimes. This is partly because intensity modulation can compensate for the sub-optimally placed beams (Stein et al 1997) .
The value of beam number and orientation selection has been demonstrated for IMRT (Pugachev et al 2001 , Das et al 2003 , Gaede et al 2004 . It is generally believed that the plan quality improves with additional beams although the amount of improvement diminishes with increasing beam number. The final IMRT plan may be less sensitive to beam orientation selection when a relatively large number of beams are used (Stein et al 1997) . However, a large number of beams may have the undesirable consequence of spreading low dose to a larger volume of normal tissue (NT), and increasing treatment delivery time and quality assurance efforts (Wang et al 2004) . It may also introduce potential errors in terms of patient movement and increased discomfort. Additionally, some attention has been focused on the possible impact of prolonged delivery time involved in IMRT on tumour cell survival (Morgan et al 2002 . It has been argued that a smaller number of beams placed at optimal orientations can produce plans as good as or better than plans using a larger number of equi-spaced orientations (Wang et al 2004) .
However, it is difficult for the planner to determine the suitability or number of beam orientations for a particular clinical case a priori. Manual customization of beam orientations can be a time-consuming process with no guarantee of finding the best arrangement, and beam orientation optimization for IMRT is considered to be a computationally intensive problem because of the huge hyperspace of solutions, and the coupling of beam orientation and intensity. Furthermore, a global optimization algorithm is needed to optimize the beam orientation due to the non-convex structure of the objective function with respect to these variables (Bortfeld and Schlegel 1993) .
Several investigators have studied beam orientation optimization for IMRT (Bortfeld and Schlegel 1993 , Xing et al 1999 , Pugachev and Xing 2002 , Stein et al 1997 , Rowbottom et al 2001 , Djajaputra et al 2003 , Das et al 2003 , Wang et al 2004 , D'Souza et al 2004 , Hou et al 2003 , Li et al 2004 , Lee et al 2006 . To make this problem more tractable, some approximation or compromising strategies for identifying the most preferred beam orientations were employed. For instance, Pugachev and Xing (2002) proposed using 'beam's-eye-view dosimetrics (BEVD)' to rank beam orientations with the assumption that using a single beam would allow identification of the most and least preferred beam orientations based on what that beam could achieve dosimetrically without exceeding the dose constraints of the system. Similarly, a single beam mean organ-at-risk dose (MOD) was used for beam orientations selection (D'Souza et al 2004) . However, the prior knowledge of preferred angles based on a single beam and solely on dose limits criteria is not adequate because of the multiple beams interplay (Djajaputra et al 2003) .
Simulated annealing algorithms (Stein et al 1997 , Rowbottom et al 2001 , Pugachev and Xing 2002 , Djajaputra et al 2003 and genetic algorithms (Hou et al 2003 , Li et al 2004 have also been used by several investigators for beam orientation optimization for IMRT. Recently, the particle swarm optimization algorithm (Li et al 2005) and multi-objective optimization algorithm have also been investigated. Unfortunately, the searching procedure usually takes a long time for these stochastic search techniques because of the huge search space. Furthermore, it is difficult to ascertain whether they have indeed achieved the global optima. It has been shown that the solution space of the problem of optimizing beam orientations is non-convex and a large number of local optima exist Schlegel 1993, Ezzell 1996) .
One algorithm was recently proposed by our group for beam orientation optimization for conformal radiotherapy . That algorithm is based on the technique of mixed integer linear programming (MILP) with a binary variable to represent a candidate for beam orientation and a positive float variable to represent a beam weight. One purpose of this study is to extend that algorithm to IMRT and to evaluate its performance in IMRT scenarios.
For some beam orientation optimization algorithms (e.g. genetic algorithms and MILP algorithms), a candidate pool of beam orientations needs to be set up in advance. The candidate pool depends on two parameters, beam orientation resolution and starting beam orientation. In principle, finer resolution has the opportunity to result in the better plan quality and optimal beam configuration. However, this will also increase the memory requirement and optimization time significantly. In previous studies, the beam orientation resolution was empirically set to 5
• or 10
• and the starting orientation was set to 0
• . No systematical investigations have been performed on the effect of beam orientation resolution and starting orientation on plan quality and optimization time. Therefore, the other purpose of this study is to explore this effect.
Methods and materials

Formulation of the problem
As mentioned above, the selection of beam orientation is coupled with beam intensity map in IMRT, so the optimization of beam orientation should be performed simultaneously with that of beam intensity map. The problem of optimizing beam orientation and beam intensity map can be viewed as a process of finding a small set of beam orientations out of a pool of all feasible ones and determining the corresponding beam intensity maps to best meet the clinical dose prescriptions and constraints.
The limit to the number of beam orientations can be represented by
where b i is a binary variable representing a beam orientation, whose value determines whether its corresponding beam will remain in the final beam configuration, N is the total number of feasible beam orientations in the pool that is composed of all feasible combinations of gantry angle and couch angle, and n is the maximum allowed number of beam orientations. Besides the constraint in equation (1), the optimization problem is also subject to other constraints representing clinical dose requirements to target(s) and organs at risk (OARs) as follows:
where L and U are the percentage lower and upper limits of target dose variation, respectively, PD T is the prescribed target dose, which is defined as the minimum dose to at least 95% of planning target volume (PTV), M T is the total number of constraint points in the target volume and D T,j is the total dose delivered to the jth constraint point in the target volume, which is given by 
where WL is the upper limit of beamlet weight. In this study, it is set to 1.
Substituting (3) into (2), we obtain the following equations:
Similarly, a dose limit to an OAR can be expressed by the following constraint equations:
where D k j is the total dose delivered to the jth constraint point in the kth OAR, DL k is the dose limit to the kth OAR, M k is the total number of constraint points in the kth OAR and K is the total number of OARs.
Subject to the above constraints, the optimization problem may have an objective function of minimizing the weighted summation of the average doses of all OARs:
where PF k is the penalty factor of the kth OAR, of which the value is set according to relative importance among all OARs.
Equations (1) and (4)- (7) formulate a complete optimization problem. Because the product b i ·w ip appears in the equations, the optimization problem is a mixed integer nonlinear programming problem (MINLP). In order to make this problem easier to solve in clinically acceptable time, we reformat this problem as a mixed integer linear programming problem as follows:
Minimize
It can be seen that the problem formulated by (8)- (12) is equivalent to that formulated by (1) and (4)- (7). If a binary variable b i is zero, the corresponding beamlet weight w ip can only be zero according to (12); consequently, the terms in (8)- (10) for the ith beam will be zero, and so are the terms in (5)-(7). In contrast, if a binary variable b i is equal to 1, (12) will become (4) and (5)- (7) will become (8)- (10). . Branch-and-bound (BB) is a global optimization technique that recursively partitions the feasible set. It makes use of the relaxation optimality condition (ROC) and the partition or divide-and-conquer principle. The bounds on the sub-problem objective value are, in essence, used to construct a proof of optimality without exhaustive search in BB. The 'intelligent' search mechanism of the branch-and-bound method enables large sections of the solution space to be eliminated from consideration-knowing that no solution within can be optimal-without actually examining each solution within. If allowed to run to completion, a branch-and-bound algorithm will terminate with the optimal solution for feasible optimization problems. It will not be trapped into local minima because it is a deterministic method that searches the solution space in a systematic manner.
Solution
Procedure of solution.
As mentioned above, we model the beam orientation optimization as a mixed integer linear programming problem and solve it with the branch-andbound method. Since there are many ready-to-use solvers for MILP problems, we only need to prepare data files to solve the MILP problem here. We used a solver named GLPK (GNU Linear Programming Kit, source code available free at http://www.gnu.org/software/glpk/glpk.html). GLPK is a linear and mixed integer linear programming solver with modern algorithmic features such as problem preprocessing, variable selection, branching direction heuristics and scaling, and strategies that resulted in near-optimal solutions in a reasonable amount of time have been included in it. It implements a branch-and-bound method with revised simplex algorithm and can accept data files in the format of MPS (a standard mathematical programming system) or GLPK/L modelling language. We prepared the data files using two tools: a three-dimensional treatment planning system (PLUNC, developed at the University of North Carolina) to generate dose and anatomical data files, and a home-developed program to read dose and anatomical data files from PLUNC and write the MILP data files in the format of MPS. The detailed procedure to solve the optimization problem can be found in our previous paper . If the optimization problem is infeasible, relax at least one constraint. The dose at each grid point from each beamlet of each beam with unit weight was calculated using the PLUNC treatment planning system. The dose grid size was set to 0.3 cm and the beamlet size to 0.5 cm. The final dose distributions based on the optimal beam orientations and intensity maps were calculated and evaluated with the PLUNC system. 
Results
The proposed algorithm has been tested with some clinical cases. For brevity, only the results of a prostate case and a brain case are shown here. For each case, an equi-spaced beam plan and a MILP plan were designed through optimization with the same dose prescriptions, constraints and penalty factors of OARs, but with different ways of determining beam orientations. For the equi-spaced beam plans, the beam orientations were set equi-spaced, while the beam intensity maps were optimized by formulating problems of linear programming (LP). For the MILP plans, both beam orientations and intensity maps were optimized with the proposed algorithm by solving MILP problems. We compared the MILP plans with those with the same number of equi-spaced beams in terms of target coverage and critical structures sparing. For all the plans in both cases, a 6 MV photon beam was used (Primus, Siemens Medical System Co.), the beam aperture was shaped with a multileaf collimator and conformed to the PTV with a margin of 0.5 cm to account for beam penumbra. All MILP or LP problems were solved with GLPK on a PC with a Pentium IV 2.66 GHz processor.
Evaluation of algorithm performance
3.1.1. Prostate case. An equi-spaced and a MILP plan with five coplanar beams were designed for a prostate case with PTV volume of 106.4 cm 3 . The volumes of rectum, bladder and femoral heads are 148.9 cm 3 , 727.6 cm 3 and 131.8 cm 3 , respectively. The prescribed dose, constraints and penalty factors of organs at risk are listed in table 1. Because the rectum and bladder overlapped with the PTV, their dose limits were set to 78.0 Gy, higher than the prescription dose of 76.0 Gy, to ensure the target coverage under the system constraints. For the equi-spaced plan, the gantry angles were 0
• , 72
• , 144
• , 216
• and 288
• . For the MILP plan, the optimized gantry angles were 0
• , 60
• , 110
• , 250
• and 300
• , which were found from a candidate pool of 36 equi-spaced beams. The number of beamlets was about 400 per beam. Instead of being evenly distributed, the optimized beams tended to come from anterior and lateral orientations. It took about 60 min for GLPK to solve the MILP problem for the MILP plan. The optimization time varied with different constraints. Figure 1 shows the dose-volume histograms (DVHs) of interested structures for the equispaced plan and MILP plan. The DVHs of rectum and normal tissue (that is the normal tissue except organs at risk) were almost uninfluenced by the beam orientation optimization. But the dose distribution of target was more uniform in the MILP plan. The sparing of bladder and femoral heads was improved significantly. The mean dose to bladder decreased from 18.9 Gy for the equi-spaced plan to 14.7 Gy for the MILP plan and that of femoral heads from 38.0 Gy to 21.1 Gy. Figure 2 shows the dose distributions on the central transverse slice for two plans. Compared with the equi-spaced plan, the MILP plan had a more conformal dose distribution, so a smaller volume of rectum and bladder received high dose. The improvement in dose distribution resulting from MILP is also demonstrated by the variation of conformity index, 1.69 for the equi-spaced plan and 1.58 for the MILP plan. The conformity index was calculated as the ratio of the total volume enclosed by the isodose surface of 72.2 Gy to the PTV volume enclosed by the same isodose surface.
Brain case.
An equi-spaced and a MILP plan with five coplanar beams were also designed for a brain case with PTV volume of 25.2 cm 3 . The volumes of brain stem and temporal lobes are 14.9 cm 3 and 157.6 cm 3 , respectively. The prescribed dose, constraints and penalty factors of organs at risk are listed in table 2. Because the temporal lobes touched the PTV, the dose limits to them were defined as the same as the prescribed PTV dose. For the Figure 3 shows the DVHs of interested structures for the equi-spaced plan and MILP plan. Figure 4 shows the dose distributions on the central transverse slice for two plans. As can be seen, both the PTV coverage and the OARs avoidance were improved significantly as a result of beam orientation optimization. The mean dose to temporal lobes decreased from 22.3 Gy of equi-spaced plan to 18.9 Gy of MILP plan and that of brain stem from 36.4 Gy to 23.6 Gy. The improvement in dose distribution resulting from MILP is also demonstrated by the variation of conformity index, 1.65 for the equi-spaced plan and 1.59 for the MILP plan. The conformity index was calculated as the ratio of the total volume enclosed by the isodose surface of 55.1 Gy to the PTV volume enclosed by the same isodose surface.
Effect of candidate pool of beam orientations
Beam orientation resolution.
Beam orientation resolution is one parameter determining the candidate pool of beam orientations. For coplanar beam arrangements, the resolution is represented by the interval of gantry angles. Its effect on the optimized beam configuration, plan quality and optimization time was investigated through setting different intervals of gantry angles (i.e., 5
• , 10
• , 15
• and 20 • ) in the MILP plans. For both cases, the optimized gantry angles and optimization time are listed in table 3. The DVHs of interested structures are shown in figure 5. For the prostate case, between the plan with 5
• interval and that with 10 • interval, the first three gantry angles were the same and the other two angles had a difference of 5
• . Compared with the results with interval of 5
• , the plan quality deteriorated, and the optimization time decreased when the interval of gantry angles increased. When the interval increased to 10
• , the deterioration of plan quality was ignorable while the decrease of optimization time was about 50% (112 min to 57 min). When the interval increased further to 15
• and 20
• , the deterioration of plan quality became clinically unacceptable while the decrease of optimization time became slower. An interval of 10
• can be thought as a reasonable compromise between plan quality and optimization time.
For the brain case, the results were similar. Between the plan with 5
• interval and that with 10
• interval, the third and fifth angles had a difference of 5
• and the other three gantry angles were the same. When the interval increased from 5
• to 10 • , the DVHs of interested structures were almost identical, but the size of candidate pool was substantially reduced from 72 to 36, and the optimization time decreased approximately 50% (69 min to 35 min). When the interval increased further to 15
• , the deterioration of plan quality became clinically unacceptable, especially in the brain stem sparing, while the decrease of optimization time became slower. Like the prostate case, an interval of 10
• is a reasonable compromise between plan quality and optimization time.
Starting beam orientation.
Starting beam orientation (represented by starting gantry angle) is the other parameter determining the candidate pool of beam orientations. Its effect on plan quality and optimization time was investigated through setting different starting gantry angles when MILP plans were designed. The results in subsection 3.2.1 show that the beam orientation resolution of 10
• is a reasonable compromise between plan quality and optimization time. Therefore, the beam orientation resolution was fixed at 10
• when the effect of starting beam orientation was investigated. The starting angle was set to 0
• and 5 • , respectively. The candidate pool of beam orientations was composed of 36 beams for each plan. The optimized beam configuration and optimization time are listed in table 4 for both cases. The DVHs of interested structures are given in figure 6. For the results with starting angles of 0
• and 5 • , the difference of the optimization time is not significant, whereas that of optimized beam configurations and that of dose distributions are. The plans with starting angles of 0
• protected femoral heads or brain stem better.
Discussion and conclusion
When considering the beam orientation optimization in IMRT, it is important to also consider the optimization of beam intensity map. The value of beam intensity can have a significant effect on the dose distribution for a given beam configuration, so an ideal procedure is to simultaneously optimize the beam orientations and beam intensity maps within an optimization routine. Compared with previous algorithms in which beam orientations were optimized by some stochastic methods, the intensity map of each beam was optimized using some deterministic methods, and then these two optimization processes were implemented iteratively; the most important feature of this algorithm is that it models the optimization problem as a mixed integer programming problem and optimizes beam orientations and intensity maps simultaneously with a deterministic method. So the optimal solution can be found without the concern of trapping into local minima.
The problem of optimizing beam orientation can be viewed as a process of selecting a small set of beam orientations out of a candidate pool of all feasible ones. For the proposed algorithm, this process was driven by the desire to minimize the average dose to OARs while guaranteeing the target coverage and dose uniformity as well as dose limits to OARs. The beams better satisfying these requirements were viewed as 'ideal' beams by the system and more likely to be selected into the final beam configuration. Furthermore, the interplay of the beams is also taken into consideration, such as trying to avoid opposed or closely positioned beams, because the configurations with opposed high-energy beams are often less effective in IMRT and should be avoided when there are other options. Similarly, a configuration with two closely positioned beams is also likely to be sub-optimal since the dose to OARs would be increased in the overlap region. So, the optimal candidate pool should include such beams and be as small as possible to reduce the optimization time.
As shown in section 3.2, the beam orientation resolution influenced the optimized beam configuration, dose distribution and optimization time. By decreasing beam orientation resolution, the size of the candidate pool was reduced from 72 to 36 without significant influence on the optimized beam configuration and plan quality. The number of integer variables in the MILP model and consequently the optimization time significantly decreased too. There was no value in using the resolution of 5
• because of the overlap of adjacent beams and significant increase in optimization time. But the resolution of beam orientation cannot be too coarse, otherwise some optimal beams will be eliminated from the selection. When the interval increased to 15
• , the sub-optimal combinations were found instead. For example, in the prostate case, the beams with gantry angles of 0
• were found in the optimized solutions for all the plans. But the optimal beams of 110
• , 245
• and 295
• were eliminated from the candidate pool in the plans with the intervals of 15
• , so denied the opportunity to be selected. The beams with gantry angles of 120
• , 255
• , 315
• and 140
• , 220
• , 280
• were found in place of them. The plan quality was also compromised as demonstrated in figure 5(a), although IMRT can partially compensate for the modest imperfections in beam orientation.
For the tested clinical cases, the beam orientation resolution of 10
• is a reasonable compromise between plan quality and optimization time. For a specific clinical case, the beam optimality depends on the patient's geometric configuration and dose tolerances of the involved sensitive structures. So, these factors should also be taken into consideration when selecting the beam orientation resolution and the starting beam orientation.
The optimization time is another important issue which needs to be considered when the proposed algorithm is used clinically. Generally, for the MILP problem, the most important factors influencing optimization time are the number of integer variables, the number of floating variables and constraint equations, corresponding to the size of candidate pool of beam orientations, the number of beamlets that need to be optimized, and constraint voxels of the target and OARs in this algorithm for a given case. As described in section 3, the optimization time does not seem excessive and can be reduced significantly using proper beam orientation resolution and starting beam orientation, while guaranteeing the optimized beam configurations and plan quality. For both cases, when the interval increased from 5
• to 10
• , the decrease of optimization time was about 50% (112 min to 57 min and 69 min to 35 min), although the decrease in optimization time became less marked when the interval increased further to 15
• . Compared to the optimization time for the brain case, the relatively long optimization time for the prostate case is due to the substantially larger numbers of beamlets and voxels. The number of beamlets for the prostate case is about 2.5 times that of the brain case and the number of its voxels is about 5.8 times larger. But, for the same size of candidate pool of beam orientations, the total optimization time for the prostate case is less than two times that of the brain case. So, the increase of optimization time is not linear to the product of the number of beamlets and voxels. For more complicated cases with larger system sizes, it is expected that the optimization time will increase, but not too much. This will be the subject of the next step of our investigation, to confirm the general applicability of this approach in a clinical scenario.
This algorithm has the potential to automate the beam orientation selection for IMRT, considering the optimization can be finished in about half to one hour for the tested clinical cases. Of course, the algorithm efficiency needs to be improved further to be used in clinic. So, we will further explore the adaptive beamlet size and voxel sampling approach in this algorithm. On the other hand, recent studies by Meedt et al (2003) and Hou et al (2003) indicated that the beam orientation optimization of IMRT led to a large number of equivalent beam configurations. So, we will use this degeneracy to further improve the efficiency and potential of our algorithm. For example, the prior knowledge of not allowing the beams too close to each other, or the BEVD score of a beam, can be used in determining the candidate pool of beam orientations or even in the branch-and-bound algorithm. The optimization time can also be reduced by changing the stopping criteria because we observed that the changes of the DVHs for PTVs and OARs were insignificant when the changes of the objective function value were less than 0.005. In addition, the optimization time may be further reduced by using more efficient commercial software (e.g., CPLEX of ILOG Inc.). With the above measures, the algorithm efficiency is expected to be improved significantly.
This proposed algorithm can be used in two ways. The first is to individualize the beam arrangement for each patient. The second is to individualize the beam arrangement for a cohort of patients, i.e., use it to systematically determine a class solution for a particular patient group. The effect of beam orientation resolution and starting orientation on the optimized beam configuration, plan quality and optimization time is applicable to other beam orientation optimization algorithms. It also has implications for the clinical treatment plan design.
In conclusion, a novel beam orientation optimization algorithm for IMRT was proposed based on our previous study. This algorithm models the optimization problem as a mixed integer linear programming problem and optimizes beam orientations and intensity maps simultaneously using a deterministic method. Our study demonstrates that the algorithm can be applied to IMRT scenarios and can provide better beam orientation configurations. Furthermore, the optimization efficiency can be greatly increased through proper selection of beam orientation resolution and starting beam orientation, while guaranteeing the optimized beam configurations and plan quality.
