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SHARP Lp BOUNDS ON SPECTRAL CLUSTERS
FOR LIPSCHITZ METRICS
HERBERT KOCH, HART F. SMITH, AND DANIEL TATARU
Abstract. We establish Lp bounds on L2 normalized spectral clusters for self-
adjoint elliptic Dirichlet forms with Lipschitz coefficients. In two dimensions we
obtain best possible bounds for all 2 ≤ p ≤ ∞, up to logarithmic losses for 6 < p ≤ 8.
In higher dimensions we obtain best possible bounds for a limited range of p.
1. Introduction
Let M be a compact, 2-dimensional manifold without boundary, on which we fix a
smooth volume form dx. Let g be a section of positive definite symmetric quadratic
forms on T ∗(M), and let ρ be a strictly positive function on M .
Consider the eigenfunction problem
div (g dφ) + λ2ρφ = 0 ,
where div , which maps vector fields to functions, is the dual of d under dx. This setup
includes as a special case eigenfunctions of the Laplace-Beltrami operator. We refer to
the real parameter λ as the frequency of φ, and take λ ≥ 0. Under the condition that
g and ρ are measurable, with strictly positive lower and upper bounds, there exists a
complete orthonormal basis {φj}
∞
j=1 of eigenfunctions for L
2(M,ρ dx), with frequencies
satisfying λj →∞.
In this paper we prove the following, where for convenience of the statement we take
λ ≥ 2. Except for the factor (logλ)σ in (1.2), these bounds are the best possible for
general Lipschitz g and ρ, in terms of the growth in λ, by an observation of Grieser [3].
Theorem 1.1. Suppose that g, ρ ∈ Lip(M). Assume that the frequencies of u are con-
tained in the interval [λ, λ + 1], so that
u =
∑
j:λj∈[λ,λ+1]
cj φj .
Then
(1.1) ‖u‖Lp(M) ≤ Cp λ
1
2−
2
p ‖u‖L2(M) , 8 < p ≤ ∞ ,
and
(1.2) ‖u‖Lp(M) ≤ Cλ
2
3 (
1
2−
1
p )(log λ)σ‖u‖L2(M) , 6 ≤ p ≤ 8 ,
where σ = 32 for p = 8, and σ = 0 for p = 6.
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For 2 ≤ p ≤ 6, the bound (1.2) is already known from [10], without logarithmic loss,
‖u‖Lp(M) ≤ Cλ
2
3 (
1
2−
1
p )‖u‖L2(M) , 2 ≤ p ≤ 6 .
To put the above estimates in context, we recall the previously known results. In case
g and ρ are C∞, Sogge [14] established the following bounds in general dimensions d ≥ 2,
‖u‖Lp(M) ≤ C λ
d( 12−
1
p )−
1
2 ‖f‖L2(M) , pd ≤ p ≤ ∞ ,
‖u‖Lp(M) ≤ C λ
d−1
2 (
1
2−
1
p ) ‖f‖L2(M) , 2 ≤ p ≤ pd , pd =
2(d+1)
d−1 ,
(1.3)
which are best possible at all p for unit width spectral clusters. Semiclassical generaliza-
tions were obtained by Koch-Tataru-Zworski [8].
The estimates (1.3) were extended to C1,1 coefficients in [9]. On the other hand, ex-
amples constructed by Smith-Sogge [11] show that for small p they can fail for coefficients
of lesser Ho¨lder regularity. In particular, for Lipschitz coefficients, the following would in
general be best possible
‖u‖Lp(M) ≤ C λ
d( 12−
1
p )−
1
2 ‖f‖L2(M) ,
2(d+2)
d−1 ≤ p ≤ ∞ ,
‖u‖Lp(M) ≤ C λ
2(d−1)
3 (
1
2−
1
p ) ‖f‖L2(M) , 2 ≤ p ≤
2(d+2)
d−1 .
(1.4)
The second estimate in (1.4) was established in [10] on the range 2 ≤ p ≤ pd, as well
as the first for p = ∞. That proof proceeded by establishing the no-loss estimate (1.3)
on sets of diameter λ−
1
3 , the scale on which the Lipschitz coefficients can be suitably
approximated by C2 coefficients. This scaling had been used in [16] to prove Strichartz
estimates with loss for wave equations with Lipschitz coefficients, and examples showing
optimality of those estimates were constructed in [13]. The same idea occurs in this paper
in the λ−
1
3 time scale expansion of u in terms of simple tube solutions. For metrics of
Ho¨lder regularity Cs with s < 1, the optimal bounds, and corresponding examples, were
obtained in [5] for 2 ≤ p ≤ pd, as well as p =∞. For s < 1 there can occur exponentially
localized eigenfunctions, and as a result the p =∞ bounds are strictly worse than in the
case of Lipschitz coefficients.
Establishing optimal bounds for pd < p < ∞ is significantly more involved, since in
this case it is no longer sufficient to prove uniform bounds on u over small sets. One
needs in addition to bound the possible energy overlap between such sets; that is, to
consider energy flow for rough equations on a scale where the coefficients are not well
approximated by C2 functions. The first advance in this direction was made in [6],
where for d = 2 bounds were obtained which, while not optimal, did improve upon those
obtained by interpolating the optimal bounds for p = pd and p = ∞. In a related
direction, the bounds (1.4) with d = 2 were established for all p by Smith-Sogge [12]
for smooth Dirichlet forms on two-dimensional manifolds with boundary, with either
Dirichlet or Neumann boundary conditions, a setting where the exponents of (1.4) are
the best generally possible by [3]. Such a manifold is treated in [12] as a special case
of a form with Lipschitz coefficients on a manifold without boundary, by extending the
coefficients evenly across the boundary in geodesic normal coordinates.
The new method of this paper is to combine energy flow estimates for Lipschitz co-
efficients with combinatorial arguments to carry out, in essence, a worst case scenario
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analysis. Except for the factors of logλ for 6 < p ≤ 8, this suffices to obtain the sharp
results in two dimensions. To the best of our knowledge, this is the first work where the
sharp intermediate endpoint between pd and infinity has been reached for any problem
of this type.
For dimensions d ≥ 3 our methods yield partial results. Precisely, we also prove in
this paper the first estimate in (1.4) for 6d−2
d−1 < p ≤ ∞, leaving the case of pd < p ≤
6d−2
d−1
still open.
For most of this paper we focus for simplicity on the case of two dimensions, where
our results are strongest. We start in section 2 with the reduction of Theorem 1.1 to two
key propositions, one involving short time dispersive estimates and the other long time
energy overlap bounds. The short time estimates, Proposition 2.5, are established in
sections 4 and 6, through a combination of Strichartz and bilinear estimates. The energy
overlap bounds, Proposition 2.4, are established in sections 3 and 5, and depend on energy
propagation estimates for Lipschitz metrics. In section 7 we establish the estimates of
(1.4) in dimensions d ≥ 3 for p in the aforementioned subset of the conjectured range.
The limitation on p there is due in part to both the low order of localization in the energy
propagation estimates and to our use of only Strichartz estimates for d ≥ 3.
2. The argument
In this section, we use paradifferential arguments and a frame of “tube solutions” to
reduce the proof of Theorem 1.1 to the two key results of this paper, Propositions 2.4
and 2.5. Since the estimate (1.2) follows by interpolation from the case p = 8 and the
known case p = 6, we consider 8 ≤ p ≤ ∞. To avoid unnecessary repetition, we focus on
the case p = 8 in the following steps. At the end of this section we show how to deduce
the estimate (1.1) for p > 8 by a simple interpolation argument in the last step of the
proof for p = 8.
The spectral localization of u, integration by parts, elliptic regularity, and the equation,
yield the following over M
(2.1) λ−1‖div (g du) + λ2ρu‖L2 + λ
−1‖du‖L2 + λ
−2‖d2u‖L2 + λ‖u‖H−1 . ‖u‖L2 .
By choosing a partition of unity subordinate to suitable local coordinates, for p = 8 we
are then reduced to the following.
Theorem 2.1. Suppose that g and ρ are globally defined on R2, with
‖gij − δij‖Lip(R2) + ‖ρ− 1‖Lip(R2) ≤ c0 ≪ 1 .
Then the following estimate holds for functions u supported in the unit cube of R2,
(2.2) ‖u‖L8(R2) . λ
1
4 (log λ)
3
2
(
‖u‖L2(R2) + λ
−1‖div (g du) + λ2ρu‖L2(R2)
)
.
Step 1: Reduction to a frequency localized first order problem. In proving Theorem
2.1 we may replace the function g by gλ, where gλ is obtained by smoothly truncating
gˆ(ξ) to |ξ| ≤ cλ, c some fixed small constant. Since
‖g − gλ‖L∞(R2) . λ
−1 , ‖∇(g − gλ)‖L∞(R2) . 1 ,
the right hand side of (2.2) is comparable to the same quantity after this replacement.
Similarly we replace ρ by ρλ.
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By the Coifman-Meyer commutator theorem [2] (see also [17, Prop. 3.6.B]), the com-
mutator of gλ or ρλ with a multiplier Γ(D) of type S
0 maps Hs → Hs+1 for −1 ≤ s ≤ 0,
so we may take a conic partition of unity to reduce matters to establishing (2.2) with
u replaced by Γ(D)u, with Γ(ξ) supported where |ξ2| ≤ c ξ1. This step loses compact
support of u, but we may still take the L8 norm over the unit cube. Finally, arguments
as in [10, Corollary 5] reduce matters to considering uˆ(ξ) supported where |ξ| ≈ λ.
We now label x1 = t, and x2 = x, and let (τ, ξ) be the dual variables to (t, x). Thus,
with c above small, uˆ(τ, ξ) is supported where {|ξ| ≤ 12λ , τ ≈ λ}. For |ξ| ≤
3
4λ we can
factor
−gλ(t, x) · (τ, ξ)
2 + λ2ρλ(t, x) = −g
00
λ (t, x)
(
τ + a˜(t, x, ξ, λ)
)(
τ − a(t, x, ξ, λ)
)
,
where a˜ , a > 0, and both belong to λC1Sλ,λ (on the interval of ξ where they are defined)
according to the following definition.
Definition 2.2. Let b(t, x, ξ, λ) be a family of symbols in (x, ξ) depending on parameters
t and λ. We say b(t, x, ξ, λ) ∈ Sλ,λδ if, for all multi-indices α, β,
|∂αt,x∂
β
ξ b(t, x, ξ, λ)| ≤ Cα,βλ
−|β|+δ|α| ,
where the constants Cα,β depend only on α and β.
We say b(t, x, ξ, λ) ∈ C1Sλ,λδ if the stronger estimate holds
|∂αt,x∂
β
ξ b(t, x, ξ, λ)| ≤ Cα,βλ
−|β|+δmax(0,|α|−1) .
We write b ∈ λmSλ,λδ to indicate λ
−mb ∈ Sλ,λδ .
In our applications either δ = 1 or δ = 23 , and we suppress the explicit λ when writing
b. The symbols b ∈ Sλ,λ are simply a bounded family of S
0
0,0(R
2,R) symbols rescaled
by (t, x, ξ)→ (λt, λx, λ−1ξ), so that L2(R) boundedness of b(t, x,D), as well as the Weyl
quantization bw(t, x,D), follows (with uniform bounds in t and λ) by [4]. For symbols
in C1Sλ,λδ , the asymptotic laws for composition and adjoint hold to first order. In
particular, if a ∈ C1Sλ,λδ then
aw(t, x,D) = a(t, x,D) + r(t, x,D) , r ∈ λ−1Sλ,λδ ,
and if a ∈ Sλ,λδ , b ∈ C
1Sλ,λδ , then
a(t, x,D)b(t, x,D) = (ab)(t, x,D) + r(t, x,D) , r ∈ λ−1Sλ,λδ .
Let aλ(t, x, ξ) be obtained by smoothly truncating the (t, x)-Fourier transform of
a(· , · , ξ, λ) to frequencies less than cλ. Then since a ∈ λC1Sλ,λ,
a(t, x, ξ, λ) − aλ(t, x, ξ) ∈ Sλ,λ .
The symbol aλ(t, x, ξ) inherits from a(t, x, ξ, λ) the estimates, for |ξ| ≤
3
4λ,
(2.3) aλ(t, x, ξ) ≈ λ , ∂
2
ξaλ(t, x, ξ) ≈ −λ
−1 .
We now extend aλ globally in ξ so that aλ(t, x, ξ) = λ for |ξ| ≥ (
3
4 − c)λ, and aλ
is unchanged for |ξ| ≤ 58λ, while maintaining the frequency localization in the (t, x)
variables. In particular, (2.3) holds for |ξ| ≤ 58λ. A similar observation holds for a˜.
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By the above, we have the factorization over |ξ| ≤ 58λ,
div gλ d+ λ
2ρλ = g
00
λ
(
Dt + a˜
w
λ (t, x,D)
)(
Dt − a
w
λ (t, x,D)
)
+ r(t, x,D) ,
where r ∈ λSλ,λ. Since a
w
λ (t, x,D)u is supported where τ ≈ λ, and Dt + aλ(t, x,D)
admits a parametrix in λ−1Sλ,λ there, we have thus reduced Theorem 2.1 to establishing
the following estimate over (t, x) ∈ [0, 1]× R,
‖u‖L8([0,1]×R) . λ
1
4 (log λ)
3
2
(
‖u‖L2([0,1]×R) + ‖(Dt − a
w
λ (t, x,D))u‖L2([0,1]×R)
)
.
We denote by S(t, s) the evolution operators for awλ (t, x,D), which are unitary on
L2(R). Precisely, u(t, x) = S(t, t0)f satisfies
(2.4)
(
Dt − a
w
λ (t, x,D)
)
u = 0 , u(t0, · ) = f .
If fˆ is supported in |ξ| ≤ 34λ, then so is uˆ(t, · ), since aλ = λ for |ξ| ≥ (
3
4 − c)λ, and aλ is
spectrally localized in x to the cλ ball. By the Duhamel formula, it then suffices to prove
that
‖u‖L8([0,1]×R) . λ
1
4 (logλ)
3
2 ‖u0‖L2(R) , u = S(t, 0)u0 ,
with û0 supported in |ξ| ≤
3
4λ, and aλ(t, x, ξ) as above.
Henceforth, we will take ‖u0‖L2(R) = 1.
Step 2: Decomposition in a wave packet frame on λ−
1
3 time slices. Let aλ2/3(t, x, ξ) be
obtained by smoothly truncating the (t, x)-Fourier transform of aλ(· , · , ξ), or equivalently
that of a(t, x, ξ, λ), to frequencies less than cλ
2
3 . Then aλ2/3 ∈ λSλ,λ2/3 , and aλ2/3 also
satisfies (2.3), for |ξ| ≤ 58λ in case of the second estimate in (2.3).
We divide the time interval [0, 1] into subintervals of length λ−
1
3 , and thus write
[0, 1]×R as a union of slabs [lλ
1
3 , (l+ 1)λ
1
3 ]×R. Within each such slab we will consider
an expansion of u in terms of homogeneous solutions for Dt − a
w
λ2/3
(t, x,D), We refer to
the homogeneous solutions on each λ−
1
3 time interval as tube solutions, since they will
be highly localized to a collection of tubes T .
The collection of tubes is indexed by triples of integers T = (l,m, n), with 0 ≤ l ≤ λ
1
3
referencing the slab [lλ
1
3 , (l + 1)λ
1
3 ] × R. We will describe the construction for the slab
[0, λ−
1
3 ]×R; the tube solutions supported on the other slabs are obtained in an identical
manner. Thus, T is here identified with a pair (m,n) ∈ Z2.
We start with a λ
2
3 -scaled Gabor frame on R, with compact frequency support. That
is, we select a Schwartz function φ, with φˆ supported in |ξ| ≤ 98 , such that for all ξ∑
n∈Z
|φˆ(ξ − 2n)|2 = 1 .
It follows that, with xT = λ
− 23m and ξT = 2λ
2
3n, the space-frequency translates
φT (x) = λ
1
3 eixξT φ(λ
2
3 (x− xT ))
form a tight frame, in that for all f ∈ L2(R),
f =
∑
m,n
cTφT , where cT =
∫
φT (x)f(x) dx ,
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from which it follows that
‖f‖2L2(R) =
∑
T
|cT |
2 .
Since the function f in our application will be frequency restricted to |ξ| ≤ λ, the index
ξT will only run over |n| ≤ λ
1
3 , by the compact support condition on φˆ.
The frame is not orthogonal, so it is not necessarily true, for arbitrary coefficients bT ,
that ‖
∑
bTφT ‖
2
L2(R) ≈
∑
|bT |
2. However, since the functions φ̂T have almost disjoint
support for different ξT , this does hold if the sum is over a collection of T for which the
corresponding ξT are distinct,
(2.5)
∥∥∥∑
T∈Λ
bTφT
∥∥∥2
L2(R)
≈
∑
T∈Λ
|bT |
2 if ξT 6= ξT ′ when T 6= T
′ ∈ Λ .
Let vT denote the solution to(
Dt − a
w
λ2/3
(t, x,D)
)
vT = 0 , vT (0, · ) = φT .
We define xT (t) by
xT (t) = xT − t ∂ξaλ2/3(0, xT , ξT ) .
For t ∈ [0, λ−
1
3 ] the function vT (t, ·) is a λ
2
3 -scaled Schwartz function with frequency
center ξT , and spatial center xT (t), where the envelope function satisfies uniform Schwartz
bounds over t. This follows, for example, by Theorem 5.5 or [7, Proposition 4.3]. Thus,
vT is localized, to infinite order in x, to the following tube, which we also refer to as T ,
T = {(t, x) : |x− xT (t)| ≤ λ
− 23 , t ∈ [0, λ−
1
3 ]} .
Since the aw
λ2/3
(t, x,D) flow is unitary, for each t the functions {vT (t, · )} form a tight
frame on L2(R). On each λ−
1
3 time slab we can thus expand
u(t, x) =
∑
T
cT (t) vT (t, x) , cT (t) =
∫
vT (t, x) u(t, x) dx .
Differentiating the equation, we see that
c′T (t) = i
∫
vT (t, x)
(
awλ (t, x,D)− a
w
λ2/3
(t, x,D)
)
u(t, x) dx .
Since aλ(t, x, ξ) − aλ2/3(t, x, ξ) ∈ λ
1
3Sλ,λ, and ‖u0‖L2 = 1, we then have uniformly for
t ∈ [0, λ−
1
3 ], ∑
m,n
|cT (t)|
2 . 1 ,
∑
m,n
|c′T (t)|
2 . λ
2
3 ,
which together imply the following bounds, that will then hold uniformly on each λ−
1
3
time slab,
(2.6)
∑
T :l=l0
‖cT‖
2
L∞ + λ
− 13 ‖c′T ‖
2
L2 . 1 .
We apply this expansion separately to the solution u on each λ−
1
3 time slab, and obtain
the full tube decomposition u =
∑
T cT vT , where if T = (l,m, n), the functions cT and
vT are supported by t ∈ IT ≡ [lλ
− 13 , (l + 1)λ−
1
3 ].
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Step 3: Interval decomposition according to packet size. Here, given a coefficient cT ,
we partition the time interval IT into smaller dyadic subintervals where the coefficient
cT is essentially constant. This is done according to the following lemma.
Lemma 2.3. Let c : I → C with
‖c‖2L∞(I) + |I| · ‖c
′‖2L2(I) = B .
Given ǫ > 0, there is a partition of I into dyadic sub-intervals Ij , for each of which either
(2.7) ‖c‖2L∞(Ij) ≥ 4|Ij | · ‖c
′‖2L2(Ij) or ‖c‖L∞(Ij) < ǫ .
Independent of ǫ, the following bound holds∑
j
|Ij |
−1‖c‖2L∞(Ij) ≤ 16B|I|
−1 .
Proof. If the test (2.7) holds on I then no partition is needed. Otherwise we divide the
interval in half and retest. The test automatically is true if |Ij | ≤ ǫ
2B−1|I|/4. The sum
bound then holds by comparing the sum to the L2 norm of c′ over the parent intervals
of the Ij , which have overlap at most 2. 
We will take ǫ to be λ−
1
3 . For each T , this gives a finite partition of its corresponding
time interval IT into dyadic subintervals,
IT =
⋃
j
IT,j
so that (2.7) holds for cT in each subinterval,
(2.8) ‖cT ‖
2
L∞(IT,j)
≥ 4|IT,j | · ‖c
′
T ‖
2
L2(IT,j)
or ‖cT‖L∞(IT,j) < λ
− 13 ,
and we have the square summability relation
(2.9)
∑
j
λ−
1
3 |IT,j |
−1‖cT ‖
2
L∞(IT,j)
. ‖cT ‖
2
L∞ + λ
− 13 ‖c′T‖
2
L2 .
We introduce the notation
cT,j = 1T,jcT , c
′
T,j = 1T,jc
′
T .
Using these interval decompositions, we partition the function u on [0, 1] × R into a
dyadically indexed sum
(2.10) u =
∑
a≤1
∑
k≥0
ua,k + uǫ ,
where the index a runs over dyadic values between ǫ = λ−
1
3 and 1, and
ua,k =
∑
(T,j)∈Ta,k
cT,jvT ,
with
Ta,k = {(T, j) : |IT,j | = 2
−kλ−
1
3 , ‖cT ‖L∞(IT,j) ∈ (a, 2a] } .
We call the functions ua,k above (a, k)-packets, and note that, as the first condition in
(2.8) holds if (T, j) ∈ Ta,k since a ≥ λ
− 13 , then
a
4
≤ |cT (t)| ≤ a , t ∈ IT,j .
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We will separately bound in L8 each of the functions ua,k. Since there are at most λ
1
3
tubes T over any point, and |vT | . λ
1
3 , we see that ‖uǫ‖L∞ . λ
1
3 . On the other hand,
since the decomposition (2.10) is almost orthogonal, we have ‖uǫ‖L2 . 1, and hence
‖uǫ‖L8 . λ
1
4 , as desired. For p > 8 the bounds on uǫ are even better than needed.
We note here that, by (2.6) and (2.9),∑
(T,j)∈Ta,k
‖cT,j‖
2
L2 . 2
−2k ,
hence ‖ua,k‖L2([0,1]×R) . 2
−k.
Step 4: Localization weights and bushes. To measure the size of each packet vT we
introduce a bump function in IT × R, namely
χT (t, x) = 1IT (t)
(
1 + λ
2
3 |x− xT (t)|
)−2
.
To measure the local density of (a, k)-packets we introduce the function
χa,k =
∑
(T,j)∈Ta,k
1IT,jχT .
We note that
|vT | . λ
1
3χT ,
therefore we have the straightforward pointwise bound
|ua,k| . λ
1
3 aχa,k .
This suffices in the low density region
Aa,k,0 = {χa,k ≤ 1} ,
as interpolating the above pointwise bound with the above estimate ‖ua,k‖L2 . 2
−k, we
obtain
‖ua,k‖L8(Aa,k,0) . λ
1
4 a
3
4 2−
k
4 .
We may sum over k ≥ 0 and a ≤ 1 to obtain the desired L8 bound without log factors.
For p > 8 the resulting bound is even better than needed.
To obtain bounds over sets where χa,k is large, we need to consider how the solution
u behaves on regions larger than a single λ−
1
3 slab, in addition to more precise bounds
within each slab.
Step 5: Concentration scales and bushes. Here we introduce a final parameter m ≥ 1
which measures the dyadic size of the packet density. Precisely, we consider the sets
Aa,k,m = {(t, x) ∈ [0, 1]× R : 2
m−1 < χa,k(t, x) ≤ 2
m} .
The points in Aa,k,m are called (a, k,m)-bush centers, since as shown in the next section
they correspond to the intersection at time t of about 2m of the packets comprising ua,k.
We remark that by fixed-time L2 bounds on u, and tube overlap considerations, the
parameter m must satisfy
(2.11) 2ma2 . 1 , 2m . λ
1
3 .
Our goal will be to bound ‖ua,k‖L8(Aa,k,m). Two considerations guide the proof of our
bound.
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We first note that a collection of 2m tubes that overlap at a common time t, which
we call a 2m-bush, can retain full overlap for time δt = 2−mλ−
1
3 . For this to happen the
tubes in the bush must have close angles; if the bush is more spread out then the overlap
time decreases.
On the other hand, for certain Lipschitz metrics like the examples in [11] and [13], a
focused 2m-bush may come back together after time δt = 2mλ−
1
3 . This indicates that
beyond this scale our only available tool is summation with respect to the number of
such time intervals. Indeed, for each m the L8 estimate (2.2) is saturated (except for the
factors of logλ) by such a periodically repeating 2m-bush.
Given these considerations, we decompose the unit time interval [0, 1] into a collection
Im of intervals of size δt = 2
−mλ−
1
3 ; such intervals are then dyadic subintervals of the
decomposition into λ−
1
3 time slices made in step 2. The proof of Theorem 2.1 is concluded
using the following two propositions. The first one counts how many of these slices may
contain (a, k,m)-bushes.
Proposition 2.4. There are at most ≈ λ
1
3 2−3ma−4
〈
log(2ma2)
〉3
intervals I ∈ Im which
intersect Aa,k,m.
The second one estimates ‖ua,k‖L8(Aa,k,m) on a single 2
−mλ−
1
3 time slice.
Proposition 2.5. For each interval I ∈ Im, we have
(2.12) ‖ua,k‖L8(Aa,k,m∩I×R) . λ
5
24 2
3m
8 a
1
2 2−
k
4 .
Combining the two propositions we obtain
‖ua,k‖L8(Aa,k,m) . λ
1
4
〈
log(2ma2)
〉 3
8 2−
k
4 .
The sets Aa,k,m are disjoint, and 〈log(2
ma2)
〉
. logλ. Since there are at most logλ values
of m, we obtain
‖ua,k‖L8([0,1]×R) . λ
1
4 (logλ)
1
2 2−
k
4 .
We may sum over k ≥ 0 without additional loss, and there are at most logλ distinct
values of a, which yields the desired conclusion (2.2).
For p > 8, we interpolate (2.12) with |ua,k| . λ
1
3 2ma to obtain
‖ua,k‖
p
Lp(Aa,k,m∩I×R)
. λ
p
3−1 2m(p−5)ap−4 2−2k ,
and summing over intervals yields
‖ua,k‖
p
Lp(Aa,k,m)
. λ
p−2
3 2m(p−8)ap−8 2−2k
〈
log(2ma2)
〉3
= λ
p
2−2(2
m
2 a)p−8 (λ−
1
6 2
m
2 )p−8 2−2k
〈
log(2ma2)
〉3
.
By (2.11), the quantity a takes on dyadic values less than 2−
m
2 , whereas 2m takes on
dyadic values less than λ
1
3 . We may thus sum over a, k,m to obtain the desired bound
‖u‖p
Lp([0,1]×R) . λ
p
2−2 ,
which together with the estimate for p = 8 concludes the proof of Theorem 1.1. 
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3. Bush counting
In this section we reduce the proof of Proposition 2.4 to Lemma 3.1 below. There are
2mλ
1
3 intervals in Im, so the bound is trivial unless a ≥ 2
−m. We fix a small number ǫ, to
be determined, and consider ǫ 23ma2〈log(2ma2)〉−1 consecutive intervals in Im. Letting
Iǫ denote their union, then
|Iǫ| = ǫ λ
− 13 22ma2〈log(2ma2)〉−1 .
It suffices to prove that, if Iǫ contains M intervals from Im which intersect Aa,k,m, then
(3.1) M . (2ma2)−1〈log(2ma2)〉2 .
Heuristically we would like to say that a point in Aa,k,m corresponds to 2
m packets
through a point. To make this precise, we need to take into account the tails in the bump
functions χT .
Consider a point (t, x) in a 2−mλ−
1
3 slice I × R, such that χa,k(t, x) ≥ 2
m. For each
y ∈ R, we denote by N(y) the number of tubes T in the definition of χa,k which are
centered near y at time t, i.e.
N(y) = #
{
(T, j) ∈ Ta,k : t ∈ IT,j and |xT (t)− y| ≤ λ
− 23
}
.
Then
χa,k(t, x) . λ
2
3
∫ (
1 + λ
2
3 |x− y|
)−2
N(y) dy .
Hence there must exist some point y such that N(y) & 2m. Thus, we can find a point
y and & 2m indices (T, j) ∈ Ta,k for which |xT (t) − y| ≤ λ
− 23 and t ∈ IT,j . Since there
are at most 5 values of T with the same ξT for which |xT (t) − y| ≤ λ
− 23 , we may select
a subset of ≈ 2m packets which have distinct values of ξT . We call this an (a, k,m)-bush
centered at (t, y). For simplicity, we assume the bush contains exactly 2m terms.
Consider then a collection {Bn}
M
n=1 ofM distinct (a, k,m)-bushes, centered at (tn, xn),
with
(3.2) ǫ λ−
1
3 22ma2〈log(2ma2)〉−1 ≥ |tn − tn′ | ≥ λ
− 13 2−m when n 6= n′ .
Denote by {vn,l}l=1,2m the collection of 2
m terms vT comprising Bn. For each n we define
wn = a
∑
l
cn,l(tn)
−1vn,l(tn, · ) .
Since |cn,l(tn)| ≈ a, and the ξT are distinct, then ‖wn‖L2(R) ≈ 2
m
2 , by (2.5) and the fact
that vT (tn, ·) is the image of φT under the unitary flow of a
w
λ2/3
(t, x,D).
We then define the approximate projection operators Pn on L
2(R) by
Pnf = 2
−m〈wn, f〉wn .
With u the solution to (2.4) we recall that 〈vn,l(t, · ), u(t, · )〉 = cn,l(t). Applying Pn to u
at time tn, we then have
Pnu = awn ,
therefore
(3.3) ‖Pnu‖
2
L2(R) ≈ 2
ma2 .
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If these projectors were orthogonal with respect to the flow of (2.4), that is
Pn′S(tn′ , tn)Pn = 0 ,
then we would obtain
1 = ‖u0‖
2
L2(R) &
∑
n
‖Pnu‖
2
L2(R) ≈M2
ma2 ,
and (3.1) would be trivial. This is too much to hope for. Instead, we will prove that the
operators Pn satisfy an almost orthogonality relation:
Lemma 3.1. Let α = max
(
λ−
1
3 |tn′ − tn|
−1, λ
1
3 |tn′ − tn|
)
. Then the operators Pn satisfy
(3.4) ‖Pn′S(tn′ , tn)Pn‖L2(R)→L2(R) . 2
−mα 〈log(2−mα)〉 .
We postpone the proof of Lemma 3.1 to the end of section 5. This estimate is not
strong enough to allow us to use Cotlar’s lemma. However, we can prove a weaker result,
namely that for any solution u to (2.4) we have
(3.5)
∑
n
‖Pnu‖L2(R) . C
1
2 ‖u0‖L2(R) , C = M +
∑
n,n′
2−mα 〈log(2−mα)〉 .
Indeed, by duality (3.5) is equivalent to∥∥∥∑
n
S(0, tn)Pnfn
∥∥∥
L2(R)
. C
1
2 sup
n
‖fn‖L2(R) .
Using (3.4) we have∥∥∥∑
n
S(0, tn)Pnfn
∥∥∥2
L2(R)
=
∑
n,n′
〈fn′ , Pn′S(tn′ , tn)Pnfn〉
.
(
M +
∑
n6=n′
2−mα 〈log(2−mα)〉
)
sup
n
‖fn‖
2
L2(R) ,
establishing (3.5).
Comparing (3.3) and (3.5) applied to u, it follows that
2
m
2 aM . C
1
2 ,
or, in expanded form,
(3.6) 2ma2M2 .M +
∑
n6=n′
2−mα 〈log(2−mα)〉 .
This will be the source of our bound in (3.1) for M . If
2ma2M2 .M
then we are done, so we consider the summation term.
First consider the sum over terms where λ
1
3 |tn′ − tn| ≥ 1, for which we have∑
n6=n′
2−mλ
1
3 |tn′ − tn|
〈
log(2−mλ
1
3 |tn′ − tn| )
〉
. ǫ | log ǫ| 2ma2M2 ,
12 HERBERT KOCH, HART F. SMITH, AND DANIEL TATARU
where we use that r〈log r〉 is an increasing function, and by (3.2) and (2.11) that
2−mλ
1
3 |tn′ − tn| ≤ ǫ 2
ma2〈log(2ma2)〉−1 . ǫ .
Taking ǫ small we can thus absorb these terms into the left hand side of (3.6).
To conclude the proof, we consider the sum over λ
1
3 |tn′ − tn| ≤ 1. By the 2
−mλ−
1
3
separation of the M points tn, we have∑
n6=n′
2−mλ−
1
3 |tn′ − tn|
−1
〈
log(2mλ
1
3 |tn′ − tn|)
〉
.M(logM)2 .
We conclude that
2ma2M . (logM)2 ,
hence that
M . (2ma2)−1
〈
log(2ma2)
〉2
.
4. Short time bounds
In this section we reduce the proof of Proposition 2.5 to a combination of weighted
Strichartz estimates and bilinear estimates, which are proved respectively in Sections 5
and 6. We remark that the use of Strichartz estimates alone leads to Proposition 7.3
instead, and for d = 2 this yields the estimates of (1.1) only for p > 10.
We recall the bound we need,
‖ua,k‖L8(Aa,k,m∩I×R) . λ
5
24 2
3
8ma
1
2 2−
k
4
where |I| = 2−mλ−
1
3 . Here ua,k on I × R has the form
1I(t) · ua,k =
∑
(T,j)∈Ta.k : IT,j∩I 6=∅
1IcT,jvT ,
where we recall that cT,j = 1IT,jcT , c
′
T,j = 1IT,jc
′
T . Also, |IT,j | = 2
−kλ−
1
3 , and
|cT,j | ≈ a , ‖c
′
T,j‖L2 . λ
1
6 2
k
2 a .
Note that if k ≤ m, then IT,j ⊇ I for each term in the sum, whereas if k > m, then IT,j
is a dyadic subinterval of I, and there may be multiple terms associated to a tube T .
We let N denote the number of terms in the sum for ua,k, and note that, by (2.6) and
(2.9), we have
(4.1) Na2 . 2−k .
Using this bound, and dividing ua,k by a, we then need establish the following.
Lemma 4.1. Let T be a collection of N distinct pairs (T, j), and IT,j corresponding
intervals of length 2−kλ−
1
3 which intersect the interval I of length 2−mλ−
1
3 . Assume that
‖cT,j‖L∞ + 2
− k2 λ−
1
6 ‖c′T,j‖L2 ≤ 1 .
Then with v =
∑
T cT,jvT , the following holds
‖v‖L8(Am∩I×R) . λ
5
24N
1
4 2
3
8m ,
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where
Am = {χ ≈ 2
m} , χ =
∑
T∈T
χT .
To start the proof, we first show that we can dispense with the high angle interactions.
We want to establish
‖v2‖L4(Am∩I×R) . λ
5
12N
1
2 2
3
4m .
We express v2 using a bilinear angular decomposition. Fixing some reference angle θ we
can write
v2 =
∑
l
± v2l +
∑
∠(T,S)≥θ
cT,jvT · cS,kvS
where vl =
∑
ξT∈Kl
cT,jvT consists of the terms for which ξT lies in an interval Kl of
length ≈ λθ, where the Kl have overlap at most 3. The second sum is over a subset of
T × T subject to the condition ∠(T, S) = λ−1|ξT − ξS | ≥ θ.
For the second term we have a bilinear L2 estimate,
Lemma 4.2. The following bilinear L2 bound holds,
(4.2)
∥∥∥∥ ∑
∠(T,S)≥θ
cT,jvT · cS,kvS
∥∥∥∥
L2(I×R)
. θ−
1
2
∑
T∈T
(
‖cT,j‖
2
L∞ + 2
−kλ−
1
3 ‖c′T,j‖
2
L2
)
.
For this estimate there is no restriction on the number of tubes, nor do we require
equal size of the cT . The integral can furthermore be taken over the interval of length
λ−
1
3 containing I; the short time condition is needed only for the small angle interactions.
We prove (4.2) in section 6. In our case, each term in the sum on the right is bounded
by 1. On the other hand, we have |vT | . λ
1
3χT therefore∣∣∣∣ ∑
∠(T,S)≥θ
cT,jvT · cS,kvS
∣∣∣∣ . λ 23χ2 ,
which yields ∥∥∥∥ ∑
∠(T,S)≥θ
cT,jvT · cS,kvS
∥∥∥∥
L∞(Am)
. λ
2
3 22m
Interpolating the L2 and the L∞ bounds we obtain∥∥∥∥ ∑
∠(T,S)≥θ
cT,jvT · cS,kvS
∥∥∥∥
L4(Am)
. λ
1
3N
1
2 2mθ−
1
4 .
This is what we need for the high angle component provided that
λ
1
3N
1
2 2mθ−
1
4 = λ
5
12N
1
2 2
3
4m ,
or equivalently
θ = λ−
1
3 2m .
Hence it suffices to restrict ourselves to the terms vl, where ξT ∈ Kl, an interval of
width δξ = λ
2
3 2m centered on ξl. Let Nl denote the number of terms (T, j) in vl, so that∑
lNl ≤ 3N . We will prove that
(4.3)
∥∥(1 + λ− 43 2−2m|D − 2ξl|2)v2l ∥∥L3(I×R) . λ 13N 23l 2m3 .
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Let Ql(D) = (1 + λ
− 43 2−2m|D − 2ξl|
2)−1. We observe that, for wl ∈ S(R),∥∥∥∑
l
Qlwl
∥∥∥
L3(R)
.
(∑
l
‖wl‖
3
2
L3(R)
) 2
3
,
which follows by interpolating the bounds∥∥∥∑
l
Qlwl
∥∥∥
L∞(R)
.
∑
l
‖wl‖L∞(R) ,
∥∥∥∑
l
Qlwl
∥∥∥
L2(R)
.
(∑
l
‖wl‖
2
L2(R)
) 1
2
.
The second follows by the finite overlap condition, the first since Ql is convolution with
respect to an L1 function. Applying this to (4.3) yields∥∥∥∑
l
v2l
∥∥∥
L3(I×R)
. λ
1
3N
2
3 2
m
3 .
Interpolating with the L∞ bounds as above yields the desired bound∥∥∥∑
l
v2l
∥∥∥
L4(Am∩I×R)
. λ
5
12N
1
2 2
3
4m .
By Leibniz’ rule and Ho¨lder’s inequality, (4.3) follows from showing, for n ≤ 2, that
(4.4)
∥∥(λ− 23 2−m(D − ξl))nvl∥∥L6(I×R) . λ 16N 13l 2m6 .
We first note the following bound on vl in L
6 over the entire 2−min(k,m)λ−
1
3 time slice
I∗ × R on which the vl are supported:
(4.5)
∥∥(λ− 23 2−m(D − ξl))nvl∥∥L6(I∗×R) . λ 16N 12l .
To establish this, it suffices by the generalized Minkowski inequality to establish it on a
time interval J of length 2−kλ−
1
3 , with Nl replaced by the number NJ of (T, j) for which
IT,j = J . If k ≤ m, then there is only one interval J to consider, whereas k > m means
J is a dyadic subdivision of I. If t0 is the left endpoint of J , then we have the initial
data bound
‖
(
λ−
2
3 2−m(D − ξl)
)n
vl(t0)‖L2(R) .
(∑
|cT,j(t0)|
2
) 1
2
. N
1
2
J ,
and for the inhomogeneous term we have
‖
(
λ−
2
3 2−m(D − ξl)
)n(
Dt − a
w
λ2/3(t, x,D)
)
vl‖L1tL2x(J×R) . |J |
1
2
(∑
‖c′T,j‖
2
L2(J)
) 1
2
. N
1
2
J .
The result then holds by the weighted Strichartz estimates, Theorem 5.4.
To obtain the gain in the norm over the slice I ×R, we make a further decomposition
vl =
∑
B vB into “bushes”. This is made by decomposing the x-axis into disjoint intervals
of radius λ−
2
3 , indexed by B, with center xB, and letting vB denote the sum of the cT,jvT
in vl whose center xT at time t0 satisfies |xT − xB | ≤ λ
− 23 .
For simplicity, we take t0 = 0. Let xB(t) denote the bicharacteristic curve passing
through (xB , ξl). Then |xT − xB | . λ
− 23 , provided T is part of vB. By Theorem 5.4 we
thus have the weighted Strichartz estimates,∥∥(1 + λ 43 |x− xB(t)|2)(λ− 23 2−m(D − ξl))nvB∥∥L6(I×R) . λ 16N 12B ,
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where NB is the number of terms in vB . We may sum over B to obtain
(4.6)
∥∥(λ− 23 2−m(D − ξl))nvl∥∥L6(I×R) . λ 16(∑
B
N3B
) 1
6
≤ λ
1
6N
1
6
l 2
m
3 ,
where at the last step we used NB ≤ 2
m, and
∑
B NB = Nl. Combining (4.6) with (4.5)
yields (4.4). 
5. Wave packet propagation
In this section we establish the basic properties of the wave packet solutions vT on the
λ−
1
3 time scale, and prove weighted Strichartz estimates. In addition, we give the proof
of Lemma 3.1. The results of this section are closely related to those of [7, Section 4]
through a space-time rescaling, but for completeness we provide full proofs.
Throughout this section, we let A = aw
λ2/3
(t, x,D) , and let u solve
(Dt −A)u = 0 , u(0, · ) = u0 .
We assume u0 ∈ S, so that all derivatives of u are rapidly decreasing in x. Throughout,
I is an interval with left hand endpoint 0 and |I| ≤ λ−
1
3 .
Lemma 5.1. For any m,n ≥ 0 and ξ0 ∈ R,
n∑
j=0
(
λ−
2
3 2−m
)j
‖(D − ξ0)
ju‖L∞L2(I×R) ≤ Cn
n∑
j=0
(
λ−
2
3 2−m
)j
‖(D − ξ0)
ju0‖L2(R) .
Proof. We use induction on n. The case n = 0 follows by self-adjointness of A, so we
assume the result holds for n− 1. We may write the commutator
λ−
2
3 [(D − ξ0), A] = λ
1
3 bw(t, x,D) , b ∈ Sλ,λ2/3 ,
whereas commuting with λ−
2
3 (D− ξ0) preserves the set of Weyl-pseudodifferential oper-
ators with symbol in Sλ,λ2/3 . Hence, we may write
(Dt −A)
(
λ−
2
3 2−m
)n
(D − ξ0)
nu = λ
1
3
n−1∑
j=0
bw(t, x,D)
(
λ−
2
3 2−m
)j
(D − ξ0)
ju ,
where b ∈ Sλ,λ2/3 may vary with j. The proof follows by L
2 boundedness of bw(t, x,D)
and the Duhamel formula, since |I| ≤ λ−
1
3 . 
A similar proof, using the fact that
λ
1
3 [x,A] = λ
1
3 bw(t, x,D) , b ∈ Sλ,λ2/3 ,
and that commuting with λ
1
3x preserves Sλ,λ2/3 , yields the following.
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Corollary 5.2. For any l,m, n ≥ 0, and all x0, ξ0 ∈ R,
n∑
j=0
l∑
k=0
λ
k
3
(
λ−
2
3 2−m
)j
‖(x− x0)
k(D − ξ0)
ju‖L∞L2(I×R)
≤ Cn,l
n∑
j=0
l∑
k=0
λ
k
3
(
λ−
2
3 2−m
)j
‖(x− x0)
k(D − ξ0)
ju0‖L2(R) .
To obtain weighted localization in x at the λ−
2
3 scale we need to evolve the spatial
center of u along the bicharacteristic flow. Additionally, we must work on a time interval
I so that the spread of bicharacteristics due to the spread of frequency support is less
than λ−
2
3 .
Lemma 5.3. Let x0(t) = x0− t ∂ξaλ2/3(0, x0, ξ0) , and suppose that |I| ≤ 2
−mλ−
1
3 . Then
for l ≤ n, and general m,n, x0, ξ0,
n∑
j=0
l∑
k=0
λ
2k
3
(
λ−
2
3 2−m
)j
‖(x− x0(t))
k(D − ξ0)
ju‖L∞L2(I×R)
≤ Cn
n∑
j=0
l∑
k=0
λ
2k
3
(
λ−
2
3 2−m
)j
‖(x− x0)
k(D − ξ0)
ju0‖L2(R) .
Proof. We write
i [x− x0(t), Dt −A] = (∂ξaλ2/3)
w(t, x,D)− ∂ξaλ2/3(0, x0, ξ0) ,
and taking a Taylor expansion write
λ
2
3
(
∂ξaλ2/3(t, x, ξ)− ∂ξaλ2/3(0, x0, ξ0)
)
=
λ
1
3 2m
(
b1(t, x, ξ)λ
1
3 (x− x0) + b2(t, x, ξ)λ
1
3 t+ b3(t, x, ξ)λ
− 23 2−m(ξ − ξ0)
)
,
with bj ∈ Sλ,λ2/3 , where we use 2
m ≥ 1. Additionally, commuting with λ
2
3x preserves
the class of bw(t, x,D) with b ∈ Sλ,λ2/3 . The proof now proceeds along the lines of the
proof of Lemma 5.1, using that |I| ≤ λ−
1
3 2−m. 
We remark that the proof of Lemma 5.3 in fact shows that one may bound
n∑
j=0
l∑
k=0
λ
2k
3
(
λ−
2
3 2−m
)j
‖(Dt −A)(x− x0(t))
k(D − ξ0)
ju‖L1L2(I×R)
≤ Cn
n∑
j=0
l∑
k=0
λ
2k
3
(
λ−
2
3 2−m
)j
‖(x− x0)
k(D − ξ0)
ju0‖L2(R) ,
provided l ≤ n and |I| ≤ 2−mλ−
1
3 , or |I| ≤ λ−
1
3 in case l = 0. We thus can prove
weighted Strichartz estimates as an easy corollary of the unweighted version. We state
the result for p = q = 6, but it holds for all allowable values of (p, q) for which the
unweighted version holds.
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Theorem 5.4. Let x0(t) = x0 − t ∂ξaλ2/3(0, x0, ξ0) , and suppose that |I| ≤ 2
−mλ−
1
3 .
Then for l ≤ n, and general m,n, x0, ξ0,
n∑
j=0
l∑
k=0
λ
2k
3
(
λ−
2
3 2−m
)j
‖(x− x0(t))
k(D − ξ0)
ju‖L6(I×R)
≤ Cn λ
1
6
n∑
j=0
l∑
k=0
λ
2k
3
(
λ−
2
3 2−m
)j
‖(x− x0)
k(D − ξ0)
ju0‖L2(R) .
If l = 0, then the result holds for |I| ≤ λ−
1
3 .
Proof. By the above remarks, the result follows by the Duhamel theorem from the case
n = l = 0. That case, in turn, follows from [7, Theorem 2.5]. An alternate proof is
contained in [1]. The paper [1] dealt with λ−1∆g instead of A, but the analysis is similar
for A as above. 
If we take m = 0, then Lemma 5.3 applies to the evolution of a λ−
2
3 packet. The
following should be compared to [7, Proposition 4.3].
Theorem 5.5. Suppose that φ is a Schwartz function, and φT = λ
1
3 eixξT φ(λ
2
3 (x−xT )).
Let vT satisfy (
Dt −A
)
vT = 0 , vT (0, · ) = φT .
Then with
xT (t) = xT − t ∂ξaλ2/3(0, xT , ξT ) ,
for t ∈ [0, λ−
1
3 ] one can write
vT (t, ·) = λ
1
3 eixξTψT
(
t, λ
2
3 (x− xT (t))
)
,
where {ψT (t, ·)}t∈I is a bounded family of Schwartz functions on R, with all Schwartz
norms uniformly bounded over T , t ∈ I, and λ ≥ 1.
We conclude this section with the proof of Lemma 3.1. Let P0 denote the bounded
linear functional on L2(R) defined by P0f = 2
−m〈w0, f〉w0, where w0 is a sum of 2
m
L2-bounded packets centered at x0 with disjoint frequency centers; that is,
w0 =
2m∑
l=1
λ
1
3 eixξlψl
(
λ
2
3 (x− x0)
)
,
where the ψl are a bounded collection of Schwartz functions, and the ξl are distinct points
on the λ
2
3 -spaced lattice in R, with |ξl| ≤
1
2λ. We take P1 to be similarly defined where
x0 is replaced by x1, possibly with a different set of ξl and ψl. We need to prove
(5.1) ‖P1S(t1, t0)P0‖L2(R)→L2(R) . 2
−mα 〈log(2−mα)〉 ,
where α = max
(
λ−
1
3 |t1 − t0|
−1, λ
1
3 |t1 − t0|
)
.
The proof of (5.1) requires control of the solution u over times greater than λ−
1
3 , which
we will express in the form of weighted energy estimates. Heuristically, for t ≤ λ−
1
3 one
can localize energy flow at the symplectic λ
2
3 scale. For t ≥ λ−
1
3 , energy flow cannot be
localized finer than the uncertainty in the Hamiltonian flow, where ξ is determined only
within λt, with resulting uncertainty in x. In the notation below, our weighted energy
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estimate localizes ξ to within δλ, and x to within δ2. The linear growth of the weights
reflects the Lipschitz regularity of aλ(t, x, ξ).
In the following, we let
δ =
{
λ−
1
3 , |t0 − t1| ≤ λ
− 13 ,
|t0 − t1| , |t0 − t1| ≥ λ
− 13 .
Let qj(t, x,D), j = 0, 1, denote the symbol
qj(t, x, ξ) = δ
−2
(
x− xj + (t− tj) ∂ξaλ(tj , xj , ξ)
)
,
and set Qj(t) = qj(t, x,D). We will prove that
(5.2) ‖Q0(t1)S(t1, t0)f‖L2(R) . ‖f‖L2(R) + ‖Q0(t0)f‖L2(R) + δ
−1‖(x− x0)f‖L2(R) .
Assuming (5.2) for the moment, we consider the constant coefficient symbols
m0(ξ) = 〈q0(t1, x1, ξ)〉 , m1(ξ) = 〈q1(t0, x0, ξ)〉 .
We will use (5.2) to prove that
(5.3)
∥∥m0(D) 12 〈δ−2(x− x1)〉−2S(t1, t0)〈δ−2(x− x0)〉−2m1(D) 12 f∥∥L2(R) . ‖f‖L2(R) ,
with bounds uniform over the various parameters. We then factor
P1S(t1, t0)P0 = P1〈δ
−2(x − x1)〉
2m0(D)
− 12m0(D)
1
2 〈δ−2(x− x1)〉
−2
S(t1, t0)〈δ
−2(x− x0)〉
−2m1(D)
1
2m1(D)
− 12 〈δ−2(x− x0)〉
2P0 ,
which reduces (5.1) to showing that
(5.4)
∥∥P1〈δ−2(x − x1)〉2m0(D)− 12 f∥∥2L2(R) . 2−mα 〈log(2−mα)〉‖f‖2L2(R) ,
where we use symmetry and adjoints to conclude that the rightmost factor above satisfies
the same bounds. Since P1f = 2
−m〈w1, f〉w1, and ‖w1‖L2(R) ≈ 2
m
2 , (5.4) is implied by
(5.5)
∥∥m0(D)− 12 〈δ−2(x− x1)〉2w1‖2L2(R) . α 〈log(2−mα)〉 .
To prove (5.5), note that since δ ≥ λ−
1
3 , and the packets in w1 are centered at x1, the
function 〈δ−2(x − x1)〉
2w1 is of the same form as w1. The Fourier transform of w1 is
a sum of 2m L2-normalized Schwartz functions, concentrated on the λ
2
3 -scale about the
distinct ξl, and the left hand side of (5.5) can thus be compared to
λ−
2
3
∫ ∣∣∣∑
l
m0(ξ)
− 12
(
1 + λ−
2
3 |ξ − ξl|
)−N ∣∣∣2 dξ .∑
l
m0(ξl)
−1 .
By (2.3),
∂ξaλ(t0, x0, ξl)− ∂ξaλ(t0, x0, ξl′) ≈ λ
−1(ξl′ − ξl) .
Since λ
1
3 δ2|t1− t0|
−1 = α ≥ 1, the estimate (5.5) then follows by comparison to the worst
case sum
2m∑
j=0
(1 + α−1j)−1 . α
(
1 + | log(2mα−1)| ) .
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To see that equation (5.3) is a consequence of (5.2), we observe that (5.3) follows by
interpolation from showing, with uniform bounds,∥∥m0(D)〈δ−2(x− x1)〉−2S(t1, t0)〈δ−2(x− x0)〉−2f∥∥L2(R) . ‖f‖L2(R) ,∥∥〈δ−2(x− x1)〉−2S(t1, t0)〈δ−2(x− x0)〉−2m1(D)f∥∥L2(R) . ‖f‖L2(R) .(5.6)
The second line follows from the first by symmetry and adjoints, so we prove the estimate
of the first line in (5.6). We first note that
‖m0(D)〈δ
−2(x− x1)〉
−2g‖L2(R) . ‖g‖L2(R) + ‖Q0(t1)〈δ
−2(x− x1)〉
−2g‖L2(R) .
The commutator of Q0(t1) and 〈δ
−2(x− x1)〉
−2 is bounded on L2(R); this uses the fact
that ∂2ξaλ(t, x, ξ) ∈ λ
−1Sλ,λ, that |t1 − t0| ≤ δ, and that δ
−3 ≤ λ. Thus, (5.6) reduces to
showing that
‖Q0(t1)S(t1, t0)〈δ
−2(x− x0)〉
−2f‖L2(R) . ‖f‖L2(R) ,
which follows from (5.2), since the purely spatial weightQ0(t0)〈δ
−2(x−x0)〉
−2 is bounded,
and δ ≤ 1.
To establish (5.2), we calculate
∂t‖Q0(t)S(t, t0)f‖
2
L2(R) = 2Re
〈
(∂tQ0 + i[Q0, a
w
λ (t, x,D)])S(t, t0)f,Q0(t)S(t, t0)f
〉
,
so since |t1 − t0| ≤ δ it suffices to show that
‖(∂tQ0 + i[Q0, a
w
λ (t, x,D)])S(t, t0)f‖L2(R) . δ
−1‖f‖L2(R) + δ
−2‖(x− x0)f‖L2(R) .
The operator ∂tQ0 + i[Q0, a
w
λ (t, x,D)] is equal to
δ−2
(
∂ξaλ(t0, x0, D)− ∂ξa
w
λ (t, x,D)
)
+ iδ−2(t− t0)
[
∂ξaλ(t0, x0, D), a
w
λ (t, x,D)
]
.
The commutator term is bounded on L2 since aλ ∈ λC
1Sλ,λ, and ∂
2
ξaλ(t0, x0, ξ) ∈
λ−1C1Sλ,λ. Since |t− t0| ≤ δ, the second term is thus bounded by δ
−1. The L2 norm of
the first term is bounded by δ−1 + δ−2(x− x0), so we have to bound
δ−1‖(x− x0)S(t, t0)f‖L2(R) . ‖f‖L2(R) + δ
−1‖(x− x0)f‖L2(R) .
This follows by Corollary 5.2, since δ−1 ≤ λ
1
3 . 
6. Bilinear L2 estimates
We prove here the bilinear estimate Lemma 4.2. For this section, we will let
χT (t, x) =
(
1 + λ
2
3 |x− xT (t)|
)−N
for some suitably large but fixed N , and use the fact that |vT | . λ
1
3χT , by Theorem 5.5.
Also in this section we let
a(t, x, ξ) = aλ2/3(t, x, ξ) , aξ(t, x, ξ) = ∂ξaλ2/3(t, x, ξ) .
We first reduce Lemma 4.2 to the case that the cT are constants, that is, to the
following lemma. In the case that a is independent of (t, x) the following lemma is a
simple consequence of the proof of the restriction theorem in two dimensions; see for
example [15, Section IX.5].
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Lemma 6.1. Suppose that bT , dS ∈ C. Then, for any subset Λ of tube pairs (T, S)
satisfying ∠(T, S) ≥ θ, the following bilinear L2 bound holds,
(6.1)
∥∥∥∥ ∑
(T,S)∈Λ
bTvT · dSvS
∥∥∥∥
L2
. θ−
1
2
(∑
T
|bT |
2
) 1
2
(∑
S
|dS |
2
) 1
2
.
The norm is taken over the common λ−
1
3 time slice in which the tubes lie, and there is
no restriction on the number of terms.
To make the reduction of Lemma 4.2 to Lemma 6.1, we note that it suffices by
Minkowski to establish (4.2) on an interval J of size 2−kλ−
1
3 , including only the cT,j
for which IT,j = J . On such an interval we can write
cT,j(t) = cT,j(t0) +
∫ t
0
c′T,j(s) ds ,
where t0 is the left endpoint of J . We can thus bound∣∣∣∣∑ cT,jvT · cS,kvS∣∣∣∣ ≤ ∣∣∣∣∑ cT,j(t0)vT · cS,k(t0)vS∣∣∣∣+ ∫
J
∣∣∣∣∑ c′T,j(r)vT · cS,k(t0)vS∣∣∣∣ dr
+
∫
J
∣∣∣∣∑ cT,j(t0)vT · c′S,k(s)vS∣∣∣∣ ds+ ∫
J×J
∣∣∣∣∑ c′T,j(r)vT · c′S,k(s)vS∣∣∣∣ dr ds .
Bringing the integral out of the L2 norm and applying (6.1) together with the Schwartz
inequality yields the desired bound∥∥∥∥ ∑
∠(T,S)≥θ
cT,jvT · cS,kvS
∥∥∥∥
L2(J×R)
. θ−
1
2
∑
IT,j=J
(
‖cT,j‖
2
L∞ + 2
−kλ−
1
3 ‖c′T,j‖
2
L2
)
.
We now turn to the proof of Lemma 6.1. One estimate we will use is the following.
Suppose that the tubes T (respectively S) all point in the same direction, that is, ξT is
the same for all T , and ξS is the same for all S, where |ξT − ξS | ≥ λθ. Then
(6.2)
∫ (∑
T,S
|bT |χT · |dS |χS
)2
dt dx . λ−
4
3 θ−1
(∑
T
|bT |
2
)(∑
S
|dS |
2
)
.
This follows since different tubes T (respectively S) are disjoint, and the intersection of
any pair of tubes T and S is a λ−
2
3 interval in x times a θ−1λ−
2
3 interval in t about the
center of the intersection. Precisely, one can make a change of variables of Jacobian λ
4
3 θ
to reduce matters to λ = 1 and θ = π2 , where the result is elementary. We remark that
since the terms are positive, this holds even if the sum over T and S on the left includes
just a subset of the collection of all T and S.
Consider now an integral ∫
vT vS vT ′ vS′ dt dx .
Recalling that λ−
2
3 ξT ∈ Z, we will relabel
ξT = ξm+j , ξS = ξm−j , ξT ′ = ξn+i , ξS′ = ξn−i ,
corresponding to ξT = λ
2
3 (m + j), etc. Here, m, n, i, and j take on integer values; for
simplicity we assumem 6= n and i 6= j, and i, j nonzero. The cases of equality are simpler
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in what follows. By symmetry we may take j > i ≥ 1. Assuming that ∠(T, S) ≥ θ implies
j ≥ λ
1
3 θ, and similarly ∠(T ′, S′) ≥ θ implies i ≥ λ
1
3 θ.
We introduce the quantities
v(4) = vT vS vT ′ vS′ ,
a(4) = a(t, x, ξm+j) + a(t, x, ξm−j)− a(t, x, ξn+i)− a(t, x, ξn−i) ,
a(4′) = a(t, x, ξm+j) + a(t, x, ξm−j)− a(t, x, ξm+i)− a(t, x, ξm−i) .
Since aξξ ≈ λ
−1, we have simultaneous upper and lower bounds for a(4′),
(6.3) a(4′) = λ
2
3
∫ j
i
aξ(t, x, ξm+s)− aξ(t, x, ξm−s) ds ≈ λ
1
3
∫ j
i
s ds ≈ λ
1
3 (j2 − i2) .
We may similarly use |∂αt,xaξξ| . λ
−1+ 2
3
(|α|−1) for nonzero α to deduce
(6.4)
∣∣∂αt,xa(4′)∣∣ . λ 13+ 23 (|α|−1)(j2 − i2) , |α| ≥ 1 .
To control the difference of a(4) and a(4′), we introduce the quantity
r(4) = a(4) − a(4′) − 2(ξm − ξn)aξ(t, x, ξm)
=
∑
±
a(t, x, ξm±i)− a(t, x, ξn±i)− (ξm±i − ξn±i) aξ(t, x, ξm) ,
which by a Taylor expansion in ξ is seen to satisfy∣∣∂αt,xr(4)∣∣ . λ 13+ 23 max(0,|α|−1)(i+ |m− n|) |m− n| .
Using a Taylor expansion of a(t, x, ξ) about ξ = ξT , we can write
aw(t, x,D)vT =
[
a(t, x, ξT ) + aξ(t, x, ξT )(D − ξT ) + r
w(t, x,D)
]
vT ,
where λ−
1
3 rw(t, x,D) applied to a λ
2
3 -scaled Schwartz function with frequency center ξT ,
such as vT , yields a Schwartz function of comparable norm, uniformly over λ.
We then write
aξ(t, x, ξT )(D − ξT )vT =
[
aξ(t, x, ξT )− aξ(t, x, ξm)
]
(D − ξT )vT
+ aξ(t, x, ξm)(D − ξT )vT .
The same expansions hold with ξT replaced by ξS , ξT ′ , and ξS′ .
Replacing ξT by any of ξm±j or ξn±i, the function aξ(t, x, ξT )− aξ(t, x, ξm) satisfies∣∣∂αt,x(aξ(t, x, ξT )− aξ(t, x, ξm))∣∣ . (i+ j + |m− n|)λ− 13+ 23 max(0,|α|−1) .
Let L = Dt − aξ(t, x, ξm)D, where D = Dx as always. Writing DtvT = a
w(t, x,D)vT ,
and using the above expansion for the latter, we see that (L − a(4′))v(4) can be written
as a sum of 5 terms,
(L− a(4′))v(4) = (LT vT ) vS vT ′ vS′ + vT (LSvS) vT ′ vS′ − vT vS (LT ′vT ′) vS′
− vT vS vT ′(LS′vS′) + r(4)v(4) ,
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where we wrote ξT + ξS − ξT ′ − ξS′ = 2(ξm − ξn), and where
LTvT =
(
aw(t, x,D) − a(t, x, ξT )− aξ(t, x, ξm)(D − ξT )
)
vT
=
([
aξ(t, x, ξT )− aξ(t, x, ξm)
]
(D − ξT ) + r
w(t, x,D)
)
vT .
In the expressions for LS, LT ′ , and LS′ , T is respectively replaced by S, T
′, and S′, but
the ξm is the same for each. The LT ’s thus depend on all 4 subscripts, but this is fine
since the below analysis is applied separately to each term.
Since (D − ξT ) applied to vT counts as λ
2
3 , then |LT vT | . λ
1
3 (i + j + |m− n|)λ
1
3χT .
Indeed, LT vT can be written, at each fixed time t, as λ
1
3 (i+j+ |m−n|) times a Schwartz
function of the same scale and phase space center as vT .
Consequently,∣∣(L − a(4′))v(4)∣∣ . λ 13 (i+ j + |m− n|) 〈m− n〉λ 43χ(4) ,
where χ(4) is the product of the corresponding χT .
We also need the estimate∣∣(L − a(4′))2v(4)∣∣ . λ 23 (i+ j + |m− n|)2〈m− n〉2λ 43χ(4) .
Following the above arguments, we can write (L− a(4′))
2v(4) as a sum of 16 terms like
(L2T vT ) vS vT ′ vS′ + (LT vT ) (LSvS) vT ′ vS′ − (LT vT ) vS (LT ′vT ′) vS′ − · · ·
plus 4 commutator terms( [
Dt − a
w(t, x,D) , LT
]
vT
)
vS vT ′ vS′ + vT
( [
Dt − a
w(t, x,D) , LS
]
vS
)
vT ′ vS′ − · · ·
plus remainder terms
(Lr(4)) v(4) + r(4)(L − a(4′))v(4) .
Except for the commutator terms, the desired bounds follow by the same estimates as
for (L − a(4′))v(4). The commutator terms depend on the fact that the commutator of
two symbols in C1Sλ,λ2/3 is in λ
−1Sλ,λ2/3 .
We let φ be a smooth cutoff to a λ−
1
3 time interval in t. We can then write∫
v(4) φdt dx =
∫ (
L− a(4′)
)2
v(4)
a2(4′)
φdt dx +
∫ (
φ(L′a(4′))− a(4′)(L
′φ)
)
v(4)
a2(4′)
dt dx
−
∫ (
2φ(L′a(4′))− a(4′)(L
′φ)
)(
L− a(4′)
)
v(4)
a3(4′)
dt dx ,
where we have integrated by parts in the last two terms, and L′ is the transpose of L. We
assume here that the vT are extended to a slightly larger time interval to allow integration
by parts in t.
By the above estimates the integrand of the first term on the right is bounded by
(i + j + |m− n|)2〈m− n〉2λ
4
3χ(4)
(j2 − i2)2
≤
〈m− n〉4
〈 j − i 〉2
λ
4
3χ(4) .
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By (6.3) and (6.4), we have (L′a(4′)) . a(4′). The integrands of the last two terms on the
right hand side are then respectively dominated by
λ
4
3χ(4)
(j2 − i2)
+
(i+ j + |m− n|)〈m− n〉λ
4
3χ(4)
(j2 − i2)2
≤
〈m− n〉2
〈j − i〉2
λ
4
3χ(4) .
Consequently, we have shown that we can write
∫
v(4)φdt dx =
∫
w(4) dt dx, where
|w(4)| .
〈m− n〉4
〈j − i〉2
λ
4
3χ(4) .
Given a collection Λ of pairs of tubes (T, S), we let
bn =
( ∑
ξT=ξn
|bT |
2
) 1
2
, dn =
( ∑
ξS=ξn
|dS |
2
) 1
2
,
where the sum is over all T , respectively S, in the collection that have frequency center
ξn. Then∥∥∥φ∑
(T,S)∈Λ
bTvT · dSvS
∥∥∥2
L2
=
∑
(T,S)∈Λ
∑
(T ′,S′)∈Λ
bT dS bT ′ dS′
∫
v(4)φdt dx
≤
∑
m,j
∑
n,i
∑
(T,S)∈Λm,j
∑
(T ′,S′)∈Λn,i
∣∣ bT dS bT ′ dS′ ∣∣ ∫ w(4) dt dx ,
where Λm,j ⊆ Λ consists of the pairs (T, S) ∈ Λ such that ξT = ξm+j , and ξS = ξm−j .
By the above this is dominated by
λ
4
3
∑
m,n,i,j
〈m− n〉4
〈 i− j 〉2
∫ ( ∑
(T,S)∈Λm,j
| bT dS |χTχS
)( ∑
(T ′,S′)∈Λn,i
| bT ′ dS′ |χT ′χS′
)
dt dx
. θ−1
∑
m,n,i,j
〈m− n〉2
〈i− j〉2
bm+j dm−j bn+i dn−i ,
where we used the Cauchy-Schwartz inequality and (6.2).
We next show that we may write
∫
v(4)φdt dx =
∫
w(4) dt dx, where
(6.5) |w(4)| .
1
〈m− n〉18
λ
4
3χ(4) .
Since
min
(〈m− n〉4
〈 i− j 〉2
,
1
〈m− n〉18
)
≤
1
〈 i− j 〉
3
2 〈m− n〉
3
2
,
this will establish that∥∥∥φ∑
(T,S)∈Λ
bT vT · dSvS
∥∥∥2
L2
. θ−1
∑
m,n,i,j
1
〈 i − j 〉
3
2 〈m− n〉
3
2
bm+j dm−j bn+i dn−i .
By Schur’s lemma, this is in turn bounded by
θ−1
(∑
m,j
b2m+j d
2
m−j
) 1
2
(∑
n,i
b2n+i d
2
n−i
) 1
2
≤ θ−1
(∑
T
|bT |
2
)(∑
S
|dS |
2
)
,
where the last sum is over all T, S that occur in Λ.
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To prove (6.5), we write
2(m− n)
∫
v(4)φdt dx =
∫
λ−
2
3 (ξT + ξS − ξT ′ − ξS′) v(4)φdt dx =
∫
w(4)φdt dx ,
where
w(4) = (λ
− 23 (D − ξT ) vT ) vS vT ′ vS′ + vT (λ
− 23 (D − ξS) vS) vT ′ vS′ − · · ·
We repeat this process, and use that |λ−
2k
3 (D − ξT )
kvT | . λ
1
3χT . 
7. Results for dimension d ≥ 3
In this section we work on a compact d-dimensional manifold M without boundary. We
consider spectral clusters for g, ρ ∈ Lip(M) exactly as in Theorem 1.1. We will apply
the general procedure of the previous sections to prove the following, which establishes
the conjectured result (1.4) for a partial range of p. The restriction on p is partly due to
the below Propositions 7.2 and 7.3 being weaker than one would hope for. In particular,
Proposition 7.3 uses only Strichartz estimates. It is not clear what the analogue of the
bilinear estimates used for d = 2 to handle large angle interactions should be in this
case. The bound of Proposition 2.4 also is strictly larger when 2ma2 ≪ 1 than the bound
suggested by heuristic arguments.
Theorem 7.1. Let u be a spectral cluster on M , where M is of dimension d ≥ 3. Then
(7.1) ‖u‖Lp(M) ≤ Cp λ
d( 12−
1
p )−
1
2 ‖u‖L2(M) ,
6d−2
d−1 < p ≤ ∞ .
The following partial range result for the other estimate in (1.4),
‖u‖Lp(M) ≤ C λ
2(d−1)
3 (
1
2−
1
p ) ‖f‖L2(M) , 2 ≤ p ≤
2(d+1)
d−1 ,
was established in [10], as was the p =∞ case of (7.1).
The proof of Theorem 7.1 follows the same general steps as Theorem 1.1, and so we
focus below on the modifications necessary in each step.
Step 1: Reduction to a frequency localized first order problem. Care must be taken
in the frequency localization step to handle the high-frequency terms, since Sobolev
embedding as used in the d = 2 case is not sufficient to establish the desired result for
large p in high dimensions. In particular, the analogue of Theorem 2.1 does not hold for
p = 6d−2
d−1 . Instead, we use the following estimate from [10], valid for Lipschitz g, ρ,
(7.2) ‖u‖L∞(M) . λ
d−1
2 ‖u‖L2(M) .
We remark that this estimate used the strict spectral localization of u and intrinsic
Sobolev embedding on M to deduce it from results for smaller p.
By (7.2), if φ is a bump function supported in a local coordinate patch, and
φu = (φu)<λ + (φu)λ + (φu)>λ
is the decomposition of φu into terms with local-coordinate frequencies respectively less
than cλ, comparable to λ, and greater than c−1λ, then each term in the decomposition
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has L∞ norm bounded by λ
d−1
2 ‖u‖L2(M) . The proof of [10, Corollary 5], together with
(2.1) and Sobolev embedding on Rd, yields
‖(φu)<λ‖
L
2d
d−2
+ ‖(φu)>λ‖
L
2d
d−2
. ‖u‖L2(M) .
Interpolation with (7.2) then yields even better bounds than those of Theorem 7.1 for
these terms.
Hence we are reduced to bounding ‖(φu)λ‖Lp . With a
w
λ (t, x,D) and S(t, t0) defined
as they are for d = 2, where x and ξ are now of dimension d− 1, we then reduce matters
as before to establishing
‖u‖Lp([0,1]×Rd−1) ≤ Cp λ
d( 12−
1
p )−
1
2 ‖u0‖L2(Rd−1) , u = S(t, 0)u0 ,
6d−2
d−1 < p ≤ ∞ ,
with û0 supported in |ξ| ≤
3
4λ. As before we will take ‖u0‖L2(Rd−1) = 1.
The expansion of u in terms of tube solutions vT on each λ
− 13 time slab and the
definition of Aa,k,m bushes then proceeds for d ≥ 3 the same as for d = 2, but where
we take ǫ = λ−
d−1
3 as the lower bound for a in the sum u =
∑
ua,k in order to trivially
obtain the desired bounds for uǫ.
In d-dimensions, a 2m-bush has angular spread at least 2
m
d−1λ−
1
3 , and so can retain
full overlap for time δt = 2−
m
d−1λ−
1
3 . Thus, in dimension d we decompose the unit time
interval into a collection Im of intervals of size δt = 2
−⌊ md−1 ⌋λ−
1
3 ; such intervals are then
dyadic subintervals of the decomposition into λ−
1
3 time slabs.
The proof of Theorem 7.1 will then be concluded using the following two propositions.
Proposition 7.2. There are at most λ
1
3 2−
m
d−1 (2ma2)−2〈log(2ma2)〉 intervals I ∈ Im
which intersect Aa,k,m.
Proposition 7.3. For each interval I ∈ Im, we have
‖ua,k‖
p
Lp(Aa,k,m∩I×Rd−1)
. λ
(
λ
d−1
3 2ma
)p−pd
2−
kpd
2 , p ≥ pd =
2(d+1)
d−1 .
Indeed, combining the two propositions we obtain
‖ua,k‖
p
Lp(Aa,k,m)
. λ
(
λ
d−1
3 2ma)p−pdλ
1
3 2−
m
d−1 (2ma2)−2〈log(2ma2)〉2−
kpd
2
. λ
4
3+
d−1
3 (p−pd)2m(
p−pd
2 −
1
d−1 )(2ma2)
p−pd
2 −2〈log(2ma2)〉2−
kpd
2 .
Recall that 2m and a both take on dyadic values such that
2ma2 . 1 , 2m . λ
d−1
3 .
When the exponent of 2ma2 is positive,
p > pd + 4 =
6d−2
d−1 ,
we may sum over m, a and k to obtain
‖u‖pLp ≤ C
p
p λ
1+ d−12 (p−pd) ,
giving the desired result
‖u‖Lp ≤ Cp λ
d−1
2 −
d
p .
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By (7.2) the constant Cp remains bounded as p → ∞, but may diverge as p →
6d−2
d−1 .
On the other hand Cp is bounded by a power of logλ for p =
6d−2
d−1 , since there are only
≈ logλ terms in each index.
Proof of Proposition 7.2. There are ≈ 2
m
d−1λ
1
3 intervals in Im, so we may assume
that a2 ≫ 2−m(1+
1
d−1 ). It suffices to prove, for ǫ a fixed small number, that if among
ǫ 2m(1+
2
d−1 )a2 consecutive slices in Im there are M slices that intersect Aa,k,m, then
(7.3) M . (2ma2)−1〈log(2ma2)〉 .
Consider a collection {Bn}
M
n=1 of M distinct (a, k,m)-bushes, centered at (tn, xn),
such that
ǫ λ−
1
3 2m(1+
1
d−1 )a2 ≥ |tn − tn′ | ≥ λ
− 13 2−
m
d−1 when n 6= n′ .
Denote by {vn,l}l=1,2m the collection of 2
m packets in Bn. As in the proof of Proposition
2.4, for each n we define the bounded projection operators Pn on L
2(Rd−1) at time tn by
Pnf = 2
−ma2
(∑
l
cn,l(tn)
−1vn,l(tn, · )
)(∑
l
cn,l(tn)
−1〈vn,l(tn, · ), f〉
)
where we recall that |cn,l(tn)| ≈ a, so that
(7.4) ‖Pnu(tn, · )‖
2
L2(Rd−1) ≈ 2
ma2 .
As with Proposition 2.4, the key estimate is the following analogue of Lemma 3.1. We
remark that the heuristics of tracking bicharacteristics to count tube-solution overlaps
would suggest that (7.5) below should hold with bound 2−mαd−1 on the right hand side,
which would improve the bound in Proposition 7.2 to λ
1
3 2−
m
d−1 (2ma2)−(1+
1
d−1 ) . The fact
that the weight Q0 in (5.2) only gives an order one localization of the energy, however,
restricts us to the bound below.
Lemma 7.4. Let α = max
(
λ−
1
3 |tn′ − tn|
−1, λ
1
3 |tn′ − tn|
)
. Then the operators Pn satisfy
(7.5) ‖Pn′S(tn′ , tn)Pn‖L2(Rd−1)→L2(Rd−1) . 2
− md−1α .
Proof. We follow the proof of Lemma 3.1 at the end of Section 5. The same steps follow,
where the qj are vector valued if d ≥ 3. The analogue of (5.5) to be proven is∥∥m0(D)− 12 〈δ−2(x− x1)〉2w1‖2L2(R) . 2m(1− 1d−1 )α ,
which is established by comparison to the worst case sum, where j ∈ Zd−1,
∑
|j|≤2
m
d−1
(1 + α−1|j|)−1 . α
∫ 2 md−1
0
rd−3 dr . 2m(1−
1
d−1 )α ,
where we used that α ≥ 1 to handle the j = 0 term. 
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As before, Lemma 7.4 leads to the bound
(7.6)
∑
n
‖Pnu‖L2(Rd−1) . C
1
2 ‖u0‖L2(R) , C =M +
∑
n,n′
2−
m
d−1α .
Comparing (7.4) and (7.6) applied to u, it follows that
(7.7) 2ma2M2 .M +
∑
n6=n′
2−
m
d−1α .
The bound (7.3) is trivial if 2ma2M2 . M , so we consider the summation term. For
the sum over terms where λ
1
3 |tn′ − tn| ≥ 1 we have∑
n6=n′
2−
m
d−1λ
1
3 |tn′ − tn| . ǫ 2
ma2M2 .
Taking ǫ small we can thus absorb these terms into the left hand side of (7.7).
To conclude, we may assume then that
2ma2M2 . 2−
m
d−1λ−
1
3
∑
n6=n′
|tn′ − tn|
−1 .
We use the 2−
m
d−1λ−
1
3 separation of the tn’s to bound∑
n6=n′
|tn′ − tn|
−1 . 2
m
d−1λ
1
3M logM ,
thus
2ma2M . logM ,
or
M . (2ma2)−1〈log(2ma2)〉 .

Proof of Proposition 7.3. We estimate ‖ua,k‖Lp(Aa,k,m) on a single slice I × R
d−1,
where I ∈ Im. By (4.1), if there are N terms in the sum for ua,k, then Na
2 . 2−k, so by
orthogonality the total energy of ua,k is . 2
− k2 . We then have the Strichartz estimates
‖ua,k‖Lpd(I×Rd−1) . λ
1
pd 2−
k
2 , pd =
2(d+1)
d−1 .
If k > m
d−1 , this is proven on each 2
−kλ−
1
3 dyadic subinterval of I then summed.
We interpolate this with the L∞ bound
‖ua,k‖L∞(Aa,k,m∩I×Rd−1) . λ
d−1
3 2ma ,
to obtain
‖ua,k‖
p
Lp(Aa,k,m∩I×Rd−1)
. λ(λ
d−1
3 2ma)p−pd2−
kpd
2 . 
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