We consider a discrete time model of semelparous biennial population dynamics. Interactions between individuals are modelled with the aid of an "environmental" variable I . The impact on and the sensitivity to the environmental condition is age speci c. The main result is that competitive exclusion between the year classes is possible as is their coexistence. For moderate values of the basic reproduction ratio R 0 there is a strict dichotomy: depending on the other parameters we either nd competitive exclusion or coexistence. We characterize rather precisely the patterns of age speci c impact and sensitivity that lead to either of these outcomes.
We shall describe interaction (i.e. density dependence) as feedback via the environment (see the next section for details and see 9] for the general philosophy). The phenomenon of periodical insects then leads to the following questions in the context of a model: can one year class tune the environmental conditions such that the other year classes are driven to extinction when rare? Or can missing year classes invade successfully? Do we get coexistence or competitive exclusion?
In this paper we shall derive a rather complete answer to these questions under two rather restrictive assumptions. The rst is that we shall take k = 2 , i.e. we focus on strict biennials. The second is that we assume that the environmental conditions are fully characterised by a scalar quantity, which we denote by the symbol I (the letter " I " comes from the word "input" and means environmental input to behaviour of individuals).
The model of Bulmer 3] is speci ed in terms of the quantities m ij which measure the in uence of the presence of j year old individuals on the survival (or, in the case i = k ? 1 , also reproduction) of i year old individuals. Here we consider the special case m ij = g i c j (so the matrix m has one-dimensional range spanned by the vector g ). The components of g then correspond to the age-speci c sensitivity to environmental conditions and the components of c to the age-speci c impact on the environmental conditions. By numerical experimentation Bulmer 3] arrives at the following conclusion: competitive exclusion prevails if competition is more severe between than within age classes (i.e., the o -diagonal elements of the matrix m are bigger than the diagonal elements). Our analytical results for the special case allow a somewhat di erent conclusion: competitive exclusion prevails if the sensitivity increases with age while the impact decreases with age and, also, if the sensitivity decreases with age while the impact increases su ciently strongly with age (see Theorem 10.2).
It is possible to extend this conclusion to arbitrary values of k 1] and we intend to deal with higher values of k in future papers. The reason to restrict to k = 2 here is that this case allows a rather complete analysis with only simple tools. Wherever appropriate, however, we shall choose our notation and formulate our results in such a way that it will easily extend to general values of k . (Thus we hope to avoid redundant repetition.)
In work with S. Mylius 10] one of us has analysed the special case of nursery competition (only c k?1 and g k?1 are di erent from zero). In that special case the interaction is restricted to the own year class and, as a consequence, we simply deal with k copies of one and the same discrete time dynamical system. The classi cation of all (essentially di erent, i.e. unrelated by time translation) periodic patterns that arise is presented in 8]. The papers 10, 13] deal with the competition between species with di erent values of k . Key words are "resonance mediated coexistence" and "invasible yet invincible strategy" (or "the resident strikes back").
The main, from a biological point of view, conclusions of this paper are presented in Section 10. They take the form of a clear-cut alternative: for not too high values of the basic reproduction ratio R 0 , either the two year classes coexist in steady state or one is missing and the other is steady in every phase of its life, so performs a two-cycle. We characterize precisely the parameter combinations that lead to either of these alternatives and, in addition, interpret these parameter conditions biologically.
There exists a wealth of literature on models that di er only slightly from the one considered here. We refer to Nisbet & Onyiah 14] and Wikan 15] and the references given therein. 2 The model formulation.
In this paper we analyse the nonlinear Leslie matrix iteration N(t + 1) = L( I(t) ) N(t); (2. Our aim is to derive how the qualitative dynamical behaviour depends on the three parameters R 0 , c 0 and g 0 .
The formulation above is obtained by scaling the equations N 0 (t + 1) = fs 1 e ?g 1Ĩ (t)Ñ 1 (t) N 1 (t + 1) = s 0 e ?g 0Ĩ (t)Ñ 0 (t); (2.6) where s 0 and s 1 are survival probabilities under "ideal" conditions, f is the expected number of o spring of a reproducing individual (again under "ideal" conditions), R 0 = s 0 s 1 f and exp(?g 0Ĩ (t)) is the reduction of the survival probability in the rst year due to crowding, while exp(?g 1Ĩ (t)) measures the reduction (due to crowding) of the product of the survival probability in the second year and the expected number of o spring of a reproducing individual. We do not specify what exactly are the adverse e ects of crowding (they may be a reduction of the food (or light or territorium) availability or an increase of the concentration of toxic substances or the density of predators). Instead we simply postulate that their e ect is described well by the factors exp(?g 0Ĩ (t)) and exp(?g 1Ĩ (t)) withĨ(t) such that I(t) =c 0Ñ0 (t) +c 1Ñ1 (t):
Explicitly the scaling is given bỹ N 0 (t) = The advantage of the form (2.3) compared to alternatives obtained by slightly di erent scalings, is that a certain parameter symmetry nds a rather simple expression.
Before embarking upon the analysis we uncover this symmetry in the parameter space which derives from a combination of two special features:
life is a cycle and, as the di erence between survival and reproduction is not re ected in the mathematical structure, we might as well shift the order in which we list the age classes; the reduction factors have the same functional form and di er only in a parameter value. Before providing precise formulations and detailed derivations we give a sectionsummary in one sentence: there is a unique steady state (3.1) and the region in parameter space corresponding to its stability is described completely in Proposition 3.6. Readers uninterested in technical details can jump to the end of the section for a somewhat more detailed summary. The corresponding value of the environmental condition is I = ln R 0 .
ii) This steady state is locally asymptotically stable whenever both the inequalities Proof. If the system is in steady state, the variable I is constant, which we denote by I , and the dominant eigenvalue (R 0 e ? I ) 1 2 of L( I) should equal one. So I = ln R 0 is the only possibility. The corresponding eigenvector N , normalised such that c N = I , is given by (3.1).
Let us now concentrate on (ii). We put N(t) = N + x(t) and, correspondingly, I(t) = I + c x(t) , while assuming that x is small. Inserting this into (2.1) we nd The internal boundary is formed by two PD-curves. The curve c 0 = (g 0 ; R 0 ) for a xed R 0 corresponds to a Neimark-Sacker bifurcation. Accordingly, we will call this a NS-curve. The internal boundary is formed by two NS-curves. Proof.
i) The point is that for R 0 > e 4 and 0 g 0 < 1 2 we have (g 0 ; R 0 ) > R iii) and iv) are simply combinations of earlier results.
Let us now summarize in words the results that we need in the sequel.
For R 0 > 1 the map (2.1) has a unique nontrivial xed point. If 1 < R 0 < e 2 the stability regions of this steady state are bounded by the PD-curves and shown as shaded in Figure 1 .
If e 2 < R 0 < e 4 the stability regions are bounded by the PD-curves and the NS-curves as presented in Figure 5 .
If R 0 > e 4 the steady state is unstable. In the rest of the paper we will mainly deal with values of R 0 in the interval (1; e 4 ) . 4 Environmental conditions of period one or two.
The structure of (2.1) suggests the following method of analysis: { rst assume a certain periodicity of I and analyse the consequences for N ; { next verify whether the assumptions and consequences are compatible with the relation (2.4) between I and N .
In particular, we will show in this section that generically, constant environmental conditions require that the system is in steady state; solutions with minimal period two and both year classes present do not exist. The exceptional parameter combinations are pointed out explicitly. The study of the dynamics in these special cases is the subject of the sections 5 and 6. Proof. When I(t) = I for all t , the recurrence relation (2.1) is linear. As neither exponential growth of N(t) nor exponential decline is consistent with I(t) = c:N(t) being constant, we must have that the dominant eigenvalue of L( I) equals one, i.e. that I = lnR 0 (see Theorem 3.1.i).
For this choice of I , any initial condition ( N 0 ; N 1 ) T leads to a 2-periodic orbit, the second point on the orbit being (R The point ' = 4 ; r = p 2 ln R 0 on this curve corresponds to the steady state (3.1).
We can now explain the bifurcation that happens when (3. there are generically, as we shall explain in detail in Section 7, either one or three Theorem 6.3. At least for 1 < R 0 < e 2 the invariant line is an attractor.
Proof. Every point of the line is a xed point for the second iterate of the map (2.1). So the Jacobi matrix of this second iterate has an eigenvalue one in every point of the line. Our task is to compute the second eigenvalue (let's call it ) and to check that it is less than one in absolute value for 1 < R 0 < e 2 .
The second eigenvalue equals the determinant of the Jacobi matrix. The Jacobi matrix is the product of two Jacobi matrices of the map (2.1), one in a point (N 0 ; N 1 ) T on the invariant line and the other in the image (under (2.1)) point p R 0 (e ?g 1 I N 1 ; e ?g 0 I N 0 ) T which, by invariance, is on the same line. So the second eigenvalue equals the product of two determinants of the Jacobi matrix of (2.1) corresponding to two such points.
As in the proof of Theorem 3.1 one derives that the Jacobi matrix of (2. Since the matrix is diagonal, the coordinate axes are invariant under F . In this section we investigate the dynamics of iterating the restriction of F to one such axis, which biologically corresponds to the situation that one of the two year classes is missing.
It is irrelevant to which axis we restrict F . This is biologically evident, but the mathematical underpinning is of some interest. Denote the N 0 -axis by X 0 and the N 1 -axis by X 1 . The map N 7 ! L(I)N maps X 0 into X 1 and, likewise, X 1 into X 0 . Letf : X 0 ! X 1 andf : X 1 ! X 0 denote the corresponding restrictions of N 7 ! L(I)N . Then Fj X 0 =f f and Fj X 1 =f f . So, Fj X 0 f =f Fj X 1 andf Fj X 0 = Fj X 1 f . By induction it follows that an orbit of Fj X 1 is mapped, byf , to an orbit of Fj X 0 while, conversely, an orbit of Fj X 0 is mapped byf to an orbit of Fj X 1 . (And if we map an orbit of Fj X 1 rst to X 0 byf and then back to X 1 byf , every point is mapped to the next point on the same orbit.) So the phase portraits (i.e. the qualitative orbit structures) of Fj X 0 and Fj X 1 are identical. Note that neitherf norf is an homeomorphism (as the graphs are humped and, consequently, the functions cannot be inverted) so this "equivalence" of Fj X 0 and Fj X 1 is not the standard one from the theory of dynamical systems.
Writing y rather than N 0 , the map Fj X 0 is given explicitly by y 7 ! R 0 ye ?(g 0 c 0 +g 1 c 1 p R 0 e ?g 0 c 0 y )y : (7.4) If either g 0 c 0 = 0 or g 1 c 1 = 0 this is the well-studied (and consequently wellunderstood) Ricker map. For g 0 c 0 6 = 0 , introduce the scaled variable x = g 0 c 0 y to transform (7.4) into the two (rather than three) parameter family of one-dimensional maps:
x 7 ! R 0 xe ?h(x;p) ; (7.5 ) where h(x; p) = x(1 + pe ?x ) (7.6) with p = p R 0 g 1 c 1 g 0 c 0 :
The map (7. then (as one easily can check) (f(x; p); p) = f( (x; p); p ?1 R 0 ): Let, for given x 0 , the sequence fx n g be de ned recursively by x n+1 = f(x n ; p): Similarly, for given y 0 , let fy n g be de ned by y n+1 = f(y n ; p ?1 R 0 ): If y 0 = (x 0 ; p) then, by induction, y n = (x n ; p) . And, similarly, if x 0 = (y 0 ; p ?1 R 0 ) then x n = (y n ; p ?1 R 0 ) . So maps orbits to orbits, the direction being determined by the choice of parameter. We now summarise our understanding of the dynamics generated by the SYCmap (7.5) in the form of the bifurcation diagram Fig. 7 ampli ed by a sequence of explanatory remarks. (The same bifurcation diagram but less detailed and in another parameter plane is presented in 14].) A separate manuscript 6] by one of us, giving precise formulations and detailed proofs (based on general theory as, for instance, presented in the books 7, 11, 12] ) is in preparation.
The remarks that now follow describe the behaviour of iterates of the SYC-map in di erent regions of the (R 0 ; p) -parameter plane as well as the bifurcations that occur on the curves that separate these regions from each other.
{ In the region R 0 1 the SYC-map has a unique (and trivial) xed point which is globally stable. The line R 0 = 1 (not plotted in Figure 7 ) corresponds to a transcritical bifurcation leading to the appearance of a nontrivial xed point. correspond to a period-doubling bifurcation. At these curves the xed point loses its stability and a stable 2-cycle appears supercritically.
In the regions 3 and 4 the xed point is unstable. Numerically we "observe" a cascade of period-doubling curves. If we follow a one-dimensional path in parameter space, it depends on the way the path intersects the family of period-doubling curves what one observes. In particular, a sequence of period doublings may very well be followed by a sequence of period halvings. { Consider the interior of the wedge in which the SYC-map has three nontrivial xed points. The middle one of these xed points is always unstable. In region 2 the other two xed points are stable. The curve p = p 1 (R 0 ) corresponds to a period-doubling bifurcation of the upper xed point. In region 6 we see a period-doubling cascade around this xed point while the lower (nontrivial) xed point is stable. Similarly, the curve p = p 2 (R 0 ) corresponds to a perioddoubling bifurcation of the lower xed point. In region 7 a period-doubling cascade arises around this xed point and the upper xed point is stable. In region 5 both xed points are unstable and there is a periodic or a chaotic attractor around each of these points. { The curves MaxMid and MinMid correspond to a homoclinic bifurcation (see, for example, 7, 5]). They are given implicitly by f(M) = x mid f(m) = x mid ; where f is the SYC-map (7.5), x mid is its middle xed point, M and m are a maximum and a minimum of f .
At the curve MaxMid a (chaotic) attractor around the upper xed point "touches" the basin of a lower attractor. Only the lower attractor "survives" this bifurcation. The conditions that guarantee this are f(M) < x mid f(m) < x mid and they are satis ed in the regions 9 and 11. (The di erence between 9 and 11 is that in region 9 the lower xed point is stable, while in region 11 it is unstable.) If both inequalities above are strictly violated we have the symmetric situation, namely the SYC-map has a unique global attractor which is either the stable upper xed point (region 8) or a periodic or chaotic attractor around this point (region 10). As we have already said, the curves MaxMid and MinMid correspond to a homoclinic bifurcation, namely the middle xed point x mid has a degenerate homoclinic orbit 7, p. 122-124]. In every neighbourhood of this bifurcation the map has a bifurcation of either fold or period-doubling type. Thus, the homoclinic bifurcation is the accumulation point of simple bifurcations, a rather complicated phenomenon 7] . The main conclusions that can be drawn from this description, and which we need for the rest of our analysis, are for 1 < R 0 e 2 the SYC-map (7.5) has a unique nontrivial xed point which is globally stable; for e 2 < R 0 e 4 the map has a unique global attractor which is either a xed point or a periodic or chaotic attractor. Let us now make a connection between the SYC-map (7.5) and the map (5.3) which describes the dynamics in the special case g 0 = 1 2 . After the scaling x = (')r (for (') 6 = 0 ) the map (5.3) has the same form as the SYC-map (7.5) x 7 ! R 0 xe ?h(x;p') (7.10) with the parameter The larger the di erence jc 0 ?c 1 j the larger the interval over which p ' changes. In particular, if either c 0 or c 1 is zero, p ' moves over the whole interval from 0 to +1 .
We conclude that for 1 < R 0 e 2 the map (5.3) has a unique nontrivial xed point for all ' . If e 2 < R 0 e 4 the map (5.3) has a stable xed point for values of ' close to 4 , while it has a periodic or a chaotic attractor in a neighbourhood of the axes N 0 and N 1 , i.e. for values of ' either close to 0 or 2 (Fig. 8) .
For R 0 > e 4 the situation is more complicated, but we can say that the bistability in the map (5.3) (Fig. 6) occurs for values of ' close to the diagonal ' = 4 .
It happens because the region of three nontrivial xed points of the SYC-map lies around the symmetry axis p = p R 0 , which corresponds to the diagonal ' = 4 .
8 Transversal stability of SYC xed points.
Recall from the beginning of Section 7 that the full life cycle map F is given by (7. In Section 10 we consider the consequences of this result, with due attention for the biological interpretation. But rst we extend the transversal stability analysis to boundary cycles with higher periods. 9 Transversal stability of SYC periodic points. Assume e 2 < R 0 < e 4 . We combine the bifurcation diagram for the local behaviour near the internal xed point (Fig. 5 ) and the bifurcation diagram of the SYCmap (7.5) (Fig. 7) . The result is In the preceding section we showed that the curve PD is also the transversal stability boundary for a SYC xed point. Therefore, in region 1 of the bifurcation diagram an attractor of the system is the stable internal xed point while in region 2 this xed point is unstable and the boundary 2-cycle is an attractor. We have proved only local attractivity of the internal xed point. So we cannot exclude that the system has more than one attractor. Numerical simulations show that there exist at least two parametric regions for e 2 < R 0 < e 4 where the system admits bistability (Fig. 10) : the stable internal xed point coexists either with a boundary attractor (3) (which is not a boundary 2-cycle) or with a stable internal 3-cycle (4).
The aim of this section is to prove that bistability of the rst type is possible, namely that the stable internal xed point can coexist with a boundary attractor.
In particular, we will show that a boundary 2m -cycle ( m > 1 ) is still transversally stable when a boundary 2-cycle loses its transversal stability. Since the internal xed point becomes stable when the boundary 2-cycle loses its transversal stability, there exists a parameter region of bistability.
Remark. For 1 < R 0 < e 2 the combined bifurcation diagram looks like the bifurcation diagram for the local stability of the internal steady state (Fig. 1) , because for these values of R 0 the curves p 1 and p 2 do not exist and the SYCmap has a unique globally stable nontrivial xed point. The shaded regions of the bifurcation diagram (Figure 1 ) correspond to the case when the map (2.1) has an interior xed point as an attractor, and in the white regions an attractor is a boundary 2-cycle. Numerical simulations indicate that there are no other attractors (bistability does not occur).
Similarly to the previous section we can write down the m th-iterate of the full life cycle map which is mutatis mutandis the same as the inequality (8.4).
We immediately see that the uniform sensitivity condition g 0 = g 1 = 1
2 is again a stability boundary for all SYC periodic points. Proof. The possibility to continue derives from the assumption that the multiplier associated with the one-dimensional map does not equal one (a manifestation of the general result that hyperbolic xed points can be continued as a function of a parameter).
It is convenient to forget about the N i (t) and to work with the quantities I j instead. Proof. By the symmetry of Proposition 7.2 the SYC-map for g 0 = 0 is equivalent to the Ricker map. So, applying Lemma 9.2 we obtain that for small g 0 and for c 0 slightly less than R the SYC-map has a stable m -cycle which is also transversally stable. For e 2 < R 0 < e 4 the internal xed point of (2.1) is also stable for (at least some of) these parameter values and the corollary is proved.
Remark. We suppose that for almost all R 0 in (e 2 ; e 4 ) there exists m > 1 such that the Ricker map has a linearly stable m -cycle, but we were not able to nd a statement to this e ect in the literature.
The next section is devoted to the consequences of the results and their interpretation. 10 Coexistence or competitive exclusion? In fact we conjecture that these local stability results govern the global behaviour and that either the interior of the positive quadrant belongs to the domain of attraction of the internal steady state (3.1), or the internal steady state is a saddle point with a one-dimensional stable manifold and the positive quadrant is the union of this stable manifold and the domains of attraction of the SYC xed point at the N 0 -axis and its image at the N 1 -axis.
In biological terms this amounts to either the two year classes coexist in steady state, or one outcompetes the other. The inequality (3.2) determines, in term of the parameters, which of the two alternatives applies. (See Figure 1 . The model predicts coexistence of the two year classes in steady state for parameter combinations belonging to the shaded domain, and competitive exclusion for the complement.) In order to interpret the condition we do some rewriting and, in particular, undo the scaling of Section 2. We emphasize one particular aspect of this result: it is not at all unusual, in terms of the parameters, that the attractor is characterized by one of the two year classes being missing.
So far we restricted our attention to 1 < R 0 < e 2 but, in fact, the above picture extends to much of the subset of the parameter space where e 2 R 0 < e 4 . In particular, the internal steady state (3.1) and the SYC xed point cannot simultaneously be stable: if one is stable, the other is not. (In 4, 14] this conclusion was derived for similar models.) The di erence with the region where 1 < R 0 < e 2 is, rst, that for e 2 R 0 < e 4 it becomes possible that both are unstable. Indeed, the extra conditions that matter for e 2 R 0 < e 4 are (3.3) for the interior steady state and p 1 < p < p 2 , with p 1;2 de ned in (7.9) for the SYC xed point. In particular, in the parameter region which lies under the NS-curve, given by (3.3), (Fig. 9 ) the system has an internal attractor which can be either a limit cycle or even a strange attractor. In the white regions above the PD-curve (Fig. 9 ) the system has a boundary attractor, which is either a boundary 2m -cycle with m > 1 or a boundary chaotic attractor.
But, secondly, as we have shown in Section 9, for e 2 < R 0 < e 4 two types of bistability are possible in the system (see Fig. 10 for details). Figure 11 presents an example of coexistence of the stable internal xed point and a stable boundary 4-cycle. So, in other words, the strict dichotomy of Theorem 10.1 does not extend to all of parameter space and it is possible that it depends on the initial conditions whether or not the two year classes will coexist inde nitely.
