We construct a cohomological index of the Fuller type for set-valued flows in normed linear spaces satisfying the properties of existence, excision, additivity, homotopy and topological invariance. In particular, the constructed index detects periodic orbits and stationary points of set-valued dynamical systems, i.e., those generated by differential inclusions. The basic methods to calculate the index are also presented.
Introduction
Fuller in 1967 (see [11] ), combining analytical approach with a topological one, introduced an invariant detecting periodic orbits of smooth dynamical systems generated by differential equations on finite-dimensional manifolds. The analytical attitude towards this index has been developed, e.g., by Chow and Mallet-Paret [2] ; it again required appropriate smoothness of the involved maps and relied on a complicated bifurcation argument. Then, about twenty years later, Franzosa [10] defined a new homological index of the Fuller type, but again it was constructed only for flows generated by differential equations on smooth finite-dimensional manifolds (see also [7] [8] [9] ). A totally different homological approach to the Fuller index was proposed by Srzednicki [24] [25] [26] . He used the fixed point transfer of fiber-preserving maps due to Dold [5, 6] . Let us mention that the Fuller index was also extensively studied in [3, 20, 21] .
In our opinion Srzednicki's approach is the most appropriate for extending the construction of the Fuller index to the case of parameterized set-valued maps. In [16] Kryszewski and Skiba have developed a variant of the Srzednicki approach for general, so-called admissible, set-valued flows and, in particular, flows determined by ordinary differential inclusions (pt) where pt is a one-point space. By R , 1, we denote the real Euclidean -dimensional space with the standard norm | · |. An open (resp. closed) ball of radius > 0 centered in ∈ R is denoted by B ( ) (resp. D ( )), and we denote S 
where ( ) = ( ) for ∈ X and = 0 1, is commutative. The pair ( ) is called an admissible homotopy joining ( (ii) We say that ( 
is commutative.
(iii) If in (3) is a homeomorphism, then we say that pairs ( (ii) It is an easy task to extend all definitions and facts stated above to set-valued maps of pairs of spaces. Namely, we write : (X A) (Y B) if : X Y and (A) = ∈A ( ) ⊂ B. Moreover, we write (1) and (2)).
The last remark allows us to extend the functorȞ * to admissible pairs.
Definition 2.6.
Given an admissible pair (4), the induced homomorphism The basic properties of the induced homomorphismȞ * ( ) can be found, for example, in [16] .
The cohomological index for set-valued maps in R
In the first part of this section, following [16] , we are going to recall a local homotopy invariant detecting fixed points for set-valued maps R × R R , where 0 (if = 0, then we let R 0 = {0}). The second part of Section 3 contains new results about this index. In what follows if ∈ R × R , then writing = ( ) by (resp. ) we denote the R -coordinate (resp. R -coordinate) of (if = 0, then we let R 0 = {0}). By 1 : R × R → R and 2 : R × R → R we will denote the standard projections.
Let U ⊂ R × R be open and let ∈ A(U R ), i.e., : U R is admissible. Assume that is represented by an admissible pair U ← − Γ − → R
By the fixed point set of we mean Fix( ) = {( ) ∈ U : ∈ ( )}. Observe that ( ) ∈ Fix( ) if and only if ∈ ( −1 ( )) and Fix( ) = ({γ ∈ Γ : 1 • (γ) = (γ)}). Therefore, sometimes the set Fix( ) will be denoted by Fix( ). Throughout the paper, by K and V we will denote a compact set K ⊂ U and an open neighborhood V ⊂ U of Fix( ) \ K , respectively.
Remark 3.1.
(i) The most natural candidate for V is V = U \ K . However, sometimes this choice is not convenient.
(ii) If U : U → U is the identity map, then the map
, is admissible and represented by an admissible pair ( ) : Γ → U × (U × R ) uniquely determined by (5) , where
This map is admissible since it is represented by
(iii) In the classical Fuller index theory (see e.g. [24, 25] ) K is assumed to be a compact subset of Fix( ). But it turns out that such assumption is not essential for our construction. Moreover, we will show that our weaker assumption on K is more elastic and allows us to get easier proofs of properties of the cohomological index.
Consider the diagram
where U K K are the inclusions (we treat S as a one-point compactification of R , i.e., S = R ∪ {∞}). Since the triad (U × R V × R U × (R \ 0)) is excisive (see Appendix), the following suspension homomorphism:
given by the formula σ
, is an isomorphism (see [22] ), where ν is the generator of H (R R \ 0); see (26) and Remark 6.4.
Applying the Alexander-Spanier cohomology to diagram (8) we get
where, for 1, :Ȟ (S ) → Z is an isomorphism ( µ ) = for any ∈ Z and µ generatesȞ (S ); see (27) and Remark 6.4; * U K is the excision isomorphism and ( ) * =Ȟ * ( ) denotes the homomorphism induced by the pair ( ) (see Remark 3.1 (iii)).
Remark 3.2.
Observe that the following diagram is commutative:
is any open ball containing the set K and + is given by + ( ν + ) = for any ∈ Z (let us notice that ν + was defined in Appendix). Hence it follows that
. Now we are in a position to introduce the cohomological index. Following diagram (9) we are ready to put
Definition 3.3 ([16]).
By the cohomological index of Fuller type of the pair ( ) with respect to K we shall mean the following homomorphism:
Now we would like to explain the relationship between the cohomological index of Fuller type and the classical fixed point index.
Remark 3.4 ([26]).
Consider a single-valued map ∈ A(U R ) and assume that K = Fix( ) \ V is compact, where V ⊂ U is open. We have the relative cap product and the cohomology slant product:
Consider also the following diagram:
. Then the following diagram is commutative: 3 . Observe that if Fix( ) ⊂ U is compact, then we can take V = ∅ and consequently we obtain the following diagram:
where
In particular, if = 0, then we can identify R with R × {0} and we have the cohomology cap product ∩ :
(U) denotes the unit cohomology class. Hence, taking into account diagram (10) for = 0 and the homological definition of the fixed point index for single-valued maps (see [4] ), we get
Notice that the commutativity of the above diagram holds true also for set-valued maps ∈ A(U R ). But then we have to apply theČech homology functor with compact carriers (see [12] ) and the Alexander-Spanier cohomology functor with rational coefficients.
In the following theorem we summarize the main properties of the cohomological index which were proved in [16] .
Theorem 3.5 ([16]).
Assume that ∈ A(U R ) is represented by an admissible pair ( ) : Γ → U × R . Then the index has the following properties: 
where the homomorphism * is induced by the inclusion : U → U, is commutative. In particular, 
In particular, the above equality holds if
is represented by the corresponding -admissible pair ( ) and the diagram
is commutative provided the set V is admissible with respect to K , where
Some comments on the topological property of the cohomological index of Fuller type are needed.
Remark 3.6.
We say that a map : Γ → X is cell-like (written ∈ C E (Γ X )) provided it is a proper surjection and, for each ∈ X , 
Observe that, for instance, V = U \ K is admissible with respect to K since then one may take any open bounded neighborhood W of K such that cl W ⊂ U.
The following property (mentioned below) was proved in [26] (see also [25] ). It should be noted that it is not clear whether this property holds true for set-valued maps.
Proposition 3.7 (commutativity for single-valued maps).
The dominated property of the cohomological index implies the following remark.
Remark 3.8.
Observe that if is acyclic (or = : U → R is a single-valued map), then Theorem 3.5 (d) implies that the definition of the cohomological index of Fuller type I ( ) (U V ) K is independent of the choice of ( ). In this case we
In particular, if we consider as an admissible map represented by the pair
Now we would like to present some new facts about the cohomological index of Fuller type which have not been contained in the paper [16] . First, we would like to prove another excision property of the cohomological index. Next, we are going to state some lemmas which are needed in order to extend the topological property of the cohomological index.
Proposition 3.9 (excision II).
Let ( ) (U V ) and K ⊂ U be as above. Then one has I (
Proof. First observe that K = (U \ V ) ∩ K is compact and that the following diagram is commutative:
where denotes the corresponding inclusion. The remaining part of the proof goes similarly as the proof of the excision property of the Fuller index in [16] .
Corollary 3.10.
Proof. It follows directly from the excision and existence properties of the Fuller index. Indeed,
Lemma 3.11.
Let ∈ A(U R ), ( ), K ⊂ U and V be as above. Then one of the following is true:
(a) there exists a compact subset K of K such that V is admissible with respect to K and I (
Proof. We have two possible cases:
occurs, then Corollary 3.10 implies that I ( ) (U V ) K = 0, which implies that (b) holds. Otherwise, if the case (II) is satisfied, then we will prove that the condition (a) holds true. Indeed, let
which implies that V is admissible with respect to K .
From the above lemma we get immediately a generalized version of the topological invariance of the Fuller index (cf. Theorem 3.5).
Proposition 3.12 (topological invariance).

The topological invariance of the index holds true for any open subset V of U and any compact set K ⊂ U such that
Fix( ) \ K ⊂ V , where ∈ A (U R ).
Remark 3.13.
Let us note that the topological invariance of the index will play a crucial role during the construction of the cohomological index for set-valued maps defined on ANRs.
The next proposition says that the cohomological index is invariant under a linear change of variables in R + . This property holds for all admissible set-valued maps (recall that the topological property was proved only for -admissible maps). Moreover, in this property a parameter space R can be transformed under a linear isomorphism (notice that in the topological property the parameter space remains unchanged).
Proposition 3.14 (affine invariance).
is commutative, where
Proof. First let us observe that the following diagram is commutative:
Next, take any ε > 0 such that A(0) ∈ B + (0 ε). Then the following diagram:
is commutative up to homotopy, where 1 and 2 are the inclusions and a homotopy
. Now taking into account the above observations and Definition 3.3, we obtain the following two commutative diagrams:
where the unlabelled arrows are induced by the inclusions. This completes the proof.
Now we are going to prove the contraction property of the cohomological index. For this purpose we put the following assumptions. Namely, we will suppose that ∈ A(U R ) and (U) ⊂ R −1 × {0}. Additionally, assume that is represented by an admissible pair
is given by (
, ∈ R and 0 ∈ R.
Remark 3.15.
It should be noted that in the case of single-valued maps the contraction property is a direct consequence of the commutativity property of the cohomological index for single-valued maps (see Proposition 3.7). But in the case of setvalued maps ∈ A(U R ) we cannot apply Proposition 3.12 since it holds only for -admissible maps ∈ A (U R ). Therefore, we have to provide a direct proof of the contraction property by using the Mayer-Vietoris sequence for cohomology.
Now we are ready to formulate and prove the following result.
Proposition 3.16 (contraction).
Under the above assumptions, the following diagram is commutative:
Proof. First observe that Theorem 3.5 (a) implies that one can assume that
Consider the following excisive triads (see Appendix):
. By using the Mayer-Vietoris sequence to the above triads (see Lemma 6.2) we get the following commutative diagrams (notice that in this proof all unlabelled arrows are induced by the corresponding inclusions): 
where 1 I is the unit cohomological class (see Appendix). Furthermore, taking into account the above diagrams and Lemma 6.2, we obtain the following commutative diagram:
where ( ) ( ) ( ) and ( 0 0 ) are the corresponding admissible pairs induced by ( ) according to the rules given in (6)-(7). Finally, taking into account the above diagrams, we obtain the desired conclusion.
Corollary 3.17 (contraction II).
If ∈ A(U R ) and (U) ⊂ R − × {0}, then the following diagram is commutative:
It turns out that there exists a relationship between a cohomological index of a set-valued map and its selector.
Proposition 3.18 (selector property).
Assume that ∈ A(U R ) has acyclic values and that there exists a continuous function
Proof. First, recall that in view of Remark 3.8 the cohomological index I( (U V ) K ) does not depend on the choice of ( ) representing . Furthermore, it is easy to see that V is also a neighborhood of Fix( ) \ K and therefore I( (U V ) K ) is well defined. Consider the following diagram:
where : Gr( ) → Gr( ) is the inclusion and and (resp. and ) are the projections onto the first and the second factor, respectively. Consequently, we deduce that ( ) dominates ( ) and hence Theorem 3.5 (homotopy invariance) implies the conclusion.
Examples of calculations of the cohomological index
Now we will prove a few results about the calculations of the Fuller index for linear isomorphisms. Some partial result has been obtained in [16] , see also Remark 4.10. Recall that by 1 we denote the corresponding projection.
Proposition 4.1 (normalization I, revisited version [16]).
Assume now that L :
Proof. There exists a linear isomorphism S :
. Consider the following two diagrams:
are given by 2 ( ) = (0 ) and T ( ) = ( ), and ξ(
) are isomorphisms and hence are isomorphisms on the cohomology level. Furthermore, it is not hard to see that
coincides with id : Z → Z. Hence we deduce that
is an isomorphism. In turn, this implies that ( 1 − L) * is an isomorphism. Finally, since all the induced homomorphisms in diagram (12) are isomorphisms, we deduce that I L R + S(R × (R \ 0)) {0} is an isomorphism. This completes the proof.
Proposition 4.2 (normalization II).
Proof. First, observe that the diagram
is commutative. Next, consider the following commutative diagram:
where ξ : R × R × R → R × R is given by ξ( ) = ( ) for ∈ R and ∈ R . We infer from (25) that ξ *
, where 1 ∈Ȟ 0 (R ) = Z is the generator and ν ∈Ȟ (R R \ 0) (see (26) ), for ∈ N. By applying the cohomology functor the diagram (14), we infer that
Finally, taking into account (27), (15) and diagram (13), we infer that In what follows, we will need the following two lemmas. 
Lemma 4.3 (cf. [24]).
In the next proposition we extend Proposition 4.1 to the nonlinear case.
Proposition 4.5.
Let : R × R → R be of class C 1 . Assume that 0 is a regular value of 1 − . Then for any
Proof. The proof will be divided into three steps.
Step 1. In this step we will show that the proof of the conclusion can be reduced to the case 0 = 0. To this aim, let us consider a function 
Step 2. We assume that 0 = ( 
where 0 < δ < ρ(0 0)/2. Notice that (16) implies that I (U δ V δ ) {(0 0)} is well defined. The excision property of the Fuller index implies
for any 0 < ρ < δ. Now we will show by using the homotopy property of the Fuller index that
where K δ = D (0 δ/2) × {0} and δ is sufficiently small (it will be specified later). Put = 1 − and = 3. Then by Lemma 4.3 there exists ε > 0 with the property that for any 0 < δ < min
Now we fix 0 < δ < min {ρ(0 0)/2 ε}. Define a homotopy H : 
which induces a contradiction. Consequently, by applying Theorem 3.5 (d), we get the desired equality (17) . Since Ker D( 1 − )(0 0) = {0} × R , it follows from the excision property of the Fuller index that
This completes the proof of this step.
Step 3. We assume that 0 = ( 0 0 ) = (0 0) and E = Ker D( 1 − )(0 0) is any -dimensional subspace of R + . Let E ⊥ be an orthogonal complement to E in R + . For any δ > 0 we put
where A + B = { + : ∈ A ∈ B} for any subsets A B ⊂ R + . Now the reasoning is the same as in the proof of Step 2. This completes the proof.
In the remaining part of this section we explain how the cohomological index can be used in order to detect periodic orbits and stationary points. To this aim, we need to recall some concepts. Let π : R × R 1 → R be a flow generated by a differential equation˙ ( ) = ( ( )) for ∈ R, where is of class C 1 and bounded. We put
It is well known that 
However, one can prove a stronger result which states the relationship between the cohomological index of Fuller type of a periodic orbit and the classical fixed point index of the Poincaré map associated to the periodic orbit.
Theorem 4.7 (geometric interpretation of the cohomological index, [16]).
Assume that 
)} is equal up to isomorphism to the fixed point index ind(P D Σ); precisely, the diagram
is commutative, where 
Proposition 4.8.
If π A : R × R → R is a flow induced by a hyperbolic linear map
A : R → R , then I π A B (0 δ) × (ρ 1 ρ 2 ), B (0 δ) × [(ρ 1 ρ 2 ) \ ] {(0 )} is an isomorphism, where δ > 0, 0 < ρ 1 < ρ 2 and ∈ (ρ 1 ρ 2 ).
Proof. Observe that the derivative D(
1 − π A )(0 ) : R +1 → R of 1 − π A at (0 ) has the following matrix:
where I denotes the identity matrix. Finally, since I − e A : R → R is an isomorphism for any > 0 (recall that A is hyperbolic) and Ker D( 1 − π A )(0 ) = {0} × R, where 0 ∈ R , our conclusion from Proposition 4.5.
Now we are going to extend the above linear case to the general case. To this aim, we will use the Hartman-Grobman theorem which states that a dynamical system in a neighborhood of a hyperbolic equilibrium point is topologically equivalent to the linearized dynamical system. More precisely, let : R → R be a continuously differentiable and bounded map with a hyperbolic equilibrium point 0 ∈ R (i.e., ( 0 ) = 0 and A = D ( 0 ) : R → R is a hyperbolic linear map). For our purpose, in view of Proposition 3.14, we can assume that 0 = 0. Then the Hartman-Grobman theorem says that there exists a homeomorphism : R → R with the following properties (see [1] ):
• there exist two open neighborhoods U, V ⊂ R of 0 ∈ R such that (U) = V and
is comutative, where π and π A are the induced flows by the differential equations˙ ( ) = ( ( )) and˙ ( ) = A ( ) with A = D (0), respectively.
Proposition 4.9.
Under the above assumption, I π
The above proposition follows directly from (19) and Propositions 3.12 and 4.8.
Remark 4.10.
It turns out that the following fact holds true: if ∈ A (U R ), then there exists a sufficiently close graph-approximation : U → R of such that is homotopic to (see [15] ). In a forthcoming paper we will show how to calculate, by using this fact, the cohomological index of Fuller type for any -admissible set-valued map.
The cohomological index in normed spaces
In this section we are going to construct the cohomological index of Fuller type for compact set-valued maps in normed linear spaces. This we will do in two steps. More precisely, first we extend the construction of the cohomological index for set-valued maps from [16] to the case of any -dimensional normed linear space E . Next we will consider the general case by using the Leray-Schauder approximation methods. 
The cohomological index in finite-dimensional normed spaces
Let U ⊂ E × R be open and let ∈ A(U E ). Assume that is represented by an admissible pair
U ← − Γ − → E . Recall that ( ) ∈ Fix( ) = {( ) ∈ U : ∈ ( )} if
Definition 5.1.
Under the above assumptions, we put
The linear invariance of the Fuller index in R (see Theorem 3.5) implies that I ( ) (U V ) K is independent (up to isomorphism) of the linear isomorphism T used in its definition, i.e., if T 1 : E → R and T 2 : E → R are two linear isomorphisms, then the following diagram is commutative:
where 
Proposition 5.3 (normalization III).
If L : E × R → E is the zero linear map, then I L
Proof. By Definition 5.1, we get
where T : E → R is any linear isomorphism and : (3)), we infer from Theorem 3.5 (d) that
Finally, Proposition 4.2 finishes the proof.
The cohomological index in infinite-dimensional normed spaces
From now on we will assume that (E · ) is any normed space. By A 0 (U E) we will denote the class of all admissible set-valued maps : U E, which are assumed to be compact, where U is an open and bounded subset of E × R , 0. By 1 : E × R → E and 2 : E × R → R we will denote the natural projections. Take ∈ A 0 (U E). Furthermore, we put
In what follows we will consider the diagram 20) where (a) For any ε > 0 there exists a finite-dimensional subspace E (ε) of E with dim E (ε) = (ε), (ε) ∈ N, and a compact map ε : Γ → E (ε) N ( λ) such that ε (γ) = and
(c) Take any two ε-approximations ε ε of N and assume on the contrary that there exists
, which gives a contradiction. Finally, it remains to show that
is compact. Indeed, it follows, as above, from the fact that
is closed and that a finite-dimensional homotopy joining ε and ε is compact, which completes the proof.
Observe now that if ε : Γ N → E is an ε-approximation of N : Γ N → E (in what follows the term (ε) in E (ε) will be omitted for simplicity), then for any finite-dimensional subspace F of E containing E we have the following diagram:
. Now we are ready to define the index for the pair ( ) representing ∈ A 0 (U E).
Definition 5.5.
Under the above assumptions, by the cohomological index of Fuller type of the pair ( ) with respect to K we shall mean the following homomorphism:
where ε is an ε-approximation 
Remark 5.6.
For simplicity we put
We have to prove that the above definition is correct. For this purpose we will prove the following three lemmas.
Lemma 5.7.
Let ( 
Proof. In the proof of this fact we are going to use the homotopy invariance of the cohomological index in finitedimensional normed spaces. To this aim, we will prove that
is compact, where ( · ) = ( · ). The following diagram is commutative:
Thus the homotopy invariance of the Fuller index implies
Furthermore, the excision property implies
Finally, (22) and (23) 
where E is any finite-dimensional subspace of E containing E and E E : E → E is the inclusion.
Proof. The contraction property of the Fuller index implies that the following diagram is commutative:
where : U N E → U N E is the inclusion. Consequently, multiplying both sides of the equation
we get the conclusion.
Lemma 5.9.
Let N K ⊂ N K and let
Proof. The excision property of the Fuller index implies that the following diagram:
is commutative. Finally, reasoning as above we obtain the conclusion. 
where E is a finite-dimensional subspace of E containing E ∪ E. Then Lemma 5.9 implies
On the other hand, Lemma 5.8 implies
• N E Furthermore, from Lemma 5.7 we deduce
Finally, taking into account the above equalities, we get the conclusion.
Remark 5.11.
From now on we can assume that the dimension dim E of E ⊂ E is an even number, where E is an infinite-dimensional normed space. This follows from the fact that if ε : Γ → E ⊂ E an ε-approximation of : Γ → E with dim E = 2 + 1, then we can replace ε by • ε , where : E → E is the inclusion and E is any finite-dimensional subspace E of E such that E ⊂ E with dim E = 2 . Notice that it is more convenient to consider a finite-dimensional subspace E of E with dim E = 2 because a factor (−1) dim E in (21) is equal to 1.
Now we are going to prove a few properties of the cohomological index of Fuller type. 
Proposition 5.12 (existence).
If I ( ) (U V ) K = 0, then Fix( ) ∩ K = ∅.
Proof. First observe that
where ( ) = ( ) for ∈ X and = 0 1, is commutative. The pair ( ) is called an admissible homotopy joining ( ( 1 1 ) (see Definition 5.14) and V is a neighborhood of ( ) ∈ U :
Let ε : Γ → E be an ε-approximation of . Then we have the following commutative diagram:
(U N E ), = 0 1, and
Hence, in view of Proposition 5.2, the homotopy property of the Fuller index in finite-dimensional normed spaces implies
Finally, taking into account Definition 5.5, we infer the conclusion of this proposition.
Proposition 5.16 (dominated property).
If In the proof of the next property of the cohomological index we need the following lemma.
Lemma 5.17 ([12]).
Let K be a compact subset of X and let : X → Y be a continuous map. Then for each ε > 0 there exists δ ε > 0 such that Y ( ( 1 ) ( 2 )) < ε provided X ( 1 2 ) < δ ε and 1 2 ∈ N δε (K ).
Remark 5.18.
In what follows by A 0 (U E) we shall understand the following set 
Proposition 5.19 (topological invariance).
Let :
is -admissible (which is represented by the pair ( ) induced by ( )) and the diagram
is commutative, where (U V ) = ( (U) (V )) and K = (K ).
Proof. Consider the following two pull-backs:
Then ( ) : Γ → U × E is defined as follows: 
Finally, Definition 5.5 completes the proof.
Corollary 5.20 (topological invariance II).
Proof. First observe that
where the right-hand side of the above equality is represented by the following pair (see the proof of Proposition 5.19):
where id is as in (24) . Observe that
< < where id : Γ U → Γ is a homeomorphism. Hence we infer that Let E be an infinite-dimensional normed space and let ∈ A 0 (U E) be represented by an admissible pair ( ) : Γ → U × E. Assume that (U) ⊂ F, where F is an infinite-dimensional subspace of E or an even finite-dimensional subspace of E. Then we obtain the pair (
). Now directly from the construction of the Fuller index in infinite-dimensional normed spaces we get the following contraction property of the Fuller index.
Proposition 5.21 (contraction).
Unfortunately, it is not clear whether the commutativity property of the cohomological index remains true for set-valued maps. However, it holds for single-valued maps and it was proved in [26] .
Proposition 5.22 (commutativity for single-valued maps, [26]).
Let W ⊂ E × R and W ⊂ E × R be open and bounded. Define F
Consider the maps
If K is a compact subset of Fix( • F ), V ⊂ U is an open neighborhood of Fix( • F ) \ K and F and • F are compact (or G and • G are compact), then the diagram
is commutative, where K = F (K ) and V = G −1
(V ).
Now we are going to prove two results about the cohomological index for linear maps in infinite-dimensional normed linear spaces.
Proposition 5.23 (normalization).
If
Proof. Consider a two-dimensional subspace E of E and let L E : E × R → E be given by L E ( ) = 0 for all ∈ E.
Then, by Proposition 5.21, the following diagram is commutative:
where : E → E is the inclusion. Finally, from Proposition 5.3 we deduce that I L E E E × R E × (R \ 0) {(0 0)} = id : Z → Z, which implies the conclusion. is an isomorphism. Finally, taking into account the above diagram, we obtain the conclusion. Now we will show that our cohomological index in infinite-dimensional normed spaces detects also stationary points. To this aim, we have to recall some concepts. Let L : E → E be a bounded linear operator. We put
Finally, recall that a bounded linear map L : E → E is called hyperbolic if Re(σ (L)) = {Re λ : λ ∈ σ (L)} ⊂ R \ {0}. Now we are ready to formulate the desired result, which follows from Definition 5.5 and Proposition 4.8. 
Appendix
Here we collect some facts and notions from the algebraic topology which are necessary in this paper.
Remark 6.1.
Now we would like to present some results on the cohomology functor which will be needed for our considerations in this paper. First, we want to recall the notion of the cup and cross product for Alexander-Spanier cohomologyȞ * . Let X be a space and X 1 X 2 two subspaces. We denote this situation by (X ; X 1 X 2 ) and call it a triad. Such a triad (X ; X [19] ). If a triad (X ; X 1 X 2 ) is excisive, then there is an internal product :Ȟ (X X 1 ) ⊗Ȟ (X X 2 ) →Ȟ + (X X 1 ∪ A 2 ), see [19] . 
The same holds for the singular cohomology H * ; see also [14] . By a map : (X ;
2 ) of triads we shall mean a map : X → Y that sends X to Y for = 1 2. Let (A; A 1 A 2 ) and (X ; X 1 X 2 ) be two triads. We shall write (A; A 1 A 2 ) ⊂ (X ; X 1 X 2 ) if A ⊂ X and A = A ∩ X for = 1 2.
For any space X a homomorphism ε : C 0 (X ) → Z (resp. ε : C 0 (X ) → Z) which sends each singular 0-simplex σ (resp. any point ∈ X ) to 1 ∈ Z may be considered to be 0-cochain in singular cohomology theory (resp. in the Alexander-Spanier cohomology theory). We will denote its cohomology class by 1 X ∈ H 0 (X ) (resp. by 1 X ∈Ȟ 0 (X )) and we will call it the unit cohomology class. For cross products, we have the following equations: The next two lemmas will play a crucial role in the proof of the contraction property of the cohomological index of Fuller type in R . 
Lemma 6.2 ([19, 23]).
For any two excisive triads
