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Geometric (Clifford) algebra provides an efficient mathematical language for describing physical
problems. We formulate general relativity in this language. The resulting formalism combines the
efficiency of differential forms with the straightforwardness of coordinate methods. We focus our
attention on orthonormal frames and the associated connection bivector, using them to find the
Schwarzschild and Kerr solutions, along with a detailed exposition of the Petrov types for the Weyl
tensor.
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I. INTRODUCTION
Geometric (or Clifford) algebra provides a simple and natural language for describing geometric concepts, a point
which has been argued persuasively by Hestenes [1] and Lounesto [2] among many others. Geometric algebra (GA)
unifies many other mathematical formalisms describing specific aspects of geometry, including complex variables,
matrix algebra, projective geometry, and differential geometry. Gravitation, which is usually viewed as a geometric
theory, is a natural candidate for translation into the language of geometric algebra. This has been done for some
aspects of gravitational theory; notably, Hestenes and Sobczyk have shown how geometric algebra greatly simplifies
certain calculations involving the curvature tensor and provides techniques for classifying the Weyl tensor [3, 4].
Lasenby, Doran, and Gull [5] have also discussed gravitation using geometric algebra via a reformulation in terms of
a gauge principle.
In this paper, we formulate standard general relativity in terms of geometric algebra. A comprehensive overview
like the one presented here has not previously appeared in the literature, although unpublished works of Hestenes and
of Doran take significant steps in this direction. We obtain several useful results not available in standard treatments,
including a general solution for the connection in terms of coordinate frame vectors (Section II) and simplified forms
for the Petrov classification of the Weyl tensor (Section VI). Various mathematical objects, such as the connection
and the curvature tensor, gain explicit geometrical interpretations through their mathematical forms. Also, geometric
algebra provides notable compactness and clarity for many derivations, such as the generalized Schwarzschild solution
in Section III B and the Kerr solution in Section VII. An explicit translation between geometric algebra and differential
forms is provided in Section IV, which provides orientation to those unfamiliar with geometric algebra but conversant
in conventional differential geometry.
We assume knowledge of Clifford algebra techniques and notation, and their geometric interpretation. Appendix A
reviews basic elements and lists some pedagogical references, while Appendix B defines basic derivative operators and
tensors. Definitions and results from these Appendices will be used without comment.
II. COVARIANT DERIVATIVES AND CURVATURE
A. Orthonormal Frames and The Bivector Connection
Since we are working within the framework of standard general relativity, we will assume the existence of the
spacetime manifold, and the presence of a metric on it. This means we can define the covariant derivative ∇ in
the standard way (see Section 3.1 of [6]), so that it (1) is linear, (2) obeys the Leibniz rule, (3) commutes with
contraction, and (4) reduces to ∂ in its action on scalar functions (see Appendix B for details); we also impose the
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2torsion-free condition, which we will discuss in more detail later. We specify the operator uniquely by letting it be
metric-compatible.
The scalar-valued derivative operator t · ∇ can be decomposed into the form
a · ∇A ≡ a · ∇ˆA+ Γ (a,A), (2.1)
where Γ is called a connection, which has the same grade (or grades) as A. The symbol ∇ˆ is another derivative
operator that we can choose: for example, if we want Γ to be the Christoffel connection, we let ∇ˆ ≡ ∂. We will
instead adapt the covariant derivative to a particular frame of vectors, whose “metric” is fixed from point to point in
the manifold.
A frame of vectors {eµ} is one for which the pseudoscalar (volume element) does not vanish,
e = e0 ∧ e1 ∧ e2 ∧ e3 6= 0, (2.2)
for a region of spacetime; the existence of a pseudoscalar in some region is equivalent to the existence of a metric on
the same region of a manifold [3]. (See also Eq. (A25) in Appendix A.) A given vector in the reciprocal frame is
found via
eµ = (−1)µ
∧
ν 6=µ
eνe
−1, (2.3)
which satisfies the orthonormality condition
eµ · eν = δµν . (2.4)
Our starting point in developing a geometric algebra description of spacetime is a particular class of frame vectors,
the orthonormal frame {eˆµ} satisfying the condition
eˆ
µ · eˆν = ηµν , (2.5)
where [η] = diag(1,−1,−1,−1) is the metric for Minkowski spacetime. (In fact, we do not need the frame to be
orthonormal—all we need is for the metric in this frame to be constant.) We attach this orthonormal frame to each
point of the spacetime manifold, but we will leave the discussion of metrics and coordinate frames to Section IID.
If we apply the covariant derivative to Eq. (2.5) we find the special property
a · ∇(eˆµ · eˆν) = a · ∂(eˆµ · eˆν) = 0; (2.6)
applying the Leibnitz rule over the inner product yields
a · ∇(eˆµ · eˆν) = (a · ∇eˆµ) · eˆν + eˆµ · (a · ∇eˆν) ≡ Γa(eˆµ, eˆν) + Γa(eˆν , eˆµ) = 0 (2.7)
where Γ is a representation of the connection components with respect to the basis {eˆµ}. Since the function
Γa(eˆµ, eˆν) = −Γa(eˆν , eˆµ) is antisymmetric and linear in its arguments, we can write it in terms of a bivector as
follows (as shown in Chapter 3 of [3]):
Γa(eˆµ, eˆν) ≡ Ω(a) · (eˆµ ∧ eˆν) = (Ω(a) · eˆµ) · eˆν , (2.8)
where Ω(a) is the bivector connection. This means the covariant derivative of a frame vector can be written as
a · ∇eˆµ ≡ Ω(a) · eˆµ, (2.9)
while for an arbitrary multivector we have the decomposition
a · ∇A = a · ∇ˆA+Ω(a)×A, (2.10)
where we have imposed the condition a · ∇ˆeˆµ = 0 for frame vectors and a · ∇ˆφ = a · ∂φ for scalars; when the
frame vectors eˆµ are constant, ∇ˆ = ∂. (Note that × is the commutator product, not the vector cross-product:
A × B = (AB − BA)/2.) Due to the “fixed” nature of the orthonormal frame, the connection bivector acts as a
“rotation” of objects with respect to a “background” defined by the {eˆµ}; this is the foundation of the flat-spacetime
gauge theory of gravity expounded by Lasenby and his colleagues [5, 7]. The relation to gauge theory is given in a
note following this section.
3With the covariant derivative in hand, we define parallel transport in the usual way; the magnitude of the vector
being transported is constant, so
t · ∇b2 = 0 = 2b (t · ∇b) → t · ∇b = 0. (2.11)
A geodesic is defined when the tangent vector is parallel transported along itself:
t · ∇t = 0. (2.12)
We can write three derivative operators based on Eq. (2.10):
∇ ·A = ∂a · (a · ∇A) = ∇ˆ ·A+ ∂a · (Ω(a)×A) covariant divergence (2.13a)
∇∧A = ∂a ∧ (a · ∇A) = ∇ˆ ∧A+ ∂a ∧ (Ω(a)×A) covariant curl (2.13b)
∇A = ∇ ·A+∇ ∧A = ∂a (a · ∇A) covariant gradient, (2.13c)
where ∂a is defined in Appendix B. As we will see in Section IV, the covariant curl is equivalent to the exterior
derivative of differential geometry (when torsion is zero).
B. Geometric Interpretation of the Connection
Comparison of two infinitesimally close points in curved spacetime is not as simple as its analogue in a flat space,
but if we assume that the orthonormal frame may be carried smoothly from one point to another in the manifold,
many of the results of flat spacetime carry over. The same multivector field at different points A(τ) and A(τ ′) along a
curve f parameterized by some parameter τ will not in general have the same magnitude or direction. The covariant
derivative is a measure of this difference, which can be viewed geometrically as the difference between the multivector
at a given point on a curve and its value at an infinitesimally displaced point along the curve which has been parallel
transported (that is, transported without changing its magnitude or direction) back to the original point. Without
loss of generality we evaluate the derivative at τ = 0:
t · ∇A = lim
τ→0
1
τ
(
Λ
−1
(−τ)(Aτ )−Aτ=0
)
=
d
dτ
Λ
−1
(−τ)(Aτ )
∣∣∣∣
τ=0
(2.14)
where
t[f ] ≡ df (τ)
dτ
is a vector tangent to the curve and Λ−1(−τ)(Aτ ) is the parallel-transported multivector evaluated at τ = 0. We are
only able to define Λ−1 in either a flat space, or if we are able to carry the orthonormal frame smoothly along the
curve f ; see [8], Chapter Vbis for more information.
We can simplify Eq. (2.14) by letting Λ−1τ=0 = 1 (the identity operator) and A(τ = 0) = A:
t · ∇A =
[
dA
dτ
+
dΛ−1
dτ
(A)
]
τ=0
. (2.15)
The type of transformation that does not affect the “absolute value” of a multivector is a (proper, orthochronous)
Lorentz transformation, which we write as
A′ = Λ(A) = U˜AU where U˜U = 1 (2.16)
so that A′2 = A2 for any multivector A. U is an even multivector called a rotor, which we write as
U = eB/2 B = −B˜, (2.17)
so that B is a bivector. If we let B(τ = 0) = 0, we find that
dΛ−1
dτ
(A)
∣∣∣∣
τ=0
=
[
dU
dτ
AU˜+UA
dU˜
dτ
]
τ=0
=
1
2
[
dB
dτ
A−AdB
dτ
]
τ=0
=
dB
dτ
∣∣∣∣
τ=0
×A, (2.18)
4where “×” represents the commutator product (AB−BA)/2. Thus, if we let
t · ∇ˆA ≡ dA
dτ
∣∣∣∣
τ=0
and Γ (t,A) ≡ dB
dτ
∣∣∣∣
τ=0
×A ≡ Ω(t)×A, (2.19)
we have the covariant derivative in the form of Eq. (2.1), with Ω being the same bivector connection as in Eq. (2.10).
The connection bivector maps a vector, which is associated with a path in spacetime, onto a bivector, which is related
to the (four-dimensional) rotation of the orthonormal frame as it is carried from one point in the manifold to another.
C. Curvature Tensors and Einstein’s Equations
In general, covariant derivatives will not commute:[
a · ∇´, b · ∇´
]
A´ ≡ (a · ∇b · ∇ − b · ∇a · ∇)A− [a, b] · ∇A (2.20)
where
[a, b] ≡ a · ∇b− b · ∇a (2.21)
denotes the Lie bracket (we are assuming throughout that torsion vanishes). The accent marks in the first expression
show that the derivatives are to act only on the multivector, not on the vectors a and b. Using Eq. (2.10) for the
covariant derivatives, we define the Riemann curvature tensor R as[
a · ∇´, b · ∇´
]
A´ = R(a ∧ b)×A,
R(a ∧ b) ≡ a · ∇ˆΩ(b)− b · ∇ˆΩ(a) +Ω(a)×Ω(b)−Ω ([a, b]) . (2.22)
This object is a bivector-valued function of bivectors which is linear in both of its arguments, due to the linearity
of the derivative operators. Also, the outer product guarantees that both sides vanish if a and b are not linearly
independent. Geometrically, the grade of the curvature tensor and its argument are sensible: the argument specifies a
particular spacetime plane, and if a multivector is parallel-transported around an infinitesimal closed path contained
in this plane, it will undergo a rotation described by the bivector returned by the Riemann tensor.
The Riemann tensor obeys the Ricci identity (see [7], section 11 for derivations)
∂a ∧ R(a ∧ b) = 0 (2.23a)
a · R(b ∧ c) + b · R(c ∧ a) + c · R(a ∧ b) = 0, (2.23b)
the symmetry condition
(a ∧ b) · R(c ∧ d) = R(a ∧ b) · (c ∧ d), (2.24)
and the Bianchi identity
∇´ ∧ R´(a ∧ b) = 0 (2.25a)
a · ∇R(b ∧ c) + b · ∇R(c ∧ a) + c · ∇R(a ∧ b) = 0. (2.25b)
In both the Ricci and Bianchi identities, the “a” and “b” expressions are equivalent, although Eq. (2.23b) and
Eq. (2.25b) are the simpler ones to use in calculations.
Contraction of the Riemann tensor yields the Ricci tensor:
R(b) = ∂a · R(a ∧ b), (2.26)
which is vector-valued and has the symmetry properties
∂a ∧ R(a) = 0 (2.27)
and
a · R(b) = R(a) · b. (2.28)
5One last contraction yields the Ricci scalar:
R = ∂a · R(a). (2.29)
The Einstein tensor is defined in terms of the Ricci tensor and scalar as
G(a) ≡ R(a)− 1
2
aR. (2.30)
The Bianchi identity, Eq. (2.25a), can then be rewritten in an illustrative form by contracting out the vectors a and
b:
∂a ·
[
∂b ·
(
∇´ ∧ R´(a ∧ b)
)]
= R´(∇´)− 1
2
∇R = 0 (2.31)
or, more compactly,
G´(∇´) = 0. (2.32)
Finally, the Weyl tensor C (a ∧ b) is defined by
C (a ∧ b) ≡ R(a ∧ b)− 1
2
(R(a) ∧ b+ a ∧ R(b)) + 1
6
a ∧ bR . (2.33)
C is antisymmetric in its arguments, and tractionless:
C (a ∧ b) = −C (b ∧ a) ∂aC (a ∧ b) = 0. (2.34)
Section VI is devoted to properties of this tensor.
The Einstein field equations are
G(a) = 8πT (a) (2.35)
in units with G = 1, where vector-valued T (a) is the stress-energy tensor. For a perfect fluid with density ρ and
pressure p, the stress-energy tensor is [5]
T
(EM)(a) = (ρ+ P )a · uu− Pa, (2.36)
where ρ is the density, P is the pressure, and u2 = 1 is the 4-velocity of an observer comoving with the fluid. Another
useful form is for electromagnetic fields with field strength bivector F; the stress-energy tensor is then [1, 9]
T
(EM)(a) = −1
2
FaF. (2.37)
D. The Coordinate Frame
After some work, we find the curl of a reciprocal frame vector is
∇ ∧ eµ = 1
2
(eα ∧ eβ) ([eα, eβ] · eµ) , (2.38)
which is the Maurer-Cartan equation in curved spacetime [10]. A particularly useful type of frame is the coordinate
frame {gµ} defined (in the absence of torsion) by the holonomic condition[
gµ, gν
]
= 0 or gµ · ∇gν = gν · ∇gµ, (2.39)
which leads immediately to
∇ ∧ gµ ≡ ∂a ∧ (a · ∇gµ) = ∇ˆ ∧ gµ + ∂a ∧ (Ω(a) · gµ) = 0. (2.40)
This Cartan’s first structural equation in a disguised form; see Section IV for an explicit translation of the differential
form language. Unless otherwise noted, vector and multivector components will be written in terms of the coordinate
frame; for example,
bµ = b · gµ , ∇µ = gµ · ∇, etc.
6As shown in Appendix C, we can invert Eq. (2.40) to obtain the connection: of a coordinate frame vector [11]:
Ω(b) =
1
2
(
gµ ∧ ∇ˆbµ − gµ ∧ ∇ˆbµ + gµ ∧
(
b · ∇ˆgµ
))
(2.41a)
Ωα ≡ Ω(gα) =
1
2
{
gν ∧ ∇ˆ(gα · gν) + gµ ∧ ∇ˆαgµ
}
, (2.41b)
where ∇ˆµ ≡ gµ · ∇ˆ; the second expression is for the specific case of a frame vector, which is often the more useful
form. We may write the Riemann tensor over frame vectors as
Rµν = R(gµ ∧ gν) = gµ · ∇ˆΩν − gν · ∇ˆΩµ +Ωµ ×Ων , (2.42)
while the Ricci tensor is
Rµ = R(gµ) = ∂a · R(a ∧ gµ) = gν · Rνµ. (2.43)
The usual (scalar) components of these tensors are, respectively,
Rκλµν = (g
κ ∧ gλ) · Rµν Rµν = gµ · Rν ;
the same process can be used to obtain components of any tensor object, such as the stress-energy tensor of a perfect
fluid:
T (PF )µν = gµ · T (PF )(gν) = (ρ+ P )uµuν − Pgµ · gν ,
where uν = u · gν .
Finally, we can assign a linear operator to map the orthonormal frame into the coordinate frame:
gµ = h
−1(eˆµ) = h
a
µeˆa. (2.44)
This operator is a representation of the vierbein field; it occupies a prominent position in the gauge theory formulation
of gravity given by Lasenby, Doran, and Gull [5], where it acts as a frame map, lifting a frame of vectors in flat spacetime
to a generally-covariant spacetime [7]. The coordinate frame also defines the metric components via
gµ · gν ≡ gµν . (2.45)
We emphasize that in the formulation outlined here, the metric can be seen as a by-product of the choice of some
particular coordinate frame. All of the geometrical content of gravitation is defined without reference to the spacetime
metric gµν . In order to define the notion of parallel transport which preserves lengths of vectors, we have alterna-
tively assumed the existence of an orthonormal frame of vectors at each point in the manifold, in contrast to most
textbook treatments of general relativity, in which the metric is the central mathematical object (despite its lack of
direct physical content). However, it should be pointed out that both starting points give mathematically equivalent
descriptions.
III. A METHOD FOR DIRECT CALCULATION AND THE SCHWARZSCHILD SOLUTION
A. General Solution Technique
Given the constructions of the previous section, we have an explicit expression for the connection bivectors Ων in
terms of the coordinate basis vectors and the curvature bivectors Rµν in terms of the connection; thus the Einstein
equations can be viewed as differential equations in the coordinate frame vectors. Symmetries of the system can be
incorporated directly into the definition of the coordinate vector.
For a given physical system which has well-defined symmetries,
1. Define an orthonormal frame {eˆµ} and its reciprocal {eˆµ} that corresponds to the symmetry at hand (e.g.,
spherical coordinates for spherical symmetry, axisymmetric coordinates if a preferred axis exists, and so on)
2. Define a frame gµ = h
−1(eˆµ) that preserves the symmetry of item 1;
3. Define the derivative to preserve the orthonormal frame: a · ∇ˆeˆµ = 0, and decompose the covariant derivative
as a · ∇A = a · ∇ˆ+Ω(a)×A;
74. Calculate the connection bivectors, using Eq. (2.41b)
Ωα ≡ Ω(gα) =
1
2
(
gν ∧ ∇ˆgαν + gµ ∧ ∇ˆαgµ
)
;
5. Calculate the Riemann curvature bivectors:
Rµν = gµ · ∇ˆΩν − gν · ∇ˆΩµ +Ωµ ×Ων ;
6. Find the Ricci vectors:
Rµ = g
ν · Rνµ;
7. Solve the vacuum equations for the coordinate frame vectors {gν}:
Rµ = 0.
or the field equations in the presence of some source of energy-momentum:
Rµ = 8π
(
T (gµ)−
1
2
gµT
)
,
where T = gµ · T (gµ).
We propose this technique as a replacement for the usual “brute force” component method, as well as providing an
alternative to the method of differential forms in cases of special symmetries. As we will see in our discussion of the
Kerr solution in Section VII, we often do not even need to specify a particular coordinate system to extract a great
deal of information from the connection and curvature tensors. This method combines the efficiency of forms with
the straightforwardness of coordinate methods, and as such we believe can fill the role of either.
B. Example: Schwarzschild Geometry
We now use the recipe laid out in the previous section to obtain the exact solution to Einstein’s vacuum equations
for the case of stationary, spherically-symmetric spacetimes. The resulting black hole solution is of course equivalent
to Schwarzshild’s solution, but we provide a more general solution, which in a single expression contains a large class
of equivalent metric forms, of which the Schwarzshild metric is a special choice. In Section VII we will examine the
more complicated case of the rotating black hole, after we examine techniques to classify and study spacetimes.
1. Conditions for Spherical Symmetry
Flat spacetime is trivially invariant under spatial rotations; in fact, every point may be considered the center of a
sphere for the purposes of rotations. For the non-trivial vacuum case in curved spacetime, we will pick a single point
as an origin in the orthonormal frame and write a set of basis vectors in spherical coordinates:
eˆµ · eˆν = ηµν (3.1)
where eˆµ = eˆµ(θ, φ) in general, for the angular variables θ and φ. We define a rotation as
R(A) = e−
1
2
BAe
1
2
B (3.2)
where B = B(x) is a spacelike bivector. The timelike direction is invariant under rotations: B · eˆ0 = 0. Our “spherical
coordinates” reflect this condition in the orthonormal frame.
The vierbein fields should preserve this spherical symmetry, while allowing for distortion in the radial and temporal
directions. In other words, we want the rotation operator to commute with the vierbein operation:
h
−1 (RA) = Rh−1(A). (3.3)
8Therefore, define a set of orthogonal basis vectors in spherical coordinates eµ = ∂xµ for the orthonormal frame:
e0 = γ0 e1 = sin θ cosφγ1 + sin θ sinφγ2 + cos θγ3
e2 = r−1
(
cos θ cosφγ1 + cos θ sinφγ2 − sin θγ3) e3 = (r sin θ)−1 (− sinφγ1 + cosφγ2) (3.4)
where the {γµ} are the ordinary Cartesian basis vectors for four dimensions, with (γ0)2 = 1 and (γi)2 = −1 for
i = 1, 2, 3. We normalize these to make their inner product constant:
eˆ2 = re2 and eˆ3 = r sin θe3, (3.5)
while eˆ0 = e0 and eˆ1 = e1. Now eˆµ · eˆν = ηµν , where η = diag(1,−1,−1,−1) is the metric.
The e0 and e1 directions are invariant under any rotation, while e2 and e3 are rotated into each other; any set of
basis vectors of this type are spherically-symmetric. In particular, a set of basis vectors in the gauge-covariant space
are automatically spherically-symmetric if they take the following form [5]:
gt = h(eˆ0) = f1eˆ
0 + f2eˆ
1 gr = h(eˆ1) = g1eˆ
1 + g2eˆ
0
gθ = h(eˆ2) = r−1(αeˆ2 + βeˆ3) gφ = h(eˆ3) = (r sin θ)−1(αeˆ3 − βeˆ2) (3.6)
where the fi, gi, α, and β are functions of r and t. Note, however, that there is no loss in generality in letting β = 0
and α = 1, since we can effectively perform this operation via rotations and judicious choice of the radial variable r.
The stationary condition amounts ultimately to the independence of all quantities from the time variable t [6]. Note
that this is not the same as the static condition, which is a statement that gt · gr = 0. The static condition is highly
restrictive, and leads automatically to the Schwarzschild metric. The stationary condition is sufficient to derive a
general expression for spherically-symmetric spacetimes (though we need not even assume that—see e.g. [12]), as we
now show.
2. Solution of the Field Equations
Applying the conditions α = 1 and β = 0 to Eq. (3.6) yields the following co- and contravariant basis vectors:
gt = h(eˆ0) = f1eˆ
0 + f2eˆ
1
gt = h
−1(eˆ0) = g1eˆ0 − g2eˆ1
gr = h(eˆ1) = g1eˆ
1 + g2eˆ
0 gr = h
−1(eˆ1) = f1eˆ1 − f2eˆ0
gθ = h(eˆ2) = r−1eˆ2 gθ = h
−1(eˆ2) = reˆ2
gφ = h(eˆ3) = (r sin θ)−1eˆ3 gφ = h
−1(eˆ3) = r sin θeˆ3
(3.7)
where the functions fi and gi are assumed to depend on r only, and we have imposed a simple gauge condition
f1g1 − f2g2 = 1. (3.8)
This gauge condition is actually the only one we need to solve the vacuum equations; it guarantees that the frames
in Eq. (3.7) satisfy the torsion-free condition in Eq. (2.40).
The directional derivatives of the basis vectors are
gt · ∇ˆgν = 0 gφ · ∇ˆgν = 0
gr · ∇ˆgt = g′1eˆ0 − g′2eˆ1 gr · ∇ˆgθ = eˆ2
gr · ∇ˆgr = f ′1eˆ1 − f ′2eˆ0 gr · ∇ˆgφ = sin θeˆ3
gθ · ∇ˆgφ = r cos θeˆ3 gθ · ∇ˆgν 6=φ = 0
(3.9)
where the primes indicate differentiation with respect to r. Plugging these into Eq. (2.41b), we obtain the connection
bivectors (after some work):
Ωt = − (g1g′1 − g2g′2) eˆ0eˆ1 = −
1
2
∂r(g
2
1 − g22)eˆ0eˆ1
Ωr = (g
′
1f2 − g′2f1) eˆ0eˆ1
Ωθ = g1eˆ1eˆ2 − g2eˆ0eˆ2
Ωφ = sin θ (g1eˆ1eˆ3 − g2eˆ0eˆ3) + cos θeˆ2eˆ3 (3.10)
where we have used the fact that eˆµ ∧ eˆν = eˆµeˆν when µ 6= ν. Note that no derivatives of the fi functions appear.
9The six Riemann curvature bivectors follow from Eq. (2.42) and take the compact forms
Rrt = gr · ∇ˆΩt = −
1
2
∂2r
(
g21 − g22
)
gt ∧ gr
Rθt = Ωθ ×Ωt = 1
2
∂r(g
2
1 − g22)
gθ ∧ gt
r
Rφt = Ωφ ×Ωt = 1
2
∂r(g
2
1 − g22)
gφ ∧ gt
r
Rθr = −gr · ∇ˆΩθ +Ωθ ×Ωr =
1
2
∂r(g
2
1 − g22)
gθ ∧ gr
r
Rφr = −gr · ∇ˆΩφ +Ωφ ×Ωr =
1
2
∂r(g
2
1 − g22)
gφ ∧ gr
r
Rφθ = −gθ · ∇ˆΩφ +Ωφ ×Ωθ =
(
(g21 − g22)− 1
) gφ ∧ gθ
r2
. (3.11)
Note that all of these equations contain the quantity g21−g22 (which is the g00 term of the metric). The Ricci curvature
tensor (via Eq. (2.43)) is particularly simple:
Rt = Φ(r)(g1eˆ0 − g2eˆ1) = Φ(r)gt
Rr = Φ(r)(f1eˆ1 − f2eˆ0) = Φ(r)gr
Rθ = Ψ(r)eˆ2 = (Ψ(r)/r)gθ
Rφ = Ψ(r) sin θeˆ3 = (Ψ(r)/r)gφ (3.12)
where
Φ(r) ≡ 1
2
∂2
∂r2
(g21 − g22) +
1
r
∂
∂r
(g21 − g22) =
1
2r
∂2
∂r2
(
r(g21 − g22)
)
(3.13a)
Ψ(r) ≡ ∂
∂r
(g21 − g22) +
1
r
(g21 − g22 − 1) =
1
r
{
∂
∂r
(
r(g21 − g22)
)− 1} . (3.13b)
In the vacuum case, Rµ = 0 identically, reducing in our case to Φ(r) = 0 and Ψ(r) = 0, which are differential equations
in the quantity g21 − g22 . Letting χ(r) = g21 − g22 , the differential equations become
∂2
∂r2
(rχ(r)) = 0 and
∂
∂r
(rχ(r)) − 1 = 0 (3.14)
with the solution
χ(r) ≡ g21 − g22 = 1−
K
r
(3.15)
where K is a constant of integration. From past knowledge of the Schwarzschild metric, we know that K = 2M .
Note that the solution in Eq. (3.15) and the gauge condition from Eq. (3.8) are the only restrictions the vacuum
equations can give us. We cannot specify from the preceding analysis alone what any of the quantities fi and gi are
by themselves. Thus, the most general line element satisfying the field equations is
dτ2 = gµ · gνdxµdxν = χ(r)dt2 + 2(f1g2 − f2g1)dtdr − (f21 − f22 )dr2 − r2dΩ2 (3.16a)
χ(r) = 1− 2M
r
(3.16b)
f1g1 − f2g2 = 1 (3.16c)
We note that Eq. (3.16) specifies the “radial” piece g11 of the inverse metric only, since the “coordinates” are related to
the covariant basis elements gµ. Thus, the time part of the gauge is completely free to be chosen, including its direction
relative to the radial part. This freedom allows for the veritable zoo of forms known for the vacuum metric, which
can all be obtained from each other via coordinate transformations due to Birkhoff’s theorem. A closer examination
of Eq. (3.16) shows that there is only one free function of radius, which is the combination B(r) = f1g2 − f2g1; once
this is determined, the other functions display all the possible isometries.
Particular choices of the fi and gi yield familiar forms for the metric. When f1g2 − f2g1 = 0, the ordinary
Schwarzschild metric is obtained, while f21 − f22 = 0 yields the Eddington-Finkelstein metric (advanced and retarded,
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depending on other sign choices), and f21 − f22 = 1 gives us the Painleve´-Gullstrand line-element, discovered indepen-
dently by Lasenby, Doran, and Gull [5]. For the class of solutions f21 − f22 = const., which includes the latter two, see
[13] and the references therein. The Kruskal extension (see e.g. [6]) requires assigning two separate vierbein fields h
to each point in spacetime, which provides the double coordinate cover. Since this procedure lies somewhat outside
the scope of this paper, we will not discuss it further here.
It should be noted that Eq. (3.16) can be obtained via the usual method of differential forms [14], although the
authors are not aware of any publication of this result. This fact is hardly surprising, since there is not any essentially
new information contained in this line element. However, we would like to emphasize that the method of geometric
algebra is completely turn-crank, and, unlike the method of differential forms, the connection coefficients can be
found directly, as opposed to solving algebraic equations (see [15], for example). In fact, the solution shown here was
obtained not only by hand calculations, but via a short program written by one of the authors [37].
IV. TRANSLATION OF DIFFERENTIAL FORMS
A. The Exterior Derivative in Geometric Algebra
For the sake of comparison with the standard approaches to general relativity (see [6, 16]), it is useful to understand
how the geometric algebra formalism relates to the differential-geometric formalism. To do this, we will proceed to
incorporate the language of differential forms into geometric algebra wholesale.
Before doing anything else, we explicitly identify differential forms with pure multivectors (blades). (Hestenes and
Sobczyk use a slightly different convention, wherein differential forms are scalar-valued [3]; see also [17].) We may
then expand an arbitrary r-blade in the coordinate basis:
ω =
1
r!
ωa1a2...ardx
a1 ∧ dxa2 ∧ . . . ∧ dxar (4.1)
where d is the exterior differential, which we need to understand in the language of geometric algebra. To do so, we
take the derivative of our arbitrary r-blade, and obtain an r + 1-blade:
dω =
1
r!
(
∂ωa1a2...ar
∂xb
)
dxb ∧ dxa1 ∧ dxa2 ∧ . . . ∧ dxar . (4.2)
Obviously, dxb is a vector (one-form), while xb is a scalar function. This indicates that d is vector-valued, and acts
via the exterior product (as expected from its name). Applying the operator a second time yields
d
2ω =
1
r!
(
∂2ωa1a2...ar
∂xc∂xb
)
dxc ∧ dxb ∧ dxa1 ∧ dxa2 ∧ . . . ∧ dxar = 0 (4.3)
since the action of partial derivatives commutes, while the wedge product changes sign when two adjacent arguments
are interchanged.
Since the coordinate functions xa are scalars, the action of the exterior differential is the same as the gradient is
the same as the covariant gradient or curl:
dxa = ∂xa = ∇xa = ∇∧ xa = ga. (4.4)
For generality’s sake (and following the precedent set by such texts as [16]), we will consider the covariant gradient.
In this case,
ω =
1
r!
ωa1a2...ar∇xa1 ∧∇xa2 ∧ . . . ∧∇xar , (4.5)
which is completely equivalent to the previous definition. Applying the covariant curl to this expression gives us
∇ ∧ ω = 1
r!
(
∂ωa1a2...ar
∂xb
)
∇xb ∧∇xa1 ∧∇xa2 ∧ . . . ∧∇xar
+
1
r!
ωa1a2...ar
{
(∇ ∧∇xa1 ) ∧∇xa2 ∧ . . . ∧∇xar −∇xa1 ∧ (∇ ∧∇xa2 ) ∧ . . . ∧∇xar + . . .
+ (−1)r−1∇xa1 ∧∇xa2 ∧ . . . ∧ (∇ ∧∇xar )
}
; (4.6)
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it is immediately evident that this is equivalent to the exterior derivative if and only if ∇ ∧∇xa = 0—which is true
in the absence of torsion.
We can extend the development to arbitrary (noncoordinate) frames by transforming the arbitrary multivector with
a vierbein (frame map) operator:
h
−1(ω) =
1
r!
ωk1k2...kr eˆ
k1 ∧ eˆk2 ∧ . . . ∧ eˆkr , (4.7)
where
eˆk = hkadx
a = h−1(dxk). (4.8)
Applying the exterior derivative to this result, we get
dh
−1(ω) =
1
r!
(
∂
∂xb
ωk1k2...krh
k1
a1h
k2
a2 . . . h
kr
ar
)
dxb ∧ dxa1 ∧ dxa2 ∧ . . . ∧ dxar , (4.9)
which follows directly from Eq. (4.2).
B. The Structure Equations without Torsion
The orthonormal frame is defined in this way:
eˆk · eˆl = ηkl = h−1(dxk) · h−1(dxl) = hkµhlνgµν . (4.10)
Applying the covariant derivative to this expression yields (in terms of components)
eˆi · ∇eˆk ≡ −ωkij eˆj , (4.11)
which, when protracted, gives us the connection 1-forms:
∇ ∧ eˆk = −eˆi ∧
(
ωkij eˆ
j
)
≡ −ωjk ∧ eˆj . (4.12)
Putting all of this together gives the 1-forms in terms of the connection bivectors:
ωj
k = ∂aΩ(a) ·
(
eˆj ∧ eˆk
)
. (4.13)
Although it requires calculating the connection bivectors first, this expression is noteworthy as an explicit expression
for the connection 1-forms.
Using the identification of covariant curl with exterior derivative, we get
d eˆk = ∇ ∧ eˆk − hkµ∇ ∧∇xµ = −ωjk ∧ eˆj ; (4.14)
which we immediately rearrange to yield Cartan’s first structure equation:
d eˆk + ωj
k ∧ eˆj = 0. (4.15)
Cartan’s second structure equation is found in a similar way:
dωj
k + ωl
k ∧ ωj l = Θjk (4.16)
where
Θj
k ≡ R(eˆj ∧ eˆk) (4.17)
is the Riemann curvature tensor 2-form in the orthonormal frame.
From the preceeding, we see that differential geometry can be folded into the formalism of geometric algebra. In
addition, Eq. (4.13) provides an expression relating the connection 1-forms of differential geometry (for which there
is no direct expression for calculation that the authors are aware of) to the connection bivectors, which we can find
explicitly using the techniques of Appendix C. It remains to be seen whether there is a useful expansion of Eq. (4.13)
in terms of differential forms.
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C. Example: Connection 1-Forms for the Schwarzschild Case
On the level of components, the connection 1-forms and bivectors are equivalent, so in a very real sense geometric
algebra provides a more direct method to computing the connection than is provided by Eq. (4.15). In the absence
of a more primitive form of Eq. (4.13), we use
ωj
k = ∂aΩ(a) ·
(
eˆj ∧ eˆk
)
= gµ
{
Ωµ ·
(
eˆj ∧ eˆk
)}
,
where the Ωµ are the connection bivectors in Eq. (3.10), to obtain
ω0
1 = ω1
0 = g′1eˆ0 − g′2eˆ1 ω02 = ω20 = −g2eˆ2/r
ω0
3 = ω3
0 = −g2eˆ3/r ω12 = −ω21 = −g1eˆ2/r
ω1
3 = −ω31 = −g1eˆ3/r ω23 = −ω32 = − cot θeˆ3/r
(4.18)
These results reduce to the canonical expressions (see e.g. [6]) used in obtaining the Schwarzschild solution when
g2 = 0, and agree with the expressions obtained using differential geometry directly [14].
V. NULL VECTORS AND TETRADS
Null vectors, especially null geodesics, often indicate symmetries in particular spacetime geometries. In standard
expositions [18, 19, 20, 21], a complex structure is often introduced to allow for four null vectors in a spacetime, and
tensorial objects acquire complex character as well. This is known as the null tetrad formalism, and is intimately
related to spinors.
Although we will not discuss spinors in this paper, null vectors and tetrads are useful to our general development.
An external complex structure is not needed in geometric algebra, since we have an object ready-made to fill the
role of i: the spacetime pseudoscalar. We will “complexify” spacetime in the next section, then define null tetrads as
mixed-grade multivectors in Section VB, which geometrically are Penrose’s flags and flagpoles. In Section VI, we will
find that the “complex Weyl tensor” is identical to the Weyl tensor we have already defined in Section II, and discuss
the Petrov classification. In this way, geometric algebra encompasses the complex structure often used in general
relativity, elucidating the underlying geometric structures, without introducing any fundamentally new objects.
A. Paravectors and “Complex” 4-Space
As discussed in some detail in Appendix A3, the space of scalars, pseudoscalars, and bivectors form an algebra
under the geometric product. This is called the even subalgebra Cℓ+1,3, and it is well-known that it is isomorphic to
the three-dimensional geometric algebra Cℓ3. We will find it useful in dealing with the Lorentz group [2], and in
constructing a (3 + 1)-dimensional “complex” space [22, 23]. The latter discussion will allow us to construct null
tetrads, which in turn leads us to the Petrov classification of the Weyl tensor, which we will examine in Section VI.
In a subsequent paper, we will examine the topic of 2-spinors in this space; see also [24] for a preliminary sketch of
some of these ideas.
A useful way to obtain the even subalgebra requires selecting a particular timelike direction tˆ in the full algebra
Cℓ1,3, where tˆ2 = 1 for simplicity [1]. This allows us to define a paravector a for any vector a in spacetime:
a → a = atˆ = a0 +A (5.1)
where a0 = a · tˆ and A = a ∧ tˆ define the scalar and timelike bivector parts of the paravector. As discussed in
Appendix A3, the space formed from scalars, pseudoscalars, and bivectors is closed under the geometric product, so
the product of paravectors with paravectors will always lie in this subalgebra.
If we define the operation of Hermitian conjugation for any multivector Q as
Q† ≡ tˆQ˜tˆ, (5.2)
we see that the paravector we defined in Eq. (5.1) is Hermitian: a† = a. In fact, the selection of the timelike direction
allows us to split the even subalgebra into two pieces: Hermitian, or “real”, and anti-Hermitian, or “imaginary”. In
terms of a generic multivector ψ ∈ Cℓ+1,3
ψ =
〈
ψ
〉
0
+
〈
ψ
〉
2
+
〈
ψ
〉
4
(5.3)
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this split can be written as
ψ =
〈
ψ
〉
ℜ
+ i
〈
ψ
〉
ℑ
, (5.4)
where 〈
ψ
〉
ℜ
≡ 1
2
(
ψ +ψ†
)
〈
ψ
〉
ℑ
≡ 1
2i
(
ψ −ψ†
)
. (5.5)
In the remainder of this paper, we will often talk about “real” and “imaginary” bivectors (meaning timelike and
spacelike), and use the term “complex number” to mean the sum of a scalar and a pseudoscalar.
For simplicity, let us define a (real) basis for Cℓ+1,3 that contains the elements {1, e = σ1,u = σ2,v = σ3}, where
e2 = u2 = v2 = 1 are real bivectors. We also require that the bivector basis be right-handed: eu = −ue = iv and
cyclic permutations, so that
σiσj = σi · σj + σi × σj , (5.6)
which is to say that the outer product of real bivectors vanishes. In this basis, a “complex paravector” is written
ψ = ψ0 + ψee+ ψuu+ ψvv, (5.7)
where the ψa are “complex” scalars. A complex paravector can therefore be seen as a four-dimensional complex
vector, whose basis elements are the scalar and three real bivector basis elements, and whose components are the four
complex (or eight real) scalars. (Note that a complex paravector is isomorphic to a Dirac spinor in the language of
Hestenes [25]; see also [2], Chapter 10.)
Because paravectors are mixed-grade multivectors, the usual inner and outer products are often of limited usefulness;
instead, we define (echoing Baylis [22]) “scalar” and “bivector” products:
〈AB〉S = 〈BA〉S =
1
2
(
AB˜+BA˜
)
(5.8a)
〈AB〉B = −〈BA〉B =
1
2
(
AB˜−BA˜
)
(5.8b)
where the result of Eq. (5.8a) is a complex number. (Recall that A˜ denotes the reverse of a multivector.) In the case
of a “real” paravector, the scalar product returns the Minkowski metric:
〈ab〉S = a0b0 − a · b = a · b. (5.9)
Thus, paravectors can be used as a replacement for spacetime 4-vectors; for a formulation of relativistic electromag-
netism entirely in the even subalgebra Cℓ+1,3 ≃ Cℓ3, see [22].
B. Null Tetrads
In physical applications, null vectors often play an important role: null geodesics identify paths for light, and can
indicate symmetries in a system. They are often used in obtaining the Petrov classification of the Weyl tensor, and
are used in the Newman-Penrose method of finding exact solutions to Einstein’s equations [19], which we will not
discuss in this paper. A particularly useful way to work with null vectors is through complex null tetrads, which
draws on the previous section.
If we let N 2 = 0 be an arbitrary null vector, the paravector
N =Ntˆ = N0(1 + r) (5.10)
places all the relevant information in two quantities: the “extent” N0 = N · tˆ, and the spatial direction r, which is
defined to be of unit length. It is easily seen that 〈NN〉S = 0, following from Eq. (5.9). For the sake of discussion,
we arbitrarily align r with e of the paravector basis from the previous section, and let
N = 2N0l where l ≡ 1
2
(1 + e). (5.11)
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The paravector l is called a flagpole, which is intimately related to spinors (see [24] for more information). It has a
few other interesting properties, some of which we summarize here:
l2 = l idempotence l+ l˜ = 1 complementarity
l˜l = 0 nullity l† = l Hermicity
(5.12)
These properties indicate that l and l˜ are linearly independent, so we define a new basis for paravectors around them:
l =
1
2
(1 + e)
n = l˜ =
1
2
(1− e)
m =
1
2
(1 + e)u =
1
2
(u+ iv)
m† =
1
2
u(1 + e) =
1
2
(u− iv). (5.13)
We call this set a null tetrad, since its elements obey the following relation:
l˜l = nn˜ =mm˜ =m†m˜† = 0 (5.14)
and
〈ln〉S = −
〈
mm†
〉
S
=
1
2
, (5.15)
with all other scalar products vanishing. The first two tetrad elements in Eq. (5.13) are flagpoles, while the second
two are their corresponding flags. (Since we do not deal with spinors in this paper, the construction of tetrads is a
trifle awkward. See [24] for a better technique in geometric algebra, and [21] for the canonical discussion.)
We will occasionally find it useful to let E0 ≡ l, E1 ≡ n, E2 ≡m, and E3 ≡m†; in this notation, we see that the
basis transforms as
E′a = REaR
†, (5.16)
whereR is a rotor, as before. We examine the transformation that preserves a particular null direction in Appendix D.
The null tetrad “metric”, which is invariant under Lorentz transformations, is
2 〈EaEb〉S ≡ ηab (5.17)
where [19]
[ηab] =
 0 1 0 01 0 0 00 0 0 −1
0 0 −1 0
 . (5.18)
A general multivector is then written as
A = AaEa, (5.19)
where the Aa are complex scalars—demonstrating that the null tetrads form a basis for Cℓ+1,3 over the complex
numbers.
The bivector basis of [18] (with different indexing, however) can be reproduced by taking the nonzero vector products
of the tetrads:
Z0 ≡ −
√
2 〈lm〉B =
1√
2
(1 + e)u
Z1 ≡ 〈ln〉B −
〈
mm†
〉
B
= e
Z2 ≡ −
√
2
〈
nm†
〉
B
=
1√
2
(1− e)u (5.20)
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These are linearly-independent, and span a three-dimensional space over the complexes. We can write a “metric” for
them:
〈ZaZb〉S = zab → [zab] =
 0 0 −10 −1 0
−1 0 0
 (5.21)
which is obviously real-valued, despite the “complex” character of the Za themselves. Thus, when we write a bivector
A = AaZa (5.22)
the complex components Aa are easily extracted using the scalar product. And, unlike in the standard formalism,
the bivector basis is easily interpreted in geometric algebra: Z0 and Z2 are oppositely-directed null flags determined
by the timelike direction Z1 = e. We will see further examples of the new geometric interpretations that geometric
algebra provides in the next section.
VI. CLASSIFICATION OF THE WEYL TENSOR
This section is concerned not with finding solutions to the field equations, but rather extracting geometrical in-
formation about the Weyl conformal tensor. In the case of vacuum solutions, the Weyl tensor is the gravitational
field, so being able to discuss the form of the solution without first solving the equations can help us understand the
underlying physical configuration. The classification of the Weyl tensor due to Petrov, which has been translated
into the language of geometric algebra by Sobczyk [4, 23, 26] and Hestenes and Sobczyk [3], provides one such way
of describing the fields, independent of a coordinate system. We examine an algebraic technique using the eigenvalue
problem in Section VIA, then we apply the null tetrad formalism in Section VIB to provide a geometric interpretation
of certain of these classes. This last discussion will result in illuminating new canonical forms for the gravitational
field.
The Weyl tensor is symmetric
A · C (B) = C (A) ·B (6.1)
and self-dual
C (iB) = iC (B), (6.2)
where A and B are bivectors. Combining these properties yields the important result [4]
〈AC (B)〉S = 〈BC (A)〉S . (6.3)
We draw on an electromagnetic analogue by writing [18]
C (B) = E (B) + iB(B) (6.4)
where E (B) and B(B) are both real bivector-valued symmetric operators. Because of the self-duality of the full Weyl
tensor, we see that
E (iB) = −B(B) and B(iB) = E (B). (6.5)
These results will be used extensively in the following sections.
A. The Petrov Classification: The Eigenvalue Problem
The Petrov type is most easily determined by solving the eigenvalue problem:
C (B)− λB = 0 (6.6)
where λ is a complex scalar. The Weyl tensor can be viewed as a 3 × 3 complex symmetric matrix acting on the
3-dimensional complex space of bivectors. Since the operator C − λ1 is zero, it is singular, and we are left with the
usual determinant
|C − λ1 | = 0. (6.7)
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If we define a timelike (real) bivector basis {σk} (for k = 1, 2, 3), we can write the determinant as [4]
|C − λ1 | = −σ1σ2σ3 〈[(C (σ1)− λσ1)× (C (σ2)− λσ2)] (C (σ3)− λσ3)〉S = 0 (6.8)
which is a third-order algebraic equation in λ. Although this expression looks hideously complicated, we will shortly
calculate it for the Schwarzschild case, and show that it is actually remarkably simple to work out. (See also [27] for
a worked example in Cℓ3.) Because the Weyl tensor is tractionless
∂aC (a ∧ b) = 0 ∀b (6.9)
the eigenvalues satisfy the condition
λ1 + λ2 + λ3 = 0, (6.10)
which means only two eigenvalues are independent.
Stated simply, the eigenbivectors determine the general Petrov type (labeled I, II, and III), while specific eigenvalue
restrictions yield special cases (types D and N). Petrov type I occurs when the eigenbivectors span the entire 3-
dimensional space; the bivectors for types II and III span a two- and one-dimensional subspace, respectively, and both
have a null eigvenbivector:
B21 = 0 (types II, N, and III)
The last two types are special cases: D corresponds to type I when two eigenvalues are equal, while type N corresponds
to type II with all three eigenvalues vanishing. Geometric interpretations are left to Section VIB.
Hestenes and Sobczyk [3] have shown that the Weyl tensor can be written as
C (X) = QjkσjXσk (6.11)
where the symmetric matrix Qjk = Qkj is comprised of complex scalars. However, with the eigenbivectors in hand
for types I and II (which include types D and N), we can rewrite this as
C (X) =
2∑
k=1
{
BkXBk +
1
3
XB2k
}
µk (types I, II, D, and N) (6.12)
where µ1 = λ1+λ2/2 and µ2 = λ2+λ1/2 are linear combinations of the eigenvalues. (For type I, the third eigenvalue
is found from Eq. (6.10), and the third eigenvector is not needed for the calculation.) Type D corresponds either to
µ1 = µ2 or µ2 = 0, while type N corresponds to µ2 = 0 when B1 is the null eigenbivector. Type III has the canonical
form
C (X) = (BXF+ FXB)µ (type III) (6.13)
where µ is a complex scalar, and the bivector F is orthogonal to the eigenbivector: F ·B = 0.
B. Geometric Classification Using Tetrad Techniques
The forms for the Weyl tensor obtained in the previous section are useful, but we can go a step further. Motivated
by the Newman-Penrose formulation, we use the tetrads and the bivector basis constructed from them to understand
what the types mean geometrically. Although Szekeres obtained the same qualitative results [28], here we provide
new canonical forms for the Weyl tensor.
We begin by using Eq. (6.3) to define the complex scalar-valued function
Ψ(A,B) ≡ −〈AC (B)〉S = A · C (B) +A ∧ C (B). (6.14)
When we use the bivector basis defined in Eq. (5.20), we get
Ψab = −〈ZaC (Zb)〉S = Ψba, (6.15)
17
which can be regarded as the components of a 3×3 symmetric, complex matrix. We reduce the amount of redundancy
by labeling the components [19]
Ψ0 ≡ Ψ00 = −〈Z0C (Z0)〉S
Ψ1 ≡ Ψ01 = Ψ10 = −〈Z0C (Z1)〉S
Ψ2 ≡ Ψ11 −Ψ02 = Ψ11 −Ψ20 = −〈Z1C (Z1)〉S + 〈Z0C (Z2)〉S
Ψ3 ≡ Ψ12 = Ψ21 = −〈Z1C (Z2)〉S
Ψ4 ≡ Ψ22 = −〈Z2C (Z2)〉S . (6.16)
The sixth component, which has been folded into Ψ2,
Ψ02 = Ψ20 = −〈Z0C (Z2)〉S (6.17)
is generally not talked about in algebraic discussions of the Weyl tensor; this is because it is not an independent
quantity, due to the trace-free property [18]. In certain cases, it is useful to fix one null direction and rotate the
others, thereby obtaining new values for some of the Ψa; Appendix D is devoted to that topic.
To perform certain calculations, we will find it useful to write the complex bivector basis {Za} in terms of the real
bivector basis {e,u,v}:
e = Z1 u =
1√
2
(Z0 + Z2) v =
1
i
√
2
(Z0 − Z2), (6.18)
and we split the tensor into its electric and magnetic parts and consider the quantities
Ψ0b = −〈Z0C (Zb)〉S = 2−1/2 (Eu(Zb)−Bv(Zb) + i {Ev(Zb) +Bu(Zb)}) (6.19a)
Ψ1b = −〈Z1C (Zb)〉S = Ee(Zb) + iBe(Zb) (6.19b)
Ψ2b = −〈Z2C (Zb)〉S = 2−1/2 (Eu(Zb) +Bv(Zb)− i {Ev(Zb)−Bu(Zb)}) (6.19c)
along with the symmetry conditions
Ψ01 = Ψ10 −→
{ √
2Ee(Z0) = Eu(Z1)−Bv(Z1)√
2Be(Z0) = Ev(Z1) +Bu(Z1)
(6.20a)
Ψ02 = Ψ20 −→
{
Eu(Z2)−Bv(Z2) = Eu(Z0) +Bv(Z0)
Ev(Z2) +Bu(Z2) = −Ev(Z0) +Bu(Z0) (6.20b)
Ψ12 = Ψ21 −→
{ √
2Ee(Z2) = Eu(Z1) +Bv(Z1)√
2Be(Z2) = −Ev(Z1) +Bu(Z1) (6.20c)
In the preceeding, Ee(Zb) ≡ e · E (Zb), and so forth.
We will use these decompositions to obtain the Petrov types for the various Ψa in the following subsections.
1. Transverse Waves: Ψ0 6= 0 or Ψ4 6= 0
In the case where Ψ0 6= 0 but the rest vanish, we immediately get (from Eq. (6.19))
Ee(Zb) = Be(Zb) = 0,
while applying Eq. (6.20) yields
C (Z1) = C (Z2) = 0
and
Bv(Z0) = −Eu(Z0)
Ev(Z0) = Bu(Z0),
so the electric and magnetic pieces are perpendicular to each other. Putting all of this together, we see that
Ψ0 =
√
2 (Eu(Z0)− iBu(Z0))
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and
E (Z0) · B(Z0) = Eu(Z0)Bu(Z0) + Ev(Z0)Bv(Z0) = Eu(Z0)Bu(Z0)−Bu(Z0)Eu(Z0) = 0.
We can then write the nonvanishing piece of the Weyl tensor as
C (Z0) = EuZ2 = −BvZ2, Ψ0 6= 0,
or, utilizing Eq. (5.21), for an arbitrary bivector X = XaZa
C (X) = −EuZ2 〈Z2X〉S =
Eu
2
Z2XZ2. (6.21)
Similarly, when Ψ4 6= 0 but the rest vanishing we get
Ψa6=4 = 0 → C (X) = Eu
2
Z0XZ0, C (Z0) = C (Z1) = 0. (6.22)
Equations (6.21) and (6.22) already are in the canonical form for Petrov type N; confirming this classification is a
simple matter, using Eq. (6.8) in the form
|C − λ1 | = −euv 〈[(C (e)− λe)× (C (u)− λu)] (C (v) − λv)〉S = 0, (6.23)
and using the canonical forms to evaluate the expression.
The Weyl tensor represented in both cases here is proportional to a null bivector. Its electric and magnetic pieces
are perpendicular to each other, and both are perpendicular to the direction ∓e. This means that the Weyl tensor
represents a transverse plane wave traveling in the (∓e)-direction, which agrees with the analysis by Szekeres [28]
(albeit by a different route); see [22] for the electromagnetic analogue.
2. Coulombic Case: Ψ2 6= 0
The final case which is directly related to the electromagnetic treatment is when Ψa6=2 = 0. Here, we find immedi-
ately that
C (Z1) = (Ee(Z1) + iBe(Z1))Z1 ≡ F1Z1, (6.24)
while
C (Z0) = (Eu(Z0) + iBu(Z0))Z0 ≡ F2Z0
C (Z2) = (Eu(Z0) + iBu(Z0))Z2 ≡ F2Z2,
where we have exploited the symmetry conditions to get
Ee(Z0) = Ee(Z2) = Be(Z0) = Be(Z2) = 0
Eu(Z1) = Ev(Z1) = Bu(Z1) = Bv(Z1) = 0
and
Eu(Z2) = Eu(Z0) Bu(Z2) = Bu(Z0).
The complex scalars Fa are obviously the eigenvalues for the system, which we can confirm by putting all of this
into Eq. (6.23):
λ1 = Ee(Z1) + iBe(Z1) = F1, λ2 = λ3 = Eu(Z0) + iBu(Z0) = F2.
Enforcing Eq. (6.10) further restricts the eigenvalues:
3∑
k=1
λk = 0 → Eu(Z0) = −1
2
Ee(Z1) and Bu(Z0) = −1
2
Be(Z1).
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This is Petrov type D, with eigenvectors Zb (or equivalently {e,u,v}). This means that all incoming information is
balanced by outgoing, if one regards e as a “radial” direction—hence, type D tensors are “Coulombic” [20].
We obtain the canonical form by noting that
C (X) = −F1Z1 〈XZ1〉S − F2
(
Z0 〈XZ2〉S + Z2 〈XZ0〉S
)
=
1
2
F1
{
Z1XZ1 − 1
2
(Z0XZ2 + Z2XZ0)
}
.
Since Z20 = Z
2
2 = 0 and Z1 anticommutes with both Z0 and Z2, we discover the identity
1
2
(Z0XZ2 + Z2XZ0) = −Xa 1
2
δa1Z1 (Z0Z2 + Z2Z0) = 〈XZ1〉S Z1,
so that
C (X) =
1
2
F1 {Z1XZ1 − 〈XZ1〉S Z1} =
3
4
F1
{
Z1XZ1 +
1
3
X
}
, (6.25)
which is the canonical form for Petrov type D.
3. Longitudinal Waves: Ψ1 6= 0 or Ψ3 6= 0
For Ψ1 6= 0, we find that
Ψ1 = Ee(Z0) + iBe(Z0)
using the same techniques as before, while the rest are zero; the Weyl tensor is then
C (Z0) = (Ee(Z0) + iBe(Z0))Z1 ≡ FZ1
C (Z1) = (Ee(Z0) + iBe(Z0))Z2 ≡ FZ2
C (Z2) = 0. (6.26)
C (Z0) is solely in the Z1-direction, while C (Z1) is a transverse piece—so this object has a longitudinal component
[28]. The characteristic equation gives us three zero eigenvalues, and since Z2 is the only eigenbivector, we have
Petrov type III. The canonical form is found immediately to agree with that analysis:
C (X) = −F (〈XZ2〉S Z1 + 〈XZ1〉S Z2) =
F
2
(Z2XZ1 + Z1XZ2) . (6.27)
Repeating the process for Ψ3 6= 0 is trivial.
C. Example: The Petrov Type for the Schwarzschild Case
For simplicity, we will use the orthonormal frame from Section III B to define a natural bivector basis for the
Schwarzschild solution:
σk = eˆkeˆ0,
where k runs from 1 to 3, and σ1σ2σ3 = i. In this frame, the curvature bivectors are
R(σ1) = C (σ1) = −1
2
χ′′(r)σ1 , R(σ2) = C (σ2) =
1
2r
χ′(r)σ2 , R(σ3) = C (σ3) =
1
2r
χ′(r)σ3
where we have used the vacuum equations to set the Riemann tensor equal to the Weyl tensor; recall that χ(r) =
1 − 2M/r. The eigenvalues and eigenvectors of C can be read off immediately; however, for the sake of example we
will evaluate Eq. (6.8) to obtain them.
The characteristic equation requires evaluation of the quantity
(C (σ1)− λσ1)× (C (σ2)− λσ2) =
(
−1
2
χ′′(r) − λ
)(
1
2r
χ′(r) − λ
)
σ1 × σ2;
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noting that σ1 × σ2 = iσ3, we get
|C − λ1 | = −i
(
−1
2
χ′′(r) − λ
)(
1
2r
χ′(r) − λ
)2
〈iσ3σ3〉S =
(
−1
2
χ′′(r)− λ
)(
1
2r
χ′(r) − λ
)2
= 0.
Solving this gives the eigenvalues
λ1 = −1
2
χ′′(r) = −2M
r3
, λ2 = λ3 =
1
2r
χ′(r) =
M
r3
;
two are repeated, so this is automatically either type D or (if χ is constant) type 0, which is the trivial Minkowski
case. The eigenbivectors are
Bk = σk,
which spans the full three-dimensional complex space.
From Eq. (6.25), we see that the canonical form of the Weyl tensor is [5]
C (X) = −3M
2r3
(
σ1Xσ1 +
1
3
X
)
(6.28)
since µ1 = λ1 + 1/2λ2 = −(3M)/(2r3) and µ2 = λ2 + 1/2λ1 = 0, and σ2k = 1. The eigenvalues are real, so there is
no “magnetic” piece: the nonrotating black hole solution is purely “electric”. As we will see in Section VII, the Kerr
solution, which describes a rotating black hole, does contain a magnetic part, and in fact a trick exists to obtain it
from the Schwarzschild solution by replacing the radial coordinate r with r − ia cos θ [5, 29].
VII. EXAMPLE: THE KERR SOLUTION
The Schwarzschild metric is among the simplest solutions to Einstein’s equations, but physical black holes will
generally have nonvanishing angular momentum. A more realistic—and more complicated—solution is the Kerr
metric. No truly simple techniques exist to obtain this metric, but a straightfoward method has been developed by
Schiffer et al. [30], and adapted to the language of geometric algebra by Doran and colleagues [29, 31], along with
Snygg [11]. We will follow their path, showing the power of geometric algebra by performing coordinate-independent
calculations, while providing some physical insight into the meaning of the ansatz used.
A. The Kerr-Schild Ansatz and Curvature
The Kerr-Schild ansatz, which is used by [11, 29, 30, 31, 32], is defined in vierbein language as
h
−1(a) = a+MV a · ll, (7.1)
where l2 = 0 is an unspecified null vector, M is identified with the black hole mass, and V is a scalar function. From
this ansatz, we can define a new frame and its reciprocal from an arbitrary orthonormal frame
gµ = h
−1(eˆµ) = eˆµ +MV eˆµ · ll
gµ = h(eˆµ) = eˆµ −MV eˆµ · ll. (7.2)
From Eq. (7.2), we obtain the usual Kerr-Schild metric
gµν = gµ · gν = ηµν + 2MV eˆµ · leˆν · l. (7.3)
Two other features of the KS vierbein will prove to be important for us:
h(l) = h−1(l) = l and h−1(a)l = h(a)l = al, (7.4)
which means that l has the same components in both frames—
l = gµgµ · l = eˆµeˆµ · l
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—while
0 = a · ∇ˆ(l · l) = 2l ·
(
a · ∇ˆl
)
. (7.5)
This ansatz is also useful for simplifying the calculation of connection bivectors: using Eq. (C8) in Appendix C, we
see that the third term vanishes, while the first two terms can be rewritten as
Ω(b) = −M
(
∇ˆ ∧ (V l · bl)− V gλ ∧ ll ·
(
∇ˆλb
))
. (7.6)
From this and Eq. (7.5), we see immediately that Ω(l) = 0, while if b = gα or b = eˆα, the second term vanishes:
Ωµ = Ω(gµ) = Ω(eˆµ) = −M∇ˆ ∧ (V lµl), (7.7)
using the shorthand lµ = eˆµ · l = gµ · l. If we wish to write everything out in terms of the orthonormal frame, we get
another interesting expression:
Ω(b) = M
{
MV 2l · bl ∧ v + V eˆλ ∧ ll ·
(
∇ˆλb
)
− eˆλ ∧ ∇ˆλ (V l · bl)
}
(7.8)
where
v ≡ l · ∇l = l · ∇ˆl (7.9)
is a vector that vanishes when l is geodesic; note that l · v = 0 via Eq. (7.5).
Due to the simple form of the connection bivector, we can write down the curvature tensor involving l immediately:
R(gµ ∧ l) = −l · ∇ˆΩµ (7.10)
Following [31] and [32], we form the quantity
l · R(l) = l · (gµ · R(gµ ∧ l)) (7.11)
where
gµ · R(gµ ∧ l) = −gµ ·
{
l · ∇ˆΩµ
}
= −l · ∇ˆ (gµ ·Ωµ) +
(
l · ∇ˆgµ
)
·Ωµ (7.12)
is the Ricci tensor R(l). Noting that
−M−1gµ ·Ωµ = V v + l∇ˆ · (V l) = V v + l
(
l · ∇ˆV + V ∇ˆ · l
)
(7.13a)
−M−1l · ∇ˆgµ = l · ∇ˆ (V llµ) = V vlµ + l
(
lµl · ∇ˆV + V eˆµ · v
)
, (7.13b)
and that lµΩµ = Ω(l) = 0, we find
M−1R(l) = 2vl · ∇ˆV + V l · ∇ˆv + vV ∇ˆ · l+ ll · ∇ˆΘ− V l ·Ω(v), (7.14)
where
Θ ≡ ∇ˆ · (V l) = l · ∇ˆV + V ∇ˆ · l
is the expansion parameter for the vector V l. Taking the inner product of Eq. (7.14) with l eliminates all but one
term:
l · R(l) = MV l ·
(
l · ∇ˆv
)
= −MV v2, (7.15)
where the last expression follows from the vanishing of v · l. When v vanishes, l is a null geodesic, and the Ricci
tensor satisfies Einstein’s equations. (Note that any vector v ∝ l also makes Eq. (7.15) vanish, but we can transform
the proportionality to zero simply by redefining the time coordinate [10].) From here on, we let
v = 0,
22
even when considering Einstein’s equations in the presence of nonvanishing energy-momentum.
Plugging the geodesic condition into Eq. (7.14) yields an eigenvalue equation:
R(l) = lM l · ∇ˆΘ = lM
{
(l · ∇ˆ)2V + (l · ∇ˆV )∇ˆ · l+ V l · ∇ˆ(∇ˆ · l)
}
, (7.16)
so that the vacuum condition is l · ∇ˆΘ = 0. The connection bivector becomes
Ωµ = −M eˆλ ∧ ∇ˆλ (V llµ) . (7.17)
Using this knowledge, we determine that l is a principal null direction by forming the quantity
l · C (a ∧ l) = aµl ·
{
R(gµ ∧ l)−
1
2
(
gµ ∧ R(l) + l ∧ R(gµ)
)
+
1
6
Rgµ ∧ l
}
where
l · R(gµ ∧ l) =M llµ
(
l · ∇ˆ
)2
V
l · (gµ ∧ R(l) + l ∧ R(gµ)) = l · gµR(l)− ll · R(gµ) = 0
(using the symmetry of the Ricci tensor l · R(gµ) = gµ · R(l)). What remains is
l · C (gµ ∧ l) =
{
M
(
l · ∇ˆ
)2
V +
1
6
R
}
ll · eˆµ ≡ Hllµ
→ l · C (a ∧ l) = Hll · a (7.18)
which is an eigenvalue equation. Obviously, in a vacuum the Ricci scalar vanishes, but this does not change the
essence of the Weyl tensor. Along the same lines is the expression
l ∧ C (a ∧ l) = l ∧ R(a ∧ l) =M l · a
(
l · ∇ˆV
)
l ∧ ∇ˆ ∧ l. (7.19)
From this development, we see that l · (a∧ l) = ll ·a (and hence l) is a principal null direction, which we will examine
in more detail in the subsequent section. We will confine ourselves to the vacuum case from here on.
B. Kerr Geometry
To recap, we have found that l of the Kerr-Schild ansatz is a principal null direction. From it, we define the bivector
e = l ∧ eˆ0, (7.20)
and write
l = (1 + e)eˆ0 (7.21)
so that l0 = l · g0 = 1 and e2 = 1. From this null vector we define the tetrad paravector
l =
1
2
leˆ0 =
1
2
(1 + e) (7.22)
and select an arbitrary unit vector that satisfies the properties
uˆ
2 = −1 , uˆ · l = 0 , uˆ · eˆ0 = 0
to generate the rest of the tetrad. More important to us for the moment is the bivector basis from Eq. (5.20), which
we write as
√
2Z0 = uˆ ∧ l Z1 = e
√
2Z2 = uˆ ∧ (eˆ0leˆ0) . (7.23)
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From these, we can form the Ψa as in Section VIB. The first two are identically zero, following from Eq. (7.18) and
Eq. (7.19):
Ψ0 =
1
2
{(uˆ ∧ l) · C (uˆ ∧ l) + (uˆ ∧ l) ∧ C (uˆ ∧ l)} = 1
2
{uˆ · (l · C (uˆ ∧ l)) + uˆ ∧ (l ∧ C (uˆ ∧ l))} = 0
Ψ1 =
1
2
{(eˆ0 ∧ l) · C (uˆ ∧ l) + (eˆ0 ∧ l) ∧ C (uˆ ∧ l)} = 1
2
{eˆ0 · (l · C (uˆ ∧ l)) + eˆ0 ∧ (l ∧ C (uˆ ∧ l))} = 0,
since uˆ · l = 0 by definition. This demonstrates that any Kerr-Schild solution is algebraically special. The actual
Petrov type, however, depends on other choices, which we will make now.
To obtain a black-hole solution, we require that V and e be functions of the spatial coordinates only. With this
criterion, we will reduce the field equations to expressions in the three dimensional subalgebra Cℓ+1,3. Since ∇ˆ0A = 0,
we define the Cartesian 3-gradient
⇀
∇≡ eˆk∇ˆk and its bivector equivalent
∇ ≡ eˆ0∧
⇀
∇= eˆ0
⇀
∇ . (7.24)
Thus, the four-dimensional gradient can be reduced to
∇ˆ = gk∇ˆk =
⇀
∇ −MV le ·∇, (7.25)
from which we obtain l · ∇ˆ = e ·∇.
Following [30], we now obtain the field equations; since M is an arbitrary constant, each coefficient of a power of
M must vanish separately. The Ricci tensor is
Rν = g
µ · R(gµ ∧ gν) = gµ ·
(
∇ˆµΩν − ∇ˆνΩµ +Ωµ ×Ων
)
;
each Ω contributes a factor of M , while gµ = eˆµ −MV lµl contains a zero-order and first-order piece. Therefore, we
have the following expressions:
O(M) : eˆµ ·
(
∇ˆµΩν − ∇ˆνΩµ
)
=
⇀
∇ ·Ων − ∇ˆν (eˆµ ·Ωµ) (7.26a)
O(M2) : −MV lµl ·
(
∇ˆµΩν − ∇ˆνΩµ
)
+ eˆµ · (Ωµ ×Ων) (7.26b)
O(M3) : −MV lµl · (Ωµ ×Ων) = −MV l · (Ω(l)×Ων) = 0. (7.26c)
As the reader can easily tell, we have reduced the complexity of the problem significantly: the first-order equation,
which we will treat momentarily, is straightforward to find, while the third-order expression is an identity. The
remaining equation is satisfied by the solution to the first-order equation; we will not prove this here, since it does
not involve anything new.
O(M) Field Equations
After some work we find that
M−1
⇀
∇ ·Ων =
⇀
∇
2 (V llν)+
⇀
∇ (lνΘ) ,
where Θ = ∇ˆ · (V l) = e ·∇V + V∇ · e as before, and we have used the vanishing of l · ∇ˆΘ = e ·∇Θ from Eq. (7.16).
We already know that
−eˆµ ·Ωµ = −gµ ·Ωµ =M lΘ,
so that the first-order field equations are
⇀
∇
2 (V llν)+
⇀
∇ (lνΘ) + ∇ˆν (lΘ) = 0. (7.27)
When ν = 0, Eq. (7.27) reduces to
⇀
∇
2 (V l)+
⇀
∇ Θ =∇2
{
V (eˆ0 + e · eˆ0)
}
+ eˆ0 ·∇Θ = 0; (7.28)
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multiplying by eˆ0 splits the equation into scalar and bivector pieces:
∇
2V = 0 and ∇2 (V e) +∇Θ = 0. (7.29)
For the case when ν = k (for k = 1, 2, 3), we have
⇀
∇
2 (V llk)+
⇀
∇ (lkΘ) + ∇ˆk (lΘ) =
{
⇀
∇
2 (V eˆ0lk) + eˆ0∇ˆkΘ
}
+ eˆj
⇀
∇
2 (V lj lk)+
⇀
∇ (lkΘ) + ∇ˆk (eΘ) · eˆ0; (7.30)
the term in braces vanishes due to Eq. (7.29). Expanding the Laplacian yields
⇀
∇
2 (V lj lk) = lj
⇀
∇
2 (V lk) + lk
⇀
∇
2 (V lj) + 2V
(
⇀
∇ lj
)
·
(
⇀
∇ lk
)
= lj∇ˆkΘ+ lk∇ˆjΘ+ 2V
(
⇀
∇ lj
)
·
(
⇀
∇ lk
)
,(7.31)
so that the field equations are
2V eˆj
(
⇀
∇ lj
)
·
(
⇀
∇ lk
)
+Θ
{
⇀
∇ lk +
(
∇ˆke
)
· eˆ0
}
= 0 (7.32)
or, in bivector language,
2V {∇ (eˆ0 ∧ eˆk) · e} ·∇e+Θ [∇ {(eˆ0 ∧ eˆk) · e}+ (eˆ0 ∧ eˆk) ·∇e] = 0. (7.33)
Our task is now to find a reasonable expression for the derivatives of e; once again, we follow [30].
For some arbitrary vector a we define the bivector a = eˆ0 ∧ a, and from it create the operator
M(a) ≡ a ·∇e, (7.34)
whose adjoint is
M(a) = ∇` (a · e`) =∇ (a · e)− ∂b ((b ·∇a) · e) ; (7.35)
we have used the accents to show that a is not differentiated. From these definitions, we see that the field equations
can be rewritten as
2V
Θ
MM(a) = M(a) +M(a), (7.36)
and we note that M(e) = M(e) = 0. Due to the latter property, we make the following ansatz:
M(a) = a− U(a) (7.37)
where U is a unitary operator, which obeys U(e) = U(e) = e. A unitary operator that preserves a certain spatial
direction can be written as a rotation:
U(a) = eieψ/2ae−ieψ/2 (7.38)
which means that, after expanding the exponentials, we find
a ·∇e = M(a) = α(a× e)e+ βi(a× e), (7.39)
where
α =
Θ
2V
(1− cosψ) and β = Θ
2V
sinψ. (7.40)
(Recall that the symbol × represents the commutator product ; if we were using the vector cross product, the pseu-
doscalar element i would not be present.) Removing the arbitrary bivector a gives us the divergence and curl:
∇e = ∂aa ·∇e = 2α+ 2βie
→ ∇ · e = 2α and ∇× e = 2iβe. (7.41)
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Following [29] again, we form the Laplacian of e via Eq. (7.39) and by direct calculation (in order of mention):
∇
2e = ∇ ·∇e =∇α− (e ·∇α) e− 2 (α2 + β2) e+ ie×∇β (7.42a)
∇
2e = 〈∇(∇e)〉2 = 2 (∇α− i∇× (βe)) = 2
(
∇α+ ie×∇β − 2β2e) (7.42b)
where we have used the identity ∇× (βe) = β∇× e− e×∇β. If we further note that
∇ · (βe) = 0 = β∇ · e+ e ·∇β = 2αβ + e ·∇β
and combine the Laplacian expressions, we obtain
∇α = (β2 − α2)e+ ie×∇β ∇β = −2αβe− ie×∇α
e ·∇α = β2 − α2 e ·∇β = −2αβ. (7.43)
If we let γ = α+ iβ, we can collect the directional derivatives into a single equation:
e ·∇γ = −γ2, (7.44)
while
∇γ = −γ2e+ e×∇γ. (7.45)
From this, a little more work shows that
∇
2γ = 0, (7.46)
and (
∇γ−1
)2
= 1; (7.47)
thus, γ is harmonic, and its inverse satisfies the eikonal equation.
Since both V and α are harmonic, it is reasonable to ask whether they are equal; it turns out this guess is consistent,
by evaluating Eq. (7.29). Noting that V = α yields
Θ = e ·∇α+ α∇ · e = α2 + β2 = γγ†, (7.48)
we work out the Laplacian using Eq. (7.42) and Eq. (7.43) to give us
∇
2(αe) = α∇2e+ 2(∇α) ·∇e = 2(α∇α+ β∇β) =∇(α2 + β2). (7.49)
With all of this in hand, we find we can write e in terms of γ−1:
e =
∇γ−1 +∇(γ−1)† −∇γ−1 ×∇(γ−1)†
1 + (∇γ−1) · (∇(γ−1)†) . (7.50)
The Schwarzschild solution is found by letting γ = V = 1/r, so that β = 0. The Kerr solution is a little more
complicated:
γ−2 = x2 + y2 + (z − ia)2
V = 〈γ〉0 =
ρ3
ρ4 + a2z2
e =
1
a2 + ρ2
((ρx+ ay)σ1 + (ρy − ax)σ2) + z
ρ
σ3 (7.51)
where ρ is implicitly defined by
ρ4 − ρ2(r2 − a2)− a2z2 = 0 ; r2 ≡ x2 + y2 + z2. (7.52)
This value for γ is picked to ensure that the system is axisymmetric (about the z-axis); the parameter a is related to
the angular momentum of the black hole.
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VIII. FURTHER DIRECTIONS
We have by no means exhausted the task of translating solution techniques into the geometric algebra language;
indeed, we believe that further insights into the geometrical structure of general relativity can be obtained through
this process, and perhaps more techniques can be discovered. In addition, we point to a paper by Sobczyk [33],
which discusses the embedding of the spacetime of general relativity in a pseudo-Euclidean space of higher dimension,
utilizing geometric algebra throughout.
One area of interest is the extension of these techniques to the space of Lorentz spinors (also known as 2-spinors
[21]). The work in Section 5.13 is a hint toward this, as are the papers by Jones and Baylis [24], and Lasenby, Doran,
and Gull [34]. Spinor techniques lead to an adaptation of the Newman-Penrose formalism [19], which has been useful
for obtaining many exact solutions.
The viewpoint in the first section of this paper, in which an orthonormal frame of vectors is considered to be
fundamental (as opposed to taking a coordinate metric as fundamental) gives a somewhat different ontological status
of gravitation, compared with the usual interpretation of general relativity. Specifically, this construction can be
interpreted as a flat spacetime theory, in which gravitation is a modification of the geometric relationships of an
underlying flat spacetime; mathematically, this is locally equivalent to general relativity, which is commonly viewed as a
theory of intrinsically curved spacetime. We also emphasize that these two viewpoints are physically indistinguishable,
as geodesics are the same in both.
If gravitation is viewed as occurring in a Minkowski space arena, it becomes conceptually closer to the other
fundamental forces. Indeed, the same covariant derivative can also be obtained in a flat background spacetime by
enforcing local gauge invariance under the gauge group SL(2,C), the proper Lorentz group [5, 7]. Many fundamental
questions related to these gauge formulations remain unanswered, but the existence of these theories stands as an
interesting contrast to the usual approaches to gravitation. As the expansion of the Universe is accelerating and
general relativity remains unquantized, alternate approaches may prove fruitful. The formalism introduced in this
paper lends itself quite naturally to this class of theories.
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APPENDIX A: REVIEW OF GEOMETRIC (CLIFFORD) ALGEBRA
Many excellent introductions to geometric (or Clifford) algebra exist (for example [2, 27, 35, 36]), as well as more
detailed mathematical treatises (see [3] and the various conference proceedings listed in the bibliography), so we will
make no attempt to be exhaustive. Rather, this appendix and the one following are intended to cover the basics in a
small amount of space, to get the interested reader started.
1. Geometric Algebra
The geometric (or Clifford) product is associative and distributive over addition:
a(bc) = (ab)c
a(b+ c) = ab+ ac (A1)
and provides a measure of the length of a vector:
a2 = aa = |a|2. (A2)
Thus, if we define a vector a = b+ c, using the axioms above, we obtain
a2 = (b+ c)(b+ c) = bb+ cc+ bc + cb = b2 + c2 + bc+ cb. (A3)
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FIG. 1: Vectors and bivectors illustrating the outer product.
Since the left side is a scalar, the right side must be as well, so we define the inner product of vectors to be the
symmetric sum
b · c = 1
2
(bc + cb) = c · b (A4)
which vanishes when b is orthogonal to c.
The outer product is then the antisymmetric piece of the geometric product:
b ∧ c = 1
2
(bc − cb) = −c ∧ b; (A5)
it is identical to the outer product in differential geometry. Its value is neither a vector nor a scalar, but an oriented
plane segment called a bivector, whose sides are defined by the vectors making it up (see Fig. 1). The outer product
is associative—
a ∧ (b ∧ c) = (a ∧ b) ∧ c (A6)
—and vanishes if the vectors are linearly-dependent.
Thus, the geometric product of two vectors is the sum of the inner product and outer product—that is, the sum of
a scalar and a bivector:
ab = a · b+ a ∧ b = b · a− b ∧ a 6= ±ba. (A7)
When we add objects of different types—called grades—together, we have a general object called a multivector. We
denote a general multivector as the sum of its grades:
A = 〈A〉0 + 〈A〉1 + 〈A〉2 + . . . =
∑
γ
〈A〉γ (A8)
where 〈A〉0 is the scalar part, 〈A〉1 is the vector part, and so on. The grade subscript γ is an indication of how many
vectors are needed to construct the multivector via the outer product.
Therefore, we write
a · b = 〈ab〉0 and a ∧ b = 〈ab〉2 (A9)
for the product of two vectors. We can extend the geometric product to cover arbitrary multivectors, so that
a 〈A〉r = a · 〈A〉r + a ∧ 〈A〉r (A10)
where
a · 〈A〉r =
1
2
(aA− (−1)rAa) (A11)
has a grade of r − 1 (and vanishes if r = 0), while
a ∧ 〈A〉r =
1
2
(aA+ (−1)rAa) (A12)
has a grade of r + 1.
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The geometric product also covers multiplication of arbitrary multivectors. We are still most interested in the inner
and outer products:
〈A〉r · 〈B〉s = 〈AB〉|r−s|
〈A〉r ∧ 〈B〉s = 〈AB〉r+s , (A13)
but we also define the commutator product:
A×B = 1
2
(AB−BA) (A14)
which should not be confused with the vector cross product. It obeys the Jacobi identity
A× (B×C) +B× (C×A) +C× (A×B) = 0 (A15)
and is “distributive” over the geometric product:
A× (BC) = (A×B)C+B(A×C). (A16)
The commutator product is particularly useful with bivectors, since it preserves the grade of the object it multiplies:
〈B〉2 × 〈C〉r = 〈B×C〉r . (A17)
One final operation of note is the reverse, which is defined as
A˜B = B˜A˜ (A18)
for all multivectors, while
a˜ = a (A19)
for all vectors. Thus, bivectors change sign under reversion, which geometrically means that their orientation is
reversed.
2. Spacetime Algebra
Up to this point, we have not specified a dimension for our space. Since this paper deals with spacetime, we need
a space of four dimensions, with a Lorentz signature (i.e., the metric’s trace is −2, for consistency with spinorial
methods). In geometric algebra, this space is denoted by Cℓ1,3 [2], and it is frequently useful to define (locally, at
least) a set of basis vectors {γµ}, which satisfy
γµ · γν = ηµν (A20)
where η = diag(+1,−1,−1,−1) is the metric for a flat Lorentzian spacetime. (Other frames of vectors can be defined;
a more precise definition of frames is laid out in Section IID, as well as in [7].) Due to their linear independence, we
know that
γκ ∧ γλ ∧ γµ ∧ γν ∧ γξ = 0 (A21)
since there do not exist five linearly-independent vectors in the spacetime. In addition,
γκ ∧ γλ ∧ γµ ∧ γν = ǫκλµνi (A22)
where ǫκλµν is the completely antisymmetric Levi-Civita symbol, while
i ≡ γ0 ∧ γ1 ∧ γ2 ∧ γ3 = γ0γ1γ2γ3 (A23)
is the unit tetravector, or pseudoscalar, for spacetime. It has the special properties
i2 = −1 and i 〈A〉r = (−1)r 〈A〉r i (A24)
for grade-r multivectors. In addition, the pseudoscalar can be used to define the inner product from the outer product
[3]:
a ·B = −a ∧ (Bi) i (A25)
for any vector a and generic multivector B; the more general version of this relationship demonstrates that the
existence of a pseudoscalar is equivalent to the existence of a metric.
The reader may have noticed a strong similarity between the algebra of the basis vectors γµ, and the algebra of
the Dirac matrices γµ. Indeed, the Dirac matrices are a representation of the Clifford algebra Cℓ1,3, which describes
spacetime. For more information about matrix representations, please see [2].
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3. The Even Subalgebra Cℓ+1,3
The even multivectors (scalars, bivectors, and pseudoscalars) form a subalgebra, which we call the even subalgebra,
and denote with Cℓ+1,3. As an algebra, it is isomorphic to the three-dimensional geometric algebra Cℓ3, and it is
possible to perform many spacetime calculations in this restricted space; see [2, 22, 24] for more information.
Proper, orthochronous Lorentz transformations can be written as [1]
Λ(A) = UAU˜ = eB/2Ae−B/2 (A26)
where A is an arbitrary multivector, B is a bivector, and the exponential U = exp(B/2) is defined (as in matrix
algebra) by its Taylor series:
eB = 1 +B+
1
2
B2 +
1
6
B3 + . . . . (A27)
The quantity
B2 = B ·B+B ∧B (A28)
is in general a scalar added to a pseudoscalar, since in four dimensions the exterior product of bivectors cannot be
assumed to vanish. Thus, this exponential is always a member of the spin group Spin+(1, 3) ≃ SL(2,C), whose
Lie algebra is isomorphic to the even subalgebra Cℓ+1,3 [2]. This subalgebra consists of the scalars, bivectors, and
pseudoscalars:
ψ =
〈
ψ
〉
0
+
〈
ψ
〉
2
+
〈
ψ
〉
4
(A29)
and is closed under the geometric product; all even multivectors commute with the pseudoscalar element as well. We
call any object in this subalgebra a (Dirac) spinor, following the convention of Hestenes [25, 36].
The reversion operation allows us to split the algebra into (complex) scalar and bivector pieces:〈
ψ
〉
S
≡ 1
2
(
ψ + ψ˜
)
=
〈
ψ
〉
0
+
〈
ψ
〉
4〈
ψ
〉
B
≡ 1
2
(
ψ − ψ˜
)
=
〈
ψ
〉
2
; (A30)
combining these two operations allows us to decompose any spinor into members of four subspaces:
ψ =
〈
ψ
〉
ℜS
+
〈
ψ
〉
ℜB
+
〈
ψ
〉
ℑB
+
〈
ψ
〉
ℑS
, (A31)
where 〈
ψ
〉
ℜS
≡ 1
4
(
ψ +ψ† + ψ˜ + ψ˜
†
)
(A32)
is the real scalar part, and so forth for all combinations.
APPENDIX B: GEOMETRIC CALCULUS AND TENSOR ALGEBRA
The general results of this section are adapted from [3].
1. Directional and Vector Derivatives
Consider an arbitrary function of a vector f (a). The rate of change of this function along another vector b is the
directional derivative, which we write as
b · ∂af (a) ≡ lim
ǫ→0
1
ǫ
f (a+ ǫb)− f (a); (B1)
the notation ∂a indicates that the derivative is with respect to the vector a. This derivative is scalar-valued, so it
preserves the grade of the object on which it acts; we also note that when f (a) = a, we obtain b · ∂aa = b. The
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coordinate derivative is the most useful special case of the directional derivative, and the one we use most often in
this paper; we find it from letting a = x and b = gµ, for some coordinate frame:
∂µf (x) ≡ gµ · ∂xf (x) = gµ · ∂f (x). (B2)
As indicated here, we let ∂ ≡ ∂x. (Equivalently, vectors are frequently defined as directional derivatives.) The
directional derivative is linear, and obeys the Leibniz rule:
a · ∂(A+B) = a · ∂A+ a · ∂B
(a+ b) · ∂A = a · ∂A+ b · ∂A
a · ∂AB = (a · ∂A)B+A(a · ∂B). (B3)
We have implicitly defined ∂a in this discussion, but its explicit form requires the introduction of some arbitrary
basis eµ, and the use of Eq. (B1):
∂a = e
µeµ · ∂a. (B4)
In turn, this allows us to write the gradient
∂ = ∂aa · ∂, (B5)
which we can expand and evaluate using all the previous relations. The operator ∂a is vector-valued, and therefore
does not commute with arbitrary multivectors. Due to this, we will find the following identities useful:
∂a(〈A〉r · a) = (−1)r+1∂a(a · 〈A〉r) = (−1)r+1r 〈A〉r
∂a(〈A〉r ∧ a) = (−1)r∂a(a ∧ 〈A〉r) = (−1)r(4− r) 〈A〉r
∂a(〈A〉r a) = ∂a(〈A〉r · a) + ∂a(〈A〉r ∧ a) = (−1)r(4 − 2r) 〈A〉r (B6)
where A is independent of a. Note that these also cover scalars (r = 0), so that
∂aa = ∂a · a = 4 and ∂a ∧ a = 0. (B7)
2. Tensors
Tensors are linear functions of one or more vector or (more rarely) multivector variables. The range of the tensors
may contain any multivector, but we will most often deal with tensors that preserve the rank of their argument; this
class covers the vierbein fields, the curvature tensors (Riemann, Weyl, and Ricci), and Lorentz transformations; the
only real exception we deal with in this paper is the connection bivector, which takes a vector argument and returns a
bivector. (The connection is usually not considered a tensor, since it transforms inhomogeneously under the Lorentz
group; however, Ω(b) is linear in its argument, and so is a tensor in that sense. See Appendix C.) Since tensors are
linear, they obey the important relation
T (αA+ βB) = αT (A) + βT (B), (B8)
where α and β are scalars, and A and B are multivectors. By the same token, for any scalar α, T (α) = α.
Now let us consider the class of tensors that map vectors onto vectors:
b′ = T (b),
where we use an underscore to indicate that grade is preserved. The components of the tensor with respect to an
arbitrary basis {eµ} are
Tµν = eµ · T (eν), (B9)
so that
T (a) = aµT (eµ) = a
µT λµeλ.
The adjoint (or transpose) of a tensor is found from the definition
a · T (b) = b · T (a) → T (b) = ∂aa · T (b), (B10)
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where ∂a is defined as in the previous section. A tensor of this type can be extended to operate on a general multivector
via the outermorphism:
T
( n∧
j=1
aj
)
=
n∧
j=1
T (aj) (B11)
where
n∧
j=1
aj ≡ a1 ∧ a2 ∧ . . . ∧ an. (B12)
(Note that curvature, although it takes a bivector argument, is not an outermorphism: it cannot be decomposed as
R(a∧ b) = R ′(a)∧R ′(b).) Since the pseudoscalar i is unique to a multiplicative scalar, the outermorphism acting on
a pseudoscalar must be a defined quantity:
T (i) = i detT → detT = −iT (i), (B13)
where detT is the determinant of the tensor. If the determinant is nonzero, we can write the inverse of the operator
as
T
−1(a) = T (ai)(i detT )−1. (B14)
The trace of a tensor of this type is defined as
trT ≡ ∂a · T (a) = eµ · T (eµ) = eµ · eλT λµ = T µµ, (B15)
where we have defined a basis for evaluation. When operating on a tensor of a more general type, this is called the
contraction:
∂a · T (a, b, . . .) = S(b, . . .). (B16)
The protraction and traction are defined analogously, using the outer and geometric products, respectively:
∂a ∧ T (a, b, . . .) ∂aT (a, b, . . .) = ∂a · T (a, b, . . .) + ∂a ∧ T (a, b, . . .). (B17)
The main place where these operations are used in this paper is in defining the Ricci tensor,
R(a) = ∂bR(b ∧ a) = ∂b · R(b ∧ a) → ∂b ∧ R(b ∧ a) = 0, (B18)
and in noting that the Weyl tensor is “tractionless”:
∂bC (b ∧ a) = 0. (B19)
APPENDIX C: DERIVATION OF THE CONNECTION
As discussed in Section IID, a coordinate frame satisfies Eq. (2.40):
∇ ∧ gµ = 0 → ∇ˆ ∧ gµ = −∂a ∧ (Ω(a) · gµ). (C1)
In geometric algebra, it is possible to solve Eq. (C1) for the connection bivectors; we are not aware of a solution in
any other language.
To isolate Ω(a), we first “differentiate” out gµ:
gµ ∧ ∇ˆ ∧ gµ = −gµ ∧ ∂a ∧ (Ω(a) · gµ) = ∂a ∧
(
gµ ∧ (Ω(a) · gµ)
)
= −2∂a ∧Ω(a). (C2)
After noting that
0 = ∇ˆ ∧ (gν ∧ gν) = gµ ∧ ∇ˆ ∧ gµ − gµ ∧ ∇ˆ ∧ gµ, (C3)
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we proceed by taking the inner product of the left and right sides of Eq. (C2) with an arbitrary vector b:
b ·
(
gµ ∧ ∇ˆ ∧ gµ
)
= b ·
(
gµ ∧ ∇ˆ ∧ gµ
)
= bµ∇ˆ ∧ gµ − gµ ∧
(
b · ∇ˆgµ
)
+ gµ ∧ gλb ·
(
∇ˆλgµ
)
= bµ∇ˆ ∧ gµ − gµ ∧
(
b · ∇ˆgµ
)
+ gµ ∧ ∇ˆbµ + ∇ˆ ∧ b (C4a)
b · [∂a ∧Ω(a)] = Ω(b) + ∂a ∧ (Ω(a) · b) = Ω(b) +∇∧ b− ∇ˆ ∧ b. (C4b)
(For simplicity, we have introduced the shorthand ∇λ ≡ gλ · ∇, bµ = b · gµ and bµ = b · gµ.) We can evaluate the
covariant curl of b by considering its components b = bνg
ν :
∇ ∧ b = gλ ∧∇λ (bνgν) = gλ ∧
{
(∇ˆλbν)gν + bν∇λgν
}
= −gν ∧ ∇ˆbν (C5)
due to the torsion-free condition and the fact that the components are scalars.
Solving Eq. (C4) for Ω(b) yields
2Ω(b) = ∇ˆ ∧ b+ gµ ∧ ∇ˆbµ − bµ∇ˆ ∧ gµ + gµ ∧
(
b · ∇ˆgµ
)
. (C6)
This expression is further simplified by unwrapping the curl:
∇ˆ ∧ b = gλ ∧ ∇ˆλ
(
bµgµ
)
= bµ∇ˆ ∧ gµ − gµ ∧ ∇ˆbµ. (C7)
When plugged into Eq. (C6), all of this gives us our final expression:
Ω(b) =
1
2
(
gµ ∧ ∇ˆbµ − gµ ∧ ∇ˆbµ + gµ ∧
(
b · ∇ˆgµ
))
=
1
2
{
gµ ∧ gλb ·
(
∇ˆλgµ
)
− gµ ∧ gλb ·
(
∇ˆλgµ
)
+ gµ ∧
(
b · ∇ˆgµ
)}
. (C8)
The second form of this demonstrates the linearity in b, while the first is useful in the case b = gα, where the
components are bµ = δµα and bµ = gµα; here, Eq. (C8) reduces to Eq. (2.41b):
Ωα ≡ Ω(gα) =
1
2
(
gν ∧ ∇ˆgαν + gµ ∧ ∇ˆαgµ
)
. (C9)
This last equation is derived in Snygg [11] using Christoffel symbols and Ricci coefficients, while the more general
form is used in Doran [31] without referring directly to a coordinate frame.
APPENDIX D: NULL ROTATIONS
In a physical problem, we may have an obvious null direction specified; to work out the symmetries of the problem,
it would be useful to perform an operation that preserves that direction, but changes all the others. A null Lorentz
transformation is the operation we are looking for, and is defined in Cℓ1,3 by
Λ(A) = RAR˜ (D1)
where
R = ef/2 = 1 +
1
2
f , (D2)
and f2 = 0 is a bivector. To preserve the null vector l = 2ltˆ (and hence l),
f = p ∧ l where p · l = 0 (D3)
and p is an undetermined spacelike vector. Due to the orthogonality condition, only two components of this vector
need to be determined, which we will write as the complex component of the bivector f :
f =
√
2αZ0 = 2
〈
pl
〉
B
(D4)
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so that α = pu − ipv in terms of the bivector basis {e,u,v}. Under the null rotation, we have a new set of tetrads
[18]:
l′ = l
n′ = n− αm− α†m† + αα†l
m′ = m− α†l. (D5)
Under this same transformation, the bivector basis becomes
Z′0 = −
√
2
〈
l′m′
〉
B
= Z0
Z′1 =
〈
l′n′
〉
B
− 〈m′m′†〉
B
= Z1 +
√
2αZ0
Z′2 = −
√
2
〈
n′m′†
〉
B
= Z2 −
√
2αZ1 − α2Z0. (D6)
In this paper, we will not need the complementary transformation, in which n is preserved; however, it is simple to
obtain those relations using an analogous discussion [18].
Under this transformation, the Weyl matrix elements as defined in Eq. (6.16) change as follows:
Ψ′0 = −〈Z′0C (Z′0)〉S = Ψ0 (D7a)
Ψ′1 = −〈Z′0C (Z′1)〉S = Ψ1 +
√
2αΨ0 (D7b)
Ψ′2 = −〈Z′1C (Z′1)〉S + 〈Z′0C (Z)′2〉S = Ψ2 + 3
√
2αΨ1 + 3α
2Ψ0 (D7c)
Ψ′3 = −〈Z′1C (Z′2)〉S = Ψ3 −
√
2αΨ2 − 3α2Ψ1 −
√
2α3Ψ0 (D7d)
Ψ′4 = −〈Z′2C (Z′2)〉S = Ψ4 − 2
√
2αΨ3 + 2α
2Ψ2 + 2
√
2α3Ψ1 + α
4Ψ0 (D7e)
where the Z′a are given in Eq. (D6) and α is the complex scalar defined in Eq. (D4). Using transformations like this
(and ones that preserve n), we can adapt our system of tetrads to seek out the Petrov classification for an arbitrary
geometry. As noted in [18], we can also find the classification of a known tensor by solving the equation Ψ′4 = 0,
which is an algebraic equation in α.
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