Abstract-Fast, scalable, and robust solution of the hybrid finite element-boundary integral (FE-BI) linear system of equations is traditionally considered a challenge due to multifaceted technical difficulties. This paper proposes a nonoverlapping geometry-aware domain decomposition (DD) preconditioning technique for iteratively solving hybrid FE-BI equation. The technique ingredients include a volume-based Schwarz FE DD method and a surface-based interior penalty BI DD method. Compared with previous algorithms, the work has two major benefits: 1) it results in a robust and cost-effective preconditioning technique for the solution of the FE-BI linear system of equations and 2) it provides a flexible and natural way to set up the mathematical models, to create the problem geometries, and to discretize the computational domain. The capability and performance of the computational algorithms are illustrated and validated through numerical experiments.
equation. Because the dimension of FE-BI matrix equation is too large for many problems of practical interest, one usually turns to solve it by iterative methods instead of direct solution techniques. Techniques such as multilevel fast multipole algorithm (MLFMA) [7] , [10] , [19] , fast Fourier transform [20] , and adaptive cross approximation [21] have been employed to speed up the dense BI matrix-vector multiplication. Nevertheless, the use of an iterative method often exhibits very slow convergence in large-scale real-life applications. The problem has been extensively investigated in the literature. A variety of iterative algorithms, including a conventional algorithm [2] , a decomposition algorithm [22] , and a hybrid algorithm [19] , have been studied with some success. However, those algorithms are not scalable and robust for high frequency problems. A hybridization of FE and BI based on domain decomposition (DD) methods and the Robin-to-Robin map is proposed in [8] and [21] . An effective preconditioner using the absorbing boundary condition is presented in [23] . Those methods result in modular and robust preconditioning schemes. But the construction of the preconditioners requires factorizing or iteratively solving FE and BI block matrices. As the problem size increases, the computational time and memory required become very expensive in practice. Recently, FETI-like [24] and FETI-DP DD methods [25] , [26] have been applied to the FE subsystem of the hybrid FE-BI-MLFMA method. While these methods considerably reduce the computational cost for the FE subsystem, they still need a large number of iterations for the FE-BI matrix equation to converge.
With the above motivation, we proposed a novel nonoverlapping DD preconditioning technique for the iterative solution of hybrid FE-BI equation. The technique ingredients include a volume-based Schwarz FE DD method and a surfacebased interior penalty BI DD method. Comparing to previous algorithms, the work has two major benefits: 1) it results in a robust and cost-effective preconditioning technique for the solution of the FE-BI linear system of equations and 2) it provides a much more flexible and natural way to set up the mathematical models, to create the problem geometries, and to discretize the computational domain. Numerical experiments are performed to demonstrate its numerical performance including accuracy, convergence, scalability, and capability. Finally, we conclude our study with the large-scale shaped radome and FSS analysis. 
II. TECHNICAL APPROACH

A. Hybrid FE-BI Formulation
We consider the solution of time-harmonic EM scattering from a 3-D dielectric object in free space. The whole computational domain can be divided by its exterior boundary ∂ into interior subregion ⊂ R 3 and exterior subregion ext (= R 3 \ ), as illustrated in Fig. 1 . The time-harmonic EM scattering problem can then be formulated by the following Maxwell's equations as:
where E sca ∈ H(curl, ext ) is the scattered electric field in the exterior subregion, ext , E ∈ H(curl, ) is the total electric field in the interior subregion, , and H(curl, ) is the 3-D curl-conforming Sobolev space defined in [27] and [28] . In addition, the scattered fields in the exterior subregion satisfy the Silver − Müller radiation condition, lim |r|→∞ |r|
Since the exterior subregion ext is unbounded homogeneous free space, it is very suitable for using the BI method. On the other hand, the interior subregion is usually with complex geometrical features and spatially varying material properties, so the FE method based on a variational weak formulation of the vector wave equation is a favorable choice. In order to derive a modular decoupled problem, the surface ∂ is split into ∂ + the surface seen from ext , and ∂ − the surface seen from . In addition, their surface unit normal are denoted asn + andn − , which is depicted in Fig. 2 .n + points from to the exterior subregion ext , whilen − points from the exterior subregion ext to interior subregion .
Subsequently, we introduce two sets of local traces, j ± and e ± , on each subregion surface. j ± denote the electric traces and e ± denote the magnetic traces, which are defined by
where the surface div-conforming function space in (5) and surface cur-conforming function space in (6) are given in [28] . Further, we employ Robin-type transmission conditions (TCs) at the interfaces between the FE and BI subregions, which are used to couple the two separated subregions via weakly enforcing the needed electric and magnetic field continuities across the interfaces. They are written explicitly as
Finally, by using those exterior traces, j + and e + , as input arguments, the field solution (1) for the exterior subregion can be formulated by the following multitrace combined field integral equation on ∂ + [29] , [30] :
where
The α is the combination parameter and it is set 0.5 in this paper. The combined field integral operator C k 0 α is referred to [29] . Following the Galerkin weak formulations detailed in [8] for the FE subregion and [29] for the BI subregion, the FE-BI matrix equation, Ax = y, obtained from finite discretization can be written as the following compact form:
where the solution variables have been categorized into two groups. One is the FEM group of unknowns including E, e − and j − , which is denoted as x FEM . The other one is the BI group of unknowns including e + and j + , which is denoted as x BI . The detail descriptions of the FE and BI matrix subblocks can be found in [8] and [29] . The objective of this paper is to design a robust and scalable DD preconditioner for the fast iterative solution of (10) . Instead of using the well-known domain diagonal block preconditioner [8] , which requires costly direct factorizations of A FEM and A BI , we propose a nonoverlapping geometry-based DD scheme.
B. Geometry-Based Decomposition
1) Domain Partitioning:
To apply the proposed method, the original computational domain is directly partitioned into two subdomains. As illustrated in Fig. 3 , not only we decompose the FE subregion into 1 and 2 , but also tear the 
2) Transmission Conditions:
For the decomposed problem, the electric field E in the interior FE subregion is curlconforming within each subdomain m but can be discontinuous across FE subdomain interfaces, which can be written 2 ). Analogously, the traces on the exterior BI subregion are written as:
. Namely, the in-plane components of those traces are continuous within each subdomain ∂ + m but can be completely discontinuous across subdomain contour boundaries.
Clearly, the decomposed FE-BI problem will not have the correct solution unless proper interface and boundary conditions are enforced for every interface mn and contour boundary C mn . Therefore, we proceed to discuss the TCs employed in the new FE-BI DD method. Our study will elaborate on the TCs used on the subdomain interfaces , and the ones introduced on the subdomain contour boundaries C. a) Optimized Schwarz TCs at FE interface Γ : Similar to the nonoverlapping FE DD methods [31] , [32] , second order TCs are employed at the interfaces between 1 and 2 . We first introduce two new auxiliary vector traces at the interface 12 and 21 , defined as
Next, to implement the second order derivative term, an additional scalar variable is further introduced
With help of the additional scalar variable, the second order TCs is successfully implemented and leads to significantly improved convergence of Schwarz FE DD method [31] , [33] .
The complete second order TCs on mn can be written as
The optimized choices of the parameters, κ TE m and κ TM m , and a detailed theoretical convergence analysis have been discussed in [34] .
b) Interior penalty skew-symmetric coupling at BI contour C: The key ingredient to enforce the continuity of the traces at tearing contour boundaries is an interior penalty skewsymmetric discontinuous Galerkin (DG) formulation [35] , which was recently proposed for solving EM scattering from perfect electric conducting (PEC) objects. The formulation leads to a rapidly convergent, scalable BIE DD method [35] , and an adaptive, parallel BIE solver [36] for very large-scale EM modeling and simulation.
In this paper, we will extend the DG coupling to both electric and magnetic traces at exterior BI contour boundaries. Since the in-plane components of exterior traces may be discontinuous across contour boundaries, we first introduce the following jump operator:
The normal jump of the exterior trace j + can be expressed as j + mn . The tangential jump of the exterior trace e + can be written as e + ×n + mn . In addition, the vector and scalar inner products are defined by < x, y > S m := S m x • y ds and < x, y > S m := S m x y ds, respectively. The interior penalty skew-symmetric DG boundary condition for the exterior electric trace j + is then given by Similarly, the interior penalty DG boundary condition for the exterior magnetic trace e + is given by
We notice that (16) and (17) are nonlocal boundary integral conditions along the contour boundaries. The continuity of the exterior BI traces is weakly enforced through the interior penalty formulation, without the need to introduce auxiliary unknowns on the subdomain BI boundaries. In addition, the evaluation of the scalar potential only involves weakly singular integrals. In summary, the above TCs at FE interfaces and BI boundaries provide fast and robust iterative solver convergence for the decomposed FE-BI DD problem. They also ensure the consistency of the weak formulation. Finally, the TCs are applicable to both conformal and nonconformal meshes.
C. Discrete Formulation 1) Finite Dimensional Discretization:
In the context of discrete methods, each FE-BI subdomain can be discretized independently of the others. Volume tetrahedral meshes are employed for the local FE part and surface triangular meshes are used for the local BI part. Namely, individual FE-BI subdomains contain their own collection of tetrahedral, triangles, edges, and vertices. This attractive feature enables a trivially parallel mesh generation and allows to rapidly assemble largescale finite periodic problems using only a few FE-BI building blocks.
On In summary, for each of the FE-BI subdomain, the solution vector contains six components, e.g.,
To illustrate, we plot in Fig. 4 the complete set of solution variables to be solved.
After a finite dimensional discretization, we may write the FE-BI matrix equation regarding to the decomposed two subdomains problem as
In (18), A m denotes the FE-BI matrix for the mth subdomain, and C mn is the coupling matrix between subdomains.
2) Schwarz DD Preconditioner: Subsequently, we extract diagonal submatrices to construct a one-level nonoverlapping additive Schwarz preconditioner P −1 , which is given as
Then, using the above preconditioner to right precondition (18) as (AP −1 )Px = b, the preconditioned matrix equation is obtained as
where u m = A m x m . Finally, we use a Krylov subspace method to iteratively solve the preconditioned matrix equation (20) . After u m is obtained, we recover the solution for each subdomain via x m = A −1 m u m . We would like to highlight a few appealing aspects of the proposed DD FE-BI formulation.
a) Geometry aware: In the proposed work, the FE-BI subdomains are formed by a direct decomposition of original problem geometry. Thus, all subdomains can be modeled and discretized independently and concurrently. It significantly facilitates generating high-fidelity models of complex geometries and material properties, and it also allows local modifications during design and optimization. Moreover, the subdomains can also be constructed by an automatic spatial decomposition using the algorithmic graph partitioning algorithm, METIS [39] . As a result, it also provides an in situ load balancing strategy for the parallel implementation of FE-BI algorithms on parallel computing architectures.
b) Linear computational costs: Clearly, applying the preconditioner requires factorization of subdomain matrix A m . If we keep the subdomain size to be constant, the number of subdomain increase linearly as the number of DOFs. Therefore, the computational costs for applying the preconditioner exhibit linear computational complexity. Moreover, the computational domain in practical applications might exist different types of repetitions and periodicities, e.g., antenna array, FSS, and metamaterials. For those finite periodic problems, local repetitions are exploited for further gain the computational efficiency. c) Scalable convergence: Numerical experiments demonstrate that the iteration counts of solving preconditioned matrix equation only increase logarithmically with respect to the electrical size of the problem. Therefore, the proposed DD FE-BI method is very efficient for the solution of large-scale EM engineering applications.
III. NUMERICAL EXPERIMENTS
In this section, the performance of the proposed geometry aware DD FE-BI (GA-DD-FEBI) method is studied via numerical experiments. First, the solution accuracy of the proposed method is validated using spherical objects. It is followed by the convergence study and the analysis of the scalability of the GA-DD-FEBI with respect to the electrical size of problem. Finally, objects of practical interest are simulated to show the capability of the proposed method.
A Krylov subspace iterative method, generalized conjugate residual [40] with truncation [41] , is employed to solve (20) . The MLFMA [42] is used to speed up the dense BIE matrixvector multiplication. In addition, the inverse of submatrices in Schwarz preconditioner (19) is directly calculated by the multifrontal massively parallel sparse direct solver (MUMPS) [43] , [44] . We remark that the MUMPS is chosen for its flexibility and robustness. Recent advances in direct solvers may offer appealing alternatives [45] [46] [47] [48] . Moreover, if the computation involves electrically large subdomains, the inverse of submatrices can also be realized implicitly through another preconditioned Krylov method (inner-loop iteration). All simulations are carried out on a workstation with two Intel Xeon processor E5-2600 and 256 GB of memory.
A. Accuracy Study
We first validate the solution accuracy of proposed method. The EM scattering from a homogeneous dielectric sphere is considered. The radius of the dielectric sphere is 1.0 m and the relative electric permittivity is 2.0. The operating frequency is 0.3 GHz. We first generate quasi-uniform tetrahedral meshes in the volume of the dielectric sphere, and then partition the mesh into 8, 12, and 16 subdomains with nonplanar interfaces. The mesh size is chosen to be h = λ 0 /20. The obtained solutions from the proposed method are compared to the Mie-series analytical solutions in Fig. 5 . We see that numerical results obtained from the GA-DD-FEBI using different subdomain partitioning agree very well with the analytical solution.
B. Comparison With Existing Methods
Next, we study the GA-DD-FEBI method comparing with two existing methods, a domain diagonal block preconditioned FE-BI (DDB-FEBI) method in [8] and an FETIDP-based DD-FEBI method (FETIDP-FEBI) in [49] . EM scattering from a dielectric cube of 1.0 m side length with ε r = 2.0 is considered. The frequency of incident plane wave is 0.3 GHz illuminating at θ = 0°, φ = 0°and the mesh size is h = λ 0 /20 for all methods.
For GA-DD-FEBI, the geometry of the cube is partitioned by transverse planes into eight equally sized FE-BI subdomains. For FETIDP-FEBI, the interior FEM domain of the cube is partitioned into eight equally size FEM subdomains, and a single exterior BI domain is used. Lastly, the DDB-FEBI uses a direct factorization of FEM and BI matrix blocks to construct the preconditioner. The domain partitioning and preconditioning blocks used for different FE-BI methods are illustrated in Fig. 6 .
The calculated bistatic far-field pattern from those three methods is plotted in Fig. 7 and the convergence histories are depicted in Fig. 8 . Moreover, the computational statistics are presented in Table I . It can be seen from Fig. 7 that the numerical results obtained from three FE-BI methods agree very well. Fig. 8 shows the convergence of the GA-DD-FEBI method is much better than that of FETIDP-FEBI method and almost same with that of DDB-FEBI method. Moreover, the GA-DD-FEBI method uses much less memory and time than the DDB-FEBI method from Table I . Fig. 7 . HH-polarized bistatic far-field pattern of a dielectric cube in xz plane. 
C. Scalability Study
We proceed to study the scalability of the GA-DD-FEBI method with respect to the problem size. The parameters of interest include the iterative solver convergence, the solution time, and the memory usage. Different electrical sizes of coated spheres with 0.1 m coating thickness are used in this paper. The relative permittivity of the coating material is ε r = 2.0. The operating frequency is 300 MHz. They are illuminated by plane wave from θ = 0°, φ = 0°.
In the experiment, we increase the number of subdomains for bigger problems under the premise of nearly constant subdomain size. The investigation here is to demonstrate the proposed method's potential to solve very large-scale problems. The radius of the sphere increases from 0.5, 1.0, 2.0 to 3.0 m. Fig. 11 . Rate of increase for iteration count, peak memory, and total time versus problem size.
The convergences of iterative solver for various coated spheres are shown in Fig. 9 . We see that little dependence is observed for GA-DD-FEBI with the increase in the problems size. Moreover, as depicted in Fig. 10(a) , the automatic mesh partitioning technique leads to jagged interfaces and boundaries between adjacent subdomains. The surface electric and magnetic currents are plotted in Fig. 10(b) and (c), respectively. We observe that the normal continuity of surface currents across boundaries is enforced correctly, which indicates the robustness and effectiveness of the proposed method.
Furthermore, the computational complexity of the proposed method is examined by the rate of increase for iteration counts, peak memory, and CPU time versus problem size, which are plotted in Fig. 11 . Fig. 11 shows that both memory and CPU time increase linearly versus problem size when the same subdomain size is used. We remark that, for the first data point of 0.5 m sphere, the computational costs of the BI part are dominated by the near-field matrix. The benefits of high frequency MLFMA have not shown up yet. Asymptotically the GA-DD-FEBI exhibits quasi-linear computational costs.
D. Application Study 1) EM Scattering From Large Slot FSS Arrays:
In many advanced EM applications, the FSS is utilized to reflect, transmit or absorb EM wave based on operating frequency. The application we analyzed is the plane wave scattering from a large slot FSS array in a multilayer stratified medium. The geometry and material configuration of the FSS unit cell is shown in Fig. 12(a) . The reference transmission coefficient obtained from an infinite periodic FSS array is shown in Fig. 12(b) . The resonance frequency is 9 GHz and the FSS array is expected to be a bandpass filter.
In this paper, a large-scale FSS array of dimension 45×30 elements is considered. Due to the repetition exhibited in the computational domain, those 1350 of FSS elements can be characterized by a repetition of nine FE-BI building blocks as shown in Fig. 13 . The gray color indicates the interior FE volume discretization, and the blue color represents the exterior BI surface discretization. We only need to discretize these building blocks, and then assemble the computation domain using these building blocks. We notice that this building block procedure has been applied to FE DD methods, but it is the first time made available to the hybrid FE-BI method. Moreover, taking advantage of nonconformal property of the proposed method, the FE-part and BI-part of building blocks are meshed individually. The mesh size of FE-part is h = λ 0 /34 and that of BI-part is h = λ 0 /16.
The FSS array is illuminated by plane wave from θ = 180°, φ = 0°at 9 and 15 GHz, respectively. The incident electric field is in thex-direction. As a comparison, we also present the results of a PEC plate, where the slots are filled with PEC surface. In the simulation, the size of subdomain is chosen to be an array of 3 × 2 elements. It results in a total number of 225 subdomains. The detailed computational statistics are presented in Table II . For all the simulations, they require modest computational resources and small number of iterations to converge to a relative residual 10 −3 . The obtained bistatic far-field patterns from the PEC plate and the slot FSS array at two frequencies are presented in Fig. 14 . We notice that the far-field data of the FSS array in the monostatic direction θ = 0°, related to the reflection coefficient in Fig. 12(b) , is −18 dB smaller comparing to the PEC plate case at 9 GHz.
2) EM Radiation From Vivaldi Array With Composite Radome: Finally, we demonstrate the applicability of the proposed method through the analysis of antenna arrays with composite radomes and embedded FSS. A Vivaldi antenna array of size 10 × 10 and a hemispherical FSS radome are depicted in Fig. 15 . The Vivaldi unit cell's thickness is 1.58 mm and it is feed by a coax with inner radius r in = 0.25 mm and outer radius r out = 0.575 mm. The distance between adjacent antenna units in x-axis is set to 9.2 mm. The relative permittivity of radome's material is ε r = 2.0. Two operating frequencies, 6.0 and 7.9 GHz, are considered in the computation.
We have employed two domain partitioning strategies, the METIS graph partitioning for the aperiodic radome region, and the geometry-based partitioning for the repetitive antenna array. Namely, the radome is first discretized by tetrahedrons, and the resulting mesh is directly divided into 60 subdomains. For the Vivaldi array, nine building blocks are used to assemble the whole antenna array, leading to 100 subdomains. The average mesh density is h = λ 0 /20 at 7.9 GHz, and the same mesh is used for the simulation at 6.0 GHz.
All the computational statistics are summarized in Table III . As a comparison, the radiation from the Vivaldi antenna array without the radome cover is also calculated. The Krylov iterative solver residual is chosen to be 10 −3 . We see an expected increase in the iteration numbers for the radome-enclosed antenna analysis, due to the multibounce interactions between the antenna and the radome and the usage of electrically small subdomains in the computational setting. The far-field radiation pattern of the Vivaldi antenna array with and without radome at two frequencies are compared in Fig. 16 , respectively. At the transparent frequency 7.9 GHz, the radiation pattern of the antenna array is almost not altered in the presence of the radome cover, whereas the results at 6.0 GHz show significant differences in the main beam and side lobes. Moreover, we plot the electric field distribution in near-field zone for both frequencies in Fig. 17 . We observe a nearly transparent field pattern for the 7.9 GHz case, and a significant reflection for the 6.0 GHz case, due to the frequency selective property of the shaped FSS radome.
IV. CONCLUSION
Fast, scalable, and robust solution of hybrid FE-BI linear system of equations is traditionally considered a challenge due to multifaceted technical difficulties. The proposed work results in a robust and cost-effective preconditioning technique. Further, it provides a flexible and natural way to set up the mathematical models, to create the problem geometries, and to discretize the computational domain. Lastly, it has the potential to be a suitable paradigm for the parallel implementation of FE-BI algorithms on parallel computing architectures.
