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We demonstrate that the system composed of a gyrotropic particle out of thermal
equilibrium with vacuum can be regarded as a heat engine. Such a particle, initially
at rest, will experience a fluctuation-induced torque and start to rotate, producing
mechanical work out from the temperature difference of the particle and its environ-
ment. We rigorously prove that the efficiency of the heat engine is tightly bound by
the Carnot efficiency. We also predict that, such an engine can be constructed using
a heavily-doped semiconductor nanoparticle under magnetic field, and moreover the
particle can reach at a steady-state rotating frequency in the order of terahertz solely
due to thermal fluctuations.
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2The study of Casimir forces[1–3], including both equilibrium and non-equilibrium forces,
has been of fundamental importance since such studies illustrate some of the surprising
consequences that quantum and thermal fluctuations can generate in nanoscale systems[4–
29]. While most of the existing works have focused on measuring and computing these forces
in a wide variety of material systems and geometries, there are emerging interests in seeking
to control these forces such as through dynamic modulation[30], or to design these forces to
achieve specific functionalities such as to achieve stable mechanical equilibrium[31–33].
As a step forward in seeking to explore some of consequences of Casimir forces, in this
work we show that non-equilibrium Casimir forces can be harnessed to create a nanoscale
heat engine. We consider a spherical nanoparticle made of gyrotropic materials surrounded
by vacuum. We show that such a nanoparticle can operate as a heat engine. In the non-
equilibrium scenario when its temperature is different from that of the surrounding envi-
ronment, due to thermal fluctuations the particle will start rotating and eventually reach
a steady-state angular frequency. Thus it converts thermal energy from random current
fluctuation to kinetic energy in the rotation of the entire body. We further show that the
efficiency of such conversion is tightly bounded by the Carnot limit. Our work indicates
that non-equilibrium Casimir forces may be exploited for energy harvesting at nanoscale.
Our work is related to a few recent developments. It has been pointed out that the
thermal radiation of a non-reciprocal object, such as a gyrotropic particle[34] or slab[35], or
a topological insulator thin film[36], carries angular momentum. And hence there is a back-
action torque on the object when it is out of thermal equilibrium with the environment. The
studies of Ref. [34–37] all assume that these objects are stationary. In Ref. [38, 39], it was
noted that a particle, when rotating at a constant angular velocity, can experience vacuum
friction and hence transform part of the mechanical energy to thermal energy. Building upon
these works we provide a unified treatments of both the effects mentioned above, including
the effects of the back-action torque on the motion of the particle. The notion that non-
equilibrium Casimir forces can be used to construct a heat engine has not been previously
recognized.
We consider a single particle in vacuum. The temperature of the particle is T1 and that
3FIG. 1. Schematic of the structure considered in this paper. The structure consists of a gyrotropic
nano-sphere at a temperature T1, embedded in vacuum at a temperature T0. We show that this
structure can operate as a heat engine.
of the vacuum is T0. The permittivity tensor of the particle is given by
 =

xx xy 0
yx yy 0
0 0 zz
 (1)
We assume that the size of the particle is sufficiently small compared to the wavelength of
thermal photons at the relevant temperatures. Hence the particle can be described by its
frequency dependent polarizability α(ω):
α =

αxx αxy 0
αyx αyy 0
0 0 αzz
 (2)
Denote the upper 2×2 principal minor of the matrix α by α⊥, that is, α⊥ = [αxx, αxy;αyx, αyy].
We expand α⊥ as
α⊥ = α0I2 + α1σx + α2σy + α3σz, (3)
where I2 is the 2×2 identity matrix and σx, σy, σz are the standard Pauli matrices. From
α⊥(−ω) = α∗⊥(ω), we have
α0(−ω) = α∗0(ω), α2(−ω) = −α∗2(ω) (4)
4Since σy is antisymmetric whereas all the other three matrices in Eq. (3) are symmetric, a
particle is reciprocal if and only if α2 = 0. In the following, we denote
g⊥(ω) = Im(α0(ω) + α2(ω)). (5)
With a rotation frequency Ω around the z-axis, the total torque on the particle is given
by[40]
M = − 4~
3pic3
∫ ∞
−∞
dωω3g⊥(ω−)(n1(ω−)− n0(ω)) (6)
where ω− = ω − Ω, ni(ω) = 1e~ω/(kBTi)−1 + 12 = −ni(−ω). The net power radiated by the
particle to free space is given by P = P⊥ + P‖, where [41]
P⊥ =
4~
3pic3
∫ ∞
−∞
dωω4g⊥(ω−)(n1(ω−)− n0(ω)) (7)
P‖ =
2~
3pic3
∫ ∞
−∞
dωω4 Imαzz(ω)(n1(ω)− n0(ω)) (8)
Note that P⊥ depends on the rotation frequency Ω and can be negative for T1 > T0, while
P‖ is independent of Ω and is always non-negative for T1 > T0.
The theory above provides the dependency of fluctuation-induced torque M(Ω) with
respect to the rotation frequency Ω. In order for such a nanoparticle to operate as a heat
engine, the engine needs to be able to start, thus the particle must experience a non-zero
torque when it is stationary, i.e. M(0) 6= 0. Examining Eq. (6), we see that in order for
M(0) 6= 0, the system must satisfy the following two conditions: (1) It is out of equilibrium.
The torque M(0) = 0 if T1 = T0. This is required by the second law of thermodynamics:
one should not be able to construct an engine at equilibrium. (2) The nanoparticle must
be made of non-reciprocal materials. At Ω = 0, the α0(ω) term in Eq. (6) cancels after the
integration, as can be seen from Eq. (4). Thus, M(0) 6= 0 implies that Imα2(ω) 6= 0.
In the presence of the torque M(Ω), the dynamics of the nanoparticle is described by
I dΩ
dt
= M(Ω), with I being the moment of inertia of the particle. Suppose at t = 0 the
particle is stationary, since M(Ω = 0) 6= 0, the particle will start to rotate. The rotation
5will accelerate as long as ΩM(Ω) > 0. On physical ground one would expect that the torque
tends to slow down the rotation if the particle rotates sufficiently fast, that is, ΩM(Ω) < 0
when |Ω| is sufficiently large. Thus there should exist a steady-state rotation frequency Ω0
where M(Ω0) = 0 and Ω0M(0) > 0. The rotation of the particle keep accelerating until
Ω = Ω0. In the process for the particle to reach steady-state, we have ΩM(Ω) ≥ 0, that is,
the particle is producing mechanical energy out of the temperature difference between the
environment and itself. Hence our structure can be seen as a heat engine.
Efficiency of heat engine. One important property of a heat engine is its efficiency. In
our system, at a given rotation frequency Ω, the mechanical work generated by the system
is ΩM , the heat flow from the hot body to the cold body is Pˆ = sign(T1−T0)P , since in our
definition the radiated power P (Eqs. 7, 8) is the net power from the particle to environment.
Pˆ⊥, Pˆ‖ are defined likewise and the latter is always non-negative. By definition, the efficiency
of our heat engine is given by
η =
ΩM/(ΩM + Pˆ ) T1 > T0ΩM/Pˆ T1 < T0 (9)
We also define η˜ by replacing Pˆ with Pˆ⊥ in Eq. 9, since Pˆ‖ is independent of rotation and
hence does not contribute to producing mechanical work. In addition, as Pˆ‖ is always non-
negative, we have η ≤ η˜ and the equality holds when Pˆ‖ = 0. The definitions of efficiency
η, η˜ are meaningful only if ΩM ≥ 0.
We first show that with a proper choice of the polarizability tensor, the efficiency η of
our heat engine can reach the Carnot efficiency limit ηC =
|T1−T0|
max(T1,T0)
. For this purpose, we
assume that
Imαzz(ω) = 0 (10)
g⊥(ω) = gδ(ω − ω0) (11)
where ω0 6= 0. From Eq. (5), this ideal g⊥(ω) can be constructed with Im(α0) = g(δ(ω −
ω0)− δ(ω + ω0))/2, Im(α2) = g(δ(ω − ω0) + δ(ω + ω0))/2. Both α0 and α2 here satisfy the
constraint of Eq. (4).
6Under these conditions Eqs. (10) and (11), we have P‖ = 0 from Eq. 8. Also, from Eq. 6,
the steady-state frequency Ω0 where M(Ω0) = 0 should satisfy n1(ω0) = n0(ω0 + Ω0). Hence
Ω0 = ω0(
T0
T1
− 1). (12)
Here we note that Ω0 changes sign between T1 < T0 and T1 > T0, indicating the change of
rotation direction between these two scenarios. For a rotation frequency Ω, having the same
sign as Ω0, and with 0 < |Ω| < |Ω0|, the efficiency η is given by,
η =
−
Ω
ω0
T1 > T0
Ω
(ω0+Ω)
T1 < T0
. (13)
In either case, when the magnitude of rotation frequency |Ω| is changing from 0 to |Ω0|, the
efficiency η increases from 0 to the Carnot efficiency ηC . In addition, when Ω is approaching
Ω0 and hence the efficiency η is approaching the Carnot limit ηC , the torque and the power
are both approaching zero, as expected for a heat engine operating near the Carnot limit.
We next rigorously prove that, for any physical polarizability tensor α(ω), when the
system is generating mechanical energy, i.e., ΩM > 0, the radiative power Pˆ is positive, and
the efficiency η is bound by the Carnot efficiency limit,
η ≤ η˜ ≤ ηC = |T1 − T0|
max(T1, T0)
. (14)
To do this, we first prove that
T0ΩM ≤ |T1 − T0|Pˆ⊥ = (T1 − T0)P⊥ (15)
holds true for any rotation frequency Ω and temperatures. By using Eqs. (6) and (7), and
changing the integration variable from ω to ω + Ω, we have
(T1 − T0)P⊥ − T0ΩM = 4~
3pic3
∫ ∞
−∞
dω(ω + Ω)3
(T1(ω + Ω)− T0ω)g⊥(ω)(n1(ω)− n0(ω + Ω))
(16)
First, we note that ωα(ω)−α
†(ω)
2i
must be a semi-positive definite matrix, because α(ω) is
7a linear response function of the static particle which is a passive system. As a result,
ω Im(α0(ω)) ≥ |ω Im(α2(ω))| ≥ 0 [42]. It follows that ωg⊥(ω) = ω Im(α0(ω) + α2(ω)) ≥ 0.
Second, one can show mathematically that ω(ω+Ω)(T1(ω+Ω)−T0ω)(n1(ω)−n0(ω+Ω)) ≥ 0
for any ω and Ω. Therefore, the integrand in Eq. (16) is non-negative at every frequency,
which completes the proof of Eq. (15). As a result, if ΩM > 0, Pˆ⊥ > 0 and from Eq. (15)
one can show mathematically that η˜ ≤ ηC . Since Pˆ‖ ≥ 0, one finds η ≤ η˜ when ΩM > 0,
which completes our proof of Eq. (14). This proof of the efficiency bound is independent
of the explicit formalism of polarizability, which can include the radiation correction and
magnetic polarizability.
The same system as discussed above can also operate as a heat pump, when one applies
an external torque onto the nanoparticle, such that the nanoparticle rotate at a frequency
above Ω0. With Ω > Ω0, one can show that the net heat flow goes from the cold side to the
hot side, and the efficiency of the heat pump approaches the Carnot limit at Ω→ Ω0, under
the same conditions as described by Eqs. (10) and (11).
It what follows we examine such heat engine in more details, by assuming that the sphere
is made of heavily doped semiconductor. A heavily doped semiconductor, in the presence of
an external magnetic field along the z-direction, has a permittivity described as[43]:
 =

∞ − ω
2
p(ω+iγ)
ω[(ω+iγ)2−ω2c ]
iω2pωc
ω[(ω+iγ)2−ω2c ]
− iω2pωc
ω[(ω+iγ)2−ω2c ] ∞ −
ω2p(ω+iγ)
ω[(ω+iγ)2−ω2c ]
zz
 (17)
where zz = ∞− ω
2
p
ω(ω+iγ)
. Below we refer to this model as the magnetized plasma model. With
this model, since Im zz(ω) 6= 0, the nanoparticle has a polarizability with Imαzz(ω) 6= 0,
thus such a particle cannot operate at Carnot limit. In order to bridge the Carnot efficiency
limit and the performance of more realistic materials, below we first consider a model that
has the same form of permittivity as Eq. (17) except for a frequency-independent and real
zz. Below for concreteness we set zz = 2, and ∞ = 1. One can create such a medium,
starting with a material with free-electron response only in the in-plane directions, and then
apply a magnetic field in the z-direction. Since in the absence of external magnetic field
such a material behaves as a hyperbolic material[44–46], below for brevity we refer to this
model as the magnetized hyperbolic model. The use of this model allows us on one hand
8to study how the efficiency approaches the Carnot limit as one varies the parameter of the
model, and on the other hand makes connection to the more realistic magnetized plasma
model that may be demonstrated experimentally.
We next show that the magnetized hyperbolic model, with the right choice of parameters,
can lead to an engine operating at the Carnot limit. For a spherical particle, its electric
polarizability is given by
α =
V
4pi
(
1
3
I3 + (− I3)−1)−1 (18)
where V is the volume of the sphere. For the magnetized hyperbolic model, we find that
g⊥(ω) =
V
4pi
9γωω2p
(ω2p − 3ω2 + 3ωωc)2 + (3ωγ)2
In the limit of γ → 0+ [47],
g⊥(ω) =
V ω2p
4
√
ω2c + 4ω
2
p/3
(δ(ω − ω1)− δ(ω + ω2)) (19)
where ω1 =
√
ω2c+4ω
2
p/3+ωc
2
and ω2 =
√
ω2c+4ω
2
p/3−ωc
2
. And therefore,
M = −s[(ω1 + Ω)3(n1(ω1)− n0(ω1 + Ω))
− (ω2 − Ω)3(n1(ω2)− n0(ω2 − Ω))
] (20)
P⊥ = s
[
(ω1 + Ω)
4(n1(ω1)− n0(ω1 + Ω))
+ (ω2 − Ω)4(n1(ω2)− n0(ω2 − Ω))
] (21)
where s =
V ~ω2p
3pic3
√
ω2c+4ω
2
p/3
. With a large ωc, the contributions from the two resonances at ω1
and ω2 can be very different, and hence the system can approach the condition of Eqs. (10-
11), where a single resonance peak dominates the response as is required for reaching the
Carnot limit.
For numerical simulations, we choose ωp = 10
14rad/s, and the radius of the sphere a =
100nm. In Fig. 2, we demonstrate that we can approach the Carnot efficiency with the
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FIG. 2. Various properties of the structure shown in Fig. 1 as a function of rotating frequency.
Here we assume ωc = 2ωp, γ = 0.0001ωp, a = 100nm. (a, c, e) T1=70K, T2=50K. (b, d, f) T1=50K,
T2=70K.
magnetized hyperbolic model. We choose ωc = 2ωp and γ = 0.0001ωp. In the left panel,
the temperatures are T1=70K and T0=50K; in the right panel, the temperatures are flipped,
that is, T1=50K and T0=70K. In Fig. 2(a, b), we plot the torque as a function of the rotation
frequency Ω. At Ω = 0, the torque is positive in Fig. 2(a) while negative in Fig. 2(b), so
that a particle that is initially stationary will start rotating in opposite directions. In either
case, the torque decreases as a function of the magnitude of the rotating frequency. The
frequency where the torque reaches zero defines the steady-state rotating frequency Ω0 of
the particle. For both cases of T1 > T2 and T1 < T2 there is a range of Ω for which MΩ > 0,
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FIG. 3. Various properties of the structure shown in Fig. 1 as a function of rotating frequency.
Here we assume T1=70K, T2=50K, a = 100nm. (a,c) ωc = 0.1ωp, γ = 0.0001ωp. (b,d) ωc = 2ωp,
γ = 0.1ωp.
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FIG. 4. (a) Torque versus rotation frequency. (b) Efficiency versus rotation frequency. Here we
assume a InSb nanosphere under static external magnetic field. The parameters are ∞ = 12.37,
ωp = 1.335 × 1014rad/s, ωc = 1.407 × 1013rad/s, γ = 1.922 × 1012rad/s, a = 100nm, T1=70K and
T2=50K.
11
and hence work is generated from the temperature gradient. In both Fig. 2(a) and (b), the
results of exact computation with Eqs. (6) and (7) agree well with low loss limit of Eqs. (20)
and (21).
In Fig. 2(c) and (d), we plot the mechanical and thermal power as a function of the
rotating frequency. Here, we separately plot the contributions from the two resonances at
ω1 and ω2. We see that the contribution from ω2 dominates while the contribution from
ω1 is negligible. At a large ωc there is a large difference between ω1 and ω2. With our
choice of temperatures only one of these resonances have significant thermal excitation.
Consequently, the system behavior approaches that as described by Eqs. (10) and (11). In
Fig. 2(e) and (f), we plot the numerically calculated efficiency. Comparing the efficiency
to the formula of Eq. (13) where we set ω0 = ω2, for both choices of temperatures we see
excellent agreement between the theory and the numerical results. The efficiency indeed
gets very close to the Carnot limit as Ω approaches the steady-state frequencies at either
cases. The power generated (Fig. 2(c) and (d)) goes towards zero as the efficiency approaches
Carnot limit. The efficiency η is zero at the steady-state frequency Ω0 because at Ω0 the
torque T is zero while the power Pˆ⊥ is positive due to the small but non-zero contribution
from the ω1 term, which is in contrary to Eq. (13) where both the torque and the power are
zero at the steady-state frequency.
The results of Fig. 2 demonstrate that a heat engine approaching Carnot efficiency can
be achieved using a sphere as described by the magnetized hyperbolic model in the limits
of large ωc and small γ. In Fig. 3, we consider the influence on the performance of such
heat engine as we deviate from such limits. Fig. 3(a) shows the efficiency in the case where
ωc is reduced to 0.1ωp whereas γ is maintained at 0.0001ωp. We see that the efficiency is
significantly reduced compared with the case shown in Fig. 2c, where ωc = 2ωp. In Fig. 3(c)
we show the radiated power and the mechanical power, separating the contributions from the
two resonances ω1 and ω2. In contrast to the case shown in Fig. 2e, here there are significant
contributions from both resonances. Their contributions to the mechanical power, however,
have opposite signs. And hence the total generated mechanical power and the efficiency is
far lower as compared with the case in Fig. 2.
Fig. 3(b) shows the case where ωc is maintained at 2ωp, while we increase γ to 0.1ωp.
The efficiency degrades from the ideal case, since the thermal emission is now over a broader
range of wavelengths. But the decrease in efficiency is not nearly as drastic as compared to
12
the case in Fig. 3(a). In Fig. 3(d), we plot the radiated power and the mechanical power
in this case, again separating the contributions from the two resonances ω1 and ω2. Here,
we integrate Eqs. (6) and (7) around the two resonances ω1 and ω2 to approximate their
individual contributions. We see that the contributions from ω2 remains dominant. To
reach an efficiency that is comparable to Carnot efficiency, a large ωc is therefore essential.
In the magnetized plasma model, ωc is proportional to the strength of the external magnetic
field, and measures the strength of non-reciprocity. Therefore, our results here indicate that
reciprocity-breaking is essential for the operating of such heat engine.
In connection with the behavior of such heat engine when the particle is described by
the magnetized hyperbolic model, we now consider the case where the particle is described
by the magnetized plasma model. In this case, we assume parameters ∞ = 12.37, ωp =
1.335 × 1014rad/s, ωc = 1.407 × 1013rad/s, γ = 1.922 × 1012rad/s, a = 100nm. These
parameters corresponds to n-doped InSb, with a dopant level of 1.4×1017/cm3, and under a
magnetic field of 2T[43]. We consider the case where T1=70K and T2=50K. Fig. 4(a) shows
the torque as a function of rotating frequency. We see similar behavior as the idealized case
of Fig. 2(a). And hence the system behaves as a heat engine. Compared with the idealized
case shown in Fig. 2, the torque and the efficiency decreases by 1 and 2 orders of magnitude,
respectively. This arises primarily due to the smaller strength of non-reciprocity, as well as
a broader linewidth of the resonance, in the InSb system, as we have discussed above in
Fig. 3. In addition, for this system P⊥ is no longer zero, and hence there are heat flows
from the particle to the environment which does not contribute to the torque, which further
decreases the efficiency. The impact of P⊥ is shown in Fig. 4(b), where we compare the
efficiency of the system η, with ηˆ for which the P⊥ is excluded. We also note that in this
case the efficiency peaks at a frequency substantially lower than the steady-state frequency
Ω0, since as Ω goes to Ω0 the mechanical power approaches zero but the radiative power
does not.
Concluding remarks. We demonstrate theoretically and numerically that a nanoparticle
made of gyrotropic media in vacuum can operate as a heat engine due to non-equilibrium
Casimir forces. We prove that the efficiency of such a heat engine is bound by the Carnot
limit. We also highlight the important considerations on material dielectric response in order
to approach the Carnot limit. In practice such an engine can be constructed using an InSb
nanoparticle under magnetic field, even though the efficiency for the InSb nanoparticle is
13
much smaller compared to the Carnot limit. Our theory also predicts that the InSb particle,
initially at rest, can reach a steady-state rotating frequency in the order of 1012rad/s due to
the torque from thermal fluctuations.
For a static nanoparticle with a size in the deep sub-wavelength regime, non-reciprocity in
its material dielectric response is necessary for the existence of the torque. Non-reciprocity
can be achieved with the use of external magnetic field, as we considered in this paper. As
an exciting alternative, one may consider using nanoparticles consisting of magnetic Weyl
semimetals, where there is a large intrinsic effective magnetic field that breaks reciprocity[48,
49]. Wavelength-scale objects comprised of reciprocal media can also experience a non-zero
torque out of thermal equilibrium[50] and hence should also operate as a heat engine. Our
work points to a new mechanism for harvesting thermal fluctuations.
This work is supported by the U. S. Defense Advanced Research Projects Agency
(DARPA) Agreement No. HR00112090080. S. F. acknowledges useful discussions with
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Supplementary Material
I. TORQUE ON A ROTATING GYROTROPIC PARTICLE
We follow Ref. [38, 39] and extend the results to a nanoparticle consisting of gyrotropic
materials.
For the nanoparticle shown in Fig. 1 of the main text, located at a position r0, the torque
along the rotation axis zˆ is
M =< p(t)× E(r0, t) > ·zˆ (1)
where p(t) is the fluctuating dipole moment, E(r0, t) is the fluctuating electric field. <>
denotes statistical ensemble average. Following Ref. [38, 39], we write
M =< pfl(t)× Eind(r0, t) + pind(t)× Efl(r0, t) > ·zˆ ≡Mp +ME (2)
where pfl is the dipole in the nanoparticle, Eind is the field generated by pfl, Efl is the field
generated by the fluctuation in the vacuum region, pind is the induced dipole moment in the
particle as generated by Efl. In the frequency domain, these quantities in Eq. (2) satisfy:
< pfl(ω)pfl(ω′) >= 4pi~δ(ω + ω′)
α(ω)− α†(ω)
2i
n1(ω) (3)
< Efl(r, ω)Efl(r′, ω′) >= 4pi~δ(ω + ω′)
G(r, r′, ω)−G(r′, r, ω)†
2i
n0(ω) (4)
Eind(r, ω) = G(r, r0, ω)p
fl(ω) (5)
pind(ω) = α(ω)Efl(r0, ω) (6)
where ni(ω) =
1
e~ω/(kBTi)−1 +
1
2
= −ni(−ω) with i ∈ [0, 1], G(r, r′, ω) is the free space Green’s
function and α is the frequency dependent electric polarizability of the particle which takes
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the form of
α =

αxx αxy 0
αyx αyy 0
0 0 αzz
 (7)
As in the main text, we denote the upper 2× 2 principal minor of the matrix α by α⊥, that
is, α⊥ = [αxx, αxy;αyx, αyy]. We expand α⊥ as
α⊥ = α0I2 + α1σx + α2σy + α3σz, (8)
where I2 is the 2×2 identity matrix and σx, σy, σz are the standard Pauli matrices. We have
α⊥ − α†⊥
2
= Im(α0)I2 + Im(α1)σx + Im(α2)σy + Im(α3)σz (9)
In Eq. (2)
Mp =< p
fl(t)× Eind(r0, t) > ·zˆ
=
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < pfl(ω)× Eind(r0, ω′) > ·zˆ
=
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < pfl(ω)×G(r0, r0, ω′)pfl(ω′) > ·zˆ.
(10)
Here, and for the rest of the paper we denote
∫
dω ≡ ∫∞−∞ dω. We note that
(A×B) · zˆ = Tr(A(SB)T ) (11)
where A and B are column vectors, and we define
S =

0 1 0
−1 0 0
0 0 0
 . (12)
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S satisfies ST = −S. We then have
Mp = −
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < G(r0, r0, ω)p
fl(ω)× pfl(ω′) > ·zˆ
= −Tr
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < G(r0, r0, ω)p
fl(ω)(Spfl(ω′))T >
= −Tr
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < G(r0, r0, ω)p
fl(ω)pfl(ω′)TST >
= Tr
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < G(r0, r0, ω)p
fl(ω)pfl(ω′)TS >
(13)
G(r0, r0, ω), S and are both 3× 3 matrices. We denote their upper 2× 2 principal minors
with a subscript ⊥. For instance, G⊥ = [Gxx, Gxy;Gyx, Gyy]. We also denote
p⊥(ω) =
px(ω)
py(ω)
 (14)
for both induced and fluctuating dipole moments. Since S is a block matrix with Szz = 0,
we have
Mp = Tr
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < G⊥(r0, r0, ω)p
fl
⊥ (ω)p
fl
⊥ (ω
′)TS⊥ > (15)
For a static particle, using Eq. (3),
Mp =
~
pi
Tr
∫
dωn1(ω)G⊥(r0, r0, ω)
α⊥(ω)− α†⊥(ω)
2i
S⊥ (16)
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Similarly, the ME term in Eq. (2) can be evaluated as:
ME =< p
ind(t)× Efl(r0, t) > ·zˆ
=
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < pind(ω)× Efl(r0, ω′) > ·zˆ
=
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < α(ω)Efl(r0, ω)× Efl(r0, ω′) > ·zˆ
= Tr
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < α(ω)Efl(r0, ω)E
fl(r0, ω
′)T > ST
= −Tr
∫∫
dωdω′
4pi2
e−i(ω+ω
′)t < α(ω)Efl(r0, ω)E
fl(r0, ω
′)TS >
= −~
pi
Tr
∫
dωn0(ω)α(ω)
G(r0, r0, ω)−G†(r0, r0, ω)
2i
S
= −~
pi
Tr
∫
dωn0(ω)α⊥(ω)
G⊥(r0, r0, ω)−G†⊥(r0, r0, ω)
2i
S⊥
(17)
We now consider the torque on a rotating gyrotropic particle. We assume that the particle
is rotating around the z-axis with an angular velocity Ω. Denote ω+ = ω+Ω and ω− = ω−Ω.
The dipole moment of the particle in the lab frame can be related to that in the co-rotating
frame via the Lorentz transformation as:
pz(ω) = p
′
z(ω) (18)
and
px(ω)
py(ω)
 = 1
2
 1 i
−i 1
p′x(ω+)
p′y(ω+)
+ 1
2
1 −i
i 1
p′x(ω−)
p′y(ω−)
 (19)
Similarly, the electric fields in the lab frame (the un-primed quantities) and the co-rotating
frame (the primed quantities) are related as:
Ez(ω) = E
′
z(ω) (20)
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E ′x(ω)
E ′y(ω)
 = 1
2
1 −i
i 1
Ex(ω+)
Ey(ω+)
+ 1
2
 1 i
−i 1
Ex(ω−)
Ey(ω−)
 (21)
Hence, in the lab frame,px(ω)
py(ω)
 = 1
2
 1 i
−i 1
α⊥(ω+)
E ′x(ω+)
E ′y(ω+)
+ 1
2
1 −i
i 1
α⊥(ω−)
E ′x(ω−)
E ′y(ω−)

=
1
2
 1 i
−i 1
α⊥(ω+)
Ex(ω)
Ey(ω)
+ 1
2
1 −i
i 1
α⊥(ω−)
Ex(ω)
Ey(ω)
 (22)
where we have used Eq. (21) and
 1 ±i
∓i 1
 1 ±i
∓i 1
 = 2
 1 ±i
∓i 1
 ,
 1 ±i
∓i 1
 1 ∓i
±i 1
 = 0 (23)
We can then define an effective polarizability αeff⊥ as
αeff⊥ (ω) =
1
2
 1 i
−i 1
α⊥(ω+) + 1
2
1 −i
i 1
α⊥(ω−) (24)
We first compute the Mp term in Eq. (2) for the rotating particle. In Eq. (15),
< pfl⊥ (ω)p
fl
⊥ (ω
′)T >=< [
1
2
 1 i
−i 1
p′flx (ω+)
p′fly (ω+)
+ 1
2
1 −i
i 1
p′flx (ω−)
p′fly (ω−)
]
[
1
2
(
p′flx (ω
′
+) p
′fl
y (ω
′
+)
)1 −i
i 1
+ 1
2
(
p′flx (ω
′
−) p
′fl
y (ω
′
−)
) 1 i
−i 1
] >
= 2pi~[δ(ω+ + ω′+)n1(ω+)(Im(α1(ω+))(I − σy)σx + Im(α3(ω+))(I − σy)σz)
+ δ(ω− + ω′−)n1(ω−)(Im(α1(ω−))(I + σy)σx + Im(α3(ω−))(I + σy)σz)
+ δ(ω+ + ω
′
−)n1(ω+)(Im(α0(ω+))− Im(α2(ω+)))(I − σy)
+ δ(ω− + ω′+)n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))(I + σy)]
(25)
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Plugging Eq. (25) into Eq. (15), and noting that S⊥ = iσy, we have
Mp =
i~
2pi
Tr
∫∫
dωdω′e−i(ω+ω
′)tG⊥(r0, r0, ω)
[δ(ω+ + ω
′
−)n1(ω+)(Im(α0(ω+))− Im(α2(ω+)))(σy − I)
+ δ(ω− + ω′+)n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))(I + σy)]
=
i~
2pi
Tr
∫
dωG⊥(r0, r0, ω)
[n1(ω+)(Im(α2(ω+))− Im(α0(ω+))) + n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))]
where in the first equality, the δ(ω+ + ω
′
+) and δ(ω− + ω
′
−) terms in Eq. (25) are oscillating
in time and are averaged to be zero, in the second equality the σy term does not contribute
to the trace since G⊥(r0, r0, ω) is symmetric and σy is anti-symmetric.
Further, from the parity property
G(r0, r0, ω) = G
∗(r0, r0,−ω), Imα0(ω) = − Imα0(−ω), Imα2(ω) = Imα2(−ω), (26)
and ni(ω) = −ni(−ω) (i ∈ [0, 1]), we find that
Mp =
~
pi
Tr
∫ ∞
0
dω Im(G⊥(r0, r0, ω))
[n1(ω+)(Im(α0(ω+))− Im(α2(ω+)))− n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))]
=
4~
3pic3
∫ ∞
0
dωω3
[n1(ω+)(Im(α0(ω+))− Im(α2(ω+)))− n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))]
(27)
where we have used that
Im(G⊥(r0, r0, ω)) =
2ω3
3c3
I2 (28)
with I2 being the 2× 2 identity matrix.
We next compute the ME term in Eq. (2) for a rotating particle. From Eqs. (17) and
22
(24), noting that S⊥ = iσy, we have
ME = − i~
2pi
Tr
∫
dωn0(ω)[(σy − I)α(ω+) + (σy + I)α(ω−)] Im(G⊥(r0, r0, ω))
= − i~
2pi
Tr
∫
dωn0(ω)(α2(ω+)− α0(ω+) + α2(ω−) + α0(ω−)) Im(G⊥(r0, r0, ω))
(29)
With Eqs. (26) and (28),
ME =
4~
3pic3
∫ ∞
0
dωω3n0(ω)(Im(α2(ω+))− Im(α0(ω+)) + Im(α2(ω−)) + Im(α0(ω−))) (30)
We now compute the total torque M = Mp +ME.
M =− 4~
3pic3
∫ ∞
0
dωω3 Im(α0(ω−))(n1(ω−)− n0(ω))
+
4~
3pic3
∫ ∞
0
dωω3 Im(α0(ω+))(n1(ω+)− n0(ω))
− 4~
3pic3
∫ ∞
0
dωω3 Im(α2(ω−))(n1(ω−)− n0(ω))
− 4~
3pic3
∫ ∞
0
dωω3 Im(α2(ω+))(n1(ω+)− n0(ω))
(31)
By playing with the integration limits,
M = − 4~
3pic3
∫ ∞
−∞
dωω3(Im(α0(ω−)) + Im(α2(ω−)))(n1(ω−)− n0(ω)) (32)
II. RADIATION POWER
The power radiated by the particle is
P = − < Eind(r0, t) · ∂p
fl(t)
∂t
> − < Efl(r0, t) · ∂p
ind(t)
∂t
>≡ Pp + PE (33)
Here we first compute the radiated power P⊥ from the dipole components in the x-y
plane.
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P⊥p = − < Eind⊥ (t) ·
∂pfl⊥ (t)
∂t
>
= Tr
∫∫ ∞
−∞
dωdω′
4pi2
e−i(ω+ω
′)t(iω′)G⊥(r0, r0, ω) < p
fl
⊥ (ω)(p
fl
⊥ (ω
′))T >
(34)
Plugging Eq. (25) into Eq. (34), we have
P⊥p = − i~
2pi
Tr
∫ ∞
−∞
dωωG⊥(r0, r0, ω)[n1(ω+)(Im(α0(ω+))− Im(α2(ω+)))(I − σy)
+ n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))(I + σy)]
= − i~
2pi
Tr
∫ ∞
−∞
dωωG(r0, r0, ω)[n1(ω+)(Im(α0(ω+))− Im(α2(ω+)))
+ n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))]
(35)
With the parity property Eq. (26),
P⊥p =
~
pi
Tr
∫ ∞
0
dωω ImG(r0, r0, ω)[n1(ω+)(Im(α0(ω+))− Im(α2(ω+)))
+ n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))]
=
4~
3pic3
∫ ∞
0
dωω4[n1(ω+)(Im(α0(ω+))− Im(α2(ω+)))
+ n1(ω−)(Im(α0(ω−)) + Im(α2(ω−)))]
(36)
We now compute p⊥E, we have
p⊥E = − < Efl⊥ (r0, t) ·
∂pind⊥ (t)
∂t
>
= Tr
∫∫ ∞
−∞
dωdω′
4pi2
e−i(ω+ω
′)t(iω′)Efl⊥ (r0, ω)(p
ind
⊥ (ω
′))T
= Tr
∫∫ ∞
−∞
dωdω′
4pi2
e−i(ω+ω
′)t(iω′)Efl⊥ (r0, ω)(α
eff (ω′)Efl⊥ (r0, ω
′))T
= Tr
∫∫ ∞
−∞
dωdω′
4pi2
e−i(ω+ω
′)t(iω′)Efl(r0, ω)(Efl(r0, ω′))T (α
eff
⊥ (ω
′))T
(37)
Plugging Eq. (24) to Eq. (37), using Eq. (4), and noting that αeff⊥ (−ω) = (αeff⊥ (ω))∗, we
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have
pradE = −
2i~
3pic3
Tr
∫ ∞
−∞
dωω4n0(ω)(α
eff (ω))†
= − i~
3pic3
Tr
∫ ∞
−∞
dωω4n0(ω)[(1− σy)α†(ω+) + (1 + σy)α†(ω−)]
= − 2i~
3pic3
Tr
∫ ∞
−∞
dωω4n0(ω)(α
∗
0(ω+)− α∗2(ω+) + α∗0(ω−) + α∗2(ω−))
= − 4~
3pic3
∫ ∞
0
dωω4n0(ω)(Imα0(ω+)− Imα2(ω+) + Imα0(ω−) + Imα2(ω−))
(38)
We now compute the total P⊥.
P⊥ = P⊥p + P⊥E
=
4~
3pic3
∫ ∞
0
dωω4 Imα0(ω−)(n1(ω−)− n0(ω))
+
4~
3pic3
∫ ∞
0
dωω4 Imα0(ω+)(n1(ω+)− n0(ω))
+
4~
3pic3
∫ ∞
0
dωω4 Imα2(ω−)(n1(ω−)− n0(ω))
− 4~
3pic3
∫ ∞
0
dωω4 Imα2(ω+)(n1(ω+)− n0(ω))
(39)
By playing with the integral limits, we have
P⊥ =
4~
3pic3
∫ ∞
−∞
dωω4(Im(α0(ω−)) + Im(α2(ω−)))(n1(ω−)− n0(ω)) (40)
Likewise, the radiated power from the dipole along the z-direction can be found to be [38, 39]
P‖ =
2~
3pic3
∫ ∞
−∞
dωω4 Imαzz(ω)(n1(ω)− n0(ω)) (41)
III. PROOF OF ωg⊥(ω) ≥ 0
The polarizability α is a linear response function of a static and passive system. Hence
ωα(ω)−α
†(ω)
2
must be a semi-positive definite matrix. Its principle minor
ω
α⊥(ω)− α†⊥(ω)
2
= ω(Im(α0)I + Im(α1)σx + Im(α2)σy + Im(α3)σz) (42)
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The determinant of this matrix must be non-negative,
ω2(Im2(α0)− Im2(α1)− Im2(α2)− Im2(α3)) ≥ 0 (43)
Also, the first diagonal element of the matrix must be non-negative,
ω(Im(α0) + Im(α3)) ≥ 0. (44)
Combining Eqs. (43) and (44), we have
ω(Im(α0) + Im(αi)) ≥ 0, i = 1, 2, 3. (45)
In particular,
ωg⊥(ω) = ω(Im(α0) + Im(α2)) ≥ 0. (46)
IV. LOW LOSS LIMIT
For a nanoparticle with a dielectric permittivity as described by Eq. (17) of the main text
with ∞ = 1, zz = 2, its polarizability α has the form:
Im(α0 + α2) =
9γωω2p
(ω2p − 3ω2 + 3ωωc)2 + (3ωγ)2
(47)
ω2p − 3ω2 + 3ωωc = 0 has two roots,
ω01,02 =
3ωc ±
√
9ω2c + 12ω
2
p
6
(48)
In the limit γ → 0,
Im(α0 + α2) = piδ(ω − ω01)
ω2p
2ω01 − ωc + piδ(ω − ω02)
ω2p
2ω02 − ωc
=
3piω2p√
9ω2c + 12ω
2
p
(δ(ω − ω01)− δ(ω − ω02))
(49)
In the main text, we use ω1 = ω01 and ω2 = −ω02.
