When designing radar, mobile, or satellite communication systems, optimization problems often come out and need to be handled to accomplish certain requirements. Polyphase code design and circular antenna array design problems are considered in this paper. To deal with the two problems, a novel artificial bee colony (ABC) algorithm is proposed. A population reduction method is used in the proposed algorithm. Large population is initially set for exploration search, while population is reduced to a small one for exploitation search. Moreover, a new boundary repair method is proposed to amend the candidate solutions that violate boundary constraints. It hybridizes four popularly used repair methods in literature. The resulting algorithm is called population reduction and hybrid repair ABC (PRHRABC). Experiments are conducted on the two design problems. Results show that PRHRABC presents promising performance in dealing with the problems compared with standard and a state-of-the-art ABC algorithms.
Introduction
In the design of radar, mobile, or satellite communication systems, optimization problems are usually involved to accomplish certain requirements [1] [2] [3] [4] . One example is pulse compression in the radar system design, in which a key issue is to choose appropriate waveform. Polyphase code is an effective method that could do pulse compression. The advantages of this method are their lower side lobes in the compressed signal and easier implementation of digital processing methods. Dukic and Dobrosavljevic [1] modeled the compression problem as a min-max nonlinear non-convex optimization problem. This problem was verified to be a multimodal one with numerous local optima. Another example is the design of circular shaped antenna array. This problem considers N antenna elements placed on a circle of radius r in the x-y plane. All elements constitute a circular antenna array. The objective is to suppress side lobes, minimize beamwidth, and accomplish null control at desired directions by varying current and phase excitations of antenna elements [5] .
The aforementioned problems are difficult to handle, and effective algorithms are in great demand. This paper proposes a novel algorithm based on artificial bee colony (ABC) paradigm. ABC contains three bee groups: employed bees, onlooker bees, and scout bees. The initial food sources are supposed to be found by scout bees. Employed and onlooker bees then exploits the food sources in sequence until some food sources become exhausted. Scout bees are sent out exploring new food source in place of exhausted sources. In standard ABC, the number of employed bees is equal to that of onlooker bees. A population reduction method is used in the proposed algorithm. The purpose of this method is to assist explorative search by keeping a large population in the former evolutionary stage and turn to a small population for promoting exploitative search in the latter evolutionary stage. Moreover, a new boundary repair method is proposed to hybridize four commonly used repair methods in literature.
Standard artificial bee colony algorithm
This section describes standard ABC algorithm under the assumption that optimization problem is a minimization.
Maximization problem can be transformed to minimization by taking the negative.
Initially, a population is randomly created within the search space . The size of population is denoted as N p . Each solution in population is considered as a food source for honey bees. Besides the evaluation of initialized solutions, their associated fitness values are calculated as follows:
where f (x i ) is the function value of solution
Employed bee phase. A swarm of employed bees is sent out to search around food sources for making honey. Usually, the number of employed bees is equal to N p so that one employed bee searches one food source. Candidate solution v i produced by employed bee i is implemented by:
where
is a random integer and D is the number of variables. x i and x r1 are different solutions of population. After evaluating v i , a greedy selection is implemented between v i and x i as follows.
Onlooker bee phase. A swarm of N p onlooker bees is sent out. Different from employed bees, an onlooker bee chooses a food source depending on the quality/goodness of that food source. High-quality food sources would attract more onlooker bees, while low quality sources have small chances to be searched. The quality of food sources can be defined according to the fitness of solutions. This behavior is realized by firstly calculating a probability value for each solution, then using roulette wheel selection method to choose a food source. The probability of x i is calculated by the following equation:
After choosing a food source, an onlooker bee produces a modification following (2) . Then, a greedy selection is performed between the newly produced solution and the old one.
Scout bee phase. If a food source has been searched for a long time, its nectar amount would not decrease and it might be abandoned by honey bees. In this case, scout bees are send out exploring for new food sources. In standard ABC, a parameter called limit is set to determine if a food source should be abandoned. The abandoned solution is replaced by a randomly created solution. Note that the number that a solution (food source) is searched but not improved is counted as follows:
. (5) Clearly, standard ABC includes two parameters: N p and limit. The impact of both parameters on the algorithm has been studied on a set of benchmark functions. Studies show that the proper setting of both parameters depends on the characteristics of application problem [6, 7] . Parameter limit is not sensitive to the difficulty of problems; limit = 0.5NpD could solve many benchmark functions and thus becomes default setting [6, 8] .
In standard ABC, both employed bees and onlooker bees use formula (2) . This formula could not fully reflect the behavior of onlooker bees. A new formula is introduced in quick ABC (qABC) algorithm for mimicking the behavior of onlooker bees [9] . 
Then, the neighbor of x i is defined as the set of solutions with distance d(i, m) = r × md i . Parameter r is "neighborhood radius". When r = 0, qABC becomes standard ABC. Experimental results show that qABC improves the convergence performance of stand ABC when r is properly set. Note that r is suggested to be 1 in qABC [9] .
Population reduction and boundary repair methods

Population reduction method
The mapping of algorithmic parameter and application problem can be expressed as:
where A represents the problem attributes; S is the evolutionary state of algorithm; N cur p is the size of current population. Mapping g is very hard to quantify and is simplified as follows. Consider two problem attributes D and a fixed-budget termination condition. Termination budget is the maximum number of function evaluations (MFE). Based on the search scope, evolutionary status of an algorithm could be divided into exploration, intermediate, and exploitation. Initial population size N init p has to be set so that formula (8) could start working. N init p is related with D by N init p = 4D. A decreasing step function is taken to approximate g as shown in Fig. 1 . The step function is expressed as:
As in (9), MFE is evenly split into three evolutionary stages. In exploration stage, a large population size is used so that the algorithm could perform global search. Then, population size is reduced to half; solutions with high fitness are kept and those with low fitness are discarded. By doing this, elitist solutions survive. In exploitation stage, N p is equal to one forth of N init p . Algorithm could search around good solutions and perform local search to attain a promising solution.
Rather than existing researches on algorithmic parameter control methods [8, 10] , the proposed population size reduction method could adapt parameters to handle problems with different budget without the interface of users.
Boundary repair method
Recent study proves that boundary repair methods have great impact on the performance of evolutionary algorithms [11] . Popularly used repair methods in literature include reinitialization, projection, resampling, conservatism, wrapping, reflection, and parent medium [11, 12] .
Inspired by previous researches of various repair methods, a new scheme is proposed which is a hybrid of four repair methods: reinitialization, resampling, projection, and parent medium as shown in Fig. 2 . In this figure, Par(v i ) is the parent of candidate solution v i , rnd ∈ (0, 1) Fig. 1 A population size reduction method is a random number. Since resampling is firstly recommended, an infeasible candidate solution is repaired first using resampling. However, the computational cost of resampling method cannot be guaranteed. In the worst case, an infinite loop happens if none of the combinations produces a feasible solution. In our implementation, resampling is performed three times at most. For example, if v i,g is infeasible using (2) or (6), two parents x r1,g and x r2,g are resampled no more than three times; if a feasible vector is generated, then repair step is finished and turn to proceed the next individual; otherwise, turn to the following steps.
If v i,g is infeasible and its associated parent lies in the boundary of search space, reinitialization method is applied. Because in this case, both projection and parent medium methods are the same and cannot generate new gradients, reinitialization instead can create new elements and diversify population. If vector v i,g is infeasible and its associated parent is feasible but not in boundary, then projection and parent medium methods have equal chance to be selected. Because both methods are good choices, i.e., projection is the second choice and parent medium is suggested in [13] , hence each method is assigned a probability 0.5 to be chosen for execution.
The proposed algorithm
Population size reduction and boundary repair methods are attached with qABC [9] , which is a better imitation of the behavior of honey bees. The resulting algorithm is called population reduction and hybrid repair ABC (PRHRABC). The pseudo code of the algorithm is shown in Algorithm 1. 5: send out employed bees by (2); 6: repair infeasible candidate solutions; 7: evaluate candidate solutions and their fitness by (1); 8: do greedy selection by (3) and update l i by (5); 9: send out onlooker bees depending on their nectar amounts by (4); 10: repair infeasible candidate solutions; 11: evaluate candidate solutions and their fitness by (1); 12: do greedy selection by (3) and update l i by (5); 13: send out scout bees if l i reaches limit; 14: evaluate candidate solutions and their fitness by (1); 15: reset l i to 0; 16: update N p by (9); 17: until termination criteria are met 
Algorithm 1 Pseudo code of the PRHRABC algorithm
Require: f (·), MFE, D, x min , x max , N p = N init p , limit
Experimental evaluation and analysis
In this section, the proposed algorithm is applied to deal with a polyphase code design and a circular shaped antenna array design problems.
Polyphase code design is often built as a min-max nonconvex continuous optimization problem as shown in (10) . This model is based on the attributes of aperiodic autocorrelation function and the assumption of coherent radar pulse processing in the receiver [1, 14] . This model contains numerous local optima which makes it difficult to solve.
where m = 2D − 1. In this model, variables correspond to the differences of symmetrized phase. The function objective is to minimize the biggest module amongst the samples of autocorrelation function. In this experiment, problem dimension is set to D = 20, which is larger than existing studies [14, 15] .
As to antenna array design, suppose we consider N antenna elements spread on a circle of radius r in the xy plane. The N elements constitutes a circular antenna array. The current I and phase excitations of all elements are varied in order to suppress side lobes, minimize beamwidth, and accomplish null control at desired directions. This problem is modeled as follows [16] :
where N = 12, num ∈[ 50, 120] is the number of null control directions, ϕ 0 is the maximum radiation direction, ϕ des = 180 o , I n and β n are respectively the current and phase excitation of element n. In this model, I n and β n are variables.
Experimental configuration
PRHRABC and qABC as well as standard ABC are chosen for experiment. The parameter setting for qABC is N p = 25, limit = 0.5 N p D, and r = 1 as suggested in [6, 7, 9] . For PRHRABC, N init p is set to 4D, limit = 0.5N p D, and r = 1. For standard ABC, N p = 25, limit = 0.5 N p D. All algorithms are implemented in Matlab and simulated on a PC with 3.4-GHz four-core CPU and 4 GB of memory. Each problem is conducted 25 independent runs with MFE = 50,000. The source code of PRHRABC can be obtained from the first author upon request.
Experimental results
The experimental results are shown in Table 1 . This table presents the best function values in four kinds of statistics, which are best, median (med), worst, and standard deviation (std). For both polyphase code design and antenna array design problems, PRHRABC obtains better results than qABC and ABC. To gain a statistical view of the Fig. 3 . It is plotted as the median best objective function value found over 25 trials. From the beginning to 14,000 function evaluations (FEs), the performance of the two algorithms is difficult to judge because the convergence lead changes several times. After 14,000 FEs, the proposed PRHRABC attains better solution than qABC and leads the evolutionary process until the end. Thus, the proposed algorithm shows good performance to deal with optimization problems in system designs.
Conclusions
Optimization problems widely exist in radar, mobile, and communication system designs. These problems are featured with multidimension, numerous local optima, or even NP-hard. Based on the artificial bee colony (ABC) paradigm, this paper proposes a population reduction method and a boundary repair method. Different from previous researches on algorithmic parameter control, the proposed method could adapt parameters to handle problems with different budget setting without the interaction of users. Moreover, a hybrid boundary repair method is used to enhance the reliability of algorithm.
The proposed algorithm is tested on a polyphase code design and a circular shaped antenna array design problems. Standard ABC and quick ABC (qABC), which is a state of the art ABC variant, are chosen as benchmark baselines. Experimental results show that the proposed algorithm significantly outperforms qABC and standard ABC for tackling the two problems. This suggests that the novel algorithm is a good one to solve optimization problems in radar, mobile, and communication system designs.
