Abstract Highly parallel processors call for high bandwidth register access. One solution is to use multi-port register files. However, such register files are expensive in terms of chip area and their access time can lower the maximum clock frequency of the processor. Therefore, partitioning the multi-port register file to several smaller register files with less ports is preferred. In this paper, the partitioning of the register file is studied and the problem is formalized into such a form that constraint programming paradigm can be used to search for applicable register file partitionings. With the aid of the proposed method, applicable register file partitions with no performance penalty can be found and the inherent drawbacks of multi-port register file can be avoided.
I. INTRODUCTION
Dividing the multi-port monolithic register file (RF) into several smaller RFs having only one or few read or write ports leads to significant savings both in chip area and power consumption and shortens the access time of the registers. Thus, partitioned RF is a preferred design choice for highly parallel processor architectures. For these reasons, in addition to register assignment, also the mapping of registers into separate RFs must be considered. The RF partitioning should not decrease the bandwidth of the register access and it should not require more RFs than necessary.
The problem of register assignment with single monolithic multi-port RF is a well studied area. The purpose of register assignment is to map variables or intermediate values of the program to registers. Typically, the assignment is expressed as a graph coloring problem [1] [2] . However, application specific instruction set processors (ASIP) or very long instruction word processors (VLIW) can be capable of such an extensive parallelism that monolithic multi-port RF becomes too complex. With large number of ports, chip area grows linearly with the number of registers and quadratically with the number of ports [3] . RFs have also great effect on the energy consumption of the processor [4] . RFs must have less ports and, therefore, the processor architecture must possess limited connectivity [5] . Yet another possible optimizations are to divide RF in hierarchical manner according to the frequency of the register accesses [6] or to enhance RF partitioning with value cloning, i.e., the same value is kept in several RFs to enable prompt access to the value [7] . {ceshen, ssb}@aeng.umd.edu
In this study, the register file partitioning for customizable highly parallel processors is considered. For example, the method can be applied on VLIW processors. It is assumed that the processor is tailored according to the application program. In this case, a suitable RF partitioning can be applied when the processor is generated. As an example case, the proposed method is applied on transport triggered architecture (TTA) processor [8] [9]. On the contrary to register assignment techniques targeted directly for partitioned RFs [10] , our approach is to have RF mapping as an extra step after the register assignment. The compiler can assume monolithic RF with unlimited number of ports which is convenient if a simple compiler is used. After the compiler has made register assignments, which minimizes the number of required registers, the mapping of symbolic registers to RFs is carried out. This mapping of registers to RFs is studied in this paper. Register assignment to multiple RFs in loops is studied in [10] . In our approach, the initial assignment of intermediate values to symbolic registers remains untouched. Thus, the proposed method is immune to the loops.
In the proposed approach, the core technique of solving the register to RF mapping is based on constraint programming (CP) [11] . Like in register assignment problem, we describe applying partitioned RFs also as a graph coloring problem. Partitioned RFs are targeted also in [12] where vertical and horizontal distribution enhanced with heuristics are applied and only a slight performance degradation is reported. Heuristics and graph presentation are also used in [13] but the graph has different semantics than in our problem description.
In the proposed method, the problem is described in such a way that the constraints of the RF partitioning can be taken into account in a convenient way. The method is exemplified with two realistic functions, the innermost loop of the fast Fourier transform (FFT) and the inner product. As a result, applicable RFs partitionings can be found and the required bandwidth of the register accesses is preserved. Due to the conflict free access, there is no performance degradation but all the obvious advantages of partitioned RFs are obtained.
II. RF PARTITIONING PROBLEM DESCRIPTION
In order to fully exploit the available computation units in highly parallel processors, the operands must be fetched and 1-4244-0622-6/06/$20.00 ©2006 IEEE. the results passed without stalls. Therefore, multiple parallel register accesses are required. In Fig. l(a) an example of accessing seven registers is shown. The goal of RF partitioning in the example in Fig. 1 is to map registers rl,...., r7 to RFs so that at maximum one read access and one write access per RF takes place during each of the instructions. It is assumed that the same register can be accessed simultaneously through the same port. Thus, the compiler is allowed to generate instructions like add rl, rl, rl. Both of these assumptions are satisfied with the targeted TTA processor. One of the possible solutions of the example problem is shown in Fig. l(b) . However, the complexity of the solution space increases rapidly with the problem size, and the problem is in general NP hard.
III. PARTITIONING WITH CP
Mapping of registers to RFs can be formalized as constraint satisfaction problem. It can be also noted that the problem without register file size restrictions can be defined as graph coloring problem.
A. RF Partitioning as Graph Coloring Problem
In graph coloring problem, a coloring is solved for a graph consisting of vertices V and edges E. The coloring must follow a rule such that for each vertex pair (Vi, Vj) connected by an edge Ejj the colors of the vertices Vi and Vj must be distinct. In other words, any of the neighboring vertices, i.e., vertices connected with single edge, must not have the same color. Naturally, there can be several feasible colorings and the number of used colors should be minimum.
The example problem in Fig. 1 can be expressed as a colored graph so that registers are described as vertices. Two vertices are connected with an edge if they are read simultaneously or written simultaneously. A colored graph of the previous example is presented in Fig. 2 . In the figure, there is a one to one mapping of colors red, blue, and green to RFs 0, 1, and 2. For an arbitrary graph, the coloring problem is NP-hard. Due to the complexity, heuristic methods like, e.g., Brelaz's algorithm [14] , can be applied for large problems. On the contrary to the presentation in Fig. 2 , a graph where edges connect destination and source registers of atomic operations is used in [13] . application areas and many of them in the operation research field. Constraint satisfaction problem is defined as:
* variable set X = {X XX2: X3. * * Xnb}.
* domains, i.e., finite sets of allowed values, Di for each variable xi, and * constraint set, which limit the values that variables can have simultaneously. The constraint can be given as any expression which can be evaluated to Boolean value and whose argument is some set of assigned variables. The values in domain can be any symbols and each variable can have a domain of its own. After the problem is described, a solver is used to find a feasible solution. The CP is not an optimization method since there is no cost function to minimize. In practice, the main programming effort of the CP is spent in describing the problem. The way how the problem is described effects heavily on the computation time of the solver. There exist many solving strategies [11] . In this work simple backtracking is used to search a feasible solution.
Backtracking solver assigns values to the variables one by one. After assignment, all the constraints, which are functions of variables assigned so far, are checked. If some of the constraint is violated, the most recently assigned value is changed to the next value in its domain. If all the values in domain are tried, the algorithm backtracks to the last assigned variable which still has alternative values to try. The algorithm does not assign values to all of the variables at once. Instead, it proceeds with partial assignment, which is extended in each forward step. In backtracking, assigned variable becomes unassigned until they get new values in the forward steps.
Naturally, the problem must be of moderate size due to the simple solving strategy. For efficiency, the constraints should be functions of as few variables as possible. A violated constraint of several variables does not indicate clearly enough which assignment has caused the violation. If the problem has no solution, whole multidimensional space of all the partially feasible solutions is traversed. Thus, the CP lends itself to the problems which have several solutions but it is enough to obtain only one feasible solution.
C. RF Partitioning as Constraint Satisfaction Problem
With the previous definition of the constraint satisfaction problem, the RF partitioning problem without RF size limitations can be defined with the variables, domains and There is a clear analogy between the RF partitioning problem and the graph coloring problem in Fig. 2 
D. Application on FFT and Inner Product Functions
The proposed method is applied as follows. First, the C programs are compiled and scheduled to use monolithic RF. The first step generates parallel assembly code as a result. Next, the parallel assembly code is fed to a utility program that extracts parallel register read and write accesses of each instruction. This information is fed to the solver program which forms the problem, solves it, and proposes RF partitioning.
The RF partitioning method is applied to the innermost loop of the 1024-point radix-4 FFT and to the inner product. Both software pipelined and non-pipelined versions of the FFT are experimented. The applied partitioning uses the first presented RFD domain. The FFT in Fig. 3 uses monolithic RF and special function units (SFU) for complex addition and multiplication, address generation, and coefficient generation. The proposed method is applied to generate RF partitioning based on the parallel register accesses in the Fig. 3 . Similar program flow of the inner product is shown in Fig. 4 .
In Table I 
