A growing literature explores differences in subjective well-being across demographic groups, often relying on surveys with high nonresponse rates. By using the reported number of call attempts made to participants in the University of Michigan's Surveys of Consumers, we show that comparisons among easy-to-reach respondents differ from comparisons among hard-to-reach ones. Notably, easy-to-reach women are happier than easy-to-reach men, but hard-to-reach men are happier than hard-to-reach women, and conclusions of a survey could reverse with more attempted calls. Better alternatives to comparing group sample averages might include putting greater weight on hard-to-reach respondents or even extrapolating trends in responses.
Introduction
In the literature studying the determinants of subjective well-being, much of the evidence is based on surveys with significant and growing nonresponse rates.
1 Except for some checks, such as verifying that the demographics of respondents match the general population, happiness researchers have for the most part had to live with the potential selection bias. This paper takes advantage of a variable collected in a prominent telephone survey-the University of Michigan's "Surveys of Consumers" (SOC)-to shed some light on the existence and nature of such selection bias, as well as on a potential way of mitigating it.
In particular, the SOC records how many call attempts it took to reach each respondent who completed the survey; the median in our sample is 5 attempts, and 10% of the respondents were reached after more than 20 attempts. We show that happiness levels compare differently across commonly studied demographic groups among the easy-to-reach vs.
the difficult-to-reach. For instance, the more attempts it took to reach child-free people below the median age, the higher their reported happiness is. The same is true for neither those of the same age group who have children nor for those above median age. Such group-differentiated gradients suggest that conclusions based on surveys with less complete or (more importantly) more complete data would systematically differ from those based on the SOC. They also indicate a potentially better approach to estimating population group differences than the current practice of comparing sample averages.
Our most striking results are between men and women, a cross-group comparison that has received much attention recently. The answer to the yes/no happiness question we use varies relatively little across demographics or call attempts, with 85.5% of respondents reporting happy (among the top and bottom income halves, 88.8% and 81.8% report happy). Easy-toreach men are about as happy as easy-to-reach women without controlling for covariatesamong the easiest-to-reach 30% of our respondents, 86.2% of men and 85.7% of women are happy-and are 1.3 points less happy than women when controlling for covariates. But 1 Response rates in large surveys vary by survey methodology. Recent response rates in the General Social Survey-a personal visit survey-have been slightly above 70%. Response rates in the Gallup-Healthways Well-Being Index-a daily telephone survey-have been around 31%. Recent response rates in the data we use in this paper lie roughly half way between these two figures. See Curtin, Presser, and Singer (2005) for a discussion of the increasing trends in nonresponse in recent years.
among the hardest-to-reach 30% of respondents, men are 4.1 and 2.3 points happier than women, respectively, without and with controls.
2 This implies that a hypothetical survey that replicated the SOC's first two call attempts without further attempts would conclude, with the usual controls, that women are 1.3 percentage points happier than men. The actual survey concludes that men are 0.6 points happier than women. 3 Finally, assuming that those who were not reached in the SOC are similar to the harder-to-reach 50% of those reachedan assumption we discuss below-a hypothetical survey that reached the entire respondent pool would conclude that men are roughly 1.0 points happier than women.
In Section 2, we discuss our approach. Long-standing literatures in statistics and in survey methodology have explored how to use response-difficulty patterns for making inferences about non-respondents. Statistical models have been developed using the basic presumption that motivates our interpretation of the data: with differences in answering propensities across groups, the average unreached member of a group may be more similar to the average difficult-to-reach than to the average easy-to-reach. While a related intuition underlies, for example, economists' data-collection strategies for reducing potential attrition bias in panel surveys, we know of no papers that use our approach either within economics or within happiness research. We also discuss empirical work by Curtin, Presser, and Singer (2000) , who use the number-of-calls variable in the SOC to study potential effects on the Index of Consumer Sentiment of the increasing difficulty, over the years, of reaching respondents.
They find that sentiments among difficult-to-reach respondents are more positive than among easy-to-reach respondents, but conclude that this is unlikely to be problematic in the context of typical uses of the Index. Although this and related papers never studied-and hence, never ruled out the possibility of-group-differentiated effects such as those we demonstrate, they have been repeatedly cited as comfort that selection bias may not be a big concern in surveys on happiness and other topics. We conclude Section 2 with a simple theoretical example illustrating how the standard practice of comparing group averages could yield the wrong conclusions-and how using difficulty-of-reaching paradata could help identify the 2 These are differences in percentages responding "Yes" to the happiness question. Regressing the binary happiness variable on a female indicator, a binary easy-vs. hard-to-reach indicator, and an interaction, we reject the null hypothesis of no interaction (p = 0.03 without controls and p = 0.01 with them).
3 The 95% confidence intervals around the 1.3 and 0.6 point estimates are, respectively, men 0.2 points happier to women 2.8 points happier, and women 0.2 points happier to men 1.4 points happier.
right conclusions.
In Section 3, we review our data set and empirical strategy. SOC respondents in the time period we examine reported whether they were happy "much of the time during the past week." A clear advantage of using the SOC for our purposes-beyond the availability of the number-of-calls variable-is that it reaches many subjects who would remain out of sample in other data sets. In the SOC, trained and experienced interviewers often make 30 or more call attempts to hard-to-reach households. For comparison, the Gallup-Healthways Well-Being Index-a daily survey of 1,000 Americans that calls landlines as well as cellphones-stops after 3-5 call attempts.
We present our results in Section 4. We examine four characteristics that have received attention recently in the happiness-by-demographic-group literature: income (e.g., Kahneman and Deaton, 2010) , sex (Stevenson and Wolfers, 2009) , age (Stone, Schwartz, Broderick, and Deaton, 2010) , and having children in the household (Herbst and Ifcher, 2011 ). Although we use many other variables as controls in our regressions, these are the only four characteristics we set out to examine.
4 Whether looking at raw, unadjusted means, or adjusting for covariates, we find that selection bias affects the size of the happiness-sex, -age, and -children gaps. These effects are large enough to affect conclusions about the gaps, and are statistically strong in many (though not all) of our specifications. The happiness-income gap is mostly unaffected.
We show the potential importance of the patterns we find in two ways. First, we show several cases where the conclusions regarding differences in happiness across groups would have been different if-as is the case with many other surveys-fewer attempts had been made to reach "hard" respondents. Second, we show how even conclusions based on the entire SOC sample are still biased if non-responders are similar to hard-to-reach respondentsrather than to the average respondent, as is often implicitly assumed in current research.
Our proposed "corrective" obviously does not solve many other selection problems in survey analysis. It does not help assessing, for instance, whether the individuals chosen as potential respondents are representative of the population of interest. Nor does it address the significant problem in some surveys of those who are reached but refuse to participate; we have no evidence that such refuseniks are similar to the eventually-cooperative-but-difficultto-reach respondents we study. 5 Notwithstanding these limitations, it is worth stressing that our empirical findings yield some simple conclusions that are virtually theory-free and interpretation-free: with measures and tests routinely used by researchers, conclusions about group happiness differences from a survey that targeted the SOC population but stopped calling sooner would be different from those based on the full data set. Reasonable conjectures by researchers that selection bias would not affect results turn out, in our data, to be false in important cases. Our analysis shows how taking advantage of difficulty-to-reach data when available can improve empirical evidence on happiness.
We conclude the paper in Section 5. We begin with discussing how our analysis might shed light on some past happiness findings. Clearly, nonresponse bias and the potential for using difficulty-of-reaching data are not per se connected to the study of happiness, and
we also explore what our findings imply more broadly regarding the collection and analysis of survey data. Finally, moving beyond survey data, we comment on the interpretation of evidence from laboratory experiments, for example those that study cross-gender differences in behavior.
Difficulty-of-Reaching and Selection Bias
Within-sample indications of nonresponse bias are the subject of a large body of work.
Widely cited contributions, both those focused on general formal statistical models and those focused on specific applications and survey-design implementations, are published in leading outlets such as Journal of the American Statistical Association and Public Opinion
Quarterly. However, we are not familiar with any research or discussion along these lines within the happiness literature. In fact, with few exceptions the happiness literature has not 5 Similarly, those who never answer the phone may be different from the merely difficult to reach.
5 engaged with nonresponse bias much at all.
6,7
Here we briefly review the papers on nonresponse bias that are most relevant to ours.
We note that none of them studies subjective well-being, and that none of them focuses on empirically studying nonresponse bias that differentially affects different groups. Our focus on such differential effects is crucial: indeed, we find no general link between happiness and difficulty-of-reaching when our data are pooled together.
Focusing, as we do, on nonresponse that is caused by nonavailability, Potthoff, Manton, and Woodbury (1993) propose a model where an individual's probability of completing an interview is related to the outcome of interest. Participation probabilities are distributed in the population of potential respondents, and the authors use published number-of-call distributions (with mostly up to five calls) to estimate parameters of that distribution. Our paper can be viewed as a straightforward demonstration that the link between number-ofcalls and an outcome of interest-in our case, self-reported happiness-not only exists but differs across groups. Our proposed correction is simpler and is based on more conservative assumptions than theirs. Lin and Schaeffer (1995) assess models such as Potthoff, Manton, and Woodbury (1993) in a specific application: they match external data from court records with data from a telephone survey regarding child-support awards and payments, and compare court amounts both between respondents with different number of calls and between respondents and nonrespondents. They find only a weak association between their variables of interest and number 6 Of the four happiness papers cited in the introduction, for instance, only Stone, Schwartz, Broderick, and Deaton (2010) make an explicit reference to previous work on nonresponse bias, citing Curtin, Presser, and Singer (2005) as evidence suggesting that "nonresponse bias is not proportional to response rate"; for reasons argued in this paper, we believe that neither Curtin, Presser, and Singer (2005) nor the papers they in turn cite provide much comfort on selection and nonresponse bias in comparing groups' happiness.
7 While not explicitly engaging with the statistics and survey-design papers we review below, some economists' data collection efforts are designed to reduce potential nonresponse bias by implementing an approach that explicitly recognizes the potential link between outcomes and difficulty of reaching. Examples include Kling, Liebman, and Katz (2007) and Baird, Hamory Hicks, Kremer, and Miguel (2011) who, to reduce potential bias due to attrition in panel data, concentrate resources on a special "second phase" tracking effort targeting a random subsample of panel participants who were not reached in a more standard "first phase" tracking effort (the resulting data are re-weighted to account for this scheme). In addition to yielding relatively high "effective" (i.e., re-weighted) response rate, this approach also yields a difficulty-of-reaching measure that these researchers can use to conduct analyses similar to ours. Recently, Behaghel, Crépon, Gurgand, and Le Barbanchon (2012) suggest that randomized tracking effort could, under certain conditions, be replaced with ex post information on difficulty of reaching (such as number of calls or visits) for dealing with survey attrition. 6 of calls. But they repeatedly emphasize the specific context of their exercise and "the somewhat specialized study design and the nature of this sample," to urge caution in drawing general lessons. Using a similar design in a similar context, Lin, Schaeffer, and Seltzer (1999) find differences between responding and nonresponding divorced fathers. For a recent meta-analysis of fifty-nine studies that estimate nonresponse bias in specific applications, see Groves and Peytcheva (2008) .
In a different strand of the literature, Keeter, Miller, Kohut, Groves, and Presser (2000) run an experiment to assess the extent to which reducing nonresponse-by applying more "rigorous" methods-affects outcomes in a national survey. They conduct two telephone surveys, one over five days with response rate of 36% and one over eight weeks with response rate of 61%. The two surveys differ in several additional ways, but the authors conclude that, for the vast majority of the 91 questions they ask in both surveys, the difference in outcomes is small. 8 While they ask no happiness or other subjective well-being questions, their findings are generally in line with our finding of no whole-population link between difficulty of reaching respondents and happiness. Since they conduct no cross-group analysis, we do not know if links within specific subpopulations such as those we find would be found in their non-happiness questions.
Recently, Kreuter, Müller, and Trappmann (2010) link administrative data to the German Panel Study "Labor Market and Social Security" (PASS), and study a subsample of recent unemployment benefits recipients who were interviewed by telephone. They find that increasing the sample by including increasingly high number-of-call respondents reduces nonresponse bias in employment status and other outcomes. Like others, they point to their specific population as a possible weakness. While they note that their data do not allow for more than simple subgroup analysis, they report briefly that "[r]eplicating our analyses for subgroups defined by age and gender showed similar results to the overall analyses," but that some differences were found for one outcome variable (as their appendix figures show).
Finally, two papers by Curtin, Presser, and Singer use SOC data predating the 2005-8 Exceptions include demographics and frequency of volunteer work. Consistent with the latter, Abraham, Helms, and Presser (2009) find that Current Population Survey (CPS) respondents who also became respondents in the American Time Use Survey (ATUS, the sample for which is drawn from the CPS) volunteer much more than CPS respondents who became ATUS nonrespondents. They additionally find that this nonresponse bias in volunteering does not in general differentially affect different demographic groups. 7 2010 data we use, and shed light on important features of these data.
9 Curtin, Presser, and Singer (2000) study the impact of response rate on the widely-monitored Index of Consumer Sentiment (ICS). Observing that "the mean number of calls to complete an interview more than doubled from 3.9 in 1979 to 7.9 in 1996, and interviews from refusal conversion likewise rose from 7.4 percent to 14.6 percent," they ask: "Would the survey results have been affected if this additional effort had not been made and lower response rates achieved?"
Comparing easier-to-reach respondents with harder-to-reach respondents, they find that the latter have higher ICS scores (are more optimistic), but that the difference remains constant over time, and hence has little effect on cross-time comparisons. However, they emphasize that the only association between variables they examine involves time, and hence that "further work on nonresponse's impact on associations between variables is needed." Such associations are at the core of the cross-group happiness comparisons we examine. To the best of our knowledge, we are the first to focus on such cross-group comparisons-not only in the happiness domain, but in any domain. In Appendix A, we revisit Curtin, Presser, and Singer's (2000) conclusions regarding consumer sentiment. As an illustrative example, we repeat their analysis using the 2005-2010 data, but do so separately for women and men, which had the most dramatic difficulty-of-reaching group-difference effects in our analysis of happiness. We replicate their findings of substantial aggregate difficulty-of-reaching effects, but find little indication of systematic differential effects between women and men.
In a second paper, Curtin, Presser, and Singer (2005) examine nonresponse in the SOC from 1979 to 2003. They identify data errors that affected the conclusions of previous papers, and report that from 1979 to 1996 the response rate declined from about 72% to 60%, and since then has been declining twice as fast, reaching 48% by 2003. 10 In the last paragraph of their paper, they conclude that "without better approaches to both contacting respondents and persuading them to be interviewed, the long-term future of telephone survey research does not appear promising." Such long-term trends of deterioration in response rates 9 Their motivation to investigate nonresponse issues is also practical-Curtin was and is the director of the SOC.
10 Of the 52% nonresponse cases in 2003, 27% were final refusals, around 16% were noncontacts, and most of the rest were considered "missed callbacks." Since 2003, response rate in the SOC kept decreasing, and was reported at 40% recently. In January 2009 the SOC started experimenting with adding a cellphone supplement to its landline sample; cellphone response rate was reported at 20%. 8 are likely to make the development of techniques to help deal with selection bias grow in importance.
Our study of group-differentiated nonresponse bias may be especially relevant in the happiness context both because much of the happiness literature is focused on group comparisons and because these may be especially subject to the effects we identify. Specifically, in stark contrast with the questions examined by the papers reviewed above-questions on demographics, political affiliation, concrete opinions, and behaviors such as volunteering, voting, child-support payment, and employment-a central feature of happiness and similar questions is how little stock researchers place on the cardinal value of the answers; ordinal rankings across groups or situations seem easier to interpret. But many of the same things that might lead to cross-group differences in happiness might also lead to differences in response rates; e.g., having children in households might affect happiness in either direction in ways that are directly related to how likely a person is to answer the phone. It is this relation between difficulty of reaching and the topic under investigation that underlies the bias.
Irrespective of the validity of these a priori arguments, we in fact find direct evidence of the effects of difficulty-of-reaching on conclusions regarding happiness. Free of further assumptions, the SOC and a survey that replicated it but stopped after fewer calls would reach different conclusions. We conclude this section with a stylized example of why it may be natural to expect misleading conclusions from sample averages. Potentially more importantly, the example shows how difficulty-of-reaching information can be used to bring either confidence or doubt to conclusions that rely on sample averages; and why using either difficult-to-reach respondents or even an extrapolation of within-sample trends may be more warranted than using sample averages when non-response is a problem.
Imagine a survey that made two call attempts to each potential respondent, where 1000
Blue and 1000 Red respondents were reached in one call attempt, and 800 additional respondents from each group were reached in exactly two calls. Imagine that among the Blue, 75% of those reached in one call, and 70% of those reached in two calls, are happy. Among the Red, the corresponding figures are 50% for both the first and second calls. A researcher conducting a typical analysis, with the implicit underlying no-nonresponse-bias model, would conclude that the Blue are (far) happier.
However, if within each group the happy and the unhappy each answer the phone in an i.i.d. manner and nobody refuses the survey once reached, then in fact the right conclusion would be that among the entire population the Blue are (far) less happy. Intuitively, unhappy Blue respondents must be dramatically less apt to answer than happy Blue in order for the proportions to drop that quickly, so we know that a higher percentage of unreached are unhappy. In fact, with the strong assumptions made, we know that only 32% of Blues are happy-rather than the sample average of 73%! To see this, let N B be the number of Blue potential respondents, h B the true fraction of them who are happy, x B the probability that a happy Blue answers the phone given a call attempt, and y B the probability that an unhappy Blue answers given a call attempt. Then N B h B x B = 750 (= 0.75 × 1000) report being happy on the first attempt and % and y B = 4%, and h B = 32%. As another way to parse these numbers, we know that more than 44% of happy Blues have been reached after only two calls, but less than 8% of unhappy Blues have! By contrast, we know that unhappy Reds answer at the same rate as happy Reds: there is no within-Red selection bias in happiness, and the lack of "trend" would rightly comfort researchers that it is really true that 50% of Reds are happy. Notice that the representativeness of the groups among the reached is not a test, and hence re-weighting the sample using the survey weights is not a solution. In this example almost nothing is inferable about happiness from the average in-sample happiness. But everything can be inferred from a richer interpretation of the data that includes trends. This, of course, is just illustrative, and more generally the inability to guess group difference from averages is not so dire, and the ability to do so from difficulty-of-reaching trends is not so powerful. In fact, our data are inconsistent with this and other natural simplified models, and we do not use this or any structural model in our empirical analysis. Instead, we show empirically that the logical possibility of selection bias leading to misleading conclusions indeed manifests itself, and that using difficulty-of-reaching data seems to prove useful.
And our extrapolation illustration at the end of Section 4 shows how conclusions can change even with the relatively conservative assumption that the levels among the unreached are more similar to the levels among the difficult to reach than to the levels among the average respondent.
Data and Empirical Strategy
We analyze data from the University of Michigan's Surveys of Consumers (SOC). Of the 32,250 interviews that were completed in this time period, the happiness question was asked in 31,227, and answered in 31,007 (99.3% of cases asked); of these, four have a missing number-of-calls variable.
12 Our main analysis is based on the remaining 31,003
observations, treated as independent (unweighted) cases. As alternative, robustness-check specifications-conducted well after we completed our main analysis-we also (a) allowed for clustering by respondent in our regressions, and (b) conducted our analysis on only new respondents (18,987 observations). Clustering has little effect on our findings-the increase in standard errors is often comparable to the size of our tables' rounding error.
Excluding reinterviews-39% of the observations-has more impact on our estimates: while remaining generally similar, they become less precise; we report the relevant figure and tables in Appendix B.
The happiness question is our main dependent variable. It was included in the SOC for the first time in August 2005, and was dropped in early 2011, when its funding ceased. It is based on the happiness measure in the Center for Epidemiologic Studies Depression Scale.
Specifically, subjects were asked "Would you say yes or no?" to whether they agree with the statement "Much of the time during the past week, you were happy."
The main independent variable in our analysis-in addition to demographic variables-is the number of phone calls made in the course of completing each interview. For each monthly sample, call attempts start around the beginning of the month. Interviews are conducted seven days a week. Attempts to interview unreached respondents continue with no limit on the number of calls, but have to stop when a new cycle begins. Our respondent-level number-of-calls variable ranges from 1 to 82, with a mode at 1 (16% of respondents) that decays quickly and has a long tail. We provide further information-e.g., regarding the distribution of this variable in our data, and regarding demographic variables-in the next section.
Finally, we wish to provide information regarding the evolution of our project and analysis, to aid the reader in judging how compelling our evidence is and in interpreting the statistical significance of our results. Studying the issues discussed in this paper was not our original intent in looking at the SOC, and we began our analysis only after noticing data patterns indicating some sort of in-sample group-differentiated selection effects. We then started thinking about selection issues, and subsequently looked for-and found-a difficulty-of-reaching measure: the number-of-calls variable. We then began to explore how this variable was related differently to the happiness of different groups. We looked at the four groups reported in this paper, since they have recently been the focus of demographic happiness comparisons. We started with neither a clear model nor a pre-determined list of hypotheses. But we report comparisons for exactly the four groups we initially looked at. We considered exploring race and ethnicity, but determined we did not have statistical power, and have not done any statistical analysis on these categories. For the two continuous variables we look at, age and income, we originally compared those above and below the median, without looking at finer categorizations, and we report our results below in this original order. We originally examined most of the data without controls, and we report all such analyses. We then added the standard controls reported below, which we chose ahead of time. These controls mildly strengthened some of our results without much changing their qualitative nature. Having completed much of the analysis and after presenting the paper, we also briefly explored, graphically, two additional comparisons: married vs. divorced, and those with vs. without a college degree. We did not find more than nuanced differences across these groups. We did not pursue these explorations, and assume that a more careful analysis would show little selection bias, much like one of our four included groups and the questions we report on in Appendix A. Had we found dramatic results, we introspect that we would have likely added them to the paper. We would also like to think that we would have noted in that contingency that we would in this contingency have not included them. After 
Results
To facilitate the presentation of our findings, as well as to follow the order in which we conducted our analysis, we begin by illustrating our main results graphically. We compare the mean response to the happiness question across pairs of complementary groups based on income, sex, age, and having children in the household. For simplicity, we aggregate the data into three large number-of-call categories, each consisting of roughly one-third of the data;
and we report the above cross-group comparisons separately for each number-of-calls category. We then present more detailed analysis, with uncontrolled and controlled regressions comparing the same demographic groups but breaking down the variables age and income into quintiles rather than halves, and using nine rather than three number-of-call categories.
We also report on tests that assess whether interactions of binary demographic variables with number-of-calls variables are statistically significant in happiness regressions that are based on the pooled data. We then replicate the uncontrolled and controlled regressions above using increasingly more inclusive subsets of our data, starting with the easiest-to-reach category and expanding the data to include increasingly harder-to-reach respondents. We close the section with a conservative form of out-of-sample extrapolations. below-vs. above-median age; and, among those below median age, whether or not they have children in the household. 13 The three number-of-call categories approximate, as much as the data allow, number-of-call tertiles for the entire sample: 30% of respondents were reached in 1 or 2 calls, 34% were reached in 3-7 calls, and 36% were reached after 8 or more calls. 14 Solid lines and capped ranges report uncontrolled means and 95% confidence intervals. Dashed lines report controlled means; the controls are listed in the figure notes and are discussed below.
The figure gives the simplest indication of how group differences in measured happiness depend on difficulty to reach respondents. We start with income: the figure's top left plot compares those with above-median income ($60,000 or more; triangles) with those below median (diamonds). The differences in happiness levels between the groups are much larger than the potential differences in difficulty-of-reaching trends; clearly, those with higher income are happier both in-sample and out-of-sample.
The figure's top right plot compares men (triangles) with women (diamonds). While in the easiest-to-reach category there is essentially no happiness-sex gap-0.4 not-statisticallysignificant percentage points (p = 0.55)-in the middle category men are 2.2 points happier than women (p = 0.002), and in the hardest-to-reach category men are 3.6 points happier (p = 0.000). The increasing gap reflects both an increase in men's happiness and a decrease in women's happiness as difficulty-to-reach increases: while men with 8-or-more calls are happier than men with 1-2 calls (p = 0.07), the opposite is true among women (p = 0.005).
In sum, within our sample, the existence of a happiness-sex gap depends on the numberof-calls category one looks at. Below we show that once covariates are controlled for the direction of the gap depends on number-of-calls category.
The two bottom plots show that for the two other groups happiness gaps shrink with number of calls. The bottom left plot shows that while those above median age (diamonds)
are happiest when easier to reach, those below the median (triangles) are happiest when harder to reach. The final plot shows that this increase among those below median age is driven almost entirely by those with children in their household: happiness among those without children appears virtually the same regardless of difficulty-to-reach. In both plots, a happiness gap exists regardless of number-of-calls category (all six pairwise comparisons' p-values < 0.05); but its size among those with 8 or more calls is less than half its size among those with 1-2 calls.
The dashed lines in all four plots tell a qualitatively similar story: while adding controls shifts the levels, the trends are less affected. Interestingly, in the sex plot these shifts generate a crossing of the curves: with controls, easy-to-reach women are happier than easy-to-reach men, but difficult-to-reach men are happier than difficult-to-reach women. We discuss this reversal of the controlled happiness-sex gap, as well as its statistical significance, below. We start again with income. Each of the nine income regressions has four (rounded)
income quintiles, and a constant, as regressors; the middle quintile-$50,000-74,999-is omitted (and is hence the base category for the marginal effects). We highlight two findings.
First, consistent with past findings using a measure of positive affect (Kahneman and Deaton, 2010) , happiness increases steeply from the bottom quintile to the second quintile, but then increases less and less steeply, and-with the possible exception of the two rightmost columns-we find little evidence of further increases beyond $75,000. Indeed, the overall age-happiness pattern that emerges resembles that reported in Stone, Schwartz, Broderick, and Deaton (2010, Figure 2 ): like these authors, we find a U-shaped pattern with its nadir located in the 50s (the omitted quintile). Yet, the happiness lead of those at higher age generally shrinks with number-of-calls category. Moreover, our point estimates suggest that while in the four leftmost categories those at age 70 and up are 0.2-3.2 points happier than those at age 60-69-in line with Stone, Schwartz, Broderick, and Deaton (2010), whose data resulted from up to 5 call attempts-in the five rightmost categories those 70 and up are 0-2.5 points less happy.
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Finally, the fourth set of regressions reveals that among those below age 50, respondents with children are dramatically happier than those without children (the omitted category)-by 4.6-7.0 percentage points, significant at the 5% level-in the three easiest-toreach categories; are somewhat happier-by 1.3-3.2 points, not statistically significant-in the three middle categories; and are only slightly happier on average-by −0.4-2.4 points, not significant-in the three hardest-to-reach categories. Hence, difficulty-to-reach strongly affects the size of the estimated children-happiness gap.
To directly test the statistical significance of these effects, we pool all our data andseparately for each of the four demographic groups-use probit to regress happiness on a binary demographic indicator (coded as in Figure 1 ), number-of-call variables, and interactions. Using different number-of-call measures, we find as follows (regressions are not reported): with a binary measure (1-4 calls vs. 5 or more), the interaction term is statistically significant (p < 0.05) in the sex and in the age regressions, and p < 0.1 in the income and in the children regressions; with a continuous measure-log (number of calls)-the interaction is significant (p < 0.05) in the sex and in the children regressions, and p = 0.06 in the age regression; with three number-of-call categories (as in Figure 1 ), the interaction terms are jointly significant (p < 0.05) in the sex and in the age regressions; with nine categories (as in Table 1 ), the interactions are (just) jointly significant (p = 0.05) only in the sex regression. Adding controls (as in Figure 1 ) to the regressions does not change the general picture.
17 Table 2 is similar to Table 1 , with the exception that each column reflects one probit regression rather than four. Its regressors include all the regressors from Table 1 , as well as an additional set of indicators (not reported) for race/ethnicity (5 categories), education (6), marital status (6), region (9), metropolitan status (5), and additional indicators for missing data; see Appendix C for definition of these control variables.
Comparing the income coefficients in Table 2 with those in Table 1 confirms that the additional controls do not qualitatively change the main happiness-income findings discussed 17 Specifically, in the controlled regressions the income interactions are not statistically significant in any of the four specifications; the female interactions are significant (p < 0.02) in all four specifications; the age interactions are significant (p < 0.01) in all but the nine-categories specification, where p = 0.051; and the children interactions have p = 0.08 and p = 0.09, respectively, in the binary and log specifications. above. Similarly, comparing the female coefficients confirms that the added controls do not change the finding that the happiness-sex gap varies dramatically with number of calls. In fact, as discussed in the context of Figure 1 , in the controlled regressions not only the size, but also the direction of the happiness-sex gap depends on difficulty to reach respondents.
Finally, although both the age and the children coefficients from Table 1 change once the indicators for age, children, and other variables are all included in one regression, the finding above that difficulty of reaching respondents could strongly affect cross-group conclusions is seen to hold. For example, while the difference in happiness between age 70-and-up and age 60-69 in the four leftmost categories is a sizable 2.8-5.5 percentage points, it shrinks in the five rightmost categories to an insignificant difference, including two sign-changes, ranging −0.6-2.3 points. Similarly, within the two bottom age quintiles, those with children are 2.4-4.3 points happier than those without them in the three leftmost categories, but the gap shrinks to −0.1-1.6 points in the three middle categories, and to −1.5-2.4 in the three rightmost categories. Tables 3 and 4 are similar to Tables 1 and 2 , but with regressions based on increasingly large subsamples of number-of-calls categories. The leftmost column in each of the tables is identical to the leftmost column in Tables 1 and 2 , respectively, and is based on only respondents with 1 call. However, the next column is based on those with either 1 or 2 calls; the third column is based on those with 1-3 calls; and so on, with the rightmost column based on the entire sample.
Consider the sex regressions. Starting with the Female row in Table 3 , it shows that if one stopped calling respondents after 1, 2, or even 3 calls (reaching the 40% easiest-to-reach of our respondents) one would fail to reject the hypothesis that women are as happy as men.
But if one stopped collecting data after 4, 6, or 9 calls, one would reject equality across men Trivially, the 2.2 percentage-point estimate in the rightmost column of Table 3 and the corresponding 0.6 estimate in Table 4 are the population estimates of the happiness-sex gap under the assumption that unreached respondents look like the average reached respondent.
But the evidence we presented so far-that even among reached respondents, the "easy" may not look like the "difficult"-casts doubt on this assumption. Moreover, our analysis so far is virtually assumption-free: we report what estimates would look like if one stopped calling potential respondents after fewer call attempts.
18
We conclude our analysis with a more "daring" question regarding counterfactuals: what would estimates look like if the sample included respondents who are harder to reach than even the hardest-to-reach respondents in the data? Although answering this question requires making an assumption that is not directly testable, we contrast it with the typical daring assumption that almost all researchers implicitly make-that there is random selection into their data set. What if we replaced this implicit assumption with the alternative assumption that the average non-responder is similar to the average harder-to-reach respondent? Of course, even if seemingly conservative (in contrast, say, to the assumption that the happiness/difficulty-of-reaching trends we observe in-sample continue out-of-sample), our alternative assumption regarding the unreached might be wrong. The unreached may be inherently unreachable and thus inherently different from any number-of-calls-based subpopulation of current respondents. Moreover, estimates based on only harder-to-reach respondents come with wider confidence intervals. Nonetheless, when difficulty-of-reaching data are available, projections based on the no-selection-bias assumption may be less attractive than the extrapolations we now turn to.
As a concrete simple example, we again focus on the happiness-sex gap, and explore the implications of the assumption that unreached (non-)respondents are similar to the hardestto-reach half of our respondents. We start with the no-controls regressions. As can be calculated from Table 1 , the average happiness-sex gap among the 52% of respondents with 5 or more calls is 3.0 percentage points in favor of men. Since among our entire sample the average gap is 2.2 points, if response rate is 50% then the average gap among the entire population under our assumption is roughly 2.2+3.0 2 = 2.6 points. 19 In the context of our discussion of the estimates in Table 3 , this estimate of the gap is larger than the estimate based on the entire sample, and it lies well outside the 95% confidence intervals of most estimates based on up to the 70% of respondents who completed an interview within 9 calls.
This suggests that if SOC interviewers stopped calling potential respondents after 9 calls, the standard assumption of no selection bias would lead to an estimate of the gap that is roughly half the size of our 2.6-points estimate, with a confidence interval that rejects our estimate. Conducting a similar exercise with the controlled regressions in Tables 2   and 4 yields an estimate that among the hardest-to-reach 52% of respondents men are 1.5
percentage points happier than women. Using our extrapolation method, we would estimate that among the entire population men are 1.0 points happier. This estimate is larger than the 0.6 points estimate based on our entire sample, and is opposite in sign to-and outside the 95% confidence intervals around-the point estimates based on respondents reached in 9 or fewer calls.
Discussion and Conclusion
Declining response rates over time suggest that selection bias in cross-group happiness comparisons might become ever more severe, and analysis such as ours might prove ever more useful. 20 Our findings suggest the usefulness of reporting difficulty-of-reaching data as the SOC does, and more generally of making information about calling algorithms more easily accessible to researchers. They also suggest the value of simply making more call at-tempts; when big enough differences across groups in happiness/number-of-calls correlations are found, extra caution should be taken.
Although a systematic examination of its implications for happiness research is beyond the scope of this paper, our analysis might shed light on some of the past findings. For instance, some of the most recent findings in the cross-group happiness literature use data from the Gallup-Healthways Well-Being Index (GHWBI), a daily telephone survey of U.S. residents with rather low response rate. Describing the GHWBI data, Kahneman and Deaton (2010) write: "Up to five callbacks were made in the case of no answer. . . . Of all calls that resulted in contacts with an eligible candidate, 31% of the candidates agreed to be interviewed; of these, 90% completed the entire interview. Despite the sampling limitations, available evidence suggests that the estimates of population parameters were not compromised; for example, the survey predicted recent election results within an acceptable margin of error." Stone, Schwartz, Broderick and Deaton (2010), who also use the GHWBI, write:
"Up to three to five callbacks were made in the case of no answer. . . . Although a higher response rate would be preferred, we note that studies suggest that nonresponse bias is not proportional to response rate." They cite Curtin, Presser, and Singer (2005) as evidence supporting the last sentence. Our analysis suggests caution in using findings like Curtin, Presser, and Singer (2005) to alleviate worries regarding nonresponse bias in cross-group outcomes of the type that these happiness papers explore and report on.
Moreover, our analysis may be helpful in suggesting which group comparisons might be less or more sensitive to nonresponse bias. For example, we find no evidence that income comparisons such as those reported by Kahneman and Deaton (2010) are affected by nonresponse. At the same time, and although very far from being central results in their paper, Kahneman and Deaton (2010) also report (in their Table 1 ) that, e.g., those age 60 or above report higher positive affect than those below 60, and, to a much lesser extent, that women report higher positive affect relative to men. These results may be more consistent with early respondents in our data than with later respondents or, indeed, than with our entire sample.
Although we do not find old-vs.-young happiness reversals in our data, we find enough of a trend to worry that cross-age differences could be reversed with more complete samples.
Our finding of a female-male reversal obviously gives even more cause for worry.
This female-male reversal may provide some insight beyond the way it identifies nonresponse bias. It suggests that busier women are less happy than less busy women, while the opposite is true for men, among whom the busier are happier. If this reflects a causal relationship, and if it happened that the aspects of busyness that differentially affect women and men's happiness increased among the population over time, then this would predict a trend in both real and measured cross-sex differences in happiness: women would be decreasingly happy, over time, both absolutely and relative to men. Stevenson and Wolfers (2009) find such trends in the GSS and other surveys-trends that our findings may help explain.
21,22
More broadly, our findings suggest that users of survey data-not just about happinessshould look at information such as number of calls as part of their regular data analysis routine. When trends are found, we would be hard pressed to think of reasons to use average respondents as a better proxy for missing respondents than the hard-to-reach. Going back to the data from existing surveys and reanalyzing them by difficulty-of-reaching might be one easy robustness check on existing results, especially when response rate is low.
Such recommendations should be neither hard nor expensive to implement. In telephone surveys, paradata such as number of calls either are already recorded automatically by computerized systems or could be recorded almost costlessly. Such data should be made readily available to researchers, and researchers should demand them. For other modes of interview, other data might prove useful. In the case of web surveys, researchers could perhaps look at information such as number of invitations and reminders sent, or time between invitation and participation-however, introspection and empirical evidence would need to be employed to determine how to interpret any trends found. More generally, our findings may suggest considering a broader adoption of standards of reporting the details of surveys' sample design, mode of interviewing, response rate, number of calls/reminders, 21 Indeed, what Stevenson and Wolfers refer to as "the paradox of declining female happiness" would then be intertwined with "the paradox of cross-sex differences in the relationship between happiness and busyness" generated by our data.
22 Calibration-wise, consider the following very rough calculation. The SOC's mean number of calls in 1979 was 3.9-less than half our sample mean of 8.3. In Table 4 , the column that gets closest to the 1979 mean is the "≤9" column, with mean 3.6. Under assumptions in the spirit of those mentioned above, the busyness channel alone would hence imply a change in the Female coefficient from 0.2 to −0.6 over roughly the 30-year period studied by Stevenson and Wolfers (2009) . Of course, this is only illustrative. Neither of the coefficients is statistically significant, so nonresponse bias may explain none of the trend or much more of it. And, clearly, comparing coefficient sizes across surveys and happiness questions is tenuous.
etc.
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Finally, our findings could have implications that go beyond survey data. Economists' increasingly rich set of evidence from lab experiments most often relies on small samples of recruited subjects-often volunteer students-with little attention to potential selection issues. Are the differences, e.g., in risk attitudes or social preferences between volunteer wealthy and volunteer poor subjects a reliable predictor of the differences between rich and poor among the rest of the population? Wealthy subjects who volunteer to participate in an experiment may be among the most intellectually curious, while poor participants may be those most in need for money. Similarly, do cross-gender differences in lab behavior carry over to non-participants? If gender differences in lab behavior are interpreted as evidence of different underlying preferences or experience across men and women, how justified is it to assume at the same time that men and women do not differ regarding how they select into participation? Analysis of speed-of-signup, for example, may provide a lens into laboratory selection bias. Summarizing the data reported in plot (a), two points are noteworthy. First, consistent with Curtin, Presser, and Singer (2000), we find dramatically higher ICS values among men than among women, and we find higher values among harder-to-reach than among easierto-reach respondents.
25 Second, in contrast with what we found regarding happiness (see Figure 1 ), we do not find that the trends in Figure A1 vary significantly by sex.
Summarizing plots (b)-(f) we additionally point out that the responses of men are dra- matically more favorable than those of women in each of the five component questions and in each of the three number-of-calls categories reported in the figure. However, the relationship between number of calls and favorability of responses varies substantially across the five questions (compare, e.g., plot (c) and plot (f)) and, to a much lesser extent and in no consistent direction, perhaps also across men and women in plots (e) and (f).
Appendix B: Excluding Reinterviews from the Analysis Figure B1 and Tables B1 and B2 replicate, respectively, Figure 1 and Tables 2 and 4 Inc. below $30,000 -9.6*** -8.7*** -9.4*** -7.0*** -11.6*** -9.0*** -15.0*** -11.1*** -9.3*** (1. Inc. below $30,000 -9.4*** -7.2*** -6.8*** -5.7** -9.4*** -9.4*** -11.5*** -7.9*** -6.2*** (1. Age 60-69 6.2*** 3.5** 6.5*** 4.6** 7.0*** 5.5*** 6.0*** 8.2*** 5.2** (1.5) (1.6) (2.0) (2.2) (1.9) (2.0) (2.3) (2.2) (2.2)
Age 70 and up 12.6*** 8.0*** 9.7*** 10.4*** 6.8*** 6.5*** 8.4*** 9.8*** 4.9* (1.6) (1 Inc. below $30,000 -9.6*** -9.2*** -9.2*** -8.9*** -9.4*** -9.3*** -9.9*** -10.0*** -9.9*** (1.5) (1.1) (1.0) (0.9) (0.8) (0.8) (0.7) (0.7) (0.6) Inc. $30,000-49,999 -4.1** -2.8** -2.4** -1.8** -2.4*** -2.7*** -2.6*** -2.7*** -2.8*** (1.6) (1. Age 60-69 4.9*** 3.5*** 4.0*** 3.9*** 4.2*** 4.1*** 4.2*** 4.4*** 4.3*** (1.5) (1.1) (1.0) (0.9) (0.8) (0.7) (0.7) (0.7) (0.6) Age 70 and up 8.1*** 6.1*** 6.1*** 5.9*** 5.5*** 5.1*** 5.1*** 5.1*** 4.8*** (1. Age ≤ 49 & Children 4.6** 5.8*** 5.4*** 5.0*** 4.6*** 4.0*** 3.7*** 3.1*** 2.9*** (1.9) (1.4) (1.1) (1.0) (0.9) (0.8) (0.8) (0.7) (0.6) Age > 50 5.8*** 6.8*** 6.3*** 6.1*** 5.5*** 4.6*** 4.3*** 3.8*** 3.5*** (1.6) (1.1) (1.0) (0.9) (0.8) (0.7) (0.7) (0.6) (0.6) Constant 80.2*** 80.1*** 80.4*** 80.6*** 81.0*** 81.7*** 81.8*** 82.4*** 82.7*** (1.5) (1.0) (0.9) (0.8) (0.7) (0.6) (0.6) (0.6) (0.5) Inc. below $30,000 -9.4*** -8.5*** -8.2*** -7.8*** -8.2*** -8.4*** -8.7*** -8.6*** -8.4*** (1.7) (1.2) (1.1) (1.0) (0.9) (0.8) (0.8) (0.7) (0.7)
Inc. $30,000-49,999 -4.5*** -2.8** -2.3** -1.8* -2.3*** -2.6*** -2.5*** -2.4*** -2.6*** (1.6) (1. Age 40-49 -1.7 -4.3*** -3.8*** -3.6*** -3.2*** -2.4*** -2.0** -1.5* -1.5** (2.0) (1.4) (1.2) (1.1) (1.0) (0.9) (0.9) (0.8) (0.7)
Age 60-69 6.2*** 4.9*** 5.3*** 5.2*** 5.5*** 5.5*** 5.6*** 5.8*** 5.6*** (1.5) (1.1) (1.0) (0.9) (0.8) (0.7) (0.7) (0.7) (0.6) Age 70 and up 12.6*** 10.4*** 10.3*** 10.3*** 9.9*** 9.6*** 9.5*** 9.5*** 9.1*** (1.6) (1.2) (1.0) (0.9) (0.8) (0.8) (0.8) (0.7) (0.7)
Age ≤ 49 & Children 2.8 4.2*** 3.8*** 3.5*** 3.2*** 2.6*** 2.6*** 1.9*** 1.8*** (2.0) (1.4) (1.2) (1.1) (0.9) (0.9) (0.8) (0.7) (0.7) Constant 76.1*** 78.1*** 77.8*** 78.2*** 78.8*** 79.0*** 79.7*** 79.5*** 79.9*** (3.5) (2.5) (2.1) (1.9) (1.7) (1.6) (1.5) (1. 
