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Let D ¼ G=K be a complex bounded symmetric domain of tube type in a Jordan
algebra VC; and let D ¼ H=L ¼ D\ V be its real form in a Jordan algebra V  VC:
The analytic continuation of the holomorphic discrete series on D forms a family of
interesting representations of G: We consider the restriction on D and the branching
rule under H of the scalar holomorphic representations. The unitary part of the
restriction map gives then a generalization of the Segal–Bargmann transform. The
group L is a spherical subgroup of K and we ﬁnd a canonical basis of L-invariant
polynomials in the components of the Schmid decomposition and we express them in
terms of the Jack symmetric polynomials. We prove that the Segal–Bargmann
transform of those L-invariant polynomials are, under the spherical transform on D;
multi-variable Wilson-type polynomials and we give a simple alternative proof of
their orthogonality relation. We ﬁnd the expansion of the spherical functions on D;
when extended to a holomorphic function in a neighborhood of 0 2 D; in terms of the
L-spherical holomorphic polynomials on D; the coefﬁcients being the Wilson
polynomials. # 2002 Elsevier Science (USA)
Key Words: holomorphic discrete series; highest weight representations; branch-
ing rule; bounded symmetric domains; real bounded symmetric domains; Jordan
pairs; Jack symmetric polynomials; orthogonal polynomials; Cayley identity.1. INTRODUCTION
Let D ¼ G=K be a complex bounded symmetric domain of tube type,
where G is the identity component of the group of biholomorphic mappings
of D and K the isotropic subgroup of 0 2 D: The weighted Bergman spaces
Hn on D form unitary representations of G and are also called the scalar
holomorphic discrete series. They have analytic continuation in terms of the
weight n and constitute some interesting and important family of unitary
representations of G: It has turned out that it is very fruitful to study the1Research supported by the Swedish Science Research Council (VR).
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BRANCHING COEFFICIENTS 307restriction of the holomorphic representation to certain subgroups, both
from the point of view of representation theory and harmonic analysis. In
this paper we will pursue this by studying the restriction on some real forms
of D:
The domain D can be realized as a unit ball in a Jordan triple VC: Let V
be a real form of VC; VC ¼ V þ iV : The real form D ¼ V \D is called a
real bounded symmetric domain if the complex conjugation t with respect to
V keeps D invariant. In this case, D ¼ H=L is also a Riemannian symmetric
space where H is a symmetric subgroup of G and L is a symmetric subgroup
of K : Thus, we have the following commutative diagram of subgroup
inclusions
We consider the branching law of the holomorphic representationHn on
D along the diagram. The branching ofHn under K is given by the Schmid
decomposition, whereas its restriction to H (the left vertical line) is given by
the generalized Segal–Bargmann transform (see [26, 39]), which gives the
unitary equivalence between Hn as the L
2-space on D: To continue this
study, we consider the L-invariant elements inHn: The branching along the
lower horizontal line is then given by the Helgason spherical transform; so
to study the branching along the horizontal lines we need to ﬁnd all the L-
invariant elements in the Schmid decomposition and calculate their Segal–
Bargmann and spherical transform, this will be the main task of the present
paper.
Let r be the rank of D; so that the rank of D is also r if the root system of
H=L is of type Ar1 or Dr; it is 2r otherwise; see Appendix 2. Let W be the
Weyl group of the root system of the symmetric space H=L: The space
P ¼ PðVCÞ of holomorphic polynomials on VC under the natural action
of the compact group K is decomposed into irreducible subspaces Pn
with signatures n ¼ n1g1 þ 	 	 	 þ nrgr for types A or D; and n ¼ n1g1 þ
n01g
0
1 þ 	 	 	 þ nrgr þ n
0
rg
0
r for other types, with multiplicity one. This decom-
position can also be viewed as the diagonalization of a system of Cayley–
Capelli-type operators, namely DðzÞaDð@ÞDðzÞaþ1; where D is the determi-
nant polynomial of the Jordan triple VC and a are nonnegative integers;
moreover, the eigenvalues of those operators separate the spaces Pn: We
consider its subspace PLn of L-invariant elements. By using the Cartan–
Helgason theorem we ﬁnd those signatures n; to be called spherical
signatures, for which PLna0: Our ﬁrst goal will be to ﬁnd those polynomials.
For type A those polynomials are the well-known Jack symmetric
polynomials and their Fock and Bergman space norms have been calculated
GENKAI ZHANG308by Faraut–Koranyi [7]; they are also studied intensively by combinatorial
methods [23]. We shall study in [3] their Segal–Bargmann transform both in
bounded and unbounded realizations in relation to the Laplace transform.
However, for other types those polynomials have not been determined in
representation theory. We will use the Chevalley restriction theorem and the
Dunkl–Cherednik operators to ﬁnd them.
Let h ¼ qþ l be the Cartan decomposition of the Lie algebra h of H and
let a be a maximal abelian subspace of q: Denote S the root system of ðh; aÞ
and W the corresponding Weyl group. The space q can be identiﬁed with the
Jordan triple V : By the well-known theorem of Chevalley the restriction
map fromPL of L-invariant polynomials on VC to a is an isomorphism onto
the subspace PðaÞW of W -invariant polynomials in PðaÞ: To illustrate our
results we consider the root system of type D: Let Dx; x 2 a; be the Dunkl
operators. We can construct a family Ui of commuting operators acting on
polynomials on a: We prove that when acting on L-invariant polynomials p
and restricted to a;
DðzÞaDð@ÞDðzÞaþ1pðzÞ ¼
Yr
i¼1
ðUi þ aÞpðzÞ:
Thus, the problem of diagonalizing the Cayley–Capelli operator is reduced
to that for the operators Ui: We ﬁnd those polynomials pn 2 PLn in terms of
the Jack polynomials and we calculated the Fock space norm of those
polynomials. We can then ﬁnd the norm of those polynomials in the
Bergman space Hn by using the result of Faraut–Koranyi.
We calculate then the Fourier and spherical transforms of the Segal–
Bargmann transforms of those polynomials in the setting of Fock spaces
and, respectively, Bergman spaces. They are, up to a factor of the square
root of the symbol of the Berezin transform, Weyl group invariant
orthogonal polynomials and will be called the branching or coupling
coefficients as appeared in the title. In the former case, we prove that they are
of the form e
 1
4njj%
kjj2
zn;nð
%
kÞ; where zn;nðlÞ are Hermite-type polynomials. Let
Jnðx;
%
kÞ be the Bessel function associated with the action of L on V ; we prove
that in the expansion of e
n
2
jjxjj2Jnðx;
%
kÞ in terms of pnðxÞ the coefﬁcients are
exactly zn;nð
%
kÞ: In the latter case (curved case), the spherical transform of the
Segal–Bargmann transform of pn is of the form bnð
%
kÞ
1
2xnð
%
kÞ; where bnð
%
kÞ is
the symbol of the Berezin transform; the symbol has been found
independently in [24, 34, 39] (see also [32] for the case of complex bounded
symmetric domains). Thus, the polynomials xnð
%
kÞ are W -invariant and
orthogonal with respect to the measure bnð
%
kÞjcð
%
kÞj2 where cð
%
kÞ is the
Harish-Chandra c-function. They are some limiting cases of the multi-
variable Wilson polynomials [33], so that the measure in the orthogonality
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product of the spherical function on D with the reproducing kernel in terms
of the L-invariant polynomials, the coefﬁcient being xn;nð
%
kÞ: We give thus a
uniﬁcation of the two types of orthogonal polynomials associated to a root
system, homogeneous symmetric polynomials of Jack type on one hand and
the nonhomogeneous Wilson polynomials on the other. For a general root
system, the Wilson polynomials have been studied by van-Diejen [33] under
certain self-dual condition.
Along our way of the study we ﬁnd an isometric version of the Chevalley
restriction theorem (see Proposition 5.2) and an analogy of the Capelli
identity expressing the product
Q
xj and
Q
Dj in terms of the Cherednik
operators
Q
Uj ; which we believe are also of independent interest; see
[15, 31] for the related study.
We remark that Theorem 7.9 can be deduced from [6], provided that one
proves that pn are eigenpolynomials of the (product of) the Cherednik
operators and identify our pn with that of Dunkl; in that paper Dunkl
studied a more general class of polynomials invariant under certain
subgroups of the Weyl group and found their different norms.
We refer also the reader to [14] for some algebraic consideration about
ﬁnding polynomial invariants of linear groups and [17, 18] for some general
results concerning the branching of unitary highest weight representations.
We mention also that our results can also be interpreted as ﬁnding
eigenfunctions of the Hamiltonians associated with the Calogero–Suther-
land model, both with rational (ﬂat case) and hyperbolic trigonometric
(bounded case) ﬁrst-order differential operators in the Hamiltonian; see
e.g. [6] for the ﬂat case.
The paper is organized as follows. In Section 2 we give an abbreviated
introduction of weighted Bergman spaces on bounded symmetric domains
and ﬁx some notation. In Section 3, we construct Cartan subalgebra of k
compatible with the decomposition k ¼ lþ k: In Section 4 we present the
Segal–Bargmann transform and Berezin transform on real bounded
symmetric domains, thus establishing the abstract orthogonality relation
for the spherical transforms of the Segal–Bargmann transforms of the L-
invariant polynomials. We identify those Schmid components Pn which
contain nontrivial L-invariant polynomials in Section 5. In Section 6 we
express the radial part of the Cayley–Capelli-type operator in terms of the
Dunkl operators. Their eigenspace decomposition is done in Sections 7 and
8. In Sections 9 and 10 we study their Segal–Bargmann transforms and
prove their orthogonality relation and ﬁnd the expansion of the Bessel and
spherical functions. We evaluate the constant in the Plancherel formula
for the symmetric space H=L in our settings in Appendix 1, and we list all
the real forms H=L of an irreducible Hermitian symmetric space in
Appendix 2.
GENKAI ZHANG310For the reader’s convenience we list the main notation used in this paper:
* D ¼ G=K a complex bounded symmetric domain of tube type and
rank r0 in a vector space VC; g ¼ kþ p the Cartan decomposition.
* V a real form in VC and t the conjugation of VC ¼ V þ iV with
respect to the real form V :
* D ¼ H=L a real bounded symmetric domain in V ; h ¼ lþ q the
Cartan decomposition of h; q is identiﬁed with V :
* r: rank of the real bounded symmetric domain D; so that the rank r0
of the complex domain D is r if D is of type Dr; and it is 2r if D is of type Cr:
* e1; . . . ; er: a frame of the Jordan triple V :
* a  q the maximal abelian subspace of q spanned by the vectors
xj ¼ xej ; S the root system of h with respect to a and W the corresponding
Weyl group.
* b1; . . . ; br 2 a
n the dual basis of 1
2
x1; . . . ; 12 xr; identiﬁed also as linear
functional on V :
* a the root multiplicity of
bjbk
2
for type C and type Dr ðr53Þ nd i 1
the root multiplicity of bj for type C:
* t Cartan subalgebra of k and of g ¼ kþ p; g1; . . . ; gr (if D ¼ H=L is
of type Dr ðr53Þ or g1; g
0
1 . . . ; gr; g
0
r (if D ¼ H=L is of type C) the Harish-
Chandra strongly orthogonal roots; a0 the noncompact root multiplicity
of
gjþgk
2
:
* k ¼ lþ k induced Cartan decomposition of k by t with l ¼ k\ h:
* t ¼ tþ þ t a Cartan subalgebra of k with tþ  l and t being a
maximal abelian in k:
* cn the normalization constant for the Berezin transform, c
0
n the
normalization constant for the weighted Bergman measure, C0 the one for
the Plancherel formula on D ¼ H=L (Corollary 4.3), C1 the one for the
integral of Gaussian type on an (Corollary 9.5).
2. COMPLEX BOUNDED SYMMETRIC DOMAINS
We recall very brieﬂy in this and next sections some preliminary results on
bounded symmetric domains and ﬁx notation; see [7, 21] and reference
therein.
Let D ¼ G=K be as in the previous section an irreducible bounded
symmetric domain of tube type in a d-dimensional complex vector space
VC ¼ C
d of rank r0: (The symbol r will be reserved for the rank of the real
bounded symmetric domain D in Section 3.) Let g ¼ kþ p be the Cartan
decomposition and gC ¼ pþ þ kC þ p be the Harish-Chandra decomposi-
tion of its complexiﬁcation. The space VC ¼ pþ has then a Jordan triple
structure so that the subspace p of the Lie algebra g; when realized
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form
xv ¼ xvðzÞ ¼ v QðzÞ%v; v 2 VC; ð2:1Þ
where QðzÞ : %VC/VC is quadratic in z: We denote fx %yzg ¼ Dðx; %yÞz the
Jordan triple product
fx %yzg ¼ Dðx; %yÞz ¼ ðQðxþ zÞ QðxÞ QðzÞÞ %y:
We ﬁx a K-invariant Hermitian inner product ð	; 	Þ on VC so that a minimal
tripotent has norm 1: We let dmðzÞ be the corresponding Lebesgue measure.
The Bergman reproducing kernel is up to a positive constant of the form
hðz; %wÞp where p is the genus of D; deﬁned by p ¼ 2d
r0
(for tube domains) and
hðz; %wÞ is an irreducible polynomial holomorphic in z and anti-holomorphic
in w:
Let n > p  1 and consider the probability measure dmnðzÞ ¼ c
0
nhðz; %zÞ
np
dmðzÞ where c0n is the normalization constant, and the corresponding
weighted Bergman space Hn ¼HnðDÞ of holomorphic functions f so that
jj f jj2n ¼
Z
D
j f ðzÞj2 dmnðzÞo1:
It has reproducing kernel hðz; %wÞn: The group G acts unitarily onHn via the
following:
pnf ðzÞ ¼ Jg1 ðzÞ
n
pf ðg1zÞ; ð2:2Þ
and it forms a unitary projective representation of G:
Let Fn ¼FnðVCÞ; for n > 0; be the Fock space of entire function on VC
with the norm deﬁned by
ð p; qÞFn ¼
nd
pd
Z
VC
pðzÞqðzÞenðz;zÞ dmðzÞ:
Thus it has reproducing kernel enðz;wÞ: When n ¼ 1 we write for simplicity
F ¼F1: The norm in F can also be deﬁned by
ð p; qÞF ¼ pð@zÞq
nðzÞjz¼0 ð2:3Þ
for polynomials p and q; where qn is obtained from q by taking formerly the
complex conjugate of the coefﬁcients of the monomials (in terms of an
orthonormal basis in VC), so that
ð p; qÞFn ¼ n
degð pÞð p; qÞF ð2:4Þ
GENKAI ZHANG312for homogeneous polynomials p and q; where degð pÞ is the homogeneous
degree of p:
The ﬁrst part of the next result is due to Hua [16] for classical domains
and Schmid [30] for general irreducible domains, not necessary of tube type,
the second and third part is due to Faraut and Koranyi [7, Theorem 3.8];
this result will be of fundamental importance for our work here. Fix a
Cartan subalgebra of k and let g1 > 	 	 	 > gr0 be the Harish-Chandra strongly
orthogonal roots, which will be constructed in the next section in relation to
the real bounded symmetric domain. Let a0 be the root multiplicity of
gjþgk
2
in pþ:
Theorem 2.1. Let n > p 1: Suppose D ¼ G=K is an irreducible bounded
symmetric domain in VC of rank r
0: The space P of holomorphic polynomials
on VC decomposes into irreducible subspaces under AdðKÞ; with multiplicity
one as
Pﬃ
X
n50
Pn: ð2:5Þ
Each Pn is of lowest weight n ¼ ðn1g1 þ 	 	 	 þ nr0gr0 Þ with n15 	 	 	5nr050:
For each nonzero f 2 Pn it holds
jj f jjF
jj f jjHn
¼
ﬃﬃﬃﬃﬃﬃﬃ
ðnÞn
q
;
where
ðnÞn ¼
Yr0
j¼1
n
a0
2
ðj  1Þ
 
nj
¼
Yr0
j¼1
Ynj
k¼1
n
a0
2
ð j  1Þ þ k  1
 
is the generalized Pochhammer symbol.
Decomposition (2.5) can also be viewed as a diagonalization of certain
polynomial differential operators, which is our main tool for ﬁnding certain
elements in Pn: Let D be an irreducible tube domain. The space VC has a
structure of a Jordan algebra. Denote DðzÞ the determinant polynomial VC:
It is of degree r0; the rank of VC: Let Dð@Þ be the corresponding differential
operator acting on polynomial space P; which we call the Cayley-type
operator. The next result gives the eigenvalue of the operator DaDð@ÞDaþ1;
sometimes also named as the Cayley–Capelli operator, under the Schmid
decomposition (2.5), and it follows easily by using Theorem 2.1; see e.g.
[35, 36].
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differential operators DðzÞaDð@ÞDðzÞaþ1 for r0 different nonnegative integers
a form a system of generators of K-invariant differential operators on P: A
holomorphic polynomial f 2 P is in the space Pn if and only if it is a solution
of the system of differential equations:
DðzÞaDð@ÞDðzÞaþ1pðzÞ ¼
Yr0
j¼1
a0
2
ðr0  jÞ þ 1þ aþ nj
 
pðzÞ; ð2:6Þ
for r0 different nonnegative integers a:
3. REAL BOUNDED SYMMETRIC DOMAINS AND SOME
RELATED LIE ALGEBRAS
Let V be a real form of VC and t the complex conjugation with respect to
V : Suppose tðDÞ ¼ D; namely, t ﬁxes the bounded symmetric domain. Then
the real form D ¼ D\ V is called a real bounded symmetric domain. In this
case, the triple product Dðx; %yÞz ¼ fx %yzg restricted on V deﬁnes also a triple
product on V :
A complete list of real bounded symmetric domains D is given in
[13, 21, 25], see also Appendix 2. As a Riemannian symmetric space,
D ¼ H=L; where H is the connected component of the subgroup of G of
biholomorphic transformations of D which keep D invariant.
We describe brieﬂy some algebraic structures of the domain D:
Let h ¼ l q be the Cartan decomposition of the Lie algebra h of H :
Similar to (2.1) we have
q ¼ fxv ¼ xvðzÞ ¼ v QðzÞ%v; v 2 Vg: ð3:1Þ
We thus identify q with the underlying space V via the mapping v/ xvðzÞ:
Let r be the rank of D ¼ H=L; and fej ; j ¼ 1; . . . ; rg be a frame of
minimal tripotents in V : The elements xj ¼ xej ¼ ej QðzÞ %ej ; j ¼ 1; . . . ;
r; span a maximal abelian subspace a of q of dimension r: Let fbj ;
j ¼ 1; . . . ; rg in an be the dual basis of 1
2
xj ;
bjðxkÞ ¼ 2dj;k;
where dj;k is the Kronecker symbol. Then the root system Sðh; aÞ is of types
Ar; Cr or Dr: Type Ar corresponds to the case that V is a formally real
GENKAI ZHANG314Jordan algebra; we will be only concerned with type Cr:
Sðh; aÞ ¼ bj ;
bj  bk
2
	 

;
and type Dr ðr53Þ:
Sðh; aÞ ¼
bj  bk
2
	 

:
We let, as in [39], a be the root multiplicity of
bjbk
2
and i 1 that of bj : The
ranks r0 and r and the multiplicities a0; a and i 1 are related to each other:
r0 ¼ r; a0 ¼ 2a ð3:2Þ
if it is type Dr ðr53Þ; and
r0 ¼ 2r; a ¼ 2a0; i ¼ 2þ a0; ð3:3Þ
if it is type Cr for r52; a0 ¼ 0 and i ¼ 2þ a0 for type C1: These relations
can easily be obtained by calculations of the dimensions of the root spaces
or by a case-by-case check of the table in Appendix 2.
The involution t on VC induces an involution of the Lie algebra g and
thus of k; the ﬁxed point set in k is l ¼ h\ k and ðk; lÞ is then a compact
symmetric pair. Let k ¼ lþ k be the corresponding decomposition. For the
purpose of proving Lemma 5.1 in Section 5 we need to construct explicitly a
Cartan subalgebra in k and identify the Harish-Chandra orthogonal roots
with respect to this decomposition.
Consider the type Dr ðr53Þ ﬁrst. The ranks of the Jordan triples V and
VC are the same. A frame fe1; e2; . . . ; erg of minimal tripotents in V is also a
frame in VC: We have tðxej Þ ¼ xej ; tðxiej Þ ¼ xiej since xej 2 q: Consequently
tðiDðej ; ejÞÞ ¼ iDðej ; ejÞ;
since
iDðej ; ejÞ ¼ 12 ½xej ; xiej ;
so that iDðej ; ejÞ 2 t; j ¼ 1; . . . ; r; and they span an r-dimensional abelian
subspace
t0 ¼ iðRDðe1; e1Þ þ 	 	 	 þ RDðer; erÞÞ ð3:4Þ
of k: We extend t0 to a maximal abelian subspace t
 of k and then a
Cartan subalgebra t of k; t ¼ tþ þ t; with tþ  l and t0  t: The Harish-
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C are deﬁned so that
gjðDðek; ekÞÞ ¼ 2djk
and that gj vanish on the orthogonal component of t0 in t: (The Lie algebra k
is not semisimple since it has a one-dimensional center. The orthogonality is
deﬁned via the Killing form on g:)
Now consider type Cr: The rank of V is r and that of VC is 2r: Let
fe1; . . . ; erg be a frame in V ; e ¼ e1 þ 	 	 	 þ er; and let V ¼
P
Vij be the
corresponding Peirce decomposition of V (see [21]). Let Vjj ¼ Rej þ Bj be
the Cartan decomposition of Vjj as in the proof of Proposition 11.11 in [21].
Choose xj 2 Bj so that x2j ¼
1
2
fxj %exjg ¼ ej (see [21]). It is straightforward
computation to prove that f2j1 ¼
ejþixj
2
and f2j ¼
ejixj
2
are tripotents in VC
and thus are minimal tripotents. Therefore ff1; f2; . . . ; f2rg forms a frame of
VC: Let, similarly to type Dr;
t0 ¼ iðRDðf1; f1Þ þ 	 	 	 þ RDðf2r; f2rÞÞ;
t0 is a maximal abelian subspace of k: Now tðxf2j1Þ ¼ xf2j ; tðxif2j1 Þ ¼ xif2j ;
and thus
tðiDðf2j1; f2j1Þ ¼ iDðf2j ; f2jÞ:
We let
tþ0 ¼ iðRðDðf1; f1Þ  Dðf2; f2ÞÞ þ 	 	 	 þ RðDðf2r1; f2r1Þ  Dðf2r; f2rÞÞÞ; ð3:5Þ
t0 ¼ iðRðDðf1; f1Þ þ Dðf2; f2ÞÞ þ 	 	 	 þ RðDðf2r1; f2r1Þ  Dðf2r; f2rÞÞÞ: ð3:6Þ
Thus tþ0  l and t

0  k
 are abelian subspaces and t0 ¼ tþ0 þ t

0 : We extend
t0 to a maximal abelian subspace t
 of k and then extend it to Cartan
subalgebra t ¼ t þ tþ of k so that tþ0  t
þ  l: The Harish-Chandra
strongly orthogonal roots g1; g2; . . . ; g2r1; g2r are deﬁned on t
C by
gjðDðfk; fkÞÞ ¼ 2djk;
and by requiring that gj vanish on the orthogonal complement of t0:
We note that with the above normalization of the inner product on VC a
minimal tripotent of V has norm
ﬃﬃﬃ
2
p
if the root system is of type C;
otherwise it is of norm 1: (The inner product in [39] is normalized so that a
minimal tripotent of V always has norm 1:)
GENKAI ZHANG3164. BEREZIN AND BARGMANN TRANSFORM ON REAL
BOUNDED SYMMETRIC DOMAINS
To study the branching law of ðHn;pnÞ of G under H we ﬁrst consider the
L2-space L2ðD; dm0Þ on D with the H-invariant measure on D;
dm0ðzÞ ¼ hðz; %zÞ

p
2 dmðzÞ; ð4:1Þ
and the natural unitary action of H on it,
p0ðgÞf ðxÞ ¼ f ðg1xÞ; g 2 H : ð4:2Þ
Deﬁne the restriction map [26] R :Hn ! CoðDÞ by
Rf ðxÞ ¼ f ðxÞhðx; %xÞ
n
2; x 2 D: ð4:3Þ
Then R is a formal H-intertwining map, as one can easily check from the
transformation properties of hðx; %xÞ: Consider its formal conjugate operator
Rn from L2ðD; dm0Þ to Hn and form the operator RR
n on L2ðD; dm0Þ: It is
RRn ¼
1
cn
Bn; ð4:4Þ
where
Bnf ðzÞ ¼ cn
Z
D
f ðwÞ
hðz; %zÞ
n
2hðw; %wÞ
n
2
hðz; %wÞn
dm0ðwÞ ð4:5Þ
is the (normalized) Berezin transform and the constant cn is such that
Bn1 ¼ 1; see [39] where the constant cn is also evaluated. Let
R ¼ jRjU ð4:6Þ
be the polar decomposition of R: Thus jRj2 ¼ RRn:
It is proved in [39] that when n > p 1 for type C and when n > p
2
 1 for
type D the Berezin transform RRn is bounded, and that the multiplier h
n
2 is
in L1ðD; m0Þ: Since for those values of n the space Hn contains all
polynomials, thus the range of R contains the functions of the form
hðz; %zÞ
n
2pðz; %zÞ where pðz; %zÞ are polynomials of z and clearly they form a dense
subspace in L2ðD;m0Þ: This implies
Proposition 4.1. Suppose n > p 1 for type C and suppose n > p
2
 1 for
type D. The operators R is bounded and injective with dense image from Hn to
L2ðD; m0Þ; and thus the operator U is an unitary operator. Both are
intertwining operators for the H-actions (2.2) and (4.2).
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Bargmann transform.
Let fD be the spherical function on D ¼ H=L: Let
bf ð
%
kÞ ¼
Z
D
f ðzÞf
%
kðzÞ dm0ðzÞ
be the spherical transform on D; where f is an L-invariant C1-function on
D with compact support. It is well known [11, Chap. IV] that the map f / fˆ
extends to a unitary operator from L2ðD; dm0Þ
L onto L2ðan; Cojcð
%
kÞj2 d
%
kÞW
of W -invariant functions in the L2 space on an: Here cð
%
kÞ is the Harish-
Chandra c-function, with the same normalization as in [11, Chap. IV], d
%
k is
the regularly normalized measure and the constant C0 can be evaluated by
using the evaluation of the constant cn in [39] and the evaluation of the
Selberg integral, see Appendix 1.
Corollary 4.3. Let n be as in Proposition 4.1. The map f / cUf is a
unitary operator from HLn onto L
2ðan; Cojcð
%
kÞj2d
%
kÞW :
In particular if we ﬁnd a canonical orthogonal basis of HLn ; their image
under the above unitary operator then gives an orthogonal basis of
L2ðan; Cojcð
%
kÞj2d
%
kÞW :
5. EXISTENCE OF THE L-INVARIANT HOLOMORPHIC
POLYNOMIALS
We identify now those polynomial spaces Pn that contain L-invariant
vectors.
Lemma 5.1. In the decomposition (2.5), PLna0 if and only if
n ¼ ðm1; m1; m2; m2; . . . ; mr; mrÞ ¼
Xr
j¼1
mjðg2j1 þ g2jÞ ð5:1Þ
if S is type Cr; and
n ¼ ð2m1; 2m2; . . . ; 2mrÞ þmð1; 1; . . . 1Þ ¼
Xr
j¼1
ð2mj þmÞgj ð5:2Þ
if S is of type Dr ðr53Þ; where in all cases mj and m are nonnegative integers
and m15m25 	 	 	5mr50; in which case PLn is one dimensional.
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4.1], to identify the L-spherical representations, which asserts in our case
that the representation Pn contains a L-ﬁxed vector if and only if
njtþ ¼ 0 ð5:3Þ
and
ðn; %aÞ
ð%a; %aÞ
2 N; ð5:4Þ
for all restricted roots %a in the root system SðkC; ðtÞCÞ of kC with respect to
t; in which case PLn is one dimensional. Here N is the set of nonnegative
integers.
Let the domain D be of type Dr ðr53Þ: Recall the construction of the
Cartan algebra in Section 3. The rank rankðK=LÞ is the dimension of the
abelian subspace t; which contains the r-dimensional subspace t0: We claim
that rankðK=LÞ > r: Indeed, the symmetric pair ðk; lÞ in this case is ðsðuðrÞ 
uðrÞÞ; soðrÞ  soðrÞÞ; ðuð2rÞ; soð2rÞÞ or ðe6 þ R; spð4ÞÞ (with r ¼ 3), the rank
of the ﬁrst pair being 2r 1 > r; the second 2r > r and the third 7 > 3 (see
[11, Table V, p. 518]). This means that t0 is a nontrivial subspace of t
: The
vanishing condition (5.3) in this case is already satisﬁed, since g1; . . . ; gr
vanish on the orthogonal complement of t0:
To check the second condition, recall (see [30, formulas (16) and (17)])
that all roots of kC with respect to tC are of the form
gjgk
2
; or
gjgk
2
þ m; with
m ¼ mjks orthogonal to
gjgk
2
and jjmjj2 ¼ jjgjgk
2
jj2; where s ¼ 1; . . . ; a0 and a0 the
root multiplicity introduced in Section 2. If a ¼ gjgk
2
then the restricted root
%a ¼ a the integrality condition is clearly satisﬁed. Notice that the elements
gjgk
2
in tn; viewed as linear functional on t; only span a ðr 1Þ-dimensional
subspace whereas the dimension of t is at least rþ 1; thus there exist roots
in SðkC; ðtÞCÞ of the form a ¼ gjgk
2
þ m with nonzero m for all j; k ¼
1; . . . ; r; jak: Let a ¼ gjgk
2
þ m with ma0: There are two cases to consider,
tðmÞ ¼ m or tðmÞa m and it is easy to prove that the case tðmÞ ¼ m
always appears. In the former case, tðaÞ ¼ a and the restricted root %a ¼ a;
and ð%a; %aÞ ¼ ða; aÞ ¼ 2jjgjgk
2
jj2: The integrality condition is now
ðn; %aÞ
ð%a; %aÞ
¼
ðn; gjgk
2
þ mÞ
2jjgjgk
2
jj2
¼
1
2
ðnj  nkÞ 2 N
for jok; which is our condition (5.2). In the latter case tðaÞa a; the
restricted root is %a ¼ atðaÞ
2
and tðaÞ is orthogonal to a (see the proof of
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2
ðn; a tðaÞÞ ¼ 1
2
ðn; gj  gk þ m tðmÞÞ ¼
1
2
ðnj  nkÞjjgj jj
2 and
ð%a; %aÞ ¼
1
2
jjajj2 ¼
gj  gk
2
  2¼ 1
2
jjgj jj
2;
the integrality condition reads
ðn; %aÞ
ð%a; %aÞ
¼ ðnj  nkÞ 2 N
which is guaranteed by the previous case.
Now consider type Cr: It is possible to prove the lemma by using the
construction of Cartan algebra in Section 3 and by the similar general
consideration as above; however, it is simpler by a case-by-case study, as the
Lie algebras involved are all classical. There are only three cases. Let
ðk; lÞ ¼ ðsðuð2rÞ  uð2rÞÞ; spðrÞ  spðrÞÞ: The Harish-Chandra strongly
orthogonal roots are gj ¼ ej  ej ; and the highest weight nðn1e1 þ n2e2 þ
	 	 	 þ n2re2rÞ  ðn1e1 þ n2e2 þ 	 	 	 þ n2re2rÞ
n where ej is the dual of diagonal
matrix with jth entry being 1 and rest 0; in the standard matrix
representation of uð2rÞ; and ðn1e1 þ n2e2 þ 	 	 	 þ n2re2rÞ
n is the contra-
gradient representation. The representation n has an l ¼ spðrÞ  spðrÞ-
ﬁxed vector if and only if the representation n1e1 þ n2e2 þ 	 	 	 þ n2re2r has
an spðrÞ-ﬁxed vector, and the latter happens precisely when n1 ¼ n2 ¼
m1; n3 ¼ n4 ¼ m2; . . . ; n2r1 ¼ n2r ¼ mr; namely n is of form (5.1), again by
the Cartan–Helgason theorem, since ðsuð2rÞ; spðrÞÞ is a symmetric pair; see
e.g. [19]. Now let ðk; lÞ ¼ ðuð2rÞ; spðrÞÞ: The Harish-Chandra roots are gj ¼
2e2j1; g0j ¼ 2e2j : Our result follows immediately from the above argument.
Finally consider ðk; lÞ ¼ ðsoð2Þ  soð pÞ; soð pÞÞ: The Harish-Chandra roots
are such that g1 is the highest weight of the deﬁning representation of soð pÞ
on Cp; and that g1 þ g2 is the trivial representation of soð pÞ and is twice the
center action of soð2Þ on Cp ¼ VC: The highest weight n ¼ n1g1 þ n2g2 ¼
n2ðg1 þ g2Þ þ ðn1  n2Þðg1Þ; and as representations n ¼ n2ðg1 þ g2Þ
ðn1  n2Þg1 with n2ðg1 þ g2Þ being the trivial representation of soð pÞ and
ðn1  n2Þg1 the representation of soð pÞ on the spherical harmonics of degree
n1  n2; the latter has an soð pÞ-invariant vector if and only if n1  n2 ¼ 0;
namely n is of form mðg1 þ g2Þ: This completes the proof. ]
Remark 5.2. In [19] Kra¨mer has given a classiﬁcation of all spherical
connected subgroups L of a simple compact Lie group K [19, Tabel 1] and
listed all the fundamental spherical highest weights. Our result can, although
somewhat longer computations involving the identiﬁcation of roots are
needed, also be deduced from that list. Moreover, the above result for type
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(with m ¼ 0).
6. DETERMINATION OF THE L-INVARIANT HOLOMORPHIC
POLYNOMIALS: SOME GENERAL RESULTS
We consider the Chevalley restriction map Res from PðVCÞ
L onto the
space PðaÞW of W -invariant polynomials on a: This needs some
explanation. We ﬁx a frame fej ; j ¼ 1; . . . ; rg of minimal tripotents in V ;
so that ej is root vector of the Harish-Chandra roots gj ; j ¼ 1; . . . r if it is of
type Dr; and ej is a sum of two root vectors with roots g2j1 and g2j if it is of
type Cr; see Section 3. We identify V with q via the map v ! xv; so that a is
identiﬁed with Re1 þ 	 	 	 þ Rer: First of all, a W -invariant polynomial on a
can be uniquely extended to an L-invariant polynomial on q; by the
Chevalley theorem [12, Corollary 5.12]. Secondly, a polynomial on D is
the same as on the real vector space V and can also be uniquely extended
to a holomorphic polynomial in VC; namely an element in PðVCÞ: By
Res : PðVCÞ
L/PðaÞW we mean the inverse of the composition of the two
extension maps. Using the Dunkl operator we will deﬁne an inner product
on PðaÞW and we prove that the restriction map Res is a unitary map from
PðVCÞ
L with the Fock space norm onto PðaÞW : This reduces the problem of
ﬁnding L-invariant polynomials to the corresponding one of W -invariant
polynomials on a:
Some consideration that follows will be true for general root system, we
shall, however, only consider the root systems S as in Section 3.
For any root a 2 S let ra 2 W be the reﬂection deﬁned by a: We recall the
Dunkl operator [4],
Dj ¼ @j þ
1
2
X
a2Sþ
ma
aðxjÞ
aðxÞ
ð1 raÞ
acting on polynomials f ðxÞ on a; where ma is the root multiplicity of a and ra
acts on f ðxÞ via
ðraf ÞðxÞ ¼ f ðr1a xÞ:
The operators Dj ; j ¼ 1; . . . ; r are pairwise commuting, and thus deﬁne an
isomorphism between the ring of polynomials on a and the ring of
difference-differential operators generated by them. We can then deﬁne, for
any polynomial x ¼ x1e1 þ 	 	 	 þ xrer ! f ðxÞ ¼ f ðx1; . . . ; xrÞ the operator f
ðDÞ by assigning Dj to the polynomials xj ; j ¼ 1; . . . ; r:
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D: The S-inner product on PðaÞW is deﬁned by
ð f ; gÞS ¼ f ðDxÞg
nðxÞjx¼0;
if S is of type D; and
ðf ; gÞS ¼ f ð
1
2
DxÞgnðxÞjx¼0
if S is of type C:
The discrepancy for type C here is due to the unmatched norms of
minimal tripotents in VC and V :
Proposition 6.2. The restriction map Res is an isometric mapping from
ðPðVCÞ
L; jj 	 jjFÞ onto ðPðaÞ
W ; jj 	 jjSÞ:
Proof. We consider the operators
E ¼ 1
2
ðz21 þ 	 	 	 þ z
2
dÞ; ð6:1Þ
F ¼ 12 ð@
2
1 þ 	 	 	 þ @
2
dÞ ð6:2Þ
and
H ¼ ðz1@1 þ 	 	 	 þ zd@dÞ þ
d
2
ð6:3Þ
acting on the space PðVCÞ
L: Then it is clear that they form the Lie algebra
slð2;CÞ:
½E; F  ¼ H ; ½H; E ¼ 2E; ½H ; F  ¼ 2F :
Let us, following Heckman [10], deﬁne similarly
E0 ¼ 12 ðx
2
1 þ 	 	 	 þ x
2
r Þ; ð6:4Þ
F0 ¼ 12 ðD
2
1 þ 	 	 	 þ D
2
r Þ; ð6:5Þ
for type D; and
E0 ¼ x21 þ 	 	 	 þ x
2
r ; ð6:6Þ
F0 ¼ 14 ðD
2
1 þ 	 	 	 þ D
2
r Þ; ð6:7Þ
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in VC and V ), and
H0 ¼ ðx1@1 þ 	 	 	 þ xr@rÞ þ
1
2
rþ
X
a2R
ma
 !
; ð6:8Þ
for all types. They form a copy of the Lie algebra slð2;CÞ: We claim that
Res E ¼ E0; Res F ¼ F0; Res H ¼ H0:
The ﬁrst is trivial, the third follows since that the dimension d ¼ dimC VC ¼
dimR q ¼ r2þ
1
2
P
a2R ma: The second is proved by Heckman [10]; see also
[4]. It is proved in [10, Proposition 3.4], that for any polynomial p of degree
m on a; viewed as multiplication operator on PðaÞ; namely in AutðPðaÞÞ;
pðDÞ ¼ ð1Þm
1
m!
adðF0Þ
mð pÞ; ð6:9Þ
where the Lie algebra slð2;CÞ is acting on AutðPðaÞÞ via the adjoint action.
The essentially same (even easier) calculation shows that, for polynomial P
on PðVCÞ we have
Pð@Þ ¼ ð1Þm
1
m!
adðF ÞmðPÞ: ð6:10Þ
For any P; Q 2 PðVCÞ
L; let p ¼ Res P; q ¼ Res Q; then q* ¼ Res Q
n; if
x 2 a;
Pð@ÞQnðxÞ ¼ ðRes Pð@ÞQnÞðxÞ
¼ Res ð1Þm
1
m!
adðF ÞmðPÞQn
  
ðxÞ
¼ ð1Þm
1
m!
adðF0Þ
mðRes PÞRes Qn
 
ðxÞ
¼ pðDÞqnðxÞ
and
ðP; QÞF ¼ Pð@ÞQ
nð0Þ ¼ pðDÞqnð0Þ ¼ ð p; qÞS ¼ ðRes P; Res QÞS;
completing the proof. ]
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order operators goes back to Harish-Chandra.
Remark 6.3. The above result clariﬁes the signiﬁcance of the Dunkl
operator and the inner product ð	; 	ÞS: Moreover, it gives an isometric
version of the Chevalley restriction theorem [12, Chap. 2, Corollary 5.12]. It
seems to the author that this was not known before.
As a consequence we get
Corollary 6.4. The Cayley operator Res Dð@Þ acting on L-invariant
polynomials f is given by
ðRes Dð@ÞÞf ðxÞ ¼
Yr
j¼1
Djf ðxÞ
for type D and
ðRes Dð@ÞÞf ðxÞ ¼ 22r
Yr
j¼1
D2j f ðxÞ
for type C:
Proof. We consider the type Dr: Recall that the determinant function D
on VC is of degree r and when restricted on a it is
Res DðxÞ ¼ Dðx1e1 þ 	 	 	 þ xrerÞ ¼
Yr
j¼1
xj ¼
Yr
j¼1
bj
2
 !
ðxÞ:
We calculate now the adjoint operator of D and Res D: The adjoint operator
of multiplication by DðzÞ on PðVCÞ with respect to the Fock norm is Dð@Þ;
Dn ¼ Dð@Þ and, respectively, the multiplication by
Qr
j¼1
bj
2
is ð
Qr
j¼1
bj
2
Þn ¼Qr
j¼1 Dj with respect to the S-norm by the deﬁnition of the inner product.
Thus for P; Q 2 PðVCÞ
L we have, by the preceding proposition,
ðResðDð@ÞPÞ;Res QÞS ¼ ðDð@ÞP; QÞF ¼ ðP;DQÞF
¼ ðRes P; ResðDQÞÞS ¼ ðRes P; Res DRes QÞS
¼ Res P;
Yr
j¼1
bj
2
 !
Res Q
 !
S
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Yr
j¼1
bj
2
 !n
Res P; Res Q
 !
S
¼
Yr
j¼1
Dj
 !
Res P; Res Q
 !
S
proving the result. The type Cr-case can be proved similarly, the only
difference is that the restriction of D on a is
Res Dðx1e1 þ 	 	 	 þ xrerÞ ¼ x21 . . . x
2
r
and that the adjoint of multiplication by x21 . . . x
2
r is 2
2rQr
j¼1 D
2
j by
Deﬁnition 6.1. ]
7. L-INVARIANT HOLOMORPHIC POLYNOMIALS: TYPE Cr
In this section we ﬁnd the L-invariant polynomials in PLn and calculate
their norm in the Fock space. We will express them in terms of the Jack
symmetric polynomials. For that purpose we recall some basic facts.
Let
Dj ¼ DAj ¼ @j þ
a
2
X
iaj
1
yj  yi
ð1 sijÞ ð7:1Þ
be the Dunkl operator [4, 10] of type A acting on functions on the
r-dimensional vector space Rr; where the superscript indicates that
the underlying root system is of type A and sij is induced action of the
transposition ðijÞ on functions f ðy1; . . . ; yrÞ exchanging the variables yi and
yj : Let
Uj ¼ UAj ¼ Djyj 
a
2
X
ioj
sij ð7:2Þ
be the Cherednik operator for type A [2, 6]. Then UAj ; j ¼ 1; . . . ; r are
commuting operators. The relation between UAj and the Cayley-type
operator
Qr
j¼1 Dj
Qr
j¼1 yj is the following. (It can be viewed as a symmetric
invariant analogue of the Cayley–Capelli identity, which express the product
Dð@ÞDðzÞ as another determinant.)
BRANCHING COEFFICIENTS 325Lemma 7.1. The following identity holds for the root system of type A:
Yr
j¼1
Dj
 ! Yr
j¼1
yj
 !
¼
Yr
j¼1
Uj :
Proof. We write the LHS as D1 . . . Dr1ðDry1Þy2 . . . yr: Using the
commutation relations ½Dr; y1 ¼ a2 s1r; s1ryr ¼ y1s1r and s1ryj ¼ yjs1r ðjar;
ja1Þ it follows that
Yr
j¼1
Dj
Yr
j¼1
yj ¼ D1 . . . Dr1y1Dry2 . . . yr 
a
2
Yr1
j¼1
Dj
 ! Yr1
j¼1
yj
 !
s1r;
repeating the argument (moving Dr until it reaches yr) successively, each
time resulting in an extra term a
2
ðD1 . . . Dr1y1y2 . . . yr1Þs1j ; we ﬁnd it is
ðD1 . . . Dr1y1 . . . yr1Þ Dryr 
a
2
Xr1
j¼1
sjr
 !
¼ ðD1 . . . Dr1y1 . . . yr1ÞUr: ð7:3Þ
Performing the above computation with Dr1 and so on proves the
formula. ]
Essentially, the same computation gives
Yr
j¼1
yj
 !aYr
j¼1
Dj
Yr
j¼1
yj
 !1þa
¼
Yr
j¼1
ðUj þ aÞ: ð7:4Þ
Remark 7.2. The Cherednik operators UAj are introduced and studied
before (see [6] for root systems of type B and reference therein) in the
context of Hecke algebras and the nonsymmetric Jack polynomials. The
above lemma shows that they can also be obtained, though less system-
atically, in trying to write the Cayley-type operator ð
Qr
j¼1 DjÞð
Qr
j¼1 xjÞ as a
product of r operators.
The Jack symmetric polynomial are then a sum of joint (nonsymmetric)
eigenfunctions of Uj : Let Om be the normalized Jack symmetric polynomial,
so that it is a symmetric eigenpolynomial of the operators
Qr
j¼1ðUj þ aÞ:
Yr
j¼1
ðUAj þ aÞOm ¼
Yr
j¼1
a
2
ðr kÞ þ 1þ aþmk
  !
Omðy1; . . . ; yrÞ ð7:5Þ
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Omð1; . . . ; 1Þ ¼ 1:
Let now Dj be the Dunkl operator on a ¼ Re1 þ 	 	 	 þ Rer for the root
system S of type C;
Dj ¼ @j þ
i 1
2
1
xj
ð1 sjÞ þ
a
2
X
iaj
1
xj  xi
ð1 sijÞ þ
1
xj þ xi
ð1 sijÞ
 
;
where sj ; sij and sij are the reﬂections in Weyl group corresponding to the
roots gj ;
1
2
ðgi  gjÞ and, respectively,
1
2
ðgi þ gjÞ:
We list some commutation relations needed in the proof of the next
lemma, they are all known and have been formulated in terms of Hecke
algebras (see e.g. [2, 10] and references therein). We have
½Dj ; xk ¼
a
2
ðsjk  sjkÞ ðjakÞ; ð7:6Þ
½Dj ; xj ¼ 1þ ði 1Þsj þ
a
2
X
iaj
ðsij þ sijÞ; ð7:7Þ
sjDj ¼ Djsj ; sijDj ¼ sijDi; Djsij ¼ sijDi; ð7:8Þ
and the obvious commutation relation of sj ; sij and sij with the
multiplication operators by xk for i; j; k ¼ 1; . . . ; r:
Lemma 7.3. The operator ResðDð@xÞDðxÞÞ on a is given by
ResðDð@xÞDðxÞÞ
¼ 22r
Yr
j¼1
D2j
Yr
j¼1
x2j ¼ 2
2r
Yr
j¼1
Dj
Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ
 !Yr
j¼1
xj
¼ 22r
Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ þ 1 ði 1ÞsjÞ
 !

Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ
 !
:
BRANCHING COEFFICIENTS 327Proof. The ﬁrst equality follows by Corollary 6.4 for the restriction of
DðxÞ on a is
Qr
j¼1 x
2
j : To prove the second formula we write
Yr
j¼1
D2j
Yr
j¼1
x2j ¼
Yr
j¼1
Dj
 ! Yr
j¼1
Dj
 ! Yr
j¼1
xj
 !" # Yr
j¼1
xj
 !
ð7:9Þ
and compute the middle factor ﬁrst by using the same method as in the
proof of Lemma 7.1. We have
D1 . . . Dr1ðDrx1Þx2 . . . xr
¼ D1 . . . Dr1ðx1DrÞx2 . . . xr 
a
2
D1 . . . Dr1x1 . . . xr1ðs1r þ s1rÞ
by the commutation relations (7.6) and s1rxj ¼ x1s1r;s1rxr ¼ x1s1r, and
that ½s1r; xj ¼ 0; ½s1r; xj ¼ 0 for ja1; r: Continuing the computation of
Drx2; . . . Drxr1 and so on we ﬁnd that the above term is
D1 . . . Dr1x1 . . . xr1 Drxr 
a
2
X
ior
ðsir þ sirÞ
 !
:
Consider the product D1 . . . Dr1x1 . . . xr1 and perform successively similar
computations. We ﬁnd
Yr
j¼1
Dj
 ! Yr
j¼1
xj
 !
¼
Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ
 !
: ð7:10Þ
This proves the second equality. The third one is a consequence of the shift
formula
Yr
k¼1
Dk
 !
Djxj 
a
2
X
ioj
ðsij þ sijÞ
 !
¼ Djxj 
a
2
X
ioj
ðsij þ sijÞ þ 1 ði 1Þsj
 ! Yr
k¼1
Dk
 !
;
for, proceeding with (7.9) and (7.10),
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j¼1
D2j
 ! Yr
j¼1
x2j
 !
¼
Yr
j¼1
Dj
 !Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ
 ! Yr
j¼1
xj
 !
¼
Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ þ 1 ði 1Þsj
 ! Yr
j¼1
Dj
 ! Yr
j¼1
xj
 !
¼
Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ þ 1 ði 1Þsj
 !

Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ
 !
:
To prove the shift formula we write the left-hand side of it as
D1 . . . Dj1Djþ1 . . . Dr DjDjxj 
a
2
X
ioj
ðsijDi þ sijDiÞ
 !
ð7:11Þ
by the commutation relation (7.7). Furthermore,
DjDjxj ¼ DjxjDj þDj þ ði 1ÞDjsj þ
a
2
X
iaj
Djðsij þ sijÞ
and then (7.11) is
D1 . . . Dj1Djþ1 . . . Dr DjxjDj þDj þ ði 1ÞDjsj þ
a
2
X
i>j
Djðsij þ sijÞ
 !
:
The product of Dr with the last factor is
DjxjDjDr þ
a
2
Djðsjr  sjrÞDj þDjDr þ ði 1ÞDrDjsj þ
a
2
X
r>i>j
DrDjðsij þ sijÞ
þ
a
ðDrDjsrj þ DrDjsrjÞÞ;2
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DjxjDjDr þDjDr þ ði 1ÞDrDjsj þ
a
2
X
r>i>j
DrDjðsij þ sijÞ;
eliminating the rth term in the summation. Continuing the computation
moving Dr1; . . . Djþ1 to the right we ﬁnd eventually
Djþ1 . . . Dr DjxjDj þDj þ ði 1ÞDjsj þ
a
2
X
i>j
Djðsij þ sijÞ
 !
¼ DjxjDjDjþ1 . . . Dr þ DjDjþ1 . . . Dr þ ði 1ÞDjDjþ1 . . . Drsj
¼ ðDjxj þ 1 ði 1ÞsjÞDjDjþ1 . . . Dr:
Finally, continuing formula (7.11), the product of Dj1 with the above
product is
Djxj 
a
2
ðsj1; j þ sj1; jÞ þ 1 ði 1Þsj
 
Dj1DjDjþ1 . . . Dr;
creating an extra term a
2
ðsj1; j þ sj1; jÞ; multiplying successively the
operators Dj2; . . . ; D1 to the last expression leads to the shift formula. ]
Lemma 7.4. The operator ResðDð@xÞDðxÞÞ; when acting on W -invariant
polynomials of the form f ðx21; . . . ; x
2
r Þ with f ðy1; . . . ; yrÞ being a symmetric
polynomials in r variables, is given in terms of the coordinates yj ¼ x2j by
ResðDð@xÞDðxÞÞ ¼
Yr
j¼1
UAj þ
1
2
ði 1Þ 
1
2
 Yr
j¼1
UAj ;
where UAj is the Cherednik operator (7.2) of type A acting on functions of
y1; . . . ; yr:
Proof. The previous lemma expresses the left-hand side as a product
of two operators. We consider ﬁrst the second operator
Qr
j¼1ðDjxj 
a
2
P
iojðsij þ sijÞÞ; acting on the space of even polynomials of x1; . . . ; xr of the
form f ðy1; . . . ; yrÞ ¼ f ðx21; . . . ; x
2
r Þ; this operator acts on the space, namely
keep the space invariant and
Yr
j¼1
Djxj 
a
2
X
ioj
ðsij þ sijÞ
 !
¼ 2r
Yr
j¼1
UAj :
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Djxj ¼ @xj xj þ
i 1
2
1
xj
ð1 sjÞxj
þ
a
2
X
iaj
1
xj  xi
ð1 sijÞ þ
1
xj þ xi
ð1 sijÞ
 
xj
¼ @xj xj þ
i 1
2
ð1þ sjÞ þ
X
iaj
x2j
x2j  x
2
i

a
2
X
iaj
xj
xj  xi
sij 
xj
xj þ xi
ðsijÞ
 
;
all operators @xj xj ; sj ; sij and sij are actually acting on the same space,
namely keep the space invariant. In terms of the variables yj ¼ x2j ; @xj xj ¼
2@yj yj  1; and
Djxj ¼ 2@yj yj  1þ ði 1Þ þ a
X
iaj
1 sij
yj  yi
 
yj ¼ 2D
ðyÞ
j yj þ ði 1Þ  1;
where D
ðyÞ
j is the Dunkl operator for type A: From which we get
Djxj 
a
2
X
ioj
ðsij þ sijÞ ¼ 2 UAj þ
i 1
2

1
2
 
;
and the ﬁrst operator is
2r
Yr
j¼1
UAj þ
i 1
2

1
2
 
:
The second operator is then 2r
Qr
j¼1 U
A
j by the above computation. ]
The above lemma can also be proved by using [6, Proposition 5.2],
where the operator ð
Qr
j¼1 DjÞð
Qr
j¼1 xjÞ is expressed in terms
of the Cherednik operators. (Note that our operator UAj differs
by a constant with the operator UA;j there.) Together with (7.5) it implies
then
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2
r Þ are eigen-
function of the operator ResðDaDð@ÞD1þaÞ with eigenvalue
Yr
j¼1
a
2
ðr jÞ þ
i
2
þmj þ a
  a
2
ðr jÞ þ mj þ a
 
: ð7:12Þ
Proposition 7.6. For each m ¼ ðm1; . . . ; mrÞ there exists a unique
polynomial pn in the space P
L
n with n given by m as in (5.1) such that
Res pnðx1; . . . ; xrÞ ¼ Omðx21; . . . ; x
2
r Þ: ð7:13Þ
Proof. The existence of such polynomial pn in PðVCÞ
L is by the
Chevalley restriction theorem. Lemma 2.2 implies that pn is in the space Pn;
with n as given, if and only if it is an eigenfunction of the operator
DaDð@ÞD1þa with eigenvalue
Y2r
j¼1
a0
2
ð2r jÞ þ 1þ nj þ a
 
¼
Yr
j¼2i1;i¼1
a0
2
ð2r 2i þ 1Þ þ 1þ n2i1 þ a
 

Yr
j¼2i;i¼1
a0
2
ð2r 2iÞ þ 1þ n2i þ a
 
¼
Yr
i¼1
a0 r i þ
1
2
 
þ 1þmi þ a
 Yr
i¼1
ða0ðr iÞ þ 1þ mi þ aÞ:
Using (3.3) we see that the factors in product (7.12) are
a
2
ðr jÞ þ
i
2
þmj þ a ¼ a0ðr jÞ þ 1þ
a0
2
þ mj þ a
¼ a0 r j þ
1
2
 
þ 1þmj þ a
and
a
2
ðr jÞ þ 1þmj þ a ¼ a0ðr jÞ þ 1þmj þ a;
so that (7.12) coincides with the above eigenvalue of DaDð@ÞD1þa: ]
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certain recurrence formula of Macdonald. The next result follows by direct
computation.
Lemma 7.7. In terms of the coordinates yj ¼ x2j ; j ¼ 1; . . . ; r; the operator
F0 in (6.7) when acting on W -invariant polynomials has the following form:
F0 ¼  2FA0 þ
a
2
ðr 1Þ þ
1
2
þ
i 1
2
 Xr
j¼1
@ðyÞj
 !
; ð7:14Þ
where
F A0 ¼ 
1
2
Xr
j¼1
yjð@
ðyÞ
j Þ
2 þ a
X
iaj
yi
yi  yj
@ðyÞi
 !
: ð7:15Þ
With some abuse of notation we denote OðxÞm the function O
ðxÞ
m ¼ Omðx
2
1;
. . . ; x2r Þ:
To state our next result we let ðm
m0
Þ be the generalized binomial coefﬁcients
[20] and let mj ; respectively, m
j stand for the signature mj ¼ ðm1; . . . ; mrÞ 
ð0; . . . ; 0; 1; 0; . . . ; 0Þ and mj ¼ ðm1; . . . ; mrÞ þ ð0; . . . ; 0; 1; 0; . . . ; 0Þ (with 1 in
the jth position). The binomial coefﬁcients ðm
m0
Þ are then [20, Sect. 14]
m
mj
 !
¼ mj þ
a
2
ðr jÞ
 Y
iaj
mj  mi þ a2ði  j  1Þ
mj  mi þ a2ði  jÞ
: ð7:16Þ
Lemma 7.8. The operators E0 and F0 have the following upper,
respectively, lower triangular forms when acting on the polynomials OðxÞm :
E0OðxÞm ¼
Xr
j¼1
cmðjÞO
ðxÞ
mj
;
F0OðxÞm ¼ 
1
4
Xr
j¼1
4 mj  1
a
2
ð j  1Þ
 
þ 2aðr 1Þ þ 2ði 1Þ þ 2
 

m
mj
 !
OðxÞmj ;
where
cmðjÞ ¼
Y
iaj
mj  mi þ a2ð1þ i  jÞ
mj  mi þ a2ði  jÞ
:
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Macdonald [22, Sect. D]. Following temporarily the notation there, let
&1 ¼
Xr
j¼1
yjð@
ðyÞ
j Þ
2 þ a
X
iaj
yi
yi  yj
@ðyÞi
and
e1 ¼
Xr
j¼1
@ðyÞj ;
it is proved by Macdonald that
&1Om ¼
Xr
j¼1
mj  1
a
2
ðj  1Þ
  m
mj
 !
Omj ;
e1Om ¼
Xr
j¼1
m
mj
 !
Omj
and
Xr
j¼1
yj
 !
Om ¼
Xr
j¼1
cmðjÞOmj ;
which then imply our result. ]
Theorem 7.9. The norm square jjpnjj2F of the L-invariant polynomial pn;
with n determined by m as in (5.1), is given by
Y
14ioj4r
Gða
2
ðj þ 1 iÞÞða
2
ðj  iÞÞ
Gð1þ a
2
ðj  1 iÞÞ
Yr
j¼1
i 1
2
þ
1
2
þ
a
2
ðr jÞ
 
mj

Yr
j¼1
1þ
a
2
ðr jÞ
 
mj

Y
14ioj4r
Gðmi þ 1mj þ a2ðj  1 iÞÞ
Gðmi  mj þ a2ðj þ 1 iÞÞðmi mj þ
a
2
ðj  iÞÞ
:
Proof. For a ﬁxed j write m0 ¼ mj ¼ ðm1; . . . ; mj1; mj  1; mjþ1; . . . ; mrÞ
and let n0 be the corresponding n: pn and pn0 are orthogonal inF as they are
in the different Schmid components, so are the polynomials OðxÞm and O
ðxÞ
m0
with the S-inner product by Proposition 6.2. Now, on the space of all W -
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n ¼ F0 with respect to the S-inner
product, from this we obtain
ðE0O
ðxÞ
m0 ;O
ðxÞ
m ÞS ¼ ðO
ðxÞ
m0 ; F0O
ðxÞ
m ÞS;
this gives
jjOðxÞm jj
2
S
jjOðxÞm0 jj
2
S
¼
m
m0
 !
mj  12þ
i1
2
þ a
2
ðr jÞ
cm0 ðjÞ
:
This recursion formula, together with the fact that ð p0; p0ÞF ¼ ðO0;O0ÞS ¼ 1
uniquely determine the norm. Carrying out the calculation gives our
result. ]
8. L-INVARIANT HOLOMORPHIC POLYNOMIALS:
TYPE Dr ðr53Þ
The Weyl group W in this case consists of the signed permutation of
vectors ðx1; . . . ; xrÞ keeping the product x1 . . . xr invariant. Thus any W -
invariant polynomial is of the form ðx1 . . . xrÞ
mf ðx21; . . . ; x
2
r Þ; where f is a
symmetric polynomial in r variables. The Dunkl operators are
Dj ¼ @j þ
a
2
X
iaj
1
xj  xi
ð1 sijÞ þ
1
xj þ xi
ð1 sijÞ
 
:
We are interested in the operator ð
Qr
j¼1 DjÞð
Qr
j¼1 xjÞ: Similar to the proof of
Lemma 6.1 we have
Dr
Yr
i¼1
xi
 !
¼
Yr1
i¼1
xi
 !
Drxr 
a
2
X
i
orðsir þ sirÞ
 !
; ð8:1Þ
and generally
Dj
Y
i4j
xi
 !
¼
Y
i4j1
xi
 !
Djxj 
a
2
X
ioj
ðsij þ sijÞ
 !
: ð8:2Þ
We deﬁne therefore Cherednik operators for type D;
UDj ¼ Djxj 
a
2
X
ioj
ðsij þ sijÞ:
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Yr
j¼1
Dj
 ! Yr
j¼1
xj
 !
¼
Yr
j¼1
Uj : ð8:3Þ
Moreover, it is easy to prove that
UDj
Yr
j¼1
xj
 !
¼
Yr
j¼1
xj
 !
ðUDj þ 1Þ: ð8:4Þ
Therefore we have
Lemma 8.1. We have the following formula:
Yr
j¼1
Dj
 !m Yr
j¼1
xj
 !m
¼
Yr
j¼1
ðUDj Þm;
where ðTÞm ¼ TðT þ 1Þ 	 	 	 ðT þm  1Þ is the Pochhammer symbol of any
operator T :
Consider the Cherednik operator UDj acting on even functions f ðx
2
1; . . . ;
x2r Þ: Performing the change of variables yj ¼ x
2
j ; we have
UDj ¼ 2ðU
A
j 
1
2
Þ; ð8:5Þ
where UAj is operator (6.2). This proves consequently that the
Cherednik operators UDj are also commuting operators when acting on
even functions.
The next result follows then immediately from Corollary 6.4, formulas
(8.3) and (8.4).
Lemma 8.2. The operator ResðDð@xÞDðxÞÞ; when acting on even poly-
nomials of the form f ðx21; . . . ; x
2
r Þ; is, after the change of variables yj ¼ x
2
j ;
given by
ResðDðxÞaDð@xÞDðxÞ
1þaÞ ¼ 2r
Yr
j¼1
UAj 
1
2
þ
a
2
 
;
where UAj ¼ D
ðyÞ
j yj 
a
2
P
ioj sij is the Cherednik operator in variables yj’s.
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Qr
j¼1 xjÞ
mOmðx21; . . . ; x
2
r Þ are eigen-
function of the operator ResðDðxÞaDð@xÞDðxÞ
1þaÞ with eigenvalue
Yr
j¼1
ðaðr kÞ þ 1þ aþ m þ 2mjÞ:
Moreover, it is the restriction of a unique L-invariant polynomial pn in the
space Pn;
Res pnðx1; . . . ; xrÞ ¼
Yr
j¼1
xj
 !m
Omðx21; . . . ; x
2
r Þ; ð8:6Þ
with n given by m as in (5.2).
Proof. The operator ResðDðxÞaDð@xÞDðxÞ
1þaÞ has the form
Yr
j¼1
xj
 !a Yr
j¼1
Dj
 ! Yr
j¼1
xj
 !1þa
by Corollary 6.4. We calculate its action on ð
Qr
j¼1 xjÞ
mOmðx21; . . . ; x
2
r Þ: It is
Yr
j¼1
xj
 !m Yr
j¼1
xj
 !am Yr
j¼1
Dj
 ! Yr
j¼1
xj
 !1þaþm0@ 1AOmðx21; . . . ; x2r Þ:
Applying Lemma 8.2 for the operator in the parentheses and using (7.4) and
(7.5) we see that our polynomial is indeed an eigenfunction with eigenvalue
2r
Yr
j¼1
a
2
ðr kÞ þ
1
2
þ
a
2
þ
m
2
þmj
 
as claimed. The rest of the proof is similar to that of Proposition 6.6. ]
Theorem 8.4. The norm square jjpnjj2F of the L-invariant polynomial pn is
given by
Y
14ioj4r
Gða
2
ðj þ 1 iÞÞða
2
ðj  iÞÞ
Gð1þ a
2
ðj  1 iÞÞ
22ðm1þ			þmrÞ
Yr
j¼1
1
2
þ
a
2
ðr jÞ
 
mj

Yr
j¼1
1þ
a
2
ðr jÞ
 
mj
BRANCHING COEFFICIENTS 337
Yr
j¼1
2
a
2
ðr jÞ þ 1þ mj
 
 1
 
m

Y
14ioj4r
Gðmi þ 1 mj þ a2 ðj  1 iÞÞ
Gðmi  mj þ a2 ðj þ 1 iÞÞðmi  mj þ
a
2
ðj  iÞÞ
Proof. Proposition 6.2 implies that
jjpnjj
2
F ¼ jjRes pnjj
2
S
¼OmðD21; . . . ; D
2
r Þ
Yr
j¼1
Dj
 !m Yr
j¼1
xj
 !m
Omðx21; . . . ; x
2
r Þjx¼0:
However, by Lemma 8.1 and (8.5)
Yr
j¼1
Dj
 !m Yr
j¼1
xj
 !m
¼
Yr
j¼1
ð2UAj  1Þm;
which has Omðx21; . . . ; x
2
r Þ as an eigenfunction with eigenvalueYr
j¼1
2
a
2
ðr jÞ þ 1þ mj
 
 1
 
m
by (7.5). Thus
jjpnjj2F ¼
Yr
j¼1
2
a
2
ðr jÞ þ 1þ mj
 
 1
 
m
OmðD21; . . . ; D
2
r ÞOmðx
2
1; . . . ; x
2
r Þjx¼0
¼
Yr
j¼1
2
a
2
ðr jÞ þ 1þ mj
 
 1
 
m
ðOxm;O
x
mÞS:
The inner product above can be calculated by the same recursion formula as
for type C: Indeed the Laplace operator F0 in this case, after changing of
variables is of the form
F0 ¼ 2 2F A0 þ
a
2
ðr 1Þ þ
1
2
 Xr
j¼1
@ðyÞj
 !
which is of the same form as (7.14) except that the term i1
2
is missing and
that the coefﬁcient 1 in front is replaced by 2: ]
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(Proposition 7.6) and for type Dr ðr53Þ (Proposition 8.3) and the L-
invariant version of Theorem 2.1 takes the form
PL ¼
X
n50
Cpn; ð8:7Þ
where n are given in Lemma 5.1; and we have computed the Fock space
norm and thus by Theorem 2.1 the Bergman space norm of pn:
9. SEGAL–BARGMANN TRANSFORM OF L-INVARIANT
POLYNOMIALS: FLAT CASE
Consider the restriction map for the ﬂat case,
R ¼ Rn :FnðVCÞ ! CoðV Þ; Rf ðxÞ ¼ f ðxÞe
n
2
jjxjj2 : ð9:1Þ
It deﬁnes an injective bounded operator from Fn into the L
2-space L2ðV Þ
with the Euclidean measure dmðxÞ: With some abuse of notation we denote
also U the isometric part of the polar decomposition R ¼ jRjU of R; U is
then a unitary operator, and is the Segal–Bargmann transform. The Berezin
transform in this case is
jRj2f ðxÞ ¼ RRnf ðxÞ ¼
Z
V
e
n
2jjxyjj
2
f ðyÞ dy: ð9:2Þ
Deﬁne the Bessel function on V by
J
%
kðxÞ ¼
Z
L
e
i
%
kðlxÞ
dl ð9:3Þ
for
%
k 2 an; where we extend
%
k on a to a linear functional on V via the
orthogonal projection onto a and where dl is the normalized Haar measure
on L; so that J
%
kð0Þ ¼ 1; namely the volume of L is one. (Recall our
identiﬁcation of V with q: In this identiﬁcation a ¼ Re1 þ 	 	 	 þ Rer is a
subspace of V :) Denote f ðxÞ/ f˜ð
%
kÞ the Fourier transform on V evaluated
on an;
f˜ð
%
kÞ ¼
Z
V
f ðxÞe
i
%
kðxÞ
dx;
%
k 2 an: ð9:4Þ
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transform on V [11, Chap. IV, Sect. 9]
f˜ð
%
kÞ ¼
Z
V
f ðxÞJ
%
kðxÞ dx;
%
k 2 an: ð9:5Þ
The Fourier transform deﬁnes then a unitary operator from L2ðV ÞL of
L-invariant L2-functions on V onto the L2-space L2ðan; dð
%
kÞd
%
kÞW of
W -invariant functions on an with the measure dð
%
kÞd
%
k; where
dð
%
kÞ ¼ d0
Yr
j¼1
jlj ji1
Yr
14ioj4r
jli  lj ja ð9:6Þ
for root system of type Cr; and
dð
%
kÞ ¼ d0
Yr
14ioj4r
jl2i  l
2
j j
a ð9:7Þ
for root system of type Dr ðr53Þ; see [11, Theorem 9.1]. Here d0 is a
constant. The unitary of U and the Fourier transform then implies the
following ﬂat version of Corollary 4.3.
Proposition 9.1. The map p/ fUp is a unitary operator from FLn onto
the space L2ðan; dð
%
kÞd
%
kÞW :
Our main objective in this section is to ﬁnd fUpn:
Definition 9.2. The Hermite polynomial zn;nð
%
kÞ related to the root
system S of type C or type D on an is deﬁned by the Rodrigues-type
formula:
zn;nð
%
kÞ ¼
1
jjpnjj
2
F
pnð@xÞðe
n
2
jjxjj2J
%
kðxÞÞjx¼0;
for those n as determined in Lemma 5.1. Here pnð@xÞ is the differential
operator on V obtained from pnðxÞ by the same convention as in (2.3).
Conceptually, it is better to write this as
zn;nð
%
kÞ ¼
1
jjpnjj
2
F
pnð@zÞðR1J
%
kÞð0Þ ¼
1
jjpnjj
2
F
pnð@zÞðe
n
2
ðz;%zÞJ
%
kðzÞÞð0Þ;
where we extend the function e
n
2
jjxjj2 on V to a holomorphic function e
n
2
ðz;%zÞ on
the whole space VC:
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Lemma 9.3. The L-invariant function e
n
2
jjxjj2J
%
kðxÞ on V has the following
expansion in terms of pnðxÞ:
e
n
2
jjxjj2J
%
kðxÞ ¼
X
n
pnðxÞzn;nð
%
kÞ; ð9:8Þ
where the summation is over all n as determined in Lemma 5.1.
Proposition 9.4. The Fourier transform fUpnð
%
kÞ of Upn is
fUpnð
%
kÞ ¼ ð1Þjnj
2p
n
 d
4
jjpnjj2Fne
 1
4njj%
kjj2
zn;nð
%
kÞ: ð9:9Þ
Proof. The Berezin transform (9.2) is the convolution operator with
Gaussian kernel, whose Fourier transform is also a Gaussian. Namely, jRj2
has e
i
%
kðxÞ
and therefore the Bessel function as its eigenfunction. More
precisely, we have
jRj2J
%
kðxÞ ¼
2p
n
 d
2
e
 1
2njj%
kjj2
J
%
kðxÞ: ð9:10Þ
We may rewrite it as
Z
V
enðx;yÞe
n
2
jjyjj2J
%
kðyÞ dy ¼
2p
n
 d
2
e
 1
2njj%
kjj2
ðJ
%
kðxÞe
n
2
jjxjj2Þ:
We differentiate both sides by the differential operator pnð@xÞ and evaluate at
x ¼ 0: To do this, we observe that
pnð@xÞenðx;yÞð0Þ ¼ ðnÞ
jnjpnðyÞ;
so that the resulting formula is
ðnÞjnj
Z
V
pnðyÞe
n
2
jjyjj2J
%
kðyÞ dy ¼
2p
n
 d
2
jjpnjj2F e
 1
2njj%
kjj2
zn;nð
%
kÞ; ð9:11Þ
by Deﬁnition 8.1. The left-hand side is actually
ðnÞjnjfRpnð
%
kÞ ¼ ðnÞjnj gjRjUpn ð
%
kÞ: ð9:12Þ
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gjRj2f ð
%
kÞ ¼
2p
n
 d
2
e
 12njj%
kjj2
f˜ð
%
kÞ
for any f 2 L2ðV Þ; the constant being evaluated by using (9.10);
consequently, its square root jRj is also a convolution by a Gaussian
function and
gjRj f ð
%
kÞ ¼
2p
n
 d
4
e
 1
4njj%
kjj2
f˜ð
%
kÞ:
Substituting this into (9.12) for f ¼ Upn we get
ðnÞjnjfRpnð
%
kÞ ¼ ðnÞjnj
2p
n
 d
4
e
 14njj%
kjj2 gUpn ð
%
kÞ:
Equality (9.11) becomes now
ðnÞjnj
2p
n
 d
4
e
 1
4njj%
kjj2 gUpn ð
%
kÞ ¼
2p
n
 d
2
jjpnjj
2
F e
 1
2njj%
kjj2
zn;nð
%
kÞ;
namely
gUpn ð
%
kÞ ¼
2p
n
 d
4
ðnÞjnjjjpnjj2F e
 1
4n jj%
kjj2
zn;nð
%
kÞ
¼
2p
n
 d
4
ð1Þjnjjjpnjj2Fne
 1
4n jj%
kjj2
zn;nð
%
kÞ;
using (2.4). This completes the proof. ]
Let C1 be the normalization constant so that the following measure is a
probability measure on an:
C1
2p
n
 d
2
e
 1
2n jj%
kjj2
dð
%
kÞ d
%
k: ð9:13Þ
(Note C1 is independent of the parameter n:) C1 can be evaluated by the
Selberg–Macdonald formula (proved by Opdam [27]). We rewrite
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pnðxÞ
jjpn jjFn
;
gUqn;n ð
%
kÞ ¼ ð1Þjnj
2p
n
 d
4
jjpnjjFne
 1
4n jj%
kjj2
zn;nð
%
kÞ
and observe that qn;n form an orthonormal basis for the space F
L
n ; by (8.7),
so are also their Segal–Bargmann transform Uqn;n and Fourier transformgUqn;n in the respective spaces, by Proposition 9.1. In particular we have
Corollary 9.5. The W -invariant polynomials jjpnjjFn zn;nð
%
kÞ for an
orthonormal basis for the Hilbert space of W -invariant L2-functions with
the probability measure (9.13).
Expansion (9.8) takes now the following form.
Corollary 9.5. The L-invariant function e
n
2
jjxjj2J
%
kðxÞ on V has the
following expansion in terms of qn;nðxÞ:
e
 1
4njj%
kjj2
e
n
2
jjxjj2J
%
kðxÞ ¼
n
2p
 d
4
X
n
ð1Þjnjqn;nðxÞ gUqn;n ð
%
kÞ: ð9:14Þ
10. SEGAL–BARGMANN TRANSFORM OF L-INVARIANT
POLYNOMIALS: BOUNDED CASE
The result is this section is parallel to that of the previous section and is an
explicit realization of Corollary 4.3. We will be brief; see also [28, 29].
Recall the Berezin transform Bn in (4.5). Let bnð
%
kÞ be its spectral symbol,
namely
Bnf
%
k ¼ bnð
%
kÞf
%
k
in the sense of spectral decomposition, where f
%
k on D is the spherical
function; the function bnð
%
kÞ is explicitly calculated in [39].
Deﬁne the polynomials xn;nð
%
kÞ by the Rodrigues-type formula
xn;nð
%
kÞ ¼
1
jjpnjj2F
pnð@xÞðh
n
2ðxÞf
%
kðxÞÞjx¼0;
%
k 2 an:
Thus xn;nðkÞ is W -invariant.
%
BRANCHING COEFFICIENTS 343Theorem 10.1. Let n be as in Proposition 4.1. The L-invariant analytic
function hðx; %xÞ
n
2f
%
kðxÞ; when extended to a holomorphic function hðz; zÞ
n
2f
%
k
ðzÞ in a neighborhood of D in D; has the following expansion in terms of the
L-invariant polynomials pnðzÞ:
hðz; zÞ
n
2f
%
kðzÞ ¼
X
n
xn;nð
%
kÞpnðzÞ ð10:1Þ
near z ¼ 0 in D: Moreover, the spherical transform of the Segal–Bargmann
transform of pn is
dUpn ð
%
kÞ ¼
1ﬃﬃﬃﬃ
cn
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃbnð
%
kÞ
q
xn;nð
%
kÞjjpnjj
2
n : ð10:2Þ
Thus jjpnjjnxnð
%
kÞ for all n form an orthonormal basis for the space L2ðan;
C0
bnð
%
kÞ
cn
jcð
%
kÞj2ÞW :
Conceptually, it is better to write (10.1) in the form
ðR1f
%
kÞðzÞ ¼ hðz; zÞ
n
2f
%
kðzÞ ¼
X
n
ðjjpnjjnxn;nð
%
kÞÞ 
pnðzÞ
jjpnjjn
: ð10:3Þ
Note that we have extended the real analytic function hðx; %xÞ
n
2 to a
holomorphic function, formally written as hðz; zÞ
n
2; on D: Notice also that
both
pnðzÞ
jjpn jjn
and jjpnjjnxnð
%
kÞ are orthonormal basis in the respective Hilbert
spaces. Thus ðR1f
%
kÞðzÞ is the Schwarz kernel for the unitary operator from
HLn onto L
2ðan; C0
bnð
%
kÞ
cn
jcð
%
kÞj2ÞW obtained by taking the composition of the
spherical and Segal–Bargmann transforms.
Remark 10.2. Associated to each root system (with general root
multiplicity) there are the multi-variable Askey–Wilson polynomials with
two more extra parameters [33]. Our polynomials xn;nð
%
kÞ depend on one
extra parameter and can be reviewed as some limiting cases of the Askey–
Wilson polynomials. We have thus found an alternative and simple proof of
their orthogonality relation. Moreover, the (known) expansion of h
n
2 in
terms of the Jack symmetric polynomials will also give some evaluation
formula for the polynomials; we will however not pursue it here.
Remark 10.3. The spherical function on the Hermitian symmetric space
D (or on its compact dual) are Jacobi-type functions. There have been
attempts (see [1]) in expanding the Jacobi functions in terms of the Jack
symmetric polynomials and study the combinatorial properties of the
GENKAI ZHANG344coefﬁcients. It turned out (see [28, 37, 38]) however that the expansion of the
spherical function multiplied by the reproducing kernel has a much better
analytical signiﬁcance. This is also the case here. Furthermore, by
considering analytic continuation in the parameter n we may recover the
expansion of the spherical functions itself.
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APPENDIX 1: EVALUATION OF THE CONSTANT C0
We consider type Dr ðr53Þ, in this case DðxÞ ¼ dðxÞ and the rank rðDÞ is r:
It is proved in [12, Chap. IV, Exercise C4] that when the H-invariant
measure diðzÞ on D ¼ H=K is (regularly) normalized so thatZ
D
f ðzÞ diðzÞ ¼
Z
aþ
f ðexp HÞ
Y
a2Sþ
ðeaðHÞ  eaðHÞÞma dnH
with dnH being the regular normalization, then the Plancherel formula reads
jW j
Z
D
j f ðzÞj2diðzÞ ¼
Z
an
j fˆð
%
kÞjjcð
%
kÞj2 dn
%
k:
By regular normalization dnH on a it is meant that dnH is the Euclidean
measure on a induced by the restriction on it of the Killing form on h;
multiplied with the factor 1ﬃﬃﬃﬃ
2p
p r ; by the Riesz lemma we get an identiﬁcation
of an with a and thus similarly get a regular measure dn
%
k on an: In our case
they are
dnH ¼
1ﬃﬃﬃﬃﬃ
2p
p r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2aðr 1Þp r dx1 . . . dxr;
dn
%
k ¼
1ﬃﬃﬃﬃﬃ
2p
p r 2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2aðr 1Þ
p !r dl1 . . . dlr;
BRANCHING COEFFICIENTS 345if H ¼ x1x1 þ 	 	 	xrxr 2 a and
%
k ¼ l1b1 þ 	 	 	 þ lrbr 2 a
n and the
order jW j of the Weyl group is 2r1r!: There exists now a constant C0
so that, writing
%
hð
%
zÞ ¼
%
hð
%
z; 
%
zÞ,Z
D
f ðzÞ
dmðzÞ
h
p
2ðzÞ
¼ C0
Z
D
f ðzÞ diðzÞ ¼ C0
Z
aþ
f ðexp HÞ
Y
a2Sþ
ðeaðHÞ  eaðHÞÞma dnH :
Take f ðzÞ ¼ hðz; %zÞs for sufﬁciently large s: The left-hand side can, by
performing Cayley transform z/w ¼ eþz
ez; z ¼
we
wþe mapping D to its the
Siegel domain S (see [21, 39]), be evaluated eventually by the Gindikin
Gamma function, while the right-hand side is a kind of Selberg-type integral
and is also known. Let us carry out this calculation. Write I1 for the left-
hand side,
I1 ¼
Z
D
hs
p
2ðzÞ dmðzÞ ¼ 4rðs
p
2Þ2d
Z
S
DðwÞs
p
2
Dðeþ wÞ2sp
dw
Dðwþ eÞ
d
r
since the determinant of the differential of the Cayley transform z ¼ g1ðwÞ
is
Jg1ðwÞ ¼ 2
dDðeþ wÞ2
d
r
(see [8, Chap. X, Proposition 2.4], for the calculation of the complex
Jacobian of the Cayley transform), and that
hðz; %zÞ ¼ 4r
DðwÞ
Dðeþ wÞ2
:
This integral over S is evaluated in [39, Proposition 4.2], the result is
I1 ¼ 4
rðs
p
2
Þ2d
ﬃﬃﬃ
p
p d
4dArðsþ
1
2
Þ GOðn
dB
r
Þ
GOðsþ 12Þ
¼
ﬃﬃﬃ
p
p d GOðs dBr Þ
GOðsþ 12Þ
;
here, adopting the notation there, GOðxÞ is the Gindikin Gamma function,
dA ¼ rþ
rðr1Þ
2 a and dB ¼ d  dA (recalling that d is the dimension of the
domain). The right-hand side is 1ﬃﬃﬃﬃ
2p
p r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2aðr 1Þp rI0 where
I0 ¼
Z
x1>x2>			>xr>0
Yr
j¼1
ð1 tanh2 xjÞ
s
Y
ioj
ðexixj  exjxi Þa
 ðexiþxj  exixj Þa dx1 . . . dxr:
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1 dtj and
ðexixj  exjxi Þðexiþxj  exixj Þ ¼
4ðt2i  t
2
j Þ
ð1 t2i Þð1 t
2
j Þ
:
So that
I0 ¼ 4
a
2
rðr1Þ
Z
1>t1>t2>			>tr>0
Yr
j¼1
ð1 t2j Þ
saðr1Þ1
Y
ioj
ðt2i  t
2
j Þ
a dt1 . . . dtr
¼ 4
a
2
rðr1Þ1
r!
Z
½0;1r
Yr
j¼1
ð1 t2j Þ
saðr1Þ1
Y
ioj
ðt2i  t
2
j Þ
a dt1 . . . dtr: ð10:4Þ
Changing again variables, letting sj ¼ t2j ; the integral becomes
I0 ¼ 4
a
2
rðr1Þ2r
1
r!
Z
½0;1r
Yr
j¼1
ð1 sjÞ
saðr1Þ1
Yr
j¼1
s
1
2
j

Y
ioj
ðsi  sjÞ
a ds1 . . . dsr; ð10:5Þ
its value is
2arðr1Þr
r!
Yr
i¼1
Gðs a
2
ðr 1Þ  a
2
ði  1ÞÞGð1
2
þ a
2
ðr 1Þ  a
2
ði  1ÞÞ
Gðsþ 1
2
 a
2
ði  1ÞÞ
Qr
j¼1 Gð
a
2
ðr j þ 1ÞÞ
Gða
2
Þr
;
see [23, Chap. VI, Example 7, pp. 385–386]. One of the fraction in the above
product is the following, and can also be written as
Yr
i¼1
Gðs a
2
ðr 1Þ  a
2
ði  1ÞÞ
Gðsþ 1
2
 a
2
ði  1ÞÞ
¼
GOðs a2 ðr 1ÞÞ
GOðsþ 12Þ
¼
GOðs dBr Þ
GOðsþ 12Þ
;
this fraction appears also in I1: Finally, the constant C0 is determined by the
formula
I1 ¼ C0
ﬃﬃﬃﬃ
ar
p rﬃﬃﬃ
p
p r I0
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C0 ¼
ﬃﬃﬃ
p
p rﬃﬃﬃﬃ
ar
p r I1
I0
¼
ﬃﬃﬃ
p
p rﬃﬃﬃﬃ
ar
p r ﬃﬃﬃpp d r!2arðr1Þr Gða2ÞrQr
j¼1 Gð
a
2
ðr j þ 1ÞÞGð1
2
þ a
2
ðr 1Þ  a
2
ði  1ÞÞ
:
The constant for type Cr can be evaluated similarly and we leave it to the
interested reader.
APPENDIX 2: IRREDUCIBLE REAL BOUNDED SYMMETRIC
DOMAINS
We list here the associated Lie algebras ðg; kÞ and ðh; lÞ of noncompact
irreducible bounded symmetric domains D ¼ G=K  VC and, respectively,
their real bounded symmetric subdomain D ¼ H=L  V ; when V is not an
Euclidean Jordan algebra (see Table 1); see [21]. They were also classiﬁed by
Olafsson [9, 25] through Lie theoretic methods. The restricted root systems
S of ðh; lÞ are also indicated, the name of the types (types B; BC; etc.) is in
consistence with Loos [21, Proposition 11.18].TABLE 1
Real Symmetric Domains H=L in Irreducible Bounded Symmetric Domains G=K
g; k h; l S
suðr; rÞ; sðuðrÞ  uðrÞÞ soðr; rÞ; soðrÞ  soðrÞ Dr
suðr; rþ bÞ; sðuðrÞ  uðrþ bÞÞ soðr; rþ bÞ; soðrÞ  soðrþ bÞ Br
suð2r; 2rÞ; sðuð2rÞ  uð2rÞÞ spðr; rÞ; spðrÞ  spðrÞ Cr
suð2r; 2rþ 2bÞ; sðuð2rÞ  uð2rþ 2bÞÞ spðr; rþ bÞ; spðrÞ  spðrþ bÞ BCr
sonð4rÞ; uð2rÞ soð2r;CÞ; soð2rÞ D2r
sonð2rÞ; uðrÞ soðr;CÞ; soðrÞ Br ðr odd)
soð2; pþ qÞ; soð2Þ  soð pþ qÞ soð1; pÞ  soð1; qÞ; soð pÞ  soðqÞ D2 ð p; q52Þ
soð2; pÞ; soð2Þ  soð pÞ soð1; pÞ; soð pÞ C1
spð2r;RÞ;uð2rÞ spðr;CÞ; spðrÞ Cr
e6ð14Þ; soð10Þ  R spð2; 2Þ; spð2Þ  spð2Þ B2
e6ð14Þ; soð10Þ  R f4ð20Þ; soð9Þ BC1
e7ð25Þ; e6  R sunð8Þ; spð4Þ D3
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