When setting up geological models today, an enormous amount of information may be available, e.g. airborne electromagnetic data (AEM-data), borehole data, radiometric data, seismic data, geological information, etc. However, it is only possible to incorporate a limited amount of the accessible information in the geological modelling process due to the very time demanding task of manual interpretation work. We suggest a methodology to target this problem, which infers a linear model that describes the relation between geological interpretation and the information available to the geologist making the interpretation. Once such a model has been inferred, it can be used, in a semi-automatic way, to perform new (i.e., predict) geological interpretation based on and consistent with the interpretation made by the geological expert. , and the quantifiable information (i.e., attributes) available to the geologist, M = (m 1, m 2, …, m N ). Each vector m i contains the i'th attribute, which can be any available information that can be quantified, such as geophysical data, the result of geophysical inversion, elevation maps etc. The vector d contains actual interpretations, such as for example the depth to the base of a ground water reservoir. First, the statistical model f(d,M) should be inferred by examining sets of actual interpretations made by a geological expert d and the attributes used to perform the interpretation M. This makes it possible to formulate a probability distribution f(d,M) that describes the relation between attributes and the geological interpretation. As the geological expert proceeds interpreting, the number of interpreted data points from which the statistical model is inferred, increases and, consequently, the accuracy of the statistical model increases. When a model f(d,M) has been successfully inferred, it is possible to predict how the geological expert would perform an interpretation d pred given some external information M ext through f(d pred |M ext ).
INTRODUCTION
When setting up geological models today, an enormous amount of information may be available, e.g. airborne electromagnetic data (AEM-data), borehole data, radiometric data, seismic data, geological information, etc. However, it is only possible to incorporate a limited amount of the accessible information in the geological modelling process due to the very time demanding task of manual interpretation work. We suggest a methodology to target this problem, which infers a linear model that describes the relation between geological interpretation and the information available to the geologist making the interpretation. Once such a model has been inferred, it can be used, in a semi-automatic way, to perform new (i.e., predict) geological interpretation based on and consistent with the interpretation made by the geological expert. , and the quantifiable information (i.e., attributes) available to the geologist, M = (m 1, m 2, …, m N ). Each vector m i contains the i'th attribute, which can be any available information that can be quantified, such as geophysical data, the result of geophysical inversion, elevation maps etc. The vector d contains actual interpretations, such as for example the depth to the base of a ground water reservoir. First, the statistical model f(d,M) should be inferred by examining sets of actual interpretations made by a geological expert d and the attributes used to perform the interpretation M. This makes it possible to formulate a probability distribution f(d,M) that describes the relation between attributes and the geological interpretation. As the geological expert proceeds interpreting, the number of interpreted data points from which the statistical model is inferred, increases and, consequently, the accuracy of the statistical model increases. When a model f(d,M) has been successfully inferred, it is possible to predict how the geological expert would perform an interpretation d pred given some external information M ext through f(d pred |M ext ).
METHOD
In this paper we assume a linear relation between d pred and M ext such that:
and seek to find the d pred , which gives the highest probability value of the conditional probability distribution (d pred |M ext ). In equation (1), g describes the linear operator connecting d pred and M ext . g is unknown and computed by solving the linear inverse problem that occurs when the regression coefficients contained in the vector g are unknown, d and M are known, and their mutual relation can be described as the forward problem given as: 
SUMMARY
Localised Smart interpretation (LSI) is a method that infers a statistical model, which describes a relation between the knowledge of a geologist (as quantified by geological interpretation) and the available information (such as geophysical data, well log data, etc.) that a geologist uses when he/she interprets. This model is then used to perform semi-automatic geological interpretation wherever the same kinds of attributes, as used for the initial interpretation, are available. The statistical model is inferred using a combination of a regularized least squares method and cross validation. In this study, we demonstrate the applicability of the method to predict the depth to a low resistivity subsurface layer, based on interpretations from a geological expert, using a 19-layered resistivity model obtained from inversion of airborne electromagnetic (SkyTEM) data. This study shows that LSI is capable of making prediction with great accuracy. The method is fast and is able to handle large amounts of data of different origin, which suggest that the method may become a very useful approach to assist in geological modelling, based on increasingly large amounts of data of different nature.
letters denote vectors. Equation (2) is a type of least squares based linear regression, similar to Hansen et al (2008) .
When the forward problem is formulated as in equation (2) and both the a priori distribution of g and the noise on d can be described by Gaussian distributions (g 0 ,C g ) and (0,C d ), respectively, then the a posteriori distribution over g, f(g|d), is also described as a Gaussian distribution , (Tarantola, 2005) : (3) with mean:
and covariance:
We chose the mean, g est , of the a posteriori distribution (Eqn. 4) as an estimate for the unknown linear operator g since the mean model is the one, which gives the highest a posteriori probability density value (see Eqn. 3). C d is the covariance matrix for the geologically interpreted points d, describing the (Gaussian) uncertainty related to geological interpretation, and C g , is the a priori covariance matrix for the linear operator g. It is not straightforward to (a priori) choose the properties of C g . However, as we are primarily interested in reliable predictions, we choose C g such that provides the best possible predictions using equation (2). This is done using a type of Tikhonov regularization by substituting C g with !! , where I is identity:
This is a regularized least squares method, where λ is a dampening parameter that controls the regularization. A small λ indicates a weak regularization, and a large λ indicates a strong regularization (which means g est = g prior for λ à ∞).
The value of λ is determined as the one that minimizes the cross-validation error, E, defined as:
Here M is the number of interpretation points and g est is calculated based on information from all interpretation points except the one predicted (the m th point). The cross-validation error is a measure of the ability of the prediction vector g est to reliably predict unknown interpretation points from known interpretation points.
When g est is computed, it is possible to predict a new set of "interpretation points", d pred , wherever there exist information corresponding to the set of attributes in M, namely M ext , according to equation (1):
Predictions based on (8) can only be performed where M ext exists, and, therefore, we refer to the prediction method as localized smart interpretation (LSI). Figure 1 shows a 19-layer resistivity model obtained by inverting a profile of electromagnetic SkyTEM data recorded in Nebraska (Abraham et al., 2012) .
DATA
Based on the 19-layered resistivity model (Figure 1 ), a set of 21 points, d, has been interpreted by a geologist. This set of points could be any kind of geological interpretation, but in this specific example it is the depth to the subsurface boundary layer between a high and low resistivity layer, e.g. sand and clay (see Figure 1) . The attributes in M can be any kind of information you may have that are connected to the interpretation in d. Here, these are x-and y-coordinates, terrain, resistivity in the 19-layered model, and the top and base of each layer in the model. 
RESULTS
This example seeks to demonstrate LSI by learning the relation between an increasing set of interpretation points, d, and attributes, M, ranging from 2 to 21 interpretations (i.e., training points). The results of using 2, 6, 10, 13, 16, and 21 sets of training points and attributes for prediction are shown in Figure 2 . In this example g prior is assumed to be 0, meaning the correlation between d and M is a priori expected to be zero. The standard deviation on the noise in data is assumed to be σ = 1m, such that C d = ! I = I. The estimated linear operator, g est , is hence computed as:
When C d is I, which is the case in this particular example, equation (9) is also known as Tikhonov regularization (Tikhonov, 1977) and damped leased squares (Menke, 2012) .
The remaining interpretation points from the original data set d are used to validate the prediction, d pred , in terms of a measured validation error: where L is the number of interpretation points not used in the calculation (i.e., validation points) of g est . In other words, the validation error is the mean distance between the predicted subsurface and the validation points.
The results in Figure 2 are obtained by executing the following summarized learning-prediction-procedure.
1:
Estimate the optimal weight factor λ; minimizing Eqn. (7) 2: Compute g est , using Eqn. (9). 3: Perform prediction of geological interpretation where M ext is available, Eqn. (8). 4: Measure the validation error, Θ (Eqn. 10). Note the validation error is computed from data that are not used by the algorithm (opposed to the cross validation error). 5: Add more training points to d, and continue with point 1.
DISCUSSION
In Figure 2 it is seen that the performance of the predictions improves when the number of training points increases. This is also visually detectable because the layer boundary is defined as the interface between the high and low resistivity. This can, however, also be verified by the decreasing validation error (see Table 1 ). Even though the predictions improve with increasing number of training points, it is seen that the rate of improvement decreases, and that the prediction is very good already after, in this example, 13 training points (the right plot on the middle row in Figure 2 ).
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Error ( Figure 2 . Note that the validation error in the last scenario is absent, due to the fact that there are no validation points left in the last scenario.
As seen in Table 1 , the cross-validation error decreases rapidly after the first scenario and stays low. This indicates that the predictions are good. The validation error is a direct measure of how good the predictions are, but if no validation points exist, the cross-validation error also can be an indication on how the prediction performs.
The idea with localized smart interpretation is to be able to learn the relation between the knowledge of a geologist (d) and the existing information (M), and more important to be able to use that relation, such that wherever the same type of information exists as in M, we can predict geologically valid interpretations. This is well illustrated in the plots in Figure 2 , where the boundary layer in the first 10 kilometres of the data area is very well predicted without having any interpretation points in this region.
The area of investigation is in this case a profile of almost 30 kilometres with inverted SkyTEM-data (used as attributes) available for every 3.5 meters. The prediction of d pred for all the about 8000 coordinates containing 52 attributes is done in less than 0.1 seconds on a laptop 1 . The method is hence fast and can be used on very big data sets. Equation (6) and (7) reflect the 'learning' process and equation (8) the prediction process. Note that the computationally more expensive learning process (Eqns. 6-7) only makes use of the data set of corresponding sets of M and d. This data set is typically much smaller than the data set of attributes that is to be used for prediction, M ext . This means that the computational time dependents on the number of interpretation points that are used in the learning process, and not on the size of the area to be predicted. The prediction alone took 0.002 seconds 1 .
In this paper we have assumed that a linear relation can be used to describe the relation between the interpretations and a set of attributes. This may not always be optimal. However, the use of cross validation ensures that the error (Eqn. 7) will increase if a linear relation is not applicable, or simply if no trend exists. Another concern is that the inferred linear model properties may be valid in areas where attributes with similar features can be found. In such areas one will effectively perform 'interpolation'. If the attributes where one wants to predict are very different, then one may perform 'extrapolation' and the predictions may thus be less trustworthy.
CONCLUSIONS
This study shows that LSI is a method, which is able to learn the relation between geological interpretations and a set of attributes, and is able to use this information to very fast and reliably predict a geological interpretation. The method ensures that the predictions are in accordance with the knowledge of the geologist, and is able to use all accessible quantifiable information in the predictions. The speed and the data handling capacity of the method suggest that it will be beneficial to assist in geological interpretation based on large geophysical data sets.
