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Resumen Este documento presenta una revisión general de las dife-
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de Markov. Se tratarán los algoritmos EM (Expectation Maximization)
y GEM (Generalized Expectation Maximization), el marco de modelos
gráficos y sus algoritmos ML (Maximum Likelihood) y MAP (Maximum
a Posteriori), así como modelos de conjunto, variacionales y métodos de
muestreo MCMC (Markov Chain Montecarlo).
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1. Introducción
Durante los últimos 30 años, los Modelos Ocultos de Markov (HMM), se han
transformado en una herramienta de amplio uso en la comunidad científica. Dado
lo anterior, se han desarrollado valiosos aportes a diferentes problemáticas como
reconocimiento de voz [40], Bioinformática [2,30,41], Finanzas [20] y Control
estocástico [14].
El aprendizaje en HMM, es un complejo problema de optimización estocás-
tica multi paramétrica, dada su alta complejidad dimensional, la existencia de
múltiples óptimos locales y la limitada cantidad de muestras empleadas en el
entrenamiento. Obtener un HMM que represente adecuadamente las caracte-
rísticas del espacio poblacional de interés, requiere del análisis profundo del
espacio poblacional y la selección e implementación de un método de aprendizaje
adecuado para la topología del HMM.
Este documento presenta una revisión global de los diferentes métodos dispo-
nibles en la inferencia estadística, aplicados al problema de la estimación de los
parámetros del HMM [10].
La segunda sección provee de una breve introducción a los HMM, característi-
cas relevantes de su topología y los tres problemas básicos en su uso. En la sección
tres se presentará el algoritmo clásico para el ajuste de parámetros Baum-Welch
[3,39], extendiendo en aspectos de su derivación, para el caso discreto bajo el
marco del algoritmo EM [13,38]. Adicionalmente se introducirá el algoritmo
Baldi-Chauvin [1] como propuesta alternativa al algoritmo Baum-Welch bajo el
marco del algoritmo GEM [38].
En la sección cuatro, se presentará un recuento de metodologías alternativas
en inferencia estadística, aplicadas al HMM y la inferencia de sus parámetros,
incluyendo un recuento de la literatura a la fecha, de aplicaciones prácticas en
diversas problemáticas.
2. Modelos ocultos de Markov
Los HMM nos permiten modelar la dinámica de un sistema (oculto), al cual no
podemos acceder (observar) de forma directa; por el contrario de forma indirecta
mediante la observación de eventos externos, suponemos que están correlacionados
con dicho sistema y su estado. Existen diversas razones por los cuales el sistema
no es accesible de forma directa, como la imposibilidad física o la presencia de
ruido en la medición [39,13].
De forma general definimos un HMM, como un modelo probabilístico, uti-
lizado para representar la probabilidad conjunta de un conjunto de variables
aleatorias [6]. En este conjunto de variables aleatorias distinguimos dos tipos. El
primero corresponde a los posibles eventos o símbolos observables Ot, que pueden
presentarse al realizar una observación indirecta del sistema oculto. El segundo
corresponde al estado en el cual se encuentra el sistema oculto Qt durante una
observación.
Las variables aleatorias de observación, puede ser bien discretas O = o ∈
V = {1, 2, . . . , L}, o continuas. La medida de probabilidad en cada caso estará
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definida, bien por una función de masa de probabilidad (pmf) o por una función
de densidad de probabilidad (pdf) de tipo gaussiano generalmente [6,14,39,13].
Las variables aleatorias de estado oculto son discretas y finitas Qt ∈ {1, 2, . . . , N},
pero variantes como los HMM infinitos [4], permiten superar esta restricción.
Con base en estos dos tipos, son construidas secuencias de variables aleatorias
tanto de observaciones O = {O1 = o1, O2 = o2, . . . , Ot = ot} como de estados
ocultos del sistema Q = {Q1, Q2, . . . , Qt}. De esta forma, el par (O,Q), representa
la posible historia dinámica del sistema oculto.
La probabilidad de una determinada secuencia de estados ocultos q = {q1, q2,
. . . , qL} es calculada empleando probabilidades de transición entre los estados,
siguiendo un proceso de Markov [15,45]. En este proceso la probabilidad de tran-
sición de estado, asume invariancia en el tiempo P
(
qt=ki
∣∣qt=ki−1 ) = P (qt=li ∣∣qt=li−1 )
y dependencia, únicamente frente a los k estados anteriores P (qi|qi−1, qi−2, . . . ,
qi−k, . . . , q1) = P (qi|qi−1, qi−2, . . . , qi−k).
Para el caso k = 1, tenemos un HMM de primer orden y su proceso es descrito
mediante cadenas de Markov condicionales. Los HMM de primer orden son
tradicionalmente los más usados. La razón de esto, deriva en la simplificación de
los cálculos, mediante el empleo de técnicas de programación dinámica, explotadas
por algoritmos como forward, backward, Viterbi y Baum-Welch.
Definimos un HMM de primer orden, mediante la tripla λ = (π,A,B) donde
πi = P (Q1 = qi) es el vector de probabilidad inicial para los estados ocultos,
A = {aij} = P (Qt = j |Qt−1 = i ), es la matriz de probabilidad de transición de
estados y B = {bi(Ot)} = P (Ot = ot |Qt = i ), es la matriz de probabilidad de
difusión para las observaciones, dado el estado oculto actual.
2.1. Tres problemas básicos en HMM
Existen tres problemas básicos al emplear HMM [39], los cuales son:
1. Problema de la evaluación: dada una secuencia de observaciones O = (o1,
o2, . . . oL) y un HMM λ = (π,A,B), determinar P (O|λ). Los algoritmos:
forward o backward son comúnmente utilizados en su solución.
2. Problema de la decodificación: dada una secuencia de observaciones O = (o1,

















Su solución se obtiene mediante el algoritmo de Viterbi [47].
3. Problema del aprendizaje: dada una secuencia de observaciones O = (o1,








Donde Ω corresponde al espacio de parámetros en la topología del HMM
particular. El algoritmo empleado tradicionalmente para su solución es el
algoritmo Baum-Welch o también conocido como forward-backward.
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2.2. Topología del HMM
La topología del HMM, hace referencia a la cantidad de parámetros y restricciones
sobre los mismos. La cantidad de estados dependerá del conocimiento a priori de
las características del sistema oculto en estudio y como éste se manifiesta. Sin
embargo no existen limitaciones sobre el número máximo de estados ocultos y
símbolos observables que pueden representar un HMM.
También es posible definir restricciones sobre las matrices de transición,
difusión y estado inicial. Comúnmente estas restricciones son creadas empleando
probabilidades con valor cero.
Las restricciones aportan significado semántico a los estados del modelo
oculto y sus transiciones, creando un mecanismo para la formulación de hipótesis
estructurales sobre el sistema oculto. Las topologías no ergódicas de izquierda a
derecha o left to right, de uso común en reconocimiento de voz [42,40], y topologías
cíclicas con restricciones parciales de transición empleadas en Bioinformática son
algunos ejemplos [41,46,9].
3. Inferencia por máxima verosimilitud
3.1. Algoritmo Baum-Welch
El algoritmo Baum-Welch es un método de reestimación iterativa de los pará-
metros del HMM. En cada iteración, Baum-Welch calcula un nuevo conjunto de
parámetros λ∗ = (π∗, A∗, B∗) con base en los parámetros actuales λ = (π,A,B),
de forma tal que el modelo ajuste mejor la muestra:
P (O|λ∗) ≥ P (O|λ) (3)
La convergencia del algoritmo a un óptimo local está garantizada (Wu, 1983),
siempre y cuando el espacio de parámetros sea continuo y no presente restricciones
de transición.
3.2. Derivación EM del algoritmo Baum-Welch
El algoritmo Baum-Welch es un caso especial del algoritmo de Maximización
de Expectativa (EM) sobre el modelo estocástico representado por los HMM
[13,38,49,6].
EM es un método iterativo general de ajuste de máxima verosimilitud, en
distribuciones sobre variables aleatorias ocultas. EM, asume la existencia de un
conjunto de “información completa” Z = (X,Y ) así como la existencia de una
densidad de probabilidad conjunta sobre éste:
P (Z|Θ) = P (X,Y |Θ) = P (Y |X,Θ)P (X|Y,Θ) (4)
Donde X y Y , son denominadas: la información incompleta, proveniente
de variables observables y la información oculta, proveniente de variables no
observables, respectivamente.
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La distribución de la densidad de probabilidad conjunta, sobre la información
completa e incompleta, es definida mediante la construcción de relaciones entre
los valores X y Y . Con base en esto, se define la función de verosimilitud sobre
los parámetros Θ, de la distribución conjunta de información completa:
L (Θ|Z) = L (Θ|X,Y ) = P (X,Y |Θ) (5)
El algoritmo EM, calcula el valor esperado del logaritmo de la función de








logP (X,Y |Θ) |X,Θi−1
)
(6)
La anterior expresión se conoce como el paso de expectativa (E). El segundo
paso, de maximización (M), el cual busca determinar el conjunto de parámetros







En el caso del algoritmo Baum-Welch, los pasos de expectativa y maximización
son realizados de forma simultánea. Inicialmente se define la función de expectativa
Q para el HMM:
Q (λ, λ′) =
∑
q













De lo anterior se obtiene el siguiente resultado ordenando los términos:
Q (λ, λ′) =
∑
q

















P (O, q|λ′) (9)
Para obtener los parámetros λ, se procede optimizando cada término inde-
pendiente en la expresión anterior, mediante el método de multiplicadores de
Langrange, agregando las restricciones estocásticas
∑N
i=1 π1 = 1,
∑N
j=1 ai,j = 1
y
∑M
j=1 bi (o (j)) = 1. Resolviendo y despejando los parámetros del modelo, se
obtienen los términos de reestimación del algoritmo Baum-Welch:
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Donde αi (t = l), es la probabilidad de observar la secuencia parcial O =
(o1, o2, . . . ot=l) y finalizar en el estado oculto i, o probabilidad forward βi (t = l),
es la probabilidad de continuar del estado oculto i en t = l, y luego observar la
secuencia O = (ot=l+1, ol+2, . . . ot=T ), o probabilidad backward:







βi (L) = 1 βi (t) =
N∑
j=1
ai,jbj (ot+1)βj (t+ 1) (14)
La expresión γi (t) es la probabilidad de encontrarse en el estado i en momento
t, dada una secuencia de observaciones O. ξi,j (t) es la probabilidad de continuar
al estado oculto j, dado que se encuentra en el estado i en el instante t = l,













αi (t)αi,jbj (ot+1)βi (t+ 1)
(16)
El proceso para los casos con múltiples secuencias de observación y secuencias
de observación continuas es análogo. Estos se obtienen modificando la definición
de función de expectativa de información completa.
En el caso de múltiples secuencias de observación, asumiendo que estas son
independientes, se obtiene:
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Para el caso sobre espacios de observación continuos, las densidades condiciona-
les de difusión suelen ser mixturas gaussianas, exponenciales o Dirichlet [39,6,14].
Más detalles de su derivación para el caso continuo pueden ser consultados en
[6,13,39,38].
Las expresiones de reestimación del algoritmo Baum-Welch tienen una fuerte
relación con los parámetros seleccionados al inicio del algoritmo. Lo anterior es
una debilidad del método. Es de vital importancia seleccionar los mismos con
especial atención, con el fin de obtener buenos resultados.
Otro problema son las probabilidades de transición iguales a cero. Baldi y
Chauvin [1], puntualizan sobre las implicaciones de contar con probabilidades
de transición o emisión iguales a cero. Dado su carácter absorbente que puede
afectar la convergencia y ajuste del modelo.
3.3. Algoritmo Baldi-Chauvin
El algoritmo de Baldi-Chauvin [1], al igual que el algoritmo Baum-Welch, es un
método iterativo, de ascenso de gradiente, que busca estimar los parámetros de
máxima verosimilitud para el HMM, con base en las observaciones disponibles.
El método es una propuesta al aprendizaje tanto en línea (Online Learning)
[33], como en lote, de los parámetros del HMM frente a una o múltiples secuencias.
El aprendizaje en línea es un proceso empleado en problemas que requieren ajuste
dinámico del modelo. Para cada ejemplo de entrenamiento, se ajusta y evalúa el
nuevo modelo obtenido.
Los algoritmos en línea buscan principalmente minimizar el error de evaluación
luego de cada ejemplo presentado [34]. El algoritmo Baum-Wech para múltiples
secuencias emplea un proceso de aprendizaje en lote, en el cual todas las secuencias
se evalúan a la vez, y por tanto no es aplicable para el aprendizaje en línea [1].
Baldi y Chauvin motivan su propuesta en problemas del algoritmo Baum-
Welch, como los saltos abruptos del espacio de parámetros durante la reestimación,
indeseables para el aprendizaje en línea. Sus debilidades frente a topologías
izquierda - derecha y los efectos de las probabilidades de transición o emisión
iguales a cero.
La idea fundamental del método consiste en representar tanto las probabili-
dades de transición como emisión del HMM, mediante expresiones exponenciales
normalizadas:
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Donde τ , es un factor de temperatura, que ajusta la reestimación del modelo.
De esta forma, los parámetros a ajustar en el modelo corresponden a wij y vij .
Esta representación elimina las probabilidades iguales a 0 y suaviza la variación





















bi (o = j)
]
L (λ|O) (21)
Donde η, es la tasa de aprendizaje, L (λ|O) es la función de verosimilitud
para el modelo actual y ni,j , mi,j la cantidad de i→ j transiciones y emisiones,
dada la observación y el modelo actual respectivamente.
De la reestimación anterior, se obtiene un incremento marginal monotónico no
necesariamente máximo de la función de verosimilitud respecto al modelo actual.
El método Chauvin-Baldi es un caso especial del algoritmo GEM [38,6,1,5] que a










4. Propuestas alternativas en inferencia de parámetros
para HMM
4.1. Modelos de conjunto
La idea general de los modelos de conjunto o ensembles [12,36,18], se fundamenta
en suponer que los modelos inferidos contienen información parcial sobre las
características del sistema oculto real.
De lo anterior es posible construir un modelo consenso que sintetice la mayor
cantidad de información sobre las características del modelo oculto real, contenida
en modelos particulares.
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Una de las ventajas de esta aproximación, a diferencia de los métodos EM y
GEM, es poder contar con indicadores para la incertidumbre en los parámetros,
como por ejemplo, los intervalos de confianza.
Los modelos particulares representan diferentes resultados del entrenamiento
sobre una o múltiples observaciones individuales. Así proveen diferentes puntos
de vista sobre el modelo real. Una fortaleza de estos métodos, es aprovechar la
información contenida en modelos sobre estimados.
En los métodos ensemble, los parámetros del modelo son variables aleatorias,
regidas por una familia de distribuciones caracterizada por un conjunto de
hiperparámetros. En este sentido, los parámetros de cada modelo generado,
constituyen una muestra sobre el espacio de parámetros del HMM.
El modelo consenso corresponde al valor esperado de los parámetros dada la
familia de distribuciones definida. Los hiperparámetros son ajustados, empleando
diversos métodos como máxima verosimilitud, momentos o EM.
La propuesta de McKay [36], define la familia de distribuciones como la distri-
bución posterior en un modelo de inferencia bayesiano, donde las probabilidades
a priori son evaluadas mediante distribuciones Dirichlet parametrizadas.
Otro ejemplo de modelo ensemble pondera conjuntos de parámetros para
construir el modelo consenso [12].
Los modelos ensemble han sido aplicados en problemas como reconocimiento
de escritura [27] y alineación de proteínas [44].
4.2. Modelos gráficos
Los modelos gráficos [28,43,24,26,22,10,7] son métodos de representación y aná-
lisis de modelos probabilísticos mediante el uso de grafos. En estos, los nodos
corresponden a variables aleatorias y los arcos representan supuestos de inde-
pendencia o dependencia condicional entre variables. De esta forma es posible
analizar y obtener probabilidades marginales y condicionales de interés, mediante
el empleo de técnicas y algoritmos derivados de la teoría de grafos.
Dada la naturaleza de las relaciones de dependencia e independencia condicio-
nal, presente en los HMM, es posible aplicar esta metodología y sus técnicas para
plantear y solucionar diferentes problemáticas. Los HMM, de cualquier orden
y topología, corresponden a casos particulares en el contexto de los modelos
gráficos [28].
Existen dos clases de representación de modelos gráficos, los dirigidos y los
no dirigidos, representados por grafos dirigidos acíclicos y grafos no dirigidos,
respectivamente. Los HMM son expresables en forma natural mediante la repre-
sentación dirigida de los supuestos de dependencia condicional entre parámetros
y variables aleatorias.
Existen diversas técnicas de inferencia probabilística, análogas a los algoritmos:
forward, backward y Viterbi, de carácter exacto y aproximado. Un ejemplo de
estos últimos es el muestreo de Cadenas Markov Montecarlo o MCMC.
Los mecanismos de inferencia exacta, calculan probabilidades de interés
mediante la evaluación eficiente y exhaustiva de las funciones de densidad o
masa de probabilidad condicional –sobre las variables aleatorias presentes en el
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grafo– explotando su topología. Ejemplos de métodos exactos son el Junction
Tree Algorithm [26], Factor Analysis y Component Analysis [50].
En modelos gráficos, se dispone de diversas aproximaciones para el aprendizaje
de los parámetros. Bajo información completa (todas las variables aleatorias son
observables), el algoritmo de Maximización de Verosimilitud (ML) determina





log p (xn|θ) (23)
El algoritmo Máximo a Posteriori (MAP) [16], incorpora conocimiento a
priori disponible, mediante una distribución (generalmente Dirichlet), sobre los
parámetros p (θ). Con base en esta distribución, MAP encuentra los paráme-





L (θi) + log p (θi) (24)
En aprendizaje con información incompleta, se pueden extender los algoritmos
ML y MAP, bajo el marco del algoritmo EM. Aquí tanto ML como MAP proveen
las estadísticas necesarias sobre las relaciones entre variables observables y ocultas,
requeridas por la función de expectativa de información completa. Más detalles
de la derivación detallada de las expresiones de reestimación para ML y MAP, se
pueden consultar en [43,16,8].
4.3. Modelos variacionales
Cuando no es posible o implica mucho trabajo aplicar métodos de optimización
exacta sobre determinada función – objetivo; bien por la intratabilidad de las
expresiones o el número de parámetros involucrados, los modelos variacionales
[19,23,17,29,7] permiten estimar una distribución compleja, mediante el empleo de
una distribución computable, más simple q (θ). Un ejemplo de esto, es aproximar
la distribución marginal p (x), con base en la distribución a priori p (x, y|θ) y la
distribución a posteriori p (x|θ) respecto a los parámetros θ y variables ocultas y,
mediante el empleo de una cota inferior:
p (x) =
∫∫
p (x, y|θ) dθdy =
∫∫
p (y|x, θ) p (x|θ) dθdy (25)
Tomando logaritmos, agregando la distribución desconocida q (θ, y) y aplican-
do la desigualdad de Jensen, se obtiene la cota inferior para p (x):
p (x) = log
∫∫
q (θ, y) p (y|x, θ) p (x|θ)
q (θ, y) dθdy
≥
∫∫
q (θ, y) log p (y|x, θ) p (x|θ)
q (θ, y) dθdy (26)
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Si q (θ, y) = (y, x|θ), entonces la desigualdad se transforma en una igualdad. Lo
anterior ocurre si la divergencia Kullback-Leiber (KL) entre las dos distribuciones
es igual a 0:
KL (q|p) =
∫∫
q (θ, y) log p (x, θ|y)
q (θ, y) dθdy (27)
De forma análoga a la anterior, es posible aplicar esta técnica en el contexto
de los HMM, bien sobre los algoritmos EM, GEM o los algoritmos ML y MAP en
modelos gráficos. Se invita al lector a consultar [24,19,16,18], para más detalles
frente a la derivación de las aproximaciones para EM y modelos gráficos. Para una
introducción en la derivación computacional de la distribución q (θ, y), mediante
el método de elementos finitos, se puede consultar [19]. Ejemplos de aplicación
del método variacional sobre HMM pueden consultarse en [21,35].
4.4. Métodos de muestreo
Las técnicas de muestreo son procedimientos utilizados para obtener conjuntos
independientes de muestras, respecto a una distribución de probabilidad dada.
Estas muestras, provenientes de la distribución de interés, se pueden emplear en
procesos de inferencia estadística tanto de probabilidades como de parámetros
[7].
El problema fundamental de estas técnicas radica en la obtención de muestras,
en forma independiente para la distribución dada, ya que esto último no es trivial
en todos los casos.
El muestreo de cadenas de Markov Montecarlo (MCMC) [37,7], es un conjunto
general de técnicas de muestreo simulado, que emplean distribuciones construidas
mediante cadenas de Markov, para generar muestras independientes con base en
la distribución de interés.
Ejemplos de técnicas MCMC son: el muestreo unidimensional como impor-
tancia, de rechazo y Metrópolis.
El muestreo de Gibbs [37,7], es una poderosa técnica de muestreo multidimen-
sional empleado en la generación de muestras independientes. El muestreo simula
cadenas de Markov cuyas probabilidades de transición se definen empleando la
distribución de probabilidad condicional para cada variable en la distribución de
interés.
La ventaja de utilizar distribuciones de probabilidad condicional sobre cada
variable, se debe a que estas distribuciones son más simples de derivar, comparadas
con la distribución de probabilidad conjunta de todas las variables.
Los procesos MCMC, mediante muestreo Gibbs, han sido empleados amplia-
mente en el problema de inferencia de parámetros, particularmente en el marco
de los métodos gráficos [11,26] como alternativa a métodos exactos, como lo
son los algoritmos ML, MAP; tanto para el caso de información completa como
también para la incompleta. MCMC ha sido empleado con éxito, como método de
aproximación en el marco del algoritmo EM, para la inferencia de los parámetros
de HMM [45,21,10,31].
Una desventaja del método es el recurso de cómputo requerido para generar
muestras suficientes y obtener buenas aproximaciones. Por otra parte, estos
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métodos reducen sustancialmente el sobre ajuste de parámetros y la dependencia
de un modelo inicial, problema muy común en el algoritmo Baum-Wech. El
método MCMC sobre HMM, ha sido empleado en problemas como la predicción
de terremotos [48] y ontología de genes [32].
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