Abstract
Introduction
The need to combine pictures into panoramic mosaics existed since the beginning of photography, as the camera's field of view is always smaller than the human field of view. Also, many times large objects could not be captured in a *This research was mostly done when S. Peleg was on sabbatical at David Sarnoff Research Center, Princeton, NJ, USA. Contact E-Mail: peleg @ cs.huji.ac.il.
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1063-6919/97 $10.00 @ 1997 IEEE Joshua Herman+ David Sarnoff Research Center CN 5300 Princeton, NJ 08540, USA single picture. Using a wide field of view (fish-eye) lens can be a solution, but the images obtained have substantial distortions, and mapping an entire scene into the limited resolution of a video camera compromises image quality. A more common solution is photo-mosaicing: aligning, and pasting, frames in a video sequence, which enables a more complete view. Digital photography created new applications for mosaicing [14, 15, 16, 31 , which were first implemented for aerial and satellite images.
Three major issues are important in image mosaicing:
0 Image alignment: Determines the transformation that aligns the images to be combined into a mosaic.
Paper photo-mosaicing uses rigid transformations for alignment: picture translations and rotations. Digital processing enables more general transformations, like affine or planar-projective.
0 Image cut and paste: Most regions in the panoramic mosaic are overlapping, and are covered by more than one picture. The cut and paste process involves either a selection of a single image for each overlapping region, or some kind of a combination of all overlapping images.
0 Image blending: Necessary to overcome the intensity difference between images, differences that are present even when images are perfectly aligned. Such differences are created by a dynamically changing camera gain.
The simplest mosaics are created from a set of images whose mutual displacements are pure image-plane translations. This is approximately the case with some satellite images. Such translations can either be computed by manually pointing to corresponding points, or by image correlation methods. Other simple mosaics are created by rotating the camera around its optical center using a special device, and creating a panoramic image which represents the projection of the scene onto a cylinder [S, 13, 12, 111. Since it is not simple to ensure a pure rotation around the optical center, such mosaics are used only in limited cases.
In more general camera motions, that may include both camera translations and camera rotations, more general transformation for image alignment are used [4, 6, 10, 18, 81. In all cases images are aligned pairwise, using a parametric transformation like an affine transformation or planar-projective transformation. A reference frame is selected, and all images are aligned with this reference frame and combined to create the panoramic mosaic.
Aligning all frames to a single reference frame is reasonable when the camera is far away and its motion is mainly a translation and a rotation around the optical axis. Significant distortions are created when camera motions include other rotations.
Manifold Projection overcomes many of the difficulties in photo-mosaicing: 0 The projection is defined for almost any arbitrary camera motion and any scene structure. This is enabled by narrowing the goal of image alignment from perfect alignment of all overlapping image regions to alignment only along the seam between the images.
0 There are no distortions caused by the alignment to a reference frame. Object size in the panoramic mosaic is the same as in the original images, and therefore the resolution in the mosaic is the same as the image resolution.
0 Computation is simplified as the only image warping used are image-plane translations and rotations.
Manifold Projection has been initially implemented in a software package which performs real-time mosaicing from a video sequence on a Pentium-PC without any hardware acceleration.
Manifold Projection
Manifold Projection simulates the sweeping of the scene with a plane using a one-dimensional sensor array (Figure 1) . Such a 1-D sensor can scan the scene by arbitrary combinations of rotations and translations, and in all cases the scanning will result in a sensible panoramic image if we could figure out how to align the incoming 1D image strips. Some satellite images are created by scanning the earth with a I-D sensor array using a rotating mirror. Since in this case the alignment of the sensors can be done using the location of the satellite and the position of the mirror, panoramic 2D images are easily obtained. Figure 1 is an example of such a 1D scan system. In some cases mosaics generated in this manner can be considered at linear pushbroom cameras [7] .
In more general cases the motion of the sweeping plane may not be known. It seems impossible to align the 1-D image strips coming from an arbitrary plane sweep, but the problem becomes easier when the input is a video sequence. A 2D frame in a video sequence can be regarded as having a 1-D strip somewhere in the center of the image ("center strip"), embedded in the 2D image to facilitate alignment. The motion of the sweeping plane can then be computed from the entire image, and applied on the center-strip for alignment and mosaicing.
The image transformations of the 1D strips generated by the sweeping plane are only rigid transformations: image plane translations and rotations. Therefore, rigid transformations should also be the transformation used in Manifold Projection. It should be noted that general camera motions induce, in general, non-rigid image-plane transformations. However, to simulate the plane sweep only rigid transformations should be used for the center-strip.
The panoramic mosaics generated by combining the aligned 1D center-strips form a new scene-to-image projection, called the Manifold Projection. This is a projection of the scene into a general manifold which is a smooth manifold passing through centers of all image planes constructing the mosaic. In the case of pure camera translations (Figure 2 .a), Manifold Projection turns out to be a parallel projection onto a plane. In the case of pure camera rotations (Figure 2.b) , it is a projection onto a cylinder. But when both camera translations and rotations are involved, as in Figure 2 .c, the manifold is not a simple manifold any more. The ability to handle such arbitrary combinations of camera rotations and translations is the major distinction between Manifold Projection and all previous mosaicing approaches.
The type of camera motion has a very significant impact on the type of projection and on the appearance of the panoramic mosaic. In camera panning, where the camera motion is a pure rotation around the Y-axis, the resulting projection is onto a cylinder. This generates a mosaic which is, locally, very similar to every input image.
In a pure camera translation, where the camera moves parallel to the image plane, manifold projection is a semiparallel projection onto a plane. Semi-parallel means that each center-strip is parallel to the other center-strips, but within the center-strips the projection is still perspective. Parallel projection is very different from a perspective projection in the sense that far-away objects do not appear smaller than close-by objects.
Image Alignment
Simulation of scene sweeping by a plane from a given video sequence can be done once the full 3D motion of the camera ("ego-motion") is known [9] . Given the 3D egomotion, and given the range of objects whose aspect ratio should be best, it can be determined for each image where is the 1-D strip to be aligned and pasted into the mosaic as depicted in Figure 1 .
However, in certain simple cases the manifold projection can be constructed without ego-motion computation. These are the cases having little motion parallax and little change in scale: pure camera rotations with arbitrary scenes; arbitrary ego-motion with a planar scene (or a very far-away scene); etc. Even in more challenging cases manifold projection can be computed without ego-motion computation as long as a good 2D image alignment method is being used. 2D image alignment will fail to produce good panoramic mosaics only in cases of motion parallax between foreground and background, and when the 2D alignment does not consistently align either the foreground or the background.
The implementation of the manifold projection described in this paper uses only 2D alignment, rather than using full ego-motion analysis. Nevertheless, results are impressive in most cases. It has most of the desired features of the theoretical manifold projection, e.g. that each object in the mosaic appears in the same shape and size as it appears in the video frames, avoiding any scaling, and therefore avoiding the possible associated distortions and loss of resolution. The 2D alignment used therefore compensates only for image translations and rotations. Another assumption in this implementation is that scale changes are minimal: there is no change of focal length, and the effects of forward motion are significantly smaller than the effects of other motions. The following steps were taken:
Real-time translation-only alignment of incoming images using correlation. Correlation is performed in a multi-resolution manner, where the results of the correlation in lower resolutions are used to guide the correlation in higher resolutions. This multiresolution correlation enables to detect large displacements, while keeping the computational complexity low.
It is important that this part will be done in real-time, displaying to the user the evolving panorama as the camera is being moved.
In order to increase accuracy, additional alignment is done off-line, this time computing both 2D image translation and 2D image rotation. This is done in a multi-resolution fashion by solving 3 equations with 3 unknowns (the motion parameters for image translation and rotation), as described in [2].
Cut and Paste
Combination of the sequence of aligned image frames into a single panoramic mosaic can be done in several ways. In those cases where image alignment is close to perfect, it is desirable to use all overlapping images to produce the mosaic as described in Figure 3 . In this case, pixel values in the panoramic mosaic can be computed by averaging the corresponding values in all overlapping pixels of the aligned original frames. In addition to a simple mean, the median is often used to compute the pixel value in the mosaic from all overlapping regions.
When the alignment between images is not perfect, averaging may result in blurring and in deterioration of image quality. In this case it is preferred to select only one of the input images to represent a region in the mosaic. Such a selection should be done to minimize effects of misalignment. The most logical selection is to select from each image that part closest to its center. There are two reasons for that selection:
0 Alignment is usually better at the center than at the edges of the pictures.
Image distortion is minimal at the center of the images
This selection corresponds to the Voronoi tessellation [ 13, and is shown in Figure 4 . Using the Voronoi tessellation for image cut-and-paste also served to minimize visible misalignment due to lens distortions. Voronoi tessellation causes every seam to be at the same distance from the two corresponding image centers. As lens distortions is a radial effect, features that are perpendicular to the seam will be distorted equally on the seam, and therefore will remain aligned regardless of lens distortion.
Color Merging in Seam
Changes in image brightness, usually caused by the mechanism of automatic gain control (AGC), cause visible brightness seams in the mosaic between regions covered by different images. These seams should be eliminated in order to get a seamless panorama. The process of blending the different images into a seamless panorama must smooth all these illumination discontinuities, while preserving image sharpness. A method that fulfills this requirement is described in [3] . In this approach, the images are decomposed into band-pass pyramid levels, and then combined at each band-pass pyramid level . Final reconstruction of the images from the combined band-pass levels give the desired panorama. Figure 5 and Figure 6 show some panoramic mosaic images created with an implementation of the manifold projection on the PC. Note that the processing is all done in full color. More pictures, in color, can be viewed in "http://www.sarnoff.comNideoBrush" and in "http://www.cs.huji.ac.il/Npeleg/brush".
Examples

Concluding Remarks
Manifold Projection enables the fast creation of lowdistortion panoramic mosaics under very general camera motions. The basic principle is the alignment of the strips which contribute to the mosaic, rather than the alignment of the entire overlap between frames. Each strip undergoes the minimal distortion to be aligned with the neighboring strip, eliminating global distortions.
An implementation under the assumptions of insignificant change of scale and limited parallax gives unparalleled speed and quality of mosaicing. Extensions should address the issues of motion parallax, as well as forward motion and zoom which are not addresses in the current scheme. Initial experiments in this direction are reported in [ 171. 
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