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Cap´ıtulo 1
Introduccio´n
La cadena de suministro puede definirse como un conjunto de entidades que de
manera directa o indirecta se involucran para satisfacer la necesidad de un cliente.
Es importante mencionar que las partes involucradas van desde el proveedor hasta el
cliente y, entre ellas, existe un flujo constante tanto de informacio´n como de bienes
(Chopra y Meindl, 2008).
Por otro lado, el almace´n es fundamental para la vinculacio´n de las partes,
espec´ıficamente entre las entidades de produccio´n y distribucio´n. Las tareas o acti-
vidades que se realizan dentro de e´l requieren una gran cantidad de mano de obra
y de capital. De tal manera que, la calidad de las tareas involucradas no solo tiene
efecto en el almace´n, sino que tiene efecto en la productividad y costos de operacio´n
de toda la cadena de suministro (Poon et al., 2009).
La recoleccio´n o seleccio´n de pedidos representa una actividad clave y una de las
fuentes de costos ma´s importante en los centros de distribucio´n o almacenes. Desde
que comienza y hasta que termina dicha actividad existen numerosas posibilidades
de obtener resultados insatisfactorios que repercuten en la calidad del servicio y en
la relacio´n cliente proveedor (De Koster et al., 2007).
Sin embargo, los requerimientos de los clientes han cambiado; pedidos ma´s
frecuentes y en menor cantidad de productos son hoy en d´ıa una realidad. Lo anterior
1
Cap´ıtulo 1. Introduccio´n 2
tiene efecto en la necesidad de las empresas de responder de manera ra´pida y flexible a
sus clientes, y esto a su vez, influye en la configuracio´n de los almacenes y la actividad
de preparacio´n de pedidos ya que deben realizarse en una ventana de tiempo ma´s
corta pero a mayor volumen (Battini et al., 2015a).
Por ello, un objetivo importante es minimizar o eliminar los errores en el pro-
ceso de recoleccio´n y, aunque automatizar completamente la actividad es una forma
de lograrlo, la flexibilidad que se necesita para responder a los cambios en las ten-
dencias de los consumidores no puede ser remplazada. As´ı que, en la mayor´ıa de las
situaciones los humanos son la mejor alternativa para el proceso de recoleccio´n (Reif
y Gu¨nthner, 2009).
Para apoyar y facilitar la tarea del empleado la industria del manejo de ma-
teriales ha desarrollado diversos equipos te´cnicos o tecnolo´gicos. Estas herramientas
son utilizadas en muchos almacenes alrededor del mundo y gracias a ellas, el proceso
de recoleccio´n de pedidos presenta mejoras al aumentar su productividad y calidad
(De Vries et al., 2016).
1.1 Descripcio´n del problema
De acuerdo con Grosse et al. (2017) existen seis principales decisiones relacio-
nadas con el disen˜o estrate´gico de los sistemas de ordenes de pedidos, de los cuales,
se encuentra determinar cua´l tipo de equipo te´cnico o tecnolo´gico se debe utilizar
para apoyar al recolector de pedidos.
La importancia de lo anterior, recae en que este tipo de resolucio´n, tiene un
impacto tanto en el desempen˜o -que es definido en te´rminos de eficiencia de tiempo-,
calidad -que hace mencio´n a los errores de recoleccio´n- y finalmente, en la salud
del trabajador (Grosse et al., 2017). De esta manera, cuando se toma la decisio´n de
adoptar un sistema de recoleccio´n es crucial determinar cua´l tecnolog´ıa es adecuada
para el entorno espec´ıfico en el se requiere (Battini et al., 2015b).
Cap´ıtulo 1. Introduccio´n 3
1.2 Objetivo
Disen˜ar un sistema que considere criterios cuantitativos y cualitativos, adema´s
de la exploracio´n de patrones para apoyar la toma de decisio´n respecto a la selec-
cio´n de tecnolog´ıas de recoleccio´n en un centro de distribucio´n de acuerdo a sus
requerimientos y necesidades.
1.3 Hipo´tesis
Mediante la exploracio´n de patrones y con el apoyo de criterios cuantitativos
y cualitativos, es posible establecer un sistema de apoyo a la decisio´n que permita
determinar la tecnolog´ıa de recoleccio´n en un centro de distribucio´n de acuerdo a
sus requerimientos y necesidades.
1.4 Justificacio´n
De acuerdo con De Koster et al. (2007) la seleccio´n de pedidos representa
alrededor del 55% de los costos operativos. Mientras que Richards (2017) por su
parte, menciona que representa el 35% (ver Figura 1.1). No obstante, ambos autores
establecen que la recoleccio´n es la actividad ma´s cr´ıtica dentro de un almace´n ya que
los errores que puedan desarrollarse a lo largo de esta actividad pueden repercutir
en un servicio insatisfactorio.
La precisio´n en el proceso de recoleccio´n repercute en la calidad del servicio
brindando, en consecuencia, si se presentan productos dan˜ados, productos equivoca-
dos o productos faltantes; representa una pe´rdida financiera en el almace´n. De esta
manera, Berger y Ludwig (2007) indican que cualquier cambio en la actividad de se-
leccio´n de o´rdenes que pudiera reducir errores o aumentar la productividad impacta
Cap´ıtulo 1. Introduccio´n 4
Recibo
Ubicación
Almacenamiento
Recolección
Empaque
Cargado
Conteo de existencias
Servicios de valor añadido
Otras actividades
0% 10% 20% 30% 40%
Figura 1.1: Actividades de almace´n como porcentaje del costo total.
Fuente: Elaborado a partir de Richards (2017).
de manera significativa la rentabilidad de los centros de distribucio´n.
De Koster et al. (2007) y Poon et al. (2009) refieren que los sistemas de seleccio´n
de pedidos sin papel pueden ser una estrategia u´til para obtener beneficios. Por ello,
existe la necesidad de centrarse en reducir los errores haciendo hincapie´ en el costo
beneficio de las tecnolog´ıas de apoyo para esta actividad (Grosse et al., 2015).
Si bien, las tecnolog´ıas apoyan al proceso de recoleccio´n tambie´n es cierto que
existen diferentes tipos de e´stas, que, a su vez, presentan ventajas y desventajas
(Baechler et al., 2016). Para tal efecto, Battini et al. (2015b) indica que es funda-
mental realizar una acertada evaluacio´n de dichas tecnolog´ıas tomando en cuenta
diversos criterios, tales como, las caracter´ısticas tecnolo´gicas, pra´cticas e impacto
econo´mico.
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1.5 Metodolog´ıa
Como se observa en la Figura 1.2 la metodolog´ıa empleada en el desarrollo del
proyecto es la propuesta por Castan˜eda et al. (2002) y consta de seis etapas que a
continuacio´n son descritas.
Planteamiento de
hipótesis
Diseño
metodológico
Recolección de
los datos
Construcción del
problema
Análisis e
interpretación de
los datos
Publicación de
resultados
Figura 1.2: Metodolog´ıa.
Fuente: Elaborado a partir de Castan˜eda et al. (2002).
En la primera etapa de investigacio´n se realiza una bu´squeda de informacio´n
actualizada para establecer el objetivo general, comparar y/o contrastar conceptos
y aportaciones por parte de diferentes autores. En la segunda etapa se establece la
hipo´tesis referente al problema de investigacio´n.
En la tercera etapa se presentan una serie de pasos lo´gicos que comprenden
distintos me´todos o herramientas para probar la hipo´tesis de investigacio´n estable-
cida. Posteriormente, en la siguiente etapa, se recopilan los datos necesarios para el
desarrollo del proyecto, se realiza un ana´lisis de la informacio´n con la ayuda de las
herramientas determinadas y, finalmente, se realiza una redaccio´n de los resultados
obtenidos y conclusiones.
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1.6 Estructura de la tesis
La presente tesis esta´ compuesta por cinco cap´ıtulos; introduccio´n, revisio´n de
literatura, metodolog´ıa, ana´lisis de resultados y conclusiones.
La introduccio´n conforma el primer cap´ıtulo donde se plantea a detalle el pro-
blema de investigacio´n, as´ı como los objetivos establecidos, la hipo´tesis, justificacio´n,
la metodolog´ıa y la estructura de la presente tesis.
En el segundo cap´ıtulo denominado revisio´n de literatura, se detallan los princi-
pales conceptos inherentes al problema de investigacio´n, as´ı como, hechos anteriores
y estado actual de los estudios referentes al proceso de recoleccio´n e informacio´n
acerca de las tecnolog´ıas de apoyo.
El tercer cap´ıtulo explica minuciosamente las herramientas o me´todos que se
utilizaron para alcanzar los objetivos previamente planteados y los pasos a desarro-
llar: revisio´n sistema´tica de literatura, proceso anal´ıtico jera´rquico y red neuronal
artificial son las herramientas aplicadas.
En el cap´ıtulo ana´lisis de resultados se detalla que por medio de la revisio´n
sistema´tica de literatura se obtienen criterios como costo, precisio´n, productividad,
funcionalidad, flexibilidad y usabilidad, posteriormente el proceso anal´ıtico jera´rqui-
co, determina la priorizacio´n de los criterios y subcriterios de seleccio´n ya mencio-
nados. A su vez, se prioriza cada alternativa de solucio´n y se disen˜a la red neuronal
artificial para automatizar el proceso de decisio´n.
Finalmente, en el cap´ıtulo quinto, se describe la contribucio´n de la investiga-
cio´n, que consiste en un sistema inteligente que no requerira´ de un nuevo grupo de
decisio´n, ya que la red presentada sintetiza los juicios de los expertos encuestados
teniendo como resultado un ahorro de tiempo y reduccio´n de dificultad al eliminar la
necesidad de una decisio´n grupal. Adema´s, se incluyen las recomendaciones y trabajo
a futuro.
Cap´ıtulo 2
Antecedentes
El cap´ıtulo a continuacio´n, despliega los conceptos ba´sicos de la tesis, partiendo
con log´ıstica, cadena de suministro, as´ı como centros de distribucio´n, las actividades
que se realizan en e´l y lo relacionado con las tecnolog´ıas de apoyo. Adema´s, una
breve explicacio´n acerca de las herramientas y me´todos que se han seleccionado para
el desarrollo de la metodolog´ıa.
2.1 Cadena de suministro y log´ıstica
Los Santos (2006) indica que la cadena de suministro se entiende como el enlace
de todas las organizaciones que participan en el proceso de produccio´n, distribucio´n,
manipulacio´n, almacenamiento y por u´ltimo, comercializacio´n. Por otro lado, Men-
tzer et al. (2001) la define, como un sistema integrado por un conjunto de partes,
que se encuentran involucradas en los flujos ascendentes y descendentes, ya sea de
productos, servicios, informacio´n y/o finanzas. Por u´ltimo, y como ya lo hab´ıamos
indicado en el Cap´ıtulo 1, Chopra y Meindl (2008) refieren que no se limita a un
cierto nu´mero de partes, sino que, incluso el cliente forma parte de ella.
De acuerdo con Min y Zhou (2002), el objetivo principal de la cadena de su-
ministro, es mejorar la eficiencia operativa, la rentabilidad y la posicio´n competitiva
7
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de sus integrantes.
La log´ıstica por su parte, se refiere al proceso eficiente y efectivo de planificar,
implementar y controlar el flujo y almacenamiento ya sea de bienes, servicios e
informacio´n, lo anterior desde el punto de origen hasta el punto de consumo (Lambert
et al., 1998).
2.2 Centros de distribucio´n
Como anteriormente se explico´, la cadena de suministro involucra a todas las
partes que juegan un papel importante en la satisfaccio´n de un cliente, y, donde
el centro de distribucio´n es elemento clave. Partiendo del concepto general de los
centros de distribucio´n, tenemos que; es el lugar que conecta a una empresa con sus
clientes y proveedores (Chen, 2001).
Por otra parte, se caracterizan por almacenar materias primas o diferentes tipos
de mercanc´ıa, de uno o ma´s proveedores (Arrieta Posada, 2011) a su vez, por realizar
actividades que an˜aden valor (Vieira et al., 2017). Mientras tanto Frazelle (2002),
considera que se realizan actividades semejantes a los realizados en los almacenes
tales como: recibo, ubicacio´n, almacenamiento, recoleccio´n, clasificacio´n y unidad y
env´ıo. Sin embargo, estas actividades ira´n en dependencia de las caracter´ısticas de
las operaciones de distribucio´n, como los tipos y cantidad de art´ıculos, suministros,
costos y pedidos (Vieira et al., 2017).
Con respecto a las actividades ba´sicas de los centros de distribucio´n y alma-
cenes, tenemos que; la ubicacio´n, es la tarea de colocar los bienes o materiales en
el almace´n, incluye desde manejo de materiales, verificacio´n de localizacio´n y co-
locacio´n de productos (Frazelle, 2002). Sin embargo, Bartholdi y Hackman (2008)
indican que la asignacio´n del producto dentro del almace´n, tiene repercusio´n en el
costo y en la velocidad con la cual sera´ entregada al cliente, por lo que, proponen ad-
ministrar las ubicaciones, adema´s de conocer en todo momento donde se encuentran
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y sus especificaciones. En dicha actividad, se requiere una gran cantidad de mano
de obra.
El almacenamiento, se refiera a la retencio´n f´ısica de los art´ıculos, bienes o ma-
teriales mientras se espera sean demandados, mientras que la manera de almacenar
depende del taman˜o y cantidad de los bienes en el inventario y las caracter´ısticas
del manejo del producto (Frazelle, 2002).
La recoleccio´n de pedidos, es la actividad en donde la cantidad correcta, de los
bienes correctos, son recuperados de un sistema de almacenamiento para satisfacer
las o´rdenes de los clientes (Goetschalckx, 1989). Es el servicio ba´sico que proporciona
un almace´n para los clientes y es la funcio´n en la que se basan principalmente la
mayor´ıa, para el disen˜o del mismo (Frazelle, 2002) y, representa alrededor del 50%
o ma´s, de los costos totales de un centro de distribucio´n (Frazelle, 2002; De Koster
et al., 2007).
El env´ıo puede incluir las siguientes actividades: verificar la integridad de la
orden, embalaje de la mercanc´ıa en los contenedores adecuados, preparacio´n de los
documentos de env´ıo, acumulacio´n de los pedidos por parte del operador y en algunos
casos cagar los camiones (Frazelle, 2002).
2.2.1 Recoleccio´n de pedidos
El mercado del comercio electro´nico representa una tendencia creciente en la
forma de compra del consumidor (Frazelle, 2002) y al ser el proceso de recoleccio´n, el
u´ltimo paso antes de que el bien o material sea enviado al cliente (Reif y Gu¨nthner,
2009) se ha orillado a cambiar dra´sticamente la forma en que se realiza (Battini et
al., 2015b), es decir, se necesita responder ma´s flexible y ra´pidamente, ofreciendo una
entrega ra´pida, ajustada y tiempos de entrega ma´s cortos (Frazelle, 2002). En otro
orden de ideas, de acuerdo con Dallari et al. (2009) es una actividad que involucra
un esfuerzo alto en lo que a mano de obra concierne, impactando tanto en costos
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log´ısticos, as´ı como en el nivel de servicio.
Por ello, al tener los errores gran influencia entre la relacio´n del proveedor y
cliente (Reif y Gu¨nthner, 2009) se realizan esfuerzos de investigacio´n y desarrollo de
soluciones totalmente automatizadas para mejorar la velocidad y exactitud de los
sistemas de preparacio´n de pedidos (De Koster et al., 2007). Sin embargo, tal como
se menciono´ anteriormente, se necesita de flexibilidad debido a los cambios en los
requerimientos de los pedidos, de esta manera Reif y Gu¨nthner (2009) mencionan
que los humanos son, en la mayor´ıa del tiempo la solucio´n y por ello, se debe apoyar
a los trabajadores mediante dispositivos que ayuden a realizar dicha tarea.
Un enfoque factible para aumentar la productividad de los sistemas de prepa-
racio´n de pedido, se centra en te´rminos de reducir el tiempo necesario para cumplir
la actividad y reducir los posibles errores (Battini et al., 2015b). Para mejorar el
proceso de seleccio´n de pedidos, las compan˜´ıas requieren aplicar estrategias y te´cni-
cas que sean apropiadas para la naturaleza del producto, el taman˜o y la cantidad
promedio de o´rdenes (Wasusri y Theerawongsathon, 2016).
Dicho lo anterior es importante mencionar que, citando a Errasti et al. (2010),
si una empresa quiere disponer de una recoleccio´n de pedidos competitiva debera´
coordinar tanto los elementos f´ısicos, la organizacio´n y las nuevas tecnolog´ıas para
as´ı, alcanzar un nivel alto de uso de instalaciones, productividad del personal y as´ı,
entregar los pedidos en los te´rminos pactados y sin errores.
2.2.2 Sistemas de recoleccio´n de pedidos
Existen una variedad de pol´ıticas de recoleccio´n de pedidos dentro de los alma-
cenes y Dallari et al. (2009) proponen una nueva clasificacio´n de cinco grupos que
se basa en la pol´ıtica operativa que se emplea(ver Figura 2.1).
Sistema operario a producto.
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Figura 2.1: Sistemas de recoleccio´n de pedidos.
Fuente: Elaborado a partir de Dallari et al. (2009).
Sistema recolectar y pasar.
Sistema recolectar y clasificar.
Sistema producto a operario.
Sistema de recoleccio´n totalmente automatizada.
Dichas pol´ıticas de operacio´n se clasifican en funcio´n a cuatro decisiones funda-
mentales; ¿quie´n recoge los bienes? ya sea humanos o ma´quinas, ¿quie´n se mueve en
el a´rea de recoleccio´n?, ya sea operarios o mercanc´ıas, la interrogante de si se usan
transportadores que conecten las zonas de recoleccio´n y, por u´ltimo, ¿que´ pol´ıtica se
utiliza? ya sea recoger por pedido o por art´ıculo.
El sistema operario a producto es el sistema de recoleccio´n mayormente utiliza-
do en los almacenes, es considerado el sistema ba´sico para dicha actividad y consiste
principalmente en que el recolector debe caminar o dirigirse hasta el pasillo indica-
do para recoger los art´ıculos o materiales ya sea de un pedido en espec´ıfico o lote
mu´ltiple (Caron et al., 2000).
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Actualmente existen diferentes tipos de tecnolog´ıas que apoyan al proceso de
recoleccio´n, y que, generalmente son utlizados en el sistema de recoleccio´n de pedi-
dos: operario a producto. Pick by light, Pick by voice y RFID son algunos de ellos
(Marchet et al., 2015).
2.2.3 Tecnolog´ıas para la recoleccio´n de pedidos
De acuerdo con Freitag (2018) las tecnolog´ıas que apoyan la seleccio´n de pedi-
dos tienen el objetivo de maximizar la productividad de seleccio´n, mejorar la preci-
sio´n y reducir costos operativos.
Pick list. Proporciona al recolector a trave´s de una hoja de papel la informacio´n
correspondiente al pedido en cuestio´n: ubicacio´n de los bienes, cantidad requerida
y secuencia (Hill, 2012). De acuerdo con Minis (2010) la principal ventaja de esta
herramienta es el bajo costo de inversio´n.
Pick by voice. La tecnolog´ıa se compone de auriculares y micro´fono que se
encuentran enlazados con el sistema de gestio´n de almace´n. A trave´s del auricular
el operario escucha las instrucciones y e´ste, debe confirmar mediante comandos, si
los bienes se recolectaron en el lugar y cantidad correcta. Esta tecnolog´ıa aumenta
la productividad y ofrece mantener niveles altos de precisio´n (Rushton et al., 2014).
Pick by light. En este sistema cada ubicacio´n de producto es equipado con un
panel de visualizacio´n LED que a su vez, es retroalimentado por el sistema de gestio´n
de almace´n. Se iluminan los paneles LED para indicar la ubicacio´n y la cantidad a
recoger. La desventaja de esta tecnolog´ıa es que requiere una gran inversio´n inicial
(Rushton et al., 2014).
Pick by vision. El operario utiliza lentes inteligentes y que a su vez se comple-
menta con un sistema de voz. El operario por medio de voz pide que se le indique la
ubicacio´n del siguiente pedido. Los lentes le indican el lugar correcto de ubicacio´n
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y el sistema verifica que el producto seleccionado sea el requerido. Por u´ltimo, una
vez seleccionado el bien, el sistema actualiza los niveles de inventario (bas).
2.3 Revisio´n sistema´tica de la literatura
Las revisiones sistema´ticas de la literatura (RSL) -como se le mencionara´ de
ahora en adelante- buscan ser rigurosas, informativas, exhaustivas y expl´ıcitas, ya
que se determinan criterios para la inclusio´n de los art´ıculos o estudios, se dirigen
a contestar preguntas debidamente formuladas y delimitadas, recopilan la mayor
informacio´n pertinente y por u´ltimo, explican con detalle cada me´todo utilizado
para la revisio´n. Por lo tanto, las RSL son investigaciones cient´ıficas con me´todos
prefigurados que buscan sintetizar los resultados de estudios originales (Gisbert y
Bonfill, 2004).
En la Tabla 2.1, observamos las principales diferencias entre las revisiones
sistema´ticas y las narrativas. Por ejemplo, las revisiones narrativas, no especifican la
estrategia de bu´squeda, mientras que, las RSL buscan minimizar el sesgo mediante
la bu´squeda bibliogra´fica exhaustiva de estudios al adoptar un proceso reproducible,
cient´ıfico y transparente (Cook et al., 1997).
Tabla 2.1: Diferencias entre revisio´n sistema´tica y revisio´n narrativa
Caracter´ısticas Narrativa Sistema´tica
Focalizada Tema Pregunta
Estrategia de bu´squeda No especificado Claramente especificado
Criterios de seleccio´n No especificado Especificado y aplicado
Ana´lisis de informacio´n Variable Riguroso y cr´ıtico
S´ıntesis Cualitativa Cualitativa y cuantitativa
Fuente: Beltra´n (2005).
Para conducir una revisio´n sistema´tica de la literatura Denyer y Tranfield
(2009) proponen cuatro etapas:
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Etapa 1. Formulacio´n de la pregunta: Al proponer la interrogante de manera clara y
concisa se logra mejorar el resultado de las siguientes etapas, y de esta manera,
se obtiene un estudio significativo y de calidad (Counsell, 1997).
Etapa 2. Localizacio´n de los estudios: La finalidad de la etapa dos radica en encon-
trar, seleccionar y evaluar los estudios relevantes que contesten la pregunta(s)
planteada(s) (Gonza´lez et al., 2011).
Etapa 3. Seleccio´n y evaluacio´n de los estudios: Las investigaciones que se consi-
deran relevantes en el paso anterior, deben ser examinados exhaustivamentes
para determinar si cumplen con los criterios de inclusio´n (Gisbert y Bonfill,
2004).
Etapa 4. S´ıntesis y ana´lisis: Una vez seleccionados los art´ıculos o estudios incluidos
en la revisio´n, se debera´ extraer la informacio´n que conteste las preguntas de
investigacio´n (Gonza´lez et al., 2011).
2.4 Proceso de jerarqu´ıa anal´ıtica
El ana´lisis de decisio´n multicriterio (MCDA) -Multi-Criteria Decision Analysis
por sus siglas en ingle´s- es una metodolog´ıa formal, que busca respaldar decisiones en
muchos campos mediante informacio´n te´cnica y la postura de las partes interesadas
(Huang et al., 2011). Apesar de que no se tiene conocimiento del comienzo del estudio
formal de la toma de decisiones, es conocido que dicha pra´ctica, es tan antigua como
el hombre (Greco et al., 2016).
En te´rminos generales, existen diversos me´todos de apoyo a la decisio´n, que se
basan en te´cnicas nu´mericas que miden el impacto de las alternativas en los criterios
seleccionados, sin embargo, es importante conocer las ventajas y desventajas que
presentan a manera de elegir la mejor herramienta (Triantaphyllou, 2000).
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Segu´n Berumen y Llamazares Redondo (2007), los principales me´todos de de-
cisio´n multicriterio son:
Ponderacio´n lineal (SCORING).
Utilidad multiatributo (MAUT).
Relaciones de sobreclasificacio´n.
Proceso de jerarqu´ıa anal´ıtica (PJA).
El proceso de jerarqu´ıa anal´ıtica (PJA) -como se le indetificara´ de ahora en
adelante- es uno de los me´todos ma´s aplicado en las investigaciones relacionadas con
la toma de decisiones multicriterio, y se ha utilizado, en la resolucio´n de inco´gnitas
de diferentes a´reas tales como; intereses humanos, pol´ıticos, econo´micos, sociales
y ciencias de gestio´n (C¸akır, 2009). Dicho me´todo, fue desarrollado por Thomas L.
Saaty en 1980 y se basa en convertir estimaciones subjetivas de importancia relativa,
en un grupo de pesos totales, que se emplean para hacer la seleccio´n de la mejor
alternativa (Yajure, 2015).
Jime´nez (2002) declara que ✭✭PJA es una te´cnica que permite la resolucio´n de
problemas multicriterio, multientorno y multiactores, incorporando en el modelo, los
aspectos tangibles e intangibles, as´ı como el subjetivismo y la incertidumbre inherente
en el proceso de toma de decisiones✮✮.
Dentro de las ventajas del PJA se encuentran:
Es una metodolog´ıa estructurada.
Tiene un sustento matema´tico.
Permite realizar ana´lisis de sensibilidad.
Admite medir criterios cualitativos y cuantitativos.
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El presente trabajo de investigacio´n, toma el PJA por las ventajas ya antes
mencionadas y se desarrolla de acuerdo con Osman (2013) en cuatro pasos:
1. Estructuracio´n del problema de decisio´n en un modelo jera´rquico.
2. Hacer comparaciones por pares y obtener la matriz de juicio.
3. Pesos locales y consistencia de las comparaciones.
4. Agregacio´n de ponderaciones en varios niveles para obtener los pesos finales
de las alternativas.
2.4.1 Estructuracio´n del problema de decisio´n en un
modelo jera´rquico
Para aplicar la herramienta, es necesario formar un modelo jera´rquico que
usualmente se compone de tres niveles; en la parte superior, se ubica el objetivo glo-
bal del problema, seguido por los distintos atributos considerados importantes para
la resolucio´n de la decisio´n, adema´s, es importante mencionar que pueden incluir-
se subcriterios. Para terminar, se localizan las diversas alternativas u opciones de
seleccio´n que permiten lograr el objetivo general (Berumen y Llamazares Redondo,
2007). Ver Figura 2.2.
2.4.2 Hacer comparaciones por pares y obtener la
matriz de juicio
En el paso dos, se requiere que los tomadores de decisio´n y/o grupo de intere´s,
indiquen la preferencia de cada elemento de la estructura jera´rquica (criterios, sub-
criterios y alternativas). Para lo anterior, se utiliza la escala de valoracio´n de Saaty
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Figura 2.2: Estructura proceso anal´ıtico jera´rquico.
Fuente: Elaborado a partir de Saaty et al. (1980).
(ver Tabla 2.2.), la cual, ha demostrado ser adecuada para determinar preferencias
entre alternativas de acuerdo a varias investigaciones (Hurtado y Bruno, 2005).
La informacio´n de las comparaciones se pueden recopilar por medio de encues-
tas (Aznar Bellver y Guijarro Mart´ınez, 2008) y, con el resultado de las comparacio-
nes, se realiza la denominada matriz de comparaciones.
La matriz de comparaciones representa la comparacio´n del elemento i y el
elemento j (ver matriz A).
A=
⎛
⎜⎜⎜⎜⎜⎜⎝
1 a12
... a1
a21 1
... a2n
...
...
...
...
an1 an2 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎠
No obstante, si la matriz A es remplazada por el valor nu´merico obtenido en
la escala de valoracio´n de Saaty, se obtiene la matriz de juicios.
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Tabla 2.2: Escala fundamental de juicios.
Escala de
Saaty
Escala verbal Explicacio´n
1 Igual importancia.
El criterio A es igual de impor-
tante que el criterio B.
3
Moderadamente ma´s im-
portante un elemento que
otro.
La experiencia y el juicio favore-
cen ligeramente al criterio A so-
bre el B.
5
Fuertemente ma´s importan-
te un elemento que otro.
El juicio y la experiencia previa
favorecen fuertemente al criterio
A sobre el B.
7
Mucho ma´s fuerte la impor-
tancia de un elemento que la
del otro.
El criterio A es mucho ma´s im-
portante que el B.
9
Importancia extrema de un
elemento frente al otro.
La mayor importancia del criterio
A sobre el B esta´ fuera de toda
duda.
Fuente: Ayhan (2013).
A=
⎛
⎜⎜⎜⎜⎜⎜⎝
w1/w1 w1/w2
... w1/wn
w2/w1 w2/w2
... w2/wn
...
...
...
...
wn/w1 wn/w2
... wn/wn
⎞
⎟⎟⎟⎟⎟⎟⎠
Lo anterior se sustenta con los siguientes axiomas (Hurtado y Bruno, 2005):
Axioma 1 (reciprocidad). Si A es una matriz de comparaciones pareadas se cumple
que aij = 1/aji, es decir, si frente a un criterio, una alternaiva A es n veces mejor
que B , entonces B es 1/n veces mejor que A.
Axioma 2 (homogeneidad). Los elementos que se comparan son del mismo orden
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de magnitud o jerarqu´ıa.
Axioma 3 (s´ıntesis). Existen dependencia jera´rquica en los elementos de dos niveles
consecutivos.
Axioma 4 (expectativas). Las expectativas deben estar representadas en la estruc-
tura en te´rminos de cr´ıterios y alternativas.
2.4.3 Pesos locales y consistencias de las
comparaciones
Posteriormente, se calcula las prioridades de cada criterio y alternativas, para
ello, es necesario realizar un proceso matema´tico denominado s´ıntesis y se realiza
de la siguiente manera (Aznar Bellver y Guijarro Mart´ınez, 2008):
1. Sumar los valores de cada columna de matriz de juicios.
2. Realizar la matriz normalizada que se obtiene dividiendo cada elemento de
matriz por la sumatoria de su columna.
3. Calcular el promedio artime´tico de los elementos en cada fila de la matriz
normalizada.
Consecuentemente, se procede a evaluar la congruencia de los juicios, sin em-
bargo, para sen˜alar si un nivel de consistencia es razonable se debe desarrollar una
medida cuantificable para la matriz de comparacio´n Anxn (n es el nu´mero de criterios
o alternativas a evaluar). Es conocido que, si la matriz A es perfectamente consis-
tente produce una matriz Nnxn normalizada de elementos wij (para i, j = 1, 2, ..., n),
de tal manera que, todas las columnas son iguales, es decir, w12 = w13 = . . . = w1n =
w1;w21 = w23 = . . . = w2n = w2;wn1 = wn2 = . . . = wnn = wn
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N=
⎛
⎜⎜⎜⎜⎜⎜⎝
w1 w1 · · · w1
w2 w2 · · · w2
...
...
...
...
wn wn · · · wn
⎞
⎟⎟⎟⎟⎟⎟⎠
Por consiguiente, se concluye que de la matriz de comparaciones correspon-
diente A se puede obtener la matriz N, dividiendo los elementos de la columna i
entre wi.
A=
⎛
⎜⎜⎜⎜⎜⎜⎝
1 w1/w2 · · · w1/wn
w2/w1 1 · · · w2/wn
...
...
...
...
wn/w1 wn/w2 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎠
De la definicio´n de A, se tiene que:⎛
⎜⎜⎜⎜⎜⎜⎝
1 w1/w2 · · · w1/wn
w2/w1 1 · · · w2/wn
...
...
...
...
wn/w1 wn/w2 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
w1
w2
· · ·
wn
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
nw1
nw2
· · ·
nwn
⎞
⎟⎟⎟⎟⎟⎟⎠
= n
⎛
⎜⎜⎜⎜⎜⎜⎝
w1
w2
· · ·
wn
⎞
⎟⎟⎟⎟⎟⎟⎠
Dado lo anterior decimos que A es consistente s´ı:
AW = nW (2.1)
donde W es un vector columna de pesos relativos Wi, (j = 1, 2, ..., n) se aproxima
con el promedio de los n elementos del renglo´n en la matriz normalizadaN. Haciendo
W el estimado calculado, se muestra que:
AW = nmaxW
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La matriz de comparacio´n A sera´ ma´s consistente entre ma´s cercana sea nmax
a n.
El proceso de jerarqu´ıa anal´ıtica calcula la razo´n de consistencia (RC) de la
siguiente manera:
RC =
IC
IA
(2.2)
Siendo (IC) el ı´ndice de consistencia, a su vez, (IA) el ı´ndice de consistencia
aleatorio.
IC se calcula de la siguiente manera:
IC =
nmax − n
n− 1
(2.3)
El valor de nmax se calcula de AW = nmaxW observando que la i-e´sima ecuacio´n
es:
n∑
j=1
aijwi = nmaxwi, i = 1, 2, . . . , n
Dado que
∑n
j=1w = 1, obtenemos:
n∑
i=1
(
n∑
i=1
aijwj
)
= nmax
n∑
i=1
wi
Lo que significan que el valor de nmax se determina al calcular primero el vector
columna A y despue´s sumando sus elementos.
Como se menciono´ el IA es el ı´ndice de consistencia aleatoria y se estima como:
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IA =
1.98(n− 2)
n
Debido a que el IA depende del nu´mero de comparaciones se puede estimar de
la siguiente manera:
Tabla 2.3: Valores de IA para matrices de diferentes o´rdenes.
Nu´mero de elementos
que se comparan
1 2 3 4 5 6 7 8 9 10
IA 0 0 0.58 0.89 1.11 1.24 1.32 1.40 1.45 1.49
Fuente: Beltra´n (2005).
RC ≤ 0.10: Consistencia razonable
RC > 0.10 : Inconsistencia
Es importante puntualizar, que si los ı´ndices de consistencias resultan incon-
sistentes, sera´ necesario reconsiderar los juicios, y se debera´, recabar nuevamente los
datos.
2.4.4 Agregacio´n de ponderaciones en varios niveles
para obtener los pesos finales de las alternativas
Se calcula las prioridades de cada criterio en te´rminos de la meta global.
Criterio 1
Criterio 2
· · ·
Criterio m
⎛
⎜⎜⎜⎜⎜⎜⎝
P ′1
P ′2
· · ·
P ′n
⎞
⎟⎟⎟⎟⎟⎟⎠
m es el nu´mero de criterios y P ′i es la prioridad del criterio i con respecto a la
meta global para i = 1, 2, . . . , m.
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Para determinar los pesos finales de las alternativas se construye la matriz de
prioridades que resume las prioridades para cada alternativa en te´rminos de cada
criterio.
⎛
⎜⎜⎜⎜⎜⎜⎝
P11 P12 · · · P1m
P21 P22 · · · P2m
· · · · · · · · · · · ·
Pn1 Pn2 · · · Pnm
⎞
⎟⎟⎟⎟⎟⎟⎠
donde Pij , es la prioridad de la alternativa i con respecto al criterio j, para
i = 1, 2 . . . , n; y j = 1, 2, . . . , m.
Se refleja la prioridad global en el vector columna para cada alternativa y e´ste
resulta del producto de la matriz de prioridades con el vector de prioridades de los
criterios.
⎛
⎜⎜⎜⎜⎜⎜⎝
P11 P12 · · · P1m
P21 P22 · · · P2m
· · · · · · · · · · · ·
Pn1 Pn2 · · · Pnm
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
P ′1
P ′2
· · ·
P ′n
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
Pg1
Pg2
· · ·
Pgn
⎞
⎟⎟⎟⎟⎟⎟⎠
donde Pgi es la propridad global de la alternativa i donde (i = 1, 2, . . . , n).
2.4.5 Aplicaciones
El proceso de jerarqu´ıa anal´ıtica como ya se menciono´, es una herramienta
de apoyo a la decisio´n extensamente conocida y utilizada (Govindan et al., 2014).
Algunos estudios son:
Seleccio´n de sistemas de planificacio´n de recursos. Perera y Costa (2008) a
trave´s de siete criterios y ocho subcriterios crean un modelo para determinar el
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tipo de ERP -Enterprise Resource Planning por sus siglas en ingle´s- adecuado,
para ello, proponen tres alternativas.
Seleccio´n de proveedores. Bhutta y Huq (2002) consideran cuatro criterios:
fabricacio´n, calidad, servicio y tecnolog´ıas, por otro lado, las alternativas a
elegir se conforman por tres proveedores.
Seleccio´n de materiales. Dweiri y Al-Oqla (2006) proponen seis criterios y do-
ce subcriterios tales como: costo, reaccio´n ambiental, disponibilidad, dureza,
apariencia y fuerza.
2.5 Red neuronal artificial
El hombre ha realizado esfuerzos para bu´scar mejorar las condiciones de vida
y ello, ha propiciado el desarrollo de simplificaciones de tareas tediosas. Un ejemplo
en particular, es el desarrollo de ma´quinas calculadoras que resuelven operaciones
de manera ra´pida y automa´tica. Sin embargo, existen limitaciones en cuanto a pro-
blemas que no admiten tratamientos algor´ıtmicos, por lo anterior, el hombre intenta
emular aspectos de la inteligencia humana mediante ma´quinas. Alguno de los motivos
principales son la capacidad de memorizar, asociar hechos y adquirir conocimiento
a trave´s de la experiencia (Matich, 2001).
Por lo tanto, y de acuerdo con Gonza´lez-Ferna´ndez et al. (2018) ✭✭Las redes neu-
ronales artificiales son modelos computacionales basado en la estructura y funciones
del sistema nervioso y el cerebro✮✮ (ver Figura 2.2).
Las redes neuronales artificiales (RNA) -como se les denominara´ de ahora en
adelante- se han aplicado para el modelado en muchos campos, desde el procesamien-
to de sen˜ales en telecomunicaciones hasta el reconocimiento de patrones en medicina,
negocios e ingenier´ıa (Razi y Athappilly, 2005). Las investigaciones sobre redes neu-
ronales artificiales, han evidenciado entre sus principales ventajas, la capacidad de
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Figura 2.3: Estructura red reuronal artificial.
clasificar y reconocer patrones (Zhang et al., 1998). Otras de las ventajas que pre-
sentan son; aprendizaje adaptativo, auto-organizacio´n, tolerancia a fallos, operacio´n
en tiempo real y fa´cil insercio´n dentro de la tecnolog´ıa existente (Matich, 2001).
Las redes neuronales, comprenden cuatro componentes principales (Buscema et al.,
2018):
Nodos
Capas
Flujo de sen˜al
Estrategias de aprendizaje
2.5.1 Nodos
Existen tres tipos de nodos y son llamados de acuerdo a su posicio´n en la
estructura de la red neuronal (Buscema et al., 2018):
Nodos de entrada: hacen referencia a los nodos que reciben sen˜ales del entorno
externo.
Nodos de salida: hace mencio´n a los nodos que actuan fuera del entorno de la red
neuronal.
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Nodos ocultos: refiere a los nodos que solo reciben sen˜ales de nodos pertenecientes
a la red neuronal y solo env´ıan su sen˜al a otros nodos.
Cuando el entorno de la red neuronal consta de datos, debe procesar el nodo
de entrada como un tipo de variable de datos, y por lo tanto, el nu´mero de estos
dependen de la forma en que la red este estructurada de acuerdo al problema a
representar. Por otro lado, el nu´mero de nodos de salida van en dependencia de las
variables buscadas o de los resultados del procesamiento interno de la red. Finalmen-
te, los nodos ocultos son consecuentes a la complejidad de la funcio´n de los nodos
de entrada y de salida. Cada tipo de nodo puede agruparse por clases, y estas a su
vez, son denominadas capas (Buscema et al., 2018).
2.5.2 Capas
Existen distintos tipos de capas pero los que se destacan son (Buscema et al.,
2018):
Mono capa: todos los nodos de la red neuronal tienen las mismas propiedades. Son
utilizadas generalmente en tareas de autoasociacio´n.
Multi capas: los nodos se agrupan de acuerdo a sus caracter´ısticas funcionales.
2.5.3 Flujos de sen˜al
Las sen˜ales pueden proceder directamente desde la entrada hasta la salida o,
de una manera ma´s compleja. De esta manera, se tienen dos tipos de estrategias de
flujo (Buscema et al., 2018):
Alimentar hacia adelante: como su nombre lo indica, la sen˜al pasa desde la en-
trada hasta la salida de la red neuronal. Es decir, se reciben las sen˜ales desde otra
capa anterior.
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Retroalimentacio´n: la sen˜al procede de manera recurrente determinada de ante-
mano o en funcio´n de condiciones particulares.
2.5.4 Estrategias de aprendizaje
Como se menciono´ anteriormemte, los datos de entrada se procesan para lograr
una salida. Por lo que, una red debe aprender a calcular la salida correcta para
cada vector de entrada, el proceso de aprendizaje tambie´n se denomina proceso de
entrenamiento. Dicho de otra manera, el aprendizaje es el proceso en donde la red
neuronal, modifica los pesos en respuesta de la informacio´n recibida. Existen dos
tipos de estrategias de aprendizaje (Matich, 2001):
Aprendizaje supervisado
Aprendizaje no supervisado
El aprendizaje supervisado por su parte, es controlado a trave´s de un agente
externo quie´n determina el resultado que deber´ıa producirse a partir de una entrada
en espec´ıfico. En caso de no coincidir, se modificara´n los pesos de las conexiones,
con la finalidad de acercarse a la salida deseada (Matich, 2001).
El aprendizaje no supervisado no requiere ser controlado por un agente externo
para ajustar los pesos de las conexiones entre sus neuronas. Por lo que, la red no
recibe informacio´n acerca de si la salida que genera es correcta. Este tipo de apren-
dizaje, debe determinar las caracter´ısticas, regularidades, correlaciones o categor´ıas
que se establezcan entre la informacio´n presentada (Matich, 2001).
Sin embargo, entre los varios modelos de aprendizaje supervisado, el ma´s co-
nocido es la propagacio´n hacia atra´s (backpropagation) (Yazgan et al., 2009). La
propagacio´n hacia atra´s (backpropagation), determina los pesos para las conexiones
entre nodos y sus sesgos, asignandose primero a los valores iniciales y de esta manera,
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el error entre los valores de salida determinados se propagan de nuevo a trave´s de
la red para actualizar los pesos y sesgos recurrentemente, hasta que cumple con el
criterio de terminacio´n, que en la mayor´ıa de los casos, es cuando el error es menor
a un valor especificado (Su y Hsieh, 1998). Una vez mencionado lo anterior, se se-
lecciona el aprendizaje supervisado propagacio´n hacia atra´s por sus ventajas y por
ser el ma´s utilizado.
2.6 Aplicaciones
Taha y Rostam (2011) desarrollaron un sistema de apoyo a la decisio´n para
seleccionar la herramienta adecuada en una ce´lula de manufactura flexible debido
a la necesidad de responder a las necesidades del mercado y la competencia. Para
lo anterior, utilizan una red neuronal artificial para verificar los datos del proceso
anal´ıtico jera´rquico difuso y predecir la jerarquizacio´n de las alternativas. Como
resultado obtienen que la unio´n de PJA difuso y RNA puede ser utilizado como una
herramienta poderosa para seleccionar la ma´quina ma´s conveniente para formar la
estructura de una ce´lula de manufactura flexible.
El proceso de desarrollo del sistema inteligente, consistio´ en obtener los datos
requeridos a trave´s de un cuestionario aplicado a los tomadores de decisio´n, despues,
con ayuda del programa desarrollado por ellos, el cua´l hace mencio´n al proceso
jera´rquico difuso, obtuvieron las ponderaciones de los criterios y la jerarquizacio´n
de las posibles alternativas. Por u´ltimo, los resultados obtenidos se utilizaron para
disen˜ar, entrenar y simular el modelo de red neuronal artificial.
Para el desarrollo de la red neuronal artificial, siguieron una metodolog´ıa de
cuatro pasos que consiste en determinar el nu´mero de nodos de entrada y de sali-
da, espec´ıficos para el problema en cuestio´n, despues, disen˜ar el modelo mediante
el algoritmo feed-forward back propagation, experimentando con el nu´mero de nodos
ocultos, para esto, se utilzan los cuatro me´todos propuestos por Kuo et al. (2002).
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Consecuentemente, experimentan con los para´metros tales como, nu´mero de itera-
ciones, tasa de aprendizaje, factor momento y diferentes funciones de activacio´n. El
valor del error cuadra´tico medio es utilzado como criterio de detencio´n. Por u´ltimo,
en el paso cuatro, realizan una prueba utilizando cuatro muestras para entrenamien-
to y una para prueba. Demostrando que el sistema desarrollado facilita el proceso de
seleccio´n en te´rminos de esfuerzo y ahorro de tiempo para los tomadores de decisio´n.
Los resultados de la red neuronal, fueron comparados con los arrojados por el PJA
difuso.
Por su parte, Yazgan et al. (2009) consideran que la seleccio´n de software ERP
es un problema multiatributo y puntualizan que, se ha resuelto con la sintetizacio´n de
la opinio´n de varios expertos, sin embargo, si alguna otra empresa necesita resolver el
mismo problema, es necesario contar con la opinio´n de un nuevo grupo de decisio´n.
Por ello, proponen que mediante los resultados del proceso anal´ıtico en red, que
consisten en la poderizacio´n de los criterios de seleccio´n y los valores de priorizacio´n
de los software se disen˜e una red neuronal artificial que permita predecir el mejor
software ERP para una nueva organizacio´n.
El disen˜o de la red neuronal en cuestio´n, consiste en una capa de entrada, una
u´nica capa oculta, y una capa de salida. En este caso, las ponderaciones de los 17
subfactores propuestos generados por el proceso anal´ıtico en red son utilizados como
valores de entrada, mientras que, los valores de prioridad de las cuatro alternativas
son utilizados como los valores de salida. Se utiliza el algoritmo backpropagation
y se experimenta con diferente cantidad de nodos de salida basado en Kuo et al.
(2002). Se utiliza la funcio´n sigmoidal como funcio´n de activacio´n y se utilizan cua-
tro diferentes modelos para encontrar la mejor estructura de red. Los resultados
que obtuvieron muestran que la red entrenada es capaz de predecir los valores de
prioridad de manera certera. De igual manera, consideran que no sera´ necesario la
construccio´n de un grupo amplio de decisio´n, ya que la red sintetiza los juicios de
expertos y esto, adema´s de presentar ahorros de tiempo y costo, reduce la dificultad
de reducir la decisio´n de un grupo a una sola.
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En conclusio´n, en el cap´ıtulo dos, se presento´ el desarrollo de los estudios
previos referentes al tema de estudio, adema´s, se explico´ de manera detallada, las
herramientas que se utilizara´n para el logro del objetivo planteado.
Cap´ıtulo 3
Metodolog´ıa
El presente cap´ıtulo aborda la metodolog´ıa para brindar solucio´n al problema
previamente planteado, comprende tres etapas y se utilizan los me´todos: revisio´n
sistema´tica de literatura, proceso de jerarqu´ıa anal´ıtica y red neuronal artificial (ver
Figura 3.1).{
{
{
Revisión sistemática
de la literatura
Proceso de jerarquía
analítica
Red neuronal
artiﬁcial
Identiﬁcar los
criterios de selección
criterios de selección
Ponderar los
Sistema inteligente
de decisión
Figura 3.1: Metodolog´ıa propuesta
La revisio´n sistema´tica de la literatura comprende la recopilacio´n de la infor-
macio´n referente al tema de investigacio´n para determinar los criterios de seleccio´n
de tecnolog´ıas de recoleccio´n de pedidos, por su parte, el proceso de jerarqu´ıa anal´ıti-
ca tiene como objetivo determinar el porcentaje de importancia de los criterios al
momento de seleccionar una tecnolog´ıa y su vez, reconocer la alternativa ma´s ade-
31
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cuada para el entorno estudiado. Finalmente, mediante el uso de redes neuronales,
automatizar la decisio´n. A continuacio´n se presenta la realizacio´n de las herramientas
mencionadas.
3.1 Seleccio´n de criterios
Una revisio´n sistema´tica de la literatura son investigaciones cient´ıficas, con
me´todos prefigurados que intentan sintetizar los resultados de los estudios originales
(Gisbert y Bonfill, 2004). El propo´sito es investigar los temas y desaf´ıos que se han
analizado e identificar las brechas para encontrar investigaciones futuras (Abbasi,
2017).
Partiendo de la metodolog´ıa propuesta por Denyer y Tranfield (2009) se reali-
zaron los siguientes pasos:
Formulacio´n de la pregunta. Conforme a Davarzani y Norrman (2015) existe
una brecha de informacio´n entre los aspectos que deben considerarse al selec-
cionar equipo o tecnolog´ıa adecuadas para los almacenes; indicando que debe
considerarse tanto el nivel de automatizacio´n, como los requisitos de las ope-
raciones y los criterios de seleccio´n adecuados. Las siguientes preguntas de in-
vestigacio´n, tienen como finalidad conocer los aspectos relevantes con respecto
a tecnolog´ıas utilizadas en los centros de distribucio´n.
PI1. ¿Que´ objetivos principales se persiguen en la literatura sobre equipos
te´cnicos o tecnolo´gicos espec´ıficamente en los sistemas de preparacio´n de pedidos?
PI2. Espec´ıficamente, ¿En que´ aspectos se enfocan estos estudios?
Localizar estudios. Con el fin de identificar publicaciones relevantes y un nu´me-
ro confiable de art´ıculos, se selecciono´ la base de datos en l´ınea de la Univer-
sidad Auto´noma de Nuevo Leo´n y adicionalmente, Google acade´mico. Esta
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base de datos tiene acceso a varios motores de bu´squeda, sin embargo, los mo-
tores consultados se especializan en a´reas multidisciplinarias. Se consultaron
las siguientes revistas: Springer, EBSCO Host, ScienceDirect, Emerald Insight
y Association for computing machinery. Con base en las preguntas de inves-
tigacio´n, se busco´ que los art´ıculos contengan al menos uno de los siguientes
te´rminos clave: ✭✭seleccio´n de pedidos✮✮, ✭✭centros de distribucio´n✮✮, ✭✭lista de reco-
leccio´n✮✮, ✭✭recoleccio´n por voz✮✮, ✭✭recoleccio´n por luz✮✮, ✭✭recoleccio´n por visio´n✮✮
combinadas con los operadores booleanos ✭✭y✮✮, ✭✭o✮✮ y ✭✭xor✮✮. El idioma de las
obras esta´ limitado al ingle´s y espan˜ol, mientras que la informacio´n recopilada
para el ana´lisis de esta investigacio´n abarca el per´ıodo 1995-2018.
Seleccio´n y evaluacio´n del estudio. Una vez que las bases de datos utilizadas
en esta investigacio´n arrojaron resultados, se procedio´ a analizar los resu´menes
y conclusiones de los art´ıculos. Cabe mencionar que los resu´menes irrelevantes
para este estudio fueron excluidos, es decir, se enfoco´ en los art´ıculos cuya
perspectiva principal tratara acerca de las tecnolog´ıas de recoleccio´n. En la
Figura 3.3, se observa el proceso de la revisio´n sistema´tica de la literatura.
Como resultado, se cosideraron 14 art´ıculos que cumplen con los requerimientos
para esta investigacio´n.
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Figura 3.2: Revisio´n sistema´tica de la literatura.
S´ıntesis y ana´lisis. Se realizo´ una base de datos desarrollada en Excel, en el
cual, se registraron los siguientes datos: nombre de los autores, an˜o de publica-
cio´n, t´ıtulo del art´ıculo, nombre de la revista cient´ıfica, tecnolog´ıas y criterios
estudiados.
Los primeros siete criterios de seleccio´n fueron elegidos debido a la frecuencia
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Tabla 3.1: Criterios considerados con respecto a tecnolog´ıas de recoleccio´n.
Criterios 1 2 3 4 5 6 7 8 9 10 11 12 13 14 Total
Precisio´n 14
Productividad 13
Usabilidad 7
Flexibilidad 6
Costo 5
Funcionalidad 5
Carga de trabajo mental 4
Comodidad 4
Motivacio´n 2
Preferencia 1
Confiabilidad 1
Seguridad 1
1. Reif y Gu¨nthner (2009), 2. Guo et al. (2014), 3. Schwerdtfeger et al. (2011), 4. Reif y Walch (2008), 5. Stoltz et al. (2017)
6. Weaver et al. (2010), 7. Battini et al. (2015b), 8. Baumann et al. (2011), 9. Wu et al. (2016)
10. Iben et al. (2009), 11. Wu et al. (2015), 12. Guo et al. (2015), 13. Berger y Ludwig (2007), 14. Andriolo et al. (2016)
encontrada y procurando mantener un nu´mero pequen˜o con el fin de permitir al
usuario realizar de manera adecuada las comparaciones. Los criterios determinados
se definen de siguiente forma:
1. Costo. Se refiere al precio total de adquisicio´n de la tecnolog´ıa. Los aspectos
que se incluyen en la literatura acerca de este punto son:
a) Hardware
b) Software
2. Precisio´n. Hace mencio´n al porcentaje de exactitud de los bienes seleccionados.
3. Productividad. Se describe como el nu´mero de l´ıneas por hora que el operario
recoge para su preparacio´n.
4. Usabilidad. Se trata de la facilidad para que el operario adopte cierta tec-
nolog´ıa. Se mide con respecto al tiempo de entrenamiento necesario. Cabe
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mencionar que este criterio se opto´ por unirlo junto con lernability ya que son
usados indistintamente.
5. Funcionalidad. Hace referencia a la utilidad pra´ctica de las tecnolog´ıas con
respecto a los diferentes contextos de recoleccio´n.
6. Flexibilidad. Este criterio indica la capacidad de adaptacio´n de la tecnolog´ıa
en caso de que el almace´n o centro de distribucio´n sea reconfigurado.
3.2 Ponderacio´n de criterios y jerarquizacio´n
alternativas
A continuacio´n se desarrollan los cuatro pasos del PJA:
Paso 1. Estructurar el problema en un modelo jera´rquico. Se organiza el a´rbol
de jerarqu´ıa (ver Figura 3.3), donde se muestra en el primer nivel el objetivo del
problema el cual es determinar la tecnolog´ıa de recoleccio´n adecuada, siguiendo en el
nivel dos en donde se agrupan los criterios en tres grupos homoge´neos para cumplir
con el axioma nu´mero dos del proceso de jerarqu´ıa anal´ıtica; costo, medidas de
desempen˜o y caracter´ısticas tecnolo´gicas. En el nivel tres se observan los subcriterios
obtenidos a trave´s de la RSL. Dentro de costos se ubican los subcriterios hardware y
software, mientras que en medidas de desempen˜o se ubican productividad y precisio´n,
siguiendo con usabilidad, funcionalidad y flexibilidad pertenecientes a caracter´ısticas
tecnolo´gicas. Por u´ltimo, las alternativas: pick list, pick by vision, pick by voice y
pick by light.
Paso 2. Hacer comparaciones por pares y obtener la matriz de juicios. Pa-
ra recopilar la informacio´n requerida se realizo´ una encuesta, donde se efectuaron
comparaciones por pares con respecto a los criterios, subcriterios y alternativas de-
terminadas haciendo uso de la escala de Saaty (ver Tabla 2.2). De acuerdo con las
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Figura 3.3: Modelo jera´rquico del problema de investigacio´n.
propuestas de Aznar Bellver y Guijarro Mart´ınez (2008) se aseguro´ que la encuesta
indicara claramente lo siguiente:
Objetivo de la encuesta
Justificacio´n
Metodolog´ıa
Encuesta propiamente realizada
La encuesta fue aplicada a personal que labora en diferentes centros de distribu-
cio´n o almacenes y, que se desempen˜an en puestos medios o gerenciales. La finalidad
fue conocer la importancia de un criterio frente a otro y de las alternativas con res-
pecto a cada criterio, para de esta manera determinar la tecnolog´ıa conveniente a
cada contexto.
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La encuesta se desarrollo´ por medio de la aplicacio´n Google form y de esta
manera, se hizo llegar a los encuestados, sin embargo, algunas fueron distribuidas de
manera f´ısica. Los encuestados cumplieron con las siguientes caracter´ısticas:
Puesto gerenciales o medios en centros de distribucio´n.
5 an˜os de experiencia o ma´s.
Del total de encuestas distribuidas se obtuvieron 13 encuestas propiamente
contestadas. Posteriormente, se toman los valores obtenidos, y con ayuda de la apli-
cacio´n Excel se realiza una matriz de juicios donde se ubican dichos resultados y a
su vez, sus valores rec´ıprocos (axioma reciprocidad). Ver Tabla 3.2.
Pasos 3. Pesos locales y consistencias de las comparaciones. Para obtener los
pesos locales es necesario realizar la matriz normalizada, la cual consiste en dividir
cada valor de la matriz de juicios entre la suma de la columna. Cada columna de
la matriz normalizada debe sumar la unidad (ver Tabla 3.3). El vector promedio se
obtiene por medio del promedio de las filas de la matriz normalizada, este vector
define el porcentaje de importancia de cada criterio al momento de determinar la
tecnolog´ıa de recoleccio´n adecuada.
Posteriormente, para conocer la congruencia de los juicios emitidos por los
encuestados se hace uso de la razo´n de consitencia (ver ecuacio´n 2.2). Como se
observa se necesita el IC y el IA, que se obtienen de la siguiente manera:
Hallar IC. Obtener nmax mediante la multiplicacio´n de la suma de la matriz
de juicios por el promedio de la fila de la matriz normalizada. Una vez obtenido
nmax se resta del taman˜o de la matriz (n).
Se toma el IA de la Tabla 2.3 con referencia al taman˜o de la matriz.
Por u´ltimo, se divide IC sobre IA. El resultado para ser considerado consistente
debe ser inferior a 0.1 (ver Tablas 3.4 y 3.6).
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Lo anterior se realiza para comparar los tres criterios, los tres grupos de subcri-
terios y las alternativas con respecto a cada subcriterio, para lo anterior se presenta
en el cuestionario aplicado la Tabla 3.14 para que el usuario observe la informacio´n
relevante y con base en ella, realice sus comparaciones.
Paso 4. Agregacio´n de ponderaciones en varios niveles para obtener los pesos
finales de las alternativas. Al determinar las preferencias relativas de cada crite-
rios, subcriterio, as´ı como el peso final de las alternativas en cada uno de ellos, se
multiplican las valoraciones con el objetivo de obtener la jerarquizacio´n de las ya
mencionadas tecnolog´ıas (ver Tabla 3.18).
En breve se describen las abreviaciones correspondientes a cada criterio, sub-
criterio y alternativas. Lo anterior para el entendimiento de las tablas siguientes.
Criterios y subcriterios
C1 Costo
SC1 Hardware
SC2 Software
C2 Medidas de desempen˜o
SC3 Productividad
SC4 Precisio´n
C3 Caracter´ısticas tecnolo´gicas
SC5 Usabilidad
SC6 Funcionalidad
SC7 Flexibilidad
Alternativas
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Tabla 3.2: Matriz de juicios de los criterios.
Criterios C1 C2 C3
C1 1.00 5.00 3.00
C2 0.20 1.00 0.33
C3 0.33 3.00 1.00
Sumas 1.53 9.00 4.33
Tabla 3.3: Matriz normalizada de los criterios.
Criterios C1 C2 C3 Vector promedio
C1 0.6522 0.5556 0.6923 0.6333
C2 0.1304 0.1111 0.0769 0.1062
C3 0.2174 0.3333 0.2308 0.2605
Sumas 1.0000 1.0000 1.0000 1.0000
A1 Pick by list
A2 Pick by vision
A3 Pick by light
A4 Pick by voice
Tabla 3.4: Razo´n de consistencia para los criterios.
nmax n IC IA RC
3.0554 3 0.0277 0.58 0.0477
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Tabla 3.5: Matriz de juicios de subcriterios con respecto a costo.
Subcriterios SC1 SC2
SC1 1.00 0.20
SC2 5.00 1.00
Sumas 6.00 1.20
Tabla 3.6: Matriz normalizada de los subcriterios con respecto a costo.
Subcriterios SC1 SC2 Vector promedio
SC1 0.1667 0.1667 0.1667
SC2 0.8333 0.8333 0.8333
Sumas 1.0000 1.0000 1.0000
Tabla 3.7: Razo´n de consistencia para los subcriterios con respecto a costo.
nmax n IC IA RC
2.0000 2 0.0000 0.01 0.0000
Tabla 3.8: Matriz de juicios de subcriterios con respecto a medidas de desempen˜o.
Subcriterios SC3 SC4
SC3 1.00 0.20
SC4 5.00 1.00
Sumas 6.00 1.20
Tabla 3.9: Matriz normalizada de los subcriterios con respecto medidas de desempen˜o.
Subcriterios SC3 SC4 Vector promedio
SC3 0.1667 0.1667 0.1667
SC4 0.8333 0.8333 0.8333
Sumas 1.0000 1.0000 1.0000
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Tabla 3.10: Razo´n de consistencia para los subcriterios con respecto a medidas de desem-
pen˜o.
nmax n IC IA RC
2.0000 2 0.0000 0.01 0.0000
Tabla 3.11: Matriz de juicios de subcriterios con respecto a caracter´ısticas tecnolo´gicas.
Subcriterios SC5 SC6 SC7
SC5 1.00 0.14 0.20
SC6 7.00 1.00 3.00
SC7 5.00 0.33 1.00
Sumas 13.00 1.48 4.20
Tabla 3.12: Matriz normalizada de los subcriterios con respecto a caracter´ısticas tecnolo´gi-
cas.
Criterios SC5 SC6 SC7 Vector promedio
SC5 0.0769 0.0968 0.0476 0.0738
SC6 0.5385 0.6774 0.7143 0.6434
SC7 0.3846 0.2258 0.2381 0.2828
Sumas 1.0000 1.0000 1.0000 1.0000
Tabla 3.13: Razo´n de consistencia para los subcriterios con respecto a caracter´ısticas tec-
nolo´gicas.
nmax n IC IA RC
3.0967 3 0.0484 0.58 0.0834
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Tabla 3.14: Datos para la evaluacio´n.
Criterios Pick list Pick by vision Pick by light Pick by voice
SC1 Bajo $3,500 por usuario $120 por ubicacio´n $3,000 por usuario
SC2 Muy bajo Alto Intermedio Intermedio
SC3 150 l´ıneas por hora 540 l´ıneas por hora 450 l´ıneas por hora 250 l´ıneas por hora
SC4 96.5% 99.9% 99.5-99.7% 99.7-99.8%
SC5 1 hora de entrenamiento 15 minutos de entrenamiento 30-45 minutos de entrenamiento 30 minutos de entrenamiento
SC6
Seleccio´n de caja completa.
Seleccio´n de unidades.
Seleccio´n de equipo para
ensamblaje
Seleccio´n de unidades
desde estanter´ıa
dina´mica de caja de alta velocidad.
Seleccio´n de caja completa
desde estanter´ıa dina´mica
de tarimas.
Seleccio´n de componentes
para equipo de ensamblaje.
Seleccio´n de unidades
desde estanter´ıa
dina´mica de caja de
alta velocidad.
Torre de luz en
carrusel.
Seleccio´n por lotes
desde carruseles.
Seleccio´n de caja completa
desde estanter´ıa
dina´mica de tarimas.
Seleccio´n de componentes
para equipo de ensamblaje.
Seleccio´n de caja completa.
Seleccio´n de unidades.
Seleccio´n de equipo para
ensamblaje.
Seleccio´n en almacenamiento
en frio.
Ambientes que requieren
proteccio´n especial para la ropa.
SC7 Muy alta Alta Poca Alta
Tabla 3.15: Matriz de juicios de alternativas con respecto a hardware.
Hardware A1 A2 A3 A4
A1 1.00 2.00 0.14 0.33
A2 5.00 1.00 0.33 1.00
A3 7.00 3.00 1.00 3.00
A4 3.00 1.00 0.33 1.00
Sumas 16.00 5.20 1.81 5.33
Tabla 3.16: Matriz normalizada de alternativas con respecto a hardware.
Hardware A1 A2 A3 A4
Vector
promedio
A1 0.0625 0.0385 0.0789 0.0625 0.0606
A2 0.3125 0.1923 0.1842 0.1875 0.2191
A3 0.4375 0.5769 0.5526 0.5625 0.5324
A4 0.1875 0.1923 0.1842 0.1875 0.1879
Sumas 1.0000 1.0000 1.0000 1.0000 1.0000
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Tabla 3.17: Razo´n de consistencia para las alternativas con respecto a hardware.
nmax n IC IA RC
4.0745 4 0.02484 0.89 0.0279
Tabla 3.18: Resultados de la evaluacio´n de las alternativas.
Tecnolog´ıas
Criterios
Hardware Software Productividad Precisio´n Usabilidad Funcionalidad Flexibilidad Calificacio´n
final0.11 0.53 0.02 0.09 0.02 0.17 0.07
Pick list 0.06 0.22 0.21 0.04 0.05 0.12 0.31 0.17
Pick by vision 0.22 0.19 0.09 0.56 0.56 0.07 0.08 0.20
Pick by light 0.53 0.06 0.62 0.27 0.20 0.59 0.52 0.27
Pick by voice 0.19 0.54 0.08 0.13 0.18 0.22 0.08 0.36
3.3 Sistema inteligente de decisio´n
La experimentacio´n fue desarrollada en una computadora Macbook Pro A1278
con procesador 2.5 GHz Intel Core i5, memoria RAM de 4Gb 1600 MHZ DDR3 y
499.9 GB de disco duro, mediante el software comercial Matlab versio´n 2018b con
ayuda del paquete para redes neuronales.
Nodos de entrada
Los nodos de entrada, se ingresan como una matriz 7x13. Las filas hacen referencia
a los siete criterios de seleccio´n, mientras que el nu´mero de columnas, en este caso
trece, indica las ponderaciones de cada criterio proveniente del desarrollo del PJA.
Nodos ocultos
Para determinar el nu´mero de neuronas en la capa oculta, se prueban los cuatro
me´todos propuestos por Kuo et al. (2002), donde se determinan: 3, 6, 10 y 14 nodos
(ver Figura 3.4, 3.5, 3.6 y 3.7).
Nodos de salida
Las nodos de salida se representan en una matriz 4x13, donde las filas atan˜en el tipo
de tecnolog´ıa, por su parte, las columnas representan la priorizacio´n de cada experto
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Capa de
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Figura 3.4: Estructura red neuronal artificial modelo 1.
Capa de
entrada
Capa
oculta
Capa de
salida
Figura 3.5: Estructura red neuronal modelo 2.
consultado.
Los datos anteriores, se utilizan para disen˜ar y entrenar el modelo de red neu-
ronal propuesto. Los valores se separan en tres grupos: 60% para entrenamiento,
mientras que 20% y 20% para validacio´n y prueba, respectivamente.
Funcio´n de entrenamiento
Usualmente una red neuronal de propagacio´n hacia atra´s (backpropagation) consta
de tres o ma´s capas; capa de entrada, oculta y de salida. En primer lugar, la red
recibe el patro´n de los datos de entrada y los pasa hacia la capa oculta; cada elemento
de la capa oculta calcula un valor de activacio´n, que se obtiene a trave´s de la suma
ponderada de los datos de entrada consecuentemente se transforma lo anterior de
acuerdo a la funcio´n de transferencia. Cada elemento de la capa de salida se utiliza
para calcular un valor de activacio´n sumando las entradas ponderadas atribuidas
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Capa
oculta
Capa de
salida
Capa de
entrada
Figura 3.6: Estructura red neuronal artificial modelo 3.
a la capa oculta. Posteriormente, la salida real de la red se compara con el valor
objetivo. En caso de surgir una diferencia, es decir, un te´rmino de error, el algoritmo
de descenso de gradiente se utiliza para ajustar los pesos conectados. Si no surge
ninguna diferencia, no se precede al aprendizaje (Su y Hsieh, 1998).
Funcio´n de activacio´n
Si bien, Mar´ın (2011) menciona que la funcio´n de activacio´n va en dependencia del
tipo de tarea impuesta, autores como Yazgan et al. (2009), Tang (2009) y Taha y
Rostam (2011) realizaron experimentacio´n con las funciones sigmoidales y, en las
tres investigaciones, la funcio´n tangente hipe´rbo´lica demuestra mejores resultados.
Por esto, se utilizan tanto la funcio´n log´ıstica - o bien, LOGSIG- (ver ecuacio´n 3.1)
como la tange´nte hiperbo´lica -referenciada como TANSIG- (ver ecuacio´n 3.2).
Logsig (n) =
1
1 + e−n
(3.1)
Tansig (n) =
2
1 + e−2n
− 1 (3.2)
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Figura 3.7: Estructura red neuronal artificial modelo 4.
Tasa de aprendizaje y factor momento
El valor de la tasa de aprendizaje suele estar comprendido entre los valores 0.05 y
0.5, ya que se debe recordar, que un valor demasiado pequen˜o puede desencadenar
una disminucio´n notable en la velocidad de convergencia, mientras que un valor
demasiado grande puede ocasionar que se evite la convergencia (Mar´ın, 2011). Para
este caso espec´ıfico se utiliza una tasa de aprendizaje de 0.07.
Por otro lado, hablando espec´ıficamente del factor momento, suele utilizarse
un valor pro´ximo a 1, sin embargo, Yazgan et al. (2009) emplea un valor de 0.5 y
por ello, se selecciona el mismo, ya que dicho autor resuelve un problema similar.
Desempen˜o
Para medir el desempen˜o de los resultados obtenidos por la experimentacio´n de
las diferentes estructuras de la red neuronal artificial, se toma el criterio del error
cuadra´tico medio (ECM):
ECM =
1
2
∑
i=1
(Yi − Yi)
2
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donde:
Yi = valor de prediccio´n
Yi = valor real
De acuerdo a Mar´ın (2011), se utiliza normalmente el ECM cuando se trata de
estimar una funcio´n.
3.4 Seleccio´n red neuronal artificial
Como se observa en la Tabla 3.19, el mejor desempen˜o se logro´ con la es-
tructura del modelo cuatro de la red neuronal artificial, as´ı como con la funcio´n de
entrenamiento TRAINGCB y con la funcio´n de transferencia TANSIG.
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Figura 3.8: Mejor desempen˜o.
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Tabla 3.19: Para´metros de la red neuronal artificial.
Nodos de
entrada
Nodos
ocultos
Nodos de
salida
Funcio´n de
entrenamiento
Funcio´n de
activacio´n
Tasa de
aprendizaje
Factor
momento
Iteraciones Desempen˜o
7 3 4 TRAINGCB LOGSIG 0.07 0.5 2000 0.017382
7 6 4 TRAINGCB LOGSIG 0.07 0.5 603 0.011528
7 10 4 TRAINGCB LOGSIG 0.07 0.5 735 1.01e-10
7 14 4 TRAINGCB LOGSIG 0.07 0.5 141 5.97e-11
7 3 4 TRAINGCB TANSIG 0.07 0.5 950 0.032486
7 6 4 TRAINGCB TANSIG 0.07 0.5 656 0.020243
7 10 4 TRAINGCB TANSIG 0.07 0.5 524 8.3907e-10
7 14 4 TRAINGCB TANSIG 0.07 0.5 266 3.7778e-11
7 3 4 TRAINGDM LOGSIG 0.07 0.5 3,021 0.013528
7 6 4 TRAINGDM LOGSIG 0.07 0.5 6,232 0.030438
7 10 4 TRAINGDM LOGSIG 0.07 0.5 10,000 0.017502
7 14 4 TRAINGDM LOGSIG 0.07 0.5 10,000 0.0027
7 3 4 TRAINGDM TANSIG 0.07 0.5 10,000 0.018572
7 6 4 TRAINGDM TANSIG 0.07 0.5 10,000 0.018655
7 10 4 TRAINGDM TANSIG 0.07 0.5 1,000 0.01623
7 14 4 TRAINGDM TANSIG 0.07 0.5 5,268 0.0025615
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En la Figura 3.8, se observa en el eje de las x el nu´mero de iteraciones y en
el eje de las y el error cuadra´tico medio. El color azul representa el conjunto de
entrenamiento, el color rojo el conjunto de prueba, mientras que el color verde el
conjunto de validacio´n.
El mejor desempen˜o representado por el ECM que se obtuvo fue 3.778e-11,
el cua´l muestra, la exactitud y el poder del sistema propuesto. Por lo tanto, el
sistema de apoyo a la decisio´n que combina el proceso de jerarqu´ıa anal´ıtica y redes
neuronales artificiales puede utilizarse como una herramienta de apoyo para el tipo
de inco´gnitas similares.
Modelo
Nu´mero de nodos de entrada: 7.
Nu´mero de nodos ocultos: 14.
Nu´mero de nodos de salida: 4.
Funcio´n de activacio´n: Tangente hiperbo´lica.
Funcio´n de entrenamiento: Conjugate gradient backpropagation with Powell-
Beale restarts.
Porcentaje de separacio´n: 60% entrenamiento, 20% prueba y 20% validacio´n.
Cap´ıtulo 4
Ana´lisis y resultados
El cap´ıtulo detalla los resultados obtenidos en la primer etapa de la metodo-
log´ıa, as´ı como la comparacio´n de los resultados de los me´todos PJA y RNA para
validacio´n del sistema propuesto, adema´s, para observar la priorizacio´n de las tec-
nolog´ıas ante un nuevo escenario, se presenta un caso de estudio.
4.1 RSL
Los resultados obtenidos de la RSL muestran que los art´ıculos que hacen refe-
rencia a las preguntas de investigacio´n previamente planteadas se despliegan a partir
del an˜o 2007, observando que en el an˜o 2015 se acrecenta el nu´mero de estos (ver
Figura 4.1).
Referente a los motores de bu´squeda, se visualiza que en su mayor´ıa los art´ıculos
que conforman este estudio pertenecen a Association for computing machinery (ver
Figura 4.2).
Por u´ltimo, las tecnolog´ıas ma´s mencionadas se presentan en la Figura 4.3,
donde es importante mencionar que las tecnolog´ıas denominadas pick by vision y
head up display hacen referencia al mismo tipo de tecnolog´ıa, siendo estas las ma´s
mencionadas con un porcentaje de 32% de manera acumulada, siguiendo con pick
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by list. Se observa que existen tecnolog´ıas que combinan dos tipos de estas.
Contestando las preguntas de investigacio´n planteadas en el Cap´ıtulo 3 se tiene
que:
PI1. Los principales objetivos que se buscan en la literatura acerca de las
tecnolog´ıas de recoleccio´n, son la comparacio´n entre ellas, la evaluacio´n de alguna
en espec´ıfico y la evaluacio´n econo´mica, con un 57%, 36% y 7%, respectivamente.
P12. Mientras que en los aspectos principales en los que se concentran es-
tos estudios se tienen: la precisio´n, la productividad, usabilidad, flexibilidad, costo,
funcionalidad, carga de trabajo mental, comodidad, motivacio´n, preferencia, confia-
bilidad y seguridad.
1
2
3
2007 2008 2009 2010 2011 2014 2015 2016 2017
Figura 4.1: Distribucio´n de art´ıculos cient´ıficos.
4.1.1 Ejemplo
A manera de ejemplificar el funcionamiento del sistema creado, se utiliza de
manera aleaotoria las ponderaciones del encuestado nu´mero cuatro (ver Tabla 4.1).
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Association for computing machinery
EBSCO Host
Emerald insight
Google académico
Science direct
Springer
1 2 3 4 5 6
Figura 4.2: Motor de bu´squeda art´ıculos cient´ıficos.
Estos valores se ingresan como valores de entrada y posteriormente el sistema arro-
jara´ la prorizacio´n de las tecnolog´ıas.
La comparacio´n de los resultados obtenidos tanto en el PJA y del modelo
RNA se muestran en la Tabla 4.2, en donde se observa que la priorizacio´n de las
alternativas son iguales para ambos me´todos. En el PJA pick by vision tiene una
ponderacio´n de 0.5011, seguido por pick by voice con 0.2543, pick by light con 0.1834
y por u´ltimo, pick by list con 0.0613, por otra parte, en el modelo RNA pick by vision
se pondera con 0.50065, posteriormente pick by voice con 0.25465, pick by light con
0.18335 y finalmente, pick by list con 0.06167.
En la Figura 4.4, se observa que ambos me´todos recomiendan en primer lugar
pick by vision, seguido por pick by voice, pick by light y por u´ltimo, pick by list.
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Figura 4.3: Porcentaje de art´ıculos cient´ıficos por tecnolog´ıas.
4.2 Caso de estudio
La empresa pertenece al sector comercial del pa´ıs, la red log´ıstica se compone
por 14 centros de distribucio´n (Cedis) ubicados en diferentes puntos estrate´gicos de
la Repu´blica Mexicana. El Cedis de este caso de estudio, se encuentra ubicado en
la regio´n centro del estado de Nuevo Leo´n (ver Figura 4.5) y distribuye los bienes a
diferentes nichos de mercado que se atienden por medio de diversos tipos de formatos,
lo anterior con la finalidad de satisfacer las necesidades de consumo existentes en el
mercado nacional. Un total de 212 tiendas de autoservicios ubicados a lo largo de
los estados de Nuevo Leo´n, Chihuahua, Coahuila, Durango, Tamaulipas y Zacatecas
son los clientes internos del Cedis en cuestio´n.
El Cedis actualmente cuenta con dos tipos de tecnolog´ıas de recoleccio´n que
apoyan a distintas familias de productos, sin embargo, no atienden en totalidad la
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Tabla 4.1: Valores de entrada para la RNA.
Criterios
Valores de
entrada
Hardware 0.1610
Software 0.0322
Productividad 0.3618
Precisio´n 0.3618
Usabilidad 0.0088
Funcionalidad 0.0528
Flexibilidad 0.0217
Tabla 4.2: Comparacio´n entre PJA y RNA.
Alternativas PJA RNA
Pick list 0.0613 0.06167
Pick by vision 0.5011 0.50065
Pick by light 0.1834 0.18335
Pick by voice 0.2543 0.25465
cantidad de los bienes. Es importante hacer mencio´n que al ya contar con este tipo
de tecnolog´ıas cuentan con un sistema de gestio´n de almacenes robusto que puede
adaptarse a la integracio´n de una nueva tecnolog´ıa. Por otra parte, los operarios se
encuentran familiarizados con el manejo de diversos hardware para realizar dicha
tarea.
La productividad y precisio´n son factores importantes para este centro de distribu-
cio´n por la cantidad de clientes internos a los que deben de enviar producto, a su
vez, por el nivel de impacto que un pedido incompleto o equivocado pudiera generar
en te´rminos de satisfaccio´n del cliente o pe´rdidas econo´micas.
El producto se localiza en racks donde se almacenan los bienes en cajas que con-
tienen co´digos de barra que permite al operario conocer el contenido, los pedidos
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Figura 4.4: Comparacio´n entre PJA y RNA.
se conforman de cajas completas o piezas determinadas. Si bien la flexibilidad es
importante, la inversio´n que se ha realizado dificulta la reconfiguracio´n del Cedis
por lo que este u´ltimo criterio, no implica gran intere´s a la empresa.
El tomador de decisio´n cuenta con ma´s de 7 an˜os de experiencia y funge como mando
medio en el Cedis estudiado, a continuacio´n en la Figura 4.6 se visualiza la pondera-
cio´n de los criterios determinados en el a´rbol de jerarqu´ıa, siendo 63.33% para costo,
26.05% para medidas de desempen˜o y por u´ltimo, caracter´ısticas tecnolo´gicas con
un 10.62%.
En la Figura 4.7, se observa las ponderaciones de los subcriterios pertenecientes
a la categor´ıa de costos, que se obtuvieron por medio de la comparaciones por pares,
representando el costo de software lo ma´s relevante para el tomador de decisio´n con
un 87.5%, mientras que el costo de hardware representa un 12.5%.
Por otro lado, hablando de la categor´ıa medidas de desempen˜o , se observa
en la Figura 4.8 las ponderaciones de los subcriterios productividad y precisio´n,
siendo estos 16.67% y 83.33%, respectivamente, lo que indica que al tomador de
decisio´n le interesa ma´s asegurarse que los bienes enviados a las diferentes tiendas
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Figura 4.5: Ubicacio´n Cedis.
de autoservicios sean los requeridos.
Por u´ltimo, en la categor´ıa de caracter´ısticas tecnolo´gicas, la importancia que
tienen estos subcriterios indican que al decisor le interesa de mayor manera la ca-
racter´ıstica de flexibilidad, siguiendo con usabilidad y por u´ltimo, funcionalidad (ver
Figura 4.9).
Una vez realizado lo anterior, se procede a agregar las diferentes ponderaciones
en los diversos niveles, y as´ı obtener los datos de entrada para la RNA (ver Tabla
4.3).
Como resultado, en el caso de estudio, la tecnolog´ıa con ponderacio´n ma´s alta
con 49.39% y por ende, la recomendada es la denominada pick by light, observando
que la ponderacio´n es significativamente ma´s alta que la que le procede, pick by
vision con un 14.098%. En tercer lugar se posiciona pick by voice y por u´ltimo, pick
by list (ver Tabla 4.10).
Para concluir, se hace notar que los resultados de la RSL muestran que existe
intere´s acerca de evaluar diversas tecnolog´ıas de apoyo al proceso de recoleccio´n, no
obstante, pocas metodolog´ıas estructuradas y replicables se encontraron para una
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Figura 4.6: Ponderacio´n criterios.
toma de decisio´n de tal magnitud. De tal forma que, la pertinencia de este estudio
recae en brindar un sistema de apoyo a la decisio´n, que como se observo´ a lo largo de
este Cap´ıtulo, confirma la precisio´n al combinar el PJA y RNA. Al brindar resultados
confiables, el sistema puede ser utilizado para un nuevo proceso de decisio´n.
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Figura 4.7: Ponderacio´n subcriterios costo.
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Figura 4.8: Ponderacio´n subcriterios medidas de desempen˜o.
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Figura 4.9: Ponderacio´n subcriterios caracter´ısticas tecnolo´gicas.
Tabla 4.3: Valores de entrada caso de estudio.
Subcriterios
Valores de
entrada
Hardware 0.0792
Software 0.5542
Productividad 0.0434
Precisio´n 0.2171
Usabilidad 0.0192
Funcionalidad 0.0076
Flexibilidad 0.0794
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Figura 4.10: Priorizacio´n tecnolog´ıas.
Cap´ıtulo 5
Conclusiones
El cap´ıtulo que a continuacio´n se presenta expone las resoluciones finales acerca
del tema estudiado, as´ı como el ana´lisis de las aportaciones de este trabajo y la
identificacio´n de futuras l´ıneas de investigacio´n.
5.1 Conclusiones generales
Las tecnolog´ıas de recoleccio´n fungen como apoyo para aumentar la produc-
tividad y calidad del proceso de seleccio´n de pedidos. Pese a que existen distintos
tipos de estas, cada una presenta caracter´ısticas, ventajas y desventajas. Por lo tan-
to, la evaluacio´n de estas tecnolog´ıas para seleccionar la adecuada en un contexto en
espec´ıficio, representa una decisio´n que de no realizarse de manera correcta, puede
impactar de manera radical a la empresa.
Por ello, la bu´squeda expl´ıcita de informacio´n pertinente, otorga mayor cono-
cimiento del estado actual y de las brechas referentes a este tema. Dentro de los
resultados de esta indagacio´n se sen˜ala que existe un intere´s acerca de la evalua-
cio´n de criterios con el fin de conocer cua´l de ellas presenta mejores resultados, lo
anterior, como se observo´ a lo largo de este estudio, debido a que un error en es-
te proceso, repercute en la calidad y relacio´n entre las entidades que conforman la
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cadena de suministro. Sin embargo, existen pocos estudios que presenten una meto-
dolog´ıa estructurada para apoyar el proceso de decisio´n evaluando diversos criterios
y contextos.
Identificando que este tipo de inquietudes refleja un problema de decisio´n mul-
ticriterio, se conoce que es preciso determinar acertadamente los criterios de decisio´n
para poder evaluar el conjunto de tecnolog´ıas. La eleccio´n adecuada de los elemen-
tos que conforman los intereses y la integracio´n del grupo de decisio´n, son partes
fundamentales del proceso de resolucio´n del problema.
En consecuencia, y haciendo mencio´n a que usualmente la evaluacio´n de los
criterios frente al conjunto de alternativas es un proceso complejo y suele ser afectado
por la subjetividad, inexusablemente debe asignarse una solucio´n cient´ıfica para
mejorar el proceso de evaluacio´n. El proceso jera´rquico anal´ıtico presenta un sustento
matema´tico as´ı como la admisio´n de criterios tanto cualitativos como cuantitativos.
Debido a lo anterior, debe recalcarse que los me´todos de toma de decisiones de
criterios mu´ltiples son herramientas fundamentales para asegurase que las conside-
raciones realizadas por los expertos son realizadas de manera anal´ıtica y confiables.
Oz (2001) menciona que la toma de decisio´n en las empresas debe llevarse a
cabo de forma oportuna, ra´pida, eficiente y con bajo costo. Por esto, la propuesta
de facilitar el proceso de decisio´n a trave´s de la inteligencia artificial es en s´ı, una
decisio´n que favorece a las organizaciones.
La proposicio´n final de el uso de redes neuronales, es que evidentemente son una
herramienta que reduce en te´rminos de tiempo y dificultad el problema abordado,
ya que la admisio´n de la opinio´n de un solo tomador de decisio´n puede considerarse
objetiva por la capacidad del sistema propuesto de aprender informacio´n que habilita
sus respuestas como decisiones acertadas.
Finalmente, una vez desarrollado el presente estudio se acepta la hipo´tesis que
define que mediante la exploracio´n de patrones y con el apoyo de criterios cuantitati-
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vos y cualitativos, es posible establecer un sistema de apoyo a la decisio´n que permita
determinar la tecnolog´ıa de recoleccio´n en un centro de distribucio´n de acuerdo a
sus requerimientos y necesidades.
5.2 Contribuciones
Puntualmente, las aportaciones en el campo del conocimiento brindadas por
esta investigacio´n se resumen en dos principales: metodolog´ıa estructurada como
soporte para la toma de decisio´n con respecto a las tecnolog´ıas de recoleccio´n y
sistema inteligente que sintetiza el juicio de personas expertas.
Hablando espec´ıficamente de la metodolog´ıa estructurada, indicamos que esta
se basa en una herramienta que incorpora criterios tanto cuantitavos como cuali-
tativos y que hacen referencia a los criterios ma´s mencionados en la literatura. De
esta manera, dicha metodolog´ıa sera´ adaptable a diversas empresas ya que permite
la evaluacio´n en base a sus necesidades particulares. Es esencial recalcar que de esta
manera se simplifica el proceso de decisio´n.
Por su parte, el sistema inteligente sintetiza los juicios de los expertos consul-
tados, que a su vez, hacen alusio´n a diferentes empresas e industrias. Por lo que,
si una organizacio´n se encuentra en la etapa de seleccio´n de tecnolog´ıas de recolec-
cio´n de pedidos puede hacer uso del sistema inteligente, siempre que se mantenga la
estructura del a´rbol de jerarqu´ıa propuesto.
La reduccio´n de la dificultad que el sistema presenta radica en que es posible
establecer un e´quipo de tomadores de decisio´n basado en sus respuestas individuales
y por ello, no sera´ necesario reducir dichos resultados a un solo valor, o bien, si
solo se cuenta con un tomador de decisio´n, la respuesta reflejara´ la experiencia del
sistema inteligente.
En conjunto, la metodolog´ıa estructurdada y el sistema inteligente proponen
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una herramienta que combina recursos intelectuales y que reduce en te´rminos de
tiempo, costo y dificultad el proceso de decisio´n. El sistema puede ser utilizado por
empresas que se encuentren ante una inco´gnita similar siempre y cuando los criterios
sean los mismos.
5.3 Trabajo futuro
La importancia que representa la calidad de la recoleccio´n de pedidos ha sido
motivo por el cual hoy en d´ıa existen una diversidad de tecnolog´ıas para su apoyo.
Si bien, en esta investigacio´n se abordan las principales, no debe obviarse que otras
tecnolog´ıas pueden representar opciones viables para las empresas, y por ello, ampliar
las alternativas del problema enriquecer´ıa la presente investigacio´n.
Por otro lado, las opiniones de los expertos consultados representa un elemen-
to clave en el sistema planteado, sin embargo, se propone ampliar la cantidad de
expertos consultados para enriquecer la informacio´n y desarrollar una herramienta
ma´s robusta. De esta manera, se logra una mejor capacidad de generalizacio´n y por
ende, aumenta la precisio´n de prediccio´n en diversos contextos.
Como ya se menciono´, el disen˜o del sistema se realizo´ en el paquete de red
neuronal que el software Matlab ofrece, y aunque se obtuvieron resultados favora-
bles en su desempen˜o, existen otros algor´ıtmos de entranamiento que pudieran ser
abordados.
Por u´ltimo, se propone crear una interfaz gra´fica que sea interactiva con el
usuario final, de esta manera, la utilizacio´n del sistema sera´ amigable y podra´ ser
empleado por personas que no tengan conocimientos particulares del software.
Ape´ndice A
Ape´ndice
Como se menciona en el Cap´ıtulo 3, se realizaron 13 encuestas, sin embargo,
en el cap´ıtulo mencionado solo se muestra uno a manera de ejemplo. A continuacio´n,
se muestran las ponderaciones de los criterios y subcriterios, as´ı como la priorizacio´n
de las alternativas por cada experto encuestado.
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Tabla A.1: Pesos locales de criterios y subcriterios encuestado 2.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.6333
Hardware 0.5000
Software 0.5000
Medidas de
desempen˜o
0.2605
Productividad 0.1250
Precisio´n 0.8750
Caracter´ısticas
tecnolo´gicas
0.1062
Usabilidad 0.1062
Funcionalidad 0.6333
Flexibilidad 0.2605
Tabla A.2: Resultados de la evaluacio´n de las alternativas encuestado 2.
Alternativas Priorizacio´n
A1 0.59
A2 0.07
A3 0.16
A4 0.18
Tabla A.3: Pesos locales de criterios y subcriterios encuestado 3.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.6000
Hardware 0.1667
Software 0.8333
Medidas de
desempen˜o
0.2000
Productividad 0.1250
Precisio´n 0.8750
Caracter´ısticas
tecnolo´gicas
0.2000
Usabilidad 0.2605
Funcionalidad 0.6333
Flexibilidad 0.1062
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Tabla A.4: Resultados de la evaluacio´n de las alternativas encuestado 3.
Alternativas Priorizacio´n
A1 0.40
A2 0.17
A3 0.21
A4 0.22
Tabla A.5: Pesos locales de criterios y subcriterios encuestado 4.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.1429
Hardware 0.5000
Software 0.5000
Medidas de
desempen˜o
0.7143
Productividad 0.5000
Precisio´n 0.5000
Caracter´ısticas
tecnolo´gicas
0.1429
Usabilidad 0.2000
Funcionalidad 0.6000
Flexibilidad 0.2000
Tabla A.6: Resultados de la evaluacio´n de las alternativas encuestado 4.
Alternativas Priorizacio´n
A1 0.46
A2 0.28
A3 0.11
A4 0.16
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Tabla A.7: Pesos locales de criterios y subcriterios encuestado 5.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.1932
Hardware 0.8333
Software 0.1667
Medidas de
desempen˜o
0.7235
Productividad 0.5000
Precisio´n 0.5000
Caracter´ısticas
tecnolo´gicas
0.0833
Usabilidad 0.1062
Funcionalidad 0.6333
Flexibilidad 0.2605
Tabla A.8: Resultados de la evaluacio´n de las alternativas encuestado 5.
Alternativas Priorizacio´n
A1 0.06
A2 0.50
A3 0.18
A4 0.25
Tabla A.9: Pesos locales de criterios y subcriterios encuestado 6.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.4866
Hardware 0.1667
Software 0.8333
Medidas de
desempen˜o
0.4353
Productividad 0.8333
Precisio´n 0.1667
Caracter´ısticas
tecnolo´gicas
0.0782
Usabilidad 0.1932
Funcionalidad 0.7235
Flexibilidad 0.0833
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Tabla A.10: Resultados de la evaluacio´n de las alternativas encuestado 6.
Alternativas Priorizacio´n
A1 0.07
A2 0.16
A3 0.32
A4 0.45
Tabla A.11: Pesos locales de criterios y subcriterios encuestado 7.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.2605
Hardware 0.1667
Software 0.8333
Medidas de
desempen˜o
0.6333
Productividad 0.1667
Precisio´n 0.8333
Caracter´ısticas
tecnolo´gicas
0.1062
Usabilidad 0.0782
Funcionalidad 0.4866
Flexibilidad 0.4353
Tabla A.12: Resultados de la evaluacio´n de las alternativas encuestado 7.
Alternativas Priorizacio´n
A1 0.16
A2 0.32
A3 0.20
A4 0.32
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Tabla A.13: Pesos locales de criterios y subcriterios encuestado 8.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.1804
Hardware 0.75
Software 0.25
Medidas de
desempen˜o
0.7482
Productividad 0.75
Precisio´n 0.25
Caracter´ısticas
tecnolo´gicas
0.0714
Usabilidad 0.0833
Funcionalidad 0.7235
Flexibilidad 0.1932
Tabla A.14: Resultados de la evaluacio´n de las alternativas encuestado 8.
Alternativas Priorizacio´n
A1 0.13
A2 0.21
A3 0.22
A4 0.44
Tabla A.15: Pesos locales de criterios y subcriterios encuestado 9.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.0882
Hardware 0.1667
Software 0.8333
Medidas de
desempen˜o
0.6687
Productividad 0.1250
Precisio´n 0.8750
Caracter´ısticas
tecnolo´gicas
0.2431
Usabilidad 0.0701
Funcionalidad 0.5094
Flexibilidad 0.4205
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Tabla A.16: Resultados de la evaluacio´n de las alternativas encuestado 9.
Alternativas Priorizacio´n
A1 0.08
A2 0.18
A3 0.21
A4 0.54
Tabla A.17: Pesos locales de criterios y subcriterios encuestado 10.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.1578
Hardware 0.1667
Software 0.8333
Medidas de
desempen˜o
0.1867
Productividad 0.1250
Precisio´n 0.8750
Caracter´ısticas
tecnolo´gicas
0.6555
Usabilidad 0.0738
Funcionalidad 0.6434
Flexibilidad 0.2828
Tabla A.18: Resultados de la evaluacio´n de las alternativas encuestado 10.
Alternativas Priorizacio´n
A1 0.17
A2 0.17
A3 0.25
A4 0.41
Ape´ndice A. Ape´ndice 73
Tabla A.19: Pesos locales de criterios y subcriterios encuestado 11.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.0738
Hardware 0.2500
Software 0.7500
Medidas de
desempen˜o
0.6434
Productividad 0.5000
Precisio´n 0.5000
Caracter´ısticas
tecnolo´gicas
0.2828
Usabilidad 0.1062
Funcionalidad 0.2605
Flexibilidad 0.6333
Tabla A.20: Resultados de la evaluacio´n de las alternativas encuestado 11.
Alternativas Priorizacio´n
A1 0.09
A2 0.45
A3 0.20
A4 0.26
Tabla A.21: Pesos locales de criterios y subcriterios encuestado 12.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.7482
Hardware 0.1667
Software 0.8333
Medidas de
desempen˜o
0.1804
Productividad 0.1667
Precisio´n 0.8333
Caracter´ısticas
tecnolo´gicas
0.0714
Usabilidad 0.6333
Funcionalidad 0.2605
Flexibilidad 0.1062
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Tabla A.22: Resultados de la evaluacio´n de las alternativas encuestado 12.
Alternativas Priorizacio´n
A1 0.08
A2 0.31
A3 0.49
A4 0.12
Tabla A.23: Pesos locales de criterios y subcriterios encuestado 13.
Criterios
Vector
promedio
Subcriterios
Vector
promedio
Costo 0.0738
Hardware 0.1667
Software 0.8333
Medidas de
desempen˜o
0.6434
Productividad 0.8333
Precisio´n 0.1667
Caracter´ısticas
tecnolo´gicas
0.2828
Usabilidad 0.0887
Funcionalidad 0.6584
Flexibilidad 0.2529
Tabla A.24: Resultados de la evaluacio´n de las alternativas encuestado 13.
Alternativas Priorizacio´n
A1 0.10
A2 0.41
A3 0.30
A4 0.19
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