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Abstract
Thepurposeofthispaperistoprovesomeuniﬁedgeneralcommonﬁxedpointtheoremsemployingabsorbingproperty
for expansive mappings governed by a relatively improved implicit function in symmetric spaces which generalizes
several previously known results due to Ali and Imdad [2], Djoudi [6], Imdad and Khan [15], Pathak and Tiwari [28],
Popa [30] and some others. Some related results are also derived besides furnishing illustrative example.
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1 Introduction and preliminaries
A metrical common ﬁxed point theorem is often comprised of conditions on commutativity, continuity, complete-
ness and contraction besides suitable containment of range of one map into the range of the other. To prove new
results, the researchers of this domain are required to improve one or more of these conditions. With a view to im-
prove the commutativity conditions in such results, Sessa [32] initiated the idea of weak commutativity which was
received well by the researchers of this direction. In process, several conditions of weak commutativity were intro-
duced and utilized to prove new common ﬁxed point theorems whose lucid survey (up to 2001) is available in Murthy
[25]. In the last few years the notion of weak compatibility due to Jungck [20] has been extensively utilized to prove
new results as it is a minimal condition merely requiring the commutativity at the set of coincidence points of the
pair. Wang et.al [35] proved some ﬁxed point theorems on expansion mappings corresponding to certain expansive
condition whose earliest noted generalization is contained in Khan et.al [22]. In recent years a multitude of expansive
type results are established which include Rhoades [31], Taniguchi [34] and Kang [21].
A symmetric d in respect of a non-empty set X is a function d : X ×X → [0;∞) which satisﬁes d(x;y) = d(y;x)
and d(x;y) = 0 ⇔ x = y(for all x;y ∈ X). If d is a symmetric on a set X; then for x ∈ X and ε > 0; we write
B(x;ε) = {y ∈ X : d(x;y) < ε}: A topology τ(d) on X is given by the sets U(along with empty set) in which for each
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x ∈U, one can ﬁnd some ε > 0 such that B(x;ε) ⊂U: A set S ⊂ X is a neighbourhood of x ∈ X if and only if there is
aU containing x such that x ∈U ⊂ S. A symmetric d is said to be a semi-metric if for each x ∈ X and for each ε > 0;
B(x;ε) is a neighbourhood of x in the topology τ(d). Thus a symmetric ( resp. a semi-metric) space X is a topological
space whose topology τ(d) on X is induced by a symmetric (resp. a semi-metric) d. Notice that lim
n→∞
d(xn;x) = 0 if
and only if xn → x in the topology τ(d). The distinction between a symmetric and a semi-metric is apparent as one
can easily construct a semi-metric d such that B(x;ε) need not be a neighbourhood of x in τ(d). As symmetric spaces
are not essentially Hausdorff, therefore in order to prove ﬁxed point theorems, some additional axioms are required.
The following axioms are relevant to this note which are available in Aliouche [3], Cho et.al [4], Galvin and Shore
[8], Hicks and Rhoades [11], and Wilson [36]. From now on symmetric as well as semi-metric spaces will be denoted
by (X;d) whereas a nonempty arbitrary set will be denoted byY.
(W3) :[36] Given {xn};x and y in X with d(xn;x) → 0 and d(xn;y) → 0 imply x = y:
(W4) :[36] Given {xn};{yn} and an x in X with d(xn;x) → 0 and d(xn;yn) → 0 imply d(yn;x) → 0:
(HE) :[3] Given {xn};{yn} and an x in X with d(xn;x) → 0 and d(yn;x) → 0 imply d(xn;yn) → 0:
(1C) :[4] A symmetric d is said to be 1-continuous if lim
n→∞
d(xn;x) = 0 implies lim
n→∞
d(xn;y) = d(x;y).
(CC) :[36] A symmetric d is said to be continuous if lim
n→∞
d(xn;x) = 0 and lim
n→∞
d(yn;y) = 0 imply lim
n→∞
d(xn;yn) =
d(x;y) where xn, yn are sequences in X and x;y ∈ X.
Clearly, the continuity (i.e.(CC)) of a symmetric is a stronger property than 1-continuity i.e. (CC) implies (1C) but not
conversely. Also (W4) implies (W3) and (1C) implies (W3) but converse implications are not true. All other possible
implications amongst (W3), (1C) and (HE) are not true in general whose nice illustration via demonstrative examples
are available in Cho et.al[4]. But (CC) implies all the remaining four conditions namely:(W3), (W4), (HE) and (1C):
All other possible implications amongst (W3) and (HE) are not true in general whose nice illustration via demonstra-
tive examples are available in Cho et.al [4].
Deﬁnition 1.1. Let (f;S) be a pair of self-mappings deﬁned on a symmetric ( resp. a semi-metric) space (X;d).
Then the pair (f;S) is said to be compatible (cf.[18]) if lim
n→∞
d(fgxn;gfxn) = 0 whenever {xn} is a sequence such that
lim
n→∞
fxn = lim
n→∞
gxn =t for some t in X.
Deﬁnition 1.2. Let (f;S) be a pair of self-mappings deﬁned on a symmetric ( resp. a semi-metric) space (X;d). Then
thepair(f;S)issaidtobenon-compatible(cf.[27])ifthereexistssomesequence{xn}suchthat lim
n→∞
fxn = lim
n→∞
gxn =t
for some t in X but lim
n→∞(fgxn;gfxn) is either non-zero or non-existent.
Motivated by the notions of compatibility and noncompatibility, Aamri and Moutawakil [1] deﬁned the following
generalization of two preceeding notions as follows.
Deﬁnition 1.3. [1] A pair (f;S) of self mappings of a symmetric (resp. a semi-metric) space (X;d) is said to satisfy
the property (E:A) if there exists a sequence {xn} in X such that
lim
n→∞
fxn = lim
n→∞
Sxn =t; for some t ∈ X:
Clearly a pair of compatible as well as noncompatible mappings satisﬁes the property (E:A).
Deﬁnition 1.4. [24] Two pairs (f;S) and (g;T) of self mappings of a symmetric (resp. a semi-metric) space (X;d)
are said to satisfy the common property (E:A) if there exist two sequences {xn}, {yn} in X such that
lim
n→∞
fxn = lim
n→∞
Sxn = lim
n→∞
gyn = lim
n→∞
Tyn =t; for some t ∈ X:
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Deﬁnition 1.5. [12] Two ﬁnite families of self mappings {fi}m
i=1 and {gk}n
k=1 of a set X are said to be pairwise
commuting if:
(i) fifj = fj fi i; j ∈ {1;2;:::;m},
(ii) gkgl = glgk k;l ∈ {1;2;:::;n},
(iii) figk = gk fi i ∈ {1;2;:::;m} and k ∈ {1;2;:::;n}.
Deﬁnition 1.6. Let (f;g) be a pair of self-mappings deﬁned on a non-empty set X equipped with a symmetric (semi-
metric) d. Then the pair (f;g) is said to be g-absorbing if there exists some real number R > 0 such that d(gx;gfx) ≤
Rd(fx;gx) for all x in X. Analogously, the pair (f;g) will be called f-absorbing(cf.[10]) if there exists some real
number R > 0 such that d(fx; fgx) ≤ Rd(fx;gx) for all x in X. The pair of self maps (f;g) will be called absorbing
if it is both g-absorbing as well as f-absorbing.
A pair of self maps (f;g) deﬁned on a symmetric (or semi-metric) space (X;d) is called pointwise g-absorbing if for
given x in X, there exists some R > 0 such that d(gx;gfx) ≤ Rd(fx;gx). On similar lines we can deﬁne pointwise
f-absorbing maps.
In particular, if we take g = I, the identity map on X, then f is trivially I-absorbing. Similarly I is f-absorbing
in respect of any f. It has been shown in [10] that a pair of compatible or R-weakly commuting pair need not be
g-absorbing or f-absorbing. Also absorbing pairs are neither a subclass of compatible pairs nor a subclass of non -
compatible pairs as the absorbing pairs need not commute at their coincidence points. For other properties and related
results in respect of absorbing maps, one can consult [10].
In this paper, we prove general common ﬁxed point theorems via absorbing property of expansive mappings under a
relatively improved implicit relation on symmetric ( resp. a semi-metric) spaces which generalizes several relevant
results contained in [2, 6, 9, 15, 21, 22, 28, 29, 30] besides some other ones. Our results generalize several ﬁxed point
theorems in following respects.
(i) The class of implicit relations is relatively improved one as it requires merely two conditions to satisfy.
(ii) The condition on completeness of the space is lightened to closedness of subspaces.
(iii) The conditions of containment of the ranges amongst involved maps are completely relaxed.
(iv) The class of underline metric spaces is enlarged to class of symmetric spaces.
2 Implicit Relation
Popa [29] initiated the idea of implicit relation instead of contraction conditions to prove ﬁxed point theorems.
Motivated by Ali and Imdad [2], Imdad and Khan [15] and Popa [29, 30], we deﬁned a new class of implicit relation
to prove common ﬁxed point theorems for expansive type mappings. In order to describe the implicit relation, let Φ
be the set of all continuous functions F : R6
+ → R satisfying the following conditions:
(F1) : F(t;0;t;0;0;t) < 0, for all t > 0,
(F2) : F(t;0;0;t;t;0) < 0, for all t > 0.
Example 2.1. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =t1−kmax{t2;t3;t4;t5;t6}; where k > 1:
Example 2.2. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) = kmin{t2;t3;t4;t5;t6}−t1; where 0 ≤ k < 1:
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Example 2.3. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) = ϕ (min{t2;t3;t4;t5;t6})−t1
where ϕ : R+ → R is a lower semi-continuous function such that ϕ(0) = 0 and ϕ(t) <t for all t > 0.
Example 2.4. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =t1−a t2−b t3−c t4−e t5− f t6;
where a;b;c;e; f > 0 with c+e > 1; f +b > 1.
Example 2.5. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =t1−k[max{t2
2;t3t4;t5t6;t3t6;t4t5}]
1
2; where k > 1:
Example 2.6. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =



t1−αt2−β
t2
5 +t2
6
t5+t6
−γ(t3+t4); if t5+t6 ̸= 0
t1; if t5+t6 = 0
where α;γ > 0 and β > 1.
Example 2.7. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =t1−a t2−b t3−c t4−max{t5;t6};
where a;b;c > 0
Example 2.8. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) = kmin{t2;max{t3;t4};max{t5;t6}}−t1;
where 0 < k < 1.
Example 2.9. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =t1−kmin{t1+t2;t3+t5;t4+t6};
where k > 1:
Example 2.10. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) = at2+b(t3+t4)+c(t5+t6)−t1;
where a;b;c ≥ 0 and b+c < 1:
Example 2.11. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) = min{(t2+t3)=2;k(t4+t5)=2;t6}−t1;
where 0 ≤ k < 1:
Example 2.12. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) = min{at2;b(t3+t5)=2;(t4+t6)}−t1;
where 0 ≤ a < 1; 1 ≤ b < 2:
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Example 2.13. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) = at2
2 +t3t4+bt2
5 +ct2
6 −t2
1;
where a ≥ 0 and 0 ≤ b;c < 1:
Example 2.14. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) = k(t3
2 +t3
3 +t3
4 +t3
5 +t3
6)−t3
1;
where 0 ≤ k < 1=3:
Example 2.15. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =t3
1 −at2
1t2−bt1t4t5−ct1t3t6−dt3t5t6
where b;c > 1.
Example 2.16. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =t2
1 −at1t2−bt2
3 −ct2
4 −dt5t6
where b;c > 1.
Example 2.17. Deﬁne F(t1;t2;··· ;t6) : R6
+ → R as
F(t1;t2;··· ;t6) =
at3t4+bt5t6+ct2
2
t5+t6+t2
−t1; if t5+t6+t2 ̸= 0
where b+c > 3:
Since veriﬁcation of requirements (F1 and F2) for Examples 2.1-2.17 are easy, details are not included.
3 Main Results
We begin with the following observation.
Lemma 3.1. Let X be a nonempty set equipped with a continuous symmetric (semi-metric) d. If f;g;S;T : X → X are
four mappings which satisfy the conditions:
(a) the pair (f;S) (or (g;T)) satisﬁes the property (E:A),
(b) f(X) ⊂ T(X) (or g(X) ⊂ S(X)),
(c) for all x;y ∈ X(x ̸= y) and F ∈ Φ wherein F satisﬁes condition (F2)
F(d(fx;gy);d(Sx;Ty);d(fx;Sx);d(gy;Ty);d(Sx;gy);d(Ty; fx)) > 0; (3.1)
whenever, one of d(fx;gy);d(gy;Ty) and d(Sx;gy) is positive. Then the pairs (f;S) and (g;T) share the common
property (E:A).
Proof. If the pair (f;S) enjoys the property (E:A), then there exists a sequence {xn} in X such that
lim
n→∞
fxn = lim
n→∞
Sxn =t; for some t ∈ X:
Since f(X) ⊂ T(X), therefore for each {xn} there exists {yn} in X such that fxn = Tyn. Thus, lim
n→∞
Tyn = lim
n→∞
fxn =t
and in all we have fxn →t;Sxn →t and Tyn →t. Now, we assert that gyn →t. If not, then using (3.1), we have
F(d(fxn;gyn);d(Sxn;Tyn);d(fxn;Sxn);d(gyn;Tyn);d(Sxn;gyn);d(Tyn; fxn)) > 0
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which on making n → ∞, gives rise
F(d(t; lim
n→∞gyn);0;0;d(lim
n→∞gyn;t);d(t; lim
n→∞gyn);0) ≥ 0
a contradiction to (F2). Hence lim
n→∞
gyn → t which shows that the pairs (f;S) and (g;T) share the common property
(E:A).
Remark 3.1. The converse of Lemma 3.1 is not true in general. For a counter example, one can utilize Example 5.1
to be furnished in the concluding section.
Now, we state and prove our main result for two pairs of pointwise absorbing mappings satisfying earlier described
implicit relations.
Theorem 3.1. Let f;g;S;T : X → X be be four mappings deﬁned on a nonempty set X equipped with a symmetric
(semi-metric) d which enjoys (1C) and (HE) which satisfy the inequality (3.1) wherein F ∈ Φ satisﬁes (F1) and (F2),
whenever, one of d(fx;gy);d(fx;Sx);d(gy;Ty) and d(Sx;gy) is positive. Suppose that:
(a) the pairs (f;S) and (g;T) share the common property (E:A) and
(b) S(X) and T(X) are closed subsets of X.
Then the pairs (f;S) and (g;T) have a coincidence point each. Moreover, f;g;S and T have a common ﬁxed point
provided the pairs (f;S) and (g;T) are pointwise absorbing.
Proof. In view of (a), there exist two sequences {xn} and {yn} in X such that
lim
n→∞
fxn = lim
n→∞
Sxn = lim
n→∞
gyn = lim
n→∞
Tyn =t
for some t ∈ X.
Since S(X) is a closed subset of X, therefore lim
n→∞Sxn = t ∈ S(X). Thus, there exists u ∈ X such that Su = t. Now, we
assert that fu = Su. If it is not so, then d(fu;Su) > 0. On using (3.1), we have
F(d(fu;gyn);d(Su;Tyn);d(fu;Su);d(gyn;Tyn);d(Su;gyn);d(Tyn; fu)) > 0
which on making n → ∞, (besides using (1C) and (HE)) gives rise
F(d(fu;t);d(Su;t);d(fu;Su);d(t;t);d(Su;t);d(t; fu)) ≥ 0
or
F(d(fu;Su);0;d(fu;Su);0;0;d(Su; fu)) ≥ 0;
which contradicts (F1) as long as d(fu;Su) > 0. Hence fu = Su which shows that u is a coincidence point of the pair
(f;S).
Since T(X) is a closed subset of X, therefore lim
n→∞
Tyn = t ∈ T(X) and henceforth Tw = t for some w ∈ X. Suppose
d(Tw;gw) > 0, then on using (3.1), one gets
F(d(fxn;gw);d(Sxn;Tw);d(fxn;Sxn);d(gw;Tw);d(Sxn;gw);d(Tw; fxn)) > 0
which on making n → ∞, (besides using (1C) and (HE)) gives rise
F(d(t;gw);d(t;Tw);d(t;t);d(gw;Tw);d(t;gw);d(Tw;t)) ≥ 0
or
F(d(Tw;gw);0;0;d(gw;Tw);d(Tw;gw);0) ≥ 0;
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which contradicts (F2) as long as d(Tw;gw) > 0. This shows that w is a coincidence point of the pair (g;T).
As the pairs (f;S) and (g;T) are pointwise absorbing, one can write
Su = Sfu; fu = fSu; Tw = Tgw; gw = gTw;
so that
fu = Sfu; fu = f fu and gw = Tgw; gw = ggw
which show that fu (fu = gw) is a common ﬁxed point of f;g;S and T. This concludes the proof.
Theorem 3.2. The conclusions of Theorem 3.1 remain true if condition (b) (of Theorem 3.1) is replaced by the
following besides retaining the rest of the hypotheses.
(b′) f(X) ⊂ T(X) and g(X) ⊂ S(X).
As a corollary of Theorem 3.1, we can have the following result which is also a variant of Theorem 3.1.
Corollary 3.1. The conclusions of Theorems 3.1 and 3.2 remain true if the conditions (b) and (b′) are replaced by
following.
(b′′) f(X) and g(X) are closed subsets of X provided f(X) ⊂ T(X) and g(X) ⊂ S(X).
Remark 3.2. Theorem 3.1 generalizes relevant results of Imdad and Khan [15], Pathak and Tiwari [28] besides some
other one.
Theorem 3.3. Let f;g;S;T : X → X be four mappings deﬁned on nonempty set X equipped with a continuous
symmetric (semi-metric) d satisfying the inequality (3.1) wherein F ∈ Φ satisﬁes (F1) and (F2), whenever, one of
d(fx;gy);d(fx;Sx);d(gy;Ty) and d(Sx;gy) is positive. Suppose that:
(a) the pair (f;S) (or (g;T)) enjoys the property (E:A),
(b) f(X) ⊂ T(X) (or g(X) ⊂ S(X)), and
(c) S(X) (or T(X)) is closed subset of X.
Then the pairs (f;S) and (g;T) have a coincidence point each. Moreover, if the pairs (f;S) and (g;T) are point-
wise absorbing, then f;g;S and T have a common ﬁxed point.
Proof. In view of Lemma 3.1, the pairs (f;S) and (g;T) share the common property (E:A) i.e. there exist two
sequences {xn} and {yn} in X such that
lim
n→∞
fxn = lim
n→∞
Sxn = lim
n→∞
gyn = lim
n→∞
Tyn =t ∈ X:
If S(X) is a closed subset of X, then proceeding on the lines of the proof of Theorem 3.1, one can show that the pair
(f;S) has coincidence point, say u, i.e. fu = Su.
Since f(X) ⊂ T(X) and fu ∈ f(X), there exists w ∈ X such that fu = Tw. Now we assert that gw = Tw. If not, then
on using (3.1), we have
F(d(fxn;gw);d(Sxn;Tw);d(fxn;Sxn);d(gw;Tw);d(Sxn;gw);d(Tw; fxn)) > 0
which on making n → ∞, gives rise
F(d(t;gw);d(t;Tw);d(t;t);d(gw;Tw);d(t;gw);d(Tw;t)) ≥ 0
or
F(d(Tw;gw);0;0;d(gw;Tw);d(Tw;gw);0) ≥ 0;
a contradiction to (F2). Hence gw = Tw, which shows that w is a coincidence point of the pair (g;T).
Rest of the proof can be completed on the lines of Theorem 3.1. This concludes the proof of the theorem.
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By choosing f;g;S and T suitably, one can deduce corollaries for a pair or triode of mappings. The detail of two
possible corollaries for a triode of mappings are not included. However, as a sample, we outline the following natural
result for a pair of self mappings.
Corollary 3.2. Let f;S : X → X be two mappings deﬁned on a nonempty set X equipped with a continuous symmetric
(semi-metric) d which satisfy the following conditions:
(a) the pair (f;S) enjoys the property (E:A),
(b) for all x;y ∈ X(x ̸= y) and F ∈ Φ (wherein (F) satisﬁes (F1) and (F2)),
F(d(fx; fy);d(Sx;Sy);d(fx;Sx);d(fy;Sy);d(fx;Sy);d(fy;Sx)) > 0; (3.2)
whenever, one of d(fx;gy);d(fx;Sx);d(gy;Ty) and d(Sx;gy) is positive and (c) S(X) is a closed subset of X.
Then the pair (f;S) has a coincidence point. Moreover, f and S have a common ﬁxed point provided the pair (f;S) is
pointwise absorbing.
Corollary 3.3. The conclusions of Theorem 3.2 remain true if inequality (3.1) is replaced by one of the following
expansion type conditions. For all x;y ∈ X(x ̸= y),
(I) d(fx;gy) > kmax{d(Sx;Ty);d(fx;Sx);d(gy;Ty);d(fx;Ty);d(gy;Sx)};
where k > 1:
(II) kmin{d(Sx;Ty);d(fx;Sx);d(gy;Ty);d(fx;Ty);d(gy;Sx)} > d(fx;gy);
where 0 < k < 1.
(III) d(fx;gy) < ϕ max{d(Sx;Ty);d(fx;Sx);d(gy;Ty);d(fx;Ty);d(gy;Sx)};
where ϕ : ℜ+ → ℜ is an lower semi-continuous function such that ϕ(0) = 0 and ϕ(t) >t for all t > 0:
(IV) d(fx;gy) > a d(Sx;Ty)+b d(fx;Sx)+c d(gy;Ty)+ ed(fx;Ty)+ f d(gy;Sx)},
where a;b;c;e; f > 0 with a+e > 1; f +b > 1:
(V) d(fx;gy) > k[max{d(Sx;Ty)2;d(fx;Sx)d(gy;Ty);d(fx;Ty)d(gy;Sx);
d(fx;Sx)d(fx;Ty);d(gy;Ty)d(gy;Sx)}]
1
2;
where k > 1:
(VI) d(fx;gy) >

  
  
αd(Sx;Ty)+β
d(fx;Ty)2+d(gy;Sx)2
d(fx;Ty)+d(gy;Sx)
+γ(d(fx;Sx)+d(gy;Ty)); if d(fx;Ty)+d(gy;Sx) ̸= 0
0; if d(fx;Ty)+d(gy;Sx) = 0
where α;γ > 0 and β > 1.
(VII) d(fx;gy) > a d(Sx;Ty)+b d(fx;Sx)+c d(gy;Ty+max{d(fx;Ty);d(gy;Sx)};
where a;b;c > 0:
(VIII) kmin{d(Sx;Ty);max{d(fx;Sx);d(gy;Ty};max{d(fx;Ty);d(gy;Sx)}} > d(fx;gy);
where 0 < k < 1.
(IX) d(fx;gy) > kmin{d(fx;gy+d(Sx;Ty);d(fx;Sx)+d(fx;Ty);d(gy;Ty+d(gy;Sx)};
where k > 1:
(X) ad(Sx;Ty)+b(d(fx;Sx)+d(gy;Ty))+c(d(Sx;gy)+d(Ty; fx)) > d(fx;gy);
where a;b;c > 0 and b+c < 1:
(XI) min{(d(Sx;Ty)+d(fx;Sx))=2;k(d(gy;Ty)+d(Sx;gy))=2;d(Ty; fx)} > d(fx;gy);
where 0 ≤ k < 1:
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(XII) min{ad(Sx;Ty);b(d(fx;Sx)+d(Sx;gy))=2;(d(gy;Ty)+d(Ty; fx))} > d(fx;gy); where 0 ≤ a < 1; 1 ≤ b < 2:
(XIII) ad(Sx;Ty)2+d(fx;Sx)d(gy;Ty)+bd(Sx;gy)2+cd(Ty; fx)2 > d(fx;gy)2;
where a ≥ 0 and 0 ≤ b+c < 1:
(XIV) k(d(Sx;Ty)3+d(fx;Sx)3+d(gy;Ty)3+d(Sx;gy)3+d(Ty; fx)3) > d(fx;gy)3;
where 0 ≤ k < 1=3:
(XV) d(fx;gy)3 ≥ ad(fx;gy)2d(Sx;Ty)+bd(fx;gy)d(gy;Ty)d(Sx;gy)
+cd(fx;gy)d(fx;Sx)d(Ty; fx)+dd(fx;Sx)d(Sx;gy)d(Ty; fx)
where b;c > 1:
(XVI) d(fx;gy)2 ≥ ad(fx;gy)d(Sx;Ty)+bd(fx;Sx)2+cd(gy;Ty)2+dd(Sx;gy)d(Ty; fx)
where b;c > 1:
(XVII) d(fx;gy) <
{
α
ad(fx;Sx)d(gy;Ty)+bd(fx;Ty)d(gy;Sx)+cd(Sx;Ty)2
d(fx;Ty)+d(gy;Sx)+d(Sx;Ty) ;
if d(fx;Ty)+d(gy;Sx)+d(Sx;Ty) ̸= 0
where b+c > 3:
Proof. Proof follows from Theorem 3.3 and Examples 2.1-2.17.
Remark 3.3. Corollaries corresponding to conditions (I) to (XVII) are new results as these results never require any
conditions on containment of ranges amongst involved mappings. Some expansive conditions listed in above corollary
are well known and generalize certain relevant results of the existing literature(e.g. [15, 17, 21, 22, 28, 30]).
4 Results with unique common ﬁxed point
If we add the condition (F3) : F(t;t;0;0;t;t) ≤ 0, for all t > 0, to our implicit function, then implicit function
satisfying (F1), (F2) and (F3) ensure the uniqueness of common ﬁxed point. Here, it can be pointed out that all
preceeding examples need not satisfy F3 (e.g Example 2.17). However, we prove the following unique common ﬁxed
point theorem in symmetric spaces.
Theorem 4.1. Let G;H;I and J be self mappings deﬁned on a symmetric (resp. a semi-metric) space (X;d) equipped
with a symmetric (resp. a semi-metric) d which enjoys (1C) and (HE) besides satisfying inequality (3.1) wherein
every F ∈ Φ satisﬁes (F1);(F2) and (F3) whenever, one of d(fx;gy);d(fx;Sx);d(gy;Ty) and d(Sx;gy) is positive..
Suppose that:
(a) the pairs (f;S) and (g;T) share the common property (E:A) and
(b) S(X) and T(X) are closed subsets of X.
Then the pairs (f;S) and (g;T) have a coincidence point each. Moreover, if the pairs (f;S) and (g;T) are point-
wise absorbing, then f;g;S and T have a unique common ﬁxed point.
Proof. In view of Theorem 3.1, f;g;S and T have a common ﬁxed point. The uniqueness of the common ﬁxed point
is an easy consequence of the condition (F3).
Remark 4.1. In the additional presence of F3, Theorems 3.2-3.3 and Corollaries 3.1-3.3 ensure the uniqueness of
common ﬁxed point. But we avoid the detail due to repetition.
As an application of Theorem 4.1, we have the following result for four ﬁnite families of self mappings.
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Theorem 4.2. Let {f1; f2;:::; fm}; {g1;g2;:::;gp}; {S1;S2;:::;Sn} and {T1; T2;:::;Tq} be four ﬁnite families of self
mappings deﬁned of a symmetric ( resp. a semi-metric) space (X;d) equipped with a symmetric (resp. a semi-metric)
d which enjoys (1C) and (HE) with f = f1 f2::: fm; g = g1g2:::gp; S = S1S2;:::Sn and T = T1T2:::Tq which satisfy
condition (3.1) wherein every F ∈ Φ satisﬁes (F1);(F2) and (F3). If In(X) and Jq(X) are closed subsets of X and the
pairs (f;S) and (g;T) share the common property (E:A), then
(a) the pair (f;S) has a coincidence point,
(b) the pair (g;T) has a coincidence point.
Moreover, if ﬁnite families of self mappings {fi}m
i=1, {gk}
p
k=1, {Sr}n
r=1 and {Tt}
q
t=1 are pairwise commuting, then
(for all i ∈ I1;k ∈ I2;r ∈ I3 and t ∈ I4) fi;gk;Sr and Tt have a common ﬁxed point.
Proof. Proof follows on the lines of corresponding result due to Imdad et.al [16, Theorem 2.2].
By setting f1 = f2 = ::: = fm = G; g1 = g2 = ::: = gp = H; S1 = S2 = ::: = Sn = I and T1 = T2 = ::: = Tq = J in
Theorem 4.2, we deduce the following theorem involving iterates of mappings:
Corollary 4.1. Let G;H;I and J be self mappings deﬁned on a symmetric (resp. a semi-metric) space (X;d) equipped
with a symmetric (resp. a semi-metric) d which enjoys (1C) and (HE) such that the pairs (Gm;In) and (Hp;Jq) share
the common property (E:A) and also satisfy the condition
F(d(Gmx;Hpy);d(Inx;Jqy);d(Gmx;Inx);d(Hpy;Jqy);
d(Inx;Hpy);d(Jqy;Gmx)) > 0
for all x;y ∈ X wherein every F ∈ Φ satisﬁes (F1);(F2) and (F3) and m;n;p and q are ﬁxed positive integers. If
In(X) and Jq(X) are closed subsets of X, then G;H;I and J have a unique common ﬁxed point provided GI = IG and
HJ = JH.
Remark 4.2. By restricting four families as {f1; f2};{g1;g2};{S1} and {T1} in Theorem 4.1, we deduce a substantial
but partial generalization of the main results of Imdad and Khan [13, 14] for expansive mappings as such result
will yield stronger commutativity requirement besides relaxing continuity requirements and weakening completeness
requirement of the space to the closedness of subspaces.
Remark 4.3. Corollary 4.1 is a slight but partial generalization of Theorem 4.1 as the commutativity requirements
(i.e. GI = IG and HJ = JH) are relatively more stringent.
5 Illustrative Examples
In what follows, we furnish two examples demonstrating the utility of Theorem 4.1 over the earlier results espe-
cially those contained in [5, 7, 15, 23, 28, 34] besides some other ones.
Example 5.1. Consider X = [2;20] with symmetric d(x;y) = (x−y)2. Deﬁne self mappings f;g;S and T on X by
f(x) =
{
2 if x = 2 and x > 5
1 if 2 < x ≤ 5
; g(x) =
{
2 if x = 2 and x > 5
3
2 if 2 < x ≤ 5
;
S(x) =

 
 
2 if x = 2 and x > 5
5 if 2 < x ≤ 5
x−1
2 if x > 5
; T(x) =

 
 
2 if x = 2
7 if 2 < x ≤ 5
x+1
3 if x > 5
Consider sequences {xn = 5+ 1
n} and {yn = 5+ 2
n} in X. Clearly,
lim
n→∞
fxn = lim
n→∞
Sxn = lim
n→∞
gyn = lim
n→∞
Tyn = 2
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which shows that pairs (f;S) and (g;T) satisfy the common property (E:A), f(X) = {1;2} ̸⊂ [2; 19
2 ] = S(X) and
g(X) = {3
2;2} ̸⊂ [2;7] = T(X) moreover S(X) = [2; 19
2 ] and T(X) = [2;7] are closed subsets of X. Also deﬁne a
continuous implicit function F :R6 →R such that F(t1;t2;··· ;t6)=kmin{t2;max{t3;t4};max{t5;t6}}−t1; where 0<
k < 1 and F ∈ Φ By a routine calculation, one can verify the inequality (3.1): Towards the veriﬁcation of implicit
function, let 2 < x;y ≤ 5. Then we have for 2 < x;y ≤ 5
kmin
{
d(Sx;Ty);max{d(fx;Sx);d(gy;Ty)};max{d(fx;Ty);d(gy;Sx)}
}
> d(fx;gy)
or
kmin
{
d(5;7);max{d(1;5);d(
3
2
;7)};max{d(1;7);d(
3
2
;5)}
}
> d(1;
3
2
)
or
kmin
{
(5−7)2;max{(1−5)2;(
3
2
−7)2};max{(1−7)2;(
3
2
−5)2}
}
> (1−
3
2
)2
or
kmin
{
4;max{16;30:25};max{36;12:25}
}
>
1
4
;
or
kmin{4;30:25;36} >
1
4
;
hence inequality (3.1) is true for k > 1
16. Therefore, all the conditions of Theorem 4.1 are satisﬁed and 2 is a unique
common ﬁxed point of the pairs (f;S) and (g;T) which is their coincidence point as well.
Here it is worth noting that none of the theorems (with rare possible exceptions) can be used in the context of this
example as Theorem 4.1 never requires any condition on the containment of ranges of mappings while completeness
condition is replaced by closedness of subspaces. Moreover, the continuity requirements of involved mappings are
completely relaxed.
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