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Abstract
The Internet is getting richer, and so the services. The richer the services, the more the users demand.
The more they demand, the more we guarantee1.
This thesis investigates the congestion control mechanisms for interactive multimedia streaming
applications. We start by raising a question as to why the congestion control schemes are not widely
deployed in real-world applications, and study what options are available at present. We then discuss and
show some of the good reasonings that might have made the control mechanism, specifically speaking
the rate-based congestion control mechanism, not so attractive.
In an effort to address the problems, we identify the existing problems from which the rate-based
congestion control protocol cannot easily escape. We therefore propose a simple but novel window-
based congestion control protocol that can retain smooth throughput property while being fair when
competing with TCP, yet still being responsive to the network changes.
Through the extensive ns-2 simulations and the real-world experiments, we evaluate TFWC, our
proposed mechanisms, and TFRC, the proposed IETF standard, in terms of network-oriented metrics
(fairness, smoothness, stability, and responsive), and end-user oriented metrics (PSNR and MOS) to
throughly study the protocol’s behaviors. We then discuss and conclude the options of the evaluated
protocols for the real application.
1We as congestion control mechanisms in the Internet.
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Chapter 1
Introduction
Today’s Internet is different from yesterday’s. It has been uncannily growing in its size and speed over the
last few decades, so will be different from tomorrow’s. Owing to this prosperity, functions and services
of the Internet have developed from a simple text email exchange into a complex business task which are
all inseparable from our daily lives. At the heart of the Internet providing these services without fail lies
its congestion control mechanism. While the mechanism, mostly known as the Transmission Control
Protocol (TCP), has been extremely successful in allocating and sharing the bandwidth as a distributed
manner, it is widely admitted that the single control method does not accord with all kinds of applications
and environments that have far different requirements in today’s Internet. Among countless categories of
applications and environments, this thesis addresses the issues around the congestion control mechanisms
for real-time interactive multimedia applications.
Recently, the Internet is rapidly evolving to become an adequate platform to convey high-quality
multimedia contents that often desire more bandwidth than the normal web browsing or email services.
As the Internet infrastructure can afford the demand due to its growth, the usage of real-time multimedia
applications has eminently proliferated over the last few years. Although TCP has served remarkably
well for reliable packet delivery for time-insensitive elastic type of data transfer, its functions are beyond
the requirements of those multimedia applications. This increasing diversity and disparate nature of
applications have spurred recent interest in re-designing transport protocols, in which TCP-Friendly
Rate Control (TFRC) [30, 31, 36] has emerged as the most adroit control mechanism, and has yet to be
widely used in the real world. The reasons are many.
1.1 Problem Statement
Typically, real-time multimedia streaming applications prefer a congestion control mechanism that can
provide smooth and predictable sending rate while being responsive fast enough to adapt the network
changes reasonably well. For these requirements, TCP is generally not considered suitable for those
types of applications, mainly due to its variability and reliability feature. This has led to the develop-
ment of TFRC, the proposed standard for multimedia streaming applications in Internet Engineering
Task Force (IETF), which produces a smoother sending rate while being fair when competing with the
standard TCP flows, and also being responsive to the network changes. Shortly after, there have been
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a number of literatures that evaluated the protocol’s performance, and discussed the possibilities and
limitations for the use of the protocol in real situations [23, 25, 56, 57, 62]. All of these works have
questioned the initial design intent whether it actually certify the offered features (i.e., smoothness, fair-
ness, and responsiveness), which have known to be “not always” 1. We elaborate them as follows.
• Limitations of the Equation:
The authors of [62] discussed that the equation2 itself that TFRC has used bear inherent lim-
itations, resulting in deteriorating the potential benefits that the protocol might have brought.
The authors showed the limitation originally came from the convexity property of the equation
(1/f(1/x)), where x is the loss event rate and f(·) is the TCP equation. This essentially sets
a tight upper bound on the actual TFRC sending rate, such that in some cases those throughput
would become largely different to the rate it originally should have produced.
On the other hand, the authors in [56] identified that the different scheme used for TFRC and
TCP, when measuring round-trip time (RTT) and retransmission timeout (RTO), would drive in
different behaviors between them, especially during the slow-start phase. With shorter link delay,
there is an inclination that TFRC sets smaller RTO values than TCP. This initial gap in the sending
rate can incite to have different loss rate between TFRC and TCP, which may eventually lead into
unwanted or uncontrolled situation. Several studies also showed similar results [23, 62].
The question is then why they had to introduce the equation from the beginning. The answer is
palpable: because it can generate smooth throughput using the average filter between loss inter-
vals, giving a transmission rate. Assuming the smoothness throughput property is a paramount
benefit to the multimedia applications, the equation itself does not appear to affect the final choice
of the protocol. We will come back to these issues in Chapter 2.
• Limitations of being Rate-based:
The author of [57] revealed a practical limitation being a rate-based control, such that when RTT
is so small (much smaller than the host OS’s interrupt timer granularity), there would be a period
that the sender produces zero throughput in an extreme case. This is specially true when the
sender has to send a packet later than it should do (due to the OS’s interrupt timer granularity),
the receiver might meet a situation where it did not receive the packet in that particular RTT,
hence ill-reporting the under-estimated rate. The computed rate at the sender is then bounded
by 2 ∗ X˜recv, where X˜recv is the under-estimated received rate in the previous RTT interval. In
addition, a relatively large network jitter can affect the process of measuring the received rate: the
jitter can help generate the under-estimated received rate. In consequence, the TFRC sending rate
can be tightly bounded in these circumstances, resulting in being excessively conservative mode.
The issues here are clear:
1Here, “not always” means some have worked and others have not. Therefore, it is rather a loose term.
2We give the full explanation of the equation in Chapter 2 and Chapter 3. For the sake of an argument, we simply use the term
in this chapter without further elaboration.
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– It is difficult to build the sending rate accurately due to the clocking issue on the host.
– It is difficult to measure the received rate correctly in a real system, especially at low sending
rate, due to late arriving packets.
The above mentioned issues are painful when the rate itself breaks, and thus potentially harms
other competing flows, not to mention its own traffic. This could certainly serve the reason why
the rate-based TFRC has not been widely deployed yet. Moreover, TFRC added a delay-based
back-off mechanism to avoid short-term oscillation, thus the question of being a rate-based or not
turns out to be an interesting question to ask.
Although it does not look particularly daunting at a glance, the benefit of using the rate-based con-
gestion control mechanism in multimedia applications appears to be unsure yet: promising and unattain-
able features go together. Despite this question, there are numerous attempts that have tried to address
the usefulness of congestion control mechanisms for multimedia applications [43, 46, 60, 61, 63, 66]. All
of these works are based on simulation results, lacking a real-world implementation and integration. On
the other hand, there are related works [26, 27] which analyzed Skype [8] congestion control schemes:
one of the most used application for voice/video chat in the world at present. The authors in [27] identi-
fied that Skype seemed to apply some sort of congestion control mechanisms for the video calls, but the
mechanism itself showed to be unrefined control with the following findings:
1. They are extremely slow in reaching a fair share of the link.
2. Their utilization never reaches its full capacity.
All of the above facts urge a question of what is the real capacity of congestion control mechanisms
for the interactive multimedia applications (i.e., is it really beneficial? Or is it merely causing troubles?).
The previous literatures, based on simulation results, consistently educate us it can be quite useful to
deliver a better media quality for such an application. Then, was the rate-based controller the source of
the troubles? If so, can we develop a window-based version that can retain similar throughput property
while still effectively control the rate? (e.g., in a smooth, predictable, fair, and responsive manner)
There is an old proverb, “Curiosity killed the cat”. This proverb applied to me, in which the above
“curiosity” drove me into this research topic to bother myself for some years.
In summary, this thesis explores answers for the following questions:
• Can any kind of congestion control bring a substantial benefit for interactive multimedia applica-
tions in today’s Internet?
• Would window-based version of the congestion control ever work for such applications? If so, is
it better or not?
In an attempt to address the above questions, we describe what we have achieved in the following
section.
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1.2 Contributions and Scope
The contributions of this thesis are:
• TCP-Friendly Window-based Congestion Control (TFWC):
In this thesis, we have proposed a simple but novel window-based congestion control protocol, so-
called TCP-Friendly Window-based Control (TFWC), that can provide highly smooth transmis-
sion rate while being fair to competing TCP flows, and at the same time being responsive enough
to quickly adapt the network changes. We have used the same TCP equation and the averaging
loss interval mechanisms, similar to TFRC, but re-introduced a TCP-like Acknowledgment (Ack)
mechanism to mitigate many problems that a rate-based congestion control protocol can cause.
• Extensive Simulation Studies for TFRC, TFWC, and TCP
Through the extensive simulation studies across the wide range of network parameters (e.g., band-
width, queue discipline, queue size, RTT, and loss rate), we have identified the options and limita-
tions of TFWC and TFRC in the comparisons between window-based and rate-based congestion
control mechanisms for the use of real-time multimedia applications.
• Codec Interactions with Congestion Control Protocols:
We have proposed and implemented two control mechanisms combining the congestion control
protocols into the transmission system of a video streaming application (e.g., codec and video
grabber) to regulate the send rate whilst the image grabber and multimedia codec can alter their
output rates (frame rate and bit rate) dynamically based on the feedback information from the
congestion control protocols. We have showed that the mechanisms have helped producing better
image qualities and minimizing the send buffer length by increasing or decreasing the grabbing
rate (fps control) and the codec’s quantizer (bps control).
• Real-world Evaluation of TFWC and TFRC:
To the best of our knowledge, it is the first attempt that evaluated congestion control protocols
in a real-world application. We have implemented our TFWC and the IETF standard, TFRC,
over Video Interactive Conferencing (Vic) tool [12]. Through real-world experiments we eval-
uated the two protocols’ performance using a Common Intermediate Format (CIF) image se-
quence, foreman, using two metrics: Peak Signal-to-Noise Ratio (PSNR) and Mean Opinion
Score (MOS). We are au fait in all the matters around these metric – PSNR is a limited metric. As
we will summarize below, it is beyond our scope to devise a new quality metric. We will discuss
further in Chapter 6.
The scope of the thesis are:
• This thesis focuses on the video transmission. Congestion control for voice packets can be often
classified in another domain.
• This thesis did not develop any objective or subjective quality measures that can better reflect the
user’s final impression.
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1.3 Structure of the Thesis
In the remainder of this dissertation, we describe the detailed design, implementation, and evaluation
results of the TFWC and TFRC over the simulations as well as real-world experiments.
In Chapter 2, we begin by giving an overview of congestion control mechanisms and its interac-
tions with interactive multimedia applications. We then explain how the existing mechanism, TFRC,
has approached to be used for such applications. The unsolved problems and potential drawbacks are
discussed in this chapter.
Chapter 3 explains the detailed mechanisms of our proposed algorithm, TFWC, and Chapter 4
presents the extensive simulation results together with those of TFRC. In Chapter 4, we discuss our
options and limitations based on the simulations to explore the protocol parameters across a wide range
of different settings.
Chapter 5 gives an overview on our choice of application, Vic tool, detailing its underlying trans-
mission architecture. We discuss our design options and some of the important implementation aspects.
Chapter 6 presents the results of real-world experiments over the Heterogeneous Experimental
Network (HEN) testbed. We mainly examine the protocol’s performance in two categories: network-
oriented and end-user oriented. For the network-friendly metrics, we investigate the fairness, smooth-
ness, and responsiveness, whereas for the end-user oriented measures, we evaluate them using PSNR
and MOS, and provide discussion.
Finally, we summarize our results and findings, and conclude this thesis in Chapter 7.
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Chapter 2
Background and Motivation
This chapter introduces the background to the congestion control mechanisms used for real-time inter-
active multimedia systems. We start by describing the traditional congestion control schemes that are
suited to the generic bulk data transfers in the Internet, and we discuss briefly how and why they are not
suitable for the multimedia streaming applications, especially those which require real-time interactivity.
We also give an in-depth overview of the proposed congestion control schemes for interactive multi-
media applications, detailing how they have solved various problems and what issues are remaining.
Finally, we identify some of the important limitations of the proposed standard for such applications,
and raise questions as to why the proposed mechanism has not been adopted successfully in real-world
applications, in which this thesis endeavors to answer.
2.1 Congestion Control for Data Transfer
The Transmission Control Protocol (TCP) [39] is the most widely used mechanism as a mean for con-
gestion control in the Internet. TCP as a transport layer congestion control protocol serves important
functions, which are:
• Congestion Control:
It prevents the sender from overwhelming the network by detecting congestion signals.
• Flow Control:
It prevents the sender from sending packets faster than the receiver can process them.
• Reliability Control:
It provides in-order reliable data delivery to the higher application layer.
These functions have been providing an essential mechanism for the stability of the current Internet
by capturing the network congestion condition, and altering the transmission rate for the normal data
transfer. The control algorithm is based on three mechanisms: TCP Ack mechanism, TCP congestion
window computation, and congestion signal detection.
• Acknowledgment (Ack):
TCP uses acknowledgments to carry feedback information – each time a receiver gets a data
packet, it informs the sender of the sequence number that it received.
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• Congestion Window (cwnd):
TCP limits its sending rate by calculating cwnd size, which is the number of packets that may be
transmitted for a flow. So, a TCP sender can send up to the cwnd number of data packets during a
RTT, where RTT is the time between delivering a packet and receiving an Ack.
• Congestion Signal (loss detection):
TCP assumes a packet loss is an indication of congestion, and it re-calculates the cwnd size in
order to reduce the rate of sending packets. In general, TCP detects losses in two different ways:
– Retransmission Timeout (tRTO , or simply RTO):
If the sender does not receive an Ack before a specified timeout value, then the timer expires
and the data is considered lost. A detailed study of the effect of various timeout settings can
be found in [20].
– Duplicate Ack (DupAck):
The TCP receiver accumulatively acknowledges the sequence number of the received pack-
ets. A packet loss causes the receiver to re-acknowledge the sequence number of the lost
packet when the next packet arrives. On receiving the duplicate acknowledgments of the
same sequence number three or more times, the sender considers it as lost which then trig-
gers a fast retransmission, followed by the fast recovery algorithm until the receiver sends
Acks for all the packets in the last window.
Since the first TCP implementation, TCP has evolved in several ways, resulting in different versions
of TCP being in use today, the most common being TCP NewReno and TCP SACK [21, 47, 54]. In prin-
ciple, TCP uses the cwnd as a main control mechanism to regulate the transmission rate. The basic rate
control mechanisms of these variants are an exponential initialization stage, so-called slow start phase,
and Additive-Increase Multiplicative-Decrease (AIMD) stage, so-called congestion avoidance phase. Fig-
ure 2.1 illustrates these phases and how they form TCP’s well-known “sawtooth” characteristic.
In the slow start phase, the sender doubles cwnd upon each Ack reception, resulting in an exponen-
tial increase in the sending rate. Upon a loss detection, it stops the slow start phase by halving cwnd and
changes to the congestion avoidance stage, where it can increase cwnd additively on every successful
Ack reception. These increase/decrease functions can be generalized in a formula using two coefficients
Figure 2.1: TCP slow-start behavior and AIMD characteristic, where X in the graph indicates a packet
loss.
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(α and β) as below [22]:
I : w(t+RTT ) ← w(t) + a
w(t)α
, (a > 0)
D : w(t+δt) ← w(t) − b ∗ w(t)β , (0 < b < 1)
(2.1)
where:
• I: TCP increase function
• D: TCP decrease function
• w(t): cwnd at time t
• α, β, a, and b are all constant.
Therefore, for example, if we set α = 0 and β = 1, we then obtain TCP’s AIMD formula:
– Increment cwnd by “w + a” per RTT
– Decrement cwnd by “(1 − b) ∗ w” upon a loss detection.
This section revisited the basic functions and characteristics of standard TCP. Having this in mind,
we discuss further its possibilities and limitations for use with real-time interactive multimedia applica-
tions in the next section.
2.2 Anti-TCP Dogma
The two common grounds that inhibit the use of TCP for real-time interactive streaming services are
Additive-Increase Multiplicative-Decrease (AIMD) and re-transmission.
2.2.1 AIMD
As we have explained in Section 2.1, TCP controls the transmission rate using the cwnd mechanism
to probe available bandwidth, bearing the familiar “saw-tooth” shape in the send rate where it cycles
between Additive-Increase Multiplicative-Decrease procedure. In steady-state, TCP converges on an
average transmission rate close to a fair-share of available bandwidth1. When viewed over shorter time-
scales, the instantaneous TCP throughput exhibits high variability because of the abrupt reduction in the
send rate upon a loss detection. When applied to the multimedia applications, they must quickly adapt
the data rates accordingly to match the suggested rate by TCP. However, due to the sudden changes in the
throughput, a multimedia application that strictly follows this established rate can introduce a significant
change in media quality, which then affects the user’s final impression.
The sender and receiver can implement a buffering technique (send buffer and play-out buffer,
respectively) to mitigate the rapid changes in a shorter-term, but it adds delay (and jitter) that brings
considerable instability in the received rates. Therefore, a multimedia system that has a large buffer size
using TCP congestion control can increase the overall end-to-end delay, hence lessen the interactivity
1The fairness definition under distributed control is somewhat subjective. TCP’s control algorithm results in bias toward flows
with shorter path RTTs.
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of the application. Therefore, in general, TCP is not suitable to carry multimedia traffics that require a
tighter delay bound of packet delivery.
2.2.2 Re-transmission
Another issue with TCP in multimedia application is that it offers a reliable packet transmission: re-
delivery of the lost packets. Again, this feature is not desirable when applications impose a strong
timing limit; for example, given the real-time nature of video, the re-transmitted data would arrive at the
receiver too late for display in time. This latency constraint can be addressed through client-side buffer
management, but only if it does not conflict with application-level latency requirements. With TCP, the
point of conflict will be exacerbated when the latency requirements of the application are close to the
RTT. A TCP sender’s earliest detection of lost packets occurs in response to DupAck from the receiver,
therefore the earliest time the re-transmission will arrive at the receiver is one full round-trip time after
the original data was lost. For interactive applications such as video conferencing or distributed gaming,
users are highly sensitive to end-to-end delays of sub-second timescales, typically in the range of 150
to 200 milliseconds. This end-to-end delay requirement persists for the duration of these applications.
Unlike purely-interactive applications, video on demand (VoD) services have interactive requirements
only for control events such as start, pause, fast-forward, channel swap, etc., which are relatively in-
frequent compared to the normal streaming state. The VoD types of applications are rather resilient
over changes in the end-to-end latency as the interaction is uni-directional. So, a VoD application may
gradually increase the buffer size, hence end-to-end delay, by dividing its use of available bandwidth
between servicing video play-out and buffer accumulation. After a time, the end-to-end delay will
actually be quite large, but the user perceives it only indirectly, in the sense that the quality during the
buffer accumulation period might have been slightly decreased. In this regard, the VoD service does not
bear the strict latency requirements of purely-interactive applications, thus TCP’s packet retransmissions
may not introduce a significant problem. On the other hand, as mentioned above, the strict end-to-end
latency requirement limits the use of TCP for the real-time interactive multimedia streaming services.
In summary, the interactive multimedia applications have in common two key demands of a trans-
port protocol, in that:
• They prefer timely packet delivery over perfect reliability
• They desire a smooth predictable transmission rate
There are a number of proposed mechanisms that address these goals, of which TFRC is currently
one of the accepted standards at the IETF. So far, we have mentioned different types of multimedia
applications. In the next section, we clarify the classification of these applications.
2.3 A Classification of Multimedia Applications
We define a classification of multimedia applications that describes the nature of the traffic characteristics
into two categories.
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2.3.1 Interactive vs. Non Interactive
The interactive applications, such as video conferencing, or real-time gaming service, etc., involve a two-
way (or multi-way) transmission of the data streams. Such an application highly desires a strict timing
requirement in the packet delivery system. As briefly mentioned in Section 2.2, in the case of interactive
video streaming, they normally allow the end-to-end latency to be 150∼200 ms, or discard those packets
without sending them2. Moreover, these applications often require less jitter (usually 20ms). For non-
interactive applications, the majority of packet transmission is carried out in one direction only (e.g,
VoD services) and the timing requirements are much more relaxed. Unlike the interactive streaming
applications, they can allow more buffering size in the receiver to adapt a transient quality degradation.
The target applications of this thesis are the interactive streaming applications.
2.3.2 Real-time vs. Pre-recorded
The media content may be captured and encoded in real-time communication, or may be pre-encoded and
stored for later viewing. For example, real-time streaming applications require that the overall system
performance must meet the timing constraint required by applications: capturing encoding/decoding,
and packet transmission. In the case of pre-recorded material, the capturing time can be significantly
lower than the real-time videos, as they are already stored in a file, hence, only needing a few hundreds
of microseconds to load them into a memory. The rest of the time it takes to deliver the media contents
is similar to the real-time videos; the overall system necessitate packet delivery in a specific time. We
mainly use pre-recorded video sequences for real-world experiments in order to reproduce the results
in a consistent manner, whereby the motion complexity of real-time video contents varies significantly
according to the object movement in front of capturing devices.
To summarize, this thesis addresses the real-time and interactive multimedia (video) streaming
applications (using pre-recorded image sequences), shortly interactive multimedia applications3.
2.4 TFRC
There are numerous algorithms and mechanisms that can be used with the interactive applications.
Among them, the TCP-Friendly Rate Control (TFRC) [30, 36] is the only proposed standard at IETF
at present, and it is integrated to Datagram Congestion Control Protocol (DCCP) CCID-3 [44]. TFRC
is an equation-based unicast congestion control protocol, which can be easily extended for the multicast
applications as well. TFRC starts flows with the TCP-like slow-start phase to quickly increase the rate
to a fair share of the bandwidth. On detecting the first packet loss, TFRC immediately terminates the
slow-start phase. From then on, TFRC receiver updates the parameters (e.g., loss event rate) and feeds
the report back to the sender. The sender then computes the new rate from these parameters and regu-
2Assuming the current send buffer length is δ (bytes), and the compressed frame size L (bytes), then we can approximate the
time it takes for the delivery of an entire frame as:
τ =
(δ + L)
T
+
RTT
2
+ ǫ ,
where ǫ includes the time it takes at the receiver (e.g., at play-out buffer and display device), and the network propagation delay.
Then, τ should be at most 150∼200 ms, or discard the packets.
3By definition, interactive holds real-time properties.
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lates the sending rate accordingly. In addition, to prevent a short-term fluctuation in the calculated rate,
TFRC borrows a delay-based congestion avoidance by adjusting the inter-packet gap using a non-linear
equation: New Rate = a
√
R0
E(
√
RTT )
∗ Calculated Rate, where R0 is the most recent RTT sample, and a is a
constant.
The merit of TFRC protocol over TCP is that it can retain smooth sending rate while still being
responsive to congestion signals. TFRC estimates the equivalent TCP send rate (T ) using the TCP
throughput equation [52]:
T = min
{
s · wmax
tRTT
,
s
tRTT
√
2bp
3 + tRTO3
√
3bp
8 p (1 + 32p
2)
}
(bytes/sec) , (2.2)
where:
• T : throughput
• tRTT : round-trip time
• tRTO: retransmission timeout
• s: segment size4
• p: loss event rate
• b: number of packets acknowledged by each Ack
• wmax: maximum congestion window
This equation gives an upper bound on the sending rate T in bytes/sec as a function of the packet
size (s), measured RTT, loss event rate (p), and the timeout value (tRTO). TFRC approximates the RTO
using a linear function of the measured RTT [36]. TFRC receiver measures the packet loss rate in terms
of loss intervals, spanning the number of packets between consecutive loss events. The loss event rate
is then calculated by the inverse of the Average Loss Interval (ALI): the average interval between losses
for the last k history with different weighting factors. The receiver periodically provides this calculated
rate to the sender. The smoothness of throughput is achieved by averaging p, therefore T , over the last
k RTTs, where k is the history size of the loss intervals. It is known, though, that the TCP equation
works well in environments with a high-level of statistical multiplexing, but care must be taken when
only few flows share a bottleneck link. In such an environment, changes to the sending rate reconstruct
the conditions in the bottleneck, which in turn determine the sending rate through the equation. Such a
feedback loop can render the results of the TCP equation being less infallible. Further discussions are
followed by the next section.
As discussed earlier in this chapter, TCP does not provide a satisfactory sending rate for interactive
multimedia applications, and this fact has led to the development of slowly responsive congestion control
protocols for such an application, TFRC, which has been proven to retain the desired level of smoothness
extremely well in the send rate. This characteristic has brought about an important implication: reduced
4For the sake of simplicity, we refer “s” to “packet size” for the rest of this thesis. We, however, use the precise term, “segment
size”, where necessary.
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amount of send/receive buffer size. With TCP, the system would need to implement substantial buffers
to alleviate drastic changes in the received rate by spacing out the packets.
2.5 The Problems of TFRC
Despite the perfect smoothness in the send rate, TFRC has not yet been so successful enough to be
used for a real-world application at present. There are a number of recent works that have identified the
problems of using the rate-based congestion control mechanisms in practice [23, 25, 41, 55, 56, 57, 62].
The authors in [56] and [62] showed that the convexity property of the TCP throughput equation
and the different RTT measuring methods can result in a long-term throughput imbalance, where sources
receive less throughput than originally intended. They also showed that a slowly-responsive flow can
suffer a higher loss event rate than the standard TCP flow when competing at the same bottleneck. This
can result in a negative impact in the throughput difference between TFRC and TCP flows, and can
cause, in some extreme cases, TFRC to consume up to twenty times more, or on the contrary, ten times
less bandwidth than a TCP flow in the same condition.
The author in [57] identified that the OS’s interrupt timer granularity can cut the rate inappropriately,
especially when the network RTT is extremely short with higher sending rates (e.g., inter-packet interval
being less than the OS’s clock granularity). The root causes of the problem come from the latency in
the OS’s sleep() function5 such that the sender ends up sending no packets in some RTTs because the
OS scheduler was not able to select the process in time, resulting in the receiver reporting Xrecv = 0 to
the sender for those instances. On the next rate computation, the sender is then bounded by the policy,
Xnew < 2 ∗Xrecv, that the new rate could become zero in the worst case. Similarly, the receiver might
not be able to send a feedback packet once every RTT because of the timing mismatch between a short
RTT and the OS’s latency. Therefore, TFRC algorithm itself poses limitations on the endpoint’s system
performances in which those capabilities play an essential role in the overall transmission system. In
order to mitigate the system overload at the receiver side and to solve the late feedback report arrival,
there are recent ongoing works that have proposed so-called sender-based TFRC mechanisms [41, 55].
The authors in [55] identified some of the important implementation aspects of TFRC that have
revealed problems in the real-world, for example, measuring RTT, inter-packet interval, and loss-rate
estimation. The authors suggested measuring RTT at the sender side to overcome such shortcomings in
real situations. The authors in [41, 55] also suggested it being a sender-mode, because most end-users
nowadays are short of processing power (e.g., the streaming receiver could be a low-powered device,
such as smart phones). If the receiver has to compute the loss event rate and provide feedback once
every RTT, it could easily overload the device, especially with those higher transmission rates.
Moreover, the equation-based mechanism can, by itself, cause oscillatory behavior due to the over-
shooting characteristic; for this reason TFRC builds in a short-term mechanism to reduce the sending
rate as the RTT increases. The authors in [23] also observed related problems where rate-based conges-
tion control receives less bandwidth in a highly dynamic network condition (e.g., highly dynamic loss
rate condition). The authors introduced a conservative mode to TFRC, whereby the sender is limited by
5The author provided that this timing error can be 5 ms on average in modern UNIX-like systems.
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Figure 2.2: TCP vs. TFRC in a typical DSL-like link with a low level of statistical multiplexing.
the measured arrival rate at the receiver. In their simulation results, this worked well to mitigate many
problems, but accurately measuring the receive rate (and indeed finely controlling the sending rate) in
real systems can be hard.
In ns-2 simulations we have also observed that if a flow traverses a low statistically multiplexed
network link such as a Digital Subscriber Line (DSL) line using drop-tail queue, TFRC source can starve
TCP sources. This is because TFRC lacks the fine-grain congestion avoidance mechanism that TCP’s
Ack-clocking provides, meaning that TFRC can briefly overshoot the available link capacity. This fills
the buffer at the bottleneck link and can cause TCP’s Ack-clock to decrease the transmit rate, whereas
TFRC does not back off so much.
For example, in ns-2 simulation, TFRC sources can starve TCP sources as in Figure 2.2; this exam-
ple is from a dumbbell topology with an 1 Mb/s bottleneck carrying two TCP and two TFRC flows with
a range of short RTTs.
All of the problems above essentially stem from the same basic cause: it is difficult to build a rate-
based protocol with a rate that is inversely proportional to the round-trip time while achieving stability in
all conditions. All these issues beg the question why TFRC is rate-based at all. There were two original
motivations:
1. TFRC was intended to be usable for multicast, where window-based protocols are not practical;
this is not relevant for many applications.
2. The intent was that a rate-based protocol would be smoother than a window-based protocol on
time-scales of a few RTTs.
On shorter time-scales even rate-based protocols cannot be smooth due to clocking issues on the
host, and on longer time-scales the behavior is dominated by the varying loss rate. But to be stable,
as mentioned earlier, TFRC had to include a short-term mechanism to back off the rate as the RTT
increased, so even TFRC exhibits some short-term variability in rates. Thus, it behooves us to ask the
question of whether being rate-based is worth all the trouble.
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2.6 Summary
In this thesis, we examine a window-based version of TFRC, which uses a TCP-like Ack-clocking
mechanism while applying the same TCP equation, a` la TFRC, to directly adjust the window size. Our
objective is to remedy the issues discussed above which relate to the combination of rate-based control
with the rate being inversely proportional to the RTT. Using a window makes the RTT implicit in the Ack
clock, and removing the need to be rate-based makes life much simpler for application writers, as they
no longer need to work around the limitations of the OS’s short duration timers. This thesis endeavors
to answer the questions around these problems, hoping to migrate the congestion control mechanisms
prevailing to the interactive multimedia applications.
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Chapter 3
TCP-Friendly Window-based Congestion
Control
This chapter presents our TFWC [25] protocol. After an overview of the main protocol features, the fol-
lowing sections will describe the basic mechanisms and the important characteristics of TFWC, detailing
some aspects of the behavior of this congestion control algorithm.
3.1 Overview
The TCP-Friendly Window-based Control (TFWC) protocol is a TCP-like congestion control protocol
for real-time interactive multimedia streaming applications. The key objectives of TFWC are to provide
smooth and predictable throughput for multimedia streaming applications while maintaining a reason-
able degree of fairness to competing TCP flows and to keep responsiveness fast enough to adapt to
sudden network changes. Specially, for the interactive streaming applications, it adds a strict timing
requirement. These objectives are exactly the same as what TFRC protocol has aimed at, and a number
of media congestion control mechanisms have had a similar goal. So, those congestion control mech-
anisms increase and decrease its sending rate based on a packet loss rate or network delay (e.g., RTT).
Among them, for example, a TCP-like congestion control mechanism increases the cwnd each time an
Ack indicates successful transmission or decreases when packets are lost while keeping the above men-
tioned goals. TFWC, our proposed mechanism, calculates the Ack-clocked congestion window just like
the standard TCP, but uses the TCP throughput equation [52] when determining its size. This is one
of the key differences of TFWC to TFRC which uses the calculated sending rate in a rate-based con-
troller. Also, as most real-time streaming media applications prefer timely packet delivery over perfect
reliability, TFWC does not have the retransmission feature for the lost packets.
TFWC is operated in two phases, slow start and congestion avoidance phase, where the congestion
avoidance phase can be subdivided into two modes as below:
• Window-and-rate Hybrid Mode
• cwnd Jitter Mode
In the slow start phase, TFWC doubles the cwnd each round-trip time (RTT) just like normal TCP,
whereas in the congestion avoidance phase it calculates the cwnd size from the TCP equation using the
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packet loss event rate. If the network experiences a high packet loss rate where cwnd persistently remains
very small (like one or two packets), TFWC runs a rate-based timer-out mode when sending packets,
so-called the rate-driven mode. In the rate-driven mode, TFWC calculates send rate, for example, inter-
packet interval using the TCP equation, instead of calculating cwnd. Another interesting characteristic
worth mentioning is that TFWC, in the simulations, often does not exhibit smooth or fair enough for the
use of streaming applications, especially when the bottleneck uses drop-tail queue. However, we have
observed that this behavior significantly disappears when used with an active queue (e.g., RED queue) in
the bottleneck. From this observation, we, therefore, introduced the cwnd jitter mode which artificially
inflates cwnd a little in the same RTT hoping to get early packet drop notification emulating the Random
Early Detection (RED) queue behavior at the data sender.
These modes can be run simultaneously during the congestion avoidance phase. For example,
TFWC uses the jitter mode in the congestion avoidance phase where it switches into the rate-based
mode when cwnd becomes very small. In the remainder, we describe the TFWC protocol operations in
more detail, explaining the sender and receiver’s functionality of the protocol.
3.2 The TFWC Protocol
TFWC is a sender-driven congestion control protocol with the help of feedback message from a receiver,
meaning the data sender computes cwnd size upon every Ack reception. The receiver, on the other hand,
only needs to maintain a data structure, what we call Ack-Vector (AckVec), which reports the received
packet sequence numbers to the sender. Simply speaking, the sender computes the packet loss rate (p)
and calculates cwnd using the TFWC equation (which we will introduce in the next subsection), whereas
the data receiver maintains a feedback data structure (i.e., AckVec). Start by giving the TFWC equation,
we describe what parameters are necessary and how to calculate them when determining cwnd. We,
then, explain the detailed mechanisms that are required in the sender and receiver sides, respectively.
3.2.1 TFWC Equation
Before explaining the detailed TFWC mechanisms, we introduce a simplified version of the TCP equa-
tion. For most applications it suffices to set tRTO to a multiple of RTTs and to have a fixed size packet.
While the standard TCP’s tRTO can be calculated as defined in [53], the TFRC protocol specification [31]
used an approximated tRTO value to reduce the computation load, that is 4∗RTT. Given that TFRC does
not compute RTTVAR directly in the sender, it is a good simplification for TFRC to use a conservative
estimate of tRTO , so that it does not overshoot too much in heavily congested environments. In other
words, in times of low congestion with a low loss event rate, the tRTO term does not have much ef-
fect on the original TCP equation. Therefore, with tRTO = 4 ∗ RTT rule, the original TCP equation
(Equation (2.2)) can be rewritten as below:
T =
s
tRTT
(√
2p
3 +
(
12
√
3p
8
)
p (1 + 32p2)
) (bytes/sec) . (3.1)
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TFRC uses this equation when computing the sending rate, whereas in our case we want to compute
the send window in packets, instead of send rate (bytes/sec), by multiplying tRTT /s to the both sides
of Equation (3.1). Here we have assumed the packet size is fixed.
First, let,
f(p) =
√
2p
3
+
(
12
√
3p
8
)
p
(
1 + 32p2
)
, (3.2)
then Equation (3.1) can be expressed as
T =
s
tRTT f(p)
(3.3)
By multiplying tRTT
s
to the both sides, we get
W =
1
f(p)
, (3.4)
where W is the number of packets and p is the packet loss rate. With this equation we can compute
the sending window, W (in packets), by simply using the packet loss rate. We call Equation (3.4) as the
TFWC equation for the rest of the thesis.
3.2.2 Calculating Parameters
To calculate the window (cwnd), TFWC only needs to compute the loss event rate (p), as the RTT is
implicit in an Ack-clock. The TFWC equation also shows the RTT does not directly affect the computed
cwnd value. TFWC also needs to calculate an RTO timer (although this will actually send a new data
packet rather than a retransmission), for when the Ack-clock stalls. To calculate p we use the same
ALI mechanism that TFRC has used, where the last eight intervals between loss events are held, and a
weighted average is calculated.
To compute ALI we use an n-ary loss history information, where each bucket in the array has the
number of packets between loss events; for this reason we call the numbers in each array as the loss
interval. After all, the loss history is an array that stores the last n loss intervals. As mentioned, we have
chosen n = 8 just like TFRC, meaning that there are 8 elements in the history array in addition to the
current loss interval. This way we have a total of 9 buckets in the array as shown in Figure 3.1, where
Inew indicates the 8 history information including the most recent loss interval and I indicates the 8 loss
history excluding the current interval. We then compare Inew to I and take the larger value, ignoring the
current loss interval if it is not enough to change ALI.
Then, we have:
Loss Event Rate (p) =
1
Average Loss Interval
. (3.5)
3.2.3 Ack Vector
As TFWC is intended to be used for unreliable data streams, the calculation of loss needs a little care,
and we use a mechanism similar to that used by DCCP [45].
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Each TFWC Ack message carries feedback information, but unlike TCP’s Ack, it carries no cu-
mulative Ack numbers as these would be meaningless for unreliable flows. Instead we maintain an
Ack-Vector (AckVec) data structure that contains a packet list indicating whether or not the packet was
delivered successfully. The AckVec grows in size as the receiver gets packets from the sender, so the
Ack message itself needs to be acknowledged explicitly to prune the packet lists for the successfully
delivered packets. Specifically, the sender must periodically acknowledge the receipt of an acknowledg-
ment packet (i.e., Ack of Ack); at this point, the receiver can prune the corresponding packet list in the
AckVec.
Upon receipt of an AckVec, the sender generates a margin vector by looking at the head value1 of
the AckVec and includes up to three latest Ack numbers. For example, if the head value of the received
AckVec is 10, then the margin vector will be (9 8 7). This margin vector is to be tolerant of packet
reordering by applying the TCP’s three DupAck rule, meaning that the sender will not consider these
sequence numbers when it determines a lost packet in the received AckVec2. Now, the sender generates
a matching array from the next sequence number up to the Ack of Ack (AoA), which we call genvec3.
In the above example, the sender had generated the margin vector up to the packet sequence number 7,
so the matching Ack array, so-called genvec, will be (6 5 4), assuming the current AoA is 3.
Suppose a sender has just received an AckVec (20 19 18 16 15 14 13 11 10) from a receiver and
assume the current AoA is 10, as shown in Figure 3.2. From the latest Ack number, 20, the sender
calculates the margin vector, (19 18 17), and the genvec (16 15 14 13 12 11). Note that although the
packet number 17 is missing, the sender does not think of it as a lost packet yet because it is still in
the margin. The sender will compare the genvec with the received AckVec and find out which packet
sequence number is missing in the list. In other words, the sender will compare the received AckVec
with the calculated genvec in order to find out any missing packet sequence number. In this example, we
can say the packet number 12 is lost.
In short, from the sender’s point of view, what is important always is the latest Ack number because,
using this value, it can generate margin vector and genvec, and can compare with the AckVec to see if
there are any losses.
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Figure 3.1: Loss History Array
1The head value of an AckVec is the latest Ack number.
2We assume there is no packet reordering in the simulations. Instead, we consider the packet reordering in a real-world
implementation later in this thesis.
3It is a generated vector at the sender by looking at the received AckVec − i.e., it is not the actual packet sequence numbers
that the receiver is reporting.
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Figure 3.2: TFWC AckVec, margin, and genvec
3.2.4 Principles of Send and Receive Function
We now have necessary parameters to compute the send window. This section explains the principles of
the sender and receiver mechanisms: we give a full depth implementation details in the next section.
Unlike TFRC, the TFWC sender calculates the new cwnd value, whereby TFWC can be seen as
a sender-driven controller and TFRC as a receiver-driven controller. Upon receipt of every AckVec,
the sender checks it to see if there are any lost packets. Except the slow-start phase where it doubles
cwnd when no losses occur4, it computes the ALI and the loss event rate. By feeding the loss event rate
to the TFWC equation, Equation (3.4), the sender computes the new cwnd value. So, as illustrated in
Figure 3.3, if the sequence number of new data waiting to be sent meets Equation (3.6), it can then be
sent, resulting in an Ack-clock.
seqno of new data ≤ cwnd + unacked seqno (3.6)
Also, every time an AckVec arrives at the sender, it updates the RTT and the RTO value. With
the calculated timeout value, the retransmission timer is set whenever a new packet is sent. If the timer
expires, the next available packet is sent5.
While all the important steps are carried out by the sender, the receiver’s functionality is relatively
quite simple. TFWC receiver provides feedback information (AckVec and time-stamp echo) to allow the
sender for cwnd and RTT calculation. The main role of the receiver is to build AckVec and process AoA:
 

higher packet sequence number
next available packet 
sequence number
unacknowledged packet 
sequence number
Figure 3.3: TFWC cwnd mechanism
4This resembles the standard TCP’s slow-start phase.
5Note, this is, in fact, not a packet retransmission caused by that packet loss.
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it trims out smaller sequence numbers than AoA when building a new AckVec.
3.2.5 TFWC Timer
As we briefly mentioned above, every time an AckVec is received, the RTT and RTO values are updated.
So, every time a sender transmits a new data packet, it sets the retransmission timer using tRTO . On
expiration of the retransmission timer, it backs off the timer by doubling tRTO , and sets the timer again
with this value. When the retransmission timer goes off, it artificially sends a new data packet if the
packets are ready in the transmitter queue. Note, when in the rate-driven mode, the sender does not back
off the timer as the RTO in the rate-based mode is computed differently. During the rate-driven mode,
it computes the packet interval using the TCP equation6, and sets it as a new RTO, so that the TFWC
timer goes off after this calculated interval triggering the next packet transmission; overall resulting in a
rate-based timer mode. The TFWC timer mechanism is described in Algorithm 1.
On the TFWC timer expiration1
if isRateDriven == true then2
setRtxTimer(rto);3
else4
backoffTimer();5
setRtxTimer(rto);6
/* inflate the unacked seqno by one */7
unACKed ++;8
/* call send method */9
send(seqno);10
end11
Algorithm 1: TFWC Timer
To summarize, on every AckVec arrival, the TFWC sender calculates the new window using the
loss event rate, and updates RTT and retransmission timer as illustrated in Figure 3.4.
6Assuming the packet size is fixed, the inter packet interval (ipi) can be expressed as:
ipi = tRTT
√
2
3
p+ tRTO
(
3
√
3
8
p
)
p
(
1 + 32p2
)
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Figure 3.4: Diagram of the TFWC Functions in the Sender
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3.3 TFWC Implementation
We have implemented TFWC protocol over ns-2 network simulator [51], and presented some of the
important implementation aspects in this section.
3.3.1 Slow Start
The initial slow start is identical to the TCP’s slow start mechanism in which the sender doubles the
window per RTT. Once the TFWC sender detects the first packet loss, it halves the current window and
seeds the TFRC-like loss history mechanism by calculating the average loss interval that would have
produced this window size. To obtain this ALI value, what we do is reverse engineer the TCP equation
as described in Algorithm 2. Note it is to approximate the ALI and the loss event rate when the first
packet loss occurs (i.e., we do not have any ALI information yet), so TFWC can use it from the next ALI
calculation.
On detecting the very first packet loss1
/* halve cwnd */2
cwnd = cwnd2 ;3
/* increment loss rate from a very small value up to 1, and match */4
/* the closest window value (increment step size = .00001) */5
for pseudo = .00001 to 1 do6
out = f(pseudo);7
win = 1out ;8
if win < cwnd then9
break;10
p = pseudo;11
end12
Algorithm 2: Approximate the loss event rate on detecting the first packet loss.
3.3.2 Hybrid Window and Rate Mode
When the loss rate is high, TFWC’s window will reduce. With very small windows, a loss will cause
a timeout because the Ack-clock fails. With even higher loss, the equation gives a window size of less
than one, which is not useful for any kind of window-based control algorithms. We could use TCP’s
retransmission timeout mechanism to clock packets out at these very low rates, but constant switching
between window and timeout, with potential exponential back-off of the timeout, will result in a very
uneven rate. What is required is, as briefly mentioned in Section 3.2.5, to be rate-based when the window
is so small the Ack-clock cannot function. Thus TFWC falls back to being TFRC-like (but still sender-
based) when the window reduces to less than two packets as described in Algorithm 3.
Consider an example where two TCP, TFRC, and TFWC sources all compete for a tiny bottleneck
buffer (5 packets) for the bandwidth 500 Kb/s with link delay of 50 ms7. Then the steady-state average
window size per flow is roughly 1∼2 packets (i.e., very small window size). We took one flow per TCP,
TFRC, and TFWC sources for the comparison. Figure 3.5 shows that if TFWC is only operated by the
window-driven mode, there are then timeout periods where it ceases sending (simulation time between
7The access link speed is 15 Mb/s with random access link delay between 0.1 ms and 2 ms per flows. Also, the BDP is roughly
6∼7 packets assuming the packet size is 1000 bytes.
TCP-Friendly Window-based Congestion Control 43
input: Average Loss Interval (avgInterval)
Upon an ACK vector arrival1
p = 1avgInterval ;2
out = f(p);3
floatWin = 1out ;4
/* convert floating point window to a closet integer */5
cwnd = (int)(floatWin + .5);6
/* if window is less than 2.0, */7
/* TFWC is driven by rate-based timer mode */8
if floatWin < 2.0 then9
isRateDriven = true;10
else11
isRateDriven = false;12
end13
Algorithm 3: cwnd computation: Hybrid Window and Rate Mode
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Figure 3.5: Window-base Only vs. Hybrid Window/Rate Mode depending upon cwnd value
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265∼270 and 275 sec), while a TFWC that can become rate-based continues sending even when cwnd
reaches a very small value. TCP in Figure 3.5(b) still frequently goes into timeouts when cwnd are small
(1 or 2 packets), similar timeouts that TFWC would have been doing with window-mode only, while
hybrid TFWC, with such small cwnd, can still send packets: the rate it can reach is almost close to the
TFRC rate.
3.3.3 TFWC cwnd Jitter
We have observed in simulation that the throughput of TFWC is often less smooth of TFRC, especially
with drop-tail queueing at the bottleneck. In such conditions, the individual TFWC throughput was
unlikely to be smooth enough for interactive streaming applications, nor was TFWC fair when only
competing with itself. This appears to be due to strong simulation phase effects, and flows through the
same bottleneck experience different loss rates. TFRC is also somewhat susceptible to phase effects in
simulation, and jitters its rate slightly to reduce this. These phase effect can be mitigated significantly
with RED queueing at the bottleneck in the simulations. Being motivated by this, we randomly added
so-called cwnd “jitter” at the sender. With a window-based protocol, this can be done by inflating cwnd
at least once every RTT so that the sender gets an earlier notification of the congestion signal. Note the
sender actually did not send one additional packet but borrowed a “future” packet that would have been
sent later in the RTT. So, we artificially inflate the computed cwnd at least once in an RTT with a small
random probability.
To this end, we have chosen to inflate cwnd in an RTT with 10% of random probability on every
AckVec reception. In other words, in the same RTT, each cwnd computation routine (initiated by AckVec
reception) has 10% of random probability to inflate the computed cwnd at the end. However, there
would be cases where cwnd does not get inflated due to the relatively low random probability that we
have chosen. Therefore, we implement so-called “force inflater” on ending the RTT, which ensures
inflating cwnd at least once in an every RTT.
Consider an example that 8 TFWC flows share a 5Mb/s bottleneck link with a delay of 50 ms. Here
the access link speed is 50Mb/s with varying link delay between 0.1 to 5 ms. Therefore, the approximated
end-to-end delay is 0.1 sec and the Bandwidth-Delay Product (BDP) is about 63 packets assuming the
packet size is 1000 bytes. We have set the bottleneck queue length almost equal to the BDP with drop-
tail queueing. Figure 3.6 shows that the jittered result is smoother and fairer than the original version,
and the level of smoothness/fairness is quite similar to what TFRC can provide (See Figure 3.6(b) and
Figure 3.6(c)).
Note that we do not apply the cwnd jitter scheme when the loss rate is high (greater than 25%) or
its variation is significant (when the difference between the first and last ALI is greater than 10.8). This
is because the jitter scheme itself may introduce unwanted oscillation when the loss rate is high or its
variation highly dynamic. Remember the cwnd jitter is only meant to be used for emulating an earlier
congestion signal at the sender without harming the original function as a multimedia congestion control
protocol.
8This difference is corresponding to 10% loss rate variation within the same RTT
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Figure 3.6: TFWC cwnd Jitter
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3.4 Summary
In this chapter we presented a new TCP-Friendly Window-based congestion control protocol, so-called
TFWC, for a real-time interactive multimedia streaming application. To retain such smoothness through-
put property, TFWC uses the same equation that TFRC has used, but calculates the send window, cwnd
instead. We added two features to TFWC to overcome the problems that a window-based control proto-
col may suffer:
• Prevent frequent timeouts when cwnd is very small
TFWC goes into a rate-based timer mode to clock out packets instead of doing time-out.
• Improve smoothness/fairness by introducing cwnd jitter
TFRC sends packets with an extremely even packet spacing, whereas, with a cwnd scheme, TFWC
is likely to open a send window in more bursty manner. This property that a window-based control
protocol inherently bears may cause the problem. So, to mitigate it, we jitter cwnd randomly to
get a little earlier congestion notification, solving this uneven/unfair problem after all.
If we can achieve the same goal, with an Ack-clocked, sender-driven window-based protocol (e.g.,
TFWC), that many similar congestion control protocols aimed for, it would be a much more preferable
option because we can keep the Jacob’s packet conservative rule (with the Ack-clock) while retaining the
smooth and fair throughput property (with the TCP equation) without having to worry about all the timer
issues that a rate-based control protocol faces. We would like to examine the full depth performance
evaluation in the next chapter.
Chapter 4
TFWC Performance Evaluation
This chapter presents the results of the TFWC protocol performance analysis compared with TCP and
TFRC under various network environments using ns-2 network simulator [51]. Through the simula-
tions, we explore the protocol’s functions and performances using the wide range of network parameters
(e.g., bandwidth, bottleneck queue type, queue size, RTT, loss rate, etc). In an attempt to evaluate the
performance, we discuss what the options and limits of our proposed protocol are in the comparisons
between TFWC and TFRC. Whilst this chapter focuses on the simulation results, we conduct a series of
real-world experiments in Chapter 6 to show how such protocols perform in a real application.
4.1 Evaluation Methodology
The correct evaluation of a congestion control protocol can be a complex task. It requires the develop-
ment of a well-designed set of test environments that can validate the protocol’s functions and goals,
whether or not in simulations or real-world experiments. In particular, care is needed when evaluating
the functions over a controlled environment, for example, with ns-2. This means we need to set up
correct/meaningful parameters and test scenarios to explain the functions and limitations properly.
First, when choosing various network parameters (for example, network bandwidth, delay, bottle-
neck link speed, queue discipline and its size, etc.) we try to be as realistic as possible to better reflect
the current Internet settings. While keeping the parameters reasonably realistic, we also cross check the
protocol functions over a wider range of parameters to explore the boundaries in terms of its functional
capability. Second, just like other congestion control protocols, we create a group of scenarios that can
evaluate the protocol’s performance. As mentioned earlier, one of the consensus in developing media
congestion control protocols include the throughput smoothness property and a relatively quick respon-
siveness under a sudden network change while maintaining a reasonable degree of fairness1 with the
standard TCP flows, and we construct a set of simulations to validate these properties.
Note the detailed validation steps on the protocol’s functional components are given in Ap-
pendix A.2. As explained in the previous chapter, there are several fundamental but important functional
blocks to be validated before conducting various performance evaluations.
These are:
1Further discussions on the fairness issues will be made in Section 4.2
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• AckVec mechanism
• ALI computation
• cwnd computation
• TFWC Timer (to update RTT and RTO)
It is to be certain that each component generates correct input/output sequences as specified in the
protocol description for us to rely on the complex simulation results. Therefore, in this chapter, we
focus more on the performance aspects of the TFWC protocol, leaving the verification of each unit in
Appendix A.
To summarize, it is critical, when conducting performance analysis, that we choose right parameters
and environments with a correct implementation. By all means, we also need to have right metrics when
comparing the performance with others. Satisfying all points discussed has been a challenge.
4.1.1 Simulation Environments
Generally speaking, congestion control algorithm uses a packet loss as an indication of network con-
gestion assuming routers do not mark packets explicitly. Thus, different loss models in the simulations
can lead to different results. It could also mean a requirement, when evaluating them, to have either
a manually constructed congestion or a contrived congestion environment. When the bottleneck node
operates an active queue management scheme (e.g., RED, REM, and etc.), the losses can be induced
with a certain random probability. This thesis will consider all cases as below:
• Constructed Losses
In this model, we introduce a group of periodic and deterministic losses per specific test scenarios.
This loss model is mainly used for validating the TFWC protocol functional blocks. To control
the loss rate explicitly and manually, we intentionally disturb packet transmission at the sender.
For example, we drop sending one packet out of every hundred transmission to emulate 1% (de-
terministic) loss event rate. We then verify if the protocol’s functions work correctly as we have
designed (e.g., in this case, ALI should indicate 100 at all times as shown in Figure A.2(a)).
• Contrived Losses
In this model, the packet losses are contrived by a higher degree of statistical multiplexing in the
simulations, creating a real-world-like congestion environment. To this end, we place a group of
background traffic sources in the simulations, for instance, parallel TCP sources, or UDP On/Off
CBR sources. This model is primarily used for evaluating the protocol’s performance. These types
of losses occur because the bottleneck queue will overflow during the simulation.
• Induced Losses
In this model, the losses are arbitrarily induced by the bottleneck routers, so-called the active
routers (e.g., RED routers). There are many different algorithms to mark packets, but we consider
RED queue mainly in this thesis. It is partly to break the simulation phase effect, but also to reflect
a better and realistic loss condition. In simulations, the losses can be too deterministic sometimes
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when using the drop-tail queue, because the simulator itself is run by a discrete event scheduler,
which is less likely to be a real-world condition.
As mentioned earlier, we focus on the latter two loss models in this chapter; the manually con-
structed loss cases are presented in Appendix A.
After all, a packet loss occurs once the bottleneck queue has filled up, or the bottleneck queue, in the
case of an active queue, artificially drops it by a certain marking algorithm. Therefore, setting a queue
size is also an important matter in the simulations in reaching a right conclusion. That is, the packet loss
is a major indication of a network congestion, and the loss itself is heavily dependent on the types and
sizes of queue. In this thesis, we use the BDP as a reference number when setting the queue size. When
setting the queue length in the bottleneck, we set it to be equal to the BDP in most cases. However, it is
known that the queue size of cheap DSL or cable modems are ill-configured in many cases nowadays2,
we also conduct simulations for a larger queue size as well (e.g., more than just a single BDP).
4.1.2 Performance Metrics
The performance evaluation of TFWC protocol depends upon the metrics that we choose, and there
are numerous performance metrics available, of course, for different purposes. In our case, we choose
the metrics that can describe the protocol’s functions and goals. There has already been a handful of
literatures that have defined useful performance metrics, and we have selected among them. In fact, we
choose the performance metrics that the TFRC has used. These are:
• fairness
• smoothness
• stability
• responsiveness
The above metrics are obtained based on a fundamental and commonly used metric, throughput.
The throughput can be measured and averaged on a certain time-scale (δ), making it to be a time averaged
throughput (T ). We can then define the time averaged throughput as:
Tt+δ =
∑t+δ
t bi
δ
(bits/sec) , (4.1)
where bi is the total number of bits received at the receiver in a time interval between t and t + δ.
Note the time averaged throughput can have different meanings when used with different time scales.
Generally we average the throughput using the RTT value on the network, so it can represent a received
bit rate per RTT. However, when the RTT is extremely short (e.g., in an LAN environment having less
than a millisecond of RTT), then we use a value little higher than this, because in this case the time
averaged throughput would not be much different to an instantaneous throughput – e.g., one would see a
bunch of spikes when averaging the throughput with such a small RTT value, making it hard to analyze
2Surprisingly, the queue size in these boxes are set extremely large (e.g., much larger than the BDP size).
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after all. For the rest of thesis, we mean it to be a time averaged throughput when mentioning simply a
throughput.
So, using the fundamental metric, time averaged throughput, we evaluate and discuss the four per-
formance metrics in the next sections.
4.2 Fairness
There has been a consensus in the research community (initiated from the Kelly’s seminal work [28])
that the newly designed congestion control protocol should be better being TCP-friendly (or TCP-
compatible), where this friendliness and compatibility are often measured by how much it can achieve
throughput fairness to the standard TCP. This means the average throughput per flow should be statis-
tically the same as or, at least, less than the TCP’s per flow average throughput. Having satisfied this
condition, we say the protocol is TCP-friendly. In short, it requires a proportional fairness in terms of al-
locating shared resources. On the other hand, there has been another discussion at the IRTF recently [48]
in that the friendliness should not be the goal when designing congestion control protocols and its def-
inition is not useful in the current Internet usage patterns, suggesting a new type of fairness concept,
so-called relative flow fairness [24]. The arguments are sometimes applications nowadays open multiple
connections (e.g., peer-to-peer (P2P) applications) to receive more throughput, or it is simply inappro-
priate to maintain the fairness level with the standard TCP in high BDP network environments. Thus, the
fairness concept for such an application would be better a per-application measure rather than per-flow,
or it should be designed more aggressively than the standard TCP in a high BDP network. However,
we examine the flow-level fairness in a broadband Internet environment, assuming an application has a
single flow. Although some non-interactive P2P applications often open multiple connections, the target
application for TFWC protocol is the real-time interactive streaming applications which normally open
single connection between a sender and receiver, hence the fairness study still being necessary. Nonethe-
less, our ultimate goal is not to reach the perfect fairness with the TCP sources, but to understand the
dynamics of the fairness when competing with the TCP flows in various network environments. At the
same time, if we can achieve and prove our proposed mechanism can maintain a better fairness than
the existing mechanisms (e.g., TFRC) across different network settings, it would be possible to say that
we are in a better position to realize the relative fairness, for example, by assigning a weighting factor
per flow accordingly when necessary. What we cannot forgive is a situation where all TCP flows are
starved, or similarly all TFRC/TFWC flows are starved. So, for now, our objective is to achieve a better
throughput fairness measured by the fairness index (θ) as defined below:
Fairness Index (θ) =
∑n
i=1 Ttcpi∑n
i=1 Ttcpi +
∑n
j=1 Tj
, (4.2)
where Ttcpi is the throughput of the ith TCP source, and Tj is the throughput of the jth TFRC
(or TFWC) source. It is the aggregated throughput of n TCP flows divided by the total aggregated
throughput of all TCP and TFRC (or TCP and TFWC) flows. If θ is 0.5, then it indicates TCP perfectly
shares the link with TFRC (or TFWC). As θ approaches 1, TFRC (or TFWC) sources are starved by
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TCP sources3.
The results in this section use a dumbbell topology as shown in Figure 4.1. We vary the number
of sources from 1 to 100 and use the same number of competing TCP and TFRC sources and similarly
competing TCP and TFWC sources. The bottleneck bandwidth varies from 0.1 Mb/s to 20 Mb/s with
10 ms link delay, and the access link delay was chosen randomly between 0.1 ms to 2.0 ms. There are
reverse path TCP flows included in the simulations; these serve both to reduce simulator phase effects
and reveal any issues that might be caused by TFWC Ack compression (which TFRC does not suffer
from). With this scenario, the approximated average RTT is 20∼40 ms roughly − a fairly typical DSL
RTT to a local ISP. For the bottleneck queue type, we used the drop-tail and RED routers respectively
for the evaluation. We set the buffer size to be roughly a BDP when with the drop-tail queue: this allows
TCP and TFWC’s Ack-clocking to perform correctly. As mentioned, with the small windows, the Ack-
clock will not function properly. On the other hand, with the RED routers, we set the size a little larger
than the BDP because the RED algorithm will start marking packets before it reaches the full capacity.
Nevertheless, for both cases, we settle a fixed, lower bound in the minimum queue size. Consider the
following two extreme cases. First, a fast link with an extremely short delay, such as a LAN environment.
Let’s assume a link that has 20 Mb/s bandwidth and 0.5 ms RTT. It then yields the BDP roughly 1250
bytes; it is only one packet roughly. Second, assume an ISDN-like link where the bandwidth is 100 Kb/s
with an RTT of 100 ms, which also result in the BDP of one packet. This kind of short queues may end
up dropping all packets associated with single window, making the connection to back off suddenly (or,
even in the worse case, to stop sending all at once). It would not be a serious problem when the link is
highly multiplexed because the packets are well spaced among flows, but the problem will be aggravated
especially with a low statistically multiplexed link: it would exhibit unstable rates, resulting in uneven
and unfair sending rates. Therefore, we set the minimum queue size to 15 packets (15 Kbytes) for the
rest of the simulations in this section. Finally, we evaluate the fairness index (Equation (4.2)) in a steady
state environment for the drop-tail and RED routers, respectively.
4.2.1 Fairness using DropTail router
Figure 4.3 shows the protocol fairness for (a) TCP vs TFRC and (b) TCP vs TFWC. We used the
simulation topology as illustrated in Figure 4.1 with the fixed bottleneck delay of 20 ms, making the
end-to-end delay 40 ms roughly. These are fairly similar situations where users experience behind the
Figure 4.1: Simulation Topology
3In ns-2 simulations, we have used TCP/Sack1 Agent throughout the thesis. In ns-2, it is the closest implementation to the
standard TCP in the modern Linux kernel, which supports the “Fast Re-transmission” feature.
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DSL or cable Internet. The x-axis shows the bottleneck bandwidth, the y-axis gives the number of
flows sharing the bottleneck4, and the z-axis stands for the fairness index (θ). We run the same set of
simulations 5 times with different random seed numbers (to randomize the FTP start-up time and the
access link delay per sources). The results show the TFRC protocol fairness is largely dependent upon
the bottleneck bandwidth. If the bottleneck bandwidth is less than 2 Mb/s, then we can hardly conclude
the TFRC is fair to TCP, no matter what the number of sources is: θ ∼= 0.1.
Equally with a small number of TFRC flows, the result shows values where θ > 0.85, indicating
TFRC is starved. Although TFWC is not perfect, it does significantly better, with no value of θ less than
0.35 or greater than 0.75. However, both protocols tend to receive more average throughput than the
competing TCP flows when the bottleneck bandwidth is small and highly multiplexed− it does after all
use the same equation.
We have run the simulations with different queue sizes at the bottleneck (half the BDP, two times
of the BDP, and four times of the BDP) and with a different RTT value (e.g., 20 ms), which all exhibited
the similar results as in Figure 4.3.
4.2.2 Fairness using RED router
We evaluate the protocol fairness as the same network environments described in section 4.2.1, but place
the RED router in the bottleneck. The RED parameters are set as recommended in [29], which are:
• maxth: queue size2
• minth: maxth3
• maxp: 2 ∗ estimated loss rate on that link
• wq: ensure the lower bound (0.002) used for EWMA coefficient
The notations used here follow ones in the original RED paper [32]: maxth stands for the maxi-
mum threshold value, minth the minimum threshold, and maxp the maximum probability that the two
consecutive packets will be dropped. As widely known, the target is to control the average queue size
betweenmaxth andminth while accommodating transient congestion. In the simulator, we set to mark/-
drop packets randomly (i.e., drop packets with a random probability by setting “drop rand ” as true and
“drop tail ” to false.). Also, we have enabled the “gentle ” parameter so the packet drop probability
varies from maxp to 1 when the average queue size exceeds maxth (but only up to 2 ∗ maxth). The
marking probability with gentle option enabled is illustrated in Figure 4.2.
There is another parameter that can affect the average queue size calculation: queue weight
factor (wq). This weight factor servers as a coefficient when calculating the average queue size in
Exponentially-Weighted Moving Average (EWMA) fashion. That is when wq is set too low, the cal-
culated average queue does not reflect the current average queue size effectively, whereas if wq is too
large, then the EWMA function will not filter out the transient congestion in the queue. The RED papers
([29], [32]) suggest it to be greater than 0.002 at all times. In fact, in the simulator, we compute wq dy-
namically depending upon the link status; after all, wq can be represented as a function of the bandwidth
4It indicates the number of sources for a single type of flow, so the number 50 would mean there are a total of 50 TCP sources
and the same number of competing TFRC or TFWC sources in the simulation.
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Figure 4.2: Packet marking probability for the standard RED and gentle RED
and the link delay [32]. The RED implementation in ns-2 simulator, for example, computes the weight
factor as:
wq = 1.0− exp
( −1.0
10 ∗ tRTT ∗ ptc
)
,where ptc5 =
link bandwidth
packet size
. (4.3)
Figure 4.4 shows the protocol fairness (a) TCP vs TFRC and similarly (b) TCP vs TFWC using RED
router in the bottleneck. Although TFRC was not completely starved as it did with the drop-tail queue,
the fairness of TFRC protocol is still as bad as the drop-tail case, whereas TFWC protocol maintained
the index (θ) perfectly fair in all evaluation cases. From Figure 4.3 and Figure 4.4, it strongly appears
that TFRC can starve the standard TCP sources significantly when the bottleneck bandwidth is less than
2 Mb/s. This is because TFRC does not cut the sending rate in half immediately upon a congestion signal
(in which TCP halves the send window in a similar situation), making it hard for TCP packets to get in
the queue. Also, although the “RTO = 4∗RTT” rule was derived after extensive simulations and Internet
experiments which actually proved it a little more conservative measure than the TCP scheme, it is still
a question whether this simplification is still valid in the current Internet settings: different RTO timers
will result in different behavior in a heavily congested network.
As we did in Section 4.2.1, we have conducted the simulations with different queue sizes settings
at the bottleneck (half the BDP, two times of the BDP, and four times of the BDP), which all showed the
similar results as in Figure 4.4. We also have run the all simulations with a little shorter RTT value (e.g.,
20 ms), and those results have turned out to be quite similar, too.
Overall, the nice and stable fairness feature can bring a great advantage to the application writers
providing a precise point of how much the application flow can achieve fair share of the link proportion-
ally, moreover, how correctly it can.
4.3 Stability
In general, there are pros and cons for the choice between the rate-based congestion control and the TCP-
like window-based congestion control schemes. One of the obvious advantages being rate-based is it can
generate much smoother throughput than the TCP-like window-based congestion control by avoiding
5The ptc in ns-2, so-called the packet-time constant, represents the max number of average packets per second which can be
placed on that link (i.e., the max number of outstanding packets on the link). This equation, therefore, promises the computed wq
value is reasonably large in order to reflect the current average queue size effectively.
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the saw-tooth like behavior in the send rate. So, are we going to loose the nice smoothness property
at all by re-introducing the TCP-like Ack-clocking in TFWC? To answer this we use Coefficient of
Variation (CoV) as the performance metric for smoothness of the steady-state sending rates. The CoV is
the throughput variation experienced by a flow over time. Let Ti be the sending rate of a flow during the
ith time interval, then CoV of that flow can be defined as:
CoV(∆) =
√
1
k
k∑
i=1
(Ti − T )2
T
, (4.4)
where T is the average throughput over time and k is the number of time intervals. The time interval
of 0.5 second is used for the measurement, a reasonable timescale for changing codec parameters for
real-time traffic.
Figure 4.5 depicts the mean CoV (∆) of both the TFRC and TFWC flows when used with the drop-
tail queue at the bottleneck. The CoV results here use the same simulations conducted in Section 4.2.1.
So, the coordinate description is same as in Figure 4.3. It showed the CoV of both TFRC and TFWC is
quite small (∆ < 0.3) in all cases with the mention of the following exceptions:
• TFRC’s CoV is extremely high (∆ > 0.9) when the bottleneck bandwidth is small.
• TFWC’s CoV is relatively high (0.4 < ∆ < 0.8) when the bottleneck bandwidth is small.
For the TFRC’s CoV, because the network is highly congested with many flows competing for
a tiny bandwidth, the fluctuation on the individual TFRC’s throughput made it high. Recall that, as
shown in Figure 4.3(b), the aggregated and average TFRC throughput almost completely starved the TCP
throughput in these environments. Although the TFWC’s CoV is somewhat high in the same regime,
the average TFWC throughput shared fairly with the TCP flows with a little variation, which can be
acceptable.
We also evaluated CoV (∆) using RED queue at the bottleneck as shown in Figure 4.6. The results
here are similar to the drop-tail environments with a little improvement on the stability for the TFRC
mechanism (no value of ∆ greater than 0.8.). Figure 4.5 and Figure 4.6 showed that the stability of both
protocols (TFRC and TFWC) seemed a little high when many flows are competing for a tiny bandwidth.
Each flow, therefore, was likely to be operated by the timeout behavior for most of its life time in this
regime. We believe that the little instability in these cases is due to the artifact of the TCP throughput
equation, in that the TCP’s timeout behavior was not modeled accurately in the original TCP equation
(i.e., it does not look like a protocol artifact).
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Figure 4.3: Fairness Comparison using DropTail queue, tRTT ∼= 40 ms
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(b) Fairness (TCP and TFWC)
Figure 4.4: Fairness Comparison using RED queue, tRTT ∼= 40 ms
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(b) TFWC’s CoV
Figure 4.5: Coefficient of Variation for TFRC and TFWC using DropTail queue
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(b) TFWC’s CoV
Figure 4.6: Coefficient of Variation for TFRC and TFWC using RED queue
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4.4 Smoothness
As studied in [62], the long-term smoothness of a traffic is mainly determined by packet loss patterns
and it tends to follow the same distribution at large time-scale (more than 100 RTT), regardless of which
congestion control scheme is applied. In this section, we look in more detail at a single simulation,
similar to those in Figure 4.3 and Figure 4.4. In this example, we have chosen 8 TFRC (or TFWC)
competing with the same number of TCP sources for a bottleneck link with capacity 5 Mb/s. There is
reverse TCP traffic, partly to reduce the phase effects, but more importantly to perturb the smoothness of
the TFWC Ack flow. Unlike TFRC, TFWC’s smoothness is reduced if the Ack flow is disrupted. The
bottleneck queue is set to 300 packets, as illustrated in Figure 4.7.
Figure 4.7: Simulation Topology
In such environment, the average cwnd size per flow can be approximated as:
µ¯cwnd =
max{pktin-flight}
ntotal
=
BDP +Qsize
ntcp + ntfwc
, (4.5)
where:
• max{pktin-flight}: the maximum value of the outstanding packets on that link
• Qsize: the bottleneck queue size
• ntotal: the total number of connections
• ntcp: the total number of TCP connections
• ntfwc: the total number of TFWC connections
Using Equation (4.5), we can obtain the average cwnd size per flow (µ¯cwnd) in this test environment:
roughly 15 packets for this case. We can say µ¯cwnd is reasonably large enough to make Ack-clocking the
dominant TFWC mechanism in this environment and ensure it does not switch into the rate-based timer
mode so frequently. The smoothness results are shown in Figure 4.8. The degree of TFWC protocol’s
smoothness is quite similar to what TFRC can perform as seen in Figure 4.8(b) and Figure 4.8(c).
4.5 Responsiveness
It is of course possible to make equation-based congestion control arbitrarily smooth by using long
time constants in the average loss interval filter (i.e., by increasing the number of history elements as
shown in Figure 3.1), but this would come at the expense of responsiveness to real changes in network
conditions. To better illustrate TFWC’s responsiveness, we now study how the protocols respond to the
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Figure 4.8: TCP/TFRC/TFWC Protocol Smoothness
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Figure 4.9: TCP/TFRC/TFWC Responsiveness
impulse response as a form of On-and-Off Constant Bit Rate (CBR) source. The simulation model is
similar to those used in [22]. In the simulation, we turn a CBR source on and off with sending rate
half of the bottleneck bandwidth. The results shown in Figure 4.9 are from the bottleneck bandwidth
of 1.5 Mb/s, average RTT of 60 ms. The drop-tail bottleneck queue size is arbitrary large so that each
TCP, TFRC, or TFWC flow can fill the bandwidth fully. One TCP source is competing with one CBR
source and similarly one TFRC/TFWC with a CBR source. CBR is turned on at 160 sec and runs 30
sec duration, and similarly turned on 210 and 270 sec with 30 sec running time, respectively. As we can
see in Figure 4.9, TFWC’s responsiveness is similar to TFRC, and TCP has little ripple in throughput
when sudden network condition changes. If we zoom in a little more as in Figure 4.9(b), TFWC is faster
than TFRC when filling up the available bandwidth, for reasons that TFWC can cope with the speed of
Ack-clock whereas TFRC is bounded by that of an RTT at least.
4.6 Conclusion
In this chapter, we discussed the performance of TFWC protocol, a simple but novel congestion control
mechanism for streaming multimedia applications. We showed that TFWC can outperform TFRC in
various network settings through extensive ns-2 simulations. A rate-based congestion control faces prac-
tical implementation issues with timer granularity when RTT is small, like a local LAN environment,
whereas TFWC works just like TCP with its Ack-clocking mechanisms and does not suffer from this
limitation, giving better fairness. Similar limitations are well pointed out in [56] and [62]. Also, TFRC
can starve almost all TCP traffic under a DSL-like environment with low level of statistical multiplexed
link, whereas TFWC can co-exist with TCP nicely in the same conditions. As a result, rate-based con-
gestion control can starve or be starved with other types of congestion control mechanisms, especially
TCP, which is not desirable at all in the Internet.
In this context, TFWC is more realistic and practical when it is implemented in a real-world ap-
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plication without bearing all the troubles as introduced in Chapter 2, and it can still retain the nice
properties that the rate-based congestion control mechanisms have: favorable protocol smoothness,
fairness, and responsiveness for such an application. Therefore, if we have an option for multimedia
streaming applications, then this certainly seems to be a better choice than any other rate-based protocols.
To summarize the lessons learnt in terms of the performance metrics introduce in Section 4.1.2:
1. Fairness:
– Figure 4.3 shows that TFRC significantly starved TCP sources when the bottleneck band-
width is less than 2 Mb/s (θ ≈ 0.1), whereas TFWC was overtaken slightly in the same
conditions (θ ≈ 0.6 ∼ 0.7).
– Figure 4.4 shows that TFWC was really fair in all simulation cases (θ ≈ 0.5) using the
RED queue at the bottleneck, whereas TFRC still starved TCP sources when the bottleneck
bandwidth is small (θ ≈ 0.1).
⇒ These results explain that TFWC is less susceptible in reaching fair share of the link despite
the bottleneck bandwidth being small. In the high bandwidth regime, TFWC was even fairer
than TFRC using DropTail queue, though they both exhibited quite fair competing with TCP
flows with the RED queue at the bottleneck.
2. Stability
– Both TFWC and TFRC, the CoV developed markedly high values in the low bandwidth
regime (less than 1 Mb/s) as the number of sources increased. In this zone (low bandwidth
with extremely large number of sources), because the loss rate will be high, the second
term of the denominator in the complex TCP equation (Equation (2.2)) will be dominant
(i.e., tRTO 3
√
3p
8 p
(
1 + 32p2
)), where the timeout behavior comes into play throughout the
simulation. However, the TCP equation did not model the timeout behaviors accurately.
Therefore, it appears to be a limitation of the equation, instead of the protocols themselves.
⇒ Figure 4.5 and Figure 4.6 show that there to be no case where TFWC performs worse than
TFRC (i.e., they are not substantially different).
3. Smoothness
– With cwnd jitter enabled, the smoothness result presented in Figure 4.8 shows that TFWC
and TFRC flows are equally smooth (and much more smoother than those of TCP).
4. Responsiveness
– Figure 4.9 shows that TFWC decreased its sending rate as fast as TFRC when a CBR source
entered the network, whereas TFWC increased a little faster than TFRC when filling up the
pipe in the ns-2 simulation.
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From these results and analysis, we conclude that TFWC actually demonstrated a potential to be
used for a congestion control mechanism in the real-world (i.e., no case found where TFWC signifi-
cantly performed badly than TFRC). In the next chapters, we discuss and evaluate the TFWC protocol
implementations and performance when applied to a real application, the Vic tool [12].
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Chapter 5
Congestion Control for Interactive Video
Streams
This chapter describes the implementation aspects of TFWC and TFRC in the Vic tool. We give a brief
overview on the Vic transmission system, and show how we have integrated those congestion control
mechanisms into the system.
5.1 Introduction
The first real-world applications to provide interactive video streams over the Internet (by that time,
MBone [9]) were the INRIA Video Conferencing System (ivs) [6] and the Network Video (nv) [33] tool.
These tools had initially aimed at providing video streaming services at a relatively low bit rate based on
H.261 codec family, where nv tool only provided the video streaming. A little later, Vic [12] emerged,
reflecting the pros and cons in its design from these two applications, to support many features, for
example [49]:
• multiple network abstractions
• hardware-based codec support
• flexible and extendible object-oriented architecture
• various video compression schemes
However, these early-day video conferencing tools lack the support of congestion control mecha-
nisms as those control algorithms were not cooked well in the days. As we now have the decent options
for choosing the congestion control algorithms (i.e., our proposed mechanism and the IETF standard),
we have taken in one of the video conferencing tools for our research tool, Vic [12], and have rigor-
ously evaluated the congestion control mechanisms using the chosen system. In this section, we give
an overview of the Vic and its architecture, then describe our implementation aspects of two congestion
control mechanisms: TFWC and TFRC.
5.2 Vic Overview
The development and deployment of audio/video conferencing tools was initially fostered by the intro-
duction of IP multicast technology back in the 1990s. Since then, among other tools [6, 11, 33, 58], the
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Figure 5.1: Vic Architecture: high-level overview
Vic tool has continually developed until recently [1, 3], which is one of the reasons for choosing it as
our development platform. The Vic tool is a real-time, multimedia application for video conferencing
over the Internet, and supports various multimedia codecs, such as H.26x, DV, and MPEG. It is also
designed with a flexible and extensible architecture to support heterogeneous environments and configu-
rations. For instance, in a rich bandwidth environment, multi-megabit full-motion JPEG streams can be
sourced using hardware acceleration, while in low bandwidth environments like an ISDN environment,
aggressive low bit-rate coding can be carried out using software alone. Due to its high flexibility to ex-
tend features, Vic can be an ideal system when testing new transmission control algorithms, like TFWC
or TFRC. The object-oriented modular design allows us to seamlessly integrate two congestion con-
trol mechanisms, creating an excellent system environment to conduct various experiments for the new
mechanisms in a real network. Our application-level implementations stand out with other real-world
implementations (e.g., kernel implementation), in that the higher layer implementation relieves the re-
quirement for re-building a kernel or installing a new kernel module, but instead helps easier deployment
of the applications as provided. In the next section, we briefly overview the Vic architecture.
5.2.1 Vic Architecture
The high-level data flow of the Vic is illustrated in Figure 5.1. As the video device grabs frames, the
encoder performs block-based image compression, Real-Time Transport Protocol (RTP) framing, and
transmission of the packets. On the receiver side, as the packet arrives, it stores them into the play-out
buffer, de-framing RTP packets, and then finally decodes/renders the image frames. The congestion
control mechanisms can be sit in between the sender and receiver in which it provides the calculated
sending rates (cwnd for TFWC and inter-packet interval for TFRC), for example, to the send() method
at the sender. We uses the RTCP Extended Reports (RTCP XR) [34] to carry the information needed
by the congestion control mechanisms, while RTP delivers the data packets. For example, the data re-
ceiver reports the feedback messages, carrying AckVec messages, to the sender using RTCP XR packets.
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Figure 5.2: Overview of Vic Sender
Likewise, the data sender provides the AoA messages once in a while using the RTCP XR packet. Tradi-
tionally, RTP data packets and RTP Control Protocol (RTCP) control packets have been run on separate
User Datagram Protocol (UDP) ports. Vic also implements two separate channels, namely DataHandler
and ControlHandler, to convey data packets and control packets, respectively, on separate ports. We will
describe the full packet structure in Section 5.3.1.
5.2.2 Vic Sender
A general overview of the sender functionality is shown in Figure 5.2. At the sender, there are three
components that determine the overall system performance: grabbing device, encoder, and transmission
module. As Vic is a single threaded application, the interactions among these parts, therefore, greatly
influence the overall behavior of the packet transmission system. The ideal system in the steady state at
the sender is, then, to control the send buffer to:
• avoid buffer under-run
– buffer containing less packets than it would have been able to send.
• avoid buffer over-run
– buffer containing more packets than it can deliver in time.
To re-produce and compare the same experiments using different network parameters and con-
gestion control mechanisms, we have implemented a FileGrabber, which loads pre-recorded image
sequences (e.g., sources introduced in Appendix B) into so that the encoder can parse the frames from
memory for its necessary operation. Once the encoder performs its task (compression/encoding), the
encoded frames are inserted into the send buffer, from where the transmission system can perform RTP
packetization and transmission of the packets in a periodic manner.
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5.2.3 Vic Receiver
The Vic receiver’s primary task is to receive the transmitted packets, perform RTP de-framing, decode
them, and finally display on screen. As the packets arrive at the receiver, the network object dispatches
them to the de-multiplexer which implements the bulk of RTP processes. Then the packets are de-
multiplexed to the decoder, which decodes the frame and displays on to an output device.
We have presented the important fundamentals of the Vic system in this section. The rest of the
sections describe in more detail how the congestion control mechanisms have fitted to the Vic application.
5.3 Congestion Control in Vic tool
We have implemented TFWC and TFRC in Vic so that they can regulate the overall transmission rate
appropriately. We explain how we have realized TFWC integration into the Vic transmission system,
then the TFRC description is given later. In fact, we have used exactly the same underlying transmission
architecture for both protocols by converting TFRC to a sender-based protocol.
5.3.1 Packet Format
TFWC operates based on Ack flow. Although it seems obvious using RTP packet structure to convey
data packets, we cannot simply re-use RTCP packets (e.g., RTCP Sender Report, RTCP Receiver Report,
etc) as a means for carrying Ack messages. In general, those RTCP packets are very coarse-grained in
terms of timing, which does not satisfy our frequency requirement (i.e., one Ack message generation
upon reception of every data packet). Therefore, we choose an alternative packet format that satisfies the
requirements of Ack messages1.
To implement the Ackmessages in Vic, we use the IETF standard, RTCP XR [34], meaningAckVec
and AoA messages are carried by the RTCP XR packets (in short XR packet from now on). The XR format
is shown in Table 5.1, where BT stands for the Block Type.
0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| BT | type-specific | block length |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
: type-specific block contents :
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
Table 5.1: RTCP XR Format [34]
There are a number of block types defined in the XR packet specification. Among them, we have
selected the Block Type 1, Loss RLE Report Block, to carry the AckVec and AoA messages. This block
type permits detailed reporting of individual packet receipt and loss events. The block format is shown
in Table 5.2, whereby begin seq indicates the starting sequence number that this Ack is reporting,
end seq the ending sequence number that this Ack is reporting, and then the rest of chunks build AckVec
as a bit vector format (we give a full depth detail on AckVec implementation in the next section.).
1RTCP feedback mechanisms itself is, therefore, insufficient for congestion control purposes as it is likely to operate at much
slower timescales than other transport layer feedback mechanisms (that usually operate in the order of RTT), which our proposed
TFWC desperately desires.
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0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| BT=1 | rsvd. | T | block length |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| SSRC of source |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| begin_seq | end_seq |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| chunk 1 | chunk 2 |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
: ... :
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| chunk n-1 | chunk n |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
Table 5.2: RTCP XR Loss RLE Report Block Format [34]
It is worthwhile pointing out that there is a rate limit for RTCP packets transmission [59]. The con-
trol traffic should be limited to a small and known fraction of the session bandwidth, so that the primary
function of the transport protocol to carry data is not impaired significantly. In order to meet this band-
width requirement while being able to provide immediate feedback, a recent standard has been proposed
at IETF [40], which defined an extension to the Audio-Visual Profile (AVP). This early feedback profile
(AVPF) maintains the AVP bandwidth constraints for RTCP and preserves scalability to large groups.
This reduced-size XR reports can certainly help in preventing the network from being overwhelmed by
control packets. However, these reduced control packets are likely filtered out at most current Network
Address Translation (NAT) devices or middle boxes, preventing RTP sessions establishing correctly. In
this thesis, we leave these issues aside, and adopt RTCP XR Block Type 1 to convey our Ack messages
as it serves perfectly well within our design scope2. It also makes sense as our congestion control mech-
anism currently supports unicast multimedia applications, which does not require a tremendous number
of control packets (i.e., the rates for the control packets are well bounded by the 5% rule in our scenar-
ios.). But, again, if these congestion mechanisms are considered for use in a multicast application or an
IPTV-like application, the XR report rates should be deemed carefully.
5.3.2 Architecture
In this section, we give an overview of the work flow of the congestion control mechanisms within the
Vic tool. For the Ack-clock based TFWC protocol, there are two triggering mechanisms to invoke packet
transmission at the sender:
• as the sender receives an Ack message, it prompts packets to be sent
– we can say the Ack-clock invoked packet transmission
• as an application generates packets, they become due for transmission
– we can say the application drove packet transmission
This is illustrated in Figure 5.3. Initially the application generates a data packet and sends it to the
receiver immediately. Then, as the Ack arrives, it updates cwnd and RTT, and sends the next available
2According to [59], the control packet rate should not exceed 5% of those for data packet rates. With 1000 bytes RTP data
packet and 40 bytes of RTCP packet, the 3.75% limitation is large enough for a receiver to send an RTCP packet at every other
data packet interval.
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Figure 5.3: High-level Architecture of Congestion Control in the Vic tool
data packets, and so on, where it can be seen as the application-driven packet transmission. At the later
stage of transmission, as the sender receives Ack message, it updates cwnd and RTT and check if the
updated cwnd allows sending packets in the send buffer, where this can be seen as the Ack-clock driven
packet transmission.
So, what we actually implement is that, as the sender produces packets, it first checks the control
channel to see if any XR packets have arrived at the socket buffer. If they have, the AckVec information
is then processed first by the TFWC sender module (in order to quickly update cwnd and RTT). If not,
the application looks up the send buffer and transmits packets as long as cwnd allows. The sender also
builds the AoA message using the XR packet once in a while and sends it to the receiver.
So far, we have described the Vic architecture and some of the fundamentals to the congestion
control in the Vic tool. In the next sections, we give important implementation aspects of these two
congestion control mechanisms.
5.4 Implementation
5.4.1 AckVec – bit vector
As described in Section 5.3.1, TFWC AckVec uses the XR packet format shown in Table 5.2. To imple-
ment AckVec, unlike the implementation in the simulator, we use a bit vector to indicate the reception
of packets using the chunk fields in the XR packet. Suppose the receiver builds an AckVec reporting
the following packet sequence numbers, (20 19 18 16 15 14 13 11 10), assuming the current AoA is 9.
Then the receiver calculates the required number of bits as num bits = latest seqno− AoA: in this
example, the number of required bits to build the AckVec is 20− 9 = 11. Then, it lets left-shift chunk
indicating 1 if it has received it or 0 if not received, as shown in Figure 5.4. Finally, the receiver sets:
begin seq = AoA + 1
end seq = latest seqno + 1
When the number of required bits exceeds 16 bits (i.e., when the receiver is reporting the feedback
more than 16 packets), then it builds additional chunk(s). So, the receiver performs bit shifting tasks on
receipt of each data packet.
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Figure 5.4: AckVec implementation using bit vector
When the sender receives this AckVec message, it extracts the begin seq and end seq from the
XR packet, and re-construct AckVec to the real sequence numbers by examining each bit in the chunk
array.
5.4.2 Packet Re-ordering
In the Internet, packet re-ordering is generally not common. However, re-ordering can potentially harm
the performance of interactive applications when it happens, although the margin is a little larger for non-
interactive streaming applications. There are normally three causes that the sender detects re-ordering,
which are:
1. Packets are re-ordered in transit
2. Ack messages are re-ordered
3. Both packets and Acks are re-ordered
The packet re-ordering can introduce two errors in the processes of congestion control modules, if
not properly dealt with. They can be:
• cwnd computation error
When packet re-ordering occurs, the late arriving AckVec (containing the re-ordered packet se-
quence number) will supersede the AckVec that already arrived at the sender (which does not
contain the re-ordered packet sequence number). In this case, both the late and the early AckVec
will result in a wrong ALI computation, which eventually can lead to a wrong cwnd calculation.
• RTT measurement error
The standard TCP does not update RTT with the re-ordered packets, simply in order not to reflect
them when calculating the new RTT. Furthermore, when the re-ordering is out of the DupAck
range, they do not reflect them in a new cwnd computation by discarding the excessively disordered
packets. Similarly, TFWC and TFRC in our implementation do not update RTTs when packets are
disordered.
To address these errors, we have devised a mechanism that can revert ALI when the re-ordered
packet is received. That is, when the disordered packet triggered a new loss event previously, we revert
the ALI and the timestamp for the last lost packet to the earlier state3.
3Assume the disordered packet is received within the three DupAck range.
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5.4.3 RTT Measurement – socket timestamp
TFRC uses the smoothed RTT directly into the TCP equation when computing the sending rate, whereas
TFWC operates on an Ack-clock basis in which RTT is implicit. Therefore, in the case of TFRC, the
correct and accurate RTT measurement is extremely important to get the right rate. However, we have
observed that, due to the OS’s clock granularity, the varying overall system load, and various buffering
issues, the sampled RTTs did not meet the expected level of precision when the link delay is extremely
short (e.g., less than 1 ms in a university LAN environment). In such an environment, the measured RTT
demonstrated higher values than it should have been: a considerable drawback for a rate-based protocol.
In these short RTT environments, there could be two options to alleviate these side effects by using Unix
socket options4 at the sender and receiver side, respectively, as below:
• Sender Side Option
SO SNDBUF – when sending packets, they can go into a large kernel buffer and stay there for
an arbitrary amount of time after timestamped. Therefore, the sampled RTT cannot reflect them
accurately when the link delay is so small. To mitigate this side effect, we can shrink the UDP
send buffer size adequately, using SO SNDBUF option in the socket.
• Receiver Side Option
SO TIMESTAMP – likewise, when we compute RTT at the higher layer of application by calling
gettimeofday(), these values are likely to include the kernel buffering time as well, adding
arbitrary delay after all. When RTT is extremely short, these kernel buffering time can go several
times greater than the actual RTT. In this case, we can use the kernel timestamp to abate the
problem by using SO TIMESTAMP option in the socket.
With the above socket options, the sampled RTT and its smoothed version captured the actual
values more accurately, which then resulted in improved stability for TFRC sending rate computation.
Moreover, as we mentioned in Section 5.3.2, whenever the Vic sends packets, it looks up the control
channel to see if there are any XR packets awaiting in the socket. As the Vic is single threaded, probing
to retrieve XR (and to update congestion control state information) would help to obtain more accurate
values (cwnd and RTT), instead of waiting for the scheduler to be arranged next time.
5.4.4 Packets or Bytes? – estimating packet size
Unlike the simulations, the packet size of the real video streams are highly variable. When the packet
sizes are small, the control of sending rate by a window that computes available number of packets can
become ungainly. Instead, if we compute the window in bytes then it could give more headrooms when
the packet sizes are small. One may argue why don’t we develop the TFWC equation (Equation 3.4) that
can compute cwnd in bytes in the first place, instead of calculating the number of packets? However,
recall that the loss event rate (p) in the TFWC equation had to have a measuring unit, which is a fixed size
packet, hence the equation yields cwnd computation in packets. Therefore, in order to compute cwnd in
4This Unix socket options can be enabled using setsockopt(). For further information, man 2 getsockopt on any
Unix-like systems.
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bytes, we introduce a simple converting formula:
β = s ∗ ω (5.1)
where β stands for cwnd in bytes, s the average packet size, and ω being cwnd in packets.
Then, the question is how to measure and compute the average packet size. In order to compute the
average packet size, we have used the EWMA averaging method. As known, the choice of the EWMA
coefficient can drastically affect the averaged values. To this end, we have conducted a simple heuristic
measurement study which worked well, and come to a conclusion for the use of two separate coefficients:
use larger coefficient for the large frame, and small coefficient for the small frames.
We have observed that the packet sizes are often small and so as the frame size. Thus, we applied
the smaller coefficient when frames contained two or less packets, whereas the bigger coefficient when
frames contained more than two packets, which is shown in Equation 5.2.
L : s1(n) = λ1 ∗ a¯(n) + (1− λ1) ∗ s1(n− 1)
S : s2(n) = λ2 ∗ a¯(n) + (1− λ2) ∗ s2(n− 1)
(5.2)
where:
• L and S: long and short frames, respectively
• s(n): EWMA averaged packet size for the nth frame
• a¯(n): arithmetic mean packet size for the nth frame
• λ1: 0.75
• λ2: 0.15
The estimated packet size dynamics are shown in Figure 5.5, where x-axix shows the run time in
seconds, and y-axis shows the packet size in bytes. Figure 5.5(a) uses the Macbook built-in iSight R©
USB webcam that has high motion complexity. The actual packet sizes are nearly 1000 bytes, where the
last packet on every frame appears to be a lot smaller. Figure 5.5(b) uses the same USB webcam which
shows a fairly low to medium motion complexity. For the high motion complexity, it has generated more
than 2 packets per frame, hence, applied the L equation, whereas the low to medium motion complexity
cases have used the S equation to estimate the average packet size. With this packet size estimation
result, we calculate the cwnd size in bytes using Equation (5.1).
5.4.5 Sender-based TFRC
For the fair comparison between TFWC and TFRC, we have converted TFRC to a sender-based mode,
where the data sender computes the loss event rate. As we already have the underlying transmission
system to carry data and control packets, we use exactly the same platform when converting TFRC to
a sender-based mode. For example, we carry on using AckVec mechanism that TFWC has used when
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Figure 5.5: EWMA-Averaged Packet Size
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reporting the reception of data packet. Then the rest of the implementation becomes relatively straight
forward apart from calculating the send rate: in this case, inter-packet interval. To calculate the inter-
packet interval, we translate the calculated sending rate (from the TFRC algorithm) to those intervals as
follows:
γ =
s
χ
(5.3)
where γ is the inter-packet interval in seconds, s the EWMA-averaged packet size in bytes, and χ be-
ing the computed sending rate by TFRC. Then the Vic transmits the packets by spreading them out in
the computed interval by invoking timeout(γ) method in those intervals, whereby the timeout(γ)
method calls the send routine in the Vic after γ seconds and checks whether it allows the next packet trans-
mission. One thing that should be considered in this operation is that we need to calibrate γ appropriately
when the OS scheduler does not select the Vic process timely due to its interrupt timer granularity.
For example, the Vic’s send routine is scheduled at time t > γ, where t is a positive constant5.
Then, the next timeout() should be called using a new interval (γnew) followed by an immediate
packet transmission, where γnew = γ − (t− γ) = 2 γ − t. In order to compensate this timing error, we
therefore introduce a calibration formula as follows.
Let:
• t be the time that OS scheduled the send process, and γ the inter-packet interval.
• γ < t < k γ , where k =
⌊
t
γ
⌋
(k is a maximum integer value that satisfies the inequality)
Then, the calibrated inter-packet interval (γnew) is:
γnew = (1 + k) γ − t (5.4)
where the Vic immediately sends k packets before it sets a new timer using γnew. However, when
the calculated γ is much smaller than the host OS’s clock granularity, this calibration would not work
effectively. In an extreme case where RTT is extremely short with high data rates, it would result in a
very bulky packet transmission: one of the limitations being a rate-based controller.
5.5 Summary
In this chapter, we have given the overview of the Vic architecture and its underlying transmission system.
We have also described how we have integrated two congestion control mechanisms into the Vic tool. To
implement Ack mechanisms, we have used the RTCP XR packet format (Block Type 1) to carry AckVec
and AoA information between a sender and receiver. When packet re-ordering occurs, we investigate if
the disordered packet initiated a new loss event. If it did, we then revert the ALI and the timestamp for
the last lost packet into the previous state. For TFRC, the accurate RTT measurement is critical as it
5Assume (γ < t < 2 γ) for this particular example, and (γ & C) , where C is a host OS’s clock granularity.
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is directly used in the equation. Therefore, we have dealt with the small but influential arbitrary delay
using two socket options: SO SNDBUF and SO TIMESTAMP. We then introduced the cwnd computation
in bytes instead of packets in order for the congestion control to actually administrate the sending rate
efficiently. For example, suppose there are 20 packets (small-sized packets) in the send queue awaiting
for the transmission with a small cwnd, let say 10. It could build a persistent queue of 10 packets bounded
by an Ack-clock, whereas if we maintain the cwnd size in bytes, then we could send as many number
of bytes as Ack acknowledges them. Finally, we turned TFRC into a sender-based mode partly for a
fair comparison, and for the easiness of implementation (re-used the underlying transmission system).
In the following chapter, we will evaluate the performance of TFWC and TFRC using the developed Vic
system.
Chapter 6
Experiments and Evaluations
There have been dozens of algorithms and techniques to propose end-to-end congestion control for real-
time media streaming applications, but none of them have been widely used to date in real-world ap-
plications. Instead, such applications simply use TCP directly for pre-recorded, stored media, or UDP
when there is a strict timing requirement. This leads to the question why not apply the proposed control
mechanisms in the application? One of the reasons could be that the congestion control techniques are
only proven to work in simulations, or the benefit is not substantial enough to convince the application
writers to use them when codecs are so powerful. This chapter answers this question using results from
real-world experiments and analysis using the Vic video conferencing system [12].
6.1 Introduction
We have conducted simulation studies in Chapter 4 that TFWC can generate fair and smooth throughput
while being responsive to changes in the bandwidth. In this chapter, we evaluate TFWC (our proposed
mechanism) and TFRC (the proposed standard mechanism in the IETF) using the Vic application. The
objective of these experiments is to study and discuss the two protocols’ behavior in interactive video
conferencing system (e.g., Vic) and verify the applicability of these congestion control mechanisms. To
the best of our knowledge, this is the first research work at present to apply the two types of congestion
control mechanisms (i.e., rate-based vs. window-based) in a real-world application and examine the
overall systems performance.
6.1.1 Methodology and Environments
The methodologies used for the real-world experiments are similar to those used for simulation studies,
which are explained in Section 4.1. We start by validating the functional blocks of the TFWC within
the Vic tool. Similar to the simulation studies, the validation includes the AckVec mechanism, the ALI
computation, the cwnd computation, and the timers. Some detailed validation results are presented in
Appendix A.3.
For the test environments, we run the Vic tool over HEN testbed [5]. The HEN testbed provides
flexible and reconfigurable experimental network topologies that can be easily controllable to meet our
objectives. The testbed network topology we use is a simple dumbbell structure shown in Figure 6.1.
When constructing the test environments, we create TCP cross traffic sources using the iperf tool [7],
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Figure 6.1: HEN Testbed Topology
and configure bandwidth, delay, and the bottleneck queue size using Dummynet package [4]. Each node
is equipped with an AMD OpteronTM 248 CPU (2.2Ghz) with a 2GB of memory running Linux (kernel
2.6.23 patch level 12). We have also used an Apple Macbook computer equipped with a built-in iSight R©
USB webcam. Table 6.1 shows the specifications of machines that were used in our experiments.
With this environment, we evaluate the metrics introduced in Section 4.1. However, considering
the different nature of real-world video streaming with the sources used in the simulations, we will re-
interpret them and introduce new performance metrics in this chapter. The performance metrics can
be classified into two categories: namely, network oriented and end-user oriented. While the four per-
formance metrics used in Chapter 4 fall into the network oriented measures, we have yet to discuss
suitable measures that can directly reflect the end user’s impression. For example, in order to measure
the received video quality it is hard to conclude which one of the four metrics represents the perceived
quality directly. Thus, we introduce PSNR and MOS when evaluating the TFWC and TFRC protocols
in the video conferencing system to measure the end user’s perception. In the simulations, we did not
need to use these user-oriented metrics as we used sources that possess a FTP-like characteristic – it did
not necessarily emulate a multimedia video characteristic (e.g., in the simulations the data packets were
always available at the sender – see Section 4.2.1). There is a relevant work that enables transmitting
pre-recorded image sequences over ns-2 simulator [42], but it is unclear as to how well the systems can
best reflect the dynamics of real-world applications. In summary, we need to re-define the metrics that
were used in the simulations, and also introduce a new set of measures for the performance study in this
chapter. In the following sections, we discuss further the two categories of the performance metrics used
with the Vic application.
6.1.2 Performance Metrics: Network oriented
We have introduced the four metrics in Section 4.1.2: fairness, smoothness, stability, and responsiveness.
All of these are, to some extent, network-friendly metrics that did not consider the characteristics of the
Table 6.1: Inventory of the test machines used for experiments.
Model CPU No. ofCPUs
Memory
(GB) Operating System
Sun X4100 AMD Opteron
R© Proessor 248
2.2Ghz 1 2 Linux 2.6.23 patch level 12
Apple Macbook Intel Core 2 Duo R© 2.26 Ghz 2 2 Mac OSX 10.6.4
Experiments and Evaluations 79
 0
 20
 40
 60
 80
 100
 30.2  30.25  30.3  30.35  30.4  30.45  30.5
se
qu
en
ce
 n
um
be
r
time (sec)
H.261 Video Packet Stream
(time-seqno plot)
start encoding end encoding packet
Figure 6.2: An Example of H.261 Video Packet Streams without Congestion Control
media content and its underlying transmission system which also affects the user’s final impression.
These metrics are defined under the two assumptions, which are:
• data availability – application data is always available.
• packet size – packet size is fixed.
The above assumptions need to be questioned when it comes to the real-world. For example, the
protocol’s smoothness may not be ideally achieved in the real-world applications as in the simulations,
because the application data may not be always available to be sent even though congestion control
modules have established such a smooth rate (i.e., the data would have been sent if it were available).
It is partly due to the fact that the media encoder normally encodes frames when the media contents
become available, resulting in the output bit rate being highly bursty. Therefore, although congestion
control mechanisms can provide a very smooth transmission rate, the actual transmission rate may not
be as smooth as one would have hoped, because it can be limited by application data. Another difference
that we consider in this chapter is the packet size. Unlike the simulations, the packet size (and frame
length) can be highly dynamic depending upon media content and encoding bit rate. Normally speaking,
the bigger the frames the longer the packet sizes. In the next subsections, we describe the practical cases
of the above two assumptions in terms of validating of how well or ill-fitted they are in real cases.
6.1.2.1 Data Availability
Let’s take a look at a practical example for the first assumption. Suppose there is a video streaming appli-
cation using the H.261 codec in an environment where the receiver is behind a typical DSL-like Internet
link and the server is located in a university campus network. There is no congestion control mechanism
applied in this example. Figure 6.2 shows the time vs. sequence number plot (so called, time-seqno plot)
at the sender. It shows that the application transmits the packets immediately as the frames are encoded
into the packets (the two adjacent vertical lines stand for the start and end of encoding, respectively),
resulting in a bursty send rate overall. Thus, a rate-based congestion control algorithm would space
out the packets to produce a smoother transmission rate, and a window-based congestion control would
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adjust the window size to have similar effects in the send rate. Nevertheless, the application’s send rate
might not always be as smooth as the calculated rate by a congestion control mechanism. Thus, it is
less meaningful to evaluate the smoothness of the application send rates, because these rates are often
limited by data availability.
6.1.2.2 Packet Size Variability
Let’s consider another example to show how the packet size can vary in practice. As briefly mentioned,
the packet size of multimedia applications can be remarkably variable, especially when the source ma-
terial is dynamic. Before mentioning the packet size variability, we start by revisiting the multimedia
transmission scheme briefly. A typical encoding and transmission procedure can be explained with the
following steps: compression, packetization, and transmission. So to speak, the video device grabs raw
images from the source and feeds them to a codec: for example, the H.261 codec in the Vic application.
Then, the encoder performs per frame image compression and packetization, where each frame is parti-
tioned to small blocks and only the changed blocks are transmitted. In this scheme, when the source is
highly dynamic, the frame size1 would become larger (because almost every partitioned block has to be
transmitted), generating larger packets.
Now, consider two video image sources that have high and low motion complexity, respectively.
We have chosen one of the well-known CIF image sequences, foreman.yuv (352×288 pixels)2, to
demonstrate the high motion case, and the Apple Macbook built-in iSightTM USB webcam for the low
motion case. Both video sequences are coded at 30 fps and transmitted using the H.261 codec in the
Vic application. The video sources are run in a local LAN environment separately, and we plot them
together for a half a second period. When streaming video using the built-in iSightTM USB webcam,
the user did not move much in front of the camera apart from natural facial movements to emulate low
motion complexity. Figure 6.3 shows the packet size dynamics for the two different video sources. As
you can see in this graph, the foreman source has generated packets of 1000 bytes with approximately
1In this thesis, we mean the frame size as the total number of encoded bits for that frame.
2A brief summary of foreman.yuv can be found in Table B.1. Also, the sample video sources can be downloaded from [13].
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Table 6.2: Mean Opinion Score [15]
MOS Quality Impairment
5 Excellent Imperceptible
4 Good Perceptible, but not annoying
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying
10 packets per frame3, whereas with the USB camera the source has generated only one packet per frame
and the packet size is extremely small (200 bytes roughly) compared with the foreman source. Although
it did not appear in Figure 6.3, both the packet size and frame length did increase notably when a user
moved significantly around in front of the camera to create high motion complexity.
As a result, the two practical examples shown in Section 6.1.2.1 and Section 6.1.2.2 showed that
our earlier assumptions are no longer valid, and this must be taken into consideration in the real-world
experiments.
6.1.3 Performance Metrics: End-user oriented
So far, we have investigated the performance metrics from a network-oriented view, mainly when using
ns-2 simulator. The four metrics that we repetitively speak of (fairness, smoothness, stability, and re-
sponsiveness) are related to attributes of a protocol’s behavior over various network environment without
directly considering users’ satisfaction. Of course, when the networking research community initially
developed these metrics it is widely considered that they are closely related to users’ contentment to a
certain degree. The development of TFRC and its variants is due to this consensus: for instance, users
prefer a smoothness in the send rate to abrupt changes. However, the smoothness alone is insufficient to
quantify users’ satisfaction. To address the quality of multimedia video streaming services from a user’s
point of view, we introduce the two commonly used measures in this section, which are:
• Peak Signal-to-Noise Ratio (PSNR)
• Mean Opinion Score (MOS)
Broadly speaking, there are two categories in the quality measures, namely subjective quality and
objective quality measures. The subjective quality metrics capture how the video is perceived by users
and designates users opinion on a particular video sequence. However, subjective video measures are
extremely expensive: highly time consuming (to prepare and run), with a high level of human resources
and special equipment also being needed. Such subjective measures are described in ANSI [2], ITU [17,
18], and MPEG [38]. The main idea of measuring subjective video quality is calculating MOS values of
the transmitted video sequences at the receiver side. The MOS tests for voice was specified quite some
time ago in [15] (shown in Table 6.2).
As the subjective measures are quite expensive and complex, objective metrics have been devel-
oped to emulate the quality impression of the human visual system. In [65], the authors had extensive
discussion on various objective metrics and their performance compared to subjective test cases. Never-
3The tailing packet size was always smaller than the packets in the middle of the encoding loop.
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Table 6.3: An Example of PSNR to MOS mapping
PSNR [db] MOS
> 37 5 (Excellent)
31 - 37 4 (Good)
25 - 31 3 (Fair)
20 - 25 2 (Poor)
< 20 1 (Bad)
theless, the Mean Square Error (MSE) and PSNR are the most popular difference metrics in networked
video transmission systems: MSE measures image difference and PSNR measures image fidelity (i.e.,
how closely an image resembles a reference image). The popularity of these metrics is rooted in the fact
minimizing MSE is equivalent to least-squares optimization (e.g., minimize the sum of squared residu-
als4), and their calculations are very easy and fast. The PSNR compares the maximum possible signal
energy to the noise energy, which has shown to result in a higher correlation with the subjective quality
perception. Then, the PSNR of two image sequence, I and I˜ , can be computed by:
PSNR(I, I˜) = 10 log10
m2
MSE(I, I˜)
, (6.1)
where
MSE(I, I˜) = 1
XY
∑
x
∑
y
[I(x, y) − I˜(x, y)]2 (6.2)
for pictures of size X ∗ Y pixels, and m is the maximum value that a pixel can take (e.g., 255 for
8-bit images).
However, the PSNR is a controversial metric; some studies have shown that PSNR to poorly cor-
relate with subjective quality [35, 64]. Recently, therefore, PSNR has been at the center of a constant
debate as to whether it is completely irrelevant for evaluating the quality of digitally compressed video
or the performance of a video codec. In spite of the ongoing debate and discussion, it is still widely
used when evaluating codec performance (e.g. as a measure of gain in quality for a specified target
encoding bit rate), video codec optimization or as a comparison method between different video codecs
(e.g., [10]). Thus, we can say PSNR is arguably considered to be a reference benchmark for developing
perceptual video quality metrics. The validity of PSNR is particularly agreed when used carefully; it
is only conclusively valid when it is used to compare results from the same codec (or codec type) and
content. Given the fact that the PSNR measure is a reasonable measure to evaluate the end-user’s im-
pression with the same codec and content, we calculate the MOS values to map the PSNR percentages
of the received frames as shown in Table 6.3.
6.1.4 Video Codec
The choice of codecs plays an important role in the overall performance of multimedia transmission
systems. To select a suitable video codec for our experiments, we have considered the following criteria:
4The residual is a difference between an observed value and its reference.
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Figure 6.4: An example of elapsed time for the H.261 codec with sources of foreman (high motion
complexity), paris (medium motion complexity), and akiyo (low motion complexity), respectively.
Each video source runs independently at an LAN like environment and plot them all together. They are
coded at 30 fps with a bit rate of 3 Mb/s roughly.
• The codec must be as simple (and as fast) as possible to minimize complexities for the overall
systems performance analysis
• The video compression principles must be similar to a modern codec (e.g., H.264 [16, 19]) –
block-oriented motion-compensation coding scheme5
While considering the criteria, we have not counted on the coding efficiency as it is simply not our
goals to study issues around the codec’s performance. To meet our requirements as closely as possible,
we have chosen to use the H.261 [14] as a reference video codec in this thesis. the H.261 codec is
fairly simple and, therefore, a choice quite suitable to serve our purpose for studies on the interactions
between codecs and congestion control mechanisms. The Vic tool also implements a derivative of the
H.261 codec. As explained in [49], the H.261 codec in Vic performs intra-mode only using the so-called
conditional replenishment procedure, mainly to overcome severe decoding impairments and to enhance
compression efficiency especially when packet loss occurred. Figure 6.4 illustrates a typical encoding
time using the H.261 codec using an Apple Macbook fitted with an Intel Core 2 DuoTM 2.26 Ghz CPU
and 2 GB of memory. Of course, the encoding time will largely depend on the overall system load and
media contents, it seems reasonable for our experiments.
6.1.5 Section Summary
We have described our test environments and performance metrics in this section. To summarize, we
will construct various network environments over the HEN testbed at UCL Computer Science using
iperf (to create cross TCP traffic sources) and Dummynet (to regulate bandwidth, link loss rate, and
bottleneck queue size). We will evaluate two performance categories, network oriented metrics and
end-user oriented metrics, in the rest of this chapter, using the H.261 codec implemented in the Vic tool.
5Although the H.261 on the Vic only runs intra-mode only, it applies a special algorithm, called the conditional replenishment
procedure, which is quite similar to the block-based motion-compensation encoding scheme.
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Figure 6.5: Vic Data Streams
6.2 Send Buffer Control
In this section, we examine how the send buffer affects the overall dynamics in the Vic system. As briefly
explained in Chapter 5, the packet streaming output rates are determined mainly by relations between
two components in the system: grabbing rate by video device, and codec bit rate (which then becomes
an input rate to the send buffer), as illustrated in Figure 6.5. As the video device grabs image frames (at
a constant rate, namely frame rate), the grabbed images are fed to the codec which transforms them into
a series of packets (namely frame size), and then inputs them to the send buffer (this rate is variable).
Once the packets are stored in the send buffer, the system transmits them with a rate established by
congestion control module. So, the system dynamics can be determined by the interactions between
these components. Our aim, then, is to control the send buffer length (to minimize end-to-end packet
latency and to ensure there are always available data to transmit) while generating the best image quality
as much as possible (by increasing codec bit rate and/or grabbing rate) with the aid of congestion control
mechanisms. The role of congestion control mechanisms is to give useful information to the application
(specifically to codec and grabber) so they can alter the target bit rate or frame grabbing rate on the fly.
Consequently, the application adjusts the frame rate and frame size6 to control the send buffer for the
requirements of the real-time interactive video conferencing systems. Therefore, instead of using a fixed
frame rate and size a priori throughout the entire life time of the connection, Vic varies the frame rate
and size on the fly to control the send buffer length and to achieve the best possible image quality while
maintaining the application requirements. There are two parameters that can control the frame rate and
size: fps in the video device and the quantizer in the codec (so-called, q factor in Vic). We can achieve
our best frame rate by automatically adjusting fps on the fly and also frame size by manipulating the q
factor within the encoding loop. In summary, the send buffer can be controlled by:
• frame rate control – adjusting fps
• frame size control – adjusting q factor
6As mentioned, the frame size means the total number of encoded bits for that frame. Thus, the frame size control in this
thesis means controlling the output encoding bit rates – i.e., it does not mean image sizes in X ∗ Y pixels.
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In the next two subsections, we detail how we can control the send buffer with the support from
congestion control mechanisms.
6.2.1 Frame Rate Control
Let’s consider an example of the dynamics of the send buffer size when no congestion control techniques
are applied. Figure 6.6 shows a typical send buffer dynamics without congestion control. The flow runs
approximately 1.5 Mb/s with a frame rate of 30 fps. Also the codec’s q factor is set to 10 for the entire
life time of the flow. Each frame size is 5∼7 packets roughly, and all packets associated with a frame
have transmitted just after finishing an encoding loop (similar to Figure 6.2), which results in keeping
the send buffer length between 0 and the number of packets for that frame (the right hand side of y-axis
represents the send buffer length in packets). It may look good at first glimpse because Vic maintained
the send buffer length always smaller than a frame size, which drives the end-to-end latency as low as
possible. However, it may not fully utilize the available network resources, because the packets would
have been transmitted if they were in the send buffer. Decreasing q factor simply cannot be a solution
because it may lead to building up a persistently increasing queue in the send buffer. Therefore, we
require some sort of control mechanism.
Now consider we apply TFWC in a similar environment in the Vic system. With this network
environment, the approximated cwnd size is going to be quite large (using Equation (4.5) cwnd in this
example is roughly 150 packets, assuming the bottleneck queue is 50 packets – i.e., the default Dummynet
queue size). Then, the dynamics would be similar to Figure 6.6. However, cwnd will decrease as packet
loss occurs. For example, if cwnd is 3∼4 packets, the send buffer will grow forever (average number of
packets per frame was 5∼7 packets), hence the need to control the frame grabbing rate at some point. In
fact, we actually skip grabbing frames when send buffer builds up7.
In this network environment, our target is to keep the send buffer length to less than approximately
5 frames8, the maximum number of frames which satisfies the timing requirement (e.g., 200 ms) for
On Grabbing Image Sequence1
/* check send buffer length and decide suspend grabbing */2
sbuf = get sbuf len();3
if sbuf > 5 frames then4
suspend grabbing();5
end6
Algorithm 4: Skip frame grabber for the send buffer control
7We have illustrated the detailed mechanisms how to measure the send buffer in Appendix C.
8The total elapsed time for the ith frame (ti) transmission can be computed roughly as:
ti =
ni s
l
(sec)
where:
– ni: the total number of packets for the ith frame
– s: packet size in bits
– l: link speed in bits/sec
Then, it takes (7 packets ∗ 1000 bytes ∗ 8)/1.5 Mbps ∼= 0.037 (sec) to fully transmit a frame. Therefore, in order to meet the
timing requirement for the interactive video applications (which is 200 ms), the buffer can hold up to 5 frames. Note this reference
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Figure 6.6: Dynamics of Vic send buffer length. We have used foreman.yuv over HEN testbed. The
bottleneck bandwidth is configured to 10 Mb/s with a delay of 40 ms using Dummynet - a fairly similar
network environment between a DSL to an ISP network.
real-time and interactive video sessions, as shown in Algorithm 4.
To demonstrate how we control the send buffer enabling TFWC this time, we introduce a small
loss rate to push down cwnd value: note, without a loss, cwnd will grow only if the TCP window
validation [37] is not used. Figure 6.7 uses a dumbbell topology just like the one used for Figure 6.6 over
HEN testbed: 10Mb/s of bandwidth with 40 ms link delay using foreman source. We have introduced
1∼2% of random packet loss in this experiment. We plot the send buffer dynamics during a half a second
period. As the send buffer builds up it skips grabbing frames (shown by the dashed line in the graph)
when the send buffer exceeds its length containing 5 or more frames, so the Vic system drains the send
queue upon the next Ack-clocks: packets are transmitted in Ack-clocking basis. Here the average cwnd
size is approximately 10 packets. Roughly speaking, cwnd is inversely proportional to the square root
of the loss event rate. The first term of Equation (3.2) is dominant at low loss rates whereas the second
term will be dominant in a high loss rate regime. Hence, Equation (3.4) can be further simplified:
w´ ← c√
p
, (6.3)
where w´ is an approximated cwnd, c is a constant, and p is a loss event rate. Then, w´ ∼= 1/√0.01 = 10.
As a result, the video device suspended grabbing image sequences as explained, resulting in the
frame rate of 20 fps. However, adjusting frame rate alone is rather a crude control (i.e., when it skips a
frame, it ends up missing whole packets associated with the frame). In the next subsection, we investigate
a finer control technique to manage the send buffer.
is based on a worst case scenario where cwnd becomes a very small in a DSL-like environment. Therefore, this reference buffer
size could be considered as a soft lower bound.
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6.2.2 Frame Size Control
As illustrated in Figure 6.5, the send buffer management can be accomplished in two separate ways:
control grabbing rate and codec’s output rate. In the previous subsection, we have explained the grabbing
rate control mechanism when the buffer significantly builds up. Whilst this method can manage the send
buffer length effectively to some degree, it has its limitations. First, when video device skips grabbing
a frame, it misses all packets associated with the image sequence, in which some have actually been
packetized and transmitted in time successfully – possibility of abrupt image quality degradation. Thus,
when the send buffer exceeds unacceptable range (e.g., a upper bound), it would be better if we:
• have a finer granularity control scheme instead of frame-by-frame, when necessary.
• reduce the codec’s output bit rate, leaving the input frame rate unchanged.
Second, the frame grabbing rate cannot go faster than a maximum rate that a codec can accommo-
date, so when the system runs at the maximum frame rate, the only way to increase the bit rate is to
dynamically change the q factor – a possible limitation on maximum achievable image quality, if not
changing quantizer when possible. In this case, the codec would have been able to generate a higher bit
rate by decreasing the q factor. Figure 6.8 suggests that the bit rate curves move from one to another as
the source’s motion complexity varies for different q factor values.
Similar to other video conferencing systems, the Vic tool does not have a direct mechanism to con-
trol the codec’s output bit rate on the fly – i.e., once the q factor is preset at the beginning of transmission,
all images use this fixed q value throughput the entire life time of the connection. So when there is still
network bandwidth available while the system operates at the maximum input frame rate (with the pre-
fixed q factor), there are no possible ways to increase the image quality. For example, when the system is
already at the maximum input frame rate, the fixed q value would produce a CBR-like output bit rate, as-
suming the image contents do not vary significantly. What is suitable is to increase both the input frame
rate and the bit rate as much as we can whenever possible if there are still available network resources.
However, due to the continually changing complexity of pictures in a real video sequence, it becomes
less obvious as to which value of the q factor to select. If we set and fix the q factor for an “easy” part
of the sequence having slow motion and uniform areas, then the bit rate will go up dramatically when it
bi
t r
at
e
q factor
motion complexity
Figure 6.8: Bit rate dynamics as source complexity changes with different quantizer values used.
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reaches the “hard” (i.e., more complex) parts of the images, resulting in a high send buffer length. There
are some modern codecs (e.g. H.264) that control the quantizer dynamically (although the standard does
not include dynamic rate control features), but they solely implement a closed-loop rate control algo-
rithm mainly based on the complexity of uncompressed input images, which does not count on network
information at all.
What we propose here is combining the congestion control mechanisms with the Vic transmission
system (e.g., grabber, codec, etc.) to regulate the application send rate whilst the grabber and codec
can alter their output rates (fps and bit rate) dynamically. What we aim to achieve is to minimize the
send buffer length and maximize the image quality, in order for Vic to transmit best quality images
at all times. To this end, we apply a simple but quite effective conditional function at the encoder as
shown in Algorithm 5. This simple routine essentially increases and decreases by observing the send
buffer on start of every frame encoding instance. While the send rate is determined by congestion
control mechanisms, it monitors the send buffer to see if it can adjust image quality. Figure 6.9 shows a
typical example of usefulness of this condition. We have used the Apple Macbook built-in iSightTM USB
webcam for the both tests in a local LAN environment (i.e., very short RTT with 10 Mb/s bandwidth).
In this environment, the packet loss rate is almost equal to zero, which exhibits cwnd large enough to
send all packets as Vic packetizes frames. Figure 6.9(a) uses a fixed q factor whereas Figure 6.9(b) uses
a dynamic q factor adjustment. As shown in the both figures, the send buffer is always empty (because
cwnd always allowed sending them), so with dynamic q factor adjustment enabled, it has increased the
codec’s output bit rate, generating more packets per frame.
numAvg(average number of packets in a frame)1
sbuf(send buffer length in packets)2
On starting every frame encoding instance3
if sbuf ≤ numAvg then4
quantizer– –;5
else if (sbuf > numAvg ) && (sbuf ≤ 3.5 * numAvg ) then6
quantizer ++;7
else8
quantizer += 2;9
end10
Algorithm 5: The quantizer adjustment depending on the send buffer length
In this subsection, we have described and demonstrated how we can dynamically adjust image
quality by manipulating an important codec parameter (e.g., quantizer) whilst the overall send rate is
still controlled by congestion control mechanisms.
6.2.3 Section Summary
We have investigated how the send buffer affects the overall transmission behavior in the system. We
skip grabbing images when the send buffer significantly builds up whereas for the finer control we
dynamically adjust the q factor on every encoding loop. In the next sections, we evaluate the performance
metrics defined in Section 6.1.
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Figure 6.9: Dynamic q factor adjustment.
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6.3 Throughput Dynamics: Ideal situation
Before we go into the detailed performance analysis, we present how the Vic throughput behaves when
TFWC or TFRC is applied in an ideal situation. We have placed a single TFWC or TFRC flow over the
test topology as depicted in Figure 6.1. In this test, we have used the bottleneck bandwidth of 10 Mb/s
with an end-to-end delay of 80 ms (again, these are typical network parameters that normal users might
experience using DSL-like services). We then run each test individually and plot them together for a 30
second period as shown in Figure 6.10. The throughput was measured at the bottleneck node with 100
ms time interval when averaging them.
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Figure 6.10: Vic throughput dynamics with the foreman image sequences.
Both TFWC and TFRC had almost identical slow start behaviors. When no congestion control is
applied, the q factor is the Vic default value, 10, and the frame grabbing rate is fixed at 30 fps, resulting
in 1.5 Mb/s throughput on average. On the other hand, with TFWC and TFRC, the throughput reaches
3 Mb/s on average for both cases, and they are much smoother than the one with no congestion control.
Note, with TFWC and TFRC, the q factor and the frame grabbing rate have been dynamically adjusted.
There is a little drop in the throughput just after the slow-start phase with enabled congestion control
mechanisms, especially with TFRC, but these are due to the OS having not scheduled the Vic properly
somehow, causing to stop the sending of packets all of a sudden for a few millisecond or so (i.e., they
are not an artifact from the congestion control mechanisms.). In summary, these are the maximum
throughput that the Vic can achieve, so we consider them as a reference behavior in an ideal network
status (e.g., sufficient bandwidth with no losses).
Beginning by defining the scope of our experiments, we evaluate the performance of congestion
control mechanisms (TFRC and TFWC) over various network environments in the next sections.
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Table 6.4: HEN testbed parameters used for the experiments.
Bandwidth RTT imposed link loss rate queue queue size
5 Mb/s 80 ms 0%∼1% DropTail 50
2.5 Mb/s 80 ms 0%∼1% DropTail 50
6.4 Scope of the Experiments
It is obvious that the real-world experiment studies would bring more tangible ideas on using and apply-
ing the proposed congestion control mechanisms in practice. However, those experiments necessitate a
well defined scope so that the results can be aptly used for the meaningful analysis. Similar rules apply
to the simulations as well. As mentioned at the beginning of Chapter 4, the scope of the simulations
covered rather a wide range of network parameters. The principal reason for having checked across the
wide range of parameters was to explore our design space in an attempt to fathom the protocol’s func-
tionalities by understanding its limitations and possibilities, and thus obligated that way. So, one of our
goals for the performance analysis with the simulator was to bring out any issues related to its functions
over various network settings and verify possibilities for the final usage in real-world applications, which
we concluded its options to be quite useful for the real applications.
On the other hand, in this chapter, we will primarily focus on the interested regimes where TFWC
and TFRC both have revealed limitations in the simulations, especially when there is low bandwidth
and relatively low statistical multiplexing (See Figure 4.3 and Figure 4.4). These environments are
particularly coherent to those with the most end-users would experience daily: a more or less DSL-
like environment, if we say. Therefore, we rather confine the network parameters in the real-world
experiments, addressing each protocol’s performance in those network environments. Table 6.4 shows
the chosen network parameters used in our experiments for the rest of this chapter.
6.5 Network-oriented Performance Evaluation
This section presents the performance results of TFWC and TFRC with the Vic video conferencing
system in terms of fairness and responsiveness (the network-friendly metrics).
6.5.1 Fairness
We investigate the TFRC and TFWC protocol fairness when they compete with the standard TCP flows.
As we mentioned, our interested network environments include low bandwidth (i.e., less than 5 Mb/s)
and low level of statical multiplexing. To this end, we use a simple dumbbell topology as shown in
Figure 6.1 with one TCP flow (created by iperf tool) and one TFWC or TFRC, respectively per experi-
ments. Initially starting with TFWC or TFRC flow, we then join TCP connection around 20 sec in the
experiments; we have used the foreman clip as an input images in the experiments. We then measure
the throughput at the bottleneck node using tcpdump tool and plot the time-averaged throughput (the
bin size, we used, is 100 ms – roughly, an RTT in this scenario.). Figure 6.11 and Figure 6.12 show
the fairness of TFWC or TFRC when competing with a single TCP flow. The results indicate that both
TFWC and TFRC are quite fair as the competing TCP flow enters the network.
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TFWC in Figure 6.11(a) and TFRC in Figure 6.12(a) have reached their full bit rate (around 3 Mb/s)
before a TCP has entered the network. As soon as TCP connection has started, both TFWC and TFRC
reduced its sending rate and then reached an acceptable level of fair state – TCP in both cases tried to
reach a fair share (2.5 Mb/s) continuously, but backed off a little more than that of TFWC and TFRC.
When the bottleneck link speed is 2.5 Mb/s, TFWC has converged to a fair state perfectly in a very short
time (within 2∼3 sec) as shown in Figure 6.11(b). TFRC, however, still showed a little aggressive when
competing to a TCP flow in the same condition. The throughput of TFRC, on the other hand, appeared
to be very smooth before TCP flow joined the network (i.e., when it reached the steady state, around
15∼20 sec) as shown in Figure 6.12(b). Despite a little varying appearance, the throughput dynamics
experiments substantiate that TFWC and TFRC provide a good level of fairness and smoothness in the
measured throughput.
6.5.2 Responsiveness
As discussed in Chapter 4, it would be easy to create an arbitrary congestion control protocol that can
achieve smooth throughput property extremely well (even similar to a CBR-like throughput) but at the
expense of losing responsiveness. Such excessively slow-responsive congestion control protocols would
not cut the sending rate properly when packet losses occur, resulting in a persistent high loss rate in a
longer term. It is therefore difficult to say these protocols serve the function for controlling congestions.
Furthermore, we cannot give up the responsiveness, particularly for the interactive applications. It is
because the usefulness of congestion control mechanisms comes from a real-time feedback on the net-
work conditions to the multimedia codecs so they can change necessary parameters appropriately. When
congestion control protocols forget the responsiveness, simply trying hard to achieve smoothness, then
the codec cannot change parameters in time, resulting in a poor performance overall. In addition it must
be noted that the modern codecs (e.g,. H.264) compress the original image frames such that frames relay
on the previous frames, thus, a persistent packet loss (due to unresponsiveness) can severely degrade the
overall performance. Similarly, when there is a sudden network bandwidth increase, one would like to
fully utilize them as they become available in order to improve image quality, etc. Without responsive-
ness, it would require prolonged time to reach a full capacity.
In this section, we verify the responsiveness of TFWC and TFRC by studying an impulse response
using on-and-off CBR sources. We create two groups of experiments. First, TFWC and TFRC run at
their full bit rates (i.e., 3 Mb.s) in a bottleneck of 5 Mb/s over the HEN testbed (shown in Figure 6.1).
A CBR connection then joins the network taking up 80% of bandwidth for the 4 seconds; with 5 Mb/s
of bottleneck, the CBR rate becoming 4 Mb/s in this scenario. The responsiveness results of TFWC and
TFRC are shown in Figure 6.13(a) and Figure 6.14(a).
For the second group of experiments, we use the same topology as shown in Figure 6.1 with a
bottleneck link speed being 2.5 Mb/s. In this test scenario, one CBR flow enters the network with the
rate of 1.25 Mb/s (50% of the bottleneck bandwidth), and runs 4 seconds of duration. The results are
shown in Figure 6.13(b) and Figure 6.14(b), respectively.
The two groups of experiments showed the responsiveness of TFWC and TFRC to be quite reason-
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(a) one TCP and one TFWC fighting for a bandwidth of 5 Mb/s with an RTT of 80 ms.
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Figure 6.11: Fairness – one TCP flow competing with one TFWC flow
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Figure 6.12: Fairness – one TCP flow competing with one TFRC flow
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able – they cut the rate in a second manner and come back to the full capacity quickly when they can.
When the first impulse entered the network, their responsiveness revealed to be a little slower than when
the second CBR entered. It is due to the fact that the relatively large history information in the averaging
filter led them to being a little insensitive in reducing the sending rate than those when the second inser-
tion of the CBR flow. Nevertheless, they largely appear to have similar responsiveness behaviors: both
TFWC and TFRC use the same equation after all.
6.5.3 Section Summary
In this section, we have evaluated the network-oriented metrics, chiefly on the protocol’s fairness and
responsiveness aspects using the Vic tool. Both TFWC and TFRC achieved the required functions in that
they acquired a flow-level throughput fairness while being responsive over a sudden change in the avail-
able bandwidth. It is worth noting that they appeared to be quite unfair in similar network environments
in the simulations, especially for TFRC, whereby TFRC still being a little aggressive in the real-world
experiments. While the level of fairness is acceptable, with the high statistical multiplexing, this side
effect of TFRC would be diminished, attaining to a fairness level akin to the simulation cases.
6.6 User-oriented Performance Evaluation
In this section, we evaluate TFWC and TFRC using the performance measure that better reflects the
perceived end-user quality in the video conferencing system. To this end, we select two commonly used
metrics, PSNR and MOS, for the discussion and evaluation.
6.6.1 PSNR
It is widely known that the PSNR has limitations to be used for the video quality measures, and we have
briefly discussed them in Section 6.1.3. As explained in the section, the validity of PSNR is still largely
agreed when used with the same code and source material. In our experiments, we use the H.261 codec
with foreman video clip for all of the experiments, making it useful to evaluate two protocols using the
PSNR metric.
The experiments use the topology illustrated in Figure 6.1 as well, but this time there is no compet-
ing flow. We set up four scenarios for the experiments for the PSNR evaluation. The first and second
experiments use the bottleneck of 5 Mb/s and 2.5 Mb/s with an RTT of 80 ms, respectively, whereas the
third and forth cases use 5 Mb/s of bottleneck link with a link loss rate of 0.1% and 1%, respectively.
We then compute the PSNR using Equation (6.1) when the Vic receiver renders each frame, then plot
them together with the measured throughput. The PSNR results for TFWC, TFRC, and the bare Vic (i.e.,
without a congestion control mechanism applied) are shown in Figure 6.15, Figure 6.16, and Figure 6.17,
respectively.
The best results for the average PSNR are achieved when used with the bottleneck of 5 Mb/s for
all three cases (i.e., with TFWC, TFRC, or without congestion control), as shown in Figure 6.15(a),
Figure 6.16(a), and Figure 6.17(a). The average PSNR is close to 40 dB in the case of TFWC and
TFRC, whereas PSNR with no congestion control indicates 35 dB on average. Although this average
PSNR still represents good quality according to Table 6.2, it must be noted that the average throughput is
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Figure 6.13: TFWC Responsiveness
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Figure 6.14: TFRC Responsiveness
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approximately half of those seen in the TFWC and TFRC cases when congestion control is not applied.
Therefore, although the image fidelity between the references and the received frames remains somewhat
at high marks, the overall perceived image quality would be worse than those with TFWC and TFRC
options.
On the other hand, the worst results are shown in Figure 6.15(b) and Figure 6.16(b), which use 2.5
Mb/s bottleneck link. Although the average PSNR comes into 35 dB roughly, they fluctuate severely
during the entire experiment, resulting in a disrupted image quality. The main reason for this result
is due to the fact that a subtle change in the q factor can have a significant impact on the encoded bit
rate for the image frame, whereby our q factor adjusting method (Algorithm 5) turned out to be a little
crude in this scenario. Thus, the product of changing the frame rate and the q factor simultaneously has
resulted in drastic changes in the send buffer length, meaning the send queue filled up quite quickly with
a decreasing q factor, causing it to skip a few consecutive frames thereafter, but suddenly the send queue
being drained because cwnd allowed the transmission of packets all at once. We can have two options to
mitigate this artifact:
• Implement more accurate control mechanisms in changing the q factor.
• Use just one control method when controlling the send buffer – for example, fix the frame rate and
manipulate the q factor only.
For the first option, one can apply a more sophisticated control theory to control the send buffer.
For example, any combination of Proportional-Integral-Derivative (PID) controllers might just solve the
problem. Nonetheless, to devise such a control loop could be another research question – i.e., it is not
our research goal to answer the question in this thesis. For the second option, we have fixed the frame
rate to be 15 fps throughput the experiment, applying the q factor control method alone. The results
shown in Figure 6.18 indicate that the PSNR sustained quite stable, as high as 40 dB on average, for
both TFWC and TFRC cases. There is a related work on the evaluation of changing the frame rate and
quantizer [50], explaining that frame skipping (e.g., effective frame rate down to 15, 12 or even less fps
values) does not have a considerable effect on the acceptability of the encoded image quality. This work
is based on a pre-determined q factor, thus, our approach (i.e., increase/decrease quantizer on the fly)
appear to be of less impact to the user’s final impression with these lower frame rates. From this study,
it is worth noting that a slight q factor change can lead to substantial variations on the encoded bit rates,
hence, can significantly affect the final image quality as well9.
We also have conducted when there are link losses. The results shown in Figure 6.15(c), Fig-
ure 6.16(c), and Figure 6.17(c) used the bottleneck link with 0.1% random losses, whereas Fig-
ure 6.15(d), Figure 6.16(d), and Figure 6.17(d) with 1% of link loss rate. With 0.01% loss rate, the
PSNR values remained at 40 dB on average when TFWC and TFRC were applied. When the loss rate is
a little higher (1% loss rate), the overall PSNR indicated 32 dB on average for the both cases. Without
applying congestion control mechanisms, the PSNR remained standing at similar values, but the video
9Unlike MPEG image compression algorithm, the H.261 codec simply uses a universal quantizer value to all frequency
components of images in Discrete Cosine Transform (DCT) computation, which results in the drastic bit rate changes on a subtle
q factor tuning.
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bit rates were much lower than those with TFWC and TFRC, which represent much poor image quality.
6.6.2 MOS
In this subsection, we present Mean Opinion Score (MOS) by mapping the calculated PSNR values
using Table 6.2 to better illustrate the perceived image quality. We extracted all PSNR values from the
same experiments to those with Figure 6.15, Figure 6.16, and Figure 6.17. The MOS results are shown
in Figure 6.19, where TFWC1 corresponds to the case shown in Figure 6.15(a), and, similarly, TFRC1 in
Figure 6.19 to the case shown in Figure 6.16(a) and so forth. The x-label explanations are summarized
in Table 6.5.
As we can see, the PSNR remained best for the TFWC1 and TFRC1 cases – most of the received
frames indicated extremely high value (above 37 dB). The Vic also revealed relatively high PSNR (be-
tween 31 and 37 dB). However, as we mentioned, the received bit rate was about half of TFWC and
TFRC, resulting in the user’s final impression being deteriorated. Overall, TFWC appeared to be slightly
better than those of TFRC in all of the four experiment scenarios10. However, it is difficult to claim that
TFWC outperforms TFRC in this regard as TFRC produced the excellent PSNR results as well.
From the PSNR and MOS studies, the benefit of using congestion control mechanisms is apparent
in that they certainly helped the application to deliver better image quality in the experiments, while still
being soundly fair and responsive to the competing TCP flows.
10They have reached almost equal bit rates in all cases, thus, we might be able to say TFWC provided a better image quality.
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Figure 6.15: TFWC PSNR
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Figure 6.16: TFRC PSNR
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Figure 6.17: Vic PSNR without Congestion Control
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Figure 6.18: TFWC/TFRC PSNR with the fixed frame rate (fps = 15).
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Table 6.5: Explanation of x-label for MOS Figure 6.19
x-label Corresponding Experiment
TFWC1 Figure 6.15(a)
TFWC2 Figure 6.15(b)
TFWC3 Figure 6.15(c)
TFWC4 Figure 6.15(d)
TFRC1 Figure 6.16(a)
TFRC2 Figure 6.16(b)
TFRC3 Figure 6.16(c)
TFRC4 Figure 6.16(d)
Vic1 Figure 6.17(a)
Vic2 Figure 6.17(b)
Vic3 Figure 6.17(c)
Vic4 Figure 6.17(d)
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6.7 Conclusion
In this chapter, we have extensively evaluated our proposed congestion control mechanisms, TFWC,
and the IETF standard, TFRC, using the Vic tool over typical network settings that most users might
generally experience. To this end, we have introduced two categories of the performance measures:
network-oriented and end-user oriented metrics, respectively.
The main objectives and benefits of congestion control mechanisms chiefly stem from the need in
that users demand better quality. Therefore, congestion control mechanisms aim at providing useful
information to the multimedia applications effectively within required time limits, so that they can adjust
various parameters to deliver better media quality. At the same time, congestion control mechanisms
strive to prevent from a congestion collapse by regulating send rate in the form of a rate-based or window-
based controller. In short, they fulfill two functions:
• hand over useful information to higher-layer applications.
• prevent from a congestion collapse by avoiding persistent packet losses.
We have validated and discussed the basic functions and requirements as a congestion control proto-
col for the use of interactive applications in Chapter 4. To cross check the validity of these two protocols
over a real-world application (i.e., to inspect the functions whether they can provide useful information
to the applications, and to figure out its practicality), we developed two control loops, namely, frame-rate
and q factor control, respectively. In fact, the combination of two control methods turned out to be quite
beneficial to the overall performance of the Vic tool, although not all cases worked perfectly. There have
a certain regime that these control revealed a little crude, but the artifact can be easily diminished by
fixing the frame rate, applying the q factor control scheme alone.
The various PSNR results and mapping to MOS showed enough evidence that the congestion con-
trol mechanisms have introduced significant improvements on the perceived image quality. However,
it is unclear as to which of those congestion control mechanisms outplay the other in the real-world
experiments.
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Chapter 7
Conclusion
In this thesis, we have proposed and examined a window-based congestion control protocol for real-time
interactive multimedia streaming applications. We started with a curiosity as to why those congestion
control mechanisms are not widely deployed in real applications, while it has been lying at the center
of the Internet for the normal data transfer. We then developed an idea that the rate being inaccurate
might have failed to bring enough attention to the application writers, which led us to propose a window-
based control protocol which can still provide nice properties as rate-based protocol has promised (e.g.,
smoothness, fairness, stability, and responsiveness). We have also implemented TFWC and TFRC over
the Vic tool, and conducted various real-world experiments for the performance analysis in seeking the
answers that we asked in Chapter 1.
We showed that our proposed mechanism, TFWC, can outperform TFRC in various networking
settings through extensive ns-2 simulations. A rate-based congestion control faces practical implementa-
tion issues with timer granularity when the RTT is small, like a local LAN environment, whereas TFWC
works just like TCP with its Ack-clocking mechanism and does not suffer from this limitation, giving
better fairness (see Figure 4.3 and Figure 4.4). These fairness graphs indicate that TFRC significantly
starved TCP sources when the bottleneck bandwidth was small (DropTail queue at the bottleneck),
whereas TCP received a little more throughput than TFWC in the same condition. On the other hand,
TFWC showed almost perfect fairness when competing with TCP sources (RED queue at the bottle-
neck), whereas TFRC still largely starved TCP sources. It shows that TFWC is more resilient in reaching
a fair share of the link regardless of the bottleneck bandwidth. For the protocol stability analysis, both
TFWC and TFRC indicated a high CoV values when the bottleneck bandwidth is small with a large
number of sources. This can be seen as a side effect such that the TCP equation did not correctly model
the TCP’s timeout behavior. Therefore, it does not appear to be the protocols’ artifact but the equation
simply driving them that way: after all they are using the same equation. For the smoothness, TFWC
and TFRC were equally smooth when TFWC enabled the jitter mode. The protocol responsive results
shown in Figure 4.9 indicates that TFWC and TFRC cut their sending rate coequally, whereas TFWC
exhibited a little faster when catching up the available bandwidth.
The extensive simulation results explain that TFWC can indeed perform better (i.e., fairer in sharing
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bandwidth especially with RED queue at the bottleneck, equally smooth, and a little better in responsive-
ness), giving a reasonable option to the application writers when they have a choice between a rate-based
and a window-based. To cross-check its validity, we have implemented both protocols over the Vic tool.
To implement the Ack mechanism, we have used the RTCP XR packet format which delivers
AckVec and AoA information between a sender and receiver. We also have considered packet re-
ordering, whereby TFWC and TFRC revert the ALI and its timestamp when necessary. For TFRC,
the correct measurement of RTT is critically important. As the Vic system and the kernel buffer can
potentially add arbitrary delay, we have used the socket option (SO TIMESTAMP) that enables to parse
the socket timestamp, a timestamp that indicates the arrival of a packet at the socket buffer. We also
have introduced a finer-grain cwnd computation mode: cwnd in bytes. This gives more control to our
window-based congestion control protocol. Finally, we converted the TFRC to a sender-driven mode,
partly for a fair comparison.
With this system, we have conducted various experiments over the HEN testbed, and evaluated their
performance in two categories: network oriented and end-user oriented metrics. To this end, we have
considered the following metrics:
• Network Oriented
– Fairness
Figure 6.11(a) and Figure 6.12(a) shows that TFRC is a little aggressive than TFWC – this
is coherent outcomes as in the simulation. On one hand, Figure 6.11(b) and Figure 6.12(b)
shows that TFWC is much fairer than TFRC – the bit rate is limited by the bandwidth, but as
the competing TCP entered the network, TFWC reached a fair share in a matter of second,
whereas TFRC briefly maintained the fair state, but took in majority of the bandwidth there-
after.
One thing worth noting is in the steady state (Figure 6.11(b) and Figure 6.12(b)), TFWC did
not quite fill the pipe, whereas TFRC filled the link in its full capacity.
– Smoothness
From Figure 6.11(b) and Figure 6.12(b), the TFRC throughput smoothness in the steady state
showed better than those of TFWC.
– Responsiveness
Figure 6.13 and Figure 6.14 shows that their responsiveness are not substantially different.
• End-user Oriented
– PSNR
It is widely known that PSNR does not capture the quality of video streams, whereas it is
still used for image-by-image quality measure. In our presentation (in Chapter 6), we also
plot the measured throughput together with PSNR so that it could be a little more mean-
ingful. As we explained, although the PSNR values indicate somewhat high in the case of
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no congestion control (Figure 6.17), the bit rate it received is half of those with TFWC and
TFRC. Therefore, we could argue the congestion control actually helped generate more bits
to increase image quality, which then can infer as higher image quality.
– MOS
The computed PSNR can be mapped to MOS value using Table 6.2. From the PSNR and
MOS studies as shown in Figure 6.19, the benefit of using congestion control mechanisms is
evident.
Through the various real-world experiments as well as the ns-2 simulations, we would like to conclude
by answering our initial questions:
• Yes, the congestion control mechanisms certainly helped providing better image quality by probing
the available bandwidth, or by decreasing the sending rate reasonably well while they are fairly
competing with the standard TCP flows.
• Although TFWC seemed a little better than TFRC in terms of giving better fairness in the simula-
tions and experiments, the difference between TFWC and TFRC did not stand out significantly.
– TFWC was better in terms of fairness (both the simulations and experiments)
– TFWC was better when catching up available bandwidth (in the simulations)
– TFRC was better in terms of smoothness (both the simulations and experiments)
– TFRC was better in reaching its full bandwidth cap (in the experiments)
Therefore, this thesis concludes that with a congestion control mechanism applied, there is high
potential to improve overall quality for interactive multimedia applications, but the choice of congestion
control protocols remains an open issue. Having our proposed algorithm, TFWC, it assuredly adds
options. Among them, what we definitely buy is the easiness of implementation: no longer need to
worry about the interrupt timer granurarity on the host.
7.1 Future Work
We have mentioned in Chapter 2 and Chapter 3 about the rate mis-match using TFRC in real situations.
This was not demonstrated in this thesis due to the limitations of the infrastructure in our lab facilities.
This issue is worth considering as a next part of the work for the comparison between TFWC and TFRC.
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Appendix A
TFWC Protocol Validation
This chapter describes the detailed processes in checking the TFWC protocol’s functional components.
We brief an overview of the components that need validation, and then presents the results both with the
ns-2 simulator and Vic tool.
A.1 Overview
As mentioned in Section 3.2 and Section 3.3, there are fundamental but important components to be
validated before conducting the performance evaluation. These are:
• AckVec mechanism
– Does theAckVec at a receiver side construct the received packet sequence numbers correctly?
– Does the sender interpret the received AckVec correctly when determining which packet
sequence numbers are missing?
– Does the AckVec trim well once in a while upon reception of AoA?
• ALI computation
– Does the ALI calcuation from the received AckVec reflect the loss interval correctly?
– Is the calculated loss event rate (p) correct?
• cwnd computation
– Is the computed cwnd correct?
– Are all the necessary steps (e.g., hybrid win-rate and cwnd jitter) applied in the correct way?
• TFWC Timer (to update RTT and RTO)
– Is the updated RTO and RTT correct?
– Does the timer go off correctly when it expires?
Among them, AckVec mechanism is critically important as Ack essentially determines the ALI and
cwnd computation. Therefore, we mainly validate AckVec mechanism so that we can cross check the
rest of the core procedures. In fact, we test and check ALI information to validate all the necessary
mechanisms have worked correctly. To this end, we artificially disturb transmitting specific packet se-
quence number(s) periodically at the sender so as to emulate deterministic packet losses, as explained in
Section 4.1.1: constructed losses.
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Figure A.1: Simulation Topology for Protocol Validation
A.2 Validation over ns-2 simulator
In ns-2, we validate the protocol’s functionality in three-fold: AckVec mechanisms, ALI computation,
and cwnd calculation. The simulation topology for the validation process is composed of one bottleneck
node and a TFWC sender and receiver pair. We assume that the application data is always available.
Figure A.1 shows the topology used for the entire validation scenarios. In the following sections, we
verify ALI construction mechanisms and cwnd computation on various packet loss scenarios.
A.2.1 ALI Validation
In this section, we validate ALI mechanisms in the following scenarios:
• validation on deterministic losses
• validation on multiple losses in the same window
• validation on random losses
A.2.1.1 Deterministic Packet Losses
In this subsection, we manually construct a constant packet drop to check if it has been reflected to ALI
value accordingly. If we drop the very first packet periodically among one hundred packet transmission,
the loss event rate (p) generated by ALI should indicate 0.01 (i.e., 1%). In this test, we do not send
the very first packet periodically among a hundred packet transmission. Likewise, we do not send the
first packet among 20 and 10 packet transmission, respectively, introducing 5% and 10% packet loss
rate. As shown by the test results in Figure A.2, ALI has quickly converged to the values as expected.
The validation results prove that ALI mechanisms to be functioning correctly, showing 100, 20, and 10,
respectively, according to the loss event rate of 1%, 5%, and 10%.
A.2.1.2 Multiple Packet Losses in a Single Congestion Window
In this subsection, we consider the cases where multiple packet losses occur in the same window. We
validate that the sender does not initiate a new loss history when multiple losses occur in the same
window. To this test, we create the following two scenarios:
• two back-to-back packet losses in the same window – as shown in Figure A.3(a).
• one packet loss after one successful packet transmission – as shown in Figure A.3(b).
For the back-to-back packet loss case, we artificially drop back-to-back packets among one hundred
packet transmissions, resulting in the cwnd size of 10 roughly. In this test, we expect ALI indicates 100,
just like the 1% of constant packet loss rate case. For the bi-packet loss case, we alternate in sending a
packet right after one successful packet transmission.
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(a) Loss Event Rate = 0.01
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(b) Loss Event Rate = 0.05
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(c) Loss Event Rate = 0.1
Figure A.2: TFWC ALI validation with deterministic losses (1%, 5%, and 10%, respectively).
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(a) Two back-to-back packet losses
(b) Bi-packet losses
Figure A.3: ALI test scenarios that manually constructed packet losses, where O indicates successful
packet transmission, and X unsuccessful packet transmission, respectively.
Figure A.4(a) shows the ALI result of the back-to-back packet losses in the same window. In this
case, cwnd should indicate 100: exactly the same as the case in Figure A.2(a). In case of bi-packet
losses, the ALI would become 2, representing 50% of loss rate (shown in Figure A.4(b)).
A.2.1.3 Random Packet Losses
In this subsection, we randomly drop packet(s) to result in the loss rates of 1%, 5%, and 10%, re-
spectively. In this test scenario, for example, we randomly drop one packet among a hundred packet
transmission to introduce 1% packet loss rate. This result should be identical to the one presented in
Figure A.2(a). Likewise, we drop one packet among 20 packet transmission, and among 10 packet trans-
mission, respectively, to introduce the loss rate of 5% and 10% accordingly. As we can see the results in
Figure A.5, they are identical to those in Section A.2.1.1.
A.2.2 cwnd Validation
In this subsection, we validate the cwnd computation mechanism. As cwnd is determined directly from
ALI value, we use the same scenarios presented in Section A.2.1.1 and cross compare the two values.
To do so, we first approximate the cwnd values for each case. As explained in Equation (6.3) of
Section 6.2.1, the dominant term of Equation (3.2) is
√
2p
3 where loss rate is small, so the approximated
cwnd can be drawn as in Equation (6.3) as follows: w´ ∼= 1√
2p
3
=
√
3
2
1√
p
. Thus, TFWC’s cwnd (W)
will be roughly 1√
p
< W < 1.225√
p
. For example, when p = 0.05, we get f(0.05) ∼= 0.271 using
Equation (3.2). So, then, w´ = 1/f(0.05) = 1/0.271 ∼= 3.7, which reflects our results as in Figure
A.6(b). We have rounded up this value to the nearest integer as W can only be an integer value.
When ALI is 100 (i.e., p = 0.01), the cwnd indicates 10∼11 packets. Using Equation (6.3), w´ =
1/
√
0.01 = 10. Similarly, when ALI is 20 (i.e., p = 0.05), w´ = 1/√0.05 = 4.47 ∼= 4. All these results
correspond to our designed mechanisms, hence we can conclude those ALI and cwnd calculations to be
valid and correct.
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Figure A.4: ALI Validation Test corresponding scenarios shown in Figure A.3.
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(c) Loss Event Rate = 0.1
Figure A.5: TFWC ALI validation with random packet losses (1%, 5%, and 10%, respectively).
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Figure A.6: TFWC cwnd Validation
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A.3 Validation over Vic tool
In this section, we validate the ALI mechanism over Vic tool, and verify the cwnd calculation is correct.
We use the test topology exactly the same in structure shown in Figure A.1, but this time running Vic
system. To introduce packet loss rates, as in the simulation studies, we disturb transmitting specific
packet sequence numbers at the sender to emulate packet losses as planned.
A.3.1 ALI Validation over Vic tool
Figure A.7 shows the validation results of ALI values per packet loss rates (1%, 5%, and 10%, respec-
tively). The results here are the same as those seen in the simulation cases, shown in Figure A.2. They
are:
• when the packet loss rate is 1%, then ALI quickly converges to 1001.
• likewise, ALI converges to 20 and 10 as per 5% and 1% of packet loss rates, respectively.
A.3.2 cwnd Validation over Vic tool
The results in this subsection are from the same set of experiments as in the previous section; we mea-
sured the ALI and cwnd values together. Thus, the cwnd values should correspond to the ALI values
when in the same packet loss rates. They are shown in Figure A.8:
• when the loss rate is 1%, cwnd quickly converges to 102.
• similarly, cwnd converges to 4 and 2 depending on the packet loss rate of 5% and 10%, respec-
tively.
A.4 Summary
In this chapter, we have validated the core modules (ALI and cwnd, and, AckVec) over ns-2 simulator
as well as Vic system. The ALI mechanisms are correctly validated over various deterministic loss rate
scenarios, which are also correctly reflected on cwnd computation. Because the correctness of ALI
computation is due to the correct AckVec mechanisms, we can conclude that the AckVec processes are
validated in the given scenarios.
1The results correspond to those defined by Equation (3.5).
2Using Equation (6.3), w´ ∼= 1√
0.01
= 10, which is the same result as explained in Section A.2.2.
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(c) Loss Event Rate = 0.1
Figure A.7: TFWC ALI validation with deterministic losses (1%, 5%, and 10%, respectively) using Vic
tool.
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Figure A.8: TFWC cwnd Validation over Vic tool.
Appendix B
YUV Image Sequences
This chapter summarizes a brief description of the well-known pre-recorded YUV raw image sequences
that have been used in this thesis. These are available for CIF or QCIF1 image size coded at 30 fps. The
descriptions on the content of the files are as given below:
• Akiyo: a Japanese anchor reporting a news
• Bridge-close: a close scene of Charles bridge
• Bridge-far: a far scene of Charles bridge
• Bus: a moving bus
• Claire: a talking woman
• Coastguard: panning of a coastguard ship moving
• Container: a container ship moving slowly
• Football: a high-motion football game
• Foreman: a talking construction worker
• Grandma: a talking old woman
• Hall: an office hallway
• Highway: a scene from a fast car on a highway
• Miss America: a woman talking to a camera
• Mobile: panning of moving toys
• Mother-daughter: Mom and daughter speaking to camera
• News: talking two news reporters
• Paris: two people talking with high-motion gestures
• Salesman: a salesman talking in his office
• Silent: a person demonstrating sigh language
• Stefan: a tennis player
• Suzie: a woman talking over the phone
• Tempete: a moving camera
• Waterfall: a waterfall natural scene
A summary of the above image sequences is shown in Table B.1.
1CIF image size is 352 * 288 pixels per frame, and QCIF image size is 176 * 144 pixels per frame.
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Table B.1: Summary of YUV images sequences
Name Resolution Number of Frames Motion Complexity
Akiyo CIF 300 Low
Bridge-close CIF 2001 Low
Bridge-far CIF 2101 Low
Bus CIF 150 High
Carphone QCIF 382 Medium
Claire QCIF 494 Low
Coastguard CIF 300 High
Container CIF 300 Low
Football CIF 130 High
Foreman CIF 300 High
Grandma QCIF 870 Low
Hall CIF 300 Low
Highway CIF 2000 High
Miss-America QCIF 150 Low
Mobile CIF 300 Medium
Mom-daughter CIF 300 Low
News CIF 300 Low
Paris CIF 1065 Medium
Salesman QCIF 449 Low
Silent CIF 300 Low
Stefan CIF 90 High
Suzie QCIF 150 Medium
Tempete CIF 260 Low
Waterfall CIF 260 Low
Appendix C
Send Buffer Measurement
In this chapter, we illustrate how to measure the send buffer in Vic tool. In order to calculate the send
buffer length at the encoder, we count how many packets are generated in each encoding loop, and how
many of them are transmitted during that interval. As we know, every frame size is variable, so the
number of packets associated with the frame will also vary. Let’s assume the cwnd size is 4 packets.
As shown in Figure C.1, Vic system allows the transmission of 4 packets while the encoder packetizes
the frame (6 packets in this example), leaving 2 packets in the send buffer. So we count the number of
packets per frame and also count how many of them are transmitted in that encoding instance: in this
case, the send buffer length is 2 by the end of the encoding loop. Then, as Ack comes into the sender,
Vic will clock out packets and we decrement the send buffer length. In fact, we derive the number of
transmitted packets between two encoding instances at the encoder as follows:
sent more = end(n) − begin(n+1) (C.1)
Using this method we can approximate the average number of packets per each frame. We maintain
a history of these average values (up to K frames), and estimate the average number of packets in a
single frame (N¯K) for the last K history as below:
N¯K =
K+i∑
n=i
num[n]
K
(i = 0, 1, 2, . . .) , (C.2)
where K is the maximum history size, and num[n] the number of packets for the nth frame.
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Figure C.1: Send Buffer Measurement: num[n] stands for the number of encoded packets at the nth
interval, beg(n) the send buffer length at the beginning of the nth encoding instance. Likewise, end(n)
stands for the send buffer length at the end of the nth encoding instance. Two vertical lines represent the
start and end of an encoding process, respectively.
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