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Abstract
Computer simulation is an indispensable tool for studying complex biological systems.
In particular, agent-based modeling is an attractive method to describe biophysical
dynamics. However, two barriers limit faster progress. First, simulators do not always
take full advantage of parallel and heterogeneous hardware. Second, many agent-based
simulators are written with a specific research problem in mind and lack a flexible
software design. Consequently, researchers have to spend an unnecessarily long time
implementing their simulation and have to compromise either on model resolution or
system size.
We present a novel simulation platform called BioDynaMo that alleviates both of
these problems researchers face in computer simulation of complex biological systems.
BioDynaMo features a general-purpose and high-performance simulation engine. The
engine simulates cellular elements, their interactions within a 3D physical environment,
and their cell-internal genetic dynamics. Cell-internal dynamics can be described in
C++ code or using system biology markup language (SBML).
We demonstrate BioDynaMo’s wide range of application with three example use
cases: soma clustering, neural development, and tumor spheroid growth. We validate
our results with experimental data, and evaluate the performance of the simulation
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engine. We compare BioDynaMo’s performance with a state-of-the-art baseline, and
analyze its scalability. We observe a speedup of 20–124× over the state-of-the-art
baseline using one CPU core and a parallel speedup between 67× and 76× using 72
physical CPU cores with hyperthreading enabled. Combining these two results, we
conclude that, on our test system, BioDynaMo is at least three orders of magnitude
faster than the state-of-the-art serial baseline. These improvements make it feasible to
simulate neural development with 1.24 billion agents on a single server with 1TB
memory, and 12 million agents on a laptop with 16GB memory.
BioDynaMo is an open-source project under the Apache 2.0 license and is available
at www.biodynamo.org.
Author summary
Computer simulations of biological systems are crucial to gain insights into complex
processes of living organisms. However, the development of increasingly large and
complex simulations is a difficult task, partly because a strong background in biology as
well as computer science is required. In this paper, we introduce BioDynaMo, an
agent-based simulation platform with which life scientists can create simulations that
are three orders of magnitude faster than the state-of-the-art baseline. By taking
advantage of the latest developments in computing hardware, we build a platform that
is highly optimized. This enables the simulation of 1.24 billion agents on a single server
and 12 million agents on a laptop. BioDynaMo places a lot of focus on hiding
computational complexity and providing an easy-to-use interface, such that the life
scientist can concentrate on biological aspects, rather than computational. BioDynaMo
helps scientists to translate an idea quickly into a simulation by providing common
building blocks, and a modular and extensible software design. We analyze the
performance of the platform and demonstrate the capabilities with three example use
cases: soma clustering, neural development, and tumor spheroid growth. The results
support the view that BioDynaMo will help open up new research opportunities for
large-scale biological simulations.
Introduction
Agent-based simulation is a powerful tool assisting life scientists in better understanding
complex biological systems. In silico simulation is an inexpensive and efficient way to
rapidly test hypotheses about the (patho)physiology of cellular populations, tissues,
organs, or entire organisms [1,2].
However, the effectiveness of such computer simulations for scientific research is often
limited, mainly because of two reasons. First, after the slowing down of Moore’s law [3]
and Dennard scaling [4], hardware has become increasingly parallel and heterogeneous.
Most simulators do not take full advantage of these hardware enhancements. The
resulting limited computational power forces life scientists to compromise either on the
resolution of the model or on simulation size. Second, existing simulators have often
been developed with a specific use case in mind. This makes it challenging to implement
the desired model, even if it deviates only slightly from its original purpose.
To help researchers tackle these two major challenges, we have developed a new
platform called BioDynaMo. We alleviate both of these problems by emphasizing
performance and modularity. BioDynaMo features a high-performance simulation
engine which is fully parallelized and able to offload computation to hardware
accelerators. The software comprises a set of fundamental biological functions, and a
flexible design that adapts to specific user requirements. Currently, BioDynaMo
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implements the biological model presented in [5], but this model can easily be extended,
modified, or replaced. Hence, BioDynaMo is well-suited for simulating a wide range of
biological processes including cell proliferation, migration, neurite growth, etc.
BioDynaMo provides by design seven system properties:
• Agent-based. The BioDynaMo project was established to support
developmental simulations of biological dynamics. A good approximation for such
simulations is agent-based modeling [6]. Cells, or agents, are modeled as discrete
objects that perform actions based on their current cell state, “genetic makeup”,
and the surrounding microenvironment. Similar to nature, where a single cell, the
zygote, develops into a whole organism, a BioDynaMo simulation can be started
with a single cell that contains all the genetic rules necessary for its differentiation,
proliferation, and cell function.
• General purpose. BioDynaMo is developed to become a general-purpose tool
for agent-based biological simulation. To simulate models from various fields of
biology, BioDynaMo’s software design is extensible and modular.
• Multi scale. A biological simulation has to account for dynamic mechanisms in
the range from milliseconds to weeks (e.g. physical forces, reaction-diffusion
processes, gene regulatory dynamics, etc.). Hence, the system is designed to
support models that comprise different time scales.
• Large scale. Biological systems contain a large number of cells. The cerebral
cortex, for example, comprises approximately 16 billion neurons [7]. Biologists
should not be limited by the number of cells within a simulation. Consequently,
BioDynaMo is designed to take full advantage of modern hardware and use
memory efficiently to scale up simulations.
• Easily programmable. The success of a simulator depends, among other
things, on how quickly a scientist, not necessarily an expert in computer science or
high-performance programming, can translate an idea into a simulation. This
characteristic can be broken down into four main requirements BioDynaMo
satisfies.
First, BioDynaMo provides a wide range of common functionality like
visualization, plotting, parameter parsing, backups, etc.
Second, BioDynaMo provides simulation primitives that minimize the
programming effort necessary to build a use case.
Third, as outlined in item “general-purpose”, BioDynaMo has a modular and
extensible design.
Fourth, BioDynaMo provides a coherent API and hides implementation details
that are irrelevant for a computational model (e.g., details such as parallelization
strategy, synchronization, load balancing, or hardware optimizations).
• Quality assured. BioDynaMo establishes a rigorous, test-driven development
process to foster correctness, maintainability of the codebase, and reproducibility
of results.
• Integrated. BioDynaMo integrates with well-established open standards in the
domain of computational biology to enable reuse of prior models. Its
interoperability with other software ecosystems is likely to increase the
productivity of researchers by reducing programming effort.
An example of such a standard that BioDynaMo integrates well with is the
systems biology markup language (SBML) [8]. There exists a large number of
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published chemical reaction networks in this format together with a mature
software collection that includes solvers, editors, viewers, and utilities [9].
This paper makes the following contributions: (i) We present a novel
high-performance and general-purpose simulation platform for agent-based simulations.
(ii) We detail the user-facing features of BioDynaMo that enable users to build a
simulation based on predefined building blocks and to define a biological model tailored
to their needs. (iii) We present three example simulations to demonstrate BioDynaMo’s
capabilities and modularity: soma clustering, pyramidal cell growth, and tumor
spheroid growth. (iv) We show that BioDynaMo can produce biologically-meaningful
simulation results by validating them against experimental data. (v) We present
performance data on different systems and scale the pyramidal cell example up to 1.24
billion agents to demonstrate BioDynaMo’s performance.
Prior work
The existence and continued use of many agent-based simulators [5,10–20] demonstrates
the importance of agent-based models in computational biology research. In this section,
we compare BioDynaMo’s most crucial system properties with prior work.
Large-scale model support. The authors of BioCellion [12], PhysiCell [16], and
Timothy [17] recognize the necessity for efficient implementations to enable large-scale
models. Although these tools can simulate a large number of agents, they do not
support neural development. The NeuroMaC neuroscientific simulator [15] claims to be
scalable, but the authors do not present performance data and present simulations with
only 100 neurons. Therefore, BioDynaMo’s ability to simulate large-scale neural
development, which we demonstrate in the results section, is, to our knowledge,
unrivaled.
General-purpose platform. Many simulators focus on a specific application area:
bacterial colonies [10,11,14,18], cell colonies [12,17,19], and neural
development [5, 13,15]. Such specialization makes it hard to adapt these simulators to
different use cases. In contrast, BioDynaMo, with its modularity and extensibility,
provides a general-purpose platform for agent-based biological simulations.
Quality assurance. Automated software tests are the foundation of a modern
development workflow. Unfortunately, the authors of several simulation
tools [5,13–15,17,18] omit these tests. Mirams et al. [19] recognize this shortcoming and
describe a rigorous development workflow in their paper. BioDynaMo uses a similar
approach to ensure high code quality and promote reproducibility.
SBML integration. Existing agent-based simulators [5, 10–20] do not integrate with
the well-established SBML standard. Therefore, users of these simulators do not benefit
from the large collection of available chemical reaction networks described in SBML
format. In contrast, BioDynaMo allows users to simulate SBML models in each agent.
Design and implementation
In this section, we present the main simulation concepts of BioDynaMo, describe our
approach to achieve modularity and high performance, and outline our development
process and principles to ensure high software quality.
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Simulation concepts
BioDynaMo supports biological simulations that follow an agent-based approach. Fig 1
gives an overview of BioDynaMo’s main concepts. An agent—or simulation object in
the code—has a 3D geometry, behavior, and microenvironment. A characteristic
property of agent-based simulations is the absence of a central organization unit that
orchestrates the behavior of all agents. Quite to the contrary, each agent is an
autonomous entity that individually determines its behavior (Fig 1C). This behavior is
defined by biology modules, which can be assigned to agents. Typically, the complete
agent behavior is composed of multiple assigned biology modules, each with a specific
purpose (e.g. mitosis, substance secretion, chemotaxis, etc.).
Fig 1. Simulation concepts. Overview of the high-level simulation concepts of BioDynaMo. The simulation algorithm (A)
can be divided into two main parts: the definition of the initial model and execution of the simulation. Agents (B) have their
own geometry, behavior (C), and microenvironment (D). (C) Agent behavior is defined by biology modules that are inserted
into agents. A few possible examples are displayed. The sum of all biology modules of an agent determines the simulated
genetic makeup. (E) BioDynaMo’s event system provides a uniform framework to handle the creation of new agents. A list of
currently supported events is displayed on the left column. Events help to regulate the simulated genes if a new agent is
created. They offer a simple way to encode which biology module should be copied to the new agent and which ones should
be removed from the existing one. The middle and right image illustrates this mechanism for the cell division event. The
update of an agent is based on its current state and its surrounding microenvironment. (D) The microenvironment is
determined by radius r and contains other agents or extracellular substances. S1 Table describes agents, events, and
operations in more detail.
Currently, BioDynaMo offers three predefined agents: a generic cell, a neuron soma,
and a neurite element (Fig 1B). The simulation engine executes operations for all agents
for each time step. At a high level, an operation is a function that: (i) alters the state of
an agent and potentially also its microenvironment, (ii) creates a new agent, or (iii)
removes an agent from the simulation. BioDynaMo supports processes at different time
scales by providing an execution frequency for each operation. An execution frequency
of one means that the corresponding operation is executed every time step. In contrast,
a frequency of three would mean that the operation is executed every three time steps.
This mechanism allows BioDynaMo to simulate e.g. substance diffusion and neurite
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growth in the same model. S1 Table describes the predefined agents, events, and
operations of BioDynaMo in more detail. The results section contains information on
the biology modules.
The microenvironment is the volume that the agent can interact with (Fig 1D). It
comprises other agents and chemical substances in the extracellular matrix. Surrounding
agents are, for example, needed to calculate mechanical interactions among agent pairs.
Currently, the user defines a simulation programmatically in C++ (Fig 1A). There
are two main steps involved: initialization and execution. During initialization, the user
places agents in space, sets their attributes, and defines their behavior. In the execution
step, the simulation engine evaluates the defined model in the simulated physical
environment. The simulation engine, among other things, calculates mechanical
interactions between agents, calculates the diffusion of substances, and executes the
behavior of each agent (see operations in S1 Table).
Events. An event denotes the creation of new agents during a simulation. Consider
cell division as an example: the mother cell splits into two genetically identical daughter
cells (Fig 1E). First, BioDynaMo creates a new cell (second daughter) and initializes its
attributes such as the volume. The volume is determined by the volume ratio between
the two daughter cells, and the volume of the original mother cell. Second, BioDynaMo
transforms the existing mother cell to become the first daughter. To achieve this, the
attributes of the mother cell must be modified. For instance, BioDynaMo reduces the
volume such that the given volume ratio between the two daughter cells is satisfied, and
the sum of the volume of the two daughter cells is equal to the volume of the previous
mother cell. BioDynaMo must execute similar instructions for all other data members.
In general, an event is triggered by one agent and can create multiple new agents.
The biologist must decide how the attributes of the new agents should be initialized and
how the attributes of the triggering agent should be modified. Therefore, BioDynaMo
offers the event system to provide a uniform method to express these decisions.
The event system consists of three parts: (i) the event class that encapsulates event
parameters (e.g. volume ratio), (ii) the event constructor that initializes the data
members of the new agents, and (iii) the event handler function that modifies data
members of the existing agent.
Every event class inherits from class Event. CellDivisionEvent, for example,
contains two data members (i.e. attributes): the volume ratio between the two daughter
cells, and the division axis. The event constructor of the agent takes two arguments:
the event object and a pointer to the triggering agent (the mother cell in the cell
division example). Consequently, all required information is available in the function
body of the constructor to initialize the data members of the new agent. Similarly, the
event handler of the agent takes the event object and a pointer to each newly created
agent as arguments.
BioDynaMo’s event system provides a uniform framework to handle the creation of
new agents and makes it simple to extend their classes. If users, for example, extend
BioDynaMo’s Cell implementation by adding a new data member, they can define how
the new data member should be modified, if their custom cell divides. To achieve this,
they only have to define an event constructor and event handler function for their new
class.
Behavior. The virtual genetic makeup responsible for the behavior of an agent and
its phenotype is encoded as a set of biology modules (Fig 1C). Example biology modules
are substance secretion, chemotaxis, or cell division. The main component of a biology
module is its Run function, which contains the instructions that are executed at every
June 15, 2020 6/23
time step. Inside this function, the user has access to the corresponding agent and its
microenvironment.
Like genes, biology modules can be activated or inhibited. BioDynaMo achieves this
by attaching them to or removing them from the corresponding agent. BioDynaMo
simplifies the regulation of biology modules for events. The user can control if a biology
module will be copied to a new agent or removed from the triggering agent by providing
two event id lists. All possible combinations of “copy to new” and “remove from
existing” are illustrated in Fig 1E. for the cell division event.
Microenvironment. BioDynaMo determines the microenvironment (Fig 1D) based
on a uniform grid implementation. The implementation divides the total simulation
space into uniform boxes of the same size and assigns agents to boxes based on the
center of mass of the agent. Hence, the agents in the microenvironment can be obtained
by iterating over the assigned box and all its surrounding boxes (27 boxes in total). The
box size is chosen based on the largest agent in the simulation to ensure all mechanical
interactions are taken into account.
Mechanical interaction. Growing realistic cell and tissue morphologies requires the
consideration of mechanical interactions between agents. Therefore, BioDynaMo
examines if two agents collide with each other at every timestep. To find all possible
collisions it is sufficient to evaluate neighbors in the microenvironement. Whenever two
agents (e.g. a cell body or a neurite element) overlap, a collision occurs. If a collision is
detected, the engine calculates the mechanical forces that act on them.
The mechanical force calculation between spheres and cylinders follows the same
approach as the implementation in Cortex3D [5]. Both in BioDynaMo and Cortex3D,
the magnitude of the force is computed based on [21] and comprises a repulsive and
attractive component:
FN = kδ − γ
√
rδ (1)
where δ indicates the spatial overlap between the two elements, and r denotes a
combined measure of the two radii:
r =
r1r2
r1 + r2
(2)
where the radii denote the radii of the interacting spheres and/or cylinder.
Eq 1 comprises the effects due to the structural tension from the pressure between
the colliding membrane segments, and the attractive force due to the cell adhesion
molecules. The magnitudes of these two force components depend upon the modifiable
parameters k and γ. In the current form, as in Cortex3D, these are set to 2 and 1,
respectively. After the forces have been determined, the agents change their 3D location
depending on the force resulting from all the mechanical interactions with neighbors.
More details about the implementation of the mechanical force, including the force
between neighboring neurite elements, can be found in [5].
Extracellular diffusion. Passive transport [22] is an important concept in
developmental biology. Signaling molecules, which differentiate and regulate cells, reach
their destination through diffusion [23]. A well-studied example of this process, called
morphogen gradients, is the determination of vein positions in the wing of
Drosophila [24].
BioDynaMo solves the partial differential equations that model the diffusion of
extracellular substances (Fick’s second law) with the discrete central difference
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scheme [25]. A grid with a variable resolution is imposed on the simulation space. At
each timestep, the concentration value of each grid point is updated according to
un+1i,j,k =
(
uni,j,k +
ν∆t
∆x2
(uni+1,j,k − 2uni,j,k + uni−1,j,k)
+
ν∆t
∆y2
(uni,j+1,k − 2uni,j,k + uni,j−1,k)
+
ν∆t
∆z2
(uni,j,k+1 − 2uni,j,k + uni,j,k−1)
)× (1− µ) ,
(3)
where uni,j,k is the concentration value on grid point (i, j, k) at timestep n, ν is the
diffusion coefficient, µ is the decay constant, ∆t is the duration of one timestep, and
∆x, ∆y, and ∆z are the distances between grid points in the x, y, and z direction,
respectively. The distances between the grid points are inversely proportional to the
resolution and determine the accuracy of the solver.
In BioDynaMo, it is possible to define the diffusion behavior at the simulation
boundaries. In the default implementation, which we use for our examples in the result
section, substances diffuse out of the simulation space.
In some cases, it is necessary to initialize substance concentrations artificially to
simplify a simulation. Therefore, BioDynaMo provides predefined substance initializers
(e.g. Gaussian) and accepts user-defined functions for arbitrary distributions. We used
this functionality, for example, in the pyramidal cell growth simulation (see results
section).
Modularity
BioDynaMo aims to be a simulation framework that can be used to develop simulations
in various different life science fields (e.g. immunology, neuroscience, etc.). Although
agent-based models in these different fields may intrinsically vary, there is a set of
functionalities and definitions that they have in common. These commonalities, which
consist of simulation and support features, are part of the BioDynaMo core. Simulation
features include the physics between cellular bodies, the diffusion of extracellular
substances, and basic behavior, such as proliferation and cell death. Support features
include visualization, data analysis, plotting, parameter management, simulation
backups, etc. Many of these support features are based on the ROOT framework [26]
that has been developed at CERN to process the experimental data from the large
hadron collider. Functionalities that are field-specific are separated from the core and
are bundled as a separate module.
Fig 2 gives an overview of the layered architecture of BioDynaMo. As mentioned
earlier, BioDynaMo core provides basic functionality and hides implementation details
from lower layers. A biologist can build a whole simulation exclusively using
functionality from BioDynaMo core. If needed, further functionality can be included by
using BioDynaMo modules or third party libraries. BioDynaMo can even be coupled
with other simulators e.g., to create a hybrid agent-based, continuum-based model [27].
Neuroscience module. The neuroscience module is an example of how to extend
functionality in the core to target BioDynaMo to a specific field. The module adds two
new agents NeuronSoma and NeuriteElement, and models behavior like neurite
extension from the soma, neurite elongation, and neurite bifurcation. The model closely
follows the principles of Cortex3D [5]. Neurites are implemented as a binary tree. Each
neurite element can have up to two daughter elements. The cylindrical neurite element
is approximated as a spring with a point mass on its distal end [5].
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Fig 2. BioDynaMo abstraction layers. Functionality is divided between
BioDynaMo core and optional BioDynaMo modules. BioDynaMo core hides
implementation details from lower layers, like parallelization, visualization, or simulation
backups, while offering a rich set of simulation primitives. Every simulation is based on
BioDynaMo core. Furthermore, the biologist can include functionality from different
BioDynaMo modules, and third-party libraries that are not part of BioDynaMo.
User-defined components. If the desired functionality is missing, the user can
create, extend, or modify agents, biology modules, events, and operations in the
“Simulation” layer of Fig 2. BioDynaMo’s software design focuses on loosely-coupled,
well-defined components. This focus not only serves the purpose of creating a clear
separation of the functionalities of BioDynaMo, but, perhaps even more significantly,
allows users to integrate user-defined components without significant changes to the
underlying software architecture. This facilitates collaboration and the creation of an
open-model library, which ultimately helps researchers to implement their models more
rapidly.
Performance and parallelism
We parallelized the whole simulation engine using OpenMP [28] compiler directives.
OpenMP is a good fit since BioDynaMo exploits mostly loop parallelism (see Fig 1A).
Our GPU code is implemented in CUDA [29] and OpenCL [30] and can be executed on
graphics cards of different vendors (NVidia, AMD, or Intel). Offloading computation to
a GPU can improve performance, especially on laptops were the number of CPU cores
is limited.
To increase the maximum theoretical speedup due to parallel processing (as
described by Ahmdahl’s law [31]), we minimize the number of serial code portions in
BioDynaMo. We avoid unnecessary copying of data and optimize data access patterns
on machines with non-uniform memory access (NUMA) architecture. Compute nodes
with multiple NUMA nodes have different memory access latencies depending on
whether a thread accesses local or remote memory. Therefore, we load-balance agents
and their microenvironment on available NUMA nodes. We built an optimized iterator
over all agents to minimize threads’ memory accesses to non-local memory. This is
necessary because OpenMP does not have built-in support for such functionality. We
aim to provide more details on BioDynaMo’s performance enhancements and analyses
in a future paper targeting computer scientists.
Visualization
BioDynaMo currently uses ParaView [32] as a visualization engine. There are two
visualization modes, which we refer to as live mode and export mode. With live mode,
the simulation can be visualized during runtime, whereas with export mode, the
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visualization state is exported to file and can only be visualized post-simulation. Live
mode is a convenient approach to debug a simulation visually while it is executed.
However, this can slow down the simulation considerably if used continuously. In export
mode the visualization state can be loaded by the visualization package for
post-simulation processing (slicing, clipping, rendering, animating, etc.). BioDynaMo
can visualize substance concentrations and gradients (see Fig 5), and the geometry of
the supported agents.
Furthermore, it is possible to export any agent’s data members. This information
can then be used as input to ParaView filters, e.g., to highlight elements based on a
specific property. The export of additional data members was used in Fig 5, for
example, to color cells by their cell type.
SBML integration
Systems biology markup language (SBML) is a well-established standard to describe
chemical reaction networks to model metabolism, or cell signaling [8]. The BioModels
database contains a collection of more than 9000 models in this format [33].
Therefore, BioDynaMo provides the possibility to simulate chemical reaction
networks described as SBML [8] models (Fig 3). BioDynaMo uses libroadrunner to solve
the reaction equations, which features various deterministic and stochastic solvers. The
intracellular concentration of substances can serve as a control mechanism for agent
behaviors displacement, division, branching, etc. Furthermore, it is feasible to couple
the intracellular domain with the extracellular matrix by exocytosis and endocytosis of
substances and extracellular diffusion.
    SBML
  A --> B
  B --> B
  B --> C
A
B
C
Agent
Timesteps
C
o
n
c
e
n
tr
a
ti
o
n
Fig 3. SBML integration. Chemical reaction networks defined in SBML format can
be loaded into BioDynaMo and assigned to any agent. The reaction equations are
solved for each timestep.
Software quality assurance
Compromising on software quality can have severe consequences that can culminate in
the retraction of published manuscripts [34]. Therefore, we put tremendous effort into
establishing a rigorous development workflow that follows industry best practices.
Test-driven development—a practice from agile development [35]—is at the core of our
solution. BioDynaMo has more than 200 tests distributed among unit, convergence,
system, and installation tests. Fig 4, for example, shows the convergence test for
extracellular diffusion. By comparing the computed results with the analytical solution
we observe an increasing accuracy of the diffusion solver when we increase the diffusion
grid’s resolution. For each change to our repository [36], Travis-CI [37] executes the
entire test suite and, upon success, updates the documentation on our website [38].
Installation tests are executed on each supported operating system and ensure that all
demo simulations run on a default system.
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Fig 4. Diffusion convergence test. The simulated diffusion results converge
towards the analytical solution as we increase the resolution of the diffusion grid. The
resolution represents the number of grid points in the diffusion grid along each
dimension of the simulation space. We use an instantaneous point source at the origin
and measure the concentration change over time at
√
1000 micron away from the point
source.
Results
This section provides evidence that our presented design meets the desired system
properties. We demonstrate that BioDynaMo can be used to model a wide range of
biological processes with three example use cases: soma clustering, neural development,
and tumor spheroids. Furthermore, we compare BioDynaMo’s performance with a serial
neural simulator, analyse its scalability, and quantify the impact of GPU acceleration.
Table 1 details the experimental environment used for performance analysis.
Table 1. Experimental environment. Main parameters of the systems that we used to run the benchmarks of this paper.
S2 File contains more details.
System Main memory CPU / GPU OS / Compiler
A 504 GB Server with four Intel(R) Xeon(R) E7-8890 v3 CPUs @ 2.50GHz
with a total of 72 physical cores, two threads per core and four
NUMA nodes.
CentOS 7.7.1908
g++ in the version 7.3
B 1008 GB
C 191 GB
Server with two Intel(R) Xeon(R) Gold 6130 CPUs @ 2.10GHz
with 16 physical cores, two threads per core, and two NUMA
nodes.
One NVidia Tesla V100 SXM2 GPU with 32 GB memory.
D 16 GB
Dell Latitude 7480 Laptop from 2017.
One Intel(R) Core(TM) i7-7600U CPU @ 2.80GHz with two phys-
ical cores and two threads per core.
One Intel HD Graphics 620 GPU with 64 MB eDRAM.
Ubuntu 16.04.4 LTS
g++ in the version 5.5.0
Example application areas
Soma clustering
This example demonstrates soma clustering using BioDynaMo. We modeled the
formation of cell aggregations over time in response to external factors. Initially, we
created 32,000 randomly distributed cells of two different types in a cubic volume.
These cells are represented in red and blue in Fig 5A and B. Each cell type secreted a
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specific extracellular substance which attracted homotypic cells. Substances diffused
through the extracellular matrix following Eq 3. We modeled cell behavior with two
biology modules, ran in sequence: substance secretion (Algorithm 1) and chemotaxis
(Algorithm 2). We set the parameter secretion quantity to 1 and gradient weight
to 0.75. During the simulation, cell clusters formed depending on their type. The final
simulation state after 6000 timesteps is shown in Fig 5B. Clusters were associated with
non-homogeneous extracellular substance distributions, as shown in Fig 5C. This
example demonstrates the applicability of BioDynaMo for modeling biological systems,
including the dynamics of chemicals such as oxygen or growth factors. The simulation
consisted of 158 lines of code. The runtime on a server with 72 CPU cores was 15.88s
and 2min 20s on a laptop with two CPU cores (Table 2).
Algorithm 1: Soma clustering substance secretion.
input : cell, diffusion grid, secretion quantity
1 pos ← cell.GetPosition();
2 diffusion grid.IncreaseConcentrationBy(pos, secretion quantity);
Algorithm 2: Soma clustering chemotaxis.
input : cell, diffusion grid, gradient weight
1 pos ← cell.GetPosition();
2 grad ← diffusion grid.GetNormalizedGradient(pos);
3 cell.UpdatePosition(grad ×gradient weight);
A B C
Fig 5. Soma clustering simulation. This simulation contains two types of cells and
two extracellular substances. Each cell secretes a substance and moves into the direction
of the substance gradient. Cells are distributed randomly in the beginning (A) and form
clusters during the simulation. (B) Cell clusters at the end of the simulation. (C)
Substance concentrations at the end of the simulation. A video is available at S1 Video.
Neural development
This example illustrates the use of BioDynaMo to model neurite growth of pyramidal
cells using chemical cues. Initially, a pyramidal cell—composed of a 10 µm cell body,
three 0.5 µm long basal dendrites, and one 0.5 µm long apical dendrite— is created in
3D space. Furthermore, two artificial growth factors were initialized, following a
Gaussian distribution along the z-axis. The distribution of these growth factors guided
dendrite growth and remained unchanged during the simulation.
Dendritic development was dictated by a biological module defining growth direction,
speed, and branching behavior for apical and basal dendrites. At each step of the
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Table 2. Performance data for example use cases. The values in column “Agents” and “Diffusion volumes” are taken
from the end of the simulation. Runtime measures the wall-clock time to simulate the number of iterations. It excludes the
time for simulation setup and visualization.
Simulation Agents Diffusion Iterations System Physical Runtime Memory
volumes (Table 1) CPUs
Soma clustering (Fig 5) 32 000 1 240 000 6 000 A 72 15.88 s 663 MB
D 2 2 min 20 s 73 MB
Pyramidal cell
Single (Fig 6A) 2 080 250 500 A 1 0.22 s 32 MB
D 1 0.14 s 19 MB
Large-scale (Fig 7) 12 336 727 65 536 500 A 72 1 min 13 s 6.96 GB
D 2 13 min 5 s 6.66 GB
Very-large-scale 1 238 356 383 4 812 208 500 B 72 2 h 14 min 603 GB
Tumor spheroid (Fig 8)
2000 initial cells 4 169 0 312 A 1 1.22 s 87 MB
D 1 0.92 s 107 MB
4000 initial cells 5 241 0 312 A 1 2.07 s 87 MB
D 1 1.53 s 108 MB
8000 initial cells 8 225 0 288 A 1 4.33 s 90 MB
D 1 3.34 s 111 MB
simulation, the dendritic growth direction depended on the local chemical growth factor
gradient, the dendrite’s previous direction, and a randomly chosen direction. In
addition, the dendrite’s diameter tapered as it grew (shrinkage), until it reached a
specified diameter, preventing it from growing any further. The weight of each element
on the direction varied between apical and basal dendrites. Apical dendrites were more
driven by the chemical gradient and were growing at twice the speed of basal dendrites.
On the contrary, basal dendrites were more conservative in their growth direction; the
weight of their previous direction was more important. Likewise, branching behavior
differed between apical and basal dendrites. In addition to a higher probability of
branching (0.03 and 0.006 for apical and basal respectively), apical dendrites had the
possibility to branch only on the main branch of the arbor. On the contrary, basal
dendrites were only ruled by a simple probability to branch at each time step.
Algorithm 3 shows pseudocode for apical and basal dendrite growth while S1 File shows
chosen values for each parameter.
These simple rules gave rise to a straight long apical dendrite with a simple
branching pattern and more dispersed basal dendrites, as shown in Fig 6A, similar to
what can be observed in real pyramidal cell morphologies. Using our growth model, we
were able to generate a large number of various realistic pyramidal cell morphologies.
We used a publicly available database of real pyramidal cells coming from [39] for
comparison and parameter tuning. Two measures were used to compare our simulated
neurons and the 107 neurons composing the real morphologies database: the average
number of branching points, and the average length of dendritic trees. No significant
differences were observed between our simulated neurons and the real ones (p < 0.001
using a T-test for two independent samples). These results are shown in Fig 6B. The
simulation of the pyramidal cell growth consisted of 392 lines of code. Simulation
runtime on a server with 72 physical cores was 15.88s and 2min 20s on a laptop with
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Algorithm 3: Apical and basal dendrite growth.
input : neurite, growth factor, diameter threshold, diameter threshold two,
growth speed, branching probability, old direction weight, randomness weight,
gradient weight, shrinkage
1 diameter ← neurite.GetDiameter();
2 if diameter > diameter threshold then
3 old direction ← neurite.GetDirection();
4 pos ← neurite.GetPosition();
5 gradient ← growth factor.GetNormalizedGradient(pos);
6 direction ← old direction× old direction weight + gradient× gradient weight +
RandomUniform3(-1, 1)× randomness weight;
7 neurite.Extend(growth speed, direction);
8 neurite.SetDiameter(diameter- shrinkage);
9 if neurite.IsApical() then
10 if neurite.CanBranch() and neurite.IsTerminal() and
diameter < diameter threshold two and
RandomUniform(0, 1) < branching probability then
11 branching direction ← CalculateBranchingDirection(neurite);
12 neurite.Branch(branching direction);
13 end
14 end
15 else if RandomUniform(0, 1) < branching probability then
16 neurite.Bifurcate();
17 end
18 end
two CPU cores (Table 2).
Fig 7 shows a large scale simulation incorporating 5000 neurons similar to the one
described above, and demonstrates the potential of BioDynaMo for developmental,
anatomical, and connectivity studies in the brain. This simulation contained more than
12 million agents. This, however, is not the limit: in another simulation, we simulated
1.24 billion agents on a single server. On System B (Table 1), the latter simulation took
2 hours 14 minutes for 500 iterations using all CPU cores. These 500 iterations
correspond to approximately three weeks of pyramidal cell growth in the rat.
Tumor spheroid growth
In this section, we present a tumor spheroid simulation to replicate in vitro experiments
from [40]. Tumor spheroid experiments are typically employed to investigate the
pathophysiology of cancer, and are also being used for pre-clinical drug screening [41].
Here we considered three in vitro test cases using a breast adenocarcinoma MCF-7 cell
line [40] with different initial cell populations (2000, 4000, and 8000 MCF-7 cells). Our
goal was to simulate the growth of this mono cell culture embedded in a collagenous
(extracellular) matrix. This approach, as opposed to a free suspension one, incorporates
cell-matrix interactions to mimic the tumor-host microenvironment.
Initially, cells were clustered in a spherical shape around the origin with a diameter
of 310, 380, or 460 micrometers. The three-dimensional extracellular matrix (ECM) was
represented in our simulations as a 1 mm3 cube. The fundamental cellular mechanisms
modeled here include cell growth, cell duplication, cell migration, and cell apoptosis. A
single biology module (Algorithm 4) governed all these processes. The model parameters
are listed in S1 File. The cell growth rate was derived from the published data [42],
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Fig 6. Pyramidal cell simulation. (A) Example pyramidal cell simulated with
BioDynaMo. A video is available at S2 Video. (B) Morphology comparison between
simulated neurons and experimental data from [39]. Error bars represent the standard
deviation.
Fig 7. Large-scale simulation. The model started with 5000 initial pyramidal cell bodies and contained more than 12
million agents after simulating 500 iterations. Simulation execution time was 73 seconds on a server with 72 CPU cores. A
video is available at S3 Video.
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while cell migration (cell movement speed), cell survival, and apoptosis were fine-tuned
after trial and error testing. Since the in vitro study considered the same agarose gel
matrix composition among the experiments, the present BioDynaMo model assumes
identical parameters for the cell–matrix interactions in the simulations. Considering the
homogeneous ECM properties, tumor cell migration was modeled as Brownian motion.
Algorithm 4: Cancer cell behavior.
input : cell, minimum cell age, death probability, displacement rate, growth speed,
division probability
1 random vector ← RandomUniform3(-1, 1);
2 brownian ← random vector ÷ random vector.L2Norm();
3 cell.UpdatePosition(brownian× displacement rate);
4 if age >= minimum cell age and RandomUniform(0, 1) < death probability then
5 cell.RemoveFromSimulation();
6 return;
7 end
8 age ← age + 1;
9 if cell.GetDiameter < max diameter then
10 cell.IncreaseVolume(growth speed);
11 else if RandomUniform(0, 1) < division probability then
12 cell.Divide();
13 end
The in vitro experiments showed that instantaneous spheroid growth was hindered
by the compression of the surrounding agarose gel matrix (see Fig 8A), owing to cell
reorganization at the onset of the cancer mass implantation into the gel. As a result,
the tumor spheroid diameter was initially decreasing. However, the present simulation
example focuses modeling the growth of the spheroid after it had set in the agarose gel
matrix. Therefore, as shown in Fig 8A, BioDynaMo simulations are set to start on day
two or three.
The in vitro experiments from [40] and the simulations using BioDynaMo are
depicted in Fig 8. Each line plot in Fig 8A compares the mean diameter between the
experiments and the simulations over time, which demonstrates the validity and
accuracy of BioDynaMo. The diameter of the spheroids in the simulations were
deducted from the volume of the convex hull that enclosed all cancer cells. The in vitro
experiments used microscopy imaging to measure the spheroid’s diameters [40]. Fig 8B
compares snapshots of the simulated tumor spheroids (bottom row) against microscopy
images of in vitro spheroids (top row) at different time points. The spheroid’s
morphologies between the in vitro experiments and the BioDynaMo simulations are in
excellent agreement.
The example has 441 lines of code, including the generation of the plot shown in
Fig 8A. Running one simulation took 0.92–3.34s on a laptop and 1.22–4.33s on a server,
both using one CPU core (see Table 2).
Measuring the performance of BioDynaMo
The efficient usage of available computing resources is crucial to simulate large-scale
and detailed biological processes. To this end, we quantify the performance of
BioDynaMo with three simulations: cell growth and division, soma clustering, and
pyramidal cell growth. These simulations have different properties and are, therefore,
well suited to evaluate BioDynaMo’s simulation engine under a broad set of conditions.
We first describe these simulations in more detail.
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Fig 8. Comparison between in vitro MCF-7 tumor spheroid experiments and our in silico
simulations using BioDynaMo. (A) Human breast adenocarcinoma tumor spheroid (MCF-7 cell line)
development during a 15 day period, where different initial cell populations were considered (see Fig 3
in [40]). Error bars denote standard deviation to the experimental data. The mean of the in silico results is
shown as a solid black line with a grey band depicting minimum and maximum observed value. (B)
Qualitative comparison between the microscopy images and simulation snap-shots is shown in the three
boxes. Scale bars correspond to 100µm. A video is available at S4 Video.
Cell growth and division. The starting condition of this simulation was a 3D grid
of cells. These cells were programmed to grow to a specific diameter and divide
afterward. This simulation had high cell density and slow-moving cells. This simulation
covered mechanical interaction between spherical cells, biological behavior, and cell
division.
Soma clustering. The goal of this model was to cluster two types of cells that are
initially randomly distributed. We used the same implementation presented in the
example use cases (see Fig 5). There are three main differences comparing this
simulation with the previous cell growth and division simulation. First, this simulation
covered extracellular diffusion. Second, cells moved more rapidly. Third, the number of
cells remained constant during the simulation.
Pyramidal cell growth. We used the pyramidal cell model described in the example
use cases as a building block (see Fig 6). The simulation started with a 2D grid of
initial neurons on the z-plane and started growing them. This simulation has three
distinctive features. First, activity was limited to a neurite growth front, while the rest
of the simulation remained static. This introduced a load imbalance for parallel
execution. Second, the neurite implementation modified neighboring agents. Hence,
synchronization was required between multiple threads to ensure correctness. Third, the
simulation had only static substances, i.e., substance concentrations and gradients did
not change over time.
We evaluated BioDynaMo’s performance by comparing it to prior work, analyzing its
scalability, and quantifying the performance improvement of GPU acceleration.
First, to demonstrate the performance improvements over prior work, we compared
BioDynaMo with the Cortex3D [5] neuroscientific simulator. Cortex3D has the highest
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similarity in terms of the underlying biological model out of all the related works
presented. This makes Cortex3D the best candidate with which to compare BioDynaMo
and ensure a fair comparison. Fig 9A shows the speedup of BioDynaMo for the three
simulations. We observed a significant speedup between 20 and 124×. Note that we set
the number of threads available to BioDynaMo to one since Cortex3D is not parallelized.
The speedup was larger, when the simulation was more dynamic or more complex.
Fig 9. BioDynaMo performance analysis. (A) Speedup of BioDynaMo compared
to Cortex3D. (B) Strong scaling behavior of BioDynaMo on a server with 72 physical
cores, two threads per core, and four NUMA domains. The grey area highlights
hyper-threads.
Second, to evaluate the scalability of BioDynaMo, we measured the simulation time
with an increasing number of threads. We increased the number of agents used in the
comparison with Cortex3D and reduced the number of simulation timesteps to 10.
Fig 9B shows the strong scaling analysis. All simulation parameters remained constant,
and the number of threads was increased from one to the number of logical cores
provided by the benchmark server. The maximum speedup was between 67× and 76×,
which corresponds to a parallel efficiency of 0.93 and 1.06. Performance improved even
after all physical cores were utilized and hyper-threads were used. Hyper-threads are
highlighted in gray in Fig 9B. We want to emphasize that even the pyramidal cell growth
benchmark scaled well, despite the challenges of synchronization and load imbalance.
Third, we evaluated the impact of calculating the mechanical forces on the GPU
using the cell growth and division, and soma clustering simulations. We excluded the
pyramidal cell growth simulation because the current GPU kernel does not support
cylinder geometry yet. The benchmarks were executed on System C (Table 1),
comparing an NVidia Tesla V100 GPU with one CPU core. We observed a speedup of
1.48× for cell growth and division, and 4.05× for soma clustering. The speedup
correlated with the number of collisions in the simulation. The computational intensity
is directly linked with the number of collisions between agents.
In summary, in the scalability test, we observed a minimum speedup of 67×.
Furthermore, we measured a minimum speedup of 20× comparing BioDynaMo with
Cortex3D both using a single thread. Based on these two observations, we conclude
that on System A (Table 1) BioDynaMo is more than three orders of magnitude faster
than Cortex3D.
Discussion
This paper presented BioDynaMo, a novel open-source platform for agent-based
simulations. We demonstrated BioDynaMo’s modular architecture with three example
use cases: soma clustering, pyramidal cell growth, and tumor spheroid growth.
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Modularity, predefined simulation primitives, and common functionality make it easy to
translate an idea into a BioDynaMo simulation. All examples were implemented in 158
to 441 lines of code.
Our performance analysis on System A (Table 1) showed a three-order-of-magnitude
improvement over the state-of-the-art baseline Cortex3D. This improvement enables
simulations with an unprecedented number of agents. We simulated neural development
with a final number of 1.24 billion agents after 500 iterations in 2 hours and 14 minutes.
Simulations can also be run on less powerful hardware. A laptop took slightly over 13
minutes to complete 500 iterations of the pyramidal cell growth simulation with 12
million agents.
We established a rigorous development workflow that helps to reach high software
quality and reproducibility of results. In future works, we plan to focus on technical
details of the simulation engine, a distributed runtime to support even larger
simulations on multiple servers, and improved hardware acceleration.
To the best of our knowledge, BioDynaMo is the first scalable simulator of neuronal
growth and interactions between cells. It helps life-scientists harness the computing
power of modern hardware and hides the technical details of high-performance parallel
computing. Thus, life-scientists can concentrate on gaining a mechanistic understanding
of complex biological processes, which can even yield predictions of clinical
progression [43,44].
We envision BioDynaMo to become a valuable tool in the computational biology
field, fostering faster and easier simulation of large-scale biological systems,
interdisciplinary collaboration, and scientific reproducibility.
Availability and future directions
BioDynaMo is an open-source project under the Apache 2.0 license and can be found on
Github [36]. The documentation is split into three parts: API reference, user guide, and
developer guide. Furthermore, a Slack channel is available for requesting assistance or
guidance from the BioDynaMo development team.
BioDynaMo officially supports the following operating systems: Ubuntu (16.04,
18.04), CentOS 7, and macOS. We test BioDynaMo on these systems and provide
prebuilt binaries for third party dependencies: ROOT, ParaView, and libRoadrunner.
All of the results presented in the paper can be reproduced following the instructions
in S2 File.
By designing BioDynaMo in a modular and extensible way, we laid the foundation to
create new functionalities easily. We encourage the life science community to contribute
their developments back to the open-source codebase of BioDynaMo. Over time, the
accumulation of all these contributions will form the BioDynaMo open-model library, as
shown in Fig 10. This library will help scientists accelerate their research by providing
the required building blocks (agents, biological behavior, etc.) for their simulation.
Currently, we collect these contrubutions in our Github repository [36].
Supporting information
All supporting information is available at:
https://doi.org/10.5281/zenodo.3862368
S1 Table. Description of agents, events, and operations that BioDynaMo
currently provides.
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Fig 10. BioDynaMo platform. Vision of BioDynaMo, a platform to accelerate in silico experiments.
S1 File. Model parameters for the pyramidal cell and tumor spheroid
growth simulation.
S2 File. Codebase to reproduce all results presented in this paper. This
file contains all code necessary to reproduce performance results, plots, visualizations,
and videos shown in this paper. The README.md file provides instructions on how to
execute the whole pipeline. Furthermore, it contains more details about the hardware
and software configuration of the different systems described in Table 1.
S1 Video. Soma clustering simulation, as shown in Fig 5.
https://www.youtube.com/watch?v=jlOk_Y3SUHo
S2 Video. Single pyramidal cell growth simulation, as shown in Fig 6.
https://www.youtube.com/watch?v=taWMFs5D5Pg
S3 Video. Large-scale pyramidal cell growth simulation, as shown in Fig 7.
https://www.youtube.com/watch?v=MA74wZbhO7w
S4 Video. Tumor spheroid growth simulation, as shown in Fig 8.
https://www.youtube.com/watch?v=Q9UkpLuLnkU
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