Let M n = (M, g) be a compact, connected, Riemannian manifold of dimension n. Let µ be the measure µ = σ dvol g , where σ ∈ C ∞ (M) is a nonnegative density. We first show that, under some mild metric conditions that do not involve the curvature, the presence of a large eigenvalue (or more precisely of a large gap in the spectrum) for the Laplacian associated to the density σ on M implies a strong concentration phenomenon for the measure µ. When the density is positive, we show that our result is optimal. Then we investigate the case of a Laplace-type operator D = ∇ * ∇ + T on a vector bundle E over M, and show that the presence of a large gap between the (k+1)-st eigenvalue λ k+1 and the k-th eigenvalue λ k implies a concentration phenomenon for the eigensections associated to the eigenvalues λ 1 , . . . , λ k of the operator D.
Introduction
The goal of this paper is to show that, under some mild metric conditions, the presence of a large eigenvalue of the Laplacian on a compact Riemannian manifold M implies that the Riemannian volume concentrates around a finite set of points. Actually, we show that a similar phenomenon holds for any Laplace-type operator D acting on sections of a vector bundle on M, if one replaces the Riemannian volume by the squared norm of a first eigensection of D.
Let us recall briefly the main known facts about concentration and the spectrum of the Laplace operator. In what follows, we number the eigenvalues of so that λ 1 (M) = 0 and λ 2 (M) is the first positive eigenvalue.
For a closed Riemannian manifold of dimension n whose Ricci curvature is bounded below, that is, Ric ≥ −(n − 1)a 2 , we have the following well-known inequality due to Cheng [1975] :
where c(n) is a constant depending only on n. This shows that when the k-th eigenvalue is very large, the whole manifold is contained in a small neighborhood of any of its points and so we have a strong concentration phenomenon.
At the other extreme, if we make no assumption other than compactness we still have a concentration phenomenon, first observed by Gromov and Milman [1983, Theorem 4 .1]. It says that if A is a closed subset with positive normalized measure µ(A) = α and r > 0, then (1) µ(A r ) ≥ 1 − (1 − α 2 ) exp(−r λ 2 (M) ln(1 + α)),
where A r = {x ∈ M : d(A, x) < r }. So, when the first (positive) eigenvalue is large, almost all relative volume of M lies in a small neighborhood of any set of fixed positive measure.
However, we stress that µ(A) being positive is essential in the estimate; the sole assumption that λ 2 (M) is large does not guarantee that the volume concentrates around, say, a finite set of points. For example, take M n to be the n-dimensional unit sphere. Then λ 2 (M n ) (which is equal to n) tends to infinity with n; we have concentration in the sense of Gromov and Milman, and yet the volume of M n is uniformly distributed and cannot concentrate around any finite set. In Section A.4 we will give another counterexample in which the dimension is fixed.
Inequality (1) can be generalized to the other eigenvalues using an interesting upper bound of λ k (M) due to Chung, Grigor'yan and Yau; the upper bound is given in terms of the least distance between k mutually disjoint subsets of fixed positive measure; see [Chung et al. 1997] and also [Friedman and Tillich 2000] for a sharp estimate.
This paper deals with concentration around a finite number of points, and with a simple metric condition that will imply this phenomenon. Namely, we require that the number of balls of radius r needed to cover a ball of radius 4r is uniformly bounded above by a constant C for r ≤ 1. We then prove the following fact:
If the (k +1)-st eigenvalue of the Laplacian of M is large, then most of the volume of M concentrates near (at most) k points of the manifold.
However, we will prove a result (Theorem 4) that is much more general; in particular, it will imply the following fact. Consider a Laplace-type operator D acting on the sections of a smooth vector bundle on M (for example, the Laplacian on forms, the square of the Dirac operator or the Schroedinger operator). Then:
If the gap between the (k +1)-st and the k-th eigenvalue of D is large, then any eigensection associated to the first k eigenvalues concentrates its L 2 -norm near (at most) k points of the manifold.
Both the above estimates depend explicitly on the constant C. In the rest of the introduction we state the precise results: Theorems 1, 2 and 3.
1.1. Some definitions. We will consider metric measure spaces (M, µ, d) of the following type:
) is a compact, connected Riemannian manifold of dimension n, possibly with nonempty boundary.
• µ is the measure µ = σ dvol g , where σ ∈ C ∞ (M) is a nonnegative density. We will also assume, without loss of generality, that µ is a probability measure, that is, M σ dvol g = 1.
• d is a distance function that is assumed to be Lipschitz, that is, |∇d| ≤ 1 almost everywhere with respect to µ.
For r > 0, define C d (M, r ) to be the minimal number of balls of radius r in (M, d) needed to cover a ball of radius 4r . Then C d (M, r ) is finite for all r .
We will set
and call it the packing constant of the pair (M, d). It is a metric invariant (it does not depend on the measure µ). The packing constant is often used in similar contexts (it is used extensively in the survey [Grigor'yan et al. 2004] ). By the compactness of M, C d (M) is welldefined.
Note that d is not necessarily the Riemannian distance. In fact, here are three typical situations in which it is easy to control the packing constant:
) is a closed Riemannian manifold and d is the intrinsic distance on M associated to the Riemannian metric g.
(II) M n is an immersed submanifold of another manifold X (for example, hyperbolic or Euclidean space) and d = d ext is the extrinsic distance, that is, the restriction to M of the Riemannian distance on X .
(III) M n is a bounded domain with smooth boundary in a complete Riemannian manifold X and again d = d ext is the extrinsic distance.
In the first case we can easily estimate the packing constant in terms of a lower bound of the Ricci curvature and the dimension, using the Bishop-Gromov inequality; see [Colbois and Maerten 2008, Example 2.1] . In cases (II) and (III), a simple argument shows that C d (M) ≤ C d (X ) 2 , and so the packing constant of an immersed submanifold of Euclidean space (or of a manifold with nonnegative Ricci curvature) is bounded above by an absolute constant depending only on the dimension of X ; in particular, it is independent on the Ricci curvature of M. For example, if M is any submanifold of ‫ޒ‬ m then C d (M) ≤ (1 + 3 2m ) 2 . Here d is the extrinsic distance; for the intrinsic distance this is no longer true in general.
1.2.
Estimates for the Laplacian on functions. When the density σ is positive, we can consider the following operator L acting on any u ∈ C ∞ (M):
If ∂ M = ∅, we assume Neumann boundary conditions. L is self-adjoint when acting on L 2 (M, µ), where µ = σ dvol g , and is associated to the quadratic form
The spectrum of L is discrete and will be denoted by
If σ is constant (that is, µ is just a multiple of the Riemannian measure) one recovers the eigenvalues of the ordinary Laplacian on M. However, the generalization to Laplace-type operators will force us to consider nonconstant densities.
) is a metric measured space as defined in Section 1.1 and assume that µ = σ dvol g , with σ > 0 everywhere on M. Let L be the operator defined in (3). Then, for all k ≥ 1, there exists a set S of k points
is the packing constant defined in (2).
Remarks. The estimate is sharp, in the sense that the decay log λ/ √ λ is optimal as λ = λ k+1 (L) tends to infinity, and cannot be replaced by a function with a faster rate of decrease. We refer to Section A.2 for an explicit example.
If the eigenvalue λ k+1 (L) is large (so that r is small), then almost all of the measure µ is in the r -neighborhhood of k suitable points: This is the concentration property that we want to emphasize.
There is an equivalent formulation of our estimate in terms of the so-called Lévy-Prokhorov distance between probability measures. If (X, d) is a metric space, Ꮾ(X ) the borelian σ -algebra and ᏼ(X ) the set of the probability measures on X , the Lévy-Prokhorov distance d P between two elements ν 1 and ν 2 of ᏼ(X ) is defined as
See for example [Villani 2009, (6.5) , page 97].
The following result is an equivalent formulation of Theorem 1.
Theorem 2. In the hypothesis of Theorem 1, there exist k points x 1 , . . . , x k ∈ M and weights p 1 , . . . , p k ∈ [0, 1) such that p j = 1 and
where δ S = k i=1 p i δ x i and δ x i is the Dirac measure concentrated at the point x i . In particular, for k = 1 there exists a point x 1 ∈ M such that
The estimate is sharp: see Section A.2.
In other words, when the eigenvalue is large, the measure µ is close, in the Lévy-Prokhorov sense, to a weighted linear combination of the Dirac measures at the points x 1 , . . . , x k .
The equivalence between the formulations in Theorem 1 and Theorem 2 will be proved in Section A.1.
Note that Theorems 1 and 2 apply obviously to the Laplacian acting on functions: it suffices to choose σ = 1/Vol(M). In that case the concentration is relative to the (normalized) Riemannian volume.
1.3.
Estimates for vector bundle Laplacians. The next task will be to generalize Theorem 1 when the density σ is only assumed to be nonnegative. For that purpose we introduce, in Section 2, a weaker notion of spectrum and prove the relevant Theorem 4. Besides being interesting in itself, Theorem 4 will lead to a concentration phenomenon of eigensections in the context of Laplacians acting on sections of a vector bundle.
So, consider a vector bundle E over a compact Riemannian manifold (M n , g) with empty boundary, and denote by ∇ a connection on E that is compatible with the metric g (see [Bérard 1988 ] for details). An operator D acting on sections of the bundle is said to be of Laplace-type if it can be written D = ∇ * ∇ + T , where T is a symmetric endomorphism of the fiber. Then, D is self-adjoint and elliptic. We list its eigenvalues as
and denote by {ψ 1 , ψ 2 , . . . } a corresponding orthonormal basis of eigensections.
Important examples of Laplace-type operators are given by the Laplacian acting on differential forms, by the square of the Dirac operator and by a Schrödinger operator acting on functions. In the first case, T is the curvature term in the classical Bochner-Weitzenböck formula, in the second case it is multiplication by a constant multiple of the scalar curvature, and in the third case T is just the potential.
In the second main theorem we assume a large gap in the spectrum of D and prove that eigensections concentrate their norms near a finite set of points.
Theorem 3. For each positive integer k there is a set S of k points x 1 , . . . , x k ∈ M with the following property. Let ψ be any unit L 2 -norm linear combination of the first k eigensections of D, and µ = |ψ| 2 dvol g . Then
Equivalently, the Lévy-Prokhorov distance between µ and a suitable linear combination of the Dirac measures at x 1 , . . . , x k is bounded above by r .
Example. We take D to be the ordinary Laplacian on functions and assume that λ k+1 tends to infinity while λ k is uniformly bounded. Then by Theorem 1 the Riemannian volume concentrates around k suitable points x 1 , . . . , x k . Theorem 3 then says that any eigenfunction associated to eigenvalues less than λ k+1 will also concentrate its L 2 -norm around x 1 , . . . , x k .
Example. We take D to be the Laplacian acting on p-forms and assume that the p-th Betti number of M is positive, say
is the first positive eigenvalue of D. Assume that λ is very large. Then the theorem gives the existence of b p (M) points such that all harmonic p-forms must concentrate their L 2 -norms in a small neighborhood of the union of these points.
We also observe that, in general, a large gap in the spectrum of D does not necessarily imply concentration of the Riemannian volume unless, of course, D is the ordinary Laplacian, or there exist parallel sections (so that the density σ = |ψ| 2 is constant). We refer to Section A.3 for an explicit example.
The paper is structured as follows: In Section 2 we will prove Theorem 1 and a more general version of it, Theorem 4. In Section 3 we will establish the results for vector bundle Laplacians and prove Theorem 3. The appendix is devoted to the examples, in particular, the sharpness of the estimate given in Theorem 1 and 2.
Estimates for functions
2.1. A general estimate when the density is only nonnegative. We consider a compact manifold M (with or without boundary) endowed with a distance function d and a measure µ = σ dvol g as in Section 1.1. We first consider the general case in which σ ≥ 0. This will be needed to treat Laplace-type operators, where the density σ will be the squared norm of an eigensection, which can vanish at some points of M. However it is well known from elliptic theory that eigensections can vanish only on sets of measure zero.
Let us then introduce the weak spectrum of the metric measured space ᏹ = (M, µ, d) as follows. First, define the following Rayleigh quotient of the Lipschitz function f (such that M f 2 µ > 0):
Denote by W k a vector space of Lipschitz functions on M of finite dimension k. Then, for all integers k ≥ 0 we define
It is clear that λ 1 (ᏹ) = 0. It is easy to check that the sequence λ j (ᏹ) is nondecreasing.
Having said that, we state the main theorem of this section.
Theorem 4. Let ᏹ = (M, µ, d) be as above, with µ = σ dvol g and σ ≥ 0. Then, for each k = 1, 2, . . . we can find a set S of k points x 1 , . . . ,
Remark. If the density σ is strictly positive on M, then it is clear by the max-min principle that the weak spectrum of ᏹ is equal to the spectrum of the self-adjoint elliptic operator L acting on L 2 (M, σ · dvol g ) and already defined in (3). That is,
In this case, using an upper bound of [Chung et al. 1997] and an additional measure theoretic lemma proved in [Colbois and Maerten 2008] we can prove Theorem 1, which is an improvement of Theorem 4 for large λ = λ k+1 because log λ/ √ λ decays faster than λ −1/3 .
Preparatory results.
In the next lemma we estimate the eigenvalues of ᏹ as defined in the previous section. The first part follows from a standard argument involving plateau functions, which applies to our case. The second part is an estimate due to Chung, Grigor'yan and Yau.
Lemma 5. (a) Let ᏹ = (M, µ, d) and assume that µ = σ · dvol g with σ ≥ 0.
Assume that there exist k + 1 subsets of M, each of measure at least α > 0, which are 2r -separated (meaning that the distance between any two of the given sets is at least 2r ). Then λ k+1 (ᏹ) ≤ 1/αr 2 .
(b) If the density σ is strictly positive on M, then
where L is the operator Lu = u − ∇u, ∇σ /σ defined in (3).
Proof. (a) Fix a subspace W of the space of Lipschitz functions on M, of finite dimension k. Let A 1 , . . . , A k+1 be the subsets satisfying the assumptions, that is,
on the complement of A r j . Note that the φ j are disjointly supported. Linear algebra shows that we can find numbers a 1 , . . . , a k+1 such that the function φ = k+1 j=1 a j φ j is Lipschitz, L 2 (µ)-orthogonal to W and nonzero. We can also assume that a 2 j = 1. The gradient of φ is supported on the union of the j , and on j one has |∇φ| ≤ |a j |/r almost everywhere. Then
Therefore R(φ) ≤ 1/(αr 2 ). Since φ was orthogonal to W , we get
The right side is independent of the subspace W ; hence taking the supremum over all k-dimensional subspaces W does not change the upper bound. Recalling the definition of λ k+1 , one obtains the first part of the lemma. (b) If the density σ is positive, we can use an estimate of Chung, Grigor'yan and Yau [1996] . It says that, if the subsets A 1 , . . . , A k+1 are at distance at least s from each other, then
The second inequality is now immediate by taking s = 2r .
We will use [Colbois and Maerten 2008, Corollary 2.3 ], which we state in a way more convenient to our purposes. Consider our metric space (M, d) and recall the packing constant C d (M). Let ν be any measure on M.
Proposition 6. Let N be a positive integer. Suppose that for a given s > 0, we have
We will use the proposition in the proof of Theorem 4 for ν given by the restriction of µ to a closed subset.
Proof of Theorem 4. Let λ k+1 (ᏹ) = λ and assume that it is positive. Let
We will prove that there exist a set S of suitably chosen points x 1 , . . . , x k (not necessarily distinct) such that
We can suppose r < 1.
Let
. By the definitions of r and α one has
Step 1 (construction of the points). Choose x 1 so that µ(B(x 1 , 1 4 r )) ≥ µ(B(x, 1 4 r )) for all x ∈ M, and set
for all x ∈ X 1 , and set
We continue in this way until we obtain k points x 1 , . . . , x k : To construct the j-th point x j ∈ X j−1 , we demand that µ(B(x j , 1 4 r )) ≥ µ(B(x, 1 4 r )) for all x ∈ X j−1 and define
Note that if X j is empty for some j ≤ k, then µ(B(x 1 , r )∪· · ·∪B(x j , r )) = 1 > 1−r , so we can take S = {x 1 , . . . , x j−1 }. We have µ(S r ) ≥ 1 − r and the theorem is proved. So we can assume that
is nonempty. Inequality (4) (and the theorem) follows if we show that µ(X k ) ≤ r.
Step 2 (proof that µ(X k ) ≤ r ). We argue by contradiction and show that the inequality 
Therefore the sets B 1 , . . . , B k , X k are 1 2 r -separated and each of them has measure at least α. By Lemma 5,
which contradicts (5). Then the first case does not occur.
Second case. Assume µ(B k ) < α. Consider the closed subset X = X k−1 . By the definition of x k , one has
We now consider the metric space (M, d) with the measure ν given by the restriction of µ to the closed subspace X , that is, ν(A) = µ(A ∩ X ). By (6) we have r < µ(X k ) ≤ µ(X ) = ν(M) and therefore
By Proposition 6 applied for s = 1 4 r and N = k + 1, we conclude there exist k + 1 subsets A 1 , . . . , A k that are 3 4 r -separated and satisfy
Then µ(A i ) ≥ 2α for all i. Applying Lemma 5, one would obtain (8) λ = λ k+1 (ᏹ) ≤ 32 9αr 2 , which again contradicts (5). The proof of Theorem 4 is now complete.
Proof of Theorem 1. Set λ k+1 (ᏹ) = λ and assume λ ≥ e. Let (9) r = β log λ √ λ ,
We will find a set S of k points x 1 , . . . , x k such that
which is the statement of the theorem. Set α = r/(4(k + 1)C d (M) 2 ). We first observe that (11) λ > 256 r 2 log 2 (2/α).
In fact (9) gives λ = β 2 log 2 λ 2 /r 2 ≥ β 2 /r 2 , and substituting inside log λ we get (11) because β/r = 2/α by the definitions of α and β and the fact that β ≥ 8.
To show (10) we follow Step 1 and Step 2 exactly as in the proof of the previous theorem: We construct the points x 1 , . . . , x k as before and show that the inequality µ(X k ) > r leads to a contradiction with the inequality (11). The only change is to use the second inequality of Lemma 5 instead of the first, so that (7) and (8) respectively become λ ≤ 16 r 2 log 2 (2/α) and λ ≤ 64 9r 2 log 2 (2/α), both of which contradict (11).
Remark. It is not possible to replace the constant β in (9) by β(λ) for a function β(λ) → 0 as λ → ∞. In fact, taking β = constant is the optimal choice for the radius r ; see Section A.2.
The estimate for Laplace-type operators
In this section we prove Theorem 3. 
Of course, the result is significant only when the gap λ k+1 (D) − λ i (D) is large enough. As the gap λ k+1 (D)−λ k (D) increases to ∞, we see that any eigensection associated to λ i (D), with i ≤ k, tends to concentrate its norm around at most k points x i 1 , . . . , x i k , a priori depending on i. It is natural to ask if there is a relation between all these points for different eigenvalues. We can in fact show that, as the gap tends to infinity, all squared norms |ψ 1 | 2 , . . . , |ψ k | 2 will concentrate around a common set of k points. Actually, we will show that this also happens for the squared norm of any section in the direct sum of the first k eigenspaces; this is the statement of Theorem 3.
Proof of Theorem 7. The proof depends on the following two lemmas, in which we bound the gaps in the spectrum of D by the weak spectrum of the m-m-spaces ᏹ corresponding to the densities σ = |ψ| 2 , where ψ is an eigensection of D. We then apply Theorem 4 to conclude.
Recall that D = ∇ * ∇ + T , where T is a symmetric endomorphism of the fiber.
So the quadratic form associated to D is
which is defined on the space of H 1 -sections of the bundle (here integration is with respect to the Riemannian measure dvol g ). We fix an orthonormal basis of eigensections of D and denote it by (ψ 1 , ψ 2 , . . . ).
Lemma 8. Let f be a Lipschitz function on M and ψ a smooth section of the bundle. Then
Lemma 9. Fix a positive integer k and let i ≤ k. Let ψ i be an eigensection associated to λ i (D), of unit L 2 -norm, and consider the m-m-space
Theorem 7 now follows immediately from Lemma 9 and Theorem 4 applied with the density σ = |ψ i | 2 .
Proof of Lemma 8. On the subset where ∇ f exists (hence almost everywhere on M), one has
and hence
Now recall the identity (Bochner formula) Dψ, ψ = |∇ψ| 2 + 1 2 |ψ| 2 + T ψ, ψ . The lemma follows.
Proof of Lemma 9. Given the metric-measure space ᏹ = (M, µ, d), recall the definition of weak spectrum:
and W h denotes a vector subspace of Lipschitz functions having dimension h. We will write for brevity λ i (ᏹ) = λ i .
Fix > 0. Then, for all integers k ∈ ‫ގ‬ we construct a (k +1)-dimensional subspace W k+1 of the space of Lipschitz functions on M such that, for all f ∈ W k+1 , (12) R( f ) ≤ k(λ k+1 + ).
Set W 1 = span( f 1 ), where f 1 is the constant function 1. By definition, there exists a nonvanishing smooth function f 2 that is orthogonal to W 1 and satisfies
Set W 2 = span( f 1 , f 2 ). We can assume that f 2 has unit L 2 -norm. Continuing this process, we get W k+1 = span( f 1 , . . . , f k+1 ), where ( f 1 , . . . , f k+1 ) is an orthonormal set and, for all j = 1, . . . , k + 1,
Let us prove (12). Let f = k+1 i=1 a i f i be a function in W k+1 . We can assume that it has unit norm, so that i a 2 i = 1. By the triangle inequality, since
i=2 |∇ f i | 2 and therefore, by (13),
We can now prove the lemma. Fix > 0 and consider the m-m-space ᏹ i with measure µ i = |ψ i | 2 dvol g , as in the statement of the lemma. Let W k+1 be the subspace satisfying (12). By linear algebra, we can find a nonvanishing f ∈ W k+1 such that the section f ψ i has unit norm and is orthogonal to the first k eigensections ψ 1 , . . . , ψ k of the spectrum of D. Using f ψ i as test-section for the eigenvalue λ k+1 (D), we obtain by Lemma 8
by (12). Letting → 0 we obtain the assertion.
Proof of Theorem 3. Let us start with the formal proof by considering an orthonormal basis (ψ 1 , . . . , ψ k ) of the direct sum of the first k eigenspaces of D. Given µ j = |ψ j | 2 · dvol g , let us introduce the following auxiliary measure, which is just the average of the µ j :μ
We also fix the radius
The theorem follows from two claims.
Claim 1. There exists a set of points Q = {y 1 , . . . , y l } with the property that µ(B(y j , r )) ≥ r/k 2 for all j andμ(Q r ) ≥ 1 − 2r .
Claim 2. There exists a subset T = {x 1 , . . . , x m } of Q, with m ≤ k, such that
(This gives a concentration result for the averaged measureμ). Thanks to Claims 1 and 2, we can conclude as follows. Let ψ = k i=1 a i ψ i be any unit norm section in the direct sum of the first k eigenspaces of D (so that i a 2 i = 1), and let µ = |ψ| 2 dvol g . By the Schwarz inequality we have, at any point,
≤ 5kr by Claim 2. We now take S = T . Then µ(S 5kr ) ≥ 1 − 5kr and the theorem follows.
For the proof of the two claims we need a lemma. We can assume r < 1/5. Lemma 10. Assume there exist k + 1 subsets A 1 , . . . , A k+1 that are 2r -separated and haveμ-measure at least β. Then
Proof. As in the proof of Lemma 5, we can construct k + 1 disjointly supported, plateau functions f 1 , . . . , f k+1 with Rμ( f j ) ≤ 1/(βr 2 ) for each j, where Rμ is the Rayleigh quotient relative to the measureμ. Sinceμ is the average of the µ j , we see that for any nonnegative function f there is an index i (depending on f ) such that M fμ ≤ M f µ i . Therefore, for each j = 1, . . . , k + 1 there is an index α( j) = 1, . . . , k such that
and then R µ α( j) ( f j ) ≤ k/(βr 2 ) for all j. We consider the sections s j = f j ψ α( j) for j = 1, . . . , k +1; they are disjointly supported and we can use them as test-sections for the eigenvalue λ k+1 (D). Using Lemma 8 one sees that
Proof of Claim 1. For all j ≤ k we observe from (14) that
So, by Theorem 7, there exist finite subsets S 1 , . . . , S k ⊆ M of cardinality less than or equal to k such that µ j (S r j ) ≥ 1 − r for all j. We set P = S 1 ∪ · · · ∪ S k and observe that, by the definition ofμ, (15)μ(P r ) ≥ 1 − r.
We now consider the subset Q = {y 1 , . . . , y l } formed by all points y j ∈ P such thatμ(B(y j , r )) ≥ r/k 2 . Let (15), we obtain
as claimed. Note that Q is not empty because r < 1/5 by assumption.
Proof of Claim 2. We construct the subset T = {x 1 , . . . , x m } of Q as follows. Set x 1 = y 1 . If there exists some point y j ∈ Q in the complement of B(x 1 , 4r ), we select it and denote it by x 2 . Next, if there exists a point of Q in the complement of B(x 1 , 4r ) ∪ B(x 2 , 4r ), we select it and denote it by x 3 , and so on. We iterate the process until it is possible, and obtain after m ≤ l steps the required subset T . Assume that m ≥ k + 1. Then the balls A j = B(x j , r ) with j = 1, . . . , k + 1 are 2r -separated by construction, and haveμ-measure at least equal to β = r/k 2 . By Lemma 10 we see that
However, the definition (14) of r gives λ k+1 (D) − λ k (D) = c/r 3 with the constant c = 125k 2 (k + 1)C d (M) 2 > k 3 and we get a contradiction with (17). Therefore m ≤ k. By the construction of T , every point y j ∈ Q is at distance not greater than 4r to some point of T , that is, Q ⊆ T 4r . By the triangle inequality Q r ⊆ T 5r and therefore, by (16)
and Claim 2 follows.
Proposition 11. Let (M, µ, d) be an m-m-space, and let S = {x 1 , . . . , x k } be a set of k points in M and r > 0. Then µ(S r ) ≥ 1 − r if and only if there exist weights p 1 , . . . , p k ∈ [0, 1) such that p j = 1 and d P (µ, δ) ≤ r , where δ = k i=1 p i δ x i and δ x i is the Dirac measure concentrated at the point x i .
Proof. Suppose first that d P (µ, δ) ≤ r . Then, choosing C = S in the definition of d P , we have 1 = δ(S) ≤ µ(S r ) + r and therefore µ(S r ) ≥ 1 − r .
To prove the converse, we assume µ(S r ) ≥ 1−r . We first define the weights p i . Denote by B i the ball B(x i , r ) and consider the sets
We now choose the weights
The proof is complete if we show that, for each Borel subset C, we have
We can order the points so that x 1 , . . . , x t ∈ C and x j / ∈ C for j = t + 1, . . . , k. Then δ(C) = p 1 + · · · + p t . Now B 1 ∪ · · · ∪ B t ⊆ C r ; since A i ⊆ B i and the A i are pairwise disjoint, we have
which proves the first inequality in (18). For the second, write
and note that
A.2. Theorem 1 is sharp. For R > 0, let M R be the surface of revolution in ‫ޒ‬ 3 :
and consider the metric measure space (M R , µ, d), where µ is the normalized Riemannian measure and d is the extrinsic distance inherited from ‫ޒ‬ 3 . By a calculation in [Friedman and Tillich 2000] , one knows that
(we take the Neumann boundary conditions). By the equivalent formulation of Theorem 1, given in Theorem 2, for each R there exists a point p ∈ M R such that
where we set λ R = λ 2 (M R ). However, since we use the extrinsic distance, the constant γ R admits a uniform upper bound by the packing constant of ‫ޒ‬ 3 (see Section 1.1); hence
for some p ∈ M R and an absolute constant γ (we can take in fact γ = 16(1+3 6 ) 2 ). Now, when R goes to ∞ the first positive eigenvalue λ R goes to ∞ by (19). Therefore, by (20), the normalized Riemannian measure µ concentrates at some point of M R : This is quite evident and can be verified directly from the definition of M R , because the limit metric measure space as R → ∞ (in any reasonable sense) is the unit interval [0, 1] endowed with its canonical distance and the Dirac measure supported at 0. In fact, one can check that the relative measure of a set at positive distance α from the circle {x = 0} decreases to zero like e −α R .
In this section we show that, apart from the constant γ , the inequality (20) is actually sharp.
Theorem 12. Let M R and λ R be as above. Then there exists R 0 such that, for all R ≥ R 0 and for all q ∈ M R , one has
Lemma 13. Assume that there exist two subsets A and B with relative volume at least s, and such that d(A, B) ≥ 2s. Then d P (µ, δ q ) ≥ s for all q ∈ M R .
Proof. Assume that there exists q ∈ M R such that d P (µ, δ q ) < s. One sees from the definition of d P that µ(B(q, s)) > 1 − s and therefore µ(B(q, s)) + µ(A) > 1. So A must intersect B(q, s) and there exists a ∈ A such that d(a, q) < s. Similarly, there exists b ∈ B with d(b, q) < s. Applying the triangle inequality we get a contradiction with the assumption d(A, B) ≥ 2s.
Proof of Theorem 12. By (19) one has λ R > 1 9 R 2 ; hence, for R large, 1 48
So, it is enough to show that
We will apply the lemma, taking
We need the simple volume estimate
.
In fact, observe that M R is obtained by rotating the curve y = e −Rx /R around the x-axis. Then A.3. Example for differential forms. We will now construct an example with a large gap on the spectrum of the Laplacian on p-forms, but in which there is no concentration of the Riemannian volume.
Indeed, the construction of large eigenvalues for p-forms is well known; see [Gentile and Pagliara 1995; Guerini 2004; Colbois and El Soufi 2006] . We can easily adapt the construction of Gentile and Pagliara for an hypersurface in ‫ޒ‬ n+1 , and we will only briefly sketch it.
We begin with a hypersurface M 0 ⊂ ‫ޒ‬ n+1 , with p-th De Rham cohomology space of a given positive dimension. Then we deform M 0 by adding a long cylinder [0, L] × S n−1 closed by a hemisphere. We denote by M L this family of manifolds, whose volume is of the order of L as L → ∞. Gentile and Pagliara showed that, for 2 ≤ p ≤ n − 2, the nonzero p-forms spectrum of M L is bounded below by a positive constant C not depending on L.
After renormalisation by a factor of order L −1/n , we get a family of constant volume 1, with first nonzero eigenvalue for p-forms going to ∞ with L. Using the extrinsic Euclidean distance, we see that the packing constant is uniformly bounded, and we can conclude that the L 2 -norms of the harmonic forms have to concentrate, indeed on the part corresponding to M 0 .
However, there is no concentration of the volume; the part M 0 concentrates to a point and the cylinder looks like a homogeneous 1-dimensional cylinder of length L 1−1/n .
A.4. Expanders. In this section we construct a family of manifolds M i of fixed dimension n such that λ 2 (M i ) → ∞ but for which there is no concentration of the volume around any point.
We start from an n-dimensional compact, hyperbolic manifold M i such that Vol(M i ) → ∞ as i → ∞ and λ 2 (M i ) ≥ C(n) > 0, where C(n) is a constant not depending on i. Such examples do exist (see for example [Brooks 1986 ]), even if their construction, related to the concept of expanders, is not easy. The M i can be realized as coverings of a fixed manifold. The diameter of M i is proportional to ln Vol(M i ), and hence tends to infinity as i → ∞.
So, if we multiply the metric of M i by (diam(M i )) −1 , and denote by M i the new family of Riemannian manifolds, it is clear that λ 2 (M i ) → ∞ but diam M i = 1. Since M i is a covering, the distribution of the volume is uniform, and we see that it cannot concentrate in a neighborhood of a single point. It concentrates however in the sense described in [Chung et al. 1996] : Two sets A i , B i ⊂ M i of volume no less than κ Vol(M i ) (with a fixed κ > 0) have to be very close to each other, even if κ is small.
