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In this paper, sufficient conditions for the approximate controllability of a class of second-
order nonlinear stochastic functional differential equations of McKean–Vlasov type are
derived. The nonlinearities at a given time t considered depend not only on the state of
the solution at time t, but also on the corresponding probability distribution at time t . An
example is given to illustrate the theory.
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1. Introduction
A semigroup theoretic development of a theory for the stochastic analogues of deterministic evolution equations is both
powerful and beneficial since it enables one to investigate a broad class of stochastic partial differential equations within a
unified context. Stochastic differential equations (SDEs) in both finite and infinite dimensions have receivedmuch attention
in recent years, and the existence results may be found in several monograph and books (for a thorough discussion the
readermay refer to [1,2] for the finite-dimensional setting and [3,4] for the infinite-dimensional setting). SDEs are important
from the viewpoint of applications since they incorporate (natural) randomness into the mathematical description of the
phenomena, and therefore provide a more accurate description of them.
In the case of infinite-dimensional systems, two basic concepts of controllability can distinguished. There are exact
and approximate controllability. This is strongly related to the fact that in infinite-dimensional spaces there exist linear
subspaces, which are not closed. Exact controllability enables one to steer the system to an arbitrary final state while
approximate controllability means that system can be steered to an arbitrary small neighborhood of the final state. In other
words, approximate controllability gives the possibility of steering the system to states which form the dense subspace
in the state space. Taking this into account, it is obvious that exact controllability is an essentially stronger notion than
approximate controllability. In other words, exact controllability always implies approximate controllability. The converse
statement is generally false. However, in the case of infinite-dimensional systems, exact controllability appears rather
exceptionally. On the other hand, it should be stressed that, in the case of finite-dimensional systems, the notions of exact
and approximate controllability coincide. The approximate controllability of nonlinear deterministic systems is well known
in the literature. Several authors have extended the concept to infinite-dimensional settings and established sufficient
conditions for approximate controllability of nonlinear systems (see [5–9]).
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Stochastic control theory is a stochastic generalization of classical control theory. Controllability of linear stochastic sys-
tems is awell-knownproblem in the literature (see [10] and the references therein). To the best of our knowledge, so far, very
few authors have studied the existence and approximate controllability results of second-order McKean–Vlasov stochastic
evolution equations involving the nonlinearities f and g , which depend on the probability distribution µ(t) (see [11,12]).
The approximate controllability results of such systems have not been investigated without assuming the invertibility of
controllability Grammian matrix (see [13,14]). Thus, in this paper, sufficient conditions have been derived that are different
from those in the existing literature for approximate controllability of second-order McKean–Vlasov stochastic evolution
equations.
The purpose of this paper is to extend the approximate controllability results of various classes of evolution equations
discussed in [11,15] to a class of stochastic evolution second-order McKean–Vlasov equations of the general form
dx′(t)+ (Bx′(t)+ Ax(t))dt =

Du(t)+ f (t, x(t), µ(t))

dt + g(t, x(t), µ(t))dW (t), t ∈ J = [0, b],
x(0) = x0, x′(0) = x1,
µ(t) = probability distribution of x(t),
(1)
in a real separableHilbert spaceH . Here,W is a givenK -valuedWiener process having a positive, nuclear covariance operator
Q defined on a complete probability space (Ω, F, P) equipped with a normal filtration {Ft}t≥0 generated by W ; the linear
operator A : D(A) ⊂ H → H generates a strongly continuous cosine family on H; B : H → H is a bounded linear operator;
f : J × H × Pλ2(H) → H, g : J × H × Pλ2(H) → LQ (K ;H) (where K is a real separable Hilbert space and LQ (K ,H) is
the space of all bounded, linear, Q -Hilbert–Schmidt operators from K to H; we write simply L(H) if H = K and Pλ2(H)
is a particular subset of probability measures on H) are given mappings; and x0, x1 are F0-measurable H-valued random
variables independent ofW with finite second moment. Further, the operator D ∈ L(U,H) (U is a separable Hilbert space),
and u(t) ∈ L2(J;U) is a control.
Stochastic partial functional differential equations arise naturally inmathematicalmodeling of phenomena in the natural
sciences (see [3,16,17]). It is known that if the nonlinearities f and g do not depend on the probability distributionµ(t) of the
state process, then the process described by (1) is a standard Markov process [11]. Numerous papers and books devoted to
the formulation of the theory of such equations have beenwritten during the past two decades (see [3,17]).Wemention that
allowing for the dependence of the nonlinearities on µ(t) is not artificial and, in fact, such problems arise naturally in the
study of diffusion processes and have been studied extensively in the finite-dimensional setting (see [18–20]). Regarding
the infinite-dimensional setting, Ahmed and Ding [11] established an abstract formulation of such problems in a Hilbert
space.
Now, from a practical viewpoint, we remark that the physical motivation for the study of (1) is related to the partial
differential equation governing the dynamical buckling of a hinged extensible beam, which is stretched or compressed by
an axial force. Mathematical models of this phenomenon have been studied extensively in the deterministic setting. Indeed,
Fitzgibbon [21] considered the hyperbolic equation given by
∂2z
∂t2
+ k∂
4z
∂x4
−

α + β
∫ L
0
∂z(ξ , t)∂ξ
2 dξ∂2z∂x2 + f

∂z
∂t

= 0, (2)
where z(x, t) gives the deflection of the beam at point x at time t , L is the length of the beam, and α, β, k > 0 are given
parameters. The nonlinear friction force f

∂z
∂t

is the dissipative term. He developed a general existence result for (2) coupled
with the boundary conditions corresponding to the ends of the beam being hinged, namely,
z(0, t) = z(L, t) = zxx(0, t) = zxx(L, t) = 0. (3)
When f = 0, this equation reduces to the equation introduced in [22] as a model for the transverse motion of an extensible
beam whose ends are held a fixed distance apart. Several authors (for more details, see [23,12] and the references therein)
have used various approaches to study the estimate of weak and classical solutions of system (2). Hence, for a more realistic
abstract model of Eq. (2) and for studying the approximate controllability property, this can be considered by introducing
control and noise terms as given in Eq. (1). This is precisely the principal goal of this work.
This paper is organized as follows. In Section 2, we recall some necessary preliminaries and state a few definitions for
proving the main result. In Section 3, sufficient conditions are derived for approximate controllability of (1). Finally, in
Section 4, an application is presented that illustrates the main theorem.
2. Preliminaries
For more details of concepts in this section, the reader may refer to [13,3,24] and the references therein. Throughout the
paper, (H, ‖ · ‖) and (K , ‖ · ‖K ) denote real separable Hilbert spaces.
Let (Ω, F, P) be a complete probability space furnished with a complete family of right continuous increasing sub-σ -
algebras {Ft , t ∈ J} satisfying Ft ⊂ F. An H-valued random variable is an F-measurable function x(t) : Ω → H , and
a collection of random variables S = {x(t, ω) : Ω → H|t ∈ J} is called a stochastic process. Usually, we suppress the
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dependence on ω ∈ Ω and write x(t) instead of x(t, ω) and x(t) : J → H in the place of S. Let βn(t) (n = 1, 2, . . .) be
a sequence of real-valued one-dimensional standard Brownian motions that are mutually independent over (Ω, F, P). Set
β(t) =∑∞n=1√λnβn(t)ζn, t ≥ 0,whereλn ≥ 0, (n = 1, 2, . . .) are nonnegative real numbers and {ζn} (n = 1, 2, . . .) is the
complete orthonormal basis in K . Let Q ∈ L(K , K) be an operator defined by Q ζn = λnζn with finite Tr(Q ) =∑∞n=1 λn <∞
(Tr denotes the trace of the operator). Then the above K -valued stochastic process β(t) is called a Q -Wiener process. We
assume that Ft = σ(β(s) : 0 ≤ s ≤ t) is the σ -algebra generated by β and that FT = F. Let ϕ ∈ L(K ,H), and define
‖ϕ‖2Q = Tr(ϕQϕ∗) =
∞−
n=1
‖λnϕζn‖2.
If ‖ϕ‖Q < ∞, then ϕ is called a Q -Hilbert–Schmidt operator. Let LQ (K ,H) denote the space of all Q -Hilbert–Schmidt
operators ϕ : K → H . The completion LQ (K ,H) of L(K ,H) with respect to the topology induced by the norm ‖ · ‖Q ,
where ‖ϕ‖Q = ⟨⟨ϕ, ϕ⟩⟩1/2, is a Hilbert space with the above norm topology.
Also, B(H) stands for the Borel class on H and P (H) represents the space of all probability measures defined on B(H)
equipped with weak convergence topology. Let λ(x) = 1+ ‖x‖, x ∈ H . We define the space
Cρ(H) =

ϕ : H → H : ϕ is continuous and ‖ϕ‖Cρ = sup
x∈H
‖ϕ(x)‖
λ2(x)
+ sup
x≠y∈H
‖ϕ(x)− ϕ(y)‖
‖x− y‖ <∞

.
For p ≥ 1, let
P sλp(H) =

m : H → R|m is a signed measure on H such that ‖m‖λp =
∫
H
λp(x)|m|(dx) <∞

,
where |m| = m+ + m−,m = m+ − m− is the Jordan decomposition of m. Then, we can define the space Pλ2(H) =
P s
λ2
(H) ∩ P (H) equipped with the metric ρ given by
ρ(v1, v2) = sup
∫
H
ϕ(x)(v1 − v2)(dx) : ‖ϕ‖Cρ ≤ 1

.
It is known that (Pλ2(H), ρ) is a complete metric space. The space of all continuous Pλ2(H)-valued functions on J , denoted
by Cλ2 , is complete when equipped with the metric
DT (v1, v2) = sup
t∈J
ρ(v1(t), v2(t)), v1, v2 ∈ Cλ2 .
Finally, let C(J, L2(Ω,H)) stand for the space of all continuous functions ϕ from J into L2(Ω,H) satisfying the condition
supt∈J E‖ϕ(t)‖2 < ∞, where E is the expectation. An important subspace is given by L02(Ω,H) = {f ∈ L2(Ω,H) :
f is F0-measurabale}. Further, define the subspace
C = C(J,H) = {ϕ ∈ C(J, L2(Ω,H)) | ϕ is Ft-adapted},
which is also a Banach space when equipped with the norm
‖ϕ‖C = sup
t∈J

E‖ϕ(t)‖21/2 .
In addition to the familiar Young, Hölder, and Minkowski inequalities, the inequality of the form
∑n
i=1 ai
m ≤ nm−1∑n
i=1 a
m
i , where the ai are nonnegative constants (i = 1, 2, . . . , n) and m, n ∈ N, is helpful in establishing various esti-
mates. Also, the following integral inequality plays an important role in the proofs of certain results.
Next, we recall some facts about cosine families of operators.
Definition 2.1. (i) The one-parameter family {C(t) : t ∈ R} ⊂ L(H) satisfying
(a) C(0) = I ,
(b) C(t)x is continuous in t on R, for every x ∈ H ,
(c) C(t + s)+ C(t − s) = 2C(t)C(s), for all t, s ∈ R, is called a strongly continuous cosine family.
(ii) The corresponding strongly continuous sine family {S(t) : t ∈ R} ⊂ L(H) is defined by S(t)x =  t0 C(s)xds, for every
t ∈ R, x ∈ H .
Definition 2.2. The (infinitesimal) generator A : H → H of {C(t) : t ∈ R} is given by
Ax = d
2
dt2
C(t)x

t=0
,
for all x ∈ D(A) =

x ∈ H : C(·)x ∈ C2(R;H)

.
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It is known that the infinitesimal generator A is a closed, densely defined operator on H (see [24]). Such cosine and
corresponding sine families and their generators satisfy the following properties.
Proposition 2.3. Suppose that A is the infinitesimal generator of a cosine family of operators {C(t) : t ∈ R}. Then, the following
hold.
(i) There exist MA ≥ 1 andw ≥ 0 such that ‖C(t)‖ ≤ MAew|t|, and hence, ‖S(t)‖ ≤ MAew|t|.
(ii) A
 r
s S(u)xdu = [C(r)− C(s)]x, for all 0 ≤ s ≤ r <∞.
(iii) There exists N ≥ 1 such that ‖S(s)− S(r)‖ ≤ N  rs ew|s|ds, for all 0 ≤ s ≤ r <∞.
The uniform boundedness principle, together with Proposition 2.3(i), implies that both {C(t) : t ∈ J} and {S(t) : t ∈ J}
are uniformly bounded by some positive constantsMC andMS , respectively.
3. Approximate controllability
We impose the following conditions on (1), which are assumed throughout this section.
(A1) A is the infinitesimal generator of a strongly continuous cosine family {C(t) : t ≥ 0} on H .
(A2) f : J × H × Pλ2(H)→ H satisfies
‖f (t, x, µ)− f (t, y, ν)‖2 ≤ Mf [1+ ρ2(µ, ν)]‖x− y‖2,
globally on J × H × Pλ2(H), for some positive constantMf .
(A3) g : J × H × Pλ2(H)→ LQ (K ,H) satisfies
‖g(t, x, µ)− g(t, y, ν)‖2Q ≤ Mg [1+ ρ2(µ, ν)]‖x− y‖2,
globally on J × H × Pλ2(H), for some positive constantMg .
(A4) B : H → H is a bounded linear operator.
(A5) W is a K -valued Wiener process with nuclear covariance Q . x0 and x1 are F0-measurable H-valued random variables
independent ofW with finite second moment.
(A6) The operator D is a bounded linear operator from L2(J;U) to L2(J;H).
Under the above hypotheses, it is well known that for each v ∈ L2(J;H) there exists a unique mild solution
x(v)(t) = S(t)x1 +

C(t)− S(t)B

x0 +
∫ t
0
C(t − s)Bx(v)(s)ds+
∫ t
0
S(t − s)v(s)ds
+
∫ t
0
S(t − s)f (s, x(v)(s), ν(s))ds+
∫ t
0
S(t − s)g(s, x(v)(s), ν(s))dW (s). (4)
The solution mapping Γ from L2(J;H) to C(J; L2(Ω,H)) can be defined by
Γ (v)(t) = x(v)(·).
We also define the continuous linear operatorΦ from L2(J;H) to L2(Ω,H) by
Φp =
∫ b
0
S(b− s)p(s)ds for p ∈ L2(J;H).
Definition 3.1. Let the reachable set of system (1) at time b be
Rb(f , g) = {x(Du)(b) : u ∈ L2(J;U)},
where x(Du)(t) is a mild solution which satisfies (4) with v = Du.
Definition 3.2. System (1) is said to be approximately controllable on the interval J ifRb(f , g) = H; that is, for every ε > 0
and ξ ∈ D(A) there exists a control u ∈ L2(J;U) such that
E
ξ − S(b)x1 − C(b)− S(b)Bx0 − ∫ b
0
C(b− s)Bx(Du)(s)ds
−
∫ b
0
S(b− s)g(s, x(Du)(s), µ(s))dW (s)− Φ{f (s, x(Du)(s), µ(s))+ Du(s)}
2 < ε,
where x(Du)(t) is a solution of (1) at time t .
Now, we introduce the following assumptions. For any given ε > 0 and p(·) ∈ L2(J;H), there exists some u(·) ∈ L2(J; V )
such that
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(P1) ‖Φp− ΦDu‖H < ε;
(P2) ‖Du(·)‖L2(J;H) ≤ q1‖p(·)‖L2(J;H), where q1 is a positive constant independent of p(·);
(P3) the constant q1 satisfies
8b2q1MS(bMf + Tr(Q )Mg)

1+ D2b(µ, ν)

exp

4b

bMCMB + (bMf + Tr(Q )Mg)MS(1+ D2b(µ, ν))

< 1.
First, we show the approximate controllability of the corresponding linear deterministic system with f ≡ 0 and g ≡ 0.
Lemma 3.3. Under the hypotheses (A1), (A4) and (P1),Rb(0, 0) = H.
Proof. Since the domain D(A) of the operator A is dense in H (see [25]), it is sufficient to prove that D(A) ⊂ Rb(0, 0); that
is, for any given ε > 0 and ξ ∈ D(A) there exists a u(·) ∈ L2(J;U) such that
E‖ξ − h(b; x0, x1)− Φ(Du)‖2 < ε,
h(b; x0, x1) = S(b)x1 +

C(b)− S(b)B

x0 +
∫ b
0
C(b− s)Bx(Du)(s)ds.
Let ξ ∈ D(A); then ξ − h(b; x0, x1) ∈ D(A). So there exists some p ∈ C1(J;H) such that
η =
∫ b
0
S(b− s)p(s)ds,
where η = ξ − h(b; x0, x1). For instance, if we take p(s) = {1− sA}{ξ − h(b; x0, x1)}/b, then the first equality of (5) holds,
and by hypothesis (P1) there exists a function u(·) ∈ L2(J;U) such that
η =
∫ b
0
S(b− s)p(s)ds =
∫ b
0
S(b− s)Du(s)ds. (5)
Since η = ξ − h(b; x0, x1), ξ = h(b; x0, x1)+
 b
0 S(b− s)Du(s)ds.
The denseness of the domain D(A) in H implies the approximate controllability of the corresponding system with f ≡ 0
and g ≡ 0. 
To prove the approximate controllability of system (1), we need the following lemma.
Lemma 3.4. Let u1 and u2 be in L2(J;U). Then under the hypotheses (A1)–(A6) the solution mapping Γ (Du)(t) = x(Du)(t)
of (1) satisfies
‖x(Du1)(t)− x(Du2)(t)‖2C ≤ 4bMS exp

4b

bMCMB + (bMf + Tr(Q )Mg)MS(1+ D2b(µ, ν))

‖Du1 − Du2‖2L2(J;H).
Proof.
E‖x(Du1)(t)− x(Du2)(t)‖2 ≤ 4bMCMB
∫ t
0
E‖x(Du1)(s)− x(Du2)(s)‖2ds+ 4bMS
∫ t
0
E‖Du1(s)− Du2(s)‖2ds
+ 4bMS
∫ t
0
E‖f (s, x(Du1)(s), µ(s))− f (s, x(Du2)(s), ν(s))‖2ds
+ 4Tr(Q )MS
∫ t
0
E‖g(s, x(Du1)(s), µ(s))− g(s, x(Du2)(s), ν(s))‖2ds
≤ 4bMCMB
∫ t
0
E‖x(Du1)(s)− x(Du2)(s)‖2ds+ 4bMS
∫ t
0
E‖Du1(s)− Du2(s)‖2ds
+ 4bMS
∫ t
0
Mf

1+ ρ2(µ, ν)

E‖x(Du1)(s)− x(Du2)(s)‖2ds
+ 4Tr(Q )MS
∫ t
0
Mg

1+ ρ2(µ, ν)

E‖x(Du1)(s)− x(Du2)(s)‖2ds
≤

4bMCMB + 4(bMf + Tr(Q )Mg)MS(1+ D2b(µ, ν))
 ∫ t
0
E‖x(Du1)(s)
− x(Du2)(s)‖2ds+ 4bMS‖Du1 − Du2‖2L2(J;H).
Note that ‖B‖2 ≤ MB and ρ2(µ(s), ν(s)) ≤ D2b(µ, ν).
An application of Gronwall’s lemma now yields
‖x(Du1)(t)− x(Du2)(t)‖2C ≤ 4bMS exp

4b

bMCMB + (bMf + Tr(Q )Mg)MS(1+ D2b(µ, ν))

‖Du1 − Du2‖2L2(J;H). 
P. Muthukumar, P. Balasubramaniam / Computers and Mathematics with Applications 60 (2010) 2788–2796 2793
Theorem 3.5. Under the hypotheses (A1)–(A6) and (P1)–(P3),Rb(f , g) = H; that is, system (1) is approximately controllable.
Proof. Since, by Lemma 3.3,Rb(0, 0) = H , it is sufficient to show thatRb(0, 0) ⊂ Rb(f , g).
Let ξ ∈ Rb(0, 0). Then, for any given ε > 0, there exists u ∈ L2(J;U) such that
E‖ξ − h(b; x0, x1)− ΦDu‖2 < ε25 ,
h(b; x0, x1) = S(b)x1 + C(b)− S(b)Bx0 +
∫ b
0
C(b− s)Bx(Du)(s)ds.
(6)
Assume that u1 ∈ L2(J;U) is arbitrarily given. By hypothesis (P2), there exists some u2 ∈ L2(J,U) such that
E
Φ(Du− f (s, x(Du1)(s), ν(s)))− ∫ b
0
S(b− s)g(s, x(Du1)(s), ν(s))dW (s)

− ΦDu2
2 < ε25 . (7)
By (6) and (7), we obtain
E
ξ − h(b; x0, x1)− Φf (s, x(Du1)(s), ν(s))− ∫ b
0
S(b− s)g(s, x(Du1)(s), ν(s))dW (s)− ΦDu2
2 < ε24 . (8)
For u2 ∈ L2(J;U) thus obtained, we determinew2 ∈ L2(J;U) by hypotheses (P1) and (P2) such that
E
Φ{f (s, x(Du2)(s), ν(s))− f (s, x(Du1)(s), ν(s))}
+
∫ b
0
S(b− s){g(s, x(Du2)(s), ν(s))− g(s, x(Du1)(s), ν(s))}dW (s)− ΦDw2
2 < ε25 , (9)
and so, by (P2) and Lemma 3.4,
E‖Dw2‖2L2(J;H) ≤ 2q1

E‖f (·, x(Du2)(·), µ(·))− f (·, x(Du1)(·), ν(·))‖2L2(J;H)
+ E‖g(·, x(Du2)(·), µ(·))− g(·, x(Du1)(·), µ(·))‖2L2(J;H)

≤ 2q1

b
∫ b
0
E‖f (s, x(Du2)(s), µ(s))− f (s, x(Du1)(s), ν(s))‖2ds
+ Tr(Q )
∫ b
0
E‖g(s, x(Du2)(s), µ(s))− g(s, x(Du1)(s), ν(s))‖2ds

≤ 2q1(bMf + Tr(Q )Mg)
∫ b
0

1+ ρ2(µ, ν)

E‖x(Du2)(s)− x(Du1)(s)‖2ds
≤ 2bq1(bMf + Tr(Q )Mg)

1+ D2b(µ, ν)

‖x(Du2)− x(Du1)‖2C
≤ 8b2q1MS(bMf + Tr(Q )Mg)

1+ D2b(µ, ν)

× exp

4b

bMCMB + (bMf + Tr(Q )Mg)MS(1+ D2b(µ, ν))

‖Du1 − Du2‖2L2(J;H).
Thus we may define u3 = u2 − w2 in L2(J;U), which has the following property:
E
ξ − h(b; x0, x1)− Φf (s, x(Du2)(s), µ(s))− ∫ b
0
S(b− s)g(s, x(Du2)(s), µ(s))dW (s)− ΦDu3
2
= E
ξ − h(b; x0, x1)− Φf (s, x(Du1)(s), ν(s))− ∫ b
0
S(b− s)g(s, x(Du1)(s), ν(s))dW (s)
−ΦDu2 − ΦDw2 − Φ{f (s, x(Du2)(s), µ(s))− f (s, x(Du1)(s), ν(s))}
−
∫ b
0
S(b− s){g(s, x(Du2)(s), µ(s))− g(s, x(Du1)(s), ν(s))}dW (s)
2
≤ 2
 1
24
+ 1
25

ε
=
 1
23
+ 1
24

ε.
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By induction, it is proved that there exists a sequence un in L2(J;U) such that
E‖ξ − h(b; x0, x1)− Φf (s, x(Dun)(s), ν(s))−
∫ b
0
S(b− s)g(s, x(Dun)(s), ν(s))dW (s)− ΦDun+1‖2
<
 1
23
+ · · · + 1
2n+2

ε, n = 1, 2, . . . ,
E‖Dun+1 − Dun‖2L2(J;H) ≤ 8b2q1MS(bMf + Tr(Q )Mg)

1+ D2b(µ, ν)

× exp

4b

bMCMB + (bMf + Tr(Q )Mg)MS(1+ D2b(µ, ν))

‖Dun − Dun−1‖2L2(J;H).
By hypothesis (P3), the sequence {Dun : n = 1, 2, . . .} is a Cauchy sequence in Hilbert space L2(J;H), and there exists some
v in L2(J;H) such that the limn→∞ Dun = v in L2(J;H). Therefore, for any given ε > 0, there exists some integer Nε such
that
E‖ΦDuNε+1 − ΦDuNε‖2 <
ε
22
,
E
ξ − h(b; x0, x1)− Φf (s, x(DuNε )(s), ν(s))− ∫ b
0
S(b− s)g(s, x(DuNε )(s), ν(s))dW (s)− ΦDuNε
2
≤ 2E
ξ − h(b; x0, x1)− Φf (s, x(DuNε )(s), ν(s))− ∫ b
0
S(b− s)g(s, x(DuNε )(s), ν(s))dW (s)− ΦDuNε+1
2
+ 2E‖ΦDuNε+1 − ΦDuNε‖2
≤ 2
 1
23
+ · · · + 1
2Nε+1

ε + 2
 1
22

ε
= ε.
This means that ξ ∈ Rb(f , g). Hence the nonlinear system (1) is approximately controllable on J . 
Remark. In order to describe various real-world problems in physical and engineering sciences subject to abrupt changes
at certain instants during the evolution process, impulsive differential equations have been used to model the system. The
technique used here can be extended to establish the approximate controllability of second-order damped McKean–Vlasov
stochastic impulsive evolution equations. The approximate controllability result of such stochastic differential equations
can be obtained by suitably introducing the impulsive effects defined in [26,27,14,28].
4. Example
Consider the following initial boundary value problem:
∂
∂x(t, z)
∂t

+

γ
∂2x(t, z)
∂z2
+ β ∂
3x(t, z)
∂t∂z2

∂t = h(z)v(t)∂t +

f1(t, z, x(t, z))
+
∫
L2([0,π ])
f2(t, z, y)µ(t, z)(dy)

∂t + f3(t, z, x(t, z))dβ(t), a.e. on (0, b)× [0, π],
x(0, z) = ξ1(z), a.e. on [0, π],
∂x(0, z)
∂t
= ξ2(z), a.e. on [0, π],
x(t, z) = 0, a.e. on (0, b)× ∂[0, π],
(10)
where z ∈ [0, π], ξ1(·) and ξ2(·) ∈ L20(Ω; L2([0, π])),β is a standard one-dimensional Brownianmotion, f1 : [0, b]×[0, π]×
R→ R, f2 : [0, b]×[0, π]×L2([0, π])→ L2([0, π]), f3 : [0, b]×[0, π]×R→ L(L2([0, π])), andµ(t, ·) ∈ Pλ2(L2([0, π]))
is the probability law of x(t, ·).
We impose the following conditions.
(A7) f1 satisfies the Caratheodory conditions (i.e., it is measurable in (t, z) and continuous in the third variable) such that
|f1(t, y, z1)− f1(t, y, z2)| ≤ Mf1 |z1 − z2|, for all 0 ≤ t ≤ b, y ∈ [0, π], z1, z2 ∈ R
and someMf1 > 0.
(A8) f2 satisfies the Caratheodory conditions and
f2(t, y, ·) : L2([0, π])→ L2([0, π])
is in Cρ([0, π]), for each 0 ≤ t ≤ b, y ∈ [0, π].
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(A9) f3 satisfies the Caratheodory conditions and
‖f3(t, y, z1)− f3(t, y, z2)‖Q ≤ Mf3 |z1 − z2|, for all 0 ≤ t ≤ b, y ∈ [0, π], z1, z2 ∈ R
and someMf3 > 0.
(A10) ξ1(·) and ξ2(·) ∈ L20(Ω; L2([0, π])).
Let H = K = L2([0, π]), and define A : H → H by Ay = γ ∂2∂z2 y, with domain D(A) =

y ∈ H : y and dydz are absolutely
continuous also
 d2y
dz2
 ∈ H, y(0) = y(π) = 0.
It is known that A is an infinitesimal generator of a strongly continuous cosine family {C(t) : t ∈ R} in H , and is given by
C(t)y =
∞−
n=1
cos(nt)(y, en)en, y ∈ H,
where en(ξ) = √2/π sin nξ, i = 1, 2, . . . is the orthogonal set of eigenvalues of A. The associated sine family S(t), t > 0 is
compact, and is given by
S(t)y =
∞−
n=1
1
n
sin(nt)(y, en)en, y ∈ H.
Let D ∈ L(R,H) be defined as Du(t) = h(z)u, 0 ≤ z ≤ π, u ∈ R, h(z) ∈ L2([0, π]).
Next, define
f (t, x(t), µ(t))(z) = f1(t, z, x(t, z))+
∫
L2([0,π ])
f2(t, z, y)µ(t, z)(dy),
g(t, x(t), µ(t))(z) = f3(t, x(t, z)),
B(x′(t))(z) = β ∂
3x(t, z)
∂t∂z2
x0(0)(z) = ξ1(z),
x1(0)(z) = ξ2(z),
for all 0 ≤ t ≤ b and z ∈ [0, π]; with these identifications, observe that (10) can be written in the abstract form (1). Clearly,
(A1), (A4)–(A5) are satisfied.
Define an infinite-dimensional space U by
U =

u : u =
∞−
n=2
unζn with
∞−
n=2
u2n < +∞

.
The norm in U is defined by
‖u‖U =
 ∞−
n=2
u2n
1/2
.
Define a mapping D ∈ L(U → H) as follows:
Du = 2u2ζ1 +
∞−
n=2
unζn, for u =
∞−
n=2
unζn ∈ U .
Obviously, ‖D‖L(U→H) ≤
√
5.
Then the operator D is well defined by u(·, ·) ∈ L2((0, b)× (0, π)), and by [9], we know that D satisfies hypotheses (A6),
(P1)–(P3). It is easy to see from the example of [12] that f and g satisfy (A2) and (A3). Hence, by Theorem 3.5, system (10) is
approximately controllable on [0, b].
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