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Abstract
We study the structure of resultants of two homogeneous partially composed polynomials. By two
homogeneous partially composed polynomials we mean a pair of polynomials of which one does not
have any given composition structure and the other is obtained by composing a bivariate homogeneous
polynomial with two bivariate homogeneous polynomials. The main contributions are two equivalent
formulas, each representing the resultant of two partially composed polynomials as a certain iterated
resultant of the component polynomials. Furthermore, in many cases, this iterated resultant can be computed
with dramatically increased efficiency, as demonstrated by experiments.
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1. Introduction
Resultants are fundamental in solving systems of polynomial equations and therefore have
been extensively studied (Dixon, 1908; Macaulay, 1916; Cayley, 1848; Canny et al., 1989;
Chardin, 1990; Gonza´, 1991; Jouanolou, 1991; Manocha and Canny, 1993; Cheng et al., 1995;
Kapur and Saxena, 1996; Nakos and Williams, 1997; Lewis and Stiller, 1999; D’Andrea and
Dickenstein, 2001; Buse´ et al., 2000). Recent research is focused on utilizing the structure
of polynomials naturally occurring in real life problems, for example, sparsity (Pedersen and
Sturmfels, 1993; Gelfand et al., 1994; Emiris and Pan, 1997; Cox et al., 1998; Cattani et al.,
1998; Rojas, 1999; Canny and Emiris, 2000; Minimair, 2003c) as well as composition (McKay
and Wang, 1989; Jouanolou, 1991; McKay and Wang, 1991; Cheng et al., 1995; Kapur and
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Saxena, 1997; Hong and Minimair, 2002; Minimair, 2003a, 2002, 2003b). This paper is part
of the author’s work on utilizing composition structures. (See Hong and Minimair (2002) and
Minimair (2001) for more detailed motivations for composition structures.)
The focus of the current paper is entirely different from that of the previous papers (Hong
and Minimair, 2002; Minimair, 2003a, 2002, 2003b) by the author. The previous papers
considered “fully” composed polynomials, that is, multivariate composed polynomials such as
h1 = f1 ◦ (g1, g2, g3), h2 = f2 ◦ (g1, g2, g3) and h3 = f3 ◦ (g1, g2, g3), where each composed
polynomial hi is obtained from the polynomial fi in the variables y1, y2, y3 by replacing y j with
the bivariate polynomial g j . Note that each composed polynomial has the same inner components
g1, g2, g3. In contrast, the current paper considers “partially” composed polynomials where only
one polynomial has a composition structure. In detail, by two partially composed polynomials
h1 and h2, we mean a bivariate homogeneous polynomial h1 that does not have any composition
structure and a bivariate homogeneous composed polynomial h2 = f2 ◦ (g1, g2) that is obtained
from the homogeneous bivariate polynomial f2 in the variables y1 and y2 by replacing y j with the
bivariate homogeneous polynomial g j . (Of course, g1 and g2 are required to have the same total
degrees to ensure that h2 is homogeneous.) A preliminary version of this article has appeared in
the CASC 2004 proceedings.
The findings of the current paper are also quite different from previous findings (Hong
and Minimair, 2002; Minimair, 2003a, 2002, 2003b). The previous papers have determined
the irreducible factors of projective (Macaulay) or toric (sparse) resultants of fully composed
polynomials. In contrast, the current paper finds that the projective (dense, Sylvester/Macaulay)
resultant of two partially composed polynomials h1 and h2 is a certain iterated resultant. More
precisely, it is the resultant of the polynomials f1 and f2, where f1 is the resultant of certain
polynomials derived from the component polynomials h1, g1 and g2. Interestingly, we find two
different natural formulas for f1, one involving a projective (dense, Sylvester/Macaulay) resultant
and another one involving a toric (sparse) resultant. Moreover, we show in experiments that
for many cases this iterated resultant can be computed, over the integers modulo a prime, with
dramatically improved efficiency.
The motivation for considering partially composed structures originates in the observation
that composed structures (nested polynomial functions) are quite irregular in practice. The
study of partially composed polynomials of the current paper is an approach towards utilizing
arbitrary composition structures for efficient computation, in contrast to the regular ones studied
in previous works (Hong and Minimair, 2002; Minimair, 2003a, 2002, 2003b).
This work can also be considered as a completion of works (McKay and Wang, 1989, 1991)
by McKay and Wang. In McKay and Wang (1989) they study resultants of two inhomogeneous
composed polynomials as well as two inhomogeneous partially composed polynomials (in
Theorem 7 of McKay and Wang (1989)). Additionally, in McKay and Wang (1991) they study the
homogeneous generalization for the case of two composed polynomials. However, they ignore
the case of two homogeneous partially composed polynomials. Furthermore, they do not address
efficient computation of partially composed polynomials. In fact, their presentation of their
result (Theorem 7 of McKay and Wang (1989)) does not allow an immediate computational
application. Also note that Jouanolou’s work (Jouanolou, 1991) that considers resultants of
composed polynomials in Section 5.12 ignores the partially composed case as well.
Note that the main theorem of the present paper (Theorem 1) can be considered a
generalization (to the homogeneous case) of Theorem 7 of the work (McKay and Wang, 1989)
by McKay and Wang. When applying Theorem 7 to dehomogenized special partially composed
polynomials we get a result equivalent to the application of the main theorem of the present
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paper. Let us elaborate. First, we precisely state Theorem 7 of McKay and Wang (1989) in (1).
(For the sake of a more uniform presentation, with respect to the current work and to the previous
works (Hong and Minimair, 2002; Minimair, 2003a, 2002, 2003b) of the current author, we use
different symbols for the polynomials than in McKay and Wang (1989).) Let F2 be a univariate
polynomial and G and H1 be univariate polynomials. Then, the projective (dense, Sylvester)
resultant of H1 and H2 = F2 ◦ G is the resultant of the polynomials F1 and F2. Moreover the
polynomial F1, univariate in the variable y, is given by the following formula involving the roots
of H1. That is,
F1 = H1(0)d
∏
α
(y − G(α)), (1)
where d is the degree of the polynomial G, which is univariate in the variable x , and α
ranges over the roots of H1. (In (1) the value G(α) denotes the evaluation of G in x = α.)
Now, note that the polynomials F2, G and H1 can indeed be considered as a subcase of the
homogeneous polynomials subject of the current paper. That is, they can be represented by
appropriate homogeneous bivariate polynomials f2, g1, g2 and h1 where F2 = f2(g1(x, 1), y),
g1(x, 1) = 1, G = g2(x, 1) and H1 = h1(x, 1). The formula for F1 differs from the
corresponding formulas for f1 in Theorem 1 of the current paper. Nevertheless these formulas
are equivalent. We defer the explanation to Remark 3 after stating Theorem 1.
The reader might wonder whether one can utilize composition structures for other
fundamental operations. In fact, this has already been done for some operations. For example,
projective (Macaulay) resultant, Gro¨bner bases (Minimair and Barnett, 2004), SAGBI bases,
subresultants and Galois groups of certain differential operators have been studied respectively
in Minimair (2003a), Hong (1997), Gutierrez and Rubio San Miguel (1998), Nordbeck (2002),
Hong (1998) and Berman and Singer (1999) using various mathematical techniques. However, it
seems that those techniques cannot be applied to the study of resultants. Therefore in this paper
we use mathematical methods that are essentially different from those.
We outline the structure of the paper. Section 2 gives the main (theoretical) results of the paper
and Section 3 proves them. Furthermore, Section 4 discusses the computational efficiency of the
main results.
2. Main results
We assume that the reader is familiar with the notions of projective (Sylvester, Macaulay,
dense) resultant, toric (sparse) resultant and supports of sparse polynomials (see Cox et al.
(1998), Gelfand et al. (1994) and Pedersen and Sturmfels (1993)).
Before we state the main theorem we fix some notation. Let h1 be a bivariate homogeneous
polynomial in the variables x1, x2 of degree e1. Let f2 be a homogeneous bivariate polynomial
in the variables y1, y2 of degree c2. Let g1 and g2 be bivariate homogeneous polynomials
in the variables x1, x2 of equal total degrees, denoted by d . Let the composed polynomial
h2 = f2 ◦(g1, g2) be obtained from the polynomial f2 by replacing y j with g j . Note that we had
to assume that g1 and g2 have equal total degrees in order to ensure that h2 is homogeneous. Let
Resc1,c2 and ResC1,C2,C3 respectively denote the projective (dense, Sylvester/Macaulay) resultant
of two bivariate homogeneous polynomials of respective total degrees c1 and c2, and the toric
(sparse) resultant of three not necessarily homogeneous polynomials with supports C1, C2 and
C3.
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Now we are ready to state the main theorem.
Theorem 1 (Main Theorem).
Res e1,e2 (h1, f2 ◦ (g1, g2)) = Res c1,c2 ( f1, f2) , (2)
where f1 is given by both equalities
f1 = Res e1,d (h1, y2 g1 − y1 g2) , and (3)
f1 = (−1)e1 ResC1,C2,C3 (h1, y1 − g1, y2 − g2) . (4)
In the above formulas, we have e2 = c2 d and c1 = e1. Furthermore, the set C1 is
the support of a dense homogeneous bivariate polynomial of degree e1, that is, C1 =
{(e1, 0), (e1 − 1, 1), . . . , (0, e1)}, whereas the sets C2 = C3 consist of the origin and
the support of a dense homogeneous bivariate polynomial of degree d, that is, C2 =
C3 = {(0, 0), (d, 0), (d − 1, 1), . . . , (0, d)}. Moreover, we normalize the sign of the resultant
ResC1,C2,C3 such that we have ResC1,C2,C3(x
e1
1 , x
d
2 , 1) = 1.
Remark 2. Note that the resultants in (3) and (4) eliminate the variables x1, x2 rather than y1, y2.
Remark 3. The formula in (3) can be viewed as a generalization of McKay and Wang’s formula
of (1). That is, (1) implies that, using the notation of Section 1,
F1 = Res e1,d (H1, y − G) = Res e1,d (h1, y2 g1 − y1 g2) ,
where y2 = y, y1 = 1, g1(x, 1) = 1, g2(x, 1) = G and h1(x, 1) = H1.
Also note that McKay and Wang’s formula in (1) cannot be easily used for computations
because it involves the roots of the polynomial H1. In contrast to this, the formula in (3) does not
involve roots and thus can be easily used for computations.
Remark 4. Since this paper considers projective (dense, Sylvester/Macaulay) resultants of
partially composed polynomials, the reader might find it surprising that the polynomial f1 is
expressed in terms of a toric (sparse) resultant (see (4)) and not in terms of a projective (dense,
Macaulay) resultant. Indeed, one can show that f1 is also related to a projective resultant. That is,
Corollary 5 of Minimair (2003c) implies that the power f d1 is the projective (dense, Macaulay)
resultant of h1, y1 − g1 and g2 − g2 with respect to the total degrees e1, d and d (see Lemma 10).
Remark 5. Naturally, one asks how Theorem 1 is related to the well known formula for
resultants of composed polynomials derived by McKay and Wang (1991) in the homogeneous
bivariate case. It turns out that one can rewrite resultants of composed polynomials in terms of
resultants of linearly combined polynomials by applying Theorem 1 twice. However, it seems
that one cannot derive the main result of McKay and Wang (1991) only by applying Theorem 1.
To illustrate the previous paragraph, in the following we apply Theorem 1 to resultants of
homogeneous bivariate composed polynomials twice. Let f1 and f2 be homogeneous bivariate
polynomials in the variables y1, y2 of respective degrees c1 and c2. Let g1 and g2 be bivariate
homogeneous polynomials in the variables x1, x2 of equal total degrees, denoted by d . Then, by
Theorem 1,
Res c1d,c2d ( f1 ◦ (g1, g2) , f2 ◦ (g1, g2)) = Res c1d,c2d (p, f2) , (5)
where p = Res c1d,d ( f1 ◦ (g1, g2) , y2g1 − y1g2) which equals, by Corollary 5 of McKay
and Wang (1991), (−1)c1d2 Res c1d,d (y2g1 − y1g2, f1 ◦ (g1, g2)). Furthermore, by Theorem 1,
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p = Res d,c1 (q, f1), where q = Res d,d (y2g1 − y1g2, z2g1 − z1g2), where z1 and z2 are new
distinct variables. Therefore, indeed, one can use Theorem 1 to rewrite the resultant of two
composed polynomials in terms of the resultant of two linearly combined polynomials. If one
factors q into (−y2z1 − y1z2)d Res d,d (g1, g2), applying Lemma 7 of McKay and Wang (1991),
and if one utilizes the bi-homogeneity of the resultant, one can simplify (5) to obtain McKay and
Wang’s formula
Res c1d,c2d ( f1 ◦ (g1, g2) , f2 ◦ (g1, g2)) = Res c1,c2 ( f1, f2)d Res d,d (g1, g2)c1c2
for resultants of two homogeneous bivariate composed polynomials (McKay and Wang, 1991).
Remark 6. In the following subsection, “Computational application of the main theorem”, we
will use Theorem 1 for efficiently computing resultants of partially composed polynomials. The
reader will notice that we will not utilize (4). It is important to point out that we have stated
(4) because it is of independent theoretical interest. That is, it makes an explicit connection
between projective (dense, Sylvester/Macaulay) resultants of two polynomials and bivariable
toric (sparse) resultants of three polynomials.
3. Proof of the main theorem
In this section we prove Theorem 1. First we prove (2) and (3). Then we prove that the right-
hand side of (3) equals the right-hand side of (4).
3.1. Proof of (2) and (3) of Theorem 1
We start with an auxiliary lemma.
Lemma 7. Suppose Res e1,d (h1, g2) = 0. Then the leading coefficient, with respect to the
variable z, of the polynomial Res e1,d (h1, g1 − z g2) equals the resultant Res e1,d (h1, g2) and
the degree in z of the polynomial is e1.
Proof. Let p(z) = Res e1,d (h1, g1 − z g2). By the bi-homogeneity of the resultant, the degree
of p is at most e1. Therefore, if ph(1, 0) = 0, where ph(y1, y2) = ye12 p( y1y2 ), then the leading
coefficient of p is ph(1, 0) and its degree is e1. Since ph(1, 0) = Res e1,d (h1, g2) = 0, we have
shown the lemma. 
Now we are ready for the next lemma, Lemma 8, which shows (2) and (3) of Theorem 1.
The proof of Lemma 8 extends and generalizes the proof of Theorem 7 of McKay and Wang
(1989). Note that there is an interesting difference between the two proofs. The proof of Lemma 8
in a first step shows the lemma for polynomials with symbolic (algebraically independent)
coefficients and only in a second step does it show the lemma for polynomials with arbitrary
coefficients, whereas the proof of Theorem 7 of McKay and Wang (1989) shows the theorem for
polynomials with arbitrary coefficients without any first step dealing with symbolic coefficients
(compare Remark 3). This approach allows avoiding case distinctions in the proof.
It is also important to point out that one can find a different extension of the proof of
Theorem 7 of McKay and Wang (1989) in the literature. That is, in McKay and Wang (1991),
McKay and Wang extend the techniques presented in McKay and Wang (1989) in order to derive
a product formula for resultants of two homogeneous composed polynomials (see Remark 5).
This extension is different from the one included in the proof of Lemma 8. Moreover, it seems
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not possible to utilize the extended proof techniques presented in McKay and Wang (1991) to
prove Lemma 8 of the current paper.
Furthermore, note that the proof of Lemma 8 is different from the proofs of the results of other
papers (Jouanolou, 1991; Cheng et al., 1995; Kapur and Saxena, 1997; Hong and Minimair, 2002;
Minimair, 2003a, 2002, 2003b) deriving product formulas for various resultants of composed
polynomials.
Lemma 8. We have
Res e1,e2 (h1, f2 ◦ (g1, g2)) = Res c1,c2 ( f1, f2) ,
where
f1 = Res e1,d (h1, y2 g1 − y1 g2) .
Proof. Let us first assume that all the polynomials h1, f2, g1 and g2 have distinct symbolic
coefficients. Let x be a new variable. Then we have by well known properties of the resultant
(Macaulay, 1916) that Res e1,e2 (h1, f2 ◦ (g1, g2)) = Res e1,e2 (h1(x, 1), f2 ◦ (g1, g2) (x, 1)).
Note that the resultant on the left-hand side of this equality eliminates the variables x1 and x2
from two homogeneous polynomials, whereas on the right-hand side it eliminates the variable x
from two univariate (not necessarily homogeneous) polynomials. Furthermore, let α range over
the roots of h1(x, 1). Then, since g2(α, 1) = 0 and by well known properties of the resultant (see
McKay and Wang (1989), Macaulay (1916)), we have
Res e1,e2 (h1, f2 ◦ (g1, g2)) = h1(0, 1)c2d
∏
α
f2 ◦ (g1, g2) (α, 1)
= h1(0, 1)c2d
∏
α
f2(g1(α, 1), g2(α, 1))
= h1(0, 1)c2d
∏
α
g1(α, 1)c2
∏
α
f2
(
g1(α, 1)
g2(α, 1)
, 1
)
= (Res e1,d (h1, g2))c2
∏
α
f2
(
g1(α, 1)
g2(α, 1)
, 1
)
.
Now, observe that β = g1(α,1)g2(α,1) for some α iff∏
α
(g1(α, 1) − β g2(α, 1)) = 0.
Since h1(1, 0), the leading coefficient of h1(x, 1), does not vanish, the latter is equivalent to
Res e1,d (h1(x, 1), g1(x, 1) − β g2(x, 1)) = 0,
which is equivalent to Res e1,d (h1, g1 − β g2) = 0. Therefore and by Lemma 7,
Res e1,e2 (h1, f2 ◦ (g1, g2)) =
(
Res e1,d (h1, g2)
)c2 × ∏
β
Res e1,d (h1, g1−β g2) = 0
f2(β, 1)
= (Res e1,d (h1, g2))c2 × Res e1,c2
(
Res e1,d (h1, g1 − y g2) , f2(y, 1)
)
(
Res e1,d (h1, g2)
)c2
= Res c1,c2 ( f1, f2) .
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Therefore we have shown Lemma 8 for polynomials with symbolic coefficients.
Next, observe that the formulas of Lemma 8 are stable under specialization. Therefore
Lemma 8 also holds for polynomials with arbitrary coefficients. 
3.2. Proof that the right-hand side of (3) of Theorem 1 equals the right-hand side of (4)
We assume that the reader is familiar with the notions of integer lattice affinely generated by
supports of polynomials, Newton polytope, support of a polynomial, normalized mixed volume
and normalized volume of polytopes, normalized with respect to the elementary simplex of an
integer lattice, and lattice index (see Cox et al. (1998), Gelfand et al. (1994), Pedersen and
Sturmfels (1993)).
Before we state some results, we fix some notation. Let Res d1,d2,d3 (p1, p2, p3) denote the
projective (dense, Macaulay) resultant of three bivariate polynomials p1, p2 and p3 in the
variables x1 and x2 with total degrees d1, d2 and d3.
The next lemma relates the right-hand side of (3) of Theorem 1 to the bivariable projective
(dense, Macaulay) resultant.
Lemma 9.
Res e1,d (h1, y2 g1 − y1 g2) = 0
implies that
Res e1,d,d (h1, y1 − g1, y2 − g2) = 0.
Proof. Let y1 and y2 be such that Res e1,d (h1, y2 g1 − y1 g2) = 0. Therefore there is
(α1, α2) = (0, 0) such that
h1(α1, α2) = 0,
y2 g1(α1, α2) − y1 g2(α1, α2) = 0. (6)
Fix such (α1, α2).
First assume that g1(α1, α2) = g2(α1, α2) = 0. Therefore the leading forms of h1, y1 − g1
and y2 − g2, viewed as polynomials in the variables x1 and x2, vanish if x1 and x2 are replaced
by α1 and α2. Therefore Res e1,d,d (h1, y1 − g1, y2 − g2) = 0.
Next assume that (g1(α1, α2), g2(α1, α2)) = 0. Then (6) implies that (y1, y2) =
β (g1(α1, α2), g2(α1, α2)), for some β. Since g1 and g2 are homogeneous of equal degree, we
have that (y1, y2) = (g1(γ α1, γ α2), g2(γ α1, γ α2)), for some γ . Note that also h1(γ α1, γ α2) =
0 because h1 is homogeneous. Therefore Res e1,d,d (h1, y1 − g1, y2 − g2) = 0. 
The next lemma shows how the right-hand side of (4) is related to the bivariable projective
(dense, Macaulay) resultant.
Lemma 10. We have that(
ResC1,C2,C3 (h1, y1 − g1, y2 − g2)
)d = Res e1,d,d (h1, y1 − g1, y2 − g2) .
Note that the magnitude of the exponent on the resultant
ResC1,C2,C3 (h1, y1 − g1, y2 − g2)
in Lemma 10 is not relevant for the proof of Theorem 1. However, the exponent answers a natural
question included in Remark 4. Therefore this exponent is determined in Lemma 10.
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Proof. Let D be the set of all integer points in the triangle with vertices (0, 0), (d, 0) and (0, d).
By Theorem 1 of Minimair (2003c),
Res e1,d,d (h1, y1 − g1, y2 − g2) =
(
ResC1,D,D (h1, y1 − g1, y2 − g2)
)δ
× (Res {(0,0)},{(0,0)} (y1, y2)) ,
where δ is the lattice index of the integer lattice generated by C1 andD in the integer lattice of all
integer points (i, j). Since the integer lattice generated by C1 andD equals the integer lattice of all
integer points (i, j), we have δ = 1. Furthermore, by definition, Res {(0,0)},{(0,0)} (y1, y2) = 1.
Thus
Res e1,d,d (h1, y1 − g1, y2 − g2) = ResC1,D,D (h1, y1 − g1, y2 − g2) .
Now, by applying Theorem 1 of Minimair (2003c) twice, similarly to in the proof of Corollary 5
of Minimair (2003c), we get that
ResC1,D,D (h1, y1 − g1, y2 − g2) =
(
ResC1,C2,C3 (h1, y1 − g1, y2 − g2)
)φ
,
where φ is the index of the integer lattice affinely generated by C1, C2 and C3 in the lattice of all
integer points (i, j). Observe that the integer lattice affinely generated by C2 = C3 is the set of all
points k(−1, 1) + l(0, d), where k and l range over the integers. This lattice includes the lattice
of all points k(−1, 1) which is the lattice affinely generated by C1. Therefore the elementary
simplex of the lattice generated by C1, C2 and C3 is the triangle with the vertices (0, 0), (d −1, 1)
and (d, 0). Its volume (area) is d2 . Next, observe that the volume (area) of the elementary simplex
of the lattice of all integer points (i, j) is 12 . Therefore φ = d2 / 12 = d . 
The following observation is important for showing that the right-hand side of (4) equals the
right-hand side of (3).
Observation 11. If h1, g1 and g2 have distinct symbolic coefficients, distinct from the distinct
symbols y1 and y2, then ResC1,C2,C3 (h1, y1 − g1, y2 − g2) is absolutely irreducible because
ResC1,C2,C3 (h1, y1 + g1, y2 + g2) is irreducible by definition.
Even though the following lemma is well known, it is presented here for the convenience
of the reader. We also note that the argument provided by the lemma has already been used in
another related publication (Hong and Minimair, 2002).
Lemma 12. Let p and q be (multivariate) non-constant polynomials over an algebraically
closed field. Furthermore, let p = 0 imply q = 0. Moreover, let q be irreducible. Then
p = λ qδ, for a constant λ and a positive integer δ.
Proof. By Hilbert’s Nullstellensatz, the polynomial q is in the radical generated by the
polynomial p. That is, q = r p, for some integer  and a polynomial r . Since the polynomial
q is irreducible, q is the irreducible factorization of the polynomial r p. Therefore, the only
irreducible factor of the polynomial p is q . Thus, p = λ qδ , for a constant λ and a positive
integer δ. 
Now we are ready to show that the right-hand side of (4) equals the right-hand side of (3).
Lemma 13. We have that
Res e1,d (h1, y2 g1 − y1 g2) = (−1)e1 ResC1,C2,C3 (h1, y1 − g1, y2 − g2) .
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Proof. By Lemmas 9 and 10, for all h1, g1, g2, y1 and h2,
Res e1,d (h1, y2 g1 − y1 g2) = 0
implies that
ResC1,C2,C3 (h1, y1 − g1, y2 − g2) = 0.
By Observation 11 and Lemma 12, we have that
Res e1,d (h1, y2 g1 − y1 g2) = λ ×
(
ResC1,C2,C3 (h1, y1 − g1, y2 − g2)
)δ
,
where λ is a factor only depending on C1, C2 and C3. In the following, we determine the constants
δ and λ.
In order to determine the exponent δ, we compare the total degrees in the coefficients of h1
of the left-hand side and of the right-hand side of the above equality. The total degree of the left-
hand side is d . Furthermore, the total degree of the right-hand side is δ times the mixed volume,
normalized with respect to the integer lattice affinely generated by C2 and C3, of the Newton
polytopes generated by C2 and C3. Since C2 = C3, the total degree of the right-hand side is twice
the volume, normalized with respect to the integer lattice affinely generated by C2, of the Newton
polytope generated by C2 (see Cox et al. (1998)). The (not normalized) volume of the Newton
polytope generated by C2 is the area of the triangle with vertices (0, 0), (d, 0) and (0, d), which
is d
2
2 . In the proof of Lemma 10, we have already seen that the volume of the elementary simplex
of the integer lattice affinely generated by C2 is d2 . Therefore, the total degree of the right-hand
side is d22 /
d
2 = d . Thus δ = 1 and
Res e1,d (h1, y2 g1 − y1 g2) = λ × ResC1,C2,C3 (h1, y1 − g1, y2 − g2) .
In order to determine λ, specialize h1 to xe11 , g1 to −xd2 , g2 to 0, y1 to 0 and y2 to 1 in the above
equality. Since we have normalized ResC1,C2,C3 as described in Theorem 1, we have
(−1)e1 = λ × 1
and thus we have shown the lemma. 
Proof of the main theorem, Theorem 1. By combining Lemmas 8 and 13 we have shown
Theorem 1. 
4. Computational efficiency of the main results
In this section we describe how one can apply Theorem 1 to efficiently compute resultants of
partially composed polynomials.
Step 1: Computation of f1
We ask the reader to examine the resultant in (3). Note that the bi-homogeneity of this resultant
implies that the polynomial f1 is homogeneous in the variables y1 and y2. Furthermore the
total degree of f1 is e1. Thus, in order to compute f1 it is sufficient to compute the polynomial
p(y1) = Res e1,d (h1(y1, 1), g1 − y1g2). This polynomial p can be computed via interpolation,
letting y1 range over the values 0, 1, . . . , e1.
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Step 2: Computation of Resc1,c2(f1, f2)
Note that f1 and f2 are bivariate homogeneous polynomials. Therefore the resultant
Resc1,c2( f1, f2) can be computed as the univariable (Sylvester) resultant Resc1,c2( f1(y1, 1),
f2(y1, 1)).
4.1. Running time experiments
Now, we discuss some practical running time experiments carried out under Maple 9 on a
PC with a 2.2 GHz processor and 3 GB main memory. For this subsection, we assume that all
the polynomials h1, f2, g1, g2 have integer coefficients modulo a fixed 32 bit prime number.
The author has measured how the running times of the method described in Step 1 and Step 2
above compare to the running times of computing resultants of partially composed polynomials
without utilizing the composition structure of f2 ◦ (g1, g2). For the rest of this subsection, in
order to be able to easily compare the two methods, we refer to the first method as “UseStruc”
(use the structure via Step 1 and Step 2) and to the second one as “NoStruc” (do not use the
structure, expand the composed polynomial and compute the resultant).
The measurements have been taken for random dense g1’s and g2’s of equal degrees ranging
from 10 to 30 and for random dense h1’s and f2’s of degrees independently ranging from 10 to
30 as well. This choice of inputs results in a large amount of computations and running times
measured. That is, the degrees (c2, d, e1) of the inputs range over the set {10, . . . , 30}3 and for
each triple in the latter set we get running time measurements. In order to make the presentation
of the timings more compact, we compute averages of the running times in a systematic way,
described as follows. For fixed degree e1 of h1, we partition the set {10, . . . , 30}2 × {e1} into
small sets of four triples. That is, these partitioning sets are Pl,e1 = {10 + 2l, 10 + (2l + 1)}2 ×{e1} = {(10+2l, 10+2l, e1), (10+2l, 10+(2l+1), e1), (10+(2l+1), 10+2l, e1), (10+(2l+
1), 10+(2l +1), e1)}. For each triple in Pl,e1 , we generate random polynomials of corresponding
degrees and measure the running times of methods UseStruc and NoStruc. Then we compute the
averages timeUseStrucl,e1 and time
NoStruc
l,e1 , of these measured times for the four triples in Pl,e1 . One can
observe that these averages do not vary very much as e1 ranges from 10 to 30. Thus we compute
the averages timeUseStrucl and time
NoStruc
l , for e1 ranging from 10 to 30, further simplifying the
presentation of the running times but still remaining faithful to the experimental measurements.
Finally, these values are listed in Table 1.
The author believes that intuitively it is not surprising that the averages timeUseStrucl,e1 and
timeNoStrucl,e1 vary little for varying e1. That is, e1, the degree of the unstructured h1, is relatively
small in comparison to the degree of the composed polynomial f2 ◦ (g1, g2). Therefore, changes
of e1 have little impact on the running time. Furthermore, note that in this case utilizing the
composition structure is also very efficient computationally. If e1 becomes larger then the
efficiency of Step 1 and Step 2 decreases. This behavior is expected because, intuitively, for large
e1, in comparison to the degree of the composed polynomial f2 ◦ (g1, g2), one expects to achieve
only little or even no gain in efficiency through utilizing the composition structure of f2◦(g1, g2).
In Table 1 one can see that the speedup of Method UseStruc (Theorem 1 applied in Step 1 and
Step 2) is quite dramatic as l, i.e. the degrees of f2, g1 and g2, increases.
5. Conclusion
This paper has studied resultants of partially composed polynomials. We have found that these
resultants are certain iterated resultants of the component polynomials. Furthermore, we saw in
M. Minimair / Journal of Symbolic Computation 41 (2006) 591–602 601
Table 1
Running times for increasing degrees of f2, g1, g2
l timeNoStrucl in s time
UseStruc
l in s
Application of Theorem 1
0 0.763 .025
1 1.320 .027
2 3.059 .027
3 4.902 .028
4 7.675 .030
5 12.414 .031
6 18.843 .031
7 31.393 .033
8 58.322 .035
9 99.768 .036
Averages for (c2, d, e1) in {10 + 2l, 10 + 2l + 1}2 × {10, 11, . . . , 30}.
experiments that, in many cases, these iterated resultants can be computed with dramatically
increased efficiency.
Future research might address multivariable generalizations of the results of this paper.
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