ABSTRACT
INTRODUCTION
Predicting the future electricity demand is an essential task for a country, as a huge amount of money could be saved by utilizing the available electricity generation options. In this scenario, increasing the accuracy of short-term predictions is very crucial, as decisions regarding the required load, has to be taken within a short period of time. Literature regarding short-term load forecasting techniques consist of both conventional time series models and artificial intelligent approaches from many fields mostly in the field of engineering. To develop a dynamic forecasting system, intelligent approaches yield better results than conventional time series techniques as they could be adapted to suit novel conditions and handle more complex patterns in data. However, the accuracy of predictions using intelligent approaches like neural networks are strongly influenced by the correct selection of inputs and the number of neuro-forecasters used for prediction. (Farahat & Talaat, 2012 suggested how a cluster analysis could be performed to group similar day types, which contribute towards selection of a better set of neuro-forecasters in neural networks. Their proposed cluster analysis was based on the total daily electricity demand and each day was assigned to one of the three clusters suggested from the analysis. However, electricity demand varies in accordance with consumers' activities with respect to time of the day and the day of the week. As a result of these variations, the hourly load requirement is never a constant throughout a particular day. This paper presents a cluster analysis, performed to identify intra-day clusters and to group similar day types within those clusters respect to half-hourly electricity demand. Even though many external causes like metrological conditions such as temperature, rainfall, humidity, wind speed and cloud cover, economic and demographic factors influence the electricity demand, this paper has considered only a single input, which is the day type. The main focus has been given to illustrate how data mining techniques can be complimented by cluster analysis in giving efficient predictions.
A dataset consisting of half-hourly electricity demands in Sri Lanka was considered for the period of 01st January 2008 to 31st December 2012.
LITERATURE REVIEW
Literature related to load forecasting reveal that higher prediction accuracies could be obtained when using intelligent techniques when compared to using conventional statistical techniques (Farahat & Talaat Many researches had used the effect of different day types to enhance the load predictions considering their own country's situations. The literature reveals that, Soared and Medeiros (2008) had incorporated the maximum number of day types to their model, as Sunday -Saturday, holiday, working day after holiday, working day before holiday, working day between a holiday and weekend, Saturday after a holiday, working only during the mornings, working only during the afternoons and Special holidays. Another research considers seven days of the week and bank holidays as day types, and a principal component analysis had been performed accordingly and a segmentation scheme based on the first principal direction had been used to cluster similar months (Cho, Goude, Brossat, & Yao, 2013). Unlike these approaches, (Barzamini et al., 2012) had divided the weekly days into four categories based on unique load lags and had incorporated to the model. Considering the above, this research considers thirteen day types, which can be considered as different in Sri Lankan context. Even though thirteen day types are considered, including all these day types into the model will complicate the prediction process. As such, the 'day type' will be clustered into similar day types in order to avoid complexities in the computation operations and to reduce forecasting error when training the neural networks (Barzamini et al., 2012; Seetha & Saravanan, 2007) . They have discussed how accurate predictions are made when the inputs are wisely chosen to be fed into the neural network having different neuro-load forecasters to train similar featured loads. Literature also shows that in some research, similar days had been clustered based on experience of the experts of electricity supplying companies rather than performing any statistical analysis (Cho et al., 2013) . Moreover, to understand energy consumption patterns in industrial parks, a cascade application of a Self-Organizing Map and a clustering k-means algorithm had been performed by Hernandez, Baladron, Aguiar, Carro & Esguevillas (2012). Even though no study has considered performing a cluster analysis, this study focuses on a statistical analysis based on k-means clustering to complement the neural network approach.
METHODOLOGY

K-Means clustering
K-means clustering is a partitioning method. It partitions data into k mutually exclusive clusters. Unlike hierarchical clustering, k-means clustering operates on actual observations (rather than the larger set of dissimilarity measures), and creates a single level of clusters. The distinctions mean that k-means clustering is often more suitable than hierarchical clustering for large amounts of data.
Each cluster in the partition is defined by its member objects and by its centroid, or center. The centroid for each cluster is the point to which the sum of distances from all objects in that cluster is minimized. kmeans computes cluster centroids differently for each distance measure, to minimize the sum with respect to the measure that you specify.
Distance measure: In this paper, 'kmeans' function in Matlab software has been used with appropriate distance measures based on the clustering data.
Distance Measure Description sqEuclidean Squared Euclidean distance. Each centroid is the mean of the points in that cluster. cityblock Sum of absolute differences. Each centroid is the component-wise median of the points in that cluster correlation One minus the sample correlation between points (treated as sequences of values). Each centroid is the component-wise mean of the points in that cluster, after centering and normalizing those points to zero mean and unit standard deviation.
Determining the number of clusters:
To get an idea of how well-separated the resulting clusters are silhouette plot can be used. The silhouette plot displays a measure of how close each point in one cluster is to points in the neighboring clusters. This measure ranges from +1, indicating points that are very distant from neighboring clusters, through 0, indicating points that are not distinctly in one cluster or another, to -1, indicating points that are probably assigned to the wrong cluster.
Avoiding Local Minima: Like many other types of numerical minimizations, the solution that kmeans reaches often depends on the starting points. It is possible for kmeans to reach a local minimum, where reassigning any one point to a new cluster would increase the total sum of pointto-centroid distances, but where a better solution does exist. However using 'replicates' one can overcome that problem by taking the one with the lowest total sum of distances, over all replicates as the final answer. (The MathWorks)
ANALYSIS AND INTERPRETATION
Identifying Intra-day Clusters
A daily electricity load curve represents the electricity load as a function of time. Figure 1 , it is clearly shown that the daily demand curves appear to be having a similar pattern over the years, with a gradual increase of load from year to year. It is also noticeable that there are two sudden increments, one in the morning and the other at night, in each daily laod curve. The peak demand, starting around 6.30p.m and ending around 9.30p.m is identified as the most crucial aspect that needs to be addressed as the generation cost is very expensive during that time when compared to non-peak hours. A colour map scaling plot ( Figure 2) shows that three main clusters can be seen. In order to statistically validate the number of clusters within a day, 48 half-hours were clustered using the k-means algorithm. Even though there seems a trend in the data, it is assumed that the trend may not affect the clustering process as it is same for all the half-hour periods. The maximum average Silhouette Value of 0.8053 was resulted from the 3 clusters instance, and therefore three clusters were selected as the most appropriate number of clusters. In order to avoid the iterations to end up at local minimas, each clustering procedure was replicated 5 times and considered the one with the lowest total sum of distances. Based on the cluster analysis results, Table 1 displays how the 48 half-hours were grouped to the three clusters. The three clusters can be interpreted in the following way. Cluster 1 represents the time period where the demand is minimum, and is the time during which most people are a sleep. This is the time period 11:00PM -05:00AM. In the same cluster, the time 7.30-8.00 am could possibly be the time where most people travel, and are in vehicles. Cluster 2 with the maximum demand is the peak demand period of 06:30PM -09:00PM. This is the time where most families live in their homes engaged in various activities, and hence the usage of electricity is a maximum. Finally, Cluster 3 includes the rest of the hours of the day.
As the three clusters seems to justify the electricity usage in the Sri Lankan context, predicting half-hourly demands seems more appropriate. As Deshani et al. (2014) have found that there is a day effect for the daily electricity demand, the electricity usage patterns for different days within each of these chosen clusters will also be analysed.
Clustering Similar Day Types within Intra-day Clusters
In the dataset, each day had been assigned into one of the thirteen categories; Sunday, Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Poyaday, PBM Holiday (Public, Bank, Mercantile), PB Holiday (Public, Bank), Working day before holiday, Working day after holiday, Working day between a holiday and a weekend, Saturday after holiday (Deshani et al., 2014) . We use the same day classification in order to analyse the day effects within each of the identified clusters.
Intra-day Cluster 1:
• 11:00PM -05:00AM Figure 4 . Fluctuation of electricity demand during the 11:00PM-05:00AM time period
Recall that the cluster 1 is times between 11:00PM -05:00AM and the half-hour 7.30-8.00. Figure 4 displays how electricity demand varies within 11:00PM -05:00AM time period. The load patterns during this period do not cluster based on the speciality of the day or month. As stated before, this seems reasonable, as during this time people do not engage in much activities.
• 07:30AM
(a) (b) Figure 4 is drawn considering the half-hour 7:30AM -8:00 AM. From the unit root test it was identified that there is a trend in the series (Figure 4 (a)) and was de-trended by taking the first difference ( Figure 4 (b) ). The de-trended data was clustered and two sub-clusters (maximum average Silhouette Value of 0.7012) could be identified. According to Figure 5 , load patterns within cluster 2's 06:30PM -09:00PM time period seem to have a periodic pattern and a slight trend. The clustering was based on k-means clustering using the 'correlation' distance measure which resulted in two sub-clusters having the maximum average Silhouette Value of 0.8313. There was no need to remove the trend prior to clustering as the distance measure treated the point as a sequence of values and normalized values had been used for the calculations. The day types did not show any significant clustering result and hence considered months to identify for any clustering effect. 
Intra-day Cluster 3:
• 05:30AM -07:00AM Figure 6 . Fluctuation of electricity demand during the 05:30AM-07:00AM time period Figure 6 displays how half-hourly electricity demands vary during the 05:30AM-07:00AM time period of the cluster 2. Two sub clusters (maximum average Silhouette Value of 0.0.7889) were prominent when clustering using the 'correlation' distance measure, for the cluster 3. Even though a clustering effect could be identified based on the type of the day, a better clustering affect could be seen considering both the type of the day and the month. It is to be noted that certain day types were combined in order to avoid complexities. When considering cluster 3,the early morning time period, all weekends over the year had been clustered to cluster Y. Moreover, holidays in many months have also been clustered to Y. In addition, the weekdays of August and December, which are school holiday times in Sri Lanka, are clustered in Y. In contrast, in May and June, the holidays are clustered into cluster X as normal working days, as the electricity demand is comparatively higher in Wesak and Poson festival season.
• 08:00AM -06:00PM Figure 7 . Fluctuation of electricity demand during the 08:00AM -06:00PM time period
The electricity demand during 8.00am 6.00pm is shown in Figure 7 . During this period, a slight trend can be seen and this period is the normal working time period of the day. As earlier time periods two sub-clusters could be identified for this period also. It could be clearly seen that all working days cluster to Q whereas Sundays, Poyadays, PBM Holidays, Saturday after holidays clustered into P.
• 09:00PM -10:30PM Even though many day types did not exhibit a clear clustering approach based on the day type, Friday, Saturday, Working day before a holiday, Working day between a holiday and a weekend and Saturday after holidays clustered to cluster M. Sundays, Poyadays and PB holidays clustered to cluster N.
CONCLUSION
The electricity demand varies in accordance with consumers' activities with respect to time of the day and the day of the week. When predicting half-hourly electricity demand in a short term manner, these patterns influence the prediction process a lot. Therefore, a cluster analysis was carried out to identify intra-day clusters and to group similar day types within those clusters. The results of the cluster analysis were used to select a better set of neuro-forecasters for neural network predictions.
The K-means clustering algorithm was used to cluster data and three intra-day clusters were identified. Cluster 1 represents the time period where most people are a sleep (11:00PM -05:00AM) and the time where most people may possible be traveling, and are in vehicles (07:30AM-08:00AM). Cluster 2 is the peak demand period of 06:30PM -09:00PM where most families live in their homes engaged in various activities. Finally, cluster 3 includes the rest of the hours of the day. Based on the day type or the month, the three main intra-day clusters were further grouped and most appropriate number of clusters for each time period was considered as the number of neuro-forecasters used for prediction in that period. The number of neuroforecasters and training set selection criteria has been shown in Table 7 . Using this input selection process, the prediction performances of the neural networks can be improved. If the considered time duration could be expanded, results can be improved and will be more accurate as there will be more observations for the sub categories. (1999) . Her PhD was in random walk models, diffusion and related applications namely queuing theory and game theory. Thus her initial research was in applied probability, namely random walk models with difference equations, the master equation models with partial differential equations, and queuing models. This leads to differential equations representing diffusion and double diffusion. Her research, bridge the probabilistic models to the differential equation models of diffusion. Her passion to integrate disciplines and research methods have led her to the current research areas which include innovative work in "Operational Statistics" a new area developed in collaboration with UC Berkeley; Optimisation Techniques and Data Mining. Application areas include bio security, public health, climate change, electricity production and demand. From her 10 PhD/Masters students 8 had completed the research successfully. She has established ongoing national and international linkages and research collaborations and 30+ publications and a book chapter. Her paper on Operational Statistics was the 2nd most downloaded paper in April 2006 from Science Direct's TOP 25 articles.
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