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INTRODUÇAO 
A motivação para este trabalho foi o estudo de ends de grupos e pares de 
grupos, cohomologia relativa de grupos, grupos e pares de dualidade. 
Com o estudo de cohomologia relativa de grupos definimos um novo m-
variante algébrico denotado por E(G,S,M), onde G é um grupo, Sé uma farrúlia de 
subgrupos de G de índice infinito e M é um Z 2G-módulo, que de certa forma generaliza 
os invariantes ends já existentes. Essa definição surgiu em colaboração com Erminia L. 
C. Fanti (ver[!)). 
O objetivo deste trabalho é estudar o invariante E( G, S, M) principalmente 
nos casos em que G e S satisfazem certas propriedades de dualidade e no caso em que 
G se decompõe sobre certos subgrupos. Também estudaremos a relação deste invariante 
com dois dos invariantes ends já existentes, a saber, e(G) e e(G, 5), S subgrupo de G. 
O end clássico e(G) foi definido por Freudenthal [12), Hopf [13] e Specker 
[27] e se G é um grupo infinito então 
e(G) = 1+dimz,H1(G;Z,G). (0.1) 
O invariante end e( G, S) foi definido por Houghton [14] e Scott [24] e não 
tem uma fórmula cohomológica do tipo (0.1) no caso em que [G: S] = oo, S subgrupo 
não trivial de G. 
Nosso propósito inicial era chegar a uma caracterização de e(G,S) em ter-
mos de cohomologia relativa de grupos. Com isto surgiu a definição de nosso invariante 
E(G,S,M) fazendo assim com que nos dedicássemos a seu estudo. 
No capítulo I fazemos uma revisão dos principais resultados sobre (co)homo-
logia de grupos, dualidade e suas .interpretações topológicas. 
No capítulo II definimos o invariante E(G,S,A1) para G um grupo, 
S = {S;, i E I} uma família de subgrupos de G eM um :Z. 2G-módulo, a saber, 
1 
E(G,S,M)=I+dimz,Kerresf (0.2) 
onde res~: H1(G;M) -1- IJH1(Si;M) é a aplicação restrição. 
iE/ 
Neste capítulo estudamos este invariante no caso em que S = {S} e M = 
Z,(G/S). Por simplicidade, denotamos E(G,S,Z,(GfS)) por E(G,S). 
Em (li. I) damos uma caracterização de E(G,S) em termos de derivações e 
derivações principais, a saber, 
E(G S) = 1 d" Der(G,S,Z,(G/S)) = 1 d" H
1(G,S;71..2(G/S)) 
' + 1m z, P(G,S,Z,(G/S)) + 1m z, 71.. 2(G/S)s (0.3) 
e computamos E(G,S) num caso específico usando esta caracterização. 
Em (II.2) estudamos E(G, S) no caso em que G e S satisfazem certas pro-
priedades de dualidade. Um resultado interessante é que se (G, S) é um nn-par com 
[G: S] = oc então E(G, S) = I (ver (!1.2.3)). Este resultado "generaliza" o fato que se G é 
um nn-grupo com n > 1 então e( G) = 1. Neste parágrafo usamos os isomorfismos de dua-
lidade para computar E( G, S) em alguns casos especiais e decidir se um par grupo ( G, S) é 
ou não de dualidade. Por exemplo, usando nosso invariante podemos concluir que (G, S)::::: 
(< s > * < t >,< sts-1r 1 >) não é isomorfo à (G,H) = (< s > * < t >,< t >) pois 
E(G,S) =I e E(G,H) = oc. Como (G,S) é um PD2-par, concluímos que (G,H) não 
é um PD2-par. 
No parágrafo (II.3) estudamos as relações existentes entre E(G, S) e os ends 
e(G) e e(G, S). Neste parágrafo recordamos as definições destes ends, suas propriedades 
principais e a relação com ends de espaços topológicos. Sob certas hipóteses estes invari-
antes ends podem assumir apenas os valores 1, 2 ou oo. Isto é verdadeiro para E(G, S) 
com hipóteses mais restritivas como mostra (II.3.9). 
Usando (O. I) e a definição de E(G, S) temos que 
. H'(G, {!}; Z 2G) 
e(G) = e(G, {I})= E(G, {I})= I+ d1m z, P(G, {l}; z,G) · 
. H'(G,S;Z2(G/S)) ComoE(G,S) = l+d1m z, P(G,S;7L.,(G/S)) nossaesperançaeraprovar 
que E(G,S) = e(G,S) e obter um fórmula similar para e(G,S). Mas isto é falso em 
geral. O que vale é que E(G,S) :ó e(G,S) (ver (!1.3.12)) e em alguns casos especiais, 
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por exemplo no caso em que S é normal em G, esses invariantes coincidem. A igualdade 
porém nem sempre é válida. Há exemplos em que e(G, S) é infinito ao passo que E(G, S) 
é finito. 
No último parágrafo do capítulo li nós damos uma interpretação de E( G, S) 
em termos de pares Eilemberg-MacLane. Esta interpretação é válida para e(G,S) nos 
casos em que E(G,S) = e(G,S). 
Parte dos resultados do capítulo 11 foram conseguidos com a colaboração 
de Erminia L. C. Fanti (ver[!)). A relação de E(G,S,M) no caso em que S = {S} e 
M = lnd~PS onde PS é o conjunto das partes de S, com o invariante end ê(G, S) 
definido por Kropholler e Roller [19] foi estudado por ela e encontra-se em [9]. 
No capítulo III deste trabalho estudamos o invariante algébrico E(G,S,Af) 
para S uma família qualquer de subgrupos de índice infinito em G e M um :Z.2G-módulo 
qualquer. 
Em (l!J.J) estudamos o funtor s•(-,-;-) para provar que E(G,S,M) é 
um invariante em uma determinada categoria. 
Quando os grupos de cohomologia H 0 (G;M) H 0 (S;M) e H'(G,S;M) 
têm dimensão finita, temos uma interpretação de E( G, S, A1) em termos de" característica 
de Euler Parcial" (ver (lll.l.4)), que nos foi sugerida pelo Prof. Alejandro Adem. Usando 
esta interpretação, nós veremos um exemplo de cálculo de E(G, S, Z 2) no caso em que G 
sedecompõenaformaG=G1 *TG2 ou G=G1*T,e e S={G1 ,G2} ou S={G1 } 
respectivamente. 
Em (IIL2) estudamos as propriedades de E(G, S, M) e relacionamos com de-
rivações e derivações principais. Usando estas propriedades fazemos algumas computações 
deE(G,S,M). 
No parágrafo (III.3), demonstramos algumas propriedades básicas sobre 
D"'-pares e estudamos o invariante E(G, S, M) neste caso, generalizando o resultado 
(11.2.3). Um resultado interessante (ver (lll.3.5)) é que se (G,S) é um D"-par, 
S = {S;, i= !, ... ,r} com [G: S;) = oo então S; ~ S; para i~ j e S; não 
é normal em G para i = 1, ... , r. Demonstramos também neste parágrafo outros resul-
tados interessantes em alguns cálculos do invariante E(G,S, A1). 
IH 
Em (III.4) estudamos o invariante E(G,S, Z 2G) denotado por E(G,S). 
Este invariante está intimamente relacionado com o end e( G) e com a teoria de de-
composição de grupos. Veremos que E(G,S) $ e(G) para qualquer par grupo (G,S) 
com [G : S] = oo, S E S e a desigualdade estrita, no caso em que G é finitamente 
gerado, somente pode ocorrer quando G se decompõe sobre um subgrupo finito. Um tipo 
de decomposição de um grupo G que será importante neste parágrafo é a decomposição 
adaptada a uma família S de subgrupos de G. O invariante E(G,S) mede exatamente 
quando uma decomposição de G é adaptada (ver (II1.4.17) e (III.4.!8)), o mesmo não 
ocorrendo com e{G). 
IV 
• CAPITULO I 
(Co )Homologia de Grupos e Dualidade 
Neste capítulo faremos uma breve revisão de alguns resultados básicos da te-
oria de cohomologia de grupos, grupos e pares de dualidade, que serão de grande utilidade 
nos próximos capítulos. 
Esta revisão tem como objetivo propiciar ao leitor uma melhor compreensão 
de nosso trabalho. 
Quase todos os resultados serao enunciados sem demonstração. Apenas 
demonstraremos aqui resultados conhecidos que não encontramos demonstrados nas re-
ferências. 
Usualmente a (co)homologia de um grupo G é definida sobre o anel dos 
inteiros 7l, com coeficientes em um ZG-módulo, ma<~ pode ser definida analogamente 
sobre qualquer anel R com coeficientes em um RG-módulo. Neste trabalho apresentamos 
esta teoria usando, por conveniência, o corpo 7L2 = {0, 1} de dois elementos, mas usaremos 
sempre que necessário a (co )homologia definida sobre 71.. 
Já a teoria de grupos de dualidade será apresentada sobre um anel R, onde 
R = Z ou R = 71..2 , especificando cada um quando for o caso. 
Em todo este trabalho denotaremos Homz 2 , H omz20 , ®z2 , ®z2c e dimz 2 , 
respectivamente, por H om, H oma, ®, ®a e dim. 
1.1- Homologia e Cohomologia de Grupos 
Neste parágrafo faremos uma revisão da teoria de (co )homologia de grupos. 
I 
Os resultados aqui apresentados podem ser encontrados em {5] e [20]. 
Vamos introduzir o conceito de (co )homologia de um grupo G com coefici-
entes em um Z2G-módulo M, via resoluções projetivas de Z2 sobre 7!..2G. 
Apresentamos uma interpretação da 1-ésima cohomologia de G com coe-
ficientes em M em termos de derivações e derivações principais, e uma interpretação 
topológica dos grupos de (co)homologia em termos de complexos I<(G, 1). 
G. 
{1.1.1) Seja Z2G, o Z2-módulo livre gerado pelos elementos de um grupo 
Se a E Z2G então podemos escrever a: unicamente na forma a: = L r 9g 
gEG 
onde r9 E 71..2 e g E G, com r9 =O para quase todo g. 
forma: 
Temos então, 
L r,g + L s,g = L(r, + s,)g. 
gEG gEG gEG 
Podemos também definir em Z.2G uma operação multiplicação da seguinte 
Z,G X Z,G 
(L r,g, L s,g) 
gEG gEG 
___, Z 2G 
___, (L r,g)(L s,gJ =L t,g 
gEG gEG gEG 
onde t9 = L Txs 11 • 
xy=g 
Isto faz de 7L. 2G um anel com unidade 1 = le, onde e é o elemento neutro 
de G, chamado anel grupo de G sobre 71..2. O elemento lg E 7L2G será denotado por g. 
Em todo este trabalho, a menos que afirmemos o contrário, trabalharemos 
na categoria dos 7l2G-módulos unitários à esquerda M. 
Se M é um Z.2G-módulo temos naturalmente definida uma ação de G em 
M, a saber, g.m = lg.m. Temos também que M é um Z 2- módulo com a seguinte 
estrutura O.m = O e l.m = le.m. Assim, todo elemento de M tem ordem 2, isto é, 
m + m = !e.m + !e.m =(!e+ !e).m = ((! + l)e).m = O.m =O. Logo, m = -m, para 
todo mE M. 
Dizemos que M é um 7L2G-módulo trivial se g.m = m para todo g E G e 
mEM. 
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Daí, se a= L r9 g E Z 2G, temos 
gEG 
a.m = L(r,g).m =(L r,).m. 
gEG gEG 
Em particular, Z 2 é um Z 2G-módulo trivial para todo grupo G. De fato, 
se Z 2 tem urna estrutura de Z2G-rnódulo, a ação induzida de G em 71..2 é trivial, pois 
Aut(Z2 ) = { id). 
(1.1.2) Observação: Se a E 7L2G então a pode ser escrito unicamente na 
forma: a= lg1 + ... + lgk com 9i =J. 9i para todo i =J. j. 
(1.1.3) SeM é um :Z 2G-módulo à esquerda podemos definir em .A1 urna 
ação à direita da seguinte formam* g = g-1m. Logo M tem também uma estrutura de 
Z 2G-módulo à direita e daí podemos definir o produto tensorial M ®G N. 
Mais geralmente, se Sé um subgrupo de G, vamos denotar por Res~M o 
Z 2 S-módulo obtido por restrição de escalares de G àS, isto é, se i: 71.. 2S--+ 7l.2G denota 
a inclusão então s.m = i(s)m, para todo mE M. Daí podemos fazer o produto tensorial 
.A1 ®s N para qualquer S subgrupo de G. 
Se S = {e} podemos colocar em M 0 N uma estrutura de 7l.2G- módulo 
com a G-ação diagonal, isto é g.(m ® n) = gm ® gn, para todo g E G, mE Me n E N. 
A passagem de módulos à esquerda para módulos à direita acima é conveni-
ente mas pode tornar- se confusa quando por exemplo M admite naturalmente estruturas 
à esquerda e à direita, como por exemplo o Z 2G-bimódulo :Z2G. Neste caso, a menos que 
especifiquemos o contrário trabalharemos com a estrutura natural à direita e não com a 
definida acima. 
Na verdade, usaremos a estrutura definida aczma na definição dos grupos 
de homologia de G, abaixo. 
Sejam agora M e N dois 7l.2G-módulos à esquerda. Temos então o grupo 
abeliano Hom8 (M, N), para qualquer S subgrupo -de G. 
Se S = {e}, podemos colocar em H om(M, N) uma estrutura de Z 2G-
módulo com G-ação diagonal, isto é, se f E Hom(M, N) então (g.J)(m) = gf(g-1 m). 
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Esta estrutura será bastante utilizada neste trabalho. 
Uma resolução projetiva de Z 2 sobre Z 2 G é uma sequência exata de Z 2G-
módulos 
• • • --+ Fn ~ Fn-t --+ • • · --+ Ft ~ Fo ~ Zz--+ O 
na qual cada Fi é projetivo. 
Denotaremos uma resolução projetiva de Z2 sobre Z 2G por F ~ Z2 , onde 
F é o complexo de cadeias · · · --+ Fn --+ Fn-l --+ · • • --+ F0 --+ O. 
(1.1.4) Definição: Sejam G um grupo, M um 7L.2G-módulo e F ~ Z 2 
uma resolução projetiva de 71..2 sobre 71.. 2G. O n-ésimo grupo de homologia de G com 
coeficientes em M é definido por 
H.(G; M) = H.(F 0G M) para todo n E Z. 
Da mesma forma, o n-ésimo grupo de cohomologia de G com coeficientes 
em M é definido por 
H"(G;M) = H"(HomG(F,M)) para todo n E Z. 
(1.1.5) Observação: 
(i) A definição anterior não depende da resolução projetiva F ~ Z 2, de 
Z 2 sobre Z 2 G. Isto decorre de [5,1.7.5]. 
(ii) Uma resolução projetiva de bastante importância, pois facilita muitos 
cálculos na teoria de homologia e cohomologia é a resolução bar (normalizada). 
Em resumo, se F~ 7L2 é a resolução bar temos que Fn é o Z 2-módulo livre 
gerado pelos simbolos [91 [ 92 f ••• f 9nJ, com 9; E G, 9; # e, e 
• 
8[91 f 92 [.··f g.] = I)-!)'d;[9, [ ... [ g.], onde 
i=O 
{
91 [92 [ ... [9.] . sei=O 
d;[9, I ... I g.J = (g, I ... I 9;_, I 9;9;+1 I 9;+2 I ... I 9.] se o <i < n 
[91 [ ... [g._1J ser=n 
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Temos Fo gerado pelo símbolo [ ]. Logo F0 O< Z 2G e identificamos [ J com 
I= !e E Z2G e e([])= e{!)= I E 7L2• 
Neste caso, denotaremos o complexo de cadeias F ®a M por C,.(G, M) e o 
complexo de cocadeias Huma(F,M) por C•(G,M). 
Um elemento de Homa(Fn,M) = Cn(G,M) pode ser visto como uma 
função f: a• ___, M {identificando [g, I ... I g.] = (g, ... ,g.)), com f(g, ... ,g.) =o se 
algum dos gis é trivial, e o operador co bordo, 6: C"'-1(G, M) ---+ C"'(G, M) é dado por 
(8f)(g, ... ,g.) = g,J(g,, ... ,g.)- f(g,g,, ... ,g.) + ... + ( -!)" f(g,, ... ,g._,). 
Se n = O então Gn é por convenção um conjunto com um único elemento, 
de modo que, C0 {G,M) "'M. 
Usando a resolução bar podemos interpretar H1 (G; M) em termos de de-
rivações e derivações principais. 
Sejam 
Der(G,M) ={f: G---> M I f(xy) = xf(y) + f(x),\lx,y E G} 
e P(G,M) = {dm E Der(G,M),m EM I dm(g) = gm+m,\lg E G} 
Então temos: 
(1.1.6) Proposição: Se G é um grupo eM um 7l.2G-módulo, então 
H'(G· M) = Der(G, M) 
' P(G, Af) . o 
(1.1.7) Podemos ver H .. e H"' como funtores de duas variáveis G eM. 
Seja 1) a categoria cujos objetos são os pares (G, M) onde G é um grupo 
eM é um Z 2G-módulo e cujos morfismos são aplicações (a,J): (G,M)---> (L,N) onde 
a : G ---+ L é um homomorfismo de grupos e f : A1 --+ N é uma aplicação satisfazendo 
f(g.m) = a(g).f(m). 
Nestas condições, temos induzido um homomorfismo 
(a,J).: H.(G; M)---> H.(L; N). 
5 
Para ver isto, tomamos resoluções projetivas F ---++ Z 2 e P ---++ Z 2 de Z2 
sobre 7l..2G e 7l2L respectivamente e T : F --+ P uma aplicação compatível com a, isto é, 
r(gx) = a(g)r(x), para todo 9 E G ex E F. Daí temos T 0 f: F ®a M __, P ®L N e 
r 0 f induz (o,!) ... Portanto H .. é um funtor covariante em V. 
Considere agora V' a categoria cujos objetos são os mesmos de V, mas um 
morfismo é uma aplicação (a,!): (G,.M)--+ (L,N) com a: G--+ L homomorfismo e 
f: N __, M satisfazendo f(a(g).n) = g.f(n). 
Então temos induzida uma aplicação 
(a,!)": W(L,N) __, H"(G,M). 
De fato, considerando T, P, e F como acima, temos que (o,!)* é induzida 
da aplicru;ão de cocadeia Hom(r,J): HomL(P,N) __, Homa(F,M). 
Deste modo H"' é um funtor contravariante na categoria V'. 
Sejam 
Ma = {g E G / gm = m, Vg E G} e 
Ma= Z, ®a M"' M/A onde A=< gm- m,g E G,m EM>. 
(1.1.8) Teorema: Sejam G um grupo e M um Z 2G-módulo. 
(i) Existem isomorfismos naturais H0 (G; M) "'Ma e H 0(G; M) = MG 
(ii) Para qualquer sequência exata curta 
de Z 2G-módulos e qualquer inteim n, existem homomorfismos naturais 
&: Hn(G;M'") __, Hn- 1(G;M') e ó: Hn(G;M"') __, sn+'(G;M') tais que as sequências 
···"" Hn(G;M")!!, Hn_,(G;A{) .S H._,(G;M) ""Hn_,(G;M') __, .. . 
... __, w-'(G;A{) ~ w-'(G;M) .'ê. w-'(G;M") ..'., H"(G;M') ~ .. . 
são exatas. o 
O próximo lema relaciona a (co )homologia de G sobre Z com coeficientes em 
um ZG-módulo com a (co )homologia de G sobre 71.2 com coeficientes em um Z2G-módulo. 
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(1.1.9) Lema: Sejam G um grupo e A1 um 7l.2G-módulo. Então a 
(co}homologia de G sobre Z2 com coeficientes em M é isomorfa à (co)homologia de G 
sobre Z com coeficientes em M (visto como 7LG- módulo)-
Demonstração: Se F _;.., Z é uma resolução projetiva de 7L sobre Z.G 
então P = F ®z 7l..2 ~ 7l2 é uma resolução projetiva de Z 2 sobre Z2G. 
É fácil ver que 
(a) F 0za M "'P 0a M 
(b) Homza(F,M) "'Homa(P,M) 
Daí o resultado segue de (a) e (h) usando a definição de (co)homologia. O 
(I. I .lO} Finalizando este parágrafo, vamos ver uma interpretação topológica 
de H .. e H"' em termos de complexos K(G, 1). 
Um CW-complexo X é chamado complexo de Eilemberg-MacLane do tipo 
I<(G, 1) (ou simplesmente K(G, !)) se 
(i) X é conexo 
(ii) ,-,(X) = G 
(iii) O recobrimento universal Y de X é contráctil. 
Da teoria de homotopia segue que a condição (iii) pode ser substituída pela 
condição 
(iii)' 11";(X) =O para i~ 2. 
É fato conhecido que dado um grupo G existe um complexo K(G, 1) asso-
ciado à G [26,8.1]. 
Como os grupos de (co )homologia sobre Z tem uma interpretação topológica 
em termos de complexos K(G, 1) então, por (1.1.9), os grupos de (co)homologia sobre Z 2 
também têm esta interpretação. 
De fato, dado um 7l.G-módulo M, podemos construir o sistema de coeficien-
tes locais M associado a .M, para o K(G, 1) (cf.[33,IV.4]). SeM é um ZG-módulo trivial 
então M = M. Como todo :Z2G-módulo é um ZG-módulo temos o seguinte resultado: 
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(1.1.11) Teorema: Seja G um grupo eM um Z 2G-módulo. então 
H.(G;M) 
W(G;M) 
H.(I<(G, l);M) , 
n•(J<(G,l);M) 
onde a (co)homologia de complexos é tomada com coeficientes locais. 
Em particular, se 111 é um Z 2G-módulo trivial, temos H .. (G; M) 
H.(I<(G, !); M) 'W(G; M) = W(I<(G, !); M). 
1.2- Módulos Induzidos e Coinduzidos 
o 
Neste parágrafo recordaremos as definições e algumas propriedades dos 7!..2G-
módulos Ind~ Me Coind~A1 que serão de grande importancia nos capítulos subsequentes. 
Os resultados aqui apresentados podem ser encontrados em [5]. 
(1.2.1) Sejam G um grupo, S um subgrupo de G e M um :Z2S-módulo. 
Temos que a multiplicação em G faz de Z 2G um Z 2G-bimódulo (em particular um 
z,s-bimódulo ). 
Escrevemos 
lnd~M Z,G 0s M 
Coin~M Homs(Z2G,M) 
A estrutura de Z,G-módulo em lnd~M é tal que g.(x 0 m) = gx 0m para 
todo g E G ex 0 m um gerador de 71..2G ®s A1. 
Em Coind~M temos a seguinte estrutura: se f 7L2G ---+ M pertence a 
Coind~M então (g.f)(x) = J(xg) para todo g E G. 
Seja g@M = {g@m: mE M}. Daí g@M eM são isomorfos como grupos 
abelianos e e 0 M é 7l.2 S-isomorfo a M. Denotaremos g@ M por gM. -
Temos então 
(1.2.2) Proposição: Seja E um conjunto de representantes para as classes 
à esquerda gS com e E G repre~entando a classe S. Então o 7l. 2G-módulo lnJClM contém 
M como um 71. 2S -sub módulo e além disso, 
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(i) lntJ'iM"' Ej19M 
gEE 
(ii) Coind~M"" IT 9M o 
gEE 
Considere o conjunto quociente GfS = {9S I 9 E G} e seja Z 2(G/S) o 
Z 2-módulo livre gerado por GjS. 
Temos que Z2(G/S) é um Z2G-módulo. De fato basta definirmos a ação 
nos geradores g.(xS) = gxS e estendermos por linearidade a Z 2 (GJS). 
Vejamos agora um resultado que será bastante útil neste trabalho. 
Denotaremos o conjugado de Sem G, gSg- 1 , por SR. 
(1.2.3) Proposição: 
(i) Se N é um z,G-módulo então 
Ind~Res~N"" Z,(GJS) 0N 
onde G atua diagonalmente no produto tensoria/. 
(ii) Sejam S e T subgrupos de G e E um conjunto de representantes para 
as classes duplas S gT. Para qualquer 7L2T -módulo Af, existe um Z 2G -isomorfismo 
Res~Jnd~M ~ EfJ Ind~nT9Res~~T9gM (Fórmula de Mackey) 
gEE 
Em particular, se T é normal em G, existe um 7l2T -isomorfismo 
Res~IncfiM = Ej19M 
gEE 
onde E é um conjunto de representantes pam as classes gT. 
(1.2.4) Existe um mergulho natural de lnd~M em Coind~M, a saber: 
<p : Ind~M -> Coind~M 
9 0 m -> 1'(9 ® m) = 9'Po(m) 
onde <po: M-+ Coind~M é definida por 
{ 
hm 
<po(m)(h) = O 
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se h E S 
seh<f.S 
o 
<p é um Z 2G-monomorfismo, e temos o seguinte resultado. 
(1.2.5} Proposição: Se [G: S] < oo então a aplicação <p definida acima é 
Z 2G-isomorfismo e daí temos Jnd~M := CoincfjM. o 
Um fato importante da teoria de (co)homologia de grupos é a relação entre a 
(co)homologia de um grupo G e de um subgrupo S. Esta relação é fornecida pelo seguinte 
resultado bastante conhecido. 
(1.2.6} Proposição (Lema de Shapiro): Sejam S um subgrupo de G eM 
um 7l.2S -módulo. Então 
(i} H.(S; M) oe H.(G; Ind~M) 
(ii) W(G; M) o= W(G; Coind~M) o 
(1.2.7} Observação: 
(i) O isomorfismo de Shapiro H .. (S; M):::::: H*(G; Coind~M) pode ser visto 
explicitamente da seguinte forma: 
Sejam a : S ~ G a inclusão e w : Coind~A1 ~ Mo Z 2 5-homomorfismo 
definido por 1r(f) = f(1), para todo f E Coind~M e 1 identificado com a unidade 
Le E 7L,G. 
Do fato de~ ser 7L2S-homomorfismo, temos que ~(a(s).f} = s~(f). Por-
tanto, por (I. L 7), temos a aplicação induzida 
(a, ~r: W(G; Coin4M) ___, W(S; M) 
que é exatamente o isomorfismo de Shapiro (ii). 
Analogamente, se considerarmos o Z 2S-monomorfismo i : M --4 lnd~M 
definido por i(m) =10m, temos que (a, i),. é o isomorfismo de Shapiro (i). 
(ii) Se M é um 7L2G-módulo, temos por (1.2.3)(i) que 
Ind~Res~M oe lL,(GjS) OM. 
Podemos provar um resultado parecido para o Coind~Res~M, isto é, 
Coin4Res~M oe Hom(lL,(Gj S),M) 
!O 
De fato, basta definirmos o :Z.2G.isomorfismo, 
.P : Homs(Z,G,M) - Hom(Z,(GfS),M) 
f - .PU) 
onde ,P(f)(xS) = xf(x-1) e 
.p-1 : Hom(Z2(G/S),M) - Homs(Z2G,M) 
f - ,p-'(J) 
onde .p-'(J)(x) = xf(x-1 S). 
A ação em Hom(Z,(G/S),M) é a ação diagonal dada em (1.1.3). 
Podemos então reenunciar o lema de Shapiro da seguinte maneira: 
(1.2.8) Proposição: Sejam G um grupo, S um subgrupo de G e M um 
Z 2G-módulo. Então 
(i) H.(S; M) ""H.(G; 7L.,(G f S) 0 M) 
(ii) W(S;M) ""W(G;Hom(7L2(GfS),M)). o 
Finalizando este parágrafo, vamos demonstrar dois lemas ([5, exerc. 111.5.2 
e Ill.5.4]) que não encontramos demonstrados nas referências, mas serão utilizados com 
bastante frequência nos próximos capítulos. Para isto necessitamos do seguinte resultado. 
(1.2.9) Proposição: Seja N um 7L2G-módulo tal que N = $ M; (como 
iEJ 
grupo abeliano). Suponhamos que a ação de G em N permute transitivamente os soman-
dos (no sentido de que existe uma ação_ de G em I -tal que gMi = M 9,). Sejam M um 
dos somandos Mi e S C G o grupo de isotropia de i~ Então M é um 7l.2G -módulo e 
N~Jnd~M. o 
(1.2.10) Lema: Se M é um 7L2S-módulo e N é um 7L2G- módulo então 
temos o Z2G-isomorjismo 
N 0Ind~M ""- Ind~(Res~N 0 M) 
onde o produto tensorial da direita tem S-ação diagonal e o da esquerda a G-ação diagonal. 
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Demonstração: Seja E um conjunto de representantes para as classes gS. 
Podemos supor que e E E. Por (1.2.2) temos 
Ind'iM ::= E!) gM. 
gEE 
Logo N 0 Ind~M ::= N 0 (E!)gM) = E!)(N 0 gM). 
gEE gEE 
Considerando E como um conjunto de índices temos que N 0 Ind!iM é um 
Z2G~módulo cujo grupo abeliano subjacente é uma soma direta $(N 0 gM). 
gEE 
Além disso a ação diagonal de G em N 0 Ind~M permuta os somandos 
transitivamente. 
De fato, 
h.(N 0 gM) = hN 0 hgM = N 0 hgM, Vh E G, 
pois N é um Z2G~módulo. 
G atua em E da seguinte maneira: se x E E e g E G então g.x = y E E tal 
que gxS = yS. 
Esta ação é transitiva, isto é, se x E E" então a orbita de x, G(x), é igual a 
E, pois G(x) = {g.x I g E G} C E e reciprocamente se y E E temos y = (yx- 1).x com 
yx-1 E G. 
Consideremos o somando N 0 e.A1 = N 0 M. 
Seja Ge o subgrupo de .. isotropia do elemento e E E._ Então 
G, {g E G lg.e =e} = {g E G lgS = S) 
{g E G I 9 E S} = S. 
Daí, as hipóteses de (1.2.9) são satisfeitas e assim temos que N 0 M é um 
:Z:2 S~módulo (com S~ação diagonal) e 
N 0 Ind'iM ::= Ind'i(Res~ 0 M), 
pois como N é Z2G~módulo estamos considerando N no lado direito como Z2S~rnódulo 
. 
por restrição de escalares. o 
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(1.2.11) Lema: Se G é um grupo, S um subgrupo de G com [G: SJ = oo, 
então (Ind'iM)G =O paro qualquer Z 2 S-módulo M. 
Demonstração: Seja E um conjunto de representantes para as classes gS, 
g E E. Logo 
lnd~M=tfJgM. (por(L2.2)) (•) 
gEE 
Seja a E (Ind'iM)G com a # O. Então ga = a, Vg E G. Temos que 
a = L: gm onde gm são quase todos nulos. Por simplicidade vamos escrever 
gEE 
a= 9tffit + ... + 9kffik onde gimi E giM e gimi '1- O, Vi= 1, ... , k. 
Como ga = o temos que 
99t·mt + ... + 99k·mk = 9tmt + ... + gkmk, Vg E G. 
Afirmação: Se I= {g1mt, ... ,gkmk} então gl =I, Vg E G. 
De fato, a aplicação 
cp9 : lnd~M --+ lnd~M 
é isomorfismo com inversa i.p9-t. 
Além disso, Vi, 1 ~i :S. k, temos que 3j, 1 :S. j :S. k, tal que gg;mi = gimi. 
Isto segue do fato que ggimi -=/:- ggim1, Vi =f j, pois cp9 é injetora e g1mi 'I 
gim1. Se ggimi =f:. gimh V 1 :S. j S k, teríamos, como a soma é direta em(**), que 
gg;mi =O, o que n.os dá g;m; =O que é um absurdo. 
g.l = I. 
Logo 1p9 (I) C I e como I é finito e r..p9 é injetora temos r..p9 {1) ;::;; I, isto é, 
Considere agora o conjunto X= {g;, i= 1, ... ,k}. 
Podemos definir uma ação de G em X da seguinte forma: 
GxX .:!:... X 
(g, g;S) -> gg;S 
1/J está bem definida pois se g;S E X então gg;S E X. 
De fato, considere g;m; E /. Então gg;m; E I e temos gg;m; =gim i E I e 
g;S E X. Logo (g11gg;)m; = e.m; f O. 
13 
Se gj1ggi =/:- S então gj1 gg;.S = xS para algum x =/:- e em E. Logo 
xM neM "I {O} o que é um absurdo pois a soma (•) é direta. Daí gg;5 = g;5 E X. 
A ação de G em X é transitiva. De fato se g;S E X, G(g;S) -
{gg;5 I g E G} =X, pois se g;5 E X temos g;5 = (g;gi 1 )g;X E G(g;5). 
É conhecido que existe uma correspondência biunívoca G(g1S) +-+ GJG91 s 
onde G91 s é o subgrupo de isotropia de g1S. 
Ma.-; G,.s = {g E G I gg15 = g,5) = g,5g!1 = 5". Logo X<-> G/5". 
Além disso o automorfismo 
<p:G~G 
9 ~ <p(g) = g,gg!' 
leva S isomorficamente em SB1 • 
Temos portanto definida uma bijeção 
G/5 ~ G/5'' 
g5 ~ <p(g)5''· 
Como X é finito, temos que GjS é finito o que é um absurdo. Logo 
Va E (Ind~M)G temos a= O. D 
1.3 - Homologia e Cohomologia Relativa 
O conceito de (co)homologia relativa para um grupo G e uma famt1ia S == 
{Si J i E I} de subgrup~s de G foi int;odttzido por Bieri e Eckmann ~~ [4]. 
Faremos aqui uma breve revisão deste conceito e de alguns resultados que 
serão de grande importância no desenvolvimento de nosso trabalho. Recordamos também 
a definição de cohomologia relativa H*(G, S; M), S subgrupo de G, devida a Ribes [22] e 
provaremos que esta definição é equivalente à de Bieri-Eckmann no caso em que S = {S}. 
No final do parágrafo apresentaremos uma interpretação topologica da (co)homologia 
relativa em termos de pares Eilemberg-MacLane. 
Nas referências, a teoria de (co)homologia relativa está definida sobre o anel 
Z com coeficientes em um ZG-módulo. Mas, como em I. I, usaremos por conveniência, o 
corpo Z 2 e Z 2G-módu1os M. 
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(1.3.1) Um par grupo {G,S) consiste de um grupo G e uma famliia S = 
{Si I i E S} de subgrupos de G não necessariamente distintos. 
De:notaremos por Z 2(G/S) o Z 2-módulo livre gerado pelas classes gS;, no 
qual G atual por multiplicação à esquerda. Daí 
7i.2(G/S) = Ef)7i.2(G/S;) = Ef)In4;7L. 2 • 
iei iel 
Seja e : Z 2(G /S) ~ 71..2 a aplicação aumentação usual, que leva cada gerador 
gS; em 1 E Z 2 . Denotaremos por .6.. o núcleo de e. Temos então, 
(1.3.2) Definição: Sejam (G,Sfum par grupo, S = {S; I i E I} eM um 
Z 2G-módulo. Os grupos de (co)homologia relativa paro (G,S) com coeficientes em 
A1 são definidos, para todo k E ?L, por 
s•(G,S; M) 
Hk(G,S;M) 
H'- 1(G; Hom(!l, M)) 
H._,(G;l>®M). 
onde as a~ões de G em Hom(.ó.,.A1) e .6.. 0 Af são G-ações diagonais. 
(1.3.3) Observação: 
(i) Segue da definição que Hk(G,S;M) = Hk(G,S;M) =O se k <::O. 
(ii) Se S = 0, por convenção, temos Hk(G,0;M) - Hk(G;M) ~ 
Hk(G,0;M) = H1(G;M). 
·~i!i: 
É conveniente escrever, para qualquer famíliaS= {S; I i E I}, de subgr~pos 
de G, 
li,(S;M) = Ef)H,(S;;M) e H'(S;M) = rrs•(S;;M). 
onde M é um :Z2S-módulo, isto é, um Z 2Si-mó9.ulo para todo i E J. Se" M é um 
:Z2 G-módulo então M é um Z 2S-módulo por restrições. 
O próximo resultado é particularmente útil em todo este trabalho. 
(1.3.4) .Proposiçãot.·.Sejum (G,S) um par grupo e A1 um Z 2 G- módulo 
-
então temos as seguin~es se_quências exatas longas: 
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(i)···__. H'(G;M) ~ H'(S;M) __. H'+'(G,S;M) ~ H'+l(G;M) __. ··· 
(ii) ··· __. Hk+1 (G;M).!. H,+l(G,S;M) __. H,(S;M) ~ H,(G;M) __. ··· 
que são naturais no Z 2G-módulo Me no par grupo (G,S). o 
A definição de cohomologia relativa para um par grupo (G, S), S um sub-
grupo de G, foi dada por Ribes em [22] usando o conceito de funtor derivado. 
Seja M um Z 2G-módulo e considere o grupo abeliano 
Der(G,S,M); {!E Der(G,M) I f1s; O} 
É fácil ver que Der(G,S,-) é um funtor covariante exato à esquerda, da 
categoria dos :Z2G-módulos à esquerda na categoria dos grupos abelianos. 
Seja O --+ M --+ P0 ---+ P1 --+ • · • uma resolução injetiva de M (isto é--uina 
sequência exata de Z 2 G- módulos P; que são injetivos para todo i 2: 0). 
Então temos o complexo de cocadeias: 
D: O__. Der(G, S, P0 ) __. Der(G,S, P1 ) __. .. • 
(1.3.5) Definição: Se G é um grupo, S um subgrupo de G e M um 
Z 2 G-módulo então 
H'+l(G, S; M) ; H'(D) ; !·-ésimo Junto r derivado de Der(G, S, M). 
(1.3.6) Observação: 
(i) Seja f{M); zoms~~'~' M~. Por [22, lema!.l] temos que Der(G, S,-) 
oma 2 , .Af 
é isomorfo à r(-) como funtores na categoria dos Z: 2G-módulos à esquerda. 
Logo, o k-ésimo funtor derivado de Der( C, S, M) coincide, a menos de iso-
morfismo, com o k-ésimo funtor derivado de f(M). 
Daí 
Hw(G,S;M) = H'(G;f(M)). 
(ii) Temos que 
H 0(G,S;M) = W 1(G;f(M)) =O 
H 1(G,S;M) 
Der(G, S, -). 
Der(G,S,M) pela exatidão à esquerda do funtor 
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Vamos demonstrar agora que (1.3.2), para S consistindo de um único sub-
grupoS de G, é equivalente a (1.3.5). Não encontramos esta demonstração na bibliografia 
pesquisada. 
(1.3.7} Proposição: Sejam G um grupo, S um subgrupo de G e M um 
Z 2G-módulo. Então 
H'(G,{S);M) "'H'(G,S;M) paro todo k E 7L. 
Demonstração: Por (1.3.6)(i) temos que H'(G, S; M) = H'-1(G; f(M)). 
Seja .6.. = Ker e, E: 7l2(GfS)-+ 7l2 a aplicação aumentação. Para provar-
mos a proposição basta provarmos que f(M) é :Z2G-isomorfo à Hom(.ó..,M). 
Consideremos o seguinte diagrama 
o-. H oma(7L2G, M) X Homs(Z,G, M) p f(M) -.o (I) _, _, 
l.P (I) H 
o-. Hom(Z,,M) ,. Hom(Z2(GfS), M) i' Hom(t>,M) -.o (2) _, _, 
A sequência (1) é claramente exata. 
A sequência (2) é induzida da sequência exata 
O_, t> -4 Z2 (G/S) -4 Z2 _,O. 
Do fato de H om(-, ftf) ser exato à esquerda segue que f .. é injetiva e Im E'" = 
Ker i~. Como 7L2 é Z 2-projetivo, temos que i tem inversa à esquerda ([15,1.5.10]) e daí i'" 
é sobrejetora. Consequentemente a sequência (2) é exata. 
Além disso p, X, i* e e:* são todas Z2G- homomorfismos. 
A aplicação <Pé o Z2G-isomorfismo definido em (1.2. 7)(ii) e a aplicação 1/) é 
o Z 2 G-isomorfismo canônico 
onde ,P(f)(!) = f(!.e). 
,P : Homa(ZG,M) _, Hom(Z2 ,M) 
f _, ,P(f) 
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É fácil provar com calculos elementares que o diagrama (I) é comutativo. 
Consequentemente podemos definir 
'I' : r( M) --. H om( t>, M) 
u = p(h) __, (i" o q,)(h) 
de modo que 1.p o p = i* o t/J 
Pelo lema dos cinco ([20,p.l4]) temos que c.p é Z 2G-isomorfismo, o que nos 
dá o resultado desejado. O 
O próximo lema relaciona a cohomologia relativa definida sobre 7L com a 
(co )homologia relativa definida sobre Z 2 • 
(!.3.8) Lema: Sejam (G,S) um par grupo eM um Z 2G-módulo. Então a 
(co)homologia relativa definida sobre Z com coeficientes em M (visto como ZG-módulo) 
é isomorfa à (co )homologia relativa definida sobre 7L2 com coeficientes em M. 
Demonstração: Sejam Ó.z o núcleo de E1 : 7L(G/S)---+ 7L e ó.z2 o núcleo 
de e2 : lL2(GjS)---+ 71.. 2 , onde e1 e e:2 são as aumentações usuais.-
Prova-se facilmente os seguintes ZG-isomorfismos 
(a) l>z 0z Z,"' l>z,. 
(b) Homz(l>z,M) o= Hom(l>z,,M). 
(c) l>z 0z M "'l>z, 0 M. 
Daí, aplicando a definição de (co)homologia relativa e (1.1.9) temos o resul-
tado desejado. o 
Finalizando este parágrafo vamos ver uma interpretação topológica da 
(co)homologia relativa no caso especial em que (G, S) é realizado topologicamente por 
um par Eilemberg- MacLane. 
(!.3.9) Um par grupo (G,S), S = {S, I i E I} é realizado topologica-
mente por um par Eilemberg-MacLane (X, Y) = K(G,S, 1) se 
(i) X é um I<(G, !)-complexo celular. 
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(ii) Y é um subcomplexo cujas componentes Yi, i E/, São I<(Si, !)-complexos 
(isto significa que '11'1(Yi)--+ 7r1(X) induzida pela inclusão }i C X é injetiva e aplica 1r1(Yi) 
sobre Si C G, depois de uma conveniente escolha de caminhos conectando pontos bases). 
O seguinte resultado, devido à Bieri-Eckmann [4], foi demonstrado para a 
(co )homologia relativa de grupos definida sobre Z. Mas, por (1.3.8), vale também para a 
(co)homologia relativa definida sobre 71..2 • 
Temos então 
(1.3.10) Teorema: Sejam (X,Y) um par Eilemberg·MacLane J{(G,S,1), 
e !1-1 um 7l2G-módulo. Então as sequências exatas longas para o par (G,S) e para o par 
(X, Y), esta ultima tomada com coeficientes locais, são isomorfas. Mais precisamente, 
temos os seguintes diagramas comutativos (a menos de sinal como indicado), 
· · ·-> H,(Y;M) 
L 
_, H,(X;M)-> H,(X,Y;M) 
L (-1) L 
_, H,_1(Y;M)-> · ·. 
L 
·· · _, H,(S;M) _, H,(G; M) ..., H,(G,S;M) ..., H,_1(S; M)..., ··· 
... ..., H'(G,S;M)..., H'(G;M)..., H'(S;M)..., H'+'(G,S;M)..., ··· 
L (-1)'+1 L l (-1)'+' L 
· · · ..., H'(X, Y; M)..., H'(X; M) ..., H'(Y; M)..., H'+'(X, Y; M)..., · · · 
com as aplicações verticais sendo todas isomorfismos. 
1.4 - Grupos e Pares de Dualidade 
o 
Nosso objetivo neste parágrafo é introduzir alguns conceitos relacionados 
com condições de finitude sobre G, definir grupos e pares de dualidade e enunciar al-
guns resultados importantes desta teoria. No final do parágrafo apresentamos uma inter-
pretação geométrica para estes grupos. 
As definições e resultados aqm apresentados podem ser encontrados em 
[2],[4] e [6]. 
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No parágrafo 1 definimos o conceito de (co )homologia usando o corpo Z 2, 
mas como dissemos esta definição é similar à definição usando o anel Z dos inteiros, apenas 
trocando z por z2. 
Por conveniência, neste parágrafo, R denotará o anel Z dos inteiros ou o 
corpo Z2 e especificaremos cada um deles quando for o caso. 
(1.4.1) Definição: Seja G um grupo. Dizemos que G é do tipo FP. 
sobre R se existe uma resolução projetiva parcial de R sobre RG de comprimento finito 
F,. -+ F .. -t -+ · · · -+ Fo -+ R-+ O (4-1} 
onde cada Fi é finitamente gerado como RG-módulo. 
Se existe tal resolução pa1·cial para todo n E IN dizemos que G é do tipo 
F R~o sobre R. Quando1 além de F P 00 sobre R 1 existir uma T'f.solução projetiva de R 
sobre RG de comprimento finito 1 então G é dito ser de tipo F P sobre R. 
(1.4.2) Observação: 
(i) Se G é do tipo FP (FP.) sobre ll então G é do tipo FP (FP.) sobre 
Z 2 • De f<ito, se R = 7L na definição acima e aplicarmos o funtor Z 2 0z - em (4.1) 
então obtemos uma Z 2 G resolução projetiva de Z2 com cada Fi sendo Z 2G-projetivo e 
finitamente gerado (cf.(I.1.9)). Por conveniência, quando dissermos que G é do tipo FP 
(FPn) estaremos pensando em FP (FPn) sobre lL2. 
(ii) Todo grupo G é do tipo F P0 sobre R e G é do tipo F P1 sobre R se e 
somente se G é finitamente gerado. 
(1.4.3) Exemplo: Se X é uma variedade compacta de dimensão n ( pos-
sivelmente com bordo) que é um 1{ ( G, 1) então G é do tipo F P, 
Um resultado bastante utilizado neste trabalho que envolve grupos de tipo 
F P,., n = O, 1 é o seguinte: 
(1.4.4) Lema: Se G é um g1·upo do tipo F Pn paro. n - O ou n = 1 e 
20 
{ Mi hei é uma famt1ia de Z 2G-módulos, então 
H'(G;E!7M;) = E!7H'(G;M;). 
iE/ iEJ o 
É claro que, em vista de (I.4.2)(ii), o lema é sempre válido para n =O. 
(1.4.5) Definição: Seja G um grupo. Definimos a dimensão coho-
mológica de G sobre R, denotada por cdRG, como 
cdnG = sup {n I H"(G; M) i' O paro algum RG-módulo M). 
Analogamente, definimos a dimensão homológica de G sobre R, denotada 
por hdRG, como 
hdnG = sup {n I Hn(G; M) i' O paro algum RG-módulo M). 
(1.4.6) Observação: 
(i) Sempre que estivermos nos referindo a dimensão (co)homológica de G 
sobre :Z2 usaremos a notação hdG (cdG ). 
(ii) Se cdzG S n então cdG S n. Isto é demonstrado observando que todo 
Z 2 G-módulo A1 pode ser visto como um :ZG-módulo e usando (1.1.9). 
(iii) Se G é um grupo que possui um subgrupo S com [G : S] < oo e 
cdRS < oo dizemos que G tem dimensão cohomológica virtual finita sobre R e denotamos 
por vcdRG < oo. 
Vejamos alguns resultados sobre dimensão (co)homológica de um grupo G. 
(1.4.7) Teorema: Sejam G um grupo e S um subgrupo de G. Então o 
seguinte ocorre: 
(i) hdRG :": cdRG, hdRS :": hdnG e cdnS :": cdRG. 
(ii) Se [G: SI < oo e cdnG < oo então cdRS = cdRG· 
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(iii) Se [G: SJ < oo e hdnG < oo então hdnS = hdnG. o 
(1.4.8) Definição: Dizemos que um grupo G tem R-torção se existe um 
subgrupo finito de G cuja ordem não é invertível em R, isto é, se n é a ordem do subgrupo 
então n.l não é invertível onde 1 é a unidade de R. 
(1.4.9) Teorema: Sejam G um grupo e S um subgrupo de G. Então temos 
(i) Se hdRG (ou cdRG) é finita, então G não tem R -torção. 
(ii) cdRG = O se e somente se G é um grupo finito sem R-torção (isto é, 
I G I é uma unidade em R). 
(iii) Se [G : S[ < oo e G não tem R-torção então cdnG = cdnS e hdnG = 
hdnS. o 
(1.4.10) Exemplo: Se Sé um subgrupo finito de G então cdS =O se I S I é 
impar e cdS = oo se I SI é par. Em qualquer um dos casos cdzS = oo. Logo cdzG = oo, 
por {!.4.7)(i). 
O seguinte resultado será bastante útil no parágrafo 3 do capítulo 2 e pode 
ser encontrado em [2] ou [11]. Nestas referências este resultado é enunciado utilizando-se 
um corpo f{ qualquer. Aqui enunciaremos para]{ = Z 2. 
(1.4.11) Teorema: Seja G um g1·upo e n um inteiro positivo. Suponhamos 
que G tem as segu.intes propriedades 
(i) cdG é finita, 
(i i) G é do tipo F P., 
(iii) H'(G; 71.2G) =O poro todo O :'0 k :'0 n- l, 
(iv) Hn(G; :Z2G) contém um subespaço C-invariante não trivial de dimensão 
finita sobre 71.. 2 . 
Então cdG = n, daí G é de tipo F P e H"( G; Z 2G) ~ :Z2 como :Z.2-módulo. 
o 
Faremos agora um apanhado (que está longe de ser completo) da teoria de 
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grupos de dualidade. 
O estudo de grupos de dualidade e de dualidade de Poincaré foi iniciado 
por Johnson e Wall [16] e Bieri-Eckmann [3]. Pares de dualidade foram introduzidos por 
Bieri-Eckmann [4]. 
(1.4.12) Definição: Um grupo G é dito ser um grupo de dualidade de 
dimensão n sobre R se existe um RG-módulo à direita C e isomorfismos naturais 
H'(G; M) "'H._,(G; C 0R M) 
para todo k E Z e todo RG-módulo M, com G atuando diagonalmente no produto tenso-
rial. 
O RG-módulo à direita C é chamado módulo dualizante de G. 
Se C ~ R então G é chamado grupo de dualidade de Poincaré orientável 
se a ação de G em R é trivial e não orientável caso contrário. Se R = Z 2 os grupos de 
dualidade de Poincaré são todos orientáveis pois a ação de G em 7l..2 é sempre trivial. 
É provado facilmente o seguinte resultado: 
(1.4.13) Proposição: Se G é um grupo de dualidade de dimensão n com 
módulo dualizante C então, 
(i) cdRG;;:: n. Em particular G não tem R-torção. 
(ii) G é de tipo F P sobre R. 
(iii) H'(G; RG) = O se k # n e H•( G; RG) "' C e a ação à direita de G 
em C é induzida da ação natural à direita de G em RG. o 
Em dimensões baixas podemos determinar exatamente quais são os grupos 
de dualidade sobre R, a saber, 
(1.4.14) Proposição: 
. (i) G é úm grupo de dualidade de dimensão O sobre R se e somente se G é 
finito sem R-torção. 
(ii) G é um grupo de dualidade de dimensão 1 sobre R se e somente se G 
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é finitamente gerado e cdRG ;:::;: 1. 
(iii) Se cdRG = 2 então G é um grupo de dualidade sobre R se e somente 
se G é do tipo FP sobre R e H 1(G;RG) =O. O 
Segue de (i) que todo grupo finito de ordem ímpar é um grupo de dualidade 
sobre z2 mas o único grupo finito que é de dualidade sobre 71. é o grupo trivial. 
Um resultado interessante que relaciona dualidade sobre Z e sobre Z 2 é o 
seguinte: 
(1.4.15) Lema: Se G é um grupo de dualidade de dimensão n sobre Z 
então G é um grupo de dualidade de dimensão n sobre 71..2. O 
Vejamos outro resultado bastante útil da teoria de grupos de dualidade. 
(1.4.16) Teorema: 
(i) Seja G um grupo sem R-torção e seya S um subgrupo de G com 
[G : 5] < oo. Então existe um RS-isomorfismo canônico de RS-módulos à direita 
H'(G; RG) "' H'(S; RS) para todo k E 7L. Além disso, G é um grupo de dualidad< 
de dimensão n sobre R com módulo dualizante C se e somente .se S é um grupo dt 
dualidade de dimensão n sobre R com módulo dualizanie c' ~ Res~C. 
(ii) Seja N >--t G --+t Q uma sequência exata curta de grupos. Se N e Q 
são grupos de dualidade sobre R de dimensão n e qj respectivamente! então G é um grupo 
de dualidade sobre R de dimensão n + q e 
Hn+'(G;RG) "'Hn(N;RN) 0n H'(Q;RQ). o 
A teoria de grupos de dualidade, mais precisamente grupos de dualidadt 
de Poincaré, está intimamente relacionada. com a. teoria de variedades asféricas, isto é. 
variedades X que têm o mesmo tipo de homotopia de um K(1r1(X), 1). 
De fato, se G é um grupo tal que existe uma variedade asférica X fechada 
(compacta e sem bordo) de dimensão n com 1r1 (X);:::;: G, então G é um grupo de dualidade 
de Poincaré sobre Z. Consequentemente, por (!.4.15), G é um grupo de dualidade dt 
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Poincaré sobre Z.2. 
(1.4.17) Exemplo: 
(i) Se G = zn, então G é um grupo de dualidade de Poincaré de dimensão 
n sobre R pois G é o grupo fundamental da variedade asférica S 1 x ... x S 1 (n vezes). 
(ii) Toda superlicie fechada F diferente da esfera S2 e do plano projetivo 
RP(2) é asférica. Logo G = w1(F) é um grupo de dualidade de Poincaré de dimensão 2 
sobre R. 
Não é conhecido se todo grupo de dualidade de Poincaré G de dimensão n, 
n > 2, sobre 7l admite uma variedade asférica fechada X com 7r1(X) = G. 
O caso n = 2 foi provado por Eckmann-Müller e Linell em [7) e [8]. Daí, G é 
um grupo de dualidade de dimensão 2 sobre 7l se, e somente se, G é um grupo superfície 
infinito (isto é1 G é o grupo fundamental de uma superfície fechada diferente de S 2 e 
RP(2)). 
Em [6] Dicks e Dunwood estenderam este resultado para P D 2-grupos livres 
de torção sobre qualquer anel comutativo de característica zero. 
Se G é um grupo de dualidade de Poincaré de dimensão 3, que é solúvel, 
então Thomas provou em [32] que a conjectura é verdadeira. Mas o caso geral n 2: 3 está 
ainda em aberto. 
Vamos introduzir agora a definição e algUmas propriedades de pares de du-
alidade. Veremos que pares de dualidade de Poincaré também estão relacionados com a 
teoria de variedades. 
(1.4.18) Definição: Um par grupo (G,S) é chamado um par de duali-
dade de dimensão n sobre R se existe um RG-módulo à direita C e isomorfismos 
naturais 
H'(G;M) ~ H._k(G,S;C&!RM) 
H'(G,S;M) ~ H._,(G;C0RM) 
para todo k E 7l. e todo RG-módulo M. 
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O RG-módulo C é chamado módulo dualizante do par (G,S) e temos que 
H•(G,S;RG) é RG-isomorfo a C. 
Se C.:::::- R dizemos que (G,S) é um par de dualidade de Poincaré orientável 
se a ação de G em R é trivial e não orientável caso contrário. Se R = 7l2 um par de 
dualidade de Poincaré é sempre orientável. 
Vamos listar algumas propriedades obtidas facilmente da definição de par 
de dualidade e que serão bastante úteis neste trabalho. 
(!.4.19) Teorema: Seja (G,S), onde S ~ {S, I i E I} i' 0, um par de 
dualidade de dimensão n sobre R e com módulo dualizante C. Então 
(i) G é um grupo de duaHdade de dimensão n- 1 com módulo dualizante 
L> 0n C (com G-ação diagonal). 
(ii) S é uma famz?ia finita de subgrupos. 
(iii) Cada subgrupo S; é um grupo de dualidade de dimensão n - 1 com 
módulo dualizante C (considerado como RSi-módulo por resh·içâo). O 
A classe de pares de dualidade de Poincaré sobre 7l..2 é maior que a classe 
de pares de dualidade de Poincaré sobre ?L Isto decorre do seguinte fato: 
(1.4.20) Proposição: Se (G,S) é um par de dualidade de Poincaré de 
dimensão n sobre 7L então (G, S) é um par de dualidade de Poincaré de dimensão n sobre 
:z,. o 
Pares de dualidade de Poincaré (G, S) sobre 71. também estão relacionados 
com a teoria de variedades, como mostra o seguinte resultado: 
(1.4.21) Teorema:Seja (X, Y) um pa1· Eilemberg-MacLane no sentido da 
definição (1.3.9}, onde X é uma va1·iedade de dimensão n, compacta, com bordo e Y = 
fJX. Sejam Y;, i=), ... , r as componentes de Y. Se G = r.1 (X) e S = {S; = 1r1 (Y;) , t = 
1, . .. , r} então ( G, S) é um par de dualidade de Poincaré de dimensão n sobre ?L. O 
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Nas condições do teorema, (G,S) é um par de dualidade de Poincaré de 
dimensão n sobre z2, por (1.4.20). 
A recíproca de (1.4.21), isto é, "Se (G,S) é um par de dualidade de Poincaré 
sobre Z de dimensão n então (G,S) é realizado topologicamente por um par Eilemberg-
MacLane (X, Y) onde X é uma variedade compacta com bordo e Y = iJX, é verdadeira 
para n ::=; 2. 
Em [6) Dicks e Dunwood provaram que se (G,S) é um par de dualidade de 
Poincaré de dimensão n ~ 2 sobre um anel comutativo com unidade R e G é livre de 
torção então a reciproca de (1.4.21) é verdadeira. 
Finalizando este capítulo, observamos que em todo este trabalho trabalha-
remos com grupos e pares de dualidade sobre o corpo 7L2, a menos que afirmemos o 
contrário. Por isto não precisaremos distinguir entre grupos e pares de dualidade de 
Poincaré orientáveis ou não, de acordo com observações anteriores. 
Nos referiremos a grupos de dualidade de dimensão n sobre 71.2 (Z) como 
Dn-grupos (Dn-grupos sobre ?L) e grupos de dualidade de Poincaré de dimensão n sobre 
Z 2 (Z) como PD•-grupos (PD•-grupos sobre Z). 
A notação para pares de dualidade e de dualidade de Poincaré sobre Z 2 (Z) 
é similar, ou seja, nn-par (Dn-par sobre :Z) e PDn-par (PDn-par sobre Z). 
-·· 
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CAPITULO II 
Um Invariante algébrico para um par grupo (G,S) 
O propósito deste capítulo é introduzir um novo invariante E(G, S, M) onde 
(G,S) é um par grupo eM um Z 2G-módulo, e estuda-lo no caso em que S consiste de 
um único subgrupoS eM é o Z 2G-módulo Z 2(G/S). 
II.l- Definições e Notações. 
Sejam (G, S) um par grupo com S = {S,, i E I} e M um Z 2G-módulo. 
Consideremos a sequência exata longa para a cohomologia do par (I.3.4)(i). 
G o~ MG ~ n M 5· ..'.., H'(G,s; M).!.., H'(G; M) ''4 nn'(s,,M) ~ ... 
ieJ iel 
(II.I.l) Definição: Para um par grupo (G,S), S 
(G: Si] = oo para todo i E I e Af um 7L2G-módulo, definimos 
E(G,S,M) = 1 + dim Kerresg 
Claramente, 
E(G,S,M) 1 + dim lm J 
1 dim H'(G,S; M) 
+ (flMs'jMG) 
iEI 
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{S,, i E I} com 
Temos que E(G,S, M) é um invariante algébrico no seguinte sentido: 
Seja C a categoria cujos objetossão os pares ({G, S), M) com {G, S) um par 
grupo, [G: S] = oo, \:IS E S, e A1 um :Z.2G-módulo, e cujos morfismos são as aplicações: 
,P: ((G,S),M) ___, ((L,'R),N) 
com S = {S; S G, i E I) e 'R= {R, S L,j E J} consistindo de 
(a.) Um homomorfismo o: G---+L 
(b) Uma aplicação 1r: ]--;J tal que a(S;) ~ R,1,1 
(c) Uma aplicação <P: N ___, M tal que <P(a(g).n) = g.</J(n), isto é, </J é um 
71..2G- homomorfismo via o : G ---+ L. 
Se 1/J é um isomorfismo, isto é, a é isomorfismo de grupos, 1r é uma bijeção 
e ~é um Z 2 G-isomorfismo, então 
E(G,S,M) =E( L, 'R,M) 
A demonstração deste fato será vista. em detalhes no capítulo III ((111.1.3)), 
onde estudaremos este invariante para Suma família qualquer de subgrupos e Af qualquer 
~2G-módulo. 
De agora em diante estudaremos o caso particular S 
M = 7l.2(GIS) = Jnd~7l., (por (1.2.3)(i)). 
Por simplicidade denotaremos E(G, S, 7l.,(G I S)) por E(G, S). 
Portanto 
E(G, S) =I+ dim Ker res~ 
onde res~ : H1 ( G; 71. 2( G I S)) ___, H 1(S; 71.,( G I S)) é a aplicação restrição. 
{S) e 
(ll.1.2) Lema: E(G,S) é um invariante para o par grupo (G,S), isto é, 
se a: (G, S)--+ (L, K) é um isomorfismo de grupos com a:(S) =I< e [G: S]:::; oo então 
E(G,S) = E(L,I<). 
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Demonstração: Consideremos 
(3 : Z 2(L/I<) ___, 7l.2(G/S) 
IJ( ___, a-1 (/)S 
Claramente (3 é um isomorfismo com inversa p : 7l.2(G/S) ___, 7l.2(L/I<) 
definida por p(gS) = a(g)I<. 
Temos que 
(J(a(g).IK) = (J(a(g)IK) = a-1{a(g)I)S = ga-1 (/)S = g.(J(II<). 
Logo {3 e o satisfazem as condições (a), (b) e (c) acima e assim 
E(G,S) = E(G,S,Z,(G/5)) = E(L,I<,Z2(L/K)) = E(L,I<). o 
O invariante E(G, S) está relacionado com derivações e derivações princi-
pais. Consideremos 
Então 
Der(G,S,M) ={f: G ___, M: f(xy) = xf(y) + f(x)e f1s =O) e 
P(G,S,M) = {dm E Der(G,S,M): dm(x) = xm + m, mE M}. 
(ll.1.3) Léma: Seja res~ : H1 (G; A1)-H1(S; M) a aplicação restrição. 
1' a Der(G, S, M) \er ress ~ P(G, S, M) 
Demonstração: Da sequência exata (1.3.4)(i) com S = {S} temos que 
G 1 ) Der(G,M) ( 1 Ker ress ::e lm J. Desde que H (G,M = P(G,M) (por 1.1.6)) e H (G,S,M) = 
Der(G, S, M) (por (1.3.6)(ii)), podemos ver J como a aplica<;ão 
Der(G,S,M) ___, Der(G,M) 
P(G,M) 
f ___, f+P(G,M). 
Daí Ker J ={f E Der(G, S, M): f E P(G, S, M)) = P(G, S, M). 
Portanto 
lm J::e Der(G,S,M) = Der(G,S,M) 
KerJ P(G,S,M) 
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e temos o resultado desejado. o 
(11.1.4) Corolário: Seja (G, S) um par grupo com [G: S] = oo. Então 
. Der(G, S, 71.2(G/S)) . H 1 (G, S; 71.2 (G/S)) 
E(G,S)=l+dzm P(G,S,71.2(G/S)) =l+dzm P(G,S,7l.,(GfS)). 
Demonstração: É imediata, visto que E( G, S) = 1 + dim Ker re.s~, com 
res~: H'(G;7l.,(G/S)) _, H'(S,71.2(G/S)), e aplicando (1.3.6)(ii). o 
Vejamos agora um exemplo de cálculo do invariante E(G, S), usando o co-
rolário anterior. 
(11.1.5) Exemplo: Seja G = ll1(RP( oo )V RP( oo)) (onde V denota a unioo 
por um ponto). G tem a seguinte presentação: G =< x,y;x2 = y 2 = 1 >e é chamado 
grupo diedral infinito. SejaS=< y >= ll1(RP(oo)) "'71.2 . Então E(G,S) = 1. 
Demonstração: Se g E G então g tem uma das seguintes formas: 
g = (xy)", g = (yx)~, 9 = x(yx)" ou g = (yx) 5y 
com O', {3, f e ó inteiros não negativos. 
Seja f E Der(G, S, 7l.,(G / S)). Então f depende apenas de f(x ). De fato: 
o 
(1) f((xy)") = L{(xy)"-').f(x). 
;,1 
~ 
(2) f((yx)B) = L((yx)~-iy).f(x). 
;,J 
o+ I 
(3) f(x(yx)') = xf((yx)0) + f(x) = :L((xy)'+Z-i).f(x). 
i:o:1 
' (4) f((yx) 5y) = f((yx)5) = :L((yx)'-'y).f(x). 
;,1 
Estas igualdades podem ser provadas facilmente usando o princípio de indução. 
Agora, dois geradores 918 e 928 de :Z.2 são iguais se e somente se 91 = 92Yj 
para algum j E 71... Denotemos por g a classe gS e por g0 a classe g01 S. 
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Portanto, o conjunto: 
E= {x(yx)", (yx)0 , a, (J E N} 
representa as classes g, g E G. 
De fato, se a > O 
( ) -a { )a-1 { )-" { )a-1 xyx =yx eyx =xyx . 
Além disso, se f E Der(G,S,7L,(GfS)), f tem que satisfazer: 
{5) f(x) = xf(x) {pois f(x') = f(l) =O). 
Daí f(x) tem que ser uma soma do seguinte tipo: 
' {6) f(x) = L:;((yx)"' + x{yx)"'),a; 2 O, e tais que a 1 < a2 < ... <a,. 
i=l 
Isto é claro pois se (yx)" aparece em f(x) teremos que x(yx)" aparece em 
xf(x) e de (5) temos que x(yx)" aparece em J(x ). Além disso (yx)j f:- x(yx);, para todo 
i,j 2 O, i fj. 
Afirmação: Para todo f E Der{G, S, 7L2(G / S)) temos que f(x) = dm(x ), 
com dm E P(G,S,7L2(G/S)). 
ym+m =0 
De fato, se dm E P(G, S, 7L2(G/S)) temos que dm(x) = xm + m e dm(Y) = 
Portanto ym = m. Logo 
k 
(7) m = L((yx)"' + x(yxf'-'). 
i=l 
Isto é claro pois se (yx)'Y; aparece ria soma entã-O y(yx)'l'' 
também aparece e vice-versa. 
Se r é par em ( 6), consideremos os pares 
Podemos escrever (yx)":<H + (yx)"2; da seguinte forma: 
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(<'>2i-02i-J)-1 
(yx)""-' + (yx)"" = L ((yx)""-i + (yx)"'·-i-1). 
j=O 
Analogamente, podemos escrever x(yx)<'>2i-l + x(yx)"'2' como 
(02i-0'2i-J)-1 
x(yx)"';_, + x(yx)"'; = L (x(yx)"';-j + x(yx)"';-j-1 ) 
i=O 
Portanto 
r (<'>2i-<'>2i-d-1 
f(x) =L( L ((yx)"';-j + (yx)"';-j-1 + x(yx)"';-j + x(yx)"'·-i- 1). 
i=l j=O 
(02i-O]t-l)-1 
Seja 'li= L ((yx)"';-i + x(yx)"'·-i-1). 
i=O 
c 
Daí d,, E P(G,S,ll.,(GfS)) e temos f(x) = Ld,,(x) = d1 L~,o;)(x). 
;:=1 
' 
Colocando m = L 'li temos que f(x) = dm(x) com drr. E P(G, S, 71. 2(G/ S)). 
i=l 
Suponhamos agora que r é impar. Seja a 0 = ~ 1. Temos que 
P = (yx)0 + x(yx)0 + (yx)"' + x(yx)"' =O 
Daí 
' c 
f(x) = f(x) + P = (L (yx)"') + (yx)0 +(L x(yx)"') + x(yx)0 
i=O i= O 
Aplicando o raciocínio anterior para os pares 
obtemos do fato de d, E P(G,S,71.2(G/S)); 
(o2i+t-02;)-1 r 
com ).1 = L ((yxt2i+l-i +x(yxt'2i+t-i-l) e neste caso colocamos m = (L À;+l) 
j=O i=O 
Logo f(x) = dm(x) com dm E P(G,S,71.2 (G/S)), o que prova a afirmação. 
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Como dm E P(G,S,Z,(G/S)) C Der(G,S,Z,(G/S)) temos que as formu-
las (I), (2), (3) e (4) valem para dm. 
Portanto f(g) dm(g), para todo g E G e daí temos que 
. Der(G, S, Z,(G/S)) 
f E P(G,S,Z2(G/S)) o que nos da P(G,S,Z,(G/S)) =O. 
Temos então E(G, S) =I. 
Finalizando este parágrafo demonstramos uma generalização de [5, IV.2.3] 
. Der(G,S,M) 
para o quoctente P(G,S,M) . 
Para isto, recordemos algumas definições. 
SejaM um Z 2G-módulo. 
Dada uma sequência exata cindida 
0--+_M~E--+G--+l (•) 
dizemos que dois levantamentos s1,s2 : G--+ E são A1-conjugados se existe um elemento 
mE M tal que s 1(g) = i(m)s2(g)i(m)-', para todo g E G. 
Denotemos por fs 1] a classe de levantamentos da sequência exata (*), 
M-conjugados a s1 , isto é, 
[s 1] = { s; G ~EIs é M-conjugado a s1 } 
Consideremos a extensão 
onde ><~ denota o pr~duto semi-direto de G e Af relativo a dada ação de G em .M 
(g.m = (lg).m , 1 E Z 2 ). 
Um levantamento s : G --+ A1 ·><I G tem a forma s(g) = (d(g),g) onde 
dE Der(G, M). 
Daí, se shs2 são dois levantamentos .AI-conjugados de(**) e uma vez que 
(m, I )(n, g)(m, I J-1 = (m+n- gm,g) em M >< G, s1(g) = (d1 (g), g) e s2(g) = (d2(g),g), 
temos 
d1 (g) = m + d2(g)- gm. 
Ou seja, d2(g)- d1(g) = gm- m = dm(g). Isto é, d,- d, E P(G,M). 
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Seja M(G, S, M) o conjunto das classes M-conjugadas [.s] de levantamentos 
s: G ___, M >o G, tal que s1s = (0, ids). 
Temos então o seguinte resultado: 
(ll.1.6) Proposição: Seja G um grupo e M um Z,G-módulo. Então 
M(G S M) . d' . b' . l d Der(G,S,M) , , esta em corre.spon encza zunwoca com o.s eemento.s e P(G,S,M) 
Demonstração: Seja 
s:G...,M:><G 
g ___, (d(g),g) 
com dE Der(G, M), um levantamento da extensão 
O__,Af__,M>< Q__,Q__,I. 
Se s1s = (0, ids) então dE Der(G, S, M). Considere 
,P : M(G, S, M) ___, Der(G,S,M) 
P(G, S,M) 
[s] ___, d + P(G, S, M) 
1/-J está bem definida pois, se [s1] = [s2] existe m E A1 tal que 
s1(g) = i(m)s2(g)i(m)-1 , para todo g E G . 
. Portanto, se s 1(g) = (d1(g),g) e s2(g) = (d2 (g),g) temos pelas observações 
anteriores que 
d2 - d1 E P(G, M). 
Mas como d1 ,d2 E Der(G,S,Af) temos q~~ d2 - d1 E P(G,S,M). Logo 
,P([s1]) = ,P([s2]). 
Além disso, 1/-J é bijetora. De fato 
~ : Der(G, S, M) P(G,S,M) ___, M(G,S,M) 
d + P(G,S,M) ___, [s] 
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tal que s(g) = (d(g),g), está bem definida, pois se d1 -d2 E P(G,S,M) então [s1 [ = [s2] 
em M(G,S,A-1), e é inversa de 'if;. o 
11.2 - O Invariante E(G, S) e dualidade 
Vamos agora estudar o invariante E(G, S) no caso em que G e S satisfazem 
certas propriedades de dualidade. 
Usaremos os isormorfismos de dualidade para computar E(G, S) em alguns 
casos especiais. 
(II.2.1) Proposição: Seja G um D 11 ·grupo com módulo dualizante C. 
Então 
(i) Se S é um D.,_1 ·subgrupo de G com módulo dualizante Res~C temos 
que E( G, S) :': 2. 
(ii) Se Sé subgrupo de G com dimensão homológica menor ou igual a n-2, 
temos que E( G, S) = I. 
Demonstração: Em qualquer caso, (i) ou (ii), temos que [G: SJ = oo (por 
(1.4.7)(ii)). Logo podemos definir E(G, S). Além disso: 
H1 (G;Z,(G/S)) Hn-r(G;C0Z,(G/S)) 
Hn-r(G; C 0 Ind~Z,) 
Hn-r(G; In<Ps(Res~C 0 Z 2)) 
Hn_ 1(S; Res~C 0 Z,) 
(por dualidade de G) 
(por (1.2.10)) 
(por (1.2.6)(i)) 
Se Sé um nn-1-subgrupo com módulo dualizante Res~C, temos: 
Portanto dim Ker res~::::; 1 e daí E(G, S) :S 2. 
Se a dimensão homológica de S é menor que n - 1 temos que 
36 
Logo Ker res~ =O e dai E(G, S) =!. o 
(II.2.2) Exemplos: 
(i) Se G = 71' e S = 71.'-' :S G, então E(G, S) :S 2. 
De fato, G = rr,(T'), onde T' = S' X ... X S1 (k vezes), é um p D'·grupo 
e S = I11(Tk-l) é um P Dk-1-subgrupo. O resultado segue pela proposição anterior parte 
(i). 
(ii) Se G = 71.' e S = z'-' então E(G,S) =!. 
Isto decorre da parte (i i) da proposição, visto que G é um P Dk- grupo, e 
hdS = k- 2. 
(iii) Se G é um Dn-grupo qualquer, n 2: 2, e S um subgrupo finito de G 
então E(G,S) =I. 
Claro que do fato de G s€r nn-grupo, a ordem de Sé impar (por (I.4.13){i)). 
Logo S nao tem Z 2-torção e portanto S é um D 0-subgrupo (por (1.4.14)(i)). Logo 
hdS = O :S n - 2. 
O resultado segue novamente de (II.2.l)(ii). 
(iv) Seja G = IT1(.i\J3 ) onde M = X x 51 com X a superfície orientada 
de genus 2. Temos então I1 1(M 3 ) = H X ]{ onde f( = < t > ~ 7L e 
H =< a1,bt,a2,b2;(atb1a}1 b}1)(a2b2 a21 b21 ) = 1 >. SejaS =< a1a21 >- Então 
G é um PD3-grupo, H é um- PD2 - subgrupo e](, S são PD1-subgrupos. Portanto 
E(G,K) = E(G,S) = 1, E(G,H) :S 2 e E(H,S) :S 2. 
É conhecido que se G é um D.,-grupo, n > 1, então o número de ends 
clássico de G, e(G) é 1. (ver o próximo parágrafo e [3]) 
Veremos agora um resultado semelhante para Dn-pares, que nos dá uma 
condição necessária para que um par grupo (G,S) seja de dualidade. 
(II.2.3) 
E(G, S) = J. 
Proposição: Se {G,S) é um D"-par com [G 
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S] - oo então 
Demonstração: Considere a sequência exata longa (1.3.4)(i) para o par 
{G,S) eM= 7l.2(G/S): 
O___, H0{G;Z2(G/S)) ___, H0{S;7l.2(G/S))..!. H 1(G,S;Z2(G/S)).:!. ··· 
Seja C o módulo dualizante de {G, S). Então: 
H'(G, S;7l.,(G / S)) 
-
Hn-r(G;C 07l.,(G/S)) (por dualidade) 
-
Hn-r (G; Ind~(Res~C 0 Z,)) (por (1.2.10)) 
-
Hn-r(S; C 0 Z,) (por (1.2.6)(i)) 
-
H0 (S; 7l.2) (por (1.4.19)(iii)) 
-
z,. 
Agora, observe que 
H 0 (G;7l. 2(G/S)) = (7l. 2(G/S))G = (In~Z2)a =O desde que [G: S] =ao (por (1.2.11)) 
Além disso H 0 (S; Z2 (G/S)) = Z2(G/S)5 contém {O,lS ) "' Z2• Daí 
Z2 C 7l.2(G/S)5 .;._. Z2 o que nos dá 7l.2(G/S)5 = Z2 • 
a H 1 (G, S; Z 2 (G/S)) . Portanto Ker res5 "'lmJ "' Z,(G / S)S =O, e assrm E(G, S) = 1. 
o 
(TI.2.4) Exemplos: 
(i) Considere G =< t > * < s >~ 7L * 7L e S =< sts-1t- 1 >::::::::: 7L.. Então 
(G,S) é um PD2 -par e portanto E(G,S) = 1. 
De fato, sejam X o toro menos um disco aberto D 2 e Y = 8X ::::::::: 5 1. Daí 
X é homotopicamente equivalente a figura oito. Portanto ll1(X) =< s > * < t >~ 7L * Z 
e II1(Y) =< sts-1r 1 >=S. Por (1.4.21), (G,S) é um PD2-par e o resultado segue da 
proposição anterior. 
(ii) Se G =< t > * < s >"' Z * Z e S =< s >"' Z então (G, S) não é um 
PD2-par pois E(G,S) =ao. 
De fato, como G é um produto livre, todo elemeDto de G pode ser unica-
mente expresso na forma. tr1 s11 tr2 sh ... tr"s1" onde n 2: 1, ri, li são números inteiros e são 
não nulos exceto possivelinÊmte para r 1 e ln-
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Seja f um elemento de Der(G, S, 7L2(G I S)). Temos que 
r-1 r 
(I) JW) = L;t;f(t) e j(r') = L;r;f(t) para todo r> O. 
n 
(2) j(tr, 8 1' ••• trn 8 1n) = Ltr, 81t ..• tri-1sl'-lf(trJ). 
i==t 
As fórmulas (1) pode ser provada facilmente por indução sobre r e (2) pode 
ser provada por indução sobre n. 
Portanto, qualquer derivação f E Der( G, S, 7L2 ( G I S)) depende apenas de 
f( t). 
Temos que 7L2(GfS) é o Zrmódulo livre gerado pelas classes gS. 
Da.das duas classes g1S e g2 S de S temos que g1S = g2S {o} g21g1 = s1 {:::} 
91 = gzs1 para algum l E 7L. 
Daí E = {1} U {r's1' ••• r*-1 s1*- 1frk onde k 2: 1, r1, 11 E 7L e são não nulos 
exceto possivelmente para rl}, é um conjunto de representantes para as classes gS. 
Seja Ji,j E 7L, derivações tais que fJ(t) sitS. Temos que 
f; <t P(G,S,7L,(GIS)) 
De falo, se f; E P(G, S, 7L2(G I S)) leremos f;(t) = ta+a com a E 7l. 2(G I S). 
Logo a= x1S + xzS + · · · + xrS onde X; E E e X;-=/= Xj para i =f j. 
Se xS é um gerador de 7L 2(GIS) então txS também o é. 
Portanto to: + a é uma soma de geradores de :Z2 ( G f S) (possivelmente não 
distintos), com um número par de termos. 
Mas sitS também é gerador de 7L2(GIS). Logo a= ta+ a+ sitS =O é 
uma soma nula com um número impar de geradores de 7L-AG/S). 
Temos que x3S é igual a no máximo um termo txkS e tx;S =f tx3S para 
i# j. Além disso g;S # g,S + g,S se g;,g,,g, E E. 
Portanto se cancelarmos os termos que aparecem duas vezes na soma cr 
ficaremos com um número impar de geradores distintos, o que é um absurdo, pois a = O. 
Logo f;(t) # ta+ a, para todo a E 7l.,(GIS). Daí f; não é derivação 
principal. 
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Suponhamos agora que 
!; + P(G, S, Z,(G / S)) =f,+ P(G, S, Z,(G/ S)) 
Entii<> f;(t) + J,(t) =to+ a, a E Z 2(G/S), o uma soma finita de geradores 
distintos de Z 2(G/S). Assim 
sitS + s'tS = ta+ o: 
Suponhamos thS =/ sitS Como sitS é um gerador de 7L2 (G/S) temos que 
sitS aparece em a ou em to:. 
Se sitS aparece em o:, então tsitS aparece uma única vez em ta 
(txS = tyS {::} xS = yS). Logo ts'tS aparece em o:. Daí t2sitS aparece em to: e as-
sim por diante, concluímos que o: é uma soma infinita, o que é um absurdo. Assim 
s1tS = sitS o que implica i = j. 
Portanto, {f;+P(G, S, Z 2(G /S)),j E Z} é um conjunto infinito de elementos 
Der(G,S,Z2(G/S)) • 
de P(G,S,Z,(G/S)) e da1 E(G,S) = oo. 
(TI.2.5) Observação: Uma observação interessante a fazer, que e con-
sequência dos dois exemplos anteriores e ilustra uma aplicação de nosso invariante, é 
o fato de que não existe isomorfismo do par ( < t > * < s >, < sts- 1t- 1 >) no par 
(< t > * < 8 >,< s >)apesar de< st8-1t- 1 >ser isomorfo a< 8 >. 
11.3- Relação de E(G,S) com o invariante e(G,S). 
Neste parágrafo estudaremos as relações existentes entre o invariante E( G, S) 
por nós definido e os invariantes ends e( C) (definido por Freudenthal [12], Hopf [13] e 
Specker [27]) e e(G, S) (definido por Houghton [14] e Scott [24]). 
Para facilidade do leitor, recordaremos aqui as definições e algumas propri-
edades básicas de e(G) e e(G, S). Para maiores detalhes ver [24[ e [25]. 
Seja G um grupo atuando em si mesmo por multiplicação à esquerda e 
consideremos PG = {A: A C G} o conjunto potência de G. Temos que PG é um grupo 
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abeliano com a operação diferença simétrica e é um Z 2G-módulo no qua] G atua por 
multiplicação à esquerda, isto é, g.A = {ga: a E A} 
Denotaremos por Z 2G o Z 2G-módulo Coind?1}Z2 = Hom(Z2 G, Z 2). 
A aplicação 
ri> : Z,G -> PG 
f -> r/>{!) = {g E G : f(g- 1 ) 'li} 
é um Z 2G-isomorfismo e o submódulo :Z2G de 7l.. 2G é levado por 4> em 
FG ={F c G: Fé finito}. 
Portanto ide~tificaremos PG'-com 7l..2G e FG com Z2G. 
Da mesma forma, se S é um subgrupo de G, consideramos 
GfS = {gS: g E G} e podemos identificar Z,(G/S) = Hom(Z,(G/S),Z,) = CoindtZ2 
(por (1.2.7)(ii)) com P(G/S) e Z2 (G/S) com F(G/S). 
Sejam 
E(G) = Z,G 
z,a e 
E(GfS) = Z,(G/S) 
Z 2 (G/S)" 
(11.3.1} Definição: Sejam G um grupo e S um subgrupo de G 
(i) e(G) = dim H0 (G; E(G)) = dim E(G)a_ 
(ii) e(G,S) = dim H0(G,E(G/S)) = dim E(GfS)a_ 
Algumas propriedades básicas desses invariantes são: 
(11.3.2} Se G é um grupo e S subgrupo de G então 
(i) e(G, {I})= e(G) 
(ii) e(G) =O se, e somente se, G é finito. 
(iii) e(G, S) =O se, e somente se, [G: S] < oo 
(iv) Se G1 é subgrupo de G com [G : G1 ] < oo então e(G) = e(Gl). Se 
além disso G1 ::J S então e(G, S) = e(G, S). 
(v) Se Sé normal em G então e(G,S) = e(GfS) 
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A teoria de ends de grupos está bastante relacionada com a teoria de ends 
de espaços. 
Dado um CW -complexo X localmente finito temos, 
e(X) = sup{ n(I<), I< subcomplexo finito deX} 
onde n(K) é o número de componentes conexas ilimitadas de X -f{. 
Por exemplo, se X = IRn, n > 1 e f{ é qualquer subcomplexo finito 
de X então n(K) = 1. Logo e(lRn) = 1. Se X = lR então n(I<) = 2, para qualquer 
subcomplexo finito f{. Logo e(lR) = 2. 
Se G é finitamente gerado, podemos construir o diagrama de Cayley de G 
denotado por r, da seguinte forma: os vértices de r são os elementos de G e para 9 E G 
existe uma aresta unindo 9 e yg onde y é um gerador de G. 
Claramente G atua em r à direita. 
Por exemplo, se G =< t >~ 7L., r pode ser identificado com a reta usual. 
É válido o seguinte resultado: 
(II.3.3) Se r é o Diagrama dt Cayley de um grupo finitamente gerado G 
então e(G) = e(f). Se além disso Sé um subgrupo de G então e(G,S) = e(f/S) onde 
r 1 s denota o quociente de r pela ação à direita de s. 
No exemplo acima e(Z) = e(f) = 2. 
A teoria de ends de grupos está também relacionada com recobrimentos 
regulares. Temos: 
(IT.3.4) Sejam X um CW-complexo finito 1 p : X --+ X um recobrimento 
conexo com grupo de transformações de recobrimento G e S um subgrupo de G. Então 
e(G) = e(X) e e(G,S) = e(X/S) onde X/S dwota o quociente de X pela ação de S. 
(II.3.5) Exemplo: Seja X = !Rn e X = rn = S 1 X ... X S 1• Temos 
n vezes 
então p : IRn -+ rn recobrimento regular (universal) com grupo de transformações de 
recobrimento G = II1(T') = zn e X = r' é CW complexo finito. Logo pelo resultado 
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anterior temos 
e(Z:") =e( IR")= { i se n = 1 
se n > 1. 
Se S = zn-i ::; zn = G, 1 ::; j < n, então 
e(Z" z:•-i) = e( IR" (71"-j) = e(T•-i x JRi) = { 2 
' 1 
se j = 1 
se 1 < j < n. 
Outros resultados interessantes a respeito de e(G) e e(G, S) são sobre os 
quais valores esses invariantes podem assumir sob certas hipóteses: 
(II.3.6)Seja G um grupo infinito finitamente gerado e S um subgrupo de 
G. Então: 
(i) e(G) assume apenaS os valores 1,2 e oo. 
(ii) Se [Nc(S) : S] = oo, onde Nc(S) é o normalizado1· de S em G, então 
e(G, S) = 1, 2 ou oo. 
Sem a hipótese [Na(S) : 5] = oo, e(G, S) pode assumir qualquer valor n, 
n E JN. ([24, exer. 2.3]). 
É conhecido, que se G é finitamente gerado então a dimensão de H 1 ( Gi Z:2G) 
é 0,1 ou 00 ([13]). 
Daí o resultado (II.3.6) (i) pode ser visto como consequência do seguinte 
fato: 
(ll.3. 7) Se G é um grupo infinito então 
e(G) = 1 + dim H'(G; 7l..2G). 
Estamos interessados em demonstrar um resultado semelhante a (II.3.6), 
porém com hipóteses mais restritivas, para E(G, S). Não sabemos se o mesmo é válido 
sob hipóteses mais gerais. 
Para isto necessitamos do seguinte lema: 
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-•.. 
(II.3.8) Lema: Se G é um grupo infinito finitamente gerado com 
vcdG < oo, então qualquer Z 2G-submódulo de H1(G;Z2G) tem dimensão 0,1 ou oo 
quando considerado como Z 2-espaço vetorial. 
Demonstração: Como vcdG < oo temos, por (1.4.6)(iii), que existe S 
subgrupo de G com [G : S[ < ao e cdS < ao. Dai, por (1.4.J6)(i), H1(G; Z 2G) é 
Z 2S-isomorfo a H 1(S;7l2S). Logo todo 7l2G-submódulo de H 1 (G;7l.2G) pode ser visto, 
em particular, como um 7l.2S-submódulo de H 1(S; Z 25). 
Portanto, basta demonstrarmos o lema para o subgrupo S. 
Seja V um Z 2S-submódulo de H 1(S; Z 2S) com O< dim V< ao. 
Como G é finitamente gerado e [G: S] < oo então, por [23,1.6.11], temos 
que Sé finitamente gerado. Daí, por (1.4.2)(ii), Sé do tipo FP1 • 
Do fato de G ser infinito e [G : SJ < oo ternos que S é infinito. Logo, por 
(1.2.11), H0 (S; Z,S) =o. 
Portanto, estamos nas hipóteses de (1.4.11) de onde concluimos que 
H 1 (S; Z 2S)"' Z 2 e dai dim V= I. o 
Nota: No artigo [10], Farrell afirma que o resultado anterior vale apenas 
supondo G finitamente presentado. Porém não encontramos a demonstração deste fato 
em nenhuma das referências pesquisadas. 
Estamos agora em condições de demonstrar o seguinte fato: 
(II.3.9) Teorema: Sejam G um grupo. S C N subgrupos de G com S 
normal em N e [G : S] = oo. Suponhamos que }1;/S seja finitamente gerado com 
vcd(N/S) <ao e que cp•: H1 (G;Ind'j,Z,(N/S))~H1 (G:Coind'j,Z 2 (N/S)), induzida do 
mergulho 'P: Ind'/,(7L.,(NjS))~Coind'j,(7L.,(NjS)), seja monomorfismo. Então E(G,S) 
assume somente os valores 1,2 ou oo. 
Demonstração: ComoE(G,S) = l+dim Ker res~ onderes~ é a aplicação 
restrição : H 1 (G;Z2(G/S)) ~ H 1 (S;Z,(G/S)) vamos provar que Ker resg é 
7L.2(N/ S)-isomorfo a um Z 2(N/ S)-submódulo de H 1(N/ S, 7L.2(N/ S)). Daí aplicando 
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(11.3.8) obtemos o resultado desejado. 
Denotemos por g a classe gS, g E G. Considere a aplicação 
,P : Z,(GIS) ~ Z,(NIS) 
g ~ <p(g 0 I)(!) 
onde <pé o mergulho definido em (1.2.4). 
Na verdade 4> é a composta das seguintes aplicações: 
,P : Z,(GIS) ~ Z,G0NZ 2(NIS) 
g ~ g01 
'P: Z,G 0N Z,(NIS) ~ HomN(Z,G,Z2(NIS)) e 
~: HomN(Z2G,Z,(NIS)) ___, Z 2(NIS) 
definida em (1.2.7)(i). 
Logo cjJ = 1r o 'P o 1/J. Explicitamente temos 
{
. gl 
1>(9) = o 
se g E N 
caso contrário 
Considere ida : G ----+ G e a inclusão i : N <.......t G. Temos que 
(i, <t)" : H'(G; Z,(G I S)) ___, H 1(N; Z,(N I S)) é a composta (i, ~to (ide, 'Pl" o (ide, ,P)" = 
(i,1r)* o 'P* o 7./J* e é monomorfismo pois (i,7r)* é o isomorfismo de Shapiro (I.2.7)(i), I{)* é 
monómorfismo por hipótese e 'ljJ* é isomorfismo pois 1/• é. 
Temos também que ,p• : H 1 (S; Z,(G I S)) ___, H 1 (S; Z 2(NI S)) é induzida de 
( ids, ,P ). 
Seja p: N --+ N/ S a projeção c.anônica. 
Da sequência exata dos cinco termos (ver [20,p.355]) temos: 
O___, H 1 (NIS;Z 2(NIS)) _..:, H 1 (N;Z 2 (NIS)) ''j H 1 (S;Z 2 (NIS)) 
com Im p• = Ker res'.f. Portanto H 1(NI S; Z 2(N/ S)) "']{er res'.f. 
Logo temos o seguinte diagrama comutativo: 
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H' ( G; 7L,( G I S)) 
L (i,.PJ" 
res0 
-::f H 1(S;7L2(GIS)) 
(I) L .P' 
H1 (NIS;7L,(NIS)) ;::_, H1 (N;7L,(NIS)) '::J' H1(S;7L 2(NIS)) 
Do fato de S ser normal em N temos definida um ação à direita de N j S 
em 7L2(G/S), isto é, g.n = gn. Temos também uma ação à direita natural de NfS em 
7L2(NIS) dada por n.n1 = nn1 • 
Portanto 7L2(G/S) e 7L2(NIS) são 7L2(NISJ-módulos à direita e podemos 
ver facilmente que induzem estrutura de :Z-2(N f S)-módulos à direita nos grupos de coho-
mologia acima, a saber: 
[f].n = [f.n] onde (f.n)(x) = f(x).n 
com f representando uma classe de cohomologia e f(x) E 7L2(GIS) ou f(x) E 7L2(NIS). 
As aplicações res~, 
7L,( N I S)-módulos. 
N res5 , e p· são claramente aplicações de 
Vamos verificar que (i,ç))"' é Z 2(N/S)-aplicação. 
Notemos primeiro que 4> é uma aplicação de 7l2(N f 5)-módulos. De fato: 
{
gnsegEN 
.P(g.n) = 
O caso contrário 
{
gn segE1\" 
e ,P(g).n = .. 
O caso contrano 
Portanto ,P(g.n) = ,P(g).n. Logo (i, .P )' é 7L2(N I S)-monomorfismo. 
Como e 7L2 (N/ S )-homomorfismo, temos que Ker. res~ 
7L2 (NIS)-submódulo de H 1(G;7L2 (GISJ). 
é 
Do fato do diagrama (I) ser comutativo temos que (i,q))*(Ker res~) C 
Ker res~-
Portanto p'_, ( (i, .P )' (Ker res~)) é um 7L2(N I S)-submódulo de 
H1(NIS;7L 2(NIS)). Dai 
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dim Ker res~ dim (i,,P)'(Ker res']) ((i,,P)'é monomorfismo) 
dim p'-1(i,,P)'(Ker res']) (p'é monomorfismo) 
o, 1, ou 00 (por (11.3.8)). 
Portanto E( G, S) = I, 2 ou oo. o 
(11.3.10) Corolário: Sejam S Ç N Ç G grupos com S normal em N, 
[G: N] < oo e [G: S] = oo. Se N/S é finitamente gerado e vcd(N/S) < oo então 
E(G, S) assume somente os valores l, 2 ou co. 
Demonstração: Segue do fato que se [G : N] < oo então, por (1.2.5), 
'P : lnd~M --+ Cond~Af é isomorfismo para qualquer Z:2N-módulo M. Em particular 
paraM= Z 2 (N/ S). Daí o teorema anterior se aplica. O 
(JI.3.11) Exemplos: 
(i) Sejam G um P Dn-grupo e S um P nn-1-subgrupo de G com [N : S] = oo 
onde N é o normalizador de S em G. 
Então por [17,lema 3.1] temos que [G: N] < oo e NfS tem um subgrupo 
cíclico L/ S de índice finito. Daí vcd(N f S) = 1. 
Além disso como G é finitamente gerado temos que N, e daí NjS, sao 
finitamente gerados. 
Logo estamos nas hipóteses de (11.3.10) e daí E(G, S) 
tínhamos visto em (11.2.I)(i) que E(G, S) :': 2 nestas hipóteses). 
1,2 ou 00 (já 
(ii) Seja H um grupo com e( H)= oo, vcdH < oo e H finitamente gerado 
(por exemplo H igual ao grupo livre com n geradores, n > 1 ). Consideremos os grupos 
Z e Z:fp7l. ::: ll.P onde p é qualquer número inteiro positivo. Temos que 71.. atua em ZP 
da seguinte forma: 
7l X 7f..p --+ llp 
(n,m) ~ n.m = (-J)•.m. 
Logo podemos tomar o produto semidireto Zp ><~ Z onde a operação de 
grupo é dada por 
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(n, a) • (m, b) = (n + a.m, a+ b) = (n + ( -l)"m, a+ b). 
Sejam G = H Ell (Zp >o Z), N = H Ell ({O} >o Z) e 5 = {O} >o Z. 
Se p = 2 temos que a ação de 71. em Z 2 é trivial e daí Z 2 >:1 7l. = Z 2 EB 71... 
Se p -f:. 2 a ação de Z em 7LP não é trivial e S não é normal em G. 
Temosque[G:N]<oo, 5<JN, [N:5]=oo e Nf5oeH. 
Portanto estamos nas hipóteses de (II.3.10) e daí temos E(G, S) = 1,2 ou oo. 
Vamos agora estudar a relação de e(G,S) com o invariante E(G, S). 
Temos que, se G é um grupo infinito, 
e(G) I+ dim H'(G; Z2 G) 
_ d' Der(G, Z 2G) 
-
1 + Im P(G, Z2 G) 
(por (11.3. 7)) 
(por (1.1.6)) 
Desde que e(G,{I}) = e(G), se segue de (11.1.4) que 
{ } { } . H
1(G, {1}; Z2G) 
e(G, 1) = E(G, 1) = i+dim P(G,{ 1),Z,G) 
Nós observamos que para o end de pares e(G, 5), onde S é um subgrupo 
não trivial de G, não existe uma formula análoga (usando cohomologia relativa). 
. . H 1(G,5;Z2(G/5)) 
Como E(G,5) = 1 + d1m P(G, 5,Z,(G/5 )), nossa esperança era provar 
que E(G, S) = e(G, S) e daí obter uma fórmula similar para e(G, S). Mas isto é falso em 
geral como veremos no seguinte teorema. 
(ll.3.12) Teorema: Sejam G um grupo, 5 um subgrupo de G com 
[G: 5] = oo. Então 
E(G, 5) :S e(G, 5). 
Se S é. normal Wl G a igualdade é vadadeira e porlanfo 
<; _ . H'(G,5;Z2(G/5)) 
e(G,c) -1 + d1111 P(G,S,Z,(G/5 )) 
Demonstração: Considere a sequência exata curta 
O -t Z,(G/5):!. Z,(GfS) -t E(G/5) -tO 
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de Z 2 G·módulos. 
Em cohomologia temos induzida a sequência exata longa 
O___, H 0(G;Z2(G/5)) ___, H 0(G;Z2(G/5)) ___, H 0(G;E(G/5))-'> 
-'> H'(G;Z2(G/5))-'-. H 1 (G;Z2(G/5)) ___, ··· (i) 
Mas H0 ( G; Z,(G/ 5)) = O pois [G: 5] = oo (por (1.2.11)) e H 0 (G; Z 2(G /5)) = 
H 0(5; Z 2 ) o; Z 2 por (1.2.6)(ii). 
Daí nós obtemos a sequência exata curta 
O___, Z 2 ___, H 0 (G;E(G/5)) ___, Ker t ___,O 
e portanto, por (11.3.1 ), 
e(G, 5) =I+ dim Ker t. (2) 
Tomando A= 'P(Z2(G/ 5)), vemos que A é um Z 2G-submódulo de Z 2(G f 5), 
. , Der(G, 5, Z 2 (G/5)) Der(G, 5,A) , 
Z,G-JSomorfo a Z 2 (G/5) e nos temos P(G, 5 ,Z,(G/5 )) "' P(G, 5,A) . Dai 
E(G 5) = di Der( G, 5, A) 
' 
1 + m P(G,5,A) 
Considerando as aplicações 
t 
t, 
nós temos 
Ker t ~ Ker t1 = Ker t 2 
O homomorfismo 
,P· Der(G,5,A) ___, Der(G,A) -H'(G·A) 
. P(G,5,A) P(G,A) - ' 
definido por ,P(f + P(G, 5, A))= [f]= f+ P(G, A) é um monomorfismo e daí 
Der(G,5,A) 
P(G, 5, A) oe Im .p ={[f]: f E Der(G, 5, A)) 
( 3) 
( 4) 
Para provar a primeira· parte do teorema, nós necessitamos somente mostrar 
que 
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Im t/! C Ker t2 (5) 
Se isto ocorrer teremos 
E(G,S) 1 d' Der(G,S,A) 
+ 
1
m P(G,S,A) (por (3)) 
I+ dim lm t/! 
< I + dim Ker t2 (por (5)) 
-
l+dimKert (por (4)) 
e(G,S) (por (2)) 
Para provar (5) nós vemos que t2 : H 1(G 1 A)--+ H 1 (S,Z2 ) é a aplicação 
induzida por (S ~ G, A~ Z 2 ) onde a· é a inclusão de Sem G e 1r1 é a composição das 
aplicações 
A!., Z 2 (G/S).!.. Coind~Z2 .!.. Z 2 , 
onde k é a inclusão, pé a aplicação q,-' definida em (1.2./)(ii) e 1r é definida em (1.2. 7)(i). 
Daí 1r'(J) = (1ropok)(f) = p(J)(I) = /(15) e 1r' é um Z,S-homomorfismo. 
Sejam P ---+-+ :Z2 e F ---H Z.2 resoluções Bar para S e G respectivamente. 
Considere T: P--+ F a inclusão. Nós temos claramente que T(.sx) = sT(x). Daí, obtemos 
o seguinte diagrama 
o C0(G,A) 
,, 
C'(G, A) " __, __, __, 
L l r.'# 
o C0 (S, Z 2 ) " C'(S,Z2 ) 
p 
__, __, __, 
onde 1r'il ="'o f o T. Logo, t2[f] = [1r' o f o Tj. 
Considere[!] E lm t/J. Então f E Ker Ó2 e f1s =O pois f E Der(G, S,A). 
Além disso 1r'ofoT: S __, Z 2 satisfaz (7r'ofoT)(8) = 1r'(f(s)) = f(s)(J.S) =O. Se segue 
que t2[f] =O e daí Im ,P C Ker t 2 . 
Para provar a igualdade no caso S normal em G observe que 
P(G,S,A) = P(G,A) pois a ação de Sem Z2(GjS) é trivial. Daí 
Der(G,S,A) = Der(G,S,A) Der(G,A) = H'(G·A) 
P(G,S,A) P(G,A) c P(G,A) ' 
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Então é suficiente mostrar que 
Der(G,S,A) 
Ker t 1 c P(G,S,A) (6) 
De fato, se isto ocorrer teremos e(G, S) :=:; E(G, S), o qual, junto com a 
primeira parte fornece a igualdade desejada. 
Para provar (6), seja F---++ 7l2 a resolução Bar para G e considere a aplicação 
(G ~ G,A.!:. Z 2 (G/S)) com oc igual a identidade de G e k a inclusão. Obviamente k é 
Z 2G·homomorfismo e nós temos o seguinte diagrama 
o ~ C0(G,A) 
L 
C1(G,A) 
p# 
--+ ••• 
o ~ C0 (G,Z2(G/S)) .!', C'(G,Z2(G/S)) ~ ... 
onde k# = k o f induz t, : H 1(G; A)~ H 1(G, 71.2(G/S)). 
Seja [f) E Kert1 C H 1(G;A). Desde que f E Ker8' = Der(G,A), para 
provar (6), basta mostrar que f1s =O. Mas O= t,[f) = [k o f) implica que k o f E lm 81 
e daí existe u E C0(G, 71.2(G / S)) tal que k o f = 8'u. 
Portanto (k o f)(s) = f(s) = s.u[)- u[), paras E S. Usando o fato que 
as ações de Sem 7L2 e 7L2(GJS) são triviais nós temos, para qualquer xS E Z2(GjS), 
f(s)(xS) = s.u[ )(xS)- u[ )(xS) = u[ JV'xS)- u[ )(xS) = u[ )(xS)- u[ )(xS) =O. Em 
outras palavras, f1s = O. 
Portanto f E Der( G, S, A), como desejado. o 
(II.3.13) Observação: 
(i) A igualdade em (11.3.12) nem sempre ocorre. Por exemplo, em {Il.2.4)(i) 
temos E(G, S) =I < e(G, S) = oo (ver [24,p.l90)). 
(ii) Em (11.2.2)(i) temos S normal em G e portanto E(G, S) = e(G, S) = 
e(G/S) = 2, por (JI.3.5). 
(iii) Se E(G, S) = e(G, S) então não necessariamente Sé normal em G. Em 
(11.1.5) temos E(G,S) =I. Por [24, lema 2.6) e(G,S) =I. Portanto E(G,S) = e(G,S) 
e S não é normal em G. 
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É interessante investigar outros casos onde e( G, S) 
[G: S] = oo. Temos 
E(G,S)=l+dimKerres~ e e{G,S)~l+dimKert 
onde t é a aplicação utilizada na demonstração de (11.3.12). Portanto 
E(G, S) = e{G, S) "* dim Ker res~ ~ dim Ker t. 
Temos a seguinte proposição. 
E(G, S) para 
(ll.3.14) Proposição: Sejam S Ç G com [G : S] ~ oo. Se o aplicação 
restrição res~ : H' ( G; 71. 2 ( G I S)) __, H'(S; 71.2{ G I S)) é trivial então E( G, S) ~ e( G, S). 
Demonstração: Se tivermos res~ =O então ker res~ = H 1(G; Z 2(G /S)) ::l 
Ker te daí dim Ker t ~ dim Ker res~. Portanto e(G, S) ~ E(G, S). A igualdade segue 
da primeira parte de {Il.3.12). D 
(II.3.15) Corolário: Se G é um Dn-grupo e S um subgrupo de G com 
hdS ~ n- 2 então e(G, S) ~ E(G, S) ~I. 
Demonstração: res~ : H 1 ( G; 71.2 ( G I S)) __, H' ( S; 71.2 ( G I S)) é trivial pois, 
na demonstração de (II.2.1 )(ii), vimos nestas hipóteses que H' ( G; 71.2 ( G I S)) ~ O. 
Como I<er res~ e Ker t estão contidos em H 1 ( G; :Z2( G / 5)) temos que 
Ker res~ =Ker t = O e daí temos o resultado desejado. D 
(II.3.16) Corolário: Sejam G um grupo e S um subgrupo de G com 
[G: S] ~ oo. Suponhamos que a ordem de S, m, é impar. Então E(G,S) ~ e(G,S). 
Demonstração: Consideremos o homomorfismo 
~m: li.,(GIS) __, 7L,(GIS) 
o: --+ m.o: = n + ... +o: 
~
m vezes 
Como m é impar1 temos que m.o: =o:, para todo o: E 71. 2(G/S). Portanto 
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.Pm = idz,(G/S) é isomorfismo. Logo m é invertível em Z2(G/S) e daí, por (5,III.10.2], 
temos que H1 { S; Z2 ( G f S)) = O. 
Portanto res~ =O e o resultado segue de (Il.3.14). o 
Nós não sabemos se este último corolário é verdadeiro se considerarmos m 
par. 
Finalizando este parágrafo, nós relembramos que o invariante E(G,S) foi 
definido para [G : S] = oo, mas é interessante observar que s,e [G : S] < oo temos o 
seguinte resultado. 
{11.3.17} Lema: Sejam S Ç G grupos com (G: S] < oo. Então 
Der(G,S,71.2(G/S)) =O. 
P(G,S,71.2(G/S)) 
Demonstração: Desde que [G : S] < oo temos, por (II.3.2)(iii), que 
e(G,5) =O. Logo na sequência exata (11.3.12){1) temos Ker t = lm s =O. 
Agora, recordemos que para demonstrar (II.3.12)(5) não usamos o fato que 
(G :·5] = oo. Daí {11.3.12)(5) é verdadeira para (G: 5] < oo e temos 
Der(G,5,7l.,(G/S))~J ·'·C!' t ~K -O 
P(G, 5,7l.,(G/5 )) _ m '~' _ 'er , - er t- , 
o que demonstra o lema. o 
II.4- Interpretação topológica de E(G,S) em termos 
de pares Eilemberg-MacLane. 
Neste parágrafo veremos uma interpretaçã-o de E(G, S) em termos de coho-
mologia relativa de complexos, tomada com coeficientes locais. Consequentemente, nos 
casos em que E(G, S) coincide com e(G, S) teremos também uma interpretação deste tipo 
para e(G,S). 
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Considerando em (1.3.9) e (1.3.10), S = {S) e M 
seguinte interpretação topológica para E(G, S): 
Z,(GIS) temos a 
(11.4.1} Proposição: Sejam G um grupo e S um subgrupo de G com 
[G: S] = oo. Se (X, Y) é um par Eilemberg-MacLane realizando topologicamente (G, S), 
então 
E(G S) = a· H'(X,Y;Z,(GIS)) 
' 1 + Im Z,(GIS)S 
onde H'(X, Y; Z 2(G I S)) étomada com coeficientes locais dado pelo Z 2G-módulo Z 2(GI S). 
Demonstração: Pelo resultado (11.3.10) temos o seguinte diagrama comu-
tativo (a menos de sinal) com linhas exatas 
G O~ H0 (S; Z,(GIS))!. H'(G,S; Z,(GIS)) _1_, H1 (G;Z 2(GIS)) '~ ... 
"1 "1 ~1 
O~ H0 (Y; Z 2 (GIS)) !_, H'(X,Y;Z2(GIS)) i_, H'(X; Z,(GIS))-'-. · · · 
visto que H0 (X; Z2(G I S)) "H0 (G; Z,( G I S)) =o pois [G: S] = oo. 
Temos também que H0(Y;Z2(GIS)) = Z 2(GIS) 5 , por [33,VJ.3.2], e 
H0 (S; Z 2 (GIS)) = Z 2(GIS) 5 por (I.l.S)(i). 
G H'(G,S;Z,(GIS)) d • "d . 
Portanto Ker res 8 = Im J::::: lLz(GjS)S , on e nos 1 ent1ficamos 
aqui Z 2 (GIS) 5 com P(G,S,Z,(GIS)) C H 1(G,S;Z 2(GIS)) via o monomorfismo b 
aoma. 
Como o diagrama é comutç,tivo temos que Im J é isomorfo a lm J'. Mas 
, H'(X, Y; Z,(GIS)) 
lmJ ~ Z,(GIS)S . Portanto 
E(Gs) = 1 +d. H
1(G,S;Z,(GIS))= 1 +d. H'(X,Y;Z2 (GIS)) 0 
' 
1
m Z 2(GISJS 1m Z,(GIS) 5 
O seguinte corolário nos dá uma interpreta.ção topologica de e(G,S), no 
caso em que e(G, S) = E(G, S). 
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(ll.4.2) Corolário: Sejam G um grupo! S um subgrupo de G com 
[G: S] = oo e suponhamos e(G, S) = E(G, S). Se (X, Y) é um par Eilemberg-MacLane 
realizando topologicamente (G, S) então 
(G S) = 1 + d' H
1 (X,Y;Z,(G/S)) 
e ' rm Z,(GfS)s 
onde H1(X, Y; Z 2{G / S)) étomada com coeficientes locais dado pelo Z,G-módulo Z 2(G/ S). 
Em particular! isto é verdadeiro! com as hipóteses anteriores e S normal 
emG. 
Demonstração: Segue imediatamente da proposição anterior. No caso S 
normal em G vimos em (11.3.12) que e(G, S) = E(G, S). o 
Vejamos agora alguns exemplos que ilustram esta interpretação topológica: 
(II.4.3) Exemplos: 
(i) Sejam G ::::< t > * < s >, S ::::< sts-It-1 > e H::::< s >. Considere X 
igual o toro T 2 menos um disco aberto, Y1 = 8X e Y2 o laço representado pelo gerador s 
de II1(T2) como mostra. a. figura: 
Y., 
Então (X, Jí) é um Eilemberg-Maclane par realizando (G, S) e (X, Y2 ) é um 
Eilemberg-MacLane par realizando {G, H). Logo por {11.4.1) e {11.2.4) temos 
( ) _ . H
1(X,Y1;Z2(G/S)) _ (G 'l _ 
EG,S -1+drm 7L,(G/S)S -1<e ,c -oo 
E(G H)= 1 + d' HI(X, Y,; 7L,(G/S)) = = (G H) 
, rm 7L,(G/S)s oo e , 
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(ii) Considere F a superfície orientada de genus 2 e X uma subsuperfície 
compacta como mostra a figura. 
X 
' 
' 
' 
' F 
2 
Sejam G = Il1 (F) =< a.,b1 ,a2 ,b2 : Il[a;,b;] = I >e S = Il1(X) 
i= I 
< a1 > * < b1 >. Temos que F é um I<(G, i) e X é um I<(S, 1). Além disso !l1(X) _, 
11 1(F) é injetiva ( basta usar o teorema de Van Kampen ). 
Logo (F, X) é um Eilemberg-MacLane par realizando (G, S) e temos: 
E(G S)= J+d' H 1(F,X;7L2(G/S)) =I 
' lm 7L. 2 (GfS)S 
pois e(G, S) =I (ver [24,lema 2.4]). 
(iii) Sejam G = 7L ffi 7L2 e S = {I} Ell7L 2• O par ( G, S) é realizado topolo-
gicamente por (X, Y) = (S1 X RP(oo), {I} x RP(oo)). 
Daí, como Sé normal em G, 
(G S) =I d' H
1 (S1 x RP(oo),RP(oo);7L2 (G/S)) = 2 
e , + mo 7L,(G/S) 
(iv) Sejam G um grupo infinito e S = {1} o subgrupo triviaL Considere 
X= I<(G,l) e o vértice• E X. O par (G,{i}) é realizado topologicamente por (X,•). 
Então 
( ) { }) . H
1(X, •; 7L 2G) 
e G = e(G, I . =I+ d1m 7L.,G . 
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CAPÍTULO III 
O Invariante Generalizado E(G,S,M) 
Neste capítulo estudaremos o illvariante algébrico definido no capítulo II 
paraS uma família qualquer de subgr:upos e M um Z 2G+módulo qualquer. 
Aqui generalizaremos para o par grupo ( G, S) alguns res"ultados obtidos no 
capítulo 11. 
No último parágrafo deste capítulo estudaremos o invariante E(G,S,7L.2G) 
que denotaremos por E(G,S). 
III.l- O Invariante E(G,S,M). 
Recordemos inicialmente a definição de E(G,S,M). 
(ITI.l.l) Definição: Sejam (G,S) um par grupo com S = {S;,i E I} 
uma famüia de subgrupos de G (não necessariamenft distintos) e Af um Z 2G-módulo. 
Suponhamos que [G: Si] = oo para todo i E I. 
Então 
E(G,S,M) =I+ dim Ker res~ 
onde res~: H 1 (G;M) --t fiH1 (Si;M) é a aplicação da1a na sequência exata (I.3.4)(i). 
iEl 
Vamos provar que, sob certas condições. E(G,S,M) é um invariante nas 
variáveis (G,S) eM. 
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Para isto temos que ver H*(G,S;M) como funtor de duas variáveis 
((G,S),M). 
Na literatura nao encontramos um estudo detalhado deste funtor 
H'((-,-);-). A referência que temos é o artigo de Bieri-Eckmann [4, !.1 e 1.2]. 
Faremos aqui um estudo deste funtor com um enfoque um pouco diferente 
do considerado por Bieri-Eckmann. 
Seja C a categoria cujos objetos são os pares ((G, S), A1) onde G é um grupo, 
S = {5;, i E I} é uma familia de subgrupos de índice infinito em G eM é um Z 2 G-módulo 
e cujos morfismos são aplicações: 
.p: ((G,S), M) ~((L, R), N) 
consistindo de: 
(a) Um homomorfismo a: G---+ L 
(b) Uma aplicação 1r: I~ J tal que a(S;) C R,1,1 
(c) Um homomorfismo ,P: N ~ M tal que ,P(a(g).n) = g.<f(n), isto é, ,Pé 
um homomorfismo de Z 2G-módulos onde consideramos N como Z 2G-módulo via a. 
Vamos ver que nestas condições existe um homomorfismo (induzido por '1/;): 
.p·: H'(L,R;N) ~ H'(G,S;M) 
Sejam 
cc: 7L.,(G/S) = EB7L.,(G/S;) ~ 71.., e 
iEI 
xS; ---+ 1 
EL: ll.,(L/1?.) = EB7!.,(L/RJ) ~ 7!., 
iEJ 
IR;~ 1 
as aplicações aumentações. 
Denotemos por ~G o núcleo de Ea e por ~L o núcleo de EL. 
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Usando (b) nós temos uma aplicação, definida nos geradores de Z 2 (G/S) e 
estendida por linearidade 
p 7L2(G/S) __, Z 2 (L/'R) 
xS; __, a(x)R.(i) 
Claramente p está bem definida, é homomorfismo e p(.ó.G) C .Ó.L 
Seja fi = PIAo : l!.a __, l>L. 
Temos então 
(p,,P)# : Hom(l>L,N) __, Hom(l>a,M) 
f __, ,Pofop 
onde<{!: N __, M é dada em (c). 
Por simplicidade, denotemos H om(.ó.L, N) por N e H om(~a, M) por M. 
Temos que N é um Z 2L-môdulo com L-ação diagonal: 
(l.f)(x) = lfW'x), para todo x E f> L, f E NelE L. 
Da mesma formaM é um :Z:2G-módulo com G-ação diagonal. 
(III.1.2) Lema: A aplicação (p, ,P)# : N __, M satisfaz a condição 
(p, ,P)#(a(g).f) = g.(p, ,P)#(J) , para todo f E N e todo g E G, isto é, (p, ,P)# é uma 
aplicação de Z 2G-módulos onde N é visto como Z 2G-módulo via o:. 
Demonstração: Inicialmente note que p: :Z:2 (G/S) ~ 7L2(L/R.) é tal que 
p(g.u) = a(g).p(u) 
para todo g EGeu E 71.2(G/S). 
Basta verificar isto nos geradores de Z2( G / S). 
Seja xS; um gerador de 7L2(G/S). Temos: 
p(g.(xS;)) p(gxS;) 
a(gx)R,(i) 
a(g )a( x )R,( i) 
a(g ).( a(x )R,( i)) 
a(g ).p( xS;) 
(definição da ação de G em 7L2(G/S)) 
(pela definição de p) 
(a· é homomorfismo) 
(ação de L em 7L2(LfR)) 
(definição de p). 
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(I) 
Portanto temos que ( 1) é verdadeira. 
Seja agora f E N e u E Lla. 
(p, </J)#(a(g).f)(u) - </>o (a(g).J) o p(u) 
</>( a(g) .f) (fi( u)) 
Por outro lado, 
(g.(p, </>))#(J)(u) 
</>( a(g )f( a(g )-'.fi( u)) 
g.</J(f(a(g)-1 .fi(u)) 
g.(</J o /)(a(g)-'.fi(u)). 
( definiçã<J de (p, </> )#) 
( açã<J de L em N) 
(por (c)) 
(açã<J de G em M) 
g(</Jofop)(g-1 u) (definição de (fi,</>)#) 
g(</J o f)(p(g- 1u) 
g(</J o f)(a(g)-1p(11)) (por (1)) 
Daí segue o lema. O 
D .i. 1· - (G " L '' 1'·-'' M) enotemos por 'P a ap 1caçao --+ , ·''1 :...:...+ • 
Pelo lema anterior ('ji, </J)# é uma aplicação de Z 2G-módulos e daí por (1.1.7) 
temos que ;j; induz, para todo k E 71.., um homomorfismo. 
,j;': H'(L;N) __, H'(G; M) 
Mas por definição (ver· (1.3.2)), 
H'(G,S;M) = H'-'(G;M) e H'(L, R;N) = H'-'(L;N). 
Logo, considerando '1/Jk = ;j_;k-l temos o homomorfismo induzido 
.p·: H'(L, R; N) __, H"(G,S; M). 
Daí H*(-,-;-) é um funtor contravariante da categoria C na categoria A 
dos grupos abelianos: 
De fato, verifica-se facilmente que 
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• Se ,P : ((G,S),M) ~ ((G,S),M) é a aplicação identidade, então 
.p•: H•(G,S;M) ~ H•(G,S;M) é o homomorfismo identidade. 
• Se .p: ((G,S),M) ~ ((L,n),N) e 1: ((L,n),N) ~ ((J(,O),P) são 
morfismos em C, então ( 1 o .P )' ; .p· o 1··. 
Observemos que um isomorfismo na categoria C, .p: ((G, S), M) ~ ((L, 7?.), N) 
consiste de 
(a) a: G ___,.L isomorfismo de grupos 
(b) n: I~ J bijeção tal que a(S;); R,(i) 
(c) tjJ : N ___,. 111 isomorfismo de grupos que é um isomorfismo de 
:Z2G-módulos colocando em Na ação g.n ::::: o(g).n. 
Vamos provar agora que E(G,S,Af) é um invariante na categoria C. Mais 
precisamente, 
(III.1.3) Proposição: Se na categoria C, ((G,S),M) e ((L,n),N) sao 
isomorfos, então 
E(G,S,M); E(L, n,N). 
Demonstração: Dentro das hipóteses do teorema, temos que 
p : 7l.2 (G/S) ~ ll.,(L/7?.) definido por p(xS;) ; a(x)R,(i) é um isomorfismo com in-
versa fJ: 7l.2(L/7?.) ~ 7l.2(G/S) tal que f!( IR;); a-1 (i)S,-'(j)· 
Como f3(.6.L) C .Ó.G, p: .6.G -----+ !::J.L é também isomorfismo. 
Considere o diagrama comutativo com linhas exatas: 
o~ b.a ~ 7L,(G/S) ~ z, ~o 
lP lp l id 
o~ b,L 
,, 
il':,(L/7?.) ó!; z, ~o ~ 
Como 71.. 2 é Z:2-projetivo, as aplicações é.G e EL têm inversas à direita. 
[15, 1.5.10], ÍG e t:L têm inversas à esquerda. 
Por 
'Logo este diagrama induz o seguinte 9iagrama comutativo com linhas exa-
tas: 
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O__, Hom(7L2,M) __, Hom(7L,(G/S),M) __, Hom(tl.a,M) __,O (!) 
i4> i (p, 4>)# T (/i, W 
O---> Hom(7L2,N)---> Hom(7L,(L(R),N)---> Hom(tJ.L,N)---> O (2) 
As aplicações horizontais da sequência (1) são todas Z 2G-homomorfismos e 
as da sequência (2) são Z 2L-homomorfismos. As aplicações verticais são Z 2G-isomorfismos, 
considerando os Z 2 L-módulos como Z 2 G-módulos via a:. 
Seja P ---H Z 2 uma resolução projetiva de Zz sobre Z 2L. Logo P -++ Z 2 é 
também uma resolução projetiva de Z 2 sobre 71.. 2G. De fato a: G--+ L induz a seguinte 
ação de G em Pi: 9* x = a(g).x, Vg E G ex E Pi. Daí cada Fi é um Z 2G-módulo. Como 
a é isomorfismo, cada Pi é 7l.2G-projetivo. 
Seja r : P --+ P a aplicação identidade. Ternos claramente que r é com-
patível com a, isto é, r(g * x) = a(g)r(x). 
Aplicando H om0 (P1 -) à sequência (1) e HomL(P1 -) à sequência (2) temos 
o seguinte diagrama comutativo de complexos de cocadeias: 
O__, Homa(P,M)--> Homa(P,Hom(7l.,(GfS),M)) __, Homa(P,M) __,O (!)' 
i r T 
O__, HomL(P,N) __, HomL(P,Hom (7L 2(L/R),N))--> HomL(P,N) __,O (2)' 
onde M = Hom(tl.a,M) e N = Hom(tJ.L,N). 
As sequências (1 )' e (2)' são exatas pms P ---H Z 2 é uma resolução 
Z 2G-projetiva e Z 2L-projetiva. 
Além disso as aplicações verticais são todas isomorfismos. 
Aplicando o funtor H*(-), junto com o Lema de Shapiro e a definição de 
cohomologia relativa, temos o seguinte diagrama Comutativo com linhas exatas ([5, 1.0.4]): 
O--> H0 (G; M)--> ll H0 (S;; M)--> H'(G,S; M) ~ H'(G; M) "~ ll H'(S,; M) __, · · · 
iEl iEI 
r~ r~ r~ r~ r~ 
J TeSL 
O__, H0(L; N) __, ll H0(R;; N) __, H 1(L,R; N) :'4 H 1(L; N) __,• ll H 1(R;; M)--> · · · 
jeJ ie/ 
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As aplicações verticais são todas isomorfismos pois são induzidas por iso-
morfismos. 
Daí, claramente Im Ja ~ Im JL e portanto 
E(G,S, M) = I+ dim Ker resg =I+ dim lm la 
= 1 + dim lm JL = 1 + dim Ker res* 
=E( L, R,N). o 
Vejamos agora uma interpretação do invariante E(G,S,M), que nos foi 
sugerida por Alejandro Adem, em termos de ''característica de Euler parcial''. 
Esta interpretação faz sentido quando os grupos de cohomologia envolvidos 
na definição de E( G, S, 1\1) têm dimensão finita. 
(11!.1.4) Lema: Sejam (G,S) um par grupo com [G: SJ = oo, VS E S, 
M um 7L2G-módulo e suponhamos que os grupos de cohomologia H 0 (G; ML H 0 (S; M) f 
H 1(G,S; .M) tenham dimensão finita. Então 
E(G,S,M) =I+ dím H 0(G;M)- dím H 0 (S;M) + dím H'(G,S;M). 
Demonstração: A demonstração é óbvia 1 considerando a sequência exata 
do par (G,S) e :Z2G-módulo M, 
G 
O_, H 0 (G;M) ..", H 0 (S;M) .'., H'(G,S;M) .!._, H'(G;M) "~s ... 
e o fato que se T : V --t H' é uma transformação linear entre espaços vetoriais de dimensão 
finita então dim V = dim Im T + dim Ker T. o 
O invariante E(G,S,l\1) está intimamente relacionado com a teoria de de-
composição de grupos. Usando esta teoria é possível calcular o invariante E(G,S,M) em 
muitos casos e assim decidir se um grupo se decompõe ou não sobre um subgrupo. 
Vamos recordar aqui algumas definições e um resultado interessante sobre 
decomposição de grupos, que podem ser encontfados em [4}, e serão úteis no próximo 
exemplo e no decorrer do parágrafo 4. 
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(lll.1.5) Definição: Consideremos os grupos G1 e G2 com presentações 
G1 =< Xt;R1 >e G2 ;::::< X2;R2 >.Se T 1 C Gt e T2 C G2 são subgrupos com um 
dado isomorfismo u : T1 ~ T2, então o produto livre G1 *T G2 de G1 e G2 com subgrupo 
amalgamado T = T1 ;:::: T2 é dado por 
{1) 
Analogamente, se T, r' são subgrupos de G1 com um dado isomorfismo 
fJ : T ~ T' então o grupo H N N G1 +r,11 sobre o grupo base G1 , com respeito a a e letra 
estável p, é dado por 
G1 *T,. =< X 1, p; R,p-1tp = <7(t), 'lt E T >. {2} 
(III.1.6) Definição: Dizemos que G se decompõe sobre um subgrupo T se 
G = G1 *T G2 com G1 # T # G2 ou G = G1 *T.•. 
(III.l. 7) Exemplos: 
(i) :Z = {l}*{r}.• onde"= id{r)· 
(ii) Seja G =< x, y; xy = yx 2 > e X =< x >. então, por ([2,p. 167]), 
G =X *x,11 onde a: X---+ X é tal que a(x) = x2• 
(iii) Seja G =< abblla2,b2;atbta}1b!1a2b2a2 1h2 1 = 1 >. Então G;:::: 
G1 *s G2 onde G1 =< a 1 > * <: b1 >, G2 =< a2 > + < b2 > e S é identificado à 
St =< Utbta}1 b}1 >e S2 ;::::< a2b2a21 b2' 1 >. 
(ITL1.8) Lema: 
(i) Se G = G1 *T G2 então temos a sequência exata curta de Z 2G-módulos 
O~ Z,(G/T) ~ :Z2 (G/G1 ) tB:Z 2(G/G,) ~ z, ~O 
onde a é dada por o:(xT) = (xG1!-xG2), x E G, e é é a aumentação. 
(ii) Se G = Gt*T,u então temos a sequência exata curta de 7l2G-módulos 
O~ Z,(G/T) ~ :Z,(G/G1 ) ~ z, ~O 
onde o é dada por a(xT) ;:::: xG1 - xpG1 • o 
(111.1.9) Observação: Se G se decompõe sobre T é fácil ver, usando o 
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fato que qualquer g E G é representado por uma única palavra reduzida (ver [25, 1.6 e 
1.7]), que [G : G;] = oo para i = I, 2 se a decomposiçãD é na forma (III.1.5)(1) e que 
[G: G1 ] = oo se a decomposição é na forma (III.l.5)(2). Logo o invariante E(G,S,M), 
nestes casos, pode ser definido quando Sé uma família qualquer de subgrupos de G1 ou 
G,. 
Vejamos agora um exemplo de cálculo do invariante E(G, S, M) no caso em 
que G se decompõe na forma (III.1.5)(1) ou (111.1.5)(2). 
(lll.l.lO} Proposição: Sejam G um grupo, G1 , G2 , T subgrupos de G. 
(i} Se G se decompõe sobre T na forma G = G1 *T G2 então 
E(G, {G,,G,),Z2) =L 
(ii) Se G se decompõe sobre T na forma G G1 *T,o então 
E(G,{G1 },Z2 ) = 2. 
Demonstração: (i) Por (III.l.S)(i} temos a seguinte sequência exata curta 
de :Z2 G-módulos: 
O__, Z2(G/T) ~ Z2(G/G1 ) ffJ Z2(G/G2 ) ..'.., Z, __,O. 
Portanto Ll. = Ker E"' Z2(G/T). 
Vamos considerar o par grupo (G, { G1 , G2 }) e o :Z2G-módulo trivial 71-2-
Temos então 
H0(G; Z2 ) 
H0 ({G1 ,G2 };Z2 ) 
z, 
H0 (G1 ; Z2) ffJ H0 (G2 ; Z2 ) = Z2 ffJ Z2 
H'(G, { G, G2 }; Z 2 ) H0 (G; H om(Ll., Z 2)) 
- H0 (G; H om(Z2(G/T), Z 2 )) 
- H0(T; Z2 ) 
""' llz. 
Logo, por (111.1.4) temos 
E(G,{G1 ,G2},Z2 ) =I+ 1- 2+ I=!. 
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(por (1.3.2)) 
(por (1.2.8)(ii)) 
(ii) Da mesma forma, usando (III.l.S)(ii}, temos a sequência exata 
O~ Z,(GfT) ~ Z,(GfG,) _:, Z, ~O 
e daí t. = Ker' oe Z,(G/T). 
Considerando o par grupo (G, {GI}) e o Z2G-módulo trivial Z2 temos 
H 0(G;Z2) = Z 2 , H 0(G1;Z2) = Z 2 e H 1(G,G1;Z2) = Z 2 . 
Logo, novamente por (111.1.4) temos E(G, G, Z 2 ) = I+ I- I+ I= 2. O 
(III.I.ll) Corolário: Seja G um grupo tal que dim H._ 1(G, Z 2 ) > I. 
Temos: 
(i) Se G1 e G2 são subgrupos de G tais que ( G, { G1 , G2 )) é um P D"-par, 
então G '=J G1 *T G2 para qualquer subgrupo T de G1 e G2 . 
(ii) Se G1 é um subgrupo de G tal que (G,GI) é um PDn-par então 
G '=J G1 *T,<T para qualquer subgrupo T de G1 • 
Demonstração: Sejam S1 = {G1 ,G2 } e S2 = {GI}. Seja i= 1 ou 2. Se 
( G, S;) é um P D"-par temos H'(G, S;; Z 2 ) oe Hn-I (G; Z 2 ) por (1.4.18). 
Além disso, H0 (G; Z 2 ) = H 0(S2 ; Z,) = Z2 e H0 (S1 ; Z 2 ) = Z, Ell Z 2 . 
Daí, usando (III.1.4), temos 
E(G,S,Z2 ) = l+l-2+dimH._1 (G;Z2) > 1 e 
E(G, S2,Z2) =I+ I- 1 + dim H._1 (G; Z 2 ) > 2. 
e o resultado segue da proposição anterior. o 
(III.1.12) Exemplo: Sejam G =< s > * < t >, S1 =< :5 >, S2 =< t > 
e S =< sts-1t-I >. 
Temos que H1 ( G; Z 2) = Z 2 Ell Z 2. 
De fato, como 7L2 é um 7L2G-módulo trivial, temos por [R,ll.4.4], que 
H 1(G; 7Lz) = Gab 0 7L 2 onde Gab denota o grupo quociente Gj[G, G]. 
Daí H'(G; Z 2) = (Z EB Z) 0 Z 2 = Z, EB Z,. 
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Agora, (G,S) é um PD2-par (ver {II.2.4)(i)). Logo, por {III.l.ll)(ii)) 
G :f S*T,<! para qualquer T subgrupo de S. 
Também podemos concluir que (G, {S1 , S2}) não é um PD2·par pois se fosse 
não poderíamos ter G = S1 *{l} S,, por (III.l.ll)(i). 
Finalizando este parágrafo, vamos ver uma interpretação topológica de 
E(G,S,M) em termos de pares Eilemberg-MacLane que generaliza (11.4.1). 
{III.l.I3) Proposição: Sejam (G,S) um par grupo com [G : SJ = oo, 
VS E S e A1 um Z 2G-módulo. Se (G,S) é reali::ado topologicamente por um par 
Ei/emberg-MacLane (X, Y) = f{(G,S; 1), então 
E(G S M) = 1 dim H'(X, Y; M) 
' ' + (liMs/Ma) 
ses 
onde M denota o sistema de coeficientes locais associado à M. 
Demonstração: É análoga a (11.4.1) usando o resultado (1.3.10). O 
111.2- Propriedades do Invariante E(G,S,M). 
Veremos neste parágrafo algumas propriedades de E(G,S,M). 
Antes disso, vamos ver uma interpretação de E(G,S,M) em termos de 
derivações e derivações principais, que generaliza o resultado (II.l.4). 
Sejam (G,S) um par grupo, S = {S;,i E !}eM um Z2G-módulo. 
Consideremos as aplicações 
res~: H1(G;M) ~ ITH'(S;;M) 
i e! 
dada na sequência exata (I.3.4)(i) e 
(res;);EJ : H'(G; M) ~ li H'(S;; M) 
i E/ 
[f] ~ ( ns;IJ]);EJ 
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onde resi = res~; : H 1 (G; M)--+ H 1 (Si; .A1) é a aplicação restrição, para cada i E/. 
Então temos: 
(ll1.2.1) Proposição: Se (G,S) é um par grupo eM é um Z,G.módulo 
então as aplicações resg e (resi)ie/ são iguais. Consequentemente se [G: Si]= oo, para 
todo i E I, então 
E(G,S,M)=i+dim nKerres; 
i E/ 
.. ~ Der(G,S;,M) 
com Aer resi _ P(G, Si,M) . 
Demonstração: Consideremos os isomorfismos naturais 
.p II H 1(G; H om(7L2 (GI S;), M)) _, H 1 (G; IT Hom((7L2(GI S;), M)) 
i E/ i E/ 
([f,]hi _, [!], 
onde f(g) = (J;(g) )i e I e 
p H 1 (G; II Hom(Z,(G I S;), M)) _, H 1 (G; Hom(\B 7L2 (G I S;), M) 
iEI iE/ 
[!] _, [h] 
onde h(g )(a;, + .. · +a;,) = (p;, o f)(g )( n;, ) + .. · + (p;, o J)(g )(o;,) e P;, são as projeções 
canônicas de IT Hom(Z,(GIS;),M). 
i E/ 
Podemos fatorar res~ e (res;)iei via o diagrama abaixo: 
H1 (G; H om(\B Z,(G I S;), M)) 
iE/ 
l p-1 
H 1 (G; II Hom(7L2(GI S;), M) 
i E! 
l .p-1 
IT H 1(G; H om(Z,(GI S;), M)) 
i E! 
(res;);Ef l s 
II H 1 (S;; M) 
i E/ 
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como resg = s o y_,-t o p-1 o e'" o 'f' e (resi)ieJ = s o (ei)ieJ o 'f'· 
Logo, para mostrar a igualdade das duas aplicações basta mostrar que 
(ei)ieJ = '1/J-1 o p-1 o e*, ~u simplesmente, e*= p o '1/J o (ei)iei· 
Temos que e* é induzida da aplicação: 
,# Hom(7L,,M) _, Hom($ 7L,(G/ S;), M) 
i E/ 
f _, f o• 
e ei é induzida de 
,# 
, Hom(7L 2 ,M) _, Hom(7L 2((G/ S;), M) 
f _, f o E:; 
, 
Sejam g EGeu~ a;,+···+ a;, E (B7L2(G/S;) 
i=l 
(e# o fl(g)(u) (f(g) o E)(u) 
- (f(g)oE)(a;, +···+a;,) 
f(g)(E(a;,) +···+é( a;,)) 
f(g )(E;, (a;,) + · · · + éi, (a;.)) 
p o .p o (•:J;EJ[f] - p o .P(kf o J]);E[ 
p([l]) (onde l(g) ~((<f o f)(g));EI) 
[h] e 
h(g)(u) h(g)(a;, +···+a;,) 
p;, o l(g )(a;,) + · · · + p;, o l(g )(a,,) 
((E~ o f)(g))(a;,) + · · · + ((•f. o fl(g))(a;,) 
J(g)(E,, (a,,)+···+ ,,,(a,,)) 
Portanto h~ E# o f e daí c"[!]~ [o# o f]~ [h]~ p o 1/J o (e;);E1[f]. 
Daí temos res~ = ( resi)iei. 
Suponhamos agora [G : Si] = oo, para todo i E J. Podemos então definir 
E(G,S,M), isto é, 
E(G,S,M) 1 + dim Ker resg 
I + dim Ker (res;);EJ 
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Mas, a E Ker (res;);EJ <* (res;(a));ei 
i E l,<=?a E nKer resi. 
iE/ 
Portanto Ker (resi)ie/ = n Ker TESj. 
i EI 
O <* res;(<>) O, para todo 
E(Gs ) . n Der(G,S;,M) Assim , , M = l + d1m Ker res; e Ker res; "< P(G S· M) por 
iE/ ' 1 ' (11.1.3). o 
Temos então as seguintes propriedades de E(G,S,A1), consequências da 
proposição anterior. 
(ll1.2.2) Corolário: Seja (G,S) um par grupo com S = {S;,i E I} ' 
{G: S;] = oo para todo i E J. Se s' = {S;k,ik E J' c I} i uma subfamaia de S então 
E(G,S,M) :<:; E(G,s',M) 
para qualquer 7l.2G-módulo M. 
Em particular E(G,S, M) :<:; E(G, S;, M) para todo i E I. 
. . 
Demonstração: Temos que n Ker TESjk ::> n Ker res;. 
Logo por (IIJ.2.l ), 
E(G,S,M) 
i~;El' iEI 
1 + dim n Ker re.s; 
iEJ 
< 1 + dim n Ker res;~. 
i" e!' 
E(G,S',M). 
(lll.2.3) Corolário: Se ( G, S) i um par grupo, S 
[G: S;] = oo para todo i E J, e S' ={H;:$ S;, i E I} então 
E(G,S,M) :<:; E(G,S',M) 
para todo Z 2G-módulo M. 
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o 
{S;, i E I} com 
Demonstração: Temos H; ::; S; ::; G e reli;; = res'i;; o res~;, para todo 
i E/. 
Daí, obviamente Ker res~, C Ker res»;> para todo i E J. 
Logo n Ker res~, c n Ker re.s~, e portanto o resultado segue da pro-
i e! iEl 
posição anterior. o 
(11!.2.4) Corolário: Se M e N sao 7L 2G-módulos e 1> : N ~ M um 
Z.2G-homom01:fismo que induz <P* : H 1(G; N) ----r H 1(G; .A1) monomorfismo, então 
. 
E(G,S,N) :S E(G,S,M). 
Demonstração: O Z2G-homomorfismo <P N ----r A! induz o diagrama 
comutativo, para todo i E J: 
H 1(G; N) •• H 1(G;M) ~
l res[" l resf1 
H 1(S;; N) •: H 1 (S;;M) ~ 
Seja i E I e a E Ker 1·esf". Então, 
resf1 o <f>'( a)= </>i o res;"(a) = </>i(O) =O. 
Potanto <P"(Ker re.sf") C Ker resfl. 
Daí temos 
n Ker rel'::::: <P*(n Ker Tesf) = n <P.(Ker Tes{") c n Ker resf1 
iEI iEl iEl iEl 
Logo, por (III.2.1) temos a desigualdade desejada. o 
(11!.2.5) Corolário: Seja (G,S) um par grupo com S = U S, = 
IEL 
{S;,i E I) onde S, = {S;, =R,, i, E J,}, e [G: S;] = oo Vi E/. Então E(G,S,M) = 
E(G,S',M) onde S' = {R,,l E L} eM é qualquer 7L2G-módulo. 
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Em particular, se S = { S; = S, i E I} então E( G, S, M) = E( G, S, M). 
Demonstração: 
E(G,S,M) - l+dim nKerres; 
iE/ 
- 1 + dim n n Ker resi1 
IELi1EJI 
- 1 + dim n Ker res1 
IEL 
- E(G,S',M). 
(TII.2.6) Exemplos: 
(por (III.2.1)) 
(pois resi1 = res1 para todo i1 E h) 
o 
(i) Consideremos o grupo G =< s > * < t >~ 7L * 7l.. e a família de 
subgrupos S ={51, 5'2} onde S1 =< sts-It-1 >::= 7L e 5 2 = [G, G] o subgrupo comutador 
de G. 
SejaM; o Z,G-módulo 7L.2(G/S;), i= L2. 
Então E(G,S,Z2(G/SI) = E(G,S,Z2(G/S2)) = 1. 
De fato, 
E(G, S, Z,(G/SI)) < E(G, 51 , Z 2 ( G/ SI)) (por (III.2.2)) · 
-
E(G, SI)= I (por (11.2.4)(i)) 
e E(G,S,7L.2(G/S2 )) < E( G, s,, 71.,( G / S,)) (por (III.2.2)) 
- E(G, S,) 
- e( G, S,) (por (JI.3.12)) 
- e(G/S2 ) (por (J1.3.2)(v)) 
- e(7l. l!l Z) = I (por 11.3.5). 
(ii) Sejam G um grupo, H $ S subgrupos de G com [G : SJ = oo. Então, 
por (11.2.3), temos 
E(G,S) :S E(G,H,Z,(G/S)) e 
E(G,S,ll.,(G/H)) :S E(G,H). 
Em particular se (G, H) é um Dn-par temos, aplicando (11.2.3), 
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E(G,S,Z2(G/H)) = 1 e se Sé normal em G temos e(G,S) S: E(G,H,Z,(G/S)) por 
(11.3.12). 
(iii) Sejam G um grupo e S = {S;, i E I) com [G : S;] = oo, para todo 
i E /. Consideremos a famíliaS' = {L,, i E I} tal que L1 = n S;, para todo i E J. Então 
iEl 
E(G,S,M) < E(G,S' ,M) (por (11.2.3)) 
E(G,L;,M) (por (11.2.5)) 
Portanto 
E(G,S,M) S: E(G, ns,,M). 
iEJ 
111.3: O Invariante E(G,S,M) e Dualidade. 
Neste parágrafo veremos alguns resultados envolvendo o invariante 
E(G,S,M), grupos e pares de dualidade. 
Sabemos que se (G,S) é um Dn-par então Sé finita, por (I.4.19)(H), e 
portanto denotaremos neste casoS= {St,i = 1,2, ... ,r}. 
Antes de estudarmos ·a-hwariante E(G,S,ft.f) vamos demonstrar algumas 
propriedades básicas envolvendo nn-pares. 
(lll.3.1) Proposição: Seja (G,S) um Dn-par com módulo dualizante C e 
S={Si,i=l,2, ... ,r}. Então: 
' ' (i) H1(G,S;Efjln<Ps,M,) = EJjM(' onde M, é um Z 2S;-módu/o para todo 
i=1 i=l 
i E I. 
(ii) H 1 (G,Si IncfjA1) =.A15 onde Sé um nn-l_ subgrupo de G com módulo 
dualizante Res~C e IM é um 7L2 S-módulo. 
Demonstração: {i) Consideremos (G,S) um Dn-par com módulo duali-
zante C. Por (I.4.19)(i) G é um nn-1-grupo. Além disso H;(G;-) preserva somas diretas. 
Daí 
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' ' 
H'(G, S; Ef)IncJ'IJlf;) 
-
Hn_,(G; C 0 (Ef)IncJ'I,M;)) (por dualidade) 
i=l Í=l 
' 
-
Hn_,(G; Ef)(C 0lnd~,M;)) 
i=l 
' 
- Ef)Hn_,(G;lncJ'I.(C 0 M;)) (por (!.2.10)) 
i=l 
' 
- Ef) Hn-I(S;; (C 0 M;)) (por (1.2.6)(i)) 
i=l 
' 
- Ef)H0(S;;M;) = Ef)M,5' (por (1.2.!9)(ii)) 
i= I iEJ 
(ii) É demonstrado de forma análoga a (i). o 
(111.3.2) Corolário: Se (G,S) é um Dn-par, S = {S,,i = 1,2, .. ·,r}. 
então 
' ' 
H 1 (G,S;Ef)Z,(GfS;)) = Ef)Z2. 
Í=l 
Demonstração: Z 2(G/S;) = Z 2G®s, Z 2 = lnd~,z,, por (1.2.3)(i). Logo 
basta aplicar a proposição anterior para !111 = 7L2 , i = 1, · · · , r. o 
(III.3.3) Corolário: Seja (G,S) um par grupo. Se (G,S) é realizado 
topologicamente por um par Eilemberg-AfacLane (X, Y) onde X é uma variedade compacta 
com bordo, de dimensão n, e y = ax, então o número dt componentes conexas de ax i 
igual a dim H'(G, S; Ef) Z2(G / S)) = dim H'(G, S; Z2 ( GfS)). 
ses 
Demonstração: Por (1.4.21) ternos que (G,S) é um PDn-par. SejaS= 
' {S;,i=J, .. ·,r}eY=UK(S,,l). 
i=l 
Por (111.3.2), dim H'(G,S; Ef) Z2(G/S)) =r que é o número de compo-
ses 
nentes conexas de Y. o 
(III.3.4) Exemplo; Sejam X o toro J"l menos r discos abertos e Y = 
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8X. Então, por [4, 111.9.2), (X, Y) é um par Eilernberg-MacLane realizando o par grupo 
" (G = IlJ(X), s = {S; = n, (Y;), i= I, ... , r}). Daí dim H'(G, S; EB Z,(G/ S;)) =r. 
i= I 
Veremos agora um resultado sobre nn-pares para o invariante E(G,S,M) 
que generaliza o resultado (11.2.3). 
(1!1.3.5) Proposição: Seja (G,S) um Dn-par, S {S;,i = l,···,r}. 
Suponhamos que [G : S] = oo para todo S E S. Então 
" (i) E(G, S, EB Jnd~;M;) = 1 onde .M; é um 7L2Si-módulo para i = 1, ... , r 
i= I 
com dim MP• < oo. 
(ii) Si =f Sj para i =f j e Si não é normal em G para i= 1, ... , r. 
Demonstração: Considere a sequência exata longa (I.3.4)(i) para o par 
" (G,S) tomando M = EJ7Ind~,M;. 
i:::: I 
r r r r 
O---; H0 (G; $Ind~M;) ___, EJ7H0(S,; EJ7Ind~,M;)!.. H1 (G,S;EJ7Ind~,M;) ..J. ·· · 
i=l j=I i=l i=l 
Temos 
" " H0(G;EJ7Ind~,Mi) EJ7H0(G; Ind~,M;) 
i=l i=l 
" EJ7(Ind~,M;)c =O (por (1.2.11)) 
i= I 
Daí ó é injetora. Por (Jll.3.1 )(i) temos 
. " " 
H 1(G,S;EJ7In4M;) oo EJ7M/'. 
i::::l i=I 
" 
e portanto, dim H 1 (G, S; E9Ind~Jt1,) < oo. Agora., 
i= I 
" " " " EJ7H0(S,; EJ7Ind~M;) EJ7[H0 (S;; lnd~,M,) 8 EB H 0(S,; lnd~,M;)] 
j::::l i=l j=l i#j=l 
, " 
$[(In41M,)
8
' Ell EB (Ind~,M;)8']. 
j=l i#j=l 
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r r r r r 
EJ1Mf' <-> \B(In<f%,M;)5' <-> \B[(Jn.J%1M;)51 E!J EJ1 (In.J%,M;) 5']..'.. EJ1Mf' j=l j=l j=t i:f-j=l j=l 
Usando o fato que dim MIJ é finita para j = 1, ... 1 r concluimos que: 
(In<f%,M;)5' = Mf' (i) 
(Ind~M;)5' =O para todo i i' j (2) 
' ' ' 
e dai dim EJ1H0(S;;EJ1In<f%,M;) = dim EJ1Mf' < oo 
j=l i=l i=l 
' 
Portanto, usando (Ill.J.4), temos E(G,S,EJ1Ind~,M;) =I 
i=l 
(ii) Tomando em (i) e (2), M; = Z 2 para i= I, ... , r temos 
Z 2(G/S;)5' = (IndfZ,) 5' = Z 2 
' 
Z 2(G/S;)5' = (Ind~,Z 2 ) 5' =O para i i' j 
(3) 
( 4) 
Segue daí que S; f::. Si para i f::. j e S; não é normal em G pois se fosse 
teriamos 7l.-2(GjSi) 5• = 7l. 2(G/S;) que é uma soma infinita de copias de 7L.2 . O 
(III.3.6) Corolário: Seja (G,S) um por grupo, S = {S;,i E I} com 
[G : S;] = oo, para todo i E J. Se e:riste S E S tal que (G, S) é um D71 -par então 
E(G,S,Ind~.l\1) = 1 para qualquer7l.2S-módulo 111 com dim 1115 < oo. 
Demonstração: Temos 
E(G,S,Ind~M) < E(G, S,Ind~M) (por (II1.2.5)) 
1 (por (JI!.3.5)(i)) o 
(III.3. 7) Exemplos: 
(i) Seja X igual a F menos r discos abertos onde F é uma superfície fechada 
' (r finito, r 2: 2 se F= S 2) e Y = 8X = U }i onde os }i são os bordos dos r-discos. Seja 
i=l 
S = {S; = ~,(Y;), i= 1, ... , r). Então por [4, Ill.9.2], temos que (G, S) é um P D2-par. 
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• 
Daí por (IIl.3.5)(i), E(G,S,ff)Ind~M,) 
i=l 
Z2S;- módulos com dim M;5' < oo, i= 1, ... , r. 
1 onde os M; são quaisquer 
Além disso, por (111.3.5)(ii) S, não é normal em G e Si =f:. Si , para todo 
i=Jj=l, ... ,r. 
(ii) Se em (i), F é uma superfície orientável de genus k ~ 1 e r= 1 então 
G = II1(X) é um grupo livre com geradores a 1, bl! a2 , b2, ••• , ak, bk, S1 é o grupo cíclico 
k 
gerado pelo produto de comutadores ll[a;, b.] e temos (G, S1 ) um P D'-par (ver [4, p.304[). 
i= I 
SejaS uma família qualquer de subgrupos de G tal que S1 E S. Então, 
para qualquer Z2S1-módulo M temos, por (111.3.6), que E(G,S,Ind~,l\1) = ). 
No artigo [lSL Kropholler e Roller demonstraram um resultado (lema 2.2) 
para P Dn-pares. A demonstração de Kropholler-Roller pode ser adaptada para nn-pares, 
mas aqui faremos uma demonstração diferente usando as formulas (3) e (4) contidas na 
demonstração da proposição anterior. 
Antes disto vamos recordar o conceito de comensurabilidade de subgrupos. 
Sejam S, T subgrupos de um grupo G. Dizemos que S é comensurável com 
T se [S : S n T] < oo e [T: T n S] < oo. 
O conjunto formado pelos g E G tal que Sé comensurável com 5 9 é denotado 
por Coma(S). 
Temos então o seguinte, 
(III.3.8) Proposição: Seja (G,S) um D"-par com módulo dualizante C e 
S ={Si, i= 1, ... , r}. Então uma das seguintes afirmações é verdadeira: 
(i) S consiste de um único subgrupoS com [G; 5] = 2. 
(i i) S consiste de duas cópias de G. 
(iii) [G: S] = oo e Coma(S) = S para todoS E S e S, não é comensurável 
com Sj partL todo i =F j e todo g E G. 
Demonstração: Suponhamos que exista S E S tal que [G : S] < oo. 
Consideremos o :Z2 G~módulo IncJ!iP Sonde P Sé o conjunto das partes de S. 
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Temos que PS pode ser identificado com Coindfl}:Z2 (ver (II.3)) e como 
[G: S] < oo, Ind'fPS = Coind'fPS. Daí 
(I) 
Seja agora a sequência exata longa para o par (G,S) e o Z2 G- módulo PG: 
O...., H 0(G;PG)...., H0 (S;PG)...., H 1(G,S;PG)...., H 1(G; PG)...., . .. 
Temos 
H'(G; PG) H'(G; Coindf1J71.2 ) 
- H'({!);71.,) (por (1.2.6)(ii) 
{
O sek>O 
z2 se k =o e 
H'(G,S;lnd~PS) (por(!)) 
H 0 (S; PS) (por (II1.3.I)(ii)) 
71., 
Logo temos a sequência exata curta: 
O...., 71.2 ...., H'(S;PG)...., 71.2 ...., O 
' 
Portanto H0(S; PG) = EB H 0(S;; PG) = 71., f!l 71.,. 
i=l 
Como 71. 2 ~ {0,Sd C (PG) 5;, temos que S tem no máximo dois subgrupos. 
Se S = { S1 , S2 } temos ( PG) 5• f!) ( PG) 5' = 71.2 f!)71. 2 e portanto ( PG) 5• oe 71.2 • 
Como {0, G) C (PG) 5• = {0, S;} temos que G = S; para i= I, 2. 
Portanto S = {G,G). 
Se S = {S) então (PG) 5 = 71. 2 f!) 71.2 • 
Logo (PG) 5 = {0,G,S,S0 ). Mas, se g1 E G- S, temos S 0 = Sg1 pois 
sSg1 = Sg1 , para todos E S. 
Daí G = S U Sg1 e temos [G: S) = 2. 
Suponhamos agora que [G: S;] = oo para i= 1, ... r. 
78 
Na demonstração de (III.3.5) vimos que 
7L,(GfS;)8' = { 0 
7L, 
se i# j 
se z = J 
Seja E um conjunto de representantes para as classes duplas SigS1 para i e 
j fixos com 1 representando a classe sjsi. 
Pela formula de Mackey 
Res~,7L,(G/S;) = EJ71nd~nsfg7L,. 
gEE 
Daí 
7L,(G/S;) 8' 
Daí [Si : Si n Sf] = oo pois caso contrário teriamos, 
H0(S;;Ind~'ns•97L,) = H0(S;;Coind~'ns•g7L,) = H0(S; n Sf;g7L2 ) "'7L, 
. ' . ' 
o que é um absurdo. 
Logo S, não é comensurável com Sf, para todo g -f- 1 em E. 
Daí, como a formula de Mackey é independente do conjunto E tomado. 
temos que Si não é comensurável com Sf, para todo g E G- Si· 
Portanto Coma(S;) = S; para algum i= 1, ... ,r. 
Se i=/= j temos que H 0 (Sj; Ind~1 ns9g?L2 ) =O para todo g E G. 
' ' 
Daí, pelo mesmo argumento acima, temos que [ SJ : SJ n Sf) = oo, para todo 
g E G. Portanto Si não é comensurável a um conjugado de S; par·a i f- j. O 
(III.3.9) Observação: 
(i) Como consequência desta proposição deduzimos que, se (G,S) é um 
Dn-par com [G: 5] = oo, VS E S, entâo S nâo é normal em G para todoS E S. 
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De fato, temos Na(S) = {g E G : gSg-1 ·= S) C Comc(S). Se S fosse 
normal a G teriamos Coma(S) = NG(S) = G, o que não acontece. Já tinhamos chegado 
a este resultado em (IIL3.4)(ii). 
(ii) Uma outra observação a fazer é que não perdemos muito supondo em 
(III.3.5) que [G : S[ = oo para todo S E S já que é o que ocorre na grande maioria dos 
casos, pela proposição anterior. 
(iii) Do resultado anterior não é possível concluir que Si # Si para i f; j, 
mas isto é verdadeiro por (111.3.5)(ii). 
Finalizando este parágrafo, vamos ver mais alguns resultados que podem 
ser interessantes em alguns calculas do invariante E(G,S, 'M). 
(III.3.10) Proposição: Se (G,S) é um D"-par com [G: S] = oo para 
todo S E S e T é um subgrupo de G com dimensão homologica hdT :S n - 2, então 
E(G,S,IndfM) = l paraM um 7L 2T-módulo com dim MT < oo. 
Demonstração: Consideremos a sequência exata lOnga 
O_, Ha(G; IndfM) _, H 0 (S; lndfM) _, H1(G,S; lnd~M) _, · · · 
Temos [G: T] = oo pois se [G: T] < oo teriamos hdT = n-1 por (1.4.7)(iii). 
Logo H 0 (G; Ind?M) =O por (1.2.11). 
Ainda 
H.-1(G;C®lnd7M) 
Hn-1 (T; C® M) 
o 
(por dualidade) 
((por (1.2.10) e (1.2.6)) 
(pois hdT S n- 2). 
Daí H 0(S; Ind7M) =O e temos, aplicando (lli.L4), o resultado desejado. 
o 
(III.3.11) Proposi.,;ão: Seja (G,S) um Dn-par com módulo dualizante C 
e [G: SJ = oo para todoS E S. Sejam T um nn- 1 -subgrupo de G com módulo dualizante 
Res~C eM um 7l.. 2T -módulo com dim A1T = r < oo. Então E(G, S; Ind~Af) ::; r+ 1. 
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Demonstra<;ão: -Temos que [G : T} = oo pois se [G : TJ fosse finito, por 
(I.4.16)(i), teriamos que o módulo dualizante de T seria .6..0 C, o que não é verdade, visto 
que, do fato de [G: S} = oo, VS E S, temos que .ó.. é a soma de mais de uma cópia de 
z,. 
Além disso, por (111.3.1)(ii), temos 
Logo usando a sequência exata longa (1.3.4)(i) temos que 
O :S dim H 0 (S; Ind']M) :Sr. 
Temos então, por (111.1.4), E(G,S,Ind'fM) :S r+ 1. o 
(III.3.12) Corolário: Se na proposição anterior TE S então 
E(G,S,Ind~M) = 1 
para todo 7l.2T -módulo 111 com dim ]1fT < oo. 
Demonstração: Sabemos que, 
H0(S;Ind~M) = H'(T;Ind~M) llJ EB H'(S;Ind']M). 
SES,So/:-T 
Usando a formula de Mackey, temos que 
H0 (T; lnd'fM) = H0(T; M) llJ E!J H0(T; Ind~nT•gM), 
gEE,g-:j.l 
onde E é um conjunto de representantes para as classes duplas TgT. 
Logo dimMT < dimH0(T;lnd'fM) < dimH0 (S;Ind'fM) < 
dim H 1(G,S;Ind'fM) = dim MT 
Portanto dim H 0 (S; Jnd~J11) = dim 111T. 
Aplicando (111.1.4) temos E(G,S,Ind~M) = 1. o 
(III.3.13) Corolário: Nas hipóteses da proposição anterior considerando 
M = 71.2 temos que E(G, S, 7L.2(G /T)) :S 2. Em particular se S = {S) e S n T5 = {1 ), 
para todo g E G, então E(G,S,7L2(G/T)) = 2. 
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Demonstração: Que E(G,S, Z2(G/T)) :S 2 é óbvio. Se S = {S} e 
S n T0 = {1} temos, aplicando a formula de Mackey, que H'(S; Z2(G/T)) 
nos dá o resultado desejado. 
O o que 
D 
111.4- O invariante E(G,S) 
Neste parágrafo estudaremos o invariante E(G,S) e sua relação com o end 
e(G) definido por Freudenthal-Hopf-Specker. Veremos também que este invariante está 
intimamente relacionado com a teoria de decomposição de grupos sobre subgrupos finitos 
e com a teoria de decomposição adaptada a uma família finita de subgrupos. 
Recordemos inicialmente a definição de E(G,S). 
(III.4.1) Definição: Seja (G,S)· um par grupo com S = {S;, ' E I} e 
[G: S;] = oo para todo i E I. Definimos 
E(G,S) = 1 + dim I(er res~ 
i E/ 
(I.3.4}(i}. 
E(G,S) é um invariante na variável (G,S), como mostra o seguinte lema. 
(III.4.2) Lema: Sejam (G,S) e (L, 'R) par grupos com S = {S;, i E I}, 
n ={R;, i E J), e [G: S;] = oo, Vi E I. Se a: (G,S) __,(L, 'R) é um isomorfismo 
de pares então E(G,S) =E( L, 1<). 
Demonstração; O isomorfismo o consiste de 
(a) a: G --t L isomorfismo de grupos. 
(b) ":I- J bijeção tal que a(S;) = R,(i)· 
Seja <f: Z 2L __, Z 2G onde </;(/) = a-1 (1). Temos <f(a(g).l) = a-1 (1) = 
g.<f(l). Logo</> satisfaz: 
(c) 4J: 7L. 2L -t 7L. 2G é um isomorfismo na categoria C e por (III.l.3) temos 
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que 
E(G,S,Z2G) = E(L, R,Z,L) 
o que nos dá o resultado desejado. o 
O invariante E( G, S) tem as seguintes propriedades que serão bastante úteis 
em todo este parágrafo. 
(III.4.3) Proposição: Seja (G,S) um par grupo com S = {S;, i E I) e 
[G: S;] = oo para todo í E/. Valem as seguintes propriedades: 
(i) Se s' = {S;., i, E J' c I) então E(G,S) $ E(G,S'). Em particular 
E(G,S) $ E(G, S;), Vi E J. 
(ii) Se S' ={H;$ S,, i E I) então E(G,S) $ E(G,S'). 
(iii) Se S = US, com s, = {S;, =R,, i, E I, C 1), s' ={R,, I E L} 
I e L 
então E(G,S) = E(G,S'). Em particu[al' se S; = S para todo i E I temos E(G,S) = 
E(G,S). 
(iv) E(G,S) = E(G, n S;), 
iEJ 
(v) Se R= {S; E SI S; é infinito), então E(G,S) = E(G, R). 
Demonstração: (i)·(iv) decorre imediatamente de (111.2.2), (111.2.3), 
(III.2.5) e (IIL2.6)(iii). 
(v) Se S f; R então existe S; E S tal que S; é finito. Temos que 
res; : H 1 ( G; Z 2G) -+ H 1 ( S;; Z2G) é a aplicação nula. De fato, considere E um con-
junto de representantes para as classes S;g. Temos então 
H 1(S;; 7L2G) H'(S;; EJ3 Indfj)g7L,) (pela formula de Mackey) 
gEE 
- EB H'(S;;Indf{)g7L 2) (por (1.4.4)) 
oEE 
EJ3 H'(S;; Coind{j)g7L,) (por (1.2.5)) 
oEE 
EBH'({l};gZ,) = o (por (L2.6)(ii)). 
gEE 
Daí Ker res; = H'(G; 7L2G), VS; E S, S; finito. 
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Logo 
E(G,S)- l+dim( n Kerres;n 
S; finito s) infinito 
I+ dim (H1(G; 7L,G) n 
s) infinito 
- E(G,R). o 
Veremos agora que o invariante E(G,S) assume sempre o valor 1 quando G 
e S satisfazem certas propriedades de dualidade. Isto ocorre também com o end clássico 
e(G), que é sempre 1, se G é um nn~grupo, n > 1. 
(III.4.4) Proposição: 
(i) Se (G, S) é um Dn-par com [G S] oo para todo S E S então 
E(G,S) ~I. 
(ii) Se (G,S) é um par grupo com [G: S] ~ oo, para todoS E S e (G, T) 
é um Dn-pa1· para algum TE S então E(G,S) = 1. 
(iii) Se G é um nn-grupo com módulo dualizante C e n > 1 então 
E(G,S) =I para qualquer famaía S de subgrupos de G, com [G: SJ = oo, VS E S. 
T = {1}. 
Demonstração: (i) Decorre imediatamente de (II1.3.10) para M = 7L2 e 
(ii) Decorre de (Jil.4.3)(i) e de (i). 
(iii) Temos que 
Hn-I(G; C® 7L,G) 
Hn-I(G; lnd'(l)(C ® 7L,)) 
Hn-I({I};C®7L,) 
o 
(por dualidade) 
(por (1.2.10) 
(por (1.2.6)(i)) 
(poisn>l) 
Portanto, como Ker resg C H 1(G; 7l.2G), temos o resultado desejado. O 
Estudaremos agora a relação entre o invariante E(G,S) e o end clássico 
e(G). Veremos que E(G,S) está intimamente relacionado com e(G). Por exemplo, se G 
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é infinito finitamente gerado, e(G) assume somente os valores 1, 2 ou oo (ver (11.3.6)(i)). 
Vale um resultado análogo, porém com uma hipótese mais fraca, para E(G,S). Não 
sabemos se o mesmo é verdadeiro sob hipóteses mais gerais. Veremos também que em 
muitos casos E(G,S) coincide com e(G), mas a igualdade não é sempre verdadeira. 
(III.4.5) Proposição: Seja (G,S) um par grupa com [G : SJ = oo para 
todoS E S. Se G é finitamente gerado com vcdG < oo, então E(G,S) assume somente 
os valores 11 2ou oo. 
Demonstração: Como, por hipótese, G é finitamente gerado com 
vcdG < oo, então, por (11.3.8), qualquer Z2G-submódulo de H 1(G; Z2G) tem dimensão 
o, 1 ou 00. 
Temos queres~, : H1 (G,7l.. 2G) ---+ H 1 (Sii Z 2G) é um Z 2G-homomorfismo, 
onde H 1 ( -; 7!.. 2G) é visto como 7!..2G-módulo com a ação à direita [f].g = [f.g] onde 
(J.g)(x) = f(x)g. 
Logo res:l = (res~)EI é um 7L 2G- homomorfismo e daí Ker res~ tem di-
mensão O, 1 ou oo, o que prova a proposição. o 
(III.4.6) Proposição: Seja (G,S) um par grupo com [G: SJ = oo pára 
todo S E S. Então 
(i) E(G,S) <: e(G). Em particular, se e(G) = 1 então E(G,S) = 1. 
(ii) Se cada SE Sé finito temos E(G,S) = e(G). 
(iii) Se cada S E S é finitamente gerado e e( S) = 1 então E( G, S) = e( G). 
(iv) Se e(G) = 2 temos que E(G, S) = 2. 
Demonstração: (i) Por (11.3.7) temos e(G) = 1 + dim H 1 (G; Z2G). Por-
tanto, como Ker resg C H 1 ( G; 7L2G), temos 
E(G,S) = 1 +dim Ker res~ <: 1 +dim H 1(G;Z,G) = e(G). 
Para demonstrar (ii) e (iii) considere a sequência exata (1.3.4)(i) paraM;:;;: 
Z 2 G: 
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resG o~ II H 0(S;; Z,G) ~ H'(G, S; Z,G) ~ H 1(G; Z,G) ~ II H 1(S;; Z,G) ~ .... 
iel iEI 
Pela formula de Mackey (J.2.3)(ii), temos, para todoS E S, 
Res~7L2G = Res~Ind!f.l}7L2 = EB lnd11}9Z2, 
gEE 
onde E é um conjunto de representantes para as classes duplas Sg{l} = Sg. 
Daí temos, para todo SE S, 
H 1 ( S; EB I ndfl)g z,) 
gEE 
EB H'(S; Indfl)gZ2 ) (por (1.4.4)). 
gEE 
Se cada S E S é finito temos 
H 1 (S; Coindfl)gZ2 ) (por (1.2.5)) 
H1 ({1};gZ2 ) (por (J.2.6)(ii)) 
O. 
Se e(S) = I para cada S E S, temos que Sé infinito (por (11.3.2)(ii)), e 
H1 (S;Indfl)gZ,) "'H'(S;Z,S) =O (por (11.3.7)). 
Em qualquer caso, temos 
IT H'(S;Z,G) = Il(EBH'(S;Jndfl}gZ,)) =0. 
se.s se.s gEE 
Daí Ker res~ = H'(G; Z,G) e por (!1.3.7) temos E(G; S) = e(G). 
(iv) Se e(G) = 2 é conhecido que qualquer subgrupo de G ou é finito ou tem 
índice finito em G. 
De fato, se e(G) = 2, por [25, teo. 5.12], temos que G tem um subgrupo 
cíclico infinito H com [G: HJ < oo. SejaS um subgrupo qualquer de G. Então S n H= 
{I} ou [H: SnH] < oo 
Como [S: S n H] :S [G: H] < oo então Sé finito se S n H = {I). 
Por outro lado, se SnH # {1}, [G: SnH] :S [G: H][H: SnH] < oo e daí 
[G: S] :S [G: S n H] < oo. Portanto [G: S] < oo. 
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Logo, corno por hipótese [G : S] :;;; oo para todo S E S, ternos que S é 
finito, para todoS E S. Aplicando (ii) temos o resultado. o 
A igualdade E( G, S) :;;; e( G) nem sempre ocorre como mostra os exemplos 
abaixo: 
(111.4. 7) Exemplos: 
{i) Seja (G,S) um par grupo tal que qualquer SE Sé infinito e normal em 
G. Por [20, p.355] temos, para cada SE S, a seguinte sequência exata: 
G 
O..., H 1(G/S;(Z2G)5 ) 1:. H1(G;Z2G) '":j H 1(S;Z 2G). 
Mas, aplicando a formula de Ma.ckey e o mesmo raciocínio da. demonstração 
de (lll.4.6)(ii) · (iii), temos 
(Z,G)5 H 0(S;Z 2G) 
Ef7 H0 (S; Indfl)gZ2 ) 
gEE 
- EfJ(Indf1)gZ2 )5 =O (por (1.2.11)). 
gEE 
Daí H 1(G/S; (Z,G)') =O o que nos dá O= lm p = Ker res~ para todo 
SE S. 
Portanto Ker res~ = n Ker res~:;;; O e temos E(G,S):;;; 1. 
SeS 
Assim temos infinitos exemplos em que E( G, S) não coincide com e(G). Por 
exemplo, se G é o grupo livre gerado por x 11 x 2, ••• ,xn, n > 1, temos que e(G) = oc 
(ver resultado (III.4.10) abaixo) e se S ::::: [G, G] é o subgrupo comutador de G temos 
E(G, S) = 1, pelo exposto acima. 
(ii) Se (G,S) é o PD'-par do exemplo (111.3.7)(ii) temos E(G,S) = 1, por 
(III.4.4)(i), e e(G) = oo. 
Pela proposição anterior, vemos que, para grupos finitamente gerados, a 
desigualdade E(G,S) < e(G) somente pode ocorrer nos casos em que e(G):;;; oo. Isto 
pode ocorrer por exemplo se G se decompõe sobre um subgrupo finito (ver definições 
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(III.1.5) e (III.1.6) e observação (111.!.9)). Nos exemplos acima G é livre e daí se decompõe 
sobre o subgrupo trivial { 1}. 
Muitos resultados importantes sobre decomposição de grupos, envolvendo 
ends, foram provados em [28] e [29] por Stallings. Recordaremos aqui alguns destes 
resultados. 
(111.4.8) Seja G um grupo. Se G se decompõe sobre um subgrupo finito 
então e(G) ;;::: 2. Reciprocamente, se G é finitamente gerado e e(G) ;:::: 2 então G se 
decompõe sobre um subgrupo finito. 
(111.4.9) Se G = G1 *r G2 onde T é um subgrupo prÓprio finito de G1 e 
G2 , de índice maior Ou igual a 3 em G2 , então e(G) = oo. 
T é um subgrupo próprio finito de G1 então e(G) = oo. 
(III.4.10) Um grupo G finitamente gerado livre de torsão pode ser escrito 
como um produto litwe não trivial G1 * G2 se e somente se e(G) = oo. 
(II1.4.11) Observação: 
(i) A segunda parte do resultado (II1.4.8) é conhecido como Teorema de 
Estrutura de Stallings e é um resultado muito importante da teoria de ends. 
(ii) Em (111.4.8) temos E(G, T) = e(G) 2: 2 e em (111.4.9) temos em qual-
quer caso E(G,T) = e(G) = oo. Isto segue de (111.4.6)(ii). 
Estamos interessados em calcular E(G,S) quando G se decompõe sobre um 
subgrupo finito T e S ={Si, i E I} com cada S; C G1 ou G2 se G = G1 *T G2 ou 
cada Si C G1 se G = G1*y,o. Por (III.1.9) não precisamos supor que [G: S;] = oo, para 
todo i E I, pois isto já é verdadeiro nestes casos. 
Primeiramente, vejamos um resultado em que G1 e G2 são finitos: 
(III.4.12) Proposição: Seja (G,S) um par grupo com S = {S;, i E I}. 
Suponhamos que G se decompõe sobre um subgrupo finito T. 
(i) Se G = G1 *T G2 , G1 e G2 finitos e cada Si está contido em G1 ou 
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G2 , Vi E J, então E(G,S) 2:2. 
{ii) Se G = G1•T.o, G, finito e S, c G,, Vi E J, então E(G,S) 2:2. 
Demonstração: Em qualquer caso S; é finito para todo i E I. Daí 
E(G,S) = e(G) > 2 (por {111.4.6){ii) e {111.4.8){ii)). D 
Vamos estudar agora que valores E( G, S) pode assumir quando G se de-
compõe sobre um subgrupo finito T onde pelo menos um dos subgrupos G1 ou G2 é 
infinito. 
Temos o seguinte resultado: 
(111.4.13) Proposição: Seja (G,S) um par grupo com S = {S;, i E I}. 
Suponhamos que G se decompõe sobre um subgrupo finito T. 
(i) Se G = G1 *T G2 , com Gh G2 infinitos e cada S; contido em G1 ou 
G2 então E(G,S) = oo. 
(ii) Se G = G1 *T G'2 com apenas um dos subgrupos Gt ou G2 finitos e 
cada S; contido em G1 ou G2 então E(G,S) > 2. 
(iii) Se G = G1 *T/h com G1 infinito e cada S; C G11 então 
E(G,S) = oo. 
Demonstração: (i) Vamos calcular primeiramente E( G, { G., G2 } ). 
Por (Ill.!.S) temos que L>= 1\er EC :e Z 2(G/T). Logo Hom(L>,Z,G) é 
Z 2G-isomorfo a H om(Z,(G /T), Z 2 ). 
Consideremos a sequência exata (1.3.4){i) para o par (G, { G1 , G2 }) e M = 
O~ H 0(G; 7L,G) ~ H 0(G1 ; 7l..,G) EB H 0 ( G,; 7l..2G) ~ H'(G, { G,, G,); Z 2G) .!, · · ·. 
Temos que H 0 ( G; Z 2G) = O, por (1.2.11). 
Usando a formula de Mackey e o fato de G; ser infinito, i= 1,2, temos, 
aplicando o mesmo raciecínio de (III.4.7)(i), que H 0(Gi;Z2G) =O. 
Agora, considerando E um conjunto de representantes para as classes Tg, 
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temos 
H0 (G; Hom(Ll, Z,G)) 
~ H 0 (G; Hom(Z2(GfT), Z2G)) 
~ H 0(T;Z 2G) 
- H0 (T; EJ1 Indf1 )gZ2 ) 
sE E 
EJ1 H0 (T; Indfl)gZ,) 
gEE 
- EB H0 ( {l};gZ2 ) 
gEE 
EJ:)gZ,. 
gEE 
(por definição) 
(por (!.2.8)(ii)) 
(pela formula de Mackey) 
(por (1.4.4)) 
(por (1.2.6)(ii)) 
Logo I\er res{ct.Gz} 
E(G,{G1,G2}) = oo. 
H1 (G,{G~oG,);Z,G) e portanto temos 
Consideremos agora as subfamílias de S, 
S1 ={S1,1ELjS,cGJ) e 
S, = {5;, j E J I S; c G, e J n L= 0}. 
Portanto S = S1 U S 2 (união feita considerando-se a união disjunta dos 
conjuntos de índices). 
Sejam s; ={R,= G, 1 E L} e s; ={R;= G2 , j E J}. 
Se S2 = 0 temos que Si C G1 , Vi E J. Logo 
E(G,S) E(G,S,) 
> E(G,S;) 
E(G,G1 ) 
> E(G,{G,G2 }) 
-
- 00. 
Analogamente se S1 = 0. 
Suponhamos agora S1 i- 0 e S 2 i- 0. 
Então temos, 
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(por (lll.4.3)(ii)) 
(por (111.4.3)(iii)) 
(por (l!J.4.3)(i)) 
E(G,S) E((G,S, u S2 ) 
> E(a,s; u s;) (por (III.4.3)(ii)) 
E(G,{G,G2}) (por (111.4.3)(iii)) 
oo, 
como queríamos. 
(ii) Como em (i) vamos calcular primeiramente E(G, { G1 , G2 } ). Suponha-
mos G1 finito e G2 infinito. 
Consideremos a sequência de Mayer-Vietoris para G = G1 *rG2 e M = 71..2G 
(ver [2, teo. 2.10]), 
O--> H"(G; 71.2G)--> H0 (G1 ; 71.2G) ffJ H0 (G2 ; 71. 2G) ..é, H0 (T; 71.2G) ..'.. 
(resG resG ) 
..'.. H 1 ( G; 71.2G) G>'_, a, H 1 ( G1 ; 71.,G)ffJH1 ( G2; 71.,G) --> · · · 
A aplicação r é definida por r(f1 ,f2) = res~1 f 1 - res~~ j 2 e por (111.2.1) 
E(G, { G1 , G2 }) = 1 + dim Ker (resg,, resg,). 
Como G e G2 são infinitos, prova-se usando o mesmo raciocínio de (i) que 
H 0 (G; 7l.2G) =O e H 0 (G 2; 7l2G) =O. Logo temos a sequência exata 
Mas H 0(G1 ;71.2G) = (71.2G)G' e H0 (T;71.2G) = (71.2G)T e temos a inclusão 
(71.,G)Gr "-. (71.,G)T. 
É fácil ver que res~1 é sobrejetora se, e somente se, j é sobrejetora. Ternos 
também que 7l..2G pode ser identificado com o conjunto formado pelos subconjuntos finitos 
de G, FG (ver 11.3). 
Daí podemos ve1 j '(FG)G' --> (FGjT I j(A) =A. 
Çomo T é finito e tT = T, \ft E T, temos que TE (FG)T. 
Mas T f/. (FG)c'. De fato, se T E (FG)c, teríamos g1T = T, \lg1 E G1 e 
daí Gr/T = {T}, o que nos dá G1 = T que é uma contradição por (111.1.6). 
Portanto j, e logo resf1 , não é sobrejetora. 
Se E( G, { G1 , G2 }) = 1 teríamos Ker ( resg1 , resg2 ) = O = lm 6 e daí res~1 
seria isomorfismo, o que não é verdade. 
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Disto concluimos que E(G, { G" G2 }) 2: 2. 
Procedendo da mesma forma que em (i) prova-se que E(G,S) 2: 2 paraS 
uma família qualquer de subgrupos de G contidos em G1 ou G2 . 
Para dem~nstrar (iii) usamos o mesmo raciocínio de (i) para provar que 
H 0 ( G; 7l.2G) = O, H 0( G1; 7l.2G) = O e H 1 ( G, G1; 7l.2G) = H 0(T; Z,G) = EIJ g7l.2, onde 
gEE 
E é um conjunto de representantes para as classes Tg, g E G. 
Daí dim Ker resg1 = dim H
1( G, Gt i Z2G) = co e portanto E( G, G1 ) = oo. 
SejaS'= {R;= G" i E I}. 
Então temos, 
E(G,S) > E(G,S') (por (III.4.3)(ii)) 
E(G, GJ) (por (III.4.3)(iii) 
00. o 
Um caso particular do resultado {III.4.9) e uma parte de (111.4.10) podem 
ser vistos como consequência da proposição anterior. De fato temos: 
finito T. 
(II1.4.14) Corolário: Seja G um grupo que se decompõe sobre um subgrupo . 
(i) Se G = G1 *T G2 , com G1 , G2 infinitos , então e(G) = oo. 
(ii) Se G = Gt*T,B, onde G1 é infinito, então e(G) = oo. 
(iii) Se T = {I}, G liv1·e de torsão, então e(G) = oo. 
Demonstração: Segue imediatamente da proposição anterior usando a 
desigualdade E(G, S) S e(G). o 
Em (III.4.13) computamos o im·ariante E( G, S) no caso em que a decom-
posição de Gera sobre um subgrupo finito T. Podemos também calcular E(G,S) no 
caso em que T é infinito e Sé uma família particular de subgrupos de G, como mostra o 
seguinte resultado. 
(III.4.15) Proposição: Seja G um grupo que se decompõe sobre um sub-
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grupo infinito T. 
(i) Se G = G1 •rG2 , então E(G,{G,,G2 }) =I. 
(ii) Se G = G1•r.a, então E(G, G.) =I. 
Demonstração: Como T é infinito e é subgrupo de ambos os grupos G1 
e G2 então G1 e G2 são infinitos. 
Para calcular E(G,{G1,G2 )) em (i) e E(G,G1 ) em (ii) procedemos como 
na demonstraçiW de (111.4.13) para provar que: 
H1 (G,{G1,G2};Z2G)=H0(T;Z2G)=O se G=G1 •rG2 e 
H'(G,G1;Z2G) = H0 (T;Z2G) =O se G = G1•r.8 , pois T é infinito em 
ambOs os casos. o 
Vamos agora ver a relação de nosso invariante com decomposição de grupos 
adaptada ao par grupo (G,S) com S finita. Primeiramente vamos recordar a definição 
deste conceito. Esta definição pode ser encontrada em [21]. 
(111.4.16) Definição: Seja (G,S) um par grupo com S = {S;, i= I, ... , m ). 
Uma decomposição G = G1 *T G2 ou G = G1 *T,B 1 de G sobre T é chamada adaptada 
ao par grupo (G,S) se T é finito e todo subg1·upo Si é conjugado a um subgrupo de G1 ou 
de G2 . Se tal decomposição existe dizemos que o par grupo (G,S) é adaptado. 
Existe um critério cohomológico para um par grupo ( G, S), onde G é finita-
mente gerado, ser adaptado, que é uma condição suficiente. A condição é que a intersecção 
dos núcleos das aplicações restriçôes, res, : H 1 ( Gi :Z2G) --+ H 1(Si; :Z2G), i = 1, ... , m, 
seja não nulo. 
Se S == 0, este critério é apenas o teorema de estrutura de Stallings para 
grupos finitamente gerados com mais que um end (ver (111.4.11)). O resultado de Stallings 
foi estendido por Swan [30] no caso em que m = 1 e G é livre de torsão. O caso geral 
foi prova.do por Swarup em [31]. 
Este critério pode ser traduzido em termos do invariante E(G,S). De fato, 
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por (II1.2.1), temos que 
E(G,S) = 1 + dim n Ker res;. 
iEl 
Daí, o resultado de Swarup pode ser enunciado da seguinte forma: 
(II1.4.17) Teorema: Seja (G,S) um par grupo com G finitamente gerado 
e S = {S;, i= 1, ... ,m}. Se E(G,S) 2 2 então (G,S) é adaptado. O 
Em [21] Müller também estudou decomposições adaptadas. Neste trabalho 
ele afirma que a reciproca de (111.4.17) é verdadeira sem a hipótese de G ser finitamente 
gerado. 
Na literatura pesquisada, não encontramos a demonstração deste fato, mas 
faremos aqui uma demonstração usando o nosso invariante e suas propriedades. 
(III.4.18) Teorema: Seja (G,S) um par grupo comS = {S;, i= 1, ... ,m). 
Se (G, S) é adaptado então E(G, S) 2 2. 
Demonstração: Por hipótese temos que (G,S) é adaptado. Daí, por 
(11!.4.16), G se decompõe sobre um subgrupo finito Te cada Si é conjugado a um subgrupo 
Hi de G1 ou de G2 • 
Logo existe 9i E G tal que Si = gi1 Higi, com Hi ~ G1 ou Hi :::;: G2, 
i= l, ... ,m. 
Sejas'= {H;, i= 1, ... ,m). Usando os resultados (111.4.12) e (111.4.13), 
temos que E(G,S') 2 2. 
Considere as aplicações de pares 
,p,: (S,, Z,G) ~(H,, Z 2G), i= 1, ... , m, 
consistindo de: 
(a) <p; s 
' 
~ H, isomorfismo de grupos 
s ~ -I 9iS9i 
(b) q,, z,c ~ Z,G isomorfismo de grupos 
X ~ 
-I 9i x. 
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Temos que rj:l; é compatível com r.p;. De fato, q);(r.p;(s).x) ==::: ch(g;sg;1x) = 
-1 -1 -1 ~ ( ) 9; 9i89; X = 89; X = S'f'i X • 
Portanto, 
Daí por (1.1.7), temos induzido, para i= 1, ... , m, os isornorfismos 
'1/Ji : H1(H;; 7L,G) ___, H 1(S;; 7L2G) 
lfl ___, Wlfl =[~,o f o"''[. 
Agora considere 
n m 
,p·: EJ7H 1(H,;7L 2G) ___, EJ7H1(S;;7L,G) 
i=l i=l 
Claramente '1/;* é isomorfismo. 
Considere o diagrama: 
re~G m 
H 1(G; 7L,G) -i EB H 1(H;; 7L,G) 
l res~ 
m 
EJ7H 1(S;; 7L 2G). 
i=l 
Vamos provar que este diagrama é comutativo. Temos, 
,p·ores~,[f[ = ,p•([f(H,[, ... ,IJIHmiJ 
= ([~1 O f(H1 O \?1], · • ·'[~mO fiHm 0 l'miJ· 
Agora, <h o fiH; o '{J; : S; ---t 7L2G, é tal que 
~i o f(H, o \?i( S) ~i o !(H. (g;sg; 1) 
9i1 f(g;sgi 1 ) 
gi 1(g;f(sgi 1 ) + f(gi)) 
f( sgi 1 ) + 9i1 f(g;) 
sf(gi 1 ) + f(s) + 9i1 f(g;) 
(definição de l'i) 
(definiçio de ,P;) 
(f é derivação) 
(f é derivação). 
Mas O= f(l) = f(gi 19;) = g,- 1 f(g;) + f(Yi 1 ) e daí f(gi 1 ) = 9i1 f(g;). 
f(s) + sf(gi1 ) + f(gi 1 ) 
f(s) + d11,;•/s) 
f1s,(s) + d11,,,)(s). 
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Logo, 
</>;o fiH; o 'P = f1s; + df{si"')• df{s;'! E P(S;, M) (i) 
Por outro lado, res~'lf) = ([fls,J, ... , lfisJ). Mas por (i) temos 
[</>;o fiH; o 'f';)= [fls; + d1t,;'!) = [fls;J, Vi= I, ... , m. 
Assim, res~[f} = '1/;* o res~,[f}. Isto nos dá Ker res~ = Ker res~,, pois 'ljl'* 
é isomorfismo. 
Daí E(G,S) = E(G,S') ::0:2 como queriamos. o 
Finalizando este capítulo vamos ver um exemplo de aplicação do resultado 
anterior. 
(III.4.19) Exemplo: Seja (G,S) um PD2-par sobre Z (daí é um PD2-par 
sobre :Z2) com [G: S} = oo, 'VS E S. Então G é um D1-grupo, que não é PD1 . Logo 
G é livre de posto maior que 1 (ver [3]) e e( G) = oo. Temos que G se decompõe sobre o 
subgrupo T = {I} mas o par ( G, S) não é adaptado pois E( G, S) = I, por (11!.4.4)(i). 
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