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Abstract—Increasing attention has recently been given to the
inference of sparse networks. In biology, for example, most
molecules only bind to a small number of other molecules, leading
to sparse molecular interaction networks. To achieve sparseness,
a common approach consists of applying weighted penalties to the
number of links between nodes in the network and the complexity
of the dynamics of existing links. The selection of proper weights,
however, is non-trivial. Alternatively, this paper proposes a novel
data-driven method, called GESBL, that is able to penalise both
network sparsity and model complexity without any tuning.
GESBL combines Sparse Bayesian Learning (SBL) and Group
Sparse Bayesian Learning (GSBL) to introduce penalties for
complexity, both in terms of element (system order of nonzero
connections) and group sparsity (network topology). The paper
considers a class of sparse linear time-invariant networks where
the dynamics are represented by multivariable ARX models.
Data generated from sparse random ARX networks and synthetic
gene regulatory networks indicate that our method, on average,
considerably outperforms existing state-of-the-art methods. The
proposed method can be applied to a wide range of fields, from
systems biology applications in signalling and genetic regulatory
networks to power systems.1
Index Terms—System Identification, Sparse Bayesian Learn-
ing, Polynomial Model, Network Inference, Sparse Networks,
Systems Biology.
I. INTRODUCTION
When designing feedback controllers, it is typically suf-
ficient to learn the input-output dynamics of the system,
independently of its internal complexity. Hence, most of the
work on system identification focuses on modeling input-
output dynamics without exploring the internal topology. Yet,
in many applications, information about the network topology
is critical. For example, we may require the internal topology
and dynamics of a system to understand its mechanisms of
action or to locate the source of faults. Examples range from
biomedicine to autonomous vehicles, power and communica-
tion networks.
Sparsity is an inherent property of many important net-
works. In biology, most molecules bind with a small number of
other molecules. In autonomous vehicles, communication can
be constrained to neighbours to minimise energy consumption.
Elements of power and communication networks are typically
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connected to a small number of other elements. Hence, spar-
sity can be used as a constraint to model networks and to
compensate for potentially low number of noisy samples.
Standard system identification methods, such as the predic-
tion error method (PEM) or Maximum-likelihood (ML), are
applicable to a large family of black-box models, including
ARX, ARMAX and Box-Jenkins [2]. However, these methods
alone fail to capture the sparsity feature of networks. For
noisy MIMO systems, where there is no prior knowledge of
the topology, PEM generates full transfer matrices even if the
ground truths are sparse [3], [4]. Hence, methods must penalise
model complexity to favour sparsity.
Maximum a posteriori methods (MAP Type I method)
include Least Absolute Shrinkage and Selection Opera-
tor (LASSO), Tikhonov regularisation, FOcal Underdeter-
mined System Solver (FOCUSS) and Sparse Group LASSO
(SGL) [5], [6]. All these methods penalise model complexity.
For example, a LASSO algorithm has been used to infer the
topology of linear MIMO systems from steady-state data [7].
Similar work has inferred sparse multivariable ARX models
with known polynomial order using a greedy algorithm, Block
Orthogonal Matching Pursuit (BOMP), which focuses more on
identifying the network topology [8]. Whilst these approaches
effectively reduce over-fitting, the weighting variable, which
controls the trade-off between data-fitting and model com-
plexity (sparsity), must either be chosen a priori or evaluated
independently, using methods such as cross-validation. Unfor-
tunately, this increases the computational burden and causes
information waste.
Some alternative methods do not require a tuning variable.
These include Sparse Bayesian Learning (SBL; a type II
method) and kernel methods. Both methods apply the tech-
nique of Bayesian approximation: the difference between them
lies in the use of contrasting kernel functions. In contrast
to MAP methods, SBL, a well-known method in machine
learning, applies inseparable priors [9]–[12]. It has been
applied to identify nonlinear systems by selecting nonlinear
functions from a predefined dictionary [13]. The nonlinear
model structure is captured either by element SBL or by
Group Sparse Bayesian Learning (GSBL), depending on the
type of data available. However, full state measurements are
required. The kernel method, in contrast, is a non-parametric
approach, introduced to estimate impulse responses of SISO
systems [14]. It has been combined with empirical Bayes to
identify discrete-time linear systems (e.g. ARMAX) [3], [15],
[16].
The above methods focus on either element sparsity (system
order) or group sparsity (network topology). However, the
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2identification of ARX networks simultaneously requires both
kinds of sparsity, which is the main focus of this paper. The
goal are two-fold: (a) to infer the network topology and (b) to
estimate model parameters including polynomial orders.
While MAP approaches normally demand extra efforts
in estimating tuning variables, our methodology is tuning-
free. The identification problem is formulated as a linear
regression, where the target vector is both group and element
sparse. This is achieved by combining SBL with GSBL to
simultaneously achieve both kinds of sparsity. Simulations on
randomly generated sparse networks show that our method
(denoted by GESBL) outperforms SBL, GSBL and the kernel
method. The evident improvement in detecting sparse topology
is reflected by simulations of ring structure networks. Further
simulations of a realistic biological network model show that
GESBL outperforms the state-of-the-art method, iCheMA.
The paper is organized as follows. Section II introduces
the polynomial model and discusses its identifiability. Section
III formulates the network reconstruction problem. Section IV
promotes a sparse prior and discusses three algorithms to solve
the resultant optimisation problem. Section V considers an
extended nonlinear polynomial model. Section VI compares
the method with other approaches via Monte Carlo simulation.
Finally, Section VII concludes and discusses further develop-
ment in this field.
Notation: The notation in this paper is standard. I denotes
the identity matrix. For L ∈ Rn×n, diag{L} denotes a
vector which consists of diagonal elements of matrix L and
[L]ij presents the ijth entry. blkdiag{L1, ..., Ln} is a block
diagonal matrix. trace{L} denotes the trace of the matrix.
L  0 means L is positive semi-definite. ‖w‖2L−1 represents
wTL−1w. For l ∈ Rn, diag{l} denotes a diagonal matrix
whose diagonal elements come from vector l. [l]ij denotes the
jth element of the ith group of l. l ≥ 0 means each element
of the vector is non-negative. v = lk is also a vector where
vi = (li)
k. vec{x1, .., xn} = [x1, ..., xn]′ means to vectorise
elements {x1, .., xn}. A vector y(t1 : t2) denotes a row vector[
y(t1) y(t1 + 1) · · · y(t2)
]
.
II. MODEL SPECIFICATION
The sparse network of p nodes and m inputs is de-
scribed by a parametrised multivariable ARX model,M∗(w∗):
A(z−1;w∗)Y (t) = B(z−1;w∗)U(t) + E(t), where
A(z−1;w∗) = I + Aˆ1z−1 + ...+ Aˆn∗az
−n∗a ,
B(z−1;w∗) = Bˆ1z−1 + ...+ Bˆn∗b z
−n∗b .
(1)
z−1 is the time shift operator. Y (t) ∈ Rp represents the nodes
of the network, U(t) ∈ Rm denotes the input, and E(t) ∈ Rp
is i.i.d. white Gaussian noise. Aˆi ∈ Rp×p and Bˆi ∈ Rp×m are
matrices. w∗ contains all the model parameters. A(z−1;w∗)
is a polynomial matrix showing the connectivity of each node
to the others including self-loops. Similarly, B(z−1;w∗) is a
polynomial matrix relating the input to the nodes. The Boolean
structure of the network is reflected by the nonzero elements
in A(z−1;w∗) and B(z−1;w∗) whereas the system dynamics
are dominated by the Input-Output map of the model:
Y (t) = Gu(z
−1;w∗)U(t) +Ge(z−1;w∗)E(t), (2)
where G∗(z−1;w∗) denotes the transfer matrix of the model,
M∗(w∗):
Gu(z
−1;w∗) = A−1(z−1;w∗)B(z−1;w∗),
Ge(z
−1;w∗) = A−1(z−1;w∗),
G∗(z−1;w∗) =
[
Gu(z
−1;w∗) Ge(z−1;w∗)
]
.
(3)
It is important to ensure that ARX models are identifiable. It
is shown in [2] that multivariable ARX models are strictly
globally identifiable, provided the order of the system is
known. However, in practice the order of the system is usually
unknown and, hence, it must also be estimated. For that, it is
common to turn to information criteria methods, such as AIC
and BIC. To avoid combinatorial search of the system order,
SBL is applied in our framework.
For a fixed system order, M∗(w∗) can be represented
by a higher order counterpart, M(w¯), with the coefficients
associated with the excessive polynomial terms equal to 0.
Hence, the Input-Output map is retained, i.e. G(z−1; w¯) =
G∗(z−1;w∗), and M(w) is globally identifiable at w¯. More-
over, with the addition of many zero parameters, the solution w¯
is sparse, i.e. it contains many zeros. Thus, the basic objective
is to identify the model M(w¯). From the estimation result w¯,
the ground truth polynomial order ofM∗(w∗) is estimated as
the order of the last nonzero polynomial term of M(w¯), and
the model parameter w∗ is estimated by the nonzero elements
of w¯.
III. FORMULATION OF THE RECONSTRUCTION
PROBLEM
Consider an ARX model M(w) where each node is
parametrized identically. The system order k is set sufficiently
large (based on prior knowledge or intuition about the system).
For node i,
yi(t) = −[A(z−1)]i1y1(t)− . . .+ {1− [A(z−1)]ii}yi(t)
+ [B(z−1)]i1u1(t) + ...+ [B(z−1)]imum(t) + ei(t)
(4)
where yr(t) denotes the rth node, ur(t) the rth input and ei(t)
i.i.d. Gaussian noise and[
A(z−1)
]
ii
= aii1 z
−k + aii2 z
−k+1 + . . .+ aiik z
−1 + 1,[
A(z−1)
]
ij
= aij1 z
−k + . . .+ aij(k−1)z
−2 + aijk z
−1,[
B(z−1)
]
ij
= bij1 z
−k + . . .+ bij(k−1)z
−2 + bijk z
−1,
k ≥ max{n∗a, n∗b},
(5)
where a and b denote coefficients of polynomial terms. Super-
script ij represents the coefficient of the ijth entry of a matrix
and subscript is the index. To simplify notation, hereafter w
is a vector that only includes parameters of subsystem (4) of
the ith node.
Assume the availability of time-series data collected from
discrete time indices 1 to t for each node and input. For the
3ith node, define the following matrices and vectors:
y =
 yi(t)...
yi(k + 1)
 , w =
 w1...
wp+m
 ,
Φ =
[
Φ1 ... Φp+m
]
,
λ = E{ei(t)2}, E{ei(t)} = 0,
wr =

[
air1 . . . a
ir
k
]T
, r ≤ p[
b
i(r−p)
1 . . . b
i(r−p)
k
]T
, p < r ≤ p+m ,
Φr≤p =
 −yr(t− k : t− 1)...
−yr(1 : k)
 ,
Φp<r≤p+m =
 ur−p(t− k : t− 1)...
ur−p(1 : k)
 ,
(6)
where y ∈ Rt−k, w ∈ Rk(p+m) and Φ ∈ R(t−k)×k(p+m).
The vector w is divided into p groups, since there are p
nodes in the network. Each group of w contains coefficients
of polynomials with respect to a specific node or input. For
example, w3 consists of the coefficients of [A(z−1)]i3 of node
3. Elements within each group are also indexed so that wrj
denotes the jth coefficient, airj of [A(z
−1)]ir. If node or
input r does not control node i, group wr or wr+p equals
0. In addition, within each group, the coefficients of excessive
polynomial terms are 0 (wrj = 0 if r ≤ p, j > n∗a or r > p,
j > n∗b ). Consequently, w is both group and element sparse.
Since the topology and polynomial orders, n∗a and n
∗
b are
unknown, the position of 0s remains to be determined.
The likelihood distribution based on Bayes’ rules is:
p(y
∣∣w, λ) = 1
(2piλ)(t−k)/2
exp{− 1
2λ
‖y − Φw‖22}. (7)
Remark 1: For homogeneous dataset collected from multiple
experiments subject to the same experimental conditions, the
likelihood distribution is the product of that of individual
experiment. For heterogeneous dataset, the problem can be
formulated in a similar way where some groups of w share
the same sparsity profile [17]. The framework of our work can
still be applied this case.
Note that the likelihood distribution is not Gaussian. How-
ever, its logarithm is a quadratic function of w. Maximizing
the likelihood with respect to w leads to PEM or ML methods.
With infinite data points, PEM guarantees convergence to the
ground truth model [2]. In practice, however, with limited data
PEM may suffer from over-fitting, typically leading to high
order models (nonzero coefficients of excessive polynomials),
resulting in fully connected networks, even if the true one
is sparse. An alternative is to penalize for both network
topology and model complexity. Referring to parametrizations
in (6), a sparse network can be interpreted as group sparse w,
whereas sparsity within each group indicates reduced order of
polynomials. A direct framework to achieve these two levels
of sparsity is Sparse Group Lasso. However, Sparse Group
Lasso requires parameter tuning. To avoid this limitation, we
resort to Sparse Bayesian Learning.
Remark 2: In practice, most systems are better modelled
with ARMAX models instead of just ARX. However, it is not
possible to efficiently solve both group and element sparsity
with ARMAX models. Nevertheless, as we show below, for
ARX models our framework is efficient and has a high
degree of freedom in estimating model parameters. In addition,
we can easily extend the results to identify NARX models
(discussed in Section V).
IV. INDUCING SPARSITY VIA SPARSE BAYESIAN
LEARNING
A. Sparsity inducing priors
Full Bayesian methods require a prior distribution for
w. We define a distribution p(w) in a general form as:
p(w) ∝ exp
[
− 12
∑
j g(wj)
]
. Since w is a sparse vector,
we assign to p(w) a prior inducing sparsity like Generalized
Gaussian, Student’s t or Logistic. Such prior functions are
usually concave and non-decreasing with respect to |wj | [12].
In this case, however, the estimation of w as the posterior
mean is intractable because the posterior distribution p(w|y)
is non-Gaussian and not analytical.
Sparse Bayesian Learning approximates p(w|y) with a
Gaussian distribution, so that the estimation E(w|y) can be
easily calculated. A sparse inducing prior p(w) is first pre-
sented in a variational form, which yields a lower bound, pˆ(w),
for that prior (pˆ(w) ≤ p(w)) [18], [19]. The property of the
lower bound is controlled by its hyperparameters. A designed
criterion is then applied to find the best hyperparameters.
As discussed, the parameter vector w must be both element
and group sparse. There are priors able to induce either of
these two types of sparsity. We use these priors to construct a
novel one that can impose both sparsities simultaneously.
Sparse priors able to induce element sparsity to w ∈
Rk(p+m) can be expressed in the convex type variational from
as [12], [13]:
p(w) =
p+m∏
r=1
p(wr) = max
β≥0
N (w|0, B)ϕβ(β),
p(wr) =
k∏
j=1
p(wrj) = max
βr≥0
N (wr|0, Br)ϕβr (βr),
p(wrj) = max
βrj≥0
N (wrj |0, βrj)ϕβrj(βrj).
(8)
where subscript r denotes the rth group in a vector and j the
jth element in that group. β = vec{β1, ..., βp+m} ∈ Rk(p+m)
is a vector of hyperparameters and βr = vec{βr1, ..., βrk}.
B is the covariance matrix of Gaussian distribution and
parametrised by vector β as B = blkdiag{B1, ..., Bp+m} and
Br = diag{βr}. N (w|µ,Σ) denotes the Gaussian distribution
of w with mean µ and covariance Σ. ϕβrj(β) is a positive func-
tion that depends on the prior p(w). ϕβr (β) =
∏k
j=1 ϕ
β
rj(βrj)
and ϕβ(β) =
∏p+m
r=1 ϕ
β
r (βr).
4To impose group sparsity, the hyperparameters of each
group are unified so that elements in a group share the same
sparse profile [20], [21]:
p(w) =
p+m∏
r=1
p(wr) = max
γ≥0
N (w|0,Γ)ϕγ(γ),
p(wr) = max
γr≥0
N (wr|0, γrI)ϕγr (γr),
(9)
where γ = vec{γ1, ..., γp+m} is a vector of hyperparameters
and Γ = blkdiag{γ1I, .., γp+mI}. ϕγr (γr) is a positive func-
tion and ϕγ(γ) =
∏p+m
r=1 ϕ
γ
r (γr).
According to the construction of element and group sparse
priors, neither of them is suitable to impose both kinds of
sparsity. The hyperparameters for each group of w in (8) are
independent so that the resulting lower bound, pˆ(w;β) is too
loose to impose group sparsity. In contrast, the lower bound,
pˆ(w; γ) of (9) prohibits the element sparsity within each group
thus too rigid. To promote both element and group sparsity,
we combine (8) and (9) to get a new distribution:
p(w) = C max
γ≥0,β≥0
N (w|ε,B)N (w|0,Γ)ϕβ(β)ϕγ(γ), (10)
where C is the normalization constant that can be absorbed
by positive functions ϕβ(β) or ϕγ(γ) and is independent on
hyperparameters, γ and β. ε is the expected value of w. As
w is element sparse within each nonzero group, ε is set close
to 0 (e.g. ‖ ε ‖= 10−3). Hence, we get an improper prior as
the lower bound of (10) given by
pˆ(w) = N (w|ε,B)N (w|0,Γ)ϕβ(β)ϕγ(γ)
≤ p(w). (11)
The prior in (11) shows that two types of sparsity are con-
trolled by two series of hyperparameters, β and γ respectively.
As γr approaches 0, the rth group of w is enforced to
0 regardless of βr. That means the group sparsity can be
determined from the hyperparameter space of dimension p+m
instead of k(p+m) when only element sparse inducing priors
are applied. Furthermore, within a nonzero group (γr 6= 0),
hyperparameter βr ∈ Rk enables extra freedom to search for
each element of wr whilst GSBL only allows one degree
of freedom to tune wr via γr ∈ R. The values of these
hyperparameters are unknown and remain to be estimated from
the data.
Remark 3: The conventional way to promote both element
and group sparsity is to use hierarchical Bayesian by in-
troducing two hyperparameters where one is conditioned on
the other. However, the hyperparameter that is deeper in the
hierarchy has less impact on the inference procedure [22]. This
means that the resultant penalty cannot impose element and
group sparsity at the same time. Instead, multiplying two priors
results in both hyperparameters influencing w directly.
B. Type II maximization
Although the prior pˆ(w) is improper, we can still get a
normalized posterior distribution of w as:
pˆ(w|y) = p(y|w)pˆ(w)∫
p(y|w)pˆ(w)dw . (12)
Clearly, pˆ(w|y) is a Gaussian distribution as its logarithm
is quadratic with respect to w:
pˆ(w|y) = N (w|µ,Σ), (13)
where
Σ =
[
(Γ−1 +B−1) + λ−1ΦTΦ
]−1
,
µ = Σ(λ−1ΦT y −B−1ε).
(14)
Since the true posterior distribution, p(w|y) is intractable, SBL
employs pˆ(w|y) as the approximation. The sparsity of the
estimated w as E(w|y) = µ depends on hyperparameters
β and γ. SBL introduces empirical Bayes to estimate their
optimal values.
Hyperparameters β and γ are selected so that pˆ(w|y) is
close to the true posterior distribution, p(w|y) under the de-
signed criterion. One way is to minimize the misaligned mass
between p(w) and pˆ(w) weighted by the marginal likelihood
p(y|w), which is called evidence maximisation or Type II
maximisation [12], [13], [23]. It is equivalent to estimating
hyperparameters using the maximum likelihood method:
(γ∗, β∗, λ∗) = arg min
β,γ,λ≥0
∫
p(y|w)|p(w)− pˆ(w)|dw
= arg min
β,γ,λ≥0
−2 log
∫
p(y|w)pˆ(w)dw
= arg min
β,γ,λ≥0
−2 log pˆ(y|β, γ, λ).
(15)
Remark 4: Not all sparse inducing priors can lead to a
sparse solutions under the framework of SBL. The selection of
functions ϕβ(·) and ϕγ(·) influences the sparsity of the final
result. It has been shown that one reasonable option is to make
− logϕ(·) concave and nondecreasing [12]. Instead, this paper
sets ϕ(·) as a constant, which means the original prior p(w)
is a Student’s t distribution. As a result, the function ϕ(·) can
be ignored in the following discussion.
Proposition 1: The estimation of w as the posterior mean
in (14) can be incorporated into the Type II maximization (15),
thus resulting in the optimisation problem as follows:
L : min
β,γ,λ,w
λ−1‖y − Φw‖22 + ‖w‖2Γ−1 + ‖w − ε‖2B−1
+ log |B + Γ|+ log |λI + Φ(Γ−1 +B−1)−1ΦT |
subject to:
β ≥ 0, γ ≥ 0, λ ≥ 0.
(16)
Proof: The derivation can be found in Appendix A.
Remark 5: The advantage of embedding the estimation of
w into (15) is that the resulting optimisation problem can
be decomposed into sub-problems. This way, a large-scale
problem can be solved more efficiently. The decomposition is
discussed in the following sections. In addition, the resulting
algorithm interprets the mechanism of the proposed method
to impose both kinds of sparsity.
C. Algorithm to solve Type II maximization
Although the optimisation problem L is nonlinear and
nonconvex, we can formulate the cost function as a differ-
ence of two convex terms and then solve the problem as a
5Difference of Convex Programming (DCP). In addition, we
prefer to employ distributed algorithms because, in practice,
the inference problem often has to deal with large scale
networks and enormous datasets. It turns out that DCP can be
further decomposed using the Alternating Direction Method of
Multipliers (ADMM), which makes it possible to tackle large
scale networks and utilizes limited computational power more
efficiently.
1) Solve L using Convex-Concave Procedure: The cost
function is separated into two parts in the following way:
L : min
γ≥0,β≥0,λ≥0
u(w, λ, β, γ)− v(λ, β, γ), (17)
where
u = λ−1‖y − Φw‖22 + ‖w‖2Γ−1 + ‖w − ε‖2B−1 ,
v = − log |B + Γ| − log |λI + Φ(Γ−1 +B−1)−1ΦT |. (18)
Proposition 2: : Functions u(w, λ, β, γ) and v(λ, β, γ) are
both jointly convex with respect to their own variables.
Proof: The derivation can be found in Appendix B.
Now, the optimisation problem is transferred into a dif-
ference of convex programming (DCP). It can be solved
using sequential convex optimisation techniques. Here, we
use a convex-concave procedure (CCCP), which is a type
of majorisation-minimisation (MM) algorithm using the lin-
ear majorisation function [16], [24]. For minx f(x) where
f(x) = u(x) − v(x), and u(x) and v(x) are convex, we can
solve it iteratively by:
xn+1 = arg min
x
u(x)− < x,∇v(xn) >, (19)
where < ·, · > denotes inner product.
Therefore, in each iteration, we solve a convex problem:[
γn+1, βn+1, λn+1, wn+1
]
= arg min
γ,β,λ,w
u(w, λ, β, γ)− ∂v
∂λ
∣∣
(λn,βn,γn)
λ
−∇Tβ v
∣∣
(λn,βn,γn)
β −∇Tγ v
∣∣
(λn,βn,γn)
γ
subject to:
β ≥ 0, γ ≥ 0, λ ≥ 0,
(20)
where
−∂v
∂λ
= trace{∆}
−[∇βv]rj = 1
(γr + βrj)
+
γ2r
[
ΦT∆Φ
]
qq
(γr + βrj)2
− ∂v
∂γr
=
k∑
j=1
1
γr + βrj
+
β2rj
[
ΦT∆Φ
]
qq
(βrj + γr)2
∆ = [λI + Φ(Γ−1 +B−1)−1ΦT ]−1
q = (r − 1)k + j.
(21)
If we optimize γ, β and λ first, we get analytical expressions
of their optimal solutions as functions of w:
βoptrj =
|wrj − εrj |√
gβrj
, γoptr =
‖wr‖2√
gγr
, λopt =
‖y − Φw‖2√
gλ
,
(22)
where
gβrj = −
[∇βv|(λn,βn,γn)]rj
gγr = −
[∇γv|(λn,βn,γn)]r
gλ = −∂v
∂λ
|(λn,βn,γn).
(23)
It is easy to see that such solutions are valid since they satisfy
the constraint. Therefore, sub-problem (20) can be further
simplified by substituting (22):
wn+1 = arg min
w
√
gλ‖y − Φw‖2
+
p+m∑
r=1
√gγr ‖wr‖2 + k∑
j=1
√
gβrj |wrj − εrj |
 . (24)
The optimisation (24) can be solved as a Second Order Cone
Program (SOCP). (24) is a reweighted LASSO type problem
with a minor variant in that the first term of data-fitting error is
measured by `2-norm rather than by sum of squares. Without
estimating the noise variance, λ, (24) can be reformulated into
a standard SGL algorithm. In addition, the second term of
the cost function blends `1 and `2 penalties of w to impose
element and group sparsity at the same time. The weights of
these two terms are updated automatically in each iteration,
thus avoiding extra tuning.
Special attention should be paid to the estimation of the
noise variance, λ [10], [25]. Under some circumstances, λ
can be compensated by hyperparameters. The risk decreases as
more data points are available for identification. The estimated
noise variance has a significant impact on the final result [21].
If the algorithm yields an abnormal value, it is reasonable
to resort to other criteria. One conventional way is cross-
validation; the other is to fit the data with an ARX model of
high order and use the prediction error as the approximation
of the sampled noise [3]. The empirical noise variance can
then be calculated from the error.
To summarize, Algorithm 1 represents the procedure above.
Algorithm 1 Solve L using CCCP
1: Initialize β0, γ0, λ0
2: Calculate gβrj , g
γ
r and g
λ using (21) and (23)
3: for n = 1 : Max do
4: Solve the reweighted convex problem (24)
5: Update βn+1, γn+1 and λn+1 according to (22)
6: Update gβrj , g
γ
r and g
λ using (21) and (23)
7: if Any stopping criteria is satisfied then
8: Break
9: end if
10: end for
2) Decompose the optimization by Alternating Direction
Method of Multipliers (ADMM): If a network possesses a
large number of nodes, leading to high dimensional variables,
solving (24) directly will be very inefficient, or even compu-
tationally infeasible, due to hardware limitations. In this case,
we split the optimisation problem into a series of small-scale
sub-problems to reduce computational burden so that they can
be coped with in parallel. It turns out that by splitting the cost
6function, (24) can be formulated as a sharing problem and
solved using ADMM algorithms [26], [27].
A sharing problem is presented in the form: min
∑
fr(xr)+
g(
∑
xr) where xr denotes the rth group of vector x, and
g(·) and fr(·) are convex. Problem (24) can be rewritten as a
sharing problem in ADMM form:
wn+1 = arg min
w
√
gλ‖y −
p+m∑
r=1
zr‖2
+
p+m∑
r=1
√gγr ‖wr‖2 + k∑
j=1
√
gβrj |wrj − εrj |
 ,
subject to:
Φrwr − zr = 0,
(25)
where Φ =
[
Φ1 . . . Φp+m
]
as in (6).
The scaled form of (25) is [26]:
wn+1r = arg min
wr
√
gγr ‖wr‖2 +
k∑
j=1
√
gβrj |wrj − εrj |,
+ (ρ/2)‖Φrwr − Φrwnr + Φw
n − zn + un‖22,
zn+1 = arg min
z
√
gλ‖y − (p+m)z‖2
+ [(p+m)ρ/2] ‖z − un − Φwn+1‖22,
un+1 =un + Φw
n+1 − zn+1.
(26)
where
Φw
n
=
∑p+m
r=1 Φrw
n
r
p+m
. (27)
The original optimisation problem of w ∈ Rk(p+m) is now de-
composed into a series of sub-problems, each of which scales
as wr ∈ Rk. Hence, the computational burden per iteration
is greatly relieved. w-update is a standard SGL problem that
can be efficiently solved using accelerated generalized gradient
descent algorithm [6]. z-update is a group LASSO problem
and has analytical solutions. Let zˆ = z − yp+m , the original
z-update becomes:
zˆn+1 = arg min
zˆ
1
2
‖zˆ + y
p+m
− un − Φwn+1‖22
+
√
gλ
ρ
‖zˆ‖2,
(28)
so that
zˆn+1 =
c
‖c‖2
(
‖c‖2 −
√
gλ
ρ
)
+
, (29)
where
c = − y
p+m
+ un + Φw
n+1
. (30)
w-update can be solved in parallel independently. z and u-
update are then solved in sequence after collecting w-update.
3) Solve L using Expectation Maximization: The EM
method is a traditional technique to solve (15). It belongs
to the class of majorisation-minimisation (MM) methods and
is a special case of DCA (Difference of Convex functions
Algorithm). Whilst a DC function has infinite many DC de-
compositions, the way to decompose the function can greatly
influence the performance of the algorithm [28].
To maximise a likelihood function, L(θ) = log p(y|θ),
EM implements Expectation (E step) and Maximisation (M
step) iteratively. In the E step, the function, Q(θ, θn) =
Ex|y,θn [log p(y, x|θ)] =
∫
log p(y, x|θ)p(x|y, θn)dx is cal-
culated where x is the unobservable latent random vari-
able. In the M step, the optimisation problem, θn+1 =
arg maxQ(θ, θn) is solved [23], [25]. The generated se-
quence, {θn} leads to the increased likelihood function
(L(θn) < L(θn+1)). In our case, we regard w as the latent
variable. Following the standard procedure of the EM method,
the algorithm is described in Algorithm 2.
Algorithm 2 Solve L using EM
1: Initialize β0, γ0, λ0
2: for n = 1 : Max do
3: E step: Formulate p(w|y, βn, γn, λn) according to (13)
and (14)
4: M step: Formulate the optimisation problem and up-
date solutions as:
[βn+1, γn+1, λn+1]
= arg minEw|βn,γn,λn {ln p(y, w|β, γ, λ)}
(31)
γn+1r =
1
k
k∑
j=1
[Σn]qq + (µ
n
rj)
2
βn+1rj = [Σ
n]qq + (µ
n
rj − εrj)2
λn+1 =
‖y − Φµn‖22 + λn
∑p+m
r=1
∑k
j=1 1− τrj [Σn]qq
N
,
(32)
where τrj = (βnrj)
−1 + (γnr )
−1, q = (r − 1)k + j and
N = k(p+m)
5: if Any stopping criteria is satisfied then
6: Break
7: end if
8: end for
The cost of EM per iteration is dominated by the inversion
of the covariance matrix Σ in (14). At first glance, the work
required seems huge (O[k3(p + m)3]). Nevertheless, after
applying the Sherman–Morrison–Woodbury formula, the cost
is reduced to O([k(p+m)(t− k)2]). This merit is lost if the
covariance matrix of priors is full (i.e. other kernel functions
are used to build the covariance matrix). Consequently, the
total cost per iteration is O[k(p+m)(t−k)2] as, in practice, the
scale of the target network is usually large and the measured
data are limited (t− k  k(p+m)).
V. EXTENSION TO NONLINEAR ARX MODELS
In reality, most networks are nonlinear (e.g. genetic regu-
lation networks). To cope with these networks, we introduce
nonlinear terms into a multivariable ARX model.
Considering a network with p nodes and m inputs:
A(z−1;w)Y (t) = B(z−1;w)U(t)+F (t;w)+E(t), where the
form of matrices A(z−1;w) and B(z−1;w) is exactly the same
7with (1). F (t;w) is a vector of nonlinear functions, depending
on the past values of nodes and inputs. Each element of
F (t;w) is the linear combination of basis functions. The
topology of the network is reflected by the nonzero elements
in A(z−1;w), B(z−1;w), and nonlinear terms of F (t;w),
whereas the system dynamics is dominated by the elements
in these matrices.
We parametrize each node of the network in the same way
as (4):
yi(t) = −[A(z−1)]i1y1(t)− . . .+ {1− [A(z−1)]ii}yi(t)
+ [B(z−1)]i1u1(t)...+ [B(z−1)]imum(t) + Fi(t) + ei(t)
(33)
where
Fi(t) =
p∑
r=1
l∑
j=1
cirj f
ir
j (t)
f irj (t) = g
ir
j [yr(1 : t− 1), u(1 : t− 1)]
(34)
Fi(·) is the linear combination of nonlinear basis functions
g(·), which depends on the past evolution. The coefficient
vector ci is divided into p groups, each of which represents
the regulation from a node. Within each group, there are l
elements corresponding to l basis functions.
Vector ci is group sparse because some nodes do not
control the ith node (i.e. network is sparse). In addition, it
is also element sparse since within each group, only a few
nonlinear terms are appropriate to describe the dynamics of
the network. For instance, a group of nonlinear terms (e.g.
Hill functions) are used to present the potential transcription
activity of a transcriptional factor associated to a specific node.
The group sparsity determines if this node regulates the target.
Besides, only a specific type of the Hill functions in this
group is suitable, depending on whether such a transcription
is repressive or active.
The estimation of model parameters can be formulated
into the same form of (6) where w is both element and
group sparse. Therefore, the discussed framework in this paper
follows.
VI. SIMULATION
To illustrate and test GESBL, simulations were carried
out under three cases: linear ARX models, the nonlinear
state space model of the three-gene repressilator [29], and
the nonlinear state space model of the Arabidopsis circadian
clock [30]. Linear ARX models include networks of different
topologies: random sparse topology and ring structures. The
performance was compared with other methods including the
kernel method [3], SBL [12] and GSBL [20].
Inferred topologies are evaluated using standard tools: True
Positive Rate (TPR), Precision (Prec), and the percentage of
successful inference (100% TPR and 100% Prec) among all
runs. TPR reveals the percentage of how many true links of
the ground truth networks are identified. Prec indicates the re-
liability of inferred networks, which equals TP/(TP + FP ),
where TP is the number of true links correctly identified and
FP is the number of those incorrectly identified. For example,
if Prec is 50%, it means that half of the links in the estimated
network are wrong.
To evaluate the accuracy of estimated parameters, we cal-
culate the normalised root mean square error (NRMSE) as:
NRMSE =
1√
Nwˆ
‖west − wtrue‖2 (35)
where
wˆ =
1
N
‖wtrue‖1 (36)
A. Multivariable ARX models
Data were simulated from stable and sparse ARX models
with 10 nodes. While all the examples here are stable, GESBL
applies to other unstable networks as well, since there are no
constraints on system stability.
We conducted two Monte Carlo simulations. The first sim-
ulated 100 networks whose topology and internal dynamics
up to 5th order were generated randomly. Each node was
independently driven by an input, so that B(z−1) in (1) is
diagonal. The second simulation generated 100 new random
networks, this time from a fixed topology: a ring network.
There was only one input applied to a single node.
For the first set of simulations, for each random network
we generated a 10 × 10 sparse polynomial matrix A(z−1).
The generated networks included at least one feedback loop.
Sparsity of the matrix was controlled by a predefined variable
that indicated the probability of [A(z−1)]ij to be nonzero.
Each polynomial entry of A(z−1) was obtained by the function
drmodel in Matlab to ensure its roots were constrained to the
open unit circle. Polynomial orders were selected from 1 to
5 uniformly. Closed loop stability was verified by computing
the poles of A−1(z−1). The matrix was discarded if it was
unstable (any pole is outside the unite circle of the complex
plane). The parameters of polynomial matrices B(z−1) were
then generated using function randn in Matlab and polyno-
mial orders were selected the same way as in A(z−1). The
above procedure was repeated to generate 100 models.
On average, there were about 36 links in each network (out
of 90 possible). Both the exciting input (known) and process
noise (unknown) were independent Gaussian. Models were
simulated with different Signal-Noise Ratio (SNR) and 100
time-series data points for each node, where SNR is defined as
SNR = 10log10(σ
2
u/σ
2
e) and σ
2 denotes the signal variance.
The polynomial order, k was set to 8 (since the ground truth
order was treated unknown during the inference procedure).
Table I compares the inferred Boolean network structure
using different methods. It indicates that when the process
noise is low, all methods are capable of ruling out redundant
correlation among nodes (100% Prec). Our method not only
guarantees high TPR but also reconstructs the perfect ground
truth topology 77 times out of 100. When noise levels rise,
the performance of all methods degrades. With relatively small
noise (10dB), all methods are able to identify most of the
links in the network (TPR > 80%). However, Prec of SBL is
only 59.6%, indicating potential high False Positive and low
confidence of estimation while the other approaches still retain
satisfactory performance. When the noise is high, TPR of SBL
and GSBL stay high whereas ours and the kernel method miss
approximately half of the ground truth links. Nonetheless, Prec
8of our method (99.6%) indicates that most of the estimated
links are correct. Although SBL and GSBL attain high TPR,
due to their low Prec, it is difficult to tell which links are true
without prior knowledge of the ground truth.
Table II shows that the estimation error of our method is
the lowest with low noise (10dB and 30dB). With high noise
(SNR = −30dB), our method is similar to the kernel method.
Note that the error of SBL and GSBL reaches unacceptable
levels (146.3 and 47.6) if the noise is high.
The second simulation generated 100 new random networks,
this time from a fixed topology: a ring network as in Figure 1.
There is only one input applied to node 1 and SNR was set
to 20dB. Models were generated in the same way as the first
simulation. For identification, 65 data points for each node
and input were collected. This is a challenging example as it
contains a feedback loop and it is very sparse.
Fig. 1. A ring network structure used for simulation.
The inference of ring networks further highlights the sig-
nificance of Prec. The ring network contains only 10 links (of
a total of 90 possible links). Hence, high TPR is meaningless
unless Prec is also high, or otherwise there is a low probability
to choose true links from all of those inferred. Thus, the main
task of inference in this case is to achieve both high TRP and
Prec. The results are summarised in Table III, which confirms
this consideration: while all methods attain very high TPR
(> 90%), only ours has high Prec (93.2%). Both SBL and
GSBL only have around 13% chance of picking a correct link
from all inferred links, meaning that these methods estimated
almost all 90 possible links. The kernel method is substantially
better, but still at 46% Prec, the chance of getting a correct
link from all other inferred links is nearly as good as flipping a
coin: on average, it estimated 20.5 links, but only 9.5 of them
are correct. Hence, only GESBL provides a useful inference
as there is a high confidence that an inferred link is a correct
one (93.2%): on average 9.2 links are correctly inferred (out of
10) in a total of 9.9 links estimated (out of 90). Moreover, our
method perfectly estimated (100% TPR and 100% Prec) 49%
of all networks and had the lowest estimation error among all
methods.
Results reveal that GSBL searches for a sparse network
topology by setting groups of parameters to 0, but is not
able to explore element sparsity because each group of the
parameter vector shares the same hyperparameter. Hence, the
estimation accuracy of model parameters is poor, which in
turn degrades its ability to detect topology. In contrast, SBL
is sensitive to element sparsity of parameters. However, SBL
is not robust to process noise so it is not able to promote
sparse topologies. As SNR decreases, SBL tends to produce
a fully connected network. A crucial fact is that imposing
sparse topologies or parameter sparsity alone is insufficient to
correctly infer networks. Basically, in terms of topology and
model parameters, it seems impossible to estimate only one
of them accurately without a good estimation of the other.
Unlike the above two methods, the kernel approach infers
the dynamics of a system by using the power of kernels and,
at the same time, imposing sparse topology. As illustrated in
Tables I and III, it considerably outperforms both SBL and
GSBL. Overall, in these simulations our method exhibits the
best performance since it not only explores network topology
but also pursues the lowest polynomial order possible. More
importantly, it is able to exclude almost all the non-existing
connections (Prec near 100%) even if SNR is low.
B. Gene regulatory network
The repressilator model describes the transcription and
translation activities among three genes and proteins. Hill
functions are used to represent dynamics of transcription while
degradation and translation are described by linear terms. The
model is given by [29]:
x1(k + 1) = (1− δ1)x1(k) + α1
1 + xn16 (k)
+ u(k) + e1(k)
x2(k + 1) = (1− δ2)x2(k) + α2
1 + xn24 (k)
+ e2(k)
x3(k + 1) = (1− δ3)x3(k) + α3
1 + xn35 (k)
+ e3(k)
x4(k + 1) = (1− δ4)x4(k) + β1x1(k) + e4(k)
x5(k + 1) = (1− δ5)x5(k) + β2x2(k) + e5(k)
x6(k + 1) = (1− δ6)x6(k) + β3x3(k) + e6(k)
(37)
where
δ1 = 0.3, δ2 = 0.4, δ3 = 0.5, δ4 = 0.2, δ5 = 0.4, δ6 = 0.6
α1 = 4, α2 = 3, α3 = 5, β1 = 1.4, β2 = 1.5, β3 = 1.6
n1 = 1, n2 = 2, n3 = 2.
(38)
Variables x1, x2, x3 denote the concentration of mRNAs of
three genes whereas x4, x5, x6 represent proteins, e(k) denotes
i.i.d. Gaussian noise, and u(k) presents the stimuli into the
network (known) and was set to be a step function with
amplitude 0.01. Parameters of the model correspond to the
rate of biochemical reactions. They were chosen to produce
rhythmic oscillations. The nonlinear terms in the model are
Hill functions describing repressive transcriptional activity.
The model was simulated with different noise variance from
time indices 1 to 50.
Assuming no prior knowledge of the network, we built a
dictionary of candidate functions including linear functions
and Hill functions with the Hill coefficient from 1 to 4 in
both repression and activation forms. For the ith node, there
were 9 basis functions:[
xi,
xi
1 + xi
,
1
1 + xi
,
x2i
1 + x2i
,
1
1 + x2i
, ...,
x4i
1 + x4i
,
1
1 + x4i
]
(39)
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INFERENCE OF RANDOMLY GENERATED ARX NETWORKS
30dB 10dB -30dB
Prec TPR Success Prec TPR Success Prec TPR Success
GESBL 100% 99.2% 77% 100% 97.3% 6% 99.6% 44.5% 0
SBL 100% 97.8% 34% 59.5% 95.9% 0 53.3% 94.9% 0
GSBL 100% 76.4% 0 76.7% 82.2% 0 64.4% 86.9% 0
Kernel 100% 97.3% 29% 88.4% 90.8% 0 80.1% 53.0% 0
TABLE II
NRMSE OF RANDOMLY GENERATED ARX NETWORKS
30dB 10dB -30dB
GESBL 0.21 0.44 3.75
SBL 0.23 0.60 146.3
GSBL 0.64 0.84 47.9
Kernel 0.60 0.84 3.65
TABLE III
INFERENCE OF RING NETWORKS (SNR = 20dB)
Prec TPR Success NRMSE
GESBL 93.2% 92.4% 49% 1.48
SBL 11.2% 100% 0 9.04
GSBL 13.2% 97.9% 0 7.99
Kernel 46.4% 95.2% 0 2.62
Hence, the target vector w for each node has dimension 55. w
contains 6 groups, each of which corresponds to the regulation
from one gene. There are 10 elements in each group describing
the dynamics of regulations.
Table IV compares the inferred Boolean structure of the
repressilator network. With no process noise, our method and
SBL achieve perfect inference (TPR = 100%, Prec =
100%). With relatively small noise variance (10−3), while SBL
and GSB inferred all the true links, their Prec decreases to 53%
and 45% respectively, indicating that it becomes difficult to tell
which links are true in their inferred networks. In contrast,
our method retains high Prec (81%). As the noise variance
increases to 10−1, Prec of SBL and GSBL further drops to
36%. In contrast, our method retained relatively high Prec at
76%: on average, it identified 6.6 links in total, among which
only 1.6 links were wrong.
Table V shows that with no process noise, the estimation
errors of both our method and SBL are negligible. With noise,
the estimation accuracy of our method is slightly better than
SBL, while GSBL is considerably worst.
In summary, simulation results again highlight the advan-
tage of our approach. The prior introduced by SBL is too loose
to impose group sparsity as each element of w is controlled
by an independent hyperparameter. In contrast, GSBL is weak
in estimating the value of w because elements within a group
share a single hyperparameter. Our approach combines SBL
and GSBL in ways that they compensate for each other. The
proposed method imposes group sparsity by introducing a
lower dimensional hyperparameter space (as GSBL) and also
allows a sufficient degree of freedom to explore the value of
w (as SBL).
C. Arabidopsis circadian clock model
In above two simulations, the ground truth models are con-
tained in the proposed model class, which is highly unlikely
for practical networks (e.g. biological networks). Next, we test
our method when ground truths do not fall in the proposed
model class. Many real-world networks are not ARX, but
they can be well described by NARX models (e.g. circadian
clocks of plants). Here, we simulated a synthetic model (Millar
10 model [30]), built to describe the circadian clock of
Arabidopsis. The model is based on the real experimental data,
capturing key system dynamics of the real circadian clock. In
addition, it has been widely used to test different network
inference methods. Millar 10 describes a circadian clock
consisting of 7 genes along with their associated proteins.
In total, there are 19 nodes in the network. The system is
driven by light signals. The detailed mathematical model can
be found in [30].
The model simulated typical experimental conditions: for
four days of light-dark cycles (data captured on LD for one
day) followed by three days of constant light (data captured
on LL for one day). The simulation was repeated 50 times and
data were sampled every hour. To avoid capturing transition
due to initial conditions, the simulated data for the first two
days were discarded. Four series of data under LDLD (0h-
44h), LDLL (24h-68h), LLLL (48h-92h) and steady state (72h-
116h) were collected for inference. Typically, only mRNA
concentrations are measured in high throughput biological
experiments, so we assume that only those are available from
the simulation. The target is to infer the network at the
transcriptional (mRNA) level of 7 clock genes.
A simplified grey-box model is established to describe the
Millar 10 network as follows:
dxi(t)
dt
=− vixi(t)
+
7∑
u=1,u 6=i
n∑
j=1
vIuj
xu(t)
xu(t) +Kj
+ vIIuj
Kj
xu(t) +Kj
(40)
where xi denotes the ith gene. v and K are model pa-
rameters related to biochemical reaction rates. Michaelis-
Menten kinetics and sigmoidal equations typically describe
biochemical reactions, so our basis functions is composed of
those functions: xu(t)xu(t)+Kj and
Kj
xu(t)+Kj
correspond to active
and repressive transcriptional activities of gene u, respectively.
The values of K are pre-fixed and range from 0.5 to 5 with the
increment of 0.5. Hence, overall there are a total of 120 basis
functions for each target gene. Note that this model cannot
interpret Millar 10 precisely since several nonlinearities are
not present in our model class.
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TABLE IV
INFERENCE RESULTS OF THE REPRESSILATOR NETWORK.
No noise 10−3 Var 10−1 Var
Prec TPR Success Prec TPR Success Prec TPR Success
GESBL 100% 100% 100% 81% 98% 12% 76% 84% 8%
SBL 100% 100% 100% 53% 100% 0 36% 100% 0
GSBL 75% 100% 0 45% 100% 0 36% 100% 0
TABLE V
NRMSE OF THE REPRESSILATOR NETWORK.
No noise 10−3 Var 10−1 Var
GESBL 1e-3 0.94 3.90
SBL 1e-3 1.28 4.07
GSBL 3.4 6.89 6.16
iCheMA is a very effective method to infer biological net-
works. This method was shown to outperform many existing
inference methods, including hierarchical Bayesian regression,
LASSO, elastic net, etc (through Monte Carlo simulations on
the Millar 10 model) [31]. Therefore, we compare our method
with this state-of-the-art method.
Since model (40) is continuous-time, we need to evaluate its
derivatives. We will use the method as in iCheMA [31], based
on Gaussian processes. From the estimated derivatives, the
identification problem was reformulated as a linear regression:
Y = ΦV where Y contains derivatives of xi, Φ is the
dictionary matrix of Michaelis-Menten kinetics and V is a
vector of model parameters, v.
For a fair comparison, we use the same criteria from
iCheMA to evaluate algorithm performance: the area under
the receiver operating characteristic curve (AUROC) and the
area under the precision recall curve (AUPREC) [32]. They
are calculated based on the confidence of the inferred links.
For our method, the confidence of link j → i is calculated
as P (j → i) = ‖Vj‖‖V ‖ where Vj contains a group of model
parameters v in (40) representing the regulation from the jth
gene to the ith gene. A good inference result is indicated by
high AUROC and AUPREC.
Table VI indicates that our method outperforms iCheMA
in almost all cases. Our method is able to provide reliable
inference results where most of the true links are inferred with
high confidence. In addition, our method has a considerably
much higher computational efficiency than iCheMA. Indeed,
iCheMA requires more than 3 hours to complete an inference
whilst our method only demands a few minutes. This is due to
the fact that iCheMA conducts a combinatorial search for basis
functions whereas GESBL avoids this by imposing sparsity.
VII. CONCLUSION
This paper combines SBL and GSBL to identify multi-
variable ARX models given measured time series data. Only
limited prior knowledge of the system is needed. To infer
sparse networks, the proposed model considers both topology
and model complexity simultaneously. This is achieved by
inducing both group and element sparse priors, imposing
both a sparse model structure and the lowest system order
possible. The resulting optimisation problem is a blend of
reweighed LASSO and group LASSO, which further indicates
the efficiency of our approach to impose both kinds of sparsity.
This framework is further extended to nonlinear systems.
Simulation examples illustrate the advantages of the method.
Overall, the value of this approach is that model complexity
(polynomial orders) and sparsity of the network topology
are both explored at the same time. In addition, no manual
tuning is required. Our method is particularly useful for NARX
models, where group sparsity, in terms of sparse topology,
and element sparsity, in regards to the sparse basis selection,
are equally important. However, our approach may not be the
most appropriate to identify other more complex models (e.g.
ARMAX and dynamical structure functions (DSF)). Stability
of these models is not reflected by the prior distributions in
our work.
Further developments should ideally include two aspects.
The first is to obtain theoretical guarantees of the algorithm
performance. Since the dictionary matrix Φ correlates with
process noise due to the intrinsic property of dynamic systems,
its analysis is much more complex than a pure linear regression
case as in [12]. The second question is how to extend this
framework to infer more general network models. The main
obstacle here is that to estimate parametrized models, SBL
normally demands the logarithm of the likelihood function
to be quadratic, which does not naturally occur with general
model classes. Although model parameters still hold similar
sparse properties (element and group sparsity), these models
are usually identified in a non-parametric way (e.g. the kernel
method in [3]).
APPENDIX A
DERIVATION OF TYPE II MAXIMIZATION PROBLEM
Firstly, note that:
− 2 log
∫
p(y|w)pˆ(w)dw
− 2 log
∫
N (y|Φw, λI)N (w|ε,B)N (w|0,Γ)dw
− 2 log
∫
exp(Ew)dw + log |λI|+ log |B|+ log |Γ|,
(41)
where
Ew = −1
2
[λ−1‖(y − Φw)‖22 + ‖w‖2Γ−1 + ‖w − ε‖2B−1 ],
(42)
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TABLE VI
INFERENCE RESULTS OF THE CIRCADIAN CLOCK MODEL.
LDLD LDLL LLLL Steady State
AUROC AUPREC AUROC AUPREC AUROC AUPREC AUROC AUPREC
GESBL 64.6 % 56.9% 72.7 % 71.9% 73.4 % 70.1% 69.2% 61.1%
iCheMA 66.4 % 62.3% 65.4% 64.2% 69.4% 66.8% 64.7% 56.4%
ignoring all the constant terms. By completing the square:
− 1
2λ
‖(y − Φw)‖22 −
1
2
[‖w‖2Γ−1 + ‖w − ε‖2B−1 ]
= −1
2
[
(w − µ)TΣ−1(w − µ) + Ey
]
,
(43)
where
Σ =
[
(Γ−1 +B−1) + λ−1ΦTΦ
]−1
µ = Σ(λ−1ΦT y −B−1ε)
Ey = min
w
λ−1‖(y − Φw)‖22 + ‖w‖2Γ−1 + ‖w − ε‖2B−1 .
(44)
In addition, note that:
− 2 log
∫
exp
{
−1
2
[(w − µ)TΣ−1(w − µ)]
}
dw
= − log |Σ|
= log
∣∣(Γ−1 +B−1) + λ−1ΦTΦ∣∣ ,
(45)
ignoring all the constant terms.
Using (43) and (45), the integral in (41) becomes:
− 2 log
∫
p(y|w)pˆ(w)dw
= Ey + log
∣∣(Γ−1 +B−1) + λ−1ΦTΦ∣∣
+ log |λI|+ log|B|+ log |Γ|
= Ey + log
∣∣I + (Γ−1 +B−1)−1λ−1ΦTΦ∣∣
+ log |(Γ +B)|+ log |λI|
= Ey + log
∣∣I + λ−1Φ(Γ−1 +B−1)−1ΦT ∣∣
+ log |(Γ +B)|+ log |λI|
= Ey + log
∣∣λI + Φ(Γ−1 +B−1)−1ΦT ∣∣+ log |(Γ +B)|
= min
w
λ−1‖(y − Φw)‖22 + ‖w‖2Γ−1 + ‖w − ε‖2B−1
+ log
∣∣λI + Φ(Γ−1 +B−1)−1ΦT ∣∣+ log |(Γ +B)|.
(46)
As a result, we get:
L : min
β,γ,λ,w
λ−1‖(y − Φw)‖22 + ‖w‖2Γ−1 + ‖w − ε‖2B−1
+ log |B + Γ|+ log |λI + Φ(Γ−1 +B−1)−1ΦT |
subject to:
β ≥ 0, γ ≥ 0, λ ≥ 0.
(47)
APPENDIX B
CONVEXITY OF DCP PROBLEM
To see functions u(w, λ, β, γ) and v(λ, β, γ) are jointly
convex functions, we need to prove each term is jointly
convex. To check the convexity of u(w, λ, β, γ), we con-
sider the epigraph of its two terms defined as epif =
{(x, t)|x ∈ domf, f(x) ≤ t} [33]. It is known that:
λI  0, λ−1‖(y − Φw)‖22 < t
equivalent to[
λI y − Φw
(y − Φw)T t
]
 0,
(48)
so the term λ−1‖(y−Φw)‖22 is jointly convex as is same with
‖w‖2Γ−1 and ‖w−ε‖2B−1 since their epigraphs are convex sets
described by LMIs [33].
For the function v(λ, β, γ), firstly note that − log | · | is a
convex function in S+. Since B+Γ is an affine function of Γ
and B, − log |B + Γ| is jointly convex with respect to Γ and
B. The second term of the function v seems more complex.
To prove its convexity, we first consider the following lemma.
A similar lemma with lower dimension of function domain
can be found in [33]:
Lemma 1: Suppose a function f(x) = h(g1(x), ..., gk(x))
where h(z1, ..., zk) : Rk → R and gr : Rn → R. Then f is
concave if h is concave and nondecreasing in each argument
and gr is concave.
The proof of this lemma is straightforward by checking the
Hessian matrix:
∇2f = JTg ∇2hJg +
k∑
l=1
∂h
∂zl
∣∣
gl
∇2gl, (49)
where Jg denotes the Jacobian matrix of the function g =
[g1, ..., gk]
T .
Let h(x1, x) = log |x1I + Φdiag(x)ΦT | and g1(β, γ, λ) =
λ, grj(β, γ, λ) =
γrβrj
γr+βrj
with x ∈ R(p+m)k, r ∈ [1, p + m]
and j ∈ [1, k], then h(g1, g11, g12, ..., g(p+m)k) = log |λI +
Φ(Γ−1 +B−1)−1ΦT |. Obviously, h(·) is jointly concave with
respect to x1 and x.
Since the Hessian matrix of g1 is 0, we only need to check
the gradient of h(·) with respect to x:
∂h
∂xr
= trace
[
ΦT (x1I + Φdiag(x)ΦT )−1Φdiag(er)
]
= ∆rr,
(50)
where ∆ = ΦT (x1I + Φdiag(x)ΦT )−1Φ and er is a vector
with its rth element 1 and all the others 0.
Since matrix ∆ is at least semi-positive definite, its di-
agonal elements must be non-negative. As a result, h(x)
is nondecreasing in each argument. We finally calculate the
Hessian matrix, H of grj(β, γ, λ). Note that matrix entries
Hqq =
∂2grj
∂β2rj
, Hll =
∂2grj
∂γ2r
and Hql = Hlq =
∂2grj
∂βrj∂γr
with all
12
the other entries 0 where q = (r−1)k+j and l = (p+m)k+r.
It is always possible to find a permutation matrix, P such that:
PTHP =
[
Hˆ 0
0 0
]
, (51)
where
Hˆ =
 − 2γ2r (γr+βrj)(γr+βrj)4 2γrβrj(γr+βrj)(γr+βrj)4
? − 2β
2
rj(γr+βrj)
(γr+βrj)4
 . (52)
Obviously, matrix Hˆ is semi-negative definite so that H is also
semi-negative definite, which indicates function grj(β, γ, λ)
is concave. For g1, it is an affine function. According to the
lemma above, log |λI+Φ(Γ−1+B−1)−1ΦT | is jointly concave
with respect to λ, γ and β.
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