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Chapitre 1
Introduction
Dans cette thèse, nous nous intéressons principalement à l’analyse multifractale
des fonctions.
L’analyse multifractale consiste en l’étude des propriétés locales des ensembles,
des mesures, ou, comme c’est le cas principalement dans cette thèse, des fonctions.
C’est un domaine récent des mathématiques, dont l’importance est apparue pour
les fonctions en particulier suite à son émergence dans le contexte de la turbulence
pleinement développée : dans les souﬄeries comme celle de Modane [33], des ex-
périences ont montré que la vitesse mesurée d’un écoulement turbulent présentait
des fortes irrégularités qui dépendaient du temps. Ainsi, les exposants qui décrivent
le comportement local du signal correspondant varient en fonction du temps, c’est
le comportement multifractal typique. Il est également conjecturé par ailleurs que
l’énergie d’un fluide turbulent se dissipe de façon hétérogène sur des ensembles de
points de dimension de Hausdorff petite, qui pourraient correspondre à certains types
de singularités répartis sur tout le domaine.
Parallèlement, G. Parisi et U. Frish [32] introduisirent l’analyse multifractale pour
étudier la turbulence pleinement développée d’un fluide, et expliquer la non-concavité
d’une certaine fonction d’échelle (qui est une quantité globale calculée sur l’ensemble
du signal considéré) grâce à la multifractalité de ce signal (voir aussi [2, 3] pour des
travaux liant multifractale et turbulence).
L’analyse multifractale est également utilisée dans le cadre du traitement du
signal ou de l’image [54] par exemple pour la classification d’images, ou dans l’étude
des propriétés locales des trajectoires de processus stochastiques [42, 5, 12, 13].
Benoît Mandelbrot est l’instigateur de cette notion de multifractale (même s’il
ne l’a pas nommée explicitement comme telle). Au début des années 1970 [59, 60], il
introduisit l’objet mathématique maintenant très répandu de cascade multiplicative,
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qui sont des mesures aléatoires pouvant servir comme modèle de dissipation d’énergie
[61]. Ces cascades ont été étudiées par J-P Kahane et J. Peyriere [50] et s’avéreront
être des mesures multifractales, au sens ou localement, la réalisation de la mesure
peut avoir des dimensions locales qui dépendent de l’endroit autour duquel on se
focalise.
Nous étudierons principalement dans cette thèse la caractérisation du comporte-
ment local d’une fonction autour d’un point x0. Cette caractérisation est, en effet,
nécessaire dans les différentes applications citées plus haut. On obtiendra donc des
résultats de régularité locale qui compléteront les informations fournies par la régu-
larité globale.
1.1 Régularité locale.
La régularité ponctuelle est une façon de quantifier, à l’aide d’un nombre positif
α, le fait que le graphe d’une fonction est plus ou moins "rugueux" en un point x0
donné.
La régularité ponctuelle autour d’un point x0 d’une fonction f est le plus souvent
mesurée par l’exposant ponctuel de Hölder défini de la façon suivante :
Définition 1.1.1. Soit D ≥ 1 un entier (fixé tout le reste du manuscrit). Soit une
fonction f ∈ L∞loc(RD) et x0 ∈ RD, on dit que f appartient à Cα(x0), pour α ≥ 0, si
il existe un polynôme P de degré au plus bαc, et une constante C > 0 et M > 0 tels
que pour tout x proche de x0 au sens où |x− x0| ≤M , on ait :
|f(x)− P (x− x0)| ≤ C|x− x0|α. (1.1)
La régularité locale de f en x0 est mesurée par l’exposant ponctuel de Hölder :
hf (x0) = sup{α ≥ 0 : f ∈ Cα(x0)}.
Si (1.1) a lieu pour un α > 0, f est bornée au voisinage de x0, c’est pouquoi l’ex-
posant de Hölder peut seulement être défini pour des fonctions localement bornées.
La norme choisie dans RD n’a pas d’importance.
L’exposant de Hölder est défini point par point et décrit les variations locales de
régularité de f .
Certaines fonctions ont un exposant de Hölder constant et fini : on les appelle des
fonctions mono-höldériennes. C’est le cas de la fonction de Weierstrass, définie par
Wa,b(x) =
∞∑
n=0
ancos(bnpix)
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pour a < 1 < ab qui a partout le même exposant de Hölder fini : − log a
log b
.
Même si l’exposant ponctuel de Hölder décrit effectivement le comportement lo-
cal, il possède certaines lacunes. En effet, il ne prend pas en compte le comportement
oscillant de la fonction au voisinage du point étudié :
Ainsi la fonction "cusp", définie par x 7→ |x|γ, où γ est un réel positif (γ /∈ 2N), a
un exposant ponctuel de Hölder en 0 égal à γ, mais ne présente pas de phénomènes
d’oscillations en 0. La fonction "chirp", définie par x 7→ |x|γ sin( 1|x|β ), où γ et β
sont deux réels positifs, a également un exposant de Hölder égal à γ en 0 mais
présente de rapides oscillations autour de 0. Ainsi, hf (x) ne distingue pas ces deux
comportements, pourtant de nature très différente.
De façon plus générale, il n’est pas stable sous l’action d’opérateurs pseudo-
différentiels.
Il arrive donc parfois que l’on cherche à compléter l’information fournie par hf (x)
avec l’étude d’autres exposants locaux (comme l’exposant local [71], l’exposant d’os-
cillation [47] ou encore plus précisément avec la frontière 2-microlocale [37, 8, 72, 55]
(cette frontière connait actuellement un regain d’intérêt pour ses applications aux
processus stochastiques). Même si ce n’est pas notre propos dans cette thèse, il serait
intéressant d’étudier les résultats génériques pour ces exposants.
L’analyse multifractale étudie des fonctions dont, a priori, l’exposant de Hölder
peut varier fortement d’un point à un autre. Aussi, en complément de la détermi-
nation de la valeur prise par l’exposant ponctuel de Hölder en chaque point, on va
chercher à décrire la distribution des singularités, et leur importance relative, notam-
ment en termes de dimension. On va donc s’intéresser à la dimension de Hausdorff
des ensembles de points ayant un exposant de Hölder donné.
L’objet d’étude dans ce cadre est le spectre de singularité, aussi appelé spectre
multifractal, défini comme suit.
Définition 1.1.2. Soit f une fonction localement bornée sur RD. Le spectre de sin-
gularité, ou spectre multifractal, de f est l’application notée df définie par :
df : h ∈ [0,∞] 7−→ dimH Ef (h),
où l’ensemble iso-höldérien Ef (h) est
Ef (h) := {x0 ∈ RD : hf (x0) = h}.
Ici dimH est la dimension de Hausdorff.
Nous rappellerons ce qu’est la dimension de Hausdorff dans le chapitre 3. Par
convention nous choisissons que dimH ∅ = −∞.
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Définition 1.1.3. Si hf prend au moins deux valeurs finies, on dit que la fonction
f est multifractale. De façon équivalente, cela signifie que df (h) ≥ 0 pour au moins
deux valeurs de h.
Si hf prend une seule valeur finie, on dit que f est monofractale, c’est par exemple
le cas de l’escalier du diable dont l’exposant de Hölder vaut log 2
log 3
sur l’ensemble de
Cantor et vaut +∞ ailleurs.
Remarquons également que l’on peut distinguer deux types de fonctions multi-
fractales :
— des fonctions qui sont plus régulières dans certaines "régions" que d’autres, ce
qui est souvent le cas des images, dans lesquelles on peut distinguer des régions à
l’intérieur desquelles les régularités sont homogènes, mais cette régularité n’est
pas la même suivant la région (cela correspond par exemple à des textures
différentes à l’intérieur d’une même image),
— des fonctions multifractales "homogènes", qui présentent les mêmes caractéris-
tiques partout [45, 20], au sens où pour tout ouvert Ω inclus dans l’ensemble
de définition de la fonction, le spectre multifractal de la fonction f restreinte
à Ω est le même que le spectre multifractal de f sur tout son support. Nous
construirons d’ailleurs une telle fonction dans le chapitre 5.
On pourra par moment s’intéresser à la régularité locale d’une mesure positive
borélienne. Dans ce cas, le comportement local est quantifié via une dimension locale
définie de la manière suivante :
Définition 1.1.4. Soit µ une mesure borélienne positive finie à support dans RD.
La dimension locale de µ en x ∈ Supp(µ) est définie par
hµ(x) = lim inf
r→0+
log µ(B(x, r))
log r
,
où B(x, r) désigne la boule de centre x et de rayon r.
Comme pour les fonctions, les dimensions locales de mesures varient typiquement
fortement d’un point à un autre. On définit alors les ensembles de niveau Eµ(h) =
{x : hµ(x) = h} et le spectre multifractal de µ par
dµ(h) := dim{x : hµ(x) = h}.
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1.2 Formalisme multifractal
Les méthodes d’ondelettes pour le calcul numérique des spectres de singularités
ont été développées notamment par P. Abry, A. Arneodo, E. Bacry et J-F Muzy
[3, 4], et sont évidemment fondamentales pour les applications. En réalité il est
inutile d’essayer de calculer directement le spectre multifractal d’un signal ou d’une
image, trois ou quatre limites sont nécessaires avant d’arriver au résultat, et les
erreurs d’approximation successives mèneraient probablement à des résultats dénués
de sens. L’estimation se fait via le formalisme multifractal, qui permet d’affirmer
que pour des fonctions ou des mesures possédant des propriétés d’auto-similarité
(déterministe ou statistique), le spectre multifractal coïncide avec la transformée de
Legendre d’une fonction d’échelle qui, elle, est accessible numériquement (comme
nous l’avions expliqué au début de cette thèse). Donnons ici une idée de la façon
dont cette formule a été pressentie par Frisch et Parisi.
Leur intuition était que la non-linéarité de la fonction d’échelle vient de la présence
de différents comportements locaux (ainsi la vitesse serait multifractale). Depuis
les années 1940 et Kolmogorov, on s’intéresse aux moments de la vitesse v d’un
écoulement dans un domaine borné Ω, qui est défini par
M(p, ξ) =
∫
Ω
|v(x+ ξ)− v(ξ)|p.
On s’attend à ce que que M(p, ξ) ∼ ξζf (p) lorsque ξ → 0. La fonction p 7→ ζf (p)
est appelée la fonction d’échelle. Beaucoup de modèles de turbulence prévoyaient
une fonction d’échelle linéaire en p, mais les estimations numériques calculées sur les
données réelles démontrent que ζf (p) est en fait une fonction non-linéaire, concave
croissante. Intuitivement Frisch et Parisi ont compris que cela devait résulter de la
multifractalité de v.
Supposons que plusieurs exposants h existent pour la vitesse, en différents points
x ∈ Ω ⊂ R3. Pour tous les points x ∈ R3 tels que hv(x) = h, on a approximativement
|v(x+ ξ)− v(x)| ∼ |ξ|h.
En supposant que dimHEv(h) = dv(h) > 0, alors en confondant dimension de Haus-
dorff et dimension de boîte, et en supposant les limites atteintes, il y a environ
|ξ|−dv(h) cubes de taille |ξ| (i.e. de volume |ξ|3) contenant des x dont l’exposant est
h. Donc
M(p, ξ) ∼
∫
Ω
|v(x+ ξ)− v(x)|pdx ∼
∫
h
|ξ|ph|ξ|−dv(h)|ξ|3dh ∼
∫
h
|ξ|ph−dv(h)+3dh.
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Lorsque ξ tend vers 0, la contribution la plus importante est celle obtenue avec
l’exposant
ζf (p) = inf
h
(ph− dv(h) + 3). (1.2)
qui expliquerait la concavité de la fonction ζf qui est obtenue par transformée de
Legendre (une telle fonction est toujours concave). Par transformée de Legendre
inverse, on a aussi la formule
dv(h) = inf
p∈R
(ph− ζ(q) + 3), (1.3)
qui nous dit qu’il serait naturel d’obtenir une forme concave pour les spectres d’objets
ayant de bonnes propriétés d’invariance d’échelle (pour lesquels la fonction ζ est, on
l’espère, plus facile à calculer).
Définition 1.2.1. On appelle formalisme multifractal la formule (1.3), ou toute
formule semblable, liant par une transformée de Legendre le spectre de singularités à
une fonction d’échelle calculée sur la fonction. Lorsqu’il y a égalité entre le spectre
multifractal d’une fonction f en h ≥ 0 et la transformée de Legendre associée, on dit
que le formalisme multifractal est vérifié en h par f .
Remarquons qu’un segment (qui est la forme du spectre que nous obtiendrons
pour les fonctions prévalentes ou typiques d’un espace de Besov) est une courbe
concave dégénérée.
Pour une mesure de probabilité, on peut également définir plusieurs formalismes
multifractals. Un des plus communs est le suivant :
Définition 1.2.2. La fonction d’échelle τµ(q) associée à µ, parfois appelée fonction
de partition ou Lq-spectrum en anglais, se définit ainsi : pour tout q ∈ R
τµ(q) := lim inf
j→+∞
1
−j log2
(∑
µ(I)q
)
, (1.4)
la somme étant prise sur tous les cubes dyadiques I de génération j de Rd et de
µ-masse non-nulle.
Le formalisme multifractal est vérifié pour µ en h lorsque dµ(h) se retrouve comme
la transformée de Legendre de la fonction d’échelle :
dµ(h) = (τµ)
∗(h) := inf(qh− τµ(q) : q ∈ R). (1.5)
Là encore, le formalisme a été vérifié pour beaucoup de mesures, notamment les
cascades de Mandelbrot (presque sûrement), ou les mesures typiques, ou des mesures
autosimilaires [11, 14, 17, 27, 19].
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1.3 Les ondelettes
Tout au long de cette thèse, nous utiliserons la décomposition des fonctions sur
les bases d’ondelettes. En effet les coefficients d’ondelettes permettent de caractériser
facilement l’exposant ponctuel de Hölder ou l’appartenance à un espace de Besov.
La première construction d’une base orthonormée d’ondelettes a été effectuée par
Haar en 1909 (sans qu’il appelle ça des ondelettes évidemment !). Les premières bases
orthonormées d’ondelettes de régularité arbitrairement grande ont été construites
par Stömberg en 1981 et, de façon plus générale par P-G Lemarié et Y. Meyer en
1986 [53]. La méthode de construction des bases d’ondelettes à l’aide d’une analyse
multirésolution (que nous allons présenter ici) a été introduite par S. Mallat et Y.
Meyer en 1989, puis I. Daubechies réussit enfin, en 1992, à construire des ondelettes
à support compact [25].
Nous rappelons rapidement les fondements de l’analyse multi-résolution et de la
construction des bases d’ondelettes.
Une base orthonormée d’ondelettes est construite à l’aide d’une analyse multi-
résolution [58, 66, 24], c’est-à-dire à l’aide d’une suite Vj (j ∈ Z) de sous-espaces
fermés de L2(RD) satisfaisant les propriétés suivantes :
— ∀j ∈ Z, Vj ⊂ Vj+1.
— ∀j ∈ Z, f(x) ∈ Vj ⇔ f(2x) ∈ Vj+1.
— il existe ψ0(x) ∈ V0 telle que les ψ0(x − k) (k ∈ ZD) forment une base ortho-
normée de V0.
—
⋂
j∈Z Vj = {0} et
⋃
j∈Z Vj est dense dans L
2(RD).
L’analyse multirésolution est dite r-régulière si la fonction ψ0 est Cr, et si les
∂αψ0, pour |α| ≤ r, sont toutes à décroissances rapides.
On définit Wj comme le complémentaire orthogonal de Vj dans Vj+1. On montre
alors qu’il existe 2D−1 fonctions, notées ψ(i) ( i ∈ {1; ...2D − 1}), vérifiant les mêmes
propriétés de régularité que ψ0 et telles que les ψ(i)(x − k) (k ∈ ZD) forment une
base orthonormée de W0.
Alors, le résultat fondamental est que sous certaines hypothèses sur ψ0 et ψ1,
l’ensemble des fonctions 2Dj/2ψ(i)(2jx−k), (où j ∈ Z, k ∈ ZD et i ∈ {1, ..., 2D − 1}),
forme une base orthonormée de L2(RD).
En posant λ := (j,k, l) ∈ Z× ZD × {1, ..., 2D − 1}, on obtient que tout fonction
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de L2(RD) peut être écrite de la façon suivante :
f =
∑
λ∈Z×ZD×{1,...,2D−1}
dλψλ
où
ψλ(x) = ψ
(l)(2jx− k)
et dλ = 2Dj
∫
f(x)ψλ(x)dx.
Remarquons que l’on ne choisit pas une normalisation L2 mais une normalisation
L∞ plus pratique pour étudier la régularité Höldérienne.
Souvent, et ce sera le cas dans cette thèse, on suppose que l’analyse multirésolu-
tion est du type produit tensoriel, c’est-à-dire :
Si x = (x1, x2, ..., xD) alors ψ0(x) = Ψ0(x1)...Ψ0(xD),
où Ψ0 est associé à une analyse multirésolution de dimension 1.
En notant alors Ψ1 l’ondelette associée à Ψ0, on choisit, pour ondelettes en di-
mension D, les fonctions Ψλ définies pour tout λ := (j,k, l) ∈ Z × ZD × {0, 1}D,
par :
Ψλ(x) :=
D∏
i=1
Ψlij,ki(xi),
avec k = (k1, k2, · · · , kD) et l = (l1, l2, · · · , lD).
Toute fonction f ∈ L2(RD) peut être écrite (l’égalité étant vraie dans L2(RD)) :
f =
∑
λ=(j,k,l)∈Z×ZD×LD
dλΨλ,
avec LD := {0, 1}D\0D et
dλ := 2
jD
∫
RD
f(x)Ψλ(x) dx.
Dans la suite, on considérera que les fonctions Ψ0 et Ψ1 auront été construites
telles que :
— elles soient toutes deux à support compact,
— pour un entier N ≥ 1 bien choisi selon le contexte (par exemple plus grand
que les exposants de régularité auxquels on s’intéresse), on ait : Ψ0 ∈ CN(R),
Ψ1 ∈ CN(R),
— Ψ1 ait au moinsN+1 moments nuls (i.e.
∫
R x
nΨ1(x)dx = 0 pour n ∈ {0, . . . , N}).
12
1.4 Caractérisation de l’exposant par ondelettes.
Présentons maintenant, les deux principaux résultats, qui lient la régularité en
un point et les coefficients d’ondelettes et qui seront à la base des démonstrations
réalisées respectivement dans les chapitres 3 et 4.
Théorème 1.4.1. [36] Soit γ > 0 et l’ondelette Ψ1 au moins [γ + 1]-régulière. Soit
f : [0, 1]D → R une fonction localement bornée de coefficient d’ondelettes {dλ}, et
x ∈ [0, 1]D.
Si f ∈ Cγ(x), alors il existe une constante M < ∞ telle que pour tout λ =
(j,k, l) ∈ N∗ × {0, 1, ..., 2j − 1}D × LD,
|dλ| ≤M(2−jγ +
∣∣x− k2−j∣∣γ). (1.6)
avec LD := {0, 1}D\0D
Réciproquement, si (1.6) a lieu et si f ∈ ⋃ε>0 Cε([0, 1]D), alors f ∈ Cγ−η(x), pour
tout η > 0.
Remarquons que (1.6) est équivalent à ce que
|dλ| ≤M(2−j +
∣∣x− k2−j∣∣)γ.
Proposition 1.4.1. [37] Soit γ > 0. Si f ∈ Cγ(RD) alors l’exposant de Hölder de f
en chaque point x est donné par la formule :
hf (x) = lim inf
λ7−→x
log(|dλ|)
log(2−j + |x− λ|)
sous réserve que |dλ| 6= 0.
Les fonctions que nous étudierons appartiendront à un espace de Besov. Nous
allons donc, dans un premier temps, donner la caractérisation d’un espace de Besov
à l’aide d’ondelettes, puis rappeler les différentes propriétés de ces ensembles.
1.5 Espace de Besov.
On a la caractérisation suivante des espaces de Besov grâce aux ondelettes [65].
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Définition 1.5.1. Soit 0 < s < ∞, 0 < p < ∞ et f : RD → R une fonction. Alors
f ∈ Bsp,q(RD) pour q ∈ (0,+∞] si et seulement si la suite dont le terme général vaut
∀j ≥ 1, Aj :=
2j(ps−D) ∑
k∈{0;1;...;2j−1}D,l∈LD
|dλ|p
1/p
est dans lq,
avec λ := (j,k, l) et LD := {0, 1}D\0D.
Si p =∞ et 0 < q <∞ alors f ∈ Bs∞,q(RD) si et seulement si
∃ c > 0 tel que
∑
j∈Z
sup
k∈ZD
∣∣dλ2sj∣∣ < c
L’espace Bsp,q(RD) est un espace métrique complet, normé quand p, q ≥ 1, sépa-
rable quand p et q sont finis [75, 69].
Remarquons que lorsque p < 1, la Définition 1.5.1 ne permet plus d’obtenir une
norme : l’inégalité triangulaire n’est plus vérifiée qu’à une constante près. On peut
cependant définir une métrique sur cet espace pour laquelle Bsp,q(RD) soit complet :
Définition 1.5.2. [24] Soit 0 < p, q <∞.
On définit une distance sur Bsp,q(RD) de la façon suivante : soit f, g ∈ Bsp,q(RD)
de coefficients d’ondelettes respectives dλ et gλ,
Si p ≥ 1 d(f, g) =
∑
j∈N
 ∑
k∈{0;1;...;2j−1}D
|dλ − gλ|p 2(sp−D)j
q/p

1/q
.
Si p < 1 d(f, g) =
∑
j∈N
 ∑
k∈{0;1;...;2j−1}D
|dλ − gλ|p 2(sp−D)j
q/p

min(p,q)/q
.
Muni de cette distance, Bsp,q(RD) est un espace métrique complet séparable.
De même, si 0 < p <∞ et q =∞, on définit une distance sur Bsp,∞(RD) par
d(f, g) =
sup
j∈N
 ∑
k∈{0;1;...;2j−1}D
|dλ − gλ|p 2(sp−D)j
p .
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Rappelons maintenant les différentes injections entre espaces de Besov [73] :
Proposition 1.5.1. Pour tout 0 < s <∞, 0 < p, q ≤ ∞, on a :
Si p′ ≤ p alors Bsp,q(RD) ↪→ Bsp′,q(RD).
Si p′ ≥ p, s ≤ s′ alors Bsp,q(RD) ↪→ Bs
′
p′,q(RD) si s−
D
p
= s′ − D
p′
.
Si q < q′ alors Bsp,q(RD) ↪→ Bsp,q′(RD).
De plus, on a une information sur l’exposant de Hölder d’une fonction d’un espace
de Besov, grâce aux injections de Sobolev :
si s− D
p
> 0 alors Bsp,q(RD) ↪→ Cs−
D
p (RD).
Ainsi si s− D
p
> 0 et f ∈ Bsp,q(RD), f ne peut avoir un exposant de Hölder inférieur
à s− D
p
(en particulier, elle est partout continue).
De nombreux résultats sur la régularité en un point de fonctions appartenant
à des espaces classiques tels que les espaces de Besov ont été obtenus récemment
[6, 30, 31, 41, 43]. Ces résultats sont de deux types :
— majoration du spectre de singularité de toutes les fonctions de l’espace consi-
déré. Par exemple, S. Jaffard [41] montra que :
Théorème 1.5.1. Soit 0 < p <∞, D/p < s <∞. Pour tout f ∈ Bsp,q(RD) et
q ∈ (0,+∞], on a :
pour tout h ≥ s−D/p, df (h) ≤ min(ph− sp+D,D)
et Ef (h) = ∅ si h < s−D/p.
En fait on a même mieux :
pour tout h ≥ s−D/p, dimH{x ∈ RD : hf (x) ≤ h} ≤ min(ph− sp+D,D).
— détermination du spectre de singularité de presque toute ou quasi-toute fonc-
tion dans un espace fonctionnel donné. Par exemple, un résultat de Buczolich
et Seuret [19] donne la généricité des propriétés multifractales pour les mesures.
Théorème 1.5.2. Dans l’ensemble des mesures de probabilités supportées par
le cube [0, 1]D, une mesure générique est multifractale et a pour spectre
dµ(h) = h pour tout h ∈ [0, D],
et Eµ(h) = ∅ sinon. De plus, ces mesures vérifient le formalisme multifractal
pour les mesures.
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Avant de présenter ces résultats, nous allons expliquer ce que l’on entend par
presque toute ou quasi-toute fonction. Lorsque l’on parle de ces notions, on fait
référence à un "grand" sous-ensemble de l’espace au sens de la prévalence ou de
Baire.
1.6 La prévalence et la généricité au sens de Baire.
Définition 1.6.1 (Généricité au sens de Baire). Soit X un espace métrique complet,
et A ⊂ X. On dit qu’un ensemble A est de première catégorie quand il peut s’écrire
A =
⋃
n≥1 An, où pour tout n ≥ 1, An est inclus dans un ensemble fermé d’intérieur
vide de X.
On appelle ensemble résiduel, un ensemble dont le complémentaire est de pre-
mière catégorie, c’est-à-dire un ensemble qui contient une intersection dénombrables
d’ouverts denses.
On parle de propriété quasi-sûre (ou typique) dans l’ensemble X quand elle est
vérifiée pour tous les éléments d’un ensemble résiduel A.
L’étude des propriétés de quasi-toutes fonctions ayant un régularité donnée re-
monte au début des années 30 avec les travaux de Banach [9], Mazurkiewiecz [64],
Jarnik [48] et Saks [70]. Par exemple, il est connu depuis cette époque que quasi-toute
fonction de C([0, 1]) est nulle part dérivable.
Puis Z. Buczolich et J. Nagy [18] remirent ce type de résultats en avant en
prouvant que quasi-toute fonction continue et monotone est multifractale de spectre
d(h) = h. S. Jaffard s’intéressa au spectre de singularité de quasi-toutes fonctions
dans un espace de Besov [46] et démontra le Théorème suivant :
Théorème 1.6.1. Soit 0 < p < ∞, 0 < q ≤ ∞ et 0 < s − D/p < ∞. Pour
quasi-toute fonction g ∈ Bsp,q(RD), on a
dg(h) =
{
D + (h− s)p si h ∈ [s−D/p, s]
−∞ sinon.
et pour tout x dans un ensemble de mesure de Lebesgue pleine de RD, hg(x) = s.
C’est ce Théorème qui sera le point d’appui des travaux réalisés dans le chapitre
4 sur les traces de fonctions.
Remarquons que la notion d’ensemble de première catégorie correspond dans cer-
tains cas à la notion de mesure nulle. Par exemple, dans Rn, l’ensemble des nombres
rationnels est de mesure nulle et est de première catégorie. Mais ces deux notions ne
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correspondent pas toujours : ainsi l’ensemble des nombres de Liouville est résiduel
mais est de mesure de Lebesgue nulle [34]. A contrario, l’ensemble des nombres dio-
phantiens est de première catégorie mais de mesure de Lebesgue pleine dans chaque
intervalle [34], pour d’autres exemples voir [68] par exemple.
Afin d’étendre ou d’obtenir un équivalent à la notion d’ensemble de mesure de
Lebesgue nulle à la dimension infinie, il existe la notion de prévalence. Cette notion
a été introduite par J. Christensen en 1972 dans [23] puis réintroduite par B.Hunt,
T. Sauer et J. Yorke en 1992 dans [34].
Définition 1.6.2. Soit X un espace métrique complet. Un borélien A ⊂ X est dit
timide s’il existe une mesure µ à support compact telle que :
∀x ∈ X, µ(x+ A) = 0.
Plus généralement, un ensemble est dit timide s’il est inclus dans un borélien timide.
On appelle ensemble prévalent le complémentaire d’un ensemble timide.
Dans le chapitre 2, nous détaillerons cette notion de prévalence, en l’étendant à
des ensembles universellement mesurables.
En effet, dans la suite de cette thèse, les ensembles que nous étudierons ne seront
pas forcément inclus dans des boréliens de certains espaces fonctionnels (donc de
dimension infinie), mais simplement dans des ensembles universellement mesurables.
Dans le chapitre 2, nous montrerons donc que l’on peut étendre la notion d’ensembles
timides aux ensembles universellement mesurables.
Dans certains cas, les propriétés prévalentes sont différentes des propriétés géné-
riques [52], dans d’autres au contraire ce sont les mêmes. Par exemple, Hunt [35]
montra que presque toute fonction continue est nulle part différentiable. On a égale-
ment le résultat suivant démontré par A. Fraysse et S. Jaffard [30] qui sera le point
d’appui des travaux du chapitre 3 de cette thèse :
Théorème 1.6.2. Soit 0 < p <∞, 0 < q ≤ ∞ et 0 < s−D/p <∞. Au sens de la
prévalence, pour presque toute fonction g ∈ Bsp,q(RD), on a
dg(h) =
{
D + (h− s)p si h ∈ [s−D/p, s]
−∞ sinon
et pour tout x dans un ensemble de mesure de Lebesgue pleine de RD, hg(x) = s.
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Remarque 1.6.1. Observons que le Théorème 1.6.2 (resp 1.6.1) montre que presque
toute (resp. quasi-toute) fonction d’un espace de Besov est multifractale.
De plus, on peut voir que les fonctions ont le pire comportement possible du point
de vue régularité locale. En effet, si on regarde le Théorème 1.5.1, on peut penser que
les fonctions vont avoir une régularité supérieure à s mais, en fait presque toute (resp.
quasi-toute) fonction a une régularité inférieure à s en chaque point. La régularité
locale est la pire au sens où la dimension des ensembles iso-höldériens Ef (h), pour
h ∈ [s−D/p, s] est la plus grande possible pour les fonctions typiques ou prévalentes.
1.7 Présentation des travaux des chapitres 3 et 4.
Jusqu’à maintenant, nous avons rappelé des résultats concernant le comportement
local des fonctions d’espaces de Besov. Les chapitres 3 et 4 sont consacrés à l’étude
du comportement local des traces de fonctions d’espaces de Besov. En fait, nous
allons " transposer" les Théorèmes 1.6.1 et 1.6.2 aux traces de fonctions. Le chapitre
3 présentera une approche par la prévalence de ce comportement et le chapitre 4
présentera une approche par la généricité au sens de Baire.
Commençons par expliquer ce que l’on entend par traces de fonctions.
Si l’on considére une fonction f continue sur R2 telle que :
f : R2 −→ R
(x, x′) 7−→ f(x, x′)
et a ∈ R alors la fonction fa définie par :
fa : R −→ R
x 7−→ f(x, a)
est la trace de f sur la droite x′ = a.
Rappelons le résultat suivant [40] : si s > 1
2
et f appartient à l’espace de Sobolev
Hs(R2), alors pour tout a ∈ R, sa trace fa appartient à l’espace de Sobolev Hs− 12 (R).
De façon générale, on définit la trace d’une fonction de la façon suivante :
Définition 1.7.1. Soit 0 < d < D deux entiers fixés, d′ := D − d et (x, x′) ∈
Rd × Rd′ = RD. Pour a ∈ Rd′ on note Ha := {(x, a)} le sous-espace affine de
dimension d de RD.
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Soit f une fonction continue sur RD. Sa trace sur Ha est
fa := f|Ha : RD −→ R
x 7−→ f(x, a).
Si f n’est pas continue, sa trace peut être définie par transformée de Fourier : fa sera
définie par lim
N→∞
(F−1(1|ξ|≤NFf))a, quand cette limite existe.
Dans le cas où la fonction f n’est pas continue, ce qui est en particulier le cas
pour les fonctions de l’espace Lp, on utilise un résultat classique en analyse fonction-
nelle : le passage par la transformée de Fourier. Cela permet de tronquer la fonction
en enlevant les hautes fréquences.
Les traces de fonctions jouent un rôle important en analyse multifractale. En
effet, l’analyse multifractale est issue de la turbulence pleinement développée tridi-
mensionelle [32]. Mais dans ce cas, l’expérimentateur n’a pas accès à la vitesse en
tout point du fluide mais seulement à sa valeur en un point (où est placé le capteur)
en fonction du temps. Dans ce cas, on ne mesure donc pas la fonction vitesse du
fluide :
v : R3 −→ R
(t, x, x′) 7−→ v(t, x, x′)
mais seulement la trace de cette vitesse :
v(a,a′) : R −→ R
t 7−→ f(t, a, a′)
où (a, a′) ∈ R2 sont fixés.
Il est donc intéressant de déterminer la régularité locale de la trace de fonctions,
mais on désire accéder aux propriétés multifractales de la vitesse (donc au signal
tridimensionnel). Ainsi, comme notre étude nous donne des résultats de régularité
de presque toutes les traces d’une fonction appartenant à un espace de Besov donné,
en mesurant la régularité d’une trace prise "au hasard", on peut espérer avoir une
intuition sur les espaces de Besov auxquels appartiennent la fonction initiale. S.
Jaffard avait commencé cette étude dans [40].
Pour commencer, il faut étudier à quels espaces fonctionnels appartiennent presque-
toutes les traces. Dans le chapitre 3, nous démontrerons le Théorème suivant :
19
Théorème 1.7.1. Soit 0 < p, s < ∞, avec s − d/p > 0, et q ∈ (0,∞]. Si f ∈
Bsp,∞(RD), pour Lebesgue presque tout a ∈ Rd′, fa ∈
⋂
s′<s
Bs
′
p,∞(RD).
De plus, si f ∈ Bsp,q(RD) et q < p (resp. q = p), presque toute trace fa appartient
à Bsp,qp/(p−q)(RD) (resp. Bsp,∞(RD)).
Puis nous nous intéresserons au spectre de singularités des traces de fonctions et
montrerons :
Théorème 1.7.2. Soit 0 < p <∞, 0 < q ≤ ∞ et 0 < s− d/p < +∞. Pour presque
tout f ∈ Bsp,q(RD), pour Lebesgue presque tout a ∈ Rd′ :
1. le spectre de singularités de fa est
dfa(h) =
{
d+ (h− s)p si h ∈ [s− d/p, s]
−∞ sinon.
2. pour tout ouvert Ω ⊂ RD, l’ensemble Efa(s) ∩ Ω est de mesure de Lebesgue
pleine dans Ω.
Remarquons que, d’aprés le Théorème 1.6.2, presque toute fonction admet des
exposants de Hölder compris entre s− D
p
et s− d
p
mais que les exposants de Hölder
compris entre s − D
p
et s − d
p
"ne sont pas vus" par Lebesgue presque toute trace
fa. Afin de comprendre pourquoi, il faut s’intéresser aux ensembles de niveau Ef (h)
pour s− D
p
≤ h < s− d
p
. Ces ensembles ont une dimension de Hausdorff inférieure à
d′ = D − d, d’après le Théorème 1.5.1.
Intéressons nous, maintenant, à ce que cela donne en terme de traces. Soit a ∈ Rd′
fixé, alors l’ensemble
Ea = Ef (h) ∩
{
(x, a) : x ∈ RD}
aurait intuitivement une dimension d(Ef (h)) − d′. Comme d(Ef (h)) < d′, on se
retrouve avec le phénomène que B. Mandelbrot appelle dimension négative [62].
On peut tenter d’interpréter ce phénomène ainsi : si l’on regarde le Théorème
1.6.2 : presque toute fonction de Bsp,q(RD) a un exposant de Hölder compris entre
s−D
p
et s− d
p
, mais ces singularités forment un ensemble de dimension trop petite pour
intersecter une grande quantité d’hyperplan Ha de dimension inférieure à d′ = D−d.
Remarquons également que si l’on se place à nouveau dans le cadre de la turbu-
lence pleinement développée tridimensionelle, lorsqu’on applique l’analyse multifrac-
tale à un signal monodimensionelle ( ici la vitesse que l’on peut mesurer), on obtient
pour certaines valeurs de h une dimension négative de l’ensemble de niveau de ce
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Figure 1.1 – Spectre de singularités de presque toute fonction f ∈ Bsp,q(RD) et de
sa trace fa pour Lebesgue presque tout a ∈ Rd′ .
signal monodimensionel [21]. Ceci est dû au fait que dans le cas d’un écoulement
turbulent, des hypothèses d’ergodicité impliquent que si une fonction f : R3 7→ R
a un spectre de singularités de valeurs d(h), alors les traces monodimensionnelles
auront des spectres de valeurs d(h)− 2.
Dans le chapitre 3, nous expliquerons également comment étendre le Théorème
1.7.2 à des sous-variétés de RD. Plus précisément :
Soit E ⊂ RD, a = (a1, ..., ad′) ∈ Rd′ et X = (X1, ..., XD) ∈ E, pour tout f ∈
Bsp,q(RD), on notera :
fE+(0,a) : E −→ R
X 7−→ f(X1, ..., Xd, Xd+1 + a1, ..., XD + ad′).
et on démontrera le Théorème suivant :
Théorème 1.7.3. Soit S ⊂ RD, une C∞ sous-variété compact, bornée, de dimension
d < D, supposée transverse à Rd′. Soit 0 < p <∞, 0 < q ≤ ∞ et 0 < s−d/p < +∞.
Pour presque tout f ∈ Bsp,q(RD), pour Lebesgue presque tout a ∈ Rd′ :
1. le spectre de singularités de fS+(0,a) est
dfS+(0,a)(h) =
{
d+ (h− s)p si h ∈ [s− d/p, s]
−∞ sinon.
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2. pour tout ouvert Ω ⊂ RD, l’ensemble EfS+(0,a)(s)∩Ω est de mesure de Lebesgue
pleine dans Ω.
Le chapitre 3 est un article écrit avec S. Seuret et J-M Aubry.
Le chapitre 4 reprend en détaillant davantage les notions du chapitre 3 et s’in-
téresse cette fois à la généricité au sens de Baire. Comme nous l’avons dit précé-
demment, prévalence et généricité au sens de Baire ne coïncide pas toujours. Nous
commencerons donc par démontrer que le Théorème 1.7.2 reste valable dans le cas
de la généricité au sens de Baire.
Nous nous intéresserons ensuite à la validité du formalisme multifractal appliquée
aux traces de fonctions dans une intersection d’espace de Besov. Rappelons que ce
formalisme est fondamental pour les applications car il relie le spectre de singularités
à des quantités plus facilement calculables numériquement. Pour une fonction véri-
fiant le formalisme, on a une formule du type (1.2), où la fonction ζf est appelée la
fonction échelle de f .
Plutôt que la formulation donnée par Frisch et Parisi, Arnéodo, Jaffard et leurs
co-auteurs ont démontré que la formule pertinente pour ζf (p) était, lorsque p ≥ 1
(voir [46]),
ζf (p) = sup
{
s : f ∈ Bs/pp,∞,loc
}
.
Comme les espaces de Besov sont définis pour tout s et p positifs, la fonction :
ηf (p) = sup
{
s ≥ 0 : f ∈ Bs/pp,∞,loc
}
est une extension naturelle de la fonction ζf et est définie sans aucune restriction
sur son domaine de définition. Par conséquent, la fonction ηf s’appelle également la
fonction échelle. Il est alors naturel de conjecturer que :
df (H) = inf
p>0
(pH − ηf (p) +D).
On peut également chercher, un ensemble générique de mesure pour lequel le
formalisme multifractal est vérifié. C’est ce que firent Buczolich et Nagy [18], qui
montrèrent qu’au sens de Baire quasi-toute mesure continue sur [0,1] vérifie le for-
malisme multifractal puis, Buczolich et Seuret, qui prouvèrent que quasi-toute mesure
borélienne définie sur un cube unité de RD vérifie le formalisme multifractal.
En ce qui concerne les fonctions, J. Jaffard dans [46] montra le Théorème suivant :
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Théorème 1.7.4. Soit D > 0 un entier, et soit η une fonction vérifiant certaines
conditions que l’on détaillera plus tard. Au sens de Baire, pour quasi-toute fonction
f de l’espace
V D =
⋂
>0,0<p<∞
B(η(p)−)/pp,p ([0, 1]
D).
1. le spectre de singularités de f est défini sur
[
s(0), D
pc
]
par
df (h) = inf
p≥pc
(ph− η(p) +D)
où pc est le seul point critique tel que η(pc) = D et la fonction s est définie par
s(q) = qη(1/q), q ∈ R+.
2. ∀ p > 0, ηf (p) = η(p).
A. Fraysse montra un résultat similaire en terme de prévalence [28].
Dans le chapitre 4, nous démontrons un Théorème analogue sur les traces :
Théorème 1.7.5. Soient 0 < d < D deux entiers, et soit η vérifiant certaines
conditions que l’on détaillera plus tard.
Au sens de Baire, pour quasi-toute fonction f de V D, pour Lebesgue-presque tout
a ∈ [0, 1]d′, les propriétés suivantes sont vraies :
1. fa possède le spectre de singularités suivant :
dfa(h) =
{
infp≥pc(ph− η(p) + d) si h ∈
[
s(0), d
pc
]
−∞ sinon
où pc est défini comme au Théorème précédent.
2. ∀p > 0, ηfa(p) = η(p).
1.8 Travaux du chapitre 5.
Dans le chapitre 5, nous construirons une fonction f continue, définie sur [0, 1]
qui est son propre spectre multifractal.
La motivation pour ce travail est double :
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dq c
d−s’(0)
h0
d d f
a
(h)
s(0) c n’(p  )
n’(p  )pc q  hc
Figure 1.2 – Spectre de singularités de la trace, pour Lebesgue presque tout a, de
quasi-toute fonction de V D.
— Tout d’abord, il est naturel de se demander quelles sont les formes possibles
d’un spectre multifractal. En effet, on sait par exemple que la fonction x 7→
hf (x) est nécessairement la limite inférieure d’une suite de fonctions continues
(c’est une condition nécessaire et suffisante [39]), mais on peut se demander
quelle est la forme la plus générale pour un spectre. Des réponses sont apportées
dans [38, 20].
— Pour toute application d’un ensemble E sur lui-même (comme pour la trans-
formée de Fourier par exemple), il est naturel de chercher ses points fixes, et
de tenter de les caractériser.
La fonction que nous construisons aura une forme très spécifique : elle sera conti-
nue, bijective croissante sur [0, 1], et "visible" : pour tout x ∈ (0, 1), pour tout
0 < y < x,
f(y)
y
≤ f(x)
x
.
Autrement dit, un observateur placé en l’origine (0, 0) pourrait voir tout point du
graphe {(x; f(x)) : x ∈ [0; 1]} de la fonction f . Cette propriété est imposée par le
calcul du spectre multifractal de la fonction que nous construisons.
La fonction f sera définie comme la superposition d’un nombre infinie de fonctions
C1 par morceaux, dont les oscillations à différentes échelles seront bien contrôlées.
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Une autre caractéristique de f est qu’elle est homogène multifractale (voir [13]
et [12]) : sa restriction sur n’importe quel intervalle de [0, 1] a le même spectre de
singularités que la fonction elle-même. En revanche, évidemment, la restriction de f
à un sous-intervalle n’est plus son propre spectre multifractal ! !
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Chapitre 2
Prévalence et Mesurabilité universelle
Résumé :
En mathématiques, on utilise souvent des espaces de dimension infinie sur lesquels
on aimerait pouvoir distinguer les ensembles en fonction de leur "taille", comme on
le fait grâce à la mesure de Lebesgue en dimension finie. C’est pourquoi nous avons
besoin d’une notion qui étend la notion de "Lebesgue presque partout" à la dimension
infinie. Cette notion est la notion de prévalence.
Comme il n’existe pas de mesure en dimension infinie qui ait les mêmes propriétés
que celle de Lebesgue, on définit directement des ensembles, dit timides, qui seront
les analogues en dimension infinie des ensembles de mesures de Lebesgue nulle.
Dans un premier temps, nous présenterons les résultats sur les ensembles timides,
les ensembles étudiés étant inclus dans des boréliens. Puis nous montrerons que
l’on peut étendre ces résultats lorsque les ensembles sont inclus dans des ensembles
universellement mesurables.
2.1 Introduction
Nous nous intéressons dans cette partie à la notion de presque partout.
Sur Rn, on dit qu’une propriété a lieu presque partout si l’ensemble des points où
elle n’a pas lieu est de mesure de Lebesgue nulle. En dimension finie, la notion de
presque partout fait donc référence à la mesure de Lebesgue, qui a la particularité
d’être la seule mesure σ finie et invariante par translation.
Les ensembles de mesure de Lebesgue nulle ont certaines propriétés, que l’on
voudrait conserver en dimension infinie :
1. un ensemble de mesure nulle a un intérieur vide (donc presque partout implique
dense).
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2. chaque sous-ensemble d’un ensemble de mesure nulle est de mesure nulle.
3. une union dénombrable d’ensemble de mesure nulle est de mesure nulle.
4. chaque translaté d’un ensemble de mesure nulle est de mesure nulle.
Qu’en est-il en dimension infinie ?
Comme il n’existe pas de mesure en dimension infinie qui ait les mêmes propriétés
que celle de Lebesgue, plutôt que de chercher une mesure, Hunt et al. [34] cherchèrent
directement comment définir des analogues de cette notion d’ensembles de mesure
nulle en dimension infinie. Pour cela, ils utilisèrent un résultat qui permet de carac-
tériser les ensembles de mesure de Lebesgue nulle de Rn sans utiliser explicitement
la mesure de Lebesgue :
Lemme 2.1.1. Soit S un borélien de Rn . Si il existe une mesure de probabilité µ
telle que pour tout x ∈ Rn, µ(x+ S) = 0 alors S a une mesure de Lebesgue nulle.
A partir de ce Lemme, ils définirent des ensembles timides qui vérifient les pro-
priétés des ensembles de mesure de Lebesgue nulle.
2.2 Ensemble timide.
Dans toute la suite on considère V un espace vectoriel métrique complet.
Définition 2.2.1. Une mesure µ est dite transverse à un borélien S ⊂ V si :
— (i) Il existe un compact K ⊂ V tel que 0 < µ(K) <∞
— (ii) µ(S + v) = 0 pour tout v ∈ V .
Définition 2.2.2. Un borélien S ⊂ V est dit timide s’il existe une mesure transverse
à S.
Plus généralement, un sous-ensemble de V est dit timide s’il est contenu dans un
borélien timide.
Le complémentaire d’un ensemble timide est appelé ensemble prévalent.
Cette définition revient à dire qu’un borélien S est timide s’il existe une mesure µ à
support compact telle que µ(S + v) = 0 pour tout v ∈ V .
On en déduit immédiatement les Propositions suivantes :
Proposition 2.2.1. Si S est timide alors tout sous-ensemble de S est timide.
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Proposition 2.2.2. Si Sest timide alors ∀x ∈ V , x+ S est timide.
Ainsi un ensemble prévalent est invariant par translation.
On dira alors qu’une propriété a lieu presque partout si elle a lieu sur un ensemble
prévalent.
Proposition 2.2.3. Chaque borélien S timide a une mesure transverse à S qui est
finie et à support compact. De plus, le support de cette mesure peut être pris de
diamètre arbitrairement petit.
Une conséquence de cette Proposition est que tout ensemble timide est d’intérieur
vide et donc que tout ensemble prévalent est dense.
Proposition 2.2.4. Une réunion dénombrable d’ensembles timides est timide.
Par passage au complémentaire, on obtient qu’une intersection dénombrable d’en-
sembles prévalents est prévalent.
Proposition 2.2.5. Si V est de dimension finie, S est timide si et seulement si S
est de mesure de Lebesgue nulle.
Cette Proposition implique qu’en dimension finie, la mesure de Lebesgue est la
meilleur candidate pour être une mesure transverse à un borélien donné. Ainsi, en
dimension infinie, lorsqu’on va chercher une mesure transverse à un ensemble donné,
on essaie la mesure de Lebesgue restreinte à un sous-espace de dimension finie :
Définition 2.2.3. Un sous-espace de dimension finie P d’un espace de dimension
infinie V est dit espace sonde pour un ensemble T de V si la mesure de Lebesgue
restreinte à P est transverse au complémentaire de T .
Ainsi une condition suffisante pour que T soit prévalent est qu’il ait un espace
sonde.
Dans le chapitre suivant, les ensembles que nous allons étudier ne seront pas né-
cessairement des boréliens mais seront inclus dans des ensembles universellement me-
surables. Aussi il va nous falloir remplacer, dans la définition des ensembles timides,
boréliens par ensembles universellement mesurables. Ces ensembles ainsi définis se-
ront appelés ensemble universellement mesurable Haar-nul par Christensen [23].
Dans la suite, nous donnerons une définition d’un ensemble Haar-nul et vérifierons
que ces ensembles vérifient les propriétés des ensembles timides.
Ainsi, on pourra utiliser le concept de prévalence également dans le cas d’ensemble
Haar-nul.
Dans un premier temps, nous rappelons ce qu’est un ensemble universellement me-
surable.
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2.3 Ensemble universellement mesurable.
Ces notions sont étudiées dans [1].
Définition 2.3.1. Soit X et X ′ deux espaces vectoriels.
Une fonction f : (X,B) 7−→ (X ′,B′) est mesurable si pour tout A ∈ B′, f−1(A′) ⊂ B.
Définition 2.3.2. Soit une mesure m sur (X,B). On complète la mesure, en posant
pour tout sous ensemble A ⊂ X m(A) = m(B) si B ∈ B et A∆B ⊂ D où D ∈ B est
tel que m(D) = 0.
On appelle alors mesure complète, la mesure obtenue.
Définition 2.3.3. Un espace polonais est un espace métrique complet et séparable.
Un espace mesurable standard (X,B) est un espace polonais X muni d’une tribu
borélienne B.
Définition 2.3.4. Un sous ensemble A d’un espace polonais X est universellement
mesurable s’il est mesurable pour toute mesure de probabilité complète sur X.
Par la suite, les ensembles que l’on va étudier vont être définis par des formules
compliquées, il sera alors difficile de montrer directement que ces ensembles sont
universellement mesurables. En revanche, on pourra constater que ces ensembles
sont les images de boréliens par des fonctions continues. On pourra alors conclure
que ce sont des ensembles universellement mesurables grâce aux résultats suivants :
Définition 2.3.5. Soit (X,B) un espace mesurable standard.
Un sous ensemble A ⊂ X est dit analytique si il existe un autre ensemble mesurable
standard (X’,B′), une fonction mesurable f : X ′ → X et un ensemble A′ ∈ B′ tel que
f(A′) = A.
On remarque que les boréliens sont des ensembles analytiques [1].
Théorème 2.3.1. [22]. Dans un espace polonais, tout ensemble analytique est uni-
versellement mesurable.
2.4 Ensemble Haar-nul
Dans [23], Christensen montra que le concept d’ensembles de mesure de Haar nulle
pouvait être généralisé au groupe abélien polonais sans qu’il soit localement compact.
Cela lui permis d’étendre des résultats d’analyse harmonique à ces ensembles. Pour
cela, il caractérisa les ensembles de mesure de Haar nulle sans utiliser la mesure de
Haar et donna la Définition suivante :
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Définition 2.4.1. Soit (G,+) un groupe abélien polonais et A ⊆ G un ensemble
universellement mesurable.
A est un ensemble Haar-nul s’il existe une mesure µ tel que µ(A+ v) = 0 pour tout
v ∈ G.
Dans toute la suite on considère V un espace polonais. Nous allons donc prendre
la Définition suivante d’ensemble de Haar-nul.
Définition 2.4.2. Un ensemble universellement mesurable S est Haar nul s’il existe
une mesure µ telle que µ(S + v) = 0 pour tout v ∈ V .
Plus généralement, un sous-ensemble de V est dit Haar-nul s’il est contenu dans
un ensemble universellement mesurable Haar-nul.
On déduit immédiatement de cette Définition, les Propositions suivantes :
Proposition 2.4.1. Si S est Haar-nul alors tout sous-ensemble de S est Haar-nul.
Proposition 2.4.2. Si S est Haar-nul alors ∀x ∈ V , x+ S est Haar-nul.
Nous allons montrer que l’on peut étendre les propriétés des ensembles timides
aux ensembles Haar-nul.
Remarquons tout d’abord qu’un ensemble timide est un ensemble Haar-nul.
En effet, soit T un ensemble timide, alors T est inclus dans un borélien timide S.
Comme les boréliens sont des ensembles analytiques, on déduit du Théorème 2.3.1
que S est un ensemble universellement mesurable.
De plus, selon la Définition 2.2.2, comme S est timide, il existe une mesure µ telle
que µ(S + v) = 0 pour tout v ∈ V . On conclut en utilisant la Définition 2.4.2.
Le fait que les ensembles Haar-nul vérifient les propriétés des ensembles timides
repose sur le Théorème suivant prouvé dans [74] :
Définition 2.4.3. Une mesure µ est tendue si pour chaque  > 0, il existe un
ensemble compact C tel que µ(V − C) < .
Théorème 2.4.1. Si V est un espace polonais, alors chaque mesure sur V est tendue.
On en déduit la Proposition suivante :
Proposition 2.4.3. Soit S un ensemble Haar-nul alors il existe une mesure µ finie,
à support compact K, telle que µ(S + v) = 0 pour tout v ∈ V .
De plus, le support de cette mesure peut être pris de diamètre arbitrairement petit.
31
Démonstration. Comme S est Haar-nul, il existe une mesure ν telle que ν(S+v) = 0
pour tout v ∈ V .
Or V est un espace polonais donc ν est tendue.
Ainsi pour  > 0, il existe un ensemble compact C tel que ν(V − C) < .
On définit µ par
µ(A) = ν(A
⋂
C) ∀A ⊆ V.
Pour tout 0 <  < ν(V ), µ est donc une mesure à support compact satifaisant
µ(S + v) = 0 pour tout v ∈ V .
Reste à montrer la deuxième partie de la Proposition.
Soit 0 <  < ν(V ) fixé.
Pour tout ′ > 0, comme C est compact ; il peut être recouvert par un nombre fini
de boules ouvertes de rayon ′ et il existe au moins une boule B0 de rayon ′ telle
que 0 < ν(C ∩B0) < +∞.
Comme C ∩B0 est compact, υ = ν|C∩B0 est finie, à support compact et transverse
à S.
Nous allons démontrer que les ensembles Haar-nul vérifient les propriétés des
ensembles timides. En l’absence de référence sur ce sujet, nous allons démontrer cela
en s’appuyant sur les démonstration de Hunt et al. [34] concernant les ensembles
timides et utiliser la Proposition 2.4.3.
Proposition 2.4.4. Tout ensemble Haar-nul est d’intérieur vide.
Démonstration. Comme tout ensemble Haar-nul est inclus dans un ensemble univer-
sellement mesurable Haar-nul, il suffit de montrer que tout ensemble universellement
mesurable Haar-nul est d’intérieur vide.
Soit S un ensemble universellement mesurable Haar-nul.
On raisonne par l’absurde.
Supposons que S n’est pas d’intérieur vide.
Il existe alors x ∈ S et  > 0 tel que B(x, ) ⊂ S.
D’après la Proposition 2.4.3, il existe une mesure µ finie, transverse à S et dont le
support, est un compact K, inclus dans une boule de diamètre .
Il existe donc y ∈ V tel que :
K ⊂ B(x+ y, ) ⊂ S + y
et
0 < µ(K) ≤ µ(S + y).
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Or µ est transverse à S donc µ(S + y) = 0.
On en déduit que S est d’intérieur vide.
Notation : Soit µ et ν deux mesures sur V et µ×ν la mesure produit sur l’espace
produit V × V . Pour tout ensemble universellement mesurable S, on pose :
SΣ = {(x; y) ∈ V × V : x+ y ∈ S} .
Lemme 2.4.1. Pour tout ensemble universellement mesurable S, SΣ est universel-
lement mesurable.
Démonstration. Soit :
f : V × V −→ V
(x; y) 7−→ x+ y.
f est une fonction continue et S est universellement mesurable donc SΣ = f−1(S)
est universellement mesurable.
Notation : On pose
µ ∗ ν(S) = µ× ν(SΣ)
=
∫
V
∫
V
1S(x+ y)dµ(x)dν(y).
Proposition 2.4.5. Soit µ et ν deux mesures finies à support compact alors µ ∗ ν
est une mesure finie à support compact . De plus si µ est transverse à un ensemble
universellement mesurable S alors µ ∗ ν est transverse à S.
Démonstration. Soit :
f : V × V −→ V
(x; y) 7−→ x+ y.
Soit K et K ′ les supports respectifs de µ et ν, alors le support de µ ∗ ν est f(K,K ′).
Comme la fonction f est continue, on en déduit que le support de µ ∗ ν est
compact. De plus, si µ et ν sont deux mesures finies, alors µ×ν est une mesure finie,
la fonction caractéristique de SΣ est intégrable par rapport à µ× ν et on a, d’après
le Théorème de Fubini :
µ ∗ ν(S) =
∫
V
µ(S − y)dν(y) =
∫
V
ν(S − y)dµ(y).
Comme ν est finie et µ est transverse à S, on en déduit que µ ∗ ν est transverse à
S.
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On en déduit qu’une union finie d’ensembles Haar-nuls est Haar-nulle.
On va maintenant s’intéresser à une réunion dénombrable d’ensembles Haar-nuls.
Pour cela, nous avons besoin des notations suivantes :
Notation : Soit (µn) une suite de mesures sur V à support compact Kn.
On pose :
µ
∏
= µ1 × µ2 × .....
la mesure produit sur l’espace produit :
K
∏
= K1 ×K2 × ....
Pour tout ensemble universellement mesurable S, on pose :
SΣ =
{
(v1; v2; ....) ∈ K
∏
: v1 + v2 + ..... ∈ S
}
et
µ∗(S) = µ
∏
(SΣ).
Proposition 2.4.6. Une réunion dénombrable d’ensembles Haar-nuls est un en-
semble Haar-nul.
Démonstration. Soit (Tn) une suite d’ensembles Haar-nuls, (Sn) une suite d’en-
sembles universellement mesurables Haar-nuls tel que Tn soit inclus dans Sn et
S =
⋃
n Sn.
D’après la Proposition 2.4.3, pour tout n, il existe une mesure µn finie, transverse
à Sn, et dont le support est un compact Kn de diamètre inférieur à 2−n.
En normalisant et en translatant ces mesures, on peut également supposer que, pour
tout n, µn(V ) = 1 et que Kn contient l’origine.
On a alors µ
∏
(K
∏
) = 1 et d’après le Théorème de Tychonoff, K
∏
est un compact.
Soit :
f : K
∏
−→ V
(v1; v2; ...) 7−→ v1 + v2 + ...
Comme le diamètre des Kn est inférieur à 2−n et que chaque Kn contient l’origine,
l’application f est définie et continue, K = f(K
∏
) est un compact, SΣ = f−1(S) est
universellement mesurable et µ∗ est une mesure finie à support compact K.
Pour démontrer la Proposition, il s’agit donc de montrer que µ∗ est transverse à
chaque ensemble universellement mesurable Sn.
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Soit n fixé.
On pose :
K
∏
n = K1 ×K2 × ..×Kn−1 ×Kn+1...,
pour tout ensemble universellement mesurable S, on pose :
SΣn =
{
(v1; v2; ...; vn−1; vn+1.....) ∈ K
∏
n : v1 + v2 + ...+ vn−1 + vn+1 + .. ∈ S
}
.
Pour tout xn ∈ V , on pose :
SΣn−xn =
{
(v1; v2; ...; vn−1; vn+1.....) ∈ K
∏
n : v1 + v2 + ...+ vn−1 + vn+1 + .. ∈ S − xn
}
.
ν
∏
= µ1 × µ2 × ....µn−1 × µn+1 × ...
et
ν∗(S) = ν
∏
(SΣn )
En utilisant un raisonnement similaire à celui fait pour µ
∏
et µ∗, on déduit que ν
∏
et ν∗ sont des mesures finies et à support compact.
Comme µn est également finie et à support compact, en utilisant le Théorème de
Fubini, on a :
µn ∗ ν∗(S) =
∫
V
∫
V
1S(xn + y)dµn(xn)dν∗(y)
=
∫
V
ν∗(S − xn)dµn(xn)
=
∫
V
µ1 × µ2 × ....µn−1 × µn+1 × ...(SΣn − xn)dµn(xn).
Comme, pour tout i, µi est fini et à support compact, en appliquant le Théorème de
Fubini, on obtient :
µn ∗ ν∗(S) =
∫
V
...
∫
V
...1S(x1 + x2 + .....)dµ1(x1)dµ2(x2).....
= µ∗(S)
En appliquant la Proposition 2.4.5, µ∗ est alors transverse à Sn d’où le résultat.
Proposition 2.4.7. Si V est de dimension finie, S est Haar-nul si et seulement si
S est de mesure de Lebesgue nulle.
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Démonstration. Comme tout ensemble de mesure de Lebesgue nulle est inclus dans
un borélien de mesure de Lebesgue nulle, et qu’un borélien est un ensemble univer-
sellement mesurable, on démontre la Proposition dans le cas des ensembles univer-
sellement mesurables uniquement.
Soit S un ensemble universellement mesurable de mesure de Lebesgue nulle.
Comme la mesure de Lebesgue est invariante par translation, alors elle est trans-
verse à S et donc S est Haar-nul.
Réciproquement, soit S un ensemble universellement mesurable Haar-nul et L la
mesure de Lebesgue.
Selon la Proposition 2.4.3, il existe une mesure finie, positive µ à support compact
K qui soit transverse à S. On a donc
0 =
∫
V
µ(x+ S)dL(x)
=
∫
V
L(x+ S)dµ(x)
= L(S)µ(V ),
où on a utilisé le Théorème de Fubini et le fait que la mesure de Lebesgue est
invariante par translation.
On en déduit donc que S est de mesure de Lebesgue nulle.
Ainsi, dans le cas d’espaces polonais, étendre la définition des ensembles timides
aux ensembles Haar-nuls ne change aucun résultat sur les ensembles timides.
Dans la suite, on ne fera plus de différence entre Haar-nul et timide et on ne
parlera plus que d’ensembles timides.
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Chapitre 3
Local behavior of traces of Besov
functions : Prevalent results
Let 1 ≤ d < D and (p, q, s) satisfying 0 < p < ∞, 0 < q ≤ ∞, 0 < s − d/p <
∞. In this article we study the global and local regularity properties of traces, on
affine subsets of RD, of functions belonging to the Besov space Bsp,q(RD). Given a
d-dimensional subspace H ⊂ RD, for almost all functions in Bsp,q(RD) (in the sense
of prevalence), we are able to compute the singularity spectrum of the traces fa of
f on affine subspaces of the form a + H, for Lebesgue-almost every a ∈ RD−d. In
particular, we prove that for Lebesgue-almost every a ∈ RD−d, these traces fa are
more regular than what could be expected from standard trace theorems, and that
fa enjoys a multifractal behavior.
3.1 Introduction
Investigating regularity properties of traces of functions belonging to some Besov
or Sobolev spaces is a longstanding issue. For instance, such questions arise from
PDE’s theory, where the Dirichlet condition imposes some regularity properties of
the trace of the solution on the frontier of the domain (see the seminal works of
Lions-Magenes [56, 57], and many classical books [75]). In this article, we study the
multifractal behavior of traces of functions belonging to the Besov space Bsp,q(RD) on
d-dimensional affine subspaces of RD. Multifractal properties and their relevance in
physics, especially in fluid mechanics, goes back to the 1980’s. At this time, physicists
have been able to measure the velocity of a turbulent fluid along one direction (in
the famous Modane’s blower), and they observed that their signals exhibited very
different local behaviors at different times. This variability was proposed by Frisch
37
and Parisi as a possible explanation for the strict concavity of the scaling function
associated with the velocity (see [32] and several references on the subject). These
works are an important motivation for this article, since only the one-dimensional
trace of the fluid’s velocity is measured in practice. Hence, to infer some results on
the regularity properties of the three-dimensional velocity, it is key to investigate the
possible local behavior of traces of Sobolev or Besov functions.
As said above, not only concerned with global smoothness properties (i.e. to which
Sobolev and Besov spaces the traces belong), we will especially focus on the local
behavior of such traces. The notion of pointwise regularity we discuss in the sequel
is the following. Given a real function f ∈ L∞loc(RD) and x0 ∈ RD, f is said to belong
to Cα(x0), for some α ≥ 0, if there exists a polynomial P of degree at most bαc and
a constant C > 0 such that locally around x0 :
|f(x)− P (x− x0)| ≤ C|x− x0|α. (3.1)
The local regularity of f at x0 is measured by the pointwise Hölder exponent :
hf (x0) = sup{α ≥ 0 : f ∈ Cα(x0)}.
As will be observed soon, this exponent hf (x0) may vary rather erratically with x0,
and the relevant information is then provided by the spectrum of singularities df of
f , which is the function :
df : h ∈ [0,∞] 7−→ dimH Ef (h), where Ef (h) := {x0 ∈ RD : hf (x0) = h}.
Here dimH stands for the Hausdorff dimension. We adopt the convention that dimH ∅ =
−∞. The spectrum of singularities df describes the geometrical repartition of the
singularities of f .
Precise results on the pointwise regularity of functions belonging to classical
spaces such as Besov Bsp,∞(RD) spaces have recently been obtained [6, 30, 31, 41, 43].
These results are of two kinds : universal upper bounds for the spectrum of singu-
larities (valid for any element of the space) and almost-sure spectrum (valid for a
“large” subset of the space, in the sense of prevalence or Baire categories). We detail
these results, as well as ours, now.
In all that follows, 0 < d < D are two fixed integers. Let d′ := D − d and
(x, x′) ∈ Rd × Rd′ = RD. For a ∈ Rd′ we shall denote by Ha := {(x, a)} the d-
dimensional affine subspace of RD.
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Let f be a continuous function on RD. Its trace on Ha is
fa := f|Ha : Rd −→ R
x 7−→ f(x, a)
If f is not continuous, its trace can be defined by Fourier regularization : we shall
again write fa for lim
N→∞
(F−1(1|ξ|≤NFf))a, whenever that limit exists.
Standard trace theorems inevitably involve a loss of regularity, for instance it is
well known that when s > 1/2, the trace of f ∈ Hs(R2) on any one-dimensional
subspace belongs to Hs−1/2(R). Similar results hold for Besov spaces (see § 3.2.4) : it
can easily be shown that the trace operator f 7→ fa maps Bsp,q(RD) to Bs−d
′/p
p,q (Rd).
However, most of the traces fa have better properties than expected. Indeed, we will
use and prove the following theorem :
Theorem 3.1.1. Let D ∈ N∗, 0 < p, s < ∞, with s−D/p > 0, and let q ∈ (0,∞].
If f ∈ Bsp,∞(RD), then for Lebesgue-almost all a ∈ Rd′ fa ∈
⋂
s′<s
Bs
′
p,∞(Rd).
Moreover, if f ∈ Bsp,q(RD) and q < p (resp. q = p), almost every trace fa belongs
to Bsp,qp/(p−q)(Rd) (resp. Bsp,∞(Rd)).
We present a short proof of Theorem 3.1.1 in Section 3.5 using wavelets. In par-
ticular, when s > d/p, the inclusion Bsp,∞(Rd) ↪→ Cs−d/p(Rd) implies that Lebesgue-
almost all traces fa exist and are uniform Hölder functions. Jaffard also studied traces
of Besov functions in [40] : he was interested in the set of a’s for which fa /∈ Bs−εp,∞(Rd).
By another result of Jaffard [41], belonging to a Besov space yields an upper
bound on the spectrum of singularities :
Theorem 3.1.2. Let 0 < p < ∞ and d/p < s < ∞. For any g ∈ Bsp,∞(Rd), for all
h ≥ s− d/p,
dg(h) ≤ min(d, d+ (h− s)p),
and Ef (h) = ∅ if h < s− d/p.
Remark 3.1.1. The results so far have been stated for Besov spaces Bsp,q with q =∞
but it is clear from classical Besov embeddings (see equation (3.10) below) that they
hold identically for any q > 0.
Not only is Theorem 3.1.2 optimal, the upper bound is actually an almost sure
equality in Bsp,q(RD) (Theorem 3.1.3) in the sense of prevalence, as explained below.
Prevalence theory is used to supersede the notion of Lebesgue measure in any real
or complex topological vector space E. This notion was proposed by Christensen [23]
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and independently by Hunt et al. [34]. The space E is endowed with its Borel σ-
algebra B(E) and all Borel measures µ on (E,B(E)) will be automatically completed,
that is we put µ(A) := µ(B) if B ∈ B(E) and the symmetric difference A∆B is
included in some D ∈ B(E) with µ(D) = 0. A set is said to be universally measurable
if it is measurable for any (completed) Borel measure.
Definition 3.1.1. A universally measurable set A ⊂ E is called shy if there exists
a Borel measure µ that is positive on some compact subset K of E and such that
for every x ∈ E, µ(A+ x) = 0.
More generally, a set that is included in a shy universally measurable set is also called
shy.
Finally, the complement in E of a shy subset is called prevalent.
The measure µ used to show that some subset is shy or prevalent is called a
probe. It can be for instance the Lebesgue measure carried by some finite-dimensional
subspace of E : this is the technique that will be used in § 3.4.2.
When a set B is prevalent, it is dense in E, B+x is also prevalent for any x ∈ E
and if (Bn)n∈N is a sequence of prevalent sets then so is
⋂
n∈NBn. Finally, when E
has finite dimension, B is prevalent in E if and only if it has full Lebesgue measure.
This justifies that a prevalent set B is a “large” set in E and extends reasonably the
notion of full Lebesgue measure to infinite dimensional spaces.
From now on, without any possible confusion, the term “almost all” will be indis-
criminately used to describe elements in a prevalent subset of an infinite-dimensional
space, or in a subset having full Lebesgue measure in a finite-dimensional space.
The use of prevalence in function spaces was pioneered by Hunt [35]. Further
developing the technique, Jaffard and Fraysse [30] proved the following :
Theorem 3.1.3. Let 0 < p <∞, 0 < q ≤ ∞ and 0 < s−D/p <∞. For almost all
g ∈ Bsp,q(RD),
dg(h) =
{
D + (h− s)p if h ∈ [s−D/p, s]
−∞ else
and for x in a set of full Lebesgue measure in RD, hg(x) = s.
Remark 3.1.2. Another notion of genericity is given by Baire’s theory : a property
is said to be quasi-sure in a complete metric space E if this property is realized on
a residual (comeagre) set in E. We choose to work within the prevalence framework,
but Baire’s genericity is also worthy of interest and will be studied in a subsequent
paper.
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In this paper we prove the following result on the singularity spectrum of traces
of almost all Besov functions.
Theorem 3.1.4. Let 0 < p < ∞, 0 < q ≤ ∞ and 0 < s − d/p < +∞. For almost
all f in Bsp,q(RD), for Lebesgue-almost all a ∈ Rd′, the following holds :
(i) the spectrum of singularities of fa is
dfa(h) =
{
d+ (h− s)p if h ∈ [s− d/p, s]
−∞ else. (3.2)
(ii) for every open set Ω ⊂ Rd, the level set Efa(s) ∩ Ω has full Lebesgue measure
in Ω.
Let us make some remarks on Theorem 3.1.4 :
— In a given Besov space Bsp,q(RD) (Theorem 3.1.3), as well as in Cα(RD) [44] or
for Borel measures supported by [0, 1]D [19], the almost-sure regularity is often
the “worst possible”, i.e. the upper bound on the spectrum valid for all elements
of the considered space turns out to be an equality for almost all functions or
measures. This is not the case in Theorem 3.1.4, for which the almost sure
spectrum does not coincide with the a priori upper bound, and thus the traces
are more regular than what could be expected a priori.
— Compared to [35] and [30], the consideration of traces implies that the prevalent
set can only be indirectly defined, which makes the question of its (universal)
measurability nontrivial, especially in the nonseparable case.
— Observe that the singularities with Hölder exponent h less than s − d/p are
“not seen” by Lebesgue-almost every traces fa. This corresponds to the level
sets Ef (h) of Hausdorff dimension less than d′. B. Mandelbrot referred to this
phenomenon as negative dimensions : Heuristically, each set E ⊂ RD of di-
mension d˜ has a dimension d˜ − d′ when interesected with a set of dimension
d = D − d′ (one looses d′ dimensions). For sets of Hausdoff dimension d˜ less
than d, the intuitive result leads to a negative dimension. We interpret these
negative values by the fact that almost every function f ∈ Bsp,q(RD) possesses
singularities with exponent s − D/p ≤ h < s − d/p, but these singularities
form a set of too small a dimension to intersect a large quantity among the
hyperplanes Ha of dimension d′ = D − d.
— In Section 3.6, we explain how one can extend these results to traces of f on
sub-manifolds of RD (instead of sup-spaces). We get the following result.
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Figure 3.1 – Singularity spectrum of almost all f ∈ Bsp,q(RD) and its trace fa for
Lebesgue almost every a ∈ Rd′ .
Theorem 3.1.5. Let S ⊂ RD be a compact C∞-submanifold of dimension
d < D with boundary, which is supposed to be transverse to Rd′.
The same conclusions as in Theorem 3.1.4 hold for the traces of f on the
translates (S + (0, a))a∈Rd′ of S along the direction of Rd
′.
— It is certainly worth investigating the local properties of traces of other objects :
stochastic fields, or 2-dimensional multiplicative cascades.
Remark 3.1.3. Theorem 3.1.4 and the above remark are reminiscent of classical
results of P. Mattila [63] on the Hausdorff dimensions of intersection of fractal sub-
set of RD with Lebesgue-almost all d-dimensional hyperplanes, or of sliced measures
[63, 49]. In these cases, Lebegue-almost every slice also has the maximal possible
dimensions.
In this theorem, all the hyperplanes Ha on which the traces are taken are parallel
(to the d first coordinates axes). Since the Besov spaces are invariant by unitary
transformation of the coordinates, the result remains valid in any fixed direction.
Thanks to the stability of prevalence by countable intersection, we thus obtain :
Corollary 3.1.1. Let ∆ be a countable subset of the Grassmannian Grd(D), the
set of d-dimensional subspaces of RD [63]. Under the same hypotheses on p, q, s, for
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almost all f in Bsp,q(RD), for any H ∈ ∆, for Lebesgue-almost all a ∈ H⊥, the trace
of f on H + a has the properties stated in Theorem 3.1.4.
Unfortunately no Fubini theorem holds for prevalence, so we cannot directly
deduce from this the natural generalization below, which we leave for subsequent
studies.
Conjecture 3.1.1. Consider the Grassmannian Grd(D) and its Haar measure µd,D.
For almost all f in Bsp,q(RD), for µd,D-almost all H ∈ Grd(D), for Lebesgue-almost
all a ∈ H⊥, the trace of f on H + a has the properties stated in Theorem 3.1.4.
The paper is organized as follows. Our method is based on wavelets, and requires
various notions of real and functional analysis. Section 3.2 provides all the definitions
and important results needed to complete the proof of Theorem 3.2.1. In Section 3.3,
we prove the upper bound for the singularity spectrum for all functions in Bsp,q(RD),
and the lower bound for all functions in a set that we call F . Then, in Section 3.4,
we show that this set F is prevalent, the main difficulties lying in the measurability
properties of F . Section 3.5 contains the proof of Theorem 3.1.1, and in Section
3.6 we quickly explain how to adapt the results to traces on sub-manifolds of RD.
Appendix 3.6 deals with the universal measurability of F in the case q = +∞ (which
differs from the case q < +∞ since Bsp,∞(RD) is not separable).
3.2 Preliminaries
3.2.1 Dimensions
Two notions of dimensions of sets in Rd will be used below : the Hausdorff di-
mension and the upper box dimension. We recall them quickly.
Let E be a bounded set in Rd. For every ε > 0, denote by Nε(E) the minimal
number of cubes of size ε needed to cover the set E. The upper box dimension of E,
denoted by dimB(E), is the real number ∈ [0, d] defined as
dimB(E) = lim sup
ε→0+
logNε(E)
− log ε . (3.3)
For the reader’s convenience we also recall the definition of the Hausdorff dimen-
sion.
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Definition 3.2.1. Let s ≥ 0. The s-dimensional Hausdorff measure of a set E,
Hs(E), is defined as
Hs(E) = lim
r↘0
Hsr(E), with Hsr(E) = inf
{∑
i
|Ei|s
}
,
the infimum being taken over all the countable families of sets Ei such that |Ei| ≤ r
and E ⊂ ⋃iEi. Then, the Hausdorff dimension of E, dimH E, is defined as
dimH E = inf{s ≥ 0 : Hs(E) = 0} = sup{s ≥ 0 : Hs(E) = +∞}.
For a bounded set E ⊂ Rd, we have
0 ≤ dimH(E) ≤ dimB(E) ≤ d.
3.2.2 Wavelets
We recall very briefly the basics of multiresolution wavelet analysis (for details
see for instance [26]). For an arbitrary integer N ≥ 1 one can construct compactly
supported functions Ψ0 ∈ CN(R) (called the scaling function) and Ψ1 ∈ CN(R)
(called the mother wavelet), with Ψ1 having at least N + 1 vanishing moments (i.e.∫
R x
nΨ1(x)dx = 0 for n ∈ {0, . . . , N}), and such that the set of functions
Ψ1j,k : x 7→ Ψ1(2jx− k)
for j ∈ Z, k ∈ Z form an orthogonal basis of L2(R) (note that we choose the L∞
normalization, not L2). In this case, the wavelet is said to be N -regular.
Let us introduce the notations
0d := (0, 0, · · · , 0), 1d := (1, 1, · · · , 1), Ld := {0, 1}d\0d.
An orthogonal basis of L2(Rd) is then obtained by tensorization. For every λ :=
(j,k, l) ∈ Z× Zd × {0, 1}d, let us define the tensorized wavelet
Ψλ(x) :=
d∏
i=1
Ψlij,ki(xi),
with obvious notations that k = (k1, k2, · · · , kd) and l = (l1, l2, · · · , ld).
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Any function f ∈ L2(Rd) can be written (the equality being true in L2(Rd))
f =
∑
λ=(j,k,l): j∈Z,k∈Zd, l∈Ld
cλΨλ(x), (3.4)
where
cλ := 2
jd
∫
Rd
f(x)Ψλ(x) dx. (3.5)
It is implicit in (3.5) that the wavelet coefficients depend on f . Observe that in the
wavelet decomposition (3.4), no wavelet Ψλ such that l = 0d (where λ = (j,k, l))
appears.
Similar notations (e.g. λD := (j, (k,k′), (l, l′)) ∈ Z × ZD × {0, 1}D) with the
straightforward modifications will produce an orthogonal basis of L2(RD). The wave-
lets and the corresponding wavelet coefficients in L2(RD) will be denoted respectively
by ΨλD and cλD .
In 3.4.2 we shall need to consider the 1-periodic function
G : t ∈ R 7−→
∑
k∈Z
Ψ1(t− k). (3.6)
and make the technical hypothesis on Ψ1 :
(i) Ψ1 is N -regular,
(ii) The set Z := G−1({0}) ∩ [0, 1] is finite,
(iii) For every t ∈ Z, |G′(t)| > 0 .
(HN)
This condition HN is verified by a suitable Meyer’s wavelet, for every N ≥ 1.
Lemma 3.2.1. Let α > 0, and consider rα ∈ S(R), an even function supported
by −Iα ∪ Iα, where Iα := [pi − α, 2pi + α], satisfying in addition that rα(ξ) = 1 if
|ξ| ∈ [1, 2]. Then the Meyer’s wavelet ψ defined by ψˆ = rα satisfies HN , for every
N ≥ 1.
Proof : From Meyer’s book [65], the function ψ as constructed in the lemma can
serve as a wavelet. By the Poisson formula,
G(t) =
∑
m∈Z
ψˆ(2pim)e2pimt = e−2ipit + e2ipit = 2 cos(t).
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Figure 3.2 – Plot of the periodized Daubechies wavelet with eight vanishing mo-
ments, and its derivative. The approximation is precise enough to ensure that G and
its derivative do not vanish at the same time.
It is then obvious that G and G′ cannot both be equal to zero.

Numerical simulations (see figure 3.2) indicate that (HN) is verified for suitable
choices of regular wavelets, including in particular Daubechies’s compactly supported
wavelets [26]. In Figure 2, the simulations of Ψ1 and (Ψ1)′ (computed using the
associated wavelet filters) are precise enough to guarantee that G′ does not vanish
around the zeros of G. It would be interesting to prove such properties for compactly
supported wavelets.
3.2.3 Localization of the problem
We will be first focusing on the local behavior of traces on (0, 1)d×{a}, a ∈ (0, 1)d′ .
As Proposition 3.2.1 shows, if f is written as (3.4), only the coefficients cDλ such that
j ≥ 0 and (k2−j,k′2−j) ∈ [0, 1]D can play a role in the value of the pointwise
exponent hfa(x). For our purpose, we can identify functions that have the same
wavelet coefficients cDλ when (k2−j,k′2−j) ∈ [0, 1]D. Hence we will consider functions
f of the form
f =
∑
λD∈ΛD×LD
cλDΨλD(x), (3.7)
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where
for j ≥ 1, Zj = {0, 1, · · · , 2j − 1} and ΛDj = {j} × ZDj
ΛD =
⋃
j≥1
ΛDj .
If we prove Theorem 3.1.4 on [0, 1]D instead of RD, then by dilation it will be true
on any cube [−N,N ]D. Prevalence results being stable by countable intersection on
N ∈ N, Theorem 3.1.4 will thus be obtained.
We shall present our results in this framework, and we will effectively prove the
following :
Theorem 3.2.1. Let 0 < p < ∞, 0 < q ≤ ∞. Assuming that s > d/p, for almost
all f in Bsp,q([0, 1]D), for almost all a ∈ [0, 1]d′, the following holds :
(i) the spectrum of singularities of fa is
dfa(h) =
{
d+ (h− s)p if h ∈ [s− d/p, s]
−∞ else. (3.8)
(ii) the level set Efa(s) has full Lebesgue measure in [0, 1]d.
3.2.4 Characterization of local and global regularity proper-
ties
Let 0 < s <∞, 0 < p, q ≤ ∞. Assume that the wavelet Ψ is at least [s+1]-regular.
The Bsp,q([0, 1]D) Besov norm (quasi-norm when p < 1 or q < 1) of a distribution f
on [0, 1]D having wavelet coefficients cλD is defined as
‖f‖Bsp,q =
(∑
j≥1
(
2(sp−D)j
∑
(k,k′)∈ZDj
|cλD |p
) q
p
) 1q
(3.9)
with the obvious modifications when p =∞ or q =∞. The Besov space Bsp,q([0, 1]D)
is naturally the set of functions with finite (quasi-)norm. It is a complete metrizable
space, normed when p and q ≥ 1, separable when both are finite.
The following standard embeddings are easy to deduce from (3.9) : For any 0 <
s <∞, 0 < p ≤ ∞, 0 < q < q′ ≤ ∞, ε > 0,
Bsp,q([0, 1]
D) ↪→ Bsp,q′([0, 1]D) ↪→ Bs−εp,q ([0, 1]D) (3.10)
47
Remark 3.2.1. In contrast with Theorems 3.1.1 and 3.1.2, the prevalence result for
a given q < ∞ cannot simply be deduced from the result for q = ∞ (nor the other
way round). Indeed it can be shown that in (3.10) each included space is shy in the
next one.
Let us finally recall the fundamental result linking pointwise regularity and the
size of wavelet coefficients, which justifies our approach.
Proposition 3.2.1. [36] Suppose that γ > 0 and the wavelet Ψ is at least [γ + 1]-
regular. Let f : [0, 1]d → R be a locally bounded function with wavelet coefficients
{cλ}, and let x ∈ [0, 1]d.
If f ∈ Cγ(x), then there exists a constant M <∞ such that for all λ = (j,k, l) ∈
Λd × Ld,
|cλ| ≤M
(
2−j +
∣∣x− k2−j∣∣)γ = M2−jγ(1 + ∣∣2jx− k∣∣)γ (3.11)
Conversely, if (3.11) holds true and if f ∈ ⋃ε>0 Cε([0, 1]d), then f ∈ Cγ−η(x), for
every η > 0.
Finally, the notion of cone of influence will be needed later.
Definition 3.2.2. Let L > 0. The cone of influence of width L above x ∈ Rd is the
set of cubes (j, k, l) ∈ Λd such that
|x− k 2−j| ≤ L2−j.
3.2.5 Traces
Recall that for a ∈ [0, 1]d′ and f continuous on [0, 1]D, the function fa is simply
defined as fa(x) := f(x, a). Moreover, recall that λ = (j,k, l) with j ∈ N∗, k ∈ Zdj
and l ∈ {0, 1}d and that λD = (j, (k,k′), (l, l′)) with j ∈ N∗, k ∈ Zdj , k′ ∈ Zd′j ,
l ∈ {0, 1}d and l′ ∈ {0, 1}d′ . Using the expansion (3.7) of f in the tensorized wavelet
basis {ΨλD}, we have
fa(x) =
∑
λD∈ΛD×LD
cλD
d∏
i=1
Ψlij,ki(xi)
d′∏
i=1
Ψ
l′i
j,k′i
(ai)
= Ga(x) + Fa(x) (3.12)
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where
Ga(x) :=
∑
λ∈Λd×0d
dλ(a)Ψλ(x) (3.13)
Fa(x) :=
∑
λ∈Λd×Ld
dλ(a)Ψλ(x) (3.14)
and for λ = (j,k, l) ∈ Λd × {0, 1}d,
if l = 0d, dλ(a) :=
∑
λD=(j,(k,k′),(0d,l′)):
k′∈Zd′j , l′∈Ld
′
cλD
d′∏
i=1
Ψ
l′i
j,k′i
(ai). (3.15)
if l ∈ Ld, dλ(a) :=
∑
λD=(j,(k,k′),(l,l′)):
k′∈Zd′j , l′∈{0,1}d
′
cλD
d′∏
i=1
Ψ
l′i
j,k′i
(ai). (3.16)
Formula (3.14) indeed yields a wavelet decomposition of the function Fa, since the
wavelets appearing in (3.14) form a wavelet basis of L2([0, 1]d) (if completed by the
function Ψ0,0d,0d). This is not the case for the function Ga with formula (3.13), since
only the scaling function Ψ0 is used in this decomposition. Fortunately, we have the
following standard result for the Besov properties of a function Ga defined through
a formula like (3.13).
Proposition 3.2.2. [40] If s0 > 0, and g(x) =
∑
λ∈Λd×0d dλΨλ(x) with {dλ} satis-
fying
sup
j≥1
2j(p0s0−d)
 ∑
λ=(j,k,l):k∈Zdj , l=0d
|dλ|p
 < +∞, (3.17)
then g ∈ Bs0p0,∞([0, 1]d).
Proposition 3.2.2 entails that the same Besov characterization as (3.9) when one
considers only scaling functions. The proof of Proposition 3.2.2, that we do not
reproduce here, consists of decomposing each scaling function Ψλ, for λ = (j,k, 0d)
on the wavelets of smaller frequencies, i.e. on Ψλ˜ with λ˜ = (j˜, k˜, l˜) such that j˜ ≤ j
and l˜ ∈ Ld.
As a conclusion, the trace fa can be written
fa =
∑
λ∈Λd×{0,1}d
dλ(a)Ψλ(x) (3.18)
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where for λ = (j,k, l) ∈ Λd × {0, 1}d, dλ(a) is given by (3.15) and (3.16). For such a
decomposition, the Besov characterization (3.9) holds true, the difference with (3.4)
is that the sum over λ ∈ Ld is replaced by λ ∈ {0, 1}d.
Recalling now Theorem 3.1.1 (proved in Section 3.5), fa ∈
⋂
ε>0 B
s−ε
p,∞([0, 1]
d) for
Lebesgue-almost every a ∈ [0, 1]d. Hence, still for almost every a, we can consider
the effective wavelet decomposition of fa on the wavelet basis provided by (3.4), and
we write
fa = c0,0d,0dΨ0,0d,0d(x) +
∑
λ∈Λd×Ld
cλ(a)Ψλ(x). (3.19)
We will use both forms (3.18) and (3.19).
3.2.6 Dyadic approximation
Let B(x, r) denote the closed l∞ ball of radius r around x in [0, 1]d. For α ≥ 1
and j ∈ N, let
X αj :=
⋃
k∈Zdj
B(k2−j, 2−jα) (3.20)
and X α := lim sup
j→∞
X αj
The set X α is constituted by points in [0, 1]d that are approached at rate at least α by
dyadics. In other words, x ∈ X α if and only if there exists a sequence (Jn, Kn)n≥1 ∈ Λd
such that Jn → +∞ and for all n ∈ N∣∣x−Kn2−Jn∣∣ ≤ 2−αJn . (3.21)
Observe that X 1 = [0, 1]d and if α ≤ α′ then X α′ ⊂ X α. Observe also that if x ∈ X α
is not itself a dyadic, then the sequence (Jn, Kn) can be chosen so that for every n
the fraction Kn
2Jn
is irreducible. We call (Jn, Kn)n≥1 an irreducible sequence.
About the dimension of X α, a well know result (for instance proved in [27]) states :
Theorem 3.2.2. There exists a positive σ-finite measure mα carried by X α and such
that any set E having Hausdorff dimension dimH(E) < dα has measure mα(E) = 0.
In particular, mα(X α) > 0 and dimHX α = d/α.
The set X α will play a key role in the following. It is well-adapted to our study,
since the wavelet coefficients are naturally encoded with a dyadic tree structure. It is
likely that any set with the form of a limsup set (where the dyadic balls in (3.20) are
replaced by balls B(xn, ln) that are sufficiently well-distributed in the cube [0, 1]d)
could also be used.
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3.2.7 Prevalence, universal measurability, analytic sets
In the Definition 3.1.1 of the prevalence in a complete metric space E, a set
B ⊂ E needs to be universally measurable to be shy or prevalent (this includes the
Borel sets). One main difficulty occurring in the proof of Theorem 3.1.4 lies in the
universal measurability property of subsets of E for which we aim to prove a preva-
lence property. Indeed, these sets will be defined through complicated formulas, not
easily tractable. In particular, these subsets of E can often be viewed as continuous
images of Borel sets.
When E is a Polish space (this is the case for Bsp,q(RD) when q < ∞), such sets
are called analytic, and we have the following theorem [22].
Theorem 3.2.3. Every analytic set in a Polish space is universally measurable.
When E is not Polish (in our context, when E = Bsp,∞(RD)), continuous images of
Borel sets need not be universally measurable. Hence, in order to obtain the universal
measurability for our specific sets, the definition of an analytic set has to be modified
and is more complicated (see § 3.6). Once this second definition is adopted, the same
result as Theorem 3.2.3 holds, i.e. analyticity implies universal measurability. The
fact that the sets we will meet indeed satisfy this second definition of analytic set is
proved in 3.6.
3.3 Proof of Theorem 3.2.1
3.3.1 A first property of the wavelet
Recall the definition (3.6) of the periodized wavelet G and let us introduce its
d′-dimensional version Gd′ defined as
Gd′ : x ∈ Rd′ 7−→ G(x1) ·G(x2) · · ·G(xd′). (3.22)
We start with the following proposition. It asserts that the multi-dimensional wavelet
can not be too small on a big set. This will be useful when finding a lower bound for
the wavelet coefficients of the traces of prevalent functions (see Lemma 3.4.1).
Proposition 3.3.1. If Ψ satisfies (HN), then the set
A1 :=
{
a ∈ [0, 1]d′ : ∃ ja ∈ N such that ∀j ≥ ja,
∣∣Gd′(2ja)∣∣ > j−2d′}
has full Lebesgue measure.
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Remark that Proposition 3.3.1 holds in fact for any functionG ∈ CN(R) satisfying
assumptions (ii) and (iii) of (HN).
Proof : Obviously, if we are able to prove that the set
A′1 :=
{
a1 ∈ [0, 1] : ∃ ja ∈ N such that ∀j ≥ ja,
∣∣G(2ja1)∣∣ > j−2}
has full Lebesgue measure in [0, 1], then Proposition 3.3.1 will be proved since we
have the inclusion (A′1)d′ ⊂ A1.
By (HN), there is a finite number, say y1, y2, · · · , yp, of zeros of G on the interval
[0, 1], and G′ does not vanish at these real numbers.
Let M = min(|G′(y1)|, |G′(y2)|, · · · , |G′(yp)|). For each yi there is a small interval
[yi − ri, yi + ri] around yi on which |G(a)| ≥M |a− yi|/2.
Let r = min(ri : i = 1, ..., p).
Let us denote bym the minimum of G on the compact set [0, 1]\⋃pi=1(yi−r, yi+r).
We now choose an integer n1 such that 1/n1 ≤ min(m, r).
The above construction guarantees that for every integer n ≥ n1, for every a /∈⋃p
i=1[yi − 2M ·n , yi + 2M ·n ], we have |G(a)| ≥ 1/n. In other words, |G(a)| < 1/n on a
set of Lebesgue measure at most
∑p
i=1 2
2
M ·n = C/n, for some constant C > 0. This
immediately implies that for every j large enough, the set
A˜(j) := {a ∈ [0, 1] : |G(a)| ≤ j−2}
has a Lebesgue measure less than Cj−2.
Remarking the 1-periodicity of G, we deduce that the Lebesgue measure of the
set
A′(j) := {a ∈ [0, 1] : ∣∣G(2ja)∣∣ ≤ j−2}
is also equal Cj−2 (the same as that of A˜(j)). Obviously,∑
j≥1
L(A′(j)) < +∞.
Thus, applying the Borel-Cantelli lemma to the sets A′(j), we deduce that the limsup
set ⋂
J≥1
⋃
j≥J
A′(j)
has zero Lebesgue measure. This set is the complement of the set A′1, which by
deduction is of full Lebesgue measure in [0, 1].

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3.3.2 Prevalence property of an ancillary set
The key result to obtain the prevalence of the singularity spectrum of Theo-
rem 3.2.1 is the following theorem.
Theorem 3.3.1. Suppose that 0 < s−D/p <∞ and 0 < q ≤ ∞. Let α ≥ 1 and let
us defined the exponent
H(α) := s− d
p
+
d
αp
. (3.23)
The set
Fα :=
{
f ∈ Bsp,q([0, 1]D) : ∃A(f) of full Lebesgue measure such that
a ∈ A(f) =⇒ ∀x ∈ X α, hfa(x) ≤ H(α)
}
is prevalent in Bsp,q([0, 1]D).
The proof of Theorem 3.3.1 is postponed to § 3.4. We admit it for the moment,
and we explain how we conclude once Theorem 3.3.1 is proved. Our main result,
Theorem 3.2.1, is a direct consequence of Propositions 3.3.2–3.3.4 below.
From now on, let (αn)n∈N be a dense sequence in [1,∞) such that α0 = 1. Using
the fact that a countable intersection of prevalent (resp. full Lebesgue measure) sets
is prevalent (resp. of full Lebesgue measure), it follows immediately that :
Corollary 3.3.1. The set
F := {f ∈ Bsp,q([0, 1]D) : ∃A(f) of full Lebesgue measure such that
a ∈ A(f)⇒ ∀n ∈ N, ∀x ∈ X αn , hfa(x) ≤ H(αn)
}
is prevalent in Bsp,q([0, 1]D).
3.3.3 Prevalent upper bound
We first find an upper bound for the singularity spectrum of Lebesgue almost
traces of f , for every f ∈ Bsp,q([0, 1]D).
Proposition 3.3.2. For every f ∈ Bsp,q([0, 1]D), for almost all a ∈ [0, 1]d′, we have
for every h ≥ s− d/p, dfa(h) ≤ min(d, d+ (h− s)p). (3.24)
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Proof : Let f ∈ Bsp,q(RD). By Theorem 3.1.1, there is a setA(f) of full Lebesgue mea-
sure in [0, 1]d′ such that for every a ∈ A(f), the trace fa belongs to
⋂
s−ε<s
Bs−εp,∞(Rd).
Then, by Theorem 3.1.2, for every h ≥ s− d/p, for every ε > 0,
dfa(h) ≤ min(d, d+ (h− s)p+ εp).
Moreover, for every ε > 0, since fa ∈ Bs−εp,∞(Rd) for every a ∈ A(f), there is no point
x ∈ [0, 1]d such that hfa(x) < s− d/p− ε.
Letting ε > 0 yields exactly the upper bound (3.24).

One can obtain more precise informations for almost all f ∈ Bsp,q([0, 1]D), i.e.
on a prevalent set in f ∈ Bsp,q([0, 1]D).
Proposition 3.3.3. For almost all f ∈ Bsp,q([0, 1]D), for Lebesgue-almost all a ∈
[0, 1]d
′, for all x ∈ [0, 1]d, hfa(x) ≤ s.
Proof : We apply Corollary 3.3.1 with αn = α0 = 1 : if f belongs to the prevalent
set F , then for any a ∈ A(f), for any x ∈ X α0 = X 1 = [0, 1]d, hfa(x) ≤ H(α0) = s.

3.3.4 Prevalent lower bound
Proposition 3.3.4. For almost all f ∈ Bsp,q([0, 1]D), for almost all a ∈ [0, 1]d′, for
any h ∈ [s− d/p, s], dfa(h) ≥ d+ (h− s)p and furthermore, Efa(s) has full Lebesgue
measure.
Proof : Consider a function f in the prevalent set F . Let h ∈ (s − d/p, s]. This
exponent can be written
h = H(α) = s− d
p
+
d
αp
(3.25)
for some given α ≥ 1.
Consider a subsequence (αφ(n))n∈N of (αn)n∈N which is nondecreasing and converges
to α (for α = 1 this would just be φ = 0).
Let us first assume that α > 1, i.e. H(α) ∈ (s − d/p, s). Remark that X α ⊂⋂
n≥1X αφ(n) . Since f ∈ F , it follows that for all a ∈ A(f) and x ∈ X α, hfa(x) ≤ H(α).
Hence X α ⊂ {x : hfa(x) ≤ H(α)}.
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Recall that Theorem 3.2.2 provides us with a measure mα which is supported by
X α, and which gives measure 0 to every set of dimension strictly less than d/α.
Let us introduce the set Yα := {x : hfa(x) < H(α)}. Clearly,
Yα =
⋃
n≥1
{x : hfa(x) ≤ H(α)− 1/n}.
By (3.24), each set {x : hfa(x) ≤ H(α)− 1/n} has Hausdorff dimension strictly
less than d/α. The scaling properties and the σ-additivity of the measure mα yield
that mα(Yα) = 0.
Remembering that mα(X α) > 0, we have mα(X α\Yα) > 0. This means equiva-
lently that mα({x ∈ X α : hfa(x) = H(α)}) > 0.
This implies that the set {x ∈ X α : hfa(x) = H(α)} has Hausdorff dimension
greater than d/α, and thus
dfa(h) = dfa(H(α)) = dimH{x : hfa(x) = H(α)} ≥ d/α = p(h− s) + d,
the last equality following from (3.25).
When α = 1, the same reasoning using the d -dimensional Lebesgue measure Ld
instead of mα yields Efa(s) ⊃ [0, 1]d\Y1 with Ld(Y1) = 0. Hence Ld(Efa(s)) = 1.
Finally, it remains us to treat the case of the smallest exponent h = s − d/p.
Remembering the definition of F , observe that at any element x of X∞ := ⋂α≥1X α =⋂
n≥1X αn , one necessarily has hf (x) ≤ s − d/p. Since the converse inequality holds
true for any x, we have proved that X∞ ⊂ Efa(s−d/p). We conclude by noting that
X∞ is certainly not empty (and uncountable), since it is a dense Gδ set in Rd.

Theorem 3.2.1 is now proved, provided that we can establish Theorem 3.3.1.
3.4 Proof of Theorem 3.3.1 : prevalence of Fα
We simplify the problem by including the complement of Fα in a countable union
of simpler ancillary sets. Let N be an integer, α > 1, 0 < ε < 1/2, γ > H(α) and
Oεγ,N :=
{
f ∈ Bsp,q([0, 1]D) : Ld′(Aγ,N(f)ε) > 0
}
where
Aγ,N(f)ε =
{
a ∈ [ε, 1− ε]d′ : ∃x ∈ X
α, ∀λ = (j,k, l) ∈ Λd × Ld,
|cλ(a)| ≤ N2−γj(1 + |2jx− k|)γ
}
.
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Remark that the conditions on the wavelet coefficients that appear in the defini-
tion of Aγ,N(f)ε implies that fa has exponent greater than γ at x.
Recall the definition of Fα
Fα :=
{
f ∈ Bsp,q([0, 1]D) : ∃A(f) of full Lebesgue measure in [0, 1]d
′
such that a ∈ A(f) =⇒ ∀x ∈ X α, hfa(x) ≤ H(α)
}
.
Proposition 3.4.1. For any sequence (γn)n∈N strictly decreasing to H(α), we have
Bsp,q([0, 1]
D)\Fα ⊂
⋃
n˜≥2
⋃
n,N∈N
O1/n˜γn,N (3.26)
Proof : We write that Fα =
⋂
n≥1Fα,γn , where for any γ > H(α) we put
Fα,γ =
{
f ∈ Bsp,q([0, 1]D) : ∃Aγ(f) of full Lebesgue measure in [0, 1]
d′
such that a ∈ Aγ(f)⇒ ∀x ∈ X α, fa /∈ Cγ(x)
}
.
When f 6∈ Fα,γ, the set
{
a ∈ [0, 1]d′ : ∃x ∈ X α, fa ∈ Cγ(x)
}
has positive Lebesgue
measure. This means that for some n˜ > 0, the set of a’s defined by{
a ∈ [1/n˜, 1− 1/n˜]d′ : ∃x ∈ X α, fa ∈ Cγ(x)
}
has also positive Lebesgue measure. But by (3.11) of Proposition 3.2.1 which gives
the characterization of Cγ(x) in terms of wavelet coefficients, this last set is included
in Aγ,N(f)1/n˜, for some N ≥ 1. Hence (3.26) holds true.

To prove Theorem 3.3.1, it suffices now to show that each set Oεγ,N is universally
measurable (Proposition 3.4.2) and shy (Proposition 3.4.4).
From now on we fix N ∈ N∗, α > 1 and γ > H(α).
3.4.1 Measurability of Oεγ,N
First we deal here only with the case q < ∞, that is when Bsp,q(RD) is a Polish
space. The case q =∞ is proved in Appendix 3.6, Proposition 3.6.1.
Proposition 3.4.2. The set Oεγ,N is universally measurable in Bsp,q([0, 1]D).
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Proof : We prove it for ε = 0 (the value of ε > 0 does not influence the proof), and
we denote Oγ,N = O0γ,N . Let
Φλ(f, a, x) := N2
−γj(1 +
∣∣2jx− k∣∣)γ − |cλ(a)|
Φ(f, a, x) := inf
λ∈Λd×Ld
Φλ(f, a, x)
and
Φ˜(f) := Ld′
({
a ∈ [0, 1]d′ : ∃x ∈ X α,Φ(f, a, x) ≥ 0
})
so that
Oγ,N = Φ˜−1
(
(0,+∞)).
To obtain Proposition 3.4.2, we just have to prove that Φ˜ is universally measurable
as a map : Bsp,q([0, 1]D) −→ R+. For this, let us fix a complete Borel measure µ on
Bsp,q([0, 1]
D).
First observe that each Φλ is continuous on Bsp,q([0, 1]D) × [0, 1]d′ × [0, 1]d. The
problem may come only from the map (f, a, x) 7→ cλ(a). Recall that s − D/p > 0,
hence we deal with continuous functions. Since the convergence in Besov norm implies
the uniform convergence in the ‖ · ‖∞ norm on the space of continuous functions on
[0, 1]d, the map (f, a) 7→ fa is a continuous map. Finally, it is obvious that fa 7→ cλ(a)
is continuous, since cλ(a) is simply the scalar product between fa and the fixed
wavelet Ψλ. As a countable infimum of continuous functions, Φ is Borel on the Polish
space Bsp,q([0, 1]D)× [0, 1]d′ × [0, 1]d.
Clearly X α ∈ B([0, 1]d), so the set
T˜ := Φ−1([0,∞)) ∩
(
Bsp,q([0, 1]
D)× [0, 1]d′ ×X α
)
is also Borel and its projection along the third coordinate
Π(T˜ ) :=
{
(f, a) ∈ Bsp,q([0, 1]D)× [0, 1]d
′
: ∃x ∈ X α, (f, a, x) ∈ T˜
}
is analytic in the space (Bsp,q([0, 1]D)× [0, 1]d′ ,B(Bsp,q([0, 1]D)× [0, 1]d′)). By the uni-
versal measurability Theorem 3.2.3, Π(T˜ ) is then µ⊗ Ld′-measurable.
To conclude, we notice that Φ˜ can be written as
Φ˜ : f 7→
∫
[0,1]d′
1Π(T˜ )(f, a) da.
Since Π(T˜ ) is µ⊗Ld′-measurable, we can apply Fubini’s theorem, so that we conclude
that Φ˜ is µ-measurable, for any complete Borel measure µ on Bsp,q([0, 1]D).

57
3.4.2 Probe space
In this section q ∈ (0,∞), with the obvious modifications when q =∞.
We use the following notation : to each (j,k) ∈ Λd we associate the unique (J,K),
J ∈ N and K ∈ ZdJ\2ZdJ satisfying K2−J = k2−j (K2−J is the irreducible version of
the dyadic point k2−j). Obviously, with the preceding notations, J ≤ j.
Proposition 3.4.3. Let us define, for every λD = (j, (k,k′), (l, l′)) ∈ ΛD
eλD :=
{
j−
q+2
qp 2(
d
p
−s)j2−
d
p
J if l 6= 0d and l′ = 1d′ ,
0 if l = 0d or l′ 6= 1d′ . (3.27)
The function g :=
∑
λD∈ΛD
eλDψλD belongs to Bsp,q([0, 1]D).
Proof : Observe that eλD does not depend on l ∈ Ld. Using the wavelet characte-
rization (3.9) of Bsp,q([0, 1]D), the proof boils down to studying for all integers j ≥ 1
the quantity
Aj := 2
j(sp−D) ∑
λD=(j,(k,k′),(l,l′)): (k,k′)∈ZDj , (l,l′)∈{0,1}D
|eλD |p.
By construction, eλD is the same for all k′ and all l, and equals zero except when
l′ = 1d
′ and l 6= 0d. Thus,
Aj = (2
d − 1)2j(sp−D+d′)
∑
k∈Zdj
|eλD |p ≤ 2d+j(sp−d)
∑
k∈Zdj
j−p
q+2
qp 2(d−sp)j2−dJ
≤ 2dj− q+2q
∑
k∈Zdj
2−dJ .
where one should not forget that J depends on k. For a given integer 1 ≤ J ≤ j,
the number of multi-integers k ∈ Zdj such that its irreducible version can be written
K2−J (for some K) is exactly 2d(J−1). Hence
Aj ≤ 2dj−
q+2
q
j∑
J=1
2d(J−1)−dJ = j−
2
q
which is an lq sequence.

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Remark 3.4.1. Although we did not prove it here, the singularity spectrum of g (and
of the functions g(i) below) can be explicitly computed : for every h ∈ [s − d/p, s],
dg(h) = ph − ps + D, and dg(h) = −∞ else. It is noticeable that g does not enjoy
the generic spectrum in Bsp,q([0, 1]D) (the generic spectrum has the same formula but
the range of h is [s−D/p, s], not [s− d/p, s]). Nevertheless its traces will be shown
to have the typical spectrum in Bsp,q([0, 1]d).
Let J0 ≥ 1 to be fixed later and d1 := 2dJ0 . For each d-dimensional dyadic cube
λ ∈ Λd at scale j, we enumerate in an arbitrary fashion λ(1), . . . , λ(d1) its d1 sub-cubes
at scale j + J0.
Definition 3.4.1. We set the probe space P to be the d1-dimensional subspace of
Bsp,q([0, 1]
D) spanned by the functions g(i), whose wavelet coefficients e(i)
λD
are defined
in the following way : for each λD = (j, (k,k′), (l, l′)) ∈ ΛD, let λ := (j,k, l) and
e
(i)
λD
=
{
eλ˜D if λ = λ˜
(i) for some λ˜D := (j − J0, (k˜, k˜′), (˜l, l˜′))
0 else.
(3.28)
In the definition above, λ˜(i) is the sub-cube associated with λ˜ = (j − J0, k˜, l˜)
(which is the restriction to [0, 1]d of λ˜D).
In particular, recalling (3.27), as soon as l′ 6= 1d′ , e(i)
λD
= 0, and this coefficient
is the same for all k′ ∈ Zd′j . By the same proof as Proposition 3.4.3, each g(i) also
belongs to Bsp,q([0, 1]D).
Heuristically, the wavelet coefficients of g at generation j are dispatched in wavelet
coefficients at generation j+J0 for the functions g(i), the distribution being organized
so that for any cube λD, there is only one g(i) such that e(i)
λD
6= 0.
Let us now consider their traces g(i)a on the affine subspace Ha.
Lemma 3.4.1. Let ε > 0, and let a ∈ [ε, 1 − ε]d′. For every i ∈ {1, · · · , d1}, for
every j ≥ 1 large enough, for every λ = (j,k, l) with k ∈ Zdj and l 6= 0d, we have
e
(i)
(j,(k,1d
′
),(1d,1d
′
))
(
Gd′(2
ja)− 1
j4d′
)
(3.29)
≤ e(i)λ (a) ≤ e(i)(j,(k,1d′ ),(1d,1d′ ))
(
Gd′(2
ja) +
1
j4d′
)
,
where Gd′ was defined in (3.22).
Moreover, if l = 0d, then e(i)λ (a) = 0.
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Proof : Following (3.15) and (3.16), the wavelet coefficients of these traces are : for
all j ≥ 1, for all λ = (j,k, l) ∈ {j} × Zdj × {0, 1}d,
if l = 0d, e(i)λ (a) :=
∑
λD=(j,(k,k′),(0d,l′)):
k′∈Zd′j , l′∈Ld
′
e
(i)
λD
d′∏
i=1
Ψ
l′i
j,k′i
(ai). (3.30)
if l ∈ Ld, e(i)λ (a) :=
∑
λD=(j,(k,k′),(l,l′)):
k′∈Zd′j , l′∈{0,1}d
′
e
(i)
λD
d′∏
i=1
Ψ
l′i
j,k′i
(ai). (3.31)
By definition of e(i)
λD
, the coefficients (3.30) all vanish. Now, remember that by
construction e(i)
λD
does not depend on k′, nor on l ∈ Ld, and that they all have
the same values as one of them, say the one with l = 1d. Thus, as soon as l 6= 0d,
formula (3.31) can be simplified into
e
(i)
λ (a) = e
(i)
(j,k,1d)
(a) =
∑
λD=(j,(k,k′),(1d,1d′ ): k′∈Zd′j
e
(i)
λD
d′∏
i=1
Ψ1j,k′i(ai)
= e
(i)
(j,(k,1d′ ),(1d,1d′ ))
∑
k′∈Zd′j
d′∏
i=1
Ψ1(2jai − k′i).
Recall that a ∈ [ε, 1− ε]d, and that we use the Meyer’s wavelet Ψ1 of Lemma 3.2.1,
which belongs to the Schwartz class. Recall the definition (3.22) of Gd′(2ja). We have∣∣∣∣∣∣∣Gd′(2ja)−
∑
k′∈Zd′j
d′∏
i=1
Ψ1(2jai − k′i)
∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
k′∈Zd′ :|k′2−j−a|≥ε
d′∏
i=1
Ψ1(2jai − k′i)
∣∣∣∣∣∣
≤
d′∏
i=1
∑
k′∈Zd′ :|k′i2−j−ai|≥ε
∣∣Ψ1(2jai − k′i)∣∣
≤
d′∏
i=1
∑
k′′∈Zd′ :|k′′i |≥ε2j
∣∣Ψ1(−k′′i )∣∣ ,
where k′′i := k′i − ai2j. Since the wavelet Ψ1 belongs to the Schwartz class, the sum
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∑
k′′∈Zd′ :|k′′i |≥ε2j |Ψ
1(−k′′i )| is less than 1/j4 when j becomes large.∣∣∣∣∣∣∣Gd′(2ja)−
∑
k′∈Zd′j
d′∏
i=1
Ψ1(2jai − k′i)
∣∣∣∣∣∣∣ ≤
d′∏
i=1
1/j4 = j−4d
′
,
hence (3.29) holds true.

Let x ∈ X α not a dyadic element of [0, 1]d, and consider the irreducible sequence
(Jn,Kn) associated to x as in (3.21), i.e.
|x−Kn2−Jn| ≤ 2−αJn .
Let a ∈ A1 and let ja be the associated integer constructed in Proposition 3.3.1.
Let n be such that jn := [αJn] ≥ ja and such that (3.29) holds. Let us denote by
λn := (jn,kn, l) the unique dyadic node (unique in the sense that l varies in Ld)
such that Kn2−Jn = kn2−jn . With each λn can be associated its sub-cubes λ
(i)
n ,
i ∈ {1, · · · , d1}.
Lemma 3.4.2. Let ε > 0 and a ∈ A1∩ [ε, 1− ε]d′. For all 1 ≤ i ≤ d1, λ(i)n lies within
the cone of influence of width 2J0+2 above x, and∣∣∣e(i)
λ
(i)
n
(a)
∣∣∣ ≥ Cj−(2d′+ q+2qp )n 2−H(α)jn (3.32)
the constant C depending only on J0.
Proof : Remark that λ(i)n can be written λ(i)n = (jn + J0,k
(i)
n , l) for some integer
k
(i)
n ∈ Zdjn+J0 . By construction,
|k(i)n 2−(jn+J0) −Kn2−Jn| = |k(i)n 2−(jn+J0) − kn2−jn| ≤ 2−jn .
Using (3.21) we deduce that∣∣x− k(i)n 2−(jn+J0)∣∣ ≤ ∣∣x− Kn2−Jn∣∣+ ∣∣k(i)n 2−(jn+J0) −Kn2−Jn∣∣
≤ 2−αJn + 2−jn ≤ 32−jn ≤ (2J0+2)2−(jn+J0).
This shows the first part of Lemma 3.4.2.
61
Recall now Proposition 3.3.1. The fact that a ∈ A1 guarantees that |Gd′(2ja)| ≥
j−2d
′ as soon as j ≥ ja. Combining this with (3.29), we obtain that when j is large,∣∣∣e(i)
(λn)(i)
(a)
∣∣∣ ≥ ((jn + J0)−2d′ − (jn + J0)−4d′)∣∣∣e(i)
(jn+J0,(k
(i)
n ,1d
′ ),(1d,1d′ ))
∣∣∣.
≥ 1
2
(jn + J0)
−2d′
∣∣∣e(i)
(jn+J0,(k
(i)
n ,1d
′ ),(1d,1d′ ))
∣∣∣.
Remembering now how we chose the coefficients of g(i) in (3.28), we see that∣∣∣e(i)
(λn)(i)
(a)
∣∣∣ ≥ 1
2
(jn + J0)
−2d′ ·
∣∣∣e(jn,(kn,1d′ ),(1d,1d′ ))∣∣∣
≥ 1
2
(jn + J0)
−2d′ · (jn)−
q+2
qp 2(
d
p
−s)jn− dpJn
≥ Cj−(2d
′+ q+2
qp
)
n 2
−H(α)jn
where we used that αJn ≤ jn + 1.

3.4.3 Shyness of Oεγ,N
Recall that γ > H(α).
Take an arbitrary f ∈ Bsp,q([0, 1]D) with wavelet coefficients cDλ , and for each
β ∈ Rd1 define
fβ := f +
d1∑
i=1
βig
(i).
As usual now, fβa will denote its trace at level x′ = a and c
β
λ(a) the wavelet coefficients
of that trace. Now we choose J0 large enough so that
d− d1(γ −H(α)) < 0 (3.33)
Our goal is to prove :
Proposition 3.4.4. For any f ∈ Bsp,q([0, 1]D), the set
{
β ∈ Rd1 : fβ ∈ Oεγ,N
}
has
d1-dimensional Lebesgue measure Ld1 equal to 0.
This will show that Oεγ,N is shy. Let us quickly explain this fact.
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Let us denote by µ the measure Ld1 carried by P . Assume that Proposition 3.4.4
holds true, and fix any f ∈ Bsp,q([0, 1]D). For µ-almost F ∈ P , we know that f +F /∈
Oεγ,N . Hence the set {f +Oεγ,N} ∩ P has a µ-measure equal to 0, i.e.
µ({f +Oεγ,N}) = 0.
Since this is true for any f ∈ Bsp,q([0, 1]D), by Definition 3.1.1, the set Oεγ,N is shy.
Before that, two intermediary lemmas are necessary. Let us introduce
Ba :=
{
β ∈ Rd1 :
∃xβ ∈ X α, ∀λ ∈ Λd,∣∣∣cβλ(a)∣∣∣ ≤ N2−γj(1 + |2jxβ − k|)γ
}
Lemma 3.4.3. The application (a, β) 7→ 1Ba(β) is Lebesgue-measurable as an appli-
cation from [0, 1]d′ × Rd1 to R.
Proof : Let φ : (a, β, x) 7→ inf
λ∈Λd
N2−γj(1 + |2jx− k|)γ −
∣∣∣cβλ(a)∣∣∣. By an argument
similar to the one used in proving Proposition 3.4.2, φ is Borel on [0, 1]d′×Rd1×[0, 1]d.
Remark then that 1Ba(β) can be written as 1Ba(β) = 1G(a, β), where
G :=
{
(a, β) ∈ [0, 1]d′ × Rd1 : ∃x ∈ X α, φ(a, β, x) ≥ 0
}
.
This set can be written as
pi
(
φ−1([0,∞))
⋂(
[0, 1]d
′ × Rd1 ×X α
))
, (3.34)
where pi(a, β, x) = (a, β) is the (continuous) canonical projection on the two first
coordinates. Since the set between brackets in (3.34) is clearly a Borel set, G is
analytic and in particular, by Theorem 3.2.3, it is Lebesgue-measurable. By a Fubini
argument, we deduce Lemma 3.4.3.

Lemma 3.4.4. For each a ∈ A1 ∩ [ε, 1− ε]d′, the set Ba has Lebesgue measure zero.
Proof : For any λ0 := (j0,k0, l0) ∈ Λd we put
Ba,λ0 :=
{
β ∈ Rd1 :
∃xβ ∈ B(k02−j0 , 2−αj0), ∀λ ∈ Λd,∣∣∣cβλ(a)∣∣∣ ≤ N2−γj(1 + |2jxβ − k|)γ
}
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so that
Ba = lim sup
j0→∞
⋃
k0∈Zdj0
Ba,λ0 =
⋂
j≥1
⋃
j0≥j
⋃
k0∈Zdj0
Ba,λ0
We want to show that Ld1(Ba) = 0 by bounding from above each Ld1(Ba,λ0).
Suppose that β and β˜ both belong to some Ba,λ0 , where j0 is large enough so that
j1 := bαj0c ≥ ja (cf. Proposition 3.3.1).
Applying Lemma 3.4.2, there exists λ1 = (j1,k1, l1) such that for all 1 ≤ i ≤ d1,
(i) λ(i)1 is in the cone of influence of width 2J0+1 above xβ and xβ˜,
(ii)
∣∣∣∣e(i)λ(i)1 (a)
∣∣∣∣ ≥ Cj−(2d′+ q+2qp )1 2−H(α)j1 ,
From (i) we deduce that∣∣∣∣cβλ(i)1 (a)
∣∣∣∣ = ∣∣∣∣cλ(i)1 (a) + d1∑
i=1
βie
(i)
λ
(i)
1
(a)
∣∣∣∣ ≤ C2 2−γj1
(C depending on N, J0, γ) and the same for β˜. On the other hand, by construction
of the functions g(i), we have e(i
′)
λ
(i)
1
(a) = 0 for any i 6= i′. Thus
∣∣∣(βi − β˜i)eiλ(i)1 (a)∣∣∣ =
∣∣∣∣∣
(
c
λ
(i)
1
(a) +
d1∑
i=1
βie
i
λ
(i)
1
(a)
)
−
(
c
λ
(i)
1
(a) +
d1∑
i=1
β˜ie
i
λ
(i)
1
(a)
)∣∣∣∣∣
≤
∣∣∣∣∣cλ(i)1 (a) +
d1∑
i=1
βie
i
λ
(i)
1
(a)
∣∣∣∣∣+
∣∣∣∣∣cλ(i)1 (a) +
d1∑
i=1
β˜ie
i
λ
(i)
1
(a)
∣∣∣∣∣
≤ C2−γj1 .
Recall that γ > H(α). Combining this with (ii), we deduce that∣∣∣βi − β˜i∣∣∣ ≤ C2−(γ−H(α))j1j2d′+ q+2qp1
hence
Ld1(Ba,λ0) ≤ C2−d1(γ−H(α))j1j
d1(2d′+ q+2qp )
1
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Summing over all 2dj0 nodes λ0 at scale j0 we conclude that
Ld1
( ⋃
k0∈Zdj0
Ba,λ0
)
≤ C2dj0−d1(γ−H(α))j1j(2d
′+ q+2
qp
)d1
1
≤ C2j0(d−d1α(γ−H(α)))(αj0)(2d′+
q+2
qp
)d1
whose series converges because of our choice (3.33) for J0. The Borel-Cantelli lemma
implies that Ld1(Ba) = 0.

Proof : [Proof of Proposition 3.4.4] We can rewrite the result of Lemma 3.4.4 as∫
[ε,1−ε]d′
∫
Rd1
1Ba(β) dβ da = 0
Applying Fubini’s theorem (measurability being guaranteed by Lemma 3.4.3),∫
Rd1
∫
[ε,1−ε]d′
1Ba(β) da dβ = 0
In other words, for almost all β ∈ Rd1 , there exists a set Aβ(f) of full Lebesgue
measure in [ε, 1 − ε]d′ such that a ∈ Aβ(f) implies β 6∈ Ba. This in turn implies
fβ 6∈ Oεγ,N and the announced result follows by complementarity in Rd1 .

Our proof is now complete.
3.5 Proof of Theorem 3.1.1 : Lebesgue-almost every
trace of every function
Recall that fa = Fa + Ga, where Fa and Ga are defined in (3.13) and (3.14).
Recall also that the wavelet coefficients of fa are denoted by dλ(a) in its wavelet
decomposition (3.18), while those of f are denoted by cDλ .
First, we are going to apply Proposition 3.2.2. Recalling the definition (3.15) of
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the wavelet coefficients of Ga, we need to bound from above the sum∑
λ∈Λdj×0d
|dλ(a)|p =
∑
λ∈Λdj×0d
∣∣∣∣ ∑
k′∈Zd′j ,l′∈Ld′
cλD
d′∏
i=1
Ψ
l′i
j,k′i
(ai)
∣∣∣∣
p
≤ C
∑
λD∈ΛDj ×{0d×Ld′}
|cλD |p
∣∣∣∣ d′∏
i=1
Ψ
l′i
j,k′i
(ai)
∣∣∣∣
p
≤ C
∑
λD∈ΛDj ×{0d×{0,1}d′}
|cλD |p
∣∣∣∣ d′∏
i=1
Ψ
l′i
j,k′i
(ai)
∣∣∣∣
p
(3.35)
for some constant C that depends only on Ψ0 and Ψ1. Indeed, since Ψ0 and Ψ1 are
compactly supported, for each a only a finite number (independent of j or a) of terms
in the second sum are non zero.
Now, using definition (3.16) for the wavelet coefficients of Fa, we find that∑
λ∈Λdj×Ld
|dλ(a)|p =
∑
λ∈Λdj×Ld
∣∣∣∣ ∑
k′∈Zd′j ,l′∈{0,1}d′
cλD
d′∏
i=1
Ψ
l′i
j,k′i
(ai)
∣∣∣∣
p
≤ C
∑
λD∈ΛDj ×{Ld×{0,1}d′}
|cλD |p
∣∣∣∣ d′∏
i=1
Ψ
l′i
j,k′i
(ai)
∣∣∣∣
p
(3.36)
again for some constant C that depends only on Ψ0 and Ψ1.
We now consider the sum of all wavelet coefficients of fa, and we integrate it over
a ∈ [0, 1]d′ . Using (3.35) and (3.36), and recalling that Ld ∪ 0d = {0, 1}d, we get∫
[0,1]d′
∑
λ∈Λdj×{0,1}d
|dλ(a)|pda ≤ C
∑
λD∈ΛDj ×{0,1}D
|cλD |p
∫
[0,1]d
′
∣∣∣∣ d′∏
i=1
Ψ
l′i
j,k′i
(ai)
∣∣∣∣
p
da.
Observe that there is no wavelet coefficient associated with the index lD = 0D for
the function f , hence the sum of λD over ΛDj ×{0, 1}D is the same as the sum of λD
over ΛDj × LD.
Since the functions Ψl
′
i
j,k′i
are bounded uniformly in j, k′ and l′, and has support
width ≤ K2−j,∫
[0,1]d
′
∑
λ∈Λdj×{0,1}d
|dλ(a)|pda ≤ C
∑
λD∈ΛDj ×LD
|cλD |p2−jd′ = C2j(d−sp)εj, (3.37)
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where C depends on Ψ and where
εj :=
∑
λD∈ΛDj ×LD
|cλD |p2j(sp−D).
By the definition of Besov norm (3.9), the sequence (εj)j≥1 belongs to lq/p.
If no assumption is made on p and q, then we only know that (εj) is a bounded
sequence, which implies that∫
[0,1]d′
∑
λ∈Λdj×{0,1}d
|dλ(a)|pda ≤ C ′2(d−sp)j (3.38)
for some other constant C ′. Then, we define
Aj :=
{
a ∈ [0, 1]d′ :
∑
λ∈Λdj×{0,1}d
|dλ(a)|p > C ′j22(d−sp)j
}
.
By Markov’s inequality, from (3.38) it follows that
Ld′(Aj) ≤ C
′2(d−sp)j
C ′j22(d−sp)j
= j−2.
Thus, applying the Borel-Cantelli lemma, Ld′(lim supj Aj) = 0. By construction, we
proved that for any a ∈ [0, 1]d′\ lim supj Aj, there exists j0 such that j ≥ j0 implies∑
λ∈Λdj×{0,1}d
|dλ(a)|p2
(sp−d)j
j2
≤ C ′. (3.39)
In particular, recalling the characterization (3.9), such a trace fa belongs toBs
′
p,∞([0, 1]
d),
for every s′ < s. The factor j2 in (3.39) explains the loss of a logarithmic order of
the Besov regularity mentioned in the introduction.
Assume now that, in addition, q ≤ p < +∞. In this case, let
Aj :=
{
a ∈ [0, 1]d′ :
∑
λ∈Λdj×{0,1}d
|dλ(a)|p > C2(d−sp)j(εj)1−q/p
}
.
Applying again Markov’s inequality and using (3.37), we get
Ld′(Aj) ≤ C2
(d−sp)jεj
C2(d−sp)j(εj)1−q/p
= (εj)
q/p.
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Since (εj)j≥1 ∈ lq/p, the series
∑
j Ld′(Aj) converges, and the Borel-Cantelli lemma
yields Ld′(lim supj Aj) = 0. Hence, for any a ∈ [0, 1]d′\ lim supj Aj, there exists j0
such that j ≥ j0 implies ∑
λ∈Λdj×{0,1}d
|dλ(a)|p2(sp−d)j ≤ C(εj)1−q/p.
When p = q, we deduce that for Lebesgue-a.e a, fa ∈ Bsp,∞([0, 1]d).
When p > q, the sequence ((εj)1−q/p)j≥1 belongs to lqp/(p−q) which implies that fa ∈
Bsp,qp/(p−q)([0, 1]
d).
3.6 Traces on submanifolds of RD
We quickly explain how to obtain similar results for traces of almost all functions
f ∈ Bsp,q(RD) on submanifolds of dimension d, in order to obtain Theorem 3.1.5.
Proof : The transversality property of S ensures that the translates {S+(0, a)}a∈Rd′
of S do not overlap. By compacity of S, and using the inverse function theorem, one
can find a finite set of open sets (Ui)i=1,...,N such that
— S ⊂ ⋃Ni=1 φi(Ui),
— for every i ∈ {1, ..., N}, there exists a C∞ diffeomorphisms φi : Ui → Vi such
that for every a ∈ Rd′ small enough,
φi :
{
Ui −→ Vi ⊂ RD
(x, a) 7−→ ui(x) + (0, a)
and such that φi(Ui ∩ (Rd ⊗ {0d′}) = S ∩ Vi.
We recall two useful properties :
— Besov spaces Bsp,q(RD) are stable under the action of Cs+1 diffeomorphisms.
— Hausdorff dimensions are preserved by diffeomorphisms.
— Prevalent sets of functions in Bsp,q(Rd) are preserved by diffeomorphisms.
It is now easy to deduce Theorem 3.1.5 from Theorem 3.1.4.
For each i ∈ {1, ..., N}, Theorem 3.1.4 yields the spectrum of Lebesgue almost
every trace of almost every function f ∈ Bsp,q(RD), hence, composing by φi, and one
obtains that there exists a prevalent set of functions function f ∈ Bsp,q(Rd) such that
the multifractal spectrum of Lebesgue almost every trace fS+(0,a) ∩ Vi (for a ∈ Rd′)
satisfies (3.2).
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This can be achieved simultaneously for all i ∈ {1, ..., N}, and by considering the
concatenation for the (finite set of) Vi. The result hold for a finite intersection of
prevalent sets, hence on a prevalent set. Noticing that the multifractal spectrum of
the concatenation of a finite number of functions is the supremum of the multifrac-
tal spectra of the functions, we obtain the results for Lebesgue almost every trace
fS+(0,a).

Appendix
Proof of Proposition 3.4.2, case q =∞
The only serious difference is due to the fact that Bsp,∞([0, 1]D) is no longer sepa-
rable, so the argument for universal measurability of the ancillary set
Oγ,N :=
{
f ∈ Bsp,∞([0, 1]D) : Ld′(Aγ,N(f)) > 0
}
has to use a different definition of analyticity.
A1 - Analytic sets in non-Polish spaces
Analytic sets were previously defined in Polish spaces as continuous images of
Borel sets : this cannot apply to Bsp,∞([0, 1]D). However we can use the following
more general definition, adapted from [22], for any Hausdorff topological space X
endowed with its Borel σ-algebra B(X). First, for a compact topological space K
we write K the collection of its closed subsets and (B(X) × K)σδ the collection of
countable intersection of countable unions of sets that are Cartesian products of a
Borel set in X and a closed set in K and pi : X ×K → X is the canonical projection
map pi(x, y) = x.
Definition 3.6.1. A set A ⊂ X is said to be analytic if there exists a compact space
K and S ∈ (B(X)×K)σδ such that
A = pi(S).
It is easy to check that this definition coincides with the previous one when
X is Polish. Furthermore, in this framework, Theorem 3.2.3 (based on Choquet’s
capacitability theorem) now holds in any Hausdorff topological space (see [22]).
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A2 - Measurability
Proposition 3.6.1. The set Oγ,N is universally measurable in Bsp,∞([0, 1]D).
Proof : We use the same notations Φλ, Φ, T˜ and Π as in the proof of Propo-
sition 3.4.2. We will show that the set Π(T˜ ) is analytic in the sense of Defini-
tion 3.6.1, with X := Bsp,∞([0, 1]D) × [0, 1]d′ and K := [0, 1]d. For short let us put
∆j := Zd
′
j × {0, 1}d′ . Given n ∈ N, m ∈ Z∆j and m′ ∈ Zd′ we write
Q(n,m) := 2−n
∏
(k′,l′)∈∆j
[mk′,l′ ,mk′,l′ + 1]
Q′(n,m′) := 2−n
∏
1≤i≤d′
[m′i,m
′
i + 1]
Q(n,m,m′) := Q(n,m)×Q′(n,m′)
Having fixed λ = (j,k, l) ∈ Λd × Ld and considering λD = (j, (k,k′), (l, l′)), any
f ∈ Bsp,∞([0, 1]D) induces a map sλ : (k′, l′) 7→ cλD that we identify to an element of
R∆j . Then we define
Θ(sλ, a, x) := N2
−γj(1 + |2jx− k|)γ − |cλ(a)|
as well as
Xλ(n,m,m
′) :=
{
x ∈ [0, 1]d : sup
(sλ,a)∈Q(n,m,m′)
Θ(sλ, a, x) ≥ 0
}
The dependency of cλ(a) on sλ and a is given in (3.15), (3.16) and (3.19) and it
is continuous. So is the function Θ. Since Q(n,m,m′) is compact, it follows that
Xλ(n,m,m
′) is closed (Lemma 3.6.1). Furthermore, if we put
Fλ(n,m) :=
{
f ∈ Bsp,∞([0, 1]D) : sλ ∈ Q(n,m)
}
then it is clear by continuity of Φλ that
Φ−1λ ([0,∞)) =
⋂
n∈N
⋃
(m,m′)∈Z∆j×Zd′j
Fλ(m,n)×Q′(m′, n)×Xλ(m,m′, n)
This proves that Φ−1λ ([0,∞)) ∈ (B(X) × K)σδ. We deduce that Φ−1([0,∞)) =⋂
λ Φ
−1
λ ([0,∞)) and the set T˜ belong to (B(X)×K)σδ as well because Bsp,∞([0, 1]D)×
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[0, 1]d
′ × X α is obviously in (B(X)× K)σδ. Its projection Π(T˜ ) is thus analytic and
we conclude in the same way as for Proposition 3.4.2.

Lemma 3.6.1. Let A and B be topological spaces, A compact and B locally compact.
If f is continuous : A×B → R, then fs : b 7→ supa∈A f(a, b) is continuous on B.
Proof : Recall that a Hausdorff space-valued function defined on a compact set is
continuous if and only if its graph is compact. Continuity being a local property,
we can suppose without loss of generality that B is also compact. The graph Γ of
f is then compact and so is its image by the projection $ : (a, b, y) 7→ (b, y). As a
supremum of continuous functions, fs is lower semi-continuous, so its epigraph E is
closed. But the graph of fs is precisely E ∩$(Γ), so it is compact ; it follows that fs
is continuous.

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Chapitre 4
Propriétés génériques au sens de
Baire des fonctions dans des espaces
de Besov
Résumé : Soit 1 ≤ d < D et (p, q, s) tels que 0 < p < ∞, 0 < q ≤ ∞,
0 < s − d/p < ∞. Nous continuons à nous intéresser aux traces de fonctions. Nous
commencerons par détailler les notions évoquées dans le chapitre précédent puis
montrons que, pour quasi-toute fonction de Bsp,q(RD)( au sens de Baire), on peut
également déterminer le spectre de singularité de sa trace fa pour Lebesgue-presque
tout a ∈ RD−d.
Nous nous intéresserons ensuite, pour quasi-toute fonction f dans une intersection
d’espace de Besov, à la validité du formalisme multifractal appliquée aux traces fa
pour Lebesgue-presque toute a ∈ RD−d.
4.1 Introduction
Considérons deux entiers 0 < d < D. On notera d′ = D − d.
Dans tout ce qui suit on notera X = (x, x′) ∈ Rd × Rd′ = RD.
Pour a ∈ Rd′ , on note Ha, le sous-espace affine de dimension d de RD, défini par
Ha = {X ∈ RD : X = (x, a)}.
On va s’intéresser à la régularité locale des traces de fonctions, définies sur RD,
sur les sous-espaces de la forme Ha. Plus précisément, pour toute fonction f continue
sur RD, on regardera la fonction
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fa := f|Ha : Rd −→ R
x 7−→ f(x, a).
Si f n’est pas continue, sa trace peut être définie par transformée de Fourier : fa sera
définie par lim
N→∞
(F−1(1|ξ|≤NFf))a, quand cette limite existe.
Quand on parlera de régularité locale, on fera référence à l’exposant de Hölder et au
spectre de singularité.
Rappelons donc ces différentes notions.
Soit f ∈ L∞loc(RD) et x0 ∈ RD, f est Cα(x0), pour α ≥ 0, si il existe un polynôme P
de degré au plus bαc et une constante C > 0 telle que au voisinnage de x0 :
|f(x)− P (x− x0)| ≤ C|x− x0|α. (4.1)
La régularité locale de f en x0 est mesurée par l’exposant de Hölder :
hf (x0) = sup{α ≥ 0 : f ∈ Cα(x0)}.
On déterminera également le spectre de singularité de la fonction f , donné par :
df : h ∈ [0,∞] 7−→ dimH Ef (h), où Ef (h) := {x0 ∈ RD : hf (x0) = h}.
Ici dimH est la dimension de Hausdorff . Par convention, dimH ∅ = −∞. On a une
majoration du spectre de singularités pour toutes les fonctions de Bsp,q(Rd) :
Proposition 4.1.1. [41] Soit 0 < p < ∞, d/p < s < ∞ et q ∈ (0,+∞]. Pour tout
f ∈ Bsp,q(Rd) on a :
pour tout h ≥ s− d/p, df (h) ≤ min(ph− sp+ d, d). (4.2)
et Ef (h) = ∅ si h < s− d/p.
En fait on a même mieux :
pour tout h ≥ s− d/p, dimH{x ∈ Rd : hf (x) ≤ h} ≤ min(ph− sp+ d, d). (4.3)
La majoration (4.3) implique (4.2).
Nous allons chercher à déterminer le même type de résultats pour les traces de fonc-
tions. Lorsque l’on cherche des propriétés de régularité dans un espace fonctionnel
donné, on trouve des fonctions qui ont des propriétés de régularité ponctuelle diffé-
rentes.
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Par exemple, dans l’espace des fonctions continues et bornées sur R, la fonction de
Weierstrass, définie par Wa,b(x) =
∑∞
n=0 a
ncos(bnpix) pour a < 1 < ab, a partout
le même exposant de Hölder fini, alors que, la fonction de Riemann, définie par
Φ(x) =
∑∞
n=1
sin(pin2x)
n2
, a un exposant de Hölder qui varie. Aussi, quand on veut
déterminer des résultats de régularité, on peut penser à chercher ces résultats pour
un ensemble générique de fonctions.
Lorsque l’on s’intéresse à des résultats génériques, on peut faire appel à deux notions
différentes :
- la prévalence
- la généricité au sens de Baire.
Rappelons la notion de prévalence ( détaillée au chapitre 2) :
Définition 4.1.1. Soit E un espace métrique complet.
Un borélien A ⊂ E est dit timide s’il existe une mesure µ à support compact telle
que :
∀x ∈ E, µ(x+ A) = 0.
Plus généralement, un ensemble est dit timide s’il est inclus dans un borélien timide.
On appelle ensemble prévalent le complémentaire d’un ensemble timide.
Ces notions ont été présentées par Christensen [23] et indépendament par Hunt
et al. [34].
Nous nous intéresserons dans ce chapitre à la notion de généricité au sens de Baire :
Définition 4.1.2. La généricité au sens de Baire :
On dit qu’un ensemble est de première catégorie quand il peut s’écrire comme une
union dénombrable de An, où pour tout n, An est inclus dans un ensemble fermé
d’intérieur vide.
On appelle ensemble résiduel, un ensemble dont le complémentaire est de première
catégorie, c’est-à-dire un ensemble qui contient une intersection dénombrables d’ou-
verts denses.
On parle de propriété quasi-sûre quand elle est vérifiée sur un ensemble résiduel.
Certaines propriétés quasi-sûres sont également vraies au sens de la prévalence.
Par exemple, quasi-toute fonction continue sur R n’est nulle part dérivable [29].
Mais ce n’est pas toujours le cas, par exemple, lorsque l’on observe les images d’un
ensemble de Cantor fixé, ou d’une mesure fixée par des applications continues (ou
plus régulières) [29] :
- au sens de Baire, les ensembles génériques obtenus sont très petits et les mesures
génériques très singulières,
75
- au sens prévalent, les ensembles génériques sont alors grands (ils contiennent au
moins un intervalle) et les mesures génériques ont des densités régulières.
Dans le chapitre précédent [7], nous avons établi un résultat sur les traces de fonctions
dans le cadre prévalent.
Dans ce chapitre, nous allons démontrer que l’on obtient le même résultat dans le
cadre de Baire, c’est-à-dire :
Théorème 4.1.1. Soient 0 < d < D deux entiers, 0 < q < ∞, et soient s > 0,
0 < p <∞ deux réels tels que ∞ > s−D/p > 0.
Au sens de Baire, pour quasi-toute fonction f dans Bsp,q(RD), pour Lebesgue-
presque tout a ∈ Rd′, les propriétés suivantes sont vraies :
(i) fa possède le spectre de singularité suivant :
dfa(h) =
{
d+ (h− s)p si h ∈ [s− d/p, s]
−∞ sinon.
(ii) Pour tout ensemble ouvert Ω ⊂ Rd, l’ensemble Efa(s) ∩ Ω est de mesure de
Lebesgue pleine dans Ω.
4.2 Preliminaires
4.2.1 Notations dimensionnelles.
Dans tout ce qui suit on notera X = (x, x′) ∈ Rd × Rd′ = RD.
k = (k1, k2, · · · , kd) ∈ Zd, k′ = (k′1, k′2, · · · , k′d′) ∈ Zd′ .
l = (l1, l2, · · · , ld) ∈ {0, 1}d, l′ = (l′1, l′2, · · · , l′d′) ∈ {0, 1}d′ .
4.2.2 La généricité au sens de Baire
Définition 4.2.1. On dit qu’un espace topologique X est un espace de Baire si toute
intersection dénombrable d’ouverts denses dans X est une partie dense.
Par passage au complémentaire, il est équivalent de dire qu’une réunion dénombrable
de fermés d’intérieur vide est un ensemble d’intérieur vide.
Théorème 4.2.1. (Baire)
Tout espace métrique complet est de Baire.
Tout espace topologique localement compact est un espace de Baire.
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Proposition 4.2.1. Soit V un espace de Baire :
— Si A est de première catégorie alors tout sous-ensemble de A est de première
catégorie.
— Une union dénombrable d’ensembles de première catégorie est de première ca-
tégorie.
— ∀x ∈ V , si A est de première catégorie alors x+ A est de première catégorie.
Définition 4.2.2. Soit V un espace de Baire.
On dira qu’une propriété a lieu génériquement au sens de Baire ou que quasi-tout
élément de V satisfait cette propriété si l’ensemble des éléments de V qui satisfont
cette propriété contient une intersection dénombrable d’ouverts denses de V .
4.2.3 Décomposition sur une base d’ondelette.
Rappelons brièvement la construction d’une base d’ondelette (pour les détails
voir [26] par exemple).
Pour un entier N ≥ 1, on construit deux fonctions à support compact, une fonction
Ψ0 ∈ CN(R) et une fonction Ψ1 ∈ CN(R) ( appelée fonction "mère"), telle que Ψ1
ait au moins N + 1 moments nuls (i.e.
∫
R x
nΨ1(x)dx = 0 pour n ∈ {0, . . . , N}) et
telle que l’ensemble des fonctions :
Ψ1j,k : x 7→ Ψ1(2jx− k)
pour j ∈ Z, k ∈ Z forme une base orthogonale de L2(R) (remarquons que l’on a choisi
ici une normalisation L∞ et non L2). Dans ce cas, l’ondelette est dite N -régulière.
On note :
0d := (0, 0, · · · , 0), 1d := (1, 1, · · · , 1), Ld := {0, 1}d\0d.
Une base orthogonale de L2(Rd) est obtenue par tensorisation. Pour tout λ :=
(j,k, l) ∈ Z× Zd × {0, 1}d, on définit une ondelette Ψλ par :
Ψλ(x) :=
d∏
i=1
Ψlij,ki(xi),
avec k = (k1, k2, · · · , kd) et l = (l1, l2, · · · , ld).
Toute fonction f ∈ L2(Rd) peut être écrite ( l’égalité étant vraie dans L2(Rd)) :
f =
∑
λ=(j,k,l): j∈Z,k∈Zd, l∈Ld
dλΨλ(x), (4.4)
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où
dλ := 2
jd
∫
Rd
f(x)Ψλ(x) dx. (4.5)
Il est clair que dans (4.5) le coefficient d’ondelette dépend de f . Observons que, dans
la décomposition sur une base d’ondelette (4.4), aucune ondelette Ψλ telle que l = 0d
n’apparait ( où λ = (j,k, l)).
Pour λ = (j,k, l), on pose |λ| = j.
On obtiendra, de même, une base orthogonale de L2(RD) avec des notation similaires
( ie λD := (j, (k,k′), (l, l′)) ∈ Z × ZD × {0, 1}D). Les ondelettes et les coefficients
correspondants dans L2(RD) seront notés respectivevement ΨλD et dλD .
On va, dans un premier temps, s’intéresser au comportement local des traces sur
(0, 1)d × {a}, a ∈ (0, 1)d′ où d′ = D − d.
Si on considère la décomposition (4.4) de f , pour déterminer l’exposant de Hölder
hfa(x), seuls les coefficients dDλ tels que j ≥ 0 et (k2−j,k′2−j) ∈ [0, 1]D interviennent.
Aussi dans la suite, on considérera comme égale, les fonctions qui ont les même
coefficients d’ondelette dDλ quand (k2−j,k′2−j) ∈ [0, 1]D. Ainsi, on considérera les
fonctions f de la forme :
f =
∑
λD∈ΛD×LD
dλDΨλD(x), (4.6)
où
pour j ≥ 1, Zj = {0, 1, · · · , 2j − 1} et ΛDj = {j} × ZDj
ΛD =
⋃
j≥1
ΛDj .
Pour démontrer le Théorème 4.1.1, il suffit de le démontrer sur [0, 1]D au lieu de
RD. En effet, la démonstration proposée est indépendante du cube choisi, donc si le
Théorème 4.1.1 est vrai sur [0, 1]D alors il sera vrai sur tout cube [−N,N ]D.
Ainsi pour tout N ∈ N, il existe un ensemble résiduel Υn ⊂ Bsp,q([−N,N ]D) et un
ensemble de mesure de Lebesgue pleine AN ⊂ [−N,N ]d′ tels que pour tout f ∈ Υn
et tout a ∈ An, fa vérifie les propriétés du Théorème 4.1.1.
Comme une intersection d’ensembles résiduels est résiduel et qu’une intersection
d’ensembles de mesure de Lebesgue pleine est de mesure de Lebesgue pleine, on en
déduit le Théorème 4.1.1.
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4.2.4 Exposants de Hölder et spectre.
On utilisera la Proposition suivante démontrée dans [37] permettant de relier
l’exposant de Hölder et les coefficients d’ondelette, ce qui justifie notre approche du
problème :
Proposition 4.2.2. Soit γ > 0. Si f ∈ Cγ(Rd) alors l’exposant de Hölder de f en
chaque point x est donné par la formule :
hf (x) = lim inf
λ7−→x
log(|dλ|)
log(2−j + |x− λ|)
sous réserve que |dλ| 6= 0.
Cette Proposition est à la base de la démonstration du Théorème 4.1.1.
4.2.5 Coefficients d’ondelette de la trace.
Soit a = (a1, a2, · · · , ad′) ∈ [0, 1]d′ , et f une fonction continue sur [0, 1] dont la
décomposition sur la base d’ondelette est donnée par (4.4).
La trace fa de f sur Ha est :
∀ x ∈ [0, 1]d, fa(x) =
∑
λD∈ΛD×LD
dλD
d∏
i=1
Ψlij,ki(xi)
d′∏
i=1
Ψlij,k′i
(ai) (4.7)
= f 0a (x) + f
1
a (x)
où
f 0a (x) =
∑
λ∈Λd×0d
d1λ(a)Ψλ(x),
f 1a (x) =
∑
λ∈Λd×Ld
d1λ(a)Ψλ(x)
avec
λ = (j,k, l) ∈ Λd × {0, 1}d,
Ψλ(x) = Ψ
l(2jx− k) = Ψl1(2jx1 − k1) · · ·Ψld(2jxd − kd),
d1λ(a) =
∑
λD:Ha∩λD=λ
dλDΨ
l′1
j,k′1
(a1) · · ·Ψl
′
d′
j,k′
d′
(ad′) (4.8)
=
∑
λD=(j,(k,k′),(l,l′)):(j,k,l)=λ
dλDΨ
l′1
j,k′1
(a1) · · ·Ψl
′
d′
j,k′
d′
(ad′). (4.9)
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Remarquons que (4.7) ne donne pas une décomposition dans une base d’ondelette
d-dimensionnelle de la fonction fa, en effet si l’on observe la fonction f 0a , seule la
fonction Ψ0 est utilisée.
On notera dλ(a) le coefficient d’ondelette de la fonction fa, on a
dλ(a) = d
0
λ(a) + d
1
λ(a)
où d0λ(a) est le coefficients d’ondelette de la fonction f 0a , défini par :
pour tout λ = (j,k, l) ∈ Λd × Ld
d0λ(a) = 2
dj
∑
λ′∈Λd×0d : |λ′|≥j
d1λ′(a) < Ψλ′ ,Ψλ > . (4.10)
On utilisera également la notation suivante :
pour tout λD = (j, (k,k′), (l, l′)) ∈ ΛD × LD, λD
⋂
Ha = λ = (j,k, l) ∈ Λd × Ld.
4.2.6 Première propriété des ondelettes.
Dans la suite, on utilisera la fonction 1-périodique G défini par :
G : t ∈ R 7−→
∑
k∈Z
Ψ1(t− k). (4.11)
On supposera que Ψ1 est telle que :
(i) Ψ1 is N -régulière,
(ii) l’ensemble Z := G−1({0}) ∩ [0, 1] est fini,
(iii) Pour tout t ∈ Z, |G′(t)| > 0 .
(HN)
L’existence de Ψ1 a été démontrée dans le chapitre précédent ( [7]).
On introduit alors la version d′ dimensionnelle de G, notée Gd′ et définie par :
Gd′ : x ∈ Rd′ 7−→ G(x1) ·G(x2) · · ·G(xd′). (4.12)
Proposition 4.2.3. [7]
Si Ψ1 satisfait (HN),alors l’ensemble
A1 :=
{
a ∈ [0, 1]d′ : ∃ ja ∈ N tel que ∀j ≥ ja,
∣∣Gd′(2ja)∣∣ > j−2d′}
est de mesure de Lebesgue pleine dans [0, 1]d′.
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Remarque 4.2.1. Comme Ψ1 est à support compact, à chaque génération j, il y a
au plus un nombre fini K indépendant de j d’indices (k′, l′) pour lequel le produit
Ψ
l′1
j,k′1
(a1) · · ·Ψl
′
d′
j,k′
d′
(ad′) est non nul. On en déduit qu’il existe C ′1 > 0 tel que, ∀j∑
k′,l′:|λD|=j
∣∣∣Ψl′1j,k′1(a1)...Ψl′d′j,k′d′ (ad′)∣∣∣ ≤ C ′1. (4.13)
De même, il existe C1 > 0 tel que , ∀j∣∣Gd′(2ja)∣∣ ≤ C1. (4.14)
4.2.7 L’espace Bsp,q(RD)
Définition 4.2.3. Soit 0 < p < ∞, 0 < s < ∞ et f : RD → R une fonction. Alors
f ∈ Bsp,q(RD) pour q ∈ (0,+∞] si et seulement si
∀j ≥ 1, Aj := (2j(ps−D)
∑
λ: |λ|=j
|dλ|p)1/p (4.15)
est dans lq. L’espace Bsp,q(RD) est un espace métrique complet, normé quand p, q ≥ 1,
séparable quand les deux sont finis. Il est connu que :
Bsp,q(RD) ↪→ Bsp,∞(RD). (4.16)
Définition 4.2.4. Soit 0 < p, q <∞.
On définit une distance sur Bsp,q(RD) de la façon suivante :
Soit f, g ∈ Bsp,q(RD) de coefficients d’ondelette respectives dλD et gλD ,
Si p ≥ 1 d(f, g) =
∑
j∈N
(∑
λD
|dλD − gλD |p 2(sp−D)j
)q/p1/q .
Si p < 1 d(f, g) =
∑
j∈N
(∑
λD
|dλD − gλD |p 2(sp−D)j
)q/pmin(p,q)/q .
Muni de cette distance, Bsp,q(RD) est un espace métrique complet séparable.
On a une information sur l’exposant de Hölder d’un fonction d’un espace de
Besov, grâce aux injections de Sobolev : si s− d
p
> 0 alors
Bsp,q(Rd) ↪→ Cs−
d
p (Rd). (4.17)
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Proposition 4.2.4. [7]
Soient 0 < d < D deux entiers, 0 < q < ∞, et soient s > 0, 0 < p < ∞ deux réels
tels que ∞ > s−D/p > 0.
Soit f ∈ Bsp,q([0, 1]D) et soit (n)n≥1 une suite de réels strictement positifs tendant
vers 0, l’ensemble
A2(f) =
{
a ∈ [0, 1]d′ : fa ∈
⋂
n
Bs−np,q ([0, 1]
d)
}
(4.18)
est de mesure de Lebesgue pleine dans [0, 1]d′.
La Proposition 4.2.4 et (4.17) impliquent les deux Corollaires suivants :
Corollaire 4.2.1. Soient 0 < d < D deux entiers, 0 < q < ∞, et soient s > 0,
0 < p <∞ deux réels tels que ∞ > s−D/p > 0.
Soit  > 0, si f ∈ Bsp,q([0, 1]D) alors il existe un ensemble A2(f) de mesure de
Lebesgue pleine dans [0, 1]d′ tel que pour tout a ∈ A2(f),
fa ∈ Cs−−
d
p ([0, 1]d).
Corollaire 4.2.2. Soient 0 < d < D deux entiers, 0 < q < ∞, et soient s > 0,
0 < p <∞ deux réels tels que ∞ > s−D/p > 0.
Si f ∈ Bsp,q([0, 1]D) alors il existe un ensemble A2(f) de mesure de Lebesgue pleine
tel que pour tout a ∈ A2(f), on a
∀h < s− d
p
, Efa(h) = ∅.
4.2.8 Approximation par des dyadiques.
Soit α ≥ 1.
Dans la suite, nous allons déterminer l’exposant de Hölder en des points particu-
liers : les points α-approximables. Grâce aux propriétés des ensembles de points
α-approximables, on pourra alors déterminer la dimension de l’ensemble des points
ayant un exposant de Hölder donné.
Définition 4.2.5. Un point x ∈ Rd est dit α-approximable (par des dyadiques) si il
existe une suite (Jn,Kn)n≥1 telle que
Jn ∈ N, Jn → +∞, Kn ∈ Zd, et
∣∣x−Kn2−Jn∣∣ ≤ 2−αJn . (4.19)
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Dès que x n’est pas un point dyadique, on considérera une suite (Jn,Kn)n≥1 pour
laquelle Kn /∈ Zd − 2Zd.
On note
X α = {x ∈ [0, 1]d, tels que x est α-approximable} .
On peut également définir X α de la façon suivante : soit (nm)m une suite d’entiers,
à cette suite, on associe :
X α =
{
x ∈ [0, 1]d : il existe une infinité de m tel que ∃Knm ∈ Zd − 2Zd :∣∣∣x− Knm2[nm/α] ∣∣∣ ≤ 12nm
}
.
(4.20)
Dans toute la suite, lorsque l’on parlera d’un point α-approximable, on considé-
rera que ce point n’est pas un dyadique.
On a les Propositions suivantes sur cet ensemble [46] :
Proposition 4.2.5. Il existe une mesure σ finie positive mα portée par X α telle que :
(i) pour tout ensemble E, si dimHE < dα alors mα(E) = 0.
(ii) En particulier, mα(X α) > 0 et dimHX α = dα
(iii) De plus, pour tout f ∈ Bsp,q(Rd),
mα
{
x ∈ Rd : hf (x) < s− d
p
+
d
αp
}
= 0.
Voyons comment (i) implique (iii).
Soit α ≥ 1. On pose H(α) = s − d
p
+ d
αp
. Remarquons tout d’abord que, pour tout
f ∈ Bsp,q(Rd) :
{x ∈ X α : hf (x) < H(α)} =
⋂
N
⋃
n>N
{
x ∈ X α : hf (x) ≤ H(α)− 1
n
}
.
Or en utilisant la Proposition 4.1.1, on a pour tout n > 0
dimH
{
x ∈ Rd : hf (x) ≤ H(α)− 1
n
}
≤ d
α
− p
n
<
d
α
donc dimH
⋂
N
⋃
n>N
{
x ∈ Rd : hf (x) ≤ H(α)− 1
n
}
<
d
α
.
En appliquant le point (i), on en déduit alors le point (iii).
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Remarque 4.2.2. X 1 = [0, 1]d.
On note
α(x) = sup {α ≥ 1 tels que x est α-approximable } .
Le réel α(x) est appelé exposant dyadique de x et on a la Proposition suivante [46] :
Proposition 4.2.6. Pour α ≥ 1
dimH
{
x ∈ [0, 1]d, α(x) = α} = d
α
.
Afin de faire le lien entre les points α-approximables et les cubes dyadiques, on
définit des cubes dit irréductibles :
Définition 4.2.6. Soit λ = (j,k, l) un cube dyadique. À λ on peut associer un unique
cube Λ = (J,K, l), dit irréductible, de la façon suivante : K = (K1,K2, · · · ,Kd) est
l’unique d-uplet d’entiers de Zd \ 2Zd tel qu’il existe une autre génération J ≤ j
satisfaisant
K
2J
=
k
2j
.
En d’autres mots, il existe un indice i ∈ {1, 2, · · · , d} tel que Ki soit impair.
On utilisera également le Lemme suivant :
Lemme 4.2.1. Soit α ≥ 1, x ∈ [0, 1]d tel que α(x) = α. Soit  > 0 et λ = (j, k, l) ∈
Λd × Ld fixés. Il existe J0 tel que, pour les couples (J,K) avec :
j ≥ J ≥ J0 , K
2J
=
k
2j
,et K ∈ Zd − 2Zd,
on a :
(i) si
∣∣x− k
2j
∣∣ ≤ 2−j, alors 1
(α(x)+)
≤ J
j
.
(ii) si
∣∣x− k
2j
∣∣ > 2−j alors 1
α(x)+
≤ J log 2− log|x−λ| .
Démonstration. Observons tout d’abord qu’il existe J0 tel que pour tout J ≥ J0, on
ait ∣∣∣∣x− k2j
∣∣∣∣ = ∣∣∣∣x− K2J
∣∣∣∣ > 12(α(x)+)J . (4.21)
En effet, deux cas sont possibles pour les couples (J,K) :
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— (J,K) n’est pas un élément d’une des suites (Jn,Kn) rendant x (α(x) − )-
approximable et on a :∣∣∣∣x− K2J
∣∣∣∣ > 12(α(x)−)J > 12(α(x)+)J .
— (J,K) est un élément d’une suite (Jn,Kn).
Par définition de α(x), il existe J0 tel que si J ≥ J0∣∣∣∣x− K2J
∣∣∣∣ > 12(α(x)+)J .
Voyons maintenant comment de (4.21), on en déduit le Lemme :
Si
∣∣x− k
2j
∣∣ ≤ 2−j, selon (4.21) on a
1
2(α(x)+)J
≤ 2−j d’où j ≤ (α(x) + )J.
Si
∣∣x− k
2j
∣∣ > 2−j selon (4.21), on a
2−(α(x)+)J ≤ |x− λ| d’où 1
(α(x) + )J log 2
≤ 1− log |x− λ| .
4.3 Etude d’une fonction particulière.
Pour démontrer le Théorème 4.1.1, on va s’intéresser à un ensemble P , qui est
l’ensemble des fonctions vérifiant le Théorème, c’est-à-dire :
Définition 4.3.1. On définit P de la façon suivante :
P =

f ∈ Bsp,q([0, 1]D) :
sur un ensemble A(f) de valeurs de mesure de Lebesgue pleine de [0, 1]d′,
l’exposant de Hölder de fa prend ses valeurs dans
[
s− d
p
, s
]
et
∀H ∈
[
s− d
p
, s
]
, dfa(H) = Hp− sp+ d
 .
Remarque 4.3.1. L’idée de la preuve, est de construire une intersection dénom-
brable d’ouverts denses D dans Bsp,q[0, 1]D), telle que toute fonction de D ait ses
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coefficients d’ondelette suffisamment proches des coefficients d’ondelette d’une fonc-
tion g ∈ Bsp,q([0, 1]D), qui aura des propriétés spécifiques.
En utilisant alors les propriétés des coefficients d’ondelette de g, on arrivera à trouver
un encadrement des coefficients d’ondelette des fonctions de D suffisamment précis,
pour pouvoir faire l’analyse multifractale des fonctions de D et en déduire le Théo-
rème 4.1.1.
Dans un premier temps, on va donc construire cette fonction g.
Pour démontrer le Théorème 4.1.1, il sera inutile de démontrer que g ∈ P, les pro-
priétés de ses coefficients d’ondelette suffisent. Cependant, au vu du raisonnement
qui nous permet de construire l’intersection dénombrable d’ouverts denses ( créer
des fonctions proches de la fonction g), il paraît nécessaire d’étudier en détail cette
fonction g.
Définition 4.3.2. On définit la fonction g à l’aide de ses coefficients d’ondelette de
la façon suivante :
(4.22)
gλD =
{
j−b2(
d
p
−s)j2−
d
p
J si l′ = 1d′ et l 6= 0d,
0 sinon.
avec b > 1
p
+ 1
q
.
Pour l 6= 0d, lorsque l′ = (1, 1, · · · , 1), à j fixé, gλD prend (2d−1)2d′j fois la même
valeur. En effet la valeur de gλD ne dépend ni de la valeur de k’ ∈ Zd′j (qui apparaît
donc 2d′j fois), ni de la valeur de l ∈ Ld ( qui apparaît donc 2d − 1 fois).
Lemme 4.3.1. La fonction g appartient à Bsp,q([0, 1]D).
Démonstration. On utilise la caractérisation de Bsp,q([0, 1]D) par ses coefficients d’on-
delette donnée par la Définition (4.2.3).
Comme remarqué précédemment, pour l 6= 0d, à chaque multi-entier k0 fixé, (2d −
1)2jd
′ coefficients gλD ont la même valeur (ceux pour lesquels k = k0 et l′ = 1d
′).
C’est par exemple la valeur du coefficient gλD pour λD = (j, (k0, 1d
′
), (1d, 1d
′
)).
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On peut donc écrire, en utilisant (4.15) que :
(Aj)
p = 2j(sp−D)(2d − 1)2jd′
∑
λD:|λD|=j,k′=1d′ ,l=1d,l′=1d′
|gλD |p
= 2j(sp−D)(2d − 1)2jd′j−bp2(d−sp)j
∑
λD:|λD|=j,k′=1d′ ,l=1d,l′=1d′
2−dJ
= (2d − 1)j−bp
∑
λD:|λD|=j,k′=1d′ ,l=1d,l′=1d′
2−dJ .
Reste à compter, pour chaque génération J ∈ {1, · · · , j} le nombre de cubes dya-
diques de dimension d dont au moins une des coordonnées est impaire. C’est exacte-
ment 2d(J−1). Donc
(Aj)
p = (2d − 1)j−bp
j∑
J=1
2d(J−1)2−dJ ≤ Cj−bp+1.
Comme b a été choisi de sorte que −bq + q
p
< −1, on en déduit que Aj ∈ lq et donc
que g ∈ Bsp,q([0, 1]D).
4.3.1 Propriétés de la trace de g.
Observons tout d’abord que, par définition des coefficients d’ondelette de la fonc-
tion g, la fonction g0a définie par (4.7) est nulle et que l’on a ainsi gλ(a) = g1λ(a).
Proposition 4.3.1. Pour tout cube λ ∈ Λd × Ld avec |λ| = j, on a
gλ(a) = j
−b2(
d
p
−s)j2−
d
p
JGd′(2
ja)
où Gd′ est définie par (4.12). De (4.14), on déduit donc que
|gλ(a)| ≤ C1j−b2(
d
p
−s)j2−
d
p
J . (4.23)
Démonstration. On a par la formule (4.8)
gλ(a) =
∑
λD:Ha∩λD=λ
gλDΨ
l′1
j,k′1
(a1) · · ·Ψl
′
d′
j,k′
d′
(ad′).
Or si λD = (j, (k,k′), (l, l′)), gλD est non-nul si et seulement si l′ = 1d
′ et l 6= 0d et
dans ce cas gλD ne dépend ni de k′ ni de l.
87
On peut donc prendre la valeur du coefficient en le cube particulier
(j, (k, 1d
′
), (1d, 1d
′
)). On en déduit que :
gλ(a) = g(j,k,l)(a) = g(j,(k,1d′ ),(1d,1d′ )) ×
∑
k′∈Zd′
Ψ1j,k′1(a1)Ψ
1
j,k′2
(a2) · · ·Ψ1j,k′
d′
(ad′)
= g((j,(k,1d′ ),(1d,1d′ ))Gd′(2
ja) (4.24)
= j−b2(
d
p
−s)j2−
d
p
JGd′(2
ja). (4.25)
Corollaire 4.3.1. Pour a ∈ A1, il existe ja tel que, pour tout cube λ ∈ Λd × Ld tel
que |λ| = j ≥ ja, on a :
|gλ(a)| ≥ j−b−2d′2(
d
p
−s)j2−
d
p
J . (4.26)
Comme 0 ≤ J ≤ j, on a, de plus,
|gλ(a)| ≥ j−b−2d′2−sj. (4.27)
Démonstration. Comme a ∈ A1 et j ≥ ja selon la Proposition 4.2.3, on a :∣∣Gd′(2ja)∣∣ > 1
j2d′
.
En utilisant la Proposition 4.3.1, on obtient le résultat.
Lemme 4.3.2. Pour tout a ∈ A1, la fonction ga appartient à Bsp,q([0, 1]d).
Démonstration. On procède comme pour le Lemme 4.3.1.
Remarque 4.3.2. De (4.17), on en déduit que, pour tout a ∈ A1, ga ∈ Cs−d/p([0, 1]d).
Ainsi ga ne peut avoir d’exposant de Hölder inférieur à s− dp .
4.3.2 Calcul d’un exposant de Hölder de ga en un point d’ex-
posant dyadique α.
Proposition 4.3.2. Soit a ∈ A1, α ≥ 1 et x ∈ [0, 1]d tel que α(x) = α. Alors
hga(x) = s−
d
p
+
d
αp
.
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Majoration de l’exposant de Hölder.
On va commencer par montrer que :
hga(x) ≤ s−
d
p
+
d
α(x)p
.
Pour obtenir cette majoration de l’exposant de Hölder, il suffit d’exhiber une suite
de coefficients d’ondelette gλ(a) telle que :
log(|gλ(a)|)
log(2−j + |x− λ|) ≤ s−
d
p
+
d
α(x)p
(4.28)
et d’appliquer la Proposition 4.2.2. Pour tout  > 0, comme x est (α(x) − )-
approximable, il existe une suite (Jn,Kn) telle que :∣∣∣∣x− Kn2Jn
∣∣∣∣ ≤ 12(α(x)−)Jn .
On va considérer la suite des coefficients d’ondelette pour lesquels, on a
j = [(α(x)− )Jn] et k
2j
=
Kn
2Jn
.
En utilisant l’équation (4.26), quand j →∞, on a :
log(|gλ(a)|)
log(2−j + |x− λ|) ≤
log
∣∣∣j−b−2d′2( dp−s)j2− dpJn∣∣∣
−j log 2 (1 + o(1))
≤ ((b+ 2d
′) log(j)
j log 2
+ (s− d
p
)
j log 2
j log 2
+
d
p
Jn log 2
j log 2
)(1 + o(1))
≤ ((b+ 2d
′) log(j)
j log 2
+ s− d
p
+
d
p
j + 1
(α(x)− )j )(1 + o(1)),
la dernière inégalité provenant du fait que (α(x)− )Jn ≤ j + 1.
En faisant tendre j vers l’infini, on trouve que hga(x) ≤ s − dp + dp 1α(x)− , puis en
faisant tendre  vers 0, on obtient (4.28).
Minoration de l’exposant de Hölder.
On va maintenant montrer que :
hga(x) ≥ s−
d
p
+
d
α(x)p
.
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Cette fois, il va falloir démontrer que pour tous les coefficients d’ondelette à partir
d’un certains rang j, on a :
log(|gλ(a)|)
log(2−j + |x− λ|) ≥ s−
d
p
+
d
α(x)p
. (4.29)
Pour cela, on classera les coefficients d’ondelette en deux catégories et on montrera
que l’on obtient la minoration voulue pour chaque catégorie.
Soit  > 0.
Considérons tout d’abord, les cubes λ = (j, l,k) ∈ Λd × Ld, tels que ∣∣x− k
2j
∣∣ ≤ 2−j.
Soit λ = (j,k, l) fixé. On considérera désormais les coefficients pour lesquels J ≥ J0
où J0 est défini par le Lemme 4.2.1.
En utilisant (4.23), quand λ→ x, on a :
log(|gλ(a)|)
log(2−j + |x− λ|) ≥
log
∣∣∣C1j−b2( dp−s)j2− dpJ ∣∣∣
−j log 2 (1 + o(1))
≥ logC1−j log 2 +
b log(j)
j log 2
+ (s− d
p
)
j log 2
j log 2
+
d
p
J
j
log 2
log 2
(1 + o(1))
≥ ( logC1−j log 2 +
b log j
j log 2
+ s− d
p
+
d
p
1
α(x) + 
)(1 + o(1)). (4.30)
La dernière minoration provient du Lemme 4.2.1.
Considérons maintenant les autres cubes, c’est-à-dire, ceux pour lesquels
∣∣x− k
2j
∣∣ >
2−j.
En utilisant (4.23), quand j → +∞, on a :
log(|gλ(a)|)
log(2−j + |x− λ|) ≥
log
∣∣∣C1j−b2( dp−s)j2− dpJ ∣∣∣
log(|x− λ|) (1 + o(1))
≥ ( logC1
log(|x− λ|) +
b log(j)
− log(|x− λ|) + (s−
d
p
)
j log(2)
− log(|x− λ|)
−d
p
J log(2)
log(|x− λ|))(1 + o(1))
≥
(
logC1
log(|x− λ|) +
b log(j)
j log 2
+ s− d
p
+
d
p
1
(α(x) + )
)
× (1 + o(1)). (4.31)
La dernière minoration provient du fait que |x− λ| ≥ 2−j et du Lemme 4.2.1.
En faisant tendre j vers l’infini dans (4.30) et λ vers x donc j vers l’infini dans (4.31),
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on obtient hga(x) ≥ s − dp + dp 1(α(x)+) . En faisant tendre  vers 0, on obtient alors
(4.29).
Remarque 4.3.3. Comme, pour tout x ∈ [0, 1]d, α(x) ≥ 1 en appliquant la Propo-
sition 4.3.2, on obtient donc le résultat suivant :
∀a ∈ A1, ∀x ∈ [0, 1]d, hga(x) ≤ s.
En utilisant alors la Remarque 4.3.2, on a :
Pour Lebesgue presque tout a ∈ [0, 1]d′, pour H /∈ [s− d
p
, s], Ega(H) = ∅.
4.3.3 Calcul du spectre de singularités
Proposition 4.3.3. Pour Lebesgue presque tout a ∈ [0, 1]d′, l’exposant de Hölder de
ga prend ses valeurs dans
[
s− d
p
, s
]
et
∀H ∈
[
s− d
p
, s
]
, dga(H) = Hp− sp+ d.
Démonstration.
Soit a ∈ A1, α ≥ 1. On pose H(α) = s− dp + dαp .
Des Propositions 4.3.2 et 4.2.6, on déduit :
dga(H(α)) ≥
d
α
.
Et par définition de H(α),
dga(H(α)) ≥ H(α)p− sp+ d.
De plus, comme ga ∈ Bsp,q([0, 1]d) et H(α) ≥ s− dp , on déduit de la Proposition 4.1.1
que :
dga(H(α)) ≤ H(α)p− sp+ d.
4.4 Le Théorème 4.1.1
On va construire une intersection dénombrable d’ouverts denses, appelée D. Rap-
pelons que l’on note gλD les coefficients d’ondelette de la fonction g. On suppose
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p 6= ∞ et q 6= ∞. L’espace Bsp,q([0, 1]D) est séparable, on peut considérer une suite
(fn)n dense dans Bsp,q([0, 1]D).
Définition 4.4.1. On définit une suite de fonctions (gn)n de la façon suivante :
(i) On note gn,λD les coefficients d’ondelette de gn.
(ii) Si j < n les coefficients d’ondelette de gn sont ceux de fn.
(iii) Si j ≥ n les coefficients d’ondelette de gn sont ceux de la fonction g.
Remarque 4.4.1. ‖fn − gn‖Bsp,q([0,1]D) → 0 donc (gn)n est dense dans Bsp,q([0, 1]D)
Définition 4.4.2. On définit l’intersection dénombrable d’ouverts denses D de la
façon suivante :
D =
⋂
N∈N
(⋃
n≥N
B(gn, rn)
)
où
⋃
n≥N
B(gn, rn) est clairement un ouvert dense
avec
si p ≥ 1 rn = 2
−D
p
n
4Rnb+2d′
,
si p < 1 rn = (
2−
D
p
n
4Rnb+2d′
)min(p,q),
où R sera défini ultérieurement.
On va maintenant montrer que D ⊂ P pour un choix convenable de R.
4.4.1 Majoration de l’exposant de Hölder de la trace d’une
fonction f de D.
Soit f ∈ D. On va commencer par chercher une estimation des coefficients d’on-
delette de la trace de la fonction f , pour pouvoir ensuite utiliser la Proposition 4.2.2.
Propriétés des coefficients d’ondelette de la trace de f .
On notera dλD les coefficients d’ondelette de f .
Si f ∈ B(gn, rn) remarquons tout d’abord que, si p ≥ 1, alors∑
j
(∑
λD
∣∣dλD − gn,λD∣∣p 2(sp−D)j
)q/p1/q ≤ rn (4.32)
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et que si p ≤ 1∑
j
(∑
λD
∣∣dλD − gn,λD∣∣p 2(sp−D)j
)q/pmin(p,q)/q ≤ rn. (4.33)
Dans toute la suite, on considérera p ≥ 1. En effet, on trouvera exactement les mêmes
résultats dans le cas p < 1 il suffira d’effectuer les mêmes démonstrations, en utilisant
au départ (4.33) au lieu de (4.32).
Nous allons déterminer une minoration des coefficients d’ondelette dλ(a) de fa. Pour
cela, il faudra déterminer une estimation des coefficients d0λ(a) et d1λ(a).
Rappelons les notations de la partie 4.2.5 :
Pour tout λ ∈ Λd × Ld, dλ(a) = d0λ(a) + d1λ(a) où :
Pour tout λ = (j,k, l) ∈ Λd × {0, 1}d,
d1λ(a) =
∑
λD=(j,(k,k′),(l,l′)):(j,k,l)=λ
dλDΨ
l′1
j,k′1
(a1) · · ·Ψl
′
d′
j,k′
d′
(ad′).
Et pour tout λ = (j,k, l) ∈ Λd × Ld
d0λ(a) = 2
dj
∑
λ′∈Λd×0d : |λ′|≥j
d1λ′(a) < Ψλ′ ,Ψλ > .
On va poser une condition sur R de façon à vérifier le Lemme suivant :
Lemme 4.4.1. Soit R ≥ C ′1, (C ′1 est défini par (4.13)). Si f ∈ B(gn, rn), alors, pour
λ = (n,k, l) avec l ∈ Ld, on a :
∣∣d1λ(a)− gλ(a)∣∣ ≤ 2−sn4nb+2d′ .
Démonstration. Par construction de gn, pour
∣∣λD∣∣ = n, on a gn,λD = gλD . En appli-
quant (4.8), pour λ = (n,k, l), on a :
∣∣d1λ(a)− gλ(a)∣∣ =
∣∣∣∣∣∣
∑
λD
⋂Ha=λ
(dλD − gλD)Ψl
′
1
n,k′1
(a1)...Ψ
l′
d′
n,k′
d′
(ad′)
∣∣∣∣∣∣
≤
∑
λD
⋂Ha=λ
|dλD − gλD |
∣∣∣Ψl′1n,k′1(a1)...Ψl′d′n,k′d′ (ad′)∣∣∣ . (4.34)
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Or, pour tout λD tel que
∣∣λD∣∣ = n et l ∈ Ld, on déduit de (4.32) que :
|dλD − gλD | ≤ rn2−(s−
D
p
)n ≤ 2
−sn
4Rnb+2d′
,
d’où ∑
λD
⋂Ha=λ
|dλD − gλD |
∣∣∣Ψl′1n,k′1(a1)...Ψl′d′n,k′d′ (ad′)∣∣∣
≤ 2
−sn
4Rnb+2d′
∑
λD
⋂Ha=λ
∣∣∣Ψl′1n,k′1(a1)...Ψl′d′n,k′d′ (ad′)∣∣∣
≤ 2
−sn
4nb+2d′
. (4.35)
Pour obtenir la dernière inégalité, on utilise la condition posée sur R : R ≥ C ′1.
En utilisant (4.34), on obtient le résultat.
Lemme 4.4.2. Soit R ≥ C ′1, (C ′1 est défini par (4.13)). Pour a ∈ A1, il existe ja tel
que si f ∈ B(gn, rn), avec n ≥ ja pour tout λ tel que |λ| = n et l 6= 0d on a :
3
4
2−sn
nb+2d′
≤ 3 |gλ(a)|
4
≤ ∣∣d1λ(a)∣∣ .
Démonstration. Pour tout n ≥ ja, pour tout λ tel que |λ| = n, selon l’équation
(4.27),
|gλ(a)| ≥ 2
−sn
nb+2d′
. (4.36)
En appliquant le Lemme 4.4.1, on a
|gλ(a)| − 2
−sn
4nb+2d′
≤ ∣∣d1λ(a)∣∣ .
En appliquant (4.36), on obtient le résultat.
On va poser une deuxième condition sur R, afin de vérifier le Lemme suivant :
Lemme 4.4.3. Il existe R tel que pour a ∈ A1, il existe ja, tel que : si f ∈ B(gn, rn)
avec n ≥ ja, pour tout λ tel que |λ| = n, on a :∣∣d0λ(a)∣∣ ≤ 2−sn4nb+2d′ . (4.37)
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Démonstration. Pour démontrer ce Lemme, on utilisera la définition de d0λ(a) donnée
par (4.10). Comme d0λ(a) dépend de d1λ′(a) pour λ′ ∈ Λd× 0d, on va dans un premier
temps s’intéresser à d1λ′(a).
Par construction de gn, pour
∣∣λD∣∣ ≥ n,
gn,λD = gλD ,
et par construction de g, gλD = 0 si l = 0d.
On déduit de (4.32) que, pour tout j ≥ n,
∑
λ′D∈ΛD×0d×Ld′ :|λ′D|=j
|dλD |p 2(sp−D)j ≤ rpn (4.38)
Pour tout j ≥ n, en utilisant l’équation (4.8) et le fait que ∀λ, C ′1 ≥ |Ψλ| selon (4.13),
on a :
∑
λ′∈Λd×0d :|λ′|=j
∣∣d1λ′(a)∣∣p 2(sp−D)j = ∑
λ′∈Λd×0d :|λ′|=j
∣∣∣∣∣∣
∑
λ′D∩Ha=λ′
dλ′DΨλ′(a)
∣∣∣∣∣∣
p
2(sp−D)j
≤ C2(C ′1)p
∑
λ′∈Λd×0d :|λ′|=j
∑
λ′D∩Ha=λ′
|dλ′D |p 2(sp−D)j
≤ C2(C ′1)p
∑
λ′D∈ΛD×0d×Ld′ :|λ′D|=j
|dλ′D |p 2(sp−D)j
≤ C2(C ′1)prpn (4.39)
avec C2 indépendant de j, la derniére inégalité provient de (4.38).
On va maintenant pouvoir montrer (4.37). Soit λ = (n,k, l) avec l 6= 0d.
Par (4.10), on a :
∣∣d0λ(a)∣∣ = 2dn
∣∣∣∣∣∣
∑
j≥n
∑
λ′∈Λd×0d :|λ′|=j
d1λ′(a) < Ψλ′ ,Ψλ >
∣∣∣∣∣∣ .
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En utilisant l’inégalité de Minkowski, on obtient :
∣∣d0λ(a)∣∣ ≤ 2dn∑
j≥n
 ∑
λ′∈Λd×0d :|λ′|=j
∣∣d1λ′(a)∣∣p 2(sp−D)j
 1p
×
 ∑
λ′∈Λd×0d :|λ′|=j
|< Ψλ′ ,Ψλ >|
p
p−1 2−(s−
D
p
)j p
p−1
1− 1p
≤ 2dnC2C ′1rn
∑
j≥n
 ∑
λ′∈Λd×0d :|λ′|=j
|< Ψλ′ ,Ψλ >|
p
p−1 2−(s−
D
p
)j p
p−1
1− 1p .
La derniére majoration provient de (4.39). Il reste donc à majorer la somme des
< Ψλ′ ,Ψλ >.
Soit λ = (n,k, l) ∈ Λd × Ld fixé et λ′ ∈ Λd × 0d avec |λ′| = j ≥ n.
Comme la taille du support de Ψλ′ est c2−j, on a :
|< Ψλ′ ,Ψλ >| ≤ c′2−dj
avec c′ indépendant de λ et λ′.
Il y a au plus c′′2d(j−n) cubes λ′ tels que < Ψλ′ ,Ψλ >6= 0 où c′′ indépendant de λ et
λ′.
D’où
2−(s−
D
p
)j
 ∑
λ′∈Λd×0d :|λ′|=j
|< Ψλ′ ,Ψλ >|
p
p−1
1− 1p ≤ 2d(j−n)(1− 1p )C2−dj2−(s−Dp )j.
Ainsi ∣∣d0λ(a)∣∣ ≤ 2dnC2CC ′1rn2−dn(1− 1p )∑
j≥n
2−(s−
d′
p
)j
≤ 2dn/pC2CC ′C ′1rn2−(s−
d′
p
)n
≤ C2C ′CC ′1rn2−(s−
D
p
)n.
Comme C ′ est indépendant de n, on choisit R ≥ C2CC ′C ′1, on obtient alors la
majoration voulue par définition de rn.
Dorénavant R = max(C ′1, C2CC ′C ′1).
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Proposition 4.4.1. Pour a ∈ A1, il existe ja tel que si f ∈ B(gn, rn), avec n ≥ ja
pour tout λ = (n,k, l) ∈ Λd × Ld, on a :
|dλ(a)| ≥ 1
2
n−b−2d
′
2(
d
p
−s)n2−
d
p
J .
Démonstration. Pour tout λ tel que |λ| = n, on a ;
|dλ(a)| =
∣∣d0λ(a) + d1λ(a)∣∣ ≥ ∣∣ ∣∣d1λ(a)∣∣− ∣∣d0λ(a)∣∣ ∣∣ .
Des Lemmes 4.4.2 et 4.4.3, on a : |d1λ(a)| > |d0λ(a)|, d’où :
|dλ(a)| ≥
∣∣d1λ(a)∣∣− ∣∣d0λ(a)∣∣
≥ 3 |gλ(a)|
4
− 2
−sn
4nb+2d′
.
On obtient le résultat en utilisant (4.27) puis (4.26).
4.4.2 Exposants de Hölder de la trace de f .
Rappelons tout d’abord que D est défini par la Définition 4.4.2 de la façon sui-
vante :
D =
⋂
N∈N
(⋃
n≥N
B(gn, rn)
)
où
⋃
n≥N
B(gn, rn)
Soit α ≥ 1, f ∈ D, dλD ses coefficients d’ondelette. La fonction f appartient à
une infinité de boules B(gn, rn). On note (Bnm), m ∈ N, la suite de ces boules.
A cette suite (nm)m on associe X α(f) défini par (4.20), c’est-à-dire :
X α(f) =
{
x ∈ [0, 1]d : il existe une infinité de m tel que : ∃Knm ∈ Zd − 2Zd :∣∣∣x− Knm2[nm/α] ∣∣∣ ≤ 12nm
}
On pose : A(f) = A1
⋂A2(f) ( A1 et A2(f) sont donnés par les Propositions 4.2.3
et 4.2.4). A(f) est de mesure de Lebesgue pleine dans [0, 1]d′ .
Proposition 4.4.2. Soit f ∈ D, a ∈ A(f), x ∈ X α(f) alors,
hfa(x) ≤ s−
d
p
+
d
αp
.
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Démonstration. Comme x ∈ X α(f), il existe une infinité de couple (nm,Knm) tels
que : ∣∣∣∣x− Knm2[nm/α]
∣∣∣∣ ≤ 12nm . (4.40)
Grace au Corollaire 4.2.1 et à la Proposition 4.2.2, pour obtenir la Proposition 4.4.2,
il suffit de majorer :
log(|dλ(a)|)
log(2−j + |x− λ|)
pour une suite de coefficients d’ondelette bien choisis.
On va considérer les cubes λm = (nm,k, l) tel que :
nm ≥ ja et k
2nm
=
Knm
2[nm/α]
(4.41)
où ja est défini par la Proposition 4.4.1. Grâce à (4.40), pour m→∞, on a :
1
log(2−nm + |x− λm|) =
1
−nm log 2(1 + o(1)).
A l’aide de la Proposition 4.4.1, on a alors, pour λ→ x :
log(|dλm(a)|)
log(2−nm + |x− λm|) ≤
log(1
2
n−b−2d
′
m 2
( d
p
−s)nm2−
d
p
J)
−nm log 2 (1 + o(1))
≤ ( log 2
nm log 2
+ (b+ 2d′)
log nm
nm log 2
+ (s− d
p
) +
d
p
J
nm
)(1 + o(1))
≤ ( 1
nm
+ (b+ 2d′)
log nm
nm log 2
+ (s− d
p
) +
d
p
1
α
)(1 + o(1)).
La dernière inégalité se déduit de (4.41) : on a J = [nm/α] et donc Jnm ≤ 1α .
On obtient la majoration voulue, en faisant tendre m vers l’infini.
Corollaire 4.4.1. Pour quasi-toute fonction f ∈ Bsp,q([0, 1]D), pour Lebesgue presque
tout a ∈ [0, 1]d′,
si H /∈ [s− d
p
, s] alors Ef (H) = ∅.
Démonstration. Soit f ∈ D et a ∈ A(f).
En prenant α = 1 dans la Proposition 4.4.2, on a : ∀x ∈ [0, 1]d hfa(x) ≤ s.
On conclut en utilisant le Corollaire 4.2.2.
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4.4.3 Calcul du spectre de singularités.
Proposition 4.4.3. Pour toute fonction f ∈ D, pour Lebesgue presque tout a ∈
[0, 1]d
′,
si H ∈ [s− d
p
, s] alors dfa(H) = Hp− sp+ d.
Démonstration. Soit f ∈ D, a ∈ A(f).
∀α ≥ 1, on pose H(α) = s− d
p
+ d
αp
.
En utilisant successivement les Propositions 4.4.2 et 4.2.5, on obtient :
dimH {x ∈ X α(f) , hfa(x) ≤ H(α)} = dimHX α(f)
=
d
α
.
En utilisant la Proposition 4.2.5, on a :
dimH {x ∈ X α(f) , hfa(x) ≤ H(α)} = dimH {x ∈ X α(f) , hfa(x) = H(α)}.
On obtient ainsi une minoration de dfa(H). En appliquant la Proposition 4.1.1, on
obtient alors l’égalité cherchée.
Remarque 4.4.2. En utilisant la Proposition 4.4.2, pour f ∈ D et pour a ∈ A(f),
on a :
∀x ∈ [0, 1]d = X 1(f), hfa(x) ≤ s.
En appliquant la Proposition 4.2.5, avec m1, la mesure de Lebesgue sur Rd, on en
déduit le dernier point du Théorème 4.1.1.
4.5 Intersection d’espaces de Besov
On va s’intéresser maintenant au comportement de la trace d’une fonction dans
une intersection d’espaces de Besov et vérifier la validité du formalisme multifractal
pour des traces de fonctions définies sur RD sur les sous-espaces de la forme Ha.
Le spectre de singularités de nombreuses fonctions mathématiques peut être déter-
miné directement. Mais pour beaucoup de signaux issus de mesure physique, comme
la vitesse d’écoulement d’un fluide turbulent par exemple, on ne peut déterminer
leur régularité höldérienne. Dans ce cas, on cherche un moyen détourné pour estimer
d(H) : c’est le formalisme multifractal qui va fournir un lien entre le spectre de sin-
gularités d’une fonction et des quantités "globales" plus facilement calculables. Deux
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physiciens Frisch et Parisi ont émis la conjecture suivante, sous certaines conditions :
d(H) = inf
p6=0
(pH − ζf (p) +D)
ζf est appelée la fonction échelle de f .
De plus, si p ≥ 1 et ζf (p) ∈ [0, 1] alors ζf (p) = sup
{
s : f ∈ Bs/pp,∞,loc
}
(voir [46]).
Comme les espaces de Besov sont définis pour tout s et p positifs, la fonction :
ηf (p) = sup
{
s ≥ 0 : f ∈ Bs/pp,∞,loc
}
est une extension naturelle de la fonction ζf et est définie sans aucune restriction sur
son domaine de définition.
Par conséquent, la fonction ηf s’appelle également la fonction échelle. Il est alors
naturel de conjecturer que :
d(H) = inf
p>0
(pH − ηf (p) +D). (4.42)
Quand on obtient cette égalité, on dit que le formalisme multifractal est vérifié. Nous
allons trouver ici, une forme du spectre légèrement différente de celui du formalisme
multifractal. On utilisera les Définitions suivantes [46].
Définition 4.5.1. Soit f une fonction semi-continue inférieurement définie sur un
espace vectoriel normé E. La transformée de Legendre de f est :
f ∗(x) = sup
y∈E
(f(y)− x · y).
Définition 4.5.2. Soit d > 0. Une fonction η ( définie sur R+) sera dite d-admissible
si la fonction s définie par :
s(q) = qη(1/q)
est concave et vérifie 0 ≤ s′(q) ≤ d.
Elle sera dite fortement d-admissible si s(0) > 0.
Remarque 4.5.1. Si η est fortement d-admissible, de la concavité de s(q), on déduit
qu’il existe un qc tel que
— s(qc) = dqc
— si q < qc alors s(q) > dq
— si q > qc alors s(q) < dq.
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Ce qc existe sauf dans le cas où s(q) = dq + s(0) ( dans ce cas, on posera qc = 0).
Dans toute la suite, on considérera des fonctions η qui sont telles que s(q) 6= dq+s(0).
On pose pc = 1qc et on a :
— η(pc) = d
— si p > pc alors η(p) > d
— si p < pc alors η(p) < d.
On supposera dans toute la suite que la transformée de Legendre de s est deux fois
différentiable et que s′(0) 6= d.
Notation : On associe à η, les espaces suivants : soit d < D, on pose
V D =
⋂
>0,0<p<∞
B(η(p)−)/pp,p ([0, 1]
D).
V =
⋂
>0,0<p<∞
B(η(p)−)/pp,p ([0, 1]
d).
Il a été montré par S. Jaffard (dans [46]) qu’au sens de Baire, il existe un ensemble
générique de fonctions de V D tel que toute fonction de cet ensemble vérifie d(H) =
infp≥pc(pH−ηf (p)+D) pour H ∈ [s(0); dpc ]. Nous allons ici nous intéresser aux traces
des fonctions de l’espace V D et observer si elles vérifient cette égalité. On démontrera
le Théorème suivant :
Théorème 4.5.1. Soient 0 < d < D deux entiers, et soit η fortement d-admissible.
Au sens de Baire, pour quasi-toute fonction f de V D, pour Lebesgue-presque tout
a ∈ [0, 1]d′, les propriétés suivantes sont vraies :
(i) fa possède le spectre de singularité suivant :
dfa(h) =
{
infp≥pc(ph− η(p) + d) si h ∈
[
s(0), d
pc
]
−∞ sinon
où pc est le seul point critique tel que η(pc) = d.
(ii) ∀p > 0, ηfa(p) = η(p).
Dans toute la suite, on supposera η fortement d-admissible.
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Figure 4.1 – Spectre de singularités de la trace, pour Lebesgue presque tout a, de
quasi-toute fonction de V D.
4.5.1 L’espace V D.
Cet espace a déjà été étudié et on a les Propositions suivantes : (voir [46] ou [28]).
Proposition 4.5.1. L’espace V D est séparable et est un espace de Baire.
Il peut être écrit comme une intersection dénombrable :
soit (pn)n une suite dense dans [0,∞] et n → 0 alors,
V D =
⋂
n≥1
Bn, où Bn = B(η(pn)−n)/pnpn,pn ([0, 1]
D).
De plus, on obtient une distance sur V D par la formule suivante :
∀f, g ∈ V D d(f, g) =
∑
n
2−n
dn(f, g)
1 + dn(f, g)
où dn est la distance sur Bn.
Si f ∈ V D alors
d(H) ≤ inf
p≥pc
(pH − η(p) +D). (4.43)
Remarque 4.5.2. Remarquons que si d(f, g) ≤ C et qu’il existe n tel que C < 2−n,
alors :
dn(f, g) ≤ C2
n
1− C2n . (4.44)
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4.5.2 Un premier résultat sur l’espace V D.
On va démontrer que pour toute fonction f ∈ V D, Lebesgue presque toute trace
sur Ha est un élément de l’espace V , c’est-à-dire :
Proposition 4.5.2. Soient 0 < d < D deux entiers, et soit η fortement d-admissible.
Si f ∈ V D, alors l’ensemble
A3(f) =
{
a ∈ [0, 1]d′ : fa ∈ V
}
(4.45)
est de mesure de Lebesgue pleine dans [0, 1]d′.
Démonstration. Soit f ∈ V D, selon la Proposition 4.5.1 : ∀n, f ∈ B(η(pn)−n)/pnpn,pn ([0, 1]D),
avec (pn)n une suite dense dans [0,∞] et n → 0.
Soit (ξm)m une suite de réels strictement positifs tendant vers 0 tel que pour tout
n,m, ξm < η(pn)−npn .
Alors par la Propositon 4.2.4, ∀n,
A2,n(f) =
{
a ∈ [0, 1]d′ : fa ∈
⋂
m
B
η(pn)−n
pn
−ξm
pn,pn ([0, 1]
d)
}
est de mesure de Lebesgue pleine.
On pose A3(f) =
⋂
nA2,n(f). Comme une intersection dénombrable d’ensemble de
mesure de Lebesgue pleine est de mesure de Lebesgue pleine, A3(f) est de mesure
de Lebesgue pleine.
Soit m fixé, ∀n, on pose ′n = n + ξmpn.
On a alors ∀a ∈ A3(f) :
∀n, fa ∈ B(η(pn)−′n)/pnpn,pn ([0, 1]d).
En appliquant la Proposition 4.5.1, on obtient le résultat.
De cette Proposition, on va pouvoir obtenir que, pour toute fonction f ∈ V D,
pour Lebesgue presque tout a ∈ [0, 1]d′ , l’exposant de Hölder de la trace est supérieur
à s(0), ce qui se traduit par les deux Corollaires suivants :
Corollaire 4.5.1. Soient 0 < d < D deux entiers, et soit η fortement d-admissible.
Soit  > 0, si f ∈ V D, il existe un ensemble A3(f) de mesure de Lebesgue pleine
dans [0, 1]d′, tel que pour tout a ∈ A3(f), ∀q ≤ qc,
fa ∈ Cs(q)−q−dq([0, 1]d).
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Démonstration. Soit f ∈ V D, ∀a ∈ A3(f), on a fa ∈ V . Ainsi, ∀q > 0, ∀ > 0,
fa ∈ Bs(q)−q1/q,1/q ([0, 1]d)
où s définie par la Définition 4.5.2.
Si q < qc, s(q)− dq > 0, on peut alors utiliser (4.17), on a :
B
s(q)−q
1/q,1/q ([0, 1]
d) ⊂ Cs(q)−q−dq([0, 1]d).
Corollaire 4.5.2. Soient 0 < d < D deux entiers, et soit η fortement d-admissible.
Pour f ∈ V D, il existe un ensemble A3(f) de mesure de Lebesgue pleine dans [0, 1]d′
tel que, pour tout a ∈ A3(f) , on a :
∀h < s(0), Efa(h) = ∅. (4.46)
Démonstration. La fonction q 7−→ s(q)−dq étant décroissante sur [0, qc], en utilisant
le Corollaire précédent, on obtient la minoration de l’exposant de Hölder.
4.5.3 Un exposant particulier.
Soit α ≥ 1. Nous allons démontrer que l’exposant de Hölder de la trace de quasi-
toute fonction de V D est égal à H(α), où
H(α) =
1
α
inf
ω≥α
(
ω sup
q>0
(s(q)− d(1− 1
ω
)q)
)
. (4.47)
Pour cela, on utilisera différentes propriétés de H(α) :
Proposition 4.5.3. [28] Pour α ≥ 1 , H(α) ∈ [s(0), dqc], H(1) = dqc et
∀H ∈ [s(0), dqc], inf
p≥pc
(Hp− η(p) + d) ≤ d
α
.
4.6 Etude d’une fonction particulière.
Tout comme pour la partie 4.3, pour démontrer le premier point du Théorème
4.5.1, on va s’intéresser à un ensemble P , qui est l’ensemble des fonctions vérifiant
le Théorème 4.5.1 c’est-à-dire :
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Définition 4.6.1. On définit P de la façon suivante :
P =

f ∈ V D :
sur un ensemble A(f) de valeurs de mesure de Lebesgue pleine de [0, 1]d′,
l’exposant de Hölder de fa prend ses valeurs dans
[
s(0), d
pc
]
et
∀H ∈
[
s(0), d
pc
]
, dfa(H) = infp≥pc(pH − η(p) + d).

Là aussi, on construira une intersection dénombrable d’ouverts denses D, telle
que toute fonction de D ait ses coefficients d’ondelette suffisamment proches des co-
efficients d’ondelette d’une fonction g ∈ P que l’on choisira bien précisément.
En utilisant alors les propriétés des coefficients d’ondelette de g, on arrivera à trou-
ver un encadrement des coefficients d’ondelette des fonctions de D et on pourra en
déduire le Théorème 4.5.1.
Dans un premier temps, on va donc construire cette fonction g. Pour cela, on aura
besoin de la définition suivante :
Définition 4.6.2. [46] Pour tout cube λ = (j,k, l), on définit :
b(j, k) = inf
p>0
(
d(j − J)− η(p)j
p
)
, (4.48)
où J est la génération du cube irréductible Λ associé à λ = (j,k, l). (Donné par la
Définition 4.2.6).
Faisons plusieurs remarques sur b(j,k). Tout d’abord, il peut également s’écrire :
b(j,k) = inf
q≥0
(dq(j − J)− s(q)j) avec q = 1
p
.
De plus, si on pose :
ρ = d(1− J
j
), (4.49)
comme 0 ≤ J ≤ j, ρ prend ses valeurs dans [0, d], celles-ci sont espacées de d
j
et on
a :
b(j,k) = j inf
q
(ρq − s(q)).
Comme η est fortement d- admissible, on déduit alors :
— Si 0 ≤ ρ ≤ s′(+∞) le minimum est atteint en q = +∞ et vaut −∞.
— Si s′(+∞) < ρ < s′(0), le minimum est atteint pour q ∈ (0,∞).
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— Si ρ ≥ s′(0) le minimum est atteint pour q = 0 et
b(j,k) = −s(0)j. (4.50)
De plus, soit q0 > 0 et β > s(q0), à partir d’un certain j0, à toute échelle j, on peut
trouver des cubes λ = (j,k, l) tels que :
∃ > 0, ∀q, b(j,k) ≥ j(− β) + d(j − J)q0.
Ce que l’on peut traduire par le Lemme suivant :
Lemme 4.6.1. Soit q0 > 0 et β > s(q0).
Il existe j0 tel que pour tout j ≥ j0, il existe J1 tel que tous les cubes λ = (j,k, l),
dont le cube irréductible associé est Λ = (J1,K,L), vérifient :
∃ > 0, ∀q, b(j,k) ≥ j(− β) + d(j − J1)q0.
Démonstration. Soit q0 > 0 et β > s(q0). Comme s est concave, on a : ∀q, s(q0)+(q−
q0)s
′(q0) ≥ s(q). Or 0 ≤ s′(q0) ≤ d et ρ, défini par (4.49) prend également ses valeurs
dans [0, d] et les valeurs prises par ρ sont espacées de d
j
. On peut donc trouver, pour
j plus grand qu’un certain j0, un ρ (et donc un J1) tel que :
∃ > 0, ∀q, β + (q − q0)ρ ≥ s(q) + .
Ainsi il existe  tel que :
b(j,k) ≥ j(− β + ρq0) ≥ j(− β) + d(j − J1)q0.
Nous allons maintenant construire la fonction g.
Définition 4.6.3. On définit la fonction g à l’aide de ses coefficients d’ondelette de
la façon suivante : pour tout cube dyadique λD = (j, (k,k′), (l, l′)), on pose
gλD =
{
2b(j,k) si l′ = (1, 1, · · · , 1) et l 6= (0, .., 0),
0 sinon
(4.51)
où b(j, k) est donné par (4.48).
Par un raisonnement similaire au Lemme 4.3.1, en utilisant le fait qu’à p fixé,
b(j,k)p ≤ d(j − J)− η(p)j, où J est la génération du cube irréductible Λ associé à
λ = (j,k, l), on obtient :
Lemme 4.6.2. La fonction g appartient à V D.
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4.6.1 Propriétés de la trace de g.
Observons tout d’abord que, par définition des coefficients d’ondelette de la fonc-
tion g, la fonction g0a définie par (4.7) est nulle et que l’on a ainsi gλ(a) = g1λ(a).
Par un raisonnement similaire à la Proposition 4.3.1, on obtient :
Proposition 4.6.1. Pour tout cube λ ∈ Λd × Ld avec |λ| = j, on a
gλ(a) = 2
b(j,k)Gd′(2
ja),
où Gd′ est défini par (4.12).
Proposition 4.6.2. Soit a ∈ A1. Pour tout cube λ ∈ Λd × Ld avec λ = (j, k, l)
|gλ(a)| ≤ C12b(j,k).
Démonstration. On utilise la Proposition 4.6.1 et l’équation (4.14).
Proposition 4.6.3. Pour a ∈ A1, il existe ja tel que, pour tout cube λ ∈ Λd×Ld tel
que λ = (j, k, l) et j ≥ ja, on a :
|gλ(a)| ≥ j−2d′2b(j,k). (4.52)
De plus, si Λ = (J,K,L) est le cube irréductible associé à λ avec :
j
J
≥ d
d− s′(0)
alors :
∀α ≥ 1, |gλ(a)| ≥ j−2d′2−H(α)j. (4.53)
Démonstration. Comme a ∈ A1 et j ≥ ja selon la Proposition 4.2.3, on a :∣∣Gd′(2ja)∣∣ > 1
j2d′
.
En utilisant la Proposition 4.6.1, on obtient (4.52).
De plus, selon la Proposition 4.5.3, H(α) ≥ s(0). Or comme j
J
≥ d
d−s′(0) , on a
ρ = d(1− J
j
) ≥ s′(0) et donc, selon (4.50), b(j,k) = −s(0)j. Ainsi H(α) ≥ −b(j,k)
j
.
En utilisant alors (4.52), on obtient (4.53).
Lemme 4.6.3. ∀a ∈ A1, ∀0 < q <∞, ∀δ > 0, on a ga ∈ V et ga /∈ B
η(p)+δ
p
p,∞ ([0, 1]d).
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Démonstration. Soit a ∈ A1. Pour démontrer que ga ∈ V , on utilise un raisonnement
similaire au Lemme 4.3.2 et le fait qu’à p fixé, b(j,k)p ≤ d(j − J)− η(p)j.
Pour démontrer le second point du Lemme, il suffit de montrer que, pour tout q0 ≥ 0
et β > s(q0), on a
ga /∈ Bβ1
q0
,∞([0, 1]
d).
On utilise la caractérisation de Bβ1
q0
,∞([0, 1]
d) donnée par la Définition 4.2.3.
Soit j ≥ max(j0, ja) ( définis respectivement dans le Lemme 4.6.1 et par la Proposi-
tion 4.2.3). On pose :
Aj := 2
j(β/q0−d)
∑
λ∈Λd×Ld: |λ|=j
|gλ(a)|1/q0 .
En utilisant (4.52) puis le Lemme 4.6.1, il existe  tel que :
Aj ≥ 2j(β/q0−d)
∑
λ∈Λd×Ld: |λ|=j
∣∣∣j−2d′2b(j,k)∣∣∣1/q0
≥ j−2d′/q02j(β/q0−d)
∑
λ∈Λd×Ld: |λ|=j: |Λ|=J1
(2j(−β)+d(j−J1)q0)1/q0
≥ j−2d′/q0
∑
λ∈Λd×Ld: |λ|=j: |Λ|=J1
2j/q0−dJ1 .
Or à j fixé, il y a 2J1d
2d
cubes λ = (j,k, l) tel que le cube irréductible associé soit de
la forme (J1,K) d’où :
Aj ≥ Cj−2d′/q02j/q0 ,
qui tend vers l’infini quand j tend vers l’infini. Comme ce résultat est vrai pour tout
q0, on en déduit le Lemme.
Remarque 4.6.1. Par le même raisonnement qu’au Corollaire 4.5.1, on en déduit
que ∀ > 0, ∀q < qc, ga ∈ Cs(q)−q−dq([0, 1]d).
Proposition 4.6.4. ∀a ∈ A1, ∀0 < p <∞, ηga(p) = η(p).
Démonstration. ∀a ∈ A1, ∀0 < p <∞.
En utilisant le Lemme précédent, on a :
∀δ > 0 , ηga(p) ≤ η(p) + δ
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De plus, comme ga ∈ V et que Bsp,q ↪→ Bsp,∞, on a :
∀ > 0 , ηga(p) ≥ η(p)− .
En faisant tendre δ et  vers 0, on obtient le résultat.
4.6.2 Calcul de l’exposant de Hölder de ga en un point α-
approximable.
Proposition 4.6.5. Soit a ∈ A1, α ≥ 1 et x ∈ [0, 1]d tel que α(x) = α alors
hga(x) = H(α(x)).
Majoration de l’exposant de Hölder.
On va commencer par montrer que hga(x) ≤ H(α).
Pour cela, il suffit d’exhiber une suite de coefficients d’ondelette gλ(a) telle que :
log(|gλ(a)|)
log(2−j + |x− λ|) ≤ H(α)
et d’appliquer la Proposition 4.2.2.
On va, pour cela, considérer la suite des coefficients d’ondelette pour lesquels, on
a ∣∣∣∣x− k2j
∣∣∣∣ ≤ 12j
et tels que, de plus, j
J
≥ d
d−s′(0) , J étant l’échelle du cube irréductible associé. En
utilisant (4.53), quand λ→ x, on a :
log(|gλ(a)|)
log(2−j + |x− λ|) ≤
log
∣∣j−2d′2−H(α)j∣∣
−j log 2 (1 + o(1))
≤ (2d
′ log(j)
j log 2
+
H(α)j log 2
j log 2
)(1 + o(1))
≤ (2d
′ log(j)
j log 2
+H(α))(1 + o(1)).
En faisant tendre j vers l’infini, on a alors hga(x) ≤ H(α).
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Minoration de l’exposant de Hölder.
On va maintenant montrer que hga(x) ≥ H(α). Cette fois, il va falloir que, pour
tous les coefficient d’ondelette à partir d’un certain rang j, on ait :
log(|gλ(a)|)
log(2−j + |x− λ|) ≥ H(α)
puis appliquer la Proposition 4.2.2. Pour cela, on classera les coefficients d’ondelette
en deux catégories et on montrera que l’on obtient la minoration voulue pour chaque
catégorie.
Soit  > 0.
Considérons tout d’abord, les cubes λ = (j,k, l) tels que
∣∣x− k
2j
∣∣ ≤ 2−j.
Soit λ = (j,k, l) fixé. On considérera désormais les coefficients pour lesquels J ≥ J0
où J0 est défini par le Lemme 4.2.1.
En utilisant la Proposition 4.6.2, quand λ→ x, on a :
log(|gλ(a)|)
log(2−j + |x− λ|) ≥
logC12
b(j,k)
−j log 2 (1 + o(1))
≥
(
logC1
−j log 2 + supq (dq(
J
j
− 1) + s(q)j)
)
(1 + o(1))
≥
(
logC1
−j log 2 + supq (dq(
1
α(x) + 
− 1) + s(q))
)
× (1 + o(1)). (4.54)
La dernière minoration provient du Lemme 4.2.1.
Considérons maintenant les autres cubes, c’est-à-dire, ceux pour lesquels
∣∣x− k
2j
∣∣ >
2−j.
En utilisant la Proposition 4.6.2, quand j → +∞, on a :
log(|gλ(a)|)
log(2−j + |x− λ|) ≥
logC12
b(j,k)
log(|x− λ|)(1 + o(1))
≥
(
logC1
log(|x− λ|) +
supq(dq(J − j) + s(q)j) log 2
− log(|x− λ|)
)
(1 + o(1))
≥
(
logC1
log(|x− λ|) + supq (dq(
1
α(x) + 
− 1) + s(q))
)
× (1 + o(1)). (4.55)
La dernière minoration provient du fait que |x− λ| ≥ 2−j et du Lemme 4.2.1.
En faisant tendre j vers l’infini dans (4.54) et λ vers x donc j vers l’infini dans (4.55),
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on obtient hga(x) ≥ supq(dq( 1α(x)+−1)+s(q)). En faisant tendre  vers 0, on obtient
alors,
hga(x) ≥ sup
q
(dq(
1
α(x)
− 1) + s(q)),
qui est plus grand que H(α) (défini par (4.47)), puisque cela correspond au cas
ω = α(x).
4.6.3 Calcul du spectre de singularités
Proposition 4.6.6. Pour Lebesgue presque tout a ∈ [0, 1]d′,
∀H ∈ [s(0), dqc], dga(H) = inf
p≥pc
(pH − η(p) + d).
Démonstration. La majoration du spectre est déjà donnée par (4.43).
Soit a ∈ A1 et α ≥ 1, des Propositions 4.6.5 et 4.2.6, on a :
d(H(α)) ≥ d
α
.
La minoration voulue est alors obtenue en utilisant la Proposition 4.5.3.
4.7 Le premier point du Théorème 4.5.1.
On va construire une intersection dénombrable d’ouverts denses, appelée D.
Rappelons que l’on note gλD les coefficients d’ondelette de la fonction g. Comme V D
est séparable ( Proposition 4.5.1), on peut prendre une suite (fn)n dense dans V D.
Définition 4.7.1. On définit une suite de fonctions (gn)n de la façon suivante :
(i) On note gn,λD les coefficients d’ondelette de gn.
(ii) Si j < n les coefficients d’ondelette de gn sont ceux de fn.
(iii) Si j ≥ n les coefficients d’ondelette de gn sont ceux de la fonction g.
Remarque 4.7.1. ‖fn − gn‖V D → 0 donc (gn)n est dense dans V D.
Définition 4.7.2. On définit l’intersection dénombrable d’ouverts denses D de la
façon suivante :
D =
⋂
N∈N
(⋃
n≥N
B(gn, rn)
)
où
⋃
n≥N
B(gn, rn) est un ouvert dense,
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avec rn tel que
Rn =
2nrn
1− 2nrn =
2−
n+D
pn
n
4Rn2d′
,
où n et pn sont définis par la Proposition 4.5.1,
et R défini comme dans la partie 4.4.
On va maintenant montrer que D ⊂ P .
4.7.1 Propriétés des coefficients d’ondelette de la trace d’une
fonction f ∈ D.
Soit f ∈ D. On notera dλD les coefficients d’ondelette de f .
Remarquons tout d’abord que si f ∈ B(gn, rn), alors, en utilisant (4.44), on a : ∀n
tel que pn ≥ 1 (∑
j
(∑
λD
∣∣dλD − gn,λD∣∣pn 2(η(pn)−n−D)j
))1/pn
≤ Rn. (4.56)
On considérera dans la suite les n tels que pn ≥ 1 et on pose qn = 1pn .
On se retrouve alors avec le même type d’inégalité que dans le cas d’un espace de
Besov, à l’aide de la Proposition 4.6.3 par les mêmes raisonnements que dans la partie
4.4, on obtient :
Proposition 4.7.1. ∀α ≥ 1. Pour a ∈ A1, il existe ja tel que, si f ∈ B(gn, rn) avec
n ≥ ja pour tout cube λ = (n,k, l) ∈ Λd × Ld on a :
|dλ(a)| ≥ |gλ(a)|
2
.
De plus si Λ = (J,K,L) est le cube irréductible associé à λ avec :
n
J
≥ d
d− s′(0)
on a :
|dλ(a)| ≥ 1
2
n−2d
′
2−H(α)n.
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4.7.2 Exposant de Hölder de la trace de f .
Soit α ≥ 1, f ∈ D, dλD ses coefficients d’ondelette. La fonction f appartient à
une infinité de boules B(gn, rn). On note (Bnm)m, la suite de ces boules.
A cette suite (nm)m on associe X α(f) défini par (4.20) c’est-à-dire :
X α(f) =
{
x ∈ [0, 1]d : il existe une infinité de m tel que : ∃Knm ∈ Zd − 2Zd :∣∣∣x− Knm2[nm/α] ∣∣∣ ≤ 12nm
}
.
On pose A(f) = A1
⋂A3(f) ( A1 et A3(f) sont données par les Propositions 4.2.3
et 4.5.2). A(f) est de mesure de Lebesgue pleine dans [0, 1]d′ .
Proposition 4.7.2. Soit f ∈ D, a ∈ A(f), x ∈ X α(f) alors,
hfa(x) ≤ H(α).
Démonstration. Comme x ∈ X α(f), il existe une infinité de couple (nm,Knm) tels
que : ∣∣∣∣x− Knm2[nm/α]
∣∣∣∣ ≤ 12nm . (4.57)
Grâce aux Propositions 4.5.2 et 4.2.2, pour obtenir la Proposition 4.7.2 il suffit de
majorer
log(|dλ(a)|)
log(2−j + |x− λ|)
pour une suite de coefficients d’ondelette bien choisis.
On va considérer les cubes λm = (nm,k, l) tels que :
nm ≥ ja, k
2nm
=
Knm
2[nm/α]
et
nm
J
≥ d
d− s′(0) , (4.58)
où ja est défini par la Proposition 4.7.1.
Grâce à (4.57), pour λm → x :
1
log(2−nm + |x− λm|) =
1
−nm log 2(1 + o(1)).
A l’aide de la Proposition 4.7.1, on a alors
log(|dλm |)
log(2−nm + |x− λm|) ≤
log(1
2
n−2d
′
m 2
−H(α)nm)
−nm log 2 (1 + o(1))
≤ ( 1
nm
+ 2d′
log nm
nm log 2
+H(α))(1 + o(1)).
On obtient la majoration voulue, en faisant tendre m vers l’infini.
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Corollaire 4.7.1. Pour quasi-toute fonction f ∈ V D, pour Lebesgue presque tout
a ∈ [0, 1]d′
si H /∈ [s(0), dqc], alors Ef (H) = ∅.
Démonstration. Soit f ∈ D et a ∈ A(f).
En prenant α = 1 dans la Proposition 4.7.2, on a :
∀x ∈ [0, 1]d, hfa(x) ≤ dqc.
car H(1) = dqc selon la Proposition 4.5.3.
On conclut en utilisant le Corollaire 4.5.2.
4.7.3 Calcul du spectre de singularités.
Proposition 4.7.3. Pour quasi-toute fonction f ∈ V D, pour Lebesgue presque tout
a ∈ [0, 1]d′,
si H ∈ [s(0), d
pc
] alors dfa(H) = inf
p≥pc
(pH − η(p) + d).
Démonstration. Soit f ∈ D, a ∈ A(f).
En utilisant successivement les Propositions 4.7.2, 4.2.5 et 4.5.3, on obtient :
dimH {x ∈ X α(f) , hfa(x) ≤ H(α)} = dimHX α(f)
=
d
α
≥ inf
p≥pc
(pH − η(p) + d).
De plus, par la Proposition 4.2.5, on a :
dimH {x ∈ X α(f) , hfa(x) ≤ H(α)} = dimH {x ∈ X α(f) , hfa(x) = H(α)}.
On obtient ainsi une minoration du spectre de singularités, on déduit alors le résultat
de (4.43).
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4.8 Second point du Théorème 4.5.1
Soit f ∈ D, on va montrer que, pour Lebesgue presque tout a ∈ [0, 1]d′ , ∀p > 0,
ηfa(p) = η(p).
Comme f ∈ V D, selon la Proposition 4.5.2, pour Lebesgue presque tout a, fa ∈ V .
Grâce aux injections entre espace de Besov (voir (4.16)), on déduit que ηfa(p) ≥ η(p).
En utilisant la Proposition 4.7.1 et le Lemme 4.6.3, on a, si f ∈ D, pour Lebesgue
presque tout a ∈ [0, 1]d′ , fa /∈ B
η(p)+
p
p,∞ et donc ηfa(p) ≤ η(p), d’où le résultat.
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Chapitre 5
A function which is its own
multifractal spectrum
Abstract : We will construct a function which is its own multifractal spectrum
ie f = df .
It will be obtained as an infinite superposition of C1-by part functions.
The function f has a very specific form, that we call visible : from the origin (0, 0), one
can see every point of the graph {(x, f(x)) : x ∈ [a, b]} of f where 0 ≤ a < b ≤ +∞.
Moreover, the function f we build is homogeneously multifractal, i.e. its restriction
on any subinterval of [0, 1] has the same multifractal spectrum as the function f
itself.
5.1 Introduction
The goal of this part is to invertigate the possible forms that a multifractal spec-
trum can take. We will construct a function which is a fixed point for the multifractal
spectrum application f 7→ df , i.e. f = df . It is a natural question to ask for the exis-
tence of such a function : it has been asked for the Fourier transformation or many
other operators. The fixed point f will be obtained as an infinite superposition of C1-
by part functions. We do not obtain a characterization of the functions f satisfying
this property, but this could certainly be studied.
Let us start by recalling the notions of local regularity and multifractal analysis
for functions.
Definition 5.1.1. Let f ∈ L∞loc(R), x0 ∈ R and α ≥ 0. The function f is said to
belong to the space Cα(x0), if there exists a polynomial P of degree at most [α] and a
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constant C > 0 such that locally around x0 :
|f(x)− P (x− x0)| ≤ C |x− x0|α. (5.1)
The local regularity of f at x0 is measured by the pointwise Hölder exponent :
hf (x0) = sup{α ≥ 0 : f ∈ Cα(x0)}.
If α is an integer, we use the (unusual) convention : [α] = α− 1.
Remark that if α ≤ 1 the condition (5.1) is, in fact :
|f(x)− f(x0)| ≤ C |x− x0|α. (5.2)
Given a function f , this exponent hf (x0) typically varies erratically with x0,
and the relevant information is then provided by the multifractal spectrum df of f ,
defined as the mapping
df : h ∈ [0,∞] 7−→ dim Ef (h),
where Ef (h) is the iso-Hölder set
Ef (h) := {x0 ∈ RD : hf (x0) = h}.
In the definition of the multifractal spectrum, dim stands for the Hausdorff dimen-
sion, and by convention dim ∅ = −∞. The spectrum of singularities df describes the
geometrical distribution of the singularities of f .
The main result is then easy to state.
Theorem 5.1.1. There exists a continuous function f : [0, 1]→ R+ satisfying
∀x ∈ [0, 1], f(x) = df (x). (5.3)
The function we build is monotone increasing, satisfying f(0) = 0 and f(1) = 1,
thus it can also be viewed as a measure on [0, 1]. In particular, it is known [17] that for
such functions, one necessarily has df (h) ≤ h for every h ∈ [0, 1]. This in turn implies
that the graph of f itself is below the diagonal. The function f has also a very specific
form, that we call visible. This shape is due to its construction : f is obtained as series
of monotone increasing functions, which are affine by part. Each finite sum is thus
affine by part, but the infinite sum, though Lebesgue almost-differentiable by the
Lebesgue theorem, is multifractal, and exhibits a whole range of exponents between
0 and 1. On top of that, the function f we build is homogeneously multifractal in
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the sense of [13] or [12], i.e. its restriction on any sub interval of [0, 1] has the same
multifractal spectrum as the function f itself. But, of course, the restriction does not
satisfy (5.3) any more !
As said before, we do not obtain a characterization of the functions f satisfying
(5.3), and this does not seem reachable nor reasonable. Being a fixed point for the
multifractal spectrum application is extremely unstable, and we do not hope to find
general answers to such questions. But our work is a part of a general scheme of
investigation of the possible shapes that a multifractal spectrum can take, see for
instance [20].
5.2 Functions with increasing visibility
We are going to build a function which enjoys a specific property, that we call
increasing-visibility.
Definition 5.2.1. Let 0 ≤ a < b ≤ +∞. A function f : [a, b] → R+ is with
increasing-visibility if f is continuous at a and for every x ∈ (a, b], the function
x 7→ f(x)
x
is increasing.
We call Va,b the set of functions with increasing visibility on the interval [a, b].
Remark that a function with increasing visibility is increasing and such that for
every x ∈ (a, b],
f(x)
x
≥ sup
a<x′≤x
f(x′)
x′
.
It explains, geometrically why this functions are called visible :
the functions in Va,b are called visible, because from the origin (0, 0), one can see
every point of the graph {(x, f(x)) : x ∈ [a, b]} of f .
Remark that functions such that x 7→ f(x)
x
is decreasing verify this geometrical pro-
pertie too.
To have a first idea of the form of function with increasing visibility, we give an
example using piecewise affine function.
First, set 0 ≤ a < b ≤ +∞ and remark that if f : [a, b] → R+ is an affine function
such that :
f(x) = α(x− a) + β.
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b0 a
Figure 5.1 – Allure of an affine function f with increasing visibility.
One has :
f ∈ Va,b ⇔
{
α ≥ 0 and β ≥ 0 since f ≥ 0
αa ≥ β since x 7→ α(x−a)+β
x
is increasing.
See the Figure 5.1
Now, set 0 ≤ a < b < c ≤ +∞ and g : [a, c] → R+ a piecewise affine function such
that :
g(x) =
{
α(x− a) + β if x ∈ [a; b)
α′(x− b) + β′ if x ∈ [b; c].
One has :
g ∈ Va,b ⇔

α, β, α′, β′ ≥ 0
αa ≥ β and α′b ≥ β′
the jump beetween the pieces is non negative
⇔

α, β, α′, β′ ≥ 0
αa ≥ β and α′b ≥ β′
α(b− a) + β ≤ β′.
See the Figure 5.2.
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0 a b c
Figure 5.2 – Allure of a piecewise affine function g with increasing visibility.
Thus, in the general case, for any piecewise affine function, to be a function with
increasing visibility, the previous condition has to be fullfilled on every two consecu-
tive pieces.
In the next, we will need to construct continuous function with increasing visibility.
To obtain that, we will use piecewise affine function with increasing visibility. For
example, in using the function g, x1 ∈ [a, b) and x2 ∈ [b, c), we obtain a continuous
function h, with increasing visibility , define by
h(x) =
{
g(x) if x /∈ [x1;x2]
g(x2)−g(x1)
x2−x1 (x− x1) + g(x1) else.
Geometrically, we use a piecewise affine function with increasing visibility, two
consecutive pieces, a point of the graph of each piece and we draw a segment joining
this two points : see the Figure 5.3
5.2.1 First properties of functions with increasing visibility
Observe that if a = 0, then every f ∈ V0,b satisfies f(0) = 0.
A natural way to construct functions with increasing visibility is the following.
Lemma 5.2.1. Let 0 ≤ a < b ≤ +∞. For every function f : [a, b] → R+, let us
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Figure 5.3 – Allure of a piecewise affine continous function h with increasing visi-
bility.
construct the function f˜ : [a, b]→ R+ as follows : f˜(a) = f(a) and
∀ x ∈ (a, b], f˜(x) = x sup
a<x′≤x
f(x′)
x′
.
The function f˜ is non-decreasing on its support, and one always has f ≤ f˜ . Then
Va,b =
{
f : [a, b]→ R+ such that f = f˜
}
.
The proof is immediate.
Lemma 5.2.2. Let f ∈ V0,b then f is differentiable at 0.
Proof :
The ratio f(x)
x
is positive and non-decreasing, hence it has a limit when x→ 0.

Lemma 5.2.3. For any a, b, the set Va,b is stable under addition, positive multipli-
cation and max , and V0,b is also stable under positive dilation. It is closed using the
supremum norm.
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Proof : Let f, g ∈ Va,b, λ ∈ R+. One uses that f = f˜ and g = g˜.
Set s = f + g. On one side, one always has s ≤ s˜, hence s = f + g = f˜ + g˜ ≤ s˜.
On the other side, for every x,
s(x) = f(x) + g(x) = f˜(x) + g˜(x) = x
(
sup
a<x′≤x
f(x′)
x′
+ sup
a<x′≤x
g(x′)
x′
)
≥ x sup
a<x′≤x
f(x′) + g(x′)
x′
= s˜(x).
Hence s = s˜.
It is obvious that if t(x) = λf(x), t ∈ Va,b.
Set m = max(f, g), since f, g ∈ Va,b, by Lemma 5.2.2, the mapping x 7→ f(x)x and
the mapping x 7→ g(x)
x
are non-decreasing on [a, b].
So, one has, for every x :
m˜(x) = x sup
a<x′≤x
max(f(x′), g(x′))
x′
=
max(f(x), g(x))
x
= m(x)
Hence m = m˜.
Now, set u(x) = f(λx), where f ∈ V0,b. One has :
u˜(x) = x sup
0<x′≤x
u(x′)
x′
= x sup
0<x′≤x
f(λx′)
x′
= λx sup
0<x′≤λx
f(x′)
x′
= f(λx) = u(x).
Set (fn) a sequence of Va,b converging to a function f .
For every x ∈ (a, b], one sets a′ such that a < a′ < x, one has∣∣∣f˜(x)− f(x)∣∣∣ = ∣∣∣∣x sup
0<x′≤x
f(x′)
x′
− f(x)
∣∣∣∣
≤
∣∣∣∣x sup
a<x′≤x
f(x′)− fn(x′)
x′
∣∣∣∣+ ∣∣∣∣x sup
a<x′≤x
fn(x
′)
x′
− f(x)
∣∣∣∣
=
∣∣∣∣x sup
a<x′≤x
f(x′)− fn(x′)
x′
∣∣∣∣+ ∣∣∣f˜n(x)− f(x)∣∣∣
≤
∣∣∣∣x sup
a<x′≤a′
f(x′)− fn(x′)
x′
∣∣∣∣+ ∣∣∣∣x sup
a′<x′≤x
f(x′)− fn(x′)
x′
∣∣∣∣
+ |fn(x)− f(x)| as f˜n = fn
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Figure 5.4 – Allure of the function ξ̂.
To conclude, we do n converging to +∞ and a′ converging to a.
Hence f = f˜ .

5.2.2 Construction of a discontinuous function with increa-
sing visibility on R
Definition 5.2.2. Let ξ̂ : R+ → R+ be the function defined as follows. We set
ξ̂(0) = 0, ξ̂(1) = 1, and for every n ≥ 2,
ξ̂(n)
n
=
ξ̂(n− 1)
n− 1 +
1
n
.
Then, for every n ∈ N and x ∈ (n, n+ 1), we set
ξ̂(x) =
{
x if n = 0
ξ̂(n)
n
× x if n ≥ 1.
Geometrically, ξ̂ is a piecewise affine function whith jump beetween two pieces of
size 1. See Figure 5.4.
Observe that ξ̂ is left-discontinuous exactly at each integer n ≥ 1, with a positive
jump of size 1.
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Lemma 5.2.4. The function ξ̂ is with increasing visibility on R+,
ξ̂(n)
n
=
n∑
k=1
1
k
and
n lnn ≤ ξ̂(n) ≤ n(1 + lnn).
Proof : By construction,
ξ̂(n)
n
− ξ̂(n− 1)
n− 1 =
1
n
Since ξ̂ is affine on each interval, one has :
ξ̂(n)
n
=
ξ̂(1)
1
+
n∑
k=2
(
ξ̂(k)
k
− ξ̂(k − 1)
k − 1
)
=
n∑
k=1
1
k
.
To conclude, we use :
n∑
k=1
1
k
≤ 1 +
∫ n
1
dx
x
≤ 1 + lnn,
and :
n∑
k=1
1
k
≥
∫ n+1
1
dx
x
= ln(n+ 1)
≥ lnn.

In order to prove Theorem 5.1.1, we are going to use a sequence of functions
ξn ∈ V0,1 built from ξ̂ as follows.
Definition 5.2.3. Let (jn)n≥1 be an increasing sequence of integers (that will be fixed
later on). We set for every n ≥ 1
∀ x ∈ [0, 1], ξn(x) = ξ̂(2
jnx)
ξ̂(2jn)2n
.
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Obviously, by the properties of functions with increasing visibility, ξn ∈ V0,1, and
one has
ξn(x) ≤ x
2n
, ∀x ∈ [0, 1],
the inequality being strict when x ∈ (0, 1). In fact, it is easy to see that ξn(x) ∼
x
2n
+ x log x
2njn log 2
.
Moreover, since ξ̂ has a jump of size 1 at every integer, ξn has a jump of size
1
ξ̂(2jn )2n
at every dyadic number k2−jn .
Lemma 5.2.5. For every n ≥ 1, for every k ∈ {0, ..., 2jn − 1}, one has
ln k
2jn+n(1 + jn)
≤ ξn((k + 1)2−jn)− ξn(k2−jn) ≤ 9
2jn+n
.
Proof : One has, for k ≥ 1
ξn((k + 1)2
−jn)− ξn(k2−jn) = ξ̂(k + 1)− ξ̂(k)
ξ̂(2jn)2n
=
ξ̂(k)
k
(k + 1) + 1− ξ̂(k)
ξ̂(2jn)2n
=
ξ̂(k)
k
+ 1
ξ̂(2jn)2n
Using Lemma 5.2.4, one has :
ln k + 1
2jn(1 + ln 2jn)2n
≤ ξn((k + 1)2−jn)− ξn(k2−jn) ≤ 1 + ln k + 1
2jn ln 2jn2n
ln k + 1
2jn+n(1 + jn ln 2)
≤ ξn((k + 1)2−jn)− ξn(k2−jn) ≤ 2
2jn+n ln 2
+
ln k
2jn+n ln 2jn
.
Hence, one has
ln k
2jn+n(1 + jn)
≤ ξn((k + 1)2−jn)− ξn(k2−jn) ≤ 9
2jn+n
, (5.4)
where we used k ≤ 2jn .

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5.3 Construction of the function f
As said in the introduction, the function f will be obtained as a sum of an infinite
positive functions Φn, which will be defined iteratively.
We start our induction with j1 = 1, and the function f1(x) = Φ1(x) = x2 . We
explain how to construct f2, and then one proves the induction by constructing the
functions fn.
5.3.1 Construction of f2.
We set α2,1 = 12 and choose j2 >> j1 so that
2
[
j2
(
1− f1(α2,1)
α2,1
)]
≥ 22. (5.5)
Definition 5.3.1. The set A2,1 is the set of those integers k ∈ {1, ..., 2j2} of the form
k = 1 + p 2
[
j2
(
1− f1(α2,1)
α2,1
)]
, where p ∈
{
1, ..., 2
[
j2
f1(α2,1)
α2,1
]
− 1
}
.
The dyadic numbers k2−j2 , where k ∈ A2,1, are uniformly distributed in the
interval [0, 1]. This is key in our construction.
Definition 5.3.2. For every k ∈ {0, ..., 2j} and every α ∈ (0, 1) one sets
Ij,k =
[
k2−j, (k + 1)2−j
]
,
xj,k(α) = (k + 1)2
−j − 2− jα ,
Ij,k(α) =
[
xj,k(α), (k + 1)2
−j] .
Definition 5.3.3. One introduces the function Φ2 as follows :
1. If k ∈ A2,1, then
— when x ∈ Ij2,k \ Ij2,k(α2,1), Φ2(x) = ξ2(x),
— when x ∈ Ij2,k(α2,1), one sets
Φ2(x) =
ξ2((k + 1)2
−j2)− ξ2(xj2,k(α2,1))
2−j2/α2,1
(x− (k + 1)2−j2) + ξ2((k + 1)2−j2).
2. If k /∈ A2,1, then Φ2 is affine on Ij2,k and satisfies
Φ2(k2
−j2) = ξ2(k2−j2) and Φ2((k + 1)2−j2) = ξ2((k + 1)2−j2).
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Figure 5.5 – Allure of the function Φ2.
Geometrically, Φ2 is a piecewise affine function that we construct using ξ2 as
follow :
1. If k ∈ A2,1, then
— on [k2−j2 ;xj2,k(α2,1)], Φ2 is equal to the function ξ2,
— on [xj2,k(α2,1); (k+1)2−j2 ], we draw the segment joining two points of the graph
of the function ξ2 : the point of abscissa xj2,k(α2,1) and the point of abscissa
(k + 1)2−j2 .
2. If k /∈ A2,1, we draw the segment joining two points of the graph of the function
ξ2 : the point of abscissa k2−j2 and the point of abscissa (k + 1)2−j2 .
See the Figure 5.5.
Heuristically, Φ2 is a continuous version of ξ2, where the jumps at the dyadics k2−j2
are either erased if k /∈ A2,1, or replaced by a rapid increasing affine map on the small
interval Ij2,k(α2,1) when k ∈ A2,1. Observe that by construction, when k ∈ A2,1, the
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oscillation of the increasing function Φ2 is
Φ2((k + 1)2
−j2)− Φ2(xj2,k(α2,1)) = ξ2((k + 1)2−j2)− ξ2(xj2,k(α2,1))
=
ξ̂(k + 1)− ξ̂(xj2,k(α2,1)2j2)
ξ̂(2j2)22
=
1
ξ̂(2j2)22
(
ξ̂(k)
k
(k + 1) + 1− ξ̂(k)
k
(xj2,k(α2,1)2
j2)
)
=
1
ξ̂(2j2)22
(
ξ̂(k)
k
(k + 1− xj2,k(α2,1)2j2) + 1
)
=
1
ξ̂(2j2)22
(
ξ̂(k)
k
(2−j2/α2,12j2) + 1
)
≥ 1
ξ̂(2j2)22
≥ 1
2j2+2(1 + ln 2j2)
≥ 1
4(1 + j2)
|(k + 1)2−j2 − xj2,k(α2,1)|α2,1
and
Φ2((k + 1)2
−j2)− Φ2(xj2,k(α2,1)) ≤ ξ2((k + 1)2−j2)− ξ2(k2−j2)
≤ 9
2j222
≤ 9
22
|(k + 1)2−j2)− xj2,k(α2,1)|α2,1 ,
where the upper bound (5.4) has been used in the second line. To summarize the
above, one has
1
4(j2 + 1)
≤ Φ2((k + 1)2
−j2)− Φ2(xj2,k(α2,1))
|(k + 1)2−j2)− xj2,k(α2,1)|α2,1
≤ 9
4
. (5.6)
Remark that, by construction of Φ2, using ξ2, which is a function with increasing
visibility, one has Φ2(x) ≤ ξ2(1)x ≤ x22 .
One is now able to define the next step in the construction.
Definition 5.3.4. The function f2 is simply f2 = f1 + Φ2.
Remark that f2 is a function with increasing visibility as sum of two functions
with increasing visibility and that f2(x) = f1(x) + Φ2(x) ≤ x2 + x22 ≤ (1− 122 )x.
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5.3.2 Construction of Φn+1 and fn+1.
Definition 5.3.5. One introduces for every n ≥ 2, for every l ∈ {1, ..., n},
αn+1,l =
l
n+ 1
.
Assume that f1, f2, ..., fn have been constructed, as well as integers j1 < j2 <
... < jn satisfying the following properties :
— for every p ∈ {2, ...n}, for every l ∈ {1, ..., p− 1},
2
[
jp
(
1− fp−1(αp,l)
αp,l
)]
≥ 2p, jn+1 > jnn2 and 2(p−1)jp−1 ≤ jp
p2
. (5.7)
— for every p ∈ {2, ...n}, fp(x) ≤ (1− 2−p)x on [0, 1], and the inequality is strict
when x ∈ (0, 1).
— for every p ∈ {2, ...n}, fp = fp−1 + Φp, where Φp is build from the procedure
described Definitions 5.3.3 and 5.3.7.
Let jn+1 >> jn be such that (5.7) is satisfied for p = n+ 1.
Definition 5.3.6. For every i ∈ {1, ..., n}, the set An+1,i is the set of those integers
k ∈ {1, ..., 2jn+1} of the form
k = i+ p 2
[
jn+1
(
1− fn(αn+1,i)
αn+1,i
)]
, where p ∈
{
1, ..., 2
[
jn+1
fn(αn+1,i)
αn+1,i
]
− 1
}
.
As for A2,1, the dyadic numbers k2−jn , where k ∈ An,i, are uniformly distributed
in the interval [0, 1].
Lemma 5.3.1. If i 6= j, then An,i ∩ An,j = ∅.
Proof : Assume towards a contradiction that there is a k belongs at An,i∩An,j with
i < j . Then
k = i+ p 2
[
jn+1
(
1− fn(αn+1,i)
αn+1,i
)]
= j + p′ 2
[
jn+1
(
1− fn(αn+1,j)
αn+1,j
)]
,
where p and p′ are two integers. Assume that 2
[
jn+1
(
1− fn(αn+1,i)
αn+1,i
)]
≥ 2
[
jn+1
(
1− fn(αn+1,j)
αn+1,j
)]
.
Then
j − i =
2
[
jn+1
(
1− fn(αn+1,i)
αn+1,i
)](
p− p′ 2
[
jn+1
(
1− fn(αn+1,j)
αn+1,j
)]
−
[
jn+1
(
1− fn(αn+1,i)
αn+1,i
)])
,
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which is impossible since j−i ≤ n while our assumption (5.7) implies 2
[
jn+1
(
1− fn(αn+1,i)
αn+1,i
)]
≥
2n+1.

Next we construct the function whose oscillations around the dyadic numbers are
controlled as follows.
Definition 5.3.7. One introduces the function Φn+1 as follows :
1. for all k ∈ {0, 1..., 2jn+1},
Φn+1(k2
−jn+1) = ξn+1(k2−jn+1).
2. If k ∈ An+1,l for some l ∈ {1, ..., n}, then
— when x ∈ Ijn+1,k \ Ijn+1,k(αn+1,l), Φn+1(x) = ξn+1(x),
— when x ∈ Ijn+1,k(αn+1,l), one sets
Φn+1(x) =
ξn+1((k + 1)2
−jn+1)− ξn+1(xjn+1,k(αn+1,l))
2−jn+1/αn+1,l
× (x− (k + 1)2−jn+1)
+ξn+1((k + 1)2
−jn+1).
3. If k does not belong to any An+1,l, then Φn+1 is affine on Ijn+1,k. Where ξn+1(x)
is given in Definition 5.2.3.
Again, heuristically, Φn+1 is a continuous version of ξn+1, where the jumps at
the dyadics k2−jn+1 are either erased if k /∈ An+1,l for any l, or replaced by a rapid
increasing affine map on the small interval Ijn+1,k(αn+1,l) when k ∈ An+1,l and where
the slope on this interval depends on the value of αn+1,l.
The same considerations as those developed for Φ2 induce that, by construction,
when k ∈ An+1,l, the oscillation of the increasing function Φn+1 on the small interval
Ijn+1,k(αn+1,l) satisfies
1
2n+1(jn+1 + 1)
≤ Φn+1((k + 1)2
−jn+1)− Φn+1(xjn+1,k(αn+1,l))
|(k + 1)2−jn+1)− xjn+1,k(αn+1,l)|αn+1,l
≤ 9
2n+1
. (5.8)
Moreover, since
Φn+1((k + 1)2
−jn+1)− Φn+1(k2−jn+1) = ξn+1((k + 1)2−jn+1)− ξn+1(k2−jn+1)
Using Lemma 5.2.5, the oscillation of Φn+1 on the interval Ijn+1,k satisfies
1
2n+1(jn+1 + 1)
≤ Φn+1((k + 1)2
−jn+1)− Φn+1(k2−jn+1)
|(k + 1)2−jn+1)− k2−jn+1| ≤
9
2n+1
, (5.9)
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The main idea here is that the oscillations of Φn+1 essentially take place on the
small intervals Ijn+1,k(αn+1,l) .
One is now able to define the next step in the construction.
Definition 5.3.8. The function fn+1 is defined as fn+1 = fn + Φn+1.
The function fn+1 is with increasing visibility, as sum of two functions with in-
creasing visibility.
Remark that, by construction,
Φn+1(x) ≤ ξn+1(1)x ≤ x
2n+1
(5.10)
and by assumption, fn(x) ≤ (1− 12n )x.
Hence, one has, fn+1(x) = fn(x) + Φn+1(x) ≤ (1− 12n+1 )x.
5.3.3 Properties of the limit of fn
By construction, the sequence (fn)n≥1 is a sequence of functions defined on [0, 1]
such that :
— for all n, x
2
≤ fn(x) ≤ (1− 2−n)x.
— the sequence is monotone increasing, i.e., for all n and x ∈ (0, 1), fn(x) <
fn+1(x).
— each fn is continuous and with increasing visibility, as finite sum of continuous
functions with increasing visibility.
Proposition 5.3.1. The sequence of functions (fn)n≥1 converges uniformly to a
continuous function f : [0, 1]→ R+ satisfying 0 ≤ f(x) ≤ x with increasing visibility,
and the inequalities are strict when x ∈ (0, 1). By construction,
f(x) =
+∞∑
n=1
Φn(x).
Proof : The convergence follows from the monotonicity and the uniform boundedness
of the sequence (fn)n≥1. Hence the limit exists and is continuous. The fact that it is
with increasing visibility follows from the closeness of V0,1.

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5.4 Upper bound for the spectrum of f .
The aim of this section is to prove next proposition.
Proposition 5.4.1. For every h ≥ 0, let
E≤f (h) = {x : hf (x) ≤ h} .
The function f satisfies : for every h ∈ [0, 1],
dimE≤f (h) ≤ f(h).
In particular,
df (h) ≤ f(h).
To prove that, any x ∈ E≤f (h) must belong to an infinite number of intervals that
we describe now.
Proposition 5.4.2. Let 0 < h < 1, x ∈ [0, 1], and r > 0.
We assume that n ≥ 2 is so large that
αn,n−2 > h, max(
2pi2
3
, 9jn) < 2
jn
n . (5.11)
Let n be the unique integer such that
2−jn+1 ≤ r < 2−jn . (5.12)
Let in,h ∈ {1, ..., n− 1} be the unique integer such that
αn,in,h−1 < h ≤ αn,in,h . (5.13)
Assume that
f(x+ r)− f(x) > rh. (5.14)
Then, necessarily,
2−jn/(αn,1·(1−αn,n−1)) < r < 2−jn/αn,in,h+1 (5.15)
and
x ∈
⋃
i:i≤in,h+1
⋃
k∈An,i
Ijn,k(i, r), (5.16)
where
Ijn,k(i, r) = Ijn,k(αn,i) +B(0, r).
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Proof : Observe that our assumptions imply that in,h ≤ n − 2, hence h + 1/n ≤
1− 1/n.
If (5.14) holds, then∑
m≥1
(Φm(x+ r)− Φm(x)) ≥ rh since f(x) =
∑
m≥1
Φm(x).
Each Φn being an increasing function, all the contributions Φm(x + r) − Φm(x) are
positive.
• Case m < n : By assumption, Φm is continuous, increasing, affine by parts. The
greatest slope appearing in the formulas giving Φm are given in item 2. of Definition
5.3.7, and it has the form
ξm((k + 1)2
−jm)− ξm(xjm,k(αm,l))
2−jm/αm,l
, l ∈ {1; ...;m− 1}
One has by Lemma 5.2.5, by using the fact that 1
m
= αm,1 ≤ αm,l and by equations
(5.7) and (5.11)
ξm((k + 1)2
−jm)− ξm(xjm,k(αm,l))
2−jm/αm,l
≤ 9 · 2
−jm−m
2−jm/αm,1
≤ 9 · 2mjm ≤ 9 jm+1
(m+ 1)2
≤ 9 jn
(m+ 1)2
≤ r
−1/n
(m+ 1)2
. (5.17)
The case where Φm(x + r) − Φm(x) is the greatest is when the whole interval
[x, x + r] is contained in a part of the interval of [0, 1] where the slope of Φm is
maximal, then
Φm(x+ r)− Φm(x) ≤ r
1−1/n
(m+ 1)2
.
Summing over all m ∈ {1, ..., n− 1}, one obtains
n−1∑
m=1
Φm(x+ r)− Φm(x) ≤ pi
2
6
r1−1/n <
r−1/n
4
r1−1/n <
rh
4
,
where we have used (5.11) and h ≤ 1− 2
n
.
• Case m > n :
In this case, r ≥ 2−jm . The interval [x, x + r] intersects at most r2jm + 2 dyadic
intervals of generation jm. The oscillation of Φm on each dyadic interval Ijm,k is the
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same as the one of the function ξm, which is estimated as follows. Using Lemma
5.2.5, one has
Φm(x+ r)− Φm(x) ≤
r2jm+2∑
i=1
9 · 2−jm−m
≤ 3 · 9r2−m since r ≥ 2−jm
≤ r
1−1/n
2m
,
where we used (5.11) to get the final step.
Summing all contributions for m ≥ n+ 1, we get
∑
m≥n+1
Φm(x+ r)− Φm(x) ≤ 2−nr1−1/n < r
h
4
,
where we used n ≥ 4 and h < 1− 1
n
.
• Case m = n : Finally, from the above we deduce that, in order to have (5.14)
realized, it is necessary that
Φn(x+ r)− Φn(x) ≥ r
h
2
. (5.18)
If 2−jn
2
≤ r < 2−jn , then by construction Φn(x + r) − Φn(x) is less than the
oscillation of Φn on two consecutive dyadic intervals of generation jn, which is at
most
Φn(x+ r)− Φn(x) ≤ 2 · 22−jn−n ≤ 9r2−n+2 ≤ r
1− 1
n
4
≤ r
h
4
,
where we used (5.9), n ≥ 4, and (5.11). Hence (5.14) cannot be realized.
Moreover, if the interval [x, x + r] does not meet any interval Ijn,k(αn,i) with
k ∈ An,i, a similar computation yields that (5.14) cannot be realized either.
Hence, we assume that there exists a unique interval Ijn,k(αn,i), i.e. a unique
i ∈ {1, ..., n} and a unique k ∈ An,i such that Ijn,k(αn,i) ∩ [x, x+ r] 6= ∅.
Recall the definition (5.13) of the integer in,h.
First case : 2
−jn
αn,(in,h+1) ≤ r < 2−jn
2
.
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In this case, Φn(x+r)−Φn(x) is less than the oscillation of Φn on two consecutive
intervals. One has
Φn(x+ r)− Φn(x) ≤ 2 · 9 · 2−jn−n ≤ 2 · 9
2n
r
αn,(in,h+1) ≤ r
−1
n
4
r
αn,(in,h+1)
<
r
−1
n
4
rh+1/n <
rh
4
,
where we used n ≥ 4, (5.11), h ≤ αn,in,h and αn,(in,h+1) = αn,in,h + 1n .
Hence (5.14) cannot be realized.
Second case : r < 2−jn/αn,in,h+1.
First subcase : r < 2−jn/(αn,1·(1−αn,n−1)) = 2−jnn2.
As was shown in (5.17), the slope in the affine part corresponding to Ijn,k(αn,i) is
bounded above . One deduces that
Φn(x+ r)− Φn(x) ≤ 9 · 2njnr
≤ 9r−1/nr since r < 2−jnn2
<
rh
4
.
Again, this makes (5.14) impossible.
Second subcase : 2−jn/(αn,1·(1−αn,n−1)) < r < 2−jn/αn,in,h+1 and i ≥ in,h + 2.
The slope in the affine part corresponding to Ijn,k(αn,i) is bounded above by
9·2−jn−n
2−jn/αn,i
( as done in the cas m < n). One deduces that
Φn(x+ r)− Φn(x) ≤ 9 · 2
−jn−n
2−jn/αn,i
r ≤ 9 · 2−n2jn(
1
αn,i
−1)
r
≤ 9 · 2−nr1−αn,in,h+1(
1
αn,i
−1) ≤ 9 · 2−nrαn,in,h+1+(1−
αn,in,h+1
αn,i
)
≤ 9 · 2−nrh+ 1n+(1−
in,h+1
i
) <
rh
4
.
Once more, in this case, (5.14) is not realized.
Third subcase : 2−jn/(αn,1·(1−αn,n−1)) < r < 2−jn/αn,in,h+1 and i ≤ in,h + 1.
It is enough for our purpose to notice that (5.14) is possible only if r and x
satisfy these assumptions, i.e. B(x, r) ∩ Ijn,k(αn,i) 6= ∅ with r satisfying (5.15) and
i ≤ in,h + 1.
This yields the result.
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Proposition 5.4.2 allows us to prove the upper bound for the multifractal spectrum
of f . Proof : [Proof of Proposition 5.4.1].
Let ε > 0. If hf (x) ≤ h ≤ 1, then for an infinite number of integers jn, one
has f(x + r) − f(x) > rh+ε with 2−jn+1 ≤ r < 2−jn . By Proposition 5.4.2, one has
2−jn/(αn,1·(1−αn,n−1)) < r < 2−jn/αn,in,h+ε+1 , and
x ∈
⋃
i:i≤in,h+ε+1
⋃
k∈An,i
Ijn,k(i, r),
where in,h+ε ∈ {1, ..., n− 1} is the integer such that
αn,in,h+ε−1 < h ≤ αn,in,h+ε
is satisfied. In particular, necessarily,
x ∈
⋂
N≥1
⋃
n≥N
⋃
i:i≤in,h+ε+1
⋃
k∈An,i
Ijn,k(i, 2
−jn/αn,in,h+ε+1).
Let 1 > δ > f(h + 3ε), and let η > 0 be small. We can choose N ≥ 1

so that
for n ≥ N , 2−jn/αn,in,h+ε+1 < η. For such an integer N , using the above inclusion,
one deduces that the set
⋃
n≥N
⋃
i:i≤in,h+ε+1
⋃
k∈An,i Ijn,k(i, 2
−jn/αn,in,h+ε+1) forms a
covering of E≤f (h) by sets of diameter less than η. One can then estimate the Hδη
-Hausdorff pre-measure of E≤f (h) computed using sets of diameters less than η as
follows :
Hδη(E≤f (h)) ≤
∑
n≥N
∑
i:i≤in,h+ε+1
∑
k∈An,i
∣∣∣Ijn,k(i, 2−jn/αn,in,h+ε+1)∣∣∣δ .
Since ∣∣∣Ijn,k(i, 2−jn/αn,in,h+ε+1)∣∣∣δ = ∣∣∣Ijn,k(αn,i) +B(0, 2−jn/αn,in,h+ε+1)∣∣∣δ
≤ (2−jn/αn,i + 2 · 2−jn/αn,in,h+ε+1)δ
≤ 4δ 2−δjn/αn,in,h+ε+1 ,
one has
Hδη(E≤f (h)) ≤
∑
n≥N
∑
i:i≤in,h+ε+1
∑
k∈An,i
4δ 2−δjn/αn,in,h+ε+1
≤ 4δ
∑
n≥N
∑
i:i≤in,h+ε+1
2
[
jn
fn−1(αn,i)
αn,i
]
2−δjn/αn,in,h+ε+1 ,
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where we used Definition 5.3.6.
We can choose N so large that αn,in,h+ε+1 ≤ h + 2ε. By the properties of the
sequence (fn) (increasing visibility and monotonicity), one has :
fn−1(αn,i)
αn,i
≤ f(αn,i)
αn,i
≤ f(αn,in,h+ε+1)
αn,in,h+ε+1
≤ f(h+2)
h+2
.
Combining this with the fact that δ > f(h+ 3ε), one obtains
Hδη(E≤f (h)) ≤ 4δ
∑
n≥N
∑
i:i≤in,h+ε+1
2
jn
(
f(αn,in,h+ε+1
)
αn,in,h+ε+1
− f(h+3ε)
αn,in,h+ε+1
)
≤ 4δ
∑
n≥N
∑
i:i≤in,h+ε+1
2jn(
f(h+2ε)
h+2ε
− f(h+3ε)
h+2ε )
≤ 4δ
∑
n≥N
n2jn(
f(h+2ε)
h+2ε
− f(h+3ε)
h+2ε ).
Since f is increasing, the exponent after jn is strictly negative. Subsequently, the
above series converges. Letting η go to zero (hence N to infinity), one deduces that
Hδ(E≤f (h)) = 0,
i.e.
dim(E≤f (h)) ≤ δ.
Since this holds for any δ > f(h + 3ε) and any ε > 0, we get the result by right
continuity of f .

We took care of the exponents less than 1. In order to complete the upper bound,
one needs to prove the following proposition.
Proposition 5.4.3. For every h > 1, Ef (h) = ∅.
Proof : It suffices to show that for every x ∈ [0, 1] and every ε > 0, there exists a
sequence rn converging to zero such that
f(x+ rn)− f(x) > r1+εn .
Observe that the smallest slope appearing for the function Φn has the form :
Φn(xjn,k(αn,l))− Φn(k2−jn)
xjn,k(αn,l)− k2−jn
, l ∈ {1, ..., n− 1} .
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and one has :
Φn(xjn,k(αn,l))− Φn(k2−jn)
xjn,k(αn,l)− k2−jn
=
ξn(xjn,k(αn,l))− ξn(k2−jn)
xjn,k(αn,l)− k2−jn
=
ξ̂(xjn,k(αn,l)2
jn)− ξ̂(k)
ξ̂(2jn)2n(xjn,k(αn,l)− k2−jn)
=
ξ̂(k)
k
xjn,k(αn,l)2
jn − ξ̂(k)
ξ̂(2jn)2n(xjn,k(αn,l)− k2−jn)
=
ξ̂(k)2jn(xjn,k(αn,l)− k2−jn)
kξ̂(2jn)2n(xjn,k(αn,l)− k2−jn)
=
ξ̂(k)2jn
kξ̂(2jn)2n
≥ 2
jn
ξ̂(2jn)2n
≥ 2
jn
2jn+n(jn ln 2 + 1)
≥ 1
2n(1 + jn)
where increasing visibility and Lemma 5.2.4 were used.
Set N such that ∀n ≥ N , one has 1 +  > 1 + 1
n
and 1
2n(1+jn)
≥ 2−jn .
We put rn = 2−jnn, one has :
f(x+ rn)− f(x) ≥ Φn(x+ rn)− Φn(x) ≥ rn
2n(1 + jn)
≥ rn
2jn
≥ r1+1/nn
≥ r1+εn .

5.5 Lower bound for the spectrum of f .
Now that we know that df (h) ≤ h for every h ∈ [0, 1], in order to complete the
proof it is enough to establish the converse inequality. This is achieved thanks to the
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mass transference principle by Beresnevich and Velani [15, 16](actually this can be
done directly by constructing a Cantor set within E≤f (h)).
Let h ∈ (0, 1). For every n ≥ 1, recall that in,h is the integer satisfying (5.13).
Obviously, due to our construction, if a point x belongs to an interval Ijn,k(αn,in,h),
with k ∈ An,in,h , then for rn = ±2
−jn/αn,in,h
2
.
One has, for n so large that 2
αn,in,h
2n+1(jn+1)
> |r|1/n :
|f(x+ rn)− f(x)| > |Φn(x+ rn)− Φn(x)|
> |rn|
Φn((k + 1)2
−jn)− Φn(xjn,k(αn,in,h))
2−jn/αn,in,h
>
|rn|
2−jn/αn,in,h
· 1
2jn+n(jn + 1)
where we use (5.8)
>
1
2
· 2
−jn
2n(jn + 1)
>
|rn|αn,in,h 2αn,in,h
2n+1(jn + 1)
.
Now, if n is large enough, one has :
|f(x+ rn)− f(x)| > |rn|αn,in,h |rn|1/n .
Hence, if x belongs an infinite number of intervals Ijn,k(αn,in,h), the convergence
of αn,in,h towards h yields hf (x) ≤ h.
From these considerations, it is natural to investigate the Hausdorff dimension of
the set of those points belonging an infinite number of intervals Ijn,k(αn,in,h). This is
where the mass transference principle intervenes.
Let us denote by ([xj − lj, xj + lj] = B(xj, lj))j≥1 the sequence of the intervals
(Ijn,k(αn,in,h))n≥1,k∈An,in,h , where the sequence is re-arranged so that lj is decreasing
and goes to zero. Every lj can be written 1/2 · 2−jn/αn,in,h for some integer n. From
the above remarks one deduces that
lim sup
j→+∞
B(xj, lj) ⊂ E≤f (h). (5.19)
Observe that for every fixed integer n ≥ 1, the dyadic numbers {(k + 1)2−jn :
k ∈ An,in,h} is very well distributed in [0, 1]. Indeed, recalling Definition 5.3.6, one
clearly has
[0, 1] ⊂
⋃
k∈An,in,h
B
(
(k + 1)2−jn , 2
−jn
fn−1(αn,in,h )
αn,in,h
)
.
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This holds true for every integer n, hence every real number x ∈ [0, 1] belongs to
an infinite number of balls of the form
B
(
(k + 1)2−jn , 2
−jn
fn−1(αn,in,h )
αn,in,h
)
.
This implies in turn, since every center xj is very close to a dyadic (k + 1)2−jn
such that k ∈ An,in,h , that every real number x ∈ [0, 1] belongs to an infinite number
of balls of the form B
(
xj, (2lj)
fn−1(αn,in,h )
)
, where n is the unique integer so that
lj = 1/2 · 2−jn/αn,in,h . By our choice for in,h, one has
(2lj)
fn−1(αn,in,h ) ≤ (lj)f(h).
To see that, observe that, one has :
f(h) ≤ f(αn,in,h)
≤ fn−1(αn,in,h) +
∞∑
k=n
Φk(αn,in,h)
≤ fn−1(αn,in,h) +
∞∑
k=n
αn,in,h
2k
by (5.10)
≤ fn−1(αn,in,h) +
αn,in,h
2n−1
.
Hence :
(2lj)
fn−1(αn,in,h ) ≤ 2fn−1(αn,in,h )(lj)f(h)−
αn,in,h
2n−1
≤ 2fn−1(αn,in,h )(2
−jn/αn,in,h
2
)
αn,in,h
2n−1 (lj)
f(h)
≤ 2fn−1(αn,in,h )−
αn,in,h
+jn
2n−1 (lj)
f(h)
≤ (lj)f(h).
Finally, we deduce that every x ∈ [0, 1] belongs to an infinite number of balls of
the form B
(
xj, (lj)
f(h)
)
, i.e.
[0, 1] ⊂ lim sup
j→+∞
B
(
xj, (lj)
f(h)
)
. (5.20)
We use now the Mass transference principle proved by by Beresnevich and Velani
[15, 16] :
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Theorem 5.5.1 (Mass transference principle). Let (yj)j≥1 be a sequence of points
in [0, 1], and let (mj)j≥1 be a sequence of positive real numbers, non-increasing and
converging to zero. If the Lebesgue measure of
lim sup
j→+∞
B(yj,mj)
is 1, then for any δ > 1, the 1/δ-Hausdorff measure of
lim sup
j→+∞
B(yj, (mj)
δ)
is infinite, i.e. H1/δ(lim supj→+∞ B(yj, (mj)δ) = +∞.
Equation (5.20) guarantees us that the condition in Theorem 5.5.1 is realized for
our sequence (xj, (lj)f(h))j≥1. Choosing δ = 1/f(h), one deduces that
Hf(h)
(
lim sup
j→+∞
B(xj, lj)
)
= +∞.
Recalling (5.19), this implies
Hf(h)(E≤f (h)) = +∞.
The conclusion follows now from two facts. Obviously,
E≤f (h) = Ef (h) ∪
⋃
i≥1
E≤f (h− 1/i).
Since we proved that dimHE≤f (h− 1/i) ≤ f(h− 1/i) < f(h), one has
∀ i ≥ 1, Hf(h) (E≤f (h− 1/i)) = 0.
The last three equations imply that
Hf(h) (Ef (h)) = +∞,
i.e.
dimHEf (h) ≥ f(h).
Hence the result.
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Généricité et prévalence des propriétés multifractales de traces de
fonctions
Résumé : L’analyse multifractale est l’étude des propriétés locales des mesures ou des
fonctions. Son importance est apparue dans le cadre de la turbulence pleinement développée.
Dans ce cadre, l’expérimentateur n’a pas accès à la vitesse en tout point d’un fluide mais il
peut mesurer sa valeur en un point en fonction du temps. On ne mesure donc pas directement
la fonction vitesse du fluide, mais sa trace. Cette thèse est essentiellement consacrée à l’étude
du comportement local de traces de fonctions d’espaces de Besov : nous déterminerons la
dimension de Hausdorff des ensembles de points en lesquels une trace de fonction a un
exposant de Hölder donné (spectre multifractal). Afin de caractériser l’exposant de Hölder
et l’appartenance à un espace de Besov, on utilise la décomposition de fonctions sur les
bases d’ondelettes.
Nous n’obtenons pas la valeur du spectre de la trace de toute fonction d’un espace de
Besov mais sa valeur pour un ensemble générique de fonctions. On fait alors appel à deux
notions de généricité différentes : la prévalence et la généricité au sens de Baire. Ces notions
ne coïncident pas toujours, mais ici, on obtiendra les mêmes résultats.
Enfin, afin d’illustrer les diverses formes que peut prend un spectre multifractal, on
construira une fonction qui est son propre spectre multifractal.
Mots clés : Fractales et Multifractales, Traces de fonctions, Prévalence, Généricité de
Baire, Dimension et mesure de Hausdorff, Ondelettes.
Genericity and prevalence of multifractal properties of function traces
Abstract : Multifractal analysis consists in the study of local properties of measures
and functions. Its importance appeared in the frame of fully developed turbulence. In this
area, physicists do not know the velocity of a fluid at all points but they can measure its
value in one point in function of time. Hence, they do not measure the velocity function
of the fluid but its trace. This thesis is mainly dedicated to the study of local behavior
of traces of Besov functions : we will determine the Hausdorff dimension of sets of points
at which the traces of a function has a given Hölder exponent (the so-called multifractal
spectrum). In order to easily characterize Hölder exponent and Besov spaces, we will use
wavelet decomposition.
We do not get the value of the multifractal spectrum of the trace of all functions of a
Besov space, but its value for a generic set of functions. We use two notions of genericity :
prevalence and Baire’s genericity. Even if generic and prevalent properties can be different,
here they coincide.
In the last part, in order to illustrate the various shapes that a multifractal spectrum
can take, we will construct a function which is its own multifractalspectrum.
Keywords : Fractals and multifractals, Functions traces, Prevalence, Baire
genericity, Hausdorff measures and dimensions, Wavelets.
