In this paper, we apply set partitioning to multi-dimensional signal spaces over GF(q), particularly
and multi-level trellis codes over GF(q). We present two classes of multi-level (n, k, d) block codes over GF(q) with block length n, number of information symbols k, and minimum 
For simplicity, and without loss of generality, suppose the generator polynomial of the
where n_ is equal to q -1 and 0 is a primitive element of GF(q).
In particular, let RS(O) =

GFq-l(q).
Also, let the minimum distance of a single point in the set GFq-a(q) (a single
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This can be easily proved by showing that 1,0,..., 
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where Si E H0, i = 0, 1,...,n2 -1. From references [2-5, 11], a lower bound exists on the minimum distance of the code: 
and Y,(_) = I,(x) = y0 (')+ y_')_+... + _q-2_ , = -.. -
It follows from Lemma 2 that the jth (q _ 1)-tuple in a multi-level codeword can be written as
Thus, a (q -1)_-tuple codeword can be expressed as
, and the minimum Hamming distance In this case, n = (q -1) 2, k = n -_i=1 IT/ dmj, >__d.
To construct codes with design distance 
then a codeword in the multi-level code can be expressed as
If we take only Reed-Solomon codes, shortened extended Reed-Solomon codes, and extended
Reed-Solomon codes as component codes, we obtain block codes over GF(q) having the following parameters:
(d>n/(q-1)) 
From Lemma 4, the jth q-tuple in a multi-level codeword can be written as
Thus a codeword in the multi-level code can be expressed as
Using Reed-Solomon codes, shortened extended Reed-Solomon codes, and extended ReedSolomon codes as component codes, we can obtain block codes over GF(q) having the following parameters:
In summary, we have constructed two classes of block codes over GF(q) having the followi_ng parameters: Table  1 shows all the codes in the above two classes over GF(4) with dmin >_ 3. Table 2 shows some construction B codes over GF (8) with block length 72 and minimum distance Table 1 is based on the set partition chain The encoderstructure of binary-to-q-ary trellis codesis still as shown in Figure 1 . Many kinds of codes,including binary-to-q-ary codes,word-error-correctingcodes,and codesover GF(q) can be used as componentcodes. (Codesover GF(q) can be chosen as component codes because any code over GF(q) can be viewed as a binary-to-q-ary code as long as each input symbol is viewed as log 2 q bits. In this sense, trellis codes over GF(q) are a special case of binary-to-q-ary trellis codes.) Because the free distance of a code depends only on the structure of the code sequences rather than on the input sequences, the inequality of (25) also holds for binary-to-q-ary trellis codes.
GF4(4) = RS'(O)/RS'(1)/RS'(2)/RS'(3)/RS'(4)
As in the previous section, we list codes corresponding to the block length 20 codes listed in Table 1 . Note that here the number of state is 2 g_-I rather than 4 g_-l. Comparing Table   4 to Table 5 , one finds that the codes listed in Table 5 have less decoding complexity and a lower information rate. Therefore the codes in Table 5 offer additional trade-offs between information rate and decoding complexity.
Note that the two (20,13½, 6) codes have the same parameters in both tables, but the we will see that the coefficients of Pi(x) should also be stored in the decoder.
Assume that the receiver makes hard decisions and let o6(x) be a received codeword over
GF(q).
Then the decoding procedure is as follows:
Step 1. For j = 0,1,...,n2-1, let s_J)(x) = SJ(x) and set _jo)= S_J) (1) .
) is the decoder input for code Co, and the output is denoted by
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Step 2. 
