The quantum mechanical motion of electrons in molecules and solids occurs on the sub-femtosecond timescale. Consequently, the study of ultrafast electronic phenomena requires the generation of laser pulses shorter than 1 fs and of sufficient intensity to interact with their target with high probability.
Introduction
The natural time scale of electron motion in molecular systems is determined by the binding energy, I p , typically between 8 and 12 eV. Quantum mechanics tells us that this relationship is given by τ =h/I p , whereh is the reduced Planck constant. Therefore, the relevant time scale for electron motion in molecular systems is on the order of a few hundred attoseconds (1 as = 10 −18 sec). Light pulses approaching this extreme timescale were first demonstrated in 2001 (1) . These early demonstrations employed a process called high harmonic generation (HHG), where a strong, infrared laser-field was used to coherently drive electrons in an atomic or molecular gas, leading to high-order harmonic up-conversion of the driving laser field (2) (3) (4) (5) . The extension of time-resolved spectroscopy into the attosecond domain has greatly advanced our understanding of electron dynamics in atoms, molecules, and condensed matter systems (6) (7) (8) . This attosecond revolution has been almost exclusively driven by HHG based sources (1, (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , which have been recently extended to reach the soft X-ray wavelengths (above 280 eV (21) ) and produce the shortest pulses ever recorded (22) (23) (24) (25) . Extending attosecond pulse sources into the soft X-ray domain is particularly important because soft X-rays can access core-level electrons whose absorption properties are sensitive probes of transient electronic structure (26) (27) (28) .
In parallel with the development of HHG, the last two decades have seen the rise of X-ray free-electron lasers (XFELs), such as the Linac Coherent Light Source (LCLS), as the brightest sources of X-ray radiation (29) (30) (31) (32) (33) (34) (35) . The working principle of an XFEL is based on the interaction of a relativistic electron beam with an X-ray electric field in a long periodic array of magnetic dipoles called an undulator (36) (37) (38) . The radiation/electron interaction causes the electron beam to re-organize itself in a sequence of microbunches shorter than the radiation wavelength, which results in the coherent emission of X-ray radiation with a peak power many orders of magnitude larger than the spontaneous level (37, 38) . Compared to laser-based HHG sources XFELs have a large extraction efficiency at X-ray wavelengths, typically of order 0.1% or larger. With a typical electron beam peak power in the tens of terawatts range, the resulting X-ray pulses have tens of gigawatts of peak power, several orders of magnitude larger than tabletop X-ray sources. Furthermore, the photon energy of FEL sources is easily tunable via small configuration changes of the accelerator or the undulator. The shortest pulse achievable with an XFEL is limited by the available amplification bandwidth, which is of similar magnitude to their extraction efficiency ≤ 0.1% (36, 39) . For example, the X-ray bandwidth of LCLS can support pulses shorter than 1 fs for hard X-ray energies (40, 41) . However, the shortest possible pulse duration increases to 1-2 fs for photon energies below 1 keV (42, 43) , where the relevant core-level absorption edges for light elements are found: carbon (280 eV), nitrogen (410 eV), and oxygen (540 eV). In this letter, we report the generation and time-resolved measurement of gigawatt-scale isolated attosecond soft X-ray pulses with an XFEL. The bandwidth limitation of the XFEL was overcome by compressing the electron beam with a high-power infrared pulse, a technique termed enhanced self-amplified spontaneous emission (ESASE) (44) . Figure 1 shows a schematic representation of our experimental setup named X-ray laserenhanced attosecond pulse generation (XLEAP). The energy distribution of the electron beam is modulated by the resonant interaction with a high-power infrared pulse in a long-period undulator (or wiggler) (44) (45) (46) . This modulation is converted into one or more high-current (∼ 10 kA) spikes by a magnetic chicane. The spikes are subsequently used in the undulator to generate short X-ray pulses. This bunch compression method effectively broadens the XFEL bandwidth and allows the generation of sub-fs pulses in the soft X-ray spectral region. In our experiment, rather than using an external infrared laser as originally proposed by Zholents (44), we employ the coherent infrared radiation emitted by the tail of the electron beam in the wiggler to modulate the core of the electron beam (47, 48) . This method results in a phase-stable, quasisingle-cycle modulation, and naturally produces a single high-current spike that can generate an isolated attosecond pulse. Figures 1 (a-d) show the measured initial current profile and the evolution of the phase-space of the core of the electron bunch during the three stages of ESASE compression.
After separating the broad bandwidth X-ray pulses from the spent electron bunch, the X-ray pulses are focused and temporally overlapped with a circularly polarized, 1.3 µm, infrared (IR) laser field in a velocity map imaging (VMI) spectrometer (49) . Photoelectrons ionized by the Xray pulse receive a "kick" proportional to the vector potential of the IR laser pulse at the time of ionization (50) . Through the interaction of the ionized electron with the dressing IR-laser field, the temporal properties of the X-ray pulse are mapped onto the final momentum distribution of the emitted photoelectrons (51) (52) (53) . This technique was originally called the "attosecond streak camera," and is routinely used to measure the temporal profile of isolated attosecond pulses from HHG sources (54) . In contrast to measurements done with HHG sources, in this work we are able to diagnose the single-shot pulse profile, rather than an average pulse shape.
Moreover, the shot-to-shot fluctuations (or jitter) in the relative arrival time between the X-ray and optical field present at an FEL facility (55) makes single-shot measurements unavoidable.
This single shot measurement scheme was originally demonstrated at LCLS by Hartmann et al., who recovered the "time-energy structure" of SASE pulses produced by LCLS (43) . We have adapted this technique to measure the sub-femtosecond structure of the X-ray pulses produced by XLEAP.
Results
Figure 2 (a) shows a single-shot measurement of the "streaked" photoelectron momentum distribution, which we use to reconstruct the full temporal profile of the X-ray pulse (53) . The raw data is filtered and down-sampled ( Fig. 2 (b) ) before being fed into the reconstruction algorithm, which returns a pulse profile and corresponding photoelectron distribution (Fig. 2 (c) ).
The robustness of this algorithm has been tested at length in Ref. (53) , and is detailed in the supplemental material. show the distribution of pulse widths (full width at half maximum of the intensity profile) retrieved from two large data sets at these photon energies. The data shows that the XLEAP setup generates sub-femtosecond X-ray pulses, and we find a median duration of 284 as FWHM (476 as) at 905 eV (570 eV). The pulse duration fluctuates on a shot-to-shot basis and half of the single-shot measurements fall within a 106 as (166 as) window at 905 eV (570 eV). This amount of fluctuations is consistent with numerical simulations of ESASE FEL operation (see e.g. (56) ). The estimated uncertainty on the single-shot pulse duration is between 10% and 30% of the measured duration depending on the pulse energy and the amplitude of the streaking laser field (a discussion on the experimental uncertainty of the measurement can be found in the supplemental materials). The median pulse energy is 10 µJ at 905 eV and 25 µJ at 570 eV.
However, due to the intrinsic fluctuations of SASE FELs (39) we observe pulses well above the mean value (up to 250 µJ for 570 eV, corresponding to a peak power in the hundreds of GW).
We note that for the 570 eV dataset we were only able to obtain converging reconstructions for pulse energies higher than 130 µJ, corresponding to the top 8%. However, since the data at both energies does not show a significant correlation between pulse energy and duration ( Figure 2 panels (b) and (e)) we believe that the average pulse duration from this sample is representative of the entire data set.
In a separate set of experiments we measured single-shot X-ray spectra with a grating spectrometer. Figure 3 shows a range of single-shot X-ray spectra recorded around 650 eV and 905 eV, and the distribution of the measured bandwidth (FWHM). The median FWHM bandwidth is 7.5 eV and 5 eV for the 905 eV and 650 eV datasets respectively. The Fourier transform limited (FTL) duration for a bandwidth of 7.5 eV (5 eV) is 240 as (365 as). The average pulse duration recovered from our reconstruction at similar energies is within a factor of 2 of the FTL value. This discrepancy is due to the beam-energy chirp introduced by longitudinal spacecharge forces within the high-current ESASE spike (57) . This results in a residual chirp in the emitted X-rays, which is reproduced in the reconstruction (see Supplemental Materials). Ripples in the spectral intensity are visible in the 650 eV spectra and are due to interference with satellite pulses. The pulse energies of these side pulses can be inferred from the single-shot spectra and are typically less than 0.3% of the main pulse for 650 eV and negligible for 905 eV.
Considerations for Pump/Probe Spectroscopy
To put the results of our work in context, we detail the development of isolated attosecond pulse sources in Figure 4 , where we compare the measured pulse energy from existing attosecond light sources with the requisite flux to saturate the ionization of 1s electrons in various atomic systems. The saturation level serves as a coarse approximation to the energy required for a pump/probe experiment, and sources within two orders of magnitude of saturation are likely useful for pump/probe studies. The pulse energy produced by HHG sources decays very rapidly with the photon energy and is several orders of magnitude below the threshold for non-linear interaction in the soft X-ray range (E > 280 eV). Conversely our method can produce isolated attosecond pulses with tens of µJ of pulse energy, increasing the available pulse energy at soft X-ray wavelengths by six orders of magnitude, and reaching intensities sufficient for attosecond pump/attosecond probe experiments. Note that Fig. 4 reports the pulse energy measured for the experiments shown in Figs. 2 and 3, as well as other experiments using the XLEAP setup at different photon energies. The highest observed median pulse energy is ∼ 50 µJ.
In addition to high single pulse photon flux, the application of this technique to attosecond pump/attosecond probe experiments requires the generation of pairs of synchronized pulses.
Ideally these pulses could have different photon energies allowing for excitation at one atomic site in a molecular system to be probed at another (58) . To this end, ESASE can be easily adapted to generate pairs of pulses of different colors using the split undulator method (59) (60) (61) .
In this scheme the LCLS undulator is divided in two parts separated by a magnetic chicane, as shown at the top of Fig. 5 . The ESASE current spike is used to generate two X-ray pulses of different energies in the two undulators. The magnetic chicane delays the electrons with respect to the X-rays, thus introducing a controllable delay between the first and second X-ray pulses. Figure 5 shows the results of such a double-pulse ESASE experiment at LCLS. Two pulses with an average pulse energy of 6 µJ each and an energy separation of 15 eV were generated (see Fig. 5 b) . The timing jitter between the two pulses was not measured but numerical simulations indicate that it is shorter than the individual pulse duration. We note that the energy separation range in our experiment is limited by the tuning range of the LCLS undulator (roughly 3% of the photon energy (59)), but this scheme could be used with variable gap undulators and allow fully independent tuning of the two colors. This will be possible with the upcoming LCLS-II upgrade, enabling continuous tuning between 250 eV and 1200 eV (62) . The temporal separation can be varied from a minimum of 2 fs up to a maximum of roughly 50 fs. Smaller delays could be accessed with a gain-modulation scheme (61) . Improved two-color operation with higher peak power and delay control through overlap could be achieved with a modest upgrade of the XLEAP setup (56) .
Using the split-undulator scheme shown in Fig. 5 a, one can also generate two pulses of the same photon energy and with mutual phase stability. Unlike the case of two different colors, where the two pulses are seeded by noise at different frequencies and are uncorrelated, in this case the beam microbunching that generates the first pulse is re-used to generate a second pulse and the two are phase-locked. Figure 5c shows the measured spectra under these conditions. The spectra exhibit stable and repeatable fringes, which implies that the phase between the two pulses is stable to better than the X-ray wavelength. From the variation in the spectral fringes we can infer a phase jitter of 0.77 rad, or 0.5 as between the pulses. In this case the delay can be varied from 0 fs to roughly 5 fs. Beyond this value the delay chicane will destroy the X-ray microbunching and hence the phase stability of the pulses.
Summary and conclusions
We have demonstrated tunable sub-femtosecond X-ray pulses with tens of gigawatts of peak power using a free-electron laser. The pulses were generated by an electron bunch modulated by interaction with a high-power infrared light pulse and compressed in a small magnetic chicane. To diagnose the temporal structure of these pulses we used an attosecond streak camera and measured a median pulse duration of 284 as (476 as) at 905 eV (570 eV). With an eye towards pump/probe experiments, pairs of sub-fs pulses were demonstrated using a split undu-lator technique, showing control of the delay and energy separation, but with a reduced peak power compared to the single-pulse case.
These pulses have pulse energies six orders of magnitude higher than what can be achieved with HHG based sources in the same wavelength range. The measured peak power is in the tens to hundreds of gigawatts. Such a marked increase in pulse energy will enable a suite of non-linear spectroscopy methods such as attosecond-pump/attosecond-probe experiments (63, 64) and four-wave mixing protocols (58) . Moreover, the achieved photon flux is will enable single-shot X-ray imaging at the attosecond timescale. Finally, the XLEAP setup is based on a passive modulator and it is naturally scalable to the MHz-repetition rate envisioned for the next generation of X-ray free-electron lasers (35, 62) . with no wiggler and no chicane we measure the electron distribution generated by the accelerator; (c) after inserting the wiggler we observe a single-cycle energy modulation generated by the interaction between electrons and radiation; (d) after turning on the chicane the modulation is turned into a high current spike at t = -5 fs. 
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Beam Dynamics and FEL Configuration
The x-ray free-electron laser (XFEL) at the Linac Coherent Light Source (LCLS) is composed of a high-brightness linear accelerator (linac) and a magnetic undulator. The XLEAP beamline is composed of a long-period wiggler and a magnetic chicane prior to the undulator section. The accelerator and undulator/wiggler parameters used in this experiment are summarized in Tab. 1.
Accelerator and Undulator Parameters
The radiation wavelength generated by the XFEL is given by the well known resonant formula (65):
where γ is the Lorentz factor of the electron beam (between 6000 and 10000 for this experiment). Similarly, the radiation wavelength generated in the wiggler (and therefore the electron beam modulation wavelength) is given by
The XLEAP beamline was designed to provide a modulation wavelength in the range between 2 and 4 µm for a beam energy between 3 and 5 GeV. At these beam energies the LCLS undulator produces photons with an energy between ∼400 and ∼1200 eV. The amplitude of the observed energy modulation is typically in the few MeV range and can be fully compressed with the available dispersion of the XLEAP chicane. The self-modulation process has been described in detail in (66) .
The high-current spike generated by the XLEAP modulator generates strong longitudinal space-charge forces which result in a strong time-energy correlation on the electrons within the spike (67) . The longitudinal space-charge force for a highly relativistic beam in an undulator is proportional to the derivative of the longitudinal current profile:
where I(s) is the beam current as a function of the longitudinal coordinate s, σ z is the length of the current spike, and r b is the beam radius. For a Gaussian-like spike such as the one generated by an ESASE modulator, the correlated energy spread (or chirp) is predominantly linear but has a non-vanishing nonlinear component. The observed final energy distribution has a full width in the range between 30 and 40 MeV, over a spike duration of order 1 fs. The bandwidth of this chirp is much larger than the acceptance of the FEL.
To preserve the FEL gain with such a large energy spread the undulator parameter K has to be varied (tapered) along the undulator length so that the resonant condition is maintained as the photons slip ahead of the electrons and interact with electrons of a different energy (67) (68) (69) .
This chirp-taper matching condition can be expressed as:
where z is the position along the undulator beamline. The chirp-taper matching condition can only be verified for a specific value of the linear chirp dγ/ds, meaning that if we optimize the undulator to lase in the ESASE spike, the rest of the bunch will be mismatched in energy, therefore suppressing the background radiation outside of the main pulse. Furthermore it can be shown that the cubic chirp introduced by space-charge contributes to shortening the pulse duration when the taper is optimized to compensate the linear chirp (69).
To take advantage of these two effects we maximized the chirp introduced by space-charge by only allowing the electron beam to lase in the last few sections of our undulator beamline, and suppressing the FEL gain in the first part of the undulator by introducing a large transverse oscillation in the electron beam trajectory. Figure S1 shows an example of a typical undulator The space-charge induced energy-spread can be seen in Fig. 1 
-d of the main text, which
shows the measured time-energy distribution of the full electron bunch. The ESASE current spike is seen as a large vertical stripe, i.e. a short region of the bunch with a large energy spread. The resolution of our diagnostic is not enough to resolve the sub-fs structure of the phase-space, and therefore the chirp of the ESASE spike itself appears as a vertical stripe with no apparent time-energy correlation. Figure S3 : Experimental geometry of the co-axial velocity map imaging (c-VMI) apparatus used in the angular streaking setup. Linearly polarized x-rays pass through a 2 mm hole in a silver coated mirror before coming to a focus in the interaction region of the cVMI spectrometer. Photoelectrons are extracted by the electrostatic field of the spectrometer, in the direction opposite of the x-ray propagation. The phosphor screen of the charged particle detector is imaged via the holey silver mirror, through a dichroic mirror used to introduce an IR laser pulse. The polarization of the IR pulse is controlled via a quarter wave-plate upstream of the dichroic mirror. The target gas is introduced via a skimmed molecular beam oriented in the y-direction.
Angular Streaking Setup
Our experiment was performed at the Atomic, Molecular, and Optical physics (AMO) beamline of the Linac Coherent Light Source (LCLS). The streaking laser pulse is derived from a 120 Hz titanium-doped sapphire laser system synchronized to the accelerator. Ten mJ, 800 nm laser pulses are compressed to ∼ 40 fs, and the compressed pulse is used to pump an optical parametric amplifier (TOPAS-HE, Light Conversion) which produces 500 µJ pulses at a wavelength of 1300 nm. The 1300 nm pulse is spectrally filtered to remove any residual pump light or any other colors made by the OPA. A quarter waveplate (Thorlabs AQWP05M-1600) is used to produce circularly polarized laser pulses, which are then focused with a f = 750 mm CaF 2 lens. As shown in Fig. S3 , a dichroic mirror (R1300/T400-550) is used to steer the beam into a vacuum chamber. The streaking laser field is combined with the FEL beam using a silver mirror with a 2 mm drilled hole, and both pulses come to a common focus in the interaction reagion of a co-axial velocity map imaging (c-VMI) apparatus (71) . To generate a reference measurement, the streaking laser was intentionally mistimed every 11 XFEL shots. The c-VMI used here is designed for angular streaking applications, and the device is described in Ref. (71) . The x-ray focal spot is approximately ∼ 55 µm diameter (FWHM), while the streaking laser focus is substantially larger,∼ 110 µm diameter. A target gas is introduced via a molecular beam source.
For the two x-ray photon energies considered in the main text, we use neon as the target for 905 eV pulses and CO 2 as the target for 570 eV pulses.
Photoelectrons produced by two-color ionization are extracted opposite to the laser propagation direction, as shown in Fig. S3 . This geometry is used to minimize any signal from scattered x-ray photons. Extracted electrons are detected with a microchannel plate detector coupled to a P43 phosphor screen. The phosphor screen is imaged onto a high-speed CCD camera (Opal1k) via the 2 mm holey mirror which couples the streaking laser into the chamber, and through the dichroic mirror. The CCD camera records images of the phosphor screen at the repetition rate Figure S4 : Two-dimensional projection of the photoelectron momentum distribution generated by the IR laser in CO 2 gas jet. This data was integrated over 4 × 10 4 laser shots. The ratio of ionization along the major axis to the minor axis is 10:1, which corresponds to an ellipticity of ∼ 0.95. of the accelerator, 120 Hz.
We can diagnose the streaking laser polarization using the photoelectron momentum distribution from strong-field ionization of a xenon target. Figure S4 shows the two-dimensional projection of the photoelectron momentum distribution produced by ionization with the 1300 nm laser. We can estimate the ellipticity of the streaking laser by comparing the ionization probability along the major and minor axes of the laser polarization. Using ADK theory the differential ionization rate shown in Figure S4 gives a rough estimate of the ellipticity of ∼ 0.95 for the IR streaking laser.
Laser X-ray Timing Stability
Synchronization between the attosecond X-ray pulses and the streaking pulses is a persistent challenge in our measurement. Measurements at the LCLS use conventional feedback techniques to stabilize the optical laser pulse arrival time relative to a radio frequency (RF) reference from the accelerator (72) . The primary sources for the temporal jitter include thermal effects, RF noise, and energy jitter in the electron bunch. The electron bunches accumulate additional temporal jitter as they propagate along the acceleration and bunch compression chain. This energy jitter is directly transformed into a timing jitter in the magnetic chicane bunch compressors.
Using a transverse cavity just before the electron beam dump, we can measure the shot-to-shot variation between the arrival time of the electron bunch and the RF reference. Figure S5 shows the distribution of measured streaking magnitudes for each shot as a function of the bunch arrival time (BAT). The peak of the streaking magnitude distribution is offset from the nominal 0 fs BAT by ∼60 fs due to a slight mistiming of the streaking laser. We observe streaking over a ∼300 fs range of BATs. This range is affected by both the streaking laser pulse width and the streaking laser timing jitter with respect to the RF reference.
Photoelectron Data Analysis Procedure
We select shots to analyze based on the single shot pulse energy, streaking angle, and streaking amplitude. Pulse energy is measured in the standard non-intrusive method employed at the LCLS, by recording the flourescence induced by the x-ray pulse in a small (0.02-1.2 Torr) pressure of nitrogen (73) . Filtering on pulse energy ensures the analyzed shots have a high number of electron counts, which provides better quality reconstructions. A number of complementary techniques provide real-time information on the shot-to-shot amplitude and direction of the momentum shift from the streaking laser. To process the shots, we identify these two streaking coordinates using a genetic optimization algorithm which approximates the centroid of the shifted electron distribution, by maximizing the electron density falling in an open ring shape as the shape is shifted across the c-VMI image (74) . For the reconstruction, we select shots that are streaked perpendicular to the x-ray polarization, within an angular acceptance of
• for the 905 eV and 570 eV shots respectively. This is a result of the 6 mm hole in the center of the detector (71) and the angular distribution of the photoelectrons produced by the two-color ionization, which approaches a cos 2 θ dipole distribution (see Fig. S6 ). Shots streaked parallel to the x-ray polarization suffer from a greater distortion of signal because the corresponding momentum shift is along the axis of the highest electron density, maximizing the electron signal lost by virtue of 'falling' into the hole. The converse is true for shots streaked perpendicular to the x-ray polarization. We have verified that the measured pulse duration is not correlated with either pulse energy or streak angle.
Single-shot CCD images, representative examples of which are shown in Fig. S6 , are analyzed in the following way. First, a quadrant dependent gain correction is applied to the image to account for the variation in camera gain between the four quadrants of the detector, and we shift the center of the image to match the symmetry center found from unstreaked images. Then we apply a median filter with a neighborhood size of 19 pixels, and the resulting image is convolved with a Gaussian filter (σ =25 pixels). The filtered image is then downsized from the initial 1024×1024 image to 32×32 pixels. A background image, primarily consisting of low energy electrons at the center of the detector, was obtained from the unstreaked images. This background is subtracted from the downsized image. Incomplete suppression of this electron background for the 905 eV pulse measurements results in an small artifact in the time domain pulse reconstruction (a < 10% feature appearing exactly half the streaking laser period away from the measured pulse). This is removed post-processing. Subtraction of this background from a single shot image inevitably leads to small negative values in some pixels. Following background subtraction, we threshold the image by the absolute value of the most negative pixel intensity of the single shot image.
Reconstruction Algorithm
The pulse reconstruction algorithm is described in our previous publication (75) . The algorithm is based on the forward propagation of a basis set. We assume that the photoionized electron wavepacket (EWP) can be described by a set of basis functions, α n :
The EWP, ψ(t), is given by the product of the x-ray electric field, E X (t), and the dipole moment, d( p), describing the x-ray photoionization process, and A(t) is the vector potential of the streaking laser field. The two-color photoelectron momentum distribution for an arbitrary x-ray pulse can be calculated in the strong field approximation (SFA) (76) :
b( p) is the probability amplitude for observing an electron with momentum p, and I p is the binding energy of the ionized electron. We assume the dipole moment is described by a hydro-
. Each basis function, α n (t), will produce a probability amplitude, a n ( p) for observing an electron with momentum p according to:
The total probability amplitude, b( p), for the EWP in Eq. 5 is given by,
The measured photoelectron momentum distribution is given by the
where P is the two-dimensional vector describing the projected momentum. While Eqs. 6-13
are general for any choice of basis function, in this work we choose to construct the basis functions α n by forward-propagating a set of x-ray pulses described by the von Neumann functions, which are a joint time-frequency basis: We use a nonlinear minimization routine to fit the measured single-shot electron distribution to the basis set constructed from each von Neumann function. The likelihood estimator L measures the agreement between the simulated data from Eq. 10 and the actual data, D:
where i indexes the pixels of the measurement. L G is the maximum likelihood estimator in the counts (arb. units.) Figure S8 : Bandwidth distributions from spectrometer measurements at 905 eV (blue) and reconstructed shots from streaking measurements at 905 eV.
case of Gaussian distributed noise, whereas L P is the maximum likelihood estimator in the case of Poisson distributed noise. Both likelihood estimators were tested and provide similar results.
Use of the von Neumann representation affords a sparse representation of the x-ray pulse, which assists in the robustness of the nonlinear fitting routine.
As described above, the relative phase between the x-ray pulse and the streaking pulse is random, and we do not have knowledge of the instantaneous value of the vector potential amplitude, or the ponderomotive potential, U p , responsible for the momentum shift. As shown in (75), we find the optimal U p by scanning the likelihood estimator, Eq. 13, as a function of U p with a range from 0.5 to 5 eV. The likelihood estimator varies smoothly with U p , showing a clear minimum which identifies the optimal U p (see Fig. S7 ).
The basis images (Eq. 10) are calculated on a 64 × 64 grid and downsized to 32×32 to prevent numerical artifacts, and then convolved with a Gaussian filter with σ equivalent to the convolution strength of 25 pixels on a 1024×1024 grid, to match the filtering performed on the data.
The nonlinear fitting search is initiated by random numbers for the coefficients based on profile of the x-ray field is given by,
where c n are the optimal coefficients returned by the algorithm. We then take the Fourier transform of the time-domain x-ray field profile to obtain the spectral domain profile.
Note that the spectral domain is sensitive to spiky structures in the time domain profile which are artifacts of the algorithm due to Poisson noise. To mitigate this problem, we apply a Gaussian filter to the time domain field profile with a σ t = 170 as for 570 eV and σ t = 120 as an independent benchmark for the reconstruction method. Figure S9 shows the distribution of time-frequency bandwidth product measured from the reconstructed pulses. For a Fourier-transform limited Gaussian pulse the time-frequency RMS bandwidth product should be 0.32 and the average time-bandwidth product is within a factor two of this value.
Quantification of the single-shot experimental uncertainty
The reconstruction algorithm can converge to different solutions for a given pulse due to the finite number of counts in each shot and the finite resolution of the VMI. These different solutions all match the measured data very accurately, with an integrated error smaller than 3%. Therefore we can employ the statistical distribution of these independent reconstructions to quantify the most probable solution as well as the experimental uncertainty on the pulse profile and pulse duration.
To obtain the most probable solution, we calculate the inner product between each of the 20 solutions (i.e. < I i , I j > with i, j = 1,2,...,20) for each shot. We then identify the most probable solution as the one with the highest inner product, shown as the red curve in main text Fig. 2 .
The standard deviation of the inner product of these solutions is a measure of the uncertainty on the overall pulse profile and it has an average value of 6%.
To obtain an estimate of pulse duration uncertainty we calculate the standard deviation of the pulse duration found by the 20 solutions. We define the uncertainty to be σ (∆τ RMS )/∆τ RMS , where σ is the standard deviation. The median of the uncertainty distribution is 20% (28%) for 905 eV (570 eV). Figure S10 shows the pulse duration uncertainty correlates with the streaking amplitude and the pulse energy, indicating that the uncertainty is smaller for higher streaking amplitude as well as for higher pulse energy. The dependence on the streaking amplitude comes from the decreasing angular resolution corresponding to small radius on the detector. In the limiting case where the streaking amplitude is 0, there is complete degeneracy across the time axis. The dependence on higher pulse energy can be explained by stronger signal.
Supplemental Text
Two-Color Pulse Properties
The characteristic intensity jitter of single-spike sub-fs FELs is also observed in the doublepulse operation. Figure S11 (a) shows a scatter plot of the pulse energy contained in the two pulses from shot-to-shot. The pulse energy in each pulse has close to 100% fluctuations, and the intensities of the two pulses are anti-correlated, a well known property of the split undulator method (78) . This is because when running the system as close as possible to saturation, a large increase in the energy of the first pulse spoils the energy-spread of the electron beam, causing the second pulse to be weaker. One could improve the relative pulse stability at the cost of a reduced peak power by interrupting the gain of the first pulse earlier and reducing the effect of is a histogram of the relative intensities of the two pulses. While the source has significant intensity jitter, the pulse energy is so large that the properties can be measured on a single-shot basis for all the shots with non-destructive diagnostics. Therefore one could apply this method to time-resolved pump/probe experiments and sort the data based on single-shot measurements of the pulse properties.
Machine Parameter Correlations
We have examined the correlation between the retrieved pulse durations and a number of critical machine parameters: the peak electron beam current measured at bunch compressors 1 and 2 (BC1 and BC2) and the electron beam energy after acceleration. Figure S12 shows that there is no clear correlation between either of these parameters and the measured pulse duration (the Figure S12 : Scatter plots of machine parameters and the retrieved pulse durations. The blue dots are for the neon data at 905 eV, and red for the CO 2 data at 570 eV.
calculated correlation coefficients are all below 0.2).
