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Human vision uses mechanisms of covert attention to selectively process interesting
information and overt eye movements to extend this selectivity ability. Thus, visual
tasks can be effectively dealt with by limited processing resources. Modelling visual
attention for machine vision systems is not only critical but also challenging. In the
machine vision literature there have been many conventional attention models devel-
oped but they are all space-based only and cannot perform object-based selection. In
consequence, they fail to work in real-world visual environments due to the intrin-
sic limitations of the space-based attention theory upon which these models are built.
The aim of the work presented in this thesis is to provide a novel human-like visual
selection framework based on the object-based attention theory recently being devel-
oped in psychophysics. The proposed solution – a Hierarchical Object-based Attention
Framework (HOAF) based on grouping competition, consists of two closely-coupled
visual selection models of (1) hierarchical object-based visual (covert) attention and
(2) object-based attention-driven (overt) saccadic eye movements. The Hierarchical
Object-based Attention Model (HOAM) is the primary selection mechanism and the
Object-based Attention-Driven Saccading model (OADS) has a supporting role, both
of which are combined in the integrated visual selection framework HOAF.
This thesis first describes the proposed object-based attention model HOAM which
is the primary component of the selection framework HOAF. The model is based on
recent psychophysical results on object-based visual attention and adopted grouping-
based competition to integrate object-based and space-based attention together so as
to achieve object-based hierarchical selectivity. The behaviour of the model is demon-
strated on a number of synthetic images simulating psychophysical experiments and
real-world natural scenes. The experimental results showed that the performance of
our object-based attention model HOAM concurs with the main findings in the psy-
chophysical literature on object-based and space-based visual attention. Moreover,
HOAM has outstanding hierarchical selectivity from far to near and from coarse to fine
by features, objects, spatial regions, and their groupings in complex natural scenes.
This successful performance arises from three original mechanisms in the model:
grouping-based saliency evaluation, integrated competition between groupings, and
hierarchical selectivity. The model is the first implemented machine vision model of
integrated object-based and space-based visual attention.
The thesis then addresses another proposed model of Object-based Attention-Driven
Saccadic eye movements (OADS) built upon the object-based attention model HOAM,
ii
as an overt saccading component within the object-based selection framework HOAF.
This model, like our object-based attention model HOAM, is also the first implemented
machine vision saccading model which makes a clear distinction between (covert) vi-
sual attention and overt saccading movements in a two-level selection system – an
important feature of human vision but not yet explored in conventional machine vi-
sion saccading systems. In the saccading model OADS, a log-polar retina-like sen-
sor is employed to simulate the human-like foveation imaging for space variant sens-
ing. Through a novel mechanism for attention-driven orienting, the sensor fixates on
new destinations determined by object-based attention. Hence it helps attention to
selectively process interesting objects located at the periphery of the whole field of
view to accomplish the large-scale visual selection tasks. By another proposed novel
mechanism for temporary inhibition of return, OADS can simulate the human sac-
cading/attention behaviour to refixate/reattend interesting objects for further detailed
inspection.
This thesis concludes that the proposed human-like visual selection solution –
HOAF, which is inspired by psychophysical object-based attention theory and grouping-
based competition, is particularly useful for machine vision. HOAF is a general and
effective visual selection framework integrating object-based attention and attention-
driven saccadic eye movements with biological plausibility and object-based hierar-
chical selectivity from coarse to fine in a space-time context.
iii
Acknowledgements
Although my name alone is printed on the cover of this thesis, there are many people
who, in one way or another, contribute in its realization. I would like to thank the
following for their help in writing this thesis:
First of all, I would like to thank Professor Robert Fisher, my supervisor, for his truly
outstanding guidance and continuous kind help during my PhD study.
I would also like to thank the School of Informatics, for funding my Scholarship, and
British Overseas Research Scheme, for providing me with the ORS studentship.
I am grateful to Paul Crook and Rob Shipman for taking time reading and commenting
on my thesis. Many thanks to Dr Herman Gomes for his generous help and suggestions
on the log-polar foveated imaging technique and several chapters of this thesis. I thank
all members of IPAB for helping me in many ways and my friends for various support
and great fun over the years.
Finally, my most special thanks are to my family, for their love, encouragement, and
supporting throughout these years.
iv
Declaration
I declare that this thesis was composed by myself, that the work contained herein is
my own except where explicitly stated otherwise in the text, and that this work has not
been submitted for any other degree or professional qualification except as specified.
(Yaoru Sun)
The work presented in this thesis is mainly based on the following papers:
Y. Sun and R. Fisher, “Hierarchical selectivity for object-based visual attention,” Proc.
2nd Biologically Motivated Computer Vision Workshop (BMCV 2002) Tuebingen,
Germany, November 2002, pp 427-438. Aka Springer LNCS 2525.
Y. Sun and R. Fisher, “Object-based attention for computer vision,” Artificial Intel-
ligence, Volume 146 (Issue 1), pp. 77-123, 2003.
Y. Sun, R. Fisher, F. Wang, and H. M. Gomes, “Object-based attention-driven saccadic




1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Proposed Solution and Original Achievements . . . . . . . . . . . . . 5
1.3 Organisation of the Thesis . . . . . . . . . . . . . . . . . . . . . . . 6
2 State of the Art of Visual Attention 10
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Space-Based Attention . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Object-Based Attention . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Conventional Attention Models . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Psychophysical Models of Attention . . . . . . . . . . . . . . 18
2.4.2 Machine Vision Models of Attention . . . . . . . . . . . . . . 21
2.5 Summary: Modelling Visual Attention for Machine Vision . . . . . . 23
3 Modelling Hierarchical Object-Based Attention 27
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Theoretical Background from Psychophysics and Neuroscience . . . . 28
3.3 Hierarchical Object-based Attention Model (HOAM) . . . . . . . . . 31
3.3.1 Overview of the Hierarchical Object-based Attention Frame-
work (HOAF) . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.2 Fixation Image . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.3 Primary Feature Extraction . . . . . . . . . . . . . . . . . . . 34
3.3.4 Grouping-Based Saliency Mapping . . . . . . . . . . . . . . 36
3.3.5 Competition Pool of Attention . . . . . . . . . . . . . . . . . 47
3.3.6 Perceptual Grouping . . . . . . . . . . . . . . . . . . . . . . 52
4 Performance on Synthetic images and Natural Scenes 55
4.1 Examination and Discussion . . . . . . . . . . . . . . . . . . . . . . 55
v
TABLE OF CONTENTS vi
4.1.1 Performance in Synthetic Images . . . . . . . . . . . . . . . 55
4.1.2 Performance in Natural Scenes . . . . . . . . . . . . . . . . 67
4.1.3 Improved Behaviour of Hierarchical Selectivity in Natural Scenes 82
4.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5 State of the Art of Eye Movements 89
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Eye Movements and Visual Attention . . . . . . . . . . . . . . . . . 90
5.2.1 Saccadic Eye Movements . . . . . . . . . . . . . . . . . . . 90
5.2.2 Saccadic Eye Movements and Attention . . . . . . . . . . . . 91
5.2.3 Smooth Pursuit Movements . . . . . . . . . . . . . . . . . . 91
5.2.4 Pursuit Eye Movements and Attention . . . . . . . . . . . . . 92
5.2.5 Vergence Movements . . . . . . . . . . . . . . . . . . . . . . 92
5.2.6 Vergence Movements and Attention . . . . . . . . . . . . . . 92
5.2.7 Conclusions of the Relationship Between Eye Movements and
Attention . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3 Conventional Machine Vision Models of Saccadic Eye Movements . . 93
5.4 Space Variant Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4.2 A Log-Polar Retina-Like Sensor . . . . . . . . . . . . . . . . 96
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6 Modelling Object-Based Attention-Driven Saccadic Eye Movements 100
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2 Overview of OADS . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3 Attention Window . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.4 Temporary Inhibition of Return (tIOR) . . . . . . . . . . . . . . . . . 109
6.4.1 Spatio-Temporal Grouping Saliency Mapping . . . . . . . . . 109
6.4.2 The Algorithm of tIOR . . . . . . . . . . . . . . . . . . . . . 115
6.5 Attention-Driven Orienting (ADO) . . . . . . . . . . . . . . . . . . . 117
6.6 Behaviour and Performance in Real-World Scenes . . . . . . . . . . . 119
6.6.1 Implementation in Natural Scenes . . . . . . . . . . . . . . . 119
6.6.2 Comparison with Other Work . . . . . . . . . . . . . . . . . 124
6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
TABLE OF CONTENTS vii
7 Conclusions 136
7.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
A Glossary 145
B List of acronyms 147




Traditional machine vision systems have used a space-based approach to model visual
attention, resulting in malfunction in real-world visual environments. In this thesis, a
highly effective and more biologically plausible approach is adopted that incorporates
more recent psychophysical achievements on object-based visual attention to develop
a novel Hierarchical Object-based Attention Framework (HOAF) for machine vision.
The thesis describes the proposed approach and presents comprehensive experimental
evidence on both psychological test images and real-world natural scenes to show that
HOAF offers more effective and successful performance. In addition, HOAF shows
more biologically-plausible visual behaviour on covert attention and overt saccading,
especially on real-world natural scenes.
1.1 Motivation
It is well known that the primate visual system employs an attention mechanism to
selectively process important information that is currently relevant to visual behaviours
or visual tasks due to limited processing resources [106]. As a result, the balance
between computing resource, time cost and fulfilling different visual tasks in normal,
cluttered and dynamic environments can be efficiently dealt with. Visual attention
selectivity can be either overt to drive and guide eye movements in order to pick up
useful information over time [94, 43, 78] or covert, internally shifting the focus of
attention from one locus to another without eye movements. Modelling visual attention
is a challenging problem for machine vision [60] [105, p. 519-570]. Three closely-
related fundamental questions are immediately identifiable:
1. How can the visual system know what information is important enough to cap-
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ture attention?
Modern research on visual attention from psychophysical and neurophysiologi-
cal experiments has found that there exists two ways by which information can
be used to direct attention (see [148, 151] for reviews). One approach uses
bottom-up information including basic features (e.g., colour, orientation, mo-
tion, depth, etc.), conjunctions of features (e.g., objects in 2D or 3D space),
and even learned features. In this case, visually salient features 1 are mostly
used to attract visual attention. A great number of attention models make use
of “saliency” to direct attention [2, 4, 16, 75, 142]. However, saliency cannot
always capture attention in a purely bottom-up fashion if attention is focused or
directed elsewhere in advance [148, 151]. Thus it is necessary to recognize the
importance of how attention is also controlled by top-down or goal-driven in-
formation relevant to current visual behaviours. The deployment of attention is
determined by an interaction between bottom-up input and top-down attentional
priming or setting [151].
2. How does the visual system know when and how to direct attention and choose
important information rather than doing so at random times and by random se-
lection?
This is the paradox of intelligent selection of attention in visual systems. We
would like to know whether selection happens earlier or later, to what extent
visual processing is serial or parallel, and what interplay exists between these
factors. A number of researchers have proposed two-stage models in which the
preattentive stage performs independent detection or extraction of primary visual
features automatically in parallel (without attention) and the second stage of at-
tention processes the combination of primitive features by serially shifting the
focus of attention to scan subsets of the incoming information available from the
previous stage (see [148] for a review). This proposed strategy, however, con-
flicts with many modern psychophysical experiments that confirm that attention
can arise from very early visual processing stages (e.g. feature detection) or arise
from relatively late processing stages (e.g. object representation or recognition)
in different circumstances in which parallel and serial processing reciprocally
intertwine for effective performance of visual tasks [63, 84, 88]. Thus, this prob-
1A feature or stimulus differs from its immediate surround in some dimensions and the surround is
reasonably homogeneous in those dimensions [29].
2
lem is far from well understood and requires further investigation.
3. Where is (are) the next potential target(s) of a visual attention shift? That is, how
does attention know where to go and what to do next?
There are two traditional assumptions in the literature attempting to account for
this. The space-based attention theory holds that attention is allocated to a region
of space, with processing of everything within this spatial window of attention
like a spotlight, internal eye, or zoom-lens [38, 108, 137, 139]. Object-based at-
tention theory argues that attention is actually directed to an object or a group of
objects to process any properties of selected object(s) rather than regions of space
[28, 70, 26, 122]. Some recent findings support a view that the two accounts are
not mutually exclusive [32, 42, 63] and they may actually share common neural
mechanisms in the parietal lobes [44]. Until now, few researchers have proposed
attentional models that integrate space-based and object-based views (but see
[87]). As suggested by S. E. Palmer in [105, p. 547-549], both hypotheses may
be true to account for different processing levels respectively in the visual sys-
tem and may be necessary to supply and interact at multiple processing levels
for the coherent behaviours.
The above problems lead to a general question: How does visual attention work
to perform effective selectivity? The dominant theory of visual attention is based on
the hypothesis that attention works in spatial context like a “spotlight” or “zoom-lens”,
scanning the scene by shifting attention from one location to the next to limit process-
ing to a variable size of space in the visual field. To date, there have been a number
of attentional models for psychophysics or for machine vision that use this hypothe-
sis. Most of them are derived from Treisman’s Feature Integrated theory [137] which
consists of separate low-level feature maps that are combined together by a spatial
attention window operating on a master map or saliency map.
However, traditional attention models have only concentrated on mechanisms of vi-
sual attention based on selectivity by spatial locations. Thus they inherently lack mech-
anisms accounting for object-based visual selection (see [34, 35] and [105, p. 547-549]
for reviews) and hence fail to work effectively in real-world natural scenes. Specifi-
cally, they have the following limitations:
1. Space-based attention models could not work in discontinuous or discrete space.
A normal scene is usually cluttered: objects may overlap or share some common
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properties. In this case attention may need to work in several discontinuous
spatial regions at the same time so that an object can be selected at once.
2. Space-based attention could not account for object-based effects, such as “same-
object advantages”, “divided attention”, “multiple object tracking”, etc. [122].
Thus attentional models based on space-based attention do not work well in these
cases.
3. The structure of an object may be very complex and hierarchical. In this case
object-based hierarchical selectivity is required. Space-based attention can only
select a spatial location or continuous region and does not work for this selection.
4. Human vision normally attends to meaningful information such as salient or
interesting objects or regions when exploring a normal scene and rarely attends
to nonsensical or empty locations. This is why object-based attention is much
more effective than pure space-based attention in dealing with real-world visual
environments.
We have known that attention and eye movements are often intertwined in human
vision to carry out normal visual tasks. But they are different visual mechanisms. At-
tention is the primary mechanism of human visual selection, within which eye move-
ments play the supporting roles and require attention to precede them to their goals
[105, P. 570]. However, most of the traditional machine vision systems of overt selec-
tion (e.g., saccadic eye movements systems or foveal active vision systems) blur the
difference between eye movements and visual (covert) attention by taking them as the
same mechanism or completely ignoring the primary nature of attention in visual selec-
tivity. Moveover, though some systems use an attention mechanism, they implement
only space-based attention and none have exploited object-based selection. There-
fore, they intrinsically lose general extendibility, robust search efficiency, biological-
plausibility, hierarchical selectivity and the capability of selecting fewer empty or non-
sense locations. Visual attention acts as the primary selection mechanism with eye
movements playing an important supporting role but this has been rarely explored in
machine vision systems. This, however, is one of the main novelties incorporated in
the hierarchical object-based attention framework presented in this thesis.




• Object-based and space-based attention are integrated and work together at mul-
tiple selection levels;
• Visual attention and eye movements are modelled at different visual selection
levels based on the central process of attention. Attention is the primary mech-
anism of visual selection with eye movements playing an important supporting
role;
• Object-based hierarchical selectivity;
• Competition for visual attention in a space-time context;
• Satisfactory performance on both synthetic displays for the comparison with hu-
man attention behaviour and real-world natural scenes for applications.
1.2 Proposed Solution and Original Achievements
This thesis presents the proposed solution – a Hierarchical Object-based Attention
Framework (HOAF) based on the grouping-based competition that attempts to address
the limitations of conventional machine vision attention models and in particular, to
achieve the above objectives for a machine vision selection system that can deal with
complex visual selection tasks in real-world natural scenes.
HOAF is composed of object-based attention that is the primary mechanism of
visual selection together with overt saccadic eye movements which is used to play a
supporting role. These two kinds of mechanisms are modelled in separate levels of
the integrated framework within which visual attention is used to select objects from
coarse to fine scales and saccadic eye movements are guided by visual attention to help
attention to achieve fine selection for the peripheral objects in the field of view. For
this purpose, a Hierarchical Object-based Attention Model (HOAM) and an Object-
based Attention-Driven Saccading model (OADS) are proposed to implement covert
attentional selection and saccadic eye movements respectively, and to endow HOAF
with object-based hierarchical selectivity.
This proposed solution – HOAF is comprehensively investigated through theoret-
ical analysis, synthetic experiments and real-world natural scene applications. The
resulting key innovations of HOAF are:
1. It achieves biologically-plausible object-based visual attention behaviour with
visual hierarchical selectivity, built upon:
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(a) grouping-based competition to integrate object-based visual attention with
space-based visual attention;
(b) dynamic interaction between bottom-up visual grouping salience mapping
and top-down attentional priming;
(c) object-based visual hierarchical selectivity in a space-time context;
(d) accurate and effective selection from far/coarse to near/fine under resolution-
varying sensing;
2. It achieves human-like visual saccading behaviour, built upon:
(a) grouping-based competition for object-based visual attention/saccading;
(b) human retina-like foveal sensor for space variant representation;
(c) temporary inhibition of return for saccading/attention shifts in space-time;
(d) attention-driven saccadic eye movements for an integrated but distinguish-
able two-level covert and overt visual selection framework based on the
mutual interaction and support between visual attention and saccading.
The HOAF presented in this thesis is believed to be the first implemented object-
based selection solution with the capability of hierarchical covert and overt selectivity
in the machine vision literature. Its biologically-plausible visual selection behaviour,
successful performance, and object-based covert-overt selection are particularly useful
when applied in real-world natural visual environments.
1.3 Organisation of the Thesis
This thesis is concerned with modelling object-based (covert) attentional selection
and overt saccadic eye movements in an integrated hierarchical selectivity framework
HOAF, to provide an effective human-like attention framework for machine vision.
The first technical chapter (Chapter 3) provides an overview of HOAF and then focuses
on visual attention model based on grouping-based competition to integrate object-
based and space-based attention together. This is achieved by the proposed Hierar-
chical Object-based Attention Model (HOAM). Chapter 5 then shows how attention-
driven saccadic eye movements working in a spatio-temporal context can be achieved
in a biologically plausible way. The model of Object-based Attention-Driven Saccadic
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movements (OADS) is proposed to reach this aim, which models visual (covert) atten-
tion and overt saccading as close-coupled two-level visual selections integrated within
HOAF. Research background relevant to the above work is reviewed in chapter 2 and
chapter 4 respectively. The last chapter sums up the overall work presented in this
thesis.
The remainder of this chapter summarises the chapters listed above in more detail,
as follows:
• Chapter 2: State of the Art of Visual Attention
A comprehensive literature review for the research on visual covert attention
in both psychophysics and machine vision areas is introduced in this chapter.
This includes conventional space-based visual attention and recently developed
object-based visual attention theories. It is then followed by a further analysis
on the limitations of the space-based visual attention theory, the need for object-
based attention and the advantages of integrating both theories together. This
chapter also highlights a number of well-known space-based attention models
developed in machine vision. The end of this chapter gives a summary and
discusses in depth the proper approaches to model visual attention for machine
vision.
• Chapter 3: Modelling Hierarchical Object-Based Attention
The Hierarchical Object-based Attention Framework (HOAF) based on grouping
competition is the proposed solution to model object-based visual attention for
machine vision. HOAF is a hierarchical architecture within which object-based
visual selection of covert attention and overt saccades are naturally combined
together in a biologically-plausible way. The foundation of HOAF is the Hi-
erarchical Object-based visual Attention Model (HOAM) which models visual
(covert) attention and is presented in this chapter. The Object-based Attention-
Driven Saccading model (OADS) built upon HOAM as an important support-
ing role of visual selection will be addressed in Chapter 5. These two models
share some common mechanisms (e.g., low-level primary feature extraction, dy-
namic grouping-based salience mapping, etc.) and interact with one another in
a two-level visual selection framework. Consequently, complex visual selection
behaviour can be carried out effectively.
Following the introduction and overview of the proposed attention framework
HOAF, this chapter gives a formal description of the Hierarchical Object-based
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Attention Model (HOAM) in detail, including primary features extraction (colours,
intensity, and orientations), pyramidal feature maps construction, feature con-
trasts evaluation and grouping-based saliency mapping creation. The generation
of top-down attentional priming and the mechanism of hierarchical selectivity
are then proposed. In this work, dynamic grouping-based saliency mapping,
grouping-based competition for visual attention and hierarchical selectivity are
the keys to achieving the integration of object-based and space-based visual at-
tention. Through the definition of “grouping”, which is a hierarchically recursive
structure formed by pixel(s), feature(s), object(s), region(s) or their grouping(s),
object-based and location-based conceptions are merged. Because the structure
and content of a grouping are formed dynamically depending upon space-variant
resolution, the salience of a grouping varies correspondingly. This means that
the structure of a grouping and its salience may vary with resolution and over
time. Based on the dynamic grouping saliency mapping and interaction with top-
down attentional priming, hierarchical selectivity drives visual attention to work
from top-level groupings to sub-groupings and at the same time from coarse to
fine and from far to near. As a result, the integrated visual selection of objects
and space is implemented. To demonstrate the model’s behaviour, a number of
synthetic experiments designed based on the classical data from psychophysical
research on visual attention, and real-world natural scenes are used to examine
the model performance. The experimental results show that the model behaviour
concurs with the main findings found in the psychological literature on object-
based and space-based attention and achieves successful hierarchical selectivity
of object and space.
• Chapter 4: State of the Art of Eye Movements
Chapter 4 reviews the converging research achievements in psychophysics and
machine vision on visual overt selection (i.e. eye movements). This review is
mainly concerned with the relationship between visual covert attention and eye
movements, saccadic eye movements, and space-variant sensing. In addition,
a number of traditional saccading models are discussed. Most of them are not
biologically-plausible as they completely neglect visual attention whereas others
do not distinguish between visual attention and eye movements. With the sup-
port of abundant findings from the recent research on visual attention and eye
movements, this chapter identifies the relationship between visual attention and
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saccadic eye movements and gives a good starting point for the next chapter. Fi-
nally, the conventional approaches to build space variant sensors (e.g., log-polar
retina-like sensor) are briefly reviewed.
• Chapter 5: Modelling Object-Based Attention-Driven Saccadic Eye Move-
ments
This chapter presents the proposed Object-based Attention-Driven Saccading
model (OADS) built upon our previous work. In the model, object-based at-
tention and saccadic eye movements are modelled at two levels in the integrated
visual selection framework HOAF. Visual (covert) attention is the primary se-
lection mechanism in HOAF. Saccadic eye movements are taken as a supporting
role for visual (covert) attention to execute large-scale hierarchical selectivity
by shifting the fovea from one fixated location to another. The novel innova-
tions of this work arise from the proposed “Temporary Inhibition of Return” and
“Attention-Driven Orienting” mechanisms. By using temporary inhibition of re-
turn, the model can simulate human attention/saccading behaviour to reattend
to/fixate on interesting objects for further inspection. Through the attention-
driven orienting mechanism, the foveal sensor fixates on the next destination
guided by object-based attention. With this help, attention can select interesting
objects located at the periphery of the whole field of view. Following the for-
mal description of the proposed model, the experimental results obtained from
real-world natural scenes are presented that examine the model performance and
compare it with other traditional saccading models.
• Chapter 6: Conclusions
In the final chapter, the conclusions of the work presented in the thesis are stated,
including the highlighted results and original achievements. Unsolved problems
and important future research raised by the work are then identified.
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Chapter 2
State of the Art of Visual Attention
2.1 Introduction
Visual attention is a complex and extensive process or a set of processes that is difficult
to define precisely. We can roughly define visual attention as the mechanism that
allocates limited visual resources for processing selected aspects of the retinal image
more fully than non-selected aspects [105, p. 532]. By using this intelligent visual
selection, the visual system can flexibly explore the contents and layout of a complex
visual field [89].
In the vast psychophysics literature concerning visual attention, there are two groups
of theories regarding the underlying units of attentional selection: the traditional space-
based theory and the recently developed object-based theory. The following two Sec-
tions 2.2 and 2.3 provide a brief review for these two areas. Section 2.4 discusses some
well-known attention models developed in psychophysics and machine vision. Finally,
Section 2.5 summarises some important issues related to computational approaches to
modelling visual attention for machine vision.
2.2 Space-Based Attention
In the view of traditional space-based attention theories, visual attention selects contin-
uous locations across space. For example, the “filter theory” [8] supposed that selec-
tion was to filter out non-selected information due to the limited perceptual resources;
the “spotlight” theory [108] assumed that attention is like a spotlight to illuminate the
focused location by moving along a path from one location to the next one through
the operations of disengage-move-engage; “zoom-lens” theory [38] proposed that at-
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tention is covertly directed to a region of space with the varying scope of the focus;
the “Feature Integration Theory” (FIT) [137] suggested that attention serves to bind
various properties of an object properly. All of these theories share a common, impor-
tant characteristic: it is assumed that visual attention selectively focuses its available
processing resources on whatever falls within a spatial region or even nothing at all.
The study of space-based visual attention is a long story and has many important
findings. These findings are summarised below:
1. Properties of Attention [105, p. 532]:
1.1 Capacity: the amount of perceptual resources that are available for a given task
or process, which can vary with alertness, motivation or time of day factors;
1.2 Selectivity: when the total capacity is fixed, the amount of attention can be allo-
cated flexibly to some degree.
This suggests attention is dynamic, varying according to not only space distribution
but also temporal load.
2. Functions of Attention [142]:
2.1 Selection of a region of interest in the visual field;
2.2 Selection of feature dimensions and values of interest;
2.3 Control of information flow through the network of neurons that constitute the
visual system;
2.4 Shifting from one selected region to the next in time.
3. Goals or Benefits of Attention [82, p. 9-15]:
3.1 Accurate Perceptual Judgements and Actions: Attention can increase the accu-
racy of perceptual judgements by selecting information flow on the input side of
cognitive processing, and can also increase the accuracy of actions on the output
side of cognitive processing by selecting information flow in the organising and
planning of both internal and external actions;
3.2 Speeded Perceptual Judgements and Actions: Attention increases the speed with
which perceptual judgements and the planning/performance of actions take place;
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3.3 Maintenance of Mental Processing: With attention, a perception or an action can
be sustained for extended periods of time even when attention is not being driven
by an expectation of a change in stimulus or a change in action;
3.4 Controlling Order of Readout: By attention, the different parts or details of the
targets can be selectively perceived according to different visual tasks.
4. Properties of the Attended Area [82, p. 27-39]:
4.1 The Boundaries of the Attended Area: Evidence reveals that there exists a rela-
tively sharp boundary between an attended object or area and its surroundings.
According to the “spotlight” attention theory, it is plausible to assume that the
boundary of the attended area falls between objects and seldom cuts across an
object. However, the “zoom-lens” metaphor of attention suggested that the at-
tended area has a high clarity at the center and a gradual decrease in clarity with
distance from the center within a boundary of varied size and shape;
4.2 The Variable Size of the Attended Area: In the two-stage preattentive and atten-
tive process models, attention can be set either widely or narrowly in a uniform
distribution manner. The wide setting is appropriate for parallel processing of
objects that “pop out” preattentively whereas the narrow setting is preferable for
serial processing of objects constructed by conjunctions of attributes. The over-
all response time when spreading widely is greater than that when spreading
narrowly. In the “zoom-lens” model, the distribution of attention may be ad-
justed continuously and attention operates to clarify details within the attended
area;
4.3 The Variable Intensity of the Attended Area: The “spotlight” attention account
supposed a constant intensity within a moveable attended area. The “zoom-lens”
model assumed that the resolution of an attended area is varied but the overall
intensity is constant. Some studies suggested an attended area of a particular
size with varying amounts of resources and intensities of attention.
4.4. Attending to One Connected Area at a Time: “One-at-a-time” has been regarded
in information-processing terms as a “bottleneck”, or an attentional limitation
in a dual-task performance. Recent research indicates that it does not always
occur (although often) [106] and sufficient training and learning can improve the
ability of simultaneous performance [130];
12
4.5 The Movement or Shift of the Attended Area: Space-based attention theories re-
garded attentional orienting as a covert analog of overt eye movements that move
continuously across space. This metaphor is inspired by the studies that sug-
gested some brain areas involved in eye movements (e.g., the superior colliculus
and posterior parietal cortex) are also implicated in the processes of covert ori-
enting.
4.6 The Duration of Attention on the Attended Area. There have been experiments
to support a view that attention is a fleeting activity and can be sustained for a
brief duration from a matter of milliseconds to seconds.
Most of metaphors of visual attention, such as “spotlight” or “zoom-lens”, take
into account some of the six properties of the attended area listed above, which imply
attention enhances information flow in the target area, or inhibits the information flow
in the surround, or both. The studies of how attention works still have a long way to
go.
5. Control of Attention and Where to Go:
The control of attention concerns how visual attention is deployed or driven by the
properties of objects and the goals of subjects. Since William James first introduced the
concept in the well-known book “The Principle of Psychology” in 1890, there exists
two major distinction about control attention, i.e., whether it is goal-driven, controlled
in a top-down fashion in which the deployment of attention is the result of deliberation
or intentions of attentional readiness (“active” in James’ words); or stimuli-driven, con-
trolled in a bottom-up fashion in which attention is captured by some salient attributes
of objects that are not necessarily relevant to perceptual goals (“passive” in James’
words) [151]. (Saliency requires two conditions: a stimulus that differs from its im-
mediate surround in some dimension and a surround that is reasonably homogeneous
in that dimension [29].) Later, Yantis concluded attention can be directed to locations
in space “by a conscious and voluntary effort” and it can also be captured by abrupt
onset and other stimulus events (the latter is faster and more potent than the former).
But in both cases, top-down control plays a role [46, 147]. These results suggest that
bottom-up and top-down mechanisms complement one another and more importantly,
the deployment of attention in an image is determined by an interaction between the
properties of the image and the observer’s set of attentional goals [34]. There are two
classical hypotheses in the literature about deployment of visual attention: space-based
attention and object-based attention which will be discussed in the Section 2.3.
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6. Directing Attention:
Attention can be covertly directed to a particular stimulus or to a location in the
visual field. Posner [110, 111] proposed three fundamental components to covert ori-
enting, which have been associated with different brain regions: disengagement of
attention (parietal cortex), shifting of attention (superior colliculus) and engagement
of the new location (lateral pulvinar of the thalamus). Eriksen [39] reported that an
enhancement of processing at the cued location (a reduction in response time or an
increase in accuracy) begins within 50 msec of a cue and continues to grow until it
reaches asymptote about 200 msec after the cue, i.e. there doesn’t appear to be abrupt,
all-or-none switching, but instead a gradual buildup of attention at the cued location.
This result, however, does not fit more recent results. Two different mechanisms can
direct attention: one is stimulus-driven and another is goal-directed. Nakayama and
Mackeben [96, 91] have argued there are at least two different dynamical forms of
attention: one is transient, fast and involuntarily, i.e., the peripheral cue produces a
quickly rising response and then falls to a lower asymptotic level (inhibition of return);
another is slower, sustained under voluntary control, i.e., the central cue elicits a delib-
erate shift of attention by a monotonical drive towards an asymptote. They have also
found that shifts in the transient form of attention can be unusually rapid when a tem-
poral gap is placed between the disappearance of the fixation mask and the appearance
of the target to be attended.
7. The Movements of (Covert) Attention:
It is now widely accepted [106, p. 80-88] that attention can shift from one location
to another in the visual field without any concomitant eye movements. But whether
attention moves in an analogous, continuous fashion, or whether shifts are abrupt with-
out any actual movement still requires further exploration. Converging evidence from
[81, 131] suggested that attention is “quantal rather than analog” and can be relocated
independent of distance, and it can skip over an intervening obstacle without any time
cost. This means that shifts of attention in space do not take time proportional to the
spatial distance. Thus, the scheme serving to find the potential locations (or targets)
may be parallel.
8. Spatio-Temporal Correlates of Attention:
The spatio-temporal correlates of attention, on one hand, can be observed in the
activities of the overt attention associated with eye movements and, on the other hand,
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can be measured by temporal characteristics of attentional deployment (e.g., early ver-
sus late selection or serial versus parallel processing, dwell time, switching attention,
or movements of attention).
The study on the distinction between serial, focal attentional and parallel, preat-
tentive processing has a long history [67, 98, 137, 139, 9]. The preattentive search is
characterised by (“pop-out”) search where the target is distinguished from distractors
by at least one single basic feature (e.g., colour, size, and motion) with search times
that are independent of the number of visual objects, while search for target(s) defined
by conjunctions of features requires serial movements of focal attention. This divi-
sion between serial and parallel processing is also linked to whether visual attention
operates at an early or late stage (i.e. a lower-level processing stage such as feature de-
tection or a higher-level processing stage such as object recognition). However, more
recent research [140, 29, 147, 52] indicates that parallel and serial search properties
can be obtained from the same set of target and nontarget stimuli. Parallel search may
become serial if the target and distractors are made equally salient, and vice versa if
the target is modified by attributes relevant to the task to increase its saliency. Thus the
difference between serial and parallel mechanisms reflects the different control of at-
tention in tasks. Parallel and serial search are accompanied by dynamic attention shifts
[101, 103, 148]. Moreover, attentional selection may occur at late processing stages or
operate at an early stage of processing under some conditions, mainly depending on
whether the perceptual load is high or low [84, 88].
2.3 Object-Based Attention
In contrast to the space-based attention theories, the recent development of object-
based attention argues that visual attention actually selects a perceptual object or group
of objects rather than always selecting a continuous region of space [28]. In the view of
object-based attention, the spatial location (of an object) is treated as one of the various
properties (e.g., colour, shape, motion) of an object though in some cases location
may have a higher ranking in processing (e.g., feature detection) than other properties.
Object-attention concerns objecthood and object-based selection in a spatio-temporal
context. Unlike space-based theories, spatial locations that do not contain any object
are not considered in attentional selection. Research on object-based attention is still
in development but has obtained a number of useful findings from psychophysics (e.g.,
[28], [35], [136]) and neuroscience (e.g., [23], [115]). The converging evidence for
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object-based attention has been reviewed in [122]. The primary difference between
object-based and space-based theories is the nature of the underlying unit of attentional
selection.
There has been a rapidly increasing interest in object-based attention but research
into useful systematic theories is still a very open area, especially practical models of
object-based attention for real world applications. Several important issues should be
addressed clearly in the further development of object-based attention:
• Early identification and segmentation of perceptual objects: this involves object
representation, object-based selection between objects and within an object, and
the relationship between object-based grouping and object-based attention;
• Neural substrate and related functionary mechanisms of object-based attention
including both bottom-up and top-down factors that affect object-based biasing;
• The relationship between object-based and space-based attention: if it is true
that they are actually not exclusive but operate at multiple selection levels in
the visual system depending on visual tasks, how can they achieve the coherent
selection by objects, features, locations, and their groupings? A recent study
[44] shows that object-based and space-based attention share common neural
mechanisms in the parietal lobes, temporal, and occipital cortices.
• Grouping/segmentation and object-based attention: this issue has been reviewed
at length by Driver [27] who suggested segmentation and attention are mutually
constrained and influenced. Without segmentation and grouping, object-based
attention may lose its selection units. Note that the term “object” used to describe
object-based attention is best to be thought as the term “proto-object” which is
the result of segmentation processing and may also be hierarchically structured
image regions rather than a normally experienced object (e.g., a solid-like apple)
[27, 122].
Perceptual grouping/organization is deeply intertwined with object-based atten-
tion, involving selective units, object-based advantages (e.g., same-object and
same-grouping advantages, multiple object tracking, attending to parts, and in-
hibition of return, etc. [122]) and hierarchical selectivity (or multiple selec-
tive levels) by features, objects, or their hierarchically structured groupings. As
suggested in [6], “object-based facilitation is a flexible and dynamic process
operating at multiple spatial scales and over familiar and unfamiliar objects”.
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In Duncan’s words, “The study of visual attention and perceptual organization
must proceed together” [28]. However, one of the remaining questions is, when,
where, and how the properties of an object, or elements of a grouping become
a perceptive object or a grouping? Another question is, how the mutual impact
between perceptual grouping and attention is evaluated or measured?
• Visual saliency and visual attention: we know that visual saliency can attract vi-
sual attention if the current top-down attentional setting is not fully loaded (or in
other words, the current attention can be gained without top-down control) [151].
In this regard, we would like to know, what is the visual salience of a feature, an
object, or a grouping? And what is the neural substrate to execute the saliency
computation and judgement? How does visual saliency drive visual attention?
The most important requirement to model visual attention in practice is how vi-
sual salience of a perceptual unit (whether a perceptual object or grouping) can
be quantitatively measured, so that the saliency mapping of a visual field truly
reflects its competitive situation for visual attention.
Research on the above issues is scarce in the literature of visual attention. In the
following, a conceptual and asystematic theory concerned with object-based attention
is introduced.
In the “Biased Competition” or “Integrated Competition” hypothesis proposed by
Duncan and Desimone [23, 33], visual attention is taken as an emergent effect of com-
petition in the visual information processing in multiple systems. In such a system
activations working on different properties and actions of the same selected object
become dominant through the competitive interactions biased by bottom-up and top-
down influence relevant to the current behaviour. This account suggested three impor-
tant principles for object-based visual attention: competition, behavioural relevance,
and global integration of processing which favours the same selected object. This in-
tegrated competition hypothesis conflicts with the traditional views of visual attention
(e.g., the binding role of visual attention [141]). Visual attention here is not thought of
as a spotlight spatial process, or an external selective mechanism to create objects, but
a widely distributed state which converges through the combined activation of multiple
brain areas which collectively focus on the same selected object.
Duncan’s hypothesis, especially the views of competition, integration, and be-
haviour dependance, is a useful guide in trying to develop a computational model of
object-based attention, though it is far from complete and still requires a more system-
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atic and theoretical description in order to build a practical model.
So far the above review is mainly focused on the research on visual attention which
is the topic in this chapter. The research on eye movements that have close relationship
with visual attention and are easily misunderstood by some people to be as the same
as visual attention or to be able to directly generate visual selection without visual
attention will be concerned in Chapter 4 and chapter 5.
2.4 Conventional Attention Models
There have been numerous attention models developed in the literature of visual atten-
tion. The review given below is just a subset of those that have been developed and
focuses on well-known models which cover the majorities of approaches and common
ideas found in psychophysical and machine vision modelling of visual attention.
2.4.1 Psychophysical Models of Attention
Feature Integrated Theory (FIT)
Both anatomical and physiological evidence support the hypothesis that the visual
system divides input visual information into distinct subsystems that analyse and code
different properties in various specialized areas. This raises a critical problem of how
these dispersed representations are combined together into an unified perception, i.e.,
the binding problem.
Treisman’s FIT model has been proposed to deal with this problem [137, 139, 140,
141]. FIT consists of a master map which codes locations of feature discontinuities in
luminance, color, depth or motion, and a separate set of feature maps for processing in-
formation about the current spatial layout of the features. An attention window moves
within a location map which selects the features attended to and temporarily excludes
others from the feature maps, thus putting the “what” and “where” pathways together.
There are three spatially selective mechanisms used in FIT to solve the binding
problem: selection by a spatial attention window, inhibition of location feature maps
containing unwanted features, and top-down activation of the location containing the
currently attended object. Figure 2.1 shows the model of FIT.
Treisman’s model has made a number of experimental predictions that have been
tested and confirmed in many experiments on space-based attention, such as conjunc-
tion search, texture segregation, illusory conjunctions and so forth [137, 138, 139, 140,
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Figure 2.1: Treisman’s FIT Model
141] (see [105, p. 556-560] for a review). Although her theory has been revised several
times to fit new findings (e.g., the addition of inhibition mechanisms and the assump-
tion that the attentional spotlight can act on feature dimensions to take account of the
finding that many kinds of conjunctions (such as stereoscopic disparity and motion)
can be detected in parallel), it does provide a general framework for understanding
visual attention. Following her theory, a number of computational models of space-
based attention have been developed. The main differences between these models are
that they used different methods to construct and combine the low-level feature maps
and to model the control mechanisms of attentional movements.
Dynamic Routing Circuits
This model was initially proposed by Anderson and Von Essen [1] and then further
developed by Olshausen et al. [104]. The key objective of “dynamic routing circuits”
is to make use of visual attention to route retinal information for translation-invariant
pattern recognition. In the model, spatial attention is taken as a “window” shifting to
different spatial locations in the retina. Activation from a retinal field passes through
the attentional window before it reaches to the recognition systems. Local spatial rela-
tionships within the attentional window are preserved so that an attended object in the
retina is represented within an object-centered reference frame.
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Guided Search (GS)
The Guided Search model proposed by Wolfe [147] uses the well-known “Saliency
Map” to account for visual search and focuses on simulating visual behaviour data. The
model consists of two stages: a preattentive process which is built on a combination of
bottom-up retinotopic-like feature maps and top-down commands for the computation
of visual features; and an attention activation process which drives attention to the
salient locations in a serial fashion. GS can account for the major findings of effective
single feature and conjunction visual search. But the model did not consider the effects
of grouping on visual search and most importantly, did not take object-based visual
attention into account.
Search via Recursive Rejection (SERR)
The model SERR proposed by Humphreys and Müller [62] is built upon a hierar-
chical organization of networks and uses a Boltzmann-like machine activation function
to simulate grouping effects on visual search with letter-like stimuli. It shows that vi-
sual search can be speeded up by rapidly rejecting distractor groupings and becomes
increasingly ineffective as target-distractor grouping becomes stronger.
Selective Attention for Identification Model (SAIM)
The model SAIM (Heinke and Humphreys [56]) integrates “dynamic routing cir-
cuits” to achieve bottom-up invariant translation and a top-down knowledge network
for object recognition via visual attention. It consists of three parallel processing net-
works: a contents network to map the contents of the visual field into the focus of
attention; a selection network to determine the location of the mapped elements in
the visual field; and a knowledge network to store object templates which directly in-
fluence selection. This model can perform location-based selection and object-based
recognition using a competitive approach to attention.
Adaptive Resonance Theory (ART) Matching Rule
Grossberg [52, 53] proposed a new ART version to solve the attention-preattention
(attention-perceptual grouping) and stability-plasticity dilemma problems. The latter
concerns the fact that the brain is plastic and can rapidly learn new experiences without
losing the stability that prevents catastrophic forgetting. The former concerns how lam-
inar cortical circuits enable preattentive grouping processes to use some of the same
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circuits that attentive mechanisms use, even before attentive mechanisms may come
into play, in order to stabilize cortical development and learning. Grossberg suggested
that both the bottom-up and top-down pathways contain adaptive weights, or long
term memory traces, which may be modified by experience. The learned top-down
expectations focus attention upon information that matches them. Then they select,
synchronise, and amplify the activities of cells within the attentional focus, while sup-
pressing the activities of irrelevant cells which could otherwise be incorporated into
previously learned memories and thereby destabilise them. Such feedback resonance
between bottom-up and top-down signals binding distributed information at multiple
levels of brain processing into cortex-sensitive representations of objects and events.
The bottom-up automatic activation, top-down priming, match and mismatch rules are
together called the ART Matching Rule. In fact, the ART Matching Rule seems to be
a later selection of attention, and is partly similar to Duncan’s integrated competition
hypothesis [33].
2.4.2 Machine Vision Models of Attention
The computational models of attention in machine vision are mainly inspired by psy-
chophysical attention theories. In the early literature, many machine vision models
aimed to develop foveal sensing mechanisms with overt eye movements and assumed
these be identical to visual (covert) attention. However, visual attention and eye move-
ments are in fact distinct visual selective mechanisms though they are usually inter-
twined to work together. This issue and related machine vision models will be ad-
dressed in detail in chapters 4 and 5. The review presented here focuses on the compu-
tational models that have modelled visual attention or applied visual attention mecha-
nisms.
The attention model based on the “saliency map” was originally proposed by Koch
and Ullman [75] and later implemented by Itti et al. [64]. In the model, the purpose
of the saliency map is to combine the “salient” or “conspicuous” location information
from each of the lower feature maps into a global measure to weight how different
a given location is from its surround. This is used to guide selective attention. A
winner-take-all (WTA) network implements the selection process by selecting the most
conspicuous location in the saliency map. Attention is then directed to that location
via a gating mechanism.
In general, this kind of saliency-based model contains three basic strategies: sev-
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eral separate parallel feature maps to represent and code conspicuity within the vi-
sual field along particular dimensions (e.g., color, orientation, etc.); one (or more)
saliency map(s) that combines different bottom-up inputs from feature maps; and
a WTA (Winner-Take-All) mechanism that selects the most salient location in the
saliency map for directing attention. This computational strategy has plausibly demon-
strated some aspects of saliency-based attention and has also received some support
from recent electrophysiological results [49, 119]. Due to its successful performance
on many real images, this model has greatly influenced computer vision research.
However, it is completely derived from the space-based attention theories and has in-
evitably been questioned by researchers working on object-based visual attention (e.g.,
[23, 33, 13]).
Tsotsos et al. [142] presented a selective tuning model for visual attention that
used inhibition of irrelevant connections in a visual pyramid to realize spatial selection
and a top-down WTA operation to perform attentional selection. In this model, visual
spatial attention acts to optimise the search procedure and information processing.
In the model proposed by Clark et al. [16, 17], each task-specific feature detector is
associated with a weight to signify the relative importance of that particular feature to
the task and a WTA mechanism operates on the saliency map to drive spatial attention
(as well as the triggering of saccades). In [51, 116], colour and stereo are used to filter
images for attention focus candidates and to perform figure/ground separation.
Some researchers have used neural network approaches to model selective atten-
tion. In [4, 5], the saliency maps, which are derived from the residual error between
the actual input and the expected input, are used to create the task-specific expecta-
tions for guiding the focus of attention. Kazanovich and Borisyuk proposed a neural
network of phase oscillators along with a central oscillator (CO) as a global source of
synchronization, and a group of peripheral oscillators (PO) for modelling visual atten-
tion [73]. Similar ideas have also been found in other work [20, 21, 80, 99, 100] and
are supported by many biological investigations [80, 128, 143]. There are also some
models of selective attention based on the mechanisms of gating or dynamic routing of
information flow. This is generally achieved by dynamically modifying the connection
strengths of neural networks [52, 62, 104, 112].
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2.5 Summary: Modelling Visual Attention for Machine
Vision
This chapter reviewed the major attention models in both psychophysics and machine
vision. Until now, few machine vision and psychophysical models have incorporated
object-based attention. The psychophysical models SEER [62] and SAIM [56] re-
viewed in Section 2.4.1 involved object-based selection but like the other psycholog-
ical models, they are modelled to simulate behavioural data of human attention and
can only be used to study attention in psychologically experimental paradigms such
as stimulus-filtering and visual search tasks rather than in real-world visual environ-
ments. Although the machine vision models reviewed in the last section made good
contributions to the implementation of location-based visual selection by modelling
space-based attention, they all have the following serious problems:
1. They only applied the idea of space-based attention:
As discussed in p. 3-4 of this thesis, the space-based computable models can only
achieve location-based selection and can not perform the visual tasks that object-
based attention accomplishes. This results in lots of odd, random, nonsense and
bad selection in those machine vision models, especially when they were applied
in real-world scenes in which object-based hierarchical selectivity is required
(see Figure 6.12 in Section 5.6.2 for illustration).
2. Visual saliency is only evaluated in a uniform spatial context:
Human vision uses spatial variant sensing and can freely re-explore interesting
objects in a spatio-temporal context. In this way, visual saliency of an object
varies with multiple resolutions and over time. In consequence it is required that
the saliency mapping of the visual field and the inhibition of return mechanism
for control of attention should be built in a spatio-temporal context for achieving
human-like visual behaviour in machine vision.
3. The competition for attention is only location-based in a nontemporal context:
Space-based attention makes use of location-based competition to perform location-
based selection. However, visual objects compete for attention by their integra-
tion or ensemble effect rather than by their location features only [114]. Also,
in order to simulate the human-like visual behaviour of revisiting the same ob-
ject [94], the competition for attention should take object-based competition in
a temporal context into account.
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4. Spatial attention acts as same as saccadic eye movements to focus anywhere in
the whole field of view:
Human vision uses attention to acquire the detailed information of interesting
objects in the visual field with high resolution surrounding the fovea without an
eye movement. However, in order to investigate interesting objects located in the
periphery of the whole field of view, attention needs overt saccadic eye move-
ments over time to extend and improve the selection in a large-scale space [105,
p. 519-571]. Therefore, the competition for attention exists anywhere but the
exact attentional selection at a particular place requires the help of saccadic eye
movements. The simulation of human-like visual selection needs overt orienting
(eye movements) mechanisms to cooperate with the primary selection mecha-
nism of visual attention. But it is important to make a clear distinction between
visual attention and eye movements, which is often neglected in the previous
attention models.
In order to solve the above problems in the existing work, a new approach is re-
quired to take the following aspects into account when building a biologically-plausible
and highly effective attention system for machine vision:
1. Object-based Visual Attention:
As discussed above, if an attention model is purely based on the space-based
attention hypothesises, it is not complete nor biological plausible. Furthermore,
it can not work successfully in normal real-world scenes in which object-based
selection is required (see Introduction and Section 2.3 for related discussion in
detail). A sound visual selection mechanism should not neglect object-based
selection;
2. Distinction between (Covert) Attention Selection and Overt Foveal Eye Move-
ments:
As reviewed in this chapter and Chapter 4, visual attention covertly shifts in the
visual field to select interesting objects when the fovea is fixated. Visual attention
can perform visual selection without eye movements but eye movements require
visual attention to function so as to assist attention to scrutinize the potential ob-
jects of visual selection in the periphery of the field of view [60]. Therefore, the
shifts of attentional selection are clearly distinct from eye movements. Recently
more and more active vision systems attempt to employ attentional mechanisms
to help eye movements for their goal locating (e.g., [135, 3] but no research
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of them has explored to integrate both of the shifts of (covert) attentional se-
lection and eye movements in one system but distinguish them in two levels.
A biologically-plausible vision system should consider foveal sensing together
with visual attention but importantly make a clear distinction between them (this
issue will be dealt with in detail in chapters 4 and 5).
3. Bottom-up and Top-down Interaction:
Attention is controlled by the interaction of bottom-up and top-down influences.
In other words, selective attention can not be automatically biased by pure bottom-
up attractors if attention is deliberately directed elsewhere in advance. More im-
portantly, this interaction, especially the top-down influence on attention, biases
competition towards objects which are relevant to the current behaviour.
4. (Integrated) Competition:
Attention is an emergent state or property arising from competitive interaction
between units in the visual networks competing for prior selective processing
due to limited visual resources. In this view, there is no single or specific “atten-
tion module” (in the sensorimotor network) which generates selectivity. Rather,
attentional functions are distributed throughout multiple levels of information
processing where competition takes place, as discussed in [33, 57].
5. Grouping-based Competition:
Object-based attention holds that the underlying unit of attentional selection is
an object or a grouping of objects as opposed to spatial locations. Therefore,
grouping or segmentation is critical to object-based attention. Even to space-
based attention, grouping or segmentation is also important since spatial atten-
tion does not always select a spatial location but a region in many cases, as
suggested in the “zoom-lens” metaphor of space-based attention. In this thesis,
grouping is not a simple equivalent to segmentation, but a key means to integrate
both object-based and space-based attention together. This will be described in
more detail in the next chapter.
6. Hierarchical Selectivity:
This idea which is introduced and implemented in this thesis, derives from the
following observations: 1) Attention can work at multiple processing levels to
execute selectivity by features, objects, locations, or their groupings; 2) Compe-
tition for attentional selection permeates multiple levels of information process-
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ing that results in hierarchical selectivity of attentional behaviour adapted to the
current visual tasks; 3) Covert attention and overt eye movements, space-based
attention and object-based attention work together at multiple levels to achieve
structured selection of units (i.e., groupings in this thesis) relevant to the current
visual behaviour.
7. Dynamics Over Space and Time:
The dynamics of visual attention is embodied in the following elements: compe-
tition in space-time; the time course of deploying attention and of inhibition; the
interaction between bottom-up and top-down attentional biasing, and saliency
varying across space-time caused by eye movements.
In the remainder of this thesis a hierarchical object-based attention framework is pro-
posed which aims to solve the problems of previous machine vision attention models
by implementing the various aspects of an ideal attentional system listed above. These
aspects have not been investigated in any conventional machine vision system so far
implemented. This framework is the first implementation of an attention system in-
tegrating object-based and space-based attention together, which employs grouping-
based competition to achieve object-based hierarchical selectivity of visual (covet) at-






Hierarchical Object-based Attention Framework (HOAF) (Figure 3.3) is a visual selec-
tion framework integrating object-based covert attention and overt saccadic eye move-
ments. Two computational models (1) Hierarchical Object-based Attention Model
(HOAM) and (2) Object-based Attention-Driven Saccading (OADS) are proposed to
build this framework (as shown in Figure 3.1). The attention model (HOAM) is our
first work version to model object-based attention in machine vision and is the primary
component of HOAF. The saccading model OADS is our extended work for incorpo-
rating saccadic eye movements into the selection framework HOAF. These two models
share common mechanisms (e.g., grouping-based competition) within HOAF and in-
teract with each other to achieve object-based covert and overt hierarchical selectivity.
The saccading model which is built upon the attention model and concerned with overt
eye movements with visual attentional selection will be presented in Chapter 6. The
current chapter concerns the overall architecture of the entire framework HOAF and
its primary component’s modelling for object-based attention. This presented work
shows how a hierarchical object-based attention model can be developed through the
approaches of grouping-based competition and hierarchical selectivity mechanisms.
With the help of grouping-based competition, both object-based and space-based se-
lection of attention are naturally linked together.
The remainder of the chapter is structured as follows. The next section addresses
the theoretical inducements obtained from recent psychological achievements on vi-
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Figure 3.1: A diagram for HOAF within which the saccading model OADS is built upon
the attention model HOAM.
sual attention for building the Hierarchical Object-based Attention Model (HOAM).
The final section gives an overview of the proposed selection framework HOAF and
then focuses on the technical description of its primary component – the object-based
attention model HOAM.
3.2 Theoretical Background from Psychophysics and
Neuroscience
Our work presented here for the Hierarchical Object-based Attention Model (HOAM)
brings together many recent achievements and ideas from modern research on visual
attention:
1. Object-Based Visual Attention such as the “Integrated Competition” theory [31,
32, 33, 23, 24] (reviewed in chapter 2):
Our work has extended Duncan’s Integrated Competition hypothesis so as to
be capable of working in both object-based and space-based fields by replac-
ing object-centered with grouping-centered (see one of the few psychophysical
attentional models [10] and [53] for integrating object-based with space-based
evidence).
The concept of “grouping” here is defined as the underlying unit of attention se-
lection and is used to link object-based and space-based attention together so as
to obtain hierarchical selectivity within visual attention. A grouping is defined
as a hierarchical structured unit segmented in the visual field by any acceptable
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segmentation/grouping strategies, involving object(s), related features and loca-
tions, and their groupings (see [27, 63, 122] for further discussion on the issues
related to the psychophysical concept “grouping”). In this way, a grouping here
is similar to the traditional view of “grouping” as a visual segmentation or group
but different and extended as accounting for a visual unit of attentional selection.
Thus a grouping can be a point (e.g., a pixel in a scene), a feature (including a lo-
cation), an object, a group of objects or features, or a region. Recent studies have
shown that objects of attention can be defined on the basis of Gestalt grouping
principles and familiarity [153].
Attention is an emergent behaviour of competitive interaction for visual selection
in visual processing networks. At any given moment, enhanced responses to one
grouping will decrease responses to other competitors. Once a grouping gains
the dominance of selective attention, all other relevant processing in the visual
system to this grouping and all sub-groupings belonging to this grouping share
the same dominance. This is termed “integrated competition”.
2. Bottom-up and Top-down Interaction of Visual Attention [148, 151]:
The nature of attentional competition comes from the dynamic interaction be-
tween bottom-up visual salience and top-down attentional biasing or setting.
That is, purely bottom-up or top-down driven information for attention can only
bias the competition for selection process partly. In this case, salient visual
groupings can capture attention quickly and automatically only if the current
attention is not deliberately directed to other groupings or properties in advance.
3. Visual Saliency Map such as the saliency-based visual attention model [75, 64];
Visual saliency is used to measure how different a location is from its surround.
The more salient a location is, the more advantaged it is to compete with other
locations for visual attention. The selection visual attention can be biased in a
bottom-up manner by the saliency map which represents the spatial distribution
of visual saliency of the field of view.
4. Spatial representation for Objects [63];
Humphreys suggested that there exist two forms of spatial representations: within-
object representation which codes elements as parts of a single object and links
to the “what” pathway; between-object representation which codes elements in-
dependent objects and links to the “where” pathway. In addition, there is no
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representation of space devoid of objects. Furthermore, spatial effects on visual
selection are moderated by object representation. Object descriptions can be de-
rived based on grouping between visual elements and grouped elements can be
selected together.
5. Other Psychophysical Investigations on Object-based Attention [42, 31, 122].
These studies revealed that spatial and object-based selection may be coupled
by interactions between object and spatial processing systems. Spatial attention
may affect object selection by biasing selection towards objects in the attended
locations. Whereas object properties may affect spatial selection to make spatial
attention be locked onto objects.
One of the novel mechanisms proposed in our work to serve the purpose of integrat-
ing object-based and space-based attention together is the grouping-based competition
for visual attention based on the interaction between bottom-up visual saliency map-
ping and top-down attentional priming. The early visual features of a scene (colours,
intensity, and orientations) are extracted by multiresolution pyramids. The visual
salience of points, objects, regions, or groupings at different resolutions is calculated
respectively on the pyramids to build up a grouping-based salience pyramid – a basis
of the purely bottom-up attention competition among various visual inputs. The com-
petition for visual attention is modulated by the interaction between such bottom-up
visual saliency and the top-down attentional setting which is decomposed into positive
priming, negative priming, free, and occupied cases.
Another novel mechanism proposed in our work serving to guide visual attentional
movements is hierarchical selectivity, which can be regarded as a kind of multiple se-
lectivity [105, p. 547-554] integrating attentional selection by spatial locations, visual
features and their complex conjunctions (e.g. objects or groupings). The competition
for attention takes place first from the most coarse level on multiresolution pyramids,
then gradually to the finer level, as well as from coarser groupings to finer groupings
within and between groupings and resolutions. This kind of behaviour of visual hi-
erarchical selectivity derived from our work is similar to the human’s behaviour of
visual attention (see [6, 122] and [105, p. 594] for the reviews of visual attention se-
lectivity by grouping, spatial regions, objects, parts and properties of an object) and
is thus biologically plausible. Hierarchical selectivity can be used to guide the atten-
tional movements shifting from one locus of attention to another under a multiscale
transformation.
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The work presented here implies that visual attention can directly select a con-
tinuous area of space, discrete object(s), feature(s), point(s), or their grouping. The
space-based and object-based attentional selectivity are either cooperative or indepen-
dent of each other for effective selective acts according to the current visual situation
and tasks. This strategy is especially useful for machine vision. For example, space-
based selection can be applied to region segmentation whereas object-based selection
can be used for object recognition or fine analysis.
Our work explores the first machine-vision implementation of an object-based vi-
sual attention system integrating space-based attention and hierarchical selectivity.
3.3 Hierarchical Object-based Attention Model (HOAM)
This section presents the Hierarchical Object-based Attention Model (HOAM) – the
foundation and primary component of the Hierarchical Object-based Attention Frame-
work (HOAF) in detail. In the following, we first introduce an overview of the entire
architecture of the framework HOAF.
3.3.1 Overview of the Hierarchical Object-based Attention Frame-
work (HOAF)
The architecture of the proposed object-based selective solution HOAF is schemati-
cally illustrated in Figure 3.3. HOAF consists of the following modules: retina-like
sensor, attention window, feature primary feature extraction, feature maps (colour,
intensity, and orientation pyramids), grouping saliency mapping, temporary inhibi-
tion of return (or short-term memory), and competition pool of attention. HOAF
consists of two close-coupled models: (1) the Hierarchical Object-based Attention
Model (HOAM) for modelling object-based visual attention and (2) the Object-based
Attention-Driven Saccading model based on the extended work of HOAM for incorpo-
rating saccadic eye movements to assist visual attention to achieve more flexible visual
selection. The object-based attention model presented in this chapter is the kernel of
HOAF and responsible for triggering both attentional selection and saccadic eye move-
ments, which is mainly composed of primary feature extraction, feature maps building,
grouping saliency mapping, and the competition pool of attention.
As shown in Figure 3.2, the proposed model firstly extracts primary features (colours,
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Figure 3.2: The schematic description of the Hierarchical Object-based Attention model HOAM.
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Figure 3.3: The architecture of HOAF
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cation) sampled from a given scene, and then builds pyramid-like feature maps by
overcomplete steerable filters. After perceptual grouping preprocessing, the bottom-
up saliency mapping of various groupings is created via the grouping-based saliency
computation. The obtained saliency mapping is varied with the dynamic competition
among groupings dynamically created at different resolutions during attentional shifts.
The results produced from this stage are fed to the attention competition pool where
all groupings compete against each other to preferentially gain the selective attention.
This kind of competition first occurs between the top level groupings at the coarsest
resolution and then shifts to either the winner’s sub-groupings or the unattended top
level groupings from coarse resolution to finer resolution guided by the “hierarchical
selectivity” mechanism (see Figure 3.8 for the illustration). Meanwhile, the group-
ing based competition is a dynamic interaction between bottom-up saliency and the
top-down attentional setting. The rules of winner-take-all and inhibition of return are
applied here to ensure the winner benefits and prevent attention from returning to the
previously attended groupings. The detailed description of each module and related
issues of this model is given in the following sections.
3.3.2 Fixation Image
At any moment, a fixation image or foveated image, which is a transformation of the
world image into retinal image at each fixation point, is obtained by simulating the
functional mapping of resolution decreasing from the fovea to the periphery of the
retina. The following modules involved in the model operate on a given fixation image
created from the original scene by a gaze sensor at that moment. In this chapter a
fixation image is assumed to be produced by a resolution-uniform sensor sampling
on the input scene and this assumption is well accepted by most of attention models.
Chapter 5 will describe a space variant sensor (a human retina-like sensor) to create
the resolution-varying foveated images for the model of saccadic eye movements and
show how object-based attention is integrated with overt multiple saccading fixations
in a spatio-temporal context.
3.3.3 Primary Feature Extraction
The colour input image (i.e., a fixation image) is decomposed into sets of multiscale
feature maps via overcomplete steerable pyramid filters [50], to generate four colour,
one intensity and four (or eight) orientation pyramids [64]. Suppose that F is the input
34
image, with r, g, b being the red, green, and blue colour components of F . An intensity
image I(pi j) is created by:
I(pi j) = [r(pi j)+g(pi j)+b(pi j)]/3 (3.1)
where pi j is a point of F , i ∈ [1 . . .n], j ∈ [1 . . .m], n×m is the size of the image.
Then, four colour channels R (red), G (green), B (blue), and Y (yellow) are obtained
as in [64] (negative values are set to zero):
R(pi j) = r(pi j)− [g(pi j)+b(pi j)]/2
G(pi j) = g(pi j)− [r(pi j)+b(pi j)]/2
B(pi j) = b(pi j)− [r(pi j)+g(pi j)]/2
Y (pi j) = [r(pi j)+g(pi j)]/2−
∣∣r(pi j)−g(pi j)
∣∣/2−b(pi j) (3.2)
The idea behind the above computation is similar to many other attention models (e.g.,
[95, 64]). The rgb colour space is used to produce four colour channels for further
building a double-opponent (RG and BY) colour space so that colour contrast com-
putation can be not only easily achieved by a simple and linear transformation but is
also biologically-plausible as we have known the primate visual cortex broadly uses
double-opponent colour channels for colour tuning and contrast measurement [36].
Let Wl p f , Wbp f (λ;θ) be 2D Gaussian and orientated Gabor steerable filters respec-
tively. With these filters acting on the five I, R, G, B, and Y channels (see [50, 64]




l p f ·Wl p f · Iλ; I0 = I (3.3)
Rλ+1 = W
T
l p f ·Wl p f ·Rλ; R0 = R
Gλ+1 = W
T
l p f ·Wl p f ·Gλ; G0 = G
Bλ+1 = W
T
l p f ·Wl p f ·Bλ; B0 = B
Yλ+1 = W
T
l p f ·Wl p f ·Yλ; Y0 = Y (3.4)
Oλ(θ) = Wbp f (λ;θ) · I (3.5)
where λ∈ [1 . . . l] is the pyramid’s scale, θ∈ [00,450,900,1350] or [00,22.50,450,67.50,
900,112.50,1350,157.50] (we used both orientation sets for different experiment envi-
ronments but the first is the general one) is the preferred orientation, and “·” is the con-










Figure 3.4: Diagram of grouping salience
The Gabor filter comes from modulating the related Lapacian pyramids with a set of
oriented sine waves, then being followed by a low-pass filter operation, and finally
taking the modulus (see [50] for these two filters in detail).
3.3.4 Grouping-Based Saliency Mapping
Competition for visual attention based on groupings is the bridge to achieve object-
based attention and integrate space-based attention in HOAM. In this approach, a
grouping is the primary perceptual unit upon which attentional selection operates. The
term “grouping” is a common concept in the long research history of perceptual group-
ing by the Gestaltists (see [105, p. 257-266] for a review). Saliency mapping is eval-
uated based on groupings because “grouping” itself has already embedded “object”
and “space”. This usage constitutes a fundamental difference to most of the previ-
ous computable models of space-based attention. As already discussed in Section 3.2,
the concept of grouping defined here can be regarded as an extension of the concept
“perceptual grouping” in the traditional Gestalt story. A grouping is a hierarchical
structure of objects and space. In this sense, a grouping may be a point, an object,
a region, or a hierarchical structure of groupings. In this thesis, it is assumed that a
given scene at each scale has already been segmented into groupings according to the
Gestalt principles (or other grouping approaches). Clearly, the theory presented here
for grouping-based saliency mapping is independent of whatever a technical approach
used for practical segmentation which thus is not concerned here.
The salience of a grouping is a function of all saliency contributions coming from
the components within the grouping working together to compete with their common
competitors and competing with each other. This notion covers two issues. One issue
is the relationship of spatial location, objects, and features to the grouping they belong
to, as shown in Figure 3.4. The figure shows that grouping salience is computed from












Figure 3.5: An example of grouping salience
competition between a grouping and its surroundings by cooperation and the compe-
tition between its components. The effect of a competition between two competitors
may either enhance or suppress their salience according to their contrast properties (see
Figure 3.5 (a)). Two simple examples are given in Figure 3.5 (b) and (c).
Suppose the red circle (grouping A) is the target. We want to calculate its salience.
Its surroundings consist of four groupings (B, C, D, E) and other background points
(green pixels). In Figure 3.5 (b), all red pixels within grouping A work together to
enhance the grouping salience by feature contrast to compete with the surroundings.
Along with this global competition, local competitions among pixels within group-
ing A also produce a negatively enhanced effect on the grouping salience due to the
same features of these pixels. In Figure 3.5 (c), the green star sub-grouping in group-
ing A brings a suppressive effect on the total A grouping salience when it competes
with green pixels in the background but a enhanced effect when it competes with the
non-green groupings and pixels with A and elsewhere. The final salience of group-
ing A depends on the competitive effects brought by all of the components within A
(including red pixels, white star and green star).
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Based on the above considerations, the contrast between any two points is the prim-
itive operation in the computation of grouping salience. However, we are not claiming
that the salience computation theory introduced below is complete. Our research is
concerned with salience deriving from the colour, intensity, orientation, and distance
factors only. Many other factors affecting salience are not included here, such as mo-
tion, shape, size, depth and the like (see [148] for the related issues in visual search).
One unconsidered factor about relative size difference between groupings will be dis-
cussed later (see Section 3.3.4.3).
The salience of a grouping is calculated by combining the colour, intensity, and
orientation salience of the components of the grouping. Due to the close relationship
between the chromatic opponent-colour channels and the achromatic (white-black)
channel in the visual perception and contrast process [15, 144], we calculate colour
and intensity salience together.
Suppose ℜ is any given grouping at the current resolution scale λ at time t, Θ is
the surroundings of ℜ. Let ∀ℜi ∈ ℜ represent a sub-grouping of ℜ, ∀ℜ j ∈ (ℜ∪Θ)
represent a sub-grouping of ℜ or a grouping within Θ and i 6= j, we calculate the
colour-intensity salience SCI and orientation salience SO of ℜi by:
SCI(ℜi;λ; t) = fCI(ℜi;{ℜ j};λ; t)
SO(ℜi;λ; t) = fO(ℜi;{ℜ j};λ; t) (3.6)
where fCI , fO are the calculating functions of colour-intensity, orientation salience
between ℜi and ℜ j respectively. The salience S of grouping ℜ is given as:
S(ℜi;λ; t) = Γ [SCI(ℜi;λ; t);SO(ℜi;λ; t)]
S(ℜ;λ; t) = Ψ[S(ℜi;λ; t)] (3.7)
where Γ, Ψ are normalization and integration functions respectively. These functions
are further defined in detail by Eq. 3.14, 3.20 and 3.21.
This saliency computation is built upon the principle of contrast between a centre
and its local and global surround while the neighourhood distribution and the dynam-
ics are also considered as covert attention occurs. As pointed out in [49], most (stable)
objects in a normal environment are not intrinsically salient but can become salient if
they are behaviourally significant. The normal scene has a hierarchical structure, thus
features may not always have the same salience when viewed in extended regions or
larger contexts. In other words, the salient difference among objects or features may
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change over time, or as background or the context of the scene changes. The saliency
computation is a complex and difficult problem. Until now few research studies in
the field of attention in machine vision have dealt with it (however, see [64, 65, 126]
for some discussion related to spatial saliency map). From our point of view, visual
saliency arises from the competition between different groupings and between a group-
ing and its surroundings.
For simplicity in formulas, all computations below are defined for a given current
time and resolution scale. The salience computation at other times and spatial scales is
similar because the salience of a grouping is decided only by the current constitution
of the grouping and its surroundings. Thus the changing of salience over time (salience
dynamics) of a grouping depends upon the varying of the grouping’s current constitu-
tion and surroundings over time. That is, the same computation rules are used for any
time and scale when the segmentation of groupings at that time and scale is given. In
this way, the full details of the computable approach are given below.
3.3.4.1 Colour and Intensity Salience
Assume x, y are two arbitrary pixels in a grouping ℜ on level λ of pyramids of colours,
intensity, and orientations. Then, the properties of x and y can be denoted by a tensor
composed of a 4-dimension colour vector, a 1-dimension achromatic intensity vector,
and a 4-dimension orientation vector. For example, pixel x =
({Rx,λ,ℜ,Gx,λ,ℜ,Bx,λ,ℜ,Yx,λ,ℜ},{Ix,λ,ℜ},{Ox,λ,ℜ(θ1),Ox,λ,ℜ(θ2),Ox,λ,ℜ(θ3),Ox,λ,ℜ(θ4)}).
We suppose here all calculations are within a given group on a given pyramid level be-
cause calculations on other pyramid levels are similar. The issue about whether and
how to combine multiple scales will be discussed later in Section 3.3.4.4. Hence, the
subscripts ℜ and λ will be generally omitted in the following description. We first
compute the property contrast between pixels x and y. Let RG and BY be the two
colour “double-opponent channels” of red-green/green-red and blue-yellow/yellow-
blue [36, 68], so we have:
RG(x,y) = |(Rx −Gx)− (Ry −Gy)|/2
BY (x,y) = |(Bx −Yx)− (By −Yy)|/2 (3.8)








where ηRG and ηBY are the weighting parameters. In the experiments of this chapter,
we set them as:
ηRG =
Rx +Ry +Gx +Gy




B2x +B2y +Y 2x +Y 2y
3×255
(3.10)
where the 255 parameter is used because the representations of colour and intensity
have here the maximum value 255. The weights ηRG and ηBY can be optimized fur-
ther according to more colour discrimination experiments or references in the colour
research literature. The results produced by setting ηRG and ηBY as those in Eq. 3.10
are very close to L*u*v* (see [97, 113] for related issues). We obtain equal maximal
contrasts between opponent colours such as red and green, blue and yellow, or white
and black. The contrasts between other colours are also reasonable. For example, it
is acceptable that the colour contrast between yellow and black is greater than yellow
and white, etc. (see [71, 97, 150] for more discussion). All values of colour-intensity
contrasts between x and y fall into the range [0 . . .255].
The intensity contrast between the two pixels x and y is:
∆I(x,y) = |I(x)− I(y)| (3.11)





where α and β are weighting coefficients and we here set them to 1. The calculation
here is simply inspired by evaluating the distance between two points in a colour-
intensity contrast space and also making the combined colour-intensity salience in-
crease with either colour or intensity contrast increases. By setting α = β = 1, this
simple calculation will make the combined salience have equally weighted colour and
intensity contrast.
Suppose dgauss is the Gaussian weighting function which evaluates the contrast








with the scale σ and distance ||x− y||. In the experiments of this chapter, the Gaus-
sian scale σ is set to n̂/ρ where n̂ is the maximum of the width and length of the
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feature maps on the current pyramid level λ. ρ is a positive integer and generally
1/ρ may be set to a percentage of n̂, such as 2%, 4%, 5%, or 20%, 25%, 50%, etc.
The greater ρ is, the smaller the radius between the neighborhood and its surround-
ing center is. In this way, the Gaussian weighting guarantees competition throughout
the attention window but the strength varies with distance. This function produces
strong local competition between short-range neighbours and weak competition be-
tween long-range neighbours. Such similar effects of attention competition have been
found in visual cortex [24]. Research on cortico-cortical connections shows that in-
hibition from the surround of the same stimulus properties as the center is strongest
[127]. The distance ||x− y|| can be the Euclidean distance but we prefer a chessboard
distance: ||x−y||= MAX(|i−h|, | j−k|), (i, j), (h,k) are the coordinates of x, y on the
current pyramid level. MAX denotes the maximizing operator. The reason for selecting
the chessboard distance is that the neighbours within the same 8-adjacency neighbour-
hood have equal distance effects on their common center so that the contrast between
a location and its surround can be evaluated in the approximately circular manner.
Let N H CI be the neighbourhood surrounding x, yi ⊂ N H CI (i = 1 . . .n×m− 1)
be a neighbour, n×m be the size of a pyramid level. We use the following formula to












Define θx,y as the orientation difference between pixels x and y. Let ux(θ) and uy(φ)
be the orientation vectors of x and y in the current orientation pyramid respectively.
Note that u, θ, and φ themselves all consist of multiple components. For example,




4 )], if we have four preferred orientations. We define
the orientation salience CO(x,y) of x to y as:
CO(x,y) = dgauss(x,y)sin(θx,y) (3.15)
where dgauss has already been defined in Eq. 3.13. A major reason to select a sinusoid
function for orientation contrast is that this function is a nonlinear and monotonically
increasing function from 0 to 1 over the range [0, π2 ] and symmetric in [0,π]. Nothdurft
has suggested that the salience of pop-out targets has a nonlinear (enhanced) character
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from threshold and saturation effects with increasing orientation contrast from 0 to
π
2 [102]. If ux and uy have orientation strengths at all orientations, then the general











0 ux(θ)uy((θ+φ) mod π)dθdφ
(3.16)
















ux(iϕ)uy((iϕ+ jϕ) mod π)
(3.17)
where mod is the standard modulus operator, ζ is the number of orientation pyramids
or preferred orientations, ϕ = π/ζ. When ζ is 4 or 8, ϕ is π/4 or π/8.
The salience computation for orientation is more complicated than for colour-
intensity. It is most important to take into account the homogeneity/heterogeneity
of the neighbourhood of each point which is currently taken as a center for center-
surround calculation. Psychophysical findings show that “pop-out” is closely related
to the distribution of orientations in the local neighbourhood [82, 106, 137, 140, 148].
Aiming at a practical computation of orientation salience, further considerations of
“center-surround” operations are provided as follows.
Let yi (i = 1 . . .nk, nk is the number of neighbours in the k-th neighbourhood) be a
neighbour in the distance k or k-th neighbourhood N H O(k) surrounding x. It is clear
that the distance 1 or first neighbourhood of x has 8 closest neighbours surrounding x,
and that the distance k neighbourhood has 8k neighbours. A boundary check must be
applied to ensure all data comes from within the current image layer. Then the average
orientation contrast of x to its k-th neighbourhood is:






Suppose n0 is the number of different directions within N H O(k), we have ωk = n0−1.
This is used for checking and evaluating how heterogeneous the orientations are in the
neighbourhood of x. n0 can be obtained by a simple method: set n0 = 0; then n0 =
n0 + 1 if the orientations of any yi and yi+1 are different from the orientation vector’s
members that have the maximum values respectively in their orientation (vector) maps.
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The same set of histograms above is used to evaluate the orientation homogeneity
of the whole surround of x. Let wi jk be yi’s value on the orientation (θ j) feature maps
on k-th neighbour “ring”, nr be the number of “rings” in the whole neighbourhood of
x, then the method to calculate homogeneity weight ω for the whole surround is given
in Eq. 3.20.
Based on these considerations, the orientation contrast of x to its k-th neighbour-
hood is:




where ξ is a parameter used to prevent a zero denominator and usually set to 1.
Let mr be the number of “rings” in a neighbourhood, and dgauss(k) (defined in
equation (13)) be the Gaussian weighted distance of the k-th neighbourhood to x. Be-
cause of the chessboard distance, dgauss(k) is the same for each point within x’s k-th











1 and |ĈO(x,N H O(k))| > 0;
The weight ω evaluates the orientation homogeneity between x and its whole surround.
It is calculated in the following way. First, given that wi jk is yi’s value of the orientation
(θ j) feature maps of the k-th neighbour “ring” of x, we calculate the individual member
values (Hk(θ j)) for each orientation θ j on the individual neighbour “rings” about x and
use average these as H(θ j):
Hk(θ j) = ∑
yi∈N H O(k)






Then we globally normalize them to generate the final evaluation weight ω of orienta-
tion homogeneity:











3.3.4.3 The Salience of a Grouping
Suppose xi is an arbitrary component within a grouping ℜ. Here, xi may be either
a point or a sub-grouping within ℜ. Then the visual salience S of a grouping ℜ is
obtained from the following formula:





where γCI , γO are the weighting coefficients for the colour-intensity and orientation
salience contributing to the grouping salience. ∑i SO(xi) is computed from the primary
oriented components of grouping ℜ but not from the shape of ℜ itself. The shape dis-
tribution or boundary of a grouping may be arbitrary and may conflict with orientations
of the components in the grouping. This causes some uncertainty about how to evalu-
ate the direction of a grouping. Here the model employs a simple statistical method to
deal with this problem (see [22] for other complex statistical methods involved in this
field).
Suppose that xi0 , . . ., xi j , . . ., xin0 ∈ ℜ are components of a given grouping with
orientation components θ0, . . ., θ j, . . ., θn0 respectively. CO(xi j ;θ j) is the orientation
salience of xi j with orientation θ j, Ô denotes the primary orientation on which (ori-
entation) map the grouping ℜ has the maximum sum value at the current layer of the
orientation pyramids. A simple method to compute Ô is: calculate the sum on each
θ j orientation map of all components within ℜ to obtain a distribution histogram of
different oriented vectors (as the horizontal ordinates); then take the orientation which







CO(xi) when θ j = Ô (3.22)
The above formulae for the salience computation of a grouping is a practical imple-
mentation based upon the theory discussed in Eq. 3.7.
As mentioned before, some other factors influencing salience are not considered at
the moment, for example, the relative size factor between a grouping and its surround-
ing groupings. When the size of a target is different from the surrounding distractors
but shares all other properties with these distractors, the target will “pop-out”. The
current computation method is inapplicable in this special case. This factor looks very
simple and seems easy to implement but it is not in practice. There are a lot of problems
associated with it and some are difficult to resolve. One problem is how to evaluate
the homogeneity of the target’s surround, especially to surrounding objects or regions.
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Figure 3.6: An example for salience varying with relative size between the center target and
surrounding distractors
The homogeneity of a surround is affected by many factors such as shape, orientation,
or colour. The shape of an object or a region may be arbitrary, so the “pop-out” by the
relative size factor would depend upon the shape factor as well even if excluding other
factors such as how to quantify the relationship between salience and the relative size.
Another problem is how to evaluate the degree of homogeneity and heterogeneity
of the surround of a grouping, especially under the consideration of orientation. The
method (shown in Eq. 3.18, 3.19 and 3.20) used here is simple and may work under
many homogeneous or heterogeneous environments. For example, the homogeneity
surround: all neighbours with the same orientation should be different from another
homogeneity surround: some different neighbour rings have (some) different orienta-
tions but on each ring the neighbours have the same orientation. But this method is
not complete especially when the surround consists of arbitrary objects. As mentioned
above, an object has a shape and the shape may be arbitrary. Even if ignoring other
factors such as colours, how to calculate an object orientation is not easy and this di-
rectly affects the homogeneity of a surround. The difficulty is that there is no reference
which can be used to evaluate an exact order of the different homogeneity distribu-
tions of orientations. Solutions for the above problems need more evidence from other
research fields such as psychophysics and neuroscience.
Figure 3.6 shows an example about the relative size factor. In Figures 3.6 (a) and
(b), the red target “pops-out” in (b) when it becomes smaller. But in Figures 3.6 (c)
and (d), which green target is more salient? Although (c) and (d) are the same to (a)
and (b) except the target’s colour, it may be that the target in (c) is more salient than
the target in (d).
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3.3.4.4 Grouping Saliency Mapping
Grouping saliency mapping here is a saliency pyramid in which multiple saliency maps
are formed by mapping the saliency of all groupings located at different layers of
feature maps into the corresponding saliency map. At any given time, this saliency
pyramid is built independently at each level from the finest resolution to the coarsest
one (i.e., from the lowest pyramid level to the highest pyramid lever) and dynamically
varies with attention movements. At a given time, the saliency of groupings created
from different feature pyramid levels (i.e., different resolution scales here) forms the
pyramid-like saliency mapping.
Here, the purpose of building the saliency mapping as a pyramid is to implement
object-based visual selection from coarse to fine resolutions when the selection sys-
tem does not incorporate a space variant sensing mechanism for sampling a scene in a
resolution-varying way. For this purpose, HOAM employs a multi-level saliency map-
ping and uses multiple saliency maps at different scales rather than integrating saliency
maps across multiple resolutions. When employing a retina-like sensor in a scene to
obtain a resolution-varying foveated image which is used for the saliency calculation,
the integration of saliency across multiple resolutions will be required, because with
gaze shifts over time a specific location in the scene will cross multiple resolutions
and hence has different salience when viewed at different fixation locations (in differ-
ent foveated images). The approach for this saliency integration will be described in
Section 6.4.1.
Suppose SaliencyMap(t) is a grouping-based pyramidal saliency mapping at time
t, ~λ = [λ1 · · · λ̂ · · ·λn] is a vector representing for multiple pyramid levels (here it is
equal to the resolution scales) from the lowest level λ1 (the finest resolution scale) to
the highest level λn (the coarsest resolution scale),
−→
SM(~λ, t) is the pyramidal saliency
mapping built along~λ. Let SM(λ̂, t) be the saliency map at the λ̂th level of the saliency
pyramid, Si, j(ℜ) be the saliency of grouping ℜ mapped into SM(λ̂, t) at the position














· · · ... · · ·
· · ·Si, j(ℜ) · · ·





With the help of the above approach, attention can work on multiple saliency
maps at different resolution scales to achieve object-based hierarchical selectivity from
coarse to fine spatial scales. To a constant resolution scene or a uniform sampling im-
age, normalizing saliency maps across all resolutions to build a single saliency map
was used in some machine vision models to drive covert attention [65]. However, it
is better that whether and how to combine saliency across resolutions are determined
by current visual behaviour in a visual environment. Furthermore, it is known that
human vison has resolution-varying sampling sensing so that it can not only quickly
explore a scene but also flexibly acquire interesting information through “far to near”
and “coarse to fine” by the limited visual processing resources. The grouping saliency
mapping proposed here and in Section 6.4.1 may be better and more useful than the
previous approaches that combined all scales in a resolution-uniform sampling scene.
3.3.5 Competition Pool of Attention
In this module, different groupings dynamically formed at different resolutions start
to compete for attention selection from the coarsest level to the finest level by visual
saliency interacting with top-down attentional biasing. The output is the dominant sig-
nal of the competitive winner(s) which is used to control the preferential processing
or selectivities of visual attention. According to [23, 24, 33], the competition for vi-
sual attention can occur at multiple processing levels from low-level feature detection
and representation to high-level object recognition in multiple neural systems. Also,
“attention is an emergent property of many neural mechanisms working to resolve
competition for visual processing and control of behaviour” [23]. The above studies
provide the direct support for the integrated competition for visual attention by binding
object-selection, feature-selection and space-selection. The grouping-based saliency
computation and hierarchical selectivity process proposed here, therefore, is a possible
approach for achieving this purpose. Hierarchical selectivity operates on the obtained
grouping saliency mapping – saliency pyramid through interaction of bottom-up visual
saliency from various groupings at each resolution and top-down attentional setting in
the space-time context.
The outline of the top-down attentional setting logic is shown in Figure 3.7. It is
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implemented as a control set of four attentional states for the current bottom-up visual
input at any competitive moment:
1. Positive priming by which consistent bottom-up input will gain a competitive
advantage;
2. Negative priming which is contrary to positive priming;
3. Aimless or free state in which visual attention presents a neutral state to any
visual input and thus the competition for attention is completely decided by
bottom-up visual saliency;
4. Unavailability state in which visual attention is occupied at the moment. It
means no visual attention is available.
As pointed out in [46, 72], top-down priming and bottom-up visual saliency both
play important biasing roles in attention capture. Top-down biasing signals affect the
competition for selective attention by increasing or decreasing the baseline of neural
activity. Until sufficient psychophysical findings are found to show how top-down in-
fluence directly amplifies or reduces the intrinsic salience of targets, it is feasible to
take the top-down setting into the threshold of attentional competition as proposed be-
low. If employing a competitive neural network such as a WTA (Winner-Take-All)
network, a top-down setting could be implemented by installing a dynamic threshold
for neuron firing but the overall computational cost for dynamic attention competition
is expensive. A complex structure with an enormous number of neurons with popula-
tion competition is needed.
The solution presented here is to implement attentional setting via a threshold at the
decision-points in the hierarchical selectivity process. Top-down attention setting here
Top-Down Attention Setting






Figure 3.7: Top-down attention setting
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colour flag colour input orientation flag orientation input “view details” flag
Table 3.1: Top-down attention setting to the basic features
plays two roles: one is top-down biasing for globally and locally attentional competi-
tion; another is an intention request of whether to “view details” of a grouping (e.g. its
sub-groupings) when attention is deployed at a grouping. However, top-down priming
for special objects or groupings is very complicated since intricate object recognition
from higher level processing is at least required. At present, top-down biasing here
aims to act only on the level of basic features which are the colour, intensity, and
orientation feature pyramids.
The top-down signals (Table 3.1) include two flags for colour (including intensity)
and orientation top-down biasing and one flag for “view details”. Each flag encodes
the states of its correspondingly top-down signal. For colour and orientation flags,
“00” is the default case in which all groupings compete for visual attention in the pure
bottom-up way; “01” encodes positive priming in which all groupings with the posi-
tively primed feature preferentially compete for attention and at the same time other
competitors are suppressed; “10” encodes negative priming which is the inverse to pos-
itive priming; “11” is the unavailable state in which all groupings having these features
are prevented from attracting visual attention. For the “view details” flag, “0” signals
“continue” to explore details of a grouping (i.e. its sub-groupings if they exist at the
current resolution or the finer resolution) and “1” means “shift” attention from the cur-
rent winner to the next potential winning grouping. The next winner will be generated
from the unattended groupings at the same resolution as the current winner if these
groupings exist, otherwise from the unattended groupings that lie at the same coarser
resolution as the parent grouping of the current winner (see hierarchical selectivity
below). This process links from the “lineal chain” to the “collateral chain”.
Hierarchical selectivity operates on the interaction between grouping salience and
the top-down attentional setting at any competitive moment. The competition for visual
attention occurs first among the coarsest groupings (existing at the coarsest resolution)
by global competition. Through a WTA (Winner-Take-All) mechanism, visual atten-
tion is firstly deployed to the winning competitor. Then, a top-down or goal-driven
(request) control of whether “continuing” to view the details within the current group-
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Figure 3.8: Diagram of hierarchical selectivity: see text for detailed explanation.
50
ing or “shifting” attention out of this grouping takes place.
If switching attention, the next winning competitor gains visual attention with the
aid of an “inhibition of return” mechanism which prohibits attention from instantly
returning to a previously attended winner. The priority order for generating the next
potential winner is:
1. The most salient unattended grouping that is a sibling of the current attended
grouping. This winning grouping has the same parent as the current attended
grouping and both lie at the same resolution.
2. The most salient unattended grouping that is a sibling of the parent of the current
attended grouping, if the above winner can not be obtained.
3. The backtracking continues if the above is not satisfied.
Temporary inhibitions to the attended groupings can be used to implement inhibition
of return (presented in Chapter 6). More elaborate implementations may introduce
dynamic time control into different winners so that some previously attended groupings
can be visited again. But the work here assumes that each winner is attended only once.
If continuing to check the current attended grouping, the competition for attention
based on bidirectionally bottom-up and top-down interaction by local competition is
triggered firstly among the sub-groupings that exist at the current resolution and then
among the sub-groupings that exist at the next finer resolution. This indicates that the
sub-groupings at the finer resolution do not gain attention until their siblings at the
coarser resolution are attended. By the force of WTA, the most salient sub-grouping
wins visual attention.
After attention has been directed to the winning grouping/sub-grouping, the same
(top-down) goal-driven method is used to determine whether or not to “continue”
to look into the details within this grouping/sub-grouping. If not, another attention
“shift” takes place. If continuing to examine the particulars of this grouping/sub-
grouping, another local competition triggers. When “continuing” to check an attended
grouping/sub-grouping is requested, if there is no sub-grouping existing at the current
or a finer resolution, hierarchical selectivity goes back to the parent of the current at-
tended grouping. At this moment, the same “continuing/shift” attention occurs. This
“continuing/shift” recursive procedure continues until the desired goal is reached or all
groupings in a scene are attended.
As mentioned before, the grouping saliency computation is independent of how to
segment the groupings in a scene. The mechanism for hierarchical selectivity is also
51
independent of what/how a segmentation is used at multiple resolutions or a single
resolution for a scene. The choice of segmentation or grouping method is not included
in these two mechanisms. Hierarchical selectivity runs on a given segmented scene
and is driven by both the top-down attentional setting and the current distribution of
the given segmentation and the corresponding salience. Switching attention between
groupings/sub-groupings (and between the coarse and fine resolutions if multiple res-
olutions are used) is then controlled. A diagram summarizing the recursive procedure
for hierarchical selectivity is given in Figure 3.8. Its algorithmic description is given
in Table 3.2.
Two goals can be achieved by taking advantage of hierarchical selectivity. One is
that attention shifting from a grouping to another and from groupings/sub-groupings to
sub-groupings/groupings can be easily carried out. Another is that the model may sim-
ulate the behaviour of humans observing something from far to near and from coarse
to fine. Meanwhile, it also easily operates at a single resolution level. In addition, a
declaration we made here is that the top-down attentional setting in hierarchical se-
lectivity is not completely implemented although its possible approach is given in the
algorithm. Except for “colour-flag=00”, “orientation-flag=00” and “view details flag”,
other cases will be realized in the future.
Support for this approach to hierarchical selectivity has been found in recent psy-
chophysical research on object-based visual attention. It has been shown that features
or parts of a single object or grouping can gain an object-based attention advantage in
comparison with those that are separated from different objects or groupings. Also,
visual attention can occur at different levels of a structured hierarchy of objects at mul-
tiple spatial scales. At each level all elements or features coded as properties of the
same part or the whole of an object are facilitated in tandem (see [6] for a review of
these viewpoints and detailed findings).
3.3.6 Perceptual Grouping
It has been suggested [6] that grouping processes and perceptual organization play
an integral role in object-based attention. Features that are grouped together compete
against other feature groupings and obtain faster processing than features that do not
belong together. Perceptual grouping is a complex combinatorial problem which in-
volves a lot of influence factors including top-down interference in many conditions.
These factors work together to affect how groupings are segmented, such as spatial
52
1. competition begins among the coarsest groupings at the coarsest resolution;
2. if (no unattended grouping exists at the current resolution) goto step 10;
3. unattended groupings at the current resolution are initialised to compete for attention
based on their salience and top-down attentional setting;
4. check the colour-flag and orientation-flag and apply corresponding top-down processing
to modify the active states of the groupings (details are not implemented here);
5. all (modified) groupings compete for attention;
6. attention is directed to the winner (the most salient grouping) by the WTA rule;
set “inhibition of return” to the current attended winner;
7. if (the desired goal is reached) goto step 12;
8. if (“view details” flag=1) (i.e. don’t view details and shift the current attention)
{ set “inhibition” to all sub-groupings of the current attended winner; }
if (the current attended winner has unattended siblings at the current resolution)
{ competition starts between these siblings; goto step 2 and replace the grouping(s)
by these siblings; }
else goto step 11;
9. if (“view details” flag=0) (i.e. continue to view the details of the current attended
winner)
if (the current attended winner has no sub-grouping at the current resolution)
goto step 10;
else { competition starts between the winner’s sub-groupings at the current
resolution; goto step 2 and replace the grouping(s) by the winner’s
sub-groupings; }
10. if ((a finer resolution exists) and (unattended groupings/sub-groupings exist at the
finer resolution))
{competition starts on groupings/sub-groupings at the finer resolution; goto step 2;}
11. if (the current resolution is not the coarsest resolution)
{ go back to the parent of the current attended winner and goto step 2; }
12. stop.
Table 3.2: The algorithmic description of hierarchical selectivity
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proximity, similarity, common fate, shared properties, and even experience and learn-
ing [105, p.257-309]. In many cases, the rules for segmentation and interpretations of
groupings are associated with visual tasks and experience. Nevertheless, a study of
this field is out of the current scope of our research. The groupings used in this chap-
ter are produced by manual preprocessing based on Gestalt principles and heuristic
knowledge, to provide the basis for experiments with our attentional model.
The principles of grouping used are some common rules: proximity, closure, conti-
nuity, common fate, familiarity, and shared properties. A visual grouping is defined as
an effective hierarchical structure formed by all components according to these princi-
ples. For example, objects that share a common colour or orientation and are separated
from their surrounding which does not share this colour or orientation may be orga-
nized as a grouping. Objects belonging to a large group or share the same spatial
location may be segmented into a multi-level structured grouping. In Figure 4.11, the
white stripes in the road are grouped into three groupings by their familiarity. The
four cars are organized as a grouping by their common fate. Two people are grouped
together by their proximity.
In fact, the “grouping” addressed here is the “perceptual unit” which serves as the
potential unit of attention deployment. For object-based attention, it is the “proto-
object” produced by various segmentation processes rather than the conceptual or rec-
ognizable “object” we commonly experience in the real world. “Evidence suggests
that ‘object-based’ attention and ‘group-based’ attention may reflect the operation of
the same underlying attentional circuits” [122]. One general criticism of object-based
attention is the question of whether objects are recognized before or after the selec-
tivity by attention, or whether visual segmentation processes occurs with attention or
without attention. This is also the traditional story in terms of “early selection” and
“later selection” or the degree of preattentive processing in the visual systems. The
issues stressed here may lead to a better understanding of the grouping mechanism. A
further discussion on these issues can be found in [27, 122].
Following the above theoretic description, the next chapter will use both synthetic
and natural images to demonstrate the performance of the proposed object-based at-
tention model HOAM. The related conclusion and discussion are also reported.
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Chapter 4
Performance on Synthetic images and
Natural Scenes
The program used to implement the model is C++ and ran the experiments reported in
this thesis on a Sun Ultra 4 workstation. In general, it took about two to ten minutes
to complete an experiment depending on different image sizes. The next section ex-
amines the performance of the Hierarchical Object-based Attention Model (HOAM)
in both simulated psychophysical displays and real-world natural scenes. The exper-
imental results show that the behaviour of our model concurs with the main findings
found in psychophysical research on visual attention and the successful performance
in hierarchical selectivity. Finally, the last section summarises the overall results made
in this chapter and suggests some useful future work.
4.1 Examination and Discussion
For the evaluation of proposed object-based attention model, a number of experiments
based on synthetic and natural scenes were run.
4.1.1 Performance in Synthetic Images
The goal of the experiments in this section is to demonstrate the performance of our
model concurring with the main findings found in psychophysical research on human
visual attention. The experiments below are designed for this purpose.
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Figure 4.1: Object position experiments. The target is the red vertical bar and the green
horizontal bar is the reference object located in the center. Two of the displays used for each
sub-experiment (A, B, and C) are shown respectively. Solid lines: relationship between object’s
position and its salience. Error bars: one standard deviation (15 runs at each distance for three
directions).
4.1.1.1 Object Position Influence
Many visual search studies in psychophysics have suggested the effects of eccentric-
ity on visual search, that is, visual search is less effective when the target location is
farther from the fixation center [148]. We have produced synthetic images to test the
performance of the model on this point. The first and last series of the test images
are shown in Figure 4.1. All the images are 512×512 colour images with added 30%
random colour noise (30% random pixels in the image are affected by adding random
colour pixels to this image. The noise filter alters each affected pixel based on its
current colour and the colours of any adjacent pixels. The similar noise filter will be
used in all other experiments if there is no special explanation for adding noise effect).
All stimuli here are the same size and the target is always the red vertical bar. In all
experiments, the fixation center is assumed at the center of the images. The target ini-
tially lies closest to the referenced object located at the center in the image, and then
moves away gradually (the reference bar is used to conveniently calculate the target’s
salience and indicate the initial locus of attention). If we take each bar as a grouping in
the display (like a pixel in the image), according to our Gaussian weighting definition
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(shown in Eq. 3.13), bars located at the same radius have the same distance effect. For
example, the bars in the images A1, B1 and C1 in Figure 4.1 lie at radius 1 and the bars
in the images A2, B2 and C2 have radius 12. In this way, twelve series of images (36
images in total) were produced. Each series includes 3 images in which the red bars
have a certain position relative to the green bar. The target’s salience is calculated by
considering the reference bar and all other pixels. Both colour and orientation contrasts
are included.
This experiment examines the relationship between searching efficiency and target
position variation. This aim can be achieved by probing the target’s salience along its
position trajectory without top-down attentional priming. One therefore does not need
to calculate the target’s salience on all pyramid layers (i.e. multiple resolutions) and
it is harmless to remove the effects of top-down attentional priming. For a demonstra-
tion, it is sufficient to compute the target’s salience on the lowest layer of the pyramids
and set up top-down attentional setting to the free-state by default. (This kind of con-
sideration runs through the following synthetic experiments by default.)
Results from the experiments are presented in Figure 4.1. Clearly, as the target’s
distance from the center of the display increases, its salience also declines in the exper-
iments so that visual search becomes less effective. It can be seen that closer objects
affect each other more when competing for visual attention than farther objects. The
bigger error bars with farther distance indicate the greater differences between the
salience of targets in the experiments A, B and C. The reason is that the target has
more and more different neighbours when it lies at the same radius but different po-
sitions in the display. However, whether the influence is facilitated or not depends on
the homogeneity or heterogeneity of the actual distribution between the object and its
surroundings. More discussion on this issue is given in the following experiments.
However, there are some limitations to the object-based attention model HOAM in
such experiments: if the target and the reference bar share all of the absolute features
such as the same red colour and the same orientation (here, they are conjunctions of
feature colours and orientations) and are formed in a line with only one pixel distance,
then the model can not produce performance similar to this experiment for position.
The reason is that the saliency computation used in the model is based on center-
surround contrasts and the eccentricity factor is integrated into the saliency computa-
tion of features within groupings rather than as an independent computation.
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4.1.1.2 Neighbourhood Influence on Visual Search
Many psychophysical studies of visual attention (especially on object-based attention)
have suggested that visual search is greatly affected by the attribute distribution and
interaction between target and its surroundings (see [6, 107, 148] for a detailed ex-
planation). These effects are clearly observed in experiments on testing similarity or
shared feature dimensions between target and non-target and on homogeneity or het-
erogeneity of the target’s surround. When the distractors surrounding the target are
more homogeneous to each other and share less features with the target, search be-
comes more efficient or accelerated. Perceptual grouping also plays an important role,
by which distractors are grouped by type so stronger grouping strength leads to easier
pop-out [29, 79, 85].
Three kinds of experiments are designed to test the model performance. The ex-
periments probe the salience variation of the target in response to the surrounding
changing without top-down attentional priming. It is also not necessary to calculate
the target’s salience on all resolution levels. For a demonstration, it is sufficient to
compute the target’s salience at the finest resolution and set the top-down attentional
setting to the free-state by default. (This kind of consideration runs through the fol-
lowing synthetic experiments by default.)
Experiment 1: The scaling effect of uniform neighbours
The experimental method is that the target is located at one place and kept fixed.
Then more and more homogeneous neighbours, which have at least one feature differ-
ent to the target, are added. The goal of this test is to prove that when the number of
such homogeneous neighbours increases (i.e., the facilitated strength of the neighbours
is stronger), the target’s salience increases so that the target’s pop-out becomes easier.
Two series of sub-experiments are produced to examine the model performance. In
experiment A and B, the created images are all of 256× 256 and the target is always a
red bar located at the center of the displays. Green horizontal bars are gradually added
in the neighbourhood of the target and kept homogeneous. Compared with experiment
A, the target in experiment B is vertical. So, the target is different from its neighbours
by only one feature of colour in experiment A, two features of colour and orientation in
experiment B. Features considered in the computation of the target’s salience are colour
and orientation. Both distractors and background take part in the salience computation
of the target. That is, the target’s salience is derived from the contrast not only between
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Figure 4.2: The performance of the model in experiments varying the scaling effect of uniform
neighbours. Left and middle columns: two of the displays used in each sub-experiment. The
related results of each experiment are shown in the right graphs respectively.
the target and distractors but also between the target and background. Figure 4.2 shows
several created images and the results of the target’s salience in these two experiments.
Discussion: The results from experiments A and B clearly show increasing tar-
get salience with increasing homogeneous neighbours (greater strength of neighbour-
hood). This is consistent with the findings from psychophysical experiments. Further-
more, the curve in experiment B ascends faster than that in experiment A (notice the
different scales of Y-axes in experiments A and B). It is suggested that uniform neigh-
bours sharing fewer features with the target make the target more salient and hence
attract more visual attention. We also did another experiment based on experiment A
(not presented) in which we adjusted the target’s size. When the target became smaller
its salience became smaller. But when the target became smaller and shared the same
colour with the distractors, the results became unpredictable because of the relative
size factor. As we already discussed in Section 3.3.4.3, the model will fail to perform
for this special case.
Experiment 2: The effect of coherence in the target’s neighbourhood
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This experiment investigates the salience of the target in an originally homoge-
neous surrounding by gradually changing one attribute of more and more neighbours
to another (colour or orientation) but keeping them homogeneous. We produced two
series of test images with size 256×256 for two sub-experiments. In the first sub-
experiment more and more items surrounding the target change colour to be the same
as that of the target. The target’s salience comes from its comparison with all other
circles and green background. In the second sub-experiment, the neighbour items be-
come orthogonal to the target one by one. In this sub-experiment, the salience of the
target is derived from its comparison with all other red bars and the black background.
To remove the effect of distance varying when a horizontal bar is rotated, the compu-
tation for distance factor is designed as: all red bars within the same neighbourhood
have the same distance whatever their orientations are. That is, when a horizontal red
bar is rotated to vertical, its distance remains the same as before. Several images and
the results of these experiments are given in Figure 4.3.
Discussion: The results shows that the target’s salience becomes weaker as more
neighbours share the same colour as the target in experiment 2-A, but stronger as more
neighbours turn orthogonally to the target in experiment 2-B. The reason is that in ex-
periment 2-A the strength of grouping based on the colour green within the target’s
homogeneous neighbourhood became weaker while the strength of grouping based on
colour red is stronger. In experiment 2-B, although the neighbours form two types of
groupings, the new continuously growing grouping did not affect the neighbourhood
homogeneity but enhanced the contrast to the target. In fact, both experiments have
the same nature but reflect different aspects of the effect of the target’s neighbour-
hood. The result of experiments 1 and 2, as pointed out in [30, 62] and other research
on object-based visual attention, have shown that stronger grouping distractors and
greater differences between the target and distractors enable the target to be sought
more efficiently. In other words, stronger contrast between the target and its neigh-
bourhood makes the target more salient to capture visual attention in the bottom-up
competition.
Experiment 3: Effect of the target neighbourhood heterogeneity
This experiment examines the performance of the model in heterogeneous circum-
stances. In theory, the target should be less salient with a more disorderly distribution
of the neighbourhood. The method used here is similar to the two previous experi-
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Figure 4.3: Model performance when varying attributes of target’s neighbours in a homoge-
neous environment. 2-A: the target is a red circle located at the center of the display and the
neighbours change to the colour of the target. 2-B: the target is the vertical red bar located at
the center of the display and its neighbours change to the orientation orthogonal to the target.
Left column: first test display. Middle column: 8th test display.
ments. The red vertical target was initially located at the center of a homogeneous
surrounding in which the same colour bars are orthogonal to the target. After that, we
gradually varied the neighbours’ orientations to create a series of more and more het-
erogeneous displays. One experiment is shown in Figure 4.4. All displays have added
30% random colour noise. The target’s salience is computed by colour and orientation
of the target contrasting with both of the distractors and background. Although we do
not give results from all the experiments, the overall experimental results are similar to
that in Figure 4.4.
Discussion: The results shown in the bottom diagram in Figure 4.4 indicate that
the target’s salience decreases with the growing heterogeneity of its surroundings. This
means that the efficiency of visual search becomes worse and worse. Notice that the
downtrend of salience is much steeper in the first four steps and tends to a mild de-
cline afterwards. The saturated tendency effect is not surprising but expected. The
Gabor filter for orientation extraction used here is sensitive to four orientations of 00,
450, 900, and 1350. When the number of disorderly orientations exceeds four direc-
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Figure 4.4: Model performance in an oriented heterogeneous environment. The target is the
red vertical bar located at the center of the display. Its neighbours become more and more
heterogeneous by gradually varying their orientations from the target and each other. Two
members of the sequential displays are shown here. Little colour-intensity contrast effect and
great orientation contrast effect shown in the two graphs at bottom left suggest that the target’s
salience is mainly affected by the orientation disorder factor.
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tions, the result is an almost saturated weight ω in Eq. 3.20 (see Section 3.3.4.2)
because ω is limited by the maximum different orientations (4 here). This ω is used to
evaluate the orientation disorder within an object’s neighbourhood. Another observed
phenomenon from the graphs in Figure 4.4 is that the main contributor to regularly
reduce the target’s salience is the orientation disorder factor rather than colour effect.
The explanation for this effect is that the distractors always shared the same colour
with the target and the varying position of each pixel within each distractor grouping
in this experiment produced only a tiny effect in the colour contrast between the target
and the distractor, so the overall trend of the target’s salience is hardly affected by the
colour of the surrounding features.
4.1.1.3 Intensity Varying Influence
This experiment will examine behaviour of the model performance with varying inten-
sity. Human attention research suggested that visual search becomes easier “pop out”
when the contrast between the target and its surround increases [106, 148]. For evalu-
ation convenience, a series of black-white displays are designed (Figure 4.5). In these
displays, the target is the circle located at the center with a black background. The
target intensity gradually changes from 255 to 0. Three levels (0%, 10%, and 30%) of
random (0-255) noise are added to each display for three sub-experiments respectively.
Salience of the target is calculated by comparing the target with the background for all
displays. Figure 4.5 shows the experiment results.
The results show that the target salience goes up stably with increasing intensity
contrast between the target and the background under non-noise and noise environ-
ments. When the intensity contrast of the target with its background is reasonable, the
target salience generally declines as noise rises. We also explored similar cases us-
ing other displays with different strength (50%, 75%, and 90%) noise. The results are
overall similar but the intensity range of the target in this case varies with the difference
between the relative size of the target and its background.
4.1.1.4 Oriented Direction Influence
We have known that increasing orientation contrast produces a nonlinearly enhanced
effect on visual salience of pop-out [102]. In Section 3.3.4.2, a sinusoid function was
used to evaluate the effect of different directions of feature orientation on grouping
salience in a given condition to reach this findings. Here we give a very simple ex-
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Figure 4.5: Testing the effect of intensity contrast on visual salience. In the displays the target
is always the circle object at the center. One member of the displays is shown for each sub-
experiment with different strength noise.
periment (Figure 4.6) to test the model’s performance on this effect. All displays used
here are of size 256×256. All items in each display share the same size and colour and
the target is always located at the center of the display. The target changed its original
direction (initially 00) to 22.50, 450, 67.50, and 900 respectively while keeping its size
and colour constant. Because of the symmetry effect of the orientation filter used here,
it is not necessary to test the other three orientations. For the test purpose, we ad-
justed the Gabor filter to be sensitive to 8 orientations. The contributors to the target’s
salience still include colour, orientation, distractors and background. Figure 4.6 shows
the target’s salience increasing stably with increased orientation contrast between the
target and its surroundings. Meanwhile, the salience curve grows up quickly from
zero degree to around 30 degree and climbs more slowly from around 45 degree to the
maximum 90 degree orientation difference between the target and its homogeneous
neighbourhood.
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Figure 4.6: Testing the effect of orientation contrast on visual salience. In the displays the
target is always the red bar at the center.
4.1.1.5 Grouping Influence and Related Hierarchical Selection
Because the presented model uses hierarchical grouping-based saliency mapping and
competition for integrated object and space-based attention, the group advantage for
visual search [30] becomes an inherent property of the model. Here an experimental
example is used to show how the model works for hierarchical selectivity. Figure 4.7
shows a display in which the target is the only vertical red bar and no one of the bars
has exactly the same colour as another bar. Three bars have the same orientation and
others have different orientations. If we do not use any grouping rule, each bar may
form a single grouping by itself. Then we obtain 36 single groupings. If segmenting the
display by shared orientation, the only structured grouping is formed by the 3 vertical
bars, which includes the red target (forms one sub-grouping) and other two vertical
green bars (forms another two-level sub-grouping). In this way, 34 top groupings (38 in
total) can be obtained: a structured three-level grouping (contains 4 sub-groupings) and
33 single groupings formed by other distractors respectively. The resulting saliency
maps and attention sequences for these two segmentations are given in Figure 4.7. The
background, colours, and orientations are considered in the salience computation. The
top-down attentional setting is set to the free state, so this is pure bottom-up attention
competition.
The results show different orders of paying attention to the targets. The three ver-
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Figure 4.7: An example for structured groups and hierarchical selection. In the display the
target is the vertical red bar at the third row and the second column. B1: saliency map (in
shades of grey) in the case of no grouping. B2: partial attention sequence of most salient bars
for B1. C1: saliency map in the case of grouping. C2, C3, C4: saliency maps of the grouped
bars. C5: partial attention sequence of most salient bars for C1. B, C: salience histograms for
B1 and C1 respectively. Note target is attended after 7 shifts in B2 but only 3 shifts in C5.
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tical bars including the target (see Figure 4.7 (C1), (C2), (C3), (C4), and (C5)) has an
advantage by group in attracting attention much more quickly than the non-grouped.
The competition starts among different groupings in the display. The structured group-
ing of 3 vertical bars is the most salient compared to others and obtains attention firstly.
Then the competition occurs within this grouping between the target and another sub-
grouping formed by the two vertical but different colour bars. Attention is directed
to the sub-groupings according to their salience orders when we do not consider top-
down attentional priming. The target is attended after the two-level sub-grouping is
attended. This grouping advantage for attentional competition has been confirmed by
psychophysical research on object-based attention [6, 122].
4.1.2 Performance in Natural Scenes
We showed the examination of the proposed model (HOAM) on visual (covert) at-
tention behaviour by using some artificial images and successfully demonstrated the
results compatible with related findings in psychophysical research of visual attention.
To investigate the model in complex natural scenes, colour outdoor photographs taken
with a digital camera are used here. The implementations for both of “from coarse to
fine” and “from far to near” human attention simulations in these real-world images
are described in detail.
4.1.2.1 Hierarchical Selectivity
As suggested in [122], “there may be a hierarchy of units of attention, ranging from
intra-object surfaces and parts to multi-object surfaces and perceptual groups”. Hierar-
chical selectivity is a novel mechanism designed for shifting attention from a grouping
to another one or from a parent grouping to its sub-groupings as well as implementing
attention focusing from far to near or from coarse to fine. It can work under both mul-
tiple (or variable) resolutions and single resolution environments. Resolutions can be
either scaled by a pyramid decomposition scheme or by a digital camera. Here an out-
door scene is used to demonstrate the behaviour of hierarchical selectivity. In Figure
4.8, the same outdoor scene is photographed from far and near distances respectively
so that two coarse (64×64) and fine (512×512) resolution photographs are obtained.
In the scene, there are two groupings: a simple shack in the hill and a small boat in-
cluding five people and a red box within this boat on a lake. The people, red box, and
the boat itself constitute seven sub-groupings respectively for this structured grouping.
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Figure 4.8: An outdoor scene photographed from far and near distance respectively. The
obtained images shown here are the same scene but different resolutions. The saliency maps
are shown too and the grey scales indicate the different saliency of the groupings.
The 1/ρ parameter for Gaussian weighting (Eq. 3.13) is set to 25% and the Gabor
filter is sensitive to 4 orientations [00,450,900,1350].
The model works with these two images, using the coarse and fine images as differ-
ent resolution levels. For this purpose, only feature (colour, intensity, and orientation)
maps at the lowest level of the pyramids are created for each image. (Multi-level pyra-
mids used to simulate attending a complicated natural photograph from far to near
and coarse to fine are also implemented in this chapter. See the next sections for de-
tails.) Competition for attention starts in the coarse or far image (Figure 4.9). Using
hierarchical selectivity, attention is firstly deployed to the winner (here the shack) and
suppresses other competitors. Then attention shifts to the fine image for further check-
ing this winner if answering “yes” to the “view details” flag. If the answer is “no”, the
model will check if there is(are) any other grouping(s) existing at this image.
When attention is shifting, an “inhibition of return” is set for this attended group-
ing. Because the shack has no sub-groupings, attention switches again to the coarse
image and checks if there exists any next winner. Thus the boat grouping obtains at-
tention. In the same way as attending the shack, answering “yes” to the “view details”
flag attention shifts to its sub-groupings in the fine image. At this moment the com-
petition for attention triggers among the seven sub-groupings. Attention is deployed
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Figure 4.9: The attention movements implemented for the outdoor scene: blue arrows indi-
cate attentional movements between resolutions and red arrows denote attention shifts at fine
resolution.
to these sub-groupings by hierarchical selectivity. The saliency maps computed for
these groupings are shown in Figure 4.8 and the sequence of attention deployments is
shown in Figure 4.9. The attention deployment trajectory shown in Figure 4.9 reveals
reasonable movements for this natural scene.
4.1.2.2 Hierarchical Selectivity From Coarse To Fine
The image presented in Figure 4.10 has 512×512 pixels and contains many structured
objects and groupings. The pyramids in the model used here have three layers, ranging
from resolutions 128×128 to 512×512. The Gabor filter was set to be sensitive to 4
orientations [00,450,900,1350]. The 1/ρ parameter for Gaussian weighting was set to
50%.
The model firstly extracted colours, intensity, and orientations from the photo and
constructed altogether 9 three-layer pyramids: one intensity pyramid (Figure 4.12),
four colour pyramids (Figure 4.13), and four orientation pyramids (Figure 4.14). Eleven
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meaningful groupings of objects were created manually by preprocessing according to
Gestalt grouping rules (see Section 3.3.6). Figure 4.11 shows the identifiers of the dif-
ferent groupings in this image. The numerals pointed to by each white arrow denotes
the identifier of each grouping at multiple resolutions. The groupings which have the
same prefix identifier belong to the same parent grouping. The depth of each grouping
is the index of its array mark. For example, identifier 1-1 indicates that this is the first
sub-grouping of grouping No. 1. Identifier 1-1-2 denotes it is the second sub-grouping
of grouping No. 1-1. Groupings No. 1-1-1 and No. 1-1-2 have the same parent group-
ing No. 1-1. The black circles or ellipses are used to conveniently distinguish different
groupings (object(s) in the circles) and not the grouping boundaries. When viewing
these groupings at different resolutions, some groupings/sub-groupings will disappear
at the lower resolution. The hierarchy of groupings is shown in Figure 4.11 and Figure
4.23 which is discussed later.
The top-down attention setting was always set to the free state in this test. The
decision-points during hierarchical selectivity to drive whether or not viewing the de-
tails within a grouping were always answered “Yes”. Although this may make hier-
archical selection look like an exhaustive exploration, the general performance of the
model can be inspected in detail and completely (see Section 4.4.3 for an alternative
implementation in this view). As we discussed in Section 3.3.5, the control for recog-
nizing which object is significant is very intricate and needs higher visual processing
related to the current visual tasks (also see the following discussion about the small
white stripes in this scene). Future work will refine this complicated control. In the
more normal scenes, top-down priming proposed for the “view details” flag will con-
trol choice to produce more interesting behaviour.
Here, the competition for visual attention was firstly triggered at the coarsest res-
olution, namely the highest layer of the pyramids. During the attentional movements,
shifting into the higher resolution (lower layers of pyramids) or switching to the lower
resolution (higher layers of pyramids) dynamically changed depending on the natural
structure of the current grouping being attended and its surroundings. When a struc-
tured parent grouping is attended at high resolution, some/all of its sub-groupings will
be attended next at this current resolution if these sub-groupings appear at the same
resolution, or at the lower resolution if some/all of its sub-groupings do not appear at
the current resolution. In this procedure, some sub-groupings within a parent group-
ing, such as some small white stripes in the road, may have not much significance and
may not necessarily be attended. This further top-down control for shifting attention
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Figure 4.10: An outdoor photograph.
will need additional theory to incorporate the measure of object similarity, subject’s
experience and the current visual task, etc. and is not implemented here. The results
of the model performing on all resolution levels are shown in Figures 4.15, 4.16, and
4.17.
At each attentional deployment, the results show the entire or unitary salience of the
grouping which is currently being attended. When the related groupings are ready to
compete for visual attention the degrees of their individual salience (in shades of grey)
are presented in comparison with all other competitors. The brighter a grouping is, the
more salient it is. It is worth noting that no mosaic appearance 1 is seen in the results
1In a location-based saliency map if all pixels within a grouping have different saliency values, they
may appear different grey blocks in the map. This is not seen here.
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Figure 4.11: The identifiers of groupings in the given photograph.
Intensity Pyramid
Figure 4.12: The intensity pyramid built from the photograph given in Figure 4.10.
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Red Pyramid Green Pyramid Blue Pyramid Yellow Pyramid
Colour Pyramids
Figure 4.13: The four colour pyramids built from the photograph given in Figure 4.10. (The
graphs are black-white inverted to improve visibility.)
because the model theory is based on object attention in which a grouping competes
for attention using its entire salience integrating the strength of all its components.
Thus, the saliency shown here is the grouping salience rather than that of each pixel
within the grouping. However, the grouping-based computation approach can also be
applied for spatial attention if each pixel is considered as a grouping. Figure 4.18 gives
the saliency maps obtained from the same outdoor scene for individual pixels at the
coarsest resolution (graph C), middle resolution (graph B), and finest resolution (graph
A). The 1/ρ parameter for Gaussian weighting for this experiment is set to 2%.
According to the obtained results, the order of attention shifts is shown in Figure
4.19. It can be seen, the attention movements basically coincide with the salience
difference between the objects in the scene. Some groupings, such as grouping 6,
which consist of several very small sub-groupings, do not exist at the coarser resolu-
tion. They either have no way to take part in the competition, or lose much support
from their smaller members or components or from their surroundings which may be
useful to compete for attention at the finer resolutions. So generally, they lost some
possible advantages when at the finer resolutions.
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0o Orientation Pyramid 45o Orientation Pyramid 90o Orientation Pyramid 135o Orientation Pyramid
Orientation Pyramids
Figure 4.14: The four orientation pyramids built from the photograph given in Figure 4.10.
(Graphs in the second and third rows are black-white inverted to improve visibility.)
4.1.2.3 Hierarchical Selectivity From Far to Near
Three colour images shown in Figure 4.20 are taken using different resolutions from
far to near distance (64×64, 128×128, and 512×512) for the same outdoor scene.
The scene is segmented (by hand) into 6 top groupings (identified by the black colour
numbers: one object grouping 6 and five regions here) and 5 of them are hierarchically
structured except grouping 4. In the coarsest image, only grouping 6 (one boat includ-
ing two people) can be seen. In the finer image, sub-groupings 5-1 and 5-3 within
top grouping 5 appear but they lose details at this resolution. The smallest boat (i.e.
sub-grouping 5-2 of grouping 5) can only be seen at the finest resolution. The saliency
maps of groupings during attention competition are also briefly shown in Figure 4.20
where darker grey shades denote lower salience.
The competition first occurs among the top groupings in the image with the coarsest
resolution. The most salient grouping 6 therefore gains attention. When giving a “yes”
to the top-down attention setting (“view details” flag), attention will shift to the sub-
groupings of 6. Two people and the boat then begin to compete for attention. If a
“no” is given or after grouping 6 is attended, attention will shift to the next winner
grouping 2. If a “yes” is given to the “view details” flag of grouping 2, attention will
first select sub-grouping 2-1 and then shift to sub-grouping 2-2. After attending 2-
2, if continuing to view the remainder of grouping 2, attention will shift to the finer
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Figure 4.15: Salience of the attending grouping and competing groupings, as well as the
sequence of attentional movements. The red, green, and blue arrows denotes that attention is
at or switched to the coarsest resolution, middle resolution, and finest resolution respectively.
The small red panel at the top left corner in each slide shows a zoomed view of the objects. The
red circle/semi-circle indicates the focus of attention. The grouping identifiers are also given in
each panel.
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Figure 4.16: Continued slides of Figure 4.15
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Figure 4.18: Applying the model for space-based attention. Each pixel is an individual group-
ing. Only the raw saliency maps of pixels at three resolutions are shown here in shades of
grey.
resolution to visit 2-3. When grouping 5 is attended, the lake (excluding grouping 6) is
visited first and then attention shifts to the finer resolution scene where boats 5-1 and
5-3 start to compete for attention. In the case of giving a “yes” to the top-down flag
of the winner 5-3, attention will shift to the finest resolution scene to check its details.
Then attention goes back to the previous finer resolution scene and shifts to 5-1. After
that, attention shifts again to the finest resolution scene. Thus the smallest boat 5-2 at
the finest resolution is attended.
Figure 4.20 shows the overall behaviour of the model performed on the scene.
Using this same scene, when stronger and stronger noise was added above σ = 17
for Gaussian noise, the order of the attention movements changed. The above results
clearly show hierarchical attention selectivity and believable performance in a com-
plicated natural scene. In addition, although this model is aimed at computer vision
applications, the results are very similar to what we might expect for human observers.
The attention movements shown in Figure 4.21 reveal the reasonable shifts of visual
attention for this natural scene.
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Figure 4.19: The overall trajectory of attentional movements of the model in multiresolution.
Red arrows show attentional shifts from one grouping to another. Yellow and purple arrows
show attention switches within groupings. The circles denotes the locus of attention.
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Figure 4.20: An outdoor scene taken from different distances. The dotted circles are used
to identify groupings but not their boundaries. The sequence of saliency maps used for each
selection of the next attended grouping is shown at the middle. Attention movements driven by
hierarchical selectivity is shown at the bottom using a tree-like structure.
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Figure 4.21: The attention movements implemented for the outdoor scene: blue and red arrows
indicate attention shifts between and at the same resolutions respectively. Arrows with red solid
circles denote attention is attending the top groupings.
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4.1.3 Improved Behaviour of Hierarchical Selectivity in Natural Scenes
The previous sections showed the model performance in the complex natural scene.
For a complete examination, a positive response was given to each “view details” flag.
However, some small stripes (on the road) may be irrelevant to the current visual task
and are thus unnecessary to attend in turn. Also some tiny unreadable characters are
probably not worth notice by the observer. One possible way to improve the perfor-
mance on these targets is to incorporate a top-down recognition component or learning
process to produce a control function with reasonable salience thresholds according
to different environments and visual tasks. The current model does not yet imple-
ment this complicated top-down control. Instead, an alternative demonstration of the
model’s abilities was proposed by using a simple human-computer interaction to give
a positive or negative response to the “view details” top-down attentional setting (see
Section 3.3.5 for more details).
Figure 4.22 shows a logical diagram of attentional movements working on a hypo-
thetical scene containing three structured groupings. In this diagram, groupings A, B,
and C have a decreasing salience order and the left sub-groupings have greater salience
than their right siblings. That is, the saliences of A-1, A-1-1-1, B-1, and C-1 are greater
than that of A-2, A-1-1-2, B-2, and C-2 respectively. Suppose that attention is currently
deployed at grouping A-1-1-1 and a negative answer is given to the check flag of the
top-down attentional setting “view details”. Then there are multiple (here four) possi-
ble destinations of the next attention movement, shifting to A-1-1-2, A-1-2, A-2, or B
(as shown in the diagram). In our previous strategy, the most salient sibling of A-1-1-1
(i.e. A-1-1-2) would win the next attention if a positive answer is checked from the
“view details” flag of A-1-1. This strategy has advantages of simplicity and following
the closest previous top-down setting to the higher level grouping (the parent A-1-1 of
A-1-1-1). Here we present an improved strategy for such hierarchical attention shifts.
Suppose S(X) represents the salience of any grouping X . Assume A and B are
the most salient of the competitive groupings and S(A) > S(B). Grouping A (or B)
has a multi-level hierarchical structure. Then a tree-like data structure can be used to
illustrate these structured groupings. Let the salience of the sub-groupings that have
the same closest parent be decreasing from the left to the right. Let A-i1-i2- . . .-i j be
the current attended sub-grouping at the level j of A (e.g., A-1-1-1 is a sub-grouping
at level 3 of A but is a sub-grouping at level 1 of A-1-1 in Figure 4.22). When i = 0 or
j = 0, A-i1-i2-. . .-i j = A. Thus the first level sub-groupings of A are . . ., A-i1, A-(i1 +1),
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Figure 4.22: Diagram of attentional movements in hierarchical selectivity operating on multi-
level structured groupings. Red arrows: attentional movements. Blue arrows: feed-back checker
of “view details” flag. Green arrows: possible winners competing for the next attention.
. . ., the first level sub-groupings of A-i1 are . . ., A-i1 − i2, A-i1-(i2 +1), . . ., and the rest
is deduced by this analogy. Clearly, all sub-groupings left of A-i1-i2-. . .-i j have already
been attended or ignored. A-i1-i2-. . .-(i j + 1) is the most salient unattended sibling of
the current attended grouping and A-i1-i2-. . .-(i j−1 +1) is the most salient unattended
sibling of its parent. When attending A-i1-i2-. . .-i j, if a negative answer is given to the
“view details” flag of top-down attentional setting or this sub-grouping has no child,
the next potential winner to gain attention is produced by the following rules:
1. if A-i1-i2-. . .-(i j +1) = A then attention shifts to grouping B;
2. otherwise attention shifts to the sub-grouping X with salience:
S(X) = MAX{S(A-(i1 +1)),S(A-i1-(i2 +1)), . . . ,S(A-i1-i2-. . .-(i j−1 +1)),
S(A-i1-i2-. . .-(i j +1))}
This improved hierarchical selectivity was applied to the natural scene shown in
Figure 4.10. Here the entire scene is re-segmented into seven top groupings, as shown
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Figure 4.23: A: The groupings segmented from the natural scene; B: overall attentional movements
produced by the improved strategy for hierarchical selectivity. Arrows with a hollow circle indicate that
attention goes to a top grouping. Air arrows indicate that attention shifts to the sub-groupings. The dotted
ellipses are not the sub-grouping boundaries and only used to conveniently show attention movements.
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Figure 4.24: The improved performance of attentional hierarchical selectivity on the scene
shown in Graph A of Figure 4.23.
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in Figure 4.23 (Graph A) by different colour lines. The identifiers of different group-
ings and their sub-groupings are also given in Graph A. Certain sub-groupings that are
segmented within each top grouping are identified and the remainder (such as green
grass in grouping 7 or trees in grouping 3) are denoted “others” in Figure 4.24. The
“view details” flags of the parent groupings of the small white stripes in the road,
trees in the lawns, and some tiny words (and symbols) below the “30” speed limit sign
were answered “0” (positive) for the first attending (the first stripe, word or symbol)
and “1” (negative) thereafter. Thus most sub-sub-groupings such as those within sub-
groupings 6-1, 6-2, and 6-3 of top grouping 6 are also abbreviated as “others” in Graph
A, except several first attended sub-sub-groupings (for example, grouping 6-1-1). The
1/ρ parameter of Gaussian weighted distance is set to 25% for the global competition
between the seven regions and 4% for the local competition within these regions.
Through the improved hierarchical selectivity, more natural attentional movements
are clearly seen (Graph B in Figure 4.23). Note here attention is assumed to shift to
the center of mass of the attended grouping). The complete hierarchical selectivity
procedure for this scene is also shown by using tree-like structure (Figure 4.24) in
which the representations have the same meanings as those in Figure 4.22.
4.2 Summary
The mechanisms of object-based and space-based visual attention have been widely
investigated in psychophysics and neuroscience research, however, modelling visual
attention in computer vision is a quickly growing field, especially for building com-
putable models of covert attention. Until now, to our knowledge, although some com-
putable models for space-based (covert) attention such as Milanese’s and Koch and
Itti’s saliency-based attention models [95, 75, 64] have been successfully built, no
computational model for object-based attention has been developed. However, it is
worth noting that our work is essentially distinct from the above space-based attention
models although saliency map derived from the early work [137, 75] and similar low-
level feature extraction are broadly used in many space-based attention models and our
work.
Firstly, the saliency map in their work is built upon a location based approach.
The saliency map in Milanese’ work is actually location-based too and has no differ-
ence from Koch and Itti’s. In contrast, in our work the saliency mapping is hierarchi-
cal grouping based (or proto-object based) and results from the competition between
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groupings and their “from local to global” surround rather than locations (or points)
and their local surround. Locations are special and primary in the previous space-based
attention models but not in our work as already discussed in Sections 4.3.4 and 4.3.6.
Secondly, none of the previous research explores a hierarchy of grouping saliency map-
pings to achieve grouping-based “from coarse to fine” hierarchical selectivity. Thirdly,
the most important innovation in our work is that grouping-based competition for vi-
sual attention is introduced as a new mechanism so that object-based and space-based
attention can be naturally integrated in the same visual selection system. Lastly, thanks
to the grouping-based approach, the presented work can naturally make use of and ben-
efit from the effects of various good image (either manual, semi-manual or automatical)
segmentation approaches that can not be exploited by the previous attention models.
As has been shown, segmentation (also perceptual grouping) is closely linked to visual
attention and both affect and benefit from each other [27]. But with those previous
attention models (e.g., Itti’s and Milanese’s models), the segmentation benefit is hard
to gain.
This thesis has presented a hierarchical object-based attention model (HOAM) for
computer vision. It suggests that object-based and space-based attention can be in-
tegrated by using grouping-based competition to deal with dynamic visual selection
tasks. By using the integrated competition of proto-objects based on groupings, the
selectivity of attention by objects, locations and features can cooperatively work to-
gether. In this chapter, the behaviour of the model has been demonstrated on a number
of synthetic and real-world natural scenes. The experimental results showed that the
model performance concurs with the main findings in the psychophysical literature on
object-based or space-based visual attention. Also, the model shows a good perfor-
mance of selectivity by objects, by features, by spatial regions, and by their groupings
on complex natural scenes. Such successful performances depend on three factors:
• grouping-based competition and saliency evaluation
• integrated competition between groupings
• hierarchical selectivity
With the grouping-based saliency mechanism, the pop-out of objects and their
groupings can be evaluated in a uniform computational framework. By using hierar-
chical selectivity to drive attentional movements, the multiple selectivities of objects,
features, regions, and their groupings in multiscale resolutions can be performed in
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an integrated selection architecture. To our knowledge, the model proposed in Chap-
ter 3 is the first implemented model of object-based visual attention and of integrated
object-based visual attention with space-based visual attention in computer vision.
However, there are still several limitations to the current model besides the above
strengths. One limitation is that we have not yet built a satisfactory method to deal
with the automatic grouping processing. This is a great challenge not only for visual
attention but also for computer vision. Another limitation is that we did not present
here a complete theory of goal-driven effects on visual attention, which is necessary
for understanding visual attention. Lastly, if we use a resolution-varying or retina-like
operator at each attention movement, the model will simulate the attention behaviour
of human eyes better, because human eyes have decreasing resolution from the fovea
to the periphery of the retina. The investigation on the first two points will be done in
the future. The work on the last issue will be presented in the following chapters.
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Chapter 5
State of the Art of Eye Movements
5.1 Introduction
Complex visual scenes contain a staggering amount of information, more than we can
be aware of at one time. If detailed information is needed from many different areas of
the visual environment, it can only be obtained by repeatedly moving the eyes so that
the relevant objects fall sequentially on the fovea (the highest resolution). Thus, we
have to sample visual information by eye movements over time in a series of percep-
tual actions. Even though a large amount of visual processing occurs in parallel over
the expanse of the retinal images, normal visual perception of almost any object or
scene is a temporally extended event, as our gaze shifts repeatedly from one object or
feature to another. Because those eye movements and fixations take time and result in
significantly different retinal images, the visual system must deal with the integration
of these even partially overlapping images in spatio-temporal cortex to construct a uni-
fied, coherent representation. Eye movements are intimately related to visual (covert)
attention. The major functions of eye movements are fixation (to position target ob-
jects of interest on the fovea where visual acuity is the highest) and tracking (to keep
objects fixed on the fovea during the movements of objects or the observer). Here, the
types of eye movements we consider are those which put or keep the targets on the
fovea when the head is still.
This chapter reviews the research from psychophysics and machine vision for eye
movements, especially on saccadic eye movements. The remainder of this chapter is
organized as follows. The next section reviews recent psychophysical research on eye
movements for saccade, smooth pursuit, and vergence. This section also discusses the
relationship between eye movements and visual (covert) attention. Section 5.3 presents
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a number of previous machine vision models of saccadic eye movements. Section
5.4 analyzes the most popular technical approaches for simulating human-like foveal
sensing. In addition, the log-polar retina-like sensor employed by HOAF is introduced
in more detail. Finally, Section 5.5 summarises some serious principles for modeling
human-like saccadic behaviour in machine vision system.
5.2 Eye Movements and Visual Attention
5.2.1 Saccadic Eye Movements
Saccades are rapid, ballistic changes in eye position which take only about 150-200ms
to plan and execute. Once a saccade has begun, its trajectory can not be altered. Be-
tween saccades, the eyes fixate on the object of interest for a variable length of time
so that the visual system can process the optical information available in that location.
Most of visual perception occurs during such sequences of fixation actions [12, 83].
Yarbus [152] pointed out that the location and sequence of saccades is not random.
Both the physiological and neuropsychological results indicate that the parietal cortex
uses information about motor commands to transform visual input from retinal coordi-
nates into an eye-centered representation suitable for the guidance of eye movements
[18]. The fact that people do not perceive a moment of blurred vision while the eyes
are actually moving (i.e., visual blurring is not perceived during saccades) raises a
question – how does the visual system achieve this? The saccadic suppression theory
suggested that due to the existence of visual masking, motion during saccades is not
perceived because the sharp, clear images from fixation immediately before and after
the saccade dominate the blurred images arising during the saccade itself [93] (also see
[105, p. 524]). However, there is a lack of evidence from physiology to prove this the-
ory. According to [18], the direct sensory-to-motor coordinate transformation may be
an interpretation. The brain must construct a representation to compensate for changes
in eye position, and this representation is used to update the remapping of memory
trace and spatial attention. The areas of the LIP (Lateral intraparietal area) and the
frontal eye fields between which there are strong connections, must work together to
construct an eye-centered representation of oculomotor space.
What guides the eye from one fixation to the next, and what determines where and
when the eye actually begins to move to the new destination? These turn on the link
between saccadic eye movements and visual attention.
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5.2.2 Saccadic Eye Movements and Attention
Along with the earlier research on the role of attention in saccades [78, 117, 58], a
growing body of studies in modern psychophysics has supported the view that the re-
lationship between (overt) eye movements and visual (covert) attention is a kind of
partial interdependence, that is, attention can move freely and is independent of eyes,
whereas eye movements require visual attention to precede them to their goal. Corre-
spondingly, the target location and the timing of saccadic eye movements are affected
by attention [78, 60, 94]. More recent research on the coupling of attention and sac-
cades has shown that the same spatial attentional mechanism is important for both
perception and the programming/execution of saccades. Saccade programming may
be directly activated by exogenous cuing, and can also be activated by endogenous
processes [60]. Further research indicates that the execution of saccadic eye move-
ments requires focal rather than distributed attention, and this focal attention is guided
by a short term memory system which facilitates the rapid refixation of gaze to recently
foveated targets [94].
As discussed at the beginning of this chapter and reviewed in chapter 2, human
vision usually and mainly uses two kinds of visual mechanisms to deal with complex
visual selection tasks in normal visual scenes. In the visual field surrounding the fovea
(including the fovea itself), human vision makes use of visual attention – the primary
selection mechanism – to scrutinize interesting objects relevant to behaviour without
eye movements. When requiring to explore the extended visual environments or po-
tentially interesting objects located at the periphery of the view field, human vision
have to employ saccadic eye movements over time to shift the fovea onto these objects
for further analysis by attention. This is why a saccade is triggered. With its support-
ing, visual attention can flexibly accomplish complex selection in a large-scale space.
However, this kind of overt shift requires the guidance of attention.
5.2.3 Smooth Pursuit Movements
Pursuit eye movements serve to track a moving object to maintain it stably in the fovea.
It is an important function for perceiving the dynamic world. The differences between
this mechanism and saccades are [105, p. 524]:
• Smoothness: pursuit movements are usually continuous and smooth unlike jerky
or abrupt saccades, although to a certain extent, they can be jerky for tracking a
non-smoothly moving object;
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• Feedback: pursuit movements need sustained information feedback from the
pursued object for modulation in time;
• Speed: the maximum speed of pursuit movements is about 100 degrees per sec-
ond, slower than saccades. Successful pursuit (i.e., a smooth and exact pursuit)
depends on the ability of the visual system itself, as well as the speed and trajec-
tory of the tracked object. Importantly, some studies point out that practice can
improve dynamic visual acuity for better pursuit [90].
5.2.4 Pursuit Eye Movements and Attention
Some researchers have explored whether pursuit eye movement requires visual atten-
tion for deciding which object is chosen for pursuit [43, 74, 76, 77]. Their research
results have shown that the oculomotor subsystem of smooth pursuit indeed receives
an input from the voluntary attention system and there exists a single attentional mech-
anism shared by perception and pursuit eye movements.
5.2.5 Vergence Movements
Vergence movements serve to fixate an object moving in depth and results in a per-
ception of depth by locating the object on the center of the fovea through two eye
rotations. Near objects produce strong convergence and far objects cause little or no
convergence. Vergence movements are slow, rarely exceeding 10 degrees per second
[105, p. 525]. They differ from pursuit mainly in that vergence movements are discon-
jugate (eyes rotate in different directions at the same time) rather than conjugate (both
eyes rotate in the same direction at the same rate) like binocular pursuit movements.
If an object motion has both depth and direction, then these two eye movements work
together for tracking it accurately.
5.2.6 Vergence Movements and Attention
Like saccadic and pursuit eye movements, vergence movements appear to be under
control of voluntary covert attention for target selection, especially displaying attention
into different locations in stereospace [59, 40].
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5.2.7 Conclusions of the Relationship Between Eye Movements
and Attention
In summary, it is important to make a distinction between visual selection accom-
plished by visual attention and eye movements though eye movements and shifts of
attention usually seem to be closely tied [106, p. 80-88]. Visual attention can work
independently of eye movements. Moreover, (covert) attention plays a critical role in
guiding programming and executing accurate movements including saccades, smooth
pursuit and vergence movements which are preceded by shifts of attention. With the
help of eye movements, attention can select interesting objects in a complex visual
environment more flexibly and efficiently. The relationship of eye movements and
selective attention is mandatory regardless of whether eye movements are triggered
exogenously or endogenously (i.e. by visual stimuli or by internal factors) [60]. Vi-
sual (covert) attention moves more quickly than overt eye movements so as to check
a potential fixation point for next eye movement. Kowler et al. [78] found that the
amount of attention required for production of an accurate saccade is rather modest
but drawing too much attention away impairs saccadic latency, accuracy or both. Inter-
estingly, McPeek et al. [94] furthermore found that the priming of “pop-out” (such as
repeated target color) shortens saccadic latency and improves accuracy. Attention may
be thought as the primary mechanism of visual selection with eye movements playing
an important but supporting role [105, p. 570].
5.3 Conventional Machine Vision Models of Saccadic
Eye Movements
There have been many saccadic models developed for machine or active vision, but
the majority of them focused on modelling the pure saccadic eye movements and com-
pletely ignored visual attention or took them as the same mechanism. The reason
behind this may be related to the visual environments, since active vision systems may
be designed for specialized visual tasks rather than for biological plausibility. Also, in
some visual environments, active vision can possibly employ other selection mecha-
nisms to solve special problems without visual attention, but with extra costs [3].
In the work of Sela and Levine [125], a log-polar representation is used to sample
the peripheral images and the interest points are defined as the points of intersection
of lines of symmetry between edges in the gray-level images. The authors claimed
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their system possesses a near real-time performance. The model proposed by Rybak et
al. [120] contains a low-level subsystem to perform fovea-like sampling and primary
feature (edges) detection, and a high-level subsystem of “what” (sensory memory)
and “where” (motor) structures. The novelty of this model is to achieve invariant
representation and recognition by attaching the feature-based reference frame to the
basic edges extracted from the retinal images at the fixation point. These are the typical
saccading models that modelled overt saccadic eye movements regardless of visual
attention. Many other similar models can be found in the literature [11, 19, 145, 135,
129]. Although some of them were claimed to implement attention mechanisms, it is
not true because attention is not equal to overt orienting by eye movements. Attention
is independent of eye movements and can freely select objects while the fovea does
not move. Visual selection is actually accomplished by attention and eye movements
do not constitute selection. It is important to distinguish between eye movements and
shifts of attention for visual selection [106, p. 38, p. 53].
Some research integrates the mechanisms of visual attention and saccadic eye
movements together. In a model combining saccade and pursuit eye movements [92],
dynamic temporal information and attentive cues are considered. Depth and motion
cues are used for masking pursued objects and attention can then be directed to a new
moving object thereafter required by a saccade process.
Horiuchi, Koch and their colleagues [61] have built a visual tracking system based
on analog VLSI circuits, which also involves a saliency map, a winner-take-all (WTA)
mechanism similar to their previous work [75], and a hierarchical circuit structure.
In the system, temporal and spatial derivatives are used to generate the saliency map
which provides the input to the WTA and direction of motion. The circuit at the se-
lected location signals the position for the saccadic system to foveate the target, and
the motor information for the smooth pursuit system to match the speed of the target.
Recently, a system of data- and model-driven gaze control, which includes salience-
based bottom-up and knowledge-based top-down interaction with behaviour compo-
nent was proposed by Becker et al. in [3]. The low-level processes are implemented
on a neural basis and the symbolic processing is employed for the higher stages. In
their model, the gaze shift is decided by the behaviour controller and a saccade is
always directed toward the location of an activity cluster stored in the object file.
However, the above models did not distinguish attentional selection and overt sac-
cadic eye movements. It is unclear in these models how (covert) attention acts as the
primary mechanism to carry out visual selection nor how covert selection and overt
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saccading shifts work cooperatively at different levels to perform complex visual se-
lection in a large-scale spatial visual environment. Furthermore, these models only
involved space-based attention mechanisms and did not take object-based attention
into account at all. Thus they may not provide effective visual selection under general
natural scenes in which object-based visual selection is inevitably required [122, 133].
5.4 Space Variant Sensing
5.4.1 Introduction
Human vision makes frequent use of discrete saccadic fixations to explore the visual
world and to help visual attention quickly gather interesting information critical to cur-
rent behaviour. Human eyes use smart foveated imaging to nonuniformly sample the
visual world and to intelligently control available multiresolution information across
the retina of the eye. Space variant sensing or foveated imaging exploits the capability
of the human retina where the fovea with finer spatial resolution is used to observe in-
teresting objects in more detail and the periphery with increasingly coarser resolution
is used to rapidly detect potentially interesting objects in the field of view. This is the
clear advantage of employing space variant sensors in machine vision systems.
The retina-cortical mapping in the human visual system can be simulated through
a log-polar mapping. Spatial variant sensors implemented in log-polar space pro-
vide some important properties such as scale and rotation invariance, wide angle and
high resolution viewing without mechanical zooming, and biological plausibility [146,
123]. Log-polar mapping has been widely used for foveation, feature detection, and
tracking applications [86, 69]. In the work [25], the optical flow estimation problem is
solved by space variant image sampling based on log-polar mapping for achieving high
data compression and real-time processing. In the recent work [129], log-polar map-
ping with receptive fields represented by a vector of modified Gabor filters is used for
facial landmark localization and person authentication through saccadic movements.
In order to produce a more general formulation of log-polar mapping, the complex-
log transformation has been developed [118, 45]. More discussion on space variant
sensing can be found in [121].
In our lab, Gomes and Fisher [47, 48] developed a log-polar retina-like sensor
which is introduced in more detail as below. This sensor is adopted as the retina-
like sensor to sample input scenes in the OADS model which is presented in the next
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Figure 5.1: Structure of the retinal mask used in the retina-like sensor (reprinted with
the author’s permission [48]).
chapter for attention-driven saccadic eye movements. More discussion on this sensor
can be found in [48].
5.4.2 A Log-Polar Retina-Like Sensor
In the log-polar mapping proposed by Gomes and Fisher, the raw visual input is sam-
pled by means of a retinotopic mask (Figure 5.1) with overlapping circular and nor-
malised Gaussian function receptive fields. The distance from the centre of a receptive
field to the centre of the mask is an exponential function of the radius. In the mask,
a given receptive field is addressed by two indices: (1) the distance logarithm of the
rings to the retina centre and (2) the sector number. The fovea consists of a high density
hexagonal receptive field grid. Each retinal layer (or ring) outside the fovea is shifted
by half of the angle defining a sector of receptive fields to simulate a hexagonal grid.
The radius of the nth outer retinal layer is given by:
R(n) = βnR(0) (5.1)
where R(0) is the radius of the first layer exterior to the fovea and β defines the geomet-
rical progression of distances of receptive field layers from the retinal centre (β ≈ 1.1).
In this way, the radius r(n) of a particular receptive field in layer n is r(n) = βnr(0).
The fovea in the work of Gomes and Fisher was defined as having 11 layers (or
rings) of receptive fields with half-pixel radii. Outside the fovea, 37 more layers of
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Figure 5.2: An example of deriving a log-polar retinal representation from an input
Cartesian image: Top left: original input image; Top right: log-polar image, magnified 4
times; Bottom left: reconstructed retinal image from the log-polar one using receptive
fields averaged at intersecting pixels. More details of how to derive a log-polar image
from an input Cartesian image and how to reconstruct a foveated (Cartesian) image
from the log-polar (retinal) image are given in Section 6.2.
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receptive fields are arranged. Each receptive field is approximately overlapped by
60.4% of the diameter. These parameters yield the mask coverage of 256 pixels in
diameter. The output O of a receptive field is calculated by:
O = log(E)+ ∑
x2+y2≤r2
log(L(x,y))F(x,y) (5.2)
where F(x,y) is a normalised Gaussian function of the receptive field and applied to
points (x,y) in the circular domain of radius r. E is the irradiance falling on an object,
and L is the local surface reflectance. They have the following relationship with the
intensity I(x,y):
I(x,y) = E(x,y)L(x,y) (5.3)
The log(E) term gives the receptive field an approximation to the weighted loga-
rithm of the reflectance due to E which is nearly constant over local image regions.
When combined with a feature extraction process based on the convolution of a zero-
sum mask, this log-polar sensor can help achieve some level of illumination indepen-
dent feature extraction. Figure 5.2 illustrates an example produced by this sensor.
5.5 Summary
Visual attention and eye movements constitute the complete visual selection process.
Based on the review in this chapter, important principles can be drawn for modelling
attention and eye movements in the same machine vision system:
1. Attention is essential for eye movements:
This is the most important rule to model a biologically plausible as well as effec-
tive system of eye movements. By following this rule, our approach can solve
the problems: What controls the gaze shifts and where is the gaze going to next?
2. Attention and eye movements are two distinct visual mechanisms which work at
different visual selection levels:
This is the way the human eye works but has been rarely investigated in conven-
tional machine vision systems.
3. Attention and eye movements work by cooperation and interaction in a dynamic
space-time context:
Human vision system freely uses (covert) attention to select interesting objects
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and employs gaze fixations to survey/keep potential attending objects for com-
plex large-scale visual selection tasks. With nonuniform resolution retina sens-
ing and saccadic eye movements, most locations in the visual field of view may
be sampled by multiple overlapping spatial resolutions. The salience of an ob-
ject will accordingly vary spatially across multiple saccades over time. This
causes the competition between objects for attention varying in space-time. De-
pending on current visual behaviour and the competitive dynamics of attention,
interesting objects may be reattended more than once. Thus, how to deal with
dynamically varying saliency mapping and how to implement the competition
for visual selection in a spatio-temporal context must be concerned.
Inspired by the recent findings of psychophysical research on visual attention and sac-
cade, a model for Object-based Attention-Driven Saccadic eye movements (OADS)
is proposed in the next chapter, which is the extended version of our previous work
(presented in Chapters 3 and 4) within the integrated object-based attention selection







This chapter is concerned with modelling human-like saccadic eye movements for the
Hierarchical Object-based Attention Framework (HOAF). A machine vision model of
Object-based Attention-Driven Saccadic eye movements (OADS) is proposed that im-
plements a general and effective saccading system, especially for the application in
real-world natural scenes. Traditional machine vision saccading models either com-
pletely neglect the role of visual attention in guiding overt orienting based eye move-
ments, or treat both mechanisms as the same one. Even though some of those models
involved visual attention, they were based only on space-based attention. In contrast,
the proposed saccading model OADS differs per se from those models in terms of its
construction theory, architecture, and processing mechanisms, listed as follows:
• Object-based competition for attention-guided saccadic eye movements:
OADS is built upon our previous work for Hierarchical Object-based Attention
Model (HOAM) and together with it to form the whole object-based selection
framework HOAF. It shares the grouping saliency mapping and grouping-based
competition for object-based attention with our object-based attention model
HOAM. This suggests that the competition for visual attention dominates the
competition for an overt saccade. Therefore, the fixations of saccades are guided
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by attention. Furthermore, because the competition is object-based, a saccade
has little chance to fixate on a nonsense or empty destination.
• Two-level selection system composed of visual attention and overt orienting sac-
cadic eye movements:
Similar to the human visual selection system, visual attention in our work acts as
the primary selection mechanism to launch covert shifts and overt foveal move-
ments.
• Covert and overt selection with a time-varying saliency mapping:
Through temporary inhibition of return, saliency mapping in the field of view
varies with covert and overt orienting movements in space-time. Thus parts of
the field of view may be reattended/refixated over time.
The above properties endow the proposed saccading model OADS with the biological-
plausibility and human-like visual selection behaviour. The work presented here inves-
tigates how object-based attention selection can work together with saccadic eye move-
ments to assist visual attention to achieve more flexible visual selection in a large-scale
visual space, and how the two different kinds of shifts of visual attentional selection
and saccadic fixation interact and cooperate with each other. Like many other atten-
tion and saccading models (e.g., [65, 120, 125]) inspired by space-based attention, the
proposed model’s theory and performance is also examined in a simulated saccading
way, and in static visual scenes by employing a low-level processing of several primary
features. However, the current work can in theory be easily incorporated within motor-
driven camera systems by integrating obtained multiple saccadic saliency maps (e.g.,
into a mosaic-like map) but for the application of dynamic scene analysis or smooth
pursuit visual tasks it would require motion information.
The remaining of this chapter is organized as follows. The next section accounts for
an overview of the saccading model OADS. Section 6.3 introduces the attentional win-
dow. Two novel mechanisms of temporary Inhibition Of Return (tIOR) and Attention-
Driven Orienting (ADO) proposed for the model are presented in Section 6.4 and 6.5
respectively. Section 6.6 demonstrates the OADS performance on real-world natural
scenes and compares OADS with other work. Finally, Section 6.7 summarises the
work presented in this chapter and gives some useful suggestions.
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6.2 Overview of OADS
As illustrated in Figure 3.3, OADS mainly consists of four modules working upon
HOAM within HOAF: retina-like imaging sensor, attentional window, temporary inhi-
bition of return (short-term memory) and attention-driven directing mechanisms. The
space variant imaging uses the log-polar sensor which has already been introduced in
Section 5.4.2. This sensor simulates human retinal imaging and has properties: uni-
form fovea and log-polar periphery, overlapping and Gaussian weighting over recep-
tive fields and hexagonal neighbourhoods. OADS is designed to work as below (see
Figure 6.2 for a pictorial illustration):
1. A given scene is first sampled by a random fixation of the log-polar retina-like
sensor to create a foveated image;
2. Through the processes from primary feature extraction to grouping saliency
mapping on this foveated image, a winner is then generated through the com-
petition pool of attention;
3. A saccade is triggered. The sensor fixates on the winner (its most salient position
or centre of mass) guided by the ADO mechanism;
4. A new foveated image is created. A new spatio-temporal saliency mapping is
build by integrating all previous saliency mappings over time;
5. Based on the new saliency mapping, visual attention covertly selects interesting
objects within an attention window surrounding the fixation point without foveal
movement. This kind of covert attentional movements are guided by tIOR until
a top level grouping outside the attention window wins the competition by its
salience being greater than the total salience of the unattended groupings inside
the window;
6. Repeat steps 3-5, a series of foveated images is created by overt gaze shifts. In-
teresting objects in the whole scene are then effectively selected for processing.
During this procedure, some objects may be reattended more than once due to
tIOR which yields time-varying saliency mapping for the scene.
7. The scanpath of visual selection is therefore formed by both covert attentional
shifts and overt saccadic eye movements.
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The processes of low-level feature extraction, grouping saliency computation and com-
petition pool of attention have been implemented in Chapter 3 and 4. The attentional
window, tIOR and ADO modules in OADS will be described in the following specific
sections. Some important processes involved in the above procedure are discussed in
more detail as follows:
Foveated Image
OADS extracts features and further obtains feature maps from the foveated images
rather than directly from an original input scene. With the gaze shifts in an input
scene, a series of foveated images are produced from the retina-like sensor. This pro-
cedure involves a pair of processes: the mapping from the Cartesian input to retinal
(log-polar) images and the following mapping from the obtained retinal images to the
reconstructed Cartesian (foveated) images [134].
Let n and s be a pair of indices for the ring and sector in the sensor, V (n,s) be a
receptive field, the entire field of view can be converted to a log-polar image by just
varying the indices n and s within the appropriate ranges:
V (n,s) = O(Q(n,s),r(n)) 0 ≤ n < N, 0 ≤ s < F(n) (6.1)
where function O is the receptive field function (as defined in Eq. 5.2), Q(n,s) is the
receptive field centre in Cartesian coordinates, r(n) is the radius of any receptive field
in ring n, N is the total number rings in the retina, and F(n) is the number of receptive
fields in ring n. Given that R(n) = distance(Q(n,s), (x̄, ȳ)) is the radius of a given ring
n of receptive fields ((x̄, ȳ) is the centre of the retinal mask), the following constraints
must be satisfied in order to make Eq. 6.1 be a log-polar transform in n, s:
R(n) = β×R(n−1) = βn ×R(0)
r(n) = β× r(n−1) = βn × r(0) (6.2)
where β > 1 is a constant, R(0) is the radius of the first layer exterior to the fovea and
r(0) is the radius of receptive fields within that layer.
Because in Eq. 6.1 many input Cartesian intensities under a receptive field are
mapped into a single value, this function is not mathematically invertible. But an
inverse transform to reconstruct a foveated image in the Cartesian space is more con-
venient and suitable for an attention mechanism. Thus, by replicating each retinal pixel
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all over its reconstructed receptive field area, we have the following transform:
W (x,y) = V (n,s) (6.3)
where: 0 ≤ n < N, 0 ≤ s < F(n) and (x−Qx(n,s))2 + (y−Qy(n,s))2 ≤ r(n)2.
W (x,y) is the reconstructed foveated (Cartesian) image. One problem of this approach
is that a pixel in the Cartesian space could be assigned a value more than once because
of the receptive field overlapping. A straightforward solution to this problem was to
simply average any overlapping pixels in the Cartesian domain.
The parameters of the sensor used in the experiments of this chapter are: 34/66
layers of receptive fields within the fovea, 66 more layers outside the fovea which
should be enough to cover the entire Cartesian input image, and a radius of 0.05/0.01
of a pixel for each receptive field within the fovea. A receptive field overlapping of
approximately 60.4% of the diameter is defined. We defined the number of layers
outside the fovea in such a way that the retinal mask would cover all the rectangular
Cartesian image areas and produce not much blurred image periphery so that it is not
necessary to introduce a huge bank of different size or size adaptively varying with
resolution Gabor filters for orientation detection. The size of the receptive field in the
fovea is chosen to be small so that it would be possible to discard the non-log-polar
part of the representation.
Figure 6.1 exemplifies the processes described above. For a better illustration, the
parameters used to draw this example were different from those used in the experi-
ments in which the foveated images produced are not as blurry in the periphery so that
we can directly use the bank of previous steerable filters in our previous work rather
than specially designing new complicated orientation filters for log-polar images. The
additional reasons to use space-variant sensor and extract features from the Cartesian
reconstructed images (rather than directly from log-polar images) are stated as follows.
First of all, using a space variant sensor in this work instead of computing a pyramid
of steerable filters (as used in our previous work) at the same fixation point is to take
advantage of the fact that the coupling of the attention mechanism with a space variant
sensor allows the examination of a hierarchical grouping at different spatial scales
without the need of computing all scales at a given foveation because the remaining
scales for a grouping will naturally come from the following attention shifts. In the
subsequent primary feature extraction, we used the space-variant images derived from
a log-polar transform (as described above) together with the bottom level of steerable
filters applied to the reconstructed Cartesian images as an alternative (but equivalent)
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Figure 6.1: An example of how to create a foveated image by the retina-like sensor from
an input Cartesian image. Top left: input Cartesian image; Top right: derived log-polar
image, magnified for the illustration; Bottom right: diagram that shows the foveation
centre (shown by a cross), the retinal mask area (within the large circle) and the clipping
rectangle (shown by the dashed white rectangle) that was used to extract the foveated
(Cartesian) image (shown in the bottom left) from the usually circular reconstruction,
minified for the illustration; Bottom left: reconstructed foveated image in the Cartesian
space from the log-polar image (reprinted with the authors’ permission [134]).
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approach to the space-variant feature extraction. This approach reduces the complexity
of the implementation and is faster than the primal-sketch feature extraction for the
direct implementation in the log-polar images by Gomes and Fisher [47].
Finally, directly using log-polar images for space-variant feature extraction has
some well-known advantages but it also has limitations (e.g., it is necessary to revise
or design new image processing operators and it complicates object-based perceptual
grouping because the size and shape of image features change radically as the fixation
point is moved) [7]. Some possible approaches to overcome the limitations caused by
log-polar transforms are to make use of the Mellin-Fourier transform [7], connectivity
graph [7], learning-based neural networks [47] and the inverse mapped log-polar im-
age with pyramid algorithms [7] as adopted in this work. One may worry that if the
periphery of the reconstructed foveated image is too blurred, it could possibly cause
small size Gabor filters difficult to respond properly, so the current saccading model
may have limitations. We accept that more general and better primary feature detectors
may give better performance in more general applications and will examine this point
in the future. But the visual attention process does not care about what is the right
or exact value of a grouping’s salience. Rather, it mainly considers the relative order
of the groupings’ saliences. More importantly, the purpose of making use of either a
pyramid of steerable filters to construct a pyramidal saliency mapping in our previous
work or a space-variant sensor in the current work is to take advantage of hierarchical
selectivity of visual attention. This focuses visual resources on the selected objects for
more detailed examination and recruits rare resources to quickly and roughly process
objects in the periphery by filtering out or eliminating their details, so as to avoid fine
processing of the whole visual field. The fine or exact analysis for the peripheral ob-
jects is naturally obtained by means of attention shifts. Finally, even if the orientation
filters do not work perfectly, this does not much affect the proposed model performance
because orientation is only one of the features used for saliency computation and the
peripheral objects will all be equally affected so that their relative order in the saliency
mapping is not much affected.
The strength of the proposed model results from its grouping-based approach and
hierarchical coarse to fine attention selectivity rather than relying on how good the
low-level feature extraction is.
Primary Feature Extraction and Feature Maps
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Based on an obtained foveated image with a saccadic eye movement (i.e., a shift of
the above sensor), OADS uses the same processes as the attention model HOAM’s to
extract colour, intensity and orientation features and then to build three kinds of (single-
layer) feature maps based on the lowest levels (i.e., the highest resolution scales) of
the corresponding colour, intensity and orientation pyramids (calculations are given in
Section 3.3.3). These feature maps are used to create a single grouping-based saliency
mapping for each foveated image. The reason to calculate saliency at only one pyra-
mid level is that OADS adopts space variant sensor to sample an input scene and an
obtained foveated image itself contains multiple resolutions which are suitable for the
attention mechanism to implement object-based selection from coarse to fine scales.
This is different from our previous implementation in the object-based attention model
HOAM that employs all pyramid levels and builds a saliency map at each level to
achieve visual selection from coarse to fine resolution without using a space variant
sensor.
Each foveated image correspondingly produces a single saliency mapping. How-
ever, because of the sensor shifts over time, a specific location in the scene will be
observed at different resolutions. This means that the saliency of that location may
vary in different saliency mappings created from multiple saccadic eye movements and
therefore is required to be integrated across multiple resolutions over time. Also, due
to the temporal inhibition of return used in attentional selection, the attended groupings
have varying saliency over time in a saliency mapping. This requires that the saliency
mapping resulted from a foveated image correspondingly adapts over time. A solution
for these issues and how a spatio-temporal saliency mapping is built will be described
in detail in Section 6.4.1.
Competition Pool of Attention
The competition pool of attention (presented in Section 3.3.5) is used here to gen-
erate a winner of the competition for covert attention between the groupings within the
attentional window or for a saccade between the groupings (including the parts of the
groupings that cross the boundary of the attentional window) outside the attentional
window at a certain time. In order to generate the first saccadic shift, all top level
groupings in the entire field of view take part in the competition based on the initial
saliency mapping obtained from the foveated image by assuming that the initial gaze
is fixated at a random position (e.g., the centre) in an input scene. The next saccades
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will occur in the areas outside the attentional window when (covert) attention needs
to scrutinize a grouping located outside the window. Through this competition pool
of attention shared by both covert attention and overt saccading, overt saccadic eye
movements are naturally guided by visual (covert) attention.
Transition Between Covert Attentional and Gaze Shifts
Figures 3.3 and 6.2 clearly show that there exist two kinds of shifts in OADS: (covert)
attention shifts within the attentional window surrounding the fovea to perform vi-
sual selection of interesting objects and attention-guided gaze shifts (i.e., saccadic eye
movements) outside the window to help (covert) attention to achieve visual selection
in the whole field of view. At any time, it is clear that only one kind of shift may occur.
A current shift is made by (covert) attention or by (overt) saccading depends on the
current competition and visual behaviour. The nature of the current shift and relevant
competition varies over time. If a top level grouping that lies outside the attentional
window and wins the current competition when competing with the unattended group-
ings within the window, a saccadic shift is triggered. Otherwise, when a grouping
within the attentional window wins the competition, a (covert) attentional shift occurs.
The transition between these two kinds of shifts of (covert) attentional selection and
a saccade endows an attention system flexibility to deal with complex visual selec-
tion tasks. The implementation of this transition is dealt with by the tIOR and ADO
mechanisms explained in Section 6.4 and 6.5 respectively.
6.3 Attention Window
As discussed in Section 2.2, some findings suggest that there exists a relatively sharp
boundary between an attended area and its surround. Also, the attended area is mov-
able. The “zoom-lens” metaphor furthermore suggests an attended area of variable size
and shape with high clarity at the center and gradually decreased clarity from the cen-
ter to the periphery [82, p. 27-39]. However, the study on a generally accepted account
for the attended area (or called attention window) is still open. Inspired by the above
suggestions and for simplicity, a square attention window (with size 256×256 pixels)
is adopted in this chapter to show how covert attention shifts and overt saccadic eye
movements work together in the proposed two-level object-based selection framework.
The attention window is assumed to centre on a fixation point (the fovea) which can be
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either the center of mass or the most salient location of an attended/fixated grouping.
6.4 Temporary Inhibition of Return (tIOR)
Inhibition of return (IOR) [109] is a transient bias mechanism which prevents attention
from instantly returning to a previously attended location in a short time period. It
involves temporal aspects of visual selection. A visual system requires sufficient dwell
time to accomplish a visual selection. On the other hand, after a minimum avoidance
time, previously selected objects should be allowed to regain visual selection. This
is especially useful for a vision system when exploring complex scenes that normally
contains hierarchically structured objects that need to be reattended for some further
processing. Some findings have shown that there is a close link between IOR and
saccade programming [60]. Important evidence also shows that IOR is partly object-
based and moves with objects to the new locations [136]. It was reported that IOR
can operate simultaneously over several objects, that is, multiple previously selected
loci/objects can be inhibited at once [149, 124]. Recent studies have shown that even
simple visual tasks elicit many saccades that often repeatedly visit the same objects.
And visual attention required by saccades is guided by a short-term memory system
that facilitates the rapid refixation of gaze to recently foveated targets [94].
IOR has been broadly used in many computable models of attention/saccade (e.g.,
[64]) but most of them (including the original HOAM [133]) attend to a target only
once without considering the IOR dynamics, i.e., without a reattending/refixation mech-
anism. However, as discussed above, IOR dynamics is important and necessary for a
vision system to deal with complicated visual tasks effectively. The IOR mechanism
proposed for OADS is considered in a temporal context and here termed “temporary
Inhibition Of Return” (tIOR), which is used to temporarily prevent both attention and
saccading from immediately returning to the last accessed object.
6.4.1 Spatio-Temporal Grouping Saliency Mapping
As summarised in Section 5.5, when a scene is sampled by a foveal sensor over
time, every location in the scene is observed at multiple resolutions derived from both
nonuniform sensing and a series of gaze shifts. Different and partially overlapping
foveated images are therefore produced from the fixation movements. Consequently,
the saliency of the visual field varies in this spatio-temporal context. The visual system
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Figure 6.2: The processing flow of how to build the spatio-temporal grouping saliency
mapping and how two kinds of shifts of attention and saccading occur within and outside
the attentional window in OADS. In the figure, OADS owns the processes within the dot-
ted windows denoted by “OADS” while sharing others with HOAM. Saliency mappings
created from the initial fixation at time t = 0 (shown by the blue maps) and from the first
saccade at time t +1 (shown by the green and black maps) are illustrated here. Green
arrows indicate how the next saccade is generated. Red arrows denote saliency calcu-
lation within the attentional window (shown by the red dashed frame) which is actually
included within the whole saliency mapping. See the context for the further explanation.
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must deal with the integration of multiple saliency mappings in a space-time context.
The grouping saliency mapping approach presented here provides a solution to this
integration.
The approach for spatio-temporal grouping saliency mapping is illustrated by a
flowchart shown in Figure 6.2. It is clearly seen that OADS shares lots of processing
with HOAM (all modules that are not denoted with “OADS” in the figure). In the
flowchart, RawSaliencyMap(t) denotes the (original) grouping-based saliency map-
ping created by assuming the fovea initially fixating at a random position in the in-
put scene at time t = 0. The RawSaliencyMap(t + 1) is the (original) grouping-
based saliency mapping produced directly from the new foveated image after a sac-
cade shift (i.e., the fovea jumps to a new fixation point) in the scene at time t + 1.
SaliencyMap(t + 1) is the new saliency mapping created at time t + 1 by integrating
SaliencyMap(t) obtained before time t +1 and the current RawSaliencyMap(t +1). In
order to better illustrate how saliency can be combined from the initial foveated image
and the next foveated image, time t is assumed as the initial time t = 0 in the figure.
Thus in this case, SaliencyMap(t) is the same as RawSaliencyMap(t) at time t = 0.
Because a saccadic eye movement causes a difference between the two raw saliency
mappings at time t and t + 1 due to multiple resolutions across each location in the
scene, the saliency mapping at time t + 1 needs to be rebuilt to integrate the saliency
across multiple resolutions (shown in Eq. 6.4). Based on the recreated saliency map-
ping at time t +1, covert attention shifts within the attentional window surrounding the
fovea. When attention needs to select a salient grouping outside the window, the fovea
is then directed into that grouping based on the competition between the groupings out-
side the window. For conveniently illustrating how both attentional and saccadic shifts
occur within and outside the attentional window, the saliency mapping within the win-
dow is shown in Figure 6.2 separately from the saliency mapping of the whole field
of view. But noted that it is actually included within the entire saliency mapping. The
only difference is that different Gaussian distance scales are used to compute saliency
within and outside the attentional window. A detailed description is given below 1.
The input scene is first sampled by the retina-like sensor to create a (reconstructed)
foveated image with space-varying resolution in the Cartesian space. The initial fixa-
tion point at time t = 0 can be a random position in the scene or at the centre of the
scene (as used in the experiments presented in this chapter). Based on this foveated
1Here we uses the assumption similar to the one presented in Section 3.3.4, i.e., the input image
has already been segmented into hierarchical groupings by any reasonable grouping approach or with
human top-down manual help.
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image, colour, intensity and orientation features are extracted and then the correspond-
ing feature maps (only the lowest pyramid level is used here for each feature map) are
built by using Eq. 3.3, 3.4 and 3.5 (see Section 3.3.3). From the feature maps, an initial
raw grouping-based saliency mapping (rawSaliencyMap(t)) is created at time t = 0 by
using Eq. 3.21 and 3.23 implemented in Section 3.3.4.3 and 3.3.4.4. At time t = 0,
through the “competition pool of attention” (presented in Section 3.3.5), a grouping
that wins the competition for a saccadic eye movement between the top level group-
ings in the whole field of view is generated. The first saccade is then triggered and the
foveal sensor shifts to this grouping and fixates on its most salient point or center of
mass at time t +1. Accordingly, a new foveated image is obtained by the sensor from
the new fixation position.
Similar to the creation of rawSaliencyMap(t) at time t, a new raw grouping saliency
mapping (rawSaliencyMapΦ(t + 1)) is created from the new foveated image at time
t + 1. When creating this new original saliency mapping due to a saccade, the parts
of the mapping within (indicated by φ = local) and outside (indicated by φ = global)
the attentional window are created separately at the same time. Within the window a
small scale Gaussian distance (e.g., σ ≤ 5%) is used in Eq. 3.13 (discussed in Sec-
tion 3.3.4.1) which guarantees the competition for attentional selection inclined to a
local area. Outside the window a large scale Gaussian distance (e.g., σ ≥ 20%) is used
which guarantees the competition for saccading covering the whole field of view. For
the purpose of integrating saliency across multiple varying resolutions and evaluating
saliency varying in a spatio-temporal context due to saccadic eye movements, a new
saliency mapping (SaliencyMapφ(t +1)) at time t +1 is required which is rebuilt upon
the current raw saliency mapping integrating all previously obtained saliency mappings
before time t +1 by using the calculation shown in Eq. 6.4.
Based on this new rebuilt saliency mapping, covert attention shifts over time 2
within the attentional window in the scene to select salient groupings that win the
competition for visual attention between the groupings in the window guided by the
“competition pool of attention”. After each shift of attention, a temporal inhibition
(by Eq. 6.5) is used on the previously attended grouping within the window to pre-
vent covert attention from immediately returning to this grouping. Correspondingly, in
the saliency mapping SaliencyMapφ(t + 1), the saliency of this suppressed grouping
within the attentional window (i.e., Φ = local here) needs to be adjusted over time.
2See Figure 6.2 for an illustration. Attentional shifts within a period of time T are shown by the
green arrows.
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When a saccade is directed to a salient grouping at time t + 1 outside the previous
attention window at time t, this grouping is also the most salient grouping within the
current attention window surrounding the current fovea at time t +1. This grouping is
consequentially attended and then suppressed. Thus, the same temporal Inhibition Of
Return (tIOR) mechanism is actually used for both covert attention and saccadic eye
movements. The groupings outside the window and the parts of groupings across the
boundary of the window compete for the next saccade guided by the “competition pool
of attention”.
In Section 3.3.4.4, our previous work on the object-based attention model HOAM
uses a pyramidal saliency mapping to implement attentional hierarchical selection of
structured objects from coarse to fine resolutions (i.e., from the saliency map built at
the highest level of saliency pyramid to the saliency map built at the lowest level of the
saliency pyramid) without using space variant sensing in a scene. That is, HOAM uses
individual saliency maps at multiple scales rather than a combined saliency mapping
across all scales. In the saccading model OADS, as discussed in Section 6.2, because a
space variant sensor is employed to sample a scene, each foveated image created from
the scene contains multiple resolutions and is suitable for an attention mechanism to
perform coarse to fine visual selection. In this case, a specific location of the scene
is observed at different resolutions due to multiple saccadic eye movements and ac-
cordingly has different saliency when viewed from the different foveal locations over
time. Therefore, when building the saliency mapping at the current time, it is required
to integrate all of the previous saliency mappings over time. Because at each time a
specific location can only cross a single resolution, combining saliency at this location
over time is actually equal to combining saliency from multiple resolutions. Based on
the above considerations, we have the following approach to build a spatio-temporal
saliency mapping at a given time.
Suppose RawSaliencyMapΦ(t) is the original grouping saliency mapping by adopt-
ing the lowest level (i.e., λ̂ = λ1 in Eq. 3.23) of the saliency pyramid created from
the foveated image at time t by using Eq. 3.23, Φ = global and Φ = local denote the
grouping saliency calculation outside and within the attentional window respectively.
SaliencyMapΦ(t−1) is the grouping saliency mapping obtained from the last foveated
image at time t −1, then the new reconstructed saliency mapping at the current time t
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is built as:
SaliencyMapΦ(t) = αSaliencyMapΦ(t −1)+(1−α)RawSaliencyMapΦ(t)
=
{
αSaliencyMaplocal(t −1)+(1−α)RawSaliencyMaplocal(t) if ℜ ∈ AW
αSaliencyMapglobal(t −1)+(1−α)RawSaliencyMapglobal(t) if ℜ 6∈ AW
(6.4)
where α is a constant ∈ (0,1), AW indicates the attentional window, ℜ is any group-
ing, SaliencyMapΦ(0) = RawSaliencyMapΦ(0). To any time t, SaliencyMaplocal(t)
and SaliencyMapglobal(t) are contained in the same SaliencyMapΦ(t). The initially
created saliency mapping SaliencyMapglobal(0) = RawSaliencyMapglobal(0) at time
t = 0 is used to generate the first saccade shift from the initial fixation point to a new
place at time t = 1. Attention shifts occur since time t = 1.
The above saliency calculation can be further illustrated in Figure 6.3 which more
clearly shows the idea. The calculation shown in Eq. 6.4 provides the temporal inte-
gration of the raw saliency across multiple fixations and attentional shifts over time.
This can work for both covert attention and overt saccades. As most locations of a
scene will be scanned at different spatial resolutions after each saccade, this averaging
mechanism can do the integration in a simple way, while responding to the current
spatial resolution. After this temporal integration, the competition in the scene across
multiple resolutions can be reasonably reflected in the new grouping saliency mapping.
After attention selects an object in the attention window and is going to shift, the
attended object must be transiently inhibited so as to avoid regaining attention imme-
diately. As the attentional window moves with a saccade, this inhibition is correspond-
ingly applied to each attended grouping in the whole field of view. Because a fixated
grouping is located within the window and is attended first, it is also suppressed when a
saccade shifts to it. Thus, the inhibition of return is actually applied to both attentional
and saccading shifts.
Let X = {xi, i = 1 · · · ι} be a grouping including ι pixels which is currently being
attended within the attention window at time t, x j be an arbitrary pixel in the input






for i=1 to ι
for j=1 to ι
= Sx j · (1− exp(−β(x j − xi)2)) to all xi,x j ∈ X ;
SaliencyMapΦ(t) to all x j /∈ X ;
(6.5)
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Figure 6.3: Illustration of the calculation of grouping saliency mapping in OADS.
where β > 0 is a real constant and is here simply set to be 1/D2, D is the diameter
of X . In the above function, suppressing a grouping X is achieved by taking its each
component (xi) in turn as a suppression center respectively to repeatedly suppress all
pixels (x j here including xi) surrounding xi within X . All other groupings are kept no
change in the saliency mapping. The above suppressing function can also be made
by a simple way that uniformly decreases the entire saliency activities of an attended
grouping below a given threshold at one time but we adopt here another way. It is
clear that (covert) attention shifts by transiently suppressing the previously attended
grouping (i.e., suppressing its saliency activity) within the attention window and a new
saccading is triggered to jump out and shift to its new fixation position when the last
attended grouping in the window is suppressed.
6.4.2 The Algorithm of tIOR
Given the above spatio-temporal grouping-based saliency mapping within an atten-
tional window, visual attention covertly selects the salient groupings within the window
over time. Then, when is the next saccade triggered? That is, when will attention jump
outside the current attentional window and shifts to a new salient top level grouping
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t = 0;
while (the given goal is not reached)
{
create RawSaliencyMapΦ(t);
recreate SaliencyMapΦ(t) using Eq. 6.4;
SX = Max(SaliencyMapglobal(t)) and X is the most salient top level grouping
generated by the “competition pool of attention”;
saccade to X and create an attention window surrounding the fixation point;
t = t +1; t ′ = t; i = 1; end = FALSE;
while(i <= n and not end) // n is the number of the total groupings within
// the attentional window
{ attention covertly selects a grouping i guided by the “competition pool
of attention” based on SaliencyMaplocal(t ′);
suppress grouping i within SaliencyMaplocal(t ′) by Eq. 6.5;
t ′ = t ′ +1;
if Sin(n− i) < SY = Max(SaliencyMapglobal(t)) with Y ∈ groupings
outside the window
{ saccade to Y ; SaliencyMapΦ(t) = SaliencyMapΦ(t ′); end = T RUE}
else i = i+1;
}
SaliencyMapΦ(t) = SaliencyMapΦ(t ′);
}
Table 6.1: The algorithmic description of temporary Inhibition Of Return
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located at the periphery of the whole field of view? An ideal solution to this problem
will involve complicated top-down guidance and visual and nonvisual reasoning pro-
cessing. We use here a simple way to achieve this switch from covert attention to a
saccade. We assume that within an attention window there are n hierarchical groupings
that compete for the covert attention. After a grouping or sub-grouping is attended, it
is suppressed by using Eq. 6.5. After attention shifts to the ith grouping/sub-grouping,
if a top level grouping outside the attentional window is more salient than the sum of
saliency of all unattended (n− i) groupings within the window, attention discontinues
the covert selection process and a saccade is ready to launch. We adopt this approach
because it can effectively avoid the exhausting search process of attention within an
attended area by a reasonably simple way.
Suppose Sin(n− i) ⊂ SaliencyMaplocal(t) is the sum of saliency of all n− i unat-
tended groupings within an attention window which includes n groupings in total at
time t. The other i ≥ 0 groupings have been attended and suppressed. Let Y be a top
level grouping outside the attention window. The algorithm implemented for tempo-
rary inhibition of return (tIOR) is shown in Table 6.1.
6.5 Attention-Driven Orienting (ADO)
Saccade and attention are two different principal selection mechanisms in human vi-
sion while attention takes the primary role, although they are often intertwined in nor-
mal visual tasks. However, most of the previous machine vision saccade systems did
not distinguish between these two mechanisms but treat them ambiguously or take
them as the same one. Therefore, in these systems, it is not clear how attention works
to guide saccading and how these two different mechanisms work together to manage
visual selective tasks. This problem has been corrected in OADS.
The attention-driven orienting mechanism built here is specially designed to work
in real visual scenes. The competition for a saccade occurs globally among all top
level groupings in a given scene, that is, groupings in the periphery of the field of view
compete for the next saccading guided by the ADO mechanism. The first saccade is
directed to the winning top level grouping which is the most salient one in the first
foveated imaging. The fovea moves to the winning position and a new foveated image
is created. Correspondingly, the saliency mapping of the scene is rebuilt from the new
foveated image. Based on this spatio-temporal saliency mapping, all groupings within
the attention window start to compete for covert attentional selection where the fovea
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1. Assume the fovea initially fixates on a random position (e.g., the center) of the input
scene to create a foveated image by the log-polar retina-like sensor;
2. Create the raw grouping saliency mapping for this initial foveated image. Through
the competition pool of attention, a winner among all top level groupings in the
whole field of view is generated based on the above saliency mapping;
3. A saccade is triggered and the fovea (sensor) jumps into the winner;
4. Produce a new foveated image at the new fixation point with the retina-like sensor;
5. Create the reconstructed saliency mapping using Eq. 6.4 for this new foveated
image;
6. The competition for object-based (covert) attentional selection is triggered within
the current attention window;
7. Attention selects groupings over time and suppresses previously attended groupings
by tIOR using Eq. 6.5 until a top level grouping outside the window wins the
competition by its salience being greater than the total salience of all unattended
groupings within the window;
8. Adjust the current saliency mapping over time after applying suppression for each
attentional shift;
9. Saccade is ready to shift to a new position;
10. Saccade to the new fovea position (e.g., the most salient point) of the competitive
winner created by the competition pool of attention;
11. If (all groupings in the input scene are visited or the given goal is reached)
Go to step 13;
12. Else go to step 4;
13. Stop.
Table 6.2: The algorithm of ADO
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remains fixated at its new foveated location. After processing the covert attentional
shifts in the attentional window, the competitive winner for the next saccade is selected
from:
1. a previously attended grouping that is the most salient of the group-
ings that cross the boundary of the attention window and is at least
as salient as the most salient top level grouping outside the window;
or
2. the most salient top level grouping outside attention window if the
above is not available.
Through ADO, a saccade shifts to a new fixation position guided by visual at-
tention. With the help of tIOR, the focus of attention can flexibly jump to check the
details of an interesting object located at the periphery to accomplish large-scale visual
selection tasks. The detailed mechanism of ADO is described in Table 6.2.
It is clear that saccading is guided by covert attention through the grouping-based
competition and grouping saliency mapping. When the fovea is fixated at a position,
covert attention shifts freely without saccading in the attention window. When covert
attention needs to attend to a new object outside the attention window or the unattended
remainder of an attended object that lies across the attention window, ADO drives the
saccade to jump out of the current attention window and brings the fovea to the new
fixation position. Therefore, the two selection mechanisms of covert attention and
overt saccadic eye movements are modelled at two levels while they work together to
accomplish complex visual selectivity.
6.6 Behaviour and Performance in Real-World Scenes
A number of natural scenes are used to examine the performance of OADS and to
compare the results with those of other research. These applications are described
below in detail.
6.6.1 Implementation in Natural Scenes
In scene S1 (512×512) shown at the top left panel in Figure 6.4, there are four top level
groupings which are hierarchically structured and consist of several sub-groupings ex-
cept the rock which is a single grouping. For example, the top level boat grouping
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Figure 6.4: Top left: a natural scene S1 taken by a digital camera; Top right: initial retinal
imaging; Middle and bottom lines: pixel-based saliency maps computed from the first
saccadic eye movement to the one before the last saccadic eye movement.
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Figure 6.5: Saliency maps obtained from the natural scene S1 during saccadic eye
movements and attentional shifts. Different salience strengths of groupings are shown
in different grey scales where the brighter is more salient. Large images show saliency
maps due to saccades whereas small images show saliency maps within the attentional
windows (different window sizes are caused by fovea positions).
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Figure 6.6: Saliency maps continued from Figure 6.5. Suppressed saliency maps due
to temporary inhibition of return are clearly shown in the left column.
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Figure 6.7: Attention-driven saccadic eye movements with attentional shifts within an attention
window. Red windows: 256×256 attention windows during saccades; Red solid arrows: shifts
of visual (attentional) selection; Red arrows with air diamonds: saccadic eye movements; Blue
arrows with air diamonds: saccadic eye movements due to temporary inhibition of return. Blue
solid arrows: attentional shifts to unattended remainder of a previously attended grouping due
to temporary inhibition of return.
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includes sub-groupings of a woman, a man, the boat itself, oars, their shadows re-
flected in the water, etc. The two people themselves are structured groupings too. The
initial fixation position is assumed at the centre of the scene, i.e., position (256, 256).
The first retinal image extracted from this scene is shown at the top right image in
Figure 6.4. Before the first saccade is ready to launch, the raw saliency map and the
most salient grouping in this imaging are obtained from HOAM (presented in Chapter
3). Guided by the ADO mechanism, a saccade is projected to the most salient location
of the most salient grouping. In consequence, the fovea is brought to a new location and
a new retinal image is created following this shift. This is the top left panel in Figure
6.7, which shows the scanpath of saccades and attentional shifts. Correspondingly, the
saliency map for this new foveation is re-created and adjusted over time according to
the viewing change. When the fovea is fixated, the groupings within the attention win-
dow start to compete for visual attention. After several attention selections monitored
by the tIOR mechanism, the saccade will jump to a new location that is outside the
current attention window and wins the competition for next saccading. The previously
suppressed groupings within the attention window will take part in later competitions
for attention and may possibly win re-attending when their salience rises to a signifi-
cant level. Figure 6.7 shows the sequence of saccadic and attentional movements, the
top level grouping boat was re-attended to twice, as indicated by the blue arrows in
the image at the top left of the figure. The saliency maps during saccades and (covert)
attentional shifts are given in Figures 6.5 and 6.6.
It is clear that the salience of a grouping dynamically varies over time while the
fovea position shifts. Its competitive capacity to gain the overt and covert attention also
varies with the rise and fall of its dynamic salience even when any top-down attentional
priming effects are not considered. Separate attention shifts and saccading movements
are clearly shown. The human-like visual selection behaviour, i.e., primary selection
by covert attention with supporting mechanism by overt saccadic eye movements, is
achieved through OADS.
6.6.2 Comparison with Other Work
In order to further analyze the performance of OADS, a well-known machine vision
model of space-based attention is selected, i.e., the saliency-based attention model
proposed by Koch and Itti et al. [64]. Saccading behaviour is claimed to be generated
by this model. (For convenience, this model is called “iModel” in the remainder of the
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chapter.) A number of natural scenes randomly chosen from Itti’s webpage [66] were
used for the comparison.
6.6.2.1 Comparison in a Natural Scene
Figure 6.8 shows two real-world scenes and the resulting scanpaths (in red arrows)
of saccades generated by iModel, at the top right and bottom left respectively. From
these two scenes, we can see that some salient objects (e.g., numbers 100 and 60 in
both scenes which are actually not selected by visual attention though a saccade once
reaches their neighbourhood, and two close white pillars in the scene at the bottom
left) were not attended and some attended objects and locations are actually not salient
or nonsense for human visual attention. The weaknesses of iModel may come from
the following facts:
1. iModel is only space-based without considering object-based attention. Thus the
model lacks the natural strength of object-based attention and could not avoid
the odd saccades in complicated real scenes. It is obvious that a larger group-
ing, which consists of many average salient points, could be more salient than a
smaller grouping which includes a few highly salient points (see examples in the
paper [133] for illustration);
2. In their model, the saccade and attention mechanisms were the same one. But
psychophysical evidence shows that they are different in many ways (see Chapter
5 for the related discussion);
3. Their model did not take into account the varying resolution like the human eye’s
foveated imaging. Thus, the saliency mapping obtained from a scene is constant
and may not reflect the saliency changes as the fovea jumps from one place to
another;
4. They used constant inhibition and did not consider a time factor and saliency
dynamics with eye and attention moving over time and across resolutions.
The above are also the main difference of OADS compared with other previous
saccading models. The results obtained from OADS on the scene at the top left in Fig-
ure 6.8 are given in Figure 6.9 which shows the saliency mappings during saccade and
attention shifts in the scene, and in Figure 6.10 which shows the scanpath of both sac-
cading jumps and attentional shifts. It can be seen that some region groupings, which
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Figure 6.8: Top left: The scene (copied from Itti’s homepage [66]) used for the com-
parison of our model with other models. Top right and bottom left: the results for two
different real scenes also obtained from his homepage. Bottom right: top level group-
ings (shown by different colour regions) in the initial foveation when the fovea is fixated
at the center of the scene.
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Figure 6.9: Saliency maps obtained during saccadic jumps (the order is from top left to bottom right)
and attentional shifts. The dynamic variability of the groupings and their related varying saliency is
clearly shown in these maps. In the figure, brighter grey scales denote higher salience magnitude and
the windows denote the attentional windows. If we label the images a, b, c, d, e, f, g, h, i, j, k, l from
top left to bottom right, images a,c,e,g,i,k show the globally competitive saliency mapping and the others
show the saliency mapping inside the attention window.
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Figure 6.10: The scanpath of saccades and attentional shifts obtained from the pro-
posed model OADS. The implications of the arrows shown here are similar to those in
Figure 6.7.
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Figure 6.11: Some saliency maps obtained from OADS by using only space-based
computation. Top left: location-based salience map from the initial foveation. Top right:
location-based saliency map from the first saccade imaging (the fovea is fixated at the
biggest sign). Bottom left: location-based salience map outside the attention window
when saccade is going to jump from the above fovea position. Bottom right: location-
based saliency map in the attention window. Note that different Gaussian scales are
used for saliency computation within and outside the attention window.
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consist of almost average or unremarkably-varying salient points, such as the trees,
road, etc. are attended or saccaded by population rather than individual points from
one location to another. Some nonsense locations (e.g., some locations in the trees or
grass) are not attended but some small highly salient objects (e.g., the number “100” or
the white strip within the big white pillar at the bottom right in the scene) are attended.
Notice that, in this experiment, the biggest signal plate has been saccaded twice and
some objects unattended in the previous saccade around or close to the plate within the
attention window have been attended, due to the temporary inhibition mechanism. The
varying resolution of saccade and attention saves time and visual resources to quickly
scan the objects falling at the coarse resolutions in the image periphery and scrutinize
the interesting objects at the finer resolutions.
In this experiment, the behaviour of OADS shown here is clearly compatible with
human visual behaviour. For some further exploration of the model performance on
space-based attention/saccade, OADS also ran with a space-based saliency computa-
tion on the same scene. Some of the results are shown in Figure 6.11. Even based
on this location (or pixel here) saliency computation, the salient objects attended in
the above experiment are clearly shown but we can see, the orders of saccadic jumps
and attentional shifts are different to the object-based attention computation due to the
difference between grouping-based and location-based saliency computations.
6.6.2.2 Overall Comparison in Natural scenes
For an overall comparison with iModel, ten additional natural scenes are used. In Fig-
ures 6.12 and 6.13, the first and third rows contain the scenes and results obtained
from iModel and the rows under them show the corresponding results of OADS. In
each scene, OADS runs an experiment similar to that shown in Figure 6.10. But,
to save space and for easy comparison with iModel, each image containing the re-
sults of OADS only shows an overall scanpath of attentional and saccadic movements.
Foveated images and attention windows are omitted. To make an overall and more ob-
jective comparison between these two models, a quantitative data analysis is made. We
asked ten people (three female and seven male post-graduate students and researchers
with different science backgrounds including human vision research area) to count five
different statistics in the ten pairs of images respectively. The five statistics are: total
objects, objects selected by each model, total salient features, salient features selected
by each model and redundant selection of each model. Each subject is first asked to
label the total objects and salient features in the original images based on his own
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Figure 6.12: Overall performance comparison of OADS with iModel. Odd rows: results obtained
by iModel; Even rows: results obtained by OADS. Note that dotted circles drawn here is for improving
visibility only and not denoting that attention selects these locations. Red and yellow arrows denote
saccadic eye movements and attention shifts respectively. Red arrows with an open circle end indicate
the first saccade. 131
Figure 6.13: Overall performance comparison of OADS with iModel (continued slides
of Figure 6.12).
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Figure 6.14: Quantitive comparison of OADS with iModel. The data are produced by stati-
cally averaging the label work of ten human subjects. The main number is the mean and the
bracketed values are the 95% confidence intervals.
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judgement standard for image segmentation (or perceptual grouping), salient features
and redundant selections after the introduction the three feature definitions that are
given below. Then using the same standard, they labelled the corresponding result
images obtained from the two models. The results are shown in Table 6.14 where
the comparison results are averaged over ten people. The numbers in brackets are the
corresponding result ranges of the ten people based on 95% confidence intervals [14].
In this table, an “object” is actually a proto-object [27, 122] and defined as a hierar-
chically structured grouping which is segmented from its surround. All of its compo-
nents share at least one or more common properties (e.g., colour, intensity, orientation,
texture, etc. or other Gestalt principles for perceptual grouping). Using this approach
to (manual) segmentation, a region (e.g., a piece of sky or a lawn) may be classified
as an “object”. Because iModel is space-based and can only perform location-based
selection, for a comparison with object-based selection implemented by OADS, the
table uses “on object” for iModel to denote a shift of attention into an object. This
means, once a locus of attention is within an object, it is approximately counted as an
“on object”. A “salient feature” is defined as a non-object but is salient in a scene, such
as a salient edge, corner, blob, signal, number, character or letter, etc. A “redundant
selection” (or nonsense selection) is defined as a selection of an “object” or a “salient
feature” more than once while that “object” or “salient feature” is not hierarchical and
has no part more salient or special than the remainder.
From the table, it is clear that iModel generally performed poor object-based se-
lection, acceptable location-based selection, and had lots of questionable or nonsense
selection. In contrast, OADS generated much better visual selection by on average
(99.6− 55.3)/10 = 4.43 more “on objects” (in total 104.4 objects in the ten scenes),
(114.1−62.4)/10 = 5.17 more “salient feature” selection (in total 126.9 “salient fea-
tures” in the ten scenes), and (41.3− 1.6)/10 = 3.97 fewer redundant selections in
each of the ten scenes. The data shows a consistent trend which is very positive to our
work though the ten subjects had some different image segmentation/perceptual group-
ing judgements between each other. The overall better performance of our work is also
reflected by the ranges in brackets. In this comparison, visual hierarchical selectiv-
ity from coarse to fine scales, foveal nonuniform resolution sensing, time-varying and
resolution-varying competition and saliency mapping, temporary inhibition of return,
and attention-driven saccadic eye movements have not be considered.
The better performance of our work is not surprising because fewer redundant se-
lections and more object-based selections are the inherent results. One may criticize
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that the model gains benefit from the good manual image segmentation or perceptual
grouping. We accept that our work can benefit from any good segmentation approach
(regardless of whether manual, semi-manual or automatic) which does not benefit the
space-based attentional models. As already discussed in Section 4.5, visual perceptual
grouping or segmentation is tightly linked to visual attention especially object-based
attention and both of them benefit from each other. Because of this benefit, object-
based attention exploits this advantage to naturally avoid many redundant or nonsense
selections and achieve object-based hierarchical selection of the objects that percep-
tual grouping process provides. The inherent strength of the proposed model does
not rely on the log-polar imaging and low-level feature extraction processing. Rather,
the strength mainly comes from the grouping-based competition for visual attention.
Therefore, even if the model does not use a retina-like sensor and directly works on
the uniformly sampling images as many other attention models including our previous
work did in Chapter 5, better results than those of the previous space-based approaches
can still be anticipated.
6.7 Conclusion
This chapter presented an object-based attention-driven saccading model (OADS) to
implement a two-level system of object-based attention selection with saccadic eye
movements. The model also incorporates dynamic grouping-based competition and
saliency mapping in a space-time context, and demonstrates its performance on com-
plicated natural scenes. Behaviour similar to human saccadic eye movements is shown
by the results obtained from the real-world scenes. By comparison with other success-
ful models in the machine vision area, OADS shows much better and more biologi-
cally convincing visual selection behaviour in real-world visual environments. OADS
is outstanding itself by the following properties: spatio-temporal dynamic grouping-
based saliency mapping and competition for attention/saccade, human-like foveation
imaging, temporary inhibition of return, separate processing levels for covert attention
and overt eye movements, and object-based attention-driven saccadic eye movements.
These advantages appear to endow OADS with visual attention as the primary visual
selection mechanism and saccadic eye movements as a supporting role – a feature of





Human vision uses visual attention to select interesting information and employs attention-
guided saccadic eye movements to explore visual environment for further scrutiny of
a scene. Previous machine vision systems have not yet exploited object-based atten-
tion and two-level covert attentional-overt saccading shifts integrated in one selection
framework. This results in non biologically-plausible visual behaviour and worse per-
formance in these systems, especially when they deal with complex visual selection in
real-world visual environment.
The work presented in this thesis, in contrast, develops a Hierarchical Object-based
Attention Framework (HOAF) to provide machine vision with human-like, effective
visual selection behaviour. HOAF adopts object-based attention and uses grouping-
based competition to implement object-based hierarchical selectivity and to integrate
object-based and space-based attention. Visual attention and saccadic eye movements
are built into distinct processes and work together to accomplish complex visual selec-
tion tasks in a spatio-temporal context. HOAF employs a log-polar retina-like sensor
to nonuniformly sample the field of view. In the meantime, object-based attention un-
dertakes the inspection of interesting “proto-objects” (or groupings) in the attended
area with higher resolution surrounding the fovea, while potentially interesting ob-
jects in the coarse resolution periphery of the field of view are surveyed with the help
of attention-guided saccadic eye movements. The overlapping retinal images result-
ing from gaze shifts over time are effectively dealt with by mapping them into the
unified coherent representation – spatio-temporal grouping saliency mapping. The
competition for visual attention/saccade is supervised by the common mechanisms of
competition pool of attention and temporary inhibition of return working in a spatio-
temporal context. Similar to human visual behaviour, complicated hierarchical objects
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can be re-analyzed more than once in HOAF. Tested on a number of synthetic images
and real-world natural scenes as well as compared with other previous famous work,
HOAF demonstrates better visual attention and saccadic eye movements performance
which is showed to concur with the main findings found in psychophysical research
on object and space-based visual attention. This is the first time that object-based at-
tention modeling with distinct visual covert and overt selection is implemented in a
machine vision system.
The rest of this chapter summarises the novel contributions of the Hierarchical
Object-based Attention Framework (HOAF) and then discusses some useful directions
for extending the work.
7.1 Contributions
Our object-based attention framework HOAF distinguishes itself from previous ma-
chine vision studies on visual attention and saccadic eye movements by a number of
novelties:
Foundations for Computational Object-Based Visual Attention
HOAF is the first computable object-based attention framework for machine vision.
Two primary foundations are provided for modeling visual attention in machine vi-
sion: (1) a general hierarchical object-based attention framework integrating space-
based attention; (2) a human-like visual selection system with (covert) attention as the
primary selection mechanism and overt saccadic eye movements as a supporting role.
In addition, to make HOAF more general and applicable, novel mechanisms for spatio-
temporal grouping-based saliency mapping and competition, object-based hierarchical
selectivity, and temporary inhibition of return are developed.
Object-Based and Space-Based Attention Integration
The integration of object-based and space-based attention has not been explored in
previous machine vision systems and is first implemented in our object-based atten-
tion framework HOAF. Object-based attention is implemented through the approach of
grouping-based saliency mapping and competition. By this grouping-based approach,
space-based attention is naturally integrated. Visual attention operates at multiple com-
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petitive levels for selectivity by objects, features and their structured groups based on
their common underlying units of visual selection – groupings. Object-based hierar-
chical selectivity is therefore achieved.
Hierarchical Selectivity
Hierarchical selectivity is a natural behaviour held by our object-based attention frame-
work HOAF. With the help of hierarchical selectivity, HOAF is the first machine vision
system that can effectively perform hierarchical object-based selection for features, ob-
jects, regions, and their groupings from coarse to fine resolution. Experimental results
with synthetic images demonstrate HOAF possesses visual selection behaviour com-
patible with the main findings in psychophysical research on visual attention. Through
experiments with real-world natural scenes, HOAF also shows improved ability to un-
dertake complex object-based attentional selection.
Grouping-Based Spatio-Temporal Saliency Mapping and Competition
Grouping-based saliency mapping and competition are the key processes of our object-
based attention framework HOAF. Saliency mapping has been broadly employed by
previous machine vision systems to model visual attention. However, these attention
systems used location-based saliency mapping to evaluate the competition for atten-
tion in a visual environment. This does not reflect the actual competition which is
between objects rather than between individual or location-like features of the image.
In contrast to previous work, saliency evaluation is achieved in HOAF by an original
approach using grouping-based saliency mapping which is designed to measure how
dominant an object/a grouping is when it competes with other objects/groupings in a
spatio-temporal context for attention. That is, grouping saliency mapping and com-
petition are dynamic and vary with space-time. This spatio-temporal property derives
from the following facts:
• The salience of a grouping is evaluated by integrating contrasts from its local
surround at small spatial scales to its global surround at large spatial scales.
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• The structure and surround of a grouping vary with different spatial resolutions
resulting in dynamic saliency mapping and competition.
• The grouping saliency mapping of a field of view varies over time due to the
time-varying inhibition of return and multiple nonuniform resolution sensing by
foveal movements over time. Correspondingly, the competition between group-
ings for attention varies over time.
The spatio-temporal dynamics of grouping saliency mapping and competition provides
the spatio-temporal hierarchical selectivity behaviour needed for visual attention and
saccadic eye movements.
Distinct Attention Selection and Attention-Driven Saccadic Eye Movements
The human visual system uses (covert) attention to achieve visual selection and em-
ploys attention-guided saccadic eye movements to extend this visual selectivity when
exploring large-scale visual environments. Our Hierarchical Object-based Attention
Framework HOAF is the first machine vision system to combine these two primary
visual mechanisms into one integrated selection system but makes a distinction be-
tween them. In this framework HOAF, where a saccade goes to next and when it starts
to jump are determined by the competition for attention. Visual (covert) selection by
attention and overt jump orienting by saccades use different mechanisms and work to-
gether for the coherent visual selection. These two kinds of covert and overt shifts are
clearly modelled at two levels. Similar to human visual selection behaviour, the pro-
posed object-based attention framework HOAF uses attention to scrutinize interesting
objects around the fovea and makes use of attention-guided saccadic eye movements
to extend visual attentional selection in the field of view. This important feature of dis-
tinct shifts due to (covert) attentional selection and saccades in one selection system
concurs with one of the main features of human attention system but was not explored
in machine vision. HOAF clearly shows this kind of visual behaviour of distinct atten-
tional shifts and attention-guided saccading movements on real-world natural scenes.
Also, during the movements of attention and saccading, previously attended objects
can be reattended/refixated more than once in a spatio-temporal context due to tempo-
rary Inhibition Of Return (tIOR).
Psychophysical-Plausibility and High Effectiveness
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The work presented in this thesis is inspired by the recent major achievements of psy-
chophysical and neurobiological research on visual attention and saccadic eye move-
ments. Each of the original mechanisms proposed in the work has a strong back-
ground of biological and psychophysical plausibility. This thesis demonstrated visual
behaviour of our Hierarchical Object-based Attention Framework (HOAF) compatible
with the main findings in the above areas. Moreover, HOAF achieved much better per-
formance and higher effectiveness when compared with other well-known research on
a number of real-world natural scenes.
7.2 Future Work
The work reported in this thesis is important because it provides machine vision the
first successful modeling of object-based attention and attention-guided saccadic eye
movements. However, there are many improvements and extensions that could be
made to the work. Some of them have been addressed at the end of the relevant chap-
ters. Other interesting areas of the research are suggested below.
Automatic Grouping
Perceptual grouping or object-based visual segmentation is very important because
objects are the underlying units of visual attentional selection. But, what is the rela-
tionship between segmentation and attention? If viewed from the conventional preat-
tentive/attentive dichotomy, a question is raised naturally: can an object hierarchy be
found and objects be segmented preattentively? Recent studies corrected this simple
serial two-stage processing assumption and revealed that human vision incorporates
multiple levels of processing while attention is best regarded as an emergent state or
“umbrella-term” for multiple selective processes rather than a single process. Further-
more, these studies suggested mutual constraints between segmentation and attention.
“Many forms of attentional selectivity and grouping are implemented in the brain by
interactions between multiple levels of processing” (see [27] for a review of these rel-
evant studies).
Therefore, an effective and biologically-plausible approach for automatic grouping
should consider both attention and segmentation together. An ideal solution should
further involve perceptual experience-based knowledge, reasoning, and learning.
140
Although many segmentation approaches have been developed in the literature,
most of them only work in a limited range of visual environments and many of them
require manual help to obtain good results in general applications. In addition, most
image segmentation approaches do not consider the hierarchical structures in the real
visual world. Perceptual grouping is therefore usually difficult to obtain. This is
because general segmentation and perceptual grouping are context-based as well as
experience-based and involve complex visual or nonvisual reasoning from top-down
interactions so that it is difficult to build a general framework.
As suggested above, a possible approach to building a more general automatic
grouping system may consider a neural-based architecture integrating both bottom-up
and top-down processing based on grouping competition. This kind of neural architec-
ture may consist of a low-level feature extraction network, a contrast-based grouping
network and a knowledge network.
The low-level feature information extracted from the input images by context-
sensitive receptive fields of neurons is used to produce feature contrast and similar-
ity input to the grouping network for the classification and contour processing (e.g,
Grossberg et al. work [54]).
The knowledge network may use some kinds of object templates based on sev-
eral Gestalt perceptual grouping rules to generate the top-down matching input to the
grouping network. Then, locally short-range competitive and globally long-range co-
operative interactions in the grouping network are activated by the bottom-up input and
feedback matching input from the top-down knowledge network. During the interac-
tions, visual attention which is taken as an emergent state plays the visual selection role
to bias or enhance the activations favouring the matching between the bottom-up and
top-down interactions. The unfavourable activations will be suppressed at the same
time.
Consequently, the neurons with enhanced activations will tend to form groupings
through synchronization. The hierarchical structure of groupings can be achieved
through the excitation and inhibition links within and between layers of the grouping
network.
The above approach can achieve a more general usage of visual segmentation/perceptual
grouping in normal visual environments because the experience-based knowledge, rea-
soning and learning can be incorporated in the knowledge network to improve the per-
formance and visual attention can be used to greatly reduce the computational com-
plexity when dealing with intricate visual scenes.
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General Top-down Attentional Priming
The Hierarchical Object-based Attention Framework (HOAF) presented in this the-
sis suggested a simple mechanism for top-down attentional priming and has not in-
corporated knowledge-based such as object-based template interaction with attention.
But the top-down modulatory influence on attention has not been completely explored.
Also, it does not have a general top-down priming architecture.
However, it is now well known that top-down attentional priming greatly affects
visual attention. In other words, visual attention is modulated by both bottom-up and
top-down influences. Because top-down influence involves complex processes such as
visual and nonvisual reasoning, perceptual experience, and learning, etc., building a
general and reasonable top-down control structure is a very challenging but valuable
research area. It will also benefits object recognition or perceptual grouping.
A possible approach is to use knowledge-based neural networks that encode the
general proto-object templates built upon Gestalt perceptual grouping rules and spe-
cific information relevant to the current visual tasks. Learning can also be incorpo-
rated to benefit the knowledge network to obtain more experience for adapting to the
more general applications. Biasing information or attentional priming will result from
the competition between the different kinds of templates through the interactions with
bottom-up context-sensitive input.
Visual Selection for Motion and 3D Objects
The work presented here has not incorporated motion and 3D information and the
experiments therefore all use static 2D visual scenes, although in theory the work can
be applied to video sequences for the visual salient object selection task which does
need object recognition since each frame of the videos is static.
Similarly, if visual tasks do not consider object recognition or smooth pursuit, our
approach in theory can be easily extended to work with real motor-driven cameras to
implement object-based visual selection with saccadic eye movements. But this will
require perceptual grouping available in advance. However, as we showed in Chapter
4, the proposed work can also be used to achieve location-based visual selection (as in
the space-based attention models) without employing perceptual grouping.
Motor-driven camera systems can take advantage of the attention-driven mecha-
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nism to guide their fixation shifts and make use of the hierarchical object-based at-
tention mechanism to achieve visual hierarchical selectivity from coarse to fine scales
when the fovea is fixated for a certain time.
But for general usages in machine vision, many visual tasks also require motion
and 3D-based application. Therefore, extending the current work to a 3D object-based
visual selection framework in dynamic scenes is a useful direction for future research.
Taking motion and other 3D features into account, this extended selection framework
could perform smooth pursuit and vergence eye movements.
Inhibition of Return and Objects-Based Attention
Inhibition of return is known to be coupled with visual attention activities (see the
related discussion in Section 6.4). An interesting question arising from our current
work is: “In what way does inhibition of return function on object-based visual selec-
tion?” This may be not a problem for space-based attention models because they only
need to inhibit an attended location and its neighbourhood but it would be a problem to
the space-based attention models that incorporate region-based (or blob-based) spatial
selection because an inhibition of a selected region is required.
Two possibilities are involved in the above question: 1) Is an attended object tran-
siently inhibited by equally suppressing the saliency of its whole structure or all mem-
bers at the same time or 2) by first starting the suppressing effect from a (some) sup-
pressing center(s) within it and then spreading the inhibition to the whole object over
time? If the former hypothesis is true in human visual attention system, it will be eas-
ily simulated in the algorithm. Otherwise, the mechanism of inhibition of return may
not straightforward. One of the factors that may be involved is the diffused manner of
inhibition. How this spreading procedure happens and does it involve distance effects
because parts of an object have different distances from the suppressed center(s)? An-
other factor is where should the suppressed center(s) be, at center of the mass of the
attended object or elsewhere? In the psychophysical attention literature, we have not
found satisfactory findings to answer either of these questions. This may be because
the research on object-based attention is very young and many related questions are
still open.
In our work, we employed both mechanisms. The first one is used in the Hier-
archical Object-based Attention Model (HOAM) which simply suppresses the entire
attended grouping or sub-grouping uniformly at a time. The second one is used in
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the Object-based Attention-Driven Saccading model (OADS) that takes each compo-
nent of an attended object as a suppression center to suppress the surround within
that object so that components may be suppressed nonuniformly. Consequently, their
saliency rises nonuniformly, too. But at the moment of inhibition, these two methods
produce a similar effect for the inhibition of return so that visual attention can shift to
the next object. Further investigation to obtain a biologically-plausible inhibition of
return mechanism for object-based attention will be very interesting and useful to both




Attentive Processing refers to attentional processing.
Covert Internal and unobservable processes that are used to refer to (or emphasize)
visual attentional shifts that switch between different visual selections and are separa-
ble from eye movements.
Deployment Unit or underlying unit refers to an object or a location which is se-
lected by visual object-based or space-based attention.
Grouping is defined as a hierarchical unit or structure which is segmented from its
surround based on Gestalt perceptual grouping (or segmentation) rules. In this defi-
nition, a grouping may be a structured “proto-object” but also includes a segmented
hierarchy of spatial regions in a visual scene.
Object-Based theories of attention propose that attention selects an “object” rather
than a location of space on which additional processing resources are then focused.
The “object” term used here to describe the underlying unit of attentional selection is
best thought of as a (hierarchical) “proto-object” (or a grouping) derived from segmen-
tation processes rather than a solid-like object we experienced in normal life (e.g., a
apple).
Overt External and observable processes that are used to refer to (or emphasize) eye
movements that help visual attention to gain access to interesting information in the
periphery of the field view for higher resolution processing of visual selection.
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Preattentive A traditional term that refers to the process that occurs before the at-
tentional operation.
Selective Levels or multiple selection or hierarchical selectivity refer to the flexible
allocation of attentional resources to different processing levels or subsets of visual in-
formation, including filtering by location or other properties, object or group of objects.
Space-Based theories of attention assume that attention selects a location (or a re-
gion) of space rather than treating a location as a feature of an object as object-based
attention theories hold.
Visual Attention is a mental process referring to the selective aspects of visual per-
ception that enables an observer to recruit greater resources for processing interesting




ADO Attention-Driven Orienting mechanism which is proposed to guide saccadic eye
movements based on the competition between the groupings within and the groupings
outside the attention window.
HOAF Hierarchical Object-Based Attention Framework.
HOAM Hierarchical Object-Based Attention Model which is the foundation of HOAF.
OADS Object-Based Attention-Driven Saccading model which is built upon HOAM
to achieve visual attentional selection with attention-guided saccadic eye movements
in distinct levels in HOAF.
tIOR Temporary Inhibition of Return which is proposed to transiently suppress an
attended grouping or sub-grouping to prevent attention from immediately returning so
as to force attention shifts. After attention shifts, a temporarily suppressed grouping





θ: preferred orientation in Gabor filters.
θ ∈ [00,450,900,1350] or [00,22.50,450,67.50,900,112.50,1350,157.50]
α, β: weighting coefficients in Eq. 4.12. α = β = 1
n̂: maximum of the width and length of the feature maps at the current computing level
of pyramids.
ρ: integer parameter of Gaussian weighting function in Eg. 4.13 is set to be from 2 to
50 in different experiments.
γCI , γO: weighting coefficients in Eq. 4.21. γCI = γO = 1
α: constant in Eq. 6.4 and is set to be 0.5 in the experiments.
β: constant in Eq. 6.5 and is set to be 1.
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