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Abstract—White-Fi refers to WiFi deployed in the TV white spaces.
Unlike its ISM band counterparts, White-Fi must obey requirements
that protect TV reception. As a result, optimization of citywide White-
Fi networks faces the challenges of heterogeneous channel availability
and link quality, over location. The former is because, at any location,
channels in use by TV networks are not available for use by White-Fi.
The latter is because the link quality achievable at a White-Fi receiver is
determined by not only its link gain to its transmitter but also by its link
gains to TV transmitters and its transmitter’s link gains to TV receivers.
In this work, we model the medium access control (MAC) throughput
of a White-Fi network. We propose heuristic algorithms to optimize the
throughput, given the described heterogeneity. The algorithms assign
power, access probability, and channels to nodes in the network, under
the constraint that reception at TV receivers is not compromised. We
evaluate the efficacy of our approach over example city-wide White-Fi
networks deployed over Denver and Columbus (respectively, low and
high channel availability) in the USA, and compare with assignments
cognizant of heterogeneity to a lesser degree, for example, akin to FCC
regulations.
1 INTRODUCTION
TV White Spaces (TVWS) are spectrum licensed for TV
broadcast that spectrum regulators, for example, FCC [1]
in the US and Ofcom [2] in the UK, have opened for use by
unlicensed secondary devices, with approaches prescribed
to protect the incumbent TV network from interference by
the secondaries. TVWS include bands of 54 − 698 MHz [1]
in the United States and 470− 790 MHz [2] in Europe.
IEEE 802.11af [3] and IEEE 802.22 [4] are the standards
developed for wireless networks operating in TV White
Spaces. 802.11af, also called White-Fi and Super-WiFi, refers
to a network of secondary devices that use IEEE 802.11
(WiFi) like physical layer (PHY) and medium access con-
trol (MAC) mechanisms. White-Fi cells may be deployed
indoors, with coverage of a few 100 meters, and outdoors,
with coverage as large as 5 km. Large cells may be used
to provide internet access in sparsely populated areas. They
may also be desirable when the white space channels avail-
able at a location are limited and do not allow for channel-
ization and small cells. In this work, we consider a citywide
White-Fi network. Figure 1 provides an illustration. The
geographical region covered by the network is tessellated
by White-Fi cells. There are also multiple TV transmitters
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Fig. 1: Illustration of a city-wide White-Fi network deployed
in Columbus, USA. Three TV networks, operating on channels
27 and 28, are shown. For each TV network we show the TV
transmitter and a TV receiver. For example, on channel 28 we
have TV (28)TX1 and TV
(28)
RX1
. Around each TV transmitter we show
its region of service (solid colored). The boundary of this region
is the service contour of the transmitter. We also show the so-
called protection contour (dashed line) for each transmitter. It
encloses a safety zone in addition to the region of service of
the transmitter. The contours were obtained from a database [5]
created using information from the FCC.
and receivers, with the transmitters servicing locations in
and around the White-Fi network. Transmissions due to
White-Fi nodes must not impair reception of TV broadcasts
at TV receivers. This requirement, as we explain next, leads
to fluctuation in channel availability and achievable White-Fi
link quality as a function of location in a White-Fi network,
and makes the optimization of such networks distinct from
that of traditional WiFi networks operating in the 2.4 and 5
GHz unlicensed bands, which see homogeneity in channel
availability and achievable link quality.
Heterogeneity in channel availability: The region serviced
by a TV transmitter, illustrated in Figure 1, is enclosed by
its service contour. TV transmitters are allocated channels
such that they don’t create interference within each other’s
service contours. These channels are known a priori and
may be obtained, for example, from [6], which has data
related to the US. In addition, to protect TV receivers from
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Fig. 2: (a) Channel availability in the city of Columbus in the USA over a White-Fi network spread over an area of 4900 km2.
Each pixel in the White-Fi network represents a White-Fi cell covering an area of 25km2. Channel availability is computed for a
scenario where a channel is deemed available for a White-Fi cell if the cell lies outside the service contour of every TV transmitter
operating on that channel. (b) Link gains from locations in the White-Fi cell (indexed 154 in (a)) to the TV receiver (solid blue
square in (a)) located about 1 km away. (c) Link gains to locations in the White-Fi cell 154 from the TV transmitter (solid black
triangle in (a)) located at a distance of 15.7 km. All link gain calculations assume a path loss model with an exponent of 3.
interference due to transmissions by secondary devices, reg-
ulatory bodies disallow a secondary from transmitting over
channels being used by TV transmitters if the secondary
is within a certain geographic proximity of the TV trans-
mitters. This results in heterogeneous channel availability
across locations in a city-wide White-Fi network.
To exemplify, FCC [7] restricts transmissions over the
so-called protected region around a TV transmitter i.e. a TV
channel is available for transmission by secondary nodes
at a location only if the location is outside the protected
region of each TV transmitter operating on that channel.
The protected region, enclosed by the protection contour
(dashed lines in Figure 1), includes the region within the
service contour and an additional buffer to protect the TV
receivers from secondary interference. Figure 2a shows the
resulting number of channels available, for transmissions
by secondary nodes, over an area of 4900 km2 in the city of
Columbus, USA. The availability varies over a large range
of 1− 10 channels.
Heterogeneity in achievable link quality: The link qual-
ity, specifically the signal-to-interference-and-noise-ratio
(SINR), of a White-Fi link is impacted by the TV network in
a two-fold manner. (a) Link SINR suffers due to interference
from TV transmitters operating on the same/interfering
channel as that of the link. Specifically, the larger the link
gain between a TV transmitter and a White-Fi receiver, the
smaller is the SINR of the corresponding White-Fi link. (b)
The larger the link gain between a White-Fi transmitter and
a TV receiver, the smaller the power the transmitter may
use on its link without unduly impacting reception at the
TV receiver.
Since White-Fi cells can be large in size, even locations
within a cell may see very different link gains to TV trans-
mitters and receivers. Figure 2b shows the link gains from
locations in a White-Fi cell of size 5 km × 5 km to a TV
receiver located at a distance of about 1 km. A spread of
about 25 dB is observed. Figure 2c shows link gains from
a TV transmitter located at a distance of about 16 km from
the cell. We observe a spread of about 5 dB in gains. This
heterogeneity in gains, within a cell, to and from the TV
network does not exist when the nodes are spread over a
very small region as is the case in traditional WiFi.
The optimization problem: In this work, we investigate
optimizing the medium access control (MAC) saturation
(every node always has a packet to send) throughput of
a citywide White-Fi network. Similar to traditional WiFi,
nodes in a White-Fi cell use the distributed coordination
function (DCF) [8], which is a carrier sense multiple access
and collision avoidance (CSMA/CA) based MAC to gain
access to the medium. We want to maximize the MAC
saturation throughput of the network under the constraint
that reception at TV receivers is not impaired. Specifically,
we enforce that the maximum aggregate interference that
nodes in the White-Fi network create at any TV receiver
is within allowed limits. We optimize over assignments of
channel, transmit power, and medium access probability,
to nodes in the network. This allows us to adapt to the
aforementioned heterogeneities.
A node may be assigned one or more channels and
is capable of operating on multiple channels simultane-
ously. Specifically, a node attempts access in a channel and
maintains DCF state independently of its access attempts
and DCF state in its other assigned channels. Also, a node
saturates a separate queue for each assigned channel. As
detailed later, this allows one to apply the existing DCF
model on each channel independently. In practice, such a
node may be a software defined radio capable of processing
multiple channels at once.
The transmit power allocated to a channel, however, is
not independent of the allocation to other channels assigned
to it. Specifically, each node in a White-Fi cell has a total
power budget which it splits across the assigned channels.
This allows for a better allocation of the available power
budget, at every node, across assigned channels.
Unlike our model, FCC regulations propose a simpler
model of coexistence with the TV network in which any
secondary node outside the protected region can transmit at
its full power, as allowed for its device category [1]. Despite
being conservative, the regulations do not guarantee pro-
tection of the TV network from excess aggregate interference
that results from more than one node transmitting using the
allowed power. Moreover, they result in a wastage of white
spaces. These facts were first observed in [9]. The authors
showed that limits on aggregate interference at the TV
receiver would not only eliminate the possibility of outage
at the TV receiver, but also allow secondary nodes to operate
anywhere outside the service contour, hence eliminating
the need for protected regions and increasing white space
3availability.
Unlike the FCC, Ofcom requires secondary transmit
power to be a function of location. This requirement is
implicit in our constraint on aggregate interference at a
TV receiver. The aggregate interference is a function of the
transmit powers of the White-Fi nodes and their link gains
to the TV receiver, where the gains are a function of the
locations of the TV receiver and the White-Fi nodes. In fact,
the White-Fi nodes that are assigned the same channel as
the TV receiver may be located across different cells. As a
consequence, the aggregate interference budget at the TV
receiver is shared between nodes in different White-Fi cells.
There are prior studies such as [10]–[16] that propose
maximization of secondary network throughput under ag-
gregate interference and transmit power budget constraints.
However, to the best of our knowledge, our work is the
first attempt to model and optimize the DCF throughput
of a multi-cell city-wide White-Fi network. Our specific
contributions are listed next.
• We formulate the problem of maximizing the DCF satu-
ration throughput of a multi-cell White-Fi network under
the constraint that the maximum aggregate interference
that White-Fi nodes create at TV receivers is within ac-
ceptable limits.
• We rework the saturation throughput model proposed by
Bianchi in [8] to incorporate per node transmit power
and payload rates, per node access probabilities, and an
overhead rate used to communicate control packets that
is not fixed but results from the maximization.
• The throughput maximization is a non-linear optimiza-
tion problem. We propose a two-phase heuristic solution.
In the first phase, we assign TV white space channels
to cells in the White-Fi network. In the second phase,
we assign nodes in the cells their payload transmission
rates/transmit powers and access probabilities, over each
assigned channel.
• We demonstrate the efficacy of the proposed heuristic
method over hypothetical deployments of White-Fi net-
works coexisting with real TV networks in the US cities of
Columbus and Denver. Together, these cities provide good
examples of heterogeneity in channel availability and link
quality in the white spaces. Surprisingly, while Columbus
has higher channel availability as compared to Denver, its
network throughput is lower.
• Futher, we compare our approach to a baseline that ad-
heres to restrictions on aggregate interference but allocates
the same power and access probabilities to all nodes in a
cell, which makes it easier to implement in practice.
• Last but not the least, we quantify the reduction in the
availability of white spaces that may result from the use
of FCC-like regulations when restrictions on aggregate
interference from White-Fi nodes must be enforced.
Rest of the paper starts with related works in Section 2.
The network and the saturation throughput model are de-
scribed in Section 3. This is followed by the optimization
problem in Section 4. The solution methodology is described
in Section 5. The hypothetical White-Fi networks and re-
sults are respectively in Sections 6 and 7. We conclude in
Section 8.
2 RELATED WORK
In preliminary work [17], we investigated optimization of
DCF throughput of a single White-Fi cell flanked by two TV
networks. Authors in [18]–[21] and [22], [23] have proposed
approaches for assessment of TVWS capacity under FCC
and ECC regulations, respectively. Contrary to [18]–[21], the
authors in [9] advocate that FCC regulations are stringent
and must be replaced by spatially-aware rules for better
utilization of TVWS. Motivated by [9], our work focuses
on leveraging heterogeneity in white space availability and
link quality to maximize the throughput of a citywide
White-Fi network. Also, while authors in [19]–[22] provide
assessment of TVWS capacity at any location (very short
range communication), we are interested in the capacity
of an outdoor White-Fi network comprising of long-range
links.
Modelling aggregate interference at a TV receiver from a
secondary network has been previously studied in [24]–[29].
In [30]–[32] authors propose an approach for determining
permissible transmit powers for secondary networks under
aggregate interference constraints. Authors in [30] quantify
the capacity available to a secondary system under con-
straints on interference at the TV receiver. In [33], authors
propose to maximize the sum capacity of a secondary
network by setting the power limits for each white space
device while limiting the probability of harmful interference
created at the primary network. While the aforementioned
works, [24]–[31], study cellular-like secondary systems, in
our work, we consider a WiFi-like secondary system.
Similar to our work, authors in [15], [34]–[36] consider
power control and channel allocation in networks operating
in TV white spaces. Authors in [15] consider an overlay sec-
ondary system and determine channel allocation and trans-
mit powers according to licensed user activity. Contrary
to [15], we consider an underlay approach while ensuring
the licensed user (TV) is protected.
Authors in [34] propose an approach that maximizes the
throughput of a cellular secondary network while main-
taining a required signal-to-interference-and-noise (SINR)
for all TV receivers and requires cooperation between sec-
ondary devices and TV networks. Authors in [35] use the
Nash bargaining solution to allocate power and channel to
nodes of a secondary network. Their network operates like
an infrastructure mode WiFi network (clients communicate
via an access point). They don’t model WiFi throughput,
however. Also, they do not take into consideration the inter-
ference to/from the TV networks. Authors in [36] propose
a channel allocation/power control algorithm to maximize
the spectrum utilization of a cellular secondary network
while protecting the licensed users and ensuring a minimum
SINR for each secondary user.
Authors in [16] propose throughput maximization of a
WiFi like network in TVWS under aggregate interference.
Similar to our work, they allow variable transmit powers.
However, they do not model the CSMA/CA based mecha-
nism of the DCF. Instead, they model WiFi link rates to be
their Shannon rates. Authors in [37] propose a white space
wide area wireless network that extends WiFi like spectrum
sharing to TVWS. Unlike our work, they assume that nodes
can transmit at their maximum transmit powers. As a result
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Fig. 3: We summarize the different link gains and rates. A
White-Fi cell with nodes i, i′, and j is shown. The TV network
consists of a transmitter (large tower) TV TX k and a receiver TV
RX l (assumed to be operating in channel s). The gains gil from
node i to the TV receiver and qki from the TV transmitter to
node i, are shown over the corresponding links. Also, we show
the link gain h(s)ii′ between nodes i and i
′, over the channel s.
All nodes broadcast control overheads on channel s at rate R(s)o
defined in (4). Node i sends its data payload to node i′ at rate
R
(s)
ii′ defined in (2).
they do not optimize the interplay between the secondary
users and the TV network.
Authors in [10] propose a learning algorithm for dy-
namic rate and channel selection to maximize the through-
put of a wireless system in white spaces. Authors in [11]
and [12], propose channel assignment techniques for max-
imizing throughput of secondary networks in TV white
spaces. Similar to our work, authors in [10]–[12] propose
throughput maximization of secondary networks in TV
white spaces, however, they do not consider the impact
of aggregate interference from secondary users on TV re-
ceivers. Other works such as [38] and [39] study IEEE
802.22 networks. Authors in [38] study channel assignment
in 802.22 networks. Authors in [39] study the network
coverage, capacity and energy efficiency of LTE networks
in TVWS.
In summary, while there exist several studies on maxi-
mization of secondary network throughput under aggregate
interference and power budget constraints, to the best of
our knowledge, our work is the first attempt to maximize
throughput of a CSMA/CA based citywide White-Fi net-
work in which the secondaries can communicate over long
distances.
3 NETWORK MODEL
Let S be the set of white space channels. Our TV network,
illustrated in Figure 1, consists of TV transmitters and
receivers that operate on channels in S . Let TV(s)TX and TV(s)RX
respectively be the set of TV transmitters and TV receivers
operating on channel s. A TV transmitter k has a known
transmit power P TVk . Our White-Fi network operates over a
geographical region that is tessellated by a setM of White-
Fi cells indexed 1, . . . ,M . We define N to be the set of all
White-Fi nodes and Nm to be the set of nodes in cell m. It
follows that N = ∪Mm=1Nm. Also, a node must belong to
exactly one cell.
White-Fi nodes operating on a channel swill create inter-
ference at TV receivers in TV(s)RX and will suffer interference
from the TV transmitters in TV(s)TX , which are a function
of the corresponding link gains. Let qki be the link gain
between TV transmitter k and a White-Fi node i. Further, let
gil be the link gain between node i and TV receiver l. These
gains are illustrated in Figure 3. In practice, the knowledge
of locations of the TV transmitters, receivers, and the White-
Fi nodes, together with a suitable path loss model, can be
used to estimate them.
Let Sm ⊂ S be the set of white space channels available
in the geographical region covered by cell m. Further let
Sm ⊂ Sm be the channels that are assigned for use in the
cell. While Sm is known a priori, for example from [6],
Sm is obtained as a result of the proposed throughput
optimization. Let T (s)m be the MAC throughput of cellm on a
channel s assigned to it. We define the MAC throughput Tm
of the cell m as the sum of its throughputs on each assigned
channel. The throughput T of the White-Fi network is the
sum of the throughputs of its M cells. We have
Tm =
∑
s∈Sm
T (s)m , (1a)
T =
M∑
m=1
Tm. (1b)
Next we detail the calculation of the throughput T (s)m of cell
m on an assigned channel s.
Throughput of a cell on an assigned channel: All White-
Fi nodes in a cell (set Nm for cell m) follow the IEEE
802.11 DCF for medium access in each assigned channel
s and independently saturate each assigned channel. The
DCF defines a binary-exponential backoff based mechanism
that allows nodes to contend for the shared medium. It
also involves nodes exchanging control messages including
request-to-send (RTS), clear-to-send (CTS), and ACK (ac-
knowledgement), in addition to data payloads. DCF was
modeled by Bianchi in [8] under saturation conditions.
Bianchi modeled DCF using a two-dimensional discrete-
time Markov Chain with time measured in units of a (vari-
able length) DCF slot. A slot could be an idle slot, or a suc-
cessful transmission slot, or a collision slot. In an idle slot,
no transmission takes place. In a successful transmission slot
exactly one node transmits. Lastly, in a collision slot more
than one node transmits and this results in all transmitted
packets being decoded in error. Saturation throughput is
the fraction of an average slot spent in successful payload
transmissions.
It is worthy of note that Bianchi’s model applied to a
network of nodes that were sharing one channel. White-
Fi nodes, on the other hand, may be assigned multiple
channels. However, as detailed in Section 4, channel as-
signment ensures that adjacent cells are assigned sets of
orthogonal channels. As a result, transmissions on a channel
in a cell (and the resulting DCF state) are not impacted by
transmissions on other cells and channels. Thus, we can
model the DCF throughput T (s)m of a cell m on a channel
s, as if only one channel was being used.
To calculate the MAC saturation throughput T (s)m , we
will use the slot definitions in [8]. However, we will rewrite
the slot lengths to incorporate various link gains and rates
(summarized in Figure 3) that are intrinsic to our problem.
5We will also rewrite the probabilities of occurrence of the
different slots to incorporate the fact that each White-Fi node
in cell m could use a different access probability in every
assigned channel s.
On slot lengths and access probabilities: A node in a cell
will transmit data payloads over all channels assigned to
the cell. Let P (s)i be the power with which such a node i
transmits its unicast data payload over channel s. Without
loss of generality, assume that a certain other node i′ in the
cell is the destination for i’s payload. Let the gain of the
link between i and i′ over channel s be h(s)ii′ (see Figure 3).
Note that i and i′ can communicate using all channels in
the set Sm and the link gain h
(s)
ii′ is a function of the channel
s ∈ Sm under consideration. The payload rateR(s)ii′ that may
be achieved between i and i′, for a channel bandwidth of B
Hz and thermal noise of spectral intensity N0 Watts/Hz, is
the Shannon rate of the link and is given by
R
(s)
ii′ = B log2(1 + SINRii′) bits/sec, (2)
where SINRii′ =
h
(s)
ii′ P
(s)
i
BN0 +
∑
k∈TV(s)TX
qki′P TVk
. (3)
The numerator of SINRii′ is the power received at node i′
from i. The denominator is the sum of receiver noise power
at i′ and the sum of interference powers received from TV
transmitters on the channel s. For any TV transmitter k on
the channel, the interference power is the product of its
transmit power P TVk and its link gain qki′ to the White-Fi
receiver i′. Node i achieves the payload rate R(s)ii′ only for
the fraction of time it gets successful access to the medium.
We will enforce that all nodes in a cell can decode mes-
sages that help regulate access to the medium, for example,
RTS, CTS, and ACK, sent from any other node in the cell.
We will refer to such messages as overheads. So while a
data payload sent by i to i′ at rate R(s)ii′ may not be correctly
decoded by a node other than i′, all overhead messages sent
by i must be correctly decoded by all nodes.
These overheads transmitted by node i can be correctly
decoded by any other node in the cell if they are sent at
a rate not greater than B log2(1 + minj∈Nm,j 6=i SINRij). In
this work, for simplicity of exposition, we will assume that
all nodes within a cell m, use the same rate R(s)o to send
overheads. Note that this underestimates the achievable
throughput of the cell. The overhead rate is given by
R(s)o = min
i∈Nm
B log2(1 + min
j 6=i
j∈Nm
SINRij). (4)
Let τ (s)i be the steady state probability with which White-
Fi node i accesses the wireless medium during a DCF slot
for transmitting its payload, over channel s. The probability
p
(s)
succ,i that a transmission by i is successful and the probabil-
ity p(s)idle that a slot is idle are, respectively,
p
(s)
succ,i = τ
(s)
i
∏
j∈Nm
j 6=i
(1− τ (s)j ) and p(s)idle =
∏
j∈Nm
(1− τ (s)j ). (5)
Let idle slots be of duration σ. In practice, this is specified
by the 802.11 standard. Let L bits be the size of payload
in a packet transmitted by any White-Fi node i. A slot that
sees a successful transmission consists of the payload, over-
head bits including packet headers, RTS/CTS, ACK, and
overheads due to inter frame spacings like DIFS. Let Obits
be the number of overhead bits. They are transmitted at the
overhead rateR(s)o defined in (4). The payload is transmitted
by node i to its destination node i′ at rate R(s)ii′ defined
in (2). Let Osec denote the frame spacing related overheads.
Therefore, the total duration of a successful transmission
slot of node i is given by Tsucc,i = Osec+Obits/R
(s)
o +L/R
(s)
ii′ .
Finally, a slot that sees a collision has Lcol bits and Lcolsec
time overheads. The duration of a collision is given by Tcol =
Lcol/R
(s)
o + Lcolsec. On use of RTS/CTS, which we assume
in this work1, only RTS packets may collide. As a result, Tcol
is the same irrespective of which nodes’ transmissions were
involved in a collision. The length σ(s)avg of an average DCF
slot in our cell, over channel s, is
σ(s)avg = p
(s)
idleσ +
∑
i∈Nm
p
(s)
succ,iTsucc,i + (1− p(s)idle − p(s)succ)Tcol,
(6)
where p(s)succ =
∑
i∈Nm p
(s)
succ,i. Note that p
(s)
succ is simply the
probability that a DCF slot sees a successful transmission.
We have an average of p(s)succL payload bits transmitted
successfully in the network over an average slot of length
σ
(s)
avg. The throughput T
(s)
m bits/sec can thus be obtained as
T (s)m = p
(s)
succL/σ
(s)
avg. (7)
Comments on the DCF model: Given traffic sources in
practice, networks usually do not operate in saturation
conditions. However, saturation throughput is often studied
for the following reasons: (a) It indicates the steady state
throughput that is obtainable when the network is heavily
loaded. Also, while the non-saturated maximum through-
put may be greater and may seem like a more useful char-
acterization, unlike saturation throughput, it is not feasible
to have a network operating stably at the maximum [8] [40].
(b) Saturation simplifies analysis by allowing one to avoid
modeling traffic and concentrate entirely on the DCF mech-
anism. That said, earlier work [41] has attempted extending
Bianchi’s model to the non-saturated case by approximating
non-saturated traffic flows by defining a probability that a
packet is present at a node. The throughput of a White-
Fi network may be derived, in a manner similar to the
saturated case (probability is 1), to incorporate such an
approximation of traffic.
Lastly, the model proposed by Bianchi [8] assumes that
all nodes can decode control messages such as request-
to-send (RTS), clear-to-send (CTS), and ACK, sent from
any other node in the cell. This precludes the possibility
of hidden nodes in the network. There are many works
that extend [8] to model the throughput in the presence of
hidden nodes. It is noteworthy that the extension in [42]
1. The case when the network does not use RTS/CTS introduces
variable length collisions, where the length is a function of the payload
rates of the colliding transmissions. While, this can be incorporated in
the model, the resulting expression for the length of the collision slot
becomes unwieldy. Also, as is shown in [8], under saturation conditions
the maximum throughput with or without RTS/CTS is the same. In
fact, using RTS/CTS is more desirable as it makes the throughput less
sensitive to small changes in access probability.
6uses the same basic form of throughput as in [8] and is
amenable to per node payload rates and access probabilities,
and optimizable overhead rates. That said, the extension to
hidden nodes is non-trivial. Among other things, not all
nodes in the cell see the same set of hidden nodes. Im-
portantly, the basic interplay between the White-Fi network
and the primary, which involves interference created by TV
transmitters at White-Fi nodes and the interference created
by the nodes at TV receivers, and the impact of interference
on payload and overhead rates in the network, is captured
well by the White-Fi network model we consider in this
work.
4 OPTIMIZATION PROBLEM
We want to optimize the network throughput T , defined
in (1b). However, transmissions by nodes in the White-Fi
network must not impair TV reception. Specifically, we will
impose limits on the aggregate interference that White-Fi
nodes may create at TV receivers. In addition, we also im-
pose (a) adjacent White-Fi cells must be assigned orthogonal
channels, (b) a finite power budget per node in the White-Fi
network, and (c) time fairness amongst White-Fi links in a
cell.
Limits on aggregate interference: Let l be a receiver in the
set TV(s)RX . A White-Fi node i transmits in a DCF slot, over
channel s, with probability τ (s)i . As a result, the interference
Iil that the node i creates at l in any DCF slot is a Bernoulli
random variable
Iil =
{
gilP
(s)
i w.p. τ
(s)
i ,
0 otherwise.
(8)
Recall that gil is the link gain between node i and TV
receiver l and P (s)i is the power used by i on channel s.
The receiver l will suffer interference from all nodes that are
transmitting over channel s. These are the nodes that belong
to cells that have been assigned the channel s. The aggregate
interference Il at l is
Il =
∑
m:s∈Sm
∑
i∈Nm
Iil. (9)
In our earlier work on a single White-Fi cell [17], we
had considered, separately, limits on the maximum of the
random variable Il and its expectation E[Il]. Since the
resulting qualitative insights were similar, in this work, we
restrict our investigation to limits on the maximum of Il.
Let the desired limit on maximum aggregate interference
at TV receiver l be IMAXl. We require that the maximum
aggregate interference created by White-Fi nodes at any TV
receiver l, operating on a channel s assigned to any cell in
the White-Fi network, not exceed IMAXl. Observe from (8)
that max(Iil) = gilP
(s)
i . Our desired constraint is given
by the following system of inequalities, one for each TV
receiver.
max(Il) =
∑
m:s∈Sm
∑
i∈Nm
gilP
(s)
i ≤ IMAXl,
∀l ∈ TV(s)RX ,∀s ∈ ∪Mm=1Sm. (10)
Observe that the aggregate interference at a TV receiver
results from nodes in one or more White-Fi cells that are
assigned the white space channel on which the TV receiver
operates. As a result, nodes in a cell cannot be assigned
transmit powers on a given channel independently of nodes
in other cells that have been assigned the same channel.
Channel assignment constraint: Let the M × M matrix
[A] = {aij} be the adjacency matrix of the cells in the
White-Fi network. For any two cells m1,m2 ∈ M, we
have am1m2 = 1 if m1 and m2 are adjacent
2, otherwise,
am1m2 = 0. Nodes in cells that are adjacent can interfere
with each other’s transmissions. We require adjacent cells to
be assigned orthogonal channels.
Sm1 ∩ Sm2 = φ ∀m1,m2 s.t. am1m2 = 1. (11)
Power budget constraint: We assume that every White-Fi
node has a total power budget of PT . The node may split
this power over one or more assigned channels. We require∑
s∈Sm
P
(s)
i ≤ PT ∀i ∈ Nm,∀m ∈M. (12)
Time fairness constraint: Finally, we enforce time fairness
across links on each channel within a cell. That is, on an
average, every link i in a cell spends the same fraction of
time transmitting a payload successfully to its destination
on an assigned channel s. This constraint is essential to
ensure that links with high link quality don’t dominate
access to the medium. Recall that the payload is L bits.
The average fraction of time spent by a node i transmitting
its payload successfully to a node i′ over an average slot
σ
(s)
avg is given by (p
(s)
succ,iL/R
(s)
ii′ )/σ
(s)
avg. Given another node j
transmitting to j′, to satisfy time fairness, we must satisfy
the conditions
(1− τ (s)i )
τ
(s)
i
R
(s)
ii′ =
(1− τ (s)j )
τ
(s)
j
R
(s)
jj′ ,
∀i, i′, j, j′ ∈ Nm,∀s ∈ Sm,∀m ∈M. (13)
We want to maximize the throughput T of the White-Fi
network, which is given by equation (1b), under the above
defined constraints. Our optimization problem is
Maximize: T, subject to: (10), (11), (12), (13). (14)
Our variables of optimization are the sets Sm of channels
assigned to cells m ∈ M, the powers P (s)i and medium
access probabilities τ (s)i assigned to any node i on any
channel s that is assigned to the node’s cell. This throughput
maximization is a non-linear optimization problem that is
non-convex in the variables.
5 SOLUTION METHODOLOGY
We propose a heuristic method that carries out Channel
Assignment followed by Power and Access Probability Assign-
ment.
• Channel Assignment: For each White-Fi cell, assign a
set of channels from those available to the cell such
2. Any two cells m1,m2 ∈ M are adjacent if the distance between
the cells is ≤ d, where, d is the distance at which the received power is
3 dB less than the noise floor. For a path loss exponent of 3, d = 2.59
km.
7Algorithm 1 Channel Assignment
Data: M, [A], Sm, ∀m ∈M;
Result: Sm, ∀m ∈M;
1: Setm1,m2, . . . ,mM such that d(m1) ≤ d(m2) . . . ≤ d(mM ),
where m1, . . . ,mM ∈M;
2: while
⋃
m∈M Sm 6= φ do
3: for m = m1, . . . ,mM do
4: if Sm 6= φ then
5: s∗ ← argmaxs∈Sm γs;
6: Sm ← Sm ∪ s∗; . assign selected channel to
cell
7: Sm ← Sm \ {s∗}; . remove assigned channel
from list of available channels
8: UPDATECHANNELLIST(s∗,m);
9: end if
10: end for
11: end while
12: function UPDATECHANNELLIST(s,m)
13: Am ← {m′ ∈M : amm′ = 1}; . get neighboring cells
of cell m
14: A′m ← {m′ ∈ Am : s ∈ Sm′}; . get those neighboring
cells with channel s in available channel list
15: Sm′ ← Sm′ \ {s}, ∀m′ ∈ A′m;
16: end function
that adjacent cells are assigned orthogonal channels
(constraint Equation (11)).
• Power and Access Probability Assignment: Assign transmit
power and access probability to every node in the
White-Fi network, for each channel assigned to it, such
that constraints (10), (12), and (13) are satisfied.
5.1 Channel Assignment
The channel assignment problem can be modeled as a graph
coloring problem [43]. We abstract the White-Fi network as an
undirected graphG = (V,E) with set V of vertices andE of
edges. The White-Fi cells in the network are the vertices of
the graph and an edge exists between any two adjacent cells.
We have, the set of vertices V =M. Also, if am1m2 = 1 for
cells m1,m2 ∈ M, then an edge between them is in set E.
White-Fi channels (colors) must be assigned to the cells such
that no two adjacent cells are assigned the same channel
(color).
We would like to exploit the fact that the presence
of the TV network causes the link quality that may be
achieved by nodes in cell m to differ over the set Sm of
available channels. To this end, we quantify the achievable
link quality when using channel s available in cell m as
γ(s)m = min
i∈Nm,l∈TV(s)RX
IMAXl/gil
(BN0 +
∑
k∈TV(s)TX
qkiP TVk )
. (15)
Note that the numerator IMAXl/gil is the maximum trans-
mit power that node i in cell m can use without exceeding
the limit IMAXl on interference at l. Typically, since other
nodes may transmit over the channel, the transmit power
that i will be able to use will be smaller. The denominator
consists of the sum of interference powers received from
all TV transmitters at node i together with the receiver
noise at i. Thus the ratio is the maximum SINR that node i
can achieve in channel s, given TV receiver l. The channel
quality γ(s)m is therefore the smallest SINR achieved by any
node on channel s in cell m, over all l ∈ TV(s)RX .
Algorithm 2 Power and Access Probability Assignment
Result: Ψ∗,P∗;
1: iter ← 0;
2: Throughput(iter)← 0;
3: P0 ← Power Initialization; . Problem (16)-(17)
4: P∗ ← P0;
5: while true do
6: iter ← iter + 1;
7: Ψ∗ ← Solve for Access (P∗); . Problem (18)
8: P∗ ← Solve for Power (Ψ∗); . Problem (21)
9: Throughput(iter)← T (Ψ∗,P∗);
10: if |Throughput(iter)− Throughput(iter − 1)| <  then
11: break;
12: end if
13: end while
Solving the graph coloring problem optimally is known
to be NP-complete [44]. We propose a heuristic approach
that is summarized in Algorithm 1. The algorithm takes as
input the set of cells M, the adjacency matrix [A], and the
set of available channels Sm for each cell m. It returns the
set of assigned channels for each cell. Channel assignment
is performed in multiple rounds. In every round (lines 3-
10), we assign channels to cells in ascending order of their
degree3. The degree d(m) of cell m is the number of cells
adjacent to it. That is d(m) =
∑
j∈M,j 6=m amj . In a round,
cell m is assigned a channel that has the largest γ(s)m in the
set Sm of channels available in m. The chosen channel s∗ is
added to the set of assigned channels Sm and removed from
Sm. It is also removed from the sets of available channels of
all adjacent cells of m (function UPDATECHANNELLIST in
Algorithm 1). The algorithm repeats the above in the next
round in case there is at least one available channel in any
cell in the network (see condition in line 2).
5.2 Power and Access Probability Assignment
For every assigned channel s, we now assign transmit pow-
ers P (s)i and access probabilities τ
(s)
i to all nodes i in cells
that were assigned s. Let the vector of transmit powers and
access probabilities be P and Ψ, respectively. The elements
of P are P (s)i , for any node i in N and channel s in S .
Likewise, the elements of Ψ are the τ (s)i . If channel s is not
assigned to a cell m, then for all nodes i in the cell P (s)i = 0
and τ (s)i = 0. Further, T (Ψ,P) is the throughput (1b) of the
network when the access probability and transmit power
vectors are Ψ and P, respectively.
We split this assignment problem into the sub-problems
of Power Initialization, Solve for Access, and Solve for Power.
Power Initialization gives us an initial power allocation P0
that satisfies (10) and (12). Solve for Access finds the Ψ
that solves the throughput optimization problem (14), for
a power allocation P∗ that satisfies (10) and (12). Solve
for Power finds a power allocation P that solves (14), for
an access probability assignment Ψ∗ obtained from Solve
for Access. Having found an initial power assignment, we
iterate over Solve for Access, and Solve for Power till the
obtained throughput (1b) is judged (empirically) to have
3. This method is similar to that in [45], in which the nodes obtain
different rewards on different channels, and would like to choose
channels to optimize their rewards.
8converged. Algorithm 2 summarizes the approach. We next
describe the sub-problems.
5.2.1 Power Initialization
We want to initialize the vector of transmit powers such
that (10) and (12) are satisfied. We formulate a simplified
problem to do the same. We proceed by assuming that nodes
in a cell take turns to transmit their payloads. Further, dur-
ing its turn a node i in cellm transmits the data payload of L
bits simultaneously using all assigned channels. The resulting
payload rate is
∑
s∈Sm R
(s)
ii′ . It also transmits header and
other overhead information at a rate R that is the smallest
rate between any two nodes in the cell. For cell m, we have
R = mins∈Sm,i,i′∈Nm R
(s)
ii′ , where R
(s)
ii′ was defined in (2).
We will include all the time (Osec) and bit (Obit) overheads
that were included for a node when calculating the White-
Fi cell throughput Tm defined in (1a). The time ti taken by
node i’s unicast transmission (payload and overheads) to i′
is ti = L
( ∑
s∈Sm
R
(s)
ii′
)−1
+ Obits
R
+ Osec. Node i transmits
a payload of L over a time of
∑
i∈Nm ti, which is the time
that is required for all nodes in m to take their turn. Thus,
the throughput of node i is L/
∑
i∈Nm ti and that of cell m
is |Nm|L/
∑
i∈Nm ti.
The network throughput, obtained by summing over
all cells, is
∑
m∈M |Nm|L/
∑
i∈Nm ti. We want to solve for
the power vector that maximizes the network throughput
under the sum power constraint given by (12), and the con-
straint (10) that limits the maximum aggregate interference.
The resulting convex optimization problem is given by
Maximize:
∑
m∈M
|Nm|L
 ∑
i∈Nm
ti
−1 , (16)
subject to: (10), (12). (17)
The optimizer is the initial estimate P0.
5.2.2 Solve for Access
We solve for a vector of access probabilities Ψ that maxi-
mizes the White-Fi network throughput T defined in (1b),
for a given transmit power vector P∗ that is obtained from
either Power Initialization or Solve for Power. Such power
vectors satisfy constraints (10) and (12) for any Ψ. However,
the time fairness constraint (13) must be enforced. The
optimization problem is
Maximize: T (Ψ,P∗), subject to: (13). (18)
Since the power vector is given, the problem (18) can be sep-
arated into maximizing throughputs T (s)m for each selection
of cell m and channel s, where s is a channel in the set of
channels assigned to m. For every such selection of m and
s, we must choose access probabilities τ (s)i , for every node
i in cell m, such that T (s)m is maximized. For a selection of
m and s, the maximization problem can be reduced to the
following minimization.
Minimize:
1− τ (s)j
τ
(s)
j
σ +
Nm∏
k=1
R(s)kk′
R
(s)
jj′
+
1− τ (s)j
τ
(s)
j
− 1− τ (s)j
τ
(s)
j
Tcol,
(19)
subject to: 0 ≤ τ (s)i ≤ 1. (20)
The reduction can be obtained by using the fairness con-
straint (13) to rewrite the throughput T (s)m of cell m on
channel s in terms of the access probability τ (s)j of node
j in the cell that has the smallest payload rate R(s)jj′ on s
amongst all nodes in the cell. The problem (19)-(20) is one of
convex optimization. See Appendix A for details. Solving
the problem gives us the access probability τ (s)j for the
chosen node j. This probability together with the fairness
constraint (13) can be used to calculate the corresponding
access probabilities for all other nodes in the cell.
5.2.3 Solve for Power
Given a vector Ψ∗ that solves (18), we solve for a vector
of transmit powers that optimizes the network throughput.
The optimization problem is
Maximize: T (Ψ∗,P), subject to: (10), (12), (13). (21)
The problem is non-convex in P. To show this, observe that
the equality constraint (13) is non-linear in P.
6 EVALUATION METHODOLOGY
We describe the White-Fi and TV networks that we used to
evaluate our approach.
We considered hypothetical deployments of White-Fi
networks over the cities of Denver and Columbus in the
United States. Each White-Fi network was deployed over a
square region of area 4900 km2 that covers the city. The re-
gion was tessellated by squares. Each square was considered
to be a separate White-Fi cell. For the sake of evaluation,
we considered networks tessellated by cells of areas 12.25
(square of length 3.5 km), 25, and 100 km2. These areas
correspond to, respectively, 400, 196, and 49 White-Fi cells in
the White-Fi network. White-Fi networks tessellated by cells
of area 25 km2 and superimposed on the maps of the cities
are shown in Figure 4. For a given channel availability and
White-Fi node power budget, one would expect throughput
to deteriorate as the cell size increases. In practice, however,
large cell sizes may be desirable in sparsely populated areas
with limited access to wired backhaul connectivity to the
Internet.
We simulated a total of 4900 White-Fi nodes that were
split equally amongst all cells. Nodes in each cell were
distributed uniformly and independently of other nodes.
For every node in a cell, another node in the cell was
chosen randomly as the receiver of its data payload. Each
node was assigned a total power budget PT = 0.1 W.
This is also the maximum transmit power that FCC allows
personal/portable nodes operating outside the protected
region of a TV transmitter. As we will show later, nodes
in cells close to TV networks operating on their assigned
channels are often unable to exhaust this assigned power
budget. For the chosen cell sizes and power budget, cells
are adjacent if and only if they are physically adjacent (have
a common edge).
All cells use a bandwidth of 6 MHz centered around each
assigned channel. For this bandwidth, the 802.11 timing
parameters were obtained by scaling, by a factor of about
3, the parameters used in [8] for a WiFi network that uses
20 MHz of bandwidth. The length of payload was set to
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Fig. 4: Illustration of White-Fi networks deployed over an area of 4900 km2 in the cities of (a) Denver and (b) Columbus. City
centers are marked by a solid star. Each White-Fi network comprises of 196 cells where each cell is spread over an area of 25 km2.
TV networks operating on different available channels are also shown. Each TV network comprises of a TV tower (solid triangle)
surrounded by service contour. For each tower, we show a TV receiver (solid square) located on its service contour. The diagonal
of the shown maps is of length 800 km. (c) Illustration of afflicted TV receiver (solid blue squares) locations on the service contour
of TV transmitters operating on channel 24 in the city of Denver. The solid black triangles are the TV transmitters (only two are
seen in the figure). Cells colored grey are the ones at which channel 24 is available. Each cell covers an area of 25 km2.
L = 8184 bits. All link gains were calculated using a
simplified path loss model [46] with exponent 3.
We obtained information about the TV networks in
and around the region covered by the White-Fi networks
from [6], [47], and [48]. Information such as TV transmitter
locations, their operating channel, and transmit powers, was
obtained from the FCC database [6]. Service contours were
obtained from [47]. We used them to create the protected
region for every TV TX by following the guidelines in [48].
We have compiled a database [5] that includes all the above
information for all TV transmitters in the US. Figures 4a
and 4b show the resulting TV transmitters, their service
contours, and the channels in which they operate, for the
cities of Denver and Columbus, respectively.
We considered only TV channels in the set {21, . . . , 51}\
{37} for assignment to White-Fi nodes. This is as per
the FCC regulations for personal/portable devices. These
channels occupy the spectrum in the 512− 698 MHz range.
We evaluated our approach for the following two ways of
calculating channels available in a White-Fi cell.
1) Exact FCC: A channel may be accessed by a node
only if it lies outside the protection region of all TV
transmitters that operate on the channel.
2) Relaxed: A node may be inside the protection region. It
must, however, be outside the service contour of all TV
transmitters on the channel.
While location information is available for TV transmit-
ters, it is not available for TV receivers. As a workaround,
for each TV transmitter and White-Fi cell assigned the
channel on which the transmitter broadcasts, we placed a
TV receiver at a location deemed to be most afflicted by
interference from nodes in the cell. At such a location, the
constraint (10) on aggregate interference is binding, for a
fixed limit IMAXl for all receiver locations l.
Given the simplified path loss model, this most afflicted
receiver must lie on the service contour of the TV trans-
mitter. Further, we approximated the most afflicted location
by calculating for each vertex of the cell the point on the
contour that is closest to it. Among the four obtained points,
we picked the point that has the smallest distance from
its corresponding vertex as the location of the most afflicted
receiver. The resulting locations of receivers operating on
channel 24 in the city of Denver are shown in Figure 4c.
In all evaluation, we assumed a limit on maximum
interference IMAXl = −140 dB,∀l. This was obtained by
assuming that the TV receiver is tolerant to about 3 dB
increase in its noise floor [9]. While there are works on WiFi
networks in TV white spaces ( [10], [16] and [37]), they do
not capture the CSMA/CA based mechanism of the DCF,
which is key to our problem. For the purpose of baselining,
in the following section, we compare our proposed approach
detailed in Section 5 with a baseline that doesn’t leverage the
heterogeneity in available link quality, due to the presence
of the TV network, within a cell. Specifically, the baseline
allocates the same power and access probabilities to all
nodes in a cell on an assigned channel. This allocation
may, however, vary over channels assigned to the cell and
over different cells. Both baseline and proposed use the same
channel assignment.
7 RESULTS
We use our proposed approach to compare the White-Fi
throughput obtained in the cities of Denver and Columbus.
We show how greater channel availability in Columbus
than in Denver doesn’t translate into larger throughput in
Columbus due to a much larger presence of TV transmitters
in the city. We also show the throughput achieved by the
baseline that makes power and access probability allocation
within a cell homogeneous and hence a lot simpler in prac-
tice. We end this section with an estimate of loss of White-Fi
coverage when White-Fi access is allowed by rules akin to
FCC regulations, wherein all nodes outside a certain region
around a TV transmitter are allowed to transmit using their
full power budget of 100 mW.
7.1 Observations on Network Throughput
As a Function of Cell Size: Figure 5 shows the network
throughputs (1b), obtained using the proposed approach
and the baseline, for the cities of Denver and Columbus.
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Fig. 5: Throughputs obtained by the proposed method and the
baseline for the hypothetical White-Fi deployments in Denver
and Columbus shown in Figure 4. We show throughputs for
cell size choices of 12.25 and 25 km2, and channel availability
calculated using Exact FCC and Relaxed. The corresponding
throughputs (kbps) for a cell size of 100 km2 are 815, 644, 530,
and 362 for Denver and 260, 197, 197, and 124 for Columbus.
For both approaches and cities, the throughput reduces with
increasing cell size. This is because in larger cells, White-Fi
nodes are typically farther apart and see smaller link gains
than in smaller cells. While the median link gains for a cell
size of 12.25 km2 are about −90 dB, they are 10 dB less
for a cell size of 100 km2. Note that, as we will see later,
channel assignment is not impacted by choice of cell size.
Baseline vs. Proposed: In both the cities, for different cell sizes,
and the approaches of Exact FCC and Relaxed, the proposed
approach leads to large throughput gains in the range of
40− 70% over baseline.
Exact FCC vs. Relaxed: Now compare the throughputs
obtained when using Exact FCC and Relaxed. The choice of
Relaxed always leads to larger throughputs. For a cell size
of 12.25 km2 and the city of Denver, Relaxed leads to gains
in throughput of about 27% over the throughput obtained
using Exact FCC. For Columbus, the corresponding gains
are about 36%. Similar gains in throughput are seen for
larger cell sizes too. In fact, even the Baseline approach leads
to similar gains on using Relaxed. Recall that Relaxed allows
White-Fi nodes to utilize a channel as long as the nodes are
outside the service contour of the TV transmitter using the
channel. Exact requires nodes to be outside the protection
region. That is the channel cannot be used over a larger
region. This impacts channel availability and, hence, chan-
nel assignment to White-Fi cells, and explains the observed
reduction in network throughput.
Channel Availability and Assignment: Figures 6a and 6b
show for the cities of Denver and Columbus, respectively,
the distribution of the number of available channels over
area covered by the White-Fi network. For example, for
a cell size of 12.25 km2 and the city of Columbus, when
using Relaxed, about 20% of the area has exactly one avail-
able channel and about 60% has greater than 4 available
channels. Both Denver and Columbus have a larger average
number of channels available per unit area when using
Relaxed. Specifically, when using Relaxed, on an average
Columbus has 5 available channels as opposed to 3 when
using Exact FCC. The corresponding numbers for Denver
are 2 and 1. This results in a larger number of assigned chan-
nels, when using Relaxed, as shown in Figures 6c and 6d.
In Denver, more than 50% of the area under the White-
Fi network, for both Relaxed and Exact FCC, is not assigned
any channel. Most cells in the remaining area are assigned a
single channel. This is explained by the fact that most cells
in the network have either channel 21 or 51 available and
the channel assignment constraint (11) must be satisfied. In
Columbus, a smaller region suffers from outage. Especially
under Relaxed, greater than 80% of the region is assigned
at least one channel and about 40% (for a cell size of
12.25 km2) is assigned two or more channels. Again, the
numbers of assigned channels are much smaller than the
corresponding numbers of available channels. Given the
assignment constraint (11), this is explained by the fact that
the total number of unique available channels is just 12 and,
as is seen in Figure 2a, cells with large numbers of available
channels are clustered together in space.
Network Throughput of Columbus is Smaller than that of
Denver: As observed above, when compared to Denver,
a much smaller area of Columbus is starved of white
space channels and a larger percentage of area is assigned
more than one channel. However, Columbus has a network
throughput (see Figure 5) much smaller than Denver. For
example, for a cell size of 12.25 km2 and using Relaxed, the
throughput of Columbus, using Proposed, is about half that
of Denver.
It turns out that while Columbus has more assigned
channels on an average, it also suffers significantly more due
to a high density of TV networks (see Figures 4a and 4b).
Figures 7a-7c compare the impact of the TV networks on
the White-Fi networks in Denver and Columbus. Figure 7a
shows the empirical CDF (cumulative distribution function)
of aggregate interference from TV transmitters averaged
over White-Fi nodes in a cell, for each of the two cities. For a
cell that is assigned more than one channel, the aggregate is
chosen for an assigned channel on which it is the minimum.
Nodes in Columbus see aggregate interference that, on an
average, is about 10 dB larger than that seen by nodes in
Denver.
Figure 7b shows the CDF of the aggregate interference
created by White-Fi nodes at afflicted TV receivers operating
on the assigned channels that were selected for Figure 7a.
The CDF(s) for both the cities are similar, which says that
the TV receivers are as much of a constraint in Denver as in
Columbus. This makes us believe that the reduced through-
put seen by Columbus is because of excessive interference
from TV transmitters. The impact of the TV transmitters and
receivers is summarized in Figure 7c that shows the CDF of
SINR of White-Fi links, for each of the two cities. Links in
Columbus see SINR that is on an average about 7 dB smaller
than SINR of links in Denver.
We end our observations on throughput by noting that
channel availability reduces slightly with increasing cell size
in Figures 6a and 6b. This is because a channel is said to be
available in a cell only if it is available in all of the area of the
cell. If assigned, such a channel may be used by any node
in the cell. Our method of calculating availability, however,
has little or no impact on assignment. In fact, the reduction
in throughout with cell size is, as explained above, simply a
result of smaller link gains in larger cell sizes.
7.2 Explaining Gains on Using the Proposed Approach
We show how the proposed approach adapts to heterogene-
ity in link quality because of the TV network. We do so using
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Fig. 6: Distribution of the number of available ((a) and (b)) and assigned ((c) and (d)) channels over the White-Fi networks in
Denver and Columbus.
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Fig. 7: Empirical CDFs of (a) average aggregate interference from TV transmitters at White-Fi nodes in a cell (b) aggregate
interference at afflicted TV receivers from White-Fi nodes in a cell (c) average SINR(dB) of nodes in a cell.
cells that are assigned channel 21 in Denver by Algorithm 1.
The cells are of size 100 km2. Our observations remain the
same qualitatively, over other cell sizes and also Columbus.
Figure 8b shows the aggregate interference, from each of
the cells assigned channel 21, at the afflicted TV receiver
in Figure 8a. Cells that are closer to the TV receiver are
responsible for larger aggregate interference and exhaust a
significant share of the interference budget that is available
at the TV receiver without violation of constraint (10). To
exemplify, the aggregate interference seen from cell 36 at the
TV receiver is about −159 dB, while the interference from
nodes in cell 2 is an aggregate of −143 dB.
Consider the cells numbered 2, 11, and 36, in Figure 8a.
Cell 2 is very close to the afflicted TV receiver and the
service contour of the corresponding transmitter, cell 11
is farther than 2, and cell 36 is the farthest. As shown in
Figure 8d, this results in larger link gains between the TV
receiver and the White-Fi nodes in cell 2, than for nodes in
cells 11 and 36. Proximity of nodes in 2 causes them to see
a larger spread (greater heterogeneity) of these link gains.
Figure 8e shows the distribution of link gains between
the White-Fi nodes and the TV transmitter. Given the large
service region of the TV transmitter (radius of 70.82 km),
these link gains show a limited spread of about 2 dB for each
of the three cells. While the heterogeneity in gains within a
cell is limited, the three cells see different gains from the
transmitter. Specifically, cell 36 sees gains on an average
about 6 dB smaller than cells 2 and 11. Finally, as shown
in Figure 8f, the link gains between White-Fi nodes in the
cells, as one would expect, are similarly distributed.
The varied impact of the TV network on the cells is
well adapted to by the proposed approach. Compare the
distributions (Figure 8c) of power allocated to nodes in the
cells by the proposed and the baseline. As shown earlier, nodes
in cell 2 have a large spread of link gains to the TV receiver.
This leads to proposed allocate a wide spread of transmit
powers to them. The baseline, on the other hand, allocates
all the nodes in the cell the same power. Nodes in cell 11 too
see a spread in power allocation on using proposed. However,
nodes in cell 36 are assigned powers very similar to that
assigned by baseline. Their being far from the TV network
leads all nodes to see similar link gains to the TV receivers
and also the transmitters. This ability of proposed, which we
illustrated using the cells 2, 11, and 36, to adapt power
allocation to link gains between nodes in a cell and between
nodes and the receivers and transmitters of the TV network,
12
(a) (b)
X(km)
Y
(k
m)
 
 
5 15 25 35 45 55 65
60
40
20
dB
−160
−155
−150
−145
−140
(c)
−60 −50 −40 −30 −20 −10 00
0.5
1
Power Allocated (dB)
C
D
F
 
 
Cell 2 (Proposed)
Cell 2 (Baseline)
Cell 11 (Proposed)
Cell 11 (Baseline)
Cell 36 (Proposed)
Cell 36 (Baseline)
(d)
−180 −160 −140 −120 −1000
0.5
1
Link gain (dB)
C
D
F
 
 
Cell 2
Cell 11
Cell 36
(e)
−134 −132 −130 −128 −126 −1240
0.2
0.4
0.6
0.8
1
Link gain (dB)
C
D
F
 
 
Cell 2
Cell 11
Cell 36
(f)
−150 −140 −130 −120 −1100
0.5
1
Link gain (dB)
C
D
F
 
 
Cell 2
Cell 11
Cell 36
Fig. 8: (a) We show the cells (numbered) that are assigned channel 21 in Denver. Each cell covers an area of 100km2. An afflicted
TV receiver is shown adjacent to cell 2. (b) Aggregate sum interference created at the TV receiver by each of the numbered cells.
(c) CDF of the power allocated to White-Fi nodes for three cells. CDF(s) are shown for the proposed method and the baseline. (d)
CDF of link gains between the White-Fi nodes and the TV receiver for the three cells. (e) CDF of link gains between the White-Fi
nodes and the TV transmitter broadcasting on channel 21. The transmitter’s service contour (black curve) is partly shown in (a).
It is also the blue contour in Figure 4a. (f) CDF(s) of the link gains between White-Fi nodes for the three cells.
Fig. 9: Minimum desired separation distance from the service
contour for varying node densities and a cell size of 12.25 km2.
The distance for each density is an average calculated over
multiple White-Fi node placements generated for the density.
explains the gains in throughput achieved by proposed over
baseline.
7.3 FCC Like Regulations
Since proposed and baseline allocate transmit power to nodes
in a manner such that interference constraints at TV re-
ceivers are not violated, nodes of a White-Fi cell can use
a TV channel as long as they are outside the service contour
of any TV transmitter broadcasting over the channel. FCC,
instead, allows all nodes to use their full transmit power
budget of 100 mW as long as they are outside the protection
contour. That is FCC regulations protect the TV receiver by
simply ensuring that a separation distance is maintained
between the afflicted receivers and the White-Fi nodes.
While this method is simple as it doesn’t require per node
(Relaxed) or per cell (Baseline) power allocation, it reduces the
region over which white space channels may be accessed by
the White-Fi nodes. Also, a fixed separation distance can’t
ensure that the interference constraint at the TV receivers is
satisfied for different White-Fi node densities.
Figure 9 shows the separation distance (from the service
contour) that must be maintained for the constraints on
maximum interference to be satisfied at the TV receivers
while all nodes in the network use a fixed power of 100 mW,
as suggested by FCC regulations. Note that the protection
contour provides for a separation distance of 11.1 km [48],
which is not large enough for node densities larger than 1
node/km2 for Denver and for all chosen densities for the
city of Columbus. Since aggregate interference is only a
function of the number of nodes in the White-Fi network,
the separation distance doesn’t change with cell size. In
summary, the separation distance, and hence the loss of
coverage in white spaces, increases with increasing node
density. Also, this distance is significantly large.
7.4 Comments on Fairness and Overhead Rate
Impact of the time fairness constraint: We illustrate the impact
of time fairness constraint (13) in Figure 10 by comparing
(a) proposed, (b) baseline, and (c) proposed without the time
fairness constraint being enforced. For each cell we define
fairness in time share and fairness in throughput, obtained
by links within the cell. We use Jain’s fairness index [49]
to quantify fairness. The Jain’s fairness index is defined as,
J = (
∑n
i=1 xi)
2
n
∑n
i=1 x
2
i
, where, n is the number of links in a cell.
For computation of fairness in time share, xi is the fraction
of time
p
(s)
succ,iL/R
(s)
ii′
σ
(s)
avg
that the ith link spends on a successful
transmission over channel s. For fairness in throughput, xi
is the throughput
p
(s)
succ,iL
σ
(s)
avg
of the ith link.
As shown in Figure 10a, the throughput obtained per cell
for proposed without time fairness is the largest. However, as
shown in Figure 10b and Figure 10c, this approach is highly
unfair both in time share and throughput. This is because in
the absence of time fairness only the link with the highest
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Fig. 10: (a) Per cell throughput. (b) Per cell time fairness. (c) Per cell throughput fairness. Figure 10a-10b correspond to cells
assigned channel 21 in the White-Fi network in Denver with each cell covering an area of 12.25 km2. Results are shown for (i)
Proposed (ii) Baseline, and (iii) Proposed without fairness when using Relaxed.
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Fig. 11: (a) Power allocated to White-Fi nodes, by the proposed approach, in cell 2 of the White-Fi network shown in Figure 8a.
(b) Power allocated as in (a), however, in the absence of overheads defined in Section 3. (c) Rates allocated to the nodes in cell 2,
corresponding to the power allocated in (a). (d) Access probabilities assigned to the nodes in cell 2.
link quality in a cell accesses the medium while other links
are starved. For the baseline, as shown in Figure 10a, it has
the smallest per cell throughput and as shown in Figure 10b
an average time fairness of 0.55 (obtained by averaging the
fairness indices across cells on the same channel). However,
as shown in Figure 10c, it is highly throughput fair. The high
throughput fairness in baseline is because it assigns the same
transmit power and access probabilities to all nodes in a cell.
Lastly, as shown in Figure 10b, the proposed approach has
high time fairness, but has an average throughput fairness
of 0.43 across cells on the same channel (see Figure 10c).
Rate allocation and access probability assignment under fair-
ness constraint: Figures 11c and 11d respectively show the
rate and access probability assignment for White-Fi nodes
in cell 2. Nodes assigned larger payload rates (because of
larger SINR) have larger access probabilities. This is because
we optimize under the constraint (13) of time fairness. For
the case when all nodes have White-Fi links with the same
SINR to their destinations, we confirm that all nodes trans-
mit at the same rates and use the same access probability
per channel. In fact, the access probabilities are the same as
those shown via simulation and approximate analysis in [8].
Impact of Overhead Rate On Power Allocation: Recall from
Section 3 that White-Fi nodes transmit overheads at a rate
that all nodes in their cell can decode. Figure 11a shows the
power allocation to nodes in the White-Fi cell marked 2 in
Figure 8a. Each node in the cell is colored in accordance with
power allocated to it. While the high power allocation to
nodes that are far from the TV receiver (nodes closer to (0, 0)
in Figure 11a) is as per expectation given that such nodes
have smaller link gains to the TV receiver and transmitter,
the high power allocation to nodes that are closest to the
TV receiver (nodes closer to (10, 10)) is explained by the
requirement of the overhead rate.
This rate is determined by the nodes in the White-Fi cell
that are farthest from each other. Allocating a small power to
nodes that are close to TV receiver will make the rate very
small, which in turn will adversely affect the throughputs
of all nodes in the cell. Power allocation of the kind seen in
Figure 11a is seen in cells in which nodes are unable to use
their entire power budget because of the constraint (10) on
aggregate interference.
Figure 11b shows the power allocation for the cell 2
when the number of overhead bits is forced to zero. The
lack of overhead bits makes the overhead rate inconse-
quential. The resulting power allocation follows the familiar
pattern [9] of the allocation being larger at nodes that are
farther from the TV receiver.
8 CONCLUSIONS
We modeled the saturation throughput of a city-wide White-
Fi network. We demonstrated heterogeneity in channel
availability and link quality in such networks and proposed
a method to optimize the saturation throughput that effec-
tively leveraged the heterogeneities. We demonstrated the
efficacy of our method using hypothetical deployments of
White-Fi networks amongst real TV networks in the cities
of Denver and Columbus. This led to the observation that
high channel availability may not translate to high network
throughput. We compared the proposed approach with a
simpler to implement baseline and FCC-like mechanisms.
Our approach showed significant gains over the baseline
(40− 70%). We also evaluated, both the proposed approach
and the baseline, for scenarios when white space channels
can be accessed by nodes anywhere outside (a) the protected
region (as per FCC regulations), referred as Exact FCC, and
(b) the service contour, referred as Relaxed. The choice of
Relaxed showed a gain of 27% over Exact FCC in Denver
and 36% in Columbus for the proposed approach, hence
favoring the elimination of protected regions.
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APPENDIX A
SOLVE FOR ACCESS
We show how the problem of maximizing T (s)m can be
reduced to a minimization problem (19)-(20) in a single-
variable τ (s)j of node j, where j is the node in cell m whose
payload rate R(s)jj′ on channel s is the smallest amongst all
nodes in the cell. We also show that the resulting prob-
lem (19)-(20) is convex in τ (s)j .
The throughput of the ith node in cell m on a channel s
assigned to it is given as T (s)i,m =
p
(s)
succ,iL
σ
(s)
avg
. On simplifying T (s)i,m
we get
T
(s)
i,m =
 1L
 p(s)idle
p
(s)
succ,i
σ + Tsucc,i +
 ∑
j∈Nm
j 6=i
p
(s)
succ,j
p
(s)
succ,i
Tsucc,j

+
 1
p
(s)
succ,i
− p
(s)
idle
p
(s)
succ,i
− 1−
∑
j∈Nm
j 6=i
p
(s)
succ,j
p
(s)
succ,i
Tcol


−1
, (22)
where the probability p(s)succ,i that a transmission by i is
successful and the probability p(s)idle that a slot is idle is given
in (5). Using the time fairness constraint (13), we can write
p
(s)
succ,iR
(s)
jj′ = p
(s)
succ,jR
(s)
ii′ , which gives
τ
(s)
i =
τ
(s)
j R
(s)
ii′
(1− τ (s)j )R(s)jj′ + τ (s)j R(s)ii′
. (23)
By substituting p(s)succ,i and p
(s)
idle from (5) and τ
(s)
j from (23)
we get
T
(s)
i,m =
f1(P ) + R(s)jj′
LR
(s)
ii′
1− τ (s)j
τ
(s)
j
σ +
 ∏
k∈Nm
R(s)kk′
R
(s)
jj′
+
1− τ (s)j
τ
(s)
j

−
1− τ (s)j
τ
(s)
j
− f2(P )
Tcol
−1 , (24)
where, f1(P ) =
Tsucc,i
L +
 ∑
j∈Nm
j 6=i
R
(s)
jj′
LR
(s)
ii′
Tsucc,j
 , f2(P ) =
R
(s)
ii′
R
(s)
jj′
1 + ∑
j∈Nm
j 6=i
R
(s)
jj′
R
(s)
ii′
 . Observe that f1(P ) and f2(P ) are
independent of τ (s)j and do not affect the optimal τ
(s)
j . This
allows us to reduce the throughput maximization problem
to the problem (19)-(20).
Next we show that (19)-(20) is a convex optimization
problem. Define f(τ (s)j ) to be the utility function (Equa-
tion (19)) in the problem (19)-(20). The function f(τ (s)j ) may
be written as
f(τ
(s)
j ) = σf1(τ
(s)
j ) + Tcolf2(τ
(s)
j ), (25)
where f1(τ
(s)
j ) =
1−τ(s)j
τ
(s)
j
, f2(τ
(s)
j ) =∏
k∈Nm
(
R
(s)
kk′
R
(s)
jj′
+
1−τ(s)j
τ
(s)
j
)
− 1−τ
(s)
j
τ
(s)
j
. f1(τ
(s)
j ) is a non-increasing
convex function on the interval [0, 1]. Next, we show that
the function f2(τ
(s)
j ) is also a convex function. For this, we
rewrite f2(τ
(s)
j ) as
f2(τ
(s)
j ) =
1
τ
(s)
j
 ∏
k∈Nm
k 6=j
R(s)kk′
R
(s)
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+
1− τ (s)j
τ
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j
− 1
+ 1,
(26)
and use the following fact [50, Chapter 3, Question 3.32].
Lemma 1. If f : R → R : x 7→ f(x) and g : R → R :
x 7→ g(x) are both convex, non-decreasing (or non-increasing)
and positive, then h : R → R : x 7→ h(x) = f(x)g(x) is also
convex.
Observe that f2(τ
(s)
j ) consists of a product of
1
τ
(s)
j
and ∏
k∈Nm
k 6=j
(
R
(s)
kk′
R
(s)
jj′
+
1−τ(s)j
τ
(s)
j
)
− 1
. Both the functions are con-
vex, non-increasing and positive functions on the interval
[0, 1]. Hence, using Lemma 1, the product of these functions
i.e. f2(τ
(s)
j ) is also convex on the interval [0, 1].
Therefore, f(τ (s)j ) in (25) is a non-negative weighted sum
of convex functions i.e. f1(τ
(s)
j ) and f2(τ
(s)
j ), and hence a
convex function [50]. Also note that the constraint set given
by (20) is convex. Thus the problem (19)-(20) is a convex
optimization problem.
