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THE METHOD OF FUNDAMENTAL SOLUTIONS FOR THE IDENTIFICATION OF A
SCATTERER WITH IMPEDANCE BOUNDARY CONDITION IN INTERIOR INVERSE
ACOUSTIC SCATTERING
A. KARAGEORGHIS, D. LESNIC, AND L. MARIN
Abstract. We employ the method of fundamental solutions (MFS) for detecting a scatterer surrounding a host
acoustic homogeneous medium D due to a given point source inside it. On the boundary of the unknown scatterer
(assumed to be star-shaped), allowing for the normal velocity to be proportional to the excess pressure, a Robin
impedance boundary condition is considered. The coupling Robin function λ may or may not be known. The
additional information which is supplied in order to compensate for the lack of knowledge of the boundary ∂D
of the interior scatterer D and/or the function λ is given by the measurement of the scattered field (generated
by the interior point source) on a curve inside D. These measurements may be contaminated with noise so their
inversion requires regularization. This is enforced by minimizing a penalised least-squares functional containing
various regularization parameters to be prescribed. In the MFS, the unknown scattered field us is approximated
with a linear combination of fundamental solutions of the Helmholtz operator with their singularities excluded
from the solution domain D and this yields the discrete version of the objective functional. Physical constraints
are added and the resulting constrained minimization problem is solved using the MATLAB c⃝ toolbox routine
lsqnonlin. Numerical results are presented and discussed.
1. Introduction
Recently, the interior inverse scattering problem initiated in [6] for testing the structural integrity of a cavity has
received some attention [17, 18, 21] due to its potential practical importance and pathway to impact proposed in
[17] to model the calculation of the extent of a homogeneous reservoir from the measured data obtained from a
transmitter-receiver instrument which is lowered through a borehole into the reservoir.
The numerical reconstruction of a sound-soft, i.e. perfectly conducting scatterer D on whose boundary ∂D the
total field u vanishes, from measurements on an interior closed curve Γ inside D was previously investigated as
follows:
– in [17], using the boundary element method (BEM) based on the single layer potential representation for the
scattered field us and a regularized Newton minimization method;
– in [18], using the BEM based on the double layer potential representation for us and the linear sampling method;
– in [21], using a decomposition method based on a variant of the method of fundamental solutions (MFS), see
[4, 11], combined with a simple graphical method based on plotting the zero level set contours of the total field;
– in [9, 10], using the MFS (or the plane waves method (PWM)) combined with a trust region reflective algorithm
for minimizing the nonlinear Tikhonov regularization functional subject to constraints, implemented using the
MATLAB c⃝ toolbox routine lsqnonlin.
Later on, the linear sampling method and the factorization method were employed in [19, 15], respectively, to
reconstruct a scatterer on whose boundary a homogeneous Robin boundary condition is satisfied by the total field.
It is the purpose of this paper to extend the MFS analysis of [9] for the sound-soft scatterer to the more general
identification of a scatterer with a Robin boundary condition which includes the sound-hard case of a perfectly
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insulated scatterer when λ = 0 and the sound-soft case of a perfectly conducting scatterer when λ =∞. Moreover,
the coupling function λ between the Dirichlet and Neumann data in the Robin boundary condition may be known
or unknown. Therefore, we shall investigate three inverse problems: Problem A in which D is unknown but λ is
known, problem B in which D is known but λ is unknown, and problem C in which both D and λ are unknown.
The plan of the paper is as follows. In Section 2, we present the formulations of the direct and inverse problems that
are investigated. The MFS approximation of the scattered field and the numerical realization of the constrained
nonlinear minimization problem are described in Section 3. Numerical results are analyzed and discussed in terms
of accuracy and stability in Section 4. In particular, the influence of the regularization parameters on the stability of
the reconstructions of the scatterer D and/or the Robin function λ are thoroughly investigated. Finally, conclusions
and possible future work are included in Section 5.
2. Mathematical formulation
We consider the scattering with a wave number 0 < k = ω/c, where c > 0 is the speed of sound and ω > 0 is
the frequency of a time harmonic wave, due to a given point source z0 inside the two-dimensional, bounded and
simply-connected scatterer domain D with a sufficiently smooth, e.g. C2, [19], or Lipschitz, [15], boundary ∂D.
Then the incident field is given by
uinc(x) = Φ(x, z0) :=
i
4
H
(1)
0 (k|x− z0|), x ∈ R
2, (2.1)
where i is the imaginary unit and H
(1)
0 denotes the Hankel function of first kind of order zero, and the scattered
field us satisfies the Helmholtz equation
∆us + k2us = 0 in D. (2.2)
Plane wave propagation in a given direction or an incoming cylindrical wave [13, 14], can also be considered instead
of the point source wave (2.1).
On the boundary ∂D of D we assume that a homogeneous Robin boundary condition for the total field u = us+uinc
holds, namely,
∂u
∂ν
+ iλu = 0, on ∂D, (2.3)
where ν is the outward unit normal to ∂D and 0 < λ ∈ C(∂D) or L∞(∂D) is a Robin coupling real function
usually called the impedance function, [15], or admittance, [8]. When λ → 0 or λ → ∞ we obtain the particular
cases of a sound-hard or sound-soft scatterer, respectively. However, unlike these ideal cases, the Robin impedance
boundary condition (2.3) with 0 < λ < ∞ is more realistic because, in practice, scatterers are never perfect and
the waves always penetrate a little through the boundary ∂D, with λ characterising the level of penetration.
Using (2.1) we can recast (2.3) as a non-homogeneous Robin boundary condition for the scattered field given by
∂us
∂ν
(x) + iλus(x) =
k i
4
H
(1)
1 (k|x− z0|)
(x− z0) · ν(x)
|x− z0|
+
λ
4
H
(1)
0 (k|x− z0|), x ∈ ∂D, (2.4)
where H
(1)
1 is the Hankel function of the first kind of order one.
2.1. The direct problem. When D and λ are known, equations (2.2) and (2.4) form the direct problem which
is well-posed in C2(D) ∩ C1(D) or H1(D), [2, 3]. In the case of the Dirichlet (λ → 0) or Neumann (λ → ∞)
boundary conditions we need to add the assumption that k2 is not a Dirichlet or Neumann eigenvalue of −∆ in D,
respectively.
2.2. The inverse problems. We consider the following inverse problems under the general assumption that:
(α) k2 is not a Dirichlet eigenvalue for −∆ in the interior Ω of the curve Γ introduced below. Note however that
this assumption is not so essential as we can always rescale Γ, [21].
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2.2.1. Inverse problem A. Solve the Helmholtz equation (2.2) for the scattered field us subject to the Robin bound-
ary condition (2.4) with given λ but unknown boundary ∂D which also has to be determined from additional
measurements of us on some known interior closed curve Γ assumed to lie inside D. The condition that z0 ∈ Γ is
not essential but in the sequel we shall assume, for simplicity, that Γ is the circle of radius |z0| > 0 centred at the
origin, i.e.
Γ = ∂B|z0|(0). (2.5)
Then the above additional condition is
us(x) = f(x), x ∈ Γ, (2.6)
where f is some given measured data which may be contaminated with noise.
2.2.2. Inverse problem B. In this case we again consider the Helmholtz equation (2.2) for the scattered field us
subject to the Robin boundary condition (2.4) but now the boundary ∂D is known and the impedance λ(x) is
unknown. The additional measurements are again given by (2.6).
2.2.3. Inverse problem C. Now both the boundary ∂D and the impedance λ(x) in (2.4) are unknown.
At this stage, we briefly discuss the way the data f , obtained from the measurement of the scattered field Γ, could
be interpreted. We first observe that the data f in expression (2.6) is rather limited because it only contains the
measurement obtained from a single point source z0 ∈ D. Also, (2.6) can be further restricted to a limited aperture
case by only specifying it on a subportion Γ1 of Γ. We have also fixed the wave number k. So, we can remark that
in some practical applications it may be possible to measure more data obtained by varying the wave number k
or the point source z0 along Γ. Thus, in general, for compatible data the function f in (2.6) depends on both z0
and k. In particular, for fixed k satisfying assumption (α), but varying z0 ∈ Γ so that (2.6) reads as a matrix of
measured data
us(x; z0) = f(x; z0), x, z0 ∈ Γ, (2.7)
then a solution of inverse problem C given by (2.2), (2.4) and (2.7) is unique, [19]. However, this uniqueness result
requires the measurement us(·; z0) for infinitely many point sources z0 ∈ Γ which may become impractical. We
note that for a single fixed source z0 ∈ Γ, the uniqueness of the restricted inverse problem A given by (2.2), (2.4)
and (2.6) is only known when we assume a priori that D is a disk, [15], a small and smooth perturbation of a disk,
[12], or in the sound-soft case (λ→∞), by requiring D to be contained in a disk of radius t0/k, where t0 = 2.40482
is the smallest positive zero of the Bessel function J0.
On first solving the direct well-posed Dirichlet problem for the Helmholtz equation given by (2.2) in Ω and (2.6),
with assumption (α), the normal derivative
∂us
∂ν
(x) =: g(x), x ∈ Γ, (2.8)
can be obtained. It then means that (2.6) and (2.8) are compatible Cauchy data for the Helmholtz equation (2.2)
in the annular domain D\Ω. From the unique continuation property of the Helmholtz equation it follows that
the Cauchy data us and ∂νu
s on ∂D are uniquely determined. Then, in principle, provided that u ̸= 0 almost
everywhere on ∂D the coefficient λ could be determined directly from (2.3) as
λ(x) = i
∂νu(x)
u(x)
, x ∈ ∂D. (2.9)
However, this direct method was found to be less accurate and stable than a regularized nonlinear least-squares
method based on approximating λ with a finite linear combination of trigonometric functions, [19].
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3. The method of fundamental solutions (MFS)
In the MFS we seek the solution of the inverse Helmholtz problem (2.2), (2.4) and (2.6) in the form, see e.g. [5],
usM (x) =
M∑
m=1
cmG(x,ym), x ∈ D, (3.1)
where ym ∈ R
2\D are singularities and cm ∈ C are unknown complex coefficients to be determined by imposing
boundary condition (2.4) and condition (2.6). Moreover, G is the fundamental solution of the two-dimensional
Helmholtz operator given by [5]
G(x,y) =
i
4
H
(1)
0 (k|x− y|). (3.2)
3.1. Inverse problem A. We assume that the unknown boundary ∂D is a smooth, star-like curve with respect
to the origin. This means that its equation in polar coordinates can be written as
x = r(ϑ) cosϑ, y = r(ϑ) sinϑ, ϑ ∈ [0, 2π), (3.3)
where r is a smooth 2π−periodic function.
The outward unit normal ν(x) to ∂D at the point x is defined as
ν(x) =
1√
r2(ϑ) + r′2(ϑ)
(
r′(ϑ) sinϑ+ r(ϑ) cosϑ, r(ϑ) sinϑ− r′(ϑ) cosϑ
)
. (3.4)
If we let ϑm = 2π(m− 1)/M for m = 1,M , be a uniform discretization of the interval [0, 2π), then the discretized
form of (3.3) for ∂D becomes
rm = r(ϑm), m = 1,M. (3.5)
In (3.4), we use the finite-difference approximation
r′(ϑi) ≈
ri+1 − ri−1
4π/M
, i = 1,M, (3.6)
with the convention that rM+1 = r1, r0 = rM .
On the unknown star-shaped boundary ∂D we consider the points
xm = rm (cosϑm, sinϑm) , m = 1,M, (3.7)
expressed in polar coordinates, where the radii rm > 0 are unknown. The MFS singularities are taken to be
ym = η rm (cosϑm, sinϑm) , m = 1,M, (3.8)
where η > 1 is an unknown magnification parameter to be determined as part of the solution, see the description
of the moving pseudo-boundary MFS in [7]. The measured data (2.6) are given at the points on the circle Γ, see
(2.5),
x˜ℓ = |z0| (cosφℓ, sinφℓ) , φℓ = 2π(ℓ− 1)/L, ℓ = 1, L. (3.9)
We thus have 3M + 1 unknowns, namely the radii r = (rm)m=1,M , the complex coefficients c = (cm)m=1,M and
the magnification parameter η in (3.8). These are determined by imposing the (complex) boundary condition (2.1)
at the M points (xm)
M
m=1 which yield 2M equations, and by imposing the (complex) condition (2.6) at the L
points (x˜ℓ)
L
ℓ=1 which yield an additional 2L equations. We thus have 2M +2L equations in 3M +1 unknowns and
therefore need to take 2L ≥M + 1.
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To obtain a stable approximation to the inverse problem, we minimize the regularized nonlinear least-squares
functional
Tµ1,µ2(c, r, η) :=
M∑
m=1
∣∣∣∣∣
M∑
j=1
cj
(
∂G
∂ν
(xm,yj) + iλ(xm)G(xm,yj)
)
−
k i
4
H
(1)
1 (k|xm − z0|)
(xm − z0) · ν(xm)
|xm − z0|
−
λ(xm)
4
H
(1)
0 (k|xm − z0|)
∣∣∣∣∣
2
+
L∑
ℓ=1
∣∣∣∣∣
M∑
j=1
cj G(x˜ℓ,yj)− f
ε(x˜ℓ)
∣∣∣∣∣
2
+ µ1
M∑
j=1
|cj |
2 + µ2
M∑
m=2
(rm − rm−1)
2, (3.10)
where µ1, µ2 ≥ 0 are regularization parameters, subject to the simple bounds on the variables
|z0| < rm, m = 1,M, and 1 < η < 2. (3.11)
In the case of a sound-soft or sound-hard scatterer an upper bound on rm can be imposed as 2.4048/k or P1,1/k,
respectively, [12], where P1,1 = 1.8412 is the smallest positive zero of the function J
′
1.
The data (2.6) come from practical measurements which are inherently contaminated with errors due to noise, and
we therefore replace f by fε, and in computation, the noisy data are generated as
fε(x˜ℓ) = (1 + ρℓ p) f(x˜ℓ) , ℓ = 1, L , (3.12)
where p represents the percentage of noise added to the data (2.6) on Γ, and ρℓ is a pseudo-random noisy variable
drawn from a uniform distribution in [−1, 1] using the MATLAB c⃝ [16] command -1+2*rand(1,L). The way the
noisy data is generated or its type (multiplicative uniform or additive Gaussian) is not important, as our analysis
does not need to assume anything about the statistical properties of the noise.
The first sum in (3.10) corresponds to the satisfaction of boundary condition (2.4), whereas the second sum
corresponds to the perturbed (3.12) internal measurement condition (2.6). Since the inverse problem is ill-posed, in
(3.10), the regularization terms µ1
∑M
j=1 |cj |
2 and µ2
∑M
m=2(rm−rm−1)
2 are added in order to achieve the stability
of the MFS approximation usM and of the smooth boundary ∂D.
The above constrained optimization problem (3.10) and (3.11) is solved using the MATLAB c⃝ toolbox routine
lsqnonlin which does not require supplying the gradient of the functional (3.10) and easily incorporates the
constraints (3.11). The fundamental solution (3.2) is calculated using the MATLAB c⃝ function besselh. In the
implementation of lsqnonlin for the first set of constraints in (3.11) we set the lower and upper bounds lb and
ub on rm to be |z0|+ 10−3 and 100, respectively.
3.2. Inverse problem B. In this case the boundary ∂D is known and we assume it may be described by (3.3),
where r is a known smooth 2π−periodic function. Since r is now known, we may calculate r′ and hence ν(x) from
(3.4). If the (now known) collocation points are given by (3.7) and the corresponding singularities by (3.8), we still
consider η > 1 to be unknown. Since now the impedance λ(x) is unknown we discretize it using
λm = λ(ϑm), m = 1,M. (3.13)
We thus still have 3M + 1 unknowns, namely the λ = (λm)m=1,M , the complex coefficients c = (cm)m=1,M and
the magnification parameter η in (3.8). These are determined, as before, by imposing the (complex) boundary
condition (2.1) at the M points (xm)
M
m=1 which yield 2M equations, and by imposing the (complex) condition
(2.6) at the L points (x˜ℓ)
L
ℓ=1 which yield an additional 2L equations. We thus have 2M + 2L equations in 3M + 1
unknowns and therefore need to take 2L ≥M + 1.
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We now minimize the regularized nonlinear least-squares functional
Tµ1,µ2(c,λ, η) :=
M∑
m=1
∣∣∣∣∣
M∑
j=1
cj
(
∂G
∂ν
(xm,yj) + iλmG(xm,yj)
)
−
k i
4
H
(1)
1 (k|xm − z0|)
(xm − z0) · ν(xm)
|xm − z0|
−
λm
4
H
(1)
0 (k|xm − z0|)
∣∣∣∣∣
2
+
L∑
ℓ=1
∣∣∣∣∣
M∑
j=1
cj G(x˜ℓ,yj)− f
ε(x˜ℓ)
∣∣∣∣∣
2
+ µ1
M∑
j=1
|cj |
2 + µ3
M∑
m=2
(λm − λm−1)
2, (3.14)
where µ1, µ3 ≥ 0 are regularization parameters, subject to the simple bounds on the variables
0 < λm, m = 1,M, and 1 < η < 2. (3.15)
In the implementation of lsqnonlin for the first set of constraints in (3.15) we set the lower and upper bounds lb
and ub on λm to be 10
−3 and 100, respectively.
3.3. Inverse problem C. In this case both the boundary ∂D and the impedance λ(x) are unknown. The
boundary ∂D is assumed to be star-like and described by (3.3) with its discretized form given by (3.5). The
remaining discretization details are as in Section 3.1. Similarly, the discretized form of the impedance is given by
(3.13).
Now we have 4M + 1 unknowns, namely the radii r = (rm)m=1,M , the λ = (λm)m=1,M , the complex coefficients
c = (cm)m=1,M and the magnification parameter η in (3.8). These are determined, as before, by imposing the
(complex) boundary condition (2.1) at the M points (xm)
M
m=1 which yield 2M equations, and by imposing the
(complex) condition (2.6) at the L points (x˜ℓ)
L
ℓ=1 which yield an additional 2L equations. We thus have 2M + 2L
equations in 4M + 1 unknowns and therefore need to take 2L ≥ 2M + 1.
We now minimize the regularized nonlinear least-squares functional
Tµ1,µ2,µ3(c, r,λ, η) :=
M∑
m=1
∣∣∣∣∣
M∑
j=1
cj
(
∂G
∂ν
(xm,yj) + iλmG(xm,yj)
)
−
k i
4
H
(1)
1 (k|xm − z0|)
(xm − z0) · ν(xm)
|xm − z0|
−
λm
4
H
(1)
0 (k|xm − z0|)
∣∣∣∣∣
2
+
L∑
ℓ=1
∣∣∣∣∣
M∑
j=1
cj G(x˜ℓ,yj)− f
ε(x˜ℓ)
∣∣∣∣∣
2
+ µ1
M∑
j=1
|cj |
2 + µ2
M∑
m=2
(rm − rm−1)
2 + µ3
M∑
m=2
(λm − λm−1)
2, (3.16)
where µ1, µ2, µ3 ≥ 0 are regularization parameters, subject to the simple bounds (3.11) and (3.15).
4. Numerical results and discussion
We take, for simplicity, the wave number k equal to unity. In (3.10), (3.14) and (3.16) we take only one of the
regularization parameters µ1, µ2 and µ3 to be non-zero and investigate all the possibilities that may occur by trial
and error. This is not based on knowing the exact solution but on trying various values of the regularization
parameter starting with large values, which will oversmooth the obtained scatterer, and decreasing it to lower
values until instability, i.e. the scatterer becomes unbounded and oscillatory, starts to manifest. In addition,
taking more than one of these regularization parameters to be non-zero complicates their selection which could
be accomplished within the generalized L-curve framework of [1]. A sample of the L-curve application is actually
presented in Figure 4 for inverse problem A of Example 1.
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In all figures presented in this section, the blue curves represent the exact solutions (for D and/or λ) and the red
dots represent the numerical reconstructions.
4.1. Example 1. We first consider the simple case of a circular scatterer D of unit radius. We take z0 = (0.5, 0),
λ(ϑ) = 2− cosϑ, ϑ ∈ [0, 2π), (4.1)
and the measured data on Γ are simulated by solving the direct problem (2.2) and (2.4) using the MFS with
M = 60 collocation points, N = 40 singularities on a fixed pseudo-boundary similar to the physical boundary with
a magnification factor of η = 1.2. The data (2.6) were generated at L = 32 points on Γ.
4.1.1. Inverse problem A. In the implementation of this inverse problem we took the initial guess (c0, r0, η0) =
(0,0.6, 1.5) and M = 50. In Figure 1 we present the reconstructed boundary with no noise and no regularization
after 1, 50, 100 and 500 iterations (niter). From this figure it can be seen that there is a very good agreement
between the exact and numerical solutions for niter=500. The CPU times recorded for various numbers of
iterations using MATLAB c⃝ on a desktop PC (i7-6700 processor, CPU@3.40 GHZ, 16 GB memory) are presented
in Table 1. The CPU times required for all subsequent calculations in this study were similar.
niter 100 200 300 400 500
CPU time (secs) 46 93 146 203 245
Table 1. Example 1: Typical CPU times for various numbers of iterations.
The corresponding results with niter=500, noise p = 5%, µ2 = 0 and regularization with µ1, and µ1 = 0 and
regularization with µ2, are presented in Figures 2 and 3, respectively. From these figures the following conclusions
can be deduced:
– the numerical results without regularization are unstable;
– regularization with µ1 between 10
−2 and 10−1 achieves stable and accurate numerical results.
– regularization with µ2 between 10
0 and 101 achieves stable and accurate numerical results.
The L-curves corresponding to the above two cases are presented in Figure 4. From Figure 4(a) it may be seen
that the corner of the L-curve corresponds to µ1 = 10
−2 to 10−1 which is consistent with the results presented in
Figure 2. From Figure 4(b) we observe that the corner of the L-curve corresponds to µ2 = 1 to µ2 = 10 which is
consistent with the results presented in Figure 3.
4.1.2. Inverse problem B. In the implementation of this inverse problem we took the initial guess (c0,λ0, η0) =
(0,1, 1.5) andM = 50. In Figure 5 we present the reconstructed impedance λ(ϑ) with no noise and no regularization
after 1, 5, 100 and 500 iterations and convergent results to the exact solution (4.1) for λ(ϑ) can be observed. The
corresponding results with niter=500, noise p = 5%, µ3 = 0 and regularization with µ1, and µ1 = 0 and
regularization with µ3, are presented in Figures 6 and 7, respectively. We observe that when p = 5% noise is
considered in the input data (3.12), the numerical solution is unstable if no regularization is imposed in (3.14). In
order to achieve stable reconstructions of the coefficient λ, regularization with µ1 = 10
−1, µ3 = 0 (Figure 6) or
with µ1 = 0, µ3 = 10
−3 (Figure 7) recovers stably the exact solution (4.1).
4.1.3. Inverse problem C. In the implementation of this inverse problem we took the initial guess (c0, r0,λ0, η0) =
(0,0.8,1.2, 1.5) and M = 25. We have taken M = 25 instead of M = 50 because for inverse problem C, for
the overdetermination of the number of equations with respect to the number of unknowns, we need to have
2L ≥ 2M +1 (see Section 3.3), whilst for inverse problems A and B we only need to have 2L ≥M +1 (see Sections
3.1 and 3.2). Initially, the same initial guesses for r0 = 0.6 and λ0 = 1 as those for problems A and B, respectively,
were chosen for problem C, but the results obtained were not in good agreement with the sought solution given
by (4.1) for the impedance function and by the unit disk for the scatterer. An explanation for this is that the
gradient-based iterative routine lsqnonlin could have been stuck in a local minimum. In addition, as discussed
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in Section 2.2.3, it is likely that solving problem C with measured data (2.6) from only a single point source z0
formulates an inverse problem with a non-unique solution and therefore, the numerical reconstruction (without
noise and no regularization) would be biased towards the closest solution to the initial guess. Taking data (2.6)
obtained from more point sources z0 ∈ Γ would alleviate the non-uniqueness issue or, imposing regularization, as
in (3.16), will pick the solution closest to the origin. Alternatively, we take an initial guess r0 = 0.8 and λ0 = 1.2
which is closer to the exact solution for ∂D and λ(ϑ), respectively, than the initial guess r0 = 0.6 and λ0 = 1. Such
a better initial guess could be inferred, prior to running the gradient-based routine lsqnonlin, by first optimizing
the problem using a heuristic method, say a genetic algorithm-like optimizer, but this has not been undertaken in
the current study. In Figures 8 and 9 we present the reconstructed boundary ∂D and impedance λ(ϑ), respectively,
with no noise and no regularization after 1, 5, 100 and 500 iterations. From these figures it can be seen that
accurate reconstructions of both the scatterer and the impedance are obtained. Moreover, on comparing Figures
1 and 8, and Figures 5 and 9, we observe that the numerical reconstructions are very similar with only a slight
decrease in accuracy when two instead of one unknown quantities are encountered. The corresponding results with
niter=500, noise p = 5%, µ2 = µ3 = 0 and regularization with µ1, µ1 = µ3 = 0 and regularization with µ2, and
µ1 = µ2 = 0 and regularization with µ3, for the scatterer and impedance are presented in Figures 10–15. From
Figures 10, 12 and 14 it may be observed that regularization with either µ1, µ2 or µ3 yields stable and accurate
reconstructions of the unit disk, but the numerical results for the impedance function are more sensitive to the
choice of the appropriate regularization parameter. In fact, Figure 15 shows that regularization with µ3 fails to
produce a reliable reconstruction of λ.
4.2. Example 2. We next consider the case of a peanut shape scatterer given by the radial parametrisation,
r(ϑ) =
1
2
√
1 + 3 cos2 ϑ, ϑ ∈ [0, 2π). (4.2)
We take z0 = (0.25, 0) and λ given by (4.1).
4.2.1. Inverse problem A. All the discretization details are the same as in Example 1 except the initial guess
(c0, r0, η0) = (0,0.8, 1.5). In Figure 16 we present the reconstructed boundary with no noise and no regularization
after 1, 5, 100 and 500 iterations. The corresponding results with niter=500, noise p = 5%, µ2 = 0 and regulariza-
tion with µ1, and µ1 = 0 and regularization with µ2, are presented in Figures 17 and 18, respectively. From these,
conclusions similar to those obtained for Example 1 can be drawn.
4.2.2. Inverse problem B. In the implementation of this inverse problem we took the initial guess (c0,λ0, η0) =
(0,1.5, 1.2) and M = 50. In Figure 19 we present the reconstructed impedance λ(ϑ) with no noise and no
regularization after various numbers of iterations. The corresponding results with niter=500, noise p = 5%,
µ3 = 0 and regularization with µ1, and µ1 = 0 and regularization with µ3, are presented in Figures 20 and
21, respectively. When comparing Figures 5–7 with Figures 19–21 we observe that the numerical results for the
impedance for Example 2 are less stable than those for Example 1.
The numerical results for inverse problem C for Example 2 were found to be inaccurate and are therefore not
presented.
5. Conclusions
In this paper the MFS was used for the numerical solution of three inverse interior acoustic scattering problems.
Since these are ill-posed problems, their discretized versions were regularized with respect to not only the magnitude
of the MFS coefficients, but also the smoothness of the scatterer and the impedance function. The numerical results
retrieved for two examples revealed that the method is well suited for the reconstruction of the unknown scatterer
and impedance function even when the measured data was contaminated with noise. The three-dimensional case
is straightforward after the corresponding modification of the fundamental solution in (2.1) and (3.2). Future
work will concern the application of the MFS for the identification of an interior electromagnetic scatterer, [20].
The current state-of-the-art for inverse interior acoustic scattering is only for homogeneous media and an obvious
THE MFS FOR INVERSE ACOUSTIC SCATTERING 9
challenging and practical extension would be to, in the near future, analyse the detection of cavities in highly
heterogeneous media.
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niter=1 niter=50 niter=100 niter=500
Figure 1. Example 1, Problem A: Results for scatterer for M = 50, L = 32, no noise and no
regularization for various numbers of iterations.
µ1=0 µ1=10
−2 µ1= 10
−1 µ1=10
0
Figure 2. Example 1, Problem A: Results for scatterer for M = 50, L = 32, noise p = 5%, µ2 = 0
and regularization with µ1.
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Figure 3. Example 1, Problem A: Results for scatterer for M = 50, L = 32, noise p = 5%, µ1 = 0
and regularization with µ2.
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Figure 4. Example 1, Problem A: L-curves for p = 5%. (a) Varying µ1 with µ2 = 0; (a) Varying
µ2 with µ1 = 0.
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Figure 5. Example 1, Problem B: Results for impedance for M = 50, L = 32, no noise and no
regularization for various numbers of iterations.
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Figure 6. Example 1, Problem B: Results for impedance for M = 50, L = 32, noise p = 5%,
µ3 = 0 and regularization with µ1.
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Figure 7. Example 1, Problem B: Results for impedance for M = 50, L = 32, noise p = 5%,
µ1 = 0 and regularization with µ3.
niter=1 niter=5 niter=100 niter=500
Figure 8. Example 1, Problem C: Results for scatterer for M = 25, L = 32, no noise and no
regularization for various numbers of iterations.
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Figure 9. Example 1, Problem C: Results for impedance for M = 25, L = 32, no noise and no
regularization for various numbers of iterations.
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Figure 10. Example 1, Problem C: Results for scatterer for M = 25, L = 32, noise p = 5%,
µ2 = µ3 = 0 and regularization with µ1
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Figure 11. Example 1, Problem C: Results for impedance for M = 25, L = 32, noise p = 5%,
µ2 = µ3 = 0 and regularization with µ1.
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Figure 12. Example 1, Problem C: Results for scatterer for M = 25, L = 32, noise p = 5%,
µ1 = µ3 = 0 and regularization with µ2.
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Figure 13. Example 1, Problem C: Results for impedance for M = 25, L = 32, noise p = 5%,
µ1 = µ3 = 0 and regularization with µ2.
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Figure 14. Example 1, Problem C: Results for scatterer for M = 25, L = 32, noise p = 5%,
µ1 = µ2 = 0 and regularization with µ3.
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Figure 15. Example 1, Problem C: Results for impedance for M = 25, L = 32, noise p = 5%,
µ1 = µ2 = 0 and regularization with µ3.
niter=1 niter=50 niter=100 niter=500
Figure 16. Example 2, Problem A: Results for scatterer for M = 50, L = 32, no noise and no
regularization for various numbers of iterations.
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Figure 17. Example 2, Problem A: Results for scatterer for M = 50, L = 32, noise p = 5%,
µ2 = 0 and regularization with µ1.
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Figure 18. Example 2, Problem A: Results for scatterer for M = 50, L = 32, noise p = 5%,
µ1 = 0 and regularization with µ2.
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Figure 19. Example 2, Problem B: Results for impedance for M = 50, L = 32, no noise and no
regularization for various numbers of iterations.
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Figure 20. Example 2, Problem B: Results for impedance for M = 50, L = 32, noise p = 5%,
µ3 = 0 and regularization with µ1.
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Figure 21. Example 2, Problem B: Results for impedance for M = 50, L = 32, noise p = 5%,
µ1 = 0 and regularization with µ3.
