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Abstract
We consider the problem of vehicle following, where a safety distance to the leader vehicle is guaranteed at all times and a
favourite velocity is reached as far as possible. We introduce the funnel cruise controller as a novel universal adaptive cruise control
mechanism which is model-free and achieves the aforementioned control objectives. The controller consists of a velocity funnel
controller, which directly regulates the velocity when the leader vehicle is far away, and a distance funnel controller, which regulates
the distance to the leader vehicle when it is close so that the safety distance is never violated. We provide a rigorous proof for the
feasibility of the overall controller design. The funnel cruise controller is illustrated by a simulation of three different scenarios
which may occur in daily traffic.
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1. Introduction
With traffic steadily increasing, simple cruise control (see
e.g. [3]), which holds the velocity on a constant level, becomes
less useful. A controller which additionally allows a vehicle
to follow the vehicle in front of it while continually adjusting
speed to maintain a safe distance is a suitable alternative. Var-
ious methods which achieve this are available in the literature,
see e.g. the survey [36] on adaptive cruise control systems. A
common method is the use of proportional-integral-derivative
(PID) controllers, see e.g. [3, 24, 25, 37], which however are
not able to guarantee any safety.
Another popular method is model predictive control (MPC),
where the control action is defined by repeated solution of a
finite-horizon optimal control problem. A two-mode MPC con-
troller is developed in [4], where the controller switches be-
tween velocity and distance control. The MPC method intro-
duced in [27] incorporates the fuel consumption and driver de-
sired response in the cost function of the optimal control prob-
lem. In [28] a method which guarantees both safety and comfort
is developed. It consists of a nominal controller, which is based
on MPC, and an emergency controller which takes over when
MPC does not provide a safe solution.
Control methods based on control barrier functions which
penalize the violation of given constraints have been developed
in [1, 29]. While safety constraints are automatically guaran-
teed by this approach, it may be hard to find a suitable con-
trol barrier function. Furthermore, these methods are imple-
mented as open-loop control inputs using quadratic programs,
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which require knowledge of the model parameters and hence
are not robust in general. Another recent method is correct-by-
construction adaptive cruise control [30], which is also able to
guarantee safety. However, the computations are based on a so
called finite abstraction of the system (which is already expen-
sive) and changes of the system parameters require a complete
re-computation of the finite abstraction.
Drawbacks of the aforementioned approaches are that either
safety cannot be guaranteed (as in [24, 25, 37]) or the model
must be known exactly (as in [1, 4, 27, 28, 29, 30]). How-
ever, the requirements on driver assistance systems are increas-
ing steadily. It is expected that in the near future autonomous
vehicles will completely take over all driving duties. Therefore,
a cruise control mechanism is desired which achieves both: un-
der any circumstances (in particular, in emergency situations)
the prescribed safety distance to the preceding vehicle is guar-
anteed and at the same time the parameters of the model, such
as aerodynamic drag or rolling friction, need not be known ex-
actly, i.e., the control mechanism is model-free. The latter prop-
erty also guarantees that the controller is inherently robust, in
particular with respect to uncertainties, modelling errors or ex-
ternal disturbances. Another requirement on the controller is
that it should be simple in its design and of low complexity, and
that it only requires the measurement of the velocity and the
distance to the leading vehicle. We stress that in a lot of other
approaches as e.g. [4, 25, 27, 28] the position, velocity and/or
acceleration of the leading vehicle must be known at each time.
In the present work we propose a novel control design
which satisfies the above requirements. Our control design is
based on the funnel controller which was developed in [20], see
also the survey [18] and the recent paper [5]. The funnel con-
troller is a low-complexity model-free output-error feedback of
high-gain type. The funnel controller is an adaptive controller
since the gain is adapted to the actual needed value by a time-
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varying (non-dynamic) adaptation scheme. It has been success-
fully applied e.g. in temperature control of chemical reactor
models [23], control of industrial servo-systems [15] and un-
deractuated multibody systems [6], speed control of wind tur-
bine systems [12, 14, 15], current control for synchronous ma-
chines [13, 15], DC-link power flow control [34], voltage and
current control of electrical circuits [10], oxygenation control
during artificial ventilation therapy [31] and control of peak in-
spiratory pressure [32].
In our design we will distinguish two different cases. If
the preceding vehicle is far away, i.e., the distance to it is larger
than the safety distance plus some constant, then a velocity fun-
nel controller will be active which simply regulates the velocity
of the vehicle to the desired pre-defined velocity. If the pre-
ceding vehicle is close, then a distance funnel controller will
be active which regulates the distance to the preceding vehi-
cle to stay within a predefined performance funnel in front of
the safety distance. The combination of these two controllers
results in a funnel cruise controller which guarantees safety at
all times. We like to stress that the distance funnel controller
does not directly regulate the position of the vehicle, but a cer-
tain weighting between position and velocity; hence, a relative
degree one controller suffices.
A conference proceedings version of the present paper has
been published in [9]. In the present journal version we con-
sider the effect of additional disturbances in the model and have
added a full proof of the main result in Theorem 2.1. Further-
more, we explain the controller design in more detail and dis-
cuss the presence of control constraints.
1.1. Nomenclature
R≥0 = [0,∞)
L ∞loc(I→Rn) the set of locally essentially bounded
functions f : I→Rn, I ⊆ R an interval
L ∞(I→Rn) the set of essentially bounded functions
f : I→Rn
‖ f‖∞ = ess supt∈I‖ f (t)‖
W k,∞(I→Rn) the set of k-times weakly differen-
tiable functions f : I → Rn such that
f , . . . , f (k) ∈L ∞(I→Rn)
C (V→Rn) the set of continuous functions f : V →
Rn, V ⊆ Rm
f |W restriction of the function f : V→Rn to
W ⊆V
1.2. Framework and system class
In the present work we consider the framework of one ve-
hicle following another, see Fig. 1.
By xl we denote the position of the leader vehicle, while x
and v denote the position and velocity of the follower vehicle.
The change in momentum of the latter is given by the differ-
ence of the force F generated by the contact of the wheels with
the road and the forces due to gravity Fg (including the chang-
ing slope of the road), the aerodynamic drag Fa and the rolling
friction Fr. Detailed modelling of these forces can be very com-
plicated since all the individual components of the vehicle have
xsafe(t)v(t)
x(t)
xl(t)
LeaderFollower
Figure 1: Vehicle following framework.
to be taken into account. Therefore, we use the following sim-
ple models which are taken from [3, Sec. 3.1]:
Fg : R≥0→ R, t 7→ mgsinθ(t),
Fa : R≥0×R→ R, (t,v) 7→ 12ρ(t)CdAv2,
Fr : R→ R, v 7→ mgCr sgn(v),
where m (in kg) denotes the mass of the (following) vehicle, g=
9.81m/s2 is the acceleration of gravity, θ(t) ∈ [−pi2 rad, pi2 rad]
and ρ(t) (in kg/m3) denote the slope of the road and the
(bounded) density of air at time t, resp.,Cd denotes the (dimen-
sionless) shape-dependent aerodynamic drag coefficient andCr
the (dimensionless) coefficient of rolling friction, and A (in m2)
is the frontal area of the vehicle.
Since the discontinuous nature of the rolling friction causes
some problems in the theoretical treatment and in the vehicle
following framework the velocities are typically positive, we
approximate the sgn function by the smooth error function
erf(z) =
2√
pi
∫ z
0
e−t
2
dt , z ∈ R,
using the property that
∀z ∈ R : lim
α→∞erf(αz) = sgn(z).
Therefore, we will use the following model for the rolling fric-
tion:
Fr : R→ R, v 7→ mgCr erf(αv) (1)
for sufficiently large parameter α > 0. For more sophisticated
friction models we refer to [2, 26].
The force F which is generated by the engine of the ve-
hicle is usually given as torque curve (depending on the engine
speed) times a signal which controls the throttle position, see [3,
Sec. 3.1]. Since the latter can be calculated from any given
force F and velocity v (taking the current gear into account),
here we assume that we can directly control the force F , i.e.,
the control signal is u(t) = F(t). The equations of motion for
the vehicle are then given by
x˙(t) = v(t),
mv˙(t) = u(t)−Fg(t)−Fa
(
t,v(t)
)−Fr(v(t))+δ (t), (2)
with the initial conditions
x(0) = x0 ∈ R, v(0) = v0 ∈ R, (3)
2
where δ ∈L ∞(R≥0→R) is a bounded disturbance which cap-
tures modelling errors, uncertainties and noises, which may be
caused by unexpected potholes in the road for instance.
1.3. Control objective
Roughly speaking, the control objective is to design a con-
trol input u(t) such that v(t) is as close to a given favourite
speed vref(t) as possible, while at the same time a safety dis-
tance to the leading vehicle is guaranteed, i.e., xl(t)− x(t) ≥
xsafe(t). The safety distance xsafe(t) should prevent collision
with the leading vehicle and is typically a function of the ve-
hicle velocity, but could also be a constant or a function of
other variables. In the literature different concepts are used,
see e.g. [16, 33] and the references therein. A common model
for the safety distance that we also use in the present paper is
xsafe(t) = λ1v(t)+λ2 (4)
with positive constants λ1 (in s) and λ2 (in m). The parame-
ter λ1 models the time gap between the leader and follower ve-
hicle and λ2 is the minimal distance when the velocity is zero. If
for instance λ1 = 0.5s, then it would take the following vehicle
0.5s to arrive at the leading vehicle’s present position.
We assume that the distance xl(t)− x(t) to the leader vehi-
cle as well as the velocity v(t) can be measured, i.e., they are
available for the controller design. Apart from that, the con-
troller design should be model-free, i.e., knowledge of the pa-
rameters m,θ(t),ρ(t),Cd ,Cr, and A as well as of the initial val-
ues x0,v0 and the disturbance δ (t) is not required. This makes
the controller robust to modelling errors, uncertainties, noise
and disturbances. Summarizing, the objective is to design a
(nonlinear and time-varying) control law of the form
u(t) = F
(
t,v(t),xl(t)− x(t)
)
(5)
such that, when applied to a system (2), in the closed-loop sys-
tem we have that for all t ≥ 0
(O1) xl(t)− x(t)≥ xsafe(t),
(O2) |v(t)−vref(t)| is as small as possible such that (O1) is not
violated.
1.4. Funnel control for relative degree one systems
The final control design will consist of two different funnel
controllers for appropriate relative degree one systems. While,
in view of the control objective, the system (2) cannot be rewrit-
ten as a relative degree one system, this is possible when veloc-
ity and distance control are considered separately. This sepa-
rate consideration may serve as a motivation and therefore we
briefly recall the concept of funnel control here.
The first version of the funnel controller was developed
in [20] and this version will be sufficient for our purposes.
We consider nonlinear relative degree one systems governed by
functional differential equations of the form
y˙(t) = f
(
d(t),(Ty)(t)
)
+ γ u(t),
y(0) = y0 ∈ R, (6)
where γ > 0 is the high-frequency gain and
• d ∈L ∞(R≥0→ Rp), p ∈ N, is a disturbance;
• f ∈ C (Rp×Rq→ R), q ∈ N;
• T : C (R≥0→R)→L ∞loc(R≥0→Rq) is an operator with
the following properties:
a) T maps bounded trajectories to bounded trajecto-
ries, i.e, for all c1 > 0, there exists c2 > 0 such that
for all ζ ∈ C (R≥0→R)∩L ∞(R≥0→R) we have
T (ζ ) ∈L ∞(R≥0→ Rq) and
‖ζ‖∞ ≤ c1 =⇒ ‖T (ζ )‖∞ ≤ c2.
b) T is causal, i.e., for all t ≥ 0 and all ζ ,ξ ∈
C (R≥0→ R):
ζ |[0,t] = ξ |[0,t] =⇒ T (ζ )|[0,t] a.e.= T (ξ )|[0,t] ,
where “a.e.” stands for “almost everywhere”.
c) T is locally Lipschitz continuous in the following
sense: for all t ≥ 0 and all ξ ∈ C ([0, t]→ R) there
exist τ,δ ,c> 0 such that, for all ζ1,ζ2 ∈ C (R≥0→
R) with ζi|[0,t] = ξ and |ζi(s)− ξ (s)| < δ for all
s ∈ [t, t+ τ] and i= 1,2, we have∥∥∥(T (ζ1)−T (ζ2))∣∣[t,t+τ]∥∥∥∞≤c∥∥∥(ζ1−ζ2)∣∣[t,t+τ]∥∥∥∞.
The functions u,y : R≥0→ R are called input and output of the
system (6), resp. In [5, 19, 20, 21] it is shown that the class
of systems (6) encompasses linear and nonlinear systems with
strict relative degree one and bounded-input, bounded-output
stable internal dynamics. The operator T allows for infinite-
dimensional (linear) systems, systems with hysteretic effects or
nonlinear delay elements, and combinations thereof; T is typi-
cally the solution operator corresponding to a (partial) differen-
tial equation which describes the internal dynamics of the sys-
tem. In [20, 21] linear infinite-dimensional systems in a special
Byrnes-Isidori form are considered, which is discussed in detail
in [22]. More general classes involving nonlinear equations and
unbounded operators are discussed in [7, 8].
The funnel controller for systems (6) is of the form
u(t) =−k(t)e(t), e(t) = y(t)− yref(t),
k(t) =
1
1−ϕ(t)2e(t)2 ,
(7)
where yref ∈W 1,∞(R≥0→R) is the reference signal, and guar-
antees that the tracking error e(t) evolves within a prescribed
performance funnel
Fϕ := { (t,e) ∈ R≥0×R | ϕ(t)|e|< 1 } , (8)
3
which is determined by a function ϕ belonging to
Φ :=
ϕ∈W 1,∞(R≥0→R)
∣∣∣∣∣∣
ϕ(s)> 0 for all s> 0 and
for all ε > 0 :
(1/ϕ)|[ε,∞)∈W 1,∞([ε,∞)→R)
.
Thus, if the norm of the error e draws close to the funnel bound-
ary 1/ϕ , the gain k increases and hence, the control is more
aggressive. Otherwise, if the error e is close to zero, then the
control is more relaxed with small gains k.
The funnel boundary is given by the reciprocal of ϕ , see
Fig. 2. The case ϕ(0) = 0 is explicitly allowed, meaning that
no restriction is put on the initial value since ϕ(0)|e(0)| < 1;
the funnel boundary 1/ϕ has a pole at t = 0 in this case.
λ
b
(0,e(0))
1/φ(t)
t
1
Figure 2: Error evolution in a funnelFϕ with boundary 1/ϕ(t).
An important property is that each performance funnelFϕ
is bounded away from zero, i.e., because of boundedness of ϕ
there exists λ > 0 such that 1/ϕ(t) ≥ λ for all t > 0. Thus,
asymptotic accuracy, i.e., limt→∞ e(t) = 0, is not possible in
general, but the tracking error e(t) can be made as small as
desired. We stress that the funnel boundary is not necessar-
ily monotonically decreasing. Widening the funnel over some
later time interval might be beneficial, e.g., when periodic dis-
turbances are present or the reference signal changes strongly.
For typical choices of funnel boundaries see e.g. [17, Sec. 3.2].
In [20], the existence of global solutions of the closed-loop
system (6), (7) is investigated. To this end, y : [0,ω)→ R, ω ∈
(0,∞], is called a solution of (6), (7), if y(0)= y0 and y is weakly
differentiable and satisfies the differential equation in (6) with u
as in (7) for almost all t ∈ [0,ω); y is called maximal, if it has
no right extension that is also a solution. Note that uniqueness
of solutions of (6), (7) is not guaranteed in general.
The following result is proved in [20].
Theorem 1.1. Consider a system (6) with initial value y0 ∈ R,
a reference signal yref ∈W 1,∞(R≥0→R) and a funnel function
ϕ ∈Φ such that
ϕ(0)|y0(0)− yref(0)|< 1.
Then the controller (7) applied to (6) yields a closed-loop
system which has a solution, and every maximal solution y :
[0,ω)→ R has the properties:
(i) ω = ∞;
(ii) all involved signals y,k and u are bounded;
(iii) the tracking error evolves uniformly within the perfor-
mance funnel in the sense
∃ε > 0 ∀ t > 0 : |e(t)| ≤ ϕ(t)−1− ε.
1.5. Organization of the present paper
In Section 2 we present a novel funnel cruise controller
which satisfies the control objectives as stated in Section 1.3.
The controller is basically the conjunction of a velocity funnel
controller and a distance funnel controller, both formulated for
appropriate relative degree one systems. Those controllers are
presented separately before the final controller design is stated
and feasibility is proved. In Section 3 the performance of the
controller is illustrated for some typical model parameters and
scenarios from daily traffic. Some conclusions are given in Sec-
tion 4.
2. Funnel cruise control
In this section we present our novel funnel cruise control
design to achieve (O1) and (O2), which consists of a veloc-
ity funnel controller and a distance funnel controller. We first
present those controllers separately before we state the unified
controller design.
2.1. Velocity funnel controller
When the leader vehicle is far away we do not need to care
about the control objective (O1) and simply need to regulate
the velocity v to the favourite velocity vref ∈ W 1,∞(R≥0 → R)
which satisfies vref(t)≥ 0 for all t ≥ 0. For this purpose we can
treat the velocity v as the output of system (2) and hence the ve-
locity tracking error is given by ev(t) = v(t)− vref(t). Since
the first equation in (2) can be ignored in this case (it does
not play a role for the input-output behavior), we may define
d(t) :=
(
Fg(t)−δ (t),ρ(t)
)
for t ≥ 0 and
fv : R3→ R, (d1,d2,v) 7→ 1m
(
d1+ 12d2CdAv
2+Fr(v)
)
.
Since ρ and δ are assumed to be bounded we obtain that d is
bounded and the second equation in (2) can be written as
v˙(t) = 1mu(t)− fv
(
d(t),v(t)
)
, (9)
and hence belongs to the class of systems (6) with the identity
operator Tv = v. Then Theorem 1.1 yields feasibility of the
velocity funnel controller
uv(t) =−kv(t)ev(t), ev(t) = v(t)− vref(t),
kv(t) = 11−ϕv(t)2ev(t)2 ,
(10)
where ϕv ∈ Φ, when applied to system (2) with initial condi-
tions (3) such that ϕv(0)|v0− vref(0)|< 1.
We stress that since x has been ignored for the controller
design above, the first equation in (2) may cause it to grow un-
boundedly. However, since xl is assumed to be bounded, xl− x
will eventually get small enough so that the distance funnel
controller discussed in the following section becomes active.
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In the end, this will guarantee boundedness of x from above.
Boundedness of x from below is a consequence of vref being
non-negative.
2.2. Distance funnel controller
If the leader vehicle is close, then the main objective of the
controller is to ensure that (O1) is guaranteed, so that v(t) may
be much smaller than vref(t) if necessary. To this end, we intro-
duce a performance funnel, defined by ϕd ∈Φ with ϕd(0) 6= 0,
which lies directly in front of the safety distance to the leader
vehicle, see Fig. 3. We set ψd(·) := ϕd(·)−1.
Velocity Control Distance Control
xsafe(t)ψd(t)
( )
Leader
Leader
Follower
Follower
Figure 3: Illustration of the distance funnel controller.
The aim is then to regulate the position x(t) to the middle of
this performance funnel given by xl(t)−xsafe(t)−ψd(t), where
xl ∈W 1,∞(R≥0→ R).
The corresponding distance tracking error is hence given by
ed(t) = x(t)− xl(t)+ xsafe(t)+ψd(t).
In order to reformulate system (2) in the form (6) with appro-
priate output y and reference signal yref we recall that xsafe(t) =
λ1v(t)+λ2 and define
y(t) := λ1v(t)+ x(t),
yref(t) := xl(t)−λ2−ψd(t).
Then ed(t) = y(t)−yref(t) and we further find that, invoking the
first equation in (2),
x˙(t) =− 1λ1 x(t)+
1
λ1
y(t), x(0) = x0,
hence
x(t) = e
− 1λ1 tx0+
∫ t
0
1
λ1
e
− 1λ1 (t−s)y(s)ds =: (T1y)(t), t ≥ 0.
Now define
Ty :=
(
T1y,y
)>
for all y ∈ C (R≥0 → R). It is straightforward to check that
the operator T : C (R≥0 → R)→ L ∞loc(R≥0 → R2), which is
parameterized by x0 ∈ R, has the properties a)–c) as stated in
Section 1.4. Using equation (9) as well as d and fv defined in
Section 2.1 we obtain
y˙(t) = λ1v˙(t)+ x˙(t)
= λ1m u(t)−λ1 fv
(
d(t),v(t)
)− 1λ1 x(t)+ 1λ1 y(t),
= λ1m u(t)−λ1 fv
(
d(t),− 1λ1 (T1y)(t)+
1
λ1
y(t)
)
− 1λ1 (T1y)(t)+
1
λ1
y(t),
= λ1m u(t)− fd
(
d(t),(Ty)(t)
)
, (11)
where
fd : R4→ R,
(d1,d2,ζ1,ζ2) 7→ λ1 fv
(
d1,d2,− 1λ1 ζ1+
1
λ1
ζ2
)
+ 1λ1
ζ1− 1λ1 ζ2.
Clearly, (11) belongs to the class of systems (6). Then Theo-
rem 1.1 yields feasibility of the distance funnel controller
ud(t) =−kd(t)ed(t), ed(t) = x(t)− xl(t)
kd(t) =
1
1−ϕd(t)2ed(t)2 , + xsafe(t)+ψd(t),
(12)
when applied to system (2) with initial conditions (3) such that
ϕd(0)|λ1v0 + x0− xl(0) + λ2 +ψd(0)| < 1. Note that the as-
sumption ϕd(0) 6= 0 is required in order to guarantee that ud(0)
is well defined.
2.3. Final control design and its feasibility
In Sections 2.1 and 2.2 we have seen that the separate veloc-
ity and distance funnel controllers are feasible when the initial
conditions lie within the funnel boundaries at t = 0; the control
objective (O1) is ignored in the case of velocity control and the
control objective (O2) is ignored in the case of distance control.
However, it is our aim to simultaneously satisfy (O1) and (O2),
i.e., always guarantee the safety distance and regulate the ve-
locity to the favourite velocity as far as possible. This means
that two additional scenarios must be possible:
• if the follower vehicle, while using the velocity funnel
controller (10), enters the performance funnel in front of
the safety distance, i.e., x(t) = xl(t)− xsafe(t)−ψd(t),
then the controller should switch to the distance funnel
controller (12);
• when the distance funnel controller is active it should still
be guaranteed that v(t) < vref(t)+ϕv(t)−1, but it is pos-
sible that v(t) ≤ vref(t)−ϕv(t)−1 when the leader decel-
erates; in the latter case it is not possible to switch back
to (10).
A controller which combines (10) and (12) and takes the
above conditions into account faces an immediate problem: The
controller (12) has a singularity when x(t) = xl(t)− xsafe(t)−
ψd(t) since kd(t)↗ ∞ at such points. Likewise, kv(t)↗ ∞ for
points where v(t) = vref(t)− ϕv(t)−1, i.e., when a strong de-
celeration is necessary. To resolve these problems, the mini-
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mum of the control signals uv(t) and ud(t) is chosen in the re-
gion where the velocity performance funnel and the distance
performance funnel intersect, i.e., when (t,ev(t)) ∈ Fϕv and
(t,ed(t))∈Fϕd ; see also Fig. 4 for an illustration. In particular,
this guarantees that the overall funnel cruise controller given
in (13) on the next page is continuous, since, roughly speak-
ing, the minimum “smoothes” the input in the region where uv
and ud overlap.
u= uv
ev = 0
v
u
=
min{u
d ,u
v }
ϕ−1v
ed = 0
u= ud
ϕ−1d
x
Figure 4: Illustration of the final control design.
We emphasize again that the controller design (13) allows
that the velocity of the follower falls out of the velocity funnel,
i.e., v(t) ≤ vref(t)−ϕv(t)−1 is possible when the distance fun-
nel controller is active and the leader strongly decelerates. In
order for the follower to be able to accelerate again the distance
error ed is held withinFϕd , but ed(t)< 0 so that ud(t)> 0 and
hence the follower accelerates – until the velocity is back inside
the velocity funnel and the velocity controller eventually takes
over.
For later purposes we define the relatively open set
D :=Dv∪Dd ∪Ddv , (14)
where
Dv :=
{
(t,x,v)∈R≥0×R2
∣∣∣∣(t,v−vref(t))∈Fϕv ∧(λ1v+x≤xl(t)−λ2−2ψd(t))
}
,
Dd :=
{
(t,x,v)∈R≥0×R2
∣∣∣∣(v≤vref(t)−ϕv(t)−1) ∧(t,λ1v+x−xl(t)+λ2+ψd(t))∈Fϕd
}
,
Ddv :=
{
(t,x,v)∈R≥0×R2
∣∣∣∣(t,v−vref(t))∈Fϕv ∧(t,λ1v+x−xl(t)+λ2+ψd(t))∈Fϕd
}
.
In the remainder of this section we give the feasibility result
for the controller (13) and its proof. Before we do this, we like
to emphasize that funnel cruise control is not a mere application
of funnel control, in particular Theorem 1.1. While the control
objective is reformulated to fit into the methodology of funnel
control, here we restrict the evolution of the state variables in
a much more complex way. In classical funnel control, as re-
called in Section 1.4, it is required that the tracking error e(t) =
y(t)− yref(t) satisfies |e(t)|< ϕ(t)−1 for some ϕ ∈Φ, i.e., y(t)
is contained in the interval
(
yref(t)−ϕ(t)−1,yref(t)+ϕ(t)−1
)
.
In funnel cruise control, the graph of any solution (x,v) of (2) is
restricted toD , where for a fixed t ≥ 0 the set {(x,v) | (t,x,v) ∈
D} ⊆ R2 is non-convex, see also Fig. 4. Therefore, it was nec-
essary to develop a completely new proof technique which is
beyond classical funnel control techniques.
Theorem 2.1. Consider a system (2) with initial conditions (3),
a favourite velocity vref ∈W 1,∞(R≥0→ R) with vref(t)≥ 0 for
all t ≥ 0, position of the leader vehicle xl ∈ W 1,∞(R≥0 → R),
safety distance xsafe as in (4) with λ1,λ2 > 0 and funnel func-
tions ϕv,ϕd ∈Φ, such that ϕd(0) 6= 0 and(
0,x0,v0) ∈D .
Then the funnel cruise controller (13) applied to (2) yields a
closed-loop system which has a solution, and every solution can
be extended to a maximal solution (x,v) : [0,ω) → R2, ω ∈
(0,∞], which has the properties:
(i) ω = ∞;
(ii) all involved signals x, v and u are bounded;
(iii) there exists ε > 0 so that for all t > 0
ev(t)≤ ϕv(t)−1− ε, ed(t)≤ ϕd(t)−1− ε,
ε ≤max{0,ϕv(t)−1+ ev(t)}+max{0,ϕd(t)−1+ ed(t)}.
Proof. Step 1: We show existence of a maximal solution.
Use D as in (14), define ψv(·) := ϕv(·)−1, ψd(·) := ϕd(·)−1,
f : R≥0×R→R, (t,v) 7→ − 1m
(
Fa(t,v)+Fg(t)+Fr(v)−δ (t)
)
,
and F as in (15) on the next page. Then the closed-loop initial-
value problem (13), (2) is equivalent to(
x˙(t)
v˙(t)
)
= F
(
t,x(t),v(t)
)
,
(
x(0),v(0)
)
=
(
x0,v0
)
.
Since Fg,Fa and Fr as in (1) are continuous and δ ∈L ∞(R≥0→
R) it follows that f is measurable and locally integrable in t
and continuous in v. Furthermore, ϕv, ϕd , vref, and xl are con-
tinuous, thus F is measurable and locally integrable in t and
continuous in v. Since moreover the set D is relatively open in
R≥0×R2 and satisfies (0,x0,v0) ∈D , by [35, § 10, Thm. XX]
there exists a weakly differentiable solution, which can be ex-
tended to a maximal solution (x,v) : [0,ω)→ R2, ω ∈ (0,∞].
Furthermore, the closure of the graph of (x,v) is not a compact
subset of D .
For later use we divide the set [0,ω) into the two parts
Mv :=
{
t∈ [0,ω)
∣∣∣∣∣
(
t,x(t),v(t)
) ∈Dv ∨ ((t,x(t),v(t)) ∈Ddv ∧
min{−kv(t)ev(t),−kd(t)ed(t)}=−kv(t)ev(t)
)}
and
Md :=
{
t∈ [0,ω)
∣∣∣∣∣
(
t,x(t),v(t)
) ∈Dd ∨ ((t,x(t),v(t)) ∈Ddv ∧
min{−kv(t)ev(t),−kd(t)ed(t)}=−kd(t)ed(t)
)}.
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u(t) =

−kv(t)ev(t), ed(t)≤−ϕd(t)−1 ∧ (t,ev(t)) ∈Fϕv ,
−kd(t)ed(t), ev(t)≤−ϕv(t)−1 ∧ (t,ed(t)) ∈Fϕd ,
min{−kv(t)ev(t),−kd(t)ed(t)}, (t,ev(t)) ∈Fϕv ∧ (t,ed(t)) ∈Fϕd ,
kv(t) =
1
1−ϕv(t)2ev(t)2 , ev(t) = v(t)− vref(t),
kd(t) =
1
1−ϕd(t)2ed(t)2 , ed(t) = x(t)− xl(t)+ xsafe(t)+ϕd(t)
−1.
(13)
F :D → R2, (t,x,v) 7→

(
v
− 1m v−vref(t)1−ϕv(t)2|v−vref(t)|2 + f (t,v)
)
, if (t,x,v) ∈Dv
(
v
− 1m x−xl(t)+λ1v+λ2+ψd(t)1−ϕd(t)2|x−xl(t)+λ1v+λ2+ψd(t)|2 + f (t,v)
)
, if (t,x,v) ∈Dd ,
(
v
1
m min
{
− v−vref(t)1−ϕv(t)2|v−vref(t)|2 ,−
x−xl(t)+λ1v+λ2+ψd(t)
1−ϕd(t)2|x−xl(t)+λ1v+λ2+ψd(t)|2
}
+ f (t,v)
)
, if (t,x,v) ∈Ddv .
(15)
Step 2: We show that for all τ ∈ (0,ω) we have
ev(τ) =−ψv(τ) =⇒ ∃δ > 0 ∀ t ∈ (τ−δ ,τ+δ ) :
u(t) = kd(t)ed(t), (16)
ed(τ) =−ψd(τ) =⇒ ∃δ > 0 ∀ t ∈ (τ−δ ,τ+δ ) :
u(t) = kv(t)ev(t). (17)
We prove (16); the proof of (17) is analogous and omitted. First
observe that τ ∈Md . Since ed , kd are continuous in τ , we have
that
∃δ1 > 0 ∀s ∈ (τ−δ1,τ+δ1) : |kd(τ)ed(τ)− kd(s)ed(s)|< 1,
and hence, by reverse triangle inequality,
−kd(s)ed(s)≤ |kd(s)ed(s)|< 1+ |kd(τ)ed(τ)|.
Since kv(s)→ ∞ for s→ τ and, for δ1 small enough, ev(s)< 0
for |τ− s|< δ1, we find that
∃δ2 > 0 ∀s with
(
s,x(s),v(s)
) ∈Ddv , |τ− s|< δ2 :
− kv(s)ev(s)> 1+ |kd(τ)ed(τ)|.
Then (16) follows for δ := min{δ1,δ2}.
Step 3: We show that Mv and Md are closed in [0,ω). We
prove the statement for Mv; for Md it is analogous and omitted.
Let τ ∈ [0,ω) be such that
∀δ > 0 : (τ−δ ,τ+δ )∩Mv 6= /0.
We show that τ ∈Mv. If (τ,x(τ),v(τ)) ∈ D˚v, the interior ofDv,
then clearly τ ∈ Mv. If ed(τ) = −ψd(τ), then τ ∈ Mv follows
from Step 2. The case (τ,x(τ),v(τ)) ∈ Dd is not possible, be-
cause otherwise there exists δ > 0 such that (τ − δ ,τ + δ )∩
Mv = /0, a contradiction; this is clear for (τ,x(τ),v(τ)) ∈ D˚d
and for ev(τ) = −ψv(τ) it follows from Step 2. It remains to
consider the case (τ,x(τ),v(τ)) ∈Ddv . By assumption there ex-
ists a sequence (tn)n∈N ⊆Mv such that limn→∞ tn = τ . Choose
δ > 0 and, if necessary, a subsequence of (tn) which we again
denote by (tn), such that
∀ t ∈ (τ−δ ,τ+δ ) : (t,x(t),v(t)) ∈Ddv
and ∀n ∈ N : tn ∈ (τ−δ ,τ+δ ).
If τ = 0, then consider [0,δ ) instead of (τ−δ ,τ+δ ). Then we
find, by continuity of u, kv and ev on (τ−δ ,τ+δ ) that
u(τ) = lim
n→∞u(tn)
tn∈Mv= lim
n→∞−kv(tn)ev(tn) =−kv(τ)ev(τ),
by which τ ∈Mv.
Step 4: We show that x and v are bounded. The proof of the
claim is divided into six steps:
1) v is bounded on Mv. Seeking a contradiction, assume
that v is unbounded on Mv. Then, since vref is bounded
and for all ε > 0 we have ψv|[ε,∞)∈L ∞([ε,∞)→R),
there exists t∗ ∈Mv, t∗ > 0, such that |v(t∗)|> vref(t∗)+
ψv(t∗). This contradicts
(
t∗,x(t∗),v(t∗)
) ∈D .
2) v is bounded from above on Md . This can be proved sim-
ilar to 1): The existence of t∗ ∈ Md , t∗ > 0, such that
v(t∗)> vref(t∗)+ψv(t∗) yields a contradiction.
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3) x is bounded from above on Mv. Assuming the opposite
and invoking 1) as well as boundedness of xl gives exis-
tence of t∗ ∈Mv, t∗ > 0, so that x(t∗)> xl(t∗)−λ1v(t∗)−
λ2, which implies
(
t∗,x(t∗),v(t∗)
)
/∈D , a contradiction.
4) x is bounded from above on Md . Since
(
t,x(t),v(t)
) ∈D
for all t ∈ [0,ω), we have ϕd(t)|x(t)− xl(t) + λ1v(t) +
λ2 +ψd(t)| < 1 for all t ∈ Md . By assumption xl and
1/ϕd are bounded on R≥0, thus y := λ1v+ x is bounded
on Md . Recalling that x˙(t) = − 1λ1 x(t) +
1
λ1
y(t) we can
estimate, with µ := 1λ1 , that for any t ∈ [0,ω)
x(t) = e−µtx0+
t∫
0
µe−µ(t−s)y(s)ds
= e−µtx0+
∫
Mv∩[0,t]
µe−µ(t−s)y(s)ds +
∫
Md∩[0,t]
µe−µ(t−s)y(s)ds
≤ |x0|+
∫
Mv∩[0,t]
µe−µ(t−s)y(s)ds +
∫
Md∩[0,t]
|µe−µ(t−s)y(s)|ds .
Since y = λ1v+ x is bounded on Md , there exists M ≥ 0
such that ∫
Md∩[0,t]
|µe−µ(t−s)y(s)|ds =: K1 < ∞.
Then we obtain
x(t)≤ |x0|+K1+
∫
Mv∩[0,t]
µe−µ(t−s)(λ1v(s)+ x(s))ds
1),3)
≤ K2 < ∞
for some K2 > 0.
5) v is bounded from below on Md . Seeking a contradic-
tion assume that v is unbounded from below on Md .
Since v is bounded on Mv by 1), there exists a se-
quence (tk)k∈N ⊆ Md with limk→∞ v(tk) = −∞. Since
|x(tk)− xl(tk) + λ1v(tk) + λ2 +ψd(tk)| < ψd(tk) for all
k ∈ N, it follows that limk→∞ x(tk) = ∞, which contra-
dicts 4).
6) x is bounded from below. Let t ∈ (0,ω) and first as-
sume that
(
t,x(t),v(t)
) ∈Ddv ∪Dd . Since xl and 1/ϕd are
bounded on R≥0, the claim immediately follows from 2)
invoking the inequality
x(t)≥ xl(t)−λ1v(t)−λ2−2ψd(t)≥ K3 >−∞.
Now let
(
t,x(t),v(t)
) ∈ D˚v. Then there exists ε > 0 such
that (t − ε, t + ε) ⊆ Mv. Since Md is a closed subset
of R≥0 by Step 3, the set { s ∈Md | s≤ t− ε } is closed
as well and its supremum is again an element of Md ,
or it equals −∞. If the latter is the case, then choose
h = t, otherwise choose h > 0 such that (t − h, t) ⊆ Mv
and t−h ∈Md . By the mean value theorem, there exists
s ∈ (t−h, t) so that
v(s) =
x(t)− x(t−h)
h
. (18)
By 2) and t−h ∈Md (or t−h= 0) we find that
x(t−h)≥ xl(t−h)−λ1v(t−h)−λ2−2ψd(t−h)
≥ K4 >−∞. (19)
Finally, applying the assumption that vref(s) ≥ 0 for all
s≥ 0, (18) together with (19) implies
x(t) = hv(s)+ x(t−h)≥ h(v(s)− vref(s)︸ ︷︷ ︸
>−ϕv(s)−1
)
+ x(t−h)︸ ︷︷ ︸
≥K4
≥ K5 >−∞.
Step 5: We show (iii). Boundedness of ϕv and ϕd allows us
to define
hv := inf
t>0
ψv(t)> 0 and hd := inf
t>0
ψd(t)> 0.
Let τ ∈ (0,ω) be arbitrary but fixed. Since ϕv ∈ Φ, we find
that ψ˙v|[τ,∞) is bounded. Thus, there exists a Lipschitz bound
Lv > 0 of ψv|[τ,∞). Similarly, we find a Lipschitz bound Ld > 0
of ψd |[τ,∞). Since v is bounded by Step 4, it follows that Fg(·),
Fr
(
v(·)), Fa(·,v(·)), δ (·) and v˙ref(·) are bounded and hence
there exists K > 0 independent of ω such that
for almost all t ∈ [0,ω) :∣∣ 1
m
(
Fr(v(t))+Fa(t,v(t))+Fg(t)−δ (t)
)
+ v˙ref(t)
∣∣≤ K. (20)
Now choose ε > 0 small enough so that
ε ≤min
{
hv
2 ,
hd
2 , inft∈(0,τ]
(
ψv(t)−ev(t)
)
, inf
t∈(0,τ]
(
ψd(t)−ed(t)
)
,
inf
t∈(0,τ]
[
max
{
0,ψv(t)+ev(t)
}
+max
{
0,ψd(t)+ed(t)
}]}
and
L := max{Lv,Ld} ≤ −K+
min{h2d ,h2v}
4εm
. (21)
We show that
∀ t ∈ (0,ω) : ev(t)≤ ψv(t)− ε,
ed(t)≤ ψd(t)− ε,
ε ≤max{0,ψv(t)+ ev(t)}
+max{0,ψd(t)+ ed(t)};
(22)
for the first two inequalities we use a standard procedure in fun-
nel control, see e.g. [5], but the proof of the third is much more
involved. First note that by definition of ε the inequalities (22)
hold on (0,τ]. Seeking a contradiction, suppose there exists
t1 ∈ (τ,ω) such that at least one of the following three cases
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occurs.
Case I: ψv(t1)− ev(t1)< ε . Set
t0 := max{ t ∈ [τ, t1) | ψv(t)− ev(t) = ε } .
Then, for all t ∈ [t0, t1], we have that
ψv(t)− ev(t)≤ ε,
ev(t)≥ ψv(t)− ε ≥ hv− ε ≥ hv2 ,
kv(t) = 11−ϕv(t)2|ev(t)|2 ≥
1
2εϕv(t) ≥
hv
2ε .
(23)
In particular, (23) together with (13) implies that
∀ t ∈ [t0, t1] : u(t)≤−kv(t)ev(t). (24)
Now we calculate for almost all t ∈ [t0, t1] that
e˙v(t) = 1m
(
u(t)−Fr
(
v(t)
)−Fa(t,v(t))−Fg(t)+δ (t))− v˙ref(t)
(24)
≤ 1m
(
−kv(t)ev(t)−Fr
(
v(t)
)−Fa(t,v(t))−Fg(t)+δ (t))−v˙ref(t)
(20)
≤ K− 1mkv(t)ev(t)
(23)
≤ K− 1m hv2ε hv2
(21)
≤ −L≤−Lv.
Therefore,
ev(t1)− ev(t0) =
∫ t1
t0
e˙v(t)dt ≤−Lv(t1− t0)
≤−|ψv(t1)−ψv(t0)| ≤ ψv(t1)−ψv(t0).
Hence, ε = ψv(t0)− ev(t0) ≤ ψv(t1)− ev(t1) < ε , a contradic-
tion.
Case II:ψd(t1)−ed(t1)< ε . The proof is analogous to Case
I and omitted.
Case III: max{0,ψv(t1) + ev(t1)} + max{0,ψd(t1) +
ed(t1)}< ε . Set
t0 := max
{
t ∈ [τ, t1)
∣∣∣∣ max{0,ψv(t)+ ev(t)}+max{0,ψd(t)+ ed(t)}= ε
}
.
Now we distinguish another three cases.
Case III.A: 0 < ψd(t0)+ed(t0) = ε and ψv(t0)+ev(t0)≤ 0. By
continuity and definition of t0, there exists t˜1 ∈ (t0, t1) such that
∀ t ∈ (t0, t˜1] : 0 < ψd(t)+ ed(t)< ε.
Since ev(t0) ≤ −ψv(t0) it further follows from Step 2 and (13)
that there exists tˆ1 ∈ (t0, t˜1] such that
∀ t ∈ [t0, tˆ1] : u(t) =−kd(t)ed(t). (25)
Moreover, we have for all t ∈ [t0, tˆ1] that
ψd(t)+ ed(t)≤ ε,
−ed(t)≥ ψd(t)− ε ≥ hd− ε ≥ hd2 ,
kd(t) = 11−ϕd(t)2|ed(t)|2 ≥
1
2εϕd(t)
≥ hd2ε .
(26)
Now we calculate for almost all t ∈ [t0, tˆ1] that
− e˙d(t) = 1m
(
−u(t)+Fr
(
v(t)
)
+Fa
(
t,v(t)
)
+Fg(t)−δ (t)
)
+ v˙ref(t)
(25)
= 1m
(
kd(t)ed(t)+Fr
(
v(t)
)
+Fa
(
t,v(t)
)
+Fg(t)−δ (t)
)
+v˙ref(t)
(20)
≤ K+ 1mkd(t)ed(t)
(26)
≤ K− 1m hd2ε hd2
(21)
≤ −L≤−Ld .
Therefore,
ed(t0)− ed(tˆ1) =
∫ tˆ1
t0
−e˙d(t) dt ≤−Ld(tˆ1− t0)
≤−|ψd(tˆ1)−ψd(t0)| ≤ ψd(tˆ1)−ψd(t0).
Hence, ε = ψd(t0)+ ed(t0) ≤ ψd(tˆ1)+ ed(tˆ1) < ε , a contradic-
tion.
Case III.B: 0<ψv(t0)+ev(t0) = ε and ψd(t0)+ed(t0)≤ 0. The
proof is analogous to Case III.A and omitted.
Case III.C: 0<ψv(t0)+ev(t0)< ε and 0<ψd(t0)+ed(t0)< ε .
Then, by definition of t0 and continuity, there exists tˆ1 ∈ (t0, t1)
such that either
∀ t ∈ (t0, tˆ1] : 0<ψd(t)+ed(t)<ψd(t0)+ed(t0)<ε (27)
or
∀ t ∈ (t0, tˆ1] : 0<ψv(t)+ev(t)<ψv(t0)+ev(t0)<ε. (28)
Furthermore, if (27), then also 0 < ψv(t)+ ev(t) < ε holds for
all t ∈ (t0, tˆ1), and if (28), then also 0 < ψd(t)+ed(t)< ε holds
for all t ∈ (t0, tˆ1). Therefore, in both cases (27) and (28) we
have that (26) and
ψv(t)+ ev(t)≤ ε,
−ev(t)≥ ψv(t)− ε ≥ hv− ε ≥ hv2 ,
kv(t) = 11−ϕv(t)2|ev(t)|2 ≥
1
2εϕv(t) ≥
hv
2ε
(29)
hold. Then, in both cases, we calculate for all t ∈ [t0, tˆ1] that
−kd(t)ed(t)
(26)
≥ h2d4ε ∧ −kv(t)ev(t)
(29)
≥ h2v4ε ,
and by (13) this implies that
u(t)≥ min{h
2
d ,h
2
v}
4ε
. (30)
Then, similar as in Case III.A, we find that
− e˙d(t) = 1m
(
−u(t)+Fr
(
v(t)
)
+Fa
(
t,v(t)
)
+Fg(t)−δ (t)
)
+ v˙ref(t)
(20)
≤ K− u(t)m
(30)
≤ K− min{h
2
d ,h
2
v}
4mε
(21)
≤ −L≤−Ld .
Hence, again we obtain
ed(t0)− ed(tˆ1)≤−Ld(tˆ1− t0)≤ ψd(tˆ1)−ψd(t0),
by which ψd(t0) + ed(t0) ≤ ψd(tˆ1) + ed(tˆ1), which contra-
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dicts (27). Similarly, we may calculate −e˙v(t) ≤ −Lv, from
which we infer ψv(t0)+ ev(t0)≤ ψv(tˆ1)+ ev(tˆ1), which contra-
dicts (28).
Step 6: We show that u is bounded. First observe that for
t0, t ∈ (0,ω) such that t ≥ t0 and (t,x(t),v(t)) ∈ Dv we have
by (13) that u(t) = −kv(t)ev(t) and by Step 5 that |ev(t)| ≤
ψv(t)− ε . Therefore, we obtain
|u(t)|= |ev(t)|
(1−ϕv(t)|ev(t)|)(1+ϕv(t)|ev(t)|) ≤
|ev(t)|
1−ϕv(t)|ev(t)|
≤ |ev(t)|
ϕv(t)ε
≤ 1
ε
sup
s≥t0
ψv(s)2.
Analogously, for t ∈ (0,ω) such that (t,x(t),v(t)) ∈Dd we find
that
|u(t)| ≤ 1
ε
sup
s≥0
ψd(s)2.
Now let t0, t ∈ (0,ω) such that t ≥ t0 and (t,x(t),v(t)) ∈ Ddv .
We show that
|u(t)| ≤Ct0 :=
2
ε
max
{
sup
s≥t0
ψv(s)2,sup
s≥0
ψd(s)2
}
.
If ev(t)> 0 and ed(t)< 0, then u(t) =−kv(t)ev(t) by (13) and
hence we find, similar as above, that |u(t)| ≤Ct0 is true. Analo-
gously, for ev(t)< 0 and ed(t)> 0 we have u(t) =−kd(t)ed(t)
and thus |u(t)| ≤ Ct0 is true as well. In the case ev(t) > 0 and
ed(t) > 0 we have ψv(t)− ev(t) ≥ ε and ψd(t)− ed(t) ≥ ε ,
which gives kv(t) ≤ 1/
(
εϕv(t)
)
and kd(t) ≤ 1/
(
εϕd(t)
)
, from
which we obtain
−kv(t)ev(t)≥− 1εϕv(t)2 and − kd(t)ed(t)≥−
1
εϕd(t)2
.
As a consequence
0≥ u(t) = min{−kv(t)ev(t),−kd(t)ed(t)}
≥min
{
− 1
εϕv(t)2
,− 1
εϕd(t)2
}
≥−Ct0 ,
by which we have |u(t)| ≤ Ct0 . Finally, consider the case
ev(t) < 0 and ed(t) < 0. Then we have by Step 5 that
ε ≤ max{0,ψv(t) + ev(t)} + max{0,ψd(t) + ed(t)}. Using
(t,x(t),v(t)) ∈Ddv this implies
max{ψv(t)+ ev(t),ψd(t)+ ed(t)} ≥ ε2 .
Therefore, we have
ψv(t)+ ev(t)≥ ε2 or ψd(t)+ ed(t)≥
ε
2
.
If the first statement is true, then
kv(t) =
1
(1−ϕv(t)ev(t))(1+ϕv(t)ev(t))
≤ 1
1+ϕv(t)ev(t)
≤ 2
ϕv(t)ε
,
and if the latter is true, then kd(t)≤ 2/
(
ϕd(t)ε
)
. Therefore,
−kv(t)ev(t)≤ 2εϕv(t)2 or − kd(t)ed(t)≤
2
εϕd(t)2
,
which implies that
0≤ u(t) = min{−kv(t)ev(t),−kd(t)ed(t)}
≤max
{
2
εϕv(t)2
,
2
εϕd(t)2
}
≤Ct0 .
Step 7: We show that ω = ∞. Note by Step 4 we have that
(x,v) : [0,ω)→ R2 is bounded. Together with (iii), which we
have shown in Step 5, the assumption ω < ∞ implies that the
closure of the graph of (x,v) is a compact subset of D , which
contradicts the statement found in Step 1. Hence, ω = ∞ and
this completes the proof of the theorem.
While the funnel cruise controller (13) is robust and able
to guarantee safety at all times, we like to emphasize that, al-
though u(·) is bounded, it is not possible to respect any control
constraints of the form umin ≤ u(t)≤ umax, which are typically
present in any real-world application. However, for practical
implementation we may simply use the saturated signal
uˆ(t) =

umax, if u(t)≥ umax,
u(t), if umin < u(t)< umax
umin, if u(t)≤ umin,
where u(t) is as in (13), as the real control input. Of course, this
may cause the velocity or distance error to leave the respective
performance funnel, but if the two vehicles have comparable
parameters (in particular, comparable masses), then they will
evolve back into the respective funnel after some short time. If
the masses of the vehicles differ a lot this may not be true. For
instance, a truck cannot decelerate as fast as a passenger car.
The safety distance may be violated while u(t) is saturated,
but this does not automatically mean that a collision occurs. Fu-
ture research is necessary to identify ranges for the parameters
of the leader and follower vehicle so that collision avoidance
can still be guaranteed.
3. Simulations
We illustrate the funnel cruise controller (13) for three dif-
ferent scenarios which may occur in daily traffic. The first
standard scenario is that the follower vehicle, with a constant
favourite velocity vref, is far away from the leader, catches up
and follows it for some time until the leader accelerates past vref.
The second scenario illustrates that safety is guaranteed even in
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the case of a full brake of the leader vehicle. In the last scenario
the leader vehicle has a strongly varying acceleration.
For the simulations we will use some typical parameter val-
ues for the model (2) which are taken from [3] and summarized
in Table 1.
m θ(t) ρ(t) Cd Cr A
1300kg 0rad 1.3kg/m3 0.32 0.01 2.4m2
Table 1: Parameter values for the vehicle model.
The disturbance is chosen as δ (·) = 0 and for the approxi-
mated friction model (1) we choose the parameter α = 100. The
initial conditions (3) are chosen as x0 = 0m and v0 = 15ms−1
and the constants in (4) as λ1 = 0.5s and λ2 = 2m. For all three
scenarios we choose the favourite velocity vref(t) = 36ms−1
and the funnel functions
ϕv(t) =
(
22.5e−0.2t +0.2
)−1
, ϕd(t) = 0.25.
Scenario 1: We have chosen xl and vl = x˙l so that initially
the leader vehicle has a larger velocity than the follower, which
is hence free to accelerate and catch up using the velocity fun-
nel controller. When the distance is between xsafe(t)+ 2ψd(t)
and xsafe(t), the distance funnel controller will ensure that the
safety distance is not violated. After a period of safe following,
where v(t) < vref(t)−ϕv(t)−1, the leader accelerates to a ve-
locity larger than vref(t) and the velocity funnel controller will
again take over. The simulation of the controller (13) for the
system (2) with parameters as in Table 1 and the above de-
scribed scenario over the time interval 0− 50s has been per-
formed in MATLAB (solver: ode15s, rel. tol.: 10−10, abs. tol.:
10−10) and is depicted in Fig. 5.
Fig. 5a shows the distance xl − x to the leader and the dis-
tance funnel in front of the safety distance. The velocities v
and vl are depicted in Fig. 5b together with the velocity fun-
nel. Fig. 5c shows the input signal u generated by the controller
and the engine force ul of the leader vehicle. We stress that,
due to the mass of the vehicles of 1300kg, the forces u and ul
which are between ±104N correspond to an acceleration be-
tween ±8m/s2. It can be seen that the controller achieves the
favourite velocity as far as possible while guaranteeing safety at
all times, thus the control objectives (O1) and (O2) are satisfied.
Scenario 2: We have chosen xl and vl so that after a pe-
riod of safe following the leader vehicle suddenly fully brakes.
This illustrates that even in such extreme cases the funnel cruise
controller is able to guarantee that the safety distance is not vi-
olated.
The simulation of the controller (13) for the system (2)
with parameters as in Table 1 and the above described scenario
over the time interval 0−50s has been performed in MATLAB
(solver: ode15s, rel. tol.: 10−10, abs. tol.: 10−10) and is de-
picted in Fig. 6. It can be seen in Fig. 6a that the safety distance
is always guaranteed. From Fig. 6b we can observe that the ve-
locity v of the follower does not drop as sharp as the velocity vl
of the leader. Fig. 6c shows that the engine forces u and ul are
quite comparable.
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Figure 5: Simulation of the funnel cruise controller (13) for the system (2) with
parameters as in Table 1 in Scenario 1.
Scenario 3: We have chosen xl and vl so that the leader
vehicle has a strongly varying acceleration. After a period of
velocity control where the follower vehicle is free to acceler-
ate close to the favourite velocity vref, it will catch up with the
leader vehicle and a period of safe following using distance fun-
nel control follows. During this period several (sharp) accel-
eration and deceleration maneuvers are necessary to guarantee
safety in the face of the mercurial behavior of the leader vehicle.
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Figure 6: Simulation of the funnel cruise controller (13) for the system (2) with
parameters as in Table 1 in Scenario 2.
The simulation of the controller (13) for the system (2)
with parameters as in Table 1 and the above described scenario
over the time interval 0−50s has been performed in MATLAB
(solver: ode15s, rel. tol.: 10−10, abs. tol.: 10−10) and is de-
picted in Fig. 7. It can be seen in Fig. 7a that safety is guar-
anteed even in the case of the strongly varying behavior of the
leader. The velocity v of the follower, as shown in Fig. 7b,
does not vary as strongly as vl , but shows a much smoother
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Figure 7: Simulation of the funnel cruise controller (13) for the system (2) with
parameters as in Table 1 in Scenario 3.
behavior. The engine force u depicted in Fig. 7c shows sharp
drops and rises, but this cannot be avoided since the funnel
cruise controller (13) is causal and hence cannot look into the
future. This is different from other approaches such as MPC
(see e.g. [4, 27, 28]) which is able to incorporate future infor-
mation since an optimal control problem is solved over some
future time interval. However, the drawback of this is that the
model (2) must be known as good as possible.
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4. Conclusion
In the present paper we proposed a novel and universal
adaptive cruise control mechanism which is robust, model-free
and guarantees safety at all times. The funnel cruise controller
consists of a velocity funnel controller, which is active when
the leader vehicle is far away, and a distance funnel controller,
which ensures that the safety distance is not violated when the
leader vehicle is close. We have given a rigorous proof of fea-
sibility of this controller. Three simulation scenarios illustrate
the application of the funnel cruise controller.
The simulations show that, although the funnel cruise con-
troller satisfies the control objectives, the generated control in-
put (engine force of the follower vehicle) usually contains sharp
peaks which are not desired in terms of driver comfort. This
issue should be resolved by smoothing the peaks e.g. by com-
bining the funnel cruise controller with the PI-funnel controller
with anti-windup as discussed in [11]. Furthermore, control
constraints are typically present in real-world applications and
it should be investigated for which parameters of the vehicles a
saturation of the control input can still guarantee that collisions
are avoided.
Another topic of future research is the investigation of pla-
toons of several vehicles, each equipped with a funnel cruise
controller. An important question is under which conditions
string stability of the platoon is achieved and whether some
communication between the vehicles must be allowed for this.
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