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法と Krylov-Bogoliubovのテクニックに基づく手法，Mathisen and Price(1984)[37]
は摂動法に基づく手法，Roberts(1985)[45]はエネルギー包絡線とKrylov-Bogoliubov
のテクニックに基づく手法，Bass and Haddara(1988)[4]は DEFIT法と独自のエネ
ルギー法に基づく手法，Zhang and Haddara(1993)[70]は変調関数法を用いた手法，
Haddara and Hinchey(1994)[18]はニューラルネットワークモデルを用いた手法，Chan,
Xu and Huang (1995)[7]は一般化されたKrylov-Bogoliubovのテクニックに基づく手
法，Mahfouz and Haddara (2000)[36] は自己相関関数と相互相関関数を用いた手法，
Uenoら (2003)[61]は第一種完全楕円積分を用いて改良したエネルギー法と遺伝的アル
ゴリズム（GA）に基づく手法，Jangら (2010)[27]は非線形減衰関数を決定論的に推
定する手法，Han and Kinoshita (2012)[20]は確率的な逆推定法，上野と樊 (2013)[62]
は自己増殖型ラジアル基底関数ネットワークを用い非線型項を近似する手法を提案し
ている．上記のうち，Froude[15]，Dalzell[10]，Mathisenら [37]，Roberts[45]，Bass
ら [4]，Zhangら [70]，Haddaraら [18]，Chanら [7]，Mahfouzら [36]およびUenoら
[61]により提案された手法は減衰モーメント関数を多項式で置き，そのパラメータ値
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Genetic Algorithm：実数値GA) ，差分進化法 (Di®erential Evolution：DE)，粒子群















Fig 1: De¯nition of the coordinate system
2 1自由度船体横揺れ運動方程式
一般に 1自由度の船体横揺れ運動方程式は以下のように表される [61, 62]．






I ÄÁ+B( _Á) + C(Á) = 0 (2.2)
(2.2)式を横揺れ慣性モーメント I で割ることにより，単位慣性モーメントあたりの
運動方程式は次のように得られる．










C(Á) = C1Á+ C3Á
3 + ¢ ¢ ¢+ C2n¡1Á2n¡1 (2.4)
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(2.4)式の両辺を横揺れ慣性モーメント Iで割ることで次式を得る．
c(Á) = c1Á+ c3Á
3 + ¢ ¢ ¢+ c2n¡1Á2n¡1 (2.5)
本研究では復原モーメント関数として次式を用いた．






b( _Á) = b1 _Á (2.7)
b( _Á) = b2j _Áj _Á (2.8)
b( _Á) = b1 _Á+ b2j _Áj _Á (2.9)
































































3. 差分進化 (Di®erential Evolution：DE)






























² 復原モーメント関数 C(Á)，減衰モーメント関数 B(Á)がいかなる形でも推定
可能．
² 目的関数の形状に関する知識を必要としない．



















































本研究では (2.12)式のパラメータ b1; b2; c1; c3，および初期条件 Á(0); _Á(0)を推定す
るので，染色体は例として次のように与えることができる．
hj 10011110| {z }
b1
j 10101000| {z }
b2
j 11110111| {z }
c1
j 11011101| {z }
c3
j 10110101| {z }
Á(0)
j 10011001| {z }
_Á(0)
ji
また，2進数 hBm¡1Bm¡2 ¢ ¢ ¢B0iは次のようにして 10進数 z0に変換した．















ここで lは閉区間 [l; u]の左側の境界であり，この区間がパラメータの探索範囲となる．
4.1.2 グレイコード





































Table 2: Example of one-point crossover
1 0 0 1 0 1 ! 1 0 0 1 0 0





Table 3: Example of two-point crossover
1 0 0 1 0 1 ! 1 0 1 1 0 1






さ lの個体に対してテンプレート（交叉マスク）ti 2f0,1g(i = 1; 2; ¢ ¢ ¢ ; l)をランダム
に生成し，ti = 1であれば i番目文字を交換し，ti = 0であれば i番目文字を交換し
ない [41]．本研究では，本交叉方法を用いる．
一様交叉の例をTable 4に示す．
Table 4: Example of uniform crossover
交叉マスク: 1 0 0 1 0 1
1 1 1 1 1 1 ! 0 1 1 0 1 0







Table 5: Example of mutation





















戦略も併用した．     
ここで，ルーレット選択とは世代 nでの個体集合 P (n)内の各個体 iの適合度 giを計
算し個体集合内での適合度の総和Gを求めた後，このときの選択後の個体集合P 0(n)





る [39]．坂和ら (1995)[49]は交叉率は通常 0.6から 1程度の値が使われるとしている．
Tuson and Ross (1996)[60]は最適な交叉率は問題によってことなることを指摘して
いる [39]．
突然変異率が低すぎると局所的最適解に陥りやすくなり，高すぎるとランダム探索











































































まとめたものをTable 6に示す [34, 44, 59]．各性質を常に満たすものを°，不十分だ
が満たすものを4，満たさないものを£としている．
Fig 3: Rosenbrock Function
5.1.1 Blend Crossover Alpha（BLX-®）
Blend Crossover Alpha（BLX-®）は Eshelemanにより提案された実数値GA向け
の交叉方法である [13]．本交叉法は変数間の依存性を考慮していない．また，統計量
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Fig 4: Ellipsoid Function
Fig 5: Rastrigin Function
Table 6: Comparison of the Character of Crossovers
     non-separability ill-scaledness preservation of statistics
BLX-® £ ° 4
UNDX ° £ 4
SPX ° ° °





c1i; c2i = º(min(p1i; p2i)¡ ®di;max(p1i;p2i) + ®di)
ここで，P1 = (p11; ¢ ¢ ¢ ; p1n)とP2 = (p21; ¢ ¢ ¢ ; p2n)は親個体,nは次元の数，º(x; y)は
区間 [x; y]の一様乱数，探索パラメータ ®は使用者が設定するパラメータである．本
研究では探索パラメータ ®を 0.5と設定した．
BLX-®による子個体生成の例 (2次元の場合)を以下に示す（Fig.6)．
Fig 6: Example of crossover in BLX-®
5.1.2 Unimodal Normal Distribution Crossover（UNDX）

































1)，zk(k = 2; :::n)はN(0; ¾
2
2)の正規乱数であり，このとき
の正規乱数の標準偏差 ¾1と¾2は以下のように定義される．    























Pi   




n+ 2を用いた．    
xk = G+ ²(Pk ¡G) (k = 0; :::; n)
Ck =
8>><>>:
0 (k = 0)
rk¡1(xk¡1 ¡ xk +Ck¡1) (k = 1; ::; n)
ここで，rkは区間 [0,1]の一様分布乱数 u(0; 1)を次式で変換することで得られる
乱数である．
rk = (u(0; 1))
1
k+1 (k = 0; :::; n¡ 1)
4. 子個体Cを求める
子個体Cを以下のように生成する [59]．
C = xn +Cn
SPXによる子個体生成の例 (2次元の場合)を以下に示す（Fig.8)．    
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Fig 8: Example of crossover in SPX
5.1.4 Real-coded Ensemble Crossover（REX('; n+ k)）




ベクトルで表現される．交叉に用いる親個体数を n+ k個体とする．REX('; n+ k)
においては以下のように交叉が行われる．
























手法が提案されてきた [23, 49, 46, 41]．効率的かつ高精度な推定を行うためには多様
性維持に優れた世代交代モデルを採用する必要があるとされる [47]．本研究では実数













略も併用した．     
ここで，ルーレット選択とは世代 nでの個体集合 P (n)内の各個体 iの適合度 giを計
算し個体集合内での適合度の総和Gを求めた後，このときの選択後の個体集合P 0(n)
に個体 iが確率 gi=Gで含まれるように P
0(n)を決定する選択手法をいう [46]．
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6 差分進化法 (Di®erential Evolution：DE)



































mik (»ik · CR)


















k + F (xbk ¡ xck) (i = 1; :::;N); (k = 1; :::; n)




k + F (xbk ¡ xck) + F (xdk ¡ xek) (i = 1; :::;N); (k = 1; :::; n)










mik (»ik · CR)





2.乱数 »ikを発生し，そのとき乱数 »ikが交叉率CR以下だった回数を lとする．
3.始点を含めず l個目までの要素を差分変位親個体mikから，それ以外の要
素を対象親個体 vikから受け継ぎ子個体を生成する．このとき，mik，vikの
第 n要素が l個の中に含まれた場合，第 1要素に戻り同様の操作を続ける．
本研究では交叉方法として，一様交叉と二点交叉をそれぞれ用いた．
7 粒子群最適化法(Particle Swarm Optimization：PSO)




















あらかじめ設定した個体数 N だけ，n次元位置ベクトル x0i (i = 1; :::;N)およ
び n次元速度ベクトルº0i (i = 1; :::;N)をランダムに生成する．また，次式のよ






このとき，i¤ = arg min f(pbest0i )である．
2. 速度と位置の更新 
次期探索における 速度ベクトルºt+1i と位置ベクトル x
t+1

















各粒子におけるそれまでの最良位置を pbestti(i = 1; :::; N)，(t = 1; :::; Tmax)，全
粒子群中におけるそれまでに得られた最良位置を gbestt(t = 1; :::; Tmax)とする．
つまり，全 pbesttiのうち最も評価値の良い位置が gbest
tとなる．


































多くの安定性解析が行われてきたが [3, 8, 9, 12, 29, 52, 57]，本論文ではTrelea[57]に
より行われた最も基本的な安定性解析手法について記述する．
TreleaによるPSOの安定性解析は，次期探索における位置ベクトルxti(i = 1; :::; N)






















1; :::;N)，(t = 1; :::; Tmax)は以下のように書ける．
ºt+1i = !º
t
i + (C1 + C2)(p
t













i ¡ Cyti (7.6)
yt+1i = !º
t






















Aの固有値 ¸は det(A¡ ¸E) = 0より
¸2 ¡ (1 + ! ¡ C)¸+ ! = 0 (7.11)
¸ =
(1 + ! ¡ C)§p(1 + ! ¡ C)2 ¡ 4!
2
(7.12)
j¸j < 1となるとき粒子群は安定して運動するので，PSOにおける安定条件は j!j < 1，
0 < C < 2!+ 2となる．しかし，たとえ安定領域内であっても，¸の値により粒子の
挙動は大きく異なる．探索効率の観点からいえば，¸が複素固有値となり粒子がより









探索パラメータを ! = 0:729，C1 = C2 = 1:4955に設定する．
2. Linearly Decreasing Inertia Weight Method（LDIWM）[68]
探索パラメータC1 = C2 = 2:0とし，探索パラメータ !を反復回数の増加に従っ
て ! = 0:9から! = 0:4に線形に減少させる．
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3. Random Inertia Weight Method（RIWM）[11]
探索パラメータをC1 = C2 = 1:4955，!を区間（0.5,1.0）で反復毎にランダムに
設定．
4. Linearly Decreasing Vmax Method（LDVM）[50]
反復回数の増加に従って粒子の速度上限を線型に減少させる．

































Table 7: Condition of GA(Binary Code)（Method-1）
Coding Type Binary code
Generation Alternation Method SGA with Elitism
Number of Iterations 10000
Population Size 90
Length of Individual(bit) 20











Table 8: Condition of Bit-Strings GA(Gray Code)（Method-2）
Coding Type Gray code
Generation Alternation Method SGA with Elitism
Number of Iterations 10000
Population Size 90
Length of Individual(bit) 20
Crossover Type Uniform crossover
Crossover Ratio 0.90
Mutation Ratio 0.03
Table 9: Condition of Real-coded GA（Method-3）
Coding Type Real code
Generation Alternation Method SGA with Elitism
Number of Iterations 10000
Population Size 90
Crossover Type BLX-®




Table 10: Condition of Real-coded GA（Method-4）
Coding Type Real code
Generation Alternation Method MGG
Number of Iterations 10000
Population Size 90
Crossover Type BLX-®
BLX-® Parameter ® 0.5
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in MGG 90
Table 11: Condition of Real-coded GA（Method-5）
Coding Type Real code
Generation Alternation Method MGG
Number of Iterations 10000
Population Size 90
Crossover Type UNDX
UNDX Parameter ® 0.5
UNDX Parameter ¯ 0.35
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in MGG 90
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Table 12: Condition of Real-coded GA（Method-6）
Coding Type Real code
Generation Alternation Method JGG





Number of Generated Children in JGG 90
Table 13: Condition of Real-coded GA（Method-7）
Coding Type Real code
Generation Alternation Method JGG
Number of Iterations 10000
Population Size 90
Crossover Type REX('; n+ k)
REX Parameter k 1
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in JGG 90
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Table 14: Condition of DE（Method-8）
Type of DE DE/rand/1/bin
Number of Iterations 10000
Population Size 90
Crossover Type Binomial Crossover
Crossover Ratio 0.9
Scaling Parameter F 0.6
Table 15: Condition of DE（Method-9）
Type of DE DE/rand/1/exp
Number of Iterations 10000
Population Size 90
Crossover Type Exponential Crossover
Crossover Ratio 0.9
Scaling Parameter F 0.6
Table 16: Condition of PSO（Method-10）
Type of Topology Gbest
Number of Iterations 10000
Population Size (Number of Particles) 90
Type of Parameter Setting CM
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Table 17: Condition of PSO（Method-11）
Type of Topology Gbest
Number of Iterations 10000
Population Size (Number of Particles) 90
Type of Parameter Setting LDIWM
Table 18: Condition of PSO（Method-12）
Type of Topology Gbest
Number of Iterations 10000
Population Size (Number of Particles) 90




Table 19: Setting Parameters of the Equation of Ship Roll Motion
     b1 b2 c1 c3 Á(0) _Á(0)
Case-1 0.0500 0.0500 1.0000 0.5000 0.6981 0.000































Fig 9: Time series data of Noise-1 Fig 10: Power spectral density of
Noise-1
Fig 11: Time series data of Noise-2 Fig 12: Power spectral density of
Noise-2
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Fig 15: Numerical solution of equa-
tion(2.12) in Case-1.(actual value)
Fig 16: Adding Noise-1 to the actual
value of time-series data in Case-1.
Fig 17: Adding Noise-2 to the actual
value of time-series data in Case-1.
Fig 18: Adding Noise-3 to the actual
value of time-series data in Case-1.
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Fig 19: Numerical solution of equa-
tion(2.12) in Case-2.(actual value)
Fig 20: Adding Noise-1 to the actual
value of time-series data in Case-2.
Fig 21: Adding Noise-2 to the actual
value of time-series data in Case-2.
Fig 22: Adding Noise-3 to the actual
value of time-series data in Case-2.
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を (2.12)式に代入し得られる数値解を Áiとする．本研究では推定精度の評価に次の






























Table 20: Estimated parameters from the time-series data in Case-1. (Best Value)
b1 b2 c1 c3 _Á(0) RMSE Success rate
1
Actual value 0.0500 0.0500 1.0000 0.5000 0.0000 - -
Roberts [45, 7] 0.0512 0.0435 - - - - -
Chan et al. [7] 0.0501 0.0521 - - - - -
Method-1 0.0500 0.0500 1.0000 0.5001 0.0000 3:24£ 10¡6 8/20
Method-2 0.0500 0.0500 1.0000 0.5000 0.0000 1:18£ 10¡6 20/20
Method-3 0.0500 0.0500 1.0000 0.5000 0.0000 2:87£ 10¡6 20/20
Method-4 0.0500 0.0500 1.0000 0.5000 0.0000 4:32£ 10¡10 20/20
Method-5 0.0500 0.0500 1.0000 0.5000 0.0000 3:99£ 10¡10 20/20
Method-6 0.0500 0.0500 1.0000 0.5000 0.0000 4:01£ 10¡10 20/20
Method-7 0.0500 0.0500 1.0000 0.5000 0.0000 4:01£ 10¡10 20/20
Method-8 0.0500 0.0500 1.0000 0.5000 0.0000 3:97£ 10¡10 20/20
Method-9 0.0500 0.0500 1.0000 0.5000 0.0000 3:97£ 10¡10 20/20
Method-10 0.0500 0.0500 1.0000 0.5000 0.0000 4:00£ 10¡10 20/20
Method-11 0.0500 0.0500 1.0000 0.5000 0.0000 3:97£ 10¡10 20/20
Method-12 0.0500 0.0500 1.0000 0.5000 0.0000 3:99£ 10¡10 20/20
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Table 21: Estimated parameters from the time-series data in Case-1. (Mean Value)
     b1 b2 c1 c3 _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.0000 -
Roberts [45, 7] 0.0512 0.0435 - - - -
Chan et al. [7] 0.0501 0.0521 - - - -
Method-1 0.0507 0.0485 1.0000 0.5006 0.0005 3:77£ 10¡4
Method-2 0.0500 0.0500 1.0000 0.5001 0.0000 7:41£ 10¡6
Method-3 0.0500 0.0500 1.0000 0.5000 0.0000 2:46£ 10¡6
Method-4 0.0500 0.0500 1.0000 0.5000 0.0000 5:74£ 10¡10
Method-5 0.0500 0.0500 1.0000 0.5000 0.0000 4:34£ 10¡10
Method-6 0.0500 0.0500 1.0000 0.5000 0.0000 4:15£ 10¡10
Method-7 0.0500 0.0500 1.0000 0.5000 0.0000 4:33£ 10¡10
Method-8 0.0500 0.0500 1.0000 0.5000 0.0000 4:45£ 10¡10
Method-9 0.0500 0.0500 1.0000 0.5000 0.0000 4:44£ 10¡10
Method-10 0.0500 0.0500 1.0000 0.5000 0.0000 4:46£ 10¡10
Method-11 0.0500 0.0500 1.0000 0.5000 0.0000 4:27£ 10¡10








1'Success rate' is the ratio of successful search in the trials.
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Fig 23: Transitions of the RMSE in
Method-1 and Method-2
Fig 24: Transitions of the RMSE in
Method-3 and Method-4
Fig 25: Transitions of the RMSE in
Method-4,5,6 and Method-7
Fig 26: Transitions of the RMSE in
DE (Method-8 and Method-9)
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Fig 27: Transitions of the RMSE in
Method-10,11 and Method-12
Fig 28: Comparison of the RMSE
transitions among evolutionary com-






























量遺伝を満たす交叉方法である SPXやREX('; n+ k)を用いた場合，RMSEが比較











で，!を反復回数の増加に従って ! = 0:9から! = 0:4に線形に減少させる手法であ
52



























Table 22: Estimated parameters from the time-series data in Case-2. (Best Value)
     b1 b2 c1 c3 _Á(0) RMSE Success rate
2
Actual value 0.0500 0.0500 1.0000 0.5000 -0.5300 -
Method-1 0.0498 0.0508 1.0000 0.5007 -0.5304 6:26£ 10¡5 3/20
Method-2 0.0500 0.0500 1.0000 0.5000 -0.5300 7:86£ 10¡7 20/20
Method-3 0.0500 0.0500 1.0000 0.5000 -0.5300 2:34£ 10¡6 20/20
Method-4 0.0500 0.0500 1.0000 0.5000 -0.5300 4:29£ 10¡10 20/20
Method-5 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
Method-6 0.0500 0.0500 1.0000 0.5000 -0.5300 4:07£ 10¡10 20/20
Method-7 0.0500 0.0500 1.0000 0.5000 -0.5300 4:07£ 10¡10 20/20
Method-8 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
Method-9 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
Method-10 0.0500 0.0500 1.0000 0.5000 -0.5300 4:05£ 10¡10 20/20
Method-11 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
Method-12 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
54
Table 23: Estimated parameters from the time-series data in Case-2. (Mean Value)
     b1 b2 c1 c3 _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.5300 -
Method-1 0.0511 0.0458 1.0004 0.4949 -0.5273 4:15£ 10¡4
Method-2 0.0500 0.0501 1.0000 0.5001 -0.5301 1:04£ 10¡5
Method-3 0.0500 0.0500 1.0000 0.5000 -0.5300 1:05£ 10¡6
Method-4 0.0500 0.0500 1.0000 0.5000 -0.5300 2:45£ 10¡9
Method-5 0.0500 0.0500 1.0000 0.5000 -0.5300 4:26£ 10¡10
Method-6 0.0500 0.0500 1.0000 0.5000 -0.5300 4:20£ 10¡10
Method-7 0.0500 0.0500 1.0000 0.5000 -0.5300 4:17£ 10¡10
Method-8 0.0500 0.0500 1.0000 0.5000 -0.5300 4:47£ 10¡10
Method-9 0.0500 0.0500 1.0000 0.5000 -0.5300 4:42£ 10¡10
Method-10 0.0500 0.0500 1.0000 0.5000 -0.5300 4:48£ 10¡10
Method-11 0.0500 0.0500 1.0000 0.5000 -0.5300 4:26£ 10¡10

























Table 28に，試行平均値をTable 29に示す．Noise-3は平均:0，分散:1:90£ 10¡5
，周波数帯幅:10～50[Hz]の高周波ノイズ．（Fig.13,14参照）である．
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Table 24: Estimated parameters from the time-series data containing Noise-1 in Case-
1. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0505 0.0498 0.9998 0.5037 0.6980 0.0018 2:17£ 10¡4
Method-2 0.0501 0.0496 0.9996 0.5056 0.6981 0.0022 2:56£ 10¡4
Method-3 0.0499 0.0502 0.9998 0.5037 0.6980 0.0017 2:23£ 10¡4
Method-4 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-5 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-6 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-7 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-8 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-9 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-10 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-11 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4











Table 25: Estimated parameters from the time-series data containing Noise-1 in Case-
1. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0459 0.0630 0.9976 0.5290 0.7020 0.0059 1:82£ 10¡3
Method-2 0.0496 0.0510 0.9997 0.5046 0.6983 0.0018 2:73£ 10¡4
Method-3 0.0496 0.0502 0.9987 0.5146 0.6954 0.0020 8:27£ 10¡4
Method-4 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-5 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-6 0.0499 0.0502 0.9998 0.5032 0.6981 0.0018 2:43£ 10¡4
Method-7 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-8 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-9 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-10 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-11 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-12 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
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Table 26: Estimated parameters from the time-series data containing Noise-2 in Case-
1. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0500 0.0498 0.9999 0.5013 0.6980 0.0001 9:30£ 10¡5
Method-2 0.0501 0.0498 1.0000 0.5020 0.6979 0.0008 9:27£ 10¡5
Method-3 0.0500 0.0501 0.9999 0.5013 0.6981 0.0005 6:77£ 10¡5
Method-4 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-5 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-6 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-7 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-8 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-9 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-10 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-11 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-12 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
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Table 27: Estimated parameters from the time-series data containing Noise-2 in Case-
1. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0497 0.0512 0.9977 0.5260 0.6967 0.0054 8:78£ 10¡4
Method-2 0.0498 0.0506 0.9999 0.5018 0.6983 0.0006 1:10£ 10¡4
Method-3 0.0500 0.0500 0.9999 0.5012 0.6981 0.0006 6:98£ 10¡5
Method-4 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-5 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-6 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 6:99£ 10¡5
Method-7 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-8 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-9 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-10 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-11 -0.0055 0.0422 1.0742 -0.1649 0.6953 -0.3584 7:74£ 10¡2
Method-12 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
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Table 28: Estimated parameters from the time-series data containing Noise-3 in Case-
1. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0501 0.0498 1.0000 0.5000 0.6980 0.0000 2:54£ 10¡5
Method-2 0.0501 0.0498 0.9999 0.5010 0.6980 0.0002 3:92£ 10¡5
Method-3 0.0500 0.0500 0.9999 0.5005 0.6981 0.0001 2:50£ 10¡5
Method-4 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:66£ 10¡7
Method-5 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:67£ 10¡7
Method-6 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-7 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-8 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:72£ 10¡7
Method-9 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:72£ 10¡7
Method-10 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:63£ 10¡7
Method-11 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:69£ 10¡7
Method-12 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:67£ 10¡7
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Table 29: Estimated parameters from the time-series data containing Noise-3 in Case-
1. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0484 0.0555 0.9956 0.5486 0.6980 0.0010 1:68£ 10¡3
Method-2 0.0498 0.0505 1.0001 0.4991 0.6984 -0.0003 6:97£ 10¡5
Method-3 0.0500 0.0500 1.0000 0.5002 0.6981 0.0000 6:85£ 10¡6
Method-4 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:74£ 10¡7
Method-5 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:69£ 10¡7
Method-6 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-7 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-8 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-9 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-10 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:65£ 10¡7
Method-11 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:68£ 10¡7























































Table 30: Estimated parameters from the time-series data containing Noise-1 in Case-
2. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0496 0.0515 0.9995 0.5079 -0.2916 -0.5318 2:30£ 10¡4
Method-2 0.0495 0.0516 0.9996 0.5061 -0.2919 -0.5316 2:05£ 10¡4
Method-3 0.0496 0.0513 0.9996 0.5061 -0.2919 -0.5315 1:90£ 10¡4
Method-4 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:97£ 10¡4
Method-5 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-6 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-7 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-8 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-9 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-10 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-11 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-12 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
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Table 31: Estimated parameters from the time-series data containing Noise-1 in Case-
2. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0492 0.0529 0.9974 0.5339 -0.2889 -0.5329 8:15£ 10¡4
Method-2 0.0492 0.0528 0.9993 0.5107 -0.2914 -0.5324 3:16£ 10¡4
Method-3 0.0497 0.0512 0.9996 0.5066 -0.2918 -0.5315 1:96£ 10¡4
Method-4 0.0496 0.0513 0.9996 0.5065 -0.2918 -0.5315 1:99£ 10¡4
Method-5 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-6 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-7 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-8 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-9 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-10 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-11 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-12 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
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Table 32: Estimated parameters from the time-series data containing Noise-1 in Case-
2. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0498 0.0509 0.9999 0.5022 -0.2924 -0.5307 9:00£ 10¡5
Method-2 0.0499 0.0505 0.9999 0.5015 -0.2925 -0.5305 5:95£ 10¡5
Method-3 0.0499 0.0504 0.9999 0.5019 -0.2924 -0.5305 5:90£ 10¡5
Method-4 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:28£ 10¡5
Method-5 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-6 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-7 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-8 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-9 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:20£ 10¡5
Method-10 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-11 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:20£ 10¡5
Method-12 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
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Table 33: Estimated parameters from the time-series data containing Noise-1 in Case-
2. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0508 0.0477 0.9979 0.5352 -0.2861 -0.5346 1:05£ 10¡3
Method-2 0.0497 0.0512 0.9997 0.5047 -0.2922 -0.5310 1:32£ 10¡4
Method-3 0.0499 0.0504 0.9999 0.5021 -0.2924 -0.5305 6:24£ 10¡5
Method-4 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:55£ 10¡5
Method-5 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-6 0.0499 0.0502 0.9998 0.5023 -0.2924 -0.5305 6:50£ 10¡5
Method-7 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-8 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-9 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-10 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-11 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:20£ 10¡5
Method-12 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
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Table 34: Estimated parameters from the time-series data containing Noise-1 in Case-
3. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0500 0.0499 1.0000 0.5002 -0.2927 -0.5300 9:91£ 10¡6
Method-2 0.0500 0.0499 1.0000 0.4999 -0.2927 -0.5300 1:55£ 10¡5
Method-3 0.0500 0.0501 0.9999 0.5005 -0.2927 -0.5301 1:73£ 10¡5
Method-4 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-5 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:15£ 10¡5
Method-6 0.0500 0.0504 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-7 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-8 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-9 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-10 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:15£ 10¡5
Method-11 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-12 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
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Table 35: Estimated parameters from the time-series data containing Noise-1 in Case-
3. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0506 0.0483 0.9986 0.5198 -0.2894 -0.5321 5:41£ 10¡4
Method-2 0.0495 0.0517 0.9996 0.5047 -0.2923 -0.5310 1:52£ 10¡4
Method-3 0.0500 0.0500 1.0000 0.5003 -0.2926 -0.5301 1:03£ 10¡5
Method-4 0.0500 0.0500 1.0000 0.5006 -0.2926 -0.5301 1:41£ 10¡5
Method-5 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-6 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:15£ 10¡5
Method-7 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-8 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:15£ 10¡5
Method-9 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-10 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-11 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5











































Table 36: Condition of CGM
Type of ¯k ¯
HS
k
Line search method Wolfe conditions
るステップ幅 ®kが非常に小さな値になると，効率的な解探索が行えなくなる．そこ












Table 37: Estimated parameters from the time-series data by using CGM
      b1 b2 c1 c3 _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.0000 -
Estimated value(Best) 0.0500 0.0500 1.0000 0.5000 0.0000 2:77£ 10¡9












幅 0.01[sec]で 3000回解いたときの計算量を計算量=1と定義する．集団サイズは 20
回の試行を行い，すべての試行において終了条件を満たす最小のサイズに設定した1．
Table 38からTable 40に本比較に用いた手法について示す． Table 38からTable 40
Table 38: Condition of Real-coded GA (Method-B1)
Coding Type Real code
Generation Alternation Method JGG
Population Size 72
Crossover Type REX('; n+ k)
REX Parameter k 1
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in JGG 20
Table 39: Condition of DE (Method-B2)
Type of DE DE/rand/1/bin
Population Size 20
Crossover Type Binomial Crossover
Crossover Ratio 0.9







Table 40: Condition of PSO (Method-B3)
Type of Topology Gbest
Population Size (Number of Particles) 10












Table 41: Number of calculations that are required for the search


















0 < »1 < »2 < 1である定数 »1; »2においてWolfe条件
f(xk + ®kdk) · f(xk) + »1®krf(xk)Tdk
»2rf(xk)Tdk · rf(xk + ®kdk)Tdk
を満たす ®k > 0を求める．本研究では，»1 = 0:3; »2 = 0:9と設定した．
3. 反復式 xk+1 = xk + ®kdkを用い，点列の更新を行う．
4. 終了条件を満たす場合，解の探索を終了する．終了条件を満たさない場合，手順
5に進む．




yk¡1 = rf(xk)¡rf(xk¡1)  
である．
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