Abstract-We study the problem of synchronizing two files X and Y at two distant nodes A and B that are connected through a two-way communication channel. We assume that file Y at node B is obtained from file X at node A by inserting and deleting a small fraction of symbols in X. More specifically, we consider the case where X is a non-binary non-uniform string, and deletions and insertions happen uniformly with rates β d and βi, respectively. We propose a synchronization protocol between node A and node B that needs to transmit O(
I. INTRODUCTION
Motivated by the pervasive use of file synchronization in modern data storage technologies, in this work we seek to develop a synchronization protocol that is more efficient than the existing algorithms. In particular, the popular RSYNC method can be in general very inefficient and the number of transmitted bits can be exponentially larger than the optimal number.
Our starting point is an information-theoretically oriented scheme recently developed in [1] . In [1] , a synchronization protocol that synchronizes an altered copy of a binary file with the original version of that file was proposed. In this scheme, the owner of the altered file requests additional information from the owner of the original file to ensure proper synchronization. It was assumed that the altered copy was obtained from the original copy by i.i.d. deletions at the bitlevel and that the original file was generated from an i.i.d. uniform binary source. It was then shown that the rate of the proposed scheme asymptotically matches the optimal rate for this channel, developed earlier in [2] . That is, in the scheme of [1] , the number of bits needed to synchronize two files can be kept very small while achieving exponentially low probability of error.
There are many practical scenarios where the files cannot be modeled as binary and uniform. For example, a file is usually not structured as bits, but by bytes or by even longer atomic elements. If the source is a text file, not only are some characters more frequent than others, but there is a large autocorrelation within the file. Additionally, some symbols may be inserted as well as deleted. As a result, our objective is to suitably generalize the scheme in [1] , while maintaining low cost of transmission and low error of mis-synchronization. Specifically, our model encapsulates the following generalizations of the model in [1] : 1) We consider errors as being insertions or deletions instead of being restricted to deletions only, 2) We consider non-binary source symbols, 3) We allow the source symbols to have an arbitrary distribution; uniform distribution is then a special case. However, this development is just a first step toward properly modeling real-case scenarios. In the example of text files, the symbols are not independent, and insertions and deletions are likely to happen in bursts. This more general setup is the subject of our future work.
The rest of the paper is organized as follows. In Section II we outline the overall synchronization protocol. Necessary notation and background results are presented in Section III. Two key components of our synchronization protocol, the matching module and the edit recovery module, are discussed in detail in Sections IV and V, respectively. Section VI concludes the paper.
II. THE SYNCHRONIZATION PROTOCOL
In [1] , the following setup is considered: two distant nodes A and B are connected by a low-bandwidth high-latency network. A contains a file X which is a uniform i.i.d. binary string of length n, and B contains a file Y of length n that is obtained by deleting bits of X independently with probability β 1. We consider a generalized setting in which the file X = X 1 , . . . , X n is i.i.d. on alphabet X = {0, . . . , Q − 1}, where for all 1 ≤ t ≤ n, X t 's are distributed according to μ(x). For simplicity, we consider Q to be a power of two, say Q = 2 q . Insertions and deletions occur respectively with probability β i and β d . Let us define an edit pattern E = E 1 , . . . , E n as a string in {−1, 0, 1} n such that Y is obtained from X in the following way: for t from 1 to n,
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For instance, consider X and Y defined over a quaternary alphabet, X = 00 
310.
Here Y is derived from X by 2 deletions and 3 insertions where deleted (inserted) symbols are denoted by D (I). The edit pattern is thus E = (0, −1, 0, 1, 1, 1, 0, −1, 0, 0). Node B aims to synchronize its file Y with the (original) file X by requesting carefully chosen additional information from A over a reliable (and expensive) channel. Clearly, A can simply resend the entire file X but this would be extremely wasteful. We show that in fact with only a logarithmic additional cost, B can synchronize the file, provided that the additional transmission spans carefully chosen short substrings.
We now describe our synchronization protocol, which has the same overall structure as in the scenario with uniform binary source and deletions only, previously considered in [1] . First, we split X into a concatenation A then sends all the pivot strings P i to B. The decoding process at B is split into three tasks each solved using an individual module. The overall diagram is shown in Figure 1 .
1) The matching module attempts to find the exact copies of each pivot string P i in Y . Because edits may have modified a pivot, we may only be able to match a subset {P i1 , . . . , P i k −1 } of these. Based on their positions, the matching module divides Y into
2) The edit recovery module then transmits the indices {i 1 , . . . , i k −1 } of the matched pivots back to A. On A's side, X can now be divided into
If two successive pivots P ij−1 and P ij are both correctly matched in Y , thenS j can be derived from S j by inserting and deleting a certain number of symbols. In our setup the expected number of such edits is small. Under this assumption, A and B use a modified version of the synchronization protocol of Venkataramanan et al. [3] to recover, for each j, an estimatẽ S j of S j at B. This modified version will be described and analyzed in Section V. Once this step is complete, B has a first estimatẽ
of X that it transmits to the next module.
3) The LDPC decoder module 1 performs the last step, in which we attempt to recover from potential errors made by the first two modules. The input isX and the output is referred to asX. The first module may have erroneously matched P ij at the wrong place. The substringsS j andS j+1 may therefore not be realizable by inserting and deleting 1 In principle, any suitably implemented high-performance systematic substitution-error-correcting code can be used in this module; an LDPC code is a clear choice.
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Matching Module a small number of symbols in S j and S j+1 respectively, which may in turn make the estimatesŜ j andŜ j+1 different from S j and S j+1 , respectively. The second module may also introduce errors due to its reliance on hash functions in the sub-protocol adopted from [3] to test for the equality of two strings. However, the length ofX is the same as that of X, and if we assume that the error probabilities of the first two modules are such that Pr{S j = S j } ≤ ζ, then we also have Pr{X i = X i } ≤ ζ. It therefore suffices to modelX as the output of a Q-ary Symmetric Channel with error probability at most ζ (ζ/(Q − 1) per error transition), and recover from potential errors using an additive-error-correcting code. If A sends a sufficient number of parity-check bits of a binary systematic LDPC code (considering Q-ary symbols as the concatenation of q = log Q bits 2 ), it is possible to guarantee that the error probability after decoding will be as low as
. Working in a model that is more general than that of [1] mainly affects the synchronization protocol in the choice of the length L P of the pivots, the algorithm used to match the pivots in Y , and the adapted protocol used by the edit recovery module. These changes are non-trivial and constitute our contribution in the remainder of the paper.
III. NOTATION AND PRELIMINARY RESULTS
We introduce some notation and tools that we need to describe and prove our results. First, we denote by X t t the substring X t , . . . , X t of X from indices t to t . Because we do not consider uniform sources anymore, we need an information-theoretic tool to measure the likelihood of two independent substrings being equal (our protocol relies on matching pivots in X and Y ):
The collision entropy is related to the probability that there is a collision between two i.i.
−H2(Z) . In our context, because X is i.i.d., H 2 (X t ) does not depend on t, and we therefore write it as H 2 . Because X is i.i.d., the collision probability between two distinct substrings of X of equal length l is Pr{X
−lH2 . We also need the following concentration theorem: Theorem 1. (Hoeffding [5] 
IV. THE MATCHING MODULE
We now follow Section III of [1] in our generalized framework. Our first modification to the matching module is our choice of the pivot length L P : we set
conserve the same probability of collision between a pivot and another substring as in [1] . Here, β Δ = β d + β i so that β is the probability Pr{E t = 0} that there is an edit at index t. We keep L D = 1 β as in [1] , so that the number k of data strings remains ≈ nβ. The proofs of Lemmas 1 to 5 follow the same sketches as their counterparts in [1] and are therefore omitted for the sake of brevity.
A. Good and Bad Matches
For a given pivot P i , the matching module finds the list of all the substrings in Y that are equal to P i . Let us first define the good match of the symbol X t in X, under the assumption that E t ≥ 0 (X t was not deleted), as the symbol Y t = X t that resulted from the transmission of X t . (In the case of insertion, Y t is followed by an inserted symbol). Leť p i andp i respectively denote the indices of the first and of last symbol of P i . We now define a good match of the pivot P i as a substring Y t+L P −1 t of Y that such that 
B. The Matching Graph
As in [1] , we use a graph theoretic approach in the matching module. We define a graph G (V, E) , where the set V of vertices is built as in [1] : it is split into k+1 layers Λ 0 , . . . , Λ k where for 1 ≤ i ≤ k − 1, each vertex v in layer Λ i represents a match of pivot P i in Y , and Λ 0 = {s} and Λ k = {f } respectively represent the fact that the start of X matches the start of Y , and that the end of X matches the end of Y . We letv andv denote respectively the first and last indices of the match of P i in Y corresponding to vertex v, withŝ = 0 anď f = |Y | + 1. We also define good and bad vertices as vertices corresponding respectively to good and bad matches.
In [1] , only deletions are considered. Therefore, if i < j and u ∈ Λ i and v ∈ Λ j are good vertices, the distance Dis(u, v) Δ = v −û − 1 is upper-bounded by the distance between the end of P i and the beginning of P j in X:
and this inequality defines the valid edges of G. However, in our context, if there are more insertions than deletions between P i and P j , the inequality is not satisfied.
Rather, let δ(u, v) = Dis(u, v)−L(j −i) denote the number of net insertions (the number of insertions minus the number of deletions) that must have occurred between P i and P j if u and v are good vertices. We consider the probability distribution for two good vertices u and v of δ(u, v) (neglecting the probability that good matches may have one edit):
As this probability depends only on L = L(j − i) and δ, we denote it by π(L, δ):
Pr{d deletions and d + δ insertions occurred}. (8) We connect a vertex u ∈ Λ i to a vertex v ∈ Λ j if and only if i < j, and we assign to this connection a weight
• (β(L P − 2)) j−i is the probability that there is no good vertex between layers i and j, (u, v) ) is the probability that δ(u, v) net insertions occur over L(j − i) symbols, • R is the probability that there is a good match for P i in Y (we omit this term when i = 0 because it only represents the beginning of the file, and no actual pivot is sent). Under this definition, the weight of a path from s to f is the probability that the edit pattern has a structure so that all 2013 IEEE International Symposium on Information Theory vertices on the path are good vertices and no layer that contains good vertices is skipped.
We now state the claim central to this section.
Claim 1. For a random file X and a random edit pattern E, taking L
β for a suitable constant C > 0, the shortest path from s to f has no less than (R − β + o(β))k good vertices with probability at least 1 − 2 −Ω(n) .
Here, we define the shortest path as the path that maximizes the product of the weights of its edges, so that the shortest path corresponds to the most likely edit pattern structure. To find this path in practice, it may be better to instead consider weights ω (u, v) = − log ω (u, v) , and use the classic version of Dijkstra's algorithm, to avoid precision problems.
The following list briefly describes our approach to prove Claim 1 (see [6] ).
1) Consider the symmetric case where
3) For two successive good vertices on the shortest path from s to f in G, use the above ratio to upper-bound the probability that there is an alternative path between these two good vertices that visits at least one intermediate good vertex. 4) Use the local result from item 3 along with Theorem 1 to show that globally, with high probability, the number of good vertices missed by the shortest path is small. 5) Use Lemma 5 to reach the statement.
V. THE EDIT RECOVERY MODULE
The deletion recovery module from [1] needs to be adapted to our setting. We first build an error-free, one-round communication protocol to fix a single edit between two strings S andS on alphabet X , assuming that both the encoder and the decoder know the lengths of S andS. (Note that because this protocol is error-free, it does not actually depend on the distributions of the string S and of the edit pattern, as long as every possible string and edit pattern have nonzero probability). Using this result, we then define a protocol to recover from multiple edits using hashes, following the ideas from [3] . This protocol is not error-free because of the non-zero collision probability of the hash function, and its parameters do depend on the distribution of the strings and edits.
A. Synchronizing from a single edit
We adapt the protocol of Section III from [3] to the nonbinary Varshamov-Tenengolts codes (VT codes) [7] . Definition 2. We call the (non-binary) VT-syndrome of a string S of length L the pair
where α 1 = 1 and for The following theorem describes the main result of [7] :
, is a code that corrects any single edit. We refer to it as the VT-code VT b a (L). We use the argument in [8] to derive a one-way synchronization protocol that corrects a single edit, using the fact that we have a family of single-edit-correcting codes that covers any string S (because for any string S, if (a, b) = VTS(S), then S ∈ VT b a (|S|)). The idea behind this argument is that if A knows S and B knowsS, whereS differs from S by a single edit, then A can send the VT-syndrome (a, b) = VTS(S) to B. B then knows that S ∈ VT b a (|S|) and inputsS to the decoder of this VT-code in order to recover S. Because (a, b) ∈ X × {0, . . . , |S| − 1}, the number of bits that this protocol needs to send is q + log |S| (where q = log Q).
B. Synchronizing from several edits
The protocol for synchronizing from a single edit when the source is non-binary and non-uniform can be adapted to synchronize from multiple edits following the same ideas as in the uniform binary case presented in Section IV in [3] . To synchronize S (on A) withS (on B), A sends l p central symbols of S, that B then tries to match inS. These symbols are used as a pivot to recursively split the problem into smaller problems (on each side of the pivot) until we reach a situation in which the substrings respectively on A and on B either are equal, or only differ by a single edit. When the substrings differ by a single edit, the protocol from the previous subsection is used to correct it.
Determining whether two substrings S andS respectively of S and ofS are equal, or that they differ by a single edit, is not trivial. A necessary condition for them to be equal is that |S | = |S |, and a necessary condition for them to differ by a single edit is that |S | = |S | ± 1. When the first condition is met, A sends a hash h(S ) of S to B, and B declares that S =S if h(S ) = h(S ): the expected behavior of these hashes is such that the probability that two distinct strings 2013 IEEE International Symposium on Information Theory S andS have the same hash is very small. We denote the length of the hashes by l h (in bits). When |S | = |S | ± 1, A sends both the VT-syndrome of S and its hash to B. B then compares hash the outputŜ of the VT-decoder to h(S ), and concludes thatŜ = S if their hashes are equal. In both cases, if the hashes differ, we go back to splitting S andS around a central pivot and work on smaller strings. This protocol is represented in Fig. 2 .
We fix a parameter c > 1, which in turn fixes the length of our central pivots to l p = c log |S| H2
(in symbols) and the length of the hashes to l h = cq log(|S|) (in bits). Under these conditions, we assume the existence of a hashing function with collision probability 1 |S| c (see, for instance, [9] ). Our main theorem for this section follows Theorem 2 in [3] . 
(c) The probability that the algorithm terminates after r rounds is at least
The expected number of rounds taken by the protocol to terminate is therefore approximately 4 + 2 log δ.
As the proof of Theorem 3 mostly follows the appendix of [3] , we only give a sketch and emphasize on the differences introduced by our non-binary non-uniform context.
Proof of (a): This follows from the corresponding proof in [3] by adapting the length l p of the center-pivot from l p = c log L to l p = c log L H2 , and accordingly upper-bounding the probability of error by the sum of the probability p e,p that an error occurred in pivot matching and the probability p e,h that an error occurred because of a hash collision. Here,
Number of central pivots comparisons
where the numerator is at most δ 2 log L, and the denominator is 2
Proof of (b):
Let N c be the number of times that a central pivot is sent. We decompose N A→B as a sum of three contributions:
1) The number of central pivot bits sent: N c ql p , as each central pivot of length l p can be represented with ql p bits, 2) The number of hash bits sent: N c l h , 3) The number of non-binary VT-syndrome bits sent: at most 2N c δ(q + log L). As in [3] , we can show that E(N c ) < 2δ. Substituting this inequality and the expressions for l p and l h in N A→B completes the proof of the first half of (10).
To prove the second half of (10), we show that each time a central pivot is sent from A to B and B treats the substring on the left and on the right individually, B then has to instruct A about what to do next. Five scenarios are possible (on each side of the central pivot): 1) Continue splitting, 2) Send nonbinary VT-syndrome, 3) Hashes are synchronized, 4) Request verification hash, 5) Request different central pivot (no match found). Twenty-five scenarios are therefore possible, so B needs to send log 25 = 5 bits to A. This is true each time a central pivot is sent, therefore in total, the expected number of bits sent from B to A is 5E(N c ) < 10δ.
The proof of (c) is identical to its counterpart in [3] .
VI. SUMMARY AND CONCLUSION
Combining the results of Sections IV and V with discussion from [1] , it follows that the proposed scheme has exponentially low error probability, and needs to transmit O( q H2 βn log 1 β ) bits to synchronize, which asymptotically matches the optimal transmission rate up to a multiplicative constant.
Motivated by the problem of synchronizing files between remote computers, we presented an interactive scheme to synchronize from insertions and deletions when the source is non-binary and not assumed to be uniform, thus extending the results from [1] . Future work will focus on the cases where the errors occur in bursts and the source symbols are not i.i.d.
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