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1. Einleitung
1.1. Bedeutung der Akkommodation
Unser Sehsinn ist einer der bedeutendsten Sinne. Er vermittelt uns detaillierte
Informationen über unsere Umgebung. Die Augen haben die Funktion Um-
welteindrücke einzufangen, die mithilfe des Gehirns ausgewertet werden. Eine
Störung des komplexen Systems Auge hat daher weitreichende Auswirkungen
auf unser tägliches Leben. Eine scharfe Abbildung eines anvisierten Objekts
muss in einem Linsenauge, wie es das menschliche ist, über eine Brechkraft-
einstellung vorgenommen werden. Die Adaption der Brechkraft wird Akkom-
modation genannt [MFM15]. Die Fähigkeit zu Akkommodieren lässt mit dem
Alter immer weiter nach. Die meisten Menschen können ab dem 50. Lebensjahr
in der Nähe nicht mehr scharf sehen [Atc95] und benötigen eine Lesebrille.
Allein in Deutschland, einer immer weiter alternder Gesellschaft [Sta14], wird
die Altersweitsichtigkeit (Presbyopie) in den nächsten Jahren über 50% der
Bevölkerung betreffen.
Weitaus folgenreicher als die Presbyopie ist die Katarakt, im Volksmund auch
Grauer Star genannt, die in der Regel ebenfalls ältere Menschen betrifft. Bei der
Augenkrankheit Katarakt trübt die natürliche Linse des menschlichen Auges
immer weiter ein und führt letztendlich zur Erblindung des Betroffenen. Die
Sehkraft kann wiederhergestellt werden, indem in einer Operation die natürliche
Linse entfernt und durch eine künstliche Intraokularlinse (IOL) ersetzt wird.
Die Kataraktoperation ist die weltweit am häufigsten durchgeführte Operation
[KBK+09]. Die implantierten IOLs sind zumeist nicht verformbar und bieten
dem Träger lediglich eine scharfe Fernsicht.
Die Wiederherstellung der Akkommodation ist eine der großen Herausfor-
derung der modernen Behandlung von Presbyopie und Katarakt, um auf die
Notwendigkeit von Sehhilfen zur Nahsicht verzichten zu können. Vor diesem
Hintergrund wird am Karlsruher Institut für Technologie (KIT) in Kooperation
mit der Augenklinik Rostock seit 2005 an einem mikro-mechatronischen System,
dem Künstlichen Akkommodationssystem, zur Wiederherstellung der Akkom-
modation geforscht [GBG05, BGG10, BGN+14b]. Das neue Linsenimplantat soll
mittels modernster Mikroelektronik und Mikromechanik eine stufenlose Einstel-
lung der Brechkraft zwischen Fernsicht und Leseabstand ermöglichen. Für einen
hohen Nutzungskomfort ist eine lange autarke Laufzeit des Künstlichen Akkom-
modationssystems von großer Wichtigkeit. Die vorliegende Arbeit befasst sich
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mit der effizienten Nutzung der vorhandenen Energie und der Reduktion der
Leistungsaufnahme des hochintegrierten Systems. Dabei liefert die Arbeit einen
wesentlichen Beitrag zur Umsetzung eines autonomen Betriebs des Künstlichen
Akkommodationssystems.
Das Sehen von Mustern und Formen ist nur dann möglich, wenn Lichtstrah-
len aus verschiedenen Richtungen einer Gesetzmäßigkeit folgend, auf räumlich
getrennte Photorezeptoren fallen. Dabei wird von einer sogenannte Abbildung
gesprochen. Die Auflösung wird umso besser, je kleiner die Rezeptoren sind
und je enger sie zusammen liegen. Beim Menschen beträgt der Abstand zweier
Rezeptoren auf der Netzhaut ca. 2µm bis 3µm [Ben93]. Die einfallenden Licht-
strahlen werden über eine Linse auf die Netzhaut (Retina) projiziert, welche
die innere Schicht des Augapfels bildet. Ein Linsensystem kann nahe und ferne
Objekte nicht gleichermaßen scharf auf der Retina abbilden. Um eine Fokussie-
rung auf ein bestimmtes Objekt dennoch ausführen zu können, ändert sich beim
Menschen mit gesundem Auge die Form der Linse und passt dadurch deren
Brechkraft an. Die Linse ist über die Zonulafasern in einer ringförmigen Ge-
webestruktur, dem Ziliarkörper, aufgehängt. Der Ziliarkörper ist elastisch und
von einem Ringmuskel, dem Ziliarmuskel umschlossen [MFM15]. Bei Nahsicht
kontrahiert der Ziliarmuskel, die Aufhängepunkte der Zonulafasern verlagern
sich nach vorne, wodurch die Zonulafasern erschlaffen. Die Linse wird aufgrund
ihrer Elastizität kugelförmiger [Ben93]. Beim Blick in die Ferne entspannt sich
dagegen der Ziliarmuskel und der Ziliarkörper weitet sich durch den hydro-
statischen Binnendruck im Augapfel [MFM15]. Dadurch sind die Zonulafasern
gespannt, die Linse wird radial gedehnt und abgeflacht (Abbildung 1.1). Die
Fernsicht beschreibt die Ruhestellung beim Sehen, da der Ziliarmuskel in dem
Zustand erschlafft ist [Ben93]. Das optische System bildet den interessierenden
Bildteil auf eine kleine Fläche der Retina, Fovea centralis genannt, ab. Beim
gesunden Auge ist hier eine scharfe Abbildung gewährleistet [MFM15].
Neben einer Formänderung der Linse, finden Augenbewegungen zur Zen-
trierung von Objekten in der Fovea centralis und zur Erhöhung der Sehschärfe
Abbildung 1.1.: Akkommodationsmechanismus des menschlichen Auges [MFM15]
(Nachdruck mit freundlicher Genehmigung von Springer)
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statt [MFM15]. Taucht eine mögliche Gefahr im Blickfeld auf, werden reflexartig
der Kopf und die Augäpfel bewegt, um das interessierende Objekt in der Fovea
auswerten zu können. Die sprunghaften Augenbewegungen werden Sakkaden
genannt und treten z.B. auch beim Lesen, um von einem Wort zum anderen
zu springen, auf. Es wird dabei eine ruhende Abbildung des Objekts auf der
Netzhaut zur Wahrnehmung von Details erzeugt [MFM15].
Des Weiteren finden permanent kleine Zitterbewegungen des Auges, soge-
nannte Mikrosakkaden, statt, wodurch das retinale Abbild um einige Photo-
rezeptoren verschoben wird. Durch das ständige Stimulieren der Rezeptoren
entsteht ein gleichbleibend scharfer Seheindruck. Das Gehirn setzt die Muster
und Konturen mehrerer Bilder zu einem statischen Bild zusammen, wodurch
feine Details besser erfasst werden können [MFM15].
Bei der Nahakkommodation findet zusätzlich eine Verengung der Pupille
statt, um die Tiefenschärfe zu erhöhen [Ben93].
Die Elastizität der natürlichen Linse nimmt im Alter immer weiter ab und
führt zu einer Abnahme der Akkommodationsamplitude. Während sie im Kin-
desalter im Bereich von 12dpt bis 16dpt liegt, sinkt die Akkommodationsbreite
bei einem 50-Jährigen meist unter 3dpt [Dua12]. Damit ist eine Nahakkommo-
dation auf Leseabstand ist nicht mehr möglich.
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Nachfolgend wird der Entwicklungsstand bisheriger Möglichkeiten zur Wieder-
herstellung der Akkommodation und der des Künstlichen Akkommodations-
systems dargestellt [BGN+14b]. Des Weiteren wird der Stand der Technik des
Energiemanagements in anderen Implantaten und Mikrosystemen vorgestellt.
1.2.1. Künstliches Akkommodationssystem
Das Künstliche Akkommodationssystem ist ein neuer Ansatz zur Wiederherstel-
lung der Akkommodationsfähigkeit des menschlichen Auges. Das hochintegrier-
te, gekapselte Mikrosystem soll autonom die Funktion der natürlichen Linse
übernehmen und dabei analog wie bei einer konventionellen Kataraktoperation
implantierbar sein.
Im Folgenden werden zunächst bisherige Versuche zur Wiederherstellung
der Akkommodation vorgestellt. Anschließend werden die Anforderungen
eines mechatronischen Implantats dargestellt und der Entwicklungsstand des
Künstlichen Akkommodationssystems und seiner Teilfunktionen beschrieben.
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Bisherige Ansätze zur Wiederherstellung der Akkommodation
Die Anzahl an Kataraktoperationen wird allein in Deutschland auf ca. 700.000
jährlich geschätzt [Ger12]. Das große Marktpotential veranlasst die Hersteller
IOLs zu entwickeln, die eine zusätzliche Sehhilfe, wie eine Brille, überflüssig
machen. Am weitesten verbreitet sind sogenannte Multifokallinsen. Die IOLs
besitzen Zonen mit unterschiedlichen Brennweiten und erzeugen somit gleich-
zeitig mehrere Bilder auf der Netzhaut. Häufig werden Bifokallinsen eingesetzt,
die sowohl nahe als auch ferne Objekte scharf abbilden. Nach einer Eingewöh-
nungszeit ist das Gehirn oftmals in der Lage das jeweils unerwünschte Bild zu
unterdrücken. Dennoch kann es dazu führen, dass die Bildschärfe abnimmt oder
Geisterbilder entstehen [KL11]. Besonders nachts können starke Lichtquellen zu
Blendeffekten führen [ALL+93].
Akkommodierende Linsen, die ein scharfes Bild auf die Netzhaut projizieren,
sollen die Nachteile einer Multifokallinse beheben. Viele Ansätze setzen einen
immer noch funktionsfähigen Ziliarmuskel voraus, der die Verformung der
natürlichen Linse ausführt. Sogenannte Shift-IOL sind mit speziellen Haptiken
ausgestattet, die bei einer Ziliarmuskelkontraktion die Linse lateral nach vorne
schiebt [KFM+05]. Um tatsächlich den gesamten Bereich von Fern- zu Nahsicht
abzudecken, ist eine Verschiebung von ca. 2,2mm nötig, die nach heutigem
Stand bei weitem nicht erreicht wird [Gla08]. Ein weiteres Problem entsteht
durch die postoperative Vernarbung und Verhärtung des Kapselsacks, die so-
genannte Kapselsackfibrose, wodurch nach einem Monat nach der Operation
nur noch marginale Verschiebungen erreicht werden [FKM+04, KFM+05]. So-
mit führt auch das Prinzip einer gegenläufigen Verschiebung zweier Linsen
[MVPT07], wodurch ein geringerer Verschiebeweg für einen ausreichenden Ak-
kommodationshub notwendig ist, zu keiner dauerhaften, objektiv messbaren
Akkommodationsanpassung [APPMO12, Hai10].
Fluidlinsen sollen ihre Krümmung in Abhängigkeit der Ziliarmuskelaktivität
ändern [BN06, AT11]. Das Fluid besteht in der Regel aus Silikongel, das in eine
dünne Siliziumtasche gefüllt ist und sich durch An- und Entspannung des Zili-
armuskels verformt. Erste klinische Tests zeigen vielversprechende Ergebnisse
[BNA08].
Ein weiterer Ansatz wird mit dem sogenannten Lens Refilling verfolgt. Hier-
bei soll der Kapselsack mit einem Polymer gefüllt werden und die Flexibilität
einer jungen, natürlichen Linse wiederhergestellt werden. [NNNC08] gelang
es zwar, ein Auslaufen des flüssigen Polymers und eine Nachstarbildung dau-
erhaft zu verhindern, jedoch in der Kombination mit einem starren Implantat,
wodurch die Akkommodationsfähigkeit wiederum negativ beeinflusst wird.
Weitere Untersuchungen zur Vermeidung von einer Nachstarbildung werden
in [KTH+14] und [NSKK15] durchgeführt. Zusätzlich muss die Refraktion in
Echtzeit messbar und kontrollierbar sein [SSTG03], da der Grad der Verformung
der Linse auf die Ziliarmuskelaktivität abgestimmt werden muss. Bisher ist
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kein Lens Refilling-Verfahren bekannt, das die Akkommodation zuverlässig
wiederherstellt.
Zur Behandlung von Presbyopie wird mittels Femtosekundenlaser nichtinva-
siv versucht, die Flexibilität der natürlichen Linse durch zerschneiden oder perfo-
rieren wiederherzustellen. Erste Ergebnisse sind vielversprechend [GCNU14]. Es
sind jedoch Langzeitstudien notwendig, um mögliche Komplikationen, wie eine
Narbenbildung oder eine Linsentrübung, ausschließen zu können [AKK+11].
In [Hay12] wird eine elektronische IOL vorgestellt, die auf der Erfassung
des Pupillennahreflex basiert und somit keinen funktionsfähigen Ziliarmus-
kel voraussetzt. Zur Anpassung der Brechkraft kommt eine Flüssigkristalllinse
zum Einsatz, die elektrisch ansteuerbar ist. Das Linsenimplantat wird mit zwei
Lithium-Ionen-Zellen mit Energie versorgt und kann induktiv aufgeladen wer-
den. Die autonome Laufzeit soll eine Woche betragen. Der Algorithmus zur
Berechnung des Akkommodationsbedarfs passt sich an die nutzerspezifische
Pupillendynamik an. Bislang liegen keine wissenschaftlichen Veröffentlichungen
vor, die die in [Hay12] vorgestellte Funktionalität belegen. Insbesondere ist
die Funktionsfähigkeit eines schlanken, auf einem Mikroprozessor implemen-
tierbaren Algorithmus zur Ableitung des Akkommodationsbedarfs aus dem
Pupillennahreflex nicht nachgewiesen. Erste Exemplare sollen in Europa schon
Ende 2015 auf den Markt kommen [Zeh13].
Bis zum Zeitpunkt der Erstellung der vorliegenden Arbeit, ist keine Techno-
logie bekannt, die nachhaltig und dauerhaft die Akkommodation des mensch-
lichen Auges wiederherstellen kann. Deshalb wird am KIT an einem mecha-
tronischen Implantat geforscht, das eine stufenlose Anpassung der Brechkraft
zwischen Fern- und Nahsicht ermöglicht und postoperative Probleme, ähnlich
wie bei den vorgestellten Lösungen, systembedingt im Vorhinein vermeidet
[GBG05, BGG10, BGN+14b].
Anforderungen an das Implantat
Die Anforderungen an das Künstliche Akkommodationssystem werden in
[Ber07, Kli08, Rüc09, Nag12, Rhe12] definiert und richten sich sowohl nach ver-
schiedenen Bestimmungen und Richtlinien für Medizinprodukte und Implantate
als auch nach Anforderungen, welche die Funktionalität, den Nutzungskomfort
und die Implantierbarkeit betreffen.
Medizinische Anforderungen
Die Lebensdauer des Künstlichen Akkommodationssystems soll mindesten 30
Jahre betragen, da eine Explantation des Implantats sich sehr schwierig gestaltet.
Dabei muss es den Richtlinien für aktive implantierbare medizinische Geräte
nach DIN ISO 14971 und den Richtlinien für biokompatible und biostabile
Kapselungswerkstoffe nach DIN EN ISO 10993 und 11979 entsprechen. Es muss
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sichergestellt sein, dass weder toxische Stoffe aus dem System austreten, noch
Körperflüssigkeiten ins Implantat gelangen und es beschädigen.
Neben der Dichtigkeit muss sichergestellt werden, dass im System auftre-
tende Spannungen, Ströme und elektromagnetische Felder den Bestimmungen
entsprechen. Die Isolation des Gehäuses soll einen elektrischen Stromfluss durch
das Körpergewebe vermeiden oder zumindest sehr stark begrenzen (<1µA laut
DIN EN 45502-1). Die nach DIN EN 60601 als sicher geltenden Spannungen
liegen unter 60V Gleichspannung und unter einem Effektivwert von 42,4V bei
Wechselspannung. Weiterhin darf die elektromagnetische Strahlung, die vom
System selbst oder durch externe Geräte abgestrahlt und im Körpergewebe
absorbiert wird, den zulässigen Grenzwert nicht überschreiten. Der von der
World Health Organisation (WHO) empfohlene Grenzwert der sogenannten
Spezifische Absorbtionsrate (SAR) liegt bei 2W/kg.
Anforderung an den Nutzungskomfort
Zur Wahrung des Nutzungskomforts soll außerdem eine autonome Betriebs-
dauer von mindesten 24h gewährleistet sein. Während der Zeit sollen keine
externen Geräte zur Energieversorgung benötigt werden. Ist keine autonome
Betriebsdauer über die Lebensdauer von 30 Jahren möglich, soll die Möglichkeit
bestehen, das System drahtlos und diskontinuierlich wieder aufzuladen.
Anforderungen an die optischen Eigenschaften
Der optische Bereich des Systems muss eine Transparenz von mindestens 70%
im sichtbaren Spektrum erreichen und die erforderliche Abbildungsqualität für
IOLs nach DIN EN ISO 11979 erfüllen. Zusätzlich soll eine Nachstarbehandlung
mittels Laserbearbeitung ohne Beschädigung oder Zerstörung des Implantats
möglich sein.
Die Optik soll die Brechkraft zwischen 0dpt und 3dpt adaptieren können, um
im gesamten Bereich von Fernsicht bis zum Leseabstand fokussieren zu können.
Der Defokus, also die Abweichung der gewünschten zur eingestellten Brechkraft,
muss kleiner als 0,25dpt sein, um ein für den Träger scharf wirkendes Bild zu
erzeugen. Wünschenswert ist außerdem eine vergleichbar schnelle Adaption
der Brechkraft entsprechend der natürlichen Akkommodation von ca. 700ms.
Falls es zum Ausfall des Systems kommt, muss sichergestellt sein, dass eine
hohe Transmission bestehen bleibt und der Fokus auf Fernsicht gestellt wird,
um zumindest die Eigenschaften einer konventionelle IOL zu erzielen.
Geometrische Randbedingungen
Die Implantation des Systems soll bezüglich der Operationsdauer und dem
Operationsaufwand der einer Standard-IOL nicht wesentlich überschreiten.
Deshalb soll das Implantat, genau wie anderen IOLs, vollständig im Kapselsack
des Auges untergebracht werden.
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Zunächst wurde von einem zylindrischen System mit einem Durchmesser
von 10mm und einer Höhe von 4mm ausgegangen. Das Implantat besitzt
somit ein Gesamtvolumen von 314mm3. Dabei befindet sich in der Mitte des
Systems der ebenfalls zylindrische optische Bereich mit einem Durchmesser
von 5mm, welches einem Volumen von 79mm3 entspricht. Somit steht für
andere Systemkomponenten inklusive des Gehäuses ein äußerer Ring mit einem
Volumen von 235mm3 zur Verfügung.
Der Implantationsaufwand wird weiter reduziert, wenn ein linsenförmiges
System mit kleinerem Durchmesser realisiert werden kann. Es kann einfacher
im Kapselsack ausgerichtet und fixiert werden. Das verfügbare Volumen für Sys-
temkomponenten reduziert sich, bei gleichbleibendem Volumen des optischen
Bereichs und einem Linsendurchmesser von 9mm auf 90mm3.
Beide Varianten dürfen jedoch das Gewicht der natürlichen Linse von ca.
300mg nicht wesentlich übersteigen.
Entwicklungsstand des Implantats
Das Künstliche Akkommodationssystem besteht aus den Teilsystemen optisches
System, Aktorik, Sensorik, Kommunikation, Steuer-/Recheneinheit, Energie-
versorgung und Komponenten zur Systemintegration [BGN+14b, BGN+14a].
Der Entwicklungsstand der Teilsysteme wird im Folgenden näher erläutert. Des
Weiteren wird ein Testsystem vorgestellt, das alle Teilsysteme beinhaltet und die
wesentlichen Funktionen des Künstlichen Akkommodationssystems beherrscht.
Optik mit veränderlicher Brechkraft
Das System muss eine Linse oder ein Linsensystem enthalten, das in der Lage
ist, die Brechkraft zu variieren. Eine Untersuchung verschiedener Möglichkeiten
wurde in [Ber07] durchgeführt. Dabei stellten sich sowohl zwei Linsensyste-
me, die Tripel-Optik und die Alvarez-Humphrey-Linse, als auch verschiedene
Fluidlinsen und eine Elektrobenetzungslinse als geeignet heraus.
Die Tripel-Optik besteht aus drei Linsen in axialer Anordnung, wobei die
mittlere entlang der optischen Achse verschiebbar ist. Durch die spezielle Form
der Linsen – die äußeren sind konkav und die innere ist bikonvex – ändert sich
bei Verschiebung die Brechkraft des Linsensystems.
Im Gegensatz zur Tripel-Optik findet bei der Alvarez-Humphrey-Linse eine
laterale Verschiebung zweier zueinander konjugierten, polynomiellen Linsenflä-
chen statt, wodurch sich die Brechkraft adaptieren lässt.
Fluidlinsen bestehen aus zwei Flüssigkeiten mit unterschiedlichem Brechungs-
index, die entweder nicht mischbar oder durch eine Membran getrennt sind.
An deren Grenzfläche bildet sich ein sphärischer Meniskus aus, der durch
eine Fluidverdrängung seinen Krümmungsradius ändern kann und somit die
Brechkraft der Linse verändert wird.
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Elektrobenetzung beschreibt das veränderte Benetzungsverhalten mit einer
Flüssigkeit eines leitfähigen Substrats unter Anlegen eines elektrischen Fel-
des. Der Effekt lässt sich auf eine Veränderung der Oberflächenkrümmung der
Flüssigkeit zurückführen. Zum Einsatz als Linse, werden zwei nicht mischba-
re Flüssigkeiten mit unterschiedlichem Brechungsindex und unterschiedlicher
Leitfähigkeit in ein Gehäuse eingebracht. Über das Anlegen einer elektrischen
Spannung zwischen einer Elektrode im Gehäuse und einer transparenten Elek-
trode außerhalb des Gehäuses bildet sich ein elektrisches Feld aus, wodurch
sich der Kontaktwinkel und somit die Brechkraft verändert.
In Funktionsmustern des Künstlichen Akkommodationssystems wurden bis-
her Tripel-Optik- und Avarez-Humphrey-Linsensysteme eingesetzt.
Aktorik
Für die Elektrobenetzungslinse wird direkt eine Steuerspannung zur Ände-
rung der Brechkraft angelegt. Zur Ansteuerung der anderen optischen Systemen
findet zunächst eine elektromechanische Wandlung statt. Hierfür stellt sich ein
piezoelektrischer Wandler als geeignet heraus, dessen Auslenkung über ein
Siliziumgetriebe verstärkt wird [MGG+12]. Bisher wurden Lösungen für das
Tripel-Optik-Linsensystem und für die Alvarez-Humphrey-Linse entwickelt und
aufgebaut [MGR+10, MSGB12].
Sensorik
Zur Erfassung der Distanz des durch den Implantatträger betrachteten Ob-
jekts, auf welche die Brechkraft angepasst wird, stehen unterschiedliche Si-
gnalquellen und zahlreiche Verfahren zur Auswahl. In [Kli08] wurden diese
untersucht und bewertet. Dabei eignen sich körpereigene Signalquellen, wie
die Aktivität der Ziliarmuskeln, die Iriskontraktion und die Augenbewegung
der Augen besser als körperunabhängige Signale, wie die Bildschärfe und di-
rekte Distanzmessung. Weiterverfolgt wurden die Prinzipien zur Messung der
Augenbewegung und zur Messung der Iriskontraktion.
Bei der Fixierung eines Objekt zeigen die Fixierlinien beider Augen auf das
betrachtete Objekt und bilden den sogenannten Vergenzwinkel, woraus der Ob-
jektabstand bestimmt werden kann. Die Bestimmung des Winkels erfolgt über
eine Messung des Richtungsvektors der Augen gegenüber einem Referenzfeld.
Mit dieser Information aus beiden Augen wird anschließend der Vergenzwin-
kel und die Blickdistanz bestimmt. In [KGB07] wurde ein Konzept vorgestellt,
das mittels Magnetfeldsensoren die Ausrichtung der Augen gegenüber dem
Erdmagnetfeld misst. Um die Störanfälligkeit des Messprinzips durch elektroma-
gnetische Strahlung zu reduzieren, werden zusätzlich Beschleunigungssensoren
eingesetzt, die den Winkel gegenüber dem Gravitationsfeld messen [RRN+11].
Zur möglichst sicheren und robusten Auswertung werden Algorithmen zur
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Kombination der Signale eingesetzt (Sensorfusion), die Vertrauenswürdigkeit
der gemessenen Signale verifiziert und gegebenenfalls verworfen.
Weiterhin wurde eine Lösung zur Messung der Iriskontraktion bzw. des
Pupillendurchmessers entwickelt [KSG+07]. Das Prinzip nutzt den sogenannten
Pupillennahreflex aus, der den Einfluss eines veränderten Objektabstands auf
den Pupillendurchmesser beschreibt. Die Herausforderung liegt in einem nicht-
deterministischen Zusammenhang, da die Pupillenweite permanent oszilliert
und unter Müdigkeit, Einfluss von Medikamenten, Rausch- und Genussmittel
stark variieren kann. In [FHBW12] wird ein Aufbau zur Steuerung der Brechkraft
durch den Pupillennahreflex vorgestellt. Momentan ist zur Auswertung des
Pupillennahreflex eine aufwendige Signalverarbeitung notwendig, um eine
Filterung der Störungen und eine Schätzung des Akkommodationsbedarfs
durchführen zu können.
Eine Messung der Pupillenweite erfolgt über eine kreuzförmige Anordnung
von transparenten Photodioden [KBG+13]. Die Umgebungsleuchtdichte wird
mit der zentral platzierten Photodiode bestimmt. Der Photodiodenstrom verhält
sich proportional zur Pupillenweite und zur Umgebungsleuchtdichte. Über eine
Auswerteschaltung mit Transimpedanzverstärkern wird der Photodiodenstrom
in eine Spannung gewandelt.
Informationsaustausch
Ein Informationsaustausch findet sowohl mit einem externen Gerät als auch
zwischen den Implantaten statt. Eine externe Kommunikationsschnittstelle er-
möglicht eine Kalibrierung oder Wartung nach der Implantation durch den
behandelten Arzt. Ein Informationsaustausch zwischen den Implantaten ist zur
Bestimmung des Vergenzwinkels nach dem oben beschriebenen Prinzip mittels
Magnetfeld- und Beschleunigungssensoren notwendig. Auch bei der Nutzung
des Pupillennahreflex muss ein Abgleich der aus der Pupillenweite abgelei-
teten Brechkraft zwischen den beiden Implantaten durchgeführt werden. Da
das Künstliche Akkommodationssystem ein gekapseltes System ist, kann eine
Kommunikation ausschließlich drahtlos erfolgen [Bec15]. Die Entwicklung einer
effizienten Übertragung erfolgt durch die Optimierung der Synchronisation der
Implantate [BNHB12]. Durch Untersuchungen der Wellenausbreitung im Kör-
pergewebe kann die Übertragungsleistung optimiert erden [BNRB13]. Weitere
wichtige Aspekte sind die Sicherstellung der Datenintegrität und -authentizität
zum Schutz vor zufälligen Störeinflüssen und bewusster Manipulation der
Kommunikation [BMGB11].
Steuer- und Recheneinheit
Die Koordination des Systemablaufs, die Signalverarbeitung der Sensordaten
und die Berechnung des Akkommodationsbedarfs wird von der Steuer- und
Recheneinheit ausgeführt. Neben der Steuerung des Ablaufs übernimmt sie
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einfache Energiemanagementaufgaben, wie die Überführung von inaktiven Teil-
systemen in energiearme Betriebszustände. Notwendige Berechnungen werden
möglichst energieeffizient implementiert. In [Nag12] wird ein effizienter Algo-
rithmus zur Berechnung der Objektdistanz aus den Winkelinformationen des
Vergenzwinkelprinzips mit Hilfe des Coordinate Rotation Digital Computer
(CORDIC)-Algorithmus vorgestellt.
Energieversorgung
Eine geeignete Energieversorgung ist entscheidend für den praktischen Ein-
satz des Künstlichen Akkommodationssystems. In [Nag12] werden verschiedene
Möglichkeit untersucht:
Primärzellen Untersuchungen zeigen, dass chemische Primärzellen eine zu ge-
ringe Energiedichte aufweisen, um das Implantat 30 Jahre versorgen zu können.
Radioisotopbatterien werden aufgrund von Sicherheitsbedenken ausgeschlossen.
Energy Harvesting Es wurden die mechanische Wandlung mittels kapazitiver
und piezoelektrischer Wandler, die chemische Wandlung durch die Verwendung
von Brennstoffzellen, die thermische Wandlung mit Thermogeneratoren sowie
die photovoltaische Wandlung über Solarzellen untersucht. Die Leistung, die mit
den Strategien gewonnen werden kann, liegt unter 10µW. Der Energiebedarf
des Systems muss um zwei Größenordnungen reduziert werden, damit ein
Einsatz möglich ist. Kurz- und mittelfristig ist eine derart starke Reduktion der
Energieaufnahme nicht realisierbar.
Diskontinuierliche, drahtlose Einkopplung von Energie Untersucht wurden zum
einen die Einkopplung von Licht über einen Laser und zum anderen eine induk-
tive Einkopplung über das elektromagnetische Nahfeld [NKB11, NKG+ 3]. Bei
beiden Lösungen muss ein wiederaufladbarer Energiespeicher integriert werden,
um das Implantat autonom und ohne permanente Einkopplung von Energie
betreiben zu können. Mit einer induktiven Übertragung kann eine weitaus grö-
ßere Leistung eingebracht werden, wodurch die Ladezeit des Energiespeichers
verringert und somit der Nutzungskomfort erhöht wird.
Für einen sicheren und komfortablen Betrieb des Implantats spielt die Wahl
des Energiespeichers eine entscheidende Rolle. Sollte der Einsatz von Energie-
Harvesting-Methoden zukünftig möglich sein, muss zusätzlich ein Energiespei-
cher verbaut werden, um Leistungsspitzen des Systems oder Phasen, in denen
keine Energie gewonnen werden kann, auszugleichen.
Systemintegration
Im Fokus der Systemintegration steht die Kapselung des Systems, die Auswahl
geeigneter Schaltungsträger, die Ausrichtung und Fixierung des Systems im
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Kapselsack des Auges und der Komponenten im Gehäuse. Die verschiedenen
Aspekte wurden in [Rhe12] untersucht. Dabei zeichnet sich ein Glasgehäuse
zur Kapselung durch eine hohe Dichtigkeit aus. Aufgrund der Faltbarkeit, der
einfachen Bestückung der Komponenten und der geringen Dicke sind flexible
Leiterkarten als Schaltungsträger besonders geeignet.
Demonstratoraufbau
Im Rahmen der Entwicklung des Künstlichen Akkommodationssystems ent-
standen zahlreiche Aufbauten zur Demonstration und Erprobung von Teilfunk-
tion bis hin zur vollständigen Integration der Systemfunktionen. Der aktuelle
Demonstrator 4 ist im Maßstab 2:1 auf drei vierlagigen Standardleiterkarten
aufgebaut, die in einem Glasgehäuse eingeklebt sind (Abbildung 1.2(a)). Die
Implantate sind – ähnlich wie die Augen im Kopf – drehbar gelagert. Über zwei
Kameras wird die Abbildung an einen Rechner übertragen (Abbildung 1.2(b)).
Der Demonstrator enthält das Triple-Optik-Linsensystem mit einer beweg-
lichen, mittleren Linse und zwei festen Linsen, sowie einer im Gehäuse inte-
grierten Vorsatzlinse. Der benötigte Verstellweg der beweglichen Linse wird
über ein Silizium-Getriebe und einen Piezobiegeaktor erreicht. Zur Ansteue-
rung des Aktors wird eine Treiberschaltung aus zwei LT8410 Aufwärtswandler
von Linear Technology [Lin08] und einer Spannungsverdoppungsschaltung zur
Bereitstellung einer Spannung zwischen -40V und 60V eingesetzt.
Der Demonstrator arbeitet nach dem Vergenzwinkelprinzip auf Basis von
Magnetfeld- und Beschleunigungsdaten. Im System ist das Sensormodul
LSM303D von ST Microelectronics verbaut, indem sowohl ein 3-achsiger Ma-
gnetfeldsensor als auch ein 3-achsiger Beschleunigungssensor integriert sind
[ST 12].
Der Datenaustausch zwischen den zwei Implantaten übernimmt der Transcei-
ver CC1101 von Texas Instruments [Tex11a].
Zur Steuerung des Systemablaufs und Berechnung des Akkommodations-
bedarfs kommt ein MSP430F5528 Mikrocontroller von Texas Instruments zum
Einsatz [Tex12].
Das System beinhaltet – abgesehen von Puffer- und Entstörkondensatoren –
zunächst keinen Energiespeicher. Der Demonstrator kann an eine externe
Spannungsquelle angeschlossen oder über eine induktive Energieübertra-
gungsstrecke permanent mit Energie versorgt werden.
Die Messungen der Energieaufnahme des Demonstrators dienen als Grund-
lage und als Maßstab für die in der vorliegenden Arbeit konzipierten und
umgesetzten Methoden zur Reduktion des Energiebedarfs und Verlängerung
der autonomen Betriebszeit.
1.2.2. Wiederaufladbare Energiespeicher
Die autonome Betriebsdauer des Implantats hängt von der Energieaufnahme des
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(a) Funktionsmuster des Implantats (b) Aufbau: Kopf-ähnlicher Einbau der Im-
plantate und Auswertung über Kameras
Abbildung 1.2.: Demonstrator 4: Funktionsmuster im Maßstab 2:1
Systems und der Energiedichte des verbauten Energiespeichers ab. Im Folgen-
den wird der aktuelle Entwicklungsstand von Energiespeichern betrachtet und
die Eignung neuartige Technologien für den Einsatz im Künstlichen Akkommo-
dationssystem geprüft. Im sogenannten Ragone-Diagramm in Abbildung 1.3
können verschiedene Energiespeicher hinsichtlich der spezifischen Energie und
Leistung verglichen werden. Dabei wird deutlich, dass Akkumulatoren, auch Se-
kundärzellen genannt, nach dem Lithiumionenprinzip die höchste Energiedichte
erreichen und im Vergleich zu anderen Akkumulatortechnologien vergleichbare
Leistungsdichten bieten. Lediglich Elektrolyt- und Super-Kondensatoren haben
eine höhere Leistungsdichte, jedoch liegt die Energiedichte zwei Größenord-
nungen unter der von Lithiumionenzellen. Um eine möglichst lange autonome
Betriebsdauer zu erzielen, kommen demzufolge nur Lithiumionenakkumula-
toren in Frage. Im Folgenden wird deren Funktionsweise kurz erläutert und
auf neue, vielversprechende Technologien eingegangen. Ziel ist eine realistische
Abschätzung, welche Energiedichten im Bereich von kleinen Mikrozellen in
naher Zukunft zu erwarten sind.
Alle aktiven Komponenten von Lithiumionenakkumulatoren, die beiden Elek-
troden und der Elektrolyt, enthalten Lithiumionen. Sie beinhalten jedoch zu
meist kein metallisches Lithium wie etwa lithiumbasierte Primärzellen. Her-
kömmliche Lithiumionenzellen besitzen eine Kathode aus Lithium-Metalloxid
wie LiCoO2, LiNiO2, LiFeO2, LiMn2O2 oder ähnlichem. Als Anodenmaterial
kommt oftmals Graphit oder verwandte Kohlenstoffe zum Einsatz. Der Ionen-
transport zwischen den beiden Elektroden erfolgt durch ein Elektrolyt, das zu
meist aus in aprotischen Lösungsmitteln1 gelösten Lithiumsalzen zusammen
gesetzt ist. Im Betrieb findet nun ein Lithiumionenfluss von einer Elektrode zur
anderen statt. Im entladenen Zustand befindet sich das Lithium an der positiven
1Bezeichnet Lösungsmittel, in denen Wasserstoffatome nicht als Protonen abgespaltet werden
können.
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Abbildung 1.3.: Energie- und Leistungsdichte verschiedener Energiespeicher, nach
[MKLK12, PGZC+13, Las13]
Elektrode. Beim Laden wandern die Ionen zur negativen Elektrode und lagern
sich zwischen den Kohlenstoffebenen ein, die sogenannte Interkalation. Beim
Entladen findet der umgekehrte Prozess statt. Die Reaktionsgleichungen einer
C/LiCoO2-Zelle werden nach [LR01] wie folgt angegeben:
Positive Elektrode: LiCoO2
laden−−−−⇀↽ −−
entladen
Li1-xCoO2 + xLi
+ + xe–
Negative Elektrode: C+ xLi+ + xe–
laden−−−−⇀↽ −−
entladen
LixC
Redox: C+ LiCoO2
laden−−−−⇀↽ −−
entladen
LixC+ Li1-xCoO2
C/LiCoO2-Zellen besitzen eine maximale theoretische spezifische Energie
(MTSE) von 387mW/g und eine maximale Energiedichte von 1015mWh/cm3
[Bru12]. Kommerziell verfügbare Zellen erreichen allerdings nur ein Drittel
dieser Werte. Das liegt zum einen an weiteren nichtaktiven Komponenten wie
den Stromsammlern an den Elektroden und dem Substrat zur mechanischen
Stabilität bzw. den Verpackungsschichten zur Abdichtung der Zelle. Zum an-
deren bildet sich eine Lithiumionen-permeable Schutzschicht zwischen der
LiC-Elektrode und dem Elektrolyt erst während den ersten Ladevorgängen aus.
Bei der Reaktion wird irreversibel Lithium aus dem positiven Elektrodenmate-
rial verbraucht. Dabei geht bis zu einem Drittel der ursprünglichen Kapazität
verloren [MW05].
Im Bereich von Mikrozellen, die sich zum Einsatz im Künstlichen Akkom-
modationssystem eignen, wurden Zellen in Dünnschichttechnologie vorgestellt
[Inf12, Cym10, ST 14]. In den Zellen kommt ein Feststoffelektrolyt aus Lithium
Phosphorus Oxynitride (LiPON) zum Einsatz. Da der Elektrolyt eine hohe che-
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mische Stabilität aufweist, können auch negative Elektroden aus metallischem
Lithium eingesetzt werden, ohne dass sich Dentrite oder Filamente ausbilden,
die zur Zerstörung der Zelle führen. Denn es bildet sich sofort eine Deckschicht
aus. Die Elektrode muss allerdings stark überdimensioniert sein, um eine hohe
Zyklenzahl zu erreichen, da die maximale Ladungseffizienz2 nur bei ca. 99%
liegt [MW05]. Außerdem liegen anstatt der deutlich kleineren Lithiumionen
Lithiumatome in Einlagerungsverbindungen vor. Die praktische Energiedichte
ist deshalb deutlich geringer. Die verfügbaren Dünnschichtzellen haben zusätz-
lich ein schlechtes Verhältnis von Substrat- zu Aktivmaterialvolumen, was zu
Energiedichten zwischen 19mWh/cm3 und 35mW/cm3 führt. Im Vergleich
dazu erreichen kommerzielle makroskopische Zellen Energiedichten bis zu
490mWh/cm3 [Bos13].
In [MHLR06] wird eine Li-Polymer-Mikrozelle mit einer Energiedichte von
100mWh/cm3 beschrieben. Jedoch nimmt die Entladekapazität schon nach
wenigen Zyklen stark ab.
Um zukünftig höhere Energiedichten zu erzielen, wurden und werden fort-
während neuartige Technologien entwickelt. Eine Möglichkeit stellt die Erhö-
hung der Oberfläche des aktiven Materials mittels dreidimensionalen Struk-
turen dar. Hierzu zählen Semi-3D-Zellen mit 3D-Kathoden [SPD+10, TTE+08,
XWA+14] oder 3D-Anoden [FLB09, PTM+10, KSK+14] und konventionellem
Elektrolyt. Vollständige 3D-Zellen bestehen aus ineinandergreifenden oder ver-
schachtelten Topologien [SMK+09, DSN+07, NRNB07, NGY+05]. Mit den 3D-
Verfahren wird eine bessere Ausnutzung der gespeicherten Kapazität bei hö-
heren Entladeraten aufgrund der kurzen Diffusionspfade erzielt [DSN+07].
Teilweise konnte auch eine erheblich höhere Kapazität von 3D-Strukturen ge-
genüber 2D-Strukturen erreicht werden [NGY+05]. Jedoch lassen aufwendige
Prozesse, Probleme mit Kurzschlüssen oder geringe Zyklenstabilität derzeit
noch keine Serienfertigung von dreidimensionalen Batteriesystemen zu.
Eine weitere Möglichkeit die Energiedichte zu erhöhen, liegt in der Verwen-
dung neuer Elektrodenmaterialien, die eine wesentlich höhere maximale theo-
retische Energiedichte haben als herkömmliche Elektroden. Vielversprechende
Vertreter sind Elektroden aus Zink-Luft (Zn-Luft), Lithium-Schwefel (Li-S) und
Lithium-Luft (Li-O2), die eine theoretische Energiedichte von 6091mWh/cm3,
2199mWh/cm3 bzw. 3436mWh/cm3 besitzen [Bru12]. Praktische Energiedich-
ten von Li-S-Zellen liegen derzeit mit 320mWh/cm3 noch unter denen von
herkömmlichen Zellen [Sio10].
Die Entwicklung von Lithium-Luft-Zellen gestaltet sich schwieriger. Da O2
das aktive Material der Kathode ist, muss es sich, anders als bei herkömm-
lichen Lithiumionenzellen, um ein offenes System handeln, um O2 aus der
Luft zu erhalten. Andere Bestandteile der Luft wie CO2 oder H2O dürfen nach
2Die Ladungseffizienz bezeichnet den Anteil an Lithium, der für eine Wiederauflösung zur
Verfügung steht.
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Möglichkeit nicht ins System gelangen. Die poröse Luftelektrode benötigt noch
zusätzlich Platz, um unlösliche Entladeprodukte, wie z.B. Lithiumoxid, zu spei-
chern [LLP+14]. Als Lithiumquelle kommt nur eine Anode aus metallischem
Lithium in Betracht. Um eine hohe Zyklenstabilität zu erzielen, muss auch hier
ein großer Überschuss an Li vorhanden sein. Die maximale theoretische Energie-
dichte sinkt dadurch auf 1290mWh/cm3 [Bru12]. Bei wässrigem Elektrolyt ist
zusätzlich eine Schutzschicht zum metallischen Lithium notwendig, um gefähr-
liche Reaktionen mit Wasser zu verhindern. Weitere Optimierungen bezüglich
der Stabilität des Elektrolyts, Einsatz von Katalysatoren oder Beherrschung von
O2-Übersprechen auf die Li-Anode sind notwendig. Eine der wenigen, bisher pu-
blizierten Li-O2-Zellen erreicht eine Kapazität von 220mAh/g [WGU+13], was
einer Energiedichte von ca. 616mWh/g entspricht. Eine kommerzielle Anwen-
dung der Technologie in Mikrozellen ist momentan nicht absehbar. Außerdem
steht im gekapselten Künstlichen Akkommodationssystem nur ein bestimmter
Vorrat an Sauerstoff zur Verfügung. Ob damit ein 30-jähriger, stabiler Betrieb
möglich ist, muss zunächst untersucht werden.
Die Analyse der Akkumulatoren zeigt, dass vielversprechende Ansätze von
neuen Zellen für den Einsatz im Künstlichen Akkommodationssystem in der
Dünnschichttechnologie liegen. Bei Zelltypen mit neuartigen Elektrodenmate-
rialien wird nicht vor 2020 (Li-S) bzw. 2030 (Li-O2) mit einer Serienfertigung
gerechnet [TIW12, Las13]. Zudem liegt der Fokus auf der Herstellung makrosko-
pischer Zellen für die Elektromobilität. Im Bereich der Dünnschicht-Mikrozellen
ist eine Verdopplung der heutigen Energiedichte und eine höhere Leistungsdich-
te mithilfe der 3D-Technologien bereits in den nächsten Jahren möglich. Hinzu
kommt, dass die Zellen mit Feststoffelektrolyt nicht brennbar sind und für eine
hohe Lebensdauer ausgelegt werden können.
1.2.3. Energiemanagement in Implantaten und Low-Power
Systemen
Das Energiemanagement eines System ist stark mit der Energieversorgung und
den Rahmenbedingungen Bauraum, Leistungsaufnahme und dem Verhältnis
zwischen Aktiv-/Passivphasen verknüpft. Das Künstliche Akkommodations-
system ist nach bisherigem Entwicklungsstand ein System, dem sehr wenig
Volumen zur Verfügungen steht, das eine hohe Leistungsaufnahme während
der aktiven Phase besitzt und das auf ein Verhältnis von Einschaltdauer zu
Zyklusdauer, je nach Brechkraftänderung, von 25% bis 35% kommt. Im Ver-
gleich zu anderen Implantaten und tragbaren, batteriebetriebenen Geräten weist
das Künstliche Akkommodationssystem eine sehr hohe Energiedichte auf. Im
Folgenden werden die Gemeinsamkeiten und Unterschiede zu anderen autarken
Niedrigenergiesystemen dargestellt.
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Energiemanagement in Implantaten
Die Energieversorgung und das Energiemanagement ist stark vom Implantat-
typ abhängig. Die Kriterien sind hierbei die mittlere Leistungsaufnahme, der
zur Verfügung stehenden Bauraum und der Implantationsort.
Herzschrittmacher Eines der ältesten aktiven Implantate überhaupt ist der Herz-
schrittmacher. Der Energiebedarf ist sehr gering und das zur Verfügung stehen-
de Volumen ist deutlich größer als bei einem ophthalmologischen Implantat.
Seit den 1970er Jahren werden Herzschrittmacher mit Lithium-Primärzellen
betrieben [GLM+71], die eine Laufzeit von durchschnittlich 8 Jahren haben. Die
integrierten Schaltkreise (engl. Integrated Circuits, ICs) mit allen Funktionen
besitzen eine Leistungsaufnahme von weniger als 10µW [WHT+04]. Dabei wird
beim Design der Systemkomponenten wie Verstärker, Filter, Analog/Digital-
Wandler (A/D-Wandler), Pulsgenerator, Batteriemanagement und Telemetrie
auf eine extrem niedrige Leistungsaufnahme geachtet. Ein spezielles, weiterge-
hendes Energiemanagement ist nicht notwendig.
Implantierbare Defibrillatoren Bei ähnlichem Bauraum wie Herzschrittmacher
haben implantierbare Defibrillatoren einen zeitweise höheren Energiebedarf
(bis zu 35 J) [GBSS09]. Zum Zwischenspeichern der Energie werden Hochspan-
nungskondensatoren eingesetzt. Zum schnelleren Laden der Kondensatoren
kommen zum Teil Lithium-Primärzellen mit einer größeren Leistungsdichte als
bei Herzschrittmacher zum Einsatz [CMH+06]. Über ein Energiemanagement
werden Teilsysteme wie der Hochspannungsgenerator in einen Energiesparmo-
dus versetzt und nur aktiviert, wenn sie gebraucht werden [HLN+11].
Sensorische Neuroprothesen In die Gruppe sensorischer Neuroprothesen fallen
insbesondere Implantate, die Sinnesfunktionen wie das Hören und das Sehen
wiederherstellen.
Ein Cochlearimplantat ermöglicht ein Hören bei schwerer Schädigung der
Hörschnecke durch eine Elektrostimulation des Hörnervs. Das System besteht
aus einer externen und einer implantierten Komponente [ZRH+08, YJN+15].
Der externe Teil enthält ein Mikrophon und einen Signalprozessor. Die Signalin-
formationen werden induktiv an den implantierten Teil übertragen und vom
Empfänger an die Stimulationselektroden weitergeleitet. Der externe Teil wird
über eine Batterie versorgt und der interne bezieht die Energie über die indukti-
ve Übertragungsstrecke. Da die Batterie zugänglich ist und schnell getauscht
werden kann, ist – bis auf eine Wandlung einer hochfrequenten Spannung der
induktiven Energieeinkopplung in eine Gleichspannung mit anschließender
Spannungsregelung – kein Energiemanagement notwendig. Um eine hohe Effizi-
enz der Energieübertragung zu erzielen, werden Klasse-E Verstärker eingesetzt
[KP87] und die Sende- und Empfängerelektronik mit Impedanzanpassung und
Resonanzschaltungen optimiert [HG01, Sha01]. Das Cochlearimplantat unter-
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scheidet sich grundlegend vom Künstlichen Akkommodationssystem, da es
permanent von außen mit Energie versorgt wird.
Die Entwicklung von Retinaimplantaten hat in den letzten Jahren erhebliche
Fortschritte gemacht [LALR15]. Dabei liegt der Fokus auf der Entwicklung der
Sensorik und der Signalverarbeitung und weniger auf der Energieversorgung
und dem Energiemanagement. Die meisten Ansätze verfolgen eine indukti-
ve Energieübertragung [TR09]. Teilweise werden die Implantate aufgrund des
Implantationsorts entweder über ein Kabel [DOB00] oder durch optische Ein-
kopplung [GBK+99] mit Energie versorgt. Nach jetzigem Entwicklungsstand,
kann bisher kein energieautarker Betrieb der Implantate stattfinden. Durch
passive Mikrophotodioden-Arrays konnte keine ausreichende Stimulation des
Sehnervs nachgewiesen werden [SG04].
Motorische Neuroprothesen Unter den Begriff motorischer Neuroprothesen fällt
eine große Anzahl an Implantaten zur Wiederherstellung motorischer Körper-
funktionen [Sti05, WSY+08]. Mit Systemen zur Tiefenhirnstimulation werden
Krankheiten wie Morbus Parkinson behandelt [LCH+13]. Rückenmarksstimula-
toren werden zur Linderung von chronischen Schmerzen eingesetzt [Cam04].
Weitere Stimulatoren werden zur Behandlung von Inkontinenz, Epilepsie oder
Depression [CSR+10, ZRC+08] eingesetzt.
Die motorischen Neuroprothesen beinhalten eine induktive Schnittstelle, über
die sowohl Daten als auch Energie zur Versorgung des Implantats übertragen
wird [LCH+13, CSR+10, SHC05]. Derzeit ist kein autonomer Betrieb vorgesehen.
Somit findet auch keine Verwaltung und kein Management der eingekoppelten
Leistung statt.
Implantate zur Datenaufnahme Des Weiteren werden Implantate ohne Stimulati-
onsfunktion zur Erfassung des Blutdrucks, des Blutzuckers, des Augeninnen-
drucks oder von Nervensignalen entwickelt [ZN01, AJ09, GCH+13, SPB+07].
Der Bauraum der Implantate ist sehr eingeschränkt. Jedoch handelt es sich in
der Regel um passive Systeme, die durch Anlegen eines externen Felds Daten
über eine induktive Übertragung austauschen. Eine der wenigen Ausnahmen
ist der Augeninnendrucksensor in [GCH+13], der eine Lithium-Mikrozelle und
Solarzellen enthält. Damit ist ein autarker Betrieb zum kontinuierlichen Erfassen
des Drucks möglich. Die Energiemanagementeinheit enthält einen Spannungs-
regler, der sowohl zum Laden des Energiespeichers als auch zur Versorgung
der Elektronik eingesetzt wird. Die Leistungsaufnahme des Systems beträgt im
aktiven Modus nur 7µW. Das Übertragen der gesammelten Daten erfolgt über
eine Kommunikationseinheit.
Energiemanagement von Mikrosystemen
Die Idee des Internet-of-Things (IoT) immer mehr Geräte mit dem Internet
und untereinander zu verbinden, ist ein großer Entwicklungstreiber neuer
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Technologien für intelligente Sensoren und Mikrosysteme sowie für neuartige
tragbare Geräte [Wei14]. Die erzielten Fortschritte in der Entwicklung von
kompakten Sensoren [Bos14], effizienter, drahtloser Kommunikation [Tex11b]
und energieeffizienter Mikrocontrollern [Tex14] können auch in Mikrosystemen
wie dem Künstlichen Akkommodationssystem eingesetzt werden. Des Weiteren
spielt die autonome Laufzeit dieser Geräte eine wichtige Rolle. Deshalb wird
im Folgenden der Entwicklungsstand dieser Systeme hinsichtlich verschiedener
Maßnahmen zur Energie- und Laufzeitoptimierung dargestellt.
Tragbare Geräte für das Internet of Things Im Bereich der Unterhaltungselektro-
nik kommen vermehrt kleinere Geräte wie intelligente Uhren (Smartwatches)
[App15, Sam14], Geräte zur Überwachung des Fitness- und Gesundheitszu-
stands (Fitness-/Healthtracker) [ZZS+13, PW10, PPB+12] oder intelligente Klei-
dung und Brillen [SBX+13, Jaa12] auf den Markt. Der Bauraum ist im Vergleich
zu den Implantaten nicht so stark begrenzt, jedoch haben die Geräte durch
einen hohen Funktionsumfang auch einen deutlich höheren Energiebedarf.
Die batteriebetriebenen Systeme erreichen eine autonome Laufzeit von weni-
gen Stunden [9to15] bis zu einem Monat [Vec15]. Ein Aufladen des Geräts
erfolgt über eine Kabelverbindung oder drahtlos. Im Gegensatz zu Implantaten
enthalten die Produkte ausschließlich Standardkomponenten. Ein individuel-
les Energiemanagement durch gezielt entwickelte Hardware ist somit nicht
möglich. Auf der Hardwareebene können lediglich die in den Komponenten
implementierten Managementfunktionen genutzt werden, wie beispielsweise
ein dynamisches Anpassen der Versorgungsspannung und der Taktfrequenz des
Prozessors [MFMB02, BSRP14]. Auf Systemebene besteht die Möglichkeit eines
softwarebasierten Energiemanagements. Das beschränkt sich bei den kommerzi-
ellen Systemen auf das Versetzen ungenutzter Peripherie in einem energiearmen
Modus [WLL+15]. Darüber hinaus sind keine Energiemanagementfunktionen
implementiert. Neue Konzepte für Geräte, die nur in Kombination mit einem
größeren, leistungsfähigerem Gerät wie einem Smartphone funktionieren, wer-
den in [WLL+15] vorgestellt. Sobald eine Verbindung zum Smartphone besteht,
werden die Sensordaten übertragen. Rechenintensiven Operation zur Rohdaten-
aufbereitung oder zur Datenanalyse finden auf dem Smartphone statt.
Ein Ansatz einer energieautarken Smartwatch wird in [MPBB14] verfolgt. Ne-
ben extrem energiesparenden Komponenten beinhaltet das Energiemanagement
ein bewegungsgesteuertes Aufwachen des Mikrocontrollers und eine vollständi-
ge Trennung nicht genutzter Peripherie von der Versorgung. Die Firmware ist
hinsichtlich minimaler aktiver Zeit bei der Sensordatengewinnung, der Kom-
munikation und der Displayaktualisierung optimiert. Die Leistungsfähigkeit
der Uhr ist allerdings nicht mit der von kommerziellen intelligenten Uhren
vergleichbar.
Autonome Sensoren und drahtlose Sensornetzwerke Autonome Sensoren und
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drahtlose Sensornetzwerke werden schon seit vielen Jahren entwickelt und
eingesetzt. Sie kommen zur Prozessüberwachung, in der Gebäudeautomation
oder zur Umweltüberwachung zum Einsatz [PKK12, CMP+09, LFW05]. Je nach
Anwendungszweck unterscheiden sich die einzelnen Sensoren – auch Sensor-
knoten als Teil eines Sensornetzwerks genannt – hinsichtlich ihrer Größe, ihres
Funktionsumfangs und ihrer Kosten stark. Schon in 2002 wurde ein Sensorkno-
ten entwickelt der gerade mal 16mm3 misst und vollständig per Photovoltaik
betrieben werden kann [WSL+02].
In [KKWK10] wird ein intelligenter Infrarot-Sensor vorgestellt, der über ein
Energiemanagement mit unterschiedlichen Energiesparmodi verfügt und in
Abhängigkeit des Ladezustands die Leistungsfähigkeit des Systems reduziert.
Darüber hinaus werden in [SSR08, LP10, HGSW11, KDF+11, LCP+08, WCB09,
BSHC04] verschiedene Energiemanagementeinheiten vorgestellt, die aus einge-
koppelter Energie einen Energiespeicher laden und verschiedene Spannungs-
konvertierungen durchführen. Eine weitere wichtige Rolle für ein drahtloses
Sensornetzwerk spielen energiesparende Kommunikationsstrategien wie Low
Power Listening oder Multihop-Routing [MKC07, CKLR10].
Das Energiemanagement der vorgestellten Mikrosysteme und Implantate be-
schränkt sich zumeist auf die Energieversorgung. In Systemen mit einem Energy-
Harvesting besteht das Energiemanagement aus einem Laderegler für einen
Energiespeicher und einem Spannungsregler zur Versorgung der Komponenten.
Diese Systeme haben oftmals einen geringe Funktionsumfang der mit speziellen
leistungsarmen Schaltkreisen umgesetzt wird. Komplexe Aufgaben, wie die
des Künstlichen Akkommodationssystems, sind damit nicht möglich. Zudem
besteht keine Echtzeitanforderungen an den Sensordatentransfer und an die
Signalverarbeitung. Mit dem Künstlichen Akkommodationssystem vergleichbar
komplexe Implantate werden permanent, zumeist über eine drahtlose, induktive
Schnittstelle mit Energie versorgt. Somit erfolgt kein autarker oder teilautarker
Betrieb. Das Energiemanagement besteht dabei aus einer Gleichrichterschaltung
zur Wandlung der hochfrequenten Spannung in eine Gleichspannung und einem
Spannungsregler zur Bereitstellung einer adäquaten Versorgungsspannung.
Erste Konzepte zur bedarfsgerechten Energieversorgung des Künstliche Ak-
kommodationssystem wurde in [Nag12] vorgestellt. In der vorliegenden Arbeit
werden neue Methoden und Konzepte entwickelt, die über den derzeitigen Ent-
wicklungsstand hinausgehen, mit dem Ziel die autonome Laufzeit des System
signifikant zu verlängern.
1.3. Ziele und Aufgaben
Das Ziel der vorliegenden Dissertation besteht darin, eine neue Methodik zur
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Optimierung der Energieeffizienz des Künstlichen Akkommodationssystems zu
entwickeln. Hierfür sind die folgenden wissenschaftlichen Teilziele zu lösen:
• Vorstellung einer Methodik zur systematischen Energie- und Laufzeitana-
lyse sowie zur Entwicklung und Validierung von Konzepten zur Effizienz-
optimierung der Energieversorgung des Künstlichen Akkommodations-
systems.
• Analyse von Optimierungsmöglichkeiten innerhalb eines Systemzyklus
und der autonomen Betriebsdauer des Künstlichen Akkommodationssys-
tems.
• Entwicklung von Topologien und Konzepten zur Optimierung der Effizi-
enz der Spannungswandlung und gleichzeitig der Leistungsaufnahme der
Teilsysteme.
• Entwicklung von Konzepten zur situationsbedingten Reduktion der Lei-
stungsaufnahme zur Verlängerung der autonomen Betriebsdauer des Im-
plantats.
• Ableitung eines Gesamtkonzepts einer Energiemanagementeinheit für das
Künstliche Akkommodationssystem.
• Konzeption eines effizienten und flexiblen Schaltreglers für Anwendungen
mit geringer Leistungsaufnahme.
• Validierung der Konzepte durch eine präzise Modellbildung und Simula-
tion sowie einen prototypischen Aufbau von Teillösungen.
Kapitel 2 setzt sich zunächst mit den Anforderungen an eine Energieopti-
mierung auseinander. Anschließend wird eine systematische Vorgehensweise
präsentiert, die zu einem energieoptimierten System führt. Das Kapitel zeigt
die Vorgehensweise zur exakten Analyse des Energiebedarfs des Systems, zur
Konzeption eines Energiemanagements und zur Validierung der Konzepte auf.
In Kapitel 3 erfolgt die Analyse der Leistungsaufnahme und der autonomen
Betriebsdauer des Künstlichen Akkommodationssystems sowohl messtechnisch
als auch simulativ über eine detaillierte Modellbildung der Teilsysteme, um
die Auswirkungen verschiedener Einflussgrößen auf den Energiebedarf genau
zu bestimmen. Daraufhin werden grundlegende Ansätze zur Reduktion der
Leistungsaufnahme, Topologien zur Spannungswandlung und eine Analyse
von Akkommodationsprofilen des Implantatträgers hinsichtlich der Auftrittsfre-
quenz und den Akkommodationsamplituden dargestellt. Auf Basis der Analysen
und den grundsätzlichen Optimierungsoptionen werden anschließend Konzepte
vorgestellt, welche gleichzeitig die Spannungswandlungseffizienz erhöhen und
die Leistungsaufnahme der Teilsysteme reduzieren, ohne dabei den begrenz-
ten Bauraum des Implantats zu überschreiten. Zur weiteren Verlängerung der
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autonomen Betriebsdauer werden Konzepte untersucht, die situationsabhän-
gig die Leistungsaufnahme einzelner oder mehrerer Teilsysteme senken. Zur
Erstellung eines Gesamtkonzepts findet ebenfalls eine Gegenüberstellung und
eine Bewertung der Konzepte in Kapitel 3 statt. Das Gesamtkonzept einer Ener-
giemanagementeinheit für das Künstliche Akkommodationssystem stellt eine
Integration der wesentlichen Funktionen und Komponenten, nach dem heutigen
Stand der Technik, in einen integrierten Chip dar. Zusätzlich wird in Kapitel 3
ein digitaler Schaltregler vorgestellt, der aufgrund einer innovativen Reglerarchi-
tektur und einer variablen Schaltfrequenz bis hin in den Kleinstleistungsbereich
einen hohen Wirkungsgrad und eine niedrige Rauschleistung aufweist. Der
Schaltregler nutzt die Vorteile einer digitalen Regelung optimal und erreicht
durch die Rekonfigurierbarkeit eine hohe Flexibilität, die eine Nutzung der
neuen Energiemanagementkonzepte möglich macht.
In Kapitel 4 werden zunächst die Auswirkungen der entwickelten Konzep-
te auf die Energieaufnahme und auf die autonome Betriebsdauer untersucht.
Des Weiteren erfolgt die Entwicklung von Algorithmen und zusätzlichen elek-
tronischen Schaltungen, die zur Umsetzung der Konzepte notwendig sind.
Außerdem wird die Auslegung des Schaltreglers durchgeführt und die Funk-
tionsfähigkeit in einem Testaufbau nachgewiesen. Der Abschluss von Kapitel
4 bildet die Abschätzung der Leistungsaufnahme und des Platzbedarfs der
Energiemanagementeinheit als integrierter Chip.
Kapitel 5 fasst die Ergebnisse der vorliegende Arbeit zusammen und nennt
weitere Herausforderungen auf dem Weg hin zu einem marktreifen Künstlichen
Akkommodationssystem.
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2. Neue Methodik zur Optimierung
der Effizienz des Künstlichen
Akkommodationssystems
Die Methodik zur Optimierung der Energieeffizienz des Künstlichen Akkommo-
dationssystems definiert die Anforderungen an eine Energieoptimierung und
beinhaltet alle notwendigen Schritte von der Analyse der Energieaufnahme bis
hin zur Bewertung und Validierung der Konzepte.
2.1. Anforderungen an eine Effizienzoptimierung
Über die allgemeinen Anforderungen an das Künstlichen Akkommodationssys-
tem hinausgehend, werden nun sowohl die grundsätzlichen Anforderungen an
eine Optimierung der Energieeffizienz eines mikroelektronischen Systems als
auch die speziellen Anforderungen an eine Optimierung der Energieeffizienz
des Künstlichen Akkommodationssystems vorgestellt. Das sind:
1. Generelle Anforderungen an eine Energieoptimierung von Mikrosystemen:
• Der Eigenenergiebedarf aller zusätzlich ins System eingebrachten
Komponenten muss geringer sein als die Reduktion des Energiebe-
darfs der funktionalen Systemkomponenten.
• Die Betriebsdauer bei einem teil-autonomen Betrieb muss verlängert
werden. Durch zusätzliche Komponenten verringert sich das Volumen,
das für den Energiespeicher zur Verfügung steht. Deshalb muss der
Verlust an Zellkapazität geringer sein als die Energieeinsparung durch
weitere Komponenten.
• Die Funktion des Mikrosystems darf durch ein Energiemanagement
nicht oder nur in einem vertretbaren Maße beeinträchtigt werden.
• Sicherheitsrelevante Funktionen des Systems dürfen nicht beeinträch-
tigt werden.
2. Spezielle Anforderungen an eine Energieoptimierung des Künstlichen
Akkommodationssystems:
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• Die Echtzeitfähigkeit des Künstlichen Akkommodationssystems muss
im Rahmen der Definition jederzeit gegeben sein, d.h. eine Brech-
kraftänderung muss ähnlich schnell erfolgen wie bei der natürlichen
Akkommodation.
• Da das System vollständig in den Kapselsack implantiert wird und
hermetisch abgedichtet wird, können keine Komponenten außerhalb
des Implantats angebracht werden. Die Vorgaben des Bauraumvolu-
mens sind somit einzuhalten.
• Der optische Teil muss transparent bleiben. Eine Transmission von
mindestens 70% im sichtbaren Spektrum ist erforderlich.
• Alle im System implementierten Komponenten müssen im Körperge-
webe ohne Einschränkungen funktionsfähig bleiben.
• Die Ladedauer eines Energiespeichers über ein externes Gerät darf
eine Höchstdauer von einer Stunde nicht überschreiten, um den
Nutzungskomfort zu verbessern und die Akzeptanz des Künstlichen
Akkommodationssystems zu erhöhen.
2.2. Systematische Vorgehensweise zur
Effizienzoptimierung des Implantats
Zur Optimierung des Energiebedarfs des Künstlichen Akkommodationssystems
wird eine systematische Vorgehensweise vorgestellt. Ein einheitliches Verfah-
ren stellt sicher, dass bei der Vielzahl an Systemkomponenten und Optionen,
das bestmögliche Resultat erzielt wird. Die grobe Struktur zur Energie- und
Effizienzoptimierung wird in drei Schritte gegliedert.
Der erste Schritt ist die Analyse des Energiebedarfs des bestehenden Systems
und möglicher Energiespeicher. Betrachtet werden dabei verschiedene System-
zustände und äußere Einflüsse. Anschließend erfolgt eine Auswertung des Leis-
tungsprofils des Systems und eine Abschätzung der autonomen Betriebsdauer.
Daraus werden anschließend Optimierungsmöglichkeiten zur Energieeinspa-
rung und zur Laufzeitverlängerung untersucht.
Im zweiten Schritt werden ausgehend von der Betrachtung in Schritt eins
Konzepte zur Optimierung der Energieaufnahme des Systems erarbeitet und
qualitativ evaluiert. Aus positiv bewerteten Konzepte wird ein Gesamtkonzept
abgeleitet.
Im letzten Schritt erfolgt die Validierung der Konzepte. Hierbei werden
sowohl die quantitative Auswirkung auf die autonome Betriebsdauer als auch
die Umsetzbarkeit der Lösungen evaluiert.
24
2.2. Systematische Vorgehensweise zur Effizienzoptimierung des Implantats
2.2.1. Definition der Zeitdomänen
Zunächst wird der Entladezyklus des Energiespeichers eingeführt. Ein Ent-
ladezyklus entspricht dem Zeitraum, in dem der Energiespeicher aus einem
vollständig geladenen Zustand bis zur Entladeschlussspannung entladen wird.
Erfolgt die Entladung des Energiespeichers durch das Implantat, entspricht
das der autonomen Betriebsdauer des Künstlichen Akkommodationssystems.
Dabei wird das System vollständig autark, unabhängig von externen Geräten,
betrieben.
Während des Entladevorgangs wiederholt sich der Systemablauf – von der
Erfassung der Objektdistanz bis hin zur Einstellung der Brechkraft – ständig.
Ein Durchlauf wird als Systemzyklus definiert.
Eine Maximierung der autonomen Betriebsdauer kann durch eine Energie-
optimierung des Systemzyklus oder durch eine ereignisabhängige, funktionale
Beschränkung des Systems erreicht werden. Bei Letzterem entstehen unter-
schiedliche Systemzyklen während eines Entladezyklus, was dazu führt, dass
die Verlängerung der autonomen Betriebsdauer nun über die Auftrittshäufigkeit
der Ereignisse bestimmt werden kann.
Deshalb wird im Folgenden zwischen dem Zeitbereich eines Systemzyklus
und eines Entladezyklus unterschieden.
2.2.2. Vorgehensweise zur Analyse des Energiebedarfs und der
autonomen Betriebsdauer
Die Analyse untersucht den Energiebedarf und die autonomen Betriebsdauer
des Künstliche Akkommodationssystem der vor der Erstellung der vorliegenden
Arbeit erzielt wurde.
Eine Analyse des Energiebedarfs kann entweder durch Simulation oder durch
Messungen erfolgen. Die Simulation bietet gegenüber reinen Messungen zahl-
reiche Vorteile:
• Verschiedene Arbeitspunkte und Systemzustände sind durch eine Parame-
trierung einstellbar.
• Eine Simulation kann mit unterschiedlichen Systemkomponenten durch-
geführt werden.
• Eine Simulation von zukünftig einsetzbarer Technologie ist möglich.
• Eine Simulation des Gesamtsystems oder von Teilsystemen ist schon vor
Fertigstellung eines Prototyps möglich.
Jedoch ist eine Verifikation der Simulationsergebnisse durch einen Vergleich mit
Messdaten eines Testsystems des Implantats notwendig.
Die systematische Vorgehensweise zur möglichst präzisen Abschätzung der
autonomen Betriebsdauer ist in Abbildung 2.1 dargestellt. Zunächst werden
Systemzyklus und Entladezyklus getrennt betrachtet.
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Abbildung 2.1.: Systematische Untersuchung der Leistungsaufnahme des Systems und
Bestimmung der autonomen Betriebsdauer
Die Analyse eines Systemzyklus (Abbildung 2.1 links) wird über eine parame-
trische Modellbildung der Leistungsaufnahme aller Teilsystems durchgeführt.
Für jeden Betriebszustand eines Teilsystems wird die Leistungsaufnahme mo-
delliert. Dadurch entsteht eine über den Systemzustand gemittelte Leistungsauf-
nahme. Des Weiteren wird die Verlustleistung der Energieversorgung, die durch
Wandlungsverluste entsteht, in Abhängigkeit des Arbeitspunkts abgebildet.
Anschließend werden Ablaufprofile erstellt, die das funktionale Verhalten des
Systems abbilden. Dadurch entsteht ein Lastprofil, welches die Leistungsaufnah-
me des Systemzyklus beschreibt. Anhand von Messungen am Funktionsmuster
des Implantats werden Modellparameter wie die Auslastung der Steuerungs-
und Berechnungseinheit, Übertragungszeiten der Kommunikationseinheit und
Übergangszeiten von Zuständen an das reale System angepasst. Die Adaption
des Modells erfolgt solange, bis das zeitliche Verhalten und die Leistungsauf-
nahme exakt übereinstimmen.
Die Simulation des Systemzyklus erfolgt mit einer hohen zeitlichen Auflösung
(1µs). Zur Ableitung der autonomen Betriebsdauer muss die zeitliche Auflösung
innerhalb eines Entladezyklus reduziert werden, damit eine Simulation über
einen vollständigen Entladezyklus von mehreren Stunden des Energiespeichers
mit heutigen Computern durchgeführt werden kann. Die Diskretisierung mit ei-
nem Zeitschritt von 100µs garantiert, dass das Zeitverhalten und der Energiebe-
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darf nur marginal verändert und der Berechnungsaufwand und Speicherbedarf
dabei um den Faktor 100 reduziert wird.
Bevor die autonome Betriebsdauer bestimmt werden kann, muss ein mög-
lichst genaues Modell des Energiespeichers entwickelt werden (Abbildung 2.1
rechts). Die Parameteradaption erfolgt anhand der Entladecharakteristik realer
Mikroenergiezellen. Auf Basis der Bauraumvorgaben des Implantats und dem
für den Energiespeicher vorgesehenen Volumens, werden die Zellparameter wie
Kapazität und Innenwiderstand aus den Messergebnissen der Entladecharak-
teristiken extrahiert und anschließend interpoliert, um ein für das Implantat
angepasstes Energiespeichermodell zu erhalten.
Abschließend erfolgt die Simulation der autonomen Betriebsdauer durch die
Entladung des Energiespeichermodells mit dem Lastprofil des Systemzyklus.
Das hier beschriebene Vorgehen erlaubt erstmals eine exakte Abschätzung der
autonomen Laufzeit des Künstlichen Akkommodationssystems.
Die Analyse des Systems eignet sich, um Ansatzpunkte für eine Optimierung
der Energieeffizienz zu finden. Dabei wird zunächst der Systemzyklus optimiert.
Die wesentlichen drei Fragestellungen sind:
• Wie kann die Effizienz der Wandlung von Spannung und Strom erhöht
werden?
• Wie kann die Leistungsaufnahme der einzelnen Teilsysteme reduziert
werden?
• Wie kann der funktionale Ablauf modifiziert bzw. optimiert werden, um
den Energiebedarf zu senken?
Weiterhin werden das Nutzerverhalten und die daraus abgeleitete Systemaus-
lastung untersucht. Über den Zeitraum eines Entladezyklus können Phasen
identifiziert werden, in denen die Funktionalität des Systems nicht oder nicht
vollständig benötigt wird. Dazu wird untersucht, wie viele Akkommodations-
vorgänge täglich ausgeführt werden und welche Akkommodationsamplitude
der Implantatträger statistisch abruft.
2.2.3. Vorgehensweise zur Konzeption eines
Energiemanagements
Auf Basis der gefundenen Möglichkeiten können nun zielgerichtet Konzepte
und Strategien zur Reduktion der Energieaufnahme und zur Verlängerung der
autonomen Betriebsdauer entwickelt werden. Abbildung 2.2 zeigt das Vorgehen
zur Konzeption eines Energiemanagements für das Künstliche Akkommodati-
onssystem. Die Einordnung der Konzepte erfolgt wie bei der Analyse anhand
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Abbildung 2.2.: Strategie zur Entwicklung neuer Konzepte und Integration in ein
Gesamtkonzept zur Optimierung der Energieeffizienz des Implantats
des zu betrachtenden Zeitraums. Der Systemzyklus, in Abbildung 2.2 links dar-
gestellt, wird optimiert, indem eine neue Topologie zur Spannungsversorgung
konzipiert wird. Auf Basis der gewählten Topologie erfolgt die Entwicklung
von Konzepten zur intelligenten Steuerung und Verteilung der Energie an die
Teilsysteme.
Wird das Nutzerverhalten über einen Entladezyklus des Energiespeichers
betrachtet (Abbildung 2.2 rechts), können Konzepte entwickelt werden, die
es erlauben, in bestimmten Situationen entweder die Leistungsaufnahme von
einzelnen Teilsystemen oder sogar des gesamten Systems zu reduzieren. Des
Weiteren werden Strategien konzipiert, die bei niedrigem Ladezustand die
Energieaufnahme senken und somit die Laufzeit verlängern. Zudem werden
Konzepte erstellt, die durch eine Energiegewinnung aus der Umwelt dem
System zusätzlich Energie zur Verfügung stellen können.
Die Konzepte werden anschließend mit einheitlichen Bewertungskriterien
qualitativ bewertet. Die Konzepte müssen die in Abschnitt 2.1 definierten An-
forderungen erfüllen. Folgende Kriterien werden untersucht:
Energieeinsparung/Laufzeitverlängerung Zur Kosten-Nutzen Analyse werden
die Energieeinsparung eines Konzepts und die Eigenenergieaufnahme eventuell
zusätzlicher Komponenten betrachtet. Eine erhöhte Auslastung der bestehenden
Teilsysteme durch höhere Anforderungen eines Konzepts an ein Teilsystem kann
ebenso zu einer negativen Energiebilanz führen. Konzepte, die keinen effektiven
Nutzen haben, d.h. die Laufzeit nicht verlängern, werden ausgeschlossen.
Platzbedarf Inwieweit verringert die Umsetzung eines Konzepts den für den
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Energiespeicher und Teilsysteme zur Verfügung stehenden Bauraum durch
Einbringen zusätzlicher Komponenten. Bei Überschreitung des Volumens des
äußeren Rings des Implantats, erfolgt der Ausschluss des Konzepts.
Komplexität Die Komplexität beschreibt den Realisierungsaufwand eines Kon-
zepts. Bei geringer Energieeinsparung kann eine hohe Komplexität zum Aus-
schluss eines Konzepts führen.
Sicherheit Die Gefährdung des Nutzers durch ein Konzept ist ein Ausschluss-
kriterium.
Beeinträchtigung der Leistungsfähigkeit Eine Bewertung erfolgt abhängig davon,
in welchem Maß und zu welchen Zeitpunkten das Konzept die Leistungs-
fähigkeit des Systems beeinträchtigt. Eine Reduktion der Leistungsfähigkeit
des Implantats kann erwünscht sein, wenn dadurch die Laufzeit signifikant
verlängert wird.
Die Konzepte, die der objektiven Bewertung standgehalten haben, werden
weiterverfolgt. Der nächste Schritt umfasst die Gesamtkonzeption eines Ener-
giemanagements, das die Funktionalität der einzelnen Konzepte integriert.
Anschließend erfolgt eine detaillierte Betrachtung der Komponenten des Ener-
giemanagements. Können die neuen Anforderungen an eine Komponente nicht
mit dem Stand der Technik gelöst werden, müssen wiederum neue Konzepte
entwickelt werden.
Die beschriebene methodische Vorgehensweise führt zu einem energieopti-
mierten und leistungsfähigen Implantat.
2.2.4. Vorgehensweise zur Validierung der Konzepte
Die Validierung der Konzepte wird in drei Teile gegliedert. Der erste Teil umfasst
die Integration der Konzepte in die Simulationsumgebung zur quantitativen Be-
wertung der Energieeffizienz und der autonomen Betriebsdauer. Die in Abschnitt
2.2.2 vorgestellte Vorgehensweise garantiert eine optimale Übereinstimmung
der Leistungsaufnahme und des Lastprofils zwischen dem simulierten und dem
gemessenen System vor der Optimierung. Die Erweiterung des Modells durch
die neuen Konzepte basiert damit auf dem validierten Systemmodell, wodurch
eine möglichst große Präzision der Abschätzung der autonomen Betriebsdauer
erzielt wird.
Der zweite Teil umfasst die Realisierung von Teillösungen zur Überprüfung
der korrekten Funktionsweise. Neben der Erhöhung der Energieeffizienz des
Systems, müssen die erarbeiteten Konzepte auch technisch umsetzbar und
integrierbar sein. Dazu gehört
• die Auslegung von Komponenten,
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• die Implementierung von Algorithmen,
• der Aufbau von Testumgebungen.
Der dritte Teil beinhaltet die quantitative Abschätzung der Eigenenergie-
aufnahme und des Bauraums des Energiemanagements. Dabei werden zur
Erstellung eines energieoptimierten, integrierten Schaltkreises sowohl verschie-
dene Prozesstechnologien als auch Verfahren zur Optimierung der Architektur
und des Designs untersucht. Geeignete Lösungen reduzieren die Energieauf-
nahme und die Chipfläche ohne dabei die Anforderungen an das Zeitverhalten
zu verletzen.
In Kapitel 2 wurde eine neue Methodik zur Optimierung der Effizienz des
Künstlichen Akkommodationssystem vorgestellt. Entscheidend dabei ist die
Unterscheidung zwischen zwei Zeitdomänen, dem Systemzyklus und dem Ent-
ladezyklus des Energiespeichers. Die Analyse und Optimierungsstrategien für
die beiden Zyklen können zunächst getrennt von einander betrachtet werden.
Erst zur Entwicklung eines Gesamtkonzepts und zur Bestimmung der auto-
nomen Betriebsdauer ist es notwendig, beide Domänen zusammenzuführen.
Im nächsten Kapitel erfolgt sowohl die Analyse des Systems und des Ener-
giespeichers als auch die Entwicklung neuer Konzepte nach der vorgestellten
Methodik.
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Energiebedarfs
Das Künstliche Akkommodationssystem weist im Gegensatz zu anderen Im-
plantaten oder batteriebetrieben Kleingeräten einen hohen Energiebedarf und
einen extrem beschränkten Bauraum auf. Die Struktur des Kapitels richtet sich
nach der in Kapitel 2 beschriebenen strukturierten Vorgehensweise zur Opti-
mierung der Energieeffizienz und der Betriebsdauer des Implantats. Zunächst
erfolgt eine genaue Analyse der Leistungsaufnahme, die auf einer detaillierten
Modellbildung und Parametrisierung des Systems beruht und durch Messung
der Leistungsaufnahme an einem Testaufbau validiert wird. Die Laufzeit des
Systems vor der Optimierung wird durch Erstellung eines präzisen Energiespei-
chermodells erstmals abgeschätzt.
Anschließend werden durch die Auswertung der Mess- und Simulationser-
gebnisse grundlegende Ansatzpunkte zur Effizienzoptimierung dargestellt.
Die Konzeption besteht aus zwei Teilen, aus denen ein Gesamtkonzept abgelei-
tet wird. Der erste Teil befasst sich mit der Optimierung der Leistungsaufnahme
der Teilsysteme und der Effizienz der Spannungswandlung. Weiterhin wird ein
neues Konzept eines Schaltreglers, der die Anforderungen erfüllt, vorgestellt.
Im zweiten Teil werden Konzepte präsentiert, die ein situationsbedingtes Ab-
schalten von Teilsystemen oder sogar des Gesamtsystems ermöglichen, um den
Energiebedarf des Systems zu senken.
Das Gesamtkonzept integriert die erstellten Konzepte in eine Energiemanage-
menteinheit und zeigt neue Methoden auf, mit denen eine höhere Integrations-
dichte und eine niedrigere Leistungsaufnahme zu erzielt werden.
Zur weiteren Detaillierung der Energiemanagementeinheit wird ein flexibler
und effizienter Schaltregler vorgestellt.
3.1. Detaillierte Analyse des Energiebedarfs
Der Energiebedarf und die autonome Laufzeit des Künstlichen Akkommoda-
tionssystems werden über eine Analyse der Leistungsaufnahme erfasst, die als
Grundlage zur Identifizierung von Optimierungsmöglichkeiten dient. Entschei-
dend dabei ist die Untersuchung der Leistungsaufnahme der Teilsysteme im
zeitlichen Ablauf des Systemverhaltens. Eine erste Untersuchung hinsichtlich
der Energie- und Leistungsaufnahme des Systems und seiner Teilsysteme wurde
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in [Nag12] simulativ durchgeführt. Zur weiteren Optimierung des Energiebe-
darfs ist eine weiterführende, detailliertere Modellbildung des Implantats und
ein Abgleich zwischen Simulation und Messung notwendig. In Abbildung 3.1 ist
ein Zustandsautomat dargestellt, der das elementare Systemverhalten beschreibt.
Sobald die Spannung des Energiespeichers über der Entladeschlussspannung
liegt, geht das System in die Initialisierungsphase über. Anschließend erfolgt
die Suche des anderen Implantats über die drahtlose Kommunikation. Sobald
eine Verbindung besteht, wechseln die Implantate in den Normalbetrieb, in-
dem die Akkommodation automatisch angepasst wird. Ist der Ladezustand
kritisch geht das System in einen energiesparenden Tiefschlaf über. Der Fo-
kus liegt dabei auf dem Modus „Normalbetrieb“, da andere Zustände, wie
die Initialisierungsphase oder die Verbindungsherstellung mit dem zweiten
Implantat in der Regel sehr geringe Auftrittswahrscheinlichkeiten besitzen. Der
zyklische Ablauf des Systems im Normalbetrieb ist in Abbildung 3.2 für beide
Sensorprinzipien dargestellt. Im Vergleich zu dem in [Nag12] dargestellten
Ablauf des Vergenzwinkelprinzips, wird sowohl die Aufbereitung der Sensor-
rohdaten berücksichtigt als auch die Berechnung des Akkommodationsbedarfs
erst nach dem Datenaustausch durchführt (Abbildung 3.2(a)). Des Weiteren
wird das neue Prinzip des Pupillennahreflexes in Abbildung 3.2(b) dargestellt.
Beim Vergenzwinkelprinzip erfolgt zunächst die Messung der Feldstärke in alle
drei Richtungen. Nach der Rohdatenaufbereitung werden die resultierenden
Richtungsvektoren zwischen beiden Implantaten ausgetauscht. Anschließend
wird der Akkommodationsbedarf berechnet und bei Änderung der Aktor neu
positioniert. Danach wartet das System bis zum Ende des Systemzyklus, bis der
neue Zyklus beginnt.
Beim Pupillenweitenprinzip wird der Akkommodationsbedarf direkt aus der
Pupillenweite bestimmt. Jedoch muss sichergestellt sein, dass beide Implantate
die selbe Entfernungseinstellung vornehmen. Deshalb erfolgt ebenso ein Daten-
austausch. Nach der Verifikation des Blickdistanz wird der Aktor bei Bedarf
neu eingestellt.
Die Vorgehensweise zur Analyse des Energiebedarfs und der autonomen
Betriebsdauer entspricht dabei der in Abbildung 2.1 des Abschnitts 2.2.2 dar-
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Abbildung 3.1.: Systemverhalten anhand eines Zustandsautomaten
32
3.1. Detaillierte Analyse des Energiebedarfs
Messung 
Magnetfeld & 
Beschleunigung
Rohdaten-
aufbereitung
Datenaustausch
Berechnung
Akkommodations-
bedarf
Einstellung Aktor
Warten bis Ende 
Zeitfenster
(a) Sensorprinzip Vergenz-
winkel
Messung 
Pupillenweite
Berechnung
Akkommodations-
bedarf
Datenaustausch
Verifikation 
Akkommodations-
bedarf
Einstellung Aktor
Warten bis Ende 
Zeitfenster
(b) Sensorprinzip Pupillen-
weite
Abbildung 3.2.: Zyklischer Ablauf des Künstlichen Akkommodationssystems im Nor-
malbetrieb
gestellten Strategie. Zunächst wird ein Systemzyklus betrachtet. Anschließend
wird die Entladecharakteristik von einer Mikroenergie-Lithium-Ionen-Zelle ana-
lysiert, um die autonome Betriebsdauer abschätzen zu können.
3.1.1. Bestimmung der Energieaufnahme des Systems
In diesem Abschnitt wird der Energiebedarf eines Systemzyklus bestimmt.
Zunächst werden die entscheidenden Einflussgrößen auf den Energiebedarf be-
trachtet. Wie auf der linken Seite in Abbildung 2.1 des Abschnitts 2.2.2 dargestellt
ist, wird sowohl ein Modell zur simulativen Bestimmung der Leistungsaufnah-
me erstellt als auch die Messung der Leistungsaufnahme am Funktionsmuster
durchgeführt. Durch Variation der Einflussfaktoren wird der Energiebedarf in
der Simulation für verschiedene Arbeitspunkte untersucht. Durch die Anglei-
chung der Parameter und Einflussgrößen der Simulation an die der Messung,
wird die angestrebte Übereinstimmung der Energieaufnahme erzielt.
Einflussgrößen auf die Energieaufnahme des Systems
Zahlreiche Faktoren nehmen Einfluss auf die Energieaufnahme der Teilsysteme.
Im Folgenden werden die wichtigsten Einflussgrößen genannt:
Spannung des Energiespeichers Je nach Ladezustand und Lastfall ändert sich
die Ausgangsspannung des Energiespeichers und beeinflusst vor allem die
Verlustleistung der Spannungswandlung.
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Taktfrequenz der Steuer- und Recheneinheit Die Taktfrequenz beeinflusst zum
einen die Berechnungszeit und zum anderen die Stromaufnahme.
Sendeleistung der Kommunikation Die Stromaufnahme ändert sich mit der Aus-
gangsleistung des Transceivers.
Modulationsart der Kommunikation Je nach Modulationsart variiert die Anzahl
an Bits pro übertragenem Symbol. Damit wirkt sich die Modulationsart direkt
auf die Übertragungsdauer aus.
Baudrate der Kommunikation Die Baudrate gibt an, wie viele Symbole pro Se-
kunde übertragen werden, was ebenso Einfluss auf die Übertragungszeit hat.
Anzahl zu übertragender Bits Die Anzahl der Bits, die übertragen werden, hat
maßgeblich Einfluss auf die aktive Dauer der Kommunikationseinheit, aber
auch auf die Dauer der Datenübertragung über den Datenbus.
Übertragungsrate des Datenbus Die Übertragungsrate der Daten über den Bus
beeinflusst die Dauer der Datenübertragung.
Angestrebte Brechkraftänderung Zur Variation der Brechkraft muss der Zustand
des Piezoaktors und somit die anliegende Spannung mithilfe eines Aktortrei-
bers geändert werden. Zur Anhebung der Piezospannung muss eine Leistung
aufgebracht werden.
Die Einflussfaktoren können in der Simulation parametrisiert und deren Aus-
wirkungen untersucht werden. Die Einflüsse von Temperaturänderungen auf
die Leistungsaufnahme bleiben hier unberücksichtigt, da am Einsatzort des
Implantats von sehr geringen Schwankungen ausgegangen werden kann.
Simulative Bestimmung der Energieaufnahme
Die Bestimmung der Energieaufnahme durch Simulation bietet den Vorteil,
verschiedene Modifikationen an den Teilsystemen oder am Systemablauf durch-
zuführen und die Auswirkungen auf die Energieaufnahme direkt beobachten zu
können. Dazu ist eine detaillierte Modellbildung des Energiebedarfs der Teilsys-
teme erforderlich. Hier wird die Leistungsaufnahme aller möglichen Zustände
des jeweiligen Teilsystems zu jedem Zeitpunkt des Zyklus abgebildet. Ein Über-
gang von einem Zustand in einen anderen kann nicht beliebig schnell erfolgen.
Die Transitionszeiten werden in den Modellen berücksichtigt und beeinflussen
somit das zeitliche Verhalten der Simulation. Zum Schutz der Subsysteme vor
Überspannung wird zusätzlich ein Gleichspannungswandler modelliert. Die
Effizienz der Wandlung und somit auch die entstehende Verlustleistung ist
abhängig vom Arbeitspunkt.
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Beim Ablauf eines Systemzyklus nach Abbildung 3.2 erfolgt im wesentlichen
eine sequenzielle Abfolge der Teilsysteme mit Eingriffen der Steuerungsein-
heit zur zentralen Verwaltung der Daten und zur Aktivierung der Teilsysteme.
Die Ablaufsteuerung der Simulation liefert zu jedem Zeitpunkt die aktuelle
Stromaufnahme sowie die aktuelle Versorgungsspannung jeder Teilkomponente
zurück. Aufgrund des modularen Aufbaus kann ein Modell eines Teilsystems
ausgetauscht werden und der zeitliche Ablauf sowie die Leistungsaufnahme des
Gesamtsystems werden entsprechend angepasst. Abbildung 3.3 zeigt den detail-
lierten, zeitlichen Ablauf eines Zyklus und die Stromaufnahme der Teilsysteme
des Vergenzwinkelprinzips. Zur besseren Übersicht zeigt die Abbildung nicht
die vollständige Periodendauer des Zyklus von 100ms, da sich der Zustand der
Teilsysteme im Ruhezustand nicht mehr ändert. Eine vergleichbare Simulation
auf Basis des Pupillenweitensensors ist nicht möglich, da die Algorithmen zur
Bestimmung des Akkommodationsbedarfs aufgrund seiner hohen Komplexität
derzeit nur auf leistungsstarken Rechnern implementiert werden können. Die
exakte Laufzeit der Berechnung und die daraus resultierende Energieaufnahme
des Mikrocontrollers sind derzeit nicht bekannt.
Energieaufnahme eines makroskopischen Testsystems
Im Rahmen der vorangegangenen Entwicklung eines Demonstrators, der den
Funktionsnachweis des Künstlichen Akkommodationssystems erbrachte, wur-
den Testleiterkarten entworfen, produziert und bestückt. Anhand des Testsys-
tems wird die Leistungsaufnahme messtechnisch bestimmt. Abbildung 3.4 zeigt
die Stromaufnahme eines Testsystems während einer Periode im Normalbe-
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Abbildung 3.3.: Simulierte Stromaufnahme des Systems bei einer Versorgungsspan-
nung von 2,5V
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Abbildung 3.4.: Stromaufnahme des Testsystems bei einer Versorgungsspannung von
2,5V
trieb. Auch hier wird zur Fokussierung auf die aktiven Teilsysteme auf die
Darstellung des gesamten Ruhezustands verzichtet. Es erfolgt keine Ansteue-
rung der Aktorik, was einer Änderung der Blickdistanz von 0dpt entspricht. In
den Zeitbereichen, in denen sich das System im Ruhezustand befindet, kann
eine Steuerung der Aktorik stattfinden. Dieser Ablauf weicht vom Zyklus aus
Abbildung 3.2 ab. Die Synchronisierung der zwei Implantate erfolgt über die
drahtlose Schnittstelle. Zur Verbesserung der Synchronizität, wird die Kommu-
nikation am Anfang des Systemzyklus ausgeführt. Dabei werden die aus den
Sensordaten berechneten Richtungsvektoren des vorherigen Zyklus versendet
und empfangen. Die Steuereinheit startet die Kommunikationseinheit und legt
die Daten nach dem Transfer im Speicher ab. Unmittelbar anschließend erfolgt
die Erfassung neuer Beschleunigungs- und Magnetfelddaten durch die Sensorik.
Danach erfolgt die Berechnung des Akkommodationsbedarfs aus den übertrage-
nen Daten des zweiten Implantats und aus dem im vorherigen Zyklus erfassten
Daten. Nach einer weiteren Ruhephase werden die aktuellen Rohdaten der Sen-
sorik von der Steuereinheit verarbeitet und die Winkelinformationen berechnet.
Nachteilig dabei ist, dass der Akkommodationsbedarf aus den Sensordaten des
vorherigen Systemzyklus berechnet wird und dadurch eine Totzeit von einer
Zyklendauer entsteht.
Im Vergleich zu Abbildung 3.3 ist die Stromaufnahme der Messung in Abbil-
dung 3.4 durch Pufferkondensatoren tiefpassgefiltert, wodurch die Flankens-
teilheit abnimmt. Außerdem treten Stromspitzen bei der Magnetfeldmessung
auf, die durch jeweils einen Rücksetzimpuls der magnetoresistiven Elemente
der drei Richtungsachsen entstehen.
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Ergebnisse der Analyse
Der Vergleich zwischen der Energieaufnahme der Messung und der Simulation
zeigt eine sehr gute Übereinstimmung. Mit den Parametern aus Tabelle 3.1
beträgt die Energie des Testsystems 130,00µWs. Wird eine identische Konfigura-
tion in der Simulation eingestellt, beträgt die Energieaufnahme 130,04µWs. Da
das Testsystem direkt mit 2,5V gespeist wurde, werden beim Simulationsergeb-
nis die Verluste der Spannungswandlung zunächst nicht berücksichtigt.
Abbildung 3.5 bietet einen Überblick über den Energiebedarf der Teilsysteme.
Dabei wird der Fall ohne eine Akkommodationsänderung als auch der Fall mit
einer Änderung von 3dpt betrachtet.
Auffällig in Abbildung 3.5(a) sind die hohen Verluste der Spannungswand-
lung, die den Energiebedarf der einzelnen Teilsysteme übersteigen. Der starke
Einfluss einer Anpassung der Brechkraft wird in Abbildung 3.5(b) deutlich.
Die Leistungsaufnahme des Aktortreibers dominiert den Gesamtenergiebedarf
des Systems. Die Energiemenge zum Auslenken des Aktor aus der Ruhelage
steht in einem quadratischen Zusammenhang mit der Brechkraftänderung, da
die Spannung am Piezoaktor proportional zur Auslenkung ist und sich der
Piezoaktor in erster Näherung wie eine Kapazität verhält (Abbildung 3.6).
Zur Abschätzung der weiteren Einflussfaktoren dient Abbildung 3.7. Es ist
jeweils die Energieaufnahme des betreffenden Teilsystems dargestellt. Alle Ein-
flüsse, welche die Kommunikationszeit verlängern, sind zusammengefasst und
werden anhand der Kommunikationsdauer bewertet. Erwartungsgemäß steigt
der Energiebedarf, wenn die Sendeleistung oder die Dauer der Kommunikation
erhöht werden. Die Taktfrequenz des Prozessors hat kaum Auswirkung auf
die Energieaufnahme, da sich die Rechenzeit bei hohem Takt reduziert. Beim
Linearwandler entstehen Verluste, die proportional zur Differenz zwischen Ein-
und Ausgangsspannung sind und steigen deshalb mit der Batteriespannung.
Die Kurve der Batteriespannung besitzt auch die größte Steigung und hat somit
den stärksten Einfluss der betrachteten Parameter auf die Energieaufnahme.
Der Gesamtenergiebedarf des Künstliche Akkommodationssystems ergibt
sich somit durch die Summierung des Energiebedarfs der Teilsysteme aus Abbil-
dung 3.5. Das System mit der verbauten Hardware inklusive Berücksichtigung
der Spannungswandlungsverluste und der implementierten Software benötigt
bestenfalls, solange keine Änderung der Brechkraft stattfindet, eine Energie
von 190,4µWs und hat schlechtestenfalls einen Energiebedarf von 428,7µWs
während einer Brechkraftänderung von 3dpt. Hochgerechnet auf einen Tag,
entspricht das einem Energieverbrauch zwischen 45,7mWh und 102,9mWh.
Anhand des Energiebedarfs eines Zyklus, wird im folgenden Abschnitt die au-
tonome Laufzeit über einen Entladezyklus einer Mikroenergiezelle abgeschätzt.
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Parameter Wert
Zellspannung 3,6V
Takt Steuerung 8MHz
Sendeleistung -6dBm
Modulation GFSK (1Bit/Symbol)
Baudrate 250kBaud
Anzahl Bits 96Bit
Takt Datenbus 1MHz
Brechkraftänderung1 0dpt
Tabelle 3.1.: Konfiguration bei der Messung der Stromaufnahme des Systems
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(b) Akkommodation von 0 dpt nach 3 dpt
Abbildung 3.5.: Energieaufnahme des Künstlichen Akkommodationssystems
3.1.2. Entladedauer des Energiespeichers
Der Methodik aus Abschnitt 2.2.2 folgend, wird nun der Entladezyklus des
Energiespeichers betrachtet. Nach Abbildung 2.1 wird die Entladedauer eines
Energiespeichermodells an die Entladezeit einer Mikrozelle angepasst. Anschlie-
ßend wird erstmals die autonome Betriebsdauer des Künstlichen Akkommoda-
tionssystem simuliert, welches mit einem an den Bauraum angepassten Modells
einer Mikrozelle mit Energie versorgt wird.
Eine lange autonome Laufzeit ist eine der wichtigsten Anforderungen des Sys-
tems, um einen hohen Nutzungskomfort zu gewährleisten. Zur exakten Abschät-
zung und Optimierung der autarken Betriebsdauer des Implantats anhand der
Entladecharakteristik des Energiespeichers wird ein Modell einer Mikroenergie-
1Das Testsystem wird ohne Aktor betrieben.
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Abbildung 3.6.: Energieaufnahme des Aktortreibers bei einer Brechkraftänderung aus
der Ruhelage (0 dpt)
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Abbildung 3.7.: Variation der Energieaufnahme des betreffenden Teilsystems pro Sys-
temzyklus unter Betrachtung verschiedener Einflussgrößen
Lithium-Ionen-Zelle erstellt [KPGB14]. Das Modell basiert auf dem elektrischen
Model von [CRM06] und beschreibt die Zelle anhand einer Kombination aus
Spannungsquellen, Kapazitäten und Widerständen. Das Besondere an dem
Ansatz ist die Kombination einer Modellierung der Energiespeicherlaufzeit und
der Strom-Spannungscharakteristik. Das hier vorgestellte Modell wählt eine
mathematische Beschreibungsform der Modellblöcke. Des Weiteren wird es um
spezielle Eigenschaften von Mikrozellen erweitert. Dazu werden die folgenden
Effekte modelliert:
Innenwiderstand Der Innenwiderstand besteht aus drei Teilen und beschreibt
den Spannungsabfall der Zelle unter Last sowie das transiente Verhalten bei
einem Lastsprung. Der Ohmsche Anteil entsteht durch den Widerstand des
Aktivmaterials, des Elektrolyts und der metallischen Ableiter. Der reaktive
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Anteil entsteht durch die Bildung einer Doppelschichtkapazität im Grenzbereich
zwischen Elektrode und Elektrolyt, wo sich Ladungsträger mit unterschiedlicher
Polarität gegenüber stehen. Der konzentrative Anteil, auch Diffusionsanteil
genannt, entsteht durch die Bildung eines Konzentrationsgefälles zwischen dem
Ort des Ladungsdurchtritts und des Elektrolyts, da der Bedarf an Ionen an der
Elektrode höher ist, als durch die Diffusion durch das Elektrolyt bereitgestellt
werden kann.
Spannungscharakteristik Die Leerlaufspannung einer Zelle ändert sich in Ab-
hängigkeit vom Ladezustand und durch Abbilden der Charakteristik der Entla-
dekurve kann somit das grundlegende Spannungsniveau bei jedem Ladezustand
bestimmt werden. Speziell bei Mikrozellen ändert sich unter großer Last die Cha-
rakteristik der Entladekurve im Vergleich zur Leerlaufspannungscharakteristik.
Der Effekt zeigt sich besonders bei Zellen mit geringer Kapazität.
Rate-Capacity Effekt Der Rate-Capacity Effekt beschreibt die Abnahme der
nutzbaren Kapazität bei Entladung mit einem hohen Strom. Die Rate ist hierbei
ein Maß für das Verhältnis von Entladestrom zu Nominalkapazität.
Alterung Alterungseffekte treten sowohl bei der nutzbaren Kapazität als auch
beim Innenwiderstand auf. Des Weiteren wird zwischen kalendarischer Alterung
und Alterung durch wiederholtes Laden bzw. Entladen unterschieden.
Abbildung 3.8 stellt das Blockschaltbild des Zellmodels dar. Der Laststrom,
welcher der Batterie entnommen wird, beschreibt die Eingangsgröße des Mo-
dells, während die Zellspannung die Ausgangsgröße darstellt. Alle Effekte,
die den Ladezustand der Zelle betreffen, werden im Block „Betriebsdauer der
Zelle“ zusammengefasst. Als Zwischengröße wird daraus der Ladezustand
(engl.: State of Charge, SOC) erzeugt. Der zweite große Block beschreibt die
Spannung-Strom-Charakteristik der Zelle. Die Zellspannung hängt nicht nur
vom Lastzustand ab, sondern auch vom Ladezustand. Auf die mathematische
Beschreibung der einzelnen Effekte (kleine Blöcke) wird nun im Folgenden
eingegangen.
Der Spannungsabfall des Ohmsche Anteils des Innenwiderstands verhält sich
proportional zum Entladestrom. Die beiden anderen Anteile zeigen hingegen
ein proportionales Verhalten mit Verzögerung 1. Ordnung (PT1). Der Diffu-
sionsanteil weist eine deutlich größere Zeitkonstante als der reaktive Anteil
auf.
Die Spannungscharakteristik wird bei Sekundärzellen mit hoher Kapazität
über die Leerlaufspannung beschrieben [EVU09]. Mikrozellen zeigen jedoch
eine Spannungsabweichung unter Last, die unabhängig vom Innenwiderstand
ist. Der Effekt wird erstmals in einem Modell berücksichtigt und wird über die
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Abbildung 3.8.: Blockschaltbild des Batteriemodells zur Abschätzung der Betriebsdauer
und der Entladecharakteristik. Die speziell für Mikrozellen entwickelte
virtuelle Klemmenspannung ist in rot dargestellt.
virtuelle Klemmenspannung Vvc beschrieben, die zusätzlich zum Ladezustand
(engl.: State of Charge, SOC) vom Laststrom abhängig ist:
Vvc = a · e(−g·ibat+h)SOC + b · SOC3 + c · SOC2 + d · SOC + f (3.1)
mit den Koeffizienten a, b, c, d, f , g, h und dem Entladestrom ibat. Die Koeffi-
zienten haben keine direkte physikalische Bedeutung, sondern werden derart
angepasst, dass das Verhalten einer realen Zelle bestmöglich erreicht wird.
Der Rate-Capacity Effekt beschreibt die nutzbare Kapazität der Zelle2 hinsicht-
lich des Entladestroms und wird mit der Peukert-Gleichung [LR01] modelliert:
Cuseable = Cnom ·
( Inom
ibat
)kp−1
(3.2)
mit der nutzbaren Kapazität Cuseable, der Nominalkapazität Cnom, dem Nominal-
strom Inom und der Peukert-Zahl kp.
Der steigende Innenwiderstand aufgrund von Alterung wird mit einer entla-
dezyklenabhängigen Wurzelfunktion beschrieben [RHWP03]:
Rint = Rint,nom +
√
ncycle · Rcycle (3.3)
mit dem resultierenden Ohmschen Anteil des Innenwiderstand Rint, dem no-
minellen Ohmschen Innenwiderstand Rint,nom, der Zyklenzahl ncycle und dem
Widerstandsanstieg Rcycle.
2Die Kapazität beschreibt hier eine elektrische Ladung und keine elektrische Kapazität. In der
Literatur wird die Ladung im Zusammenhang mit galvanischen Zellen Kapazität genannt
und wird auch in der vorliegenden Arbeit als solche bezeichnet.
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Der Kapazitätsverlust durch kalendarische Alterung und Alterung durch wie-
derholtes Entladen wird über einen Korrekturfaktor CFloss modelliert [EVU09]:
CFloss = 1− (ncycle · Ccycle + manual · Canual) (3.4)
mit dem prozentualen Kapazitätsverlust pro Zyklus Ccycle, der Anzahl an Jahren
manual und dem prozentualen Kapazitätsverlust pro Jahr Canual. Die nutzbare
Kapazität der gealterten Zelle Cuse,ag berechnet sich zu Cuse,ag = Cuseable · CFloss.
Der Vergleich des parametrisierten Modells mit einer Mikrozelle ist in Ab-
bildung 3.9 dargestellt. Bei der getesteten Mikrozelle handelt es sich um eine
Dünnschicht-LiPON-Zelle mit der Nominalkapazität von 700µAh [Inf12]. In
Abbildung 3.9(a) ist die Entladecharakteristik bei unterschiedlichen Entlade-
stromraten von 0,5C und 10C zu sehen. Sowohl die Spannungscharakteristik als
auch die nutzbare Kapazität bzw. Laufzeit stimmen nahezu überein. Außerdem
ist zu erkennen, dass die Zellspannung und die nutzbare Kapazität bei einer
Stromrate von 10C stark sinken. Für die entnehmbare Energie, welche der Fläche
unter den Kurven entspricht, multiplizieren sich die negativen Auswirkungen
des hohen Stroms. Der Vergleich der Sprungantwort auf einen Lastsprung ist
in Abbildung 3.9(b) dargestellt. Durch den Innenwiderstand sinkt die Zellspan-
nung an der Sprungstelle. Aufgrund der kleinen aktiven Flächen der Mikrozelle
fallen der reaktive und der konzentrative Anteil des Innenwiderstand kaum ins
Gewicht. Dementsprechend gering ist die Filterwirkung.
Unter Einbeziehung des Fortschritts in der Energiespeichertechnologie, wird,
von einer Energiedichte von 70mWh/cm3 ausgegangen (Vgl. Abschnitt 1.2).
Stehen 50% des zylindrischen Bauraums für den Energiespeicher zur Verfügung,
kann eine Mikrozelle mit ca. 3mAh verbaut werden. Auf Basis der Stromaufnah-
me des Systemzyklus wird eine Simulation mit einer 3mAh Mikroenergiezelle
durchgeführt.
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Abbildung 3.9.: Vergleich zwischen Modell und realer 700µAh-Mikrozelle MEC201-7P
42
3.2. Systematische Ermittlung von Optimierungspotential
Die Entladekurve ist in Abbildung 3.10 dargestellt. Die Betriebsdauer des
System beträgt unter den beschriebenen Voraussetzungen, vor der Optimierung,
etwas mehr als 5h und liegt damit fast Faktor fünf unter dem Ziel von min-
destens 24h. Die Stromaufnahme des Künstlichen Akkommodationssystems
gleicht einer Pulsbelastung, die zu Schwankungen der Zellspannung führt. Bis
zu einer Entladedauer von 3h bleibt die Streuungsbreite, bestimmt durch den
Innenwiderstand, nahezu konstant. Ab dem Zeitpunkt wird die Schwankung
aufgrund der flacheren Entladekurve bei höheren Strömen größer. Kurz vor der
Ladeschlussspannung bestimmt wieder allein der Innenwiderstand die Breite
der Schwankung.
In die detaillierte Modellierung des Systems mit einem Energiespeicher kön-
nen alle folgenden Optimierungskonzepte zur Simulation der Laufzeit integriert
und somit auf ihre Wirksamkeit überprüft werden. Im nächsten Abschnitt
werden zunächst mögliche Ansatzpunkte zur Optimierung dargestellt.
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Abbildung 3.10.: Entladekurve einer 3mAh-Sekundärzelle mit dem Lastprofil des
Künstlichen Akkommodationssystems
3.2. Systematische Ermittlung von
Optimierungspotential
Ausgehend von den Betrachtungen aus Abschnitt 3.1 sollen nun Optimierungs-
möglichkeiten identifiziert werden, die Einfluss auf den Energiebedarf des
Systems und auf die autonome Laufzeit haben. Dabei wird zwischen der Be-
trachtung eines Zyklus und einer Energiespeicherentladeperiode unterschieden.
43
3. Konzepte zur Optimierung des Energiebedarfs
3.2.1. Optimierung eines Systemzyklus
Bevor eine Optimierung der Energieeffizienz durchgeführt werden kann, wird
zunächst die Entstehung der Verlustleistung in Halbleiterschaltkreisen unter-
sucht. Die Leistungsaufnahme der elektronischen integrierten Schaltungen kann
in zwei Teile zerlegt werden, die statische und die dynamische Leistungsauf-
nahme. Die statische Leistung beschreibt die Leistungsaufnahme während die
Komponente inaktiv ist, d.h. es werden keine Schaltvorgänge von Transisto-
ren durchgeführt. Es liegt jedoch eine Versorgungsspannung an. Dabei treten
sogenannte Leckströme auf.
Die dynamische Leistung beschreibt dagegen die Schaltverluste der Transis-
toren, wenn das Bauteil aktiv ist. Grund dafür ist das Umladen der jeweiligen
Lastkapazität am Transistorausgang. Bei Schaltkreisen in CMOS-Technologie
(Complementary-Metal-Oxide-Semiconductor) treten zudem noch Kurzschluss-
verluste auf. Die Kurzschlussverluste entstehen aufgrund von endlichen Schalt-
zeiten der Transistoren, sind jedoch zumeist vernachlässigbar klein. Im Folgen-
den werden Möglichkeiten diskutiert, wie die dynamische und die statische
Leistungsaufnahme reduziert werden kann. Außerdem werden verschiedene
Topologien zur Spannungswandlung untersucht und ihre Vor- und Nachteile
diskutiert.
Reduktion der dynamischen Leistungsaufnahme der Teilsysteme
Das Verhältnis zwischen aktiver Zeit zu Ruhephase ist mit 25% bis 35% ver-
gleichsweise groß. Deshalb nimmt das System den Großteil der Energie auf,
während es aktiv ist. Der Anteil der dynamischen Leistungsaufnahme der
Komponenten überwiegt dabei stark. Eine Reduktion der dynamischen Lei-
stungsaufnahme bietet daher großes Energieeinsparungspotential.
Die dynamische Leistungsaufnahme PDyn eines digitalen ICs ergibt sich zu
[CK08]
PDyn = α · CL · fclk ·V2dd, (3.5)
wobei α die mittlere Schalthäufigkeit der Transistoren (0 < α ≤ 1), CL die
Lastkapazität, die sich im Wesentlichen aus der Leitungskapazität und den
Eingangskapazitäten der nachfolgenden Elementen zusammensetzt, fclk die
Taktfrequenz des ICs und Vdd die Versorgungsspannung darstellt.
Bei kommerziell verfügbaren Komponenten kann der Parameter α nicht di-
rekt beeinflusst werden, sondern ist durch die Schaltung bzw. Funktionsweise
des ICs vorgegeben. Ähnliches gilt für die Lastkapazität, die von dem Schal-
tungsdesign und der Prozesstechnologie abhängt. Die Taktfrequenz kann bei
ICs, wie beispielsweise beim Mikrocontroller, verändert werden. Eine geringere
Taktfrequenz führt nicht zwangsläufig zu einem geringeren Energieverbrauch.
Da
E = PIC · t (3.6)
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mit der Leistungsaufnahme PIC gilt, bleibt die aufgenommene Energie E kon-
stant. Denn zur Ausführung einer selben Anzahl an Rechenzyklen verlängert
sich die Rechenzeit t genau in dem Maße, wie die Taktfrequenz verringert wird.
Eine Reduzierung der Taktfrequenz hat nur dann positive Auswirkungen auf
den Energieverbrauch, wenn weniger Rechenleistung benötigt wird als durch
die hohe Taktrate zur Verfügung steht.
Die Versorgungsspannung geht quadratisch in die Gleichung 3.5 ein, d.h. eine
Reduktion der Versorgungsspannung führt zu einer quadratischen Abnahme
der dynamischen Leistung. Daraus folgt, dass ein Konzept zur Reduktion der
dynamischen Leistungsaufnahme das primäre Ziel haben muss, die Versor-
gungsspannung der elektronischen Teilsysteme auf die niedrigste erlaubte zu re-
duzieren, ohne die Funktionalität negativ zu beeinflussen. Einige Komponenten
beinhalten analoge Schaltkreise. Für analogen Teile kann keine allgemeingültige
Gleichung zur dynamischen Leistungsaufnahme angegeben werden. Im Allge-
meinen sinkt bei analogen Schaltungen die Leistungsaufnahme bei reduzierter
Spannung, jedoch zwangsläufig auch die Leistungsfähigkeit [ANLT05].
Reduktion der statischen Leistungsaufnahme der Teilsysteme
Die statische Leistungsaufnahme ist hauptsächlich abhängig von der Prozesstech-
nologie des ICs. Darüber hinaus können im Chipdesign verschiedene Methoden
zur Reduktion der statischen Leistungsaufnahme integriert werden. Häufig ein-
gesetzte Methoden werden in Abschnitt 4.5 näher erläutert. Die einzige Option,
die statische Leistungsaufnahme, neben den integrierten Methoden, zu senken,
ist die Trennung von inaktiven Teilsystemen von der Spannungsversorgung.
Effizienz der Spannungswandlung
Ein Teil der Verlustleistung entsteht durch die Bereitstellung einer stabilisierten
Ausgangsspannung. Im Folgenden werden Möglichkeiten zur Gleichspannungs-
wandlung vorgestellt und die Vor- und Nachteile diskutiert. Grundsätzlich
wird zwischen zwei Klassen, den Linearreglern und den Schaltwandlern, unter-
schieden. Der Fokus liegt auf der Erzeugung von Spannungen die kleiner als
die Spannung des Energiespeichers sind. Zur Steuerung einer piezobasierten
Aktorik werden zum Teil hohe Spannungen bis zu 60V benötigt. Dazu sind
Wandler notwendig, die aus der Zellspannung derartige Spannungen effizient
erzeugen können.
Linearregler Mit Linearreglern können Ausgangsspannungen erzeugt werden,
die kleiner als die Eingangsspannung sind. Bei Linearreglern wird zwischen
Längs- und Querregler unterschieden [Mey90]. Heutzutage kommen Querregler,
die parallel zur Last eingesetzt werden, nur noch vereinzelt als Spannungsrefe-
renz zum Einsatz. Häufig hingegen kommt der in Abbildung 3.11(a) dargestellte
Längsregler zum Einsatz. Im Längsregler wird ein Transistor im Leistungspfad
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eingesetzt, der sich wie ein veränderlicher Widerstand verhält. Eine Abweichung
des Ausgangs vom Sollwert führt über eine verstärkende Rückführung zu einer
Änderung des Transistorwiderstands. Typischerweise erfolgt die Regelung über
eine Operationsverstärkerschaltung. Linearregler werden hauptsächlich zur Sta-
bilisierung von Spannungen eingesetzt. Der Wirkungsgrad eines Linearreglers
ηLin ergibt sich zu
ηLin =
Vout · Iout
Vin · (Iout + Iq) (3.7)
mit der Ausgangsspannung Vout, der Eingangsspannung Vin, dem Ausgangs-
strom Iout und dem Ruhestrom Iq. Wird der Ruhestrom, der zu meist sehr gering
ist, vernachlässigt, ergibt sich der Wirkungsgrad aus dem Verhältnis zwischen
Aus- und Eingangsspannung. In Abbildung 3.11(b) ist der Wirkungsgrad über
der Eingangsspannung dargestellt und zeigt, dass einer großen Differenz zwi-
schen Aus- und Eingangsspannung zu einem geringen Wirkungsgrad bzw. zu
einer hohen Verlustleistung führt.
Jedoch generiert der Linearregler eine rauscharme, stabile Ausgangsspannung
bei geringem Bauraum.
Schaltwandler Schaltwandler bestehen aus mindestens einem schaltenden Ele-
ment und mindestens zwei Energiespeichern [Ber11]. Durch eine Vielzahl an
Wandlertopologien – mit oder ohne galvanische Trennung – können Ausgangs-
spannungen, die größer oder kleiner als die Eingangsspannung sind, erzielt
werden. Schaltwandler können in kapazitive und induktive Schaltwandler ge-
gliedert werden.
Der Wirkungsgrad eines idealen, induktiven Schaltwandlers beträgt 100%. In
realen, induktiven Schaltwandlern treten Schalt-, Leitungs-, Gateladungs- und
Treiberverluste auf. Zusätzlich wird zur Stabilisierung der Ausgangsspannung
ein Regler eingesetzt, der Eigenverluste aufweist. Die Kombination aus Schalt-
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Abbildung 3.11.: Schematische Darstellung eines typischen Linearreglers (Längsregler)
z.B. [Lin04] und dessen ideale Effizienz
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wandler und Regler wird als Schaltregler bezeichnet. Der Wirkungsgrad eines
Schaltreglers ηSchalt ergibt sich zu
ηSchalt =
Vout · Iout
Vin · Iin =
Vin · Iin − Pv
Vin · Iin =
Vout · Iout
Vout · Iout + Pv (3.8)
mit dem Eingangsstrom Iin und der Gesamtverlustleistung Pv. In Abbildung
3.12(b) ist der Wirkungsgrad über dem Ausgangsstrom dargestellt. Es zeigt
sich, dass beim Betrieb im kleinen Leistungsbereich das Verhältnis von Verlust-
leistung zur Ausgangsleistung steigt, was den Wirkungsgrad reduziert. Die
schematische Darstellung eines Abwärtswandlers mit Regelung ist in Abbildung
3.12(a) zu sehen. Die Topologie erzeugt eine Ausgangsspannung die kleiner
als die Eingangsspannung ist. Der Regler steuert dabei die Transistoren derart
an, dass die über die Induktivität und Kapazität gefilterte Ausgangsspannung
konstant bleibt. Dem hohen Wirkungsgrad ab einem Laststrom von ca. 1mA
des induktiven Schaltwandlers, stehen eine verbleibende Restwelligkeit der Aus-
gangsspannung und ein zusätzlicher Platzbedarf durch eine Spule nachteilig
gegenüber.
Kapazitive Schaltwandler arbeiten nach dem Ladungspumpenprinzip und
werden zur Spannungsvervielfachung oder zur Spannungsteilung eingesetzt.
Es können sowohl Spannungen mit gleicher als auch mit umgekehrter Polarität
der Eingangsspannung erzeugt werden. Die Spannungskonvertierung wird
durch alternierendes Schalten von Kapazitäten und damit ein Transport der
gespeicherten Energie auf ein höheres bzw. niedrigeres Spannungslevel erreicht.
Kapazitive Schaltwandler benötigen keine Induktivität und sind im Gegen-
satz zu induktiven Schaltwandlern platzsparend. Allerdings ist die Effizienz
stark vom Arbeitspunkt abhängig. Außerdem ist eine Regulierung der Aus-
gangsspannung nur bedingt möglich. In Abbildung 3.13(a) ist ein kapazitiver
Schaltwandler dargestellt. Ein Spannungsteilungsverhältnis von 2:1 wird durch
eine phasenversetzte Ansteuerung der Transistoren mit den Signalen φ1 und φ2
erreicht. In Abbildung 3.13(b) ist der Wirkungsgrad über der Eingangsspannung
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Abbildung 3.12.: Schematische Darstellung eines induktiven Schaltwandlers (Abwärts-
wandler) und dessen Effizienz nach [Tex10]
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Abbildung 3.13.: Schematische Darstellung eines kapazitiven Schaltwandlers nach
[Liu06] und dessen Effizienz
aufgetragen. Bei einer Änderung der Eingangsspannung muss sich auch die
Phasenansteuerung ändern, wodurch kein optimaler Ladungstransfer mehr
stattfinden kann und die Effizienz sinkt.
3.2.2. Optimierung eines Entladezyklus
Wird die gesamte autarke Betriebsdauer betrachtet, können Phasen beobachtet
werden, in denen nicht die vollständige Leistungsfähigkeit des Systems benötigt
wird. In [Nag12] wurden aus unterschiedlichen Tätigkeiten wie Schlafen, Essen
oder Kochen repräsentative Tagesabläufe von verschiedenen Personengruppen
simuliert. Dabei zeigt sich, dass die Anzahl an Akkommodationsänderungen
pro Tag im Wesentlichen von der Dauer des täglichen Schlafs abhängt. Bei
einer durchschnittliche Schlafdauer zwischen 6h und 8h Schlaf ergeben sich
ca. 9800 bis 11000 Akkommodationsänderungen am Tag. Für die verbleibende
Wachperiode bedeutet das, dass im Durchschnitt alle 5 s bis 7 s eine Akkom-
modationsänderung auftritt. Es wird deutlich, dass eine genaue Erfassung mit
einer Frequenz von 10Hz zwar die Anforderung an die Echtzeitfähigkeit erfüllt,
jedoch in ca. 99,9% der Messungen keine Änderung der Brechkraft notwendig
ist. Deshalb sollen Konzepte entwickelt werden, welche die Teilsysteme situativ
abschalten oder in einen energieeffizienten Betriebszustand überführen.
Teilweise ist sogar ein vollständiges Abschalten des Systems möglich. Haupt-
sächlich während den Schlafphasen des Implantatträgers ist keine Anpassung
der Brechkraft nötig.
Ist es dem Träger nicht möglich das System bei kritischem Ladezustand
aufzuladen, kann die autonome Betriebsdauer verlängert werden, indem die
Anforderungen an die Reaktionszeit der Brechkraftanpassung, an die stufenlose
Einstellung der Brechkraft oder an die Präzision der Distanzerfassung gelockert
werden. In dem energieeffizienten Zustand muss das Implantat weiterhin einen
Mehrwert für den Nutzer bieten sowie alle Sicherheitsaspekte erfüllen.
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Durch eingehende Untersuchungen von wiederaufladbaren Mikrozellen und
Auswirkungen der Systemlast auf die nutzbare Energie aus Abschnitt 3.1.2,
wird zusätzlich ein Konzept zur optimalen Nutzung der Zellenergie entwickelt.
Aufgrund des nichtlinearen Zusammenhangs zwischen Energiebedarf und
Brechkraftänderung, ist zur Bestimmung des Energiebedarfs der Aktorik die
Betrachtung über eine Energiespeicherentladezeit notwendig. Da die Brechkraft
zwischen Nah- und Fernsicht beschränkt ist, muss eine Brechkraftänderung
zwangsläufig irgendwann die Richtung ändern. Über einen langen Zeitraum
gesehen, finden also zyklische Änderungen der Brechkraft statt. Um davon
profitieren zu können, ist ein Aktortreiber zu konzipieren, der Energie aus dem
Piezoelement zurück gewinnen kann.
In der nachfolgenden Tabelle 3.2 sind die Optimierungspotentiale nochmals
zusammengefasst.
Wirkungsbereich Potential Detaillierung
Systemzyklus
Dynamische Leistung
Reduktion der
Versorgungsspannung
Reduktion Taktfrequenz
Statische Leistung Trennung von
Versorgungsspannung
Effizienz Spannungswandlung
Linearregler
Schaltregler
Entladezyklus
Situative Abschaltung
Teilsysteme
Gesamtsystem
Reduktion der
Leistungsfähigkeit
Lockerung der
Echtzeitfähigkeit
Optimale Ausnutzung des
Energiespeichers
Anpassung des
Laststroms
Rückgewinnung von
Aktorenergie
Optimierung des
Aktortreibers
Tabelle 3.2.: Optimierungsmöglichkeiten zur Laufzeitverlängerung des Künstlichen
Akkommodationssystems
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3.3. Konzepte zur Optimierung der Effizienz der
Spannungswandlung und der Teilsysteme
Im Folgenden wird eine möglichst effiziente und platzsparende Spannungsver-
sorgung für die Teilsysteme konzipiert. Sie folgt dem Teil „Systemzyklus“ der
systematischen Vorgehensweise aus Abbildung 2.2. Zunächst werden verschiede-
ne Versorgungstopologien betrachtet und anschließend Konzepte zur Optimie-
rung der Leistungsaufnahme der Teilsysteme vorgestellt. Die Anforderungen an
die Energieversorgung des Aktortreibers unterscheiden sich grundsätzlich von
den Anforderungen an die Energieversorgung der anderen Teilsysteme. Deshalb
werden separat neue Konzepte zur effizienten Ansteuerung eines Stapel- und
Biegepiezoaktors vorgestellt.
3.3.1. Herleitung von Topologien zur Spannungsversorgung
Zur Reduktion der dynamischen Leistungsaufnahme ergibt sich aus Abschnitt
3.2.1 die Forderung, die Versorgungsspannung soweit wie möglich zu verringern.
Aus der Betrachtung der Spannungswandler geht hervor, dass der Wirkungs-
grad stark vom Wandlertyp und Arbeitspunkt abhängt. Des Weiteren haben
Schaltregler einen erhöhten Platzbedarf gegenüber Linearreglern. Zur Optimie-
rung der Leistungsaufnahme wird jedem Teilsystem idealerweise die minimale
Versorgungsspannung zur Verfügung gestellt. In Abbildung 3.14 sind mögliche
Topologien zur Versorgung der Teilsysteme Steuerungseinheit, Kommunikati-
onseinheit, Sensoreinheit und aktiv-optisches Element (Aktoreinheit) dargestellt.
Die zentrale Topologie in (a) entspricht dem Einsatz eines Spannungsreglers,
der alle Teilsysteme versorgt. Erfolgt die Spannungswandlung mit jeweils einem
Spannungswandler pro Teilsystem, führt das zur dezentralen Topologie in (b).
Auch in der dezentralen Topologie können alle Wandlertypen eingesetzt wer-
den. Eine Erweiterung zu (b) stellt die Topologie in (c) dar. Dabei kommt ein
Spannungswandler zum Einsatz, der mehrere geregelte Ausgangsspannungen
bereitstellen kann. Einen Vorteil gegenüber (b) bieten der Wandlertyp, wenn
Teile des Wandlers mehrfach verwendet oder geteilt werden können und da-
durch Bauraum eingespart wird. Topologie (d) besteht aus zwei Stufen. Die
erste Stufe stellt eine zentrale Zwischenspannung zur Verfügung. Die Span-
nungswandlung der ersten Stufe muss sehr effizient sein, da über die erste Stufe
der Leistungsfluss aller Komponenten führt. Deshalb wird bevorzugt ein Schalt-
wandler eingesetzt. Über die dezentrale, zweite Stufe werden die einzelnen
Komponenten versorgt. In Stufe zwei kann wiederum ein Spannungswandler,
der mehrere Ausgangsspannungen generiert, eingesetzt werden (Topologie (e)).
Die Topologie (f) benötigt eine geringere Anzahl an Spannungswandlern als
die dezentralen und zweistufigen Topologien und kann die Versorgung der
Teilsysteme dynamisch auf- und verteilen. Auch bei der dynamischen Variante
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Abbildung 3.14.: Topologien zur Spannungsversorgung der Teilsysteme (LR: Linearreg-
ler, SR: Schaltregler)
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ist eine Erweiterung um einen Schaltwandler mit mehreren Ausgängen, der in
Kombination mit einem Linearregler eingesetzt wird, denkbar (Topologie (g)).
3.3.2. Vorauswahl von Topologien zur Spannungsversorgung
Zur Entwicklung von Konzepten zur Spannungsversorgung wird eine Vor-
auswahl der in Frage kommenden Topologien getroffen. Der Entwurf einer
geeigneten Spannungswandlungstopologie darf nicht isoliert von den Rand-
bedingungen Bauraum, Leistungsaufnahme der elektronischen Komponenten
und Effizienz der Spannungswandlung betrachtet werden. Die grundlegenden
Gleichspannungswandler sind die Linearwandler sowie die induktiven und ka-
pazitiven Schaltwandler, die in Abschnitt 3.2.1 vorgestellt wurden. Die kleinsten
Abmessungen besitzt der Linearwandler mit einem kapazitiven Energiespeicher,
vor dem kapazitiven Schaltwandler mit mindestens zwei Kondensatoren und
dem induktiven Schaltwandler mit einer Spule und einem Kondensator. Der
Einfluss der Eingangsspannung auf den Wirkungsgrad ist beim Linearregler
und kapazitivem Wandler stärker ausgeprägt als beim induktiven Wandler. Bei
den Schaltwandlern sinkt dagegen der Wirkungsgrad bei kleiner Last stärker
als bei den anderen Wandlertypen. Im Vergleich der Topologien schneidet der
zentrale Ansatz bezüglich des Bauraums gut ab, stellt jedoch nur eine Aus-
gangsspannung für alle Teilsysteme zur Verfügung. Die dezentrale Topologie
optimiert durch den Einsatz mehrerer Wandler die Leistungsaufnahme der Teil-
systeme auf Kosten des Bauraums. Zu den Wandlern mit mehreren Ausgängen
gehören der Single Inductor Multiple Output (SIMO) Schaltwandler und der
Capacitance-Sharing Multiple-Output Wandler. Beide sind in Abbildung 3.15
dargestellt. Der SIMO-Wandler benötigt lediglich eine Induktivität, jedoch für
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Abbildung 3.15.: Schematische Darstellung Schaltwandlertopologien mit mehreren Aus-
gängen, (a) nach [KL12], (b) nach [SH14]
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jeden Ausgang eine Kapazität. Aufgrund erhöhter Verluste durch den Einsatz
weiterer Schalttransistoren, der Erfassung mehrerer Strom- und Spannungssi-
gnale und einer aufwendigen Regelung kann ein Wirkungsgrad über 80% erst
bei Lastströmen >20mA pro Ausgang erzielt werden [KL12, SRM13, BBM+07].
Bei Lastströmen <10mA fällt der Wirkungsgrad unter 60% [KJHL12, HC09].
Die kapazitiven Wandler mit mehreren Ausgängen teilen sich den Pumpkonden-
sator [SH14] und sogar teilweise die Schalttransistoren [SJ11]. Hocheffiziente,
integrierte Wandler wurden für eine sehr kleine Leistung unter 80µW erzielt
[SH14]. Wandle,r die über einen größeren Leistungsbereich verfügen, erreichen
einen Wirkungsgrad um die 60% [SJ11].
Eine zweistufige Topologie verbessert zusätzlich die Effizienz der Wandlung.
Da jedoch ein weiterer Spannungswandler zum Einsatz kommt, steigt der Bau-
raumbedarf weiter an. Durch den vorgeschalteten Schaltregler entsteht eine
geregelte Zwischenspannung, wodurch ein effiziente Anpassung an die Teilsys-
teme der zweiten Wandlerstufe – insbesondere des kapazitiven Schaltwandlers –
ermöglicht wird.
Ein neuer Ansatz einer zweistufigen Topologie mit mehreren Ausgängen stellt
die sogenannte Leiter-Architektur dar [KSSS13]. Dabei sind die Verbraucher in
Reihe anstatt parallel angeordnet. Der Vorteil ist, dass für N Verbraucher nur N-1
Wandler in der zweiten Stufe benötigt werden (Abbildung 3.16). Von Nachteil
sind der erhöhte Sensorik- und Regelungsaufwand, ähnlich wie bei der SIMO-
Architektur, sowie zusätzliche Spannungsumrichter für einen Datenaustausch
zwischen den Teilsystemen.
Die dynamische Topologie bietet die höchste Variabilität und somit das größte
Potential, durch eine geschickte Verteilung der Teilsysteme sowohl einen guten
Wirkungsgrad als auch eine reduzierte Leistungsaufnahme des Systems zu
erzielen. Nach der zentralen Topologie benötigt die dynamische mit nur zwei
Spannungswandlern den kleinsten Bauraum.
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Abbildung 3.16.: Wandler in Leiterstruktur mit Verbrauchern in Reihenschaltung, nach
[KSSS13]
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Eine Bewertung der Topologien (a)-(f) erfolgt anhand der Tabelle 3.3 mit
folgenden Richtlinien:
6: Bestmögliche Erfüllung des Kriteriums
5: Sehr gute Erfüllung des Kriteriums
4: Gute Erfüllung des Kriteriums
3: Befriedigende Erfüllung des Kriteriums
2: Ausreichende Erfüllung des Kriteriums
1: Mangelhafte Erfüllung des Kriteriums
0: Ungenügende Erfüllung des Kriteriums
Zudem gelten folgende Abkürzungen:
LR: Linearregler
SR: Schaltregler
SIMO SR: Single Inductor Multiple Output Schaltregler
Ladder-SR: Schaltregler in Leiter-Architektur
MOSC SR: Multiple Output Shared Capacitor Schaltregler
Die Bewertung erfolgt anhand der dargestellten Vor- und Nachteilen mit direk-
tem Bezug auf die Randbedingungen des Künstlichen Akkommodationssystems.
Tabelle 3.3 zeigt, dass keine Topologie alle drei Kriterien bestmöglich erfüllt.
Eine Bewertung mit 0 oder 1 in einer Kategorie gilt als Ausschlusskriterium. Es
zeigt sich, dass nur wenige Varianten für den Einsatz im Künstlichen Akkommo-
dationssystem in Frage kommen. Ein guter Kompromiss bietet eine dynamische
Topologie. Insbesondere ergänzen sich der induktive Schaltwandler und der
Linearwandler hinsichtlich der Verlustleistung der Wandlung optimal. Darüber
hinaus können verschiedene Spannungsebenen zur Reduktion der Leistungsauf-
nahme der Teilsysteme zur Verfügung gestellt werden. Der Platzbedarf ist mit
ca. 3mm3 noch mit „befriedigend“ zu bewerten und liegt somit im tolerierbaren
Bereich. Aufgrund der besten Gesamtbewertung werden für die dynamische
Topologie weiterführende Konzepte zur Zuweisung von Spannungsebenen an
die elektronischen Komponenten der Teilsysteme entwickelt.
3.3.3. Neue Konzepte zur intelligenten Spannungsversorgung
mittels einer dynamischen Versorgungstopologie
Die dynamische Topologie schafft zunächst lediglich die Voraussetzung zur
Reduktion der Leistungsaufnahme. Durch eine intelligente Steuerung der Span-
nungswandler und der Spannungsebenen wird der Energiebedarf der Kom-
ponenten und der Wirkungsgrad der Wandler optimiert [KNG+12, KNG+13].
Hierfür werden nun folgende drei Konzepte betrachtet:
Konzept I
Zur Erzielung einer hohen Effizienz der Spannungswandlung ist eine Auf-
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Zentral
LR 6 0 1 -
Ind. SR 4 4 1 -
Kap. SR 5 2 1 -
Dezentral
LR 3 0 6 -
Ind. SR 0 4 6 -
Kap. SR 1 2 6 -
SIMO SR 2 1 6 -
MOSC SR 3 1 6 -
Zweistufig
Ind. SR, LR 1 4 6
Ind. SR, ind. SR 0 4 6 -
Ind. SR, kap. SR 0 5 6 -
Ind. SR, Ladder-SR 1 5 6 -
Ind. SR, MOSC SR 1 4 6 -
Dynamisch
LR, LR 5 0 4 -
Ind. SR, ind. SR 2 3 4 9
Ind. SR, LR 3 5 4 12
Kap. SR, LR 4 2 4 10
SIMO SR, LR 1 2 6 -
MOSC SR, LR 2 2 6 10
Tabelle 3.3.: Bewertung möglicher Topologien zur Spannungswandlung
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teilung der Spannungswandler in Abhängigkeit der Lastbedingung notwendig.
Während der aktiven Phase versorgt ein Schaltregler und in der inaktiven Phase
ein Linearregler das System. Der Steuerungsaufwand der Konzeption ist gering,
da lediglich einmal pro Schaltzyklus zwischen den Wandlern umgeschaltet
werden muss. Da der zuverlässige Betrieb aller Teilsysteme gewährleistet sein
muss, steht allerdings nur eine Spannungsebene zur Verfügung. Infolgedessen
wird nicht jede Komponente mit der maximalen Energieeffizienz betrieben.
Konzept II
Um eine verbesserte Energieeffizienz der Teilsysteme zu erreichen, besteht
die Möglichkeit zwei Spannungsebenen bereitzustellen. Dabei sollen nur die
Komponenten mit einer hohen Leistungsaufnahme mit ihrer Minimalspannung
betrieben werden. Im Gegensatz zu Konzept I erfolgt eine spannungsebenenge-
bundene Verteilung der Komponenten. Dabei wird die Spannungsebene mit der
höheren Leistungsaufnahme vom Schaltregler und die mit der niedrigeren vom
Linearregler bedient, um die Verlustleistung der Wandlung zu reduzieren. Es
entsteht kein Steuerungsaufwand, da die Komponenten statisch einem Wandler
zugewiesen sind.
Konzept III
In der Analyse des Systemzyklus wird deutlich, dass die Teilsysteme selten
zeitgleich aktiv sind. Der Aspekt kann ausgenutzt werden, um zeitabhängig
verschiedene Spannungsebenen mit einem Spannungswandler zu generieren.
Da die Teilsysteme während ihrer aktiven Phase einen Großteil der Energie auf-
nehmen, übernimmt der Schaltregler die aktive Komponente. Zur Einstellung
der Minimalspannung des Teilsystems ist ein Schaltregler mit einer dynamisch
veränderbaren Ausgangsspannung notwendig. Der Linearregler stellt eine Span-
nungsebene zur Verfügung, die alle Teilsysteme versorgen kann und übernimmt
die inaktiven Komponenten mit einer geringen Leistungsaufnahme. Die intel-
ligente Spannungsversorgung steuert das System in einer Weise, die sowohl
die Energieaufnahme der Teilsysteme als auch den Wirkungsgrad der Wandler
optimiert.
In Abbildung 3.17 sind die unterschiedlichen Konzepte dargestellt. Oben ist
der Status der Subsysteme über der Zeit aufgetragen. Die unteren Diagramme
zeigen die Ausgangsspannung des Schalt- und Linearreglers über der Zeit.
3.3.4. Neue Konzepte zur effizienten Aktoransteuerung
Die Energie, die dem Piezoaktor zur Auslenkung der variablen Linse zuge-
führt wird, hängt stark von der Auslenkungsänderung und somit von der
Spannungsänderung des Treibers ab. Häufig wird zur Spannungsänderung
ein linearer Verstärker zum Treiben eines Piezoaktors eingesetzt. Dabei beruht
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Abbildung 3.17.: Konzepte einer intelligenten Spannungsversorgung der Teilsysteme
die Spannungsregelung auf einer Operationsverstärkerschaltung mit Transis-
toren die im linearen bzw. verstärkenden Bereich betrieben werden. Die dabei
entstehende Leistungsaufnahme wird nur zum Bruchteil zur Änderung der
Spannung am Piezo genutzt [MNMG96]. Zusätzlich müssen die Minimal- und
Maximalspannung zur Versorgung des Verstärkers bereitgestellt werden.
Eine deutlich effizientere Methode stellt eine direkte Spannungseinstellung
über einen Schaltwandler dar. Dabei ist ein großes Spannungsverhältnis notwen-
dig, um aus der Batteriespannung hohe Spannungen bis zu 60V zu erzeugen.
Rein kapazitive Lösungen benötigen viele Stufen und lassen sich schwer in der
Ausgangsspannung regulieren. Induktive Aufwärtswandler erreichen hingegen
die geforderte Spannungsverstärkung. Der Wirkungsgrad der Wandlung sinkt
jedoch mit steigender Verstärkung. Eine hybride Lösung aus Aufwärtswandler
mit nachgeschalteter Spannungsverdopplung nach dem Ladungspumpenprin-
zip (Villard-Schaltung [Har08]) erreicht für den Fall eines Stapelaktors die beste
Effizienz. Abbildung 3.18 stellt den Schaltplan des Treibers dar. Der Piezo
kann dabei als elektrische Kapazität modelliert werden. Zur Reduktion der
Piezospannung wird die Ladung über einen Widerstand und einen Transistor
abgeführt. Aufgrund der sich ändernden Akkommodationsanforderungen wird
der Piezo häufig geladen und entladen. Der Nachteil des Treibers ist, dass die
im Piezo gespeicherte Energie beim Entladevorgang im Widerstand in Wärme
umgesetzt wird. In Abbildung 3.19 wird eine neue, modifizierte Schaltung mit
einer Rückgewinnung der im Piezo gespeicherten Energie dargestellt. Durch
die Parallelschaltung eines Schalttransistors zum Ausgangskreis, ist eine bidi-
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Vbat Vout T2T1
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D2 RD1
Abbildung 3.18.: Aufwärtswandler mit Spannungsverdopplung (blau) und Entlade-
schaltung (rot) zur Einstellung der Spannung des Piezoaktors, mo-
mentan im Demonstrator eingesetzte Lösung
Vbat VoutT2T1
C2
C1
L
Piezo-
aktor
C3
D3
D2D1
Abbildung 3.19.: Aufwärtswandler mit Spannungsverdopplung (blau) und Energierück-
gewinnung bei Entladung (grün) zur Einstellung der Spannung des
Piezoaktors
rektionale Energieübertragung möglich. Beim Ladevorgang ist der Transistor
abgeschaltet. Der Energiefluss verläuft vom Energiespeicher zum Piezo. Wird
der Transistor durch ein pulsweitenmoduliertes Signal angesteuert, wechselt der
Wandler in den Tiefsetzstellerbetrieb und die Energie fließt vom Piezo zurück
zum Energiespeicher.
In Abhängigkeit des Aktorprinzips kommt entweder ein Stapelpiezoaktor
oder ein bimorpher Biegepiezoaktor zum Einsatz. Der bimorphe Biegeaktor
besitzt im Gegensatz zum Stapelaktor drei Pole. Um Auslenkungen in beide
Richtungen ausführen zu können, müssen zwei unabhängige Spannungen von
den zwei Außenelektroden zur mittleren Elektrode zur Verfügung stehen. Ab-
bildung 3.20 zeigt ein neues Konzept eines kombinierten Spannungswandlers
Vbat
Vout1
T1
L Piezo-
aktor
Vout2
T2 T3
T4 T5
Abbildung 3.20.: Neuer Schaltwandler zur Ansteuerung eines bimorphen Biegeaktors
mit Energierückgewinnung
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Modus T1 T2 T3 T4 T5
Aufwärtswandlung V1 PWM zu PWM offen offen
Aufwärtswandlung V2 PWM offen offen zu PWM
Abwärtswandlung V1 PWM zu PWM offen offen
Abwärtswandlung V2 PWM offen offen zu PWM
Umladung Schicht 1→ Schicht 2 PWM zu PWM zu PWM
Umladung Schicht 2→ Schicht 1 PWM zu PWM zu PWM
Tabelle 3.4.: Betriebsmodi der Treiberschaltung zur Ansteuerung eines dreipoligen
Biegeaktors
zum Ansteuern eines bimorphen Biegeaktors mit Energierückgewinnung. Die
Schaltung zeichnet sich durch einen geringen Platzbedarf aus, da lediglich eine
Induktivität benötigt wird. Die Architektur beherrscht einen bidirektionalen
Energiefluss und einen Umladevorgang zwischen den Piezoschichten. Tabelle
3.4 beinhaltet die Schaltinformationen der Transistoren zur Ausführung ver-
schiedener Betriebsmodi. Dabei entspricht
zu: einem durchgeschalteten, leitenden Transistor
offen: einem offenen, nicht leitenden Transistor
PWM: einer Ansteuerung des Transistors mittels eines
pulsweitenmodulierten Signals
PWM: einer Ansteuerung des Transistors mittels Gegentaktsignal der PWM
Zur Auf- und Abwärtswandlung wird jeweils ein Zweig (T2/T3 oder T4/T5)
geöffnet, sodass ein Energiefluss jeweils nur zu einer Schicht des Piezoelements
stattfindet. Es kann kein Strompfad durch die Bodydiode der Transistoren
führen, da durch die Zusammenschaltung des Source-Anschlusses von T2 und
T3 bzw. T4 und T5 immer eine Bodydiode, unabhängig von der Stromrichtung,
sperrt. Die Ansteuerung von T1 und T3 bzw. T5 erfolgt nach dem Prinzip
typischer Auf- und Abwärtswandler [Har08]. Die Umladung erfolgt ähnlich
dem Abwärtswandlermodus mit dem Unterschied, dass nun auch ein Strompfad
zur anderen Piezoaktorseite durch schließen von T2 und T4 ermöglicht wird.
Im Vergleich verschiedener Spannungsversorgungstopologien stellte sich die
dynamische Topologie hinsichtlich Bauraum, Effizienz der Wandlung und der
Teilsysteme als die besten Lösung für einen Einsatz im Künstlichen Akkom-
modationssystem. Darauf aufbauend wurden drei Konzepte zur intelligenten
Steuerung der Topologie vorgestellt. Des Weiteren wurde die Ansteuerung des
Piezoaktors durch eine Energierückgewinnung effizienter gestaltet. Der folgende
Abschnitt betrachtet nun den gesamten Entladezyklus und stellt Konzepte vor,
welche die Laufzeit des Künstlichen Akkommodationssystem weiter verlängern.
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3.4. Konzepte zur Optimierung der autonomen
Betriebsdauer
Zur Optimierung der autonomen Betriebsdauer des Implantat werden die un-
terschiedliche Ansätze aus dem Teil „Entladezyklus“ der Abbildung 2.2 zur
Konzeption einer Energieoptimierung verfolgt. Dazu gehören Konzepte, in de-
nen Teilsysteme ihren Energiebedarf situationsbedingt reduzieren oder sogar
eine nahezu vollständige Abschaltung des Systems möglich ist. Des Weiteren
werden Konzepte vorgestellt, welche die Leistungsfähigkeit des Systems bei
kritischem Ladezustand reduzieren, um eine Verlängerung der Betriebszeit zu
erreichen. Darüber hinaus wird ein Konzept zur optimalen Nutzung des Ener-
giespeichers und zur Speisung des Energiespeichers durch Energie-Harvesting
vorgestellt.
3.4.1. Neue Konzepte zur situativen Energieeinsparung von
Teilsystemen
Es werden neue Konzepte vorgestellt, die eine situationsbedingte Reduktion der
Leistungsfähigkeit eines oder mehrerer Teilsysteme erlauben.
Situative Reduktion der Messgenauigkeit
Die Sensoreinheit, bestehend aus einem Beschleunigungs- und Magnetfeldsen-
sor, besitzt eine Messgenauigkeit, mit der sich die Distanz zum Objekt mit einer
Genauigkeit von 0,25dpt bestimmen lässt. Die hohe Präzision ist jedoch nicht
in allen Situationen erforderlich, nämlich dann wenn sich die Distanz während
eines bestimmten Zeitraums nicht ändert. In dem Zeitraum ist es ausreichend
eine weniger genauere Messung vorzunehmen. Erfolgt eine Abweichung zur
vorherigen Erfassung wird im nächsten Zyklus der genaue Messmodus aktiviert,
um eine exakte Scharfstellung auf die neue Objektdistanz zu erzielen. Durch die
Reduktion der Messgenauigkeit verringert sich die Messdauer und die Sensorik
wird schneller nach der aktiven Phase wieder in den energiesparenden Modus
überführt.
Situatives Aussetzen der Sensorfusion
Zur genauen Bestimmung der Blickdistanz werden die erfassten Daten des
Beschleunigung- und Magnetfeldsensors kombiniert, um ein möglichst genaues
Ergebnis zu erzielen. Dabei liegt die Leistungsaufnahme des Magnetfeldsensors
weit über der des Beschleunigungssensors. Die Leistungsaufnahme der Sensor-
einheit lässt sich stark reduzieren, wenn eine Bestimmung des Vergenzwinkels
möglichst allein über den Beschleunigungssensor erfolgt. Die Blickrichtung des
Menschen ist zumeist horizontal oder leicht nach unten gerichtet. In der hori-
zontalen Ebene kann der Vergenzwinkel auf Basis des Beschleunigungssensors
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aufgrund des vertikal gerichteten Gravitationsfelds nicht bestimmt werden. Bei
kleinem Winkel zwischen der Blickrichtung und der Horizontalen kann die
geforderte Genauigkeit der Fokusdistanz von 0,25dpt aufgrund der endlichen
Auflösung der Sensoren nicht erreicht werden. Somit ist momentan nahezu in
jedem Systemzyklus zusätzlich die Messung des Magnetfelds notwendig.
Jedoch ist, wie oben beschrieben, eine hohe Präzision nur zur Einstellung
auf eine neue Distanz notwendig. Das kann ausgenutzt werden, indem, aus-
gehend von einer genauen Bestimmung des Vergenzwinkels über beide Sen-
soren, anschließend so lange ausschließlich mit dem Beschleunigungssensor
gemessen wird, bis sich über eine signifikante Änderung der Messwerte auf
eine veränderte Blickdistanz schließen lässt. Mit dem beschriebenen Vorgehen
kann die Anforderung an die Genauigkeit und somit der minimale Winkel
der Blickrichtung gegenüber der Horizontalen, ohne den eine Messung mit
dem Magnetfeldsensors notwendig wird, situationsbedingt erheblich reduziert
werden.
Erkennung von Szenarien
Die Kommunikationseinheit gehört zu den Teilsystemen mit einer vergleichs-
weise großen Leistungsaufnahme (siehe Transceiver in Abb. 3.5). Eine Erken-
nung einer Blickdistanz ausschließlich über eine Auswertung der Sensoreinheit,
d.h. ohne permanenten Datentransfer zwischen den Implantaten, senkt die
Leistungsaufnahme stark. Mögliche Szenarien, bei denen sich die Blickdistanz
ohne Datenaustausch abschätzen lässt, sind eine unveränderte Blickrichtung,
bei der sich die Winkelinformation nicht ändert oder das Erkennen einer cha-
rakteristischen Augenbewegung, wie es beispielsweise beim Lesen der Fall
ist. Mittels einer effizienten Mustererkennung kann unnötiger Datentransfer
über die drahtlose Schnittstelle vermieden werden. Aufwendige Verfahren zur
Mustererkennung sind jedoch nicht umsetzbar, da die Rechenkapazität und der
Speicherplatz im System sehr gering sind. Außerdem muss eine Erkennung zur
Laufzeit stattfinden. Von Vorteil ist, dass wenn eine Kommunikation stattfin-
det, das Wissen über den exakten Akkommodationsbedarfs in die zukünftige
Erkennung einfließen kann oder die aktuelle verifiziert.
Die Erkennung kann in folgende Phasen eingeteilt werden:
1. Erfassung und Vorverarbeitung: Der erste Schritt wird beim Künstlichen
Akkommodationssystem bereits im normalen Systemablauf durchgeführt.
Das Auslesen von Magnet- und Beschleunigungsinformationen mit an-
schließender Berechnung des daraus resultierenden Richtungsvektors er-
folgt in jedem Systemzyklus.
2. Merkmalsgewinnung und -reduktion: Für die Erkennung eines Szenarios
spielt der absolute Richtungsvektor keine Rolle. Entscheidend ist die
Richtungs- bzw. Winkeländerung gegenüber dem vorangegangenen Wert.
Je nach Verfahren kann es sinnvoll sein, Merkmale, beispielsweise durch
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eine Transformation, eine Mittlung oder eine Rundung der Informationen,
zu reduzieren.
3. Klassifizierung: Der wichtigste Schritt der Mustererkennung ist letzt-
endlich die Klassifikation. Ziel ist nun, anhand der Merkmalsfolge eine
Aussage über den aktuellen Akkommodationsbedarf zu treffen. Außerdem
muss die Sicherheit der Aussage überprüft werden. Ist die Wahrscheinlich-
keit zu gering, muss ein Datenaustausch zwischen den beiden Implantaten
stattfinden. Dazu muss ein geeignetes Klassifikationsverfahren ausgewählt
werden.
Es gibt zahlreiche Klassifikationsmethoden [DHS01, SK06, Mik08]. Bekannte
Verfahren sind der Bayes-Klassifikator [Kro04], die Künstlichen Neuronalen
Netze [Kru12], die Support-Vector-Machines [Sto14] und die Bayesschen Netze
[Kru12].
Zur Erkennung von Szenarien muss der Klassifikator zunächst trainiert wer-
den. Bei einem betreuten Lernen steht ein Satz von Trainingsdaten zur Ver-
fügung, bei dem für jedes Trainingsbeispiel die Kategorisierung bekannt ist.
Zur Anwendung im Künstlichen Akkommodationssystem können die entspre-
chenden Trainingsdaten durch einen sogenannten Eye-Tracker gewonnen und
anschließend der trainierte Klassifikator auf das Implantat übertragen werden.
Aus der Verfolgung der Augenbewegung mittels eines Eye-Trackers kann auf
die Blickdistanz und die Änderung der Augenrotation geschlossen werden.
Eine Verbesserung des Klassifikators kann auch durch ein halb-betreutes
oder aktives Lernen zur Laufzeit erzielt werden [Fla12]. Bei den genannten
Lernmethoden ist jeweils nur teilweise die Kategorie bekannt. Damit der Be-
rechnungsaufwand möglichst gering bleibt, wird auf ein Lernen zur Laufzeit
verzichtet.
Ein Spezialfall eines Bayesschen Netzes ist das Hidden Markov Model (HMM).
Es wird häufig zur Sprach- oder Gestenerkennung eingesetzt [Rab89, GY08]. Zu
den Vorteilen zählt, dass die Länge der Merkmalsvektoren variieren darf. Außer-
dem findet bei der Dekodierung neben der Klassifizierung eine Segmentierung
statt.
Ein HMM ist ein endlicher Automat mit statistischem Verhalten, der beobacht-
bare Ausgaben, die sogenannten Emissionen, generiert. Die Zustände hingegen
sind versteckt bzw. unbekannt. Über den Forward-Algorithmus wird die Frage-
stellung beantwortet, wie gut das Modell die beobachteten Daten beschreibt. Die
Dekodierung deckt den wahrscheinlichsten Zustand auf, in dem sich das Mo-
dell befindet. Dadurch wird die Klassifizierung vorgenommen. Die Definition
und die Modellierung eines HMMs ist im Anhang A.1 angegeben. Der Einsatz
im Künstlichen Akkommodationssystem ist attraktiv, da die Wahrscheinlich-
keit, dass das HMM die gemessene Beobachtungssequenz emittiert hat, direkt
angegeben werden kann, solange ein Datenaustausch stattfindet. Sobald die
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Fehlerwahrscheinlichkeit klein genug ist, kann die Informationsübertragung
über die drahtlose Schnittstelle ausgesetzt werden.
Vollständige Spannungsfreiheit von Teilsystemen
Inaktive Teilsysteme verbleiben in einem energiearmen Ruhezustand, bis sie
von der Steuerung aufgeweckt und aktiviert werden. Jedoch fließt im Ruhezu-
stand immer noch ein geringer Leckstrom. Gerade in Zeitspannen, in denen
Teilsysteme lange inaktiv sind, kann eine vollständige Trennung der Komponen-
ten von der Spannungsversorgung sinnvoll sein. Durch die Spannungsfreiheit
verliert das Teilsystem die Konfiguration und muss beim Reaktivieren neu initia-
lisiert werden. Somit ist eine vollständige Trennung nur dann vorteilhaft, wenn
die im Ruhezustand eingesparte Energiemenge größer ist, als die Energiemenge,
die in der Initialisierungsphase benötigt wird.
3.4.2. Konzepte zur situativen Abschaltung des Gesamtsystems
Situationen, die eine Abschaltung des Gesamtsystems erlauben, treten entweder
während Schlafphasen des Implantatträgers oder bei einem ereignisgesteuerten
Messzyklus auf. In jedem Fall muss ein kleiner Systemteil zur Detektion eines
Ereignisses aktiv bleiben, um das Implantat wieder aufzuwecken. Deshalb ist
die Leistungsaufnahme nie Null.
Schlafdetektion
Der Mensch schläft ca. 6-9 Stunden täglich. In dieser Phase ist keine Ak-
kommodation notwendig. Gelingt es, einen Großteil des Systems in diesem
Zeitraum abzuschalten, kann bestenfalls über ein Drittel der Energie pro Tag
eingespart werden. Die Detektion des Schlafzustands kann über eine Messung
der Umgebungsleuchtdichte erfolgen. Der Ansatz wurde in [Nag12] verfolgt.
In Abschnitt 4.2.2 wird hierzu eine neue Auswertemethode vorgestellt, die eine
diskrete Erfassung des Signals erlaubt und ein systematisches Herunterfahren
des Systems ermöglicht.
Alternativ ist die Erfassung eines geschlossenen Augenlids über eine ka-
pazitive Sensorik denkbar. Grundsätzlich ist hierbei das selbe Verfahren zur
Auswertung des Zustands und zur Abschaltung des Systems aus Abschnitt 4.2.2
anwendbar wie bei der Messung der Umgebungsleuchtdichte.
Asynchrone Systemperiode
Um die Anforderung an die Echtzeitfähigkeit des Systems zu gewährleisten,
beträgt der Systemzyklus im Normalbetrieb 100ms. Kann eine Akkommodati-
onsänderung energiearm detektiert werden, verbleiben die anderen Teilsystem
solange im Ruhezustand. Dadurch entsteht eine ereignisgesteuerte Erfassung
des Akkommodationsbedarfs und ein Systemzyklus mit varianter Zykluslänge.
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Nachteilig bei dem präsentierten Konzept ist, dass die Sensorik zur Erfassung
des Ereignisses dauerhaft aktiviert sein muss und es sich um ein repräsenta-
tives Ereignis einer Änderung des Akkommodationsbedarfs handelt. Ist dies
nicht der Fall, sinkt die Leistungsfähigkeit des Implantats. Zusätzlich wird
die Synchronisation beim Austausch der Sensordaten erschwert. Das kann zu
einem signifikanten Anstieg des Energiebedarfs der Kommunikationseinheit
führen. In [Nag12] wird ein Konzept basierend auf der Erfassung von Sakkaden
vorgestellt.
3.4.3. Neue Konzepte zu ladezustandsabhängigen
Energiesparmechanismen
Alle bisherigen Konzepte zur Reduktion der Leistungsaufnahme hatten das
Ziel, die Leistungsfähigkeit des Systems nicht negativ zu beeinflussen. Wird
jedoch zugelassen, dass bei Energieknappheit die Leistungsfähigkeit reduziert
wird, können verschiedene Maßnahmen zu einer erheblichen Verlängerung der
autonomen Betriebsdauer führen.
Verlängerung des Abtastintervalls
Mit einem Systemzyklus von 100ms ist die Echtzeitfähigkeit des Systems
gewährleistet. Wird die Abtastrate erhöht, kann das System länger im energiespa-
renden Ruhemodus bleiben. Dabei sinkt die Energieaufnahme nahezu proportio-
nal zur Vergrößerung des Abtastintervalls des Implantats, da im Ruhemodus die
Leistungsaufnahme nahe Null ist. Eine Verletzung der Echtzeitfähigkeit kann
toleriert werden, solange keine sicherheitsrelevanten Beeinträchtigungen entste-
hen. Ein ausreichend schnelles Erreichen der Fernsicht ist mit einer Zykluszeit
von 500ms möglich. Aufgrund der geringen Energieaufnahme des Systems im
Ruhemodus wird dadurch eine Verlängerung der Restlaufzeit nahezu um den
Faktor fünf erreicht.
Reduktion der Aktivität der Aktorik
Das stufenlose Einstellen der Brechkraftänderung über einen Piezoaktor be-
nötigt aufgrund der teilweise hohen Spannungen große Energiemengen. Eine
Maßnahme, die Energieaufnahme zu reduzieren, ist die Einführung von diskre-
ten Stufen, deren Abstand in Abhängigkeit des Ladezustands zunimmt. Der
Extremfall sieht zwei Stufen – Fern- und Nahsicht – vor. Die Häufigkeit an
Brechkrafteinstellung nimmt drastisch ab und dadurch auch die benötigte Ener-
giemenge. Damit sind sicherheitskritische Tätigkeiten wie Autofahren immer
noch möglich und das Arbeiten am PC oder Lesen ist weithin ohne Hilfsmittel
möglich.
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Reduktion der Messgenauigkeit
Zur Reduktion der Messgenauigkeit kann, wie in Abschnitt 3.4.1 beschrieben,
die Messdauer reduziert oder gänzlich auf den Einsatz des Magnetfeldsen-
sors verzichtet werden. Werden die beschriebenen Prinzipien bei niedrigem
Ladezustand dauerhaft angewendet, können größere Energiemengen eingespart
werden. Allerdings wird die Objektdistanz ungenau erfasst, was zu einer un-
scharfen Abbildung führen kann. Das Konzept kann mit der Reduktion der
Aktoraktivität kombiniert werden, da bei stufenweiser Einstellung des Aktors
keine hochpräzise Messung notwendig ist.
3.4.4. Neues Konzept zur optimalen Nutzung der
Energiespeicherkapazität
Energiespeicher aus Primär- oder Sekundärzellen unterliegen dem sogenannten
Rate-Capacity-Effekt (siehe Abschnitt 3.1.2). Das bedeutet, dass die nutzbare
Kapazität abhängig von der Entladerate, also dem Laststrom, ist. Zusätzlich
sinkt die Zellspannung, wenn der Entladestrom steigt, was die entnehmbare
Energiemenge reduziert. Das Künstliche Akkommodationssystem besitzt ein
sehr inhomogenes Lastprofil (siehe Abschnitt 3.1) mit einer moderaten Strom-
aufnahme der Sensorik und Steuer- bzw. Recheneinheit von 1mA bis 4mA,
mit hohen Strompulsen bis zu 30mA zur Kommunikation und teilweise zur
Aktoransteuerung sowie mit einem sehr geringen Laststrom im Ruhezustand
unter 10µA.
Die hohen Ströme sorgen für ein Erreichen der Entladeschlussspannung, bevor
der Energiespeicher vollständig entladen ist. Wünschenswert ist ein Stromprofil,
das möglichst homogen ist oder wenigstens keine extremen Spitzenlasten be-
sitzt. Eine einfache Lösung ist die Verwendung von Pufferkondensatoren. Um
jedoch eine ausreichende Glättung des Entladestroms zu erreichen, werden hohe
Kapazitäten benötigt. Kondensatoren mit großer Kapazität belegen jedoch sehr
viel Bauraum, der im Implantat nicht zur Verfügung steht. Das Ziel ist es des-
halb, lediglich kleine Kondensatoren zum Entstören der Spannungsversorgung
einzusetzen und gänzlich auf große Pufferkondensatoren zu verzichten.
Eine andere Option, die Sende- und Empfangsspitzenströme der Kommu-
nikationseinheit zu verringern, ist die Reduktion der Sendeleistung und der
Empfangssensitivität. Damit dennoch eine stabile drahtlose Verbindung besteht,
muss im Gegenzug die Datenrate reduziert werden. Dadurch wird die aktive
Phase der Kommunikation verlängert, was zwar zu einem höheren Energiebe-
darf der Kommunikationseinheit, aber gleichzeitig zu geringeren Spitzenströ-
men führt. Somit wird es möglich, der Zelle mehr Energie zu entnehmen.
Um hohe Ströme des Treibers zur Ansteuerung des Piezoaktors zu vermeiden,
kann ein strombegrenzender Schaltkreis eingesetzt werden. Somit erfolgt die
Auslenkung des Aktors langsamer. Der Vorgang kann jedoch über mehrere
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Systemzyklen andauern, da ein Erreichen der gewünschten Brechkraft erst nach
700ms sichergestellt sein muss. Mit einer konfigurierbaren Strombegrenzung
kann je nach Ladezustand der Laststrom angepasst werden.
3.4.5. Konzepte zur Verlängerung der Betriebsdauer durch
Energy Harvesting
Die Energieversorgung des Künstlichen Akkommodationssystems allein durch
Energiegewinnung aus der Umgebung ist derzeit nicht realisierbar. Lösungen,
die im geringen Bauraum des Implantats untergebracht werden können und eine
Lebensdauer von mindestens 30 Jahre besitzen, erreichen eine integrale Leistung
von unter 5µW [Nag12]. Somit muss die Leistungsaufnahme des Systems um
Faktor 100 bis 1000 reduziert werden.
Dennoch sollen Möglichkeiten untersucht werden, wie eine Modifikation der
im System verbauten Komponenten zur Energiegewinnung genutzt werden und
somit zur Verlängerung der autonomen Laufzeit beitragen können.
Das Konzept zur Abschaltung des Systems während der Schlafphasen des Trä-
gers aus Abschnitt 3.4.2, beinhaltet eine Detektion der Umgebungsleuchtdichte.
Werden hierfür transparente Photodioden benutzt, kann die Lichteinstrahlung
zusätzlich zum Laden des Energiespeichers genutzt werden. In [NSF15] wird
eine Möglichkeit vorgestellt, Photodioden sowohl als Sensor als auch zur Ein-
energiegewinnung einzusetzen. Transparente Solarzellen besitzen jedoch einen
sehr geringen Wirkungsgrad von 6% bis 7% bei einer Transmission von 30%
bis 51% [CDG+13]. Zum Einsatz des Konzepts im Künstlichen Akkommodati-
onssystem müssen transparente Zellen mit einer Transmission von mindesten
90% des einfallenden Lichts entwickelt werden.
In diesem Abschnitt wurden verschiedene Konzepte vorgestellt, die es situa-
tionsabhängig erlauben, Systemteile oder gar das gesamte System zeitweise
abzuschalten. Außerdem wurden Konzepte präsentiert, die auf Kosten der
Leistungsfähigkeit bei niedrigem Ladezustand die Betriebsdauer signifikant ver-
längern können. Durch das Konzept zur Homogenisierung des Lastprofils kann
die entnehmbare Energie einer Zelle erhöht werden. Wenig vielversprechend ist
dagegen der Einsatz von transparenten Solarzellen, da die Lichttransmission der
Zellen zurzeit nicht ausreichend ist. Aus den einzelnen Konzepten der Abschnit-
te 3.3 und 3.4 wird im Folgenden ein Gesamtkonzept eines Energiemanagements
entwickelt.
3.5. Ableitung eines neuen Gesamtkonzepts
Nach der methodischen Vorgehensweise nach Abbildung 2.2 werden die bisher
vorgestellten Konzepte einer objektiven Bewertung unterzogen. Anschließend
66
3.5. Ableitung eines neuen Gesamtkonzepts
folgt die Erstellung eines Gesamtkonzepts eines Energiemanagements für das
Künstliche Akkommodationssystem aus den positiv evaluierten Konzepten
und die Integration in das Gesamtsystem. Dazu werden in Tabelle 3.5 die Teil-
konzepte unter Betrachtung verschiedener Kriterien gegenüber gestellt. Die
Vor- und Nachteile der Konzepte wurde in den vorangegangenen Abschnitten
bereits erläutert. In Tabelle 3.5 werden die Stärken und Schwächen der Kon-
zepte beziffert. Die Bewertung eines Kriteriums erfolgt von 0 = ungenügend
bis 6 = sehr gut. Es zeigt sich, dass alle Konzepte die Energieaufnahme senken
oder die Laufzeit verlängern können. Der Nutzen für das System ist jedoch
zusätzlich vom Realisierungsaufwand und vom benötigten Bauraum abhängig.
Das Konzept eines zusätzlichen Energy Harvestings wird somit unattraktiv, da
zunächst transparente Solarzellen entwickelt werden müssen bzw. momentane
Lösungen keine ausreichende Transmission bieten. Die ladezustandsabhängi-
gen Konzepte, welche die Leistungsfähigkeit auch signifikant beeinträchtigen,
weisen hingegen gute Bewertungen in den anderen Kategorien auf. Sie sind
einfach zu integrieren, benötigen keinen zusätzlich Bauraum und sind sicher.
Die intelligente Spannungsversorgung, die Schlafdetektion und der asynchrone
Systemzyklus versprechen mit Energieeinsparungen von jeweils um die 30%
die größte Laufzeitverlängerung der vorgestellten Konzepte. Jedoch ist der
asynchrone Systemzyklus hinsichtlich der Sicherheit aufgrund möglicher Syn-
chronisierungsprobleme und Erkennungsprobleme von Sakkaden kritisch. Ein
effizienter Aktortreiber oder eine Reduktion der Aktoraktivität führt nur zu einer
geringen Verlängerung der Laufzeit, da eine Brechkraftänderung zwar zu einer
hohen Energieaufnahme des Systemzyklus führt, aber eine Brechkraftänderung
nur in ca. 0,1% der Systemzyklen stattfindet.
Zur Umsetzung der intelligenten Spannungsversorgung muss zusätzlich ein
Schaltregler konzipiert werden, der die Ausgangsspannung dynamisch anpas-
sen kann, eine hohe Effizienz bis in den µW-Bereich besitzt, einen geringen
Platzbedarf aufweist und über den gesamten Arbeitsbereich eine geringe Rest-
welligkeit der Ausgangsspannung besitzt. Ein Schaltregler mit den genannten
Eigenschaften ist nicht verfügbar. Deshalb wird in Abschnitt 3.6 ein neues Kon-
zept eines Abwärtswandlers mit einer digitalen Regelung und einer digitalen
Schnittstelle zur Konfiguration vorgestellt.
Zur Umsetzung der ladezustandsabhängigen Konzepte ist eine Schätzung des
Ladezustands erforderlich. In Abschnitt 4.2.3 wird eine Realisierung basierend
auf der Modellierung der Energiespeichercharakteristik vorgestellt.
Aus den verschiedenen Konzepten aus Abschnitt 3.3 und 3.4 wird nun ein
Gesamtkonzept, das in funktionale Blöcke zusammengefasst ist, erstellt. Abbil-
dung 3.21 beschreibt die Ein- und Ausgangsinformationen sowie die Integration
der einzelnen Konzepte zu einem neuen Gesamtkonzept. Es wird deutlich, dass
zur Lenkung und Kontrolle der Funktionen eine Instanz notwendig ist, die
unabhängig von den anderen Teilsystemen agiert. Manche Funktionen können
nicht oder ineffizient von der Steuerungseinheit übernommen werden. Befindet
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Optimierung
Versorgung
Intelligente
Spannungsversorgung 6 3 2 6 6
Effizienter Aktortreiber 1 6 5 6 6
Optimierung
Systemzyklus
Situative Reduktion der
Messgenauigkeit 3 6 5 5 5
Situatives Aussetzen der
Sensorfusion 4 6 5 5 5
Erkennen von Szenarien 2 6 2 3 5
Spannungsfreiheit von
Teilsystemen 1 6 5 6 6
Optimierung
Laufzeit
Schlafdetektion 6 4 4 6 6
Asynchroner
Systemzyklus 6 6 5 2-5
3 5
Ladezustands-
abhängig
Verlängerung des
Systemzyklus 5 6 5 5 1-4
4
Reduktion der
Aktoraktivität 1 6 5 6 1-4
5
Reduktion der
Messgenauigkeit 4 6 5 5 4
Ausnutzung
Energiespeicher
Homogenes Lastprofil 2 6 5 6 6
Energy Harvesting 1 6 0 6 1
Tabelle 3.5.: Übersicht der vorgestellten Konzepte (Bewertung: 0 = ungenügend bis 6
= sehr gut)
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Kap. 3.3
Intelligente Logik
Akkommo-
dationsbedarfs-
schätzung
Kap. 3.4.2
Eventdetektion
An-/Ausschalt-
logik
Ladezustands-
schätzung
Auswahllogik
Systemzyklus
Energiespar-
funktionen
für Kap 3.4.3
Batterie-
optimierung
für Kap 3.4.4
Situative 
Auswahl
für Kap 3.4.1
Akkommodationsbedarf
Winkelinformation
Umgebungsleuchtdichte
Zustand Teilsysteme
Teilsysteme
Interrupt an
Steuerung
Zellspannung
Lastbedingung
Information
an Steuerung
Schaltregler Linearregler
Energiespeicher
Beschleunigungsschwelle
Aktortreiber Aktorposition
Informationsfluss
Energiefluss
Abbildung 3.21.: Gesamtkonzept des Energiemanagements: Die Eventdetektion wurde
in [Nag12] vorgestellt, alle anderen Teile des Energiemanagements
wurden oder werden in der vorliegenden Arbeit erstmals als Ganzes
präsentiert.
sich das System beispielsweise im Ruhezustand, kann es nur zu einem zuvor
definierten Zeitpunkt erwachen, da keines der Teilsysteme ein Signal zum Auf-
wachen generieren kann. Außerdem ist eine Zuweisung der Spannungswandler,
während die Steuereinheit ruht, nicht möglich.
In der Gesamtkonzeption entsteht somit ein neues Teilsystem – die Energie-
managementeinheit – welche die physikalischen Komponenten zur Spannungs-
wandlung und die Logikfunktionen zur erweiterten Steuerung und Regelung
des Implantats umfasst.
Wie der Informationsfluss zeigt, übernimmt das Energiemanagement nicht
3Die Erkennungsrate einer Sakkade durch einen Beschleunigungssensor muss gesondert
untersucht werden.
4Die Beeinträchtigung ist abhängig vom Faktor der Verlängerung des Systemzyklus.
5Die Beeinträchtigung hängt von der Anzahl an Einstellungsstufen ab.
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nur die Verwaltung der Spannungsversorgung, sondern befindet sich auch
im Austausch mit der Steuerungseinheit. Aus den Informationen der Steue-
rung (Zustand der Teilsysteme, Akkommodationsbedarf, Winkelinformation)
und der Sensorik (Helligkeitsinformation, Parameter des Energiespeichers) gibt
das Energiemanagement die passenden Energieeinsparungsmaßnahmen an die
ausführende Steuerung zurück. Durch den Einsatz der Energiemanagement-
einheit erfolgt situativ eine vollständige Abschaltung der anderen Teilsysteme.
Lediglich das Energiemanagement bleibt aktiv. Daraus folgt, dass die Eigen-
leistungsaufnahme der Energiemanagementeinheit sehr gering sein muss. Der
Einfluss der verschiedenen Konzepte auf die Energieaufnahme, Bauraum und
andere Aspekte wird in Kapitel 4 detailliert betrachtet.
Ein weiterer Schritt zu einer höheren Integrationsdichte und zur Reduktion
des Overheads des Systems kann durch eine vollständige oder teilweise Umset-
zung der integrierten Schaltkreise in ein System-on-(a-)Chip (SoC) oder in ein
System-in-Package (SiP) erzielt werden. Sogenannte Mixed-Signal SoCs vereinen
unter anderem einen Mikrocontroller inklusive eines Speichers und analogen
Schnittstellen zur Sensorik [YJN+15, KKVH+14, NB13] oder sogar integrierte
Sensoren [HTL+14, NSM+14]. Weiterhin sind Anwendungen mit einem Kom-
munikationsteil und Mikrocontroller als Verarbeitungs- und Auswertungseinheit
auf einem Chip möglich [KKWK10, Tex11b]. SoCs und SiPs können vollständige
Mikrosysteme inklusive eines Energiespeichers oder eines Energie-Harvesting
beinhalten [GCH+13, ZZS+13, HTL+14]. Ein Vorteil von mehreren Chips in
einem SiP gegenüber einem SoC ist eine bessere Entkopplung von Störungen
durch Übersprechen und damit kann eine höhere Leistungsfähigkeit der Teil-
systeme erzielt werden [SZT02]. Neben einem stark verringerten Platzbedarfs,
hat ein integriertes System weitere Vorteile hinsichtlich des Energiebedarfs und
des Energiemanagements:
Mikroprozessoren, die auf eine geringe Leistungsaufnahme optimiert sind,
beinhalten ein integriertes Energiemanagement. Die angelegte Spannung wird
intern über einen oder mehrere Linearregler auf eine niedrigere Spannung zum
Betrieb des Rechenkerns gewandelt. Der aktuelle Trend bei digitalen Schalt-
kreisen geht, zur Reduktion der dynamischen Leistungsaufnahme, in Richtung
geringere Versorgungsspannung, wie Abbildung 3.22 zeigt. Es ist die Prognose
der Versorgungsspannung von wichtigen Halbleiterprozesstechnologien für die
kommenden Jahre dargestellt. Extrem energiesparende Schaltkreise setzen sogar
auf Versorgungsspannungen nahe bei oder unterhalb der Schwellenspannung
der Transistoren [Amb14, WC05, CVPS11]. Energiemanagementkonzepte wie
die intelligente Spannungsversorgung können durch eine dynamische Anpas-
sung der Spannung (engl. Dynamic Voltage Scaling, DVS) bei direkter Versor-
gung der Schaltkreise die Leistungsaufnahme weiter senken, insbesondere wenn
die Differenz zwischen den Spannungsebenen steigt. Des Weiteren reduziert
sich die Chipfläche durch den Wegfall des zusätzlichen Energiemanagements.
Weitere redundante oder unbenutzte Peripherie kann eingespart werden.
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Abbildung 3.22.: Entwicklung der Versorgungsspannung von digitalen Halbleiter. HP:
High Power, LOP: Low Operating Power, LSTP: Low Standby Power,
III-V/Ge: III-V-Verbindungshalbleiter/Germanium für High Perfor-
mance Logic, nach [Int11].
Jede Komponente, die einen digitalen Teil enthält, erzeugt eine eigene Takt-
frequenz. Bei einem SoC kann ein globaler Systemtakt erzeugt werden, auf
dem alle Komponenten synchronisiert sind. Ähnlich verhält es sich mit den
Spannungsreferenzen für die analogen Teile.
Mikrocontroller beinhalten vermehrt A/D-, D/A-Wandler, Komparatoren,
Operationsverstärker, USB-Schnittstellen, LCD- und Touch-Treiber, die nur teil-
weise oder gar nicht genutzt werden.
Die meisten Sensoren haben einen oder mehrere A/D-Wandler und eine
digitale Schnittstelle integriert. Durch einen Multiplexbetrieb können die A/D-
Wandler im SoC zusätzlich zur Digitalisierung von anderen Sensoren, wie dem
Temperatursensor oder der Energiespeicherspannung, genutzt werden.
In Abbildung 3.23 ist ein vereinfachtes Blockschaltbild eines SoC oder SiP für
das Künstliche Akkommodationssystem abgebildet. Es enthält alle Elemente der
Teilsysteme. Die analogen Sensoren (Magnetfeld-, Beschleunigung-, Fotodioden-
und Temperatursensor) und der A/D-Wandler ergeben das Sensorsystem. Die
Steuer- und Recheneinheit beinhaltet den Mikroprozessor mit Speicher und
Speicherdirektzugriff (engl. Direct Memory Access, DMA), Timer zur zeitge-
steuerten Ausführung und eine Programmierschnittstelle (JTAG). Über DMA
kann der Transceiver, ohne Belastung des Prozessors, Daten in den Speicher
schreiben. Einen Takt und eine Referenzspannung benötigen alle Teilsysteme.
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Mikro-
prozessor
Transceiver
Magnetfeld-
sensor
Beschleu-
nigungs-
sensor
Tempera-
tursensor
Fotodioden
array
Speicher
Takt Referenz
Timer
DMA
Energiemanagement
A/D-Wandler JTAG
Abbildung 3.23.: Vereinfachtes Übersichtsbild von Funktionsblöcken für ein System-on-
Chip oder System-in-Package
3.6. Konzept eines Schaltreglers mit dynamisch
skalierbarer Ausgangsspannung
Nach der Erstellung des Gesamtkonzepts folgt aus Abbildung 2.2 der Methodik
eine weitere Detaillierung von Komponenten, die zur erfolgreichen Anwendung
der Konzepte notwendig sind. Das im Rahmen der vorliegenden Dissertati-
onsschrift untersuchte Konzept zur intelligenten Spannungsversorgung der
Teilsysteme setzt einen Schaltregler voraus, an den deutlich höhere Anforde-
rungen gestellt werden als kommerziell verfügbare Spannungsregler enthalten.
Deshalb wird im Folgenden ein neues Konzept eines Schaltregler vorgestellt.
Der Abschnitt umfasst eine Methodik zur Auslegung des Schaltwandlers, ein
neues digitales Regelungskonzept und eine neues Konzept einer digitalen Puls-
weitenmodulation.
3.6.1. Anforderungen an einen Schaltregler für ein Implantat
Die Anforderungen an einen Schaltregler für ein Implantat wie das Künstliche
Akkommodationssystem sind hoch und können von den derzeit verfügbaren
Schaltreglern nicht vollständig erfüllt werden. Sowohl der Wirkungsgrad im
niedrigen Leistungsbereich als auch die Flexibilität und die Rekonfigurierbarkeit
spielen eine entscheidende Rolle. Auch der Bauraum und die Performance des
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Wandlers müssen berücksichtigt werden. Die Anforderungen werden nachfol-
gend zusammengestellt.
Typ Für den Einsatz im Künstlichen Akkommodationssystem wird, wie in
Abschnitt 3.3.3 erläutert, ein Gleichspannungswandler benötigt, der eine Batterie-
spannung in eine niedrigere Ausgangsspannung zur Versorgung der Subsysteme
transformiert. Dazu wird ein Abwärtswandler eingesetzt.
Variable Ausgangsspannung Das Konzept zur optimalen Spannungsversorgung
in Abschnitt 3.3 sieht eine dynamisch skalierbare Ausgangsspannung des Wand-
lers vor, um die Leistungsaufnahme der Subsysteme zu reduzieren. Um diese
Funktionalität in einem Schaltregler umzusetzen, muss es möglich sein, die
Führungsgröße zur Laufzeit anzupassen.
Leistungsbereich Der Leistungsbereich, den der Schaltregler abdecken muss,
orientiert sich an der Leistungsaufnahme des Systems. Die Leistungsaufnahme
wurde ausführlich in Abschnitt 3.1 und 3.3 diskutiert. Dabei liegt die maximale
Leistungsaufnahme bei 50 mW. Mit einem Sicherheitsfaktor von zwei, soll der
Wandler einen Bereich bis 100 mW abdecken.
Wirkungsgrad Der Wirkungsgrad des Schaltregler soll über einen möglichst
weiten Leistungsbereich größer als der eines Linearreglers sein. Die Anforde-
rung stellt eine Herausforderung besonders bei kleiner Leistungsaufnahme, um
1 mW, dar. Die höchste absolute Verlustleistung entsteht allerdings bei großer
Ausgangsleistung. Ein hoher Wirkungsgrad kann nur erzielt werden, wenn
• sowohl die Schalttransistoren als auch die Treiber hinsichtlich der Verlust-
leistung optimal ausgelegt werden,
• die Schaltfrequenz möglichst gering ist,
• die Leistungsaufnahme des Reglers und der Pulsweitenmodulation (PWM)
möglichst gering sind.
Betrieb mit Mikrozelle Im autonomen Betrieb findet eine Energieversorgung
über einen Energiespeicher statt. Die entnehmbare Leistung eines Zelltyps
skaliert mit dem Volumen. Aufgrund des geringen Volumens der Batterie ist
die entnehmbare Leistung stark begrenzt. Folglich muss bei der Auslegung der
Regelung sichergestellt werden, dass die Stellenergie auf die maximal zulässige
Leistungsentnahme des Energiespeichers beschränkt wird.
Bauraum Der erhöhte Platzbedarf des Schaltreglers, hauptsächlich aufgrund
seines Ausgangsfilters, gegenüber dem Linearregler wird in Abschnitt 3.3.2
erörtert. Deshalb gilt es, den Platzbedarf des Ausgangsfilters, bestehend aus
einem Kondensator und einer Spule, soweit wie möglich zu reduzieren.
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Restwelligkeit der Ausgangsspannung Aufgrund des Schaltverhaltens eines Ab-
wärtswandlers, bleibt eine Restwelligkeit der Ausgangsspannung bestehen. Die
Restwelligkeit lässt sich zum einen durch die Schaltfrequenz und zum ande-
ren durch das Ausgangsfilter beeinflussen. Wie in Abschnitt 3.3 beschrieben,
werden die verschiedenen Teilsysteme direkt von dem Schaltregler versorgt.
Darunter auch die rauschsensitiven Subsysteme mit analogen Anteilen, wie z.B.
die Kommunikationseinheit oder die Sensoreinheit. Mit einer Restwelligkeit von
10 mV über den gesamten Arbeitsbereich ist ein stabiler Betrieb sichergestellt.
Regelung der Ausgangsspannung Eine stabile Ausgangsspannung ist die Grund-
voraussetzung für eine sichere Spannungsversorgung des Systems. Es wird ein
gutes Führungsverhalten vorausgesetzt. Das Führungsverhalten zeichnet sich
sowohl durch eine hohe Genauigkeit im eingeschwungenen Zustand sowie
durch ein schnelles Folgen der Führungsgröße beim Arbeitspunktwechsel aus.
Dabei darf ein Oszillieren der Ausgangsspannung um die Führungsgröße im
stationären Fall, die sogenannten Grenzzyklen, nicht auftreten. Weiterhin soll
der Regler möglichst schnell auf Störungen reagieren und ausregeln. Störungen
bezeichnen dabei eine Änderung der Batteriespannung oder eine Änderung
des Laststroms. Insbesondere der Laststrom führt zu einer Störung der Aus-
gangsspannung, da die Stromaufnahme des Systems stark variiert und sich
sprunghaft ändert, wie bei der Analyse des Systems in Abschnitt 3.1 gezeigt
wurde.
3.6.2. Methodik zur Auslegung eines optimierten Schaltwandlers
Der Schaltwandler soll einen möglichst hohen Wirkungsgrad im geforderten
Arbeitsbereich erzielen. Dabei dürfen weitere Anforderungen nicht verletzt
werden. Der Platzbedarf eines induktiven Schaltwandlers ist aufgrund der
benötigten Spule größer als bei anderen Spannungswandlern. Um den Nachteil
zu mildern, müssen eine kleine Spule und ein kleiner Kondensator verbaut
werden, die folglich aber auch eine geringe Induktivität und Kapazität besitzen.
Um die Anforderung an eine geringe Restwelligkeit der Ausgangsspannung zu
erfüllen, kann lediglich die Schaltfrequenz als einziger freier Parameter variiert
werden.
Basierend auf der Schaltfrequenz findet anschließend die Auslegung der
Schalttransistoren statt, die in einer Weise gewählt werden, welche die Summe
aller auftretenden Verluste minimiert.
Durch die geringe Ausgangsleistung des Wandlers erfolgt ein Betrieb aus-
schließlich im Lückbetrieb. Das bedeutet, der Induktivitätsstrom wird zu Null,
bevor die Schaltperiode beendet ist. In dem Betriebszustand hat der Laststrom
nicht nur Einfluss auf das Tastverhältnis, sondern auch auf die Restwelligkeit
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der Ausgangsspannung. Die Restwelligkeit ∆Vout lässt sich für den lückenden
Betrieb wie folgt berechnen (abgeleitet aus [BMSM11]):
∆Vout =
iload
C︸︷︷︸
λ1
1
fSW
+
L
2C
· vbati
2
load
vout(vbat − vout)︸ ︷︷ ︸
λ2
− iload
C︸︷︷︸
λ1
·
√
2L · vbatiload
vout(vbat − vout)︸ ︷︷ ︸
λ3
1√
fSW
(3.9)
mit der Induktivität L, der Kapazität C, der Batteriespannung vbat, der Aus-
gangsspannung vout, dem Laststrom iload und der Schaltfrequenz fSW . Die
minimal zulässige Schaltfrequenz fSW,min ergibt sich durch das Umstellen von
Gleichung 3.9 und durch das Einsetzen der maximal tolerierbaren Restwelligkeit
∆Vout = ∆Vout,max zu
fSW,min =
2
2 · ∆Vout,max−λ2λ1 + λ23 +
√(
2 · ∆Vout,max−λ2λ1 + λ23
)2 − 4 · (∆Vout,max−λ2λ1 )2
.
(3.10)
Abbildung 3.24 stellt die Schaltfrequenz fSW,min über dem Laststrom dar, die
notwendig ist, um eine gewünschte Restwelligkeit nicht zu übersteigen. Generell
wird zum Erreichen einer kleineren Restwelligkeit eine höhere Schaltfrequenz
benötigt. Aber es zeigt sich auch, dass bei geringem Laststrom eine weitaus nied-
rigere Schaltfrequenz ausreicht, um die gewünschte Restwelligkeit einzuhalten
als bei großem Laststrom.
Bei einem Schaltwandler treten zahlreiche Verluste auf, die abhängig von der
Schaltfrequenz sind. Dazu gehören die Treiberverluste, die Schaltverluste und
die Gateladungsverluste der Transistoren. Von der Schaltfrequenz unabhängig
sind hingegen die Durchlassverluste der Transistoren im leitenden Zustand.
Abbildung 3.25(a) zeigt das Schaltbild eines synchronen Abwärtswandlers mit
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Abbildung 3.24.: Minimale Schaltfrequenz für eine Restwelligkeit der Ausgangsspan-
nung von 5mV, 10mV und 20mV
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perioden der Transistoren
Abbildung 3.25.: Schaltbild und idealisierter Signalverlauf eines synchronen Abwärts-
wandlers
den Transistoren T1 und T2. Zusätzlich sind alle relevanten Spannungen und
Ströme eingezeichnet. In Abbildung 3.25(b) sind sowohl die Schaltperioden der
Transistoren (unten) als auch die Spannung über T2 vS und der Induktivitätss-
trom iL (oben) über der Zeit dargestellt. Wird der Signalverlauf eines idealen
Abwärtswandlers in Abbildung 3.25 betrachtet, wird deutlich, dass im Lückbe-
trieb ein Großteil der Schaltvorgänge mit geringer Verlustleistung stattfindet.
Beim Einschaltvorgang von Transistor T1 fließt kein Strom durch die Induk-
tivität. Anschließend steigt der Strom langsam an, da er an der Induktivität
nicht springen kann. Ähnliches ist der Fall beim Ausschalten des Transistors T2,
der in den Sperrzustand schaltet, sobald der Induktivitätsstrom Null ist. Zwi-
schen dem Ausschaltvorgang von T1 und Einschaltvorgang von T2 erfolgt eine
kurze Totzeit, um ein gleichzeitiges Leiten der Transistoren zu vermeiden. Die
Spannung vs beträgt dadurch beim Einschalten von T2 im Optimalfall 0 V. Das
bedeutet, signifikante Schaltverluste entstehen lediglich beim Ausschaltvorgang
von T1. Die Schaltverluste PSW,T1 ergeben sich somit vereinfacht nach [Kle06] zu
PSW,T1 =
1
2
· vbat · IL,max · fSW · to f f (3.11)
mit der Zeit to f f , die der Transistor zum Ausschalten benötigt und dem maxi-
malen Induktivitätsstrom IL,max, der im Lückbetrieb genau ∆iL entspricht. Die
Gateladungsverluste PGate ergeben sich nach [Kle06] unter Berücksichtigung
beider Schaltflanken für beide Transistoren zu
PGate = 2 ·QGate · vbat · fSW (3.12)
mit der Gateladung QGate. Die Verluste durch die Treiberschaltung PDriver wird
bei Verwendung von kaskadierenden Invertern nach [MC05] mit
PDriver =
3
2
·QGate · vbat · fSW (3.13)
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abgeschätzt.
Die Durchlassverluste PCond ergeben sich in der leitenden Phase der Tran-
sistoren durch den Leitungswiderstand zwischen Drain und Source RDS,on.
Für den Transistor T1 erfolgen die Verluste aus dem Effektivwert des Stroms
IRMS,T1 = ∆iL ·
√
d1
3 in der Phase d1 [CRS10]:
PCond,T1 = I2RMS,T1 · RDS,on =
d31
3
·
(
vbat − vout
L · fSW
)2
· RDS,on (3.14)
Das Verhältnis zwischen der Einschaltdauer von T1 und der Schaltperiode TSW
wird als Tastverhältnis d1 bezeichnet. Entsprechend ergeben sich die Durchlass-
verluste für T2:
PCond,T2 = I2RMS,T2 · RDS,on =
d32
3
·
(
vbat − vout
L · fSW
)2
· RDS,on (3.15)
mit dem Verhältnis d2 der Einschaltdauer von T2 und der Schaltperiode TSW .
Die Herleitungen der Gleichungen sind im Anhang A.2 zu finden.
Die Gesamtverluste PGes im lückenden Betrieb eines Abwärtswandlers lassen
sich zusammenfassen zu
PGes = PCond,T1 + PCond,T2 + PSW,T1 + PGate + PDriver. (3.16)
Die Transistoren T1 und T2 werden hinsichtlich einer minimalen Verlustleis-
tung optimiert. Die meisten der Parameter sind vom Fertigungsprozess abhängig.
Eine Anpassung erfolgt im Wesentlichen über die Kanalbreite und -länge der
Transistoren. Mit der Kanalbreite steigt die Gateladung und die Schaltzeit des
Transistors. Dagegen fällt der Durchlasswiderstand. Bei größere Kanallänge
steigen die Spannungsfestigkeit und der Sperrwiderstand des Transistors, je-
doch mit negativen Auswirkungen auf die Gateladung und die Schaltzeit. Aus
Abbildung 3.24 ist ersichtlich, dass unter großer Last eine hohe Schaltfrequenz
zur Einhaltung der maximal zulässigen Restwelligkeit notwendig ist. Zusätzlich
steigen bei großem Laststrom die Durchlass- und Schaltverluste weiter an, so-
dass eine Optimierung der Transistoren unter der Voraussetzung des maximalen
Laststroms durchgeführt wird. In Abschnitt 4.3.1 werden die optimalen Transis-
toren basierend auf einem 180nm-Prozess nach der beschriebenen Methodik
bestimmt.
3.6.3. Neues Konzept der digitalen Reglerarchitektur
Zur Erfüllung der Anforderungen an einen Schaltregler für das Implantat,
soll ein neues Konzept für einen geeigneten Regler konzipiert werden. Nach
einem Vergleich zwischen Analog- und Digitalregler, wird ein im Rahmen
der vorliegenden Dissertationsschrift entwickelter modellbasierter, digitaler
Regelalgorithmus vorgestellt [KHG+14].
77
3. Konzepte zur Optimierung des Energiebedarfs
Vergleich zwischen analog und digital geregeltem Schaltwandler
Ein geeignetes Regelungskonzept für einen Schaltwandler des Künstlichen
Akkommodationssystems hängt unter anderem davon ab, ob ein analoger oder
ein digitaler Ansatz verfolgt wird. Deshalb werden in dem Abschnitt Vor- und
Nachteile der beiden Varianten diskutiert und am Ende die Entscheidung für
einen digitalen Entwurf getroffen.
Variable Ausgangsspannung Die Realisierung einer dynamisch skalierbaren
Ausgangsspannung lässt sich im Digitalen wesentlich komfortabler gestalten.
Der aktuelle Arbeitspunkt kann in digitaler Form direkt an den Schaltreg-
ler übergeben werden. Die Vorgabe kann somit von der ebenfalls digitalen
Steuerungseinheit ohne jegliche Konvertierung umgesetzt werden. Beim analo-
gen Regler ist die Führungsgröße über eine Referenzspannung realisiert. Zur
Anpassung der Ausgangsspannung müssen entweder zur Laufzeit die Refe-
renzspannung variiert oder das Spannungsteilerverhältnis der Rückführung
verändert werden. Zusätzlich wird eine Schnittstelle benötigt, womit ein Ar-
beitspunktwechsel durch digitale Signale von der Steuerungseinheit eingeleitet
werden kann.
Störanfälligkeit Analoge Komponenten ändern ihre Eigenschaften aufgrund
von Alterung und Umgebungseinflüssen. Zusätzlich sind sie rauschempfindlich.
Gerade angesichts der langen Betriebsdauer des Implantats kann das zu Funkti-
onsfehlern oder gar zum Ausfall des Systems führen. Digitale Komponenten
sind gegenüber den genannten Störeinflüssen wesentlich robuster.
Regelverhalten Analog geregelte Schaltwandler zeigen ein hervorragendes Re-
gelverhalten. Selbst bei vergleichsweise großen Lastsprüngen ändert sich die
Spannung kaum und erreicht wieder schnell den Referenzwert. Um ähnlich
gutes Regelverhalten mit einem digitalen Regler erzielen zu können, müssen
extrem schnelle A/D-Wandler zur Digitalisierung der Ausgangsspannung ein-
gesetzt werden. Das ist im kleinen Leistungsbereich jedoch nicht möglich, da
die Leistungsaufnahme des Reglers durch eine schnelle Abtastung steigt und
somit den Wirkungsgrad des Wandlers reduziert. Eine niedrige Abtastfrequenz
erschwert den Reglerentwurf und beeinträchtigt die Leistungsfähigkeit der
Regelung. Im Gegensatz zu analogen Reglern, in denen simple Regelungs-
verfahren wie die Zwei-Punkt-Reglung, die Proportional-Integral-Differential-
Spannungsreglung (PID) oder die PID-Spannungsreglung mit unterlagertem
Stromregelkreis eingesetzt werden, können in digitalen Reglern auch moderne
Regelungsverfahren [Ise81, UR93] Anwendung finden.
(Re-)Konfigurierbarkeit Die Konfigurierbarkeit analoger Reglern ist zu meist
nur in sehr geringem Umfang möglich, da die Komplexität der Schaltkreise
sehr schnell ansteigt und die Verarbeitung von analogen Signalen nur begrenzt
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möglich ist. Dagegen können digitale Regler so ausgeführt werden, dass Reg-
lerparameter geändert oder Arbeitspunkte neu definiert werden können. Mit
der Flexibilität kann sogar noch während des Betriebs das Verhalten bei Bedarf
angepasst werden.
Effizienz Wie unter dem Punkt Regelverhalten erwähnt, kommt bei einem
digitalen Regler noch mindesten ein A/D-Wandler zum Einsatz. Die Leistungs-
aufnahme des A/D-Wandlers addiert sich somit zu der des Reglers hinzu.
Jedoch kann bei niedriger Abtastrate eine Leistungsaufnahme ähnlich der eines
analogen Reglers erzielt werden. Ein digitales Design ermöglicht zudem eine
optimale Einstellung des Betriebsverhaltens des Schaltwandlers hinsichtlich des
Wirkungsgrads.
Synergieeffekte Digitalisierte Signale können direkt für weitere Funktionen des
Energiemanagements verwendet werden. Ein Beispiel stellt die Digitalwandlung
der Batteriespannung dar. Der Digitalwert kann sowohl in einem digitalen Regler
als auch zur Schätzung des Ladezustands des Energiespeichers verwendet
werden.
Die Diskussion zeigt, dass der Digitalregler in wesentlichen Punkten besser
abschneidet. Entscheidende Anforderungen wie die Betriebssicherheit und die
Skalierung der Ausgangsspannung sprechen für den Einsatz eines digitalen
Schaltreglers. Das erwartungsgemäß schlechtere Regelverhalten bei unbekann-
ten Laständerungen kann durch eine genaue Systemkenntnis kompensiert
werden. Das Lastprofil des Künstlichen Akkommodationssystems wurde in
Abschnitt 3.1.1 analysiert.
Architektur der digitalen Regelung
Mit der neuen Reglerarchitektur können langsame, sparsame A/D-Wandler
eingesetzt werden. Somit ist es möglich, einen hohen Wirkungsgrad bei geringer
Last und gleichzeitig guter Regelgüte zu erzielen. Die neue Reglerarchitektur
ist in Abbildung 3.26 dargestellt. Zunächst wird auf die grundlegende Funk-
tionsweise der Architektur eingegangen. Anschließend erfolgt die detaillierte
Beschreibung der Zeitbereiche, des Regelungs- und Steuerungsmodus. Am
Ende des Abschnitts werden die Vorteile der neuen Architektur präsentiert.
Modellgrößen werden mit „ ˆ“ gekennzeichnet.
Die Architektur beinhaltet zwei Betriebsmodi, einen Steuerungs- und einen
Regelungsmodus. Die Referenzspannung vout,re f (n) ist die Führungsgröße. Sie
kann zur Laufzeit verändert werden, um eine dynamische Skalierung der Aus-
gangsspannung durchzuführen. Des Weiteren ist es möglich, einen bekannten
Lastwiderstand Rˆload(n) vorzugeben, der eine Annahme des Lastwiderstands
im aktuellen Arbeitspunkt darstellt. Im Regelungsmodus werden Laständerun-
gen und Störungen ausgeregelt. Der Steuerungsmodus wird eingesetzt, um
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Abbildung 3.26.: Konzept der neuen Reglerarchitektur mit Schaltwandler
eine neue Referenzspannung schnellstmöglich zu erreichen. In Abhängigkeit
des Regelfehlers e(n) wird zwischen den zwei Modi umgeschaltet. Die vom
Regler erzeugte Stellgröße d1(n) wird mittels digitaler Pulsweitenmodulation in
Ansteuersignale für die Schalttransistoren T1 und T2 gewandelt.
Zeitbereiche Die Übersicht der Reglerstruktur in Abbildung 3.26 zeigt drei
verschiedene Zeitbereiche. Der analoge Abwärtswandler wird zeitkontinuierlich
(gekennzeichnet mit (t)) beschrieben. Ein Teil des Reglers arbeitet auf einer ho-
hen Frequenz fS (gekennzeichnet mit (n), grün). Aufgrund der hohen Frequenz,
wird der Zeitbereich im für den Reglerentwurf wichtigen Frequenzbereich als
quasi-kontinuierlich betrachtet. Langsame und sparsame A/D-Wandler werden
zur Digitalisierung der Batterie- und der Ausgangsspannung eingesetzt. Somit
entstehen aus den zeitkontinuierlichen diskrete Signale ((t)→ [k], rot). Zusätz-
lich entsteht eine Verzögerung (diskrete Totzeit κ), die aufgrund der Wand-
lungsdauer und der seriellen Datenübertragung auftritt. Für die Abtastrate der
A/D-Wandler fAD gilt fS  fAD. Zur Verbindung des quasi-kontinuierlichen
und des diskreten Bereichs wird eine Raten-Konvertierung durchgeführt, die in
Abbildung 3.26 als orangefarbener Block dargestellt ist. Die Pfeilrichtung gibt
an, ob es sich um ein Down- oder Upsampling handelt.
Regelungsmodus Langsame A/D-Wandler mit nicht vernachlässigbarer Tot-
zeit einzusetzen, hat den Nachteil, dass der Regler aufgrund der zusätzlichen
Phasendrehung sehr vorsichtig ausgelegt werden muss. Außerdem wird die
Stellgröße nicht zu jeder Schaltperiode aktualisiert, was sich darüber hinaus
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negativ auf die Leistungsfähigkeit der Regelung auswirkt. Um den Nachteil
zu umgehen, wird in der vorliegenden Dissertationsschrift eine Erweiterung
einer Smith-Prädiktor-Struktur für nichtlineare Strecken konzipiert. Die neue
Struktur besteht aus einem Modell des Schaltwandlers, einem PI-Regler und ei-
nem Totzeit-Element, welches möglichst genau die Totzeit κ des A/D-Wandlers
besitzt. Die Stellgröße im Regelungsmodus d1, f b(n) wird sowohl an den Ab-
wärtswandler als auch an das Modell übergeben. Der Ausgang des Modells
vˆout(n) wird mindestens einmal pro Schaltperiode TSW aktualisiert ( fS ≥ fSW)
und ist totzeitfrei. Aufgrund des inneren modellbasierten Regelkreises ist es
nun möglich, den PI-Regler unabhängig von der Abtastrate sowie der Totzeit
der A/D-Wandler auszulegen, was höheren Verstärkungsfaktoren des Reglers
ermöglicht und somit zu einem besseren Regelverhalten führt.
Störungen, insbesondere durch Lastwechsel und Modellierungsfehler, führen
zu einer geringen Abweichung der Ausgangsspannungen zwischen Modell und
Abwärtswandler. Deshalb wird die Abweichung ev[k− κ] = vˆout[k− κ]− vout[k−
κ] gebildet. Der Modellausgang wird durch ein Downsampling und eine Verzö-
gerung um κ an den langsamen, diskreten Zeitbereich angepasst. Die Abwei-
chung ev wird anschließend auf die hohe Frequenz zu ev(n− fS/ fAD · κ) getaktet
und in einem zweiten, äußeren Regelkreis auf die Referenzspannung addiert.
Daraus folgt der Regelfehler zu e(n) = vˆout(n)− vout,re f (n)− ev(n− fS/ fAD · κ).
Damit kompensiert der Regler Abweichungen zwischen Abwärtswandler- und
Modellausgang.
Aufgrund des nichtlinearen Verhaltens des Abwärtswandlers im Lückbetrieb
muss gewährleistet sein, dass der Abwärtswandler und das Modell sich im
selben Arbeitspunkt befinden, um die Stabilität des Reglers zu garantieren. Das
wird erreicht, indem das Modell um einen nichtlinearen Störgrößenbeobachter
erweitert wird. Der Beobachter schätzt mit Hilfe von ev den unbekannten Stör-
strom, der durch die Lastwiderstandsmodellannahme nicht berücksichtigt wird.
Somit wird der momentane Laststrom iˆload(n) bestimmt, ohne den Strom direkt
zu messen.
Die Parameter des PI-Reglers werden auf eine Weise gewählt, dass der maxi-
mal zulässige Batteriestrom unter Pulsbelastung nicht überschritten wird.
Aufgrund der Nichtlinearität des Schaltwandlers im lückenden Betrieb, ist die
Stromaufnahme stark vom Arbeitspunkt abhängig. Um optimale Regeleigen-
schaften in jedem Arbeitspunkt sicherzustellen, kann durch den modellbasierten
Ansatz eine exakte Eingangs/Ausgangs-Linearisierung [Ada09] durchgeführt
werden. Aus Sicht des Reglers zeigt die Strecke ein lineares Verhalten, welches
vom Arbeitspunkt unabhängig ist.
Des Weiteren wird eine Lastkorrektur auf Basis der Annahme des Lastwi-
derstands Rˆload eingesetzt, um die Regelung zu entlasten. Folglich muss der
PI-Regler nun wesentlich kleinere Störungen ausregeln.
Steuerungsmodus Soll eine neue Referenzspannung erreicht werden, erfolgt
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ein Wechsel in den Steuerungsmodus. Der Steuerungsmodus kommt sowohl
bei einem Startvorgang als auch bei einer dynamischen Anpassung der Aus-
gangsspannung zum Einsatz. Dazu wird die Stellgröße d1, f f (n) entweder zu
Null oder auf den größtmöglichen Wert gesetzt, ohne den Maximalwert des
Stroms des Energiespeichers zu übersteigen. Das garantiert ein Erreichen der
Zielgröße innerhalb einer minimalen Zeitdauer. Bei einer geringen Abweichung
zur Referenzspannung wird automatisch in den Regelungsmodus umgeschaltet.
Vorteile gegenüber bestehenden Regelungsarchitekturen für Schaltwandler
Das neue Konzept der digitalen Reglerarchitektur bietet verschiedene Vorteile
gegenüber bestehenden Lösungen:
Berücksichtigung der Leistungsdichte von Mikrozellen Sowohl im Regelungs- als
auch im Steuerungsmodus wird der maximal zulässige Entladestrom der einge-
setzten Batterie berücksichtigt. Beim Arbeitspunktwechsel im Steuerungsmodus
wird der Strom eingehalten, der kontinuierlich im Dauerbetrieb entnommen
werden darf. Zum Ausregeln von Störungen im Regelungsmodus wird eine
besondere Eigenschaft von galvanischen Zellen ausgenutzt. Aufgrund des sich
langsam ausbildenden Diffusionsgefälles kann bei einer Pulsentladung ein
deutlich höherer Strom entnommen werden als bei Dauerbelastung. Somit
steht kurzfristig eine höhere Stellenergie zur Verfügung, was wiederum zu
einer leistungsfähigeren Regelung bei Störungen führt. In bisherigen Lösungen
[TYSY14, LY09] wird zur Begrenzung des Stroms lediglich eine Beschränkung
für den maximal zulässigen Induktivitätsstrom eingesetzt. Die Strombegren-
zung kann weder an den eingesetzten Zelltyp angepasst werden noch den
Diffusionsprozess ausnutzen.
Keine Messung des Stroms erforderlich Das Modell mit Störgrößenbeobachter
schätzt den aktuell anliegenden Laststrom. Die Schätzung wird genutzt, um zu
jedem Zeitpunkt den Zellstrom einzuhalten. Da der Last- und damit auch der
mittlere Induktivitätsstrom des Schaltwandlers bekannt ist, kann auf eine mess-
technische Erfassung des Stroms verzichtet werden. Ergebnis ist ein geringerer
Platzbedarf und ein effizienterer Schaltreglers.
Reduktion der A/D-Wandler Abtastrate Bestehende Konzepte von digitalen Reg-
lern sind gezwungen, sehr schnelle A/D-Wandler einzusetzen, um eine gute
Leistungsfähigkeit der Regelung zu erzielen. Dabei werden mindestens einmal,
teilweise sogar mehrmals, pro Schaltperiode des Schaltwandlers die Ein- und
Ausgangsspannung abgetastet [BSB10, GGX+09, GPM08]. Eine hohe Abtastrate
wirkt sich negativ auf den Wirkungsgrad des Schaltwandlers aus. Andere Kon-
zepte setzen A/D-Wandler mit einer geringen Auflösung ein, was wiederum den
Ausgangsspannungsbereich stark einschränkt [BRC11, LY09, FZTT12, LRP07].
Dadurch kann eine dynamische Anpassung der Ausgangsspannung nur sehr
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aufwendig, durch analoge Schaltungen, umgesetzt werden [BSB10, CWCC08]
und ein entscheidender Vorteil der digitalen Regelung geht verloren. Bei der hier
vorgestellten Reglerstruktur wird eine Verringerung der Leistungsaufnahme
durch eine Reduktion der Abtastrate der A/D-Wandler erreicht. Durch den
modellbasierten Ansatz wird hingegen eine Entkopplung der Abtastrate des
A/D-Wandlers und der Schaltfrequenz des Schaltwandlers erzielt, wodurch
eine reduzierte Abtastrate keine direkte Auswirkung auf den Reglerentwurf hat.
Vermeidung von Grenzzyklen Oftmals werden nicht nur A/D-Wandler mit ei-
ner hohen Abtastrate eingesetzt, sondern auch mit einer niedrigen Auflösung.
Zur Vermeidung von Oszillationen zwischen zwei A/D-Wandlerstufen im ein-
geschwungenen Zustand wird daher eine höhere Auflösung der Pulsweiten-
modulation als die des A/D-Wandlers gefordert [PS03]. Das neue Konzept
setzt ein hochauflösendes Modell ein. Dadurch werden kleinste Spannungsän-
derungen sofort erkannt und ausgeregelt. Das hier vorgestellte Regelprinzip
generiert einen randomisierten Anteil des Stellsignals, der in bestehenden Lö-
sungen häufig über eine Sigma-Delta-Modulation oder sogenanntes Dithering
im Pulsweitenmodulator zusätzlich erzeugt wird [NPAM08, GGX+09, PS03].
3.6.4. Modellbildung und Herleitung des neuen Schaltreglers
Die neue Reglerarchitektur verbessert die Stabilität der Ausgangsspannung und
limitiert zugleich die Stellenergie, um den Energiespeicher vor Überlastung zu
schützen. Mit der neuen modellbasierten Architektur werden der Einfluss der
langsamen Abtastung und der Totzeit reduziert. Eine Steuerung zum Anfahren
von Sollwerten minimiert die Einschwingungsdauer, ohne den maximalen Batte-
riestrom zu übersteigen. Durch den Einsatz einer Lastkorrektur wird der Regler
entlastet und das Störverhalten weiter verbessert. Basierend auf dem Konzept
aus Abschnitt 3.6.3 werden nun eine Modellbildung der Regelstrecke und eine
Herleitung der Systemgleichungen durchgeführt.
Messeinrichtung
Die A/D-Wandler bilden die Schnittstelle zwischen analogem Schaltwandler
und digitalem Regler. Um eine Effizienz vergleichbar der eines analog geregelten
Schaltwandlers zu erzielen, muss die Leistungsaufnahme der eingesetzten A/D-
Wandler sehr gering ausfallen. Weitere Anforderungen an den A/D-Wandler
lassen sich aus den Anforderungen des Schaltreglers aus Abschnitt 3.6.1 ab-
leiten. Um eine rein digitale Einstellung der Ausgangsspannung vornehmen
zu können, muss der A/D-Wandler den gesamten Betriebsbereich von 0 V bis
zur maximalen Batteriespannung von 4.2 V abdecken. Es wird eine Auflösung
von 12 bit angestrebt, um unerwünschte Effekte wie das Auftreten von Grenzzy-
klen mit großer Amplitude zu vermeiden. Der A/D-Wandler ist ein weiterer
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Parallel 1 2NAD sehr hoch gering sehr hoch
Pipeline KAD 2NAD/KAD hoch mittel hoch
Verzögerung 1 1 hoch sehr gering gering
SAR NAD NAD mittel mittel gering
Zähl 2NAD 1 gering hoch gering
Delta-Sigma Filterlänge 1 gering hoch gering
Tabelle 3.6.: Vergleich verschiedener Verfahren zur Analog/Digital-Wandlung
Verbraucher, der den Wirkungsgrad gerade bei geringem Laststrom negativ
beeinflusst. Deshalb werden in bestehenden Konzepten oftmals sparsame A/D-
Wandler mit einer niedrigen Auflösung eingesetzt [BRC11, FZTT12, LRP07],
die lediglich einen kleinen Bereich um die gewünschte Ausgangsspannung
erfassen. Dementsprechend eingeschränkt ist der Ausgangsspannungsbereich.
Eine Adaption der Ausgangsspannung zur Laufzeit ist somit nicht möglich. In
Tabelle 3.6 sind verschiedene A/D-Wandler-Architekturen dargestellt. Dabei
beträgt die Auflösung NAD bit und die Anzahl an Wandlungsstufen ist KAD.
Ein guter Kompromiss bietet der Successive-Approximation-Register-Wandler
(SAR-Wandler) [Ten12]. Der SAR-Wandler zeichnen sich sowohl durch eine
geringe Leistungsaufnahme als auch eine ausreichende Auflösung aus und
die Abtastfrequenzen liegen im angestrebten Bereich. Zudem skaliert die Lei-
stungsaufnahme nahezu linear mit der Abtastfrequenz [Ana13]. Kommerziell
verfügbare Niedrigenergie-SAR-Wandler besitzen eine Stromaufnahme von
367µA bei 1MSPS und 45µA bei 100kSPS [Ana13]. Publizierte Lösungen aus
dem wissenschaftlichen Bereich erreichen mit 1,9µW bei 1MSPS [ETG+10] oder
1,3µW bei 100kSPS [LPS+09] eine deutlich geringere Leistungsaufnahme. Da-
für zeigen die Wandler andere Nachteile. Dazu gehört eine geringe Auflösung
[LPS+09, ZZS+11, HL07], eine hohe Nichtlinearität [ETG+10] oder eine niedrige
Abtastrate [HHW+13, DVSCP10]. Die SAR-Wandler basieren auf einem Schalt-
kreis mit Kondensatoren, deren Kapazität pro Bit jeweils verdoppelt wird. Somit
steigen die Umschaltverluste mit dem Erhöhen der Auflösung überproportional
an. Eine niedrige Energieaufnahme wird demzufolge durch eine geringe Auf-
lösung erreicht. Eine Leistungsaufnahme von 10µW bei 100kSPS und 100µW
bei 1MSPS eines integrierten 12-bit SAR-Wandlers ist jedoch realisierbar. Der
Einfluss des A/D-Wandlers auf den Wirkungsgrad des Schaltwandlers bei einer
Last von 1mA soll nicht größer als 1% sein. Damit ergibt sich eine maximal
erreichbare Abtastrate von 100kSPS. Eine Abtastrate der Ausgangsspannung
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von 1MSPS reduziert den Wirkungsgrad des Schaltwandlers bei einer Last von
1mA bereits um 10%.
Aufgrund der NAD + 1 Wandlungsschritte steht der digitale Wert allerdings
erst am Ende einer Wandlungsperiode zur Verfügung. Je nach Architektur
kommt aufgrund einer seriellen Datenübertragung per SPI oder I2C eine Verzö-
gerung hinzu. Dies führt zu einer nicht vernachlässigbaren Totzeit der gewan-
delten Größe. Somit wird der A/D-Wandler mit einem Abtasten zum Zeitpunkt
t = kTAD, k ∈ Z mit der Abtastperiode TAD, einer Quantisierung nAD und einer
Totzeit κ modelliert.
Modellierung der Strecke
Um eine geeignete Regelung zu entwickeln, muss zunächst die Strecke mo-
delliert werden. Da ein Schaltwandler ein schaltendes System ist, wird zur
Beschreibung der Strecke eine Mittlung der verschiedenen Zustände über eine
Schaltperiode durchgeführt. Dabei gehen die Auswirkungen des Schaltverhal-
tens auf den Induktivitätsstrom und die Ausgangsspannung verloren. Zusätzlich
wird zwischen Modellen mit reduzierter [CM77, SMG+01] (engl. Reduced Order
Model) und Modellen mit voller Ordnung [MC91, Vor90] (engl. Full Order Mo-
del) unterschieden. Im Model reduzierter Ordnung wird der Induktivitätsstrom
als abhängige Variable behandelt und im Modell mit voller Ordnung als Zu-
standsgröße. Abbildung 3.27 zeigt die Übertragungsfunktion des Reduced- und
Full-Order Modells des Abwärtswandlers im Lückbetrieb bei unterschiedlichen
Schaltfrequenzen. Der Amplitudengang ist im Frequenzbereich unterhalb der
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Abbildung 3.27.: Vergleich zwischen dem Modell reduzierter und voller Ordnung bei
verschiedenen Schaltfrequenzen
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Schaltfrequenz nahezu identisch. Durch den zusätzlichen hochfrequenten Pol
ergibt sich beim Full-Order Modell eine Drehung im Phasengang auch unterhalb
der Schaltfrequenz. Die Abweichung beträgt maximal 17 ◦. Jedoch ist die Dämp-
fung an der Polstelle über 70dB, sodass der Pol keinen entscheidenden Einfluss
auf das Streckenverhalten mehr hat. Folglich beschreibt das Modell reduzierter
Ordnung das Streckenverhalten ausreichend gut. Die Herleitungen der Modelle
sind im Anhang A.3 zu finden. Der Leistungsbereich des Schaltwandlers fällt
anwendungsbedingt sehr gering aus. Deshalb wird der Wandler ausschließlich
im Lückbetrieb betrieben.
Im lückenden Betrieb verliert der Abwärtswandler den linearen Zusammen-
hang zwischen Tastverhältnis und dem Verhältnis der Ausgangsspannung zur
Eingangsspannung. Das Modell reduzierter Ordnung für den Abwärtswandler
im Lückbetrieb lässt sich folgendermaßen beschreiben [SMG+01]:
v˙out =
(vbat − vout)vbat
vout
TSWd21
2LC
− iload
C
(3.17)
mit dem über eine Schaltperiode gemittelten Laststrom iload und der über
eine Schaltperiode gemittelten Ausgangsspannung vout. Im Folgenden werden
ausschließlich die gemittelten Größen betrachtet. Zur besseren Kenntlichkeit
wird deshalb von Mittelungsstrichen abgesehen.
Gültigkeit des Modells Das Modell besitzt nur Gültigkeit, wenn sich der Schalt-
wandler im lückenden Betrieb (engl. Discontinuous Current Mode, DCM) befin-
det. Dabei gilt an der Lückgrenze für das kritische Tastverhältnis d1,krit [CRS10]
d1,krit = 1− 2LRloadTSW (3.18)
mit dem Lastwiderstand Rload. Der Wandler befindet sich im Lückbetrieb, solan-
ge d1 < d1,krit gilt.
Modellierung der Strecke mit Vorwissen
Beim Künstlichen Akkommodationssystem müssen verschiedene Subsysteme,
die zum Teil erhebliche Unterschiede in der Stromaufnahme aufweisen, ver-
sorgt werden. Nicht alle Verbraucher beziehen zeitgleich vom Schaltwandler
Energie, wodurch sprunghafte Änderungen des Laststroms entstehen. Eine
detaillierte Analyse der Leistungsaufnahme der Teilsysteme in verschiedenen
Modi wurde in Abschnitt 3.1 durchgeführt. Das Vorwissen über den Laststrom
der Subsystem soll in die Entwicklung eines Reglers einfließen. Die Strom-
aufnahme wird ähnlich wie bei der Simulation der Energieaufnahme über
die Nominalwerte innerhalb eines Betriebsmodus approximiert. Damit folgt
Rˆload,ν ∈ {Rˆload,1,..., Rˆload,N} für die Betriebspunkte des Systems. Die Annahme
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des Lastwiderstand Rˆload unterscheidet sich allerdings immer noch vom wahren
Lastwiderstand Rload. Der Fehlerstrom iz,ν zwischen dem angenommenen und
dem wahren Lastwiderstand ergibt sich damit zu
iz,ν =
vout
Rˆload,ν
− vout
Rload,ν
=
vout
Rˆload,ν
− iload. (3.19)
Dieser Fehlerstrom wird als unbekannte Störung aufgefasst. Somit lässt sich das
Streckenmodell von Gleichung (3.17) um einen angenommenen Lastwiderstand
erweitern:
v˙out =
(vbat − vout)vbat
vout
TSWd21
2LC
− vout
Rˆload,νC
+
iz,ν
C
(3.20)
Bewusst wird hier ein Fehlerstrom definiert, der – im Gegensatz zu einem
Fehlerwiderstand – linear in die Gleichung eingeht.
Klassische Regelung
Zur Regelung eines Schaltwandlers wird oftmals ein einfacher PID-Regler einge-
setzt [EM01, GGX+09, BSB10]. Ein PID-Regler kann ressourcenschonend imple-
mentiert werden und ist in der Lage den Regelfehler bei einer sprungförmigen
Störung und einer Strecke erster Ordnung Null werden zu lassen. Jedoch han-
delt es sich bei dem Schaltwandler im Lückbetrieb um eine nichtlineare Strecke,
die zusätzlich diskret und totzeitbehaftet abgetastet wird. Daraus folgt, dass
Reglerparameter gefunden werden müssen, für die der Regelkreis in jedem
Arbeitspunkt stabil ist. In Abbildung 3.28 ist der digitale Regelkreis dargestellt.
Eine Abtastung der Ausgangsspannung erfolgt zu äquidistanten Zeitpunkten
kTAD. Die Abtastwerte stehen dem Regler totzeitbehaftet zur Verfügung. Der
Regler berechnet aus dem Regelfehler e die Stellgröße d1. Die PWM erzeugt
aus dem digitalen Wert das analoge Ansteuersignal für die Strecke. Auf die
Strecke wirken Störungen durch die Änderung der Batteriespannung und den
veränderlichen Lastwiderstand.
Die einfache PID-Reglerstruktur weist einige Nachteile auf: Aufgrund des
großen Regelfehlers beim Startvorgang entsteht eine sehr große Stellgröße. Die
Folge ist ein starkes Überschwingen, welches durch die totzeitbehaftete Ab-
tastung begünstigt wird. Zusätzlich entsteht ein extrem hoher Batteriestrom,
den kleine Energiespeicher wie sie im Künstlichen Akkommodationssystem
eingesetzt werden, nicht liefern können. In Abbildung 3.29(a) sind der Entlade-
strom und die Ausgangsspannung beim Startvorgang dargestellt. Des Weiteren
kommt es im Fall eines Störstroms zu einem starken Einbruch bzw. zu einer
Überhöhung der Spannung. In Abbildung 3.29(b) ist ein Lastsprung von 1mA
auf 40mA dargestellt. Mit einer Regelabweichung von 170mV (simuliert) bzw.
von über 350mV (gemessen) stellt sich der PI-Regler als ungeeignet zur Rege-
lung des Schaltwandlers heraus. Darüber hinaus kann ein linearer Regler kein
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vout,ref(kTAD)
Regler
vout(t)d1(t)e(kTAD)
- Strecke
Rload(t)
τ 
AbtasterQuantisiererTotzeit
A/D-Wandler
vout(kTAD-τ )
PWM
d1(kTAD)
Δvbat(t)
Abbildung 3.28.: Digitaler Regelkreis6 mit totzeitbehaftetem A/D-Wandler
0
0.5
1
1.5
2
2.5
3
Zeit [µs]
S
p
a
n
n
u
n
g
 [
V
]
0 100 200 300
0
500
S
tr
o
m
 [
m
A
]
 
 
Entladestrom
Ausgangsspannung
(a) Einschaltvorgang bei einer Referenzspan-
nung von 2,2 V
0 100 200 300 400 500
2
2.1
2.2
2.3
Zeit [µs]
A
u
sg
a
n
g
ss
p
a
n
n
u
n
g
 [
V
] 240 µs
170 mV
(b) Ausgangsspannung bei einem Stör-
sprung von 40 mA
Abbildung 3.29.: Regelverhalten mit einfachem PI-Regler
optimales Regelverhalten über den gesamten Arbeitsbereich einer nichtlinearen
Strecke erzielen. Der Entwurf des Reglers mit klassischen Methoden ist im
Anhang A.4 zu finden.
Im Folgenden soll eine neue Reglerstruktur entwickelt werden, die zu besseren
Regeleigenschaften führt.
Lastkorrektur
Aus dem Vorwissen über die Lastwiderstände der Komponenten lässt sich eine
Lastkorrektur entwickeln, die den Regler entlasten soll. Die Lastkorrektur be-
stimmt das Tastverhältnis, das notwendig ist, um im eingeschwungenen Zustand
und bei einem Lastwiderstand Rload = Rˆload die gewünschte Ausgangsspannung
vout,re f zu erreichen. Die Messung der Batteriespannung wird in die Berechnung
mit einbezogen. Da sich die Batteriespannung nur sehr langsam ändert, ist
6Die Regelabweichung e weicht an dieser Stelle und im Folgenden von der üblichen Definition
(Regelabweichung = Führungsgröße - Regelgröße) ab, um Konsistenz mit der neuen Reg-
lerarchitektur herzustellen. Folglich müssen die Verstärkungsfaktoren des Reglers negative
Vorzeichen besitzen.
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der Messfehler vernachlässigbar. Damit ist die Änderung der Batteriespannung
keine Störgröße der Strecke.
Die Funktionsweise der Lastkorrektur gleicht der einer Störgrößenaufschal-
tung. Anstatt einer Messung oder einer Beobachterschätzung der Störgröße,
wird jedoch der im Voraus bestimmte Lastwiderstand der Verbraucher verwen-
det. Das Blockschaltbild eines einfachen Regelkreises mit Lastkorrektur ist in
Abbildung 3.30 dargestellt. Die abgetasteten Signale der Form x(kTAD) werden
zur übersichtlicheren Darstellung als Folge x[k] geschrieben. Die Totzeit wird
als Vielfaches von TAD zu κ = τTAD umgeschrieben. Der in blau dargestellte Pfad
stellt die Auswirkung der Lastkorrektur auf die Störgröße dar.
Für Gleichung (3.17) gilt im eingeschwungenen Zustand v˙out = 0 und
vout = vout,re f . Zur Bestimmung der Korrektur steht die Abschätzung des Last-
widerstands Rˆload zur Verfügung. Der Anteil der Lastkorrektur an der Stellgröße
d1,lk folgt zu
d1,lk =
√√√√ 2Lv2out,re f
TSW Rˆload vbat(vbat − vout,re f )
. (3.21)
Kurzzeitige Änderungen im Lastprofil, wie z.B. kurze Strompulse zum Ausrich-
ten der magnetoresistiven Elemente des Magnetfeldsensors, können hingegen
nicht erfasst werden. Damit eine zuverlässige Spannungsversorgung des Im-
plantats gewährleisten ist, muss sichergestellt sein, dass der Regler auch im
Falle einer schlecht ausgelegten Lastkorrektur die Strecke stabilisiert.
Steuerung bei Führungsgrößenwechsel
Ein Regler ist zum Anfahren einer neuen Führungsgröße oder beim Startvor-
gang ungeeignet. Deshalb wird für die Aufgabe eine Steuerung eingesetzt.
Das Tastverhältnis wird entweder zur Reduktion der Spannung zu Null oder
vout,ref[k]
Regler
vout(t)
R̂load[k]
d1(t)
e[k]
-
Rload(t)
Strecke
ΔRload(t)
-
Last-
korrektur
A/D-
Wandler
d1,lk[k]
d1,fb[k]
vbat(t)A/D-
Wandler
PWM
vbat[k-κ]
vout[k-κ]
d1,c[k]
Abbildung 3.30.: Lastkorrektur zur Entlastung des Reglers
89
3. Konzepte zur Optimierung des Energiebedarfs
zum Anheben der Spannung auf den maximalen Wert gesetzt. Der gemittelte
Batteriestrom im Lückbetrieb ist [Sch07]
ibat =
vbat − vout
2L
TSWd21. (3.22)
Unter Einhaltung des Dauerstromlimits der Batterie ibat,max,c folgt durch Umstel-
len das maximal zulässige Tastverhältnis zum Erhöhen der Ausgangsspannung
im Steuerungsmodus:
d1, f f =

1, falls
√
2Libat,max,c
TSW(vbat−vout) > 1√
2Libat,max,c
TSW(vbat−vout) , sonst
(3.23)
Die Einschränkung von d1, f f ergibt sich aus der Tatsache, dass das Tastverhält-
nis nicht größer Eins sein kann. Die Steuerung wird, wie in Abbildung 3.31
dargestellt, in den Regelkreis integriert. Eine Umschaltung zwischen Regelungs-
und Steuerungsbetrieb erfolgt anhand der Regelabweichung.
Neue modellbasierte Reglerstruktur
Die neue modellbasierte Reglerstruktur verbessert das Regelverhalten bei Last-
änderungen. Im folgenden wird die neue Reglerstruktur hergeleitet. Eine Me-
thode, um die Regelung von linearen Strecken mit Totzeit zu verbessern, ist
der Einsatz eines Smith-Prädiktors [MZ89]. Dieser bildet die Strecke in einem
Modell ohne Totzeit ab und führt seinen Ausgang zum Regler zurück. Zur
Korrektur von Modellfehlern oder Störungen an der realen Strecke findet ein
totzeitbehafteter Abgleich des Modell- und Streckenausgangs statt und bildet
eine weitere Rückführung. Mit der Struktur kann der Regler entworfen werden,
als sei keine Totzeit vorhanden [RB04]. Beim digitalen Schaltregler entsteht die
Verzögerung im Messglied anstatt in der Strecke. Der Einfluss auf die Regelung
ist jedoch der selbe, da die Totzeit im Nenner der Übertragungsfunktion des
geschlossenen Kreises auftaucht.
vout,ref[k]
Regler
vout(t)
R̂load[k]
d1(t)
e[k]
-
Strecke
ΔRload(t)
Last-
korrektur
A/D-
Wandler
d1,lk[k]
d1,fb[k]
d1,ff[k]
Steuerung
vbat(t)A/D-
Wandler
PWM
vbat[k-κ]
vout[k-κ]
d1,c[k]
Abbildung 3.31.: Steuerung zum Anfahren neuer Referenzwerte unter Berücksichti-
gung der Stellenergie
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Der Schaltwandler im Lückbetrieb zeigt ein nichtlineares Verhalten. Deshalb
wird eine Erweiterung der Smith-Prädiktor-Struktur für nichtlineare Strecken
vorgestellt. Dazu wird das Modell um einen Beobachter erweitert. Unter der
Voraussetzung, dass das Modell mit Beobachter mit der Strecke übereinstimmt,
verbessert sich das Regelverhalten zusätzlich, da die Aktualisierungsfrequenz
des modellbasierten Reglers höher ist als die Abtastrate des A/D-Wandlers.
Damit sind auf Basis der Modellinformation mehr Stelleingriffe auf die reale
Strecke möglich. Aufgrund der im Vergleich zur Dynamik des Schaltreglers ho-
hen Aktualisierungsrate, wird der Zeitbereich als quasi-kontinuierlich betrachtet.
Die Reglerauslegung kann somit im zeitkontinuierlichen Bereich durchgeführt
werden. Es gilt (n) → (t) und (n− fS/ fADκ) → (t− τ). Aufgrund der lang-
samen Veränderung der Batteriespannung wird vbat(k − κ) ≈ vbat,0 = konst.
angenommen. Abbildung 3.32 zeigt die modellbasierte Regelung zusammen
mit der Steuerung und der Lastkorrektur. Die verschiedenen Zeitbereiche sind
farblich markiert.
Streckenmodell mit Beobachter Auf Basis der Strecke mit Vorwissen aus Glei-
chung (3.20) wird das Modell für die modellbasierte Reglerstruktur abgeleitet:
˙ˆvout =
(vbat,0 − vˆout)vbat,0
vˆout
TSWd21
2LC
− vˆout
RˆloadC
(3.24)
Da der Fehlerstrom iz unbekannt ist, kann er im Modell nicht berücksichtigt
werden.
Die Nichtlinearität des Schaltwandlers im Lückbetrieb kann aufgrund von
Modellungenauigkeiten oder Störungen zu einem Drift der Zustands- und Aus-
gangsgrößen führen. Dadurch wird das Regelverhalten deutlich verschlechtert
und kann sogar zur Instabilität des Regelkreises führen. Zur Gewährleistung der
vout,ref(n)
Regler
vout(t)
d1(t)
e(n)
-
Strecke
A/D-
Wandler
d1,fb(n)
d1,ff(n)
PWM
v̂out[k-κ ]v̂out(n)
ev[k-κ]
z-κ
-
Modell erw.
um Störgröße
L
Beobachter
Beob.-Gain
R̂load(n)
ΔRload(t)
Last-
korrektur
d1,lk(n)
Steuerung
vbat(t)vbat[k-κ]
vout[k-κ]
d1,c(n)
↓
↑
vout[k-κ]
Hohe, quasikontinuierliche 
Berechnungsfrequenz fs
Niedrige Abtastfrequenz 
des A/D-Wandlers fAD
A/D-
Wandler
ev(n - fAD/fs κ)
d1(n)
-
Abbildung 3.32.: Vollständige Reglerarchitektur mit neuer Regelungsstruktur (rot) ba-
sierend auf zwei unterschiedlichen Abtastfrequenzbereichen
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Stabilität kommt ein Störgrößenbeobachter zum Einsatz, der den unbekannten
Fehlerstrom iz rekonstruiert. Dazu wird das bestehende Modell aus Gleichung
(3.24) um den zu bestimmenden Fehlerstrom iˆz erweitert. Der Fehlerstrom iˆz
kann aufgrund der langsamen Schaltfolge ν der Subsysteme gegenüber dem Ein-
schwingvorgang als stückweise konstant angenommen werden, sodass folgende
nichtlineare Differentialgleichungen gelten:
˙ˆiz(t) = 0, iˆz(0) = iz,ν
(3.25a)
˙ˆvout(t) =
(vbat,0 − vˆout(t))vbat,0
vˆout(t)
TSWd21
2LC
− vˆout(t)
RˆloadC
+
iˆz(t)
C
, vˆout(0) = vout,0
(3.25b)
Durch Erweiterung des Modells aus Gleichung 3.25 durch einen Störgrößenbe-
obachter wird der Fehlerstrom rekonstruiert und die Abweichung zur wahren
Ausgangsspannung korrigiert. Für das erweiterte Modell gilt
˙ˆiz(t) = −l1 · ev(t− τ) (3.26a)
˙ˆvout(t) =
(vbat,0 − vˆout(t))vbat,0
vˆout(t)
TSWd21
2LC
− vˆout(t)
RˆloadC
+
iˆz(t)
C
− l2 · ev(t− τ) (3.26b)
mit dem Modellfehler ev(t− τ) = vˆout(t− τ)− vout(t− τ) und den Beobach-
terkoeffizienten l1 und l2. Zur Korrektur des Modells steht lediglich die tot-
zeitbehaftete Abweichung zwischen Ausgangsspannung und Modellausgang
zur Verfügung. Deshalb wird die Stabilität des Beobachters in Abschnitt 3.6.5
gesondert untersucht.
PI-Regler PI-Regler sind der bevorzugte Reglertyp für Systeme niedriger Ord-
nung. Außerdem sind sie robust gegenüber Modellungenauigkeiten. Auf einen
differenzierenden Anteil kann in dem Fall verzichtet werden, da nicht die Dyna-
mik des Reglers das limitierende Element ist, sondern die begrenzte Stellenergie
aufgrund der geringen Leistungsdichte der Batterie.
Eine Regelung mit festen Parametern führt wegen der nichtlinearen Strecke
nicht in jedem Arbeitspunkt zu einem optimalen Regelergebnis. Deshalb wird
eine exakte Linearisierung durchgeführt. Dazu wird eine linearisierende Rück-
führung eingesetzt, sodass die Wirkung des Reglers auf die Strecke linear ist.
Da ein modellbasierter Ansatz gewählt wird, kann die Linearisierung ohne
zusätzlichen Rechenaufwand durchgeführt werden.
Zunächst soll die linearisierende Rückführung berechnet werden. Dazu wird
ein neuer Eingang u(t) eingeführt, um die Nichtlinearität gegenüber der Stell-
größe d1 zu eliminieren. Es gilt
u(t) = d21(t) u ∈ [0,1]. (3.27)
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Für die Rücksubstitution gilt aufgrund der Beschränktheit von u
d1(t) = +
√
u(t). (3.28)
Der resultierende Regelfehler ergibt sich einerseits aus der Abweichung von
Modell und Führungsgröße er(t) = vˆout(t)− vout,re f (t) und andererseits aus der
Abweichung zwischen Modell und Strecke ev(t− τ) = vˆout(t− τ)− vout(t− τ)
zu e(t) = er(t)− ev(t− τ). Nun wird ein weiterer neuer Eingang w(t) einge-
führt. Über den Eingang w(t) wird die Regelabweichung mit einem Regler
kompensiert werden. Da lediglich die Modellgrößen ohne Totzeit zur Verfügung
stehen, kann ein Eingriff nur über das Modell erfolgen. Um nun über w(t) die
Spannung des Streckenmodells vˆout(t) aus Gleichung (3.25b) beeinflussen zu
können, muss die Spannungsänderung des Streckenmodells ˙ˆvout(t) also gerade
w(t) entsprechen:
˙ˆvout(t)
!
= w(t) (3.29)
Daraus folgt
w(t) =
(vbat,0 − vˆout(t))vbat,0
vˆout(t)
TSWu(t)
2LC
− vˆout(t)
RˆloadC
+
iˆz(t)
C
. (3.30)
Umgestellt nach dem Eingang u(t) ergibt sich eine linearisierende Rückführung,
für die u(t) der Ausgang darstellt:
u(t) =
2LC
TSW
vˆout(t)
(vbat,0 − vˆout(t))vbat,0
(
w(t) +
vˆout(t)
RˆloadC
− iˆz(t)
C
)
(3.31)
Die Wirkung des Eingangs w auf das System ist somit linear. Ein Regler kann
über den Eingang w eine lineare Strecke mit integralem Verhalten regeln. Mit
dem Reglergesetz des PI-Reglers folgt
w(t) = −kPe(t)− kI
t∫
0
e(ς)dς. (3.32)
mit der Proportionalverstärkung kP und der Integralverstärkung kI . Eine arbeits-
punktunabhängige Auslegung des Reglers ist nun möglich.
Wird Gleichung (3.30) in Gleichung (3.26b) eingesetzt, vereinfachen sich die
Differentialgleichungen des Beobachters zu
˙ˆiz(t) = −l1 · ev(t− τ) (3.33a)
˙ˆvout(t) = w(t)− l2 · ev(t− τ) (3.33b)
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Es zeigt sich, dass durch die exakte Linearisierung kein rechentechnischer
Mehraufwand entsteht, da eine Verlagerung der Berechnungen stattfindet. Re-
chenschritte, die vorher im Beobachter durchzuführen waren, werden nun im
Regler ausgeführt. Insbesondere die Anzahl an rechenintensiven Operationen,
wie Divisionen, bleiben identisch. Die exakt linearisierte Regelungsstruktur ist in
Abbildung 3.33 dargestellt. Der Regler besteht nun nicht nur aus dem PI-Regler,
sondern auch noch aus den linearisierenden Glieder aus Gleichung (3.31) und
(3.28). Die Modellgleichung muss nicht mehr über d1 berechnet werden, da der
Ausgang des PI-Reglers gerade ˙ˆvout entspricht. Nur die Korrektur über den
Störgrößenbeobachter bleibt erhalten.
Auf eine Vorsteuerung kann verzichtet werden, da die Ausgangsspannung
stückweise konstant ist und die Unstetigkeitsstellen durch die Steuerung über-
brückt werden. Es handelt sich also um ein Festwertregelproblem. Der Inte-
gralanteil im Regler wird zur Kompensation von parametrischen Unbestimmt-
heiten und Fehlern durch die Modellapproximation verwendet.
v̂out(t)
(3.32)
e(t)
(3.31) (3.28)
(3.33)
∫ ∫ 
u(t)w(t)
ev(t-τ)
d1(t)
îz(t)
v̂out(t)∙
îz(t)∙
Abbildung 3.33.: Exakte Eingang/Ausgang-Linearisierung: Verlagerung der Berech-
nung des Modells vom Beobachter in die linearisierende Rückführung.
In den Blöcken ist die Gleichungsnummer angegeben.
3.6.5. Neuer Stabilitätsbeweis für den totzeitbehafteten
Schaltregler
Betrachtung des gesamten Reglersystems
In den vorherigen Abschnitten wurde der digitale Schaltregler mit der Strecke
aus Gleichung (3.20), mit dem Störgrößenbeobachter aus Gleichung (3.33) und
mit dem Reglergesetz aus Gleichung (3.31) betrachtet. Aus diesen Teilaspekten
ergeben sich sechs Zustandsgrößen:
1. Fehlerstrom der Strecke iz(t)
2. Ausgangsspannung der Strecke vout(t)
3. Abweichung der Ausgangsspannung zwischen Modell und Strecke
ev(t) = vˆout(t)− vout(t)
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4. Abweichung des Fehlerstroms zwischen Modell und Strecke
ei(t) = iˆz(t)− iz(t)
5. Integral des Regelfehlers ε(t) =
t∫
0
e(ς) dς =
t∫
0
(
er(ς)− ev(ς− τ)
)
dς
6. Abweichung zwischen Modellspannung und Referenzspannung
er(t) = vˆout(t)− vout,re f (t)
Die Ausgangsspannung und der Fehlerstrom des Modells sind in den Abwei-
chungen ev und ei impliziert und werden somit nicht als zusätzliche Zustands-
größen aufgeführt. Mit den sechs Zuständen lassen sich folgende Differential-
gleichungen formulieren:
i˙z(t) = 0 (3.34a)
v˙out(t) =
(vbat,0 − vout(t))vbat,0
vout(t)
TSW
2LC
u(t)− vout(t)
RˆloadC
+
iz(t)
C
(3.34b)
e˙i(t) = −l1ev(t− τ) (3.34c)
e˙v(t) =
( 1
vout(t) + ev(t)
− 1
vout(t)
)v2bat,0TSW
2LC
u(t)− ev(t)
RˆloadC
+
ei(t)
C
− l2ev(t− τ)
(3.34d)
ε˙(t) = er(t)− ev(t− τ) (3.34e)
e˙r(t) = −kP(er(t)− ev(t− τ))− kIε(t) (3.34f)
Herleitung der Differentialgleichungen (3.34):
Da iz(t) stückweise konstant ist, folgt i˙z(t) = 0, Gleichung (3.34a).
Die Gleichung (3.34b) ergibt sich direkt aus dem erweiterten Streckenmodell
(3.20).
Die Abweichung des Fehlerstroms zwischen Modell und Strecke ei(t) ist gerade
iˆz(t)− iz(t). Daraus folgt
e˙i(t) =
˙ˆiz(t)− i˙z(t)
= ˙ˆiz(t)− 0 da iz(t) stückweise konstant
= −l1ev(t− τ) aus Gl. (3.26).
Die Gleichung (3.34e) folgt aus der Definition ε˙(t) = e(t).
Für e˙v(t) = ˙ˆvout − v˙out ergibt sich mit den Gleichungen (3.34b), (3.26) und
vˆout = vout + ev die Gleichung (3.34d).
Für die Modellabweichung von der Referenzspannung gilt er(t) = vout,re f (t)−
vˆout(t). Daraus folgt
e˙r(t) = ˙ˆvout(t)− v˙out,re f (t)
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= ˙ˆvout(t) da vout,re f (t)
stückweise konstant
= w(t)− l2ev(t− τ) aus Gl. (3.33)
= −kPe(t)− kI
t∫
0
e(ς) dς− l2ev(t− τ) aus Gl. (3.32)
= −kP(er(t)− ev(t− τ))− kIε(t)− l2ev(t− τ).

Mit den Differentialgleichungen (3.34a-3.34e) lässt sich das totzeitbehaftete
Regelungssystem vollständig beschreiben. Jedoch beinhaltet es nichtlineare Diffe-
rentialgleichungen, die einen Stabilitätsbeweis wesentlich erschweren. Gleichung
(3.34d) kann folgendermaßen umgeformt werden:
e˙v(t) =
( 1
vout(t) + ev(t)
− 1
vout(t)
)v2bat,0TSW
2LC
u(t)− ev(t)
RˆloadC
+
ei(t)
C
− l2ev(t− τ)
=
( 1
vˆout(t)
− 1
vout(t)
)v2bat,0TSW
2LC
u(t)− 1
RˆloadC
ev(t) +
1
C
ei(t)− l2ev(t− τ)
=
vout(t)− vˆout(t)
vˆout(t)vout(t)
v2bat,0TSW
2LC
u(t)− 1
RˆloadC
ev(t) +
1
C
ei(t)− l2ev(t− τ)
= −
( v2bat,0
vˆout(t)vout(t)
TSW
2LC
u(t) +
1
RˆloadC
)
︸ ︷︷ ︸
α1(t)
ev(t) +
1
C
ei(t)− l2ev(t− τ).
(3.35)
Folglich ist die Differentialgleichung linear bezüglich den Zuständen ev(t) und
ei(t). Wird α1(t) als zeitvarianter Parameter betrachtet, kann das Fehlersystem
vollständig ohne die Zustandsgrößen vout(t) und iz(t) beschrieben werden. Das
entspricht einer Transformation eines nichtlinearen, zeitinvarianten Systems mit
sechs Zustandsgrößen in ein lineares, zeitvariantes System mit vier Zustands-
größen. Das lineare System wird durch folgende Zustandsraumdarstellung
beschrieben:
e˙i(t)
e˙v(t)
ε˙(t)
e˙r(t)
 =

0 0 0 0
1
C −α1(t) 0 0
0 0 0 1
0 0 −kI −kP


ei(t)
ev(t)
ε(t)
er(t)
+

0 −l1 0 0
0 −l2 0 0
0 −1 0 0
0 kP − l2 0 0


ei(t− τ)
ev(t− τ)
ε(t− τ)
er(t− τ)
 .
(3.36)
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Im zeitvarianten Parameter sind sowohl die Kopplung zwischen Regler und Be-
obachter als auch die Nichtlinearitäten enthalten. Die Anwendung von Verfahren
zur robusten Stabilität, welche die Varianz von Parametern mitberücksichtigen,
ist nun möglich.
Strebt der Beobachterfehler gegen Null und ist der PI-Regler stabil ausgelegt,
geht der gesamte Regelfehler gegen Null. Die Stabilität des Beobachters ist also
Voraussetzung für ein stabiles Gesamtsystem. Deshalb wird der Beobachter
zunächst separat betrachtet.
Stabilitätsgebiet für die LTI-Approximation des Beobachters
Nachdem die nichtlineare Kopplung zwischen Regler und Beobachter durch
Verwendung einer zeitvarianten, linearen Beschreibung beseitigt wurde, wird
zur Ermittlung des Stabilitätsgebiets der Beobachterparameter l1 und l2 zunächst
eine zeitinvariante Approximation gewählt. Im Arbeitspunkt vout = vˆout = vout,0
und u = u0 schreibt sich die Beobachtergleichung als[
e˙i(t)
e˙v(t)
]
=
0 01
C −(
v2bat,0
v2out,0
TSW
2LC u0 +
1
RˆloadC
)

︸ ︷︷ ︸
A0
[
ei(t)
ev(t)
]
+
[
0 −l1
0 −l2
]
︸ ︷︷ ︸
A1
[
ei(t− τ)
ev(t− τ)
]
. (3.37)
Die Stabilität der retardierten Differenzialgleichung kann über die Nullstellen
der charakteristischen Gleichung
p(s,e−sτ) = det(sI − A0 − A1e−sτ) = 0 (3.38)
untersucht werden. Das betreffende System ist genau dann stabil, wenn das
sogenannte Quasipolynom p(s,e−sτ) keine Nullstellen auf der rechten abge-
schlossenen komplexen Halbebene C+ hat [GCC03]. Mit den Abkürzungen
a0 = 0, (3.39a)
a1 =
v2bat,0
v2out,0
TSW
2LC
u0 +
1
RˆloadC
, (3.39b)
b0 =
l1
C
, (3.39c)
b1 = l2, (3.39d)
b2 = 0, (3.39e)
lautet das Quasipolynom in Standardform
p(s,e−sτ) = s2 + a1s + a0 + (b1s + b0)e−sτ. (3.40)
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Untersuchung des Grenzfalls Das hier vorliegende Quasipolynom ist wegen
b2 = 0 und a1 + b1 6= 0 ein Spezialfall, der in [CG82] behandelt wird. [CG82]
zeigt in einer Diskussion über die Ableitung der Nullstellen hinsichtlich der
Totzeit, dass im Fall a20 < b
2
0 nur ein einmaliges Kreuzen der imaginären Achse
von links nach rechts bei einer Erhöhung der Totzeit möglich ist. Aus dem
Grund braucht nur ein einziges konjugiertes Nullstellenpaar auf der imaginären
Achse s = ±jω, dem eine kritische Totzeit zugeordnet ist, untersucht werden.
Daraus resultiert weiterhin, dass für τ = 0 das Quasipolynom ein Hurwitz-
Polynom sein muss. Denn ist es kein Hurwitz-Polynom, liegen Nullstellen auf
der rechten Seite, die nie wieder auf die linke Seite kommen können. Daraus
folgt unmittelbar, dass b0 > 0 und a1 + b1 > 0 (klassische Hurwitz-Bedingung),
damit l1 > 0 und l2 > −( v
2
bat,0
v2out,0
TSW
2LC u0 +
1
RˆloadC
) zwingend ist.
Der Spezialfall ermöglicht es, die Stabiltätsgrenze durch Variation von ω zu
ermitteln. An der Stabilitätsgrenze gilt s = jω. Eingesetzt in p ergibt
p(jω,e−jωτ) = −ω2 + jωa1 + (jωb1 + b0)e−jωτ = 0. (3.41)
Mit ejω = cos(ωτ)− jsin(ωτ) folgt
p(jω) = −ω2 + jω(a1 + b1(cos(ωτ)− jsin(ωτ))) + b0(cos(ωτ)− jsin(ωτ))
= 0. (3.42)
Es muss Re p(jω) = 0 und Im p(jω) = 0 gelten. Ein Einsetzen von l1 und l2 und
ein Separieren von Real- und Imaginärteil führt zu folgendem Gleichungssys-
tem: [ 1
Ccos(ωτ) ωsin(ωτ)
− 1Csin(ωτ) ωcos(ωτ)
] [
l1
l2
]
=
[
ω2
−a1ω
]
(3.43)
Durch Variation von ω kann das Stabilitätsgebiet in Abhängigkeit der Beobach-
terkoeffizienten l1 und l2 bestimmt werden. Abbildung 3.34 zeigt das Stabilitäts-
gebiet für verschiedene Ausgangsspannungen vout,0 und Lastwiderstände Rload.
Für den Fall Rload → ∞ geht u0 → 0. Unabhängig davon, welchen Wert die
Ausgangsspannung hat, ergibt sich damit das kleinste stabile Gebiet, welches in
Abbildung 3.34 mit grün gekennzeichnet ist.
Totzeitreserve Mit einem anderen Verfahren aus [GCC03] – dem sogenannten 2-
D Stabilitätstest – kann nicht nur das Stabilitätsgebiet bestimmt werden, sondern
zusätzlich die maximal zulässige Totzeit abhängig von l1 und l2 bestimmt
werden. Daraus lässt sich die Reserve zur Totzeit ableiten, die im Stabilitätsgebiet
zur Verfügung steht und liefert damit einen Hinweis auf die Robustheit des
Beobachters. Zunächst wird
z = e−sτ (3.44)
substituiert. Das charakteristische Polynom lautet damit
p(s,z) = s2 + a1s + (b1s + b0)z. (3.45)
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Abbildung 3.34.: Stabilitätsgebiet des Beobachters in Abhängigkeit der Ausgangsspan-
nung vout und dem Lastwiderstand Rload.
Mit
p˜(s,z) = zq p(−s,z−1) = z(s2 − a1s)− b1s + b0 = 0 (3.46)
wird das konjugierte Polynom p˜(s,z) zu p(s,z) mit der Anzahl an Verzögerungen
q = 1 gebildet [GCC03]. Ein Umstellen der Gleichung 3.46 nach z
z =
b1s− b0
s2 − a1s (3.47)
und ein Einsetzten in Gleichung 3.45 ergibt
s4 − (a1 + b21)s2 − b20 = 0. (3.48)
Daraus werden die Eigenwerte bestimmt:
s21,2 =
a21 − b21
2
±
√
(a21 − b21)2
4
+ b20 (3.49)
Gültige Eigenwerte hinsichtlich einer Aussage über die zulässige Totzeit sind
rein imaginär, da die Eigenwerte genau die Grenze der maximalen Totzeit be-
schreiben. Die Eigenwerte sind dann rein imaginär, wenn s21,2 negativ ist. Hierzu
muss folgende Fallunterscheidung betrachtet werden:
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1. Fall b1 > a1: s21 > 0
s22 < 0
2. Fall b1 < a1: s21 > 0
s22 < 0
Aus der Fallunterscheidung geht hervor, dass es ausreicht, s2 zu untersuchen.
Der Eigenwert s2 wird in Gleichung (3.47) eingesetzt und damit die kritische
Totzeit über die Rücksubstitution von z bestimmt. Abbildung 3.35 zeigt die
Beobachterparameter in Abhängigkeit der maximal zulässigen Totzeit. Die
Bereiche von 1 µs bis 20 µs von τkrit sind farblich markiert. Es zeigt sich, dass
kleine Parameter für l1 und l2 eine große Reserve gegenüber der Totzeit besitzen.
Totzeitabhängige, robuste Stabilität des totzeitbehafteten Beobachters
Bei den bisher angewandten Methoden handelt es sich um die Lösung des
zeitinvarianten Problems, welche die notwendige Bedingung für einen stabilen
Regler beschreiben. Obwohl der ungünstigste Fall betrachtet wird, muss die
Stabilität für eine über der Zeit veränderliche Systemmatrix mit den gewählten
Beobachterparameter gesondert überprüft werden, um hinreichende Stabilität
nachweisen zu können.
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Abbildung 3.35.: Stabilitätsgebiet des Beobachters in Abhängigkeit der maximal zuläs-
sigen Totzeit. Über die Farbskala werden die Gebiete der zulässigen
Totzeit zugeordnet.
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System (3.37) fällt in die Klasse der Systeme{
x˙(t) = A0(t)x(t) + A1(t)x(t− τ) ∀t ≥ 0
x(t) = φ(t) ∀t ∈ [−τ,0], (3.50)
wobei A0(t), A1(t) ∈ Rn×n zeitvariante Matrizen sind. φ(t) bezeichnet die
Anfangswertfunktion, die als stetig und beschränkt angenommen werden, so
dass deren Maximumnorm
‖φ‖c = max−τ≤t≤0 ‖φ(t)‖ < ∞ ∀φ ∈ C
0([−τ,0],Rn) (3.51)
immer endlich ist. xt beschreibt den Systemzustand
xt(.) :
{
[−τ,0] → Rn
θ 7→ xt(θ) = x(t + θ).
(3.52)
Für zeitvariante, retardierte Systeme aus der Klasse (3.50) wird ein Lyapunov-
Zugang zur Stabilitätsuntersuchung benötigt, da die Zeitvarianz Frequenz- und
Eigenwertkriterien nicht zulässt. Dazu wurde im Rahmen der vorliegenden
Dissertationsschrift folgende Sätze aufgestellt.
Satz 1: Angenommen für das System (3.50) sind die Anfangswertfunktionen
beschränkt, stetig und stückweise stetig differenzierbar. Existiert dann ein stetig
differenzierbares Funktional V : R× C0 → R, sodass
k1‖φ(0)‖2 ≤ V(t,φ(t)) ≤ k2‖φ‖2c , ∀t ≥ 0, ∀x ∈ Rn, (3.53a)
V˙(t,φ) ≤ −k3‖φ(0)‖2 (3.53b)
gilt, dann ist die Lösung x(t) ≡ 0 mit den positiven Konstanten k1, k2, k3 global
gleichmäßig exponentiell stabil.
Beweis: In [GCC03] findet sich für das Problem zeitvarianter, retardierender
Systeme ein Theorem, das auf den sogenannten Lypunov-Krasovskii-Funktio-
nalen beruht und mit dem auf globale asymptotische Stabilität der Ruhelage
geschlossen werden kann.
Das Theorem aus [GCC03] besagt:
Erfüllt das System (3.50) für ein stetig differenzierbares Funktional V(t,x) die
Bedingungen
u1(‖φ(0)‖) ≤ V(t,x) ≤ u2(‖φ‖c), ∀t ≥ 0, ∀x ∈ Rn, (3.54a)
V˙(t,φ) ≤ −u3(‖φ(0)‖). (3.54b)
für u1(s), u2(s) positiv definit, u3(s) > 0 für s > 0, u1(0) = u2(0) = 0 und
lim
s→∞ u1(s) = ∞ für s > 0, dann ist die triviale Lösung global gleichmäßig
asymptotisch stabil.
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Aus Sicht der Anwendung ist aber asymptotische Stabilität eine zu schwache
Forderung, da mit ihr eine zu langsame Konvergenz verbunden sein kann
und da asymptotische Stabilität nicht robust gegenüber Störungen ist. Für
die schärfere Forderung nach exponentieller Stabilität findet sich in [Kha02]
ein weiterer Satz, der sich allerdings auf gewöhnliche Differentialgleichungen
bezieht.
Angenommen x = 0n ist ein Ruhezustand von x˙ = f (x,t) und V : [0,∞)×
Rn → R eine stetig differenzierbare Funktion, sodass gilt:
k1‖x‖p ≤ V(t,x) ≤ k2‖x‖p, ∀t ≥ 0, ∀x ∈ Rn, (3.55a)
∂V
∂t
+
∂V
∂x
f (t,x) ≤ −k3‖x‖p (3.55b)
wobei k1, k2, k3, p positive Konstanten sind. Dann ist x(t) ≡ 0n global gleichmä-
ßig exponentiell stabil. Die Kombination aus den beiden Sätzen ergibt den für
die weiterführende Untersuchung heranzuziehenden Satz 1. 
Satz 1 liefert das Rüstzeug für die Erstellung eines spezialisierten Satzes, mit
dessen Hilfe exponentielle Stabilität des Systems (3.50) bewiesen werden kann.
Zum Beweis des Satzes, werden einige Vorüberlegungen benötigt, die teils in
Hilfssätzen zusammengefasst sind. Zunächst wird in einem ersten Schritt als
Kandidat V(t,φ) das zeitinvariante Funktional (abgeleitet aus [GP06])
V(φ) = φT(0)Pφ(0) +
0∫
−τ
φT(θ)Qφ(θ)dθ +
0∫
−τ
0∫
s
φ˙T(θ)Rφ˙(θ)dθ ds (3.56)
mit den positiv definiten Matrizen P, Q, R gewählt, wobei der nachstehende
Hilfssatz die Gültigkeit der Bedingung (3.53a) rechtfertigt.
Hilfssatz 1: Unter den Voraussetzungen, dass die Anfangswertfunktionen φ ste-
tig, beschränkt und stückweise stetig differenzierbar sind, erfüllt das Funktional
(3.56) die Ungleichung in (3.53a).
Beweis: Da die Terme zwei und drei von V(φ) in Gleichung (3.56) nicht negativ
sind, gilt
λmin(P)︸ ︷︷ ︸
=k1
‖φ(0)‖2 ≤ φT(0)Pφ(0) ≤ V(φ), (3.57)
wobei die Rayleigh-Ritz-Ungleichung [HJ10] ausgenutzt wurde.
Bei der Abschätzung des Funktionals V(t,φ) nach oben, muss jeder Term
von Gleichung (3.56) gesondert betrachtet werden. Wird die Rayleigh-Ritz-
Ungleichung erneut angewandt, folgt
φT(0)Pφ(0) ≤ λmax(P)‖φ(0)‖2 ≤ λmax(P)c21︸ ︷︷ ︸
=k2,1
‖φ‖2c . (3.58)
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Da φ beschränkt ist, ist auch φ(0) beschränkt und damit lässt sich immer ein
c21 finden, sodass ||φ(0)||2 ≤ c21||φ||2c gilt. Für den zweiten Term gilt ähnlich zur
Ungleichung (3.58):
0∫
−τ
φT(θ)Qφ(θ)dθ ≤ λmax(Q)
0∫
−τ
‖φ(θ)‖2 dθ (3.59)
≤ λmax(Q)
0∫
−τ
‖φ‖2c dθ = λmax(Q)τ︸ ︷︷ ︸
=k2,2
‖φ‖2c (3.60)
Der letzte Term kann mit Hilfe des Mittelwertsatzes der Integralrechnung
folgendermaßen vereinfacht werden:
0∫
−τ
0∫
s
φ˙T(θ)Rφ˙(θ)dθ ds =
0∫
−τ
−sφ˙T(ξ)Rφ˙(ξ)ds = τ22 φ˙T(ξ)Rφ˙(ξ) s ≤ ξ ≤ 0.
(3.61)
Da laut Voraussetzung φ stückweise stetig differenzierbar ist, sind die Ab-
leitungen φ˙(ξ) beschränkt. Damit gilt ‖φ˙(ξ)‖c ≤ γ‖φ‖c. Kombiniert mit der
Rayleigh-Ritz-Ungleichung folgt
τ2
2
φ˙T(ξ)Rφ˙(ξ) ≤ k2,3‖φ‖2c (3.62)
für ein k2,3 > 0.
Da für jeden Term des Funktionals eine Abschätzung nach oben gefunden
wurde, gilt
V(t,φ) ≤ (k2,1 + k2,2 + k2,3)‖φ‖2c = k2‖φ‖2c . (3.63)
In der Abschätzung wurde von der Beschränktheit von φ und über die Norm
auch von der Stetigkeit von φ Gebrauch gemacht. Gemeinsam mit der stück-
weise stetigen Differenzierbarkeit, sichern diese beiden Bedingungen auch die
Stetigkeit und Beschränktheit von V, die im Satz 1 gefordert wird. 
Zur Überprüfung der Bedingung (3.53b) wird die Ableitung V˙(φ) benötigt,
welche der folgende Hilfssatz bereitstellt.
Hilfssatz 2
V˙(φ) =2φT(0)Pφ˙(0) + φT(0)Qφ(0)− φT(−τ)Qφ(−τ) + τφ˙T(0)Rφ˙(0)
−
0∫
−τ
φ˙T(θ)Rφ˙(θ)dθ (3.64)
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Beweis: V˙(φ) ist gleichbedeutend mit
V˙(φ) = V˙(xt)|t=0 (3.65)
für
V(xt) = xT(t)Px(t) +
t∫
t−τ
xT(θ)Qx(θ)dθ +
t∫
t−τ
t∫
s
x˙T(θ)Rx˙(θ)dθ ds. (3.66)
Die Ableitung des ersten Terms V1(xt) = xTPx führt zu
V˙1(xt) = 2xT(t)Px˙(t). (3.67)
Für die Ableitung der Integralterme wird die Leibniz-Regel für Parameterinte-
grale [Sch05] benötigt:
d
dt
ϕ(t)∫
ψ(t)
f (u,t)du = f (ϕ(t),t)
dϕ(t)
dt
− f (ψ(t),t)dψ(t)
dt
+
ϕ(t)∫
ψ(t)
∂
∂t
f (u,t)du (3.68)
Entsprechend der Leibniz-Regel ist für den zweiten Term
f (θ,t) = xT(θ)Qx(θ), ϕ(t) = t, ψ(t) = t− τ (3.69)
zu wählen, so dass
V˙2(xt) =
d
dt
t∫
t−τ
xT(θ)Qx(θ)dθ
= xT(t)Qx(t) · 1− xT(t− τ)Qx(t− τ) · 1+
t∫
t−τ
∂
∂t
(
xT(θ)Qx(θ)
)
︸ ︷︷ ︸
=0
dθ
= xT(t)Qx(t)− xT(t− τ)Qx(t− τ) (3.70)
gilt.
Das Ableiten des Doppelintegrals V3(xt) ist folgendermaßen möglich:
Zunächst ist
f (s,t) =
t∫
s
x˙T(θ)Rx˙(θ)dθ, ϕ(t) = t, ψ(t) = t− τ (3.71)
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V˙3(xt) =
d
dt
t∫
t−τ
t∫
s
x˙T(θ)Rx˙(θ)dθ ds
=
t∫
t
x˙T(θ)Rx˙(θ)dθ · 1︸ ︷︷ ︸
=0
−
t∫
t−τ
x˙T(θ)Rx˙(θ)dθ · 1
+
t∫
t−τ
(
∂
∂t
t∫
s
x˙T(θ)Rx˙(θ)dθ
)
ds (3.72)
Anschließend wird der letzte Term von Gleichung (3.72) nochmals nach der
Leibniz-Regel aufgelöst:
f (θ,t) = x˙T(θ)Rx˙(θ), ϕ(t) = t, ψ(t) = s (3.73)
t∫
t−τ
(
∂
∂t
t∫
s
x˙T(θ)Rx˙(θ)dθ
)
ds =
t∫
t−τ
(
x˙T(t)Rx˙(t) · 1− x˙T(s)Rx˙(s) · 0
+
t∫
s
∂
∂t
(
x˙T(θ)Rx˙(θ)
)
︸ ︷︷ ︸
=0
dθ
)
ds
= τx˙T(t)Rx˙(t) (3.74)
Mit den Gleichungen (3.67), (3.70), (3.72) und (3.74) ergibt sich
V˙(xt) = 2xT(t)Px˙(t) + xT(t)Qx(t)− xT(t− τ)Qx(t− τ) + τx˙T(t)Rx˙(t)
−
t∫
t−τ
x˙T(θ)Rx˙(θ)dθ (3.75)
und für t = 0 entsprechend Gleichung (3.65) folgt die Beweisaussage. 
Die Linearität von System (3.50) sowie die Struktur der Formel (3.64) aus dem
Hilfssatz 2 legen nahe, die Bedingung (3.53b) in Form einer linearen Matrix-
Ungleichung zu formulieren, über die eine Bestimmung der bisher noch freien
Matrizen P, Q, R ermöglicht wird. Einzig störend dabei ist der letzte Term in
Gleichung (3.64).
Eine Abschätzung modifiziert V˙(φ) zu V˙(φ) mit V˙(φ) ≤ V˙(φ). Erfüllt V˙(φ)
die Bedingung (3.53b), erfüllt sie V˙(φ) ebenfalls. Die Abschätzung des Intergral-
terms in Gleichung (3.64) liefert der folgende Hilfssatz.
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Hilfssatz 3:
−
0∫
τ
φ˙(θ)Rφ˙(θ)dθ ≤ −1
τ
− (φT(0)− φT(−τ))R(φ(0)− φ(−τ)) (3.76)
Beweis: Eine Variante der Jensenschen-Ungleichung für eine im Bild von y :
[v, β]→ R konvexe Funktion f lautet [Kuc09]
f
(
1
v− β
β∫
v
y(θ)dθ
)
≤ 1
v− β
β∫
v
f (y(θ))dθ. (3.77)
Mit
y(θ) = φ˙(θ), f (y) = yTRy, β = 0, v = −τ (3.78)
folgt (
1
τ
0∫
−τ
φ˙T(θ)dθ
)
R
(
1
τ
0∫
−τ
φ˙(θ)dθ
)
≤ 1
τ
0∫
τ
φ˙T(θ)Rφ˙(θ)dθ. (3.79)
Eine Multiplikation mit −τ ergibt
−
0∫
τ
φ˙T(θ)Rφ˙(θ)dθ ≤ −
0∫
−τ
φ˙T(θ)dθ
1
τ
R
0∫
−τ
φ˙(θ)dθ
= −(φT(0)− φT(−τ))1
τ
R(φ(0)− φ(−τ)), (3.80)
womit der Term Ungleichung (3.76) entspricht. 
Basierend auf
V˙(φ) = 2φT(0)Pφ˙(0) + φT(0)Qφ(0)− φT(−τ)Qφ(−τ)
+ τφ˙T(0)Rφ˙(0)− (φT(0)− φT(−τ))R(φ(0)− φ(−τ)) (3.81)
formuliert der folgende Satz die Bedingung (3.53b) in Form einer linearen
Matrix-Ungleichung (engl. Linear Matrix Inequality, LMI).
Satz 2: Existiert für das Problem ein k3 > 0
P  0, Q  0, R  0 (3.82a)[
AT0 (t)P+ PA0(t) +Q PA1(t)
AT1 (t)P −Q
]
+ τ
[
AT0 (t)RA0(t) A
T
0 (t)RA1(t)
AT1 (t)RA0(t) A
T
1 (t)RA1(t)
]
− 1
τ
[
R −R
−R R
]
≺ −k3I ∀t ≥ 0, (3.82b)
106
3.6. Konzept eines Schaltreglers mit dynamisch skalierbarer Ausgangsspannung
dann ist das System (3.50) global gleichmäßig exponentiell stabil.
Beweis: Die Bedingungen in (3.82a) sichern die Erfüllbarkeit der Bedingung
(3.53a) des Lyapunov-Krasovskii-Funktional-Kandidaten (3.81). Wird nun das
System (3.50) mit x(t) = φ(0) und x(t− τ) = φ(−τ) in die ersten drei Terme
von V˙(φ) eingesetzt, ergibt sich der erste Term von (3.82b) zusammengefasst in
der Matrixschreibweise[
φ(0)
φ(−τ)
]T [AT0 (t)P+ PA0(t) +Q PA1(t)
AT1 (t)P −Q
] [
φ(0)
φ(−τ)
]
. (3.83)
Mit dem vierten und fünften Term wird gleichermaßen verfahren. Daraus folgt
V˙(φ) =
[
φ(0)
φ(−τ)
]T [ [AT0 (t)P+ PA0(t) +Q PA1(t)
AT1 (t)P −Q
]
+ τ
[
AT0 (t)RA0(t) A
T
0 (t)RA1(t)
AT1 (t)RA0(t) A
T
1 (t)RA1(t)
]
− 1
τ
[
R −R
−R R
] ] [
φ(0)
φ(−τ)
]
. (3.84)
V˙(φ) ist nun für alle Nicht-Nullvektoren
[
φ(0)
φ(−τ)
]
genau dann negativ, wenn
Bedingung (3.82b) erfüllt ist. Das impliziert
V˙(φ) ≤ V˙(φ) ≤ −k3
∥∥∥∥ φ(0)φ(−τ)
∥∥∥∥2
= −k3‖φ(0)‖2 − k3‖φ(−τ)‖2 ≤ −k3‖φ(0)‖2, ∀φ (3.85)
und sichert die Bedingung (3.53b) in Satz 1. 
Im Satz 2 ist der Nachweis für alle t zu erbringen. Das bedeutet, dass die Matri-
zen P, Q, R bestimmt werden müssen, die für eine ganze Familie von Systemen
simultan gelten. Im Speziellen ist dabei A0(t) ∈ Co{A0, A0} mit A0 = mint A0(t)
und A0 = max
t
A0(t) zu betrachten. A1 ist durchweg konstant. Die konvexe
Hülle Co{A0, A0} reduziert sich im Anwendungsfall auf ein Intervall, da nur ein
Parameter in A0(t) von der Zeit abhängt. Die im nachfolgenden Satz angeführ-
te Aussage zeigt, dass für die Bestimmung der Matrizen das Heranziehen der
Intervallgrenzen von A0 ausreichend ist. Sie folgt unmittelbar aus einer allgemei-
neren Formulierung in [BLEGB94]. Polytopische lineare Differentialeinschlüsse
(engl.: Linear Differential Inclusion, LDI) der Form x˙ = A(t)x mit der konvexen
Hülle A(t) ∈ Co{A1,...,AL} sind für alle A(t) stabil, wenn das System mit Ai für
i = 1,...,L stabil ist. Der Beweis wird in [VB00] Gleichung (19) bis (26) angegeben.
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Satz 3: Wenn das Problem „Minimiere γ“ unter den Nebenbedingungen
P  0, Q  0, R  0
(3.86a)[
AT0P+ PA0 +Q PA1
AT1P −Q
]
+ τ
[
AT0 RA0 A
T
0 RA1
AT1 RA0 A
T
1 RA1
]
− 1
τ
[
R −R
−R R
]
≺ γI,
(3.86b)[
AT0P+ PA0 +Q PA1
AT1P −Q
]
+ τ
[
AT0 RA0 A
T
0 RA1
AT1 RA0 A
T
1 RA1
]
− 1
τ
[
R −R
−R R
]
≺ γI,
(3.86c)
ein Minimum γmin < 0 hat, dann ist das System global gleichmäßig exponentiell
stabil.
In Abschnitt 4.3 erfolgt im Rahmen der Umsetzung der vorgestellten Konzepte
die Auslegung des Schaltwandlers, die Parameterbestimmung des Reglers und
die Validierung der Stabilität nach den hier vorgestellten Verfahren.
3.6.6. Neue Architektur einer digitalen Pulsweitenmodulation
Die digitale Pulsweitenmodulation (DPWM) stellt das Bindeglied zwischen dem
digitalen Bereich des Reglers und dem analogen Bereich des Schaltwandlers
dar. Das Tastverhältnis definiert, wie lange der Transistor M1 durchschaltet und
legt damit auch den Energietransfer vom Eingang zum Ausgang des Wandlers
fest. Das Tastverhältnis wird vom Regler vorgegeben und von der DPWM in
ein pulsweitenmoduliertes Signal umgesetzt. Die entstehende Restwelligkeit
der Ausgangsspannung (engl. ripple) kann über die Schaltfrequenz und über
die Grenzfrequenz des Ausgangsfilters beeinflusst werden. Im kleinen Leis-
tungsbereich, in dem der Schaltregler operiert, ist die Restwelligkeit stark vom
Laststrom abhängig (siehe Abbildung 3.24). Bei gleichem Ausgangsfilter und
bei identischer Schaltfrequenz nimmt die Restwelligkeit mit sinkendem Last-
strom ab. Im Rahmen der vorliegenden Arbeit wurde eine DPWM mit variabler
Schaltfrequenz entwickelt, um Schaltverluste zu minimieren und damit den
Wirkungsgrad zu erhöhen [KNB15]. Die Schaltfrequenz wird derart an den
Laststrom angepasst, dass die Restwelligkeit der Ausgangsspannung konstant
bleibt. In Abbildung 3.36 wird die Auswirkung einer variablen Schaltfrequenz
auf die Effizienz des Schaltwandlers deutlich. Im Vergleich zu Schaltwandlern
mit fester Schaltfrequenz erzielt der Wandler mit variabler Schaltfrequenz einen
signifikant höheren Wirkungsgrad insbesondere bei geringer Last.
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Abbildung 3.36.: Wirkungsgrad des Schaltwandlers ohne Leistungsaufnahme des Reg-
lers für zwei feste und die variable Schaltfrequenz unter Einhaltung
einer Spannungsrestwelligkeit von 10mV
Basis DPWM
Mit der neue Architektur der DPWM ist es möglich, die Schaltfrequenz dyna-
misch anzupassen. Die Architektur basiert auf einer hybriden DPWM bestehend
aus einer Zähler-PWM, einem zwei-taktflankengesteuerten Flipflop (engl. dual-
edge flipflop) und einer Verzögerungsstrecke (engl. delay line). Dadurch lässt
sich ein optimales Verhältnis zwischen Ressourcenverbrauch und Leistungs-
aufnahme erzielen. Die Zähler-PWM besteht aus einem freilaufenden Zähler
und einem Komparator. In Abbildung 3.37 sind das Blockschaltbild und der Si-
gnalverlauf einer Zähler-PWM dargestellt. Der Komparator vergleicht aktuellen
Zählerwert mit dem digitalen Wert des Tastverhältnisses d1. In Abhängigkeit
des Vergleichsergebnisses, wird der Ausgang auf logisch Eins oder Null ge-
setzt. Da ein N-bit-Zähler mit einem Takt des 2N-fachen der Schaltfrequenz fSW
betrieben werden muss, steigen die Anforderungen an die Prozesstechnologie
und die Leistungsaufnahme mit der Auflösung N stark an. Energieeffizient
kann nur eine geringe Auflösung bereitgestellt werden. Damit wird die Zähler-
PWM zur Auflösung der höchstwertigen Bits (engl. Most Significant Bits, MSBs)
der hybriden DPWM verwendet. Die Auflösung wird durch den Einsatz eines
zwei-taktflankengesteuerten Flipflops um ein Bit erhöht. Abbildung 3.38 zeigt
eine Realisierungsmöglichkeit des Dual-Edge Flipflops mit einer invertierten
Rückführung. Von außen wird das Flipflop wie ein gewöhnliches D-Flipflop
benutzt. Es besitzt einen Dateneingang DDE, einen Takteingang clk, einen Reset-
Eingang rst und einen Ausgang QDE. Der Ausgang übernimmt den Zustand des
Dateneingangs sowohl an der steigenden als auch an der fallenden Taktflanke.
Der Zähler erhöht sich somit zweimal pro Taktperiode.
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Abbildung 3.37.: Schaltbild und Signalverlauf einer digitalen Zähler-
Pulsweitenmodulation, nach [SAMA04]
Die niederwertigen Bits (engl. Least Significant Bits, LSBs) werden über eine
Verzögerungsstrecke generiert. In Abbildung 3.39 ist das Schema einer Delay-
Line-PWM dargestellt. Die Verzögerung einer Delay-Zelle stellt das LSB dar.
Über den Multiplexer (MUX) wird eingestellt, über wie viele Delay-Zellen das
Eingangssignal läuft. Durch die Oder-Verknüpfung des Eingangssignals mit
dem verzögerten Signal schaltet der Ausgang die PWM erst auf Null, wenn
auch das verzögerte Signal Null wird. Da für eine Auflösung von N Bit 2N
Verzögerungsstufen benötigt werden, verdoppelt sich der Ressourcenbedarf pro
Bit.
DPWM mit variabler Schaltfrequenz
Wie in Abbildung 3.37 zu sehen ist, bestimmen die Bitbreite des Zählers und
die Taktfrequenz clk die Schaltfrequenz fSW des Wandlers. Die Schaltfrequenz
kann angepasst werden, wenn der freilaufende Zähler dahingehend modifi-
ziert wird, dass er, anstatt bis 2N, bei einem beliebigen Wert zurückgesetzt
wird. Die Schaltperiode kann dabei in Schrittweiten von (2N · clk)−1 variiert
werden. Allerdings muss zur korrekten Funktionsweise eine Anpassung des
Tastverhältnisses an den aktuellen Zählerendwert Nlim durchgeführt werden.
Die Berechnung erfolgt über eine Multiplikation von Tastverhältnis und Zäh-
lerendwert. In Abbildung 3.40 ist die neue Architektur der hybriden DPWM
Q
Q
SET
CLR
D
Q
Q
SET
CLR
D
clk
QDE
DDE
rst
Abbildung 3.38.: Zwei-taktflankengesteuertes Flipflop, nach [Hil09], mit negativer
Rückführung
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MUX
clk=fSW
PWM
N
d1
OR
τ0 τ1 τ2N 
Delay Zelle
Abbildung 3.39.: Pulsweitenmodulation über eine Verzögerungsstrecke, nach
[SAMA04]
mit variabler Schaltfrequenz vollständig dargestellt, wobei N + 1 der Bitbreite
des Zählerendwerts und D + 1 der Bitbreite des Tastverhältnisses entspricht.
Die Schaltfrequenz wird auf Basis des vom Regler rekonstruierten Laststroms
eingestellt.
Vorteile gegenüber bestehenden Pulsweiten-/ Pulsfrequenzmodulationsverfahren
In bestehenden analogen und digitalen Verfahren zur Pulsmodulation für
Schaltwandler im niedrigen Leistungsbereich wird eine Kombination aus Puls-
weitenmodulation und Pulsfrequenzmodulation (PFM) eingesetzt [WRLP06,
BRC11, Tex10]. Die neue DPWM mit variabler Schaltfrequenz bietet gegenüber
dem Verfahren folgende Vorteile:
Restwelligkeit der Ausgangsspannung Bisherige Verfahren schalten bei unter-
schreiten eines Laststroms vom PWM- in den PFM-Betrieb. Im PFM-Modus
bleibt die Einschaltdauer des Transistors M1 konstant und die Ausschaltdau-
er variiert. Nachteilig dabei ist, dass keine Kontrolle über die Restwelligkeit
der Spannung besteht. Gerade bei sehr kleiner Last steigt die Restwelligkeit
stark an, was wiederum den fehlerfreien Betrieb von Komponenten gefährdet,
Erweiterte Zähler-PWM
Nlim
d1
[N:0]
[N:1]
[0:0]
[D:0]
[D+N:0]
[D:N]
[N:1]
[0:0]
[N:0]
[D+N:D+1] PWM out
N-bit Zähler
Dual-Edge
Flip-Flop Komparator
Delay-Line
Multiplizierer
OR
Abbildung 3.40.: Schematische Darstellung der digitalen Pulsweitenmodulation mit
variabler Schaltfrequenz
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die sensibel auf das Rauschen der Versorgungsspannung reagieren. Der stabi-
le Betrieb der Sensoren und der drahtlosen Kommunikation im Künstlichen
Akkommodationssystem muss jederzeit gesichert sein. Mit der neuen DPWM-
Architektur kann die Restwelligkeit über den gesamten Lastbereich konstant
gehalten werden.
Wirkungsgrad Durch das Anpassen der Schaltfrequenz können die Schaltver-
luste stark reduziert werden. Wird der Wirkungsgrad des Schaltwandlers (ohne
die Leistungsaufnahme der Regelung) betrachtet, bleibt der Wirkungsgrad über
den gesamten Arbeitsbereich nahezu konstant hoch (siehe Abbildung 3.36).
Bei bisherigen Verfahren sinkt der Wirkungsgrad bei abnehmender Last im
PWM-Betrieb und steigt ab dem Umschaltpunkt in den PFM-Betrieb wieder
an. Wie oben erwähnt, kann der hohe Wirkungsgrad im PFM-Modus jedoch zu
einer Überschreitung der zulässigen Restwelligkeit führen.
Dynamische Auflösung Aufgrund des nichtlinearen Verhaltens des Schaltwand-
lers im lückenden Betrieb besteht kein linearer Zusammenhang zwischen der
Stellgröße und der Ausgangsspannung. Eine Änderung der Stellgröße führt bei
kleinen Laststömen zu einer größeren Spannungsveränderung als bei großen
Lastströmen. Durch das Anpassen des Zählerendwerts der Zähler-PWM an die
aktuelle Lastbedingung steigt die Auflösung der DPWM bei niedrigen Strömen
an. Die höhere Auflösung wirkt sich positiv auf die Spannungsstabilität des
Schaltwandlers aus, da feinere Änderungen des Tastverhältnisses möglich sind.
Hörbarer Bereich Zur Vermeidung von akustischen Emissionen kann bei der
neuen DPWM-Architektur eine minimale Schaltfrequenz definiert werden. Somit
ist ausgeschlossen, dass die Schaltfrequenz bei kleiner Last in den hörbaren
Bereich driftet. Bei einem PFM-Verfahren kann hingegen die Schaltfrequenz
nicht aktiv beeinflusst werden. Sie hängt ausschließlich von der Einschaltdauer
und dem Laststrom ab.
3.7. Zusammenfassung
In dem Kapitel wurden verschiedene neue Ergebnisse präsentiert. Erstmals wur-
de die autonome Betriebsdauer des Künstlichen Akkommodationssystems durch
eine genaue Modellierung des Systems und des Energiespeichers bestimmt. Aus
dem Resultat ließen sich Rückschlüsse auf Optimierungsmöglichkeiten ziehen.
Den Systemzyklus betreffend, bieten eine Reduktion der dynamischen Leistungs-
aufnahme und eine Effizienzsteigerung der Spannungswandlung das größte
Einsparungspotential. Über den gesamten Entladezyklus betrachtet, zeigen eine
situationsbedingte Abschaltung des Systems oder von Systemteilen und eine
Reduktion der Leistungsfähigkeit die besten Optimierungsmöglichkeiten.
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Durch die Untersuchung unterschiedlicher Spannungsversorgungstopologien
und verschiedener Spannungswandlertypen wurde die bestmögliche Span-
nungsversorgung hinsichtlich Bauraum, Effizienz der Spannungswandlung und
Leistungsaufnahme der Teilsysteme entwickelt. Die dynamische Topologie mit
einem Linearregler und einem Schaltregler zeichnet sich durch eine flexible
Zuweisung der Teilsysteme und zwei Spannungsniveaus aus. Mit den intel-
ligenten Steuerungskonzepten der Spannungswandlung werden die Vorteile
der Topologie optimal ausgenutzt. Außerdem wurde ein neues Treiberkonzept
für das aktiv-optische Element vorgestellt. Es erlaubt die Rückgewinnung von
Energie beim Rückstellen des Piezoelements.
Konzepte, welche situationsbedingt Energieeinsparungen erzielen, basieren
auf der Tatsache, dass nicht zu jedem Zeitpunkt die volle Leistungsfähigkeit
des Systems benötigt wird. Neue Konzepte reduzieren die Messgenauigkeit
oder verzichten auf eine Sensorfusion, wenn keine Akkommodationsänderung
stattfindet, um die Leistungsaufnahme der Sensoreinheit zu verringern. Der
neue Ansatz zur Erkennung von Szenarien, ohne dass dabei ein Datenaus-
tausch zwischen den Implantaten notwendig ist, reduziert den Energiebedarf
der Kommunikationseinheit deutlich. Eine Abschaltung bestimmter Teile des
Systems ist während den Schlafphasen des Nutzers möglich. Des Weiteren
wurden Konzepte vorgestellt, die bei geringem Ladezustand die Betriebsdauer
verlängern.
Aus den verschiedenen Konzepten wurde ein neues Gesamtkonzept für
eine Energiemanagementeinheit für das Künstliche Akkommodationssystem
entwickelt und vorgestellt. Darüber hinaus wurde gezeigt, dass eine Integration
der Teilsysteme in ein SoC oder SiP ein besseres Energiemanagement ermöglicht
und somit zu einem effizienteren Gesamtsystem führt.
Um die hohen Anforderungen an die intelligente Spannungsversorgung erfül-
len zu können, wurde ein digitaler Schaltregler mit neuem Regelungskonzept
entwickelt. Der Regelalgorithmus ist energieeffizient umsetzbar, die Ausgangs-
spannung kann zur Laufzeit verändert werden und durch den Einsatz eines
Beobachters ist keine Messung des Laststroms notwendig. Zusätzlich wird das
Systemwissen genutzt, um die Regelung zu verbessern, ohne dabei die Mikro-
energiezelle zu überlasten. Außerdem wurde ein neuer Stabilitätsnachweis der
Reglerstruktur mit exponentieller Stabilität vorgestellt. Zur Verbesserung des
Wirkungsgrads des Schaltreglers bei kleiner Last wurde eine neue digitale PWM
entwickelt, die in Abhängigkeit des Laststroms ihre Schaltfrequenz anpasst.
Im folgenden Kapitel werden die präsentierten Konzepte in die Betriebsdauer-
simulation integriert, um ihren Nutzten quantitativ bewerten zu können. Weitere,
zur Umsetzung der Konzepte notwendigen Ressourcen, werden vorgestellt. Dar-
über hinaus erfolgt die Auslegung des Schaltwandlers, die Bestimmung der
Parameter des Reglers und der Beweis der Stabilität. Mit Hilfe eines Testaufbaus
des Schaltreglers mit einer effizienten Umsetzung des Algorithmus in einem
FPGA wird seine Leistungsfähigkeit unter realen Bedingungen nachgewiesen.
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In dem Kapitel werden die Auswirkungen der unterschiedlichen Konzepte
zur Reduktion des Energiebedarfs auf die autonome Laufzeit des Gesamtsys-
tems untersucht. Zudem wird sowohl die Auslegung und die Implementie-
rung des neuen Schaltwandlers vorgenommen als auch die Leistungsfähigkeit
des neuen Reglerkonzepts in einem Testaufbau validiert. Zuletzt findet eine
Abschätzung der Leistungsaufnahme und des Platzbedarfs eines integrierten
Energiemanagement-ICs statt.
4.1. Anwendung der Effizienzoptimierung der
Spannungswandlung und der Teilsysteme
Die Effizienzoptimierung der Spannungswandlung und der Teilsysteme wirkt
sich unabhängig von weiteren Energiesparmaßnahmen positiv auf die autonome
Laufzeit aus. Durch die Integration in die Simulationsumgebung findet eine
Bewertung der Konzepte zur intelligenten Spannungsversorgung statt. Ebenso
werden die neuen Topologien zur Ansteuerung des Piezoaktors evaluiert.
4.1.1. Intelligente Spannungsversorgung
Die entwickelten Strategien zur effizienten Spannungswandlung und Energieop-
timierung der Teilsysteme werden im Folgenden hinsichtlich ihrer Wirksamkeit
untersucht. Dazu wird die Energiesimulation der Teilsysteme aus Abschnitt 3.1
um die dynamische Topologie und um die intelligente Spannungsversorgung
erweitert. Da der Aktortreiber separat optimiert und direkt aus dem Energiespei-
cher versorgt wird, hat die intelligente Spannungsversorgung keinen Einfluss
auf dessen Energieaufnahme. Aus dem Grund werden die nachfolgenden Simu-
lationen ohne Brechkraftänderungen durchgeführt. Die dynamische Topologie
besteht gemäß Abschnitt 3.3 aus einem Linearregler und einem Schaltregler, die
je nach Konzept der intelligente Spannungsversorgung unterschiedliche Span-
nungslevel bereitstellen und verschiedene Teilsysteme versorgen. In Konzept I
erfolgt die Zuweisung der Teilsysteme an die Spannungswandler dynamisch in
Abhängigkeit ihrer aktuellen Stromaufnahme. Konzept II stellt zwei Spannungs-
ebenen zur Verfügung, denen, je nach zulässigem Betriebsspannungsbereich,
die Teilsysteme zugeordnet werden. In Konzept III werden durch den Einsatz
eines adaptiven Schaltreglers mehrere Spannungsebenen bereitstellt. Zusätzlich
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findet eine dynamische Verteilung der Teilsysteme in Abhängigkeit der mo-
mentanen Leistungsaufnahme statt. Abbildung 4.1 stellt die Wandlungsverluste
der in Abschnitt 3.3.3 konzipierten intelligenten Spannungsversorgung und
die Energieaufnahme der Teilsysteme im Vergleich zur aufgenommen Energie
ohne optimierte Spannungsversorgung dar. Alle drei Konzepte reduzieren die
Energiemenge pro Systemzyklus deutlich. Im Vergleich schneidet das dritte
Konzept am besten ab, da es sowohl die Leistungsaufnahme der Teilsysteme
reduziert, als auch die Verluste der Spannungswandlung minimiert. In Tabelle
4.1 sind die Ergebnisse zusammengefasst.
Werden die Verluste des Linear- und Schaltreglers aus Abbildung 4.1 zusam-
mengefasst, zeigt sich, dass durch die dynamische Topologie und die intelligente
Spannungsversorgung die Verluste der Spannungswandlung von 31,7% auf
21,0% der Gesamtenergieaufnahme reduziert werden. Zusätzlich wird der
Energiebedarf der Teilsysteme um 27,7% gesenkt. Die Ablaufsteuerung der
Simulation ist im Anhang A.5 dargestellt.
Die Auswirkung auf einen Entladezyklus des in Abschnitt 3.1.2 eingeführten
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Abbildung 4.1.: Vergleich der Energieaufnahme ohne Optimierung und mit intelligenter
Spannungsversorgung
Konzeptnummer Energie-
aufnahme
Energie-
reduktion
Steuerungs-
aufwand
Ohne Optimierung 190,4µWs - keiner
Konzept I 132,3µWs 30,5% mittel
Konzept II 145,1µWs 23,8% gering
Konzept III 119,1µWs 37,4% hoch
Tabelle 4.1.: Energieaufnahme, Energiereduktion und Steuerungsaufwand der drei Kon-
zepte im Vergleich
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3mAh-Energiespeichers sind in Abbildung 4.2 dargestellt. Es ist die Zellspan-
nung des Systems ohne Optimierung und des System mit intelligenter Versor-
gung über der Zeit dargestellt. Durch die effiziente Spannungswandlung sinkt
der maximale Entladestrom, was zu einer geringeren Schwankung der Zellspan-
nung führt. Die autonome Laufzeit konnte durch den insgesamt reduzierten
Energiebedarf von ca. 5h auf nahezu 9h verlängert werden. Das entspricht einer
Erhöhung der Betriebsdauer um 78,3%.
4.1.2. Effiziente Aktoransteuerung
Der im neusten Demonstrator des Künstlichen Akkommodationssystem einge-
setzte Aktortreiber entspricht größtenteils der Schaltung aus Abbildung 3.18. Als
Aufwärtswandler kommt ein kommerziell verfügbarer, integrierter Schaltkreis
zum Einsatz [Lin08]. Die Spannungsverdopplung und der Entladezweig sind mit
diskreten Komponenten realisiert. Interessant für die Betrachtung der Energie-
aufnahme ist der schlechteste anzunehmende Fall, nämlich eine Änderung der
Akkommodation von 0dpt auf 3dpt. Das entspricht einer Spannungsänderung
des Treibers von 0 V auf 60 V.
Eine Optimierung hinsichtlich der passiven Komponenten kann den Ener-
giebedarf senken. Die Kondensatoren sollten ca. ein Zehntel der Kapazität des
Piezoaktors besitzen, um den Energiebedarf zur Ladung der kumulierten Kapa-
zität zu reduzieren. Die Simulation zeigt, dass dadurch die Energieaufnahme um
45,8% gesenkt werden kann, ohne die Funktionalität oder die Leistungsfähigkeit
zu beeinträchtigen.
Des Weiteren wird die Auswirkung der Energierückgewinnung der Schal-
tung aus Abbildung 3.19 auf den Energiebedarf untersucht. Dazu werden drei
verschiedene Testszenarien betrachtet. Dabei wird der Piezotreiber auf 20V, 40V
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Abbildung 4.2.: Vergleich der Laufzeit des Energiespeichers ohne Optimierung und
mit intelligenter Spannungsversorgung (Konzept III)
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und 60V gesteuert und anschließend in die Ausgangsposition zurückgefahren.
Über die Energierückgewinnung fließt die im Piezoaktor gespeicherte Energie in
den Energiespeicher zurück. Abbildung 4.3 zeigt exemplarisch den simulierten
Verlauf der Ausgangsspannung und der Leistungsaufnahme des Piezotreibers
mit Energierückgewinnung über der Zeit. Der Ladevorgang des Piezoelements
dauert deutlich länger als die Entladephase. Entsprechend ist die Leistungsauf-
nahme während des Spannungsanstiegs um die 20mW nahezu konstant und
beim Rückstellen entsteht ein kurzer, aber mit über 60mW deutlich höherer Leis-
tungsfluss zurück zum Energiespeicher. Die Rückgewinnung der gespeicherter
Energie ist stark von der vorausgegangenen Auslenkung abhängig. Tabelle 4.2
fasst die Ergebnisse der Simulation zusammen. Bei hohen Spannungen (60V)
entstehen größere Schalt- und Durchlassverluste, sodass die zur Auslenkung
eingebrachte Energie im Verhältnis einen kleineren Teil der Gesamtenergie aus-
macht. Bei kleinen Auslenkungen um die 20V hat der Spannungsabfall der
Dioden in Vorwärtsrichtung prozentual einen großen Einfluss und wirkt sich
negativ auf die Rückgewinnung aus. Im mittleren Arbeitsbereich um die 40V
dagegen lässt sich über 30% der Energie zurückgewinnen.
Wird der Fall einer maximalen Auslenkung betrachtet, ergibt sich mit den
optimierten passiven Komponenten und der Energierückführung eine Reduk-
tion der Energieaufnahme des Aktortreibers um 57,1%. Die Ergebnisse der
Simulation sind in Tabelle 4.3 enthalten.
Die Treiberschaltung zur Ansteuerung eines bimorphen Biegeaktors aus Ab-
bildung 3.20 enthält sowohl die Möglichkeit Energie in den Energiespeicher
zurückzuspeisen als auch eine direkte Umladung zur anderen Piezoseite durch-
zuführen. Die Energiebilanz eines Lade-/Entladevorgangs einer Seite des Piezot-
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Abbildung 4.3.: Verlauf der Spannung und Leistungsaufnahme des Piezotreibers wäh-
rend einer vollständigen Auslenkung und anschließender Entspannung
in die Ausgangsposition
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Treiberspannung Energiebilanz Rückgespeiste
Energie
Anteil
Rückgewinnung
Vbat → 20V→ Vbat 8,7µWs 3,0µWs 25,6%
Vbat → 40V→ Vbat 37,0µWs 16,4µWs 30,7%
Vbat → 60V→ Vbat 102,0µWs 33,8µWs 24,9%
Tabelle 4.2.: Energieeinsparung durch Energierückgewinnung bei unterschiedlicher
Auslenkung des Aktors
Optimierungsgrad Energieaufnahme Energiereduktion
Ohne Optimierung 238µWs -
Mit Opt. passiver Komp. 129µWs 45,8%
Mit Rückgewinnung 102µWs 57,1%
Tabelle 4.3.: Energieeinsparungen durch Optimierung und Energierückgewinnung im
Falle einer temporären, vollständigen Auslenkung des Aktors
reibers auf 40V beträgt 26,9µWs. Der Anteil der rückgespeisten Energie liegt bei
51,9%. Es kann ein höherer Anteil der Energie als bei der zweipoligen Variante
zurück gewonnen werden, da die Maximalspannung geringer ist und auf die
verlustbehaftete Spannungsverdopplung verzichtet werden kann.
Beim direkten Umladevorgang von einer Piezoseite zur anderen, geht – selbst
unter der Annahme eines verlustlosen Transfers – 50% der Energie verloren
[CSF03]. Deshalb wird im Folgenden die Effizienz eines direkten und eines
indirekten Umladevorgangs untersucht. Zur Überprüfung wird ein Szenario
herangezogen, das zunächst die erste und anschließend die zweite Seite des
Biegeaktors maximal auslenkt.
Abbildung 4.4(a) zeigt das direkte Umladen, gefolgt von der vollständigen
Entladung der ersten Seite (blau) und der maximalen Ladung der zweiten Seite
(grün) des Biegeaktors. Die Ansteuerung erfolgt gemäß der Tabelle 3.4 in der
Abfolge Aufwärtswandlung V1, Umladung Schicht 1 zu Schicht 2, Abwärtswand-
lung V1 und Aufwärtswandlung V2. Im Gegensatz dazu, wird bei der indirekten
Methode (Abbildung 4.4(b)) zunächst die Energie der ersten Seite zur Quelle
zurückgespeist, bevor die zweite Seite geladen wird. Die Ansteuerungsfolge
nach Tabelle 3.4 ist hierbei Aufwärtswandlung V1, Abwärtswandlung V1, Auf-
wärtswandlung V2. Bei der direkten Methode fließt ein Teil der Energie direkt
auf die zweite Seite des Biegeaktors. Erst nachdem die erste und zweite Seite
das selbe Potential besitzen, wird Schicht 1 vollständig entladen. Deshalb ist
der Anteil der zum Energiespeicher zurückfließenden Energie und auch der
Leistungspeak im Vergleich zur indirekten Methode geringer. Die Methode des
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(b) Indirekte Methode
Abbildung 4.4.: Vergleich der zwei Methoden zur maximal positiven und maximal
negativen Auslenkung eines dreipoligen Piezoaktors
direkten Umladevorgangs schneidet im Testszenario mit einer Energiemenge
von 86,2µWs etwas schlechter als das indirekte Vorgehen (80,2µWs) ab.
Durch die Optimierung des bestehenden Aktortreibers kann die Energieaufnah-
me um bis zu 57,1% reduziert werden. Eine Lösung mit einem Biegeaktor ist
der eines Stapelaktors vorzuziehen, da geringe absolute Spannungen (Biege:
40V, Stapel: 60V) auch zu einer Reduktion des Energiebedarfs führen.
4.2. Anwendung der Konzepte zur Optimierung der
autonomen Betriebsdauer
Aus der Anwendung der Konzepte zur Optimierung der autonomen Betriebs-
dauer entstehen Systemzyklen, die von dem bisher beschriebenen Standardfall
abweichen. Um den Energiebedarf im Mittel bestimmen zu können, muss ein
vollständiger Zellentladezyklus betrachtet und die Häufigkeit des Auftretens
abweichender Systemzyklen abgeschätzt werden. Das hängt ganz entscheidend
davon ab, wie oft sich die Blickdistanz durchschnittlich ändert. Eine Unter-
suchung des Verhaltens bei verschiedenen Tätigkeiten wurde ausführlich in
[Nag12] durchgeführt und bereits in Abschnitt 3.2.2 diskutiert. Des Weiteren
muss die Unsicherheit, dass die Energiemanagementeinheit eine Situation falsch
einschätzt, in die Betrachtung mit einbezogen werden. Um eine Gefährdung
des Implantatträgers auszuschließen, kann eine Fehlinterpretation durch Folge-
maßnahmen wie eine höhere Berechnungszeit, das Auslesen weiterer Sensoren
oder eine Kommunikation über die drahtlose Schnittstelle zu einer erhöhten
Energieaufnahme führen. Da die Konzepte unterschiedlich robust sind, findet
eine Diskussion im jeweiligen Teilabschnitt statt.
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4.2.1. Situative Energieeinsparung bei den Teilsystemen
Die in Abschnitt 3.4.1 vorgestellten Konzepte zur situationsabhängigen Ände-
rung des Systemzyklus werden in die Energiesimulation integriert und deren
Auswirkungen auf die autonome Laufzeit untersucht. Dabei handelt es sich um
die Reduktion der Messgenauigkeit, das Aussetzen der Sensorfusion und die
Szenarienerkennung.
Reduktion der Messgenauigkeit
Zunächst wird die situative Reduktion der Messgenauigkeit untersucht. Wäh-
rend die Blickdistanz unverändert bleibt, werden die Messungen mit einer
geringeren Präzision durchgeführt, um die Leistungsaufnahme zu senken. Wie
die Simulation des veränderten Systemzyklus zeigt, verringert sich die Dauer
der Messung, was die Energieaufnahme der Sensorik um 49,5% reduziert. Das
entspricht einem Anteil von 19,7% der Gesamtenergie eines Zyklus. Durch den
größeren Rauschanteil der Messung wird bei der Berechnung der Vergenzwin-
kelinformation teilweise eine Änderung der Objektdistanz festgestellt, obwohl
sie unverändert geblieben ist. Die erhöhte Messunsicherheit führt dazu, dass
häufiger als notwendig eine präzise Messung durchgeführt wird.
Eine genaue Einstellung einer neuen Blickdistanz mittels der Durchführung
einer präzisen Messung benötigt drei Systemzyklen (300ms). Das erhöhte Rau-
schen wirkt sich abhängig von der Kopfposition und der Augenrotation un-
terschiedlich stark auf die zu berechnende Fokusdistanz aus. Im Durchschnitt
wird eine Fehlerrate durch Rauscheffekte von 5% angenommen, welche eine
präzise Messung im Anschluss notwendig macht. Bei einer Änderungsrate der
Akkommodation von durchschnittlich 5 s, wird in 89% der Systemzyklen mit
reduzierter Präzision gemessen. Von 100 Systemzyklen ergeben sich 2x3 Zyklen
mit einer präzisen Messung aufgrund einer Akkommodationsänderung und 5
Zyklen mit einer präzisen Messung aufgrund von Rauscheffekten.
Aussetzen der Sensorfusion
Solange keine Akkommodationsänderung erforderlich ist, kann die Sensorfu-
sion ausgesetzt werden und eine Änderung des Vergenzwinkels ausschließlich
auf Basis der Beschleunigungsinformation erfasst werden. Beim Fall ohne Ak-
kommodationsänderung benötigt der Magnetfeldsensor keine Energie. Laut
Simulation des Systemzyklus führt das zu einer Reduktion der Sensorikener-
gie um 77,4%. Bezogen auf die gesamte Systemenergie eines Standardzyklus
entspricht das einem Anteil von 25,4%.
In Situationen, in denen die Rotationsachse des Systems nahezu in Feldlini-
enrichtung zeigt, kann keine den Anforderungen entsprechende Genauigkeit
bei der Vergenzwinkelberechnung erzielt werden. Ebenso nimmt die Präzisi-
on der Bestimmung der Fokusdistanz in Fällen, in denen der Implantatträger
dynamischen Bewegungen ausgesetzt ist, ab. Beide Implantate erfahren die sel-
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ben Körperbeschleunigungen, die bei der Vergenzwinkelberechnung bereinigt
werden. Jedoch steigt durch die größeren Amplituden bei gleichbleibender pro-
zentualer Toleranz der Absolutfehler, was sich negativ auf die Genauigkeit der
Winkelberechnung auswirkt. Aus den genannten Gründen wird angenommen,
dass zusätzlich in 10% der Systemzyklen mit der kombinierten Sensoreinheit
gemessen werden muss.
Unter der Annahme einer Akkommodationsänderung durchschnittlich alle 5 s
und drei Systemzyklen zur genauen Einstellung einer neuen Brennweite, kann
in 84,0% der Systemzyklen eine Messung ohne Magnetfeldsensor durchgeführt
werden. Von 100 Systemzyklen ergeben sich 2x3 Zyklen mit einer präzisen
Messung aufgrund einer Akkommodationsänderung und 10 Zyklen mit einer
präziser Messung aufgrund von Rauscheffekten.
Szenarienerkennung
Durch die Erkennung von Szenarien kann die drahtlose Kommunikation
ausgesetzt werden, wodurch sich der Energiebedarf reduziert. Jedoch steigt
die Energieaufnahme der Steuer- und Recheneinheit, da eine Klassifizierung
anhand der Sensordaten zur Feststellung eines Szenarios erfolgen muss. Die
Simulation zeigt immer noch eine Reduktion Energiebedarf eines Systemzyklus
um 21,2% gegenüber dem Normalbetrieb.
Im Rahmen der Arbeit war es nicht möglich eine Studie durchzuführen, die
sowohl die Fokusdistanz im Alltag sowie die dazugehörige Augenbeschleuni-
gung misst und aufzeichnet, um die Robustheit von Klassifikationsverfahren,
wie z.B. Hidden Markov Modellen, zu prüfen. Aufgrund der Beschränkung
auf wenige Szenarien und Nachteile bezüglich der robusten Erkennung von
Szenarien, wird davon ausgegangen, dass nur in 20% der Systemzyklen von
einem Datenaustausch abgesehen werden kann.
Bei einer durchschnittlichen Akkommodationsänderung alle 5 s und drei
Systemzyklen zur genauen Brechkrafteinstellung mit einem Datenaustausch
zwischen den Implantaten, kann lediglich in 14,0% der Fälle auf eine Kom-
munikation verzichtet werden. Von 100 Systemzyklen ergeben sich 2x3 Zyklen
mit einer präzisen Messung aufgrund einer Akkommodationsänderung und 80
Zyklen mit einer präziser Messung aufgrund von unsicherer Erkennung.
Autonome Systemlaufzeit
Die Auswirkung der drei Konzepte auf die autonome Laufzeit des Implan-
tats wird anhand der Simulation des Systems bei der Entladung des 3mAh-
Energiespeichers evaluiert. Abbildung 4.5 zeigt die Verfahren im Vergleich zu
einem System ohne Optimierung und einem System mit intelligenter Spannungs-
versorgung. Die Simulation der Konzepte zur situativen Energieeinsparung der
Teilsysteme basiert auf dem durch die intelligente Spannungsversorgung opti-
mierten System. Die Simulationsergebnisse zeigen, dass die Szenarienerkennung
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Abbildung 4.5.: Vergleich der autonomen Laufzeit: Erweiterung des Systems mit der
intelligenten Spannungsversorgung um die Konzepte zur situativen
Energieeinsparung von Teilsystemen
die Laufzeit lediglich um 1,7% verlängert. Durch eine situative Reduktion der
Messgenauigkeit erhöht sich die autonome Betriebsdauer um 19,6%. Die längste
Laufzeit lässt sich durch ein situatives Aussetzten der Sensorfusion erzielen.
Die Laufzeitverlängerung beträgt 34,8% gegenüber dem System ohne situa-
tive Optimierungskonzepte. Dadurch liegt die autonome Betriebsdauer des
Implantats nun schon bei über 12h, was einer Verlängerung im Vergleich zum
Ausgangssystem um den Faktor 2,5 entspricht.
4.2.2. Situative Abschaltung des Gesamtsystems
Eine temporäre Abschaltung aller Hauptkomponenten des Systems spart Ener-
gie für Phasen, in denen das System tatsächlich benötigt wird. Im Folgenden
wird die Verlängerung der autonome Betriebsdauer während Schlafperioden
und durch einen Sakkaden-gesteuerten Systemzyklus betrachtet.
Schlafdetektion
In [Nag12] wurde eine Schlaferkennung mit der Erfassung eines Photodioden-
signals und einer Auswertung mittels Operationsverstärkerschaltung entwickelt.
Um eine höhere Flexibilität zu erreichen, wurde im Rahmen der vorliegenden
Arbeit eine neue digitale Auswertung entworfen [KNG+13]. Durch den digitalen
Ansatz sind sowohl der Schwellwert der Abschaltung als auch die Auslösever-
zögerung individuell programmierbar. So kann die Schwelle der Umgebungs-
leuchtdichte zur skotopischen Wahrnehmung, in der keine Akkommodation
mehr stattfindet [Ben93], an den Träger angepasst werden. Die Auswerteschal-
tung ist in Abbildung 4.6 dargestellt. Das Fotodiodensignal wird über einen
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Abbildung 4.6.: Schematische Darstellung der digitalen Auswerteelektronik zur Schlaf-
detektion und Ein-/Abschaltung des Systems
Transimpedanzverstärker analog aufbereitet und anschließend digitalisiert. Da
die Reaktionsgeschwindigkeit auf eine Änderung der Umgebungsleuchtdichte
nicht besonders schnell sein muss, werden Komponenten mit geringer Eigen-
energieaufnahme und eine geringe Abtastrate eingesetzt. Im aktiven Betrieb
des Systems beträgt die Abtastfrequenz 10Hz (einmal pro Systemzyklus) und
kann im Ruhebetrieb weiter auf 1Hz reduziert werden. Über einen digitalen
Komparator erfolgt der Vergleich des Signals mit einem Schwellwert. Liegt
das Signal der Fotodiode unter dem Schwellwert erzeugt der Komparator eine
logische Eins und speichert das Ergebnis im Schieberegister ab. Die Taktfre-
quenz des Schieberegisters entspricht der Abtastrate des Fotosensorsignals. Über
die Länge N des Schieberegisters wird die Auslöseverzögerung programmiert.
Sind N Werte in Folge logisch Eins wird ein Signal zum Herunterfahren des
Systems zur Steuerungseinheit gesendet. Durch die Auslöseverzögerung wird
verhindert, dass in Folge eines Messfehlers oder einem Blinzeln das System
herunterfährt. Ein kurzzeitiges Abschalten muss verhindert werden, da das
System nach dem Start initialisiert und die Kommunikation wiederhergestellt
werden muss, was mit einem erhöhten Energiebedarf einher geht. Ein sicheres
und energiesparendes Herunterfahren des Systems beinhaltet folgende Schritte:
1. Einstellung der Fernsicht: Ein wichtiger Sicherheitsaspekt stellt die Einstel-
lung der Fernsicht dar, da bei einer Fehlauslösung oder während Aktivitä-
ten bei sehr geringer Umgebungsleuchtdichte die Fernsicht gewährleistet
sein muss.
2. Versetzen der Teilsysteme in den Ruhezustand: Die Teilsysteme Kommu-
nikation, Sensorik und Aktorik werden anschließend in einen energiespa-
renden Modus gefahren.
3. Rekonfiguration der Ein- und Ausgänge der Steuerungseinheit: Über An-
schlüsse, die als Eingänge und Interrupts konfiguriert sind, fließt ein nicht
zu vernachlässigender Leckstrom (im zwei- bis dreistelligen nA-Bereich
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pro Eingang). Deshalb werden alle Eingänge, außer dem Interrupt-Eingang
der Schlafdetektion, zu Ausgängen umkonfiguriert.
4. Reduktion des Messzyklus des Fotosensors: Verringert die Leistungsauf-
nahme der Schlafdetektion während des Dunkelzustands.
5. Versetzen der Steuerungseinheit in den Ruhezustand: Danach sind alle
Teilsysteme, außer Teile der Energiemanagementeinheit, im Ruhezustand.
Lediglich die Schlafdetektion und die Spannungsversorgung über den
Linearregler bleiben aktiv.
Liegt ein Wert des Fotosensor oberhalb der Schwelle, wird das System über
den Interrupt an der Steuerungseinheit sofort wieder gestartet. Entsprechend der
Abbildung 3.1 aus Abschnitt 3.1 erfolgt die Initialisierung der Teilsysteme und
anschließend die Verbindungssuche. Nach erfolgreichem Verbindungsaufbau
geht das System in den Normalbetrieb über.
Die Leistungsaufnahme der digitalen Auswertung hängt von der Fertigungs-
technologie ab und wird in Abschnitt 4.5 detailliert betrachtet. Aufgrund der
geringen Gatteranzahl und der niedrigen Taktfrequenz ist der Anteil gegenüber
der Leistungsaufnahme des Fotosensors zu vernachlässigen.
Bei einem System mit Pupillennahreflexsensorik sind mindestens eine Foto-
diodenzeile und die Auswerteelektronik prinzipbedingt im System enthalten.
Bei einer Sensorik mittels Vergenzwinkelberechnung kann zusätzlich ein leis-
tungsarmer Fotosensor eingebracht werden. Ein Fotosensor wurde mit der
Schaltung aus Abbildung 4.7 simuliert. Der Fotodiodenstrom wird über die
Operationsverstärkerschaltung in eine proportionale Spannung gewandelt. Um
die durchschnittliche Leistungsaufnahme zu senken, wird der Operationsver-
stärker zwischen zwei Abtastungen des A/D-Wandlers über einen MOSFET von
der Versorgungsspannung getrennt. Die Leistungsaufnahme bei einer Abtastrate
von 5Hz und einem Puls-Pausenverhältnis von 2% ist in Tabelle 4.4 angegeben.
Komponente Bedingung durchschnittliche
Leistungsaufnahme
Signalaufbereitung dunkel 168,6nW
Signalaufbereitung hell 102,8nW
Analog-Digital Wandler - 5nW
Tabelle 4.4.: Durchschnittliche Leistungsaufnahme der analogen Signalaufbereitung
und des 4-bit A/D-Wandlers des Fotosensors mit einer Abtastfrequenz
von 5Hz
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Abbildung 4.7.: Schaltplan des Fotosensors zur leistungsarmen Erfassung und Digitali-
sierung der Umgebungsleuchtdichte
Der Nachweis der Funktionsfähigkeit der vorgestellten Lösung wurde er-
bracht, indem die Auswerteschaltung nach Abbildung 4.6 in einem Field-
Programmable-Gate-Array (FPGA) implementiert wurde. Als Fotosensor wird
ein Fototransistor eingesetzt, der über einen Vorwiderstand eine zum Fotostrom
proportionale Spannung generiert, die über einen 8-bit SAR-A/D-Wandler digi-
talisiert wird.
Die Leistungsaufnahme des Systems im Ruhezustand beträgt mit Schlafab-
schaltung 4,49µW. Aufgrund der Schlafdetektion erhöht sich die Leistungsauf-
nahme im Normalbetrieb um 107,8nW.
Sakkadendetektion
Das in [Nag12] vorgestellte Konzept zur Detektion von Sakkaden, die un-
ter anderem bei Akkommodationsänderungen auftreten, erfordern, dass der
zyklische im beiden Implantaten synchrone Systemablauf in einem asynchro-
nen Betrieb überführt wird. Die Sakkaden weisen Beschleunigungen von bis
zu 20000 degs2 auf [CES88], die durch den vorhandenen Beschleunigungssensor
erfasst werden können. Die Dauer einer Sakkade von unter 25ms bis zu 300ms
[SLH11, CES88] erfordert eine Messfrequenz von mindestens 50Hz. Verfügbare
Sensoren enthalten teilweise eine interne Auswertung über eine programmierba-
re Schwelle [mCu14], welche eine Auswertung per Mikrocontroller überflüssig
macht. Folglich kann das System bis auf den Beschleunigungssensor in den
Ruhezustand versetzt werden. Zur besseren Vergleichbarkeit mit anderen Kon-
zepten wird die Energieaufnahme des Systemzustands über eine Dauer von
100ms dem Normalbetrieb gegenüber gestellt. Bei einer Messrate von 50Hz
wird die Energieaufnahme um 62,6% reduziert. Bei entsprechend hoher Be-
schleunigung wird das System über einen Interrupt an der Steuerungseinheit
wieder aufgeweckt und führt drei Standard-Systemzyklen zur Einstellung der
Brechkraft durch.
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Es wird angenommen, dass die Schwelle auch durch andere Beschleunigun-
gen, etwa Kopfbewegungen oder ähnliches, überschritten wird. Deshalb wird ein
Fehlerkennung von 5% der Messungen angenommen. Zusätzlich treten, selbst
wenn keine Änderung des fixierten Objekts stattfindet, sogenannte Mikrosakka-
den auf. Je nach Tätigkeit liegt die Auftrittsfrequenz von Sakkaden zwischen
2,7Hz und 3,5Hz [VK09, OMTM+08, DMGB10]. Wird der Interrupt ausgelöst,
ohne dass eine Akkommodationsänderung stattgefunden hat, wird das beim
ersten Standard-Systemzyklus erkannt und das System geht anschließend direkt
in den Ruhemodus.
Autonome Systemlaufzeit
Die Sakkadendetektion erhöht im Wesentlichen die mittlere Systemperioden-
dauer. Grundsätzlich kann die Sakkadenerfassung mit den Methoden zur Ener-
gieeinsparung der Teilsysteme kombiniert werden. Jedoch steigt die Fehlerauf-
trittswahrscheinlichkeit, da aufgrund der geringeren Messfrequenz weniger
Informationen zur Verfügung stehen. Deshalb wird die autonome Laufzeit nicht
in Kombination mit den Verfahren aus Abschnitt 4.2.1 bestimmt. In Abbildung
4.8 ist die Betriebsdauer im Vergleich zu dem Verfahren mit der längsten Lauf-
zeit aus Abschnitt 4.2.1, dem situativen Aussetzen der Sensorfusion, und dem
System ohne Energieoptimierung dargestellt. Unter den beschriebenen Voraus-
setzungen kann mit dem asynchronen, Sakkaden-gesteuerten Systemzyklus eine
Verlängerung der autonomen Betriebszeit gegenüber dem situativen Aussetzen
der Sensorfusion um 64,0% erreicht werden. Eine Verifikation des Prinzips kann
jedoch erst nach einer klinischen Studie mit dem implantierten System oder
mittels aufwendigem Testsystem (z.B. erweiterter Eye-Tracker) erfolgen.
Die Schlafdetektion kann zusätzlich zu den bisher vorgestellten Optimie-
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Abbildung 4.8.: Vergleich der autonomen Laufzeit der Verfahren Sakkadenerfassung
und Aussetzten der Sensorfusion mit dem System ohne Energieopti-
mierung
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rungsverfahren eingesetzt werden. Da die Leistungsaufnahme der Sensorik zur
Schlafdetektion gering ist und sich das System über einen langen Zeitraum in
einem extrem energiearmen Zustand befindet, verlängert sich die autonome
Laufzeit nahezu um die Länge der Schlafdauer. Abbildung 4.9 zeigt Zellspan-
nung des Systems mit der Schlafabschaltung und dem Sakkaden-gesteuertem
Normalbetrieb über der Zeit. In der Schlafphase entlädt sich der Energiespeicher
aufgrund der geringen Leistungsaufnahme nur sehr wenig. Bei einer Schlaf-
dauer von 7h verlängert sich hierdurch die Betriebszeit um 6,51h (vgl. Laufzeit
ohne Schlafabschaltung 20,61h und mit Schlafabschaltung 27,12h).
4.2.3. Ladezustandsabhängige Energiesparmechanismen
Um bei niedrigem Ladezustand einen vollständigen Ausfall des Systems zu ver-
meiden, soll die Laufzeit durch eine verringerte Leistungsfähigkeit substanziell
verlängert werden.
Ladezustandserfassung
Zur Umsetzung von ladezustandsabhängigen Konzepten ist es notwendig,
den Ladezustand des Energiespeichers exakt zu schätzen. Ausgehend vom Mi-
kroenergiezellmodell aus Abschnitt 3.1.2 wurde im Rahmen der vorliegenden
Arbeit eine Ladezustandserfassung entwickelt und realisiert [KNG+13]. Eine
Abschätzung des Ladezustands kann entweder über Schätzung der Betriebs-
dauer der Zelle oder über die Schätzung der Spannung-Strom-Charakteristik
erfolgen (vgl. Abbildung 3.8). Die Schätzung über das Laufzeitmodell weist
zahlreiche Nachteile auf:
• Die einzige Eingangsgröße ist der Entladestrom. Also muss der Entlade-
strom zu jedem Zeitpunkt bekannt sein.
0 5 10 15 20 25
3
3.5
4
Zeit [h]
Z
e
l l
s p
a
n
n
u
n
g
 [
V
]
 
 
WachphaseSchlafphase
Abbildung 4.9.: Autonome Betriebsdauer mit der Schlaferkennung bei einer Schlafpha-
se von 7h
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• Es erfolgt keine Verifikation über eine andere Größe, wie die Zellspannung,
die den besten Indikator des Ladezustand darstellt.
• Der Initialladezustand muss genau bestimmt werden, sonst kann keine
Aussage über den Ladezustand getroffen werden.
• Alterungseffekte müssen exakt modelliert oder adaptiv nachgeführt wer-
den, da sonst über die Gesamtnutzungsdauer erhebliche Fehler in der
Ladezustandsschätzung entstehen.
• Bei Messungen der Kapazität von Mikroenergiezellen des Typs Thinergy
MEC2 [Inf12] wurden Schwankungen der Kapazität bis zu 30% festgestellt.
Die Kapazität jeder verbauten Zelle muss vor der Implantation exakt
bestimmt werden, da sonst die Schätzung von Beginn an fehlerbehaftet ist.
Deshalb soll eine Schätzung des Ladezustands über die Spannung-Strom-
Charakteristik erfolgen. Dazu muss das Modell dahingehend modifiziert werden,
dass der Entladestrom sowie die Zellspannung die Eingangsgrößen und der La-
dezustand die Ausgangsgröße darstellt. Eine derartige Ladezustandsschätzung
ist robust gegenüber Modellfehlern und garantiert bei Erreichen der Entlade-
schlussspannung einen Ladezustand von 0%. Sind die Zellspannung und der
Entladestrom zu einem beliebigen Zeitpunkt bekannt, kann der Ladezustand –
ohne Kenntnis des Initialladezustands – direkt angegeben werden.
Zur Modifikation der Spannung-Strom-Charakteristik müssen die Modellglei-
chungen invertiert werden. Die Gleichung 3.1 der virtuellen Klemmenspannung
enthält sowohl eine Exponentialfunktion als auch ein Polynom 3. Grades und
kann deshalb ausschließlich mit numerischen Methoden invertiert werden. Laut
dem Modell aus Abschnitt 3.1.2 ergibt sich die Zellspannung aus der virtuellen
Klemmenspannung und dem Spannungsabfall am Innenwiderstand zu
vbat(SOC,ibat) = Vvc(SOC,ibat)− Rint · ibat. (4.1)
Das Modell wird mit dem Newton-Raphson-Verfahren invertiert. Das Verfahren
konvergiert bei einer günstigen Wahl des Startwerts asymptotisch mit quadrati-
scher Konvergenz [Zei13]. Da der Ladezustand zwischen 0% und 100% liegen
muss, wird ein Startwert SOC0 = 50 % gewählt. Hierzu wird zunächst eine
Taylor-Approximation der Funktion um einen Startwert SOC0 mit Abbruch
nach dem linearen Glied aufgestellt:
vbat,approx(∆SOC,SOC0) = vbat(SOC0) + v′bat(SOC0) ·∆SOC (4.2)
wobei ∆SOC den Abstand von SOC0 beschreibt. Nach ∆SOC umgestellt, ergibt
sich
∆SOC(SOC0) =
vbat,approx − vbat(SOC0)
v′bat(SOC0)
(4.3)
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mit v′bat = a · k · ek·SOC + 3b · SOC2 + 2c · SOC + d. Die approximierte Batterie-
spannung vbat,approx entspricht genau dem neuen Eingang des Modells und
somit dem Messwert der Zellspannung vbat,mess. Zur Verbesserung der Modell-
approximation wird nun folgende Iteration wiederholt, bis eine hinreichende
Genauigkeit erzielt wird:
SOCn+1 = SOCn +∆SOC(SOCn), n = (0,1,...,N) (4.4)
Eine Implementierung des Algorithmus auf dem Mikrocontroller oder in
digitaler Hardware wirkt sich nachteilig auf die Leistungsaufnahme aus, da
das iterative Lösungsverfahren in Echtzeit angewendet werden muss. Deshalb
wird die Berechnung für alle möglichen Werte von vbat, ibat und Rint offline
durchgeführt und in eine Lookup-Tabelle (LUT) abgelegt. Zur Vermeidung von
Schwankungen des Ladezustands aufgrund des inhomogenen Lastprofils des
Systems wird ein digitales Filter zur Glättung des geschätzten Ladezustands ver-
wendet. In Abbildung 4.10 sind das Kennfeld zur Schätzung des Ladezustands
und das Blockdiagramm zur Implementierung dargestellt. In Abbildung 4.10(a)
ist der Ladezustand über dem Entladestrom und der Zellspannung aufgetragen.
Bei einem hohen Entladestrom ist kann der Ladezustand noch über 50% liegen,
obwohl die Zellspannung schon nahe der Entladeschlussspannung ist. Wird
dagegen der Ladezustand bei einem Entladestrom von Null betrachtet, ergibt
sich gerade die Inverse der Leerlaufspannungskennlinie.
Wird die Messung der Zellspannung immer zum selben Zeitpunkt eines
Systemzyklus und beim nahezu selben Entladestrom, durchgeführt, kann auf
eine Variation des Entladestroms verzichtet werden. Eine Glättung des Signals
ist dann ebenfalls nicht mehr notwendig. Mit einer Auflösung der Zellspan-
nung von 0,06V bei einem Wertebereich von 2,8V bis 4,2V und einen von
n-Entladezyklen abhängigen Innenwiderstand mit
√
n = 0...100 (siehe Gl. (3.3))
(a) Schätzung des Ladezustand in Abhän-
gigkeit von der Zellspannung und des Ent-
ladestroms
LUT
SOC-Kennfeld
Digitales 
Filter
LUT
Rint
SOC
SOCfir
Last-
strom
Zell-
spannung
Zyklen
(b) Implementierung des Ladezustands-
schätzers
Abbildung 4.10.: Implementierung einer Ladezustandsschätzung mit Lookup-Tabellen
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wird eine ausreichende Genauigkeit bei einem Speicherbedarf von 24x100 Wer-
ten erzielt.
Verlängerung der Systemlaufzeit
Zur Umsetzung der Konzepte der ladezustandsabhängigen Mechanismen,
wird zunächst eine Vorgehensweise zur schrittweisen Reduktion der Leistungs-
fähigkeit des Systems erstellt. Zur Festlegung, bei welchen Ladezuständen
die Leistungsfähigkeit reduziert wird, muss ein Kompromiss zwischen der
Maximierung der autonomen Laufzeit und der maximalen Leistungsfähigkeit
eingegangen werden. Basierend auf den Konzepten aus Abschnitt 3.4.3 werden
folgende drei Schritte vorgeschlagen:
1. Moderate Verlängerung des Systemzyklus: Eine Verdopplung der Zy-
kluszeit auf 200ms führt nahezu zu einer Halbierung der mittleren Lei-
stungsaufnahme eines Zyklus im Normalbetrieb. Die Anforderung, die
Brechkraft innerhalb von 700ms anzupassen, kann mit dem in Abschnitt
4.1.2 vorgestellten Aktortreiber immer noch erfüllt werden. Aufgrund der
verringerten Messfrequenz ist mit einer etwas erhöhten Trägheit bei der
Einstellung der Aktorik zu rechnen.
2. Dreistufiger Aktor: Anstatt einer stufenlosen Adaption des Aktors werden
nur noch drei Einstellungen zugelassen. Aufgrund der erhöhten Energie-
aufnahme bei steigender Piezospannung, wird die Nahsicht auf 2,5dpt
begrenzt. Das entspricht etwa dem Leseabstand. Die mittlere Stufe bei
1,5dpt entspricht dem Abstand der Augen zum Bildschirm beim Arbei-
ten am Computer. Die Fernsicht bei 0dpt stellt die dritte Stufe dar. Das
dreistufige Aktorprinzip benötigt keine Erfassung des Objektabstands
auf 0,25dpt. Dadurch kann zusätzlich die Messgenauigkeit der Sensorik
reduziert werden. Die Zykluszeit bleibt wie in Schritt 1 bei 200ms.
3. Zweistufiger Aktor und weitere Verlängerung des Systemzyklus: Der
letzte Schritt sieht nur noch eine zweistufige Anpassung der Aktorik vor.
Um die Energie bei der Auslenkung des Piezoaktors weiter zu reduzieren,
beträgt die Nahsichteinstellung 2dpt. Computer-Arbeiten und Lesen ist
mit leichten Einschränkungen möglich. Da nur noch zwischen Nah- und
Fernsicht umgestellt wird, sinkt die Anpassungsfrequenz. Deshalb wird
die Zykluszeit zusätzlich auf 500ms erhöht. Die Dynamik der natürlichen
Akkommodation wird bei der Brechkraftänderung immer noch erreicht.
Abbildung 4.11 stellt die autonome Laufzeit bei einer schrittweisen Reduktion
der Leistungsfähigkeit dar. Die erste Reduzierung findet bei einem Ladezustand
von 30%, die zweite bei 20% und die dritte bei 10% statt. Mit dem präsentierten
Verfahren wird die autarke Betriebsdauer um 49,0% verlängert. Während das
System ohne Einschränkung der Leistungsfähigkeit nach ca. 12,5h schon die
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Abbildung 4.11.: Schrittweise Reduktion der Leistungsfähigkeit zur Verlängerung der
autonomen Laufzeit
Entladeschlussspannung erreicht hat, liegt die Zellspannung im zweiten Schritt
noch über 3,5V. Mit Schritt 3 wird mit einem Ladezustand von 10% noch eine
Laufzeit von 5h erzielt.
Optimale Nutzung der Batterieenergie
Die Zellenergie kann lediglich durch einen konstanten Entladestrom best-
möglich ausgenutzt werden. Deshalb sieht das Verfahren eine Reduktion der
Spitzenströme vor. Hauptsächlich können die hohen Ströme der Kommunika-
tionseinheit beim Senden und Empfangen von Daten durch eine Reduktion
der Datenrate verringert werden. Bei dieser Variante erhöht sich allerdings
die Übertragungsdauer. Der Energiebedarf des Systemzyklus verdoppelt sich
nahezu auf 206,4µWs, wobei sich der Spitzenstrom lediglich um 1,0mA redu-
ziert. In Abbildung 4.12 ist die Zellspannung eines Systemzyklus bei möglichst
kurzer und langer Kommunikationsdauer dargestellt. Es zeigt sich, dass der
Spannungsabfall der Mikrozelle trotz geringerem Spitzenstrom weiter zunimmt,
da durch die lange Kommunikationsdauer die parasitären Kapazitäten des
reaktiven und konzentrativen Innenwiderstands vollständig entladen werden.
Somit ist eine Verlängerung der Laufzeit nicht möglich.
4.2.4. Bewertung der Konzepte zur Optimierung der autonomen
Betriebsdauer
Die vorgestellten Strategien zur Reduktion des Energiebedarfs und zur Verlän-
gerung der autonomen Laufzeit sind in Tabelle 4.5 nochmals zusammengefasst.
Bei den oberen vier Strategien ist die Laufzeitverlängerung gegenüber dem mit
der intelligenten Spannungsversorgung optimierten System angegeben. Mit den
unteren drei Strategien lässt sich die Betriebsdauer, in Kombination mit anderen
Optimierungen, zusätzlich verlängern.
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Abbildung 4.12.: Tiefpassverhalten der Zellspannung bei kurzer und langer Übertra-
gungsdauer
Die längste autonome Laufzeit kann erzielt werden, indem die Strategien der
intelligenten Spannungsversorgung, des asynchronen Systemzyklus und der
Schlafdetektion kombiniert werden. Bestenfalls kann 33,6h auf ein Nachladen
verzichtet werden. Der Energiebedarf pro Tag beträgt ca. 10,8mWh.
Die robustere Strategie mit dem situativen Aussetzen der Sensorfusion kann
hingegen sowohl mit der intelligenten Spannungsversorgung, mit der Schlafde-
tektion als auch mit der Reduktion der Leistungsfähigkeit kombiniert werden.
Die Laufzeit beträgt maximal 31,8h. Der Energiebedarf pro Tag liegt bei dieser
Lösung zwischen 10,9mWh und 16,2mWh.
4.3. Realisierung eines neuen effizienten
Schaltreglers
Die Umsetzung eines komplexen digitalen Schaltreglers beinhaltet die Bestim-
mung der Reglerparameter, die Auslegung des Schaltwandlers und der DPWM
sowie die Berechnung der Stabilität der Regelarchitektur.
4.3.1. Auslegung des Schaltwandlers
Nach der Methodik in Abschnitt 3.6.2 wird zunächst die Größe des Ausgangsfil-
ters des Schaltwandlers betrachtet. Insbesondere die Spule erhöht den Bauraum
eines induktiven Schaltwandlers gegenüber anderen Spannungswandlern. Da
der maximale Induktivitätsstrom deutlich über dem Laststrom liegt, wird –
neben geringen Abmessungen – eine Stromfestigkeit gefordert, die über dem
zehnfachen Wert des maximalen Laststroms liegt. Zusätzlich ist ein geringer
Ohmscher Widerstand der Spule von Vorteil, um die Verluste zu minimieren.
Multilayer-Spulen mit einer Abmessung von 1,6mm x 0,8mm x 0,8mm belegen
ca. 1% des für alle Bauteile zur Verfügung stehenden Bauraums. Ausführungen
mit einer Induktivität von 2,2µH, einem Ohmschen Widerstand bei Gleichspan-
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Situative Reduktion der
Messgenauigkeit 11,16 1,83 24,5 -
Situatives Aussetzen der
Sensorfusion 12,57 3,24 22,2 -
Erkennen von Szenarien 9,49 0,16 27,5 Speicherbedarf
Asynchroner Systemzyklus 20,61 11,28 14,8 Ereignisdetektion
+ Schlafdetektion (7h Schlaf/Tag) - 6,51 - Auswertung
+ Reduktion der Leistungsfähigk. - 6,16 - SOC-Schätzer
+ Ausnutzung Energiespeicher - 0 - -
Tabelle 4.5.: Laufzeit der verschiedenen Strategien beim Einsatz einer 3mAh-Mikrozelle
und die zur Umsetzung benötigten Ressourcen
nung von 300mΩ und einer Stromfestigkeit von über 500mA [Wü14] erfüllen
die Anforderungen.
Der Ausgangskondensator soll eine möglichst große Kapazität und einen
möglichst geringen äquivalenten Serienwiderstand (engl. Equivalent Series
Resistance, ESR) aufweisen, um die Restwelligkeit der Ausgangsspannung zu
reduzieren. Außerdem verringert ein hoher ESR die Effizienz. Bei Bauformen
von 1,0mm x 0,5mm x 0,5mm ist eine Kapazität von 10µF und einem ESR
von 8mΩ erhältlich. Die Kondensatoren erfüllen die Anforderungen an den
Bauraum und an die geforderte Leistungsfähigkeit [Mur13].
Die maximale Stromaufnahme des Systems liegt derzeit bei ca. 20mA. Die
Auslegung des Schaltwandlers erfolgt mit einem Sicherheitsfaktor von 2,5, so-
dass jederzeit ein sicherer Betrieb gewährleistet ist. Um Teilsysteme, wie die
Kommunikations- und Sensoreinheit, die sensibel auf ein Rauschen der Versor-
gungsspannung reagieren, direkt mit dem Schaltwandler versorgen zu können,
darf die Restwelligkeit der Ausgangsspannung 10mV nicht übersteigen. Im
Arbeitspunkt vbat = 4,2 V, vout = 2,1 V und iload = 50 mA ist die Restwelligkeit
im Rahmen des Arbeitsbereichs maximal. Nach Gleichung 3.10 folgt daraus die
minimale Schaltfrequenz für den Schaltwandler von fSW,min = 370,4 kHz.
Zur Minimierung der Verluste wird per Simulation des Schaltwandlers mit
Transistormodellen eines 180nm-Prozesses [MOS15b] der Leitungswiderstand
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RDS,on, die Gateladung Qgate und die Ausschaltzeit1 to f f in Abhängigkeit der
geometrischen Abmessungen des Transistors bestimmt. Für den High-Side-
Transistor wird ein P-Kanal Metalloxidhalbleiter-Transistor (PMOS) und für
den Low-Side-Transistor wird ein N-Kanal MOS-Transistor (NMOS) eingesetzt.
Somit muss keine Steuerspannung generiert werden, die höher als die Spannung
des Energiespeichers ist. Da keine hohe Spannungsfestigkeit gefordert ist, wird
die Länge der Transistoren minimal gewählt. Aus den Leitungsverlusten wird
der Durchlasswiderstand RDS,on bestimmt und aus einem Schaltvorgang wird
die Ausschaltzeit to f f ermittelt. Die Gateladung wird über den Gatestrom und
die Ein- bzw. Ausschaltdauer des Transistors nach Qgate = igate · to f f berechnet.
Abbildung 4.13 zeigt die erhaltenen Ergebnisse unter Variation der Kanalbrei-
te. Der Durchlasswiderstand aus Abbildung 4.13(a) fällt mit zunehmender
Kanalbreite. Dabei weisen PMOS-Transistoren grundsätzlich einen größeren
Widerstand als NMOS-Transistoren auf. Die Gateladung (Abbildung 4.13(b))
und die Ausschaltzeit (Abbildung 4.13(c)) steigen nahezu linear mit der Kanal-
breite an. Der Unterschied in der Gateladung zwischen NMOS und PMOS fällt
geringer aus als beim Durchlasswiderstand.
Die Schalttransistoren des Schaltwandlers sollen so dimensioniert werden,
dass die Gesamtverluste minimiert werden. Es treten Durchlassverluste, Schalt-
verluste, Gateladungsverluste und Verluste verursacht durch die Treiber auf.
Mit den Gleichungen (3.11), (3.12), (3.13), (3.14) und (3.15) ergibt sich die Ge-
samtverlustleistung nach Gleichung (3.16). Die Gesamtverluste des PMOS- und
des NMOS-Transistors sind in Abbildung 4.14 in Abhängigkeit von der Schalt-
1Die Ausschaltzeit des NMOS-Transistors ist für die Berechnung der Verluste irrelevant, da die
Schaltverluste näherungsweise Null sind.
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Abbildung 4.13.: Einfluss der Kanalbreite auf die Parameter des Transistors
135
4. Realisierung der Konzepte
2 4 6 8 10
2
4
6
8
10
12
14
16
Kanalbreite [mm]
V
er
lu
st
le
is
tu
ng
 P
M
O
S
 [m
W
]
 
 
f
SW
 = 50 kHz
f
SW
 = 100 kHz
f
SW
 = 200 kHz
f
SW
 = 500 kHz
(a) PMOS-Transistor
2 4 6 8 10
0
1
2
3
4
5
Kanalbreite [mm]
V
er
lu
st
le
is
tu
ng
 N
M
O
S
 [m
W
]
 
 
f
SW
 = 50 kHz
f
SW
 = 100 kHz
f
SW
 = 200 kHz
f
SW
 = 500 kHz
(b) NMOS-Transistor
Abbildung 4.14.: Verlustleistung der Leistungstransistoren bei variierender Kanalbreite
und bei verschiedenen Schaltfrequenzen
frequenz und der Kanalbreite dargestellt. Generell dominieren bei einer kleinen
Kanalbreite die Leitungsverluste und bei einer großen Kanalbreite die Schalt-,
Gateladungs- und Treiberverluste. Werden die Schaltfrequenzen höher, ver-
schiebt sich die minimale Verlustleistung in Richtung einer schmaleren Ka-
nalbreite. Die optimale Kanalbreite für einen Maximalstrom von 50mA liegt
bei einer Schaltfrequenz von 370,4kHz. Die daraus resultierenden Parameter
der Transistoren sind in Tabelle 4.6 dargestellt. Die Kurve der Verlustleistung
des NMOS-Transistors verläuft sehr flach. Damit führt ein schmalerer Transis-
tor zu einem nur marginal geringeren Wirkungsgrad und zu einer deutlichen
Reduktion der Chipfläche.
Auf Basis der Auslegung des Ausgangsfilters und der Transistoren, wird
anschließend die Bestimmung der Reglerparameter durchgeführt.
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PMOS 6,4 228,13 84,33 3,54 0,89 1,61
NMOS 8,7 82,67 97,81 - - 0,35
Tabelle 4.6.: Parameter und Verlustleistung der optimierten Schalttransistoren des
Schaltwandlers
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4.3.2. Parameterbestimmung der Reglerarchitektur
Für den in Abschnitt 3.6 vorgestellten Schaltregler werden im Folgenden die
Parameter der Reglerarchitektur bestimmt und für die gewählten Werte die
Stabilität verifiziert.
Bestimmung der Beobachterparameter
In Abschnitt 3.6.5 wurde das Stabilitätsgebiet der zeitinvarianten Approximation
des Beobachters ermittelt. Die Wahl der Beobachterparameters aus dem stabilen
Gebiet stellt eine notwendige Bedingung zum Stabilitätsbeweis des Beobachters
dar. Zur Bestimmung der Parameter wird zunächst der Einfluss der Totzeit
vernachlässigt. Anschließend wird überprüft, ob die Parameter im stabilen
Gebiet liegen (vgl. Abschnitt 3.6.5). Zunächst wird die Gleichung (3.26) im
Arbeitspunkt vˆout = vout,0 und d1 = d1,0 linearisiert. Unter Vernachlässigung der
Totzeit folgt daraus das Beobachtermodell
[
∆ ˙ˆiz
∆ ˙ˆvout
]
=
0 −l11
C −(
v2bat,0
vˆ2out,0
TSWd21,0
2LC +
1
RˆloadC
)− l2
 [ ∆iˆz
∆vˆout
]
+
[
l1
l2
]
vout, (4.5)
welches für kleine Änderungen ∆ um den Arbeitspunkt gültig ist. Das Tast-
verhältnis im Arbeitspunkt folgt aus Gleichung (3.17) mit v˙out,0 = 0 und
iload,0 = vout,0/Rload
d1,0 =
√
2L
TSW Rload
v2out,0
vbat,0(vbat,0 − vout,0) . (4.6)
Damit kann das Gleichungssystem (4.5) zu
[
∆ ˙ˆiz
∆ ˙ˆvout
]
=
[
0 −l1
1
C −( 1RloadC
2vbat,0−vout,0
vbat,0−vout,0 )− l2
]
︸ ︷︷ ︸
A2
[
∆iˆz
∆vˆout
]
+
[
l1
l2
]
vout. (4.7)
umgeschrieben werden. Die Beobachterparameter lassen sich über die Vorga-
be der Eigenwerte λ mittels gewünschter Dämpfung δb und Zeitkonstante τb
bestimmen:
det(sI − A2) = λ2 +
( 1
RloadC
2vbat,0 − vout,0
vbat,0 − vout,0︸ ︷︷ ︸
ω1
+l2
)
λ+
l1
C
= λ2 +
2δb
τb
λ+
1
τ2b
(4.8)
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Über einen Koeffizientenvergleich ergeben sich die Beobachterparameter zu
l1 =
C
τ2b
, (4.9a)
l2 =
2δb
τb
−ω1. (4.9b)
Da ein linearisiertes Modell vorliegt, muss zur Bestimmung der Parameter der
ungünstigste Arbeitspunkt angenommen werden. Das ist der Fall, wenn der
Arbeitspunkt mit der größten Streckenzeitkonstante bzw. mit dem kleinsten
Streckenpol ω1 gewählt wird. In allen anderen Arbeitspunkten erhöht sich
die Dämpfung des Beobachters. Dadurch ist die Stabilität gewährleistet. Die
Anforderungen an die Dynamik des Beobachters sind gering. Denn plötzlich
auftretende Störungen werden vom Regler ausgeregelt und vout = vˆout muss
lediglich im eingeschwungenen Zustand gelten. Um den Einfluss der Totzeit τ
auf die Stabilität möglichst gering zu halten, wird eine Zeitkonstante τb  τ
gewählt. Dennoch darf die Zeitkonstante nicht zu groß gewählt werden, da sonst
vout = vˆout bei einem Lastwechsel nicht gewährleistet werden kann. Zudem soll
ein Überschwingen möglichst vermieden werden. Eine Zeitkonstante von τb =
100 µs und eine Dämpfungskonstante von δb = 1 erfüllen die Anforderungen.
Durch Vernachlässigung der Totzeit kann es selbst mit einer Dämpfung von
δb = 1 zu einem leichten Überschwingen kommen. Der kleinste Streckenpol
ergibt sich bei offenen Klemmen, d.h. wenn Rload → ∞ und ω1 = 0. Mit der
Kapazität C = 10 µF ergeben sich die Beobachterparameter aus den Gleichungen
(4.9) zu
l1 = 1000
A
Vs
,
l2 = 20000
1
s
.
Die ermittelten Parameter liegen im geforderten Stabilitätsgebiet aus Abbil-
dung 3.34. Allerdings besteht – hauptsächlich wegen des Parameters l2 – keine
große Reserve bezüglich der Totzeit (vgl. Abbildung 3.34). Die notwendige Be-
dingung des Stabilitätsbeweis ist erfüllt. Allerdings muss noch gezeigt werden,
dass auch der zeitvariante Beobachter stabil ist.
Bestimmung der Reglerparameter
Aufgrund der neuen Reglerarchitektur des Schaltreglers kann der PI-Regler
ausgelegt werden, als sei keine Totzeit im System vorhanden. Die Reglerpara-
meter werden so gewählt, dass der maximal zulässige Pulsstrom der Batterie
im schlechtesten Fall nicht überschritten wird. Der Fall tritt ein, wenn ein
Lastsprung um den maximal zulässigen Strom iz,max stattfindet. Neben der
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Abhängigkeit vom Laststrom ist der Batteriestrom dann am höchsten, wenn das
Verhältnis zwischen Batteriespannung und Ausgangsspannung am kleinsten ist.
Trotz der modellbasierten Struktur ist es nicht möglich, einen Lastsprung vor Ab-
lauf der Totzeit zu erkennen. Je nach Zeitpunkt des Lastwechsels kann eine signi-
fikante Spannungsabweichung erst nach einer Verzögerung von Td = τ + TAD
festgestellt werden. Nach Verzögerung Td tritt ein maximaler Regelfehler emax
von
emax = − iz,maxTdC (4.11)
auf. Wird der Lastsprung zum Zeitpunkt t = 0 erkannt und war das System
zuvor im eingeschwungenen Zustand, so gilt
vˆout(0) = vout,re f , (4.12)
vout(0) = vout,re f + emax, (4.13)
iˆload(0) = iload(0) = 0. (4.14)
Damit folgt die Verstärkung des P-Anteils aus Gleichung 3.32 zu
kP = − w(0)emax(0) (4.15)
= − (vbat,0 − vˆout(0)vbat,0
(vbat,0 − vout(0))vˆout(0)
ibat,max
emaxC
+
iˆload(0)
emaxC
(4.16)
= − (vbat,0 − vout,re f )vbat,0
(vbat,0 − vout,re f − emax)vout,re f
ibat,max
emaxC
. (4.17)
Das Beobachtermodell entspricht einer Näherung des realen Schaltwandlers, da
auf die Modellierung von parasitären Effekten zu Gunsten des Implementie-
rungsaufwands verzichtet wurde. Zusätzlich entstehen Modellunsicherheiten
durch eine nicht exakte Parameterwahl. Um nach Laststörungen trotzdem
den stationären Endwert zu erreichen, wird ein I-Anteil im Regler verwendet.
Zur Bestimmung des Parameters kI ist es ausreichend, die Eingang/Ausgang-
linearisierte Strecke näherungsweise als Integrator aufzufassen. Der Nenner des
geschlossenen Kreises NGw(s) folgt dann zu
NGw(s) =
1
kI
s2 +
kP
kI
s + 1. (4.18)
Die Dynamik des geschlossenen Kreises wird über einen Koeffizientenvergleich
mit
NGw(s) = τ2r s
2 + 2δrτrs + 1 (4.19)
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festgelegt, wobei τr der Zeitkonstante und δr der Dämpfung des Kreises ent-
spricht. Daraus folgt
τ2r =
1
kI
, (4.20a)
2δrτr =
kP
kI
. (4.20b)
Durch Umformen von Gleichung (4.20b) nach τr und Einsetzen in Gleichung
(4.20a) wird τr eliminiert. Somit kann kI in Abhängigkeit der Dämpfung δr
ausgedrückt werden:
kI =
k2P
4δ2r
(4.21)
Beim Einsatz einer Mikrozelle wie beim Künstlichen Akkommodationssystem
ist der Maximalstrom bei Pulsbelastung limitiert. Für die folgende Berechnung
wird ein maximaler Pulsentladestrom von ibat,max = 60 mA und eine Dämpfung
von δr = 2 angenommen. Daraus ergeben sich die Reglerparameter zu
kP = 122 · 103 1s
kI = 930 · 106 1s2 .
Berechnung der hinreichenden Stabilitätsbedingung
Zum endgültigen Beweis der Stabilität des Beobachters ist es weiterhin erfor-
derlich, die Bedingungen aus Satz 3 aus Abschnitt 3.6.5 zu erfüllen. Um Satz
3 zu überprüfen, werden mehrere lineare Matrix-Ungleichungen (engl. Linear
Matrix Inequality, LMI) aufgestellt. Die LMIs können ausschließlich numerisch
gelöst werden. Die Berechnung wird mit Matlab durchgeführt und basiert auf
der projektiven Methode von Nesterov und Nemirovski [NN94]. Zur Lösung
der LMIs müssen die Intervallgrenzen betrachtet werden. Der Schaltregler hat
einen weiten Ausgangsspannungsbereich von 0,3V bis 2,5V, um auch zukünf-
tig Systemkomponenten mit geringeren Versorgungsspannungen versorgen zu
können.
Für die Matrix A0 mit dem zeitvarianten Matrixelement α1 der Gleichung
(3.37) wird eine obere und eine untere Schranke bestimmt. Das Element α1(t) ist
Null, wenn d1 = 0 bzw. u = 0 und Rˆload → ∞ gelten. Daraus folgt mit C = 10 ¯F
die obere Schranke zu
A0 =
[
0 0
1
C 0
]
=
[
0 0
105 VAs 0
]
.
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Für die Bestimmung der unteren Schranke von A0 muss das Maximum von
α1 bestimmt werden. Die Parameter vˆout, vout, Rˆload und u aus α1 sind nicht
unabhängig von einander. Im eingeschwungenen Zustand erfolgt das Maximum
wenn vout = vˆout = vout,0,min und iload,max = vˆout/Rˆload,min = iload,0,max gilt. Nach
Gleichung (3.24) und d21 = u beträgt die Stellgröße in dem Arbeitspunkt:
u0 =
vout,0,min
vbat,0(vbat,0 − vout,0,min)
2L
TSW
iload,0,max (4.23)
Im dynamischen, zeitvarianten Fall kann nach einem Lastsprung unter Um-
ständen eine größere Stellgröße als u0 auftreten. Der kritische Zeitpunkt ist
zum besseren Verständnis in Abbildung 4.15 dargestellt. Tritt der maximale
Lastsprung des Stroms (grün) im eingeschwungenen System auf, sinkt die
Ausgangsspannung (blau) bis zum Zeitpunkt tkrit um emax. Zum Zeitpunkt
tkrit bemerkt der Regler den Spannungsabfall und die Stellgröße (orange) wird
erhöht. Nach dem kritischen Punkt tkrit sinkt die Stellgröße bis zum neuen
stationären Zustand wieder ab. Zusätzlich steigt der Modellausgang (rot), da
der Beobachter eine große Zeitkonstante besitzt. Beides führt zu einem gerin-
geren α1. Die Stellgröße hängt dann vom Regelfehler und der Verstärkung des
Reglers ab. Zur konservativen Abschätzung von umax werden die maximale
Regelabweichung emax aus Gleichung (4.11) und der Reglerparameter kP nach
Gleichung (4.17) verwendet. Mit Gleichung (3.31) folgt die maximale Stellgröße
umax bei einer maximalen Regelabweichung emax und einem Sprung auf den
maximalen Laststrom iload,max zu
umax(vout) =
vout
vbat,0(vbat,0 − vout)
2LC
TSW
(
w(emax) +
iload,max
C
)
.
Die maximale Stellgröße hängt nur noch von der Ausgangsspannung ab. Zum
Zeitpunkt, an dem der Lastsprung erfasst wird, gilt:
vout =vout,0 − emax,
tkrit
vout,0
u0
umax
emax
iload,max iload
vout
v̂out
u
iload,0
Abbildung 4.15.: Schematische Darstellung eines Lastsprungs
141
4. Realisierung der Konzepte
vˆout =vout,0.
Eine Maximierung des Matrixelements α1 erfolgt für
α1,max = max
( v2bat,0
vˆout,0(vout,0 − emax)
TSW
2LC
umax(vout +
1
Rˆout,0C
)
. (4.24)
Es entsteht ein mehrdimensionales Optimierungsproblem, welches abhängig
von der Ausgangsspannung vout,0, der Zellspannung vbat,0, dem Laststrom iload,0
und der Schaltfrequenz fSW numerisch gelöst wird. Abbildung 4.16 zeigt den
Parameter α1(t) in Abhängigkeit der Ausgangsspannung und des Laststroms.
Somit folgt für die untere Schranke der Matrix A0 mit den Beobachter- und
Reglerparametern aus Abschnitt 4.3.2
A0 =
[
0 0
1
C −α1,max)
]
=
[
0 0
105 VAs −6,02 · 104 1s
]
.
Die Matrix A1 ergibt sich mit den gewählten Beobachterparametern zu
A1 =
[
0 −l1
0 −l2
]
=
[
0 −103 AVs
0 −2 · 105 1s
]
.
Aus der numerischen Lösung der LMIs folgen die Eigenwerte der Matrizen P,
Q und R:
λP1 = 95,8; λP2 = 9,16 · 103;
λQ1 = 4,52 · 105; λQ2 = 9,62 · 106;
λR1 = 15,05; λR2 = 61,91.
Abbildung 4.16.: Matrixelement α1 in Abhängigkeit der Ausgangsspannung und des
Laststroms vor dem Lastsprung
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Da alle Eigenwerte positiv sind, ist die Bedingung (3.86a) erfüllt. Die Berechnung
von γmin wird nach 15 Iterationen mit der Lösung
γmin = −2,57
abgebrochen. Damit wird ein γ < 0 gefunden, womit die Bedingungen (3.86b)
und (3.86c) erfüllt sind. Der Beobachter ist somit nach Satz 3 global gleichmäßig
exponentiell stabil. Da der Beobachter stabil ist und für den Beobachterfehler
ev(t) → 0 gilt, ist garantiert, dass mit dem stabilen PI-Regler die neue Rege-
lungsstruktur stabil ist.
4.3.3. Umsetzung der digitalen Pulsweitenmodulation
Nach dem Konzept in Abschnitt 3.6.6 werden im Folgenden die Auflösung und
die Schaltfrequenzen der neuen Pulsweitenmodulation bestimmt. Außerdem
werden die notwendigen Modifikationen an der Regelstruktur beschrieben.
Auflösung der DPWM
Um Grenzzyklen, d.h. ein Oszillieren der Ausgangsspannung mit konstanter
Amplitude im stationären Zustand zu vermeiden, soll die Auflösung der DPWM
größer als die Auflösung des A/D-Wandlers sein [PS03]. Die Regel gilt aller-
dings nur für digitale Schaltregler mit geringer Auflösung des A/D-Wandlers.
Aufgrund der neuen Reglerarchitektur mit einem hochauflösenden Modellaus-
gang entstehen keine wahrnehmbaren Grenzzyklen, da geringe Abweichungen
von der Referenzspannung sofort zu einer Änderung der Stellgröße führen.
Die minimalen Abweichungen erzeugen einen kleinen Anteil an der Stellgrö-
ße, der als zufällig angenommen werden kann. Deshalb kann das dadurch
entstehende Rauschen als weiß angesehen werden und erzeugt somit keine
Störspitze im Frequenzspektrum. Außerdem sind die Amplituden weitaus ge-
ringer als die Restwelligkeit durch die Schaltvorgänge. Eine niedrige Auflösung
der DPWM erfordert eine kleine Chipfläche und führt zu einer geringeren Lei-
stungsaufnahme. Ein Kompromiss zwischen ausreichendem Rauschverhalten
und geringem Energiebedarf stellt eine Auflösung von 10Bit dar. Die Auflösung
muss die DPWM bei der maximalen Schaltfrequenz von 370,4kHz erreichen.
Mit einer Taktfrequenz von 8MHz kann somit eine Auflösung der Zähler-PWM
von log2(8 MHz/370,4 kHz) = 4,43 Bit erreicht werden. Durch den Dual-Edge-
Mechanismus erhöht sich die Auflösung um 1 Bit auf 5,43 Bit. Die Delay-Line
muss somit über eine Auflösung von mindestens 4,57Bit verfügen. Es wird eine
Delay-Line mit 32 Stufen eingesetzt, was einer Auflösung von 5Bit und einer
Verzögerungszeit von ca. 1,953ns pro Stufe entspricht.
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Definition der Schaltfrequenzen
Der Platzbedarf der DPWM mit einer variablen Schaltfrequenz ist aufgrund
der zusätzlich benötigten Multiplikation zur Umrechnung des Tastverhältnisses
auf den aktuellen Zählerendwert im Vergleich zu einer DPWM mit einer festen
Schaltfrequenz aufwändiger. Um den Ressourcenaufwand zu verringern, wird
die Anzahl an zulässigen Schaltfrequenzen stark reduziert. Vorteilhaft sind Fre-
quenzen, die sich durch einfache Bitschiebe-Operationen erzeugen lassen. Für
die Anpassung des Tastverhältnisses kann bei den dadurch entstehenden Schalt-
frequenzen auf eine Multiplikation verzichtet werden. Gewählt werden deshalb
die Schaltfrequenzen 62,5 kHz mit einem Zählerendwert von 255 (8-bit-Zähler),
125 kHz mit einem Zählerendwert von 127 (7-bit-Zähler) und 250 kHz mit einem
Zählerendwert von 63 (6-bit-Zähler). Die Schaltfrequenz von 370,4 kHz kann mit
einer 10-bit-DPWM nicht exakt eingestellt werden. Die nächsthöhere Frequenz
beträgt 372 kHz und entspricht einem Zählerendwert von 42. In Abbildung 4.17
ist die Reduktion des Wirkungsgrads bei einer fixen Anzahl an Schaltfrequenzen
gegenüber einer stufenlosen Anpassung der Schaltfrequenz über dem Laststrom
dargestellt. Der Vergleich des Abfalls des Wirkungsgrads bei lediglich 4 Schalt-
frequenzen gegenüber der stufenlosen Anpassung ist derart gering (max. 0,6%),
dass keine weiteren Schaltfrequenzen eingesetzt werden.
Die einzige der vier Schaltfrequenzen, bei der die Stellgröße nicht mit dem
Schiebeoperator eingestellt werden kann, ist die Maximalfrequenz von 372 kHz.
Zur Berechnung wird, anstatt eines großen parallelen 20-bit-Multiplizierer, ein
energie- und platzeffizienter serieller Multiplizierer entworfen. Die Methode
basiert auf addieren und links-schieben des Ergebnisses. Aufgrund des gleich-
bleibenden Zählerendwerts von 42 wird die serielle Multiplikation stets in drei
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Abbildung 4.17.: Reduktion des Wirkungsgrads des Schaltwandlers gegenüber einer
stufenlosen Einstellung der Schaltfrequenz bei einer Nutzung von 4,
6 und 11 Schaltfrequenzen
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Schritten durchgeführt. Das entspricht einer Berechnungszeit von nur 375ns
oder 13,95% einer Schaltperiode. Im Abschnitt 4.4.1 wird der Mechanismus der
seriellen Multiplikation detailliert vorgestellt.
Mit der Begrenzung der Schaltfrequenzen und der effizienten seriellen Multi-
plikation gelingt es den Mehraufwand der DPWM mit variabler Schaltfrequenz
gegenüber einer modernen PWM/PFM so weit wie möglich zu reduziert.
Modifikation des Regelungsalgorithmus
Die DPWM variiert ihre Schaltfrequenz in Abhängigkeit des vom Regler er-
mittelten Laststroms, da der reale Laststrom nicht gemessen wird. Sowohl die
Lastkorrektur als auch das Streckenmodell ist von der Schaltfrequenz abhängig.
Deshalb wird die tatsächliche Schaltfrequenz der DPWM zum Regler zurück-
geführt. Um ein ähnlich gutes Regelverhalten wie bei einer DPWM mit einer
festen Frequenz zu erzielen, werden folgende Regeln für die Reglerarchitektur
definiert:
1. Im Steuerungsmodus wird unabhängig vom Laststrom immer die höchste
Schaltfrequenz gewählt. Das garantiert eine optimale Leistungsfähigkeit
beim Startvorgang oder beim Arbeitspunktwechsel. Der Effekt auf die
Leistungsaufnahme ist vernachlässigbar, da der Regler sich nur für eine
kurze Zeit im Steuerungsmodus befindet.
2. Bei einer auftretenden Regelabweichung wechselt die DPWM sofort zur
höchsten Schaltfrequenz. Bei einer hohen Schaltfrequenz kann die Stell-
größe in kürzeren Abständen geändert werden, was zu einer schnellen
Korrektur und einer geringen Ausregelzeit der Abweichung führt.
3. Ein Wechsel zwischen zwei Schaltfrequenzen ist nur im eingeschwungenen
Zustand erlaubt. Die Regel verhindert ein unkontrolliertes Oszillieren der
Ausgangsspannung oder einen permanenten Wechsel zwischen zwei Fre-
quenzen. Zur Beurteilung wird die Änderung des geschätzten Laststroms
betrachtet.
Die Aktualisierungsfrequenz der Reglerarchitektur ist immer größer als die
Schaltfrequenz des Schaltwandlers. Deshalb wird das Tastverhältnis mittels eines
Sample-and-Hold-Elements bis zur nächsten Schaltperiode konstant gehalten.
4.4. Implementierung und Testaufbau des
Schaltreglers
In diesem Abschnitt werden Methoden zur effizienten Implementierung der
Reglerarchitektur vorgestellt und angewandt. In einem Testaufbau, bestehend
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aus einem diskret aufgebauten Schaltwandler, einem FPGA und A/D-Wandler,
wird die Leistungsfähigkeit der Regelung evaluiert.
4.4.1. Implementierung des digitalen Reglers und der digitalen
Pulsweitenmodulation
Eine durchdachte Implementierung des Reglers und der DPWM kann sowohl
die Leistungsaufnahme reduzieren als auch die Leistungsfähigkeit erhöhen.
Pipelining
Bei komplexen Schaltkreisen kann ein sogenanntes Pipelining helfen, sowohl
die Taktfrequenzvorgabe zu treffen als auch den Leistungsbedarf zu senken.
In Abbildung 4.18 ist links ein großes kombinatorisches Logiknetz dargestellt.
Durch das Pipelining wird das kombinatorische Logiknetze durch das Einfü-
gen von Registern zum Speichern von Zwischenergebnisse in mehrere Stufen
aufgeteilt (Abbildung 4.18 rechts).
Um allerdings die selbe Latenz zu erzielen, muss die Taktfrequenz um einen
Faktor, der gleich der Anzahl an Pipelining-Stufen ist, erhöht werden. Durch eine
Verringerung der Leistungsaufnahme der kombinatorischen Logik kann trotz
einer höheren Taktfrequenz und einer größeren Anzahl an Registern die Lei-
stungsaufnahme insgesamt erheblich reduziert werden. Unnötige Schaltverluste,
sogenannte Glitches, entstehen durch fehlende Abstimmung der verschiedenen
Pfade. Dabei ist die Schaltfrequenz der Gatter ein Vielfaches höher als die Takt-
frequenz des Systems. Abbildung 4.19 verdeutlicht das Verhalten anhand eines
Beispiels. In der oberen Darstellung ändert sich der Ausgang E, obwohl das
Ergebnis D noch nicht vollständig berechnet ist. Im Addierer entstehen dadurch
vermeidbare Verluste durch Schaltvorgänge. In der unteren Darstellung werden
unnötige Schaltvorgänge durch das Einfügen von Registern unterdrückt. Ein
Ausgleichen der Pfade durch ein weiteres Register im unteren Pfad verhin-
dert eine Berechnung mit falschen Eingangswerten. Durch die Erhöhung der
Taktfrequenz steigt der Datendurchsatz.
Die Reglerstruktur beinhaltet viele aufeinander folgende Rechenoperatio-
nen zur Berechnung des Beobachters und des PI-Reglers. Zur Reduktion der
kombinatorischen Leistungsaufnahme werden acht Pipelining-Stufen eingesetzt.
Kombinatorische Logik
Komb.
Logik
RegisterRegister
Komb.
Logik
Komb.
Logik
RegisterRegister Register Register
Abbildung 4.18.: Verkleinerung von kombinatorischen Logiknetzen durch Einfügen
von Registern
146
4.4. Implementierung und Testaufbau des Schaltreglers
x
+
x
+
A
B
C
A
B
C
D
E
D
E
D‘
E
D
A, B, C
CLK
E
D
A, B, C
CLK
D‘
Unnötige Glitches
Abbildung 4.19.: Vermeidung von unnötigen Schaltvorgängen durch Pipelining
Aufgrund von internen Rückführungen ist ein automatisches Einfügen von
Pipelining-Registern nicht möglich. Damit die korrekte Ausführung des Re-
gelalgorithmus gewährleistet ist, ist ein sorgfältiges, manuelles Platzieren der
Register auf Systemebene notwendig.
Unterbinden von unnötigen Schaltverlusten
Durch das Erhöhen der Taktfrequenz wurde die zusätzliche Latenz des
Pipelining-Ansatzes kompensiert. In gleichem Maße erhöht sich dadurch der
Datendurchsatz. Da der erhöhte Durchsatz nicht benötigt wird, kann die Lei-
stungsaufnahme weiter reduziert werden, indem pro Taktperiode lediglich eine
Stufe aktiviert wird. Zur Unterdrückung der Berechnungen, werden die rest-
lichen Stufen über das Enable-Signal der Pipelining-Register deaktiviert. Die
Register halten den Wert, der vor der Deaktivierung anlag. Somit bleiben die
Eingangswerte der inaktiven Stufen konstant und die Gatter ändern ihren Zu-
stand nicht. Für jede Stufe wird ein Enable-Signal generiert, das genau eine
Taktperiode lang aktiv ist. Die Enable-Signale sind versetzt aktiv, sodass die
Berechnungen ähnlich wie beim Dominoeffekt die Stufen durchlaufen. Bei acht
Pipelining-Stufen erzeugt jede Stufe damit nur ein Achtel der Zeit Schaltverluste.
Ein weiterer positiver Effekt ist, dass Register, die zum Synchronisieren der Pfa-
de eingefügt wurden, entfernt werden können, da nun eine gezielte Aktivierung
eines Bereichs möglich ist. In Abbildung 4.20 ist beispielhaft das Zeitverhalten
der Enable-Signale zusammen mit den Auswirkungen auf den Schaltkreis dar-
gestellt. Oben ist das klassische Pipelining und unten das Enable-gesteuerte zu
sehen. In der ersten Taktperiode sind die Register mit dem Enable-Signal „En
1“ aktiv, in der zweiten die mit dem Enable-Signal „En 2“. Im Vergleich der
Signale A bis E treten im Enable-gesteuerten Verfahren (unten) weit weniger
Schaltvorgänge als beim klassischen (oben) auf.
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Abbildung 4.20.: Vermeidung von unnötigen Schaltvorgängen durch Deaktivierung
von Schaltungsteilen über Enable-Signale
Effiziente Berechnungen
Komplexe mathematische Operationen müssen in einer Niedrigenergie-An-
wendung möglichst vermieden oder sehr effizient implementiert werden. Die
erste Maßnahme ist eine Optimierung der Bitbreiten jedes Signals. Je geringer
die Bitbreite der Signale, umso kleiner und energiesparender werden mathema-
tische Operationen implementierbar. Verdoppelt sich beispielsweise die Bitbreite
zweier Signale, benötigt eine Multiplikation der Signale nahezu vier mal so
viele Gatter. Deshalb müssen für jedes Signal der Wertebereich und die benötig-
te Auflösung bestimmt werden, sodass sich der Signalfehler am Ausgang im
Toleranzbereich bewegt.
Basierend auf den Signalbreiten ergibt sich für jede Operation eine optimale
Implementierung. Multiplizierer und Dividierer können bei Signalen mit kleiner
Bitbreite durch Lookup-Tabellen ersetzt werden. In den Lookup-Tabellen werden
die Ergebnisse der Berechnung für alle Eingangswerte hinterlegt. Allerdings
werden LUTs bei größeren Bitbreiten ineffizient. Wird die Bitbreite einer Berech-
nung mit zwei Eingangssignalen um 1bit erhöht, vergrößert sich die LUT um
Faktor vier. LUTs werden sowohl im Regler zur Division von der Ausgangs-
spannung und zur Berechnung des Tastverhältnis im Steuerungsbetrieb als auch
in der DPWM zur Auswahl der Schaltfrequenz eingesetzt. Ebenso bieten sich
LUTs bei einer Operation mit einem konstanten Operanden an. Operationen,
die durch Zweierpotenzen multipliziert oder dividiert werden, können über
einfache Schiebeoperationen implementiert werden. Das Verfahren kommt bei
der DPWM zur Berechnung des schaltfrequenzskalierten Tastverhältnisses zum
Einsatz. Allerdings versagt die Methode, sobald die Schaltperiode nicht als
Zweier-Potenz der Taktperiode dargestellt werden kann. Jedoch stehen – auf-
grund des Verhältnisses von Durchsatz des Regelalgorithmus zur Schaltfrequenz
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des Schaltwandlers von minimal 2,69 – mehrere Taktzyklen zur Ausführung der
Multiplikation zur Verfügung. Damit ist eine serielle Implementierung möglich,
die den Ressourcenbedarf und somit auch die Leistungsaufnahme reduziert. Im
konkreten Fall ist eine Berechnung unter Verwendung eines Addierers und eines
Schiebeoperators nach drei Taktzyklen abgeschlossen. In Abbildung 4.21 ist ein
Beispiel der seriellen Multiplikation mit einem Tastverhältnis von d1 ≈ 0,713 dar-
gestellt. Begonnen wird mit dem MSB des rechten Multiplikanden. Bei einer ‚1‘
wird der linke Multiplikand mit Null addiert. Da das Ergebnis gerade der linke
Multiplikand ist, muss keine Addition durchgeführt werden. Anschließend folgt
ein links-schieben des Ergebnisses. Ist das nächste niederwertige Bit eine ‚0‘,
wird nochmal die Schiebeoperation durchgeführt. Ist das nächste niederwertige
Bit eine ‚1‘, erfolgt zunächst eine Addition des linken Multiplikanden mit dem
Ergebnis, bevor die Schiebeoperation ausgeführt wird. Nach den obigen Regeln
wird die serielle Multiplikation fortgeführt, bis das LSB erreicht ist.
4.4.2. Versuchsergebnisse
Im Folgenden wird der Versuchsaufbau vorgestellt, die Messergebnisse mit
den Simulationsergebnissen verglichen und sowohl die Leistungsaufnahme der
Reglerarchitektur als auch die Leistungsfähigkeit des Schaltreglers evaluiert.
Versuchsaufbau
Zum Funktionstest der neuen Reglerarchitektur wurde ein Schaltregler mit
diskreten Komponenten aufgebaut. Neben dem FPGA, auf dem der digitale
Regler implementiert wurde, kommen zwei 12-bit SAR-A/D-Wandler mit ei-
ner Abtastrate von 100kSPS zur Spannungskonvertierung zum Einsatz. Eine
Halbbrücke mit integrierten Treibern bildet zusammen mit einer Spule und
einem Kondensator einen Synchronwandler. Alle Parameter des Systems sind
in Tabelle 4.7 zusammengefasst.
1 
0 1 
01 
0 
             Tastverhältnis            Zählerendwert 
1011 0110 1001 · 10 1010 
+ 
+ 
+ 
2 x left shift 
2 x left shift 
      left shift 
Abbildung 4.21.: Prozedur der seriellen Multiplikation eines Tastverhältnisses von d1 ≈
0,713 und einer Schaltfrequenz von fsw = 372 kHz (ohne führende
Nullen, Wertigkeit: Tastverhältnis LSB 2−12, Zählerendwert LSB 20 )
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Parameter Beschreibung Werte(-bereich)
vbat Batteriespannungsbereich 3,0 V-4,2 V
vout Ausgangsspannungsbereich 0,3 V-2,5 V
ibat,max,c Max. kontinuierlicher Entladestrom 40 mA
ibat,max,p Max. Pulsentladestrom 60 mA
L Induktivität der Spule 2.2 µH
RL Ohmscher Widerstand der Spule 500 mΩ
C Kapazität des Kondensators 10 µF
ESR Äquiv. Serienwiderstand des Kondensators 8 mΩ
fSW Schaltfrequenz des Wandlers 62,5 kHz-372 kHz
NAD Auflösung der A/D-Wandler 12 bit
nAD Quantisierungsschritt der Spannung 976.6 µV
fAD Abtastrate des A/D-Wandlers 100 kHz
τ Verzögerung des A/D-Wandlers 7 µs
NDPWM Auflösung der DPWM 10 bit-12 bit
Tabelle 4.7.: Parameter der Testumgebung
Simulations- und Messergebnisse
Zunächst wird das Startverhalten des Schaltreglers untersucht. Abbildung
4.22 zeigt den Spannungsverlauf der Messung und der Simulation. Der etwas
längere Startvorgang des realen Schaltreglers ist auf Modellungenauigkeiten in
der Simulation und auf Nichtlinearitäten sowie Toleranzen von Bauelementen
zurückzuführen. Wie gefordert, wird der maximale Zellstrom im kontinuierli-
chen Betrieb nicht überschritten. Nach Erreichen der Referenzspannung wechselt
der Schaltregler vom Steuerungsbetrieb in den Regelungsmodus.
In Abbildung 4.23 wird das Störverhalten des Schaltreglers untersucht. Dabei
wird der schlechteste anzunehmende Fall, ein unbekannter Störstrom von 40mA,
betrachtet. Der Vergleich zwischen Messung und Simulation zeigt, dass das
Überschwingen im realen Aufbau geringfügig höher ist. Nach Feststellung
der Störung wechselt der Schaltregler sofort die Schaltfrequenz und regelt
die Störung innerhalb von 70µs aus. Der Spannungsabfall beträgt maximal
90mV. Abbildung 4.24 stellt den Verlauf der Ströme bei der identischen Störung
dar. Der Entladestrom des Energiespeichers bleibt dabei unter dem Maximum
des Zellstroms bei einer Pulsbelastung. Des Weiteren ist der vom Beobachter
ermittelte Laststrom, der sich nach ca. 1ms dem realen Strom anpasst, abgebildet.
Die adaptierbare Ausgangsspannung ist eine notwendige Eigenschaft des
Schaltreglers zur Realisierung der neuen Energiemanagementkonzepten im
Künstlichen Akkommodationssystem. Abbildung 4.25 zeigt die Flexibilität des
Spannungswandlers bei der Einstellung unterschiedlicher Spannungsebenen
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Abbildung 4.22.: Einschaltvorgang des Schaltreglers: Ausgangsspannung gemessen
und simuliert sowie Entladestrom des Energiespeichers simuliert
unter verschiedenen Lastbedingungen. Das neue Spannungsniveau wird schnell
und mit geringem Über- bzw. Unterschwingen erreicht. Beim Absenken der
Spannung wird die Geschwindigkeit durch das Entladen der Ausgangskapazität
durch den Laststrom vorgegeben. In Tabelle 4.8 sind die Referenzspannung und
die Schaltfrequenzen in den jeweiligen Arbeitspunkten aufgelistet.
Abschließend wird der Schaltregler dazu verwendet das Testboard des De-
monstrators zu versorgen. Ein Aktor war zum Zeitpunkt der Messungen noch
nicht verfügbar. Aufgrund der bekannten Betriebspunkte des Systems kann
die Lastkorrektur zur Stabilisierung der Spannung beitragen. Die Program-
mierung der Arbeitspunkte ν ist in Tabelle 4.9 dargestellt. Abbildung 4.26
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Abbildung 4.23.: Simulation und Messung der Sprungantwort auf einen Störstrom von
40 mA
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Abbildung 4.24.: Simulation des Entladestrom des Energiespeichers und des geschätz-
ten Laststroms durch den Beobachter bei einem Störsprung von 40 mA
zeigt die dazugehörigen Messungen. Im oberen Bild ist die Ausgangsspannung
(blau) und in den rot-markierten Bereichen die jeweilige Schaltfrequenz des
Schaltreglers dargestellt. Das untere Bild zeigt das Lastprofil des Demonstrators
(grün). Zusätzlich die Nummer des Arbeitspunkts aus Tabelle 4.9 angegeben.
Durch die Lastkorrektur ist kein Einbruch der Spannung – trotz teils großer
Laständerungen beim Senden und Empfangen über die drahtlose Schnittstelle
(Abb. 4.26 unten) – erkennbar. Lediglich der starke Abfall des Laststroms in der
Sende-Empfangs-Pause kann nicht vollständig kompensiert werden und führt
0 5 10 15 20 25 30 35 40 45
1
1.5
2
2.5
Zeit [ms]
A
u
s g
a
n
g
s s
p
a
n
n
u
n
g
 [
V
]
 
 
R
load
=390 Ω
R
load
=68 Ω
R
load
=1,2 kΩ
Abbildung 4.25.: Test der dynamischen Anpassung der Ausgangsspannung unter un-
terschiedlichen Lastbedingungen
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Abschnitt vout,re f [V] fSW [kHz]
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1 2,2 250 62,5 62,5
2 1,5 125 62,5 62,5
3 1,8 250 62,5 62,5
4 1,2 125 62,5 62,5
5 2,5 250 125 62,5
Tabelle 4.8.: Parameter des Testverlaufs für dynamische Spannungsskalierung mit un-
terschiedlichen Lastwiderständen
ν vout,re f [V] Rload,ν [Ω] Beschreibung
0 1,8 ∞ Energiesparmodus
1 1,8 857 Steuereinheit aktiv
2 1,8 138 Senden aktiv
3 1,8 96 Empfangen aktiv
4 2,2 3667 Beschleunigungssensor aktiv
5 2,2 687 Magnetfeldsensor aktiv
Tabelle 4.9.: Programmierung der Arbeitspunkte für die Lastkorrektur und der dyna-
mischen Spannungsskalierung
zu einem Anstieg der Spannung um 20mV. Im Übergang der Spannungsebenen
wechselt der Schaltregler in den Steuerungsmodus und damit zur höchsten
Schaltfrequenz.
Nach der funktionellen Analyse erfolgt die Evaluierung der Leistungsaufnah-
me des Reglers und der DPWM über eine sogenannte Post-Layout-Simulation
und über eine Messung der Leistungsaufnahme des FPGA-Kerns im Betrieb.
Bevor die Leistungsaufnahme abgeschätzt werden kann, muss der vollständige
Design-Ablauf durchgeführt und eine Datei erstellt werden, in der die Ver-
zögerungen durch die Logikelemente und die Leitungslängen enthalten sind
(Standard Delay Format, SDF). Anschließend erfolgt die Simulation des Desi-
gns durch eine Ansteuerung der Eingänge, welche die realen Betriebszustände
möglichst genau abbildet (Testbench). Auf Basis der SDF-Datei wird das Zeit-
verhalten berechnet. Aus den Simulationsergebnissen wird eine Datei abgeleitet,
in der von allen Signalen der Simulation jede Werteänderung inklusive eines
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Abbildung 4.26.: Test des Schaltreglers am Testboard des Demonstrators: Ausgangs-
spannungsverlauf mit Schaltfrequenzen (oben), Lastprofil mit Kom-
ponentennummer nach Tabelle 4.9 (unten)
Zeitstempels festgehalten wird (Value Change Dump, VCD). Basierend auf
den Schaltvorgängen der Logik kann nun die Leistungsaufnahme abgeschätzt
werden.
Zur Strommessung wird zunächst der FPGA mit dem erstellten Design pro-
grammiert. Die Entwicklerplatine erlaubt eine Messung der Stromaufnahme des
FPGA-Kerns ohne die zusätzliche enthaltene Peripherie. Tabelle 4.10 fasst die
Ergebnisse zusammen.
Aufgrund des aufwendigen Testcode und der auf Gatterebene vergleichsweise
langen Simulationsdauer von 20ms stimmen die Leistungsaufnahme der Simu-
lation und der Messung sehr gut überein. Unter verschiedenen Lastbedingungen
wurde eine leicht abweichende Leistungsaufnahme des Reglers beobachtet. Die
statische Leistungsaufnahme kann prozessbedingt schwanken. Erwartungsge-
mäß bezieht die 8MHz-Domäne den Großteil der Leistung, wobei der Taktbaum
sogar eine höhere Leistungsaufnahme als die kombinatorische Logik aufweist.
Der neue Schaltregler wurde in verschiedenen Szenarien getestet, um seine
Leistungsfähigkeit zu beurteilen. Folgende Ergebnisse wurden erzielt:
• Spannungsversorgung des Demonstrators: Die Abweichung der Spannung
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Leistungsaufnahme Simulation Messung
Statisch 42µW 220µW
Dynamisch 2966µW 2804µW - 2972µW
- Taktbaum 8MHz 1420µW k.A.
- Komb. Logik der 8MHz-Domäne 1123µW k.A.
- Andere Domänen 423µW k.A.
Gesamt 3008µW 3024µW - 3240µW
Tabelle 4.10.: Vergleich zwischen Simulation und Messung der Leistungsaufnahme des
Reglers und der digitalen Pulsweitenmodulation
liegt bei maximal 20mV und die Schaltfrequenz wird automatisch an die
Last angepasst.
• Verschiedene Spannungsebenen werden schnell und mit geringem Über-
schwingen eingestellt.
• Der maximal zulässige Batterieentladestrom wird zu keinem Zeitpunkt
überschritten.
• Ein unerwarteter Lastsprung, also ohne Ausnutzung der Systemkenntnis,
wird nach 70µs ausgeregelt. Die Spannungsabweichung beträgt maximal
90mV.
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4.5. Abschätzungen der Leistungsaufnahme und des
Platzbedarfs der Energiemanagementeinheit
Um die angestrebte Baugröße des Systems zu erreichen, muss die Energiemana-
gementeinheit in einem ASIC umgesetzt werden. Nun soll die Abschätzung der
Leistungsaufnahme und des Platzbedarfs auf Basis einer geeigneten Prozess-
technologie und weiterer Optimierungsschritte erfolgen.
4.5.1. Integrierte Schaltkreise
Als Hauptbestandteil der Energiemanagementeinheit für das Künstliche Ak-
kommodationssystem ist eine Abschätzung hinsichtlich der Effizienz und des
Bauraums notwendig. Die Ausführung des Schaltwandlers als integrierter Schalt-
kreis bietet die Möglichkeit sowohl die Eigenleistungsaufnahme als auch den
Platzbedarf zu optimieren. Dabei sollen ein optimaler Fertigungsprozess gewählt
sowie energiesparende Implementierungsmöglichkeiten untersucht werden.
CMOS Prozesse und Bibliotheken
Heutzutage gibt es eine große Anzahl an verschiedenen Prozesstechnologien
und Optionen. Die Prozessknoten reichen von 500nm bis zu 14nm [Int14]. Gene-
rell steigt die Leistungsfähigkeit bei sinkenden Abmessungen der Prozessknoten.
Allerdings nimmt auch der Leckstrom und somit die statische Leistungsauf-
nahme drastisch zu. Deshalb sind für Niedrigenergieanwendungen mit einem
geringen Takt eher größere Prozesstechnologien geeignet. Eine Analyse ver-
schiedener Technologien wurde mithilfe von Spice-Simulationen durchgeführt.
Die Modelle der Transistoren basieren auf durchschnittlichen Resultaten von
Messungen einer Charge [MOS15a, MOS15c]. Abbildung 4.27 zeigt die Test-
schaltung, bestehend aus vier Invertern und einem weiteren Inverter als Last.
Die Simulation wurde mit Prozesstechnologien zwischen 350nm und 90nm
Vdd
imess
outclk
Abbildung 4.27.: Testschaltung zur Ermittlung der Leistungsaufnahme verschiedener
Prozesstechnologien
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zweier Herstellern, TSMC und IBM, durchgeführt. Abbildung 4.28 stellt die
Stromaufnahme der Inverterkette über der Schaltfrequenz dar. Es zeigt sich,
dass die Stromaufnahme selbst bei gleicher Prozessgröße je nach Hersteller
variiert. Deutlich erkennbar ist die hohe Stromaufnahme des 90nm-Prozess im
statischen Fall. Durch die kleineren Transistoren und die niedrigeren Nominal-
spannungen sinkt bei kleineren Prozesstechnologien jedoch die dynamische
Leistungsaufnahme.
Eine Reduktion der Versorgungsspannung ist bis in die Nähe der Schwellen-
spannung oder sogar unter die Schwellenspannung der Transistoren möglich
[ASKH08, BZ06, CVPS11]. Die besonders energiearmen Schaltkreise erreichen
jedoch nur sehr geringe Schaltfrequenzen im kHz-Bereich [WC05]. Für viele
Prozesstechnologien sind zusätzlich verschiedene Ausführungen erhältlich, die
eine energieeffiziente Realisierung ermöglichen:
• High-Vt: Eine Erhöhung der Schwellenspannung der Transistoren führt
zu einer Abnahme der Leckströme. Allerdings erhöht sich die Schaltzeit
der Transistoren, was eine größere Verzögerungszeit zur Folge hat. In der
65nm-Technologie erfolgt mit High-Vt-Transistoren gegenüber Transisto-
ren mit regulärer Schwellenspannung eine Reduktion der Leckströme um
Faktor 2,4, bei einer Zunahme der Verzögerung um Faktor 1,2 [LNP08].
• High-k: Durch den Einsatz von Materialien mit einer größeren relativen
Permittivität als Siliziumdioxid kann die Dicke der Gate-Isolatorschicht der
Transistoren bei gleichbleibender Stromverstärkung erhöht werden. Der
dickere Isolator sorgt für deutlich geringere Leckströme. Eine Reduktion
der Leckströme um Faktor 1000 (PMOS) und Faktor 25 (NMOS) kann
damit erreicht werden [MAA+07].
• Low-k: Zur Reduktion von parasitären Kapazitäten zwischen Metallisie-
rungsebenen werden Materialien mit einer kleineren Dielektrizitätszahl als
Siliziumdioxid als Isolator eingesetzt. Durch die geringeren Leitungskapa-
zitäten kann die Größe der Transistoren ohne Zunahme der Schaltzeiten
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Abbildung 4.28.: Leistungsaufnahme verschiedener Prozesstechnologien
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verringert werden. Die Leitungskapazität reduziert sich um bis zu 25%,
was zu einer Reduktion der dynamischen Leistungsaufnahme von ca. 12%
führt [CK08].
Weiterhin können, neben der Prozesstechnologie, spezielle Bibliotheken mit
effizientem Zelldesign helfen, die Leistungsaufnahme des ICs zu senken. Der
Prozess muss allerdings die im Folgenden aufgezählten Varianten unterstützen:
• Tap Cells: Bei Standardzellen ist der Substratanschluss mit Masse und
das Well mit der Versorgungsspannung verbunden. Bei sogenannten Tap
Cells sind die Substrat- und Well-Anschlüsse nicht verbunden, was ein
Anlegen einer anderen Spannung erlaubt. Durch das sogenannte Reverse
Body Biasing kann der Leckstrom reduziert werden, indem eine negative
Body-Spannung angelegt wird. Bei einem Anstieg der Verzögerungszeit
um 18% verringert sich der Leckstrom um mehr als 70% [MCR+13]. Eine
anpassbare Body-Bias-Technik eignet sich hervorragend dazu, Prozess-
schwankungen auszugleichen [CFHM09].
• Logik Stil: Neben der statischen CMOS-Logik gibt es weitere Logikarten,
die zwar weniger robust sind und einen höheren Leckstrom erzeugen, da-
für deutlich höheren Durchsatz erreichen. Die wichtigsten beiden Vertreter
sind Pass Transistor Logik (PTL) und Domino Logic. Die Folge ist, dass
eine statische, kombinatorische CMOS-Logik eine bis zu zwei mal höhere
Energieaufnahme pro Operation aufweist [CK08] als andere Logik Stile.
• Transistor Stacking: Liegen mehrere Transistoren in Serie und sind in einem
nicht-leitenden Zustand, ist der Leckstrom gegenüber eines abgeschalteten
Transistors deutlich geringer. Bei zwei ausgeschalteten, gestapelten Transis-
toren, entsteht durch den sehr kleinen aber vorhandenen Drain-Strom eine
positive Spannung zwischen den Transistoren. Damit liegt eine positive
Source-Spannung und eine negative Gate-Source-Spannung am oberen
Transistor an und die Schwellenspannung steigt, was wiederum zur Ab-
nahme der Leckströme führt. Der Effekt kann genutzt werden, indem
zusätzliche Transistoren platziert werden oder indem vorhandene Stapel
genutzt werden (siehe „Minimum Leakage Vector“ im Teilabschnitt Archi-
tektur und Design Implementierung). Der Leckstrom kann bei einem Sta-
pel aus vier Transistoren um einen Faktor 31,5 verringert werden[CFB01].
Die Verzögerungszeit erhöht sich allerdings um Faktor 5 (NMOS) und
Faktor 12 (PMOS) [LG02].
• Power Gating: Unter Power Gating wird das Abschalten von inaktiven
Bereichen des Chips verstanden. Dadurch können unnötige Verluste durch
Leckströme vermieden werden. Realisiert wird das Power Gating über
Transistoren die zwischen Logik und Masse oder zwischen Versorgungs-
spannung und Logik eingesetzt und bei inaktivem Logikteil abgeschaltet
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werden. In strukturierten anwendungsspezifischen ICs (ASICs) kann der
Leckstrom um bis zu 52% reduziert werden. Die Chipfläche nimmt dabei
um lediglich 8% und die Verzögerung um 17% zu [CLTL10]. Mit etwas
mehr Aufwand lässt sich sogar eine Reduktion des Leckstroms um 87,14%
erzielen und zusätzlich das Rauschen der Masse, welches durch das An-
und Abschalten von Schaltungsteilen entsteht, um 76,28% verringern
[SPT12].
• Variation der Gatelänge: Wird anstatt der minimal möglichen Gatelänge
eine längere gewählt, reduziert sich der Leckstrom. Der Effekt wurde an-
hand eines 180nm-Prozess mittels Spice-Simulation untersucht. Bei einer
Veränderung der Gatelänge von 180nm auf 300nm wird der statische
Strom auf die Hälfte reduziert. Jedoch verdoppelt sich die Verzögerungs-
zeit gleichzeitig.
• Dimensionierung der Zelle: Durch eine Verringerung der Transistorbreite
kann die dynamische Leistungsaufnahme reduziert werden. Kleinere Zel-
len weisen eine niedrigere Eingangskapazität auf. Davor liegende Stufen
benötigen ihrerseits eine geringere Ausgangsleistung zum Schalten der Zel-
le und können dementsprechend auch kleiner dimensioniert werden. Die
Anpassung des gesamten Designs wirkt sich positiv auf die Leistungsauf-
nahme und Chipfläche aus, allerdings negativ auf die Leistungsfähigkeit.
Die im Rahmen der vorliegenden Arbeit durchgeführten Spice-Simulation
eines 180nm-Prozess zeigt bei einer Änderung der Transistorbreite von
20µm auf 240nm, dass die dynamische Stromaufnahme um den Faktor 67
reduziert und die Verzögerungszeit verdoppelt wird.
Architektur und Design Implementierung
Abschnitt 4.4.1 behandelte die Optimierung der Architektur und der Algorith-
men. Hinsichtlich der Umsetzung auf einem FPGA oder einem ASIC unter-
scheiden sie sich nicht. Verfahren wie Pipelining oder der Einsatz effizienter
Multiplikatoren werden mittels einer Hardwarebeschreibungssprache (engl.
Hardware Description Language, HDL) definiert.
Weitere Methoden, die sich nicht oder nur ineffizient im FPGA umsetzen
lassen, sind im Folgenden aufgeführt:
• Clock-Gating: Eine Methode, um die Leistungsaufnahme des Taktbaums
zu reduzieren, ist das sogenannte Clock-Gating. Das Abschalten von Teilen
des Taktpfads kann die Energieaufnahme verringern. Wie groß der Effekt
ist, hängt stark von der Struktur und der Granularität des Clock-Gatings ab.
Der Taktbaum eines ICs kann bis zu 40% der Gesamtleistungsaufnahme
ausmachen [CK08]. Können große Teile des Taktbaums über einen langen
Zeitraum abgeschaltet werden, ergibt sich ein hohes Energiesparpotential.
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Abbildung 4.29 zeigt links eine konventionelle Enable-Schaltung und
rechts eine Latch-basierte Variante des Clock-Gatings zur Vermeidung von
sogenannten Glitches. Ein Glitch tritt durch ungleiche Signallaufzeiten auf,
wobei kurzzeitig ein falsches Ergebnis in der logischen Schaltung vorliegt,
bis der stationäre Zustand erreicht wird. Die Clock-Gating-Schaltung
verhindert einen Glitch, da das Latch eine Änderung des Enable-Signals
zur positiven Taktflanke verhindert. Das Und-Gatter lässt das Taktsignal
nur passieren, wenn der Ausgang des Latch Eins ist. Ist das nicht der Fall,
entsteht keine Taktflanke am Register. Messungen einer großen Anzahl
verschiedener Schaltkreise in [ZTL+12] ergaben eine durchschnittliche
Reduktion der Leistungsaufnahme um 26,95% bei gleichzeitiger Zunahme
der Verzögerungszeit um 5,77% und der Chipfläche um 14,44%.
• Minimum-Leakage-Vector: Wie schon beim Stack-Effekt beschrieben, hängt
der Leckstrom eines Logikgatters von der Anzahl ausgeschalteter Transis-
toren ab. Die Idee der Minimum-Leakage-Vector-Methode besteht darin,
bei inaktiver Logik genau den Eingangsvektor anzulegen, der am wenigs-
ten Leckströme produziert. Bis zu 55% des Leckstroms kann, ohne eine
Änderung am Design vorzunehmen, eingespart werden [AFP04].
• Platzierung und Verbindungen: Eine geringe Leistungsaufnahme kann
durch ein intelligentes Platzieren und Verbinden der Gatter mit mög-
lichst kurzen Leitungen erreicht werden. Zum einen besitzen lange Leiter
einen hohen Ohmschen Widerstand, zum anderen erhöht sich durch einen
größeren Überlappungsbereich mit anderen Leitern die Leitungskapa-
zität. Somit entstehen größere Ausgangskapazitäten, womit wiederum
leistungsstärkere Transistoren eingesetzt werden, die eine größere dynami-
sche Leistungsaufnahme erzeugen. Bei hohen Frequenzen muss zusätzlich
die Leitungsinduktivität mitberücksichtigt werden, die zu Verzögerungen
führen kann. Ein vollständig manuell durchgeführtes Platzieren und Ver-
binden eines Datenpfads eines Mikrocontrollers in [CK02] ist um Faktor
14,5 kleiner, weist eine um Faktor 3,72 kleinere Verzögerungen auf und
besitzt eine um Faktor 2,29 geringere Gatterlast. Abschätzungen in [CK08]
gehen daher von einer Reduktion der Gesamtleistung von bis zu 33% aus.
Übersicht
In den Tabellen 4.11 und 4.12 sind die Verfahren zur Reduktion der statischen
und dynamischen Leistungsaufnahme zusammen mit den Auswirkungen auf
die Verzögerungszeit und die Chipfläche dargestellt. Bei den meisten Metho-
den geht die Reduktion der Leistungsaufnahme mit einer Verlängerung der
Verzögerungszeit und einer Vergrößerung der Chipfläche einher. Damit wird
deutlich, dass die Leistungsaufnahme nur in dem Maße reduziert werden kann,
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Abbildung 4.29.: Konventionelle Enable-Architektur (links) und Latch-basierte Clock-
Gating-Architektur (rechts), nach [LCN11]
Methode Leistungsaufnahme Verzögerung Chipfläche
High-Vt ≥ 0,42 ≤ 1,2 1
High-k ≥ 0,001 1 1
Reverse Body Bias ≥ 0,28 ≤ 1,2 1
Transistor Stacking ≥ 0,03 ≤ 12 ≤ 2
Power Gating ≥ 0,1 ≤ 1,2 ≤1,1
Gate-Länge ≥ 0,5 ≤ 1.9 ≤ 1,7
Minimum Leakage Vector ≥ 0,45 1 1
Tabelle 4.11.: Methoden zur Reduktion der statischen Leistungsaufnahme (normiert,
ohne Optimierung entspricht „1“)
soweit die angestrebte Leistungsfähigkeit immer noch erreicht wird und die kor-
rekte Funktionsweise des Schaltkreises garantiert ist. Die Energieeinsparungen
hängen zudem stark von der Anwendung ab.
4.5.2. Vergleich zwischen FPGA und ASIC
Die Funktionsfähigkeit der Teilkomponenten der Energiemanagementeinheit
wurden im Testaufbau mit integriertem FPGA nachgewiesen. Im Allgemeinen
bietet das FPGA durch seine Rekonfigurierbarkeit Vorteile in der Entwicklung
von neuen Designs und ermöglicht gegenüber einem ASIC-Entwurf ein kos-
tengünstiges Prototyping. Allerdings entstehen aufgrund der vorgefertigten
Logikelemente, in den Bereichen Leistungsaufnahme, Chipfläche und Leistungs-
fähigkeit große Nachteile.
In Abhängigkeit der Qualität der Bibliotheken können durch eine feinere Ab-
stimmung der Logikzellen bereits bei der ASIC-Synthese bessere Leistungsdaten
erzielt werden als bei der FPGA-Synthese mit unflexiblen Logikeinheiten.
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Methode Leistungsaufnahme Verzögerung Chipfläche
Minimale
Versorgungsspannung ≥ 0,1 ≤ 100 1
Low-k ≥ 0,88 1 1
Logik Stil 1 ≥ 0,5 ≥ 0,1
Zellen Dimensionierung ≥ 0,015 ≤ 2 ≥ 0,012
Clock Gating ≥ 0,5 ≤ 1,1 ≤ 1,2
Place & Route ≥ 0,67 ≥ 0,27 ≥ 0,07
Tabelle 4.12.: Methoden zur Reduktion der dynamischen Leistungsaufnahme (normiert,
ohne Optimierung entspricht „1“)
Das Placement und das Routing unterscheiden sich in erster Linie durch die
fest vorgegebene Struktur des FPGAs und die damit verbundenen geringeren
Freiheitsgrade gegenüber einem ASIC-Design. Das Taktnetzwerk eines FPGAs
ist zumeist überdimensioniert und sehr leistungsstark ausgeführt, da alle Res-
sourcen erreicht und mitunter viele Logikeinheiten zeitgleich geschaltet werden
müssen. Zudem besteht eine Logikeinheit eines FPGAs aus einer programmier-
baren Logikfunktion und einem Flipflop, wodurch bei kombinatorischer Logik
viele Flipflop unbenutzt bleiben. Die Folge ist, dass ein ASIC-Design deutlich
weniger Chipfläche beansprucht, wesentlich leistungsfähiger und bei der selben
Prozesstechnologie energieeffizienter ist.
In [KR07] wird versucht, die Unterschiede zwischen einem FPGA und einem
ASIC zu beziffern. Dabei wurden zahlreiche Anwendungen sowohl auf einem
Altera Stratix II-FPGA in 90nm Technologie als auch auf einem ST Microelec-
tronic 90nm-ASIC mit der Standardbibliothek implementiert. Zusätzlich wurde
darauf geachtet, dass die Registeranzahl nach der Synthese nicht mehr als 5%
voneinander abwichen. Beim ASIC-Design wurde auf spezielle Methoden zur
Reduzierung der Leistungsaufnahme, wie in Abschnitt 4.5.1 beschrieben, ver-
zichtet. Die Betrachtung der statischen Leistungsaufnahme von dem ASIC im
Vergleich zum FPGA ergab eine große Differenz zwischen dem typischen (Fak-
tor 87) und dem schlechtesten Fall (Faktor 5,4). Für eine seriöse Abschätzung
wird der schlechteste Fall angenommen. Auf Basis der Ergebnisse aus [KR07]
und einem Vergleich zwischen dem Stratix II und des im Rahmen der vorlie-
genden Arbeit verwendeten IGLOO Low-Power FPGAs wird eine Abschätzung
hinsichtlich des Leistungsbedarfs, der Chipfläche und der Leistungsfähigkeit
bzw. der Verzögerungszeit vorgenommen. In Tabelle 4.13 sind die Ergebnisse
zusammengefasst.
Die Resultate zeigen, dass sich unter Anwendung des automatisierten Stand-
ard-ASIC-Designflows die dynamische Leistungsaufnahme um ca. 80% gegen-
über dem FPGA-Design reduziert. Deutlich größer fallen die Unterschiede bei
der Betrachtung der Chipfläche und der Verzögerungszeit aus. Die Chipfläche
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Stratix II / IGLOO 3 1136 0,11 0,5
ASIC / Stratix II 0,0714 0,1852 0,2941 0,0286
ASIC / IGLOO 0,2143 210,43 0,0327 0,0143
Tabelle 4.13.: Verhältnis der Leistungsaufnahme, Verzögerung und Chipfläche zwischen
ASIC und FPGA
schrumpft um den Faktor 70 und die Verzögerungszeit um den Faktor 30,6.
Die enorme Steigerung der Leistungsfähigkeit des ASICs muss allerdings mit
einem starken Anstieg der Leckströme bezahlt werden, die um Faktor 210,43
steigen. Der Unterschied in der statischen Leistungsaufnahme zwischen den
beiden FPGAs erklärt sich bei Betrachtung der unterschiedlichen Konzepte.
Beim Stratix II erfolgt die Konfiguration über SRAM-Speicherzellen. SRAM
muss permanent bestromt werden, damit der Zustand erhalten bleibt. Beim
IGLOO hingegen werden Flash-Zellen zur Speicherung der Konfiguration und
als Register eingesetzt. Flash-Speicher gehören zu den nichtflüchtigen Speichern
und behalten ihren Zustand ohne Energiezuführung. Deshalb sind die Leckströ-
me wesentlich geringer. Zusätzlich erhöht sich die statische Leistungsaufnahme
beim Stratix II durch eine kleinere Prozesstechnologie (siehe Abschnitt 4.5.1).
4.5.3. Energiemanagement als integrierter Schaltkreis
Mit den folgenden Abschätzungen soll eine Größenordnung des Leistungs-
bedarfs und des Bauraums eines ASICs der Energiemanagementeinheit mit
vollen Funktionsumfang bestimmt werden. Die Energieeinsparungen hängen
stark vom jeweiligen Design ab. Im Folgenden soll auf Basis der vorgestellten
Erkenntnissen abgeschätzt werden, inwieweit die Methoden zur Reduktion der
Leistungsaufnahme von integrierten Chips sinnvoll auf das Gesamtkonzept der
Energiemanagementeinheit angewendet werden können.
Schaltregler
Der digitale Schaltregler ist aufgrund seiner Komplexität die Komponente
mit der höchsten Gatteranzahl und hat damit entscheidenden Einfluss auf die
Eigenleistungsaufnahme des Energiemanagements.
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Eine bedeutende Kennzahl für Schaltwandler ist der Wirkungsgrad. Bisher
wurde lediglich die Effizienz ohne die Leistungsaufnahme des Reglers und der
DPWM betrachtet. Aus dem Grund wird der Wirkungsgrad des Schaltreglers als
integrierter Schaltkreis gesondert von den anderen Funktionen abgeschätzt. Zu-
nächst werden die Methoden zur Reduktion der Leistungsaufnahme hinsichtlich
ihres Einflusses auf den Regler und auf die DPWM untersucht.
Die Struktur des Reglers eignet sich gut für ein Power Gating, da aufgrund
der acht Pipelining-Stufen jeweils sieben Stufen abgeschaltet werden können. Zu-
dem kann mit einem sehr groben Ansatz mit insgesamt acht Trenntransistoren,
einen für jede Stufe, der statische Leistungsbedarf um den Faktor acht reduziert
werden. Der Einfluss auf die Chipfläche und die dynamische Leistungsaufnah-
me ist aufgrund der wenigen zusätzlichen Transistoren vernachlässigbar. Die
maximale Schaltfrequenz verringert sich dabei um maximal 16,67%. Da bei
der DPWM und wenigen Teilen des Reglers keine Pipeline-Struktur umgesetzt
werden kann, ist eine Abschaltung der Bereiche nicht möglich. Insgesamt kann
die statische Leistungsaufnahme um den Faktor 5 verringert werden.
Durch das Power Gating verlieren die Methoden Transistor Stacking und
Minimum Leakage Vector stark an Bedeutung. Da alle inaktiven Gebiete von
der Spannungsversorgung getrennt sind, kann ein Minimum Leakage Vector-
Ansatz keine Wirkung erzielen. Transistor Stacking vergrößert die Chipfläche
und verringert die maximale Schaltfrequenz stark. Die Methode wird deshalb
nicht auf den Regler angewandt.
Die Verwendung von Transistoren mit einer hohen Schwellenspannung ist
hingegen sinnvoll, da die statische Leistungsaufnahme, ohne eine wesentliche
Verringerung der Leistungsfähigkeit, halbiert werden kann. Zusätzlich reduziert
sich der Einfluss von Prozessschwankungen auf die statische Leistungsaufnahme.
Eine Methode, um Variationen im Prozess auszugleichen, ist das Reverse Body
Biasing. Mit der angelegten Body-Spannung lässt sich die Schwellenspannung
der Transistoren verändern und somit die Leckströme kontrollieren. Um die
Möglichkeit zum Ausgleichen von Worst Case Bedingung zu bewahren, wird
die Reverse Body Biasing-Methode nicht in die Berechnung zur Reduktion der
Leistungsaufnahme miteinbezogen.
Eine Vergrößerung der Gate-Länge reduziert zwar die Leckströme, erhöht
jedoch die dynamische Leistungsaufnahme. Deshalb ist die Methode für Pro-
zesstechnologien mit hohen Leckströmen sinnvoll und geht zunächst nicht in
die Berechnung mit ein. Im Gegensatz dazu, hat ein High-k Gate-Isolator keine
negativen Effekte. Jedoch ist die Technologie erst ab einer Prozessgröße ≤65nm
verfügbar.
Die Pipelining-Architektur des Reglers ist sehr gut für einen Clock Gating-
Ansatz geeignet, da die einzelnen Bereiche jeweils nur für ein Achtel der Zeit
aktiv sein müssen und somit ein Großteil des Chips inaktiv ist. Untersuchungen
in [ZRM06] ergaben, dass durch ein Clock Gating im FPGA gegenüber eines
ASIC-Designs lediglich eine Energieeinsparung zwischen 6% und 30% möglich
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ist. Deshalb wurde im FPGA-Design ein Abschalten der Register über ein Enable-
Signal durchgeführt, was jedoch zu keiner Energieeinsparung des Taktbaums
und der getakteten Register führt. Ähnlich wie beim Power Gating werden
nur sehr wenige zusätzliche Gatter benötigt, um ein effizientes Abschalten
von Taktästen durchzuführen. Die Verringerung der Taktbaumleistung führt
zu schwächeren sowie zu einer reduzierten Anzahl an Takttreibern, was eine
Reduktion der dynamischen Leistungsaufnahme um mindestens 20% bewirkt.
Durch eine Reduktion der Transistorbreite kann der dynamische Strom enorm
reduziert werden. Die Verzögerung beim simulierten Testschaltkreis steigt ma-
ximal um den Faktor 2 an. Bei einer großen Anzahl an Gattern, was gleichbe-
deutend mit einer hohen Lastkapazität ist, steigt die Verzögerungszeit stark an.
Deshalb wird davon ausgegangen, dass nicht alle Transistoren gleichermaßen
skaliert werden können. Im Mittel ist eine Reduktion um den Faktor 10 bei
einem Achtel der maximalen Frequenz möglich.
Das Beispiel aus Abschnitt 4.5.1 zeigt, dass durch manuelles Platzieren und
Verbinden der Gatter und Register sowohl die Leistungsfähigkeit gesteigert
als auch die Leistungsaufnahme reduziert werden kann. Da der Aufwand
und die Komplexität eines vollständig manuell durchgeführten Designs sehr
hoch ist, wird eine eher konservative Abschätzung vorgenommen. Dabei wird
von einer Reduktion der dynamischen Leistungsaufnahme um 30% und einer
Verdopplung der maximalen Schaltfrequenz ausgegangen.
In Abschnitt 4.4.2 wird die Leistungsaufnahme des Reglers und der DP-
WM sowohl simulativ als auch messtechnisch bestimmt. Die mittlere Aktivität
des Reglers beträgt 0,00875. Ausgehend davon und auf Basis von Tabelle 4.13
werden die Leistungsaufnahme, die maximal erzielbare Frequenz und die Chip-
fläche eines Standard-ASICs bei automatisiertem Designablauf bestimmt. Da
der 90nm-Prozess große Verluste durch Leckströme produziert, erscheinen
andere Prozesstechnologien geeigneter. Der Vergleich in Abschnitt 4.5.1 zeigt,
dass beim IBM 250nm-Prozess weniger als ein Tausendstel der Leckströme des
IBM 90nm-Prozess auftreten. Zudem wurde eine Versorgungsspannung von
1V angenommen, die gegenüber dem 90nm-Prozess zu einer Reduktion der
maximalen Frequenz um den Faktor 4,25 führt. Deshalb geht die Minimierung
der Versorgungsspannung nicht zusätzlich in die Berechnung ein. Eine voll-
ständige Abschätzung der Leistungsaufnahme des Reglers und der DPWM als
integrierter Chip in 250nm Technologie wird in Tabelle 4.14 durchgeführt.
Die Ergebnisse zeigen, dass es mit einem energieoptimierten, integrierten
Chips möglich ist, die Leistungsaufnahme des FPGAs um nahezu zwei Zeh-
nerpotenzen zu reduzieren. Die Abschätzungen zu den einzelnen Methoden
erfolgen konservativ, sodass der berechnete Wert von ca. 35µW im realen ASIC
eventuell geringer ist.
Zur Leistungsaufnahme der Regelung und der DPWM addiert sich der Leis-
tungsbedarf der A/D-Wandler. Die Abtastrate des A/D-Wandlers zur Erfassung
der Batteriespannung kann stark reduziert werden, da sich die Batteriespannung
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IGLOO FPGA 2972µW 220µW 8MHz (7000 x 7000)µm2
ASIC 90nm (nom.) ×0,2143 ×210,43 ×30,6 ×0,0143
ASIC 90nm 625,76µW 46294µW 244,8MHz (837 x 837)µm2
ASIC 250nm (nom.) ×0,72 ×0,00065 ×0,235 ×2,5
ASIC 250nm 450,54µW 30,09µW 57,53MHz (1323 x 1323)µm2
High Vt (nom.) ×1 ×0,5 ×0,833 ×1
Power Gating (nom.) ×1,1 ×0,2 ×0,833 ×1,1
Zellen Dim. (nom.) ×0,1 ×0,9 ×0,125 ×0,3
Clock Gating (nom.) ×0,8 ×1,1 ×0,911 ×1,1
Place & Route (nom.) ×0,8 ×0,9 ×2 ×0,5
Optimiertes ASIC 31,72µW 2,68µW 9,09MHz (564 x 564)µm2
Tabelle 4.14.: Abschätzung der Leistungsaufnahme des Reglers und der digitalen Puls-
weitenmodulation des Schaltreglers
nur sehr langsam ändert. Somit kann die Energieaufnahme des Wandlers ver-
nachlässigt werden. Die Leistungsaufnahme des A/D-Wandlers zur Erfassung
der Ausgangsspannung beträgt nach der Betrachtung in Abschnitt 3.6.4 10µW.
Die Chipfläche von SAR-Wandler ist vergleichsweise groß, da das Kondensator-
Array auf dem Chip integriert werden muss.
Der Gesamtwirkungsgrad des Schaltreglers ergibt sich aus dem idealen Wir-
kungsgrads des Schaltwandlers aus Abschnitt 3.6.6 und der Leistungsaufnahme
des Reglers, der DPWM und des A/D-Wandlers. Abbildung 4.30 stellt den Wir-
kungsgrad über dem Laststrom dar. Die linke Abbildung zeigt die Effizienz für
verschiedene Ausgangsspannungen und die rechte bei unterschiedlichen Zell-
spannungen. In den meisten Arbeitspunkten erzielt der Schaltwandler bei einem
Laststrom von 1mA einen Wirkungsgrad von über 90%, womit die Effizienz
eines modernen Schaltwandlers erreicht wird. Bei einer niedrigen Ausgangs-
spannung von 1,2V beträgt der Wirkungsgrad immer noch 87%. Bei hohen
Lastströmen über 5mA liegt die Effizienz sogar über 95%. In dem oberen Leis-
tungsbereich ist eine hohe Effizienz besonders wichtig, um die Verlustleistung
zu minimieren. Die kleinen Sprungstellen entstehen durch die Anpassung der
Schaltfrequenz. Im niedrigen Leistungsbereich, unterhalb 1mA, dominieren die
Verluste des Reglers und der DPWM und führen zu einer Abnahme der Effizienz.
Im Gegensatz zu verfügbaren Schaltreglern wird durch die Konfigurations- und
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Abbildung 4.30.: Gesamtwirkungsgrad des neuen Schaltreglers
Anpassungsmöglichkeiten zusätzlich die Leistungsaufnahme der Anwendung
optimiert.
Fertigungstechnisch können die Transistoren lediglich eine Breite von mehre-
ren µm betragen. Um eine äquivalente Breite der Schalttransistoren von 6,4mm
bzw.8,7mm zu erzielen, werden mehrere ineinandergreifende Transistoren par-
allel geschaltet (engl. Fingering). Durch das Fingering reduzieren sich außerdem
die parasitären Kapazitäten und der Widerstand des Gates entlang des Transis-
tors [Cle99].
Linearregler
Der Linearregler kann auf den IC integriert werden oder als externer IC verbaut
werden. Moderne Low-Drop-Out-Spannungsregler (LDOs) sind im Gehäuse ab
einer Größe von (650 x 650)µm2 erhältlich [Fai14]. Die aktive Fläche liegt zwi-
schen (240 x 400)µm2 [HLHC08] und (480 x 550)µm2 [ASLP07]. Der Ruhestrom
liegt bestenfalls bei 110nA [BB06, HLHC08].
Weitere Komponenten
Neben den Spannungsreglern werden weitere Komponenten, die für die Umset-
zung der Konzepte notwendig sind, in den Energiemanagement-IC integriert.
Zusätzlich zu den optimierten Schalttransistoren des Schaltreglers werden
weitere Transistoren eingesetzt, um eine flexible Verschaltung der Spannungsreg-
ler und der Teilsysteme zu erreichen. Die Schaltverluste sind vernachlässigbar,
da ein Subsystem maximal einmal pro Systemzyklus umgeschaltet wird. Somit
muss ein Kompromiss zwischen dem Durchlasswiderstand und der Größe ein-
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gegangen werden. Bei einer Breite von 10mm liegt der Durchlasswiderstand ca.
bei 150mΩ, welcher die Systemeffizienz kaum reduziert.
Die Leistungsaufnahme der Schlafdetektion wird größtenteils durch die ana-
loge Signalverarbeitung bestimmt. Aufgrund der niedrigen Abtastrate und
des kleinen digitalen Logikanteils ist die dynamische Leistungsaufnahme ver-
nachlässigbar gering. Durch ein Power-Gating kann zusätzlich die statische
Leistung optimiert werden. Der Platzbedarf wird maßgeblich durch die Inte-
gration der Widerstände der Verstärkerschaltung und der Kondensatoren des
A/D-Wandlers bestimmt.
Die Ladezustandsdetektion besteht aus einer LUT mit 3200 Werten, die im
Speicher abgelegt sind und aus einer digitalen Logik zur Kontrolle und Steue-
rung der LUT.
Die Auswahllogik entscheidet anhand der gewonnen Daten der Sensoren, des
Mikrocontrollers und des Energiemanagements, welche Konfiguration die Teil-
systeme im nächsten Systemzyklus einnehmen. Dazu reichen wenige logische
Verknüpfungen aus.
Mit einer Aktualisierungsrate von 10Hz ist die Leistungsaufnahme der Lade-
zustandsdetektion und der Auswahllogik sehr gering.
Als Schnittstelle zu den anderen Teilsystemen werden ca. 20 Ein- und Ausgän-
ge benötigt. Während die Pins zur Energieversorgung große Anschlusspads zur
Führung des Stroms benötigen, wird für die digitalen Ein- und Ausgänge eine
Schutzschaltung gegen elektrostatische Entladung und Treiber zur Wahrung der
Schaltzeiten eingesetzt. Ein Ein- oder Ausgang hat eine ungefähre Größe von
300µm x 90µm [WHB05].
Energiemanagement
Die Abschätzung der Leistungsaufnahme und der Chipfläche der Energiemana-
gementeinheit und ihrer Teilfunktionen ist in Tabelle 4.15 zusammengefasst.
Dabei wird die Eigenleistungsaufnahme abgeschätzt, die im Betrieb entsteht
und nicht durch andere Teilsysteme verursacht wird. Deshalb wird hier der Fall
angenommen, dass alle Teile der Energiemanagementeinheit aktiv sind, jedoch
keines der angeschlossenen Teilsysteme Leistung benötigt.
Die Eigenleistungsaufnahme wird in den Simulationen der autonomen Be-
triebsdauer berücksichtigt. Weiterhin soll nun noch der Einfluss des Energie-
management-ICs auf den Bauraum des Implantats untersucht werden. Die
Abschätzung der Chipfläche führt zu einem ungehäusten IC mit einer Kanten-
länge von ca. 1,23mm. Mit einer Chip-Dicke von ca. 300µm nimmt der IC ein
Volumen von 0,456mm3 ein. Die Reduktion des für den Energiespeicher reser-
vierten Bauraums durch den Energiemanagement-IC entspricht damit weniger
als 0,5%. Daraus folgt, dass der Einfluss auf die Kapazität des Energiespei-
chers sehr gering ist und im Bereich des Abschätzungsfehlers des verfügbaren
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Komponente Leistungsaufnahme
im Betrieb
Chipfläche
Regler und DPWM 35µW 0,318mm2
A/D-Wandler 10µW 0,25mm2
Schalttransistoren - 0,023mm2
Verteilermatrix - 0,09mm2
Linearregler <5µW 0,264mm2
Schlafdetektion2 108-175nW 0,023mm2
Ladezustandsdetektion 10nW 0,008mm2
Auswahllogik 10nW 0,005mm2
20 I/O Pins - 0,54mm2
Gesamt <50,2µW 1,521mm2
Tabelle 4.15.: Abschätzung der Leistungsaufnahme und des Platzbedarfs der Energie-
managementeinheit im lastfreien Betrieb
Bauraums und der Energiedichte liegt. Damit ist die Simulation der autonome
Betriebsdauer des Implantats weiterhin gültig.
4.6. Zusammenfassung
In Kapitel 4 wurden für die in Kapitel 3 vorgestellten Konzepte Realisierun-
gen vorgestellt und der quantitative Nutzen anhand von Simulationen und
Testaufbauten evaluiert.
Dabei wurde gezeigt, dass durch
• die intelligente Spannungsversorgung der Teilsysteme,
• das situative Aussetzen der Sensorfusion,
• die Schlafdetektion und
• die Reduktion der Leistungsfähigkeit bei geringem Ladezustand
die autonome Betriebsdauer des Künstlichen Akkommodationssystems von
5h auf deutlich über 30h erhöht wird. Somit wird auch die Anforderung an
den Nutzungskomfort, welche eine autonome Mindestbetriebsdauer von 24h
gewährleisten soll, erfüllt.
2Die Chipfläche ist ohne Photosensor angegeben, da der Sensor im optischen Bereich ange-
bracht wird.
169
4. Realisierung der Konzepte
Im Folgenden wurden die notwendigen Komponenten für die Energiemana-
gementeinheit evaluiert. Das zur Umsetzung der intelligenten Spannungsversor-
gung zentrale Element ist der im Rahmen der vorliegenden Dissertationsschrift
konzeptionierte Schaltregler. Für ihn gelten die folgende Aussagen:
• Die Stabilität der neuen Reglerstruktur wurde nachgewiesen.
• In einem Testaufbau wurde die Leistungsfähigkeit, unter anderem zur
Spannungsversorgung des Demonstrators, bewiesen. Dabei betrug die
maximale Abweichung der Spannung lediglich 20mV. Die maximale Rest-
welligkeit der Spannung lag in allen Arbeitspunkten unter den geforderten
10mV. Zusätzlich wurde die Ausgangsspannung dynamisch an den Ar-
beitspunkt angepasst. Des Weiteren ist der Betrieb mit einer Mikrozelle
möglich, da nachgewiesen wurde, dass der maximal zulässige Batterie-
strom nicht überschritten wird.
• Die Umsetzung des Schaltreglers in einen energieoptimierten ASIC erfüllt
mit einem Platzbedarf von ca. 564µm x 564µm und einen Leistungsauf-
nahme von ca. 35µW sowohl die Anforderung an den Bauraum als auch
an den Energiebedarf.
• Die Effizienz des Schaltreglers liegt bei einem Laststrom größer als 5mA
über 95%, bei einem Laststrom von 1mA immer noch bei ca. 90%.
Der neue Schaltregler erfüllt somit alle Anforderungen zur Versorgung des
Implantats.
Ein Energiemanagement-IC mit den Komponenten
• Schaltregler,
• Linearregler,
• Verteilermatrix,
• A/D-Wandler,
• Schlafdetektion,
• Ladezustandsschätzung,
• Logik zur Auswahl von Energiesparmethoden und
• Ein- und Ausgangspads
besitzt ein Volumen von ca. 0,46mm3. Das entspricht weniger als 0,5% des
Bauraums des Künstlichen Akkommodationssystems und erfüllt somit die
Anforderungen hinsichtlich des Platzbedarfs.
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Durch den Einsatz der im Rahmen der vorliegenden Arbeit entwickelten
Energiemanagementeinheit ist erstmals ein autonomer Betrieb des Künstlichen
Akkommodationssystems von mehr als einem Tag möglich.
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Das Ziel der vorliegenden Dissertationsschrift bestand darin, eine neue Methodik
zur Optimierung der Energieeffizienz des Künstlichen Akkommodationssystems
zu entwickeln, die dafür notwendigen Teilkonzepte und ihre entsprechenden
steuerungstechnischen Algorithmen abzuleiten, diese anhand von experimentel-
len und simulativen Versuchsumgebungen zu erproben und davon ausgehend
die Leistungsfähigkeit der neuen Methodik zur Optimierung des Energiebedarfs
und zur Verlängerung der autonomen Betriebsdauer zu ermitteln.
Nach der Vorstellung des Akkommodationsmechanismus beim Menschen und
der Darstellung des Entwicklungsstands des Künstlichen Akkommodationssys-
tems zeigte die Analyse des Stands der Technik von Energiespeichertechnologien
und von Energiemanagementverfahren in Implantaten sowie in anderen Nied-
rigenergieanwendungen in Kapitel 1, dass ein Großteil der Systeme entweder
permanent mit Energie versorgt wird oder eine deutlich geringere Leistungs-
dichte als das Künstliche Akkommodationssystem aufweist. Ein kleiner Teil der
Systeme setzt anwendungsbezogene Speziallösungen ein, die für das Künstliche
Akkommodationssystem ungeeignet sind.
Aus diesem Grund wurde in Kapitel 2 eine Methodik zur systematischen
Optimierung des Energiebedarfs und der autonomen Betriebsdauer des Implan-
tats vorgestellt, die sich gleichermaßen auf andere Mikrosysteme mit einem
beschränkten Bauraum anwenden lässt. Die Methodik beruht neben der Defini-
tion der Anforderungen auf drei wesentlichen Aspekten, die am Ende zu einem
energieeffizienten System führen: Erstens die Analyse der Leistungsaufnahme
des Systems und die Ermittlung von Einflussfaktoren auf den Energiebedarf,
zweitens die Strategie zur Entwicklung neuer Konzepte sowie die Beurteilung
der erarbeiteten Teillösungen nach einheitlichen Kriterien und drittens die Va-
lidierung der Konzepte hinsichtlich ihrer Energieersparnis, ihrer technischen
Realisierbarkeit sowie ihrer Integrierbarkeit.
Gemäß der methodischen Vorgehensweise wurde in Kapitel 3 zunächst mög-
liches Optimierungspotential anhand von Messungen am Testsystem sowie
durch detaillierte Simulationen der Leistungsaufnahme und der autarken Lauf-
zeit identifiziert. Dabei wurde erstmals die autonome Betriebsdauer beim Ein-
satz eines für das Künstliche Akkommodationssystem optimierten Energie-
speichers bestimmt. Darauf aufbauend wurden Konzepte zur Verbesserung
der Spannungswandlungseffizienz und der Reduktion der Leistungsaufnahme
der Teilsysteme unter Betrachtung eines Systemzyklus erstellt. Unabhängig
davon wurden zudem Lösungen präsentiert, welche die Leistungsaufnahme
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einzelner oder mehrerer Teilsysteme in bestimmten Situationen stark reduziert.
Die Auswirkungen auf die autonome Laufzeit können in Abhängigkeit der
Auftrittswahrscheinlichkeit innerhalb eines vollständigen Entladezyklus des
Energiespeichers abgeschätzt werden. Der Vergleich der Konzepte zeigt, dass
eine intelligente Spannungsversorgung, eine Detektion von Schlafphasen des
Trägers, ein asynchroner Systemzyklus und eine Vergrößerung des Abtastinter-
valls bei einem niedrigen Ladezustand das größte Potential zur Verlängerung
der autonomen Betriebsdauer aufweisen. Aus den geeigneten Lösungsansätzen
wurde ein Gesamtkonzept einer Energiemanagementeinheit entwickelt. Durch
eine Integration der Komponenten und Teilsysteme in einen SoC oder einem
SiP können alle redundanten Funktionsblöcke eliminiert werden, wodurch der
Energiebedarf weiter sinkt und die Integrationsdichte steigt.
Das Energiemanagement erfordert einen Spannungsregler mit einer zur Lauf-
zeit adaptierbaren Ausgangsspannung und mit einer Effizienz über 90% bei
Strömen von 1mA bis 50mA. Dafür wurde eine Methodik zur Auslegung des
Schaltwandlers, eine Herleitung eines neuen Regelungskonzepts und eine neue
Pulsweitenmodulation mit variabler Schaltfrequenz vorgestellt. Des Weiteren
wurde ein Verfahren zum Nachweis der globalen gleichmäßigen exponentiellen
Stabilität des Schaltreglers hergeleitet. Durch die generische Auslegung und
die hohe Flexibilität des Schaltreglers eignet sich das Konzept auch für andere
mikroelektronische oder mikro-mechatronische Systeme.
Kapitel 4 befasst sich mit der Realisierung der zuvor entwickelten Konzepte.
Über eine Integration der Teilkonzepte in die Energiesimulation wurde die exak-
te autonome Betriebsdauer bestimmt. Weiterhin wurde ein intelligenter Sensor
zur Erfassung von Schlafphasen des Trägers und ein Algorithmus zur Schät-
zung des Ladezustands zur Anwendung ladezustandsabhängiger Konzepte
entwickelt. Durch eine Kombination von verschiedenen Optimierungskonzep-
ten gelingt es, die autonome Betriebsdauer von etwas mehr als 5h auf über 33h
zu verlängern.
Die Realisierung des Schaltreglers beginnt mit der Auslegung des Schaltwand-
lers nach der vorgestellten Methodik und der Bestimmung der Reglerparameter.
Anschließend wurde der Regelalgorithmus und die Pulsweitenmodulation in
eine Hardwarebeschreibung umgesetzt. Durch effiziente Berechnungsmethoden
und weitere Optimierungsstrategien wurde die Leistungsaufnahme reduziert.
Zur Verifikation der korrekten Funktionsweise des Schaltreglers wurde eine
Testumgebung bestehend aus einem FPGA, zwei A/D-Wandlern und einem
synchronen Schaltwandler aufgebaut.
Das Kapitel schließt mit der Abschätzung der Leistungsaufnahme und des
Bauraums der Energiemanagementeinheit als integrierter Chip ab. Mit einer
Eigenleistungsaufnahme von ca. 50µW und einem Volumen von ca. 0,46mm3
werden die Anforderungen an die Energiemanagementeinheit im Künstlichen
Akkommodationssystem vollständig erfüllt.
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Die wesentlichen Ergebnisse der Arbeit sind:
1. Entwicklung einer neuen Methodik für die Optimierung der Energieeffizi-
enz und der autonomen Betriebsdauer des Künstlichen Akkommodations-
systems.
2. Konzeption einer generischen, intelligenten Spannungsversorgung zur
Erzielung eines optimalen Verhältnisses zwischen Bauraum, Wirkungsgrad
der Spannungswandlung und Effizienz der versorgten Teilsysteme.
3. Entwicklung von Konzepten zur situativen Abschaltung von Teilsystemen
oder des Gesamtsystems zur Verlängerung des autonomen Betriebs.
4. Entwurf einer neuen, energieoptimierten, anwendungsspezifisch adap-
tierbaren, digitalen Regelung für einen Schaltwandler mit dynamisch
veränderlicher Ausgangsspannung für Anwendungen mit geringer Lei-
stungsaufnahme.
5. Neuartige, multimodale, modellbasierte Reglerarchitektur für einen Schalt-
wandler mit verschiedenen Zeitdomänen zur Reduktion der Eigenleis-
tungsaufnahme des Reglers.
6. Entwicklung einer neuen, digitalen, hybriden Modulation für einen Schalt-
wandler mit variabler Pulsweite und Schaltfrequenz.
7. Detaillierte Analyse der Leistungsaufnahme und der autonomen Betriebs-
dauer der Teilsysteme und des gesamten Künstlichen Akkommodations-
systems durch Modellbildung und numerische Simulation sowie deren
Verifikation durch Messungen.
8. Entwurf von Verfahren und Algorithmen zur energieoptimierten Imple-
mentierung der Regelung und der Pulsweitenmodulation für einen Schalt-
wandler.
9. Funktionsnachweis des Schaltreglers durch theoretischen Stabilitätsbeweis
sowie Aufbau einer Testumgebung.
10. Entwicklung eines Algorithmus zur Schätzung des aktuellen Ladezustands
und zur Vermeidung erhöhter Leistungsentnahme zur Steigerung der Be-
triebssicherheit und der Lebensdauer der Mikrozelle ohne eine zusätzliche
Messeinrichtung.
11. Entwurf einer neuen, generischen Energiemanagementeinheit unter Be-
rücksichtigung spezieller Anforderungen des Energiespeichers mit sys-
temspezifischen Erweiterungen zur Reduktion des Energieverbrauchs im
Künstlichen Akkommodationssystem.
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12. Abschätzung der Eigenleistungsaufnahme und des Platzbedarfs einer
integrierten Energiemanagementeinheit.
13. Ableitung von Aussagen zur Leistungsfähigkeit aller entwickelten Algo-
rithmen und Hardwarekomponenten.
14. Nachweis der Funktionsfähigkeit der neuen Methodik.
Basierend auf der vorliegenden Arbeit sind weiterführende Maßnahmen
zur Verlängerung der autonomen Betriebsdauer notwendig. Ein erster Schritt
zur Optimierung des bestehenden Systems erfolgt mit der Umsetzung eines
integrierten Schaltkreises der Energiemanagementeinheit und mit einer Anpas-
sung der Steuerungssoftware verschiedener flexibler Systemzyklen. Ein weiterer
wichtiger Aspekt stellt die Entwicklung eines für das Künstliche Akkommo-
dationssystem optimierten Energiespeichers dar. Dabei sind sowohl eine hohe
Energiedichte als auch ein serien-produzierbares Zelldesign erforderlich. Der-
zeit sind Lithium-basierte Energiespeicher mit Festkörperelektrolyt und einer
3D-Struktur vielversprechende Kandidaten für sichere Zellen mit hoher Ener-
giedichte.
Ein weiterer Schritt zur vollständigen Integration des Systems umfasst die
Entwicklung eines System-on-Chip oder eines System-in-Package. Dadurch las-
sen sich sowohl der Bauraum als auch die Leistungsaufnahme weiter reduzieren.
Der Wegfall von redundanten Komponenten ermöglicht Synergieeffekte bei
der Nutzung von Taktoszillatoren, Speicher oder A/D-Wandlern. Sogar eine
effizientere Nutzung des vorgestellten Energiemanagements ist möglich, da
zusätzliche integrierte Spannungswandler überflüssig werden. Dadurch werden
die Wandlungsverluste weiter gesenkt.
Des Weiteren sind klinische Studien mit implantierten Systemen zur Un-
tersuchung der Fehlerrate der dargestellten Konzepte zur Verlängerung der
autonomen Betriebsdauer durchzuführen.
Die in dieser Arbeit vorgestellten Konzepte und Methoden ebnen den Weg für
eine serienreife, mikro-mechatronischen Intraokularlinse zur Wiederherstellung
der Akkommodation. Darüber hinaus können sie auf ähnliche Problemstel-
lung angewandt werden. Insbesondere der digitale Schaltregler kann nach der
beschriebenen Methodik für andere Leistungsbereiche optimiert werden und
aufgrund der Konfigurationsmöglichkeiten optimal an verschiedene Anwen-
dungen angepasst werden. Anwendungsfelder sind alle bauraumbeschränk-
ten, energiekritischen Sensorsysteme, die eine kontinuierliche Kommunikation
erfordern. Dazu zählen beispielsweise Geräte aus dem Bereich der Gesund-
heitsversorgung und -vorsorge, aktive Implantate oder neuartige Geräte für das
Internet-of-Things.
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A.1. Grundlagen eines Hidden-Markov-Modells
Das Hidden-Markov-Modell ist ein wahrscheinlichkeitstheoretisches Verfahren,
mit dem die Wahrscheinlichkeit von versteckten, inneren Zuständen, basierend
auf äußeren Beobachtungen (Emissionen genannt), bestimmt werden kann. Im
Bezug auf das Künstliche Akkommodationssystem sind die versteckten Zustän-
de signifikante Tätigkeiten wie das Lesen oder eine anhaltende Fokussierung
eines Objekts und die beobachtbaren Emissionen sind die Winkelinformatio-
nen der Sensordaten bzw. die Winkeländerungen zweier aufeinanderfolgenden
Sensordaten.
Im Folgenden werden die grundlegenden Elemente eines HMMs beschrieben
[Rab89]:
1. Eine Zustandsmenge S = {s1, s2,...,sN} mit N versteckten, nicht beobacht-
baren Zuständen. Der Zustand, in dem sich der Prozess zum Zeitpunkt t
befindet, wird mit qt angegeben.
2. Eine Menge von möglichen Beobachtungen V = {v1,v2,...,vm} mit der
Anzahl M an Beobachtungssymbolen pro Zustand.
3. Eine Menge von Übergangswahrscheinlichkeiten A = aij vom Zustand si
in den Zustand sj. Dabei gilt aij = P[qt+1 = Sj|qt = Si], 1 ≤ i,j ≤ N.
4. Eine Menge von Emissionswahrscheinlichkeitsverteilungen im Zustand j,
B = bj(k), die angeben, wie wahrscheinlich das Beobachten des Symbols
vj im Zustand si ist. Dabei gilt bj(k) = P[vk zum Zeitpunkt t|qt = Sj],
1 ≤ j ≤ N, 1 ≤ k ≤ M.
5. Die Anfangswertverteilung der Zustände pi = pii, wobei pii = P[q1 = Si],
1 ≤ i ≤ N gilt.
Das HMM λ = {S,V,A,B,pi} kann benutzt werden, um eine Beobachtungsse-
quenz O = {O1 O2 · · ·OT} zu erzeugen, wobei jede Beobachtung Ot ein Symbol
von V mit der Länge der Sequenz T ist.
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Mit dem Vorwärts-Algorithmus kann die Wahrscheinlichkeit P[O|λ] ermit-
telt werden, mit der die Beobachtungen O = {O1 O2 · · ·OT} von einem be-
stimmten HMM λ emittiert wurde. Dazu wird eine sogenannte Vorwärts-
Variable ϑt = P(O1 O2 · · ·Ot, qt = Si|λ) definiert. Initialisiert wird der Vorwärts-
Algorithmus mit
ϑ1(i) = piibi(O1). (A.1)
Von den N möglichen Zuständen erfolgt anschließend der Induktionsschritt für
den nächsten Zeitpunkt ϑt + 1
ϑt+1(j) =
( N
∑
i=1
ϑt(i)aij
)
bj(Ot+1). (A.2)
Wird die Induktion über die gesamte Länge der Emissionen durchgeführt, kann
die Gesamtwahrscheinlichkeit mit
P(O|λ) =
N
∑
i=1
ϑT(i) (A.3)
berechnet werden.
Die Bestimmung der optimalen Zustandssequenz, welche die Anzahl an kor-
rekten individuellen Zustände maximiert, erfolgt über den Viterbi-Algorithmus
[Vit67]. Die Berechnung kann in der sogenannten Trellis-Struktur effizient im-
plementiert werden.
Zur Bestimmung der Übergangs- und Emissionswahrscheinlichkeiten werden
Trainingsdaten von verschiedenen Tätigkeiten benötigt.
Ein einfaches Beispiel eines HMMs mit zwei Zuständen für das Künstliche
Akkommodationssystem ist exemplarisch in Abbildung A.1 dargestellt. Die
inneren, nicht beobachtbaren Zustände „Lesen“ und „Andere Tätigkeit“ be-
sitzen die Übergangswahrscheinlichkeiten a12 bzw. a21. Die Winkeländerung
ist beobachtbar und jeweils mit einer Emissionswahrscheinlichkeit der inneren
Zustände verknüpft. Sobald der Implantatträger etwas liest, kann bestenfalls die
Kommunikation ausgesetzt werden, bis der Zustand im HMM verlassen wird.
A.2. Auslegung eines Schaltwandlers im Lückbetrieb
Der Abschnitt beinhaltet die Herleitungen für die Gleichungen des Schaltwand-
lers aus Abschnitt 3.6.2.
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Lesen Andere Tätigkeit
a12
a21
359°0° 1° 358°
Winkel-
änderung:
b1,0
b1,1
b1,358
b1,359
b2,358
b2,359
b2,1
b2,0
Abbildung A.1.: Einfaches Beispiel eines Hidden Markov Modells für das Künstliche
Akkommodationssystem
A.2.1. Restwelligkeit der Ausgangsspannung
Die Restwelligkeit der Ausgangsspannung ergibt sich aus der Betrachtung eines
Ladevorgang der Ausgangskapazität:
∆Vout =
1
C
t1∫
t0
ic(t)dt, (A.4)
wobei t0 und t1 die Zeitpunkte einer Schaltperiode beschreiben, an denen
iL = iload gilt und zum Zeitpunkt t0 der Strom durch die Induktivität iL ansteigt
und zum Zeitpunkt t1 der Induktivitätsstrom iL sinkt bzw. der Strom durch den
Kondensator ic = 0 ist.
Der Kapazitätsstrom während der Periode d1 · TSW ic1 lässt sich im DCM
folgendermaßen beschreiben:
ic1(t) =
vbat − vout
L
t− iload (A.5)
Während der Periode d2 · TSW gilt für den Kapazitätsstrom ic2:
ic2(t) = −voutL t +∆iL − iload (A.6)
Zu den Zeitpunkten t0, t1 ist der Kapazitätsstrom Null, da iL = iload. Somit
ergibt sich t0 zu
t0 =
iload
vbat − vout L (A.7)
und t1 zu
t1 =
∆iL − iload
vout
L. (A.8)
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Der maximale Induktivitätsstrom wird wie folgt berechnet:
∆iL =
vbat − vout
L
d1TSW =
vbat − vout
L
d1
fSW
(A.9)
Für das Tastverhältnis im DCM gilt nach Gleichung (4.6)
d1 =
√
2L fSWv2out
Rloadvbat(vbat − vout) . (A.10)
Werden nun die Gleichungen (A.7), (A.8), (A.9) und (A.10) in Gleichung (A.4)
nach Lösen des Integrals eingesetzt, resultiert daraus die Restwelligkeit der
Ausgangsspannung nach Gleichung (3.9).
A.2.2. Verlustleistung eines Schaltwandlers im Lückbetrieb
In dem Abschnitt werden die Verluste eines Abwärtswandlers im Lückbetrieb
hergeleitet.
Schaltverluste
Die Schaltverluste des Schaltwandlers entstehen durch Laden bzw. Entladen
der parasitären Kapazitäten. Wird von einem linearen Anstieg bzw. Abfall des
Drainstroms ID und der Drain-Source-Spannung VDS ausgegangen (Abbildung
A.2), folgt daraus mit ID = iL und mit VDS = vbat
Eton = ton
vbat
2
iL|ton , (A.11)
Eto f f = to f f
vbat
2
iL|to f f , (A.12)
mit der Energie während des Einschaltens Eton und während des Ausschaltens
Eto f f eines Transistors. Da iL|ton = 0 ist, ergibt sich Eton = 0. Die Schaltverluste
ergeben sich dann in Abhängigkeit der Schaltfrequenz zu Gleichung (3.11).
ton
Vth
VGS
VDS
ID
Schaltverluste
Abbildung A.2.: Skizze eines Einschaltvorgangs eines MOSFETs nach [Kle06]
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Leitungsverluste
Zur Bestimmung der Leitungsverluste des Transistors T1 wird der Effektivwert
des Induktivitätsstroms über IRMS,T1 = ∆iL ·
√
d1
3 berechnet. Somit folgt für die
Verlustleistung von T1 durch das Einsetzen der Gleichung (A.9) in Pcond,T1 =
I2RMS,T1 · RDS,on die Gleichung (3.14). Entsprechendes gilt für den Transistor T2
während der leitenden Periode d2.
Treiberverluste
Als Treiber der Schalttransistoren werden kaskadierende Inverter eingesetzt,
um die Schaltgeschwindigkeit zu optimieren. Dabei beschreibt αi die äquiva-
lente Transistorbreite der i-ten Inverterstufe. Die Anzahl an Stufen K wird mit
folgender Gleichung bestimmt [MC05]:
K = logm
(
wNMOS
α0
)
, (A.13)
mit der Transistorbreite des NMOS wNMOS und dem Breitenverhältnis zweier
aufeinanderfolgender Stufen m = αiαi+1 .
Daraus ergeben sich die Treiberverluste zu [MC05]
PDriver = QGatevbat fSW
K
∑
i=1
αi = QGatevbat fSWα1
(
mK − 1
m− 1
)
≈ QGatevbat fSW mm− 1. (A.14)
Oftmals wird m = 3 gewählt. Daraus folgt schließlich die Abschätzung aus
Gleichung (3.13).
A.3. Modell reduzierter und voller Ordnung
A.3.1. Modell reduzierter Ordnung
Zur Herleitung des Reduced-Order Modells wird zunächst eine Mittlung über
eine Schaltperiode im Zustandsraum durchgeführt (State-Space-Averaging). Im
Lückbetrieb lassen sich drei Phasen beobachten und die jeweiligen Zustandsräu-
me über den Maschen- und Kontensatz herleiten [Mu77]:
d1 · TSW: [
i˙L
v˙out
]
=
[
0 − 1L
1
C − 1RC
] [
iL
vout
]
+
[ 1
L
0
]
vbat (A.15)
d2 · TSW: [
i˙L
v˙out
]
=
[
0 − 1L
1
C − 1RC
] [
iL
vout
]
+
[
0
0
]
vbat (A.16)
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(1− d1 − d2) · TSW: [
i˙L
v˙out
]
=
[
0 0
0 − 1RC
] [
iL
vout
]
+
[
0
0
]
vbat (A.17)
Zur Mittlung wird jeder Zustandsraum mit dem jeweils gültigen Intervall
multipliziert und anschließend miteinander addiert. Daraus folgt[
i˙L
v˙out
]
=
[
0 −d1+d2L
d1+d2
C − 1RC
] [
iL
vout
]
+
[d1
L
0
]
vbat. (A.18)
Mit dem Verfahren werden die Koeffizienten der Zustandsmatrix gemittelt,
jedoch nicht zwangsläufig die Zustandsvariablen selbst. Deshalb muss zur Kor-
rektur von iL die Zustandsmatrix mit folgendem Korrekturfaktor multipliziert
werden [SMG+01]:
KA =
[ 1
d1+d2
0
0 1
]
(A.19)
Des Weiteren kann d2 durch den Term
d2 =
vbat − vout
vout
d1 (A.20)
ausgedrückt werden. Das resultierende Zustandsraumsystem des Reduced-
Order Modells erfolgt durch ein Einsetzen der Gleichungen (A.19) und (A.20)
in die Gleichung (A.18) zu[
i˙L
v˙out
]
=
[
0 0
1
C − 1RC
] [
iL
vout
]
. (A.21)
Die Dynamik des Induktivitätsstroms geht beim Reduced-Order Modell im
Lückbetrieb verloren, da der Induktivitätsstrom nur noch von den anderen Sy-
stemparameter abhängt. Aus der Zustandsraumdarstellung kann schlussendlich
die Gleichung (3.17) abgeleitet werden.
A.3.2. Modell voller Ordnung
Im Modell reduzierter Ordnung werden die Restwelligkeit der Ausgangsspan-
nung und die Welligkeit des Induktivitätsstroms vernachlässigt. Im Full-Order
Modell werden die Effekte hingegen berücksichtigt. Dadurch ist die Spannung
über dem Transistor T2 nicht stückweise konstant, sondern enthält zusätzlich
einen Rauschanteil. Damit ist die Berechnung von d2 über den Maschenumlauf
nicht mehr zulässig. Alternativ kann d2 über den gemittelten Induktivitätsstrom
berechnet werden:
iL =
∆iL
2
(d1 + d2) =
vbat − vout
2L
(d1 + d2)d1TSW (A.22)
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Durch Umstellen nach d2 ergibt sich
d2 =
2LiL
(vbat − vout)d1TSW − d1. (A.23)
Wird anstelle von Gleichung (A.20) die Gleichung (A.23) in Gleichung (A.18)
und Gleichung (A.19), folgt daraus das Full-Order Modell:[
i˙L
v˙out
]
=
[
− 2iLvoutd1TSW(vbat−vout) +
d1
L vbat
1
C iL − 1RloadC vout
]
(A.24)
A.4. Klassischer Reglerentwurf für einen Schaltregler
Für einen klassischen Regelkreises nach Abbildung (3.28) kommt zumeist ein
PID-Regler zum Einsatz. Zum Entwurf des Reglers wird die nichtlineare Stre-
cke aus Gleichung (3.20) bezüglich der Ausgangsspannung und der Stellgröße
linearisiert. Die Linearisierung ist gültig für kleine Änderungen um den Arbeits-
punkt.
∆v˙out =
∂v˙out
∂vout
∣∣∣∣
AP
∆vout +
∂v˙out
∂d1
∣∣∣∣
AP
∆d1 (A.25)
= −
(d21,0Tswv2bat,0
2LCv2out,0
+
1
RloadC
)
∆vout +
2vout,0
d1,0RloadC
∆d1, (A.26)
wobei die mit dem Index 0 gekennzeichneten Größen, die Variablen im statio-
nären Arbeitspunkt AP beschreiben. Ebenso wird der Einfluss von Störungen
auf die Ausgangsgröße untersucht. Die Linearisierung nach der Ausgangsspan-
nung, der Batteriespannung und des Fehlerstroms der Last führt zu
∆v˙out =
∂v˙out
∂vout
∣∣∣∣
AP
∆vout +
∂v˙out
∂vbat
∣∣∣∣
AP
∆vbat +
∂v˙out
∂iz
∣∣∣∣
AP
∆iz (A.27)
= −
(d21,0Tswv2bat,0
2LCv2bat,0
+
1
RloadC
)
∆vout +
d21,0Tsw
2LC
(
2vbat,0
Vout
− 1
)
∆vbat +
1
C
∆iz.
(A.28)
Zur Untersuchung des Führungs- und Störverhaltens werden die Übertra-
gungsfunktionen aus den linearisierten Gleichungen gebildet. GS stellt die
Streckenübertragungsfunktion dar, während Giz und Gvbat die Störübertragungs-
funktionen bei Störströmen iz bzw. bei Änderungen der Batteriespannung vbat
beschreiben:
GS(s) =
∆Vout(s)
∆D1(s)
=
2vout,0(1−M)
d1,0(2−M)
1
2−M
(1−M)RloadC
s + 1
=
Ad0
1
ωp
s + 1
, (A.29a)
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Giz(s) =
∆Vout(s)
∆Iz(s)
=
Rload(1−M)
2−M
1
2−M
(1−M)RloadC
s + 1
=
Aiz0
1
ωp
s + 1
, (A.29b)
Gvbat(s) =
∆Vout(s)
∆Vbat(s)
=
M
1
2−M
(1−M)RloadC
s + 1
=
Avbat0
1
ωp
s + 1
, (A.29c)
mit M = vout,0vbat,0 und den Gleichspannungsverstärkungsfaktoren Ad0, Aiz0 und
Avbat0. Auffällig dabei ist, dass alle Übertragungsfunktionen den selben Pol ωp
besitzen. Das Bodediagramm der Streckenübertragungsfunktion in Abbildung
A.3 zeigt den Einfluss der Totzeit und der Abtastung des Ausgangssignals auf
die Streckenübertragungsfunktion. Während der Amplitudengang der Über-
tragungsfunktion ohne Totzeit GS(s), der Übertragungsfunktion mit Totzeit
GST(s) und der diskreten Übertragungsfunktion mit Totzeit GST(z) bis zu einer
Frequenz von 20 kHz identisch sind, findet beim Phasengang sowohl durch die
Totzeit als auch durch die Diskretisierung eine Phasendrehung bei Frequenzen
ab 1kHz statt. Die Phasendrehung wirkt sich negativ auf die Stabilität aus.
Die Übertragungsfunktion des diskreten PID-Reglers in Produktdarstellung
lautet
GR(z) = −kP − kI zz− 1 − kD
z− 1
z
, (A.30)
mit der Verstärkung des Proportionalanteil kP, des Integralanteils kI und des Dif-
ferentialanteil kD. Beim klassischen Entwurf einer Regelung eines Schaltwand-
lers werden die Streckenpole und Nullstellen mit Hilfe des Reglers kompensiert
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Abbildung A.3.: Vergleich von Amplitude und Phase der linearisierten Streckenüber-
tragungsfunktion ohne/mit Totzeit und diskretisiert
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A.5. Ablaufsteuerung des Systemmodells mit intelligenter Spannungsversorgung
[EM01, TYSY14, BSB10, CWCC08]. In Abbildung A.4 ist das Bodediagramm
des diskreten, totzeitbehafteten offenen Kreises bei zwei unterschiedlichen Aus-
gangsspannungen dargestellt. Es wird deutlich, dass es trotz Kompensation
des Pols aufgrund der Totzeit und der Diskretisierung zur Phasenverschiebung
kommt (unten). Zusätzlich ist ersichtlich, dass der Versuch, die Bandbreite durch
den D-Anteil zu erhöhen (rot und türkis), scheitert, da die Phase bei hohen
Frequenzen nicht signifikant angehoben werden kann und somit das System
instabil wird. Bei kP = 1, kI = kPωp und kD = 0 ergibt sich eine minimale
Phasenreseve von 30 ◦. Mit dem Regler ist der Regelkreis stabil und robust
gegenüber Modellierungsungenauigkeiten, jedoch sind der Spannungsabfall
und die Ausregelzeit bei Lastsprüngen ungenügend.
A.5. Ablaufsteuerung des Systemmodells mit
intelligenter Spannungsversorgung
In Abbildung A.5 ist die Ablaufsteuerung zur Simulation der Leistungsaufnah-
me des System mit intelligenter Spannungsversorgung dargestellt. Dabei wird
zunächst der Versorgungsspannungsbereich der Komponenten überprüft und
daraufhin die Spannungsebenen in Abhängigkeit der Konzepte I bis III festgelegt.
Die Ablaufsteuerung der Simulation bildet den Normalbetrieb des Künstlichen
Akkommodationssystem ab, greift auf die Modelle der Komponenten zu und
setzt die aktuellen Betriebsmodi der Komponenten. Zu jedem Zeitpunkt wird
die benötigte Spannung durch die dynamische Topologie der Spannungswand-
ler bereitgestellt. Aus den Spannungen und Strömen der Komponenten und der
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Abbildung A.4.: Reglerentwurf durch Polkompensation
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Abbildung A.5.: Leistungs- und Energiesimulation des Implantats mit intelligenter
Spannungsversorgung
Effizienz der Spannungswandlung kann nun die Leistungsaufnahme bzw. der
Energiebedarf berechnet werden.
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