Consider a big data multiple testing task, where, due to storage and computational bottlenecks, one is given a very large collection of p-values by splitting into manageable chunks and distributing over thousands of computer nodes. This paper is concerned with the following question: How can we find the full data multiple testing solution by operating completely independently on individual machines in parallel, without any data exchange between nodes? This version of the problem tends naturally to arise in a wide range of data-intensive science and industry applications whose methodological solution has not appeared in the literature to date; therefore, we feel it is necessary to undertake such analysis. Based on the nonparametric functional statistical viewpoint of large-scale inference, started in Mukhopadhyay (2016), this paper furnishes a new computing model that brings unexpected simplicity to the design of the algorithm which might otherwise seem daunting using classical approach and notations.
The Open Problem
Consider a multiple testing task with number of hypotheses in the millions, or even billions, as in high-throughput genomics, neuroscience, astronomy, marketing and other data-intensive applications. In this paper, we are interested in cases where these massive collection of pvalues (corresponding to the null hypotheses) are distributed across multiple machines by breaking them into manageable chunks, as shown in Fig 1. Given this set of partitioned p-values P j = {u j1 , . . . , u jn j }, (j = 1, . . . , K), suppose the goal of a data scientist is to get the full data (oracle) multiple testing result controlling overall false discovery rate (fdr), without shipping all the p-values to a centralized computing machine, as this would clearly The aim of this paper is to provide a general framework for designing Decentralized LargeScale Inference algorithms, by adopting the nonparametric functional statistical viewpoint proposed in . The key to our theory is a new modeling principle, called the "Superposition property," as a basis for addressing the big data challenge in a way that is easy to implement and understand (also teach).
The Method
In this paper, we suggest a new modeling theory for designing the desired scalable simultaneous inference architecture. At its core, there is a key representation scheme based on Superposition principle. To get there, however, we need to introduce a few modern notations and basic definitions.
Background and Notations
We begin by recalling the basic notations and some theoretical background as given in , which will be used throughout the paper. Let Z i 's are the test statistic for the corresponding hypothesis testing problem H i (i = 1, . . . , N ) and the goal is to detect false null hypotheses by testing them simultaneously. More broadly, we can think Z 1 , Z 2 , . . . , Z N as a mixed random sample, with the majority of the observations coming from null distribution F 0 , and a small proportion from unknown signal distribution H: F = ηF 0 + (1 − η)H, 0 < η ≤ 1. Note that here H is arbitrary, i.e., it could be a mixture of unknown distributions of any complexity. , 0 < u < 1.
Consider testing N independent null hypothesis H 1 , . . . , H N based on corresponding p-values u 1 , . . . , u N , where u i is equals to F 0 (z i ) or 1 − F 0 (z i ) depending on whether we want lefttailed or right-tailed p-values. If all the null-hypotheses are true (i.e., under
. Thus, intuitively, one can suspect that the collection of p-values {u i : D(u i )/u i >γ}, for a suitably chosen thresholdγ, data-dependent or constant, potentially correspond to the true signals or false null hypotheses. Based on this intuition, the following theorem presents an equivalent representation of the BH procedure (Benjamini and Hochberg, 1995) in our notation:
Theorem 1 . Let u (1) ≤ u (2) ≤ · · · u (N ) be the sorted p-values of , H (N ) . Then the procedure that rejects H (1) , . . . , H (k) where
controls FDR at the level α, regardless of the distribution of the test statistic corresponds to false null hypothesis.
Another popular method, Higher Criticism (Donoho and Jin, 2004) , also admits comparison distribution representation. Reject H (i) for i = 1, . . . , k where
Furthermore, frequentist and Bayesian large-scale inference algorithms can be connected using the theory of reproducing kernel Hilbert space (RKHS) of the limiting Brownian bridge process of the comparison distribution. Efron's empirical Bayes local false discovery (Efron et al., 2001) can alternatively be represented in terms of the p-values using our notation as
which leads to following procedure: reject all Efron (2007) showed that under certain condition on the alternatives, this method controls size, or Type I errors at the desired level α.
Thus a harmonious unification between different cultures of multiple testing is possible by recasting it into a nonparametric comparison density function approximation problem, thereby allowing a more convenient and concise description of the existing techniques.
Towards Decentralized Model
The functional statistical reformulation discussed in the earlier section provides us with the first impetus towards decentralizing multiple testing computing. Nonetheless, to develop the explicit strategy (of estimating comparison density), we need more. Traditional off-theshelf nonparametric density estimation algorithms (e.g., kernel density estimation technique) faces stiff modeling challenges; see Supplementary Appendix B1 for more discussion. To address this, we introduce a specialized nonparametric model, called skew-Beta model, that is amenable to distributed computing. This is a critical in parallelizing the computation across a large number of machines, with no loss of accuracy.
Definition 2. The Skew-Beta comparison density model is given by: 
This suggests that the unknown coefficients of the model (2.3) can be rapidly computed by taking the mean of the Leg j score functions evaluated at the beta-transformed p-values:
Remark 2. The method described so far is applicable when one can access all the p-values {u 1 , . . . , u N } at once on a single computer. We call this framework Centralized Simultaneous Inference Model. However, as we have argued this may not be a scalable and flexible setting in the "big data" era. Next, we address this limitation by developing a theory of computation that can operate in parallel on the p-values distributed across multiple computers to yield the oracle full data multiple testing solution.
Let K denote the number of partitions or the number of CPUs, each containing n l p-values (u l1 , . . . , u ln l ). The full data comparison distribution function can be expressed as
where π l = n l /N , and Q(u; F 0 ) is the quantile function for null F 0 . Often we will be using a shorthand notation D l for D(u; F 0 , F l ) (by a slight abuse of notation) for compactness.
Theorem 3. The full data LP-Fourier coefficients (2.4) admit the following notable distributed representation
Remark 3 (Large-scale inference for big data via local modeling). As a consequence of Substituting (2.5) into (2.3), we have the following representation of the comparison density
Superposition Principle
Define the locally estimated comparison density for the l-th partition as
Combining the LP representations (2.6) and (2.7), we get the following remarkable decomposition formula.
Theorem 4 (The superposition principle). Under LP-expansion, the oracle full-data based comparison density estimate can be represented as the weighted sum of the locally estimated comparison densities:
Remark 4. The modeling paradigm based on the principle of superposition suggests that we can estimate the global (full data) comparison density function by properly stitching together all the "local snapshots" d(u; F 0 , F l ) in a completely parallelized manner. Furthermore, it doesn't matter how the p-values are partitioned, as the final aggregated result (2.8) will always agree in the end. This idea of decomposition over distributed data-blocks is interesting in its own right as a means of developing parallelizable algorithms for statistical modeling.
Remark 5 (Signal heterogeneity index). The shape of the individual comparison density estimates d(u; F 0 , F l ) in (2.8) are highly informative in revealing how heterogeneous (signalrich) the different p-value partitions are. In fact, the homogeneous data-distribution hypoth- is naturally tempting to come up with a rapidly computable measure of signal heterogeneity index. For each partition define the H-statistic:
The rationale comes from the following theorem. 
−1 2 dG. Then Chi-square divergence, which measures how close d is from g, admits the following expression:
Important point to note: To measure the departure from uniformity (the null p-value distribution) by selecting G to be uniform distribution U [0, 1] in Theorem 5, the general expression (2.10) drastically simplifies as Legendre polynomials are orthogonal with respect to the uniform measure, thereby boiling down to j | LP[j; U, D]| 2 , which can be readily computed using (2.9) for different partitions. The H-statistic values can be used to find high-priority (discovery-prone) partitions for careful investigations.
Remark 6 (Data-driven weighted multiple testing). At this point, an astute reader may be wondering whether we can also use H l as our data-driven weights to increase the power of the multiple testing procedures. Indeed, these group-specific heterogeneity indices can be used for constructing weights by properly normalizing them:
The empirical detection power can be increased significantly in a heterogeneous case by running partition-specific scanning with different thresholds. For example, The rejection region of (2.1) can be modified based on data-driven weights as R = ∪ K l=1 R l where
This refined weighted version is expected to increase the power (Westfall et al., 2004 , Ignatiadis et al., 2016 of the proposed distributed multiple testing procedure compared to their unweighted counterparts. This demonstrates how heterogeneity can be leveraged for designing powerful large-scale distributed signal detection algorithms. Obviously, instead of data-driven nonparametric weights, domain scientists can also assign weights to each of the partitions using prior scientific knowledge, or they can use some kind of fusion of both data-driven and science-driven weights.
The Algorithm
We outline the steps of our algorithm derived from the theory and ideas described in the previous section.
Algorithm: Decentralized Nonparametric Multiple Testing Engine
Step 1. We start with the collection of p-values {u l1 , . . . ,
n l denotes the total number of the p-values (which could be in billions and thus can exceed the capacity of a single machine).
Step 2. Step 3. Compute the method of moment estimators of the parameters of beta distribution
Step 4. For l = 1, . . . , K: At each partition separately compute
Step 4a.
Step 4b.
Step 4c.
Step 5. Using Theorem 3, for j = 1, . . . , m compute LP[j;
Step 6. Return the estimated full data comparison density:
where recall that f B and F B respectively denote beta density and distribution function. Estimate the smooth nonparametric model by selecting the 'significantly large' LP-coefficients using the method proposed in Mukhopadhyay (2016, Sec 3.3) . At this point one can even estimate the proportion of true null hypothesis by applying the Minimum Deviance Algorithm of Mukhopadhyay (2016, Sec 3.4) on d(u; F 0 , F ).
Step 7. Implement (2.1)-(2.2): they are upgraded nonparametrically smooth versions of BH, HC, and local FDR. See Appendix B2 for more details.
Step 8. For more insights, return heterogeneity indices H 1 , . . . , H K . Partitions with higher H-index get prioritized. Display the chart consisting of pairs of points (l, H l ); see Section 3 for more details.
Step 9. Further enhancement: Improve the power of the decentralized multiple testing procedure (Step 7) by using partition-specific thresholds. Compute data-driven weights
. . , K) and incorporate into (2.11).
Remark 7. The proposed algorithm immediately allows parallelization and a MapReduce type implementation. In particular, the 'Map()' function consists of Steps 2 and 4 (local modeling and parallel execution); and in the 'Reduce()' stage we perform (combining) Steps 3,5, and 9 (requires no data exchange between nodes). As a result, our modeling framework represents a significant step forward, for it enables massive scalability to perform simultaneous inference on genuinely large datasets distributed over a cluster of commodity machines.
Examples
Two examples will be discussed one real data and the other one a simulated study. Although it is self-evident, it is important to point out that, irrespective of the partitioning scheme, our algorithm is guaranteed to reproduce the same full-data result. We can now use this estimate at each partition to identify the discoveries by using (2.1)-(2.2) at the desired fdr level (also see Appendix B2). For example, straightforward computation by applying The proposed decentralized technique is an exact method. The Superposition principle along with theorems 3-5 should be interpreted as identities that hold for any arbitrary partitions (partition-invariance), i.e. irrespective of how you break N hypotheses into K parts!
Conclusions
Without losing the organic character of the general theory of nonparametric multiple testing proposed in , we successfully derived its non-trivial extension that allows transition from centralized to decentralized capability to scale for massive datasets with billions of tests. This shift is necessary in order to fully realize the potential for everincreasing amounts of distributed big datasets, which has become the de facto standard in science, industry, and business. The core principles and ideas presented in this paper provide a comprehensive framework by embracing small (centralized) and massive (distributed) scale multiple testing cultures in a way that is intuitive and easy-to-implement; as a result, they have the potential to radically simplify theory, practice, and teaching. Prostate cancer data and simulated examples are used to illustrate the main steps (and more importantly the interpretations) of our algorithm. Obviously more complicated and large datasets could be used, but this should suffice to get the point across.
Online Supplementary Appendix for "Decentralized Nonparametric Multiple Testing" A. PROOFS
A1. Proof of Theorem 2
We start by noting the skew-beta model density model:
where beta density and cdf with parameters γ and β are denoted by f B and F B , respectively;
T j (u; F B ) are called beta-LP polynomials Leg j •F B (u; γ, β). Here the sign '•' refers to the usual composition of functions. The beta-LP polynomials satisfy the following orthonormality conditions:
This implies that the LP-Fourier coefficients of (4.1) can now be expressed as 
A2. Proof of Theorem 3
We begin by recalling the definition of sample comparison density D l ≡ D(u; F 0 , F l ) of the l-th partitioned p-values:
Theorem 2 implies that the sample LP-Fourier coefficients for the l-th partition is given by (4.4) This ensures that the full-data sample LP-Fourier coefficients can be expressed as
which by virtue of (4.3) and (4.4), can be rewritten as
where π l = n l /N . This proves the claim.
A3. Proof of Theorem 4
This is immediate from (2.7) and Theorem 3, as noted in (2.6).
A4. Proof of Theorem 5
The chisquare divergence between skew-G comparison density
and an arbitrary G over the unit interval is given by
Straightforward calculation shows (4.5) has the following analytic form: • Computational side: The brute-force application of KDE
quires O(N 2 ) kernel evaluations and O(N 2 ) multiplications and additions, making it computationally impractical for large-N problems (even for a fixed-bandwidth case).
• Compressibility side: The skew-beta model encodes the shape of the density using few LP-Fourier coefficients † . For example, in the Prostate cancer example, we were able to compress the whole function into three coefficients. This compressive representation is particularly attractive for designing memory-efficient big-data algorithms. Contrast this with classical KDE approach, where storing the density estimate values at each data point could be expensive, if not infeasible.
B2. On The Algorithm. The prescribed embarrassingly parallel inference algorithm: † Note that, our specially designed LP-basis functions T j (u; F B ) are: (i) orthonormal basis with respect to the measure F B , which guarantees parsimony of our density expansion, and (ii) robust in nature (as they are polynomials of rank-transform F B (u; γ, β), thus can tackle highly-dynamic tails of the distribution without falling prey to the spurious bumps.
• Upgrades traditional raw-empirical multiple testing procedures to a more stable and smooth-nonparametric versions.
• From a theoretical perspective, the proposed AIC-based LP-Fourier coefficient selection criterion can be shown to minimize the mean integrated squared error (Mukhopadhyay, 2017, Sec. 2.4) . † This can also be viewed as going from large-N microscopic discrete model to a functional macroscopic model that obeys the superposition principle (see Remark 4 of the main paper).
B5. Real Examples of Massive-Scale Inference. Modern data-intensive sciences and engineering applications routinely generate huge-scale inferences.
The following are the two examples from genetics, where millions to billions of hypotheses are tested routinely to perform multiple hypotheses testing procedures. The first one is GWAS (or even microbiome-wide association) studies (MacArthur et al., 2016 , Grubert et al., 2015 , which require procedures that can perform tens of billions of tests for finding significant interaction between the pairs of single-nucleotide polymorphisms (SNPs) within a reasonable timeframe. The second example is eQTL studies (Xia et al., 2011) , usually consist of 10 9 tests. No doubt there are innumerable examples like this, which necessitate a distributed multiple testing architecture.
B6. Same Covariates on Different Machines. Consider the case where we have same covariates on different machines. Definex 0 andx 1 to be the global group-specific sample means, which can be computed easily (in a parallelized manner):
where π l0 = n l0 /N 0 , π l1 = n l1 /N 1 , n l = n l0 + n l1 , N 0 = k l=1 n l0 , and N 1 = k l=1 n l1 . Exact similar process is also valid for the sample standard deviations S 2 1 and S 2 2 . This implies that we can easily compute the full-data Z or t-statistics Z 1 , . . . , Z p and can perform multipletesting without any problem.
On the other hand, this paper addresses the challenging regime where a massive collection of covariates are distributed over the machines, which needs a non-trivial solution and carries more appeal than the 'large-n small-p' case, especially in the context of multiple testing.
