This paper considers the problem of updating an analytical model from experimental data. It combines two separate methods: the reference basis approach, in which certain parameters are considered to be completely accurate and the others are updated by solving a constrained optimization problem, and the sensitivity approach, which is a parametric method. The main issue in this paper is introducing connectivity concept into the reference basis method. This is done first indirectly, where the weighting matrices are constructed based on connectivity considerations, and later directly where the correct connectivity is imposed on the reference basis updated model in the a posteriori connectivity assignment step. This step gives an indication of the 'connectivity cost', i.e. the deviation of the updated model with the correct connectivity from the optimal one without such constraints.
INTRODUCTION
The model updating problem has received a lot of attention over the years and many approaches to it have been suggested. Some methods, e.g. /5/, use as their data the complete frequency response function. However in most cases updating is based on the modal data, i.e. natural frequencies and modeshapes, which are extracted from the frequency response function. An extensive survey of model updating methods can be found in 14/.
The sensitivity method, with all of its variants, e.g. /11,12,13/, is probably the most common approach to the problem. The first step in this method is to define a set of parameters, physical, geometric, or generic, for updating. The method then uses the dependence of the natural frequencies and the modeshapes on physical parameters, calculated either numerically or analytically, to find the required change in the parameters to match the experimental modal data.
In the reference basis methods /2,3,16/ certain quantities are assumed to be accurate and those that are free (generally stiffness and mass) should satisfy the relationships that must hold in the system, while their Vol. 14, No. 6, 2003 Model Updating: Reference Basis-Sensitivity Method deviation from the analytical model is minimal. The method possesses some clear advantages. The updated system eigendata coincides with the measured one, an obvious requirement that many other methods fail to achieve. It is based on a reasonable, and well-defined, optimization criterion, and presents a closed form solution of the problem. Moreover, and perhaps most importantly, the dimension that dominates the required computational effort is the number of measured modes, compared to the number of degrees of freedom in other methods. Since the two usually differ by orders of magnitude, the reference basis method is much more efficient and can handle high dimension structures. The standard reference basis method has also a major disadvantage, which prevents it from becoming a leading and vastly applied method. The updated model has no relationship with physical parameters, nor does it preserve the connectivity of the system. Another problem with the method is that it cannot incorporate any prior knowledge or engineering consideration into the process. This user's intervention, using some tuning parameters, is often essential for successful algorithms.
The aim of the current work is to bring together the reference basis and the reference basis, so that the new method will have the advantages of the two approaches. The first step in that direction was the introduction of the generalized reference basis method /10/. The key element in that method was the introduction of general weighting matrices into the optimization criterion rather than the mass matrix, which is used in the standard reference basis. This required a more complex derivation, yet the solution maintained the closed-form and efficiency properties. By appropriate choice of those weights, the corrections can be directed into desired areas, approximately satisfying the connectivity requirements. In this paper an automatic method for determining the weighting matrix is presented. It is based on a single free parameter, which may be iterated to obtain best results. Another modification to the reference basis method is a posteriori connectivity assignment. Introducing connectivity considerations to the reference basis method brings it closer to the well-established sensitivity methods. In the first stage of the suggested algorithm, the amount of connectivity violation is used in the adjustment of the weighting matrices. In the second the connectivity is assigned a posteriori by imposing it on the updated model.
PROBLEM STATEMENT
We start by setting up the reference basis model updating problem. Let the 'true' equations of the system be M 1 x(t)+K T x(t) = f(t) (I)
where χ e R" is a vector of generalized displacements. Clearly the absolutely accurate model of the system is nonlinear, infinite dimensional, etc.. so "true' means here accurate enough for all practical purposes. The analytic model of the system, obtained by finite elements or any other method is given by
where in general M A Φ Μ, and K A * K T . The result of a modal test of the system are m (m<n) natural frequencies, and m modeshapes, <p El . In general the measured modeshapes contain only a partial set of the degrees of freedom. The problem is how to combine the analytic information Μ Λ , K A and the experimental results to obtain a model that is more accurate, i.e. closer to Μ r , K r .
For the simplicity of the presentation it will be assumed from now on that the mass matrix is accurate and only the stiffness matrix is to_be updated. The extension to the more general case is straightforward.
THE SENSITIVITY METHOD
The starting point of the sensitivity method is the definition of ρ parameters a" which will be updated to match the modal data. The parameters are defined as deviations from the values used in the analytic model, hence their nominal value is zero. We use the vector notation
to write K=K(a). Let z, be a vector of measured modal data (natural frequencies and elements of modeshapes) stacked in a single column. z A (a) denotes the same quantities, calculated from the analytic model using the parameters a. The optimization problem is defined as
a where W and R are positive definite weighting matrices. The second expression is a regulation term, whose purpose is to prevent larger deviations from the nominal values. In general the problem is nonlinear, even if the dependence of Κ on the parameters is linear, due to the nonlinearity of the eigenvalue calculation.
Assuming small deviations one can use the first order approximation 
This matrix is calculated either analytically or numerically. It should be noted that (6) is consistent with the criterion (4) only in the first step, where a <0) =0. Otherwise the formula has to be modified. However, in many cases only one step is used. Alternatively, one can interpret the process as readjusting the analytic model at each step so that the regulation is meant to prevent large deviations at a single step.
The sensitivity method has several advantages. First it is closely related with the physical model, and the parameters can represent physical quantities such as Young's modulus, dimensions, etc. As a result, the connectivity existing in the system is automatically preserved. On the other hand it suffers from the following shortcomings. It requires large amounts of computation, mainly in the calculation of the sensitivity matrix.
As a result of the approximation, and the regulation, the eigendata is not matched exactly. The number of parameters is restricted by the number of measured modes. And finally, it is not always clear what parameterization is suitable for the problem, yet the method does not provide a direct method of assessing that choice, which very often dominates the entire procedure.
Updating of the stiffness matrix is based on three accurate quantities, which constitute the reference basis in this case. They are i) The incomplete natural frequencies matrix Q(mxm).
ii) the mass matrix M.
Hi) the incomplete, yet orthogonal and normalized modeshapes matrix Φ(ηχιη).
The physical justification for the first assumption is that the natural frequencies are global variables, which are common to all measurements in the system and therefore after processing their error is small. The second assumption is common, reflecting the fact that the mass matrix is usually known fairly accurately.
The measured modeshapes, in addition to being incomplete, in the sense of degrees of freedom, cannot be regarded as accurate. A preliminary step is processing them to yield a set of full dimension modeshapes satisfying the orthogonality condition Φ Τ Μ Τ Φ = I where the columns of Φ(ηχηη) are the modeshapes. This step is not part of the discussion in this paper and is described by a generic function of all the analytical and experimental data Φ = φ(φ Ε ,Μ Λ ,Κ α ,ω) . Specific algorithms can be found in /1,7/. The assumption regarding Φ, is therefore clearly inaccurate and errors in that matrix will propagate to errors in the updated stiffness matrix. However this is inherently the case in any updating method. Combining the expanding and
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orthogonalization process with the reference basis stiffness updating that will follow, results in Κ = Κ(Φ, ; , Μ Λ ,Κ Λ ,Ω) as in any other method.
The rest of this section is a brief summary of the results in /10/, which are required for the algorithm suggested in the next section. To enforce the symmetry and positive semi-definiteness requirements, the stiffness matrix is defined as Κ = LL 1 . Clearly Κ > 0 and if, in addition, L has full row rank then Κ > 0. This is a deviation from previous works where only the symmetry of Κ was enforced, and via a formal constraint.
The minimization problem is thus given by
where || || F is the Frobenius norm. W is a symmetric but otherwise general weighting matrix. This is the main distinction between the work in [10] and the results of the standard reference basis, e.g. [3] where W = Μ was selected. The judicious application of the flexibility offered by using a general W is a major issue of this paper. The solution for the optimization problem (8) can be expressed in several forms. One of them is
where
is a projection matrix into a subspace orthogonal to Φ. Thus Κ has an accurate part (the first term), in a subspace defined by the measured modeshapes Φ, and a correction part consisting of the difference between the model stiffness matrix and the accurate part, projected into a subspace orthogonal to Φ. In case K A is accurate, i.e. Κ Λ =Κ Τ , the difference already belongs to that subspace and therefore remains unchanged by the projection. W affects only the 'angle' of this projection but not its image. However, as will be demonstrated by examples, this has a strong effect on the results.
SELECTION OF THE WEIGHTING MATRIX
A key issue in the application of the generalized reference basis method is the selection of the weighting matrix W. As was already mentioned, in earlier works W was selected as the mass matrix. While this is a plausible choice, it does not utilize the opportunities offered by the ability to use a general weighting matrix. 
and let
where c, is a constant, chosen to normalize degrees of freedom of different kinds, and β is a parameter for adjusting the updating procedure. For ß=0, W becomes the identity matrix and all degrees of freedom are weighted equally. As β increases, areas with larger errors in the eigenvalue equation are more and more emphasized. In case the modeshapes contain some noise, larger values of β tend to increase it. Hence there is a trade-off between these conflicting effects and in general there is a finite optimal β.
A POSTERIORI CONNECTIVITY ASSIGNMENT
The stiffness matrix has usually inherent connectivity properties. In their simplest form, some of the elements should be identically zero. This fact can be introduced to the optimization process as was done in 360
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/8,9/. However the important properties of a closed form solution, and more importantly, the need to invert only an mxm matrix, are no longer valid. Further connectivity requirements are certain relationships that the nonzero elements of the stiffness matrix should satisfy. Hence they are actually determined by a smaller set of parameters. As an example, in the case of η masses connected serially by springs in a fixed-fixed form, the 3n-2 (2n-l when symmetry is invoked) nonzero elements of the stiffness matrix are determined by the n+1 spring constants with the requirement that each diagonal element, except the first and the last, is the sum of its two neighboring off-diagonal elements.
While connectivity assignment is generally regarded as a positive, perhaps even necessary, step in the process of model updating, care must be taken in its application. When used 'blindly', one may ignore the possibility that, being part of the model, the assumed connectivity itself may be inaccurate. Such structural modeling errors will be corrected by varying the parameters in the wrong configuration, which may lead to gross mistakes. We suggest in this work to apply the connectivity constraints after the basic reference basis updating procedure. Clearly this is wrong from pure mathematical considerations, however from a practical point of view, the procedure combines the best features of both approaches.
Following the framework suggested in /11,12,13/ it is assumed that the stiffness matrix depends on the free parameters linearly
where K.j are given matrices and a, are scalar parameters, with nominal value of zero. The zero-nonzero connectivity can be regarded as a special case of the structured connectivity where the free parameters are all the nonzero elements, subject to symmetry. As already explained, we suggest assigning the connectivity as a final stage. After Κ is found, using eq. (6), it is approximated by the following least squares problem
This problem is easily transformed into the standard Least Squares min J = ||Aa-b||* (16) where the i-th column of A(n 2 xp) is the matrix Kj stacked into a single column and b(n 2 xl) is constructed similarly from K-K A . Furthermore, the matrices Kj are usually sparse and that can be utilized to reduce the required computation.
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We can use now the connectivity to assess the quality of the update. Some normalized criteria are defined for that purpose. The first one is a measure of how much the assumed connectivity was violated in the updated K.
This is actually the minimum value of J in (15), normalized to obtain a meaningful result. A variation of this criterion can be to use the max norm, or additional normalization with respect to the number of elements in each set. Other possible criteria are the deviation of the natural frequencies from the measured ones (which are also the natural frequencies using K), and the deviation of the modeshapes from the measured ones, which is expressed by the deviation of MAC(O C0m ,O) from the identity matrix I m . A study, based on extensive simulation, reveals that the deviation from the assumed connectivity, given in (18), is not only the easiest to calculate, but also the most robust indicator. It is termed the 'connectivity cost'. When this criterion is small, one can safely replace Κ with K com .
The entire updating procedure still has one free parameter, the power β in the weighting matrix W. The a posteriori connectivity assignment procedure provides a measure of the quality of β, namely J con . The idea is that a weighting matrix is better if it leads to unconstrained updated stiffness matrix, which is closer to the assumed connectivity. The algorithm therefore includes a search for β which minimizes J con . The examples in the next section show that there is an excellent correspondence between J con and the deviation from the true stiffness matrix.
With β determined, one can move to an optional final step, which is an iterative model reference updating with connectivity constraints, where in the k-th iteration, K con (k) replaces K. A . The motivation in that step is to reduce the violation of connectivity, using the same tools. The algorithm can be summarized as follows:
Step 1:
Obtain from the measurements, and the analytic model, a full dimension, orthogonal, modeshape
Step 2: Search for β* which minimizes J con (β). For each value of β 1) Find the unconstrained update Κ using eq. (9).
2) Find the constrained update K con by solving the LS problem in eq. (15).
3) Calculate J con .
Step 3:
Final iteration (optional). Starting from K con (ß*), at each iteration execute 1-2 of step 2 where the current K con plays the role of Κ Λ . Stop when K con converges. The experimental data consists of the first two natural frequencies and modeshapes. First assume that the modeshapes are accurate. The reference basis algorithm with ß=0, without connectivity assignment, resulted As can be seen, the change from the analytical model is minimal, yet sufficient to match exactly the measured eigendata. The results of the a posteriori connectivity assignment, with the six springs constants as parameters, are given in the third row of Table I . These results are clearly unsatisfactory, actually worse than Κ. Λ . The β optimization procedure (Step 2) is shown in Figure 2 . It is evident that for β>0.25, weighted model updating gives the correct connectivity in a natural manner. Using β=0.5, the updated model becomes identical (in 4 digits) with K T , hence no connectivity assignment or iterative loops are required, and the spring constants assume their accurate values.
EXAMPLES
Next consider the case where the modeshapes contain some noise. There is good correspondence between the available connectivity cost, and the unavailable true error (the correspondence was even better in the case without noise, shown in Figure 2 ). As can be seen, the minimum is obtained at β*«1.6. The updating results for this value, before and after the iterative procedure in step 3 of the algorithm, are given in rows 4 and 5 of the Table. The problem was solved also using the sensitivity method, and without noise it yields, as expected, the true values of the parameters. Suppose that the parameterization is wrong, and only k 4 , k 5 , and k 6 are allowed to change. The sensitivity method was able to find a set of parameters, which lead to fairly good approximation of the frequencies, yet they do not represent the actual change in the system. The proposed algorithm, under the same circumstances, was not 'fooled' by the data and did not move at all, indicating that the parameterization should be modified. The frequencies were matched almost identically (less than 0.05% error). The modeshapes were also matched with great accuracy (100-MAC of less than 0.5) except for # 3. This modeshape violates the orthogonality of the measured modeshapes with respect to the mass matrix, hence the source of the inability to match it is the data itself, or equivalently, in the assumption that the mass matrix is accurate. The correction in Ak is somewhat larger than the results in /14/, where the natural frequencies were also exactly matched. However, in the solution presented here the modeshapes of the updated model are closer to the measured ones.
CONCLUSION
The paper presented a model updating method, which brings together the reference basis and the parametric approaches. The result, model updating with a posteriori connectivity assignment, maintains the advantages of the classical reference basis method and avoids some of its disadvantages. The main idea of the paper, appearing in different aspects of the algorithm, is the inter-relationships existing between the unconstrained and the constrained optimization problems. In a way, each one serves as feedback to the other.
thus the algorithm results in a model satisfying the connectivity constraints on one hand, but with strong relationship with the unconstrained reference basis method on the other. The examples verity the basic principle of the method, namely reducing the measurable connectivity cost as a means of reducing the unmeasurable updating error.
The algorithm includes iterative steps. One, which is fundamental, is the search for the optimal weighting matrix (the optimal parameter ß). An optional step is the final iterations with fixed β. Since the amount of calculation required for each update is very small, the computational load of the overall algorithm, even with a large number of iterations, is still low.
The algorithm works with a given parameterization, but gives also an indication as to its adequacy. The cost of parameterization can be used for a search for the most adequate connectivity parameterization, and to rule out inadequate ones.
