In the stochastic limit the resonances play a fundamental role because they determine the generalized susceptivities which are the building blocks of all the physical information which survives in this limit. There are two sources of possible divergences, one related to the singularities of the form factor, another to the chaoticity of the spectrum. The situation will be illustrated starting from the example of the discrete part of the hydrogen atom in interaction with the electromagnetic field.
susceptivity is a δ-function and its imaginary part a generalized Hilbert transform, both over each resonant surface, see (9). The evolution corresponding to the real part is a contraction, i.e. dissipative, whereas the imaginary part corresponds to a global shift in the spectrum of the system Hamiltonian.
In this work we illustrate the situation with a concrete physical example: the bounded states of the hydrogen atom in interaction with the electromagnetic field. We obtain some sufficient conditions on the form factors for the existence of the generalized susceptivities and calculate them explicitly.
The paper is organized as follows. Section 2 is an introduction to the stochastic limit of quantum theory. Section 3 includes some technical remarks on distributional calculus and establishes connections between the real and imaginary parts of the generalized susceptivities. Finally, Sect. 4 contains the study of the hydrogen atom in interaction with the electromagnetic field.
The Stochastic Limit Approach
The general scheme of the stochatic limit technique for a Hamiltonian H with decomposition into free and interacting parts
where λ is a coupling constant, considers the 
in a topology to be specified, as well as the equations satisfied by them.
In what follows we are interested in system-reservoir Hamiltonians of the form
where H 0 = H S ⊗ 1 R + 1 S ⊗ H R is the free Hamiltonian and the interaction Hamiltonian H I contains all the new physics with respect to the isolated systems. Assume the free system Hamiltonian H S has a non degenerate discrete spectrum, H S = n ε n P n = n ε n |ε n ε n |, and as reservoir R consider a boson quantum field described by a Fock space F with the vacuum reference vector and a family of operator-valued distributions a
, the creation and annihilation densities, which satisfy the commutation relations [a k , a
The free Hamiltonian of a bosonic reservoir R has the form
where the real-valued function ω(k) is the free 1-particle Hamiltonian. In this work the functions under consideration shall be ω(k) = |k| and ω(k) = k 2 . For an interaction Hamiltonian H I of dipole-type
where {D k : k ∈ R d } is the family of response terms or currents (operators acting on H S ) and the g k are the form factors, the time evolved interaction Hamiltonian becomes
Introducing the operators
the evolved interaction Hamiltonian can be written in the so called standard or canonical form
The stochastic limit of the evolution equation in interaction picture for our model leads to the normally ordered stochastic Schrödinger equation
with initial condition U 0 = 1. The first term dH (t) is the martingale term, which won't be considered here. The second term Gdt , called the drift, is of the form
The integrals are taken over an operator function and therefore they should be interpreted as weak integrals, i.e. as integrals over the matrix elements of the operators |D ω (k)| 2 . If for any Bohr frequency ω there exists a unique pair of energy levels ε 1ω , ε 2ω ∈ Spec H S such that ω = ε 2ω − ε 1ω , then
and we can write the drift term as
where the generalized susceptivity factors γ − ω are defined by
and contain all the physical information of the original Hamiltonian system. The drift term corresponds to a non-selfadjoint correction to the system Hamiltonian that can be considered as the prototype of the quantum mechanical fluctuation-dissipation relation:
The imaginary part of G is a global shift in the spectrum of the system Hamiltonian. The evolution generated by the real part of G is a contraction, in general nonunitary, i.e. dissipative. Since ω(k) > 0, (9) shows that Re(γ − ω ) = 0 if ω ≤ 0. But (9) also shows that this is not the case for the imaginary part. In the stochastic limit the negative Bohr frequencies contribute with an overall red shift to the energy. 
The Distribution
and its Cauchy principal value or principal part
just the imaginary part of the generalized susceptivity factor γ − , see (9). To this end, assume that ∇ω(k) = 0 for each regular point k ∈ R d . Then the equation ω(k) − ω = cte defines a regular surface S c of dimension d − 1 in a neighbourhood sufficiently small of each regular point verifying the equation. In such neighbourhood we can consider a local change of variables ψ :
such that the surface S c is given by fixing one of the u's to the value of the constant c. Choose, for example, ω(k) − ω = u 1 and arbitrarily the u 2 , . . . , u d , but with the condition that the Jacobian J ψ(u) is different from zero. Then, by the change of variables theorem, we will have
being the last integral, by Fubini's theorem, equal to
where
We can write the integral (10) in terms of differential forms. For it, consider the form c of order d − 1 associated to the function W (k) = ω(k) − ω on the surface S c by the equation
The form c verifying (11) is not unique since we can add to it any form orthogonal to dW , that is, such that dW ∧ = 0. Such forms can be written as = γ ∧ dW , where γ is a certain form of order d − 2. We note also that the form c does not depend on the choice of coordinates u 2 , . . . , u d , but it does on the function W defining the surface S c . In our case we have
and from (10) we obtain
In terms of the distribution
Note that the function
that appears in formula (12) is a test function belonging to D(a, b). Indeed, the change of variables ψ , being bicontinuous, transforms compact sets into compact sets, and vice versa.
and then its product with the
Thus, the integral with respect to u 1 of that product extends into a set of finite measure and then is a bounded C ∞ -function of u 1 with compact support. Finally, similar arguments can be applied to its derivatives.
The same reasoning can be applied when, instead of D(R d ), we consider the Schwartz space S(R d ), whenever the Jacobian J ψ and its derivatives are of polynomial growth.
is improper only at u 1 = 0 when a ≤ 0 ≤ b. Then, for the study of the convergence of this integral it is convenient to obtain an asymptotic development of (u 1 ) for small values of u 1 . To this end, let us consider the functional depending on the complex parameter λ
If the C ∞ -function W is such that the equation W (k) = 0 defines locally a d − 1 dimensional surface of regular points, then the distribution W λ + is meromorphic with singularities the sequence of simple poles [4] 
The residue of the function (14) at each of these poles can be expressed by means of the test function (u 1 ) defined in formula (13), being the residue at λ = −n equal to
The knowledge of these singularities permits us write an asymptotic development of (u 1 ) for small values of u 1 . Indeed, in our case [4, Sect. 3.4.5]
From these results it is easy to derive the following 
we have:
is always finite.
(Recall that, when 0 ∈ [a, b], the integrals in (i) and (ii) are always finite.)
, the asymptotic development (15) of (u 1 ) is valid in a neighborhood of u 1 = 0 and also we can assume that a and b are finite. 
1/2 , if we take
where θ 1 , . . . , θ d−1 are the usual angles in spherical coordinates, we obtain
being dσ Su 1 +ω the Euclidean element of surface for the sphere S u 1 +ω with center the origin and radius u 1 + ω. In this case we have By Corollary 2, the same results are satisfied for φ ∈ S(R d ).
, applying again the change of variables (16), now we have
Then, in this case we obtain
Here,
dσ S √ u 1 +ω and we can apply the same arguments than in Example 3 to determine the convergence of the integrals in (18). Thus, for ω ≤ 0 the integrals of (18) These results will be of applicability in the physical example considered in the next section.
The Hydrogen Atom in the EM Field
It is well known [5] that in a central potential, caused here by the hydrogen nucleus, the bound states of a spinless electron are determined by three quantum numbers n, l and m. The total or energy quantum number n, whose range of values is n = 1, 2, 3, . . . , +∞, determines the energy E n of the electron
where m and e are the mass and charge of the electron, a 0 = 2 /(me 2 ) is the Bohr radius and Z = 1 for the hydrogen atom. The orbital and magnetic quantum numbers, l and m, determine the angular momentum and the angular momentum along the axis of quantization, respectively, and their ranges of values are l = 0, 1, 2, . . . , n−1 and m = −l, −l +1, . . . , +l.
In the following q shall denote the position of the electron in the 3-dimensional space and we shall assume that the nucleus of the hydrogen atom is fixed at the origin, so that, in spherical coordinates, the associated total eigenfunctions ψ nlm are given by
being Y lm the spherical harmonics of order l and R nl the radial eigenfunction corresponding to the quantum numbers n and l,
where L 2l+1 n+l is the associated Laguerre polynomial
We shall consider only states of the electron with orbital number l = 0. Recall that Y 00 (θ, φ) = (4π) −1/2 . For the interaction of the spinless electron with a nonrelativistic quantum electromagnetic (EM) field, neglecting the quadratic term in the potential A of the field, one can write the interaction Hamiltonian in the form [2] 
where k ∈ R 3 corresponds to momentum coordinates, σ = 1, 2 is a polarization index and a σ and p σ are Boson annihilators and the momentum of the electron in the corresponding polarization direction, respectively. The usual form factors are g σ (k) = |k| −1/2 . The polaron Hamiltonian is obtained by omitting the product with the momentum operator p. Thus, for the polaron Hamiltonian the response terms are of the form
In what follows the polarization index will be neglected and we will use the following notation. For the positive Bohr frequencies we shall write, see (19),
and we shall put
Now suppose that for the positive Bohr frequency ω mn there exists a unique pair of energy levels ε m = E m , ε n = E n in Spec H S such that ω mn = E m − E n . (This is not the case for every positive Bohr frequency ω mn of the hydrogen atom, but by means of a little perturbation the hydrogen atom becomes a system verifying this generic assumption.) Then, the product of the form factor g(k) by the operator D ωmn defined by (6) can be written as
and the corresponding generalized susceptivity factor γ − ωmn is of the form, see (9),
In what follows we shall study the generalized Hilbert transform that defines the imaginary part of γ − ωmn in terms of the form factor g. (The real part doesn't present any problem.) We shall restrict our attention to the dispersion functions of Examples 3 and 4,
The form factors under consideration will be of the form
being the function g, at first, a measurable function of |k|. Recall that the usual choice is g(k) = |k| −1/2 . At first we calculate the matrix elements g mn . 
Lemma 5 For the interaction of a spinless electron in the hydrogen atom with an electromagnetic field, with form factor of the form (27), we have
Proof Recall that Y 00 (θ, φ) = (4π) −1/2 and assume that k is oriented along the positive q 3 -axis. Then,
Denoting by N n0 the normalizing factor for R n0 given in (21), i.e.
the equality (30) becomes
where L(1 ± i|k|) denotes the Laplace transform (see, for example, [6] ) at the point 1 ± i|k|
n (|q|)|q| a polynomial, the abscissa of summability for its Laplace transform is a = 0, that is, L(z) is well defined and holomorphic over the complex semi plane (z) > 0, in particular, at the points of the form z = 1 ± i|k|.
It is well known that L x n /n! (z) = 1/z n+1 . From (22) and (31), we have
After some calculations we obtain
where the coefficients C mn s are given by (32) we will have the expression (28).
The change of variables (16) gives us a more convenient expression of the right hand side of (26).
Lemma 6
Let ω mn be the positive Bohr frequencies given in (24) and g mn (k) the matrix elements given in (28). Then, for the dispersion function ω(k) = |k|, we have
And, for the dispersion function ω(k) = k 2 , we have
Proof For the dispersion function ω(k) = |k|, with the change of variables given in (16), by (17) and since dσ Sr = r 2 dσ S 1 in R 3 , the left hand side of (34) becomes P.P.
By (28), being the area of S 1 in R 3 equal to 4π , the integrals over the spheres are
Substituting this expression in (36) we obtain (34).
In a similar way, for the dispersion function ω(k) = k 2 , now by (18), the left hand side of (35) becomes P.P.
Substituting this expression in (38) we obtain (35).
We can already determine sufficient conditions on the form factor g in order that the imaginary part of the generalized susceptivity factor γ − ωmn exist.
Theorem 7 Let us consider the interaction of a spinless electron in the hydrogen atom with an electromagnetic field, with form factor of the form (27). Then, for the dispersion function ω(k) = |k|, the Cauchy Principal Values
are finite if the function g verify the following conditions: 
, with respect to u 1 , for some 0 < < ω mn and any finite b > .
And, for the dispersion function ω(k) = k 2 , the Principal Parts (40) are finite if the function g verify the following conditions: 
where [
] denotes the integer part of
. Moreover, the modulus square of (41) 
For the dispersion function ω(k) = |k|, by (42) with y = u 1 + ω mn , the summands in the integrand of the right hand side of (34), save a constant factor, are of the form ); from this we obtain the condition (a1). At u 1 = 0 the divergence due to the factor 1/u 1 must be canceled by taking the Cauchy Principal Value; then, we must have the condition (a2). At u 1 = −ω mn the summands with worse behavior (those with l = 0) are equivalent, save a constant factor, to |g(u 1 + ω mn )| 2 (u 1 + ω mn ) 2 ; then, for the convergence of the integral at u 1 = −ω mn the condition (a3) must be verified. Finally, at any other point of the domain of integration we have α < (u 1 +ωmn) 2l+2 u 1 (1+(u 1 +ωmn) 2 ) r < β for some α, β > 0; then, for the convergence of the integral the condition (a4) is sufficient.
On the other hand, for the dispersion function ω(k) = k 2 , by (42) now with y = √ u 1 + ω mn , the summands in the integrand of the right hand side of (35), save a constant factor, are of the form 1 ; from this we have the condition (b1). At u 1 = 0 the divergence due to the factor 1/u 1 must be canceled by taking the Cauchy Principal Value; then, we must have the condition (b2). At u 1 = −ω mn the summands with worse behavior (those with l = 0) are equivalent, save a constant factor, to |g( √ u 1 + ω mn )| 2 (u 1 + ω mn ) 1/2 ; then, for the convergence of the integral at u 1 = −ω mn the condition (b3) must be verified. Finally, at any other point of the domain of integration we have α < | (u 1 +ωmn) l+1/2 u 1 (1+u 1 +ωmn) r | < β for some α, β > 0; then, for the convergence of the integral the condition (b4) is sufficient.
Note that conditions (a2) and (b2) imply some special behavior of the form factor g in a neighborhood of the resonance surface u 1 = ω(k) − ω mn = 0.
