Abstract. Let G be a elementary abelian p-group of order q = p n . Let V be a faithful indecomposable modular representation of G with dimension 2. We consider representations of the form S d (S m (V ) * ). In particular we prove that S d (S m (V ) * ) is projective whenever d + m ≥ q, and either d < p and m < q or m < p and d < q. More generally we show that if d + m ≥ q and d < q, m < q, then each summand of S d (S m (V ) * ) is induced from a subgroup of G, and that if m < q then modulo induced modules, the sequence S d (S m (V ) * ) d≥0 is periodic with period q. Our results generalise results of Almkvist and Fossum [1] for modular representations of cyclic groups of prime order. We also give some applications to invariant theory.
Introduction
Let G be a finite group and let V and W be finite-dimensional representations of G over a field k, which in this article will always mean a left kG-module. Let v 1 , v 2 , . . . , v m and w 1 , w 2 , . . . , w n be bases of V and W over k. Then the tensor product V ⊗ W of V and W is the k-vector space spanned by elements of the form v i ⊗ w j , where scalar multiplication satisfies λ(v i ⊗ w j ) = (λv i ) ⊗ w j = v i ⊗ (λw j ) for all λ ∈ k. There is a linear action of G on the space defined by g(v ⊗ w) = gv ⊗ w + v ⊗ gw. We can take the tensor product of V with itself, and iterate the construction d times to obtain, for any natural number d, a module T d (V ) = V ⊗· · ·⊗V , called the dth tensor power of V . Formally, the dth symmetric power S d (V ) of V is defined to be the quotient of T d (V ) by the subspace generated by elements of the form v 1 ⊗· · ·⊗v d −v σ(1) ⊗. . .⊗v σ(d) where σ ∈ Σ d , the symmetric group on {1, 2, . . . , d}.
Let V be a representation of G over k and denote by V * the k-vector space dual to V . We define an action of G on V * by gφ(v) = φ(g −1 v), which makes V * into a left kG-module. One also sometimes considers the subspace of for any g ∈ G, f ∈ k[V ] and v ∈ V . Symmetric powers of indecomposable representations are not indecomposable in general, and a central problem in representation theory is to try to understand their indecomposable summands. If |G| is invertible in k then this is largely a matter of character theory. The first authors to consider the problem in the modular case were Almkvist and Fossum [1] . In this remarkable work, the authors give formulae for the indecomposable summands of any representation of the form V ⊗ W , S d (V ) or Λ d (V ) (exterior power), where V and W are indecomposable representations of a cyclic group of order p over a field k of characteristic p. Some of these formulae were generalised to the case of finite groups whose Sylow-p-subgroup is cyclic by Hughes and Kemper [11] , and to cyclic 2-groups in [10] .
Of particular interest to us are the following results of Almkvist and Fossum concerning representations of cyclic groups of prime order: Theorem 1.1 (Almkvist and Fossum). Let G = C p be a cyclic group of prime order p and let k be a field of characteristic p. Let V be the unique indecomposable representation of G over k with dimension 2 (with action given by a Jordan block of size two).
(ii) (Periodicity) For any m, d < p and any r we have a kG-isomorphism
Of course, in determining the indecomposable summands of any modular representation of C p , one is helped enormously by the fact that we have a classification of indecomposable representations. Indeed, the modules S d (V ) for 0 ≤ d < p, form a complete set of isomorphism classes of indecomposable modular representations for C p . Furthermore, each has a C p -fixed subspace of dimension 1, and so the number of indecomposable summands in a given representation is equal to the dimension of the subspace fixed by C p .
For representations of elementary abelian p-groups, neither of these helpful results hold. In fact, if G is an elementary abelian p-group of order p n , then unless n = 1 or p = n = 2, the representation type of G is "wild"; essentially this means that there is no hope of classifying the indecomposable representations up to isomorphism.
We now state our main results. Let k be any field of characteristic p. Let E be a subgroup of the additive group of k with order q = p n . Then E acts naturally on a 2-dimensional k-vector space V as left-multiplication by the matrices 1 α 0 1 .
where α ∈ E. Note that, since every elementary abelian subgroup of GL 2 (k) is conjugate to a subgroup of the upper triangular unipotent group, every indecomposable representation of an elementary abelian p-group of dimension 2 is isomorphic to one of the above form.
Note that the modules S m (V ) for m < p are self-dual, so the above generalises the projectivity part of Theorem 1.1 . This is also true of the following result:
Note that the modules S m (V ) are not in general self-dual for p ≤ m < q. Therefore the following result is not equivalent to the above; nevertheless, it may be proved in a similar fashion:
We also obtain the following result, which generalises the periodicity part of 1.1 Theorem 1.5. Let E be an elementary abelian group of order q and V a 2-dimensional indecomposable kE-module. Let m < p and d < q. Then for any l we have an isomorphism of kE-modules
Relative projectivity and the relative stable module category
In this section, we fix a prime p > 0 and let G be a finite group of order divisible by p. Let k be a field of characteristic p and let X be a set of subgroups of G. Now let M be a kG-module. M is said to be projective relative to X if the following holds: let φ : M → Y be a kG-homomorphism and j : X → Y a surjective kGhomomorphism which splits on restriction to any subgroup of H ∈ X . Then there exists a kG-homomorphism ψ making the following diagram commute.
Dually, one says that M is injective relative to X if the following holds: given an injective kG-homomorphism i : X → Y which splits on restriction to each H ∈ X and a kG-homomorphism φ : X → M , there exists a kG-homomorphism ψ making the following diagram commute.
These notions are equivalent to the usual definitions of projective and injective kG-modules when we take X = {1}. We will say a kG-homomorphism is X -split is it splits on restriction to each H ∈ X . Note that, since a kG-module is projective relative to H if and only if it is also projective relative to the set of all subgroups of H, we usually assume X is closed under taking subgroups.
Let M be a left kG-module and H a subgroup of G. We write M G for the set of G-fixed points in M . There is a natural map M H → M G defined as follows. Let S be a set of left coset representatives of H in G. Then for v ∈ M H we define
This is called the transfer or trace map. Given kG-modules and M and N , there is a natural left action of G on Hom k (M, N ) defined by
We note the following properties of transfer:
The transfer is related to relative projectivity in the following way. Let M and N be kG-modules and let X be a set of subgroups of G. Let  (M, N ) G,X denote the linear subspace of (M, N ) G consisting of homomorphisms which factor through some kG-module which is projective relative to X . We consider the quotient (M, N )
One can define a category in which the objects are the kG-modules and (M, N ) G X is the set of morphisms between kG-modules M and N . This is called the X -relative stable module category, or X Stmod kG for short. It reduces to the usual stable module category when we take X = {1}. If M and N are G-modules, we shall write M ≃ X N to say that M and N are equivalent in X Stmod kG . In other words, M ≃ X N means that there exist modules P and Q which are projective relative to
The question of whether a homomorphism factors through a relatively projective module is also related to the transfer. Lemma 2.4. Let M , N be kG-modules, X a collection of subgroups of G, and α ∈ (M, N )
G . Then the following are equivalent:
Proof. This is easily deduced from [3, Proposition 3.6.6] . ✷
We will need the following result in the proof of our main theorem. Proof. We give the proof when M is projective relative to X ; the proof when N is projective relative to X is similar. By Lemma 2.4, we can write, for each H ∈ X
Since M is projective relative to X we can write
for some set of homomorphisms {µ H ∈ (M, N ) H : H ∈ X }. Now we have
Corollary 2.6. Suppose M and N are G-modules, at least one of which is projective relative to X , α ∈ (M, N ) G is injective, and X ∈ kG-mod has the property that, for each H ∈ X , the equivalence class of X ↓ H in the stable category of kH-modules relative to H ∩ Y is coker res G H (α). Then the equivalence class of X in the stable category of kG-modules relative to X is coker(α).
Remark 2.7. For the same reasons, if α ∈ (M, N )
G is surjective and X ↓ H ∼ =H∩Y ker(res G H (α)) for all H ∈ X , then X ∼ =Y ker(α). We will not use this result.
We end this section with an elementary result which will be useful in section 7.
Lemma 2.8. Let M be a kG-module which is projective relative to a set X of subgroups of G.
Proof. It suffices to prove
, the reverse inclusion being clear. As M is projective relative to X , there exists a set of homomorphisms
H for all H ∈ X , we have β H (v) ∈ M H for all H ∈ X , and
where S is a left-transversal of H in G. Therefore
Main results
This section is about decomposing symmetric powers of representations of elementary abelian p-groups. We will begin by describing a partial decomposition which holds for arbitary p-groups. This decomposition plays a role in, for instance [12] and [6] . Let G be any finite p-group, and let V be any finitedimensional indecomposable kG-module. It is well-known that one may choose a basis {x 0 , x 1 , . . . , x m } with respect to which the action of G is lower-triangular, that is to say, preserves the flag of subspaces
where Gx denotes the orbit of x under G.
Now let e denote the degree of N G (x 0 ) when viewed as a polynomial in x 0 alone, and let B be the set of all polynomials in x 0 , x 1 , . . . , x m whose degree as a polynomial in x 0 alone is strictly less than e. Since G fixes the subspace x 1 , x 2 , . . . , x m , B is a kG-submodule of S(V ). Further, given any f ∈ S(V ) we may perform successive long division, writing uniquely f = N G (x 0 )f ′ + b with f ′ ∈ S(V ) and b ∈ B. Iterating this process shows there is an isomorphism of kG-modules
or, taking the grading into account
where B d denotes those elements of B with total degree equal to d, and a and d ′ are the quotient and remainder when d is divided by e respectively.
One way of viewing the above is to say that N G (x 0 )W is always a direct summand of S d+e (V ). We sometimes say that W is propogated by the invariant N G (x 0 ). Note that if W is projective, then since projective modules are injective we have that f W is a direct summand of S d+r (V ) for any f ∈ S r (V ) G -in other words, the projective direct summands are propogated by every invariant.
From this point onwards we let E ≤ (k, +) be an elementary abelian subgroup of order q = p n . Let V be a faithful kE-module with dimension 2 and choose a basis X, Y of V such that α ∈ E acts via left multiplication by the matrix 1 α 0 1 .
Notice that in order for this to be a faithful module, we must have |E| ≤ |k|, and therefore any indecomposable kE-module is absolutely indecomposable. For any k ≤ n, we denote by X k the set of subgroups of E with order at most p k . The following result is taken from [5] :
. The ring of invariants S(V )
E is a polynomial algebra generated by X and N E (Y ). (
.
Proof. (a) follows immediately, since N E (Y ) is an invariant of degree q. It follows that the fixed point space of S m (V ) for m < q is one-dimensional, generated by X m , which establishes the first part of (b) , and since a module is indecomposable if and only if its dual is too, also the second part. Finally, since dim(S q−1 (V )) = q and dim(S q−1 (V )) E = 1, and since projective modules for p-groups are self-dual, we obtain (c). ✷
The following periodicity result is the special case m = 1 of Theorem 1.5. The case E = F q is a special case of the main result of [2] . This result can be proved in similar fashion to loc. cit., but instead we give a short self-contained proof. We adopt the convention that if l is a natural number and V a representation of E, then lV denotes the direct sum of l copies of V with diagonal action. Proof. Let P denote the projective module S q−1 (V ), and let
with grading induced from that on S(V ). By Remark 3.1 , T is a direct summand of S(V ). Clearly
As the dimension of B in degree k is k + 1 if k ≤ q − 2 and zero otherwise, we have
Finally, as P has dimension q and lies in degree q − 1, we have H(P, t) = qt q−1 . Therefore
Therefore T = S(V ) as required. ✷
We are interested mainly in symmetric powers of the modules S m (V ) and S m (V ) * . We set up some notation. For any i ≤ m set a i = X m−i Y i . Then the set a 0 , a 1 , . . . , a m forms a basis of S m (V ), and the action of α ∈ E on this basis is given by
Notice that this does not depend on m; we have an inclusion S m (V ) ⊂ S m+1 (V ) for any m ≥ 0. Now let x 0 , x 1 . . . , x m be the corresponding dual basis of S m (V ) * ; the action here is given by (4) α
⊥ . Applying the decomposition described earlier in this chapter, we can write, for any m < q
where B d,m is the degree d part of graded direct summand of S(S m (V ) * ) consisting of polynomials whose degree as a polynomial in x 0 alone is strictly less than q.
, and the isomorphism class of 
Proof. We have a short exact sequence
with α d,m multiplication by the invariant x m and β d,m the projection
As α d,m does not affect the x 0 -degree and β d,m can only decrease it, this restricts to a short exact sequence as claimed. ✷
We showed a little earlier that the module S q−1 (V ) * is projective, and thus isomorhpic to kE. In particular this implies that this module is a permutation module. Let {X 0 , X 1 , . . . , X q } be a permutation basis; if E = F q then one can take X i = σ i · x 0 where σ ∈ k generates the cyclic group F 
(iii) For any k we have more generally
Proof. Clearly if the monomial m has stabiliser E ′ then m can be written as a product of monomials of the form σ∈E ′ (σm ′ ). In particular, we must have that E ′ divides deg(m). This establishes (i). On the other hand, if d = rp n then there is a unique monomial with stabiliser E, namely σ∈E x r σ . This establishes (ii). Now let E ′ be a subgroup of E with order p k . Define a power series
is the number of monomials of degree d fixed by E ′ . Then we have
by the generalised binomial theorem. Therefore the number of summands of S d (kE) Remark 3.8. Proposition 1.3 follows easily using a simple induction argument. By Corollary 3.7, B d,q−1 is projective for all 1 ≤ d < p. Therefore, the first and second terms in the exact sequence (9) are projective when m = q − 1 and d − 1 ≥ 1. This implies in turn that the last term is also projective, which shows that B d,q−2 is projective for 2 ≤ d < p. Continuing in this fashion produces the desired result.
Our most general results are most easily stated in terms of the modules B d,m defined earlier. We note that taking symmetric powers commutes in general with restriction to a subgroup. Further, let E ′ be a proper subgroup of E, with order p k . When m < p k we will write B d,m (E ′ ) for the submodule of S d (S m (V ↓ E ′ ) * ) consisting of polynomials whose x 0 -degree is strictly less than p k . Note that this is not the same thing as B d,m ↓ E ′ ; rather, we have in the Green ring
where d ′ is the remainder when d is divided by p k otherwise. (ii) Assuming n ≥ 2, let s and r be the quotients when d and m respectively are divided by p n−1 , with d ′ and m ′ the corresponding remainders. Then we have
is an integer, and
Proof. The proof is double induction. The first induction is on n, the rank of E. For the n = 1 case, only the first statement needs to be checked. This states that B d,m is projective provided m + d ≥ p and m < p. In this case, E is a cyclic group and the proposition reduces to Theorem 1.1; more precisely, to (a) when d < p and to (b) when d ≥ p. Now assume n > 1, and that the proposition has been proven for all elementary abelian groups of order < p n , in particular for all proper subgroups of E. The proof for each n is by downward induction on m, starting at q − 1. When m = q − 1 we have r = p − 1 and m ′ = p n−1 − 1. There are two cases to consider. First, if
is projective relative to X n−2 by induction. Therefore the Proposition simply claims that B d,q−1 is projective relative to X n−2 in this case. The condition d ′ = 0 means precisely that d is not divisible by p n−1 , and we showed in this case that S d (S q−1 (V ) * ) is projective relative to X n−2 in Corollary 3.7(i). Moreover, if d > q then the same is true of S d−q (S q−1 (V ) * ) and so we get that
as required. Now assume that d is divisible by p n−1 , i.e. d ′ = 0. In that case,
and we have to show that,
Now by Corollary 3.7(iii), we have
from which the result follows. This concludes the proof for m = q − 1. Now fix m < q − 1 and assume the claim has been proven for all pairs of the form (d, m + 1) such that m + 1 < q and m + 1 + d ≥ q. We will prove the claim for all pairs of the form (d, m) where m + d ≥ q. So we fix such a d and consider the short exact sequence
By induction, the first two terms in the sequence are projective relative to the set of proper subgroups of E. We have to describe the decomposition of B d,m = coker(α d,m+1 ) up to the addition of modules which are projective relative to X n−2 ; applying Corollary 2.6 with X = X n−1 and Y = X n−2 shows that it is enough to check the formula gives the correct decomposition whenever we restrict to any subgroup of order p n−1 . Let E ′ be such a subgroup. Then we have two cases check: firstly if d > q then we have in the Green ring
where we used Proposition 3.4 in the last step. We now evaluate the above using the well-known formula for symmetric powers of direct sums
We now work in the stable module category relative to X n−2 . Using Corollary 3.3 and Proposition 3.7(i) we see that S i (kE ′ ) ≃ Xn−2 0 unless i is divisible by p n−1 , in which case it is equivalent to the trivial module. We can therefore rewrite the above as s j=0 i1+i2+...+ir =s−j
where P(a, b) denotes the number of distinct ways of writing the positive integer a as a sum of exactly b positive integers. Now observe that for each j we have
by definition. Since |E ′ | = p n−1 , and m ′ < p n−1 , (ii) of the inductive hypothesis (on n) implies that B lp n−1 +d ′ ,m ′ is projective relative to X n−2 , provided that lp
In particular this holds whenever l ≥ 1, and additionally when l = 0 in the case that m ′ + d ′ ≥ p n−1 . In the latter case we have now shown that
Otherwise, we have shown that
using the well-known combinatorial identity
Almost the same argument applies, but without any negative terms involved. Adopting the convention that binomial coefficients in which the bottom term exceeds the top are zero, we can still say that
, then since any kE-module which is projective relative to X n−2 remains so when restricted to a subgroup of order p n−1 , the proposition follows immediately. So assume
and therefore r + s ≥ p. Since m < q we get r < p and therefore by Lemma 3.10
We must therefore verify the formula (8).
We check that for any pair E ′ , E ′′ of subgroups of E with order p n−1 we have
using the Mackey formula (remembering that E is abelian, so that a set of E ′ − E ′ double coset representatives is just a set of E ′ -coset representatives, and a set of E ′′ − E ′ double coset representatives can be chosen consisting only of the trivial element, since E = E ′ E ′′ ), and therefore we have
In the above proof we used the following number-theoretic lemma:
Lemma 3.10. Let r, s be integers and let p be a prime. Suppose that r < p and
where the latter is interpreted as zero if s < p.
Proof. If s < p then since s + r ≥ p we have
While if s ≥ p we have 
where a is the largest integer such that a ≤ (p n−l − 1) and d − ap l ≥ 0. Note that therefore
are projective relative to X l−1 by Proposition 3.9 applied to E ′ , from which the result follows. ✷
Some elementary number theory
In this section, we prove some number-theoretic results which will be needed in the sequel. Throughout, we fix a prime power q = p n and consider a pair of non-negative integers (d, m) with m < q and d < q. For any 0 ≤ i ≤ n, we write d i (resp. m i ) for the remainder when d (resp. m) is divided by p n−i . We define
We will refer to this is the p-depth of the pair (d, m). With k as above, we write s and r for the quotients when d and m respectively are divided by p n−k . Thus we have m = rp n−k + m k and d = sp n−k + d k . Notice that since m < p n we must have r < p k , and similarly s < p k Consider the p-adic expansions of r and s
Lemma 4.1. r 0 + s 0 ≥ p and for 1 ≤ i < k we have r i + s i ≥ p − 1.
Proof. By definition we have
One way to rearrange (12) is
Since each of r 0 , r 1 , . . . , r i−1 are ≤ p− 1, we have (r 0 + r 1 p+ . . .+ r i−1 p i−1 ) ≤ p i − 1, and therefore
By uniqueness of division with remainder, m k−i = (r 0 + r 1 p + . . .
This could also be written as Proof. Write r = r 0 + r 1 p + . . . r k−1 p k−1 and s = s 0 + s 1 p + . . . s k−1 p k−1 . By a well-known theorem of Kummer (see [9] , the maximum power of p which divides r + s r is equal to the number of "carries" when r and s are added in base p. It follows from Lemma 4.1 that this number is at least k. ✷
There is also a partial converse: 
Therefore by backwards induction on k, m k + d k ≥ p n−k for all k = 0 . . . n − 1. As m < q, d < q we have m n = d n = 0 and so m n + d n < p 0 = 1, therefore the p-depth of (d, m) is n as required. ✷
It is interesting to note that this does not extend to divisibility by p k for k < n. Proof. The proof is by induction on k. Note that the case k = 1 is covered by Proposition 3.9, and the case k = 0 is vacuous. Let (d, m) have p-depth equal to k and suppose that S d (S m (V ) * ) is projective relative to X n−l where l > k. We will show that S d (S m (V ) * ) is projective relative to X n−l−1 . By hypothesis, S d (S m (V ) * ) is a direct summand of
Write m l for the remainder when m is divided by p n−l and r for the corresponding quotient (note this is not the same notation as in the previous chapter, where r denoted the quotient when m is divided by p k ). Similarly define d l and s. Then for each E ′ < E with index p l we have
by the same argument as in the proof of Proposition 3.9. As d l + m l ≥ p n−l , Proposition 3.9 applied to E ′ implies that S d l (S m l (V ) * ) ↓ E ′ is projective relative to X n−l−1 . The result follows. We have observed that S 5 (S 5 (V ) * ) has dimension divisible by 4, but the p-depth of (5, 5) with respect to 8 is only 1. By Proposition 3.9(ii), we have,
As S 1 (S 1 (V ) * ) ↓ E ′ = S 1 (V * ) ↓ E ′ is not projective relative to the set of cyclic subgroups of E ′ for any E ′ with order 4, we get that S 5 (S 5 (V ) * ) is not projective relative to X 1 .
Over the course of the last three sections, we have proved results generalising the projectivity and periodicity results (Theorem 1.1, (i) and (ii)) of Almkvist and Fossum. We have said nothing concerning their reciprocity result (iii). It is clear that we cannot have S where the action on S(V
