ABSTRACT Eigenvalue-based algorithm is generally acknowledged to be a promising method for spectrum sensing. However, it possesses high computational complexity, because the sampled covariance matrix and the corresponding eigenvalues are calculated. Furthermore, the detection performance of eigenvalue-based algorithms experiences a huge decline when the received signals are uncorrelated. Therefore, compressed sensing is adopted to reduce the computational complexity and introduce the relevance for multiple received signals. First, the sampled covariance matrix and its eigenvalues are calculated under the nonreconstruction framework of compressed sensing. The corresponding standard condition number of the eigenvalues is employed as test statistic to perform spectrum sensing. Then, the impact of the measurement matrix on the detection performance is discussed, and the computational complexity is analyzed. Next, the measurement matrix is optimized to improve the detection performance. In addition, a novel method of setting decision threshold is proposed to maintain a stable false alarm probability for the proposed spectrum sensing algorithm, and its computational complexity is compared with some existing methods. Finally, the corresponding simulations are performed to testify the theoretical results. Theoretical analysis and simulation results certify the effectiveness and validity of the proposed method.
I. INTRODUCTION
With the increasing progress in communication technologies and the tremendous requirements of high-rate data transmission, more and more spectrum resources are statically assigned to different wireless communication systems. However, it has been found that many assigned spectrum resources are not fully exploited, which results in unnecessary waste and the unbalanced utilization of spectrum resources [1] . Therefore, cognitive radio is presented to cope with these challenges [1] , [2] , and its key technologies consist mainly of spectrum sensing, spectrum management and spectrum sharing [3] . Accordingly, cognitive radio is viewed as an intelligent communication framework with self-sensing ability and self-adjustment ability.
For cognitive radio, spectrum sensing is employed to identify those unoccupied spectrum resources [2] . In the beginning, some typical algorithms were reported for single received signal, such as energy-based detection algorithm, matched filter detection algorithm and cyclostationary detection algorithm [2] , [4] - [8] . Among these algorithms, energy-based method is widely utilized because of its simple operation and acceptable performance for some specific applications [4] , [5] . However, the detection performance of energy-based method will go down due to the fading effects of wireless channels [4] , [9] . Consequently, some methods based on multiple received signals were proposed to resist the signal fading [10] - [15] . Thereinto, Eigenvalue-based method is an important and typical technique, and it has been proved that eigenvalue-based algorithms do not rely on any prior information of the noise. Thus, the impact of the noise can be removed when SCN is employed as test statistic [14] - [16] , where SCN is defined as the ratio of the largest eigenvalue and the smallest eigenvalue of the sampled covariance matrix [14] , [15] . In [14] , eigenvalue-based algorithm was first reported, and the detection probability and the false alarm probability are analyzed by virtue of Tracy-Widom distribution of the largest eigenvalue and the limiting value of the smallest eigenvalue. In [15] , the exact distribution of SCN is used to derive the false alarm probability. In the following, these results are exploited to analyze the detection performance in the case of the correlated noise [16] . In [17] , a generalized form of eigenvalue-based algorithm was proposed in terms of the power mean of eigenvalues, thereinto, the largest eigenvalue and the smallest eigenvalue are modeled as Gaussian, Gamma or Tracy-Widom distribution respectively. Furthermore, the corresponding statistical properties and the false alarm probability are also derived. To further improve the detection performance, a novel maximum eigenvalue based method was introduced by the aid of Cholesky factorisation [18] . On the basis of the previous results, some adaptive eigenvalue-based spectrum sensing algorithms were proposed [19] , [20] . In [19] , a two-stage combined detector composed of energy and MME detector was reported, and the combined detector is fully blind and self-adapted because the MME(maximumCminimum eigenvalue) detector estimates the noise and feeds it back to the energy detector. In [20] , based on distributed subspace tracking method, a cooperative decentralized versions of the adaptive EBSS(Eigenvalue-based spectrum sensing) techniques were developed to overcome the limitations of the existing batch centralized approaches. It can be seen that the aforementioned methods are implemented under NyquistShannon sampling theorem, which will cause high sampled rate for the wideband signal. Therefore, the calculation of the sampled covariance matrix and the eigenvalue decomposition will lead to the high computational complexity. In addition, the conventional eigenvalue-based methods require the relevance for multiple received signals, which cann't be satisfied for some specific scenarios. According to the properties of random matrix, the difference between SCN of the signal-present case and SCN of the noise-only case is very small when multiple received signals are uncorrelated. Under this case, the conventional eigenvalue-based methods will be invalid.
In the past years, compressed sensing has been viewed as a valuable technology to deal with many challenges. For compressed sensing, the signal is sampled on base of the sparsity of the signal rather than its bandwidth under NyquistShannon sampling theorem. Hence, compressed sensing can reduce the sampled number of the signal, and further decrease the computational complexity and hardware cost [21] , [22] . More importantly, when the received signals are manipulated by the same measurement matrix, the relevance can be introduced to the compressed measurements of multiple received signals. The preceding properties just cope with the disadvantages of the existing eigenvalue-based algorithms [23] .
At present, compressed sensing has been employed in many research fields, such as image processing, wireless communication and remote sensing [23] , [24] . For some current applications of compressed sensing, signal reconstruction is a necessary step, which causes the high complexity. It is widely recognized that spectrum sensing is an inference problem, and it only requires the information of the existence or absence of signal rather than the exact signal from the compressed measurements. In other words, signal reconstruction can be completely cancelled for spectrum sensing. Hence, the non-reconstruction framework of compressed sensing was proposed to deal with the inference problem without resorting to the full-scale signal reconstruction [25] - [27] . However, to the best of our knowledge, few studies about the applications of compressed sensing in the eigenvalue-based spectrum sensing have been reported in the past years. As a consequence, it is considerable topic to investigate the applications of compressed sensing in the eigenvalue-based spectrum sensing. Inspired by CS-based spectrum sensing and the nonreconstruction framework of compressed sensing, we propose an eigenvalue-based spectrum sensing for multiple received signals under the non-reconstruction framework, and the compressed measurements but not the recovered signals are exploited to calculate the sampled covariance matrix. More importantly, the compressed measurements of the received signals are correlated because of utilizing the same measurement matrix. The research emphases is first placed on the impact of the measurement matrix on the proposed spectrum sensing method. And then, the sensing performance is derived in terms of Gaussian approximation of the largest eigenvalue and the smallest eigenvalue. Finally, the measurement matrix is optimized to improve the sensing performance. In addition, according to Neyman-Pearson criterion, a stable false alarm probability is vital for many practical applications. However, the eigenvalues of the sampled covariance matrix may not satisfy M-P law due to the limited sampled signal [28] . Consequently, it is difficult to maintain a stable false alarm probability for the conventional methods of setting decision threshold [29] . Currently, the common methods of setting decision threshold are composed of the ratio of the limiting values of two extreme eigenvalues (VVR), the ratio of distribution and the limiting value of extreme eigenvalues (DVR), and the ratio of the distribution of the extreme eigenvalues (DDR) [31] . When the stable false alarm probability is required, VVR and DVR perform badly. Although DDR can be well qualified for this requirement, high computational complexity is not acceptable for some practical applications. Motivated by DVR and DDR, we introduce a novel method of setting decision threshold for the proposed spectrum sensing algorithm.
Our main contributions are: 1) the eigenvalue and compressed sensing are combined to introduce the relevance for multiple received signals and reduce the computational complexity. Based on SCN of the sampled covariance matrix and compressed sensing, a novel spectrum sensing algorithm is proposed under the non-reconstruction framework of compressed sensing. The detection probability and the false alarm probability are derived, and the computational complexity is analyzed. 2) to improve the sensing performance, the measurement matrix is optimized, and the impact of the optimized measurement matrix on the sensing performance is discussed and simulated. 3) a novel method of setting decision threshold is proposed to maintain a stable false alarm probability, and the computational complexity of the proposed method of setting decision threshold is lower than of that of the existing methods.
The remaining of this paper is organized as follows. In section 2, a system model is provided as a foundation of the subsequent works. And then, some specific issues of the proposed algorithm are discussed in section 3, such as the selection of the measurement matrix, the optimization of the measurement matrix and the method of setting decision threshold. To demonstrate the validity and effectiveness of theoretical analysis, the corresponding simulations are performed in section 4. Finally, the paper is concluded in section 5.
II. SYSTEM MODEL AND DESCRIPTION OF THE PROPOSED ALGORITHM
We assume that the sampled signal is acquired from P received signals, and the number and the sparsity of the sampled signal are N and K respectively. For traditional spectrum sensing, the signal vector of the binary hypothesis is represented as [6] 
Where i = 1, 2, · · · , P, n i is an additive Gaussian noise column vector with mean zero and variance σ 2 i , and x i is a signal vector of the i th received signal. When compressed sensing is employed, the resulting vector for the binary hypothesis can be expressed as
Where i is a M × N Gaussian random measurement matrix with zero-mean entries, and y i is the compressed measurement vector of the i th received signal with M entries. A matrix can be formed in terms of the compressed measurements of all the received signals, i.e.,
Its covariance matrix can be calculated as
Where S is a P × P matrix. By substituting (2) into (4), the covariance matrix S C0 and S C1 for the noise-only case and the signal-present case can be written as
It has been proved that the sampled covariance matrix of the compressed measurements is approximately viewed as Wishart random matrix [9] , whose ordered eigenvalues are denoted as λ 1 ,λ 2 , · · · , λ P . Thus, the largest eigenvalue λ max = λ 1 ,the smallest eigenvalue λ min = λ P , and standard condition number(SCN) SCN = λ max /λ min . It has been demonstrated that SCN of the sampled covariance matrix can eliminate the impact of the noise on spectrum sensing [9] . Therefore, SCN of the sampled covariance matrix of the compressed measurements is utilized as test statistic to perform spectrum sensing in this work.
III. PERFORMANCE ANALYSIS AND OPTIMIZATION OF THE PROPOSED ALGORITHM
For the received signals from the different antennae, the different measurement matrix or the same measurement matrix can be used to perform compressed sensing. Thus, we first concentrate on the effect of the measurement matrix on the eigenvalues of the sampled covariance matrix under the noise-only case and the signal-present case.
A. THE CASE OF USING THE DIFFERENT MEASUREMENT MATRIX
We assume that all received signals are compressed by the different measurement matrix i (i = 1, 2, · · · , P) and the entries of each measurement matrix are independently and identically distributed. For the noise-only case, the entry of the sampled covariance matrix is expressed as
where i and j denote the index of row and column of the sampled covariance matrix. According to the definition of mathematical expectation, we can obtain
Because the entries of the measurement matrix and the noise are independent and uncorrelated Gaussian variables with zero mean, these entries are orthogonal. When i = j, we have
When i = j, we can obtain
It can be seen that the sampled covariance matrix is a diagonal matrix for the noise-only case. VOLUME 4, 2016 For the signal-present case, each entry of the sampled covariance matrix is calculated as
By analogy, we have
when i = j, s ij is an off-diagonal entry of the sampled covariance matrix. By analyzing the right side of equation (11), we can find that each part is a product of two different random variables from the measurement matrix i and the measurement matrix j . These two zero-mean random variables are independent and uncorrelated. Consequently, we can obtain
By substituting (12) into (11), we can obtain that
It can be seen that the sampled covariance matrix is approximately viewed as a diagonal matrix if different sensing matrices are utilized for the received signals. In this case, a very small difference between the largest eigenvalue and the smallest eigenvalue will be generated.
Through the previous analysis, it is observed that the covariance matrices of the noise-only case and the signalpresent case are the diagonal matrix, and they possess similar SCN. Thus, we can not distinguish these two cases by virtue of SCN.
B. THE CASE OF USING THE SAME MEASUREMENT MATRIX
If all received signals use the same measurement matrix , i.e., 1 = 2 , · · · , = P = , the binary hypothesis (2) can be denoted as
For the noise-only case, The off-diagonal entry of the sampled covariance matrix S 0 is be calculated as
Similarly, we have
All entries of Gaussian noise vector n i and n j are orthogonal when they are independent and zero-mean variables. Therefore, when i = j, we have
It is observed that the sampled covariance matrix is a diagonal matrix for the noise-only case.
For the signal-present case, when i = j, the entry of the sampled covariance matrix S 1 is calculated as
T n j (19) According to the previous analysis, we have
Because of the orthogonality of the entries of the noise vector, we have E n T i T n j = 0. However, the remaining three part are not equal to zero, i.e.,
By substituting (21) into (20), we can obtain that s ij = 0. When i = j, we have
It can be seen that the sampled covariance matrix under the noise-only case and the signal-present case are the diagonal matrix and the non-diagonal matrix under respectively. Hence, the obvious difference of SCN for two cases can be obtained. Consequently, SCN can be adopted as test statistic for spectrum sensing under the non-reconstruction framework of compressed sensing when the same measurement matrix is employed.
C. PERFORMANCE ANALYSIS OF THE PROPOSED ALGORITHM
By virtue of the properties of eigenvalue, (3) can be further simplified asS = YY T . As a consequence, we will discuss SCN ofS instead of S in the following section.
It has been verified that sampled covariance matrixS follows the central Wishart distribution of W P (N , ) for the noise-only case and the non-central Wishart distribution of W P (N , , ) for the signal-present case [29] . Hence, CDF of SCN of Wishart matrix is expressed in an unified form
Where |·| denotes the determinant of matrix. The entry of matrix U can be computed as
Specifically, for the noise-only case,
. For the signal-present case,
here ω i is the non-zero ordered eigenvalues of matrix .
From the previous discussion, we can see that CDF of SCN for the noise-only case and CDF of SCN for the signalpresent case are very complicated. Consequently, they cann't be used to derive the detection probability and the false alarm probability in practical applications. It has been demonstrated that the largest eigenvalue and the smallest eigenvalue can be approximated as Gaussian distribution [17] . Thus, by assuming the independence between the largest eigenvalue and the smallest eigenvalue, probability density function of SCN can be expressed as [17] 
Here,
Where (·) is the CDF of the standard Gaussian random variable. For the signal-present case and the noise-only case, the distribution parameters are different.
With the help of (26) and the properties of Gaussian distribution, the detection probability can be expressed as
are the mean and variance of the largest eigenvalue and the smallest eigenvalue for the signal-present case respectively.
In terms of (26) and the properties of Gaussian distribution, the false alarm probability is represented as Now, let us analyze the computational complexity of the proposed method, which is composed mainly of the calculation of the sampled covariance matrix and eigenvalue decomposition. For the conventional method, the number of the sampled signal is N . However, the number of the sampled signal is M for compressed sensing. Generally, N is far more than M , i.e., N M . We notice that the sampled covariance matrix is a Toeplitz matrix. Thus, P×P 2 + P 2 covariances need to be calculated to obtain the sampled covariance matrix, and each of them needs N multiplications and N − 1 additions. In a word, the total complexity of calculating the sampled covariance matrix requires Most importantly, signal reconstruction of the compressed measurements is removed, so the computational complexity can be drastically decreased. It is well known that MP algorithm has lower computational complexity than that of other reconstruction algorithms [24] , and it requires K × (N × M ) multiplications, K × [N × (M − 1)] additions and K × (N−1) comparisons. We can see that the proposed method can obviously decrease the computational complexity compared with the traditional reconstruction-based algorithms.
D. OPTIMIZATION OF THE MEASUREMENT MATRIX
As stated in section 2, the binary hypothesis of the conventional eigenvalue-based spectrum sensing is expressed as (1), and its corresponding sampled covariance matrices are calculated as
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Comparing (5) with (29), we can see that an extra Gramian matrix T is introduced into the sampled covariance matrix of the compressed measurements, which will cause the change of the distribution of SCN. The difference of SCN between the noise-only case and the signal-present case becomes small, and the detection performance will degrade. However, if Gramian matrix T is an identity matrix, the proposed method possess the same performance with the conventional eigenvalue-based methods. Therefore, the following focus is concentrated on optimizing Gramian matrix T to become an identity matrix. According to CS, the expected compressed measurements can be achieved if the sensing matrix T = T T is an approximative identity matrix. Generally, Gramian matrix T of sparse basis is an identity matrix in terms of orthonormalization. Therefore, Gramian matrix T of the sensing matrix is an approximative identity matrix when Gramian matrix T of the measurement matrix is closed to the identity matrix. Consequently, our target is to optimize Gramian matrix T of the measurement matrix . Up to now, many matrix optimization methods have been reported [32] - [34] . In [33], a metric was proposed as the optimization criteria, which is defined as
Where g i,j is the cross-correlation coefficient of i th column and j th column of the matrix . If M = N , Gramian matrix G = T N ×M M ×N may become an identity matrix through the orthogonal operation. When M and N are fixed, the object is to minimize µ t { M ×N }. However, only the entries of matrix greater than t are considered for µ t { M ×N }, and the results can not completely reflect the effect of all entries on optimization result. In addition, the rank of the matrix is forcibly reduced, which contradicts with our optimization target. Consequently, another metric was introduced in [34], i.e.,
It can be seen that 2-norm of the matrix is related to all of entries of Gramian matrix. When Gramian matrix is an identity matrix, µ F = 0 . Thus, smaller µ F means that Gramian matrix is closer to an identity matrix. Generally, grad-method is employed to reduce the value of µ F . Pleas refer to literature [34] for the detailed information.
E. THE METHOD OF SETTING DECISION THRESHOLD FOR MAINTAINING A STABLE FALSE ALARM PROBABILITY
According to the asymptotic theory of random matrix, the limiting value of the largest eigenvalue and the smallest eigenvalue are a =
. Therefore,
We assume that x is a dimensionless scalar, and the probability can be represented as
Where F(·) is the CDF of Tracy-Widom distribution. By manipulating (32), we have
It is well known that the false alarm probability is defined as
Where γ is the decision threshold. Setting P n = 0.5, we have P(λ min > ax) = P(λ min < ax). Therefore, λ min can be replaced by ax, the following equation can be acquired
Through further operation in (35), the decision threshold γ can be calculated as
We now focus on analyzing the computational complexity of threshold setting. Let us first review the expression of DVR [16] , [31] , which is expressed as
Comparing (36) with (37), we can find that the computational complexity of the proposed method is similar with that of DVR.
IV. NUMERICAL RESULTS AND PERFORMANCE ANALYSIS
To evaluate the correctness and effectiveness of the aforementioned theoretical analysis, the related simulations are performed via Monte-Carlo method in this section.
A. THE IMPACT OF THE MEASUREMENT MATRIX ON SPECTRUM SENSING
Firstly, we discuss the case of the different measurement matrix. The distributions of SCN for the different measurement matrix are shown in Fig.1 . The simulated parameters are as follows, the length of the non-compressed data N = 512, the number of the received signals P = 64, the number of the compressed measurements M = 128, and SNR is varied from −6dB to 6dB.
In Fig.1 , the dash line and the solid line denote the distributions of SCN of the signal-present case and the noise-only case respectively. CDF and PDF of SCN under Shannon's sampling theorem and the framework of compressed sensing are denoted by noise-pdf, signal-pdf, noise-cs-pdf and signal-cs-pdf in each subfigure. Y-axis probability in right and left subfigures denote probability density function and cumulative distribution function respectively. It can be seen that the difference of SCN between the noise-only case and the signal-present case becomes more and more obvious with the increasing of SNR when the signal is sampled according to Shannon's sampling theorem. When the compressed measurements are obtained by virtue of the different measurement matrix for multiple received signals, PDF and CDF of SCN between the signal-present case and the noise-only case is similar. It can be seen that SCN can not be used as test statistic to detect the signal, and simulation results fits in well with the theoretical analysis in section 3.
In the following, we consider the case of the same measurement matrix for each received signal. The results are shown in Fig.2 . The simulation parameters are N = 512, P = 64 and M = 128 respectively. The dash line denotes the distributions of SCN of the signal-present case, and the solid line is corresponding to the noise-only case. CDF and PDF of SCN under Shannon's sampling theorem and the framework of compressed sensing are denoted by using noise-pdf, signalpdf, noise-cs-pdf and signal-cs-pdf in each subfigure. Y-axis probability in right and left subfigures denote probability density function and cumulative distribution function respectively. It can be observed that the difference of PDF and CDF of SCN between the noise-only case and the signal-present case becomes more obvious with the growing of SNR when the same measurement matrix is exploited, and the simulated results prove the effectiveness of the proposed method. Fig.3 reveals the distribution of the absolute value of the nondiagonal entries of Gramian matrix T of Gaussian random matrix and its corresponding optimized random matrix. The simulation parameters are as follows. M = 100, N = 400, and the step length η = 0.05. It is demonstrated that the number of entries with relatively big value reduces, and the number of entries with small value increases. The simulated results certify that the optimized matrix is closer to the identity matrix than the non-optimized random matrix. Fig.4 shows the µ F for the different iterations, and the number of iterations is varied from 1 to 100. The simulation parameters M = 100, N = 400, and the step length η = 0.05. It can be observed that µ F reduces with the increasing of iterations, and µ F remains about 0.069 when the number of the iteration reaches to 20. In addition, it is testified that Gramian matrix approximates to the identity matrix because the maximum value of µ F is 0.0725. When the optimized matrix is selected as the measurement matrix, the resulting PDF and CDF of SCN are shown in Fig.5 . The simulation parameters N = 512, P = 64, represented by the solid line. CDF and PDF of SCN under Shannon's sampling theorem and the framework of compressed sensing are denoted by noise-pdf, signal-pdf, noisecs-pdf and signal-cs-pdf in each subfigure. Y-axis probability in right and left subfigures denote probability density function and cumulative distribution function respectively. The variation trend is the same as the case of the non-optimized matrix. But the difference of PDF and CDF between the noise-only case and the signal-present case will become bigger than that of the non-optimized matrix. Spectrum sensing is performed based on these results, and the detection probability and the false alarm probability are illustrated in Fig.6 . The simulated parameters are N = 512, P = 64, and M = 128 respectively.
B. THE SENSING PERFORMANCE OF THE OPTIMIZED MATRIX
In Fig.6 , PD-Gauss and PF-Gauss denote detection probability and false alarm probability of the conventional random Gaussian matrix. PD-ot and PF-ot denote the detection probability and the false alarm probability of the optimized random Gaussian matrix. It is observed that the performance is improved about 2dB when the optimized random matrix is adopted as the measurement matrix.
C. THE PERFORMANCE OF THE METHOD OF SETTING DECISION THRESHOLD
In this subsection, the performance of VVR and DVR method is simulated. The parameters are as follows, M = 256, the number of the received signals P = 100, and the expected false alarm probability P f = 0.01. The results are shown in Fig.7 . It can be seen that the false alarm probability of VVR fluctuate around 0.1, and the false alarm probability of VVR hangs near 0.03, which proves what we stated in section 3.4.
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To confirm the effectiveness of the proposed method of setting decision threshold, we compare its performance with that of VVR and DVR. The detection probability and the false alarm probability are illustrated in Fig.8 , where the M = 1024, P = 100, and the expected P f = 0.01. In Fig.8 , PD and PF denote the detection probability and the false alarm probability of the proposed method of setting decision threshold.
We can see that the resulting false alarm probability is close to the expected false alarm probability for the proposed method of setting decision threshold. In other words, the proposed method of setting decision threshold outperform DVR and DDR and can maintain the stable false alarm probability.
V. CONCLUSION
In this paper, we introduced compressed sensing to eigenvalue-based spectrum sensing and discussed the effect of the measurement matrix on spectrum sensing performance. It was found that the same measurement matrix must be adopted for the received signal, which will introduce the mutual relevance of multiple received signals. And then, we analyzed the computational complexity of the proposed spectrum sensing method, and analytical results demonstrated that the computational complexity sharply reduce compared with the algorithms under the reconstruction framework of compressed sensing. To improve the sensing performance, the measurement matrix was optimized, and the corresponding detection probability and false alarm probability were achieved by virtue of the simulation. We observed from the simulated results that the sensing performance of the optimized matrix outperform that of the non-optimized matrix. In addition, a novel method of setting decision threshold was proposed to acquire the relatively fixed false alarm probability for the proposed spectrum sensing method, and the theoretical and simulated results indicated that the proposed method of setting decision threshold possesses better performance and lower computational complexity than that of the conventional methods. 
