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R E S U M O 
Este trabalho estuda o problema de servomecanismos para 
sistemas lineares monovariäveis e discretos. São estudadas duas es 
› _ 
au tratêgias de controle robusto: uma1uu›adaptativa e outra adaptati- 
va, e implementadas ambas em computador digital. 
A estratégia usada por estes algoritmos ê tal que garan- 
tem uma convergência global do erro entre o sinal de referência a 
ser seguido e o sinal.de saida. a 
O processo ê suposto ser linear, invariante, de fase mí- 
nima, com ordem conhecida e sujeito a perturbaçao z determinística 
persistente. ` 
No caso adaptativo utiliza-se a estrutura do controlador 
~ _ ~ Q 4 ' nao adaptativo, que por esta razao e tambem estudado neste traba- 
lho, acrescida de um mecanismo 1de adaptação paramêtrica apropria- 
do. Neste estüdo foram considerados os esquemas propostos _por 
_ 
‹'~
` 
Doraiswami e Silveira de tipos a ganho constante e a ganhos decres 
centes. 4
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A B S T R A C T 
This work-studies the servomechanism problem for sampled 
-data and simple-input simple-output linear systems. Are . studied 
two strategies for robust control: one nonadaptive and ar1other'one 
adaptive, both performed by digital computer. 
The strategies_used for these algorithms assumesêâglobal 
convergence of the error between the reference and the output 
signals. 
a The process is suposed to be linear, time invariant, 
with minimal phase and known order 'and subject persistent 
deterministic perturbation.
. 
In the adaptive case,«it is used the_. nonadaptive 
controler structure, that these reason is also studied in these 
"Í,y'§. ` 
' _r %= 
_ _ 
*~ 
_ _ work, added for a proper parametric adaptive mechanism. In this 
study are considered the Doraiswami and Silveira's schemes, that 
was-analysed for`a constant and decreasing gains. 
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c A P 1 T U L o 1 
INTRODUÇÃO 
Um dos problemas enfrentados em automática e a questão 
do rastreamento de um sinal de referência independente de pertur- 
` ~ baçoes ou variações paramêtricas incidentes sobre o processo a 
ser controlado. 
Nos últimos anos farta teoria, com desenvolvimento de 
técnicas de estabilização robusta sobre propostas não adaptativas
r 
de controle, foi desenvolvida especialmente no domínio da freqüêg 
cia [l, 2, 3, 41. Apõs foi dado um grande impulsoÍpara extender 
os resultados para sistemas nao lineares e discretos [5, 61, e 
(_. 
«mais recentemente, parapa extensao aos sistemas de controle adap- mar".
_ 
tativo. ¿f¿f ~ ~
_ 
_ 
* 
› '«¬ 
A 
Em {7], Goodwin e Ramadge apresentam resultados relacig 
“H ,x _ - ' . nados a controle adaptativo_determinístico discreto dando ênfase 
- 
_ 
'^.~-'=.,~ f
` 
ao problema degestabilidade global e convergência paramêtricaêtra 
, . . 
vês do desenvolvimento de algoritmos globalmente convergentes.Sêu 
interesse foi gerado pelas configurações de controle propostas 
por Monopoli [9] e em certos aspectos sao inspirados nos traba- 
z_,, v Y 
__;1 z` . _ _ l ' ' 
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2 
lhos de Feuer e Morse [8]. 
-No entanto os métodos adotados em [7, 8, 9] não abordam 
explicitamente 0 problema do rastreamento associado a perturba- 
ções determinísticas incidindo sobre o processo. 
Para a solução deste problema nos últimos anos diversas 
abordagens tem sido acrescidas ã literatura de controle. 
Em [l0], Silveira e Doraiswamr procurando resolver ' o 
problema de rastreamento na presença de perturbações deterministi 
cas desenvolveram algoritmos de controle adaptativo globalmente 
convergentes dando enfoque a esta necessidade de controle em autg 
maçao. - 
Em [ll], Cristi apresenta um algoritmo de controle adap 
tativo para sistemas monovariãveis discretos no tempo abordado 
sob a necessidade da presença de sinais de perturbações externas 
persistentes agindo em um intervalo de tempo finito. V 
Em [l2], Narendra e Annaswamy lançam conceitos de exci- 
tação persistente em identificação adaptativa, lançando uma estru 
tura geral para discussão abordando questões relacionadas a robuâ 
tez em sistemas adaptativos. z¿4 
Em outra abordagem, apresentada em [l3]¡ aborda-sec›prg 
v.'.-\ blema sob o enfoque de.controle adaptativo por modelo de referên- 
r< 
.
' 
. ,›,». 
cia em1nnsistema sujeito a perturbações limitadas¬mostrando, que 
az; 5' --1 ;: - 
o comportamento globafädofsistema adaptativo depende da excitação 
persistenteidafestrutura de referência bem como da amplitude das 
perturbações externas. V ¿¿¿ 
"` 
po objetivo deste trabalhõwê o estudo e a anã1ise‹kauma 
estruturafde servomecanismo robusto aplicada sob uma proposta não 
adaptativa de controle e sobre uma proposta adaptativa de contro- 
z~._ -`.. _ . 
le. "u '“¡ ¡ L”
5 -r*
3 
Na proposta não adaptativa, define-se as diretrizes de 
projeto que garantem através de um sistema servocompensador-regu- 
lador a estabilidade assintõtica global de um sistema a malha fe- 
chada formado pelo processo e pelo servocompensador, o qual força 
o erro de rastreamento assintoticamente para zero independente de 
perturbações externas de classes conhecidas, incidentes sobre o 
processo. Dentro de certos limites, garante-se igualmente a esta- 
bilidade global do sistema na presença de variações paramëtricas 
~ Q na funçao de transferencia do processo a ser controlado. 
~Na proposta adaptativa de controle dotou-se a estrutu- 
ra de um mecanismo de adaptaçao capaz de resolver o problema de 
variações paramêtricas que comprometam o desempenho do sistema. 
Este trabalho foi ordenado em seis capitulos e um apên- 
dice. 
No capítulo l ê apresentada uma introdução ao trabalho. 
Nela procurou-se mostrar os empenhos realizados para o desenvolvi 
mento de algoritmos de adaptação globalmente convergentes que eli 
minassem o problema de perturbação e/ou variações paramêtricas 
incidentes sobre o processo. Traçou-se os objetivos do trabalho. 
No capitulo 2_ê caracterizada a estrutura básica de
‹ 
controle que será utilizada no decorrer deste trabalho. Aborda-se 
o problema do servocontrolador robusto sobre proposta não adapta- 
uu tiva de controle e faz-še"mençaoêm>uso da teoria da robustez em 
~\.: .Y " ..¿ . 
1 } 
controle adaptativo. 
No capítulo 3 apresentam-se os resultaods experimentais 
:;¬ 
relativos a simulação digital do präjeto desenvolvido no capítulo 
2 para um processo de segunda ordem. 
z: - 
. J 
No capítulo 4.ê apresentado o servocoñtrolador robusto 
. Í‹ ._ Í'_ . 
acrescido de um mecanismo de adaptação capaz de adaptar os parãmg 
ix' 
- Í 1.; "
A
'
4 
tros variáveis do sistema, estimados por um algoritmo de adapta- 
çao a ganho decrescente e posteriormente mediante um algoritmo
_ de adaptaçao a ganho constante. Constituem respectivamente os sis 
temas; 'Servocontrolador adaptativo a ganho decrescente' e 'Servg 
controlador adaptativo a ganho constante'. » 
No capítulo 5 apresentam-se os resultados experimentais 
relativos ã simulaçao digital dos servocontroladores adaptativos 
estudados no capítulo 4, aplicados a um processo de segunda or- 
dem. 
No capítulo 6, apresentam-se as conclusões gerais sobre 
o trabalho fazendo-se uma comparação entre o uso do servocontro- 
lador robusto não adaptativo e o servocontrolador robusto adapta- 
tivo bem como perspectivas para o desenvolvimento de futuros tra- 
balhos.
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c A P I T U L o 2 
ESTUDO Do sERvocoNTRoLADoR RoBUsTo 
2.1. INTRODUÇÃO 
Neste capítulo serão apresentados tópicos da teoria do 
rastreamento robusto bem como os tipos de estruturas de um servo-
~ mecanismo robusto- Estabelecer-se-ao diretrizes para o projeto de 
um servocompensador linear de tal forma que a saída deste sistema 
rastreie em regime uma referência desejável apesar de lperturba- 
- Q . ~ çoes deterministicas persistentes e.de variaçoes paramëtricas no 
processo. 
Além disso, faz-se referência a aplicação da teoria da 
-991. 'J ¬ 
~ ›_.‹L.' ~ robustez sobre propostas adaptativas de controle, enaltecendo sua 
vantagem. _] 
_ z
V 
' 
. 
'°1. 
. 
í` 
'd
a 
2.2. ÇQNSIDERAÇÕES BÁSICAS 
"\`.'. 
' 
z_›‹Z _ 
_;fVAs estruturas de um servocontrolador podem ser de um mo 
_- .j , *nd '_ 
› _; _ , .`-1"1
z do geral classificadas como de tipo: servocontrolador robusto e 
. › - 
_ 
. ‹ 
_ 
. 
._ =.. V _'¬' . _ ~,1.-- z
z
6 
servocontrolador antecipativo (feedforward) [l0]. 
O servocontrolador robusto visto na Figura 2-1 tem o si 
nal de erro excitando um servocompensador e um estabilizador (regg 
lador) responsável pela estabilização do sistema formado pelo pro- 
cesso e pelo servocompensador. É garantido que o sinal de erro con 
verge assintomaticamente para zero independente de perturbações e 
de variações paramêtricas afetando o processo [2, l0]. A estrutura 
de controle funciona quando as variações paramêtricas não são gran 
des o suficiente para causar a instabilidade do sistema a malha 
fechada. ' 
_ PERTURBÇÃO 
sERvocoMPENsAooR 1 Pnocesso s 
REFERÊNQA ` 1 ' SMDA 
_ I 
FIGURA 2.1. Servocontrolador Robusto 
No servocontrolador antecipativo visto na Figura 2.2 um 
estabilizador estabiliza somente o processo e, os sinais de refe- z..`‹ _ 
..__ ~ . - 
,_ ... ._ --¬~.¬ 1 rencia e perturbaçao sao`§mtroduzidos no sistema através de algum 
sistema linear invariante no tempo contido no bloco antecipativo. 
Este servocontrolador não garante a convergência do si- 
nal de erroãparafzero qüändo há Variação dos parãmetros do proces- 
.-›_ ,›,.. A-z¡ 
so, em conseqüência regfier freqüente ajuste dos parâmetros de con- 
À L 
f ¡
^
trole. 
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FIGURA 2.2. Servocontrolador Antecipativo 
2 . 2 . 1 . CONTROLE ROBUSTO ADAPTATIVO 
Normalmente a aplicação de sistemas de controle adapta- 
tivo surge da necessidade de_identificação perfeita de parâmetros 
que por ventura possam estar sujeitos a variações no controle de 
um dado processo. ' 
Sabe-se igualmente que a propriedade da robustez, a 
qual garante erro nulo em regime sob perturbações aditivas, não ê 
satisfatória em controle adaptativo visto que perturbações inci-
~
1 
dentes sobre a planta controlada prejudicam o processo de identi- 
ficação paramêtrica. ,b_w À- 
. .› 
~.z_,1-` . vz . -. - 
,
‹ 
'Í Embora a propriedade robustez, que garante erro nulo em 
regime sob perturbações aditivas e paramêtricas, possapmrecer não 
ser essencial em sistemas_ adaptativos, sua aplicação na síntese 
de controladores adaptativos permite que o algoritmo de atualiza-
43
8 
nu ¢~ -' çao-dos parametros nao necessiuesersolicitado para quaisquer mu- 
danças nos sinais de referência e/ou perturbação. A adaptação dos 
parâmetros do controlador ë requerida somente quando as variações 
._ ` dos parametros do processo degradam além de um certo limite o de- 
sempenho a malha fechada. 
O servocontrolador robusto adaptativo consiste de um ser 
vocompensador e um estabilizador ativados por um erro de rastrea- 
mento. Os parâmetros do servocontrolador são adaptados a fim de qa 
rantir o rastreamento assintõtico do sinal de erro. Se os modos 
dos sinais externos sao desconhecidos, a estrutura do servocompen 
sador e-do estabilizador precisam ser atualizados. 
Na estrutura de controle robusto adaptativo estudada nes 
te trabalho considerar-se-ã que os modos dos sinais externos são 
conhecidos portanto os parâmetros do servocompensador são fixos e 
os parâmetros do estabilizador são atualizados. 
Nos controladores adaptativos baseados na teoria do con- 
trole antecipativo, os parâmetros dos blocos antecipativos bem co- 
mo o estabilizador precisam ser atualizados. 
O estudo do servocontrolador robusto não adaptativo como» 
o estudo do servocontrolador robusto adaptativo serâ baseado na 
teoria do rastreamento robusto. 
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2.3. CONTROLADOR ROBUSTO NÃO ADAPTATIVO O 
2.3.1. FORMULAÇÃO Do PROBLEMA 
O modelo do processo com uma entrada U(k), uma _saída 
Y(k), uma perturbação W(k) incidindo sobre o processo e um atraso 
de transporte d, ê representado pela função discreta 
Õ 1) 1 
Y(k) = _H__%%¶_______ U(k) + __ÊÁ¶:ÍL______ W(k) 
A(q ) A(q )
( 2.3.1) 
com os polinõmios 
A(q_l)“='l + al 
q_l + ... + an 
q_n (2.3.2) 
B‹q'l› = bo + bl 
q'l + + bm q`m ‹2.3.3› 
c(q_l) = co + cl 
q_l + ... +.cn q_n (2.3.4) 
de graus n, m e n respectivamente, onde 
m + d = n (2.3.5) 
O processo ê considerado ser de fase mínima a parâmetros 
constantes e conhecidos. -
m Sfi§ É Os sinais Yr(k) sao de classes conhecidas. 
Objetiva-se encontrar uma.estratëgia de controle a malha 
fechada U(k), de tal forma que o erro de rastreamento E(k) entre 
os sinais Yr(k) e Y(k) .u 
_ ,,_§(k) = Yr(k› - X›‹k› ‹2.3.6.) 
1. 
4. 
' 
f, 
¡ ._
r
‹
10 
seja assintõticamente estãvel.sendo a trajetória e a rejeição da 
perturbação alcançadas isto ê, para toda condição inicialÇ 
Lim E(k) = ø 
k'+‹×f.
r
1 
independente da perturbação W(k) e das variações paramëtricas. 
Para que o erro de rastreamento em regime seja nulo ê 
necessário que a equação de erro seja autônoma e estável [2, 171, 
portanto o conjunto servocompensador-processo deve respeitar a 
condição de que os sinais Yr(k) e W(k) assumam serem saidas de um 
sistema linear autônomo e invariante, ou seja, os sinais Yr e W 
satisfazem respectivamente as equações 
D‹q 1 › mk) - ø ‹z.3.s› 
_D(q'-1. › w‹k› = ø ‹2.3.9› 
onde D(q_l ) ê um polinônio do tipo 
- - - 2 D(q 1 ) = l + dl q 1 + ... + d£ q (2.3.l0) 
que define respectivamente as funções polinomiais acima, represen 
tativas do sistema linear autônomo. 
_ 
O polinônio D(q_l ) ê um polinômio capaz de anular si- 
multaneamente os sinais Yr(k) e W(k). ` 
Os coeficientes díçe o inteiro 2 na equação (2.3.l0) 
são conhecidos. As raizes de D(q_l) não estão limitadas em nenhum 
sentido, podendo pertencer a qualquer região do plano complexo. 
Quando um sistema satisfaz as condiçôes estabelecidas1¶; 
las equações (2.3.8) e (2.3É9), diz-se que o sistema contêm os mg 
dos dos sinais de referência e perturbação respectivamente. Em ge 
ral os servocompensadores são projetados por estas equações pois 
__ .zé 
, . 
_ 
‹\. 
‹ ‹.. ~. › 
11...- › _.`: 
‹ 
:_-
ll 
cabe a eles a funçao de incluir no sistema os modos do sinal‹kare 
Q. ferencia e perturbação (modelo interno). 
Quanto a característica transitória da estratégia de 
controle abordada, seu comportamento ê caracterizado por uma res 
posta temporal do tipo tempo finito. ` 
O processo (2.3-l) ê representado por uma função~ de 
transferencia. Sabe-se que ela representa apenas a parte controlê 
vel e observâvel de uma equação dinâmica [l4]. Considera-se então 
que a realizaçao mais fiel do processo seja irredutível isto ê, 
. - . . - . -1 - t l vel e observavel- com isso os olinomios A( ) e B( % con ro~a , _.. 
não possuirão fatores comuns. 
Os polinõmios B(q_l) e D(q_l) deverão igualmente não 
possuirem fatores comuns. 
O atraso d dado ao sistema ê suposto conhecido. 
Como última consideração sobre o processo, tem-se que 
-Y 1 I O 1 P u as raizes de B(q ) sao extritamente externas ao circulo unitario 
(fase mínima). 
Uma das possíveis justificativas para o processo ser 
considerado de fase mínima diz respeito da necessidade de se can- 
celar_põlos do controlador com zeros instãveis do processo. 
Em [18] mostra-se a inviabilidade dos controladores ba- 
seados em cancelamento de zeros do processo por resultarem em ins 
tabilidade do sistema a malha fechada.formado pelo processo e o 
servocompensador. Este fato se refletirã diretamente tanto no prg 
blema de rastreamento como no problema de regulação a perturba- 
çoes. Se isso acontecer, os põlos cancelados devem ser repetidos 
tantas vezes quantas forem necessárias para que (2.3.8) e (2.3.9) 
sejam satisfeitas {l9]. ' "
a
u 
úr¬
1
r
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Introduzindo as notações
T 
QO = | I O O 1 _an¡ bo, ' Q 0 0 ¡ bmf 0 Q 0 .y 
(2.3.ll) 
v = ¡y‹k-1), yu;-2›,...,y‹k-n), u‹k-a),...u'‹1<-fz), w‹k), *w‹k-1›,... 
' w(k-n)] (2.3.l2) 
e a equação 2.3.1 pode ser reescrita como segue 
»Y‹k› = eg vo uz) 
2.3.2. A LEI DE CONTROLE 
. O esquema de controle satisfazendo os objetivos citados 
no sub-item 2.3.1 tem por finalidade o desenvolvimento da estraté- 
gia de controle do servocontrolador robusto. O servocontrolador con 
siste de um controlador formado por um servocompensador e um regu- 
lador o qual, estabiliza o sistema a malha fechada formado pelo 
processo e pelo servocompensador, sendo ambos dirigidos pelo sinal 
do erro de rastreamento. 
O servocompensador ë um sistema linear que contêm os mo- 
dos dos sinais Yr(k) e W(k). É também chamado de modelo interno da 
entrada de referência Yr(k) e do sinal de perturbação W(k). 
A entrada de controle U(k), ë a soma da saída do servo- 
compensador e do sinal estabilizante V(k), filtrado por um sistema 
conhecido. A entrada de controle V(k) ê determinada com o objetivo 
de regular a trajetória de erro com a dinâmica caracterizada pelas 
__ ._ raízes do polinomio Q(q l). V 
A estrutura de controle proposta garante o -rastreamento 
do sinal de referência Yr(kf e a rejeição do sinal de perturbação 
W(k). '
13 
A equaçao (2.3.l) pode ser reescrita na forma 
A‹q`l› Y‹k› = q`díB‹q*l › U‹k› + c‹q'l › w‹k› i ‹2.3.14› 
Pela substituição da equação (2.3.6) na equação(2;3.l4L 
segue que 
A‹q'l› Yz‹k› - A‹§`l › E‹k› =-q"dB‹q'1›U‹k› +zc‹q`l›w‹k› ‹z.3.1s› 
Multiplicando (2.3.l5) por D(q_l) obtem-se: 1 i 
D‹q'1 › A‹q'l ›Yr‹k› - n‹qd1 ›A‹q'1›E‹k› = q`d B‹q`1› D‹q'1›U‹k›+ 
c‹q*1“›D‹q'l› w‹k› ‹z;3.1õ› 
de onde, considerando (2.3.8) e(2;3.9) chega-se a 
D‹q'1› A‹q`l›tE‹k› = -q'd B‹q'l› n‹q'1› U(k) ‹z.3.11› 
Do esquema de controle, mostrado na figura 2.4, verifi- 
ca-se que o sinal de controle U(k) ë'o sinal de saída do servocom 
'pensador que ë excitado pelo erro de rastreamento Elk) subtraido 
do sinal de saída do filtro estabilizante que-ë excitado pelo si- 
nal estabilizante V(k) 
- .-1 
u‹k› = --9¡¡-- E‹k› - --;Í-¿--z¡- v‹k› ‹2.3.1s› 
D(q ) D(q )Q(q ) 
ou seja 
D‹q'l 
› 
Q‹q`l 
› u‹k› = -v‹k› + q`1 Q‹q*l›lE‹k› ‹z.3.19› 
. . -l - . . O operador polinomial Q(q ) e conhecido e escolhido 
tal que suas raízes sejam extritamente exteriores ao círculo uni- 
tário. - ` \. ›- 
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Substituindo a equação (2.3.l9) em (2.3.l7) e definindo 
vuk› = Q(q'l) E‹k) (2.3.2o) 
tem-se que _ 
[D‹q'1 ›A‹q'1 › + q`d`1aB‹q`l ›1 v ‹k› = q`d B‹q*1›v‹k›‹2.3<21› 
A equação (2.3.2l) ê a equação dinâmica que regula a 
trajetória de erro de rastreamento E(k) que passa a ser -excitado 
apenas pelo sinal estabilizante`V(k) independente do sinal de re- 
ferência Yr(k). O problema resume-se em encontrar uma entrada con 
veniente V(k) de tal forma que o sistema descrito acima seja as- 
sintoticamente estável. 
Em virtude da suposiçao feita no sub-item 2.3.1, sobre 
a irredutibilidade da função de transferência do processo, o sis- 
tema representado pela equaçao (2.3.2l), ë Completamente controlš 
vel e observävel portanto, os polinõmios constituintes da equa- 
ou . . çao, quais sejam .N 
D(q_l )A(q_l ) + q'd'l B(q'l ) 
'e 
â 1 q B(q ) 
não possuem fatores comuns. 
Por substituiçoes sucessivas (7,l0) (vide exemplo no 
apêndice), a equação (2.3.2l) pode ser reescrita como 
l 4 v‹k+â› = «‹q`1› v‹k› +.e‹q` › v‹k› ‹2.3.22› 
onde 
_ _ -Q WV; _ -Q _` a(q l).= qlq 
l + --- + “gq t+ --- +zAn+ q n (2.3.23)
-le- 
g(q'l 
) 
= 
go 
+glq'l + + gncfn; 50 9* ø (2.3.24) 
Afim de compactar a equação (2.3.22) define-se um vetor 
P de dimensão 2n+ 2+l representativo dos parâmetros do sistema re- 
gulador, definido como segue 
PT Ê u2¡ .QQ ¡ ¡ 8,0] ouo¡ 1 
“fTu<› 2 ¡×›‹k-1›. ×›‹1<-2›. ×›‹1<-zz-fu, v‹1<›. vuz-1›, v‹k-nn 
_ 
(2.3.26) 
A equaçao (2.3.22) pode ser reescrita na forma 
×›‹1<+õ) = \1fT(1<› P (2.3.27) 
- s 
2.3.3. EXPLICITAÇÃO DA ENTRADA DE CONTROLE DO PROCESSO 
Para que o sistema descrito em (2.3.27) represente um 
simples caso de regulação escolhe-se V(k) tal que a equação 
\"T‹k›1>=ø 
seja satisfeita. 
(2.3.28) 
Tendo em vista as definições (2.3.25) e (2.3.26) a equa- 
çao acima pode ser reescrita como segue. 
ozl\›.(k-1) + ‹x2\›(k-2)+..-.+an+¿¿v(k-n- IL )+ 6¿,àV(kHBl v(k-1) + + 
Aplicando operador q_l em (2.3.29) segue que J 
+BnV(k-n) = 0 " (2.3.29) 
_ 
_ _2 _ -g -e. _ 
(alq 1 + azq + ...+ an+£ q n )\›(r) = - (äj + Blq 1 + ... +
J 
+ Bnq* › v‹rk› ‹2.3.3o›
1
' -17- 
›Definindo, _ 
-1 * _- 1m -1~ - -2 
_ 
-n-1 Ã(q_ .)~- -¡- ‹alq- +_a2q + ,.. +-un+¿q _ J 
"' 
A 
‹2.3.31)
O 
-1 _ 1 z -1 -2 -n ~- É(q ) - l +_ Bo (Blq- + Bzq + ... Bñq 
~ 
) (2.3.32) 
a equação (2.3{30) resulta em. 
É ‹q`l › v‹k› z--'Ã‹q`1 )v (k) 
` 
(2.3.33› 
€
, 
. t-1 
v‹k› = - -Ê>f3;Í%- v(k) -(2.3.34) 
B q 
.
' 
Introduzindo as notações Seguintes: 
šTz â ¡al, G2, ... an_£ , sl, B2, ..., en] » 12.3.35) 
WT(k) Ê [ v(k-1), v(k-2), ..., v(k-n- 1), v(k-1), ;.. v‹k-n)] 
4 . (2.3.36) 
A equação (2.3.34) pode ser reescrita como segue 
v‹k› = - --Á%-- -ÇT(k› š ‹2.3.37›
Q 
As equaçoes (2.3.20), (2.3.22) e (2,3.28) evidenciam que 
a trajetória do erro satisfaz a seguinte equação de diferença 
Q ‹q`1 ) E‹k+d› = ø ‹2.3.3s› 
' Como polinõnio Q(q_l) ê estável, a equação acima garante 
que o erro de rastreamento convirja assintoticamente _para zero.
_l8_ 
A estrutura básica de controle do servocontrolador robus 
to nao adaptativo ê mostrado na figura 2.5. 
2.4. coNcLUsÃo .íí._í_.í 
Este capítulo apresentou tópicos da teoria do rastreamen 
to robusto e os tipos de estrutura de um servocontrdador.Áfbfmul§ 
ção do problema da robustez deu-se através da estrutura de um ser- 
'vocontrolador nao adaptativo formado por um servocompensador e um 
regulador que estabilizam um sistema a malha fechada formado- por 
um processo e um servocompensador. Lançou-se então, através desta 
estrutura, as especificações de projeto para a efetivação da robuâ 
tez.
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C A P Í T U L O 3 
RESULTADOS EXPERIMENTAIS 
SERVOCONTROLADOR ROBUSTO 
3.1. OBJETIVO 
_20_ 
O objetivo deste capitulo ê mostrar os resultados rela-
~ tivos a simulaçao digital da estratégia de controle do servocon- 
trolador robusto não adaptativo.apresentada no capitulo dois . É 
também fornecido o fluxograma de programação do servocontrolador. 
.3.2. FLUXOGRAMA DE PROGRAMAÇÃO ' 
A Figura 3.1 apresenta o fluxograma de programação 
servocontrolador robusto não adaptativo. 
' Os dados de entrada são os parâmetros do processo 
do 
QO, 
o atraso d dado ao sistema, os parâmetros do sistema regulador 
P, o número de iterações desejadas e as condições iniciais.
-2 1.. 
,Apõs a leitura.dos dados o programa gera os sinais Yr e 
W'Ise existente) calculando os sinais Y, E,\› ,V e U, simulando "t`s` ' d ' ”"' o sis ema._ e o numero e iteraçoes corresponde ao valor desejado 
o programa finaliza senao, incrementa a contagem do número de ite' 
rações e realiza novamente.o processo descrito acima. 
3.3. SIMULAÇÃO DIGITAL 
3.3.1. INTRODUÇÃO 
Com a finalidade de analisar o desempenho-do .servocon- 
trolador robusto não adaptativo, este“item aborda e simula o pro- 
jeto do servocontrolador considerando um processo de segunda «or- 
dem projetado para rastrear uma.referência que apresenta «varia- 
ções do tipo constante e.rejeitar perturbações externas do . tipo 
constante, bem como perturbações paramëtricas.no processo a ser 
controlado. 
Serão apresentados resultados de três tipos de simula-`
~
_ 
çao da estratégia, abordando os seguintes aspectos: 
Resposta ao degrau de referência sem perturbações. 
Efeito de perturbações externas sobre o comportamento 
dinâmico do sistema. 
-Efeito da.variação de parâmetros do processo sobre o 
comportamento dinâmico do sistema.
DÁ-DOS DE 
ENTRADA 
|<¢= AMosTRA‹s¡-:M HNAL 
K= INSTANTE DE ÂMOSTRA 
GEM
\ 
¬ GERADOR DO SINAL 
` 
_DE 
REFERENCIA Yr
I 
`1 GERADOR DO SINAL
2 
E 
; PERTURBAÇAO w 
s|M_uLAçÃo no sns- 
TEMA PROCES SO 
REGULADOR
N
S 
Figura 3.1 
_2z_
'
r
_23_ 
3.3.2. EXEMPLO 
O processo ë considerado ter a seguinte relação entrada 
-saída-perturbação. 
-1 -2 
4 
~-1' -2 . 
Y‹1<› = 'MQ l 'í ø'ø5í ru‹1<› + ø'2 + “ig z+ø›f29L_~2 iw‹-1<››--‹-3.3.1) 
1-1,2q'.+ø,35a`2 
. 
1-lz2q + ø«35q
I 
_ 
Como o sinal a ser rastreado Yr e a perturbaçao W apli- 
cada ao processo ê do tipo constante o polinõmio D(q_l) ê do tipo 
n‹q`1 
) = 1 - qfl ‹3.3.2› 
O operador polinomial Q (q l)«ê suposto ser de segunda 
ordem, escolhido de tal maneira que suas raízes sejam extritamen- 
te externas ao círculo unitário, ê do tipo - 
Q‹q`1 
› 
= 1 - q'1 + ø,2sq'1 ‹3.3.3› 
O esquema de controle ê apresentado na Figura 3.2. Para 
a determinação do regulador foi usada a solução apresentada no 
sub-item 2.3.3, equação (2.3;28). Na equação (2.3.28) os coefi- 
cientes ai e Bj deverão ser convenientemente calculados a fim de 
._ encontrarmos os parametros.do regulador para a estrutura cbâsica 
de controle (Figura 2.4). Através de [7,lO] ê mostrado que este 
problema pode ser resolvido através de solução algêbrica de um 
sistema de equações lineares resultante de um processo de substi- 
tuições sucessivas da equação (2.3.2l) definindo os coeficientes 
di e Bj, quais sejam A 
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A . (al - 1›2 - (az - al + bo) ‹3.3.4› 
(al + l) (az - al-+bl - azyíbl - az) (3.3.5) 
Ê (al - 1) (bl - az) (3.3.6) 
BO Ê bo (3.3.7) 
B1 É [bl - bo (al - 1)] {3.3.8) 
Sá Ê -bl (al - l) (3.3.9) 
onde al, az, bo e bl saoosçmrametros do processo. 
'S33 
Considerando os parâmetros arbitrados no exemplo,obtem- 
PT = £3,19; -3.33; ø.õõz ø,1; ø.2v; ø.111 ‹3.3,1o› 
e \ 
onde pela 
WT‹k› = t v‹k-1); v‹K-2›z »‹K-s›; v‹k›zv‹K-1›zv‹K-2›1 
(3.3.ll) 
equação (2.3.20)
_ 
v‹k) = E(k) - E(k-1) + ø,25 E(k-2) * ‹3.3.12› 
, as _ _ e a dlnamlca do erro de rastreamento dada pela equaçao (2.3.38L 
ë do tipo 
E(k+1) = E(k) - ø.25E (k-1) (3.3.13)
._26_ 
T. -. ._ O vetor P juntamente com o vetor que contem os sinais 
de entrada e saída de regulador W.(k) explicitam o sinal de entra 
da \7(k) do filtro dado pela equação (2.3.32). 
3.3.3. ANÁLISE DO COMPORTAMENTO SEM O EFEITO DEIPERTURBAÇÕES 
Neste sub-item ê analisado o comportamento dinâmico do 
servocontrolador robusto não adaptativo projetado para rastrear 
um sinal em degrau sem a presença de perturbações externas inci- 
dentes sobre o processo a ser controlado. Tem a finalidade de 
mostrar a capacidade de rastreamento da estrutura de controle. ' 
Para a determinaçao do regulador foi usada a soluçao. 
mostrada no sub-item anterior. 
A Figura 3.3 mostra a saída do processo. Nota-se no de- 
sempenho da estrutura a presença de sobresinais elevados nas pri- 
meiras iterações durante o processo de rastreamento do‹sinal. 
Estes transitõrios sao conseqüentes do tipo de critério 
temporal adotado no projeto de controle da estrutura básica. No 
critério temporal de tempo finito ê garantido que o erro de ras- 
treamento convergirá ã zero em um número finito de amostragens, 
caracterizado por uma funçao de transferencia global que apresen- 
ta todos os pôlos de malha fechada na origem. Disso, resulta so- 
bresinais elevados como conseqüência do tipo de sinal escolhido 
para ser rastreado. 
Apesar destes transitôrios ê garantida a convergência 
global da resposta ao sinal de referência.
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3.3.4. ANÁLISE DO COMPORTAMENTO SOB O EFEITO DE PERTURBA; 
ÇÕES EXTERNAS
E
Q Neste item ê analisado O comportamento dinamico do ser- 
vocontrolador robusto não adaptativo quando há incidência de per- 
turbaçao externa persistente sobre o processo a ser controlado. 
Objetivando testar a capacidade de rejeição da perturbação inci- 
diu se sobre o processo uma perturbaçao de amplitude w = 10, com 
a finalidade de mostrar a capacidade de rastreamento da estrutu- 
ra de controle. ' 
A Figura 3.4 mostra a saída do processo Y(k) para este 
tipo de solicitação. Observa-se pela característica da resposta 
que o tipo de controle abordado no projeto acarreta como no caso 
anterior sobresinais igualmente elevados, proporcionais a amplitu 
de da perturbação escolhida._
q 
A perturbaçao, como observa-se em comparaçao ao caso ag 
terior ê sentida no primeiro transitório o qual aumenta de ampli- 
tude. Observa-se que em poucos períodos de amostragem a robustez 
do controle ê atingida com rejeição de perturbação e um perfeito 
seguimento do sinal de referencia. Confirma-se ainda este fato 
observando-se O transitório característico ao segundo degrau de 
0. . - E ._ ~ referencia onde nao se percebe mais a influencia da l perturbaçao 
externa incidente pois, o transitório apresenta-se idêntico ao 
transitório da característica da resposta sem perturbação exter- 
na. 
Apesar desses transitórios, a estrutura apresenta um rã 
pido tempo de resposta ao degrau garantindo O rastreamento do si- 
nal de referência na presença de perturbação deterministica per- 
sistente.
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3.3.5. ANÂLISE DO COMPORTAMENTO SOB O EFEITO DE VARIAÇÕES 
PARAMETRICAS 
Neste item ê analisado o comportamento dinâmico do ser 
~ . _/ vocontrolador.robusto nao adaptativo quando sobre o processo con 
sidera-se o efeito de perturbações paramêtricas persistentes. A 
estrutura de controle do sistema regulador permanece com os pará 
metros fixos.determinados no sub-item 2.3L2. 
Objetivando testar a capacidade do rastreamento do si 
nal de referencia pela saida do sistema, perturbou-se os -parãme 
tros do processo descrito em (3.3.l) 
O processo de segunda ordem ê 
-l -2 
x‹1<›= °;'1q Íl°'°5q 2 u‹1<› 1 - 1,44 q + o,42q` 
e o esquema de controle ê apresentado na Figura 3.5. 
A Figura 3.5 mostra a saida de processo Y(k) para a 
ou z ~ perturbaçao parametrica no processo. Observa-se que as variaçoes 
paramëtricas a que submeteu-se o processo caracterizam uma res- 
posta não mais em tempo finito mas oscilatõria pouco amortecida 
com tempo de resposta maior que os casos anteriormente _analisa 
dos. *
_ 
Apesar dos sobresinais e do tempo de resposta, a esta- 
bilidade assintótica ê garantida com anulação do erro de rastrea 
mento. Pode-se então afirmar que a estrutura ê robusta para este 
grau de variaçao. Deve-se no entanto ressaltar que esta caracte- 
rística de desempenho pode não ser desejável. 
. Outros resultados de simulação não apresentados aqui, 
mostram que para uma grande variação paramëtrica, o processo
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de-convergencia não ê atingido levando o sistema a instabili- 
dade. ~ 
3.3.6. EL1MINAÇÃo DE soBREs1NAIs 
Para os tres casos simulados observou-se a presença de 
sobresinais elevados. 
Objetivando solucionar este problema, a redução dos so- 
bresinais se efetivou considerando-se o sinal de referência a ser 
. 
V” 
rastreado do tipo rampa-constante, passando a ser adotado este si 
`nal para a observação do comportamento dinâmico do sistema. 
V 
A Figura 3.7 mostra a saida do processo Y(k) para a no- 
va referência. Nota-se a redução dos sobresinais no processo de 
rastreamento do sinal rampa prevalecendo um pequeno sobresinal na 
passagem rampa-constante. 
'3.4. coNcLUsÃo 
Através da estrutura proposta em [10] procurou-se anali 
sarro desempenho de controle pelo uso da técnica do rastreamento 
robusto. 
Observou-se durante o processo de simulação que a estrp 
tura do servocontrolador robusto.não adaptativo apresentava o de- 
sempenho com aparecimentg de sobresinais nos casos simulados. No 
caso de×variações paramëtricas no processo observou-se um maior 
tempo de resposta ao sinal de referência mas çgm garantia de con- 
vergência assintótica do sinal de erro para zero.
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Afim de eliminar os sobresinais, considerou-se o si- 
nal de referência a ser rastreado do tipo rampa-constante objeti 
Vando eliminar este problema. `
_ 
A estrutura robusta, caracterizada pelo erro do servo- 
compensador, se mostrou imune a perturbações deterministicas pe; 
sistentes-além de apresentar-se igualmente imune a variações pa- 
ramêtricas no processo a ser controlado mostrando assim que pode 
ser usada em problemas que não envolvam adaptação desde que es- 
tas variações não levem a instabilidade o sistema a malha fecha- 
da formada pelo processo e o servocompensador.
_35- 
C A P Í T U L O 4 
ÊONTROLADOR ROBUSTO ADAPTATIVO 
A 
4 _ 1 . INTRQDUÇAO 
Neste capítulo ê estudada a estrutura de controle mos 
trada na Figura 2.5 olhando sob ponto de vista de adaptação dos 
parametros do regulador._ 
Para o processo descrito no sub-item 2.3.l,no capítulo 
dois, definiu-se uma lei de controle robusta através da qual ga- 
rantia-se que o erro de rastreamento do sistema a malha fechada 
convergia para zero apesar das perturbaçoes aditivas (de classes 
conhecidas) e de estrutura (suficientemente-pequenas).lVerificou 
-se por simulação que a estrutura proposta quando sujeita a ~va- 
riações paramêtricas apresenta.um desempenho deteriorado, função 
da magnitude das variações. Neste caso torna-se necessário uma 
adaptaçao do regulador para controlar devidamente o sistema sob 
novas condições. 
. Na proposta do servocontrolador adaptativo visa-se do- 
tar a estrutura de um mecanismo de adaptação capaz de resolver 
o problema das variações paramêtricas. 
_ 
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O mecanismo de adaptação sintetiza a entrada de contro- 
le usando um algoritmo de posicionamento de põlos pelo processo 
de estimação das raízes da equação característica do sistema for- 
mado pelo processo e o servocompensador. O método usado foi deseg 
volvido por-Doraiswami e Silveira em {l0] baseados nos trabalhos 
de Goodwin e Ramadge [7], através de um algoritmo de adaptação a 
ganho decreicente sumarizado neste capítulo. 
Primeiramente ê apresentada a estrutura do servocontro- 
lador robusto usando um mecanismo de adaptaçao a ganho decrescen- 
te no processo de estimação dos parâmetros do regulador. Apõs, é 
apresentada a estrutura usando um mecanismo de adaptação a ganho 
constante. 
` 4.2. A LEI DE CONTROLE 
.Considerando-o processo e os objetivos de controle defi 
nidos no capítulo dois reapresentamos aqui, para comodidade do 
leitor, as principais relações obtidas para o servocontrolador rg 
busto. Estas relaçoes servirao de base para o desenvolvimento da 
estratégia de controle adaptativa. 
. Processo: 
-â -1 -~ -1 
Y(1<› = -¶--ÊÍ-í3-)-- Uuz) + -(:-(“3_T)- wuz) ‹4.2.1› 
A(q ) A(q Í 
Sinal de controle:` 
_ _'..]_ 
U‹1<› = --°1T- Em - -:Ê--_-1-v‹k› ‹4.z.z› 
D ‹q › _ D‹q ›-Q‹q 
Sinal intermediário: 
\›‹k› = Q‹q'1_› E ‹1<› ‹4.2.3›
ër
;37_ 
As relações V(k) - v(k) 
¡D‹q'1›A‹q'1› + q`d`l B‹q'l›1 v‹K› = q'dB‹q`l› v‹k›t ‹4.2.4› 
wkm›= uufä vm›+ uq* › vw) ‹4¿.m 
v‹k+â› = wT‹k)P ‹4.2.õ› 
de onde fazendo v(k+d) = ø, obteve-se: 
WT P = ø (4.2.7› 
COIII 
wT‹k› Ê [v‹k-1›, »‹k-2›.....v‹k¬n-1). v‹k›, v‹k-1).... v‹k-n›1 
(4.2.8) 
PT Ê l ql,.a2. ... an. Bo. el, 52..... sá] ‹4.2.9› 
O vetor `W(k) pode ser gerado na ausência.do conhecimen 
to do vetor P. Isto, nos sugere a análise da estrutura em termos 
de controle adaptativo pois pode ser usado um mecanismo de adapta 
ção para estimar-o vetor P e assim estimar igualmente o vetorlfk), 
afim de encontrar uma entrada de controle U(K) tal que supere con 
dições de perturbação mais acentuada imposta ao sistema. Com is- 
to pela equaçao (4.2;6), permite-se escolher V(k) tal que 
WT(k) Ê(k› =fø ‹4.2.1o) 
Q ` Q. onde o vetor estimado de P, nomeado P(k), de parametros variam- 
tes no tempo ê definido por '
ff
_38_ 
_ ~
i Q Q 
. 
'
Í 
_Ê(k)=[ui(k),u2(k), ...,BO1K)1'Bl{k), B2(k)| ~~-1 Ên(k)QflÉ(4¿2_11)
G 
E [V I V I ° ° ° I V (k"n_ 1 1 V(k'°l) 1° *vv V(k_n) 
' i‹4.2.12) 
A estimaçao do vetor P (k) permite assim explicitar a 
entrada de controle U(k) do processo. Tal lei ê definida por 
_1' 
V
. 
U(k)¡=¬-lÊ¡¡--E(K) - __l 1 _l vuq x4.2.13) zD(q ) 'D4q )"Q(q 3) aê V 
onde ÃKk)~ê o sinal do filtro estabilizante obtido pelo 'proces- 
so de estimação dos parâmetros P do.regulador através de um meca- 
nismo de adaptação conveniente. " 
4.3. ADAPTAÇÃQ Dos PARÂMETROS 
4.3.1. INTRODUÇÃO 
O Vet0r de eStimãÇã0 ílk) dos parâmetros do sistema ê 
utilizado pelo regulador nafdefinição do sinal de entrada V Ud 
do filtro estabilizante. Este vetor serã atualizado mediante um 
a1gorítmo.de adaptaçao a ganho decrescente e posteriormente -me- 
diante um algoritmo de adaptação a ganho constante. 
Neste item são descritos os mecanismos de adaptação. 
Trata-se de algoritmos-que sintetizam a entrada de controle do 
processo usando a técnica do posicionamento de pólos pelo proces-' 
so de estimação das raízes da equação caracteristica do sistema 
4 
¡ - 
formado pelo processo e o servocompensador.
_39_ 
4.3Í2C O ALGORITMO“DE ADAPTÀÇÃOpÀ"GÀNHOWDECRESCENTE"““ 
0 problema de estimação diz respeito ã procura de. uma 
lei para a adaptação dos parâmetros do regulador P tal que 
Lim E(k) = ão 
k-›E=o' "=. 
A solução para o problema de estimação proposto em [10] 
ê dada por 
§‹k+1› ='ê‹k-õ› ‹+n ‹k-ô› .F ‹-k-óu W uz-â› \› ‹1‹› ‹4.s.:z› 
onde 
c_n::‹k-â) = 
_ T 
1 (41-3-3) 
lp+ W (k).F (k)W1k) 
A equação (4.3;2) mostra como o vetor estimado no ins- 
tante k+l ë dado pela estimação no instante k-d corrigida por um 
vetor proporcional 1¡(k-d)F(k-d)¶/(k-d)v (k)¿ Nota-se ainda que 
para encontrar P(k) ë necessário o conhecimento de v no instante 
anterior k, encontrado pela equação (4;2.3) que por sua vez ê fun 
ção de E no instante k. 
A dinâmica da seqüência de.matrizes F(k) ê dada por 
1 r À2‹1<›F~:‹k› w‹1<› wT‹1<› F‹1<› F(k+d+l) = ¡-T-- F(k) + 
. (4.3.4) 
~ 1 q) ^l‹k›.+ À2¶‹1<› \“T‹k›F‹1<› *P‹1<› 
onde F(0), F(l), ..., F(d) são matrizes definidas positivas com 
autovalores finitos. V 
Q As-Seqüënciasescalares_Ài(k) e Ã2(K) satisfazem as de- 
sigualdades
..40_ 
qáêxmêxz uz) á Àl‹k› 2 1 (4.3.5) 
onde Am ê um escalar positivo. Tais seqüências podem eventualmen 
te serem modificadas com a evdmçao do processo de adaptaçao, 
com informação a respeito da magnitude das Variáveis do vetor 
. _. ~ -_ WT(k) ou com a d1namica_de variaçao dos parametros desconhecidos 
do processo [l2]. 
As equaçoes (4.3.2 a 4.3.5), contêm o algoritmo com ga 
nho de estimação decrescente. 
.A prova do algoritmo, apresentada em [l0], parte-se de 
uma funçao de Liapunov afim de determinar-se a estabilidade glo- ~ 
bal do sistema. 
4.3.3. O ALGORITMO DE ADAPTAÇÃO A GANHO CONSTANTE 
' No item anterior a equaçao (4.3.4) define a dinâmica 
da matriz de ganho do mecanismo de adaptação utilizando um algo- 
ritmo de adaptação a ganho decrescente. Segundo Landau [12] de- 
pendendo da escolha de Àl(k) e Àzik) diferentes tipos de algo- 
ritmos de adaptaçao podem ser obtidos. 
É de interesse abordar o problema da adaptação de_par§ 
metros considerando um algoritmo de adaptação a ganho constante 
, av '“ az na estimaçao do vetor P (k) de parametros do regulador. Para is- 
so os valores de À1(k) e À2(k) são tais que 
Àllk) -= 1 . À2(k› -= ø ›+k ‹4.3.6) 
tem-se então, F(k+d+l) = F(k), ou seja 
~` 
F‹1<› = F°t>ø ›.«1< ‹4.3.7› 
T 
zzêêzl'rw
_4l_ 
'Com as condições estabelecidas, o próprio algoritmo de 
adaptação a ganho decrescente, descrito no item anterior, possui 
caracteristicas de um algoritmo de adaptação a ganho constante pa 
ra o qual 
~í`›.u<+1) = ê‹1<-â) +n,‹k-õ) Fowk-d) \›‹k) ‹4.3.s› 
onde 
.mk-õ› = T 
1 ‹4.^3.9› 
1 + w ‹k› FO mk) 
' '‹'I°-Êõ 
As equações (4.3.7 a 4.3.9), contêm o algoritmo de adap 
fa'-›: 
r... taçao a ganho constante. - fi 
4.3.4.EXPLICITAÇÃO'DA ENTRADA DE CONTROLE VÍK) 
Nota-se de (4.2.2) que para explicitar a~entrada de con 
trole U(k) do processo ê necessário o conhecimento de$V(k) -que 
por sua vez depende da estimação do vetor.§(k).dos parâmetros do 
sistema regulador como_mostra j4.2.Q0).
V 
.A equação (4.2.l0) pode ser reescrita tendo em vista as 
definições (4-2.ll) e (4.2.l2) qual seja 
‹×l‹1<› \›‹k-1› + â¿=‹-k› \› ‹1<-2› + ....â~än+¿¿z‹k›v uz-n-.z.›+ Ê¿*‹“k›¬v uz) à» 
+§Íqk_1) + ¿_¡3-ën Kk)V(k§n)-= E 
‹ ¿l‹k›q`1 + az ‹a1â›~q¬2+...F..,¡ƒän¬§,*¿1(1<›q'*?¬@›×›f‹1<› ;=*--l‹§O«‹1<›¬gg1<‹.:¢ê›q-'Â - + 
.... gn(k)q“n)\I(k) (4.3.l0)
Ã(q 1)- ---¿_- ~;‹'‹×_ (k)-q' 1 + zu <(k“› q 2+ .+»‹z m i i- 
E 
-42- 
Y 
"Definindo 
ão (k) 1 2 n+1~‹1<) q “'31 -Íf‹4. 3 .'1'11› 
§‹q`1›= 1+_-1 ` (Í, -l «-2 -n) 
¬%(k)m 1‹k›q + ×s2‹k)q +....¬fg«nu<›q '‹4.3.12› 
a equação (4.3.l0).resu1ta em 
-1 
v(k) -= - *;_‹*Eí-)+-'V‹k») z(4.3..13) 
- (q ) 
A.equaçao(4.3.10) pode ser reescrita como 
v‹.1<› = - fY*T:‹1<=›P‹k'› ‹4.3.1¬4› 
V3o(K) 
com `§o%k) = ø,-onde 
uz) Ê {\›u<-.1›., ..., \›‹1<-n-M, vw-1).. V-uz-n)1 '‹t4.:3.1s) QT 
pT(k) Ê [äl(k), ---z §n+§(k), §l(k), s-«f Ên(k)] 4Â;3.l6) 
A ~estrutura do servocontrolador robusto adaptativo a 
ganho decrescente.e constante ê mostrada na Figura 4.l@e na Figu- 
ra 4;2.respectivamente. 
Durante 0 processo de estimaçao pode ocorrer que para 
algum valor de k, Êo(k) seja estimado com valor nulo. Isto signi- 
fica que ' - 
{ÊÓ(k)]i<fy > Ú (4.3.17) 
Quando isso ocorrer a equação (4.3.2) de atualização de
_43_ 
P(k), para o algoritmo de adaptação a ganho decrescente ë recalcu 
lada para 
›è‹k-za-2) = ›¿(k-za-2) +A~À 2 ‹4.2.1s) 
0ndeA¡2 É escolhido.tal»que 
lÊO(k>|> Y 
4.4. coNcLUsÃo 
Seguindo as especificações de projeto para o controla 
dor da estrutura abordada no capítulo dois estudou-se neste capí- 
tulo uma abordagem adaptativa para o problema do rastreamento ro-~ 
busto. Conceituou-se assim a estratégia de controle robusto adap- 
tativo na qual o vetor P, que representa os parâmetros do regula- 
dor, ê suposto desconhecido e estimado pelo vetor P(k) variante 
no tempo. 
Para este fim, enunciou-se os algoritmos de adaptação a 
ganho decrescente e a ganho constante os quais, efetivam o proceâ 
so de estimação dos parâmetros do regulador afim de determinar a 
entrada U(k) de controle do processo
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C A P Í T U L~O 5 
RESULTADOS EXPERIMENTAIS DO SERVOCONTROLADQR 
ADAPTATIVO 
5 ..1 . INTRODUÇÃO
, O objetivo deste capitulo e apresentar e discutir os rg 
sultados relativos ã simulaçao digital das estratégias de contro- 
le do servocontrolador robusto adaptativo apresentadas no .capítu 
lo 4. 
Na hipótese de adaptação perfeita (identificação) a es- 
trutura do servocontrolador robusto proposta no capitulo 2_garan- 
te a estabilidade assintótica do erro de rastreamento apesar de 
~ as 'variaçoes de referencia e/ou perturbação. » f 
. .Na proposta de servocontrolador.robusto adaptativo do- 
tou-se a estrutura anterior de um mecanismo de adaptação capaz de 
resolver plenamente o problema das variaçoes paramêtricas. `Espe- 
cialmente daquelas que comprometem fortemente o desempenho do sis 
tema de controle. 
. Neste contexto, estudar-se-â primordialmente neste capi 
tulo o desempenho dos algoritmos apresentados em resposta a varia
tura nao adaptativa. 
_.47- 
çoespparamêtricas=que colocariam em risco o funcionamento da estrg 
Com a finalidade de ser avaliado a desempenho do servo- 
controlador robusto adaptativo a ganho decrescente e a ganho cons- 
tante considerou-se o processo de segunda ordem do capítulo 3 com
~
Q 
as:mesmas especificaçoes funcionais; isto ê, rastreamento de refe- 
rencias constantes apesar da incidência no processo de perturba- 
ções aditivas constantes e paramêtricas. 
5 . FLUXOGRAMA DE PROGRAMAÇÃQ 
Neste item ê apresentado o fluxograma de programação do 
servocontrolador robusto adaptativo a ganho decrescente e~a ganho 
constante (Figura 5;l). 
p
A 
' / Os dados de entrada são os parâmetros do processo-QO, o 
atraso d dado ao sistema, os parâmetros da entrada de controle do 
processo dados pela equação (4.2.l3), os parâmetros ajustâveis ini 
ciais do regulador P. O atraso d determina o numero de condições 
iniciais da matriz F(k).
_ 
Apõs a leitura dos dados, a cada iteração o programa ge- 
ra os sinais Yr e'W (se existente) calculando o vetor-P de estima- 
ção dos parâmetros do regulador segundo o tipo de algoritmo deseja 
do, e os sinais Y, E,\› , V e U, simulando o sistema. Se o número 
de iteraçoes-corresponde ao valor desejado o programa imprime o Va 
nv , lor de P estimado senao, incrementa a contagem do numero de- itera 
çoes e realiza novamente o processo descrito acima. 
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5.3. S IMULAÇÃo“D1GITAL“ 
Afim de se obter resultados comparativos utilizou-se en- 
tao o proc 
servocontr 
ramêtricas 
mo ganho e 
controlado 
número de
5 
que será s
e 
dos como e 
casäabaixo 
‹››.^¿ ' 
esso mencionado para as simulaçoes efetuadas no caso do 
olador robusto não adaptativo considerando variações pa- 
no processo a ser controlado. Utilizou-se também o mes- 
as mesmas cond1çoes.1niciais para a simulaçao do servo- 
r robusto adaptativo a ganho constante bem como o mesmo 
.- iteraçoes. 
.3.l. EXEMPLO 
Seja o processo descrito do sub-item 3.3.2 dado por 
_ 
A -1 
. 
--2
_ 
Y:.‹1<›= °'1q t+ °'°5a“1 n um ‹5.:›,.1› 
» 1 - 1,2 q'1 + 0,35 q'2 
ubmetido a uma variação paramëtrica 
Considerando: ' 
l. Os polinõmios D (q_l ) e Q(q-l ) definidos por 
D (q ) = l_- q_l 
D (q › = 1 - q'1 + 0,25 q'2^ ‹s.3.3› 
as 2. Os parametros de controle dos sinais U(k) e v(k) da- 
specificacëes do projeto e definidos nas equações dinãmi 
~ .z› . 
ff..-J V ' _› , _ 
I 
._ _1_-('_\. 
úzäáf 
›._l., 1-_.l¿.:i¿_ _ V 
*=-.× *fã \ 
_«\|` °.› 
. 
›,í_?__.;¿;_'¿. 
.â`}j;"« ‹'
f-5 o - 
um = ‹zq'1¬- 1,2562 t+ ø.25q'3 ›u‹1<› + ‹q`l ‹- q'2 + ø.25 q`3›
À 
E‹k) - V (k) 
-1 -2 
\›‹k) = (1 - q + ø,25q ) E(k) (.5.3.4› 
O atraso de = l, dado em (5.3.l) impõe condições 
_ 
ini- 
ciais no processo de estimação do vetor P(k) dos parâmetros do re- 
gulador dado em (4.3-2) para o caso do servocontrolador robusto a- 
daptativo a ganho decrescente e em (4.3.8) para o caso do servocon 
trolador robusto adaptativo a ganho constante. Considera-se em am- 
bos os casos as mesmas condições iniciais. Impõe também condições 
iniciais na dinâmica da seqüência de matrizes F(k)~dadas-en1(4.3.4L 
Para satisfazer a condição que a seqüência de matrizes 
F(k) seja definida positiva escolheu¬se 
F(ø) =1.‹¬‹1) = G1 com cz-:VR z>ø ‹5.3.5) 
sendo G o valor inicial de ganho para a dinâmica da seqüência de 
matrizes F(k) e,aI a matriz identidade.
V 
Para o servocontrolador adaptativo a ganho constante uti 
lizou-se
f 
F = G {5.3.6) 
O ganho inicial no algoritmo.de adaptação a ganho decres 
cente escolheu-se como sendo lO3 I e no algoritmo de adaptação a 
ganho constante escolheu-se l0_4 I. 
V As seqüências escalares Àl(k) e Ã2(k), definidas em 
(4.3.5) sao tais que i -Í '
h 
_ 
Al (k) =`1`. _`
f 
G _› ` 
'V
\ 4
À2‹k› = 1 
O estado inicial do regulador ë escolhido tal que 
P(0) = P(l) = [3,l9; -3, 33; -0,66;O,l; 0,27; 0,11] (5.3.7) 
Ê(0) = P(l) = [l,595; -1,665; 0,330; 0,05; 0,l35;0,055] (5.3.8) 
para o servocontrolador com ganho de adaptação constante e 
P‹o› = P(1› = [ o o o o,o5 o 01 ‹5.3.9› 
para o servocontrolador com ganho de adaptação decrescente. 
A seguir são apresentados alguns-resultados obtidos por 
simulação digital e analisado o comportamento dinâmico do siste- 
ma. 
5.3.2. ATUAÇÃO Do MECANISMQ DE ADAPTAÇÃO A GANHO DEcREs- 
CENTE 
5.3.2.1. SEM o EFEITO DE PERTURBAÇÕES 
Neste subzitem ë analisado o comportamento dinâmico do 
servocontrolador robusto adaptativo projetado para rastrear um si 
nal em degrau sem a presença de perturbações externas .incidentes 
sobre o processo a ser controlado. Tem a finalidade de mostrar a 
capacidade de rastreamento da estrutura de controle. 
A Figura 5.2 mostra a saída do processo. Comparando 
com o resultado da Figura 3.3, obtida para o servocontrolador ro- 
busto não adaptativo para as méšmas_condições de experimento, ob- 
servafse que a estrutura do servocontrolador robusto adaptativo 
possui um desempenho globalfisemelhante ao dofservocontrolador ro-
k
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busto não adaptativo acompanhado de sobresinais elevados para o 
primeiro transitõrio, fato este característico dos algoritmos de 
adaptação a ganho decrescente devido a inicializações com ganhos 
elevados. « 
É garantida a convergência global da resposta ao sinal 
de referência com identificação dos parâmetros do regulador fato 
este, exibido pela resposta transitória ao segundo degrau que mos 
tra-se como uma resposta em tempo finito indicando que a identifi 
caçao realizada no transitório associada ao primeiro degrau foi 
perfeita. 
5.3.2.2. COM O EFEITO DE PERTURBAÇÕES EXTERNAS 
Neste sub-ítem.ê analisado o comportamento dinâmico do 
servocontrolador robusto adaptativo quando há incidência de per- 
turbação externa persistente sobre o processo a ser controlado.Ob 
jetivando testar a capacidade de rejeição da perturbação aplicouf 
-se ao processo uma perturbação de amplitude W = 10, com a finali 
dade de mostrar a capacidade de rastreamento da estrutura contro- 
le. , 
'. -A Figura (5.3) mostra a saida do processo Y(k) para es- 
te tipo de solicitação. Comparando com o resultado da Figura 3-4, 
obtida para o servocontrolador robusto não adaptativo nas mesmas 
condições de experimento, observa-se que a estrutura do servocon- 
trolador robusto adaptativo um comportamento semelhante ao do ser 
vocontrolador robusto nao adaptativo. 
Observa-se um periodo transitório maior acompanhado de 
sobresinais elevados, característico dos algoritmos de adaptação
d
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a ganho decrescente por trabalharem com ganhos iniciais- elevados 
com o fim de melhorarem a estimação (identificação) dos parãme- 
tros verdadeiros do regulador. 
Após este período transitório a robustez do controle ê 
atingida com rejeição da perturbação e com perfeito seguimento do 
sinal de referencia. Este fato pode ser visualizado observando-se 
o transitório característico ao segundo degrau de referência onde 
,_ ‹~ uv nao percebe se mais a influencia da perturbaçao externa pois o 
transitório apresentou-se-idêntico ao transitório característico 
da resposta para o caso sem perturbação apresentado anteriormente 
apresentando-se com um tempo finito de resposta. Este fato eviden 
cia uma perfeita identificação dos parâmetros desconhecidos do rg 
gulador realizada no primeiro transitório, apesar da presença de 
perturbaçao. ~ ' 
Apesar dos sobresinais a convergência da resposta ë ga- 
rantida no processo de rastreamento do sinal de referência, evi- 
denciando a robustez da estrutura na presença de perturbação ex- 
terna determinística persistente. ._ 
5.;_,2.3. com VARIAÇÃQ PARAMÉTRI-CA 
_ 
Este sub-item tem a finalidade de mostrar a ‹capacidade 
de rastreamento da estrutura, na presença de variação paramêtri- 
ca nos parâmetros do processo. 
O processo ê descrito pela seguinte relação entrada-sai 
da-perturbação 
L , 
. -1 . -2.
_ 
'Y‹k) = °'lq - +_Í'°5q _í¿".':"U(k) '~ ‹5.3.1o) 
l-l, 4q +0,42q 
'v' 
_.
ç 
.f r
.L
..56_ 
Comparando o resultado da Figura 5.4 com o resultado da 
Figura 3.5, obtida com o servocontrolador robusto não adaptativo 
para as mesmas condiçoes de experimento, observa-se uma melhoria 
do sistema global. Na Figura 3.5, observa-se um comportamento di- 
namico oscilatôrio e pouco amortecido caracterizado pelo grau de 
variação paramêtrica imposto ao processo a qual não se encontra 
sintonizado com os valores de projeto dos parãmetros do regulador 
Na Figura 5.4 observa-se na caracteristica da respos- 
ta transitôrios iniciais extremamente elevados, justificãveis pe- 
la.mesma razão atribuída aos casos anteriores, com identificação
~ perfeita dos parametros. Este fato pode ser observado quando da 
aplicação do segundo degrau de referência pois sua forma transité 
ria ê caracterizada por uma resposta em tempo finito,. semelhante 
ao caso de identificaçao perfeita exibida pela caracteristica de 
~ ~ resposta do servocontrolador robusto nao adaptativo sem variaçao 
paramêtrica da Figura 3.3. 
Na Figura 5.5, objetivando-se observar a robustez da es 
trutura no sentido de identificação paramêtrica apresenta-se o rg 
sultado obtido para variações paramêtricas de aproximadamente 50% 
nos parãmetros do processo. Observa-se que o sistema converge pa- 
ra o valor desejado sendo que para o caso não adaptativo o siste- 
ma torna-se instável para este grau de variação; 
__ 
' Observa-se igualmente quando da aplicação do segundo 
degrau de referência que o comportamento dinâmico ê caracteriza 
do por uma resposta de tempo finito evidenciando assim uma identi 
, ~ ' ._ ficaçao perfeita dos parametros comparando ao casø do servgçontrg 
lador não adaptativo sem variação paramêtrica da Figura 3 . 3`. 
Nas Figuras 5.6_e 5.7, objetivando-se~observar o problg 
ma da identificação na presença de perturbação externa persisten-
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te, apresenta-se o resultado para variações de .aproximadamente 
4. 20% e 50% nos parametros do processo e perturbação externa de 
amplitude W = 10. 
Observa-se em comparação às Figuras 5.4 (20% de varia 
ção) e 5.5 (50% de variação), um aumento do‹transitõrio inicial 
associado ao primeiro degrau proporcional a amplitude da pertur
~ baçao externa. 
Observa-se ainda, quando da aplicação do segundo de- 
grau de referência que.o comportamento dinâmico ê idêntico aos 
das Figuras 5.4 e 5.5. Este fato inãica, igualmente aos .casos 
anteriormente analisados, que a identificação no transitório as 
sociado ao primeiro degrau foi perfeita com rejeição da pertur- 
baçao apresentando-se a resposta do tipo tempo finito como no 
caso do servocontrolador robusto não adaptativo que realiza' i- 
dentificação perfeita dos parâmetros com projeto de reguladorzfii 
XO. 
5.3.3. ATUAÇÃO Do MEcAN1sMo DE ADAPTAÇÃQ A GANHO coNs- 
TANTE 
f¶>A;~¡ Neste.item ê analisado o comportamento do servocontrg 
lador adaptativo com o mecanismo de adaptação que atualiza 0 ye 
tor P(k) dos parâmetros do regulador através do algoritmo de 
adaptação a ganho constante. Para a determinação dos parâmetros 
estimados do vetor Ê(k) escolheu-se as condições iniciais dadas 
em (5.3;7) e (5.3.8) submetendo o processo a uma variação para- 
métrica. 
Tem a finalidade de mostrar a capacidade de rastrea-' 
mento da estrutura. J n - 
e.
+
,A
_5z_ 
O processo ê descrito pela seguinte relação entrada-sai 
da. - 
-1 -2 
Y(k› = °'lq Íl°'°5q _2 U‹k› ‹5-3.11› 
- 1-1,4 q + o,42q 
A Figura 5.8 mostra a saída do processo, com condições 
iniciais do regulador dada por (5.3.7). Comparando com o resulta 
do da Figura 3.5 obtida com o servocontrolador robusto não adapta 
tivo para as mesmas condiçoes de experimento observa-se uma melna 
ria do sistema global. Na Figura 3.5, a resposta ê caracterizada 
por um comportamento oscilatõrio pouco amortecido. A Figura 5.8. 
mostra que seu comportamento dinâmico se aproxima mais do obtido 
para o caso nao adaptativo sem perturbação paramêtrica indicando 
que a identificaçao realizada no transitório associado ao primei- 
ro degrau foi satisfatória. ` ' ~ 
É de se ressaltar que o comportamento do modelo do pro- 
cesso dado em (5.3.ll) mostrou-se instável para as condições ini- 
ciais_dadas em (5.3.9). 
_ 
' Na Figura 5.9 mostra-se a saida do sistema para uma va- 
. ~ , , , Q riaçao parametrica de aproximadamente 50% nos parametros do pro- 
cesso, com condições iniciais dos parâmetros do regulador dadas 
em (5.3.8). Observa-se que o sistema converge para o valor deseja 
do sendo que no caso nao adaptativo o sistema torna-se instável.. 
Na Figura 5.10 objetivando-se observar o problema da 
identificação na presença de perturbação externa persistente apra 
senta-se o resultado obtido para variação de aproximadamente 50% 
nos parâmetros e perturbação de amplitude w = 10 incidentes sobre 
o processo. 
-` 
Deve-se observar ainda que ao final da experiência o va 
.. z-2» 
. » as »tor de parametros identificados aproximava-se pobremente do valor 
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esperado. Este fato ê devido ao baixo conteúdo freqüencial do si- 
nal de identificação demonstrado pela não caracterização de tem- 
po finito de resposta ao segundo degrau de referencia. 
Para perturbaçoes maiores o servocontrolador robusto 
adaptativo a ganho constante pode ter seu desempenho prejudicado 
pois pode ocorrer que o parâmetro .Bo seja estimado nulo, com o 
decorrer do tempo, nao havendo nada que garanta o funcionamento 
da estrutura a partir de então. 
5 . 4 . coNcLUsÃo 
Na hipótese de perturbaçoes paramêtricas acentuadas a 
estrutura do servocontrolador robusto não adaptativo possui um 
desempenho degradado ou mesmo podendo atingir a instabilidade. 
~ Este capítulo_procurou analisar experimentalmente a es 
trutura do servocontrolador robusto proposto no capítulo 2 sob o 
enfoque de controle adaptativo. 
Observou-se no decorrer das simulações que comparativa 
mente ao servocontrolador não adaptativo, o desempenho apresenta 
do pelo servocontrolador robusto adaptativo a ganho decrescente 
mostrou-se com melhor desempenho que o servocontrolador robusto 
adaptativo a ganho .constante.
_ 
Apesar de ambos apresentarem transitõrios elevados ob- 
serva se que no caso a ganho decrescente com a aplicacao do se- 
gundo degrau de referência obteve-se um comportamento dinâmico 
mais prõximo daquele obtido para o caso do servocontrolador ro- 
busto nao adaptativo sem variação paramêtrica caracterizando res 
- × 
postas de tempo finito sugerindo portanto que a identificaçãozrea 
lizada no transitório associado ao primeiro degrau foi.perfeita. -'zs 
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Alêm*disso,jpode=se constatar que o rastreamentx>perfei 
ø. to do sinal de referencia para o servocontrolador robusto adapta 
tivo a ganho constante dependeu das condições iniciais atribui- 
das ao vetor de estimação dos parâmetros desconhecidos do regula 
dor, fato este não constatado para a resposta de desempenho do 
servocontrolador robusto adaptativo a ganho decrescente que em 
resposta a condições nulas garantiu a perfeita identificação dos 
parâmetros. '
: 
K' 
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C A P Í T U L-O 6 
coNcLUsÃo GERAL 
I 
Este trabalho contribue para a realização experimental 
e análise dos conceitos de controle robusto e adaptativo lançados 
por Doraiswami e Silveira [l0]. Apresenta-se uma proposta de ser- 
vocontrolador robusto não adaptativo sujeito a perturbações deter 
ministicas incidentes sobre o processo e uma proposta de servocog 
trolador robusto adaptativo na qual dotou-se a estrutura anterior 
de um mecanismo de adaptação capaz de resolver plenamente o pio- 
blema das variações paramêtricas que comprometiam o funcionamento 
da estrutura nao adaptativa. V ' 
A estrutura do controlador consistia de um servocontro- 
lador e um regulador responsáveis pela estabilização do sistema a* 
malha fechada formado pelo servocompensador e o processo a ser' 
controlado. Na proposta nao adaptativa lançou-se as diretrizes de 
projeto da estrutura que garantiam a estabilidade assintótica glg 
bal do sistema a malha fechada levando o erro de rastreamento as; 
sintoticamente-para zero independente de perturbações externas 
incidentes e variações paramêtricas no processo.
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Realizou-se simulações do servocontrolador robusto não 
adaptativo abordando os aspectos de projeto' para uma resposta ao 
degrau. Concluiu-se que a estrutura do servocontrolador possui um 
bom desempenho ä perturbações determinísticas e a variações para- 
métricas não capazes de instabilizar o sistema a malha fechada. 
Quando as variaçoes paramëtricas incidentes sobre o pro 
cesso comprometeram o funcionamento da estrutura, dotou-se-lha de 
um mecanismo de adaptação capaz de resolver o problema das varia- 
ções paramëtricas. A 
Sob este enfoque o projeto do regulador (suposto desco- 
nhecido) passou a ser direcionado pela estimaçao do vetor P atra- 
vês do vetor P(k) que representa seus parâmetros, agora variantes 
no tempo. Este vetor foi atualizado mediante um algoritmo de adap 
tação a ganho decrescente e apõs mediante um algoritmo de adapta- 
çao a ganho constante. 
Neste sentido, realizou-se simulações utilizando alter- 
nativamente o servocontrolador adaptativo a ganho decrescente e a 
ganho constante verificando o comportamento dinâmico do sistema 
_ 
, . 
V ~ na presença de variaçoes paramêtricas que poriam em risco o desem 
penho do servocontrolador robusto não adaptativo. 
. Concluiu-se que a estrutura ê robusta na presença de 
perturbações paramêtricas apresentando uma sensível melhoria Tde 
desempenho do sistema global. - j 
Como considerações finais pensa-se em realizar um estu- 
do voltado ã solução do problema dos transitõrios presentes no de 
sempenho da estruturá. Outra possibilidade de aplicabilidade da 
estratêgiarseria extender o projeto de controle da estrutura para 
2% ' _ uma proposta de controle7multivariãvel. 
, -› ,-"¡~ 
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A P E N D I C E 
DETERMINAÇÃO DOS PARÂMETROS DO REGULADOR 
Neste apêndice ê mostrado como determinar os coeficien- 
tes ai e Bj da equação 2.3.21, que representam os parâmetros do 
sistema regulador, considerado.para o processo de segunda ordem 
descrito no.exemplo do item 3.3.2 do capitulo 3.
É 
É mostrado que os parâmetros podem ser encontrados atrâ 
vês da solução algëbrica de um sistema de equações lineares resul 
tante de um processo_de substituições sucessivas da equação 
2.3.21. 
A equaçao 2.3.21, funçao polinomial que relaciona as 
variáveis de entrada e saida do regulador, ê dada por
u 
[n‹q 1 ›A‹q 1 › + q d 1 B‹q 1 ›1 v‹k› › q d B‹q 1›\nk› A-1 
onde, considerando oêexemplo dado
q n.¿ r
I ¬ _.
r 
2 D‹qÍ? › =<1 - q`l A-2 
.. :é‹r -r 
a A(q_l), B(q_%) definidas por
1
l 
'if 'Ia-. 
'.` U
A(q l ) - l + alq 1 + azq 2 A-3 
B(q`1 
) = bo+ blq`1 ; A-4 
A substituição de A-2, A-3, A-4 em A-1, considerando um 
atraso unitário dado ao sistema, resulta em 
-1 1 -2 -2 -1 -1 - [(1-q ›‹1+alq +¿2q › + q ‹1›0+blq ›1\› uz) = q ‹b°+blq 1 
v (k) A-5 
Fazendo as multiplicaçoes polinomiais e isolando gzík) 
tem-se que' ~ 
v(k) = ~(al - 1)v(k-1) - (az - al + bo) v(k - 2) - (bl - az ) 
v(k-3) + bóV(k-1) + blV(k-2) A-6 
Fazendo um atraso em A-6 vem que 
×› -uz-1› = -‹a_l_¡ d1›~×› uz-2s› - ‹ê2 - al + bo) \› ‹k-3› i-~ uzl - .._â2s› 
_.r . 
- \› (k--4)d + boV(k-2) + blV(k-3) A-7 
Substituindo A-7 em A-6 segue que 
\›‹1<› - Hal-1) - ‹â2-âl+1›o›1\›‹k'-2› - nal-1› ‹a2-a1+r›o› z- 
- (bl-â2)] \›(k-3) - [(âl-1) (bl-á2)]\›(k-4) = boV(k-1) + 
+A uzl - buu¿‹a¿-1›1zs<riz‹k-2› + I-1s¬li‹‹-zzl - 1›1~+v‹1<-s› A-me 
›~ 
Fazendo 
G1 *Hal-1>2 - <iaé-a¿í¬ÊP°>1 " 
az â [(al-1) (az-a;+bCWÊ; (bl_ä2)@
.¡. 
G3 Ê 
eoâ 
%_â 
ã Ê 
-.'72 _ 
[(al-'l) 1 
bo 
bl - b°(al-1) 
-bl(al-1) 
A equaçao A-8 pode ser reescrita usando as definições acima 
\›(k) =0¡\›(k-2) + <12\›(k-3) + <×3.\›(k-4) ‹+ Bov(k-1) + B v(k-2)+ 
de onde resulta que 
V l 
A_9 
v(k) = q'1 l(@1q'l + fi2q_2 + °3q`3)v (k) + (6 +5lq`l 
Í 
t+ 
que expressa na forma 
- 
` O 
+$2q`2›v‹k)1 A¬1o 
v(k+1) = (alq-1 +u2q`2 + u3q'3)\›(k) + (Bo+BlqÍl+B2q'2)v(k) 
representa os parametros do sistema regulador dados pelos coefi- 
cientes'‹ä;e Bj,;@@= l, 2, 3 e'j š 0,l,2. a ;
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