Introduction and some useful lemmas
Let G be a simple graph. For any nontrivial abelian group A (written additively), let A * = A\{0}, where 0 is the additive identity of A. Let a mapping f : E(G) → A * be an edge labeling of G and f + : V (G) → A be its induced labeling, which is defined by f + (v) = ∑ uv∈E (G) f (uv).
If there exists an edge labeling f whose induced labeling f + on V (G) is injective, then we say that f is an A-antimagic labeling and that G is an A-antimagic graph. The integerantimagic spectrum of a graph G is the set IAM(G) = {k | G is Z k -antimagic and k ≥ 2}. Clearly IAM(G) ⊆ {k | k ≥ |V (G)|}. In this paper, we will use the term 'labeling' instead of edge labeling. Notation and concepts not defined here are referred to the book [1] .
The concept of the A-antimagicness property for a graph G (introduced in [2] ) naturally arises as a variation of the A-magic labeling problem (where the induced vertex labeling is a constant map) (for example, see [4-6, 8-10, 13] ). The concept of ring-magic is another variation of group-magic (see [7] ). It is also a variation of the anti-magic labeling problem (for example, see [16] ) and edge-graceful labeling problem (for example, see [17] ). The integerantimagic spectra of some famous classes of graphs were determined [2, 3, 11, 12, 14, 15] .
The following result is obvious. Let N be the set of all positive integers. Let f : E(G) → N be a labeling of a graph G and f + be its induced vertex labeling. Denote the range of f + as
Lemma 1.1 ( [2]). Let G = (V, E) be a simple graph and
Suppose M is the maximum value (edge label) of f . Sometimes we will refer to the range of f + and the maximum edge label of f in the same concise notation by
Case 3. p = 4n + 2, n ≥ 1:
f (e i ) =
Case 5. p = 3: We label the edges of C 3 by 1, 2 and 3. Hence I f (C 3 ) = [3, 5] .
By using each labeling defined above, we have the lemma.
For S ⊂ Z and a ∈ Z, we define the set a + S = {a + s | s ∈ S}.
Corollary 1.6. Let G be a disjoint union of cycles. Suppose g : E(G) → Z is a labeling and
Proof. Consider the labeling f for C 4n+2 defined in Lemma 1.4. We reduce the label each edge e 2j by 1. Let the resulting labeling be h.
Clearly the maximum edge label is still 2n + 3.
Disjoint unions of cycles of orders congruent to 0 modulo 4
Let G and H be two disjoint graphs. Let G + H be the disjoint union of G and H. The disjoint union of n copies of a graph G is denoted by nG.
Suppose g and h are labelings of graphs G and H, respectively. The labeling g ∪ h of G + H is the labeling obtained by combining g and h.
Applying Corollary 1.6 we have 
Proof. There are labelings
Applying Lemma 2.1 repeatedly, we get the lemma.
Disjoint unions of cycles of orders congruent to 2 modulo 4
Let f be a labeling of a path 
Note that 
Proof. Let
Firstly, we want to find a labeling ϕ for P satisfying that ϕ + (u 1 ) = 1 and ϕ + (u i ) = 4(i−1) for 2 ≤ i ≤ 2m + 1; and a labeling ψ for P ′ satisfying that ψ + (u 1 ) = 1, ψ + (u 4m+2 ) = 3 and ψ + (u 4m+4−i ) = 4i − 3 for 3 ≤ i ≤ 2m + 1. By the discussion above, we know that ϕ and ψ exist. From (3.2) we have
One may check by (3.2) that all edge labels are positive and the maximum label is 4m + 3 under f . Now, we keep the labeling above for C 4m+2 and try to label the cycle C 4n+2 . Case 1: m = n. Similarly, we divide the cycle C 4n+2 into two paths
And then, we want to find a labeling ϕ for Q satisfying that ϕ + (v 1 ) = 2 and ϕ + (v i ) = 4i − 2 for 2 ≤ i ≤ 2n + 1; and a labeling ψ for Q ′ satisfying that ψ + (v 1 ) = 3 and ψ
, all edge labels are positive and the maximum label is 4n + 3 under g.
Let g = ϕ ∪ ψ. Since the required vertex label set for {v i | 2 ≤ i ≤ 2m + 1, 4n − 2m + 3 ≤ i ≤ 4n + 2} is the same as Case 1 and g
. From the requirement of vertices y j 's and z j 's, we get that [8m + 5, 4m + 4n
Moreover, one may check that all edge labels are positive and the maximum label is 4m + 2k + 3 = 2m + 2n + 3 under η 2 .
We define a new labeling η 3 from η 2 by increasing the label of each edge u i u i+1 and For C 10 + C 18 , we keep the labeling for the first C 10 in 2C 10 and the labeling for C 18 is: For C 10 + C 18 , we keep the labeling for the first C 10 in 2C 10 and the labeling for C 18 is: 
We obtain that
if i = 2m + 1; 4m + 4, if i = 2m + 2; 4m + 2, i = 2n + 3; 8m + 7 − 2i, if 2m + 4 ≤ i ≤ 4m + 1.
Lemma 4.2. There is a labeling
We obtain that Let g n = f n + (2m − 1), g s = f s + (2m + 2n) and g t = f t + (2m + 2n + 2s + 2). Combining f m , g n , g s and g t as a labeling η for C 4m+1 + C 4n+1 + C 4s+1 + C 4t+1 we have the required labeling. Clearly, the maximum edge label is 2(m + n + s + t) + 3.
Lemma 4.3. There is a labeling
f s for C 4s+1 such that I fs (C 4s+1 ) = {2}∪[6, 4s+5]▹(2s+4). Proof. Let C 4s+1 = v 1 v 2 · · · v 4s+1 v 4s+2 , where v 4s+2 = v 1 . Define f s (v i v i+1 ) =          i, if
Lemma 4.4. Let m, n, s, t be positive integers. There is a labeling η of
It is known that C 3 is not Z 3 -antimagic [2, Theorem 3]. Following we will define some labelings for disjoint union of cycles whose orders are congruence 3 modulo 4. In particular, there are some labelings of disjoint unions of 3-cycles that are useful, even though they are not antimagic labelings. We obtain that
Hence I h (C 4n−1 ) = [2, 4n + 1] \ {4n − 2}. Note that, when n = 1, h = f , where f is defined in Lemma 1.4. Hence I h (C 3 ) = [3, 5] . So it still holds. We obtain that Proof. Let f 8 be the labeling of 2C 3 by labeling the edges of the first C 3 by 1,3,8 and the edges of the second C 3 by 3,5,7. Then I f 8 (2C 3 ) = {4} ∪ [8, 12] .
Note that f 8 is neither a Z 7 -antimagic labeling nor a Z 8 -antimagic labeling, since 0 would be an edge label in each.
There is a labeling η 1 such that I η 1 (G) = [2, |G| + 1] when s ≥ 2 and I η 1 (3C 3 ) = [4, 12] . The maximum edge label is (|G| + 1)/2 + 2.
Proof. Let h be the labeling of C 4m−1 defined in Lemma 5.1 and f 6 be the labeling of C 4n−1 + C 4s−1 defined in Lemma 5.5.
When s ≥ 2. Let η 1 = h ∪ (f 6 + (2m − 2)). Hence I η 1 (G) = [2, 4m + 4n + 4s − 2] ▹ (2m + 2n + 2s + 1).
When s = 1. In this case G = 3C 3 . We label the edges of these three C 3 by 1, 4, 3; 2, 6, 4; 4, 7, 5 accordingly. Denote this labeling by η 1 . Then I η 1 (3C 3 ) = [4, 12] . Note that the maximum edge label is still 2m + 2n + 2s + 1.
Main result
Before considering the general case, we introduce another lemma first. 
Now consider a disjoint union of cycles
where α, β, γ, δ ≥ 0 and m i , n j , s k , t l are positive. Note that, as usual, a summation is empty if its upper limit is less than its lower limit. Since the integer-antimagic spectra of single cycle has been determined [2] , we may assume that G contains at least two cycles.
Suppose β = 4β ′ + β 0 , γ = 2γ ′ + γ 0 , and δ = 4δ ′ + δ 0 , where 0 ≤ β 0 , δ 0 ≤ 3 and 0 ≤ γ 0 ≤ 1.
We may rewrite the remaining
and at least one of β 1 and δ 1 is zero. From Lemmas 2.2, 4.4, 3.1, 5.7 and 6.1 and applying Lemma 2.1 repeatedly, there are labelings for 
Following we will deal with the remaining part G − G 1 if any. So we assume that at least one of β 1 , γ 0 , δ 1 is nonzero. Let 
When β 1 = 3. Using the labelings defined in Lemma 4.1, Lemma 4.2 and Lemma 4.3, we have a labeling
Case 2: Consider the case when
Here H 1 may not exist.
2-1:
When (β 1 , δ 1 ) = (0, 0). In this case, G = G 1 + C 4r+2 . We have the labeling θ for G 1 such that I θ (G 1 ) = [3, |G 1 | + 2] ▹ (|G 1 |/2 + 1). From Lemma 1.4 there is a labeling f for C 4r+2 such that I f (C 4r+2 ) = [3, 4r + 5] \ {4r + 2} ▹ (2r + 3). Let ρ = θ ∪ (f + |G 1 |/2). Then I ρ (G) = [3, |G| + 3] \ {|G|} ▹ (|G|/2 + 2).
2-2:
When (β 1 , δ 1 ) = (0, 2). In this case, Suppose G 1 does not exist. Then the proof is similar and simpler than the case when G 1 exists. So we omit here.
2-4:
From the discussion in this paper, we can see that all the edge labels are positive and at most ⌊|G|/2⌋ + 3, where G is the considered graph. If |G| ≥ 7, then ⌊|G|/2⌋ + 3 < |G|. So, for these cases, all labelings are proper when we take modulo k, where k ≥ |G|. If 3 ≤ |G| ≤ 6 and G contains at least two cycles, then G must be 2C 3 . Corollary 5.2 shows that I f 3 (2C 3 ) = [3, 9] \ {6} ▹ (5). Thus, the labeling is proper.
Applying Proposition 1.3 we get 
