














SKULL STRIPPING USING GENERATIVE ADVERSARIAL NETWORKS  
WITH POSITION CORRECTION BY POSTURE ESTIMATION 
 
藤山眞梧 





Skull-stripping (SS) from brain magnetic resonance imaging (MRI) data is an essential first step in almost 
neuroimaging application, automatic diagnosis of Alzheimer’s disease, structure analysis, CBRI system and 
so on. In this paper, we propose adversarial generative skull stripping method (GASS) for fast, accurate and 
robust SS. The GASS method learns a limited number of brains ss data and performs fast and accurate SS. In 
addition, changes in the MRI image due to the posture of the patient during imaging may cause a decrease in 
the accuracy of SS. To reduce this problem, the GASS method performs SS after applying position correction 
using posture estimation. GASS achieved the dice index of 96.86% in an evaluation experiment using the 
ADNI2 dataset of 617 patients. There was not a single case in which the dice index was less than 90%, 
indicating a high degree of robustness. 










し，MRI 画像から Alzheimer 病を含む認知症の自動診断[1, 









3 次元画像である MRI 画像において人手による脳領域
の抽出は非常にコストがかかるため，様々な自動 SS 手法
が提案されてきた．2000 年代に提案された古典的な手法





手法[13, 14, 15, 16, 17, 18]や SS を含む子包括的な機能を
提供するパッケージが提案されてきた．FreeSurfer[19]，
は MRI 画像の自動処理に用いられるオープンソースソフ
トウェアである． このなかで，SS には，HybridWatershed 
Approach(HWA)[11]が用いられており，直近でも大規模な
データを用いた性能評価も行われている[20]．3dSkullStrip
は，Analysis of Functional NeuroImages（AFNI）パッケー
ジの一部として提供され，その SS には，改良版の BET[10]
が用いられている．こうした SS 手法の中で MRICloud[18]
は，輝度の不均一性を補正したのち，brain area を Montreal 
Neurological Institute(MNI) space への mapping を行うこと










た SS に関する研究が多く行われたが，正しい SS 実現の
ためには，脳領域の正確な gold standard となる領域デー
タが必要であるが，この作成は専門家が必要である上に，
MRI画像が3次元データであるため極めてコストが高い． 
そこで，Salehi らは[22]は学習コストが高い 3DCNN で
はなく，2DCNN によって 3 次元データを処理する
Auto-Net を提案した．また，Lucena ら[23]は，8 種の自動
抽出手法の結果を expectation maximization(ML)法を用い
て疑似的な教師ラベルである Silver standard を作成する
Simultaneous Truth and Performance Level Estimation 
(STAPLE)法を提案した．STAPLE 法を用いて作成された







の高い SS 手法が求められている． 
また，複数のネットワークが敵対的に学習を行う敵対





U-net に GAN を組み合わせた高精度な領域抽出手法であ
り，高精度な SS の実現が期待される． 
本研究ではこの GANs 技術を応用した SS 手法である
generative adversarial skull-stripping(GASS)を提案する．
GASS は，(1)姿勢推定ネットワーク(PEnet)による前処理
(posture correction phase) と(2)敵対的生成ネットワークに
よる SS (skull stripping phase) 2 段階から構成される． 
本実験では GASS は，ADNI2 データセット[29]から各




[32]に対し，GASS は dice index=96.10±0.74 %，93.91±
0.79 %，96.23±0.55%を達成した． 
また，ADNI2 データセットの評価用 219 例に対し，
MRICloud を GT とする SS 評価実験において，提案する
GASS は Dice＝96.86±0.90%を達成し，同様の構成の
U-net や pix2pix ベースのモデルよりも良好な結果となっ
た．特に，GASS による不適切な SS 結果が大幅に減った









研究では，公開されている 3 次元脳 MRI データセットで
ある ADNI2[28]から抽出し，同一患者の症例を取り除い
た 617 症例を使用した．これらの 617 症例の内，358 症例
を学習用，40 症例を検証用，219 症例をテスト用として









dataset 名 症例数 画像サイズ 教師画像 
ADNI2 617 (181,217,181) MRICloud 
CC-12 12 (150, 288, 288), 
(170, 288, 288), 
(180, 224, 224), 
(180, 240, 240), 
(192, 256, 256), 
(200, 256, 256), 
(224, 256, 256), 
(256, 196, 256) 
manual 
LPBA40  40 - (256, 120, 256), 
(256, 124, 256) 
manual 
NFBS 125 (192, 256, 256) semi- 
manual 




NFBS データセット，OASIS-1 データセットを使用した． 
CC-12 データセット及び LPBA40 データセットはそれ
ぞれに対し手動で頭蓋骨除去を行ったデータセットであ












図 1 GASS の概要図 
 
GASS の概要図を図 1 に示す．GASS は(1) posture 
correction phase， (2) skull stripping phase の 2 段階から構
成される．以下にそれぞれについて説明する． 
 
（１）posture correction phase 
 
 
図 2 posture correction phase の概要 
 










傾きを 3層の畳み込み層を含むCNNである PEnet を用い
て標準的な向きからの角度のずれを推定する． 
PEnet の学習には SS を行う GASSnet の学習と検証に用
いた ADNI2 データセット 398 症例に対し，手動でラベル
を付与した． 
このラベルは入力となる sagittal 断面の画像に対し図 2
に示すように直交座標系 (x，y) を定義したとき，y=ax+b
で表現される直線を考えたときの 傾き a と切片 b である．
このときの a は頭部の傾きを表し，b は y<ax+b によって
表される領域が SS の障害となるような頸部部分となる
ようにラベル付けを行った．また PEnet の学習時には，
撮影時に起こりうると想定される -30 度から 30 度の回
転をデータオーグメンテーションとして行った．PENet





skull stripping phase は 3D-2D data sampling と generative 
adversarial skull stripping の 2 段階で構成される． 
 






本研究では 1 症例の 3 次元脳 MRI データの coronal， 
sagittal， transverse の各断面の 2 次元脳画像抽出し，2 次
元画像として SS のモデルの学習を行う．この結果，画像
サイズが 181×217×181 の場合 1 症例当たり，約 579 枚 
(入力サイズの総和) の 2 次元画像を抽出することが可能
である． 




の状況を考慮し，rolling 方向と yawing 方向 に対して -20
度から 20 度の回転，pitching 方向に対して -30 度から
30 度の回転をランダムに行った． 
 
b）generative adversarial skull stripping : GASSnet 
 
 
図 3 GASSnet の学習 
 
この段階では GANs 技術を用いて学習した GASSnet に
より SS 処理を行う．まず，SS 処理を行う GASSnet の学
習について述べる．GASSnet の学習の概要図を図 3 に示
す． 
GASSnet の学習は GANs のように generator (G) と
discriminator (D) の 2 つのネットワークを用いる．3D-2D 
data sampling によって 3 次元の MRI 画像から抽出した 2
次元の断面画像 x を入力とし，G は入力された MRI 画像
x における各画素が脳領域に含まれている確率を生成す
る．この G によって生成された確率マップにおいてで
50 %以上の確率を示す領域を入力の MRI 画 x から抽出す
ることにより SS し，これを生成画像 (fake image) とする．
このGにより SSした fake imageと教師データとして用意
した SSの画像 (real image) を入力画 xとペアにして Dへ
入力し，D によって fake image と real imageの識別を行う．
この D の識別結果を用いて，D を騙すことができるよう
に Gのパラメータを更新し，一方で D も正確に fake image
と real image の 2 つを識別可能となるように学習を行う．
これを繰り返すことで学習した G は学習した D を騙せる
ほど正確な確率マップを生成し，脳領域のみを抽出した
画像を生成可能となる． 
本研究では GASSnet となる G として U-net をベースと
したネットワークを使用し，D として 5 層の畳み込み層
のみで構成されるネットワークを使用した． 
実際に SS を行う際は，上記の方法で学習した確率マッ
プを生成する G を GASS net とし，SS したい MRI 画像を
3D-2D data sampling によって Coronal plane，Sagittal plane， 
Transverse plane の代表的な 3 方向の断面画像をすべて抽
出し GASS net へ入力することで 3 種類の 3 次元確率マッ
プを得る．この Coronal plane，Sagittal plane，Transverse 














した．また，輝度値を正規化することにより 0 から 255
にし，γ 補正を用いて各症例の平均輝度値の統一する処
理を行った．実験では、統一する平均値は予備実験の結
果に基づき，この値を 50 とした． 
 
（１）posture correction phase 






する PEnet による姿勢推定の推定誤差は平均 6.57±5.05
度であった． 
 
（２）skull-stripping phase  
ADNI2 データセット 617 症例より MRIcloud による位










ークによる SS 結果を図の 4 に示す． 
 
表 2．ADNI2 データセットに対する SS 結果 
  recall precision dice dice<90 
U-Net  89.00±10.61 90.55±9.77 89.12±7.94 84 
GASS 
net 
92.15±6.15 93.38±4.23 92.55±3.38 42 
GASS  96.19±2.35 97.61±1.48 96.86±0.90 0 
 
 
図 4 ADNI2 データセットに対する SS 
 
GASS は dice index において 96.86±0.90%を達成し，同様
の構成の U-net（89.12±7.94%）や pix2pix（92.55±3.38%）
ベースのモデルよりも良好な結果が得られた．また，dice 
index が 90％ 以下の症例の割合は，GASS では 0 症例ま
で低下した．位置補正を行っていない GASSnet のみの結
果から約 4%の dice index が改善していることからも位置
及び頸部の除去による効果が確認でき，GASS は非常に頑




GASS は他の 4 つのデータセットの中で OASIS-1 デー
タセットを除き 90%以上の dice index を達成した． 
OASIS-1 データセットに関して精度の低下がみられた
原因として考えられることは，教師データとして用いた
画像の SS 精度である．OASIS-1 の教師データを作成した
FreeSurfer は一般に広く普及しているが，その精度は高い
とは言えない．そのため，正確に SS を行った GASS によ
る SS 結果と乖離が生まれてしまったものと思われる． 
 
表 3．様々なデータセットに対する SS 結果 
 GASS recall Precision dice 
CC-12 93.65±1.84 98.72±0.74 96.10±0.74 
LPBA40 88.65±1.45 99.86±0.09 93.91±0.79 
NFBS 93.67±1.21 98.95±0.35 96.23±0.55 
OASIS1 83.67±1.98 96.41±2.18 89.56±1.24 
 
 
図 5 FreeSurfer の失敗例 
 
図５に FreeSurfer が SS に失敗していると思われる画像
例を示す．図 5 のように FreeSurfer は脳領域以外の除去し
なければならない組織が多く付着していることがわかる．
一方 GASS にはそのような組織の付着は見られないため






による SS(GASSnet)の 2 段階から構成される generative 
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