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Abstract
This article presents matrix backpropagation algorithms for the QR decomposi-
tion of matrices Am,n, that are either square (m = n), wide (m < n), or deep
(m > n), with rank k = min(m,n). Furthermore, we derive novel matrix back-
propagation results for the pivoted (full-rank) QR decomposition and for LQ de-
composition for deep input matrices. Differentiable QR decomposition offers a nu-
merically stable, computationally efficient method to solve least squares problems
frequently encountered in machine learning and computer vision. Software imple-
mentation across popular deep learning frameworks (PyTorch [10], TensorFlow
[1], MXNet [3]) incorporate the methods for general use within the deep learning
community. Furthermore, this article aids the practitioner in understanding the
matrix backpropagation methodology as part of larger computational graphs, and
hopefully, leads to new lines of research.
1 Background
The QR decomposition is the thread that connects most of the algorithms of numerical linear alge-
bra, includingmethods for least squares, eigenvalue, and singular value problems, as well as iterative
methods for all of these and also for systems of equations [13]. Despite the critical nature of the de-
composition, the QR factorization and its gradient have lagged behind in deep learning research. We
surmise one reason is the absence of complete autodiff software implementations in the most com-
mon deep learning frameworks. The QR decomposition and the gradient of this decomposition have
many uses in machine learning including for canonicalization of tensor networks in quantum com-
puting [7], fitting least squares and Bayesian statistics [12], and for optimum experimental design
[16]. Other differentiable matrix decompositionswere used in structured layers as part of end-to-end
learning of computer vision models [6]. Both QR (in the Householder implementation) and SVD so-
lutions are backward stable and the one with the least computational cost can be chosen for full-rank
least squares problems. The QR decomposition is a faster alternative [13], as well as a faster alter-
native to solving the least squares solution for approximately square matrices [13]. Recent work [4]
compares SVD alternatives for solving least squares problems and provides an end to end solution
to ellipse points fitting and human pose estimation applications. QR is a valid alternative for solving
the least squares and could be considered in experiments.
In this documentwe refer to the process of calculating the gradient of the input matrixA interchange-
ably as QR matrix backprop or auto-diff QR. In [12] an argument for the LQ auto-diff was presented
for wide and square matrices. In [7] a different formula for the QR auto-diff was given. In [16] the
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authors derive an analytical gradient for the square and deep case only. We fully derive new analyt-
ical formulae for all input matrix orders, clearly state the necessary assumptions, provide proofs, a
supporting appendix, software implementations and numerical checks via central differences.
The contributions of this article are:
• A review of the QR and LQ decompositions with a view toward auto-diff. We include a full
derivation of the QR decomposition matrix backprop for square, wide, and deep matrices
A (full-rank and pivoted full-rank), including their software implementations in popular
deep learning frameworks.
• Using the partitioning trick, we derive a novel result for the LQ decomposition backprop
for deep matrices. A Github repository contains TensorFlow code for LQ backprop and
corresponding numerical checks.
• A systematic process for deriving matrix backprop for the decomposition of deep, square,
and wide inputs.
The exposition shows how the partitioning trick is applicable more broadly to cases where matrices
are not of full rank. Once the input matrix is partitioned, the sub-matrices have full rank, thereby
facilitating our derivations. The remainder of the article is structured as follows: in Section 2 we give
an introduction to the QR and LQ decompositions. We also introduce the matrix backprop process
and state basic results in matrix algebra that we use throughout the article. Then in Section 3 we
derive expressions for the gradient through matrix backpropagation for QR (Deep and Square) case
in Section 3.1, QR Wide case in Section 3.2, and LQ Deep case in Section 3.3. We then conclude
with a few final notes. An extensive Appendix is available which includes derivations of results
omitted for brevity.
2 Preliminaries
2.1 The QR and The LQ Decomposition
The algebra of a QR decomposition is included in standard matrix algebra texts [11]. Implementa-
tions of the QR decomposition are usually products of Householder rotations and are numerically
stable. The implementation of the QR decomposition used in packages such as Numpy [9] and
MXNet [3] typically wrap calls to the LAPACK [2] library, as a sequence of two routines geqrf,
and orgqr. The first LAPACK routine used in the sequence, geqrf , determines the Householder
reflections whose matrix product determines Q and then returns the matrix R directly. The sec-
ond LAPACK routine, orgqr, returns the Q matrix. For GPU implementations, CuSolver (in the
NVIDIA CUDA library [8]), is employed in the MXNet [3] implementation. Note that TensorFlow
uses the Eigen library for linear algebra implementations. The decomposition typically returns, for
an input matrixA of order (m,n), matricesQm,k and Rk,n with k = min(m,n), with k typically
the rank of the input matrix. This is the reduced mode decomposition. The first k columns of Q
form an orthonormal basis in the vector space spanned by the leading k columns of the matrix A.
Notice that for wide input matrices (more columns than rows), Q is m × m with k = m, so Q
is a square, orthogonal, full-rank matrix and all m columns of Q are returned. In the case of deep
matrices (more rows than columns,m > n), for the default (reduced) call to the decomposition, only
the first n columns ofQ are included. In this caseR is a square matrix whileQ is not. This article
assumes that the reduced mode QR (or LQ) is performed on the forward pass. The full (or com-
plete) mode decomposition is also available and return matrices are of order Qm,m and Rm,n but
the reduced mode is typically the default because of computational efficiency considerations when
solving least square problems [13]. A further assumption we make throughout this article is that
the rank of the input matrix is k = min(m,n). Most of the article relies on the QR decomposition
without column pivoting since, currently, the forward pass in the major deep learning frameworks
do not have the pivoted algorithm implemented. However, such algorithms exist and the reader can
consult for example [14] for theoretical details and the Eigen or SciPy [15] libraries for software
implementations.
There is a relationship between the QR and the LQ decomposition. If A = QR is the QR de-
composition of A then AT = RTQT is the LQ decomposition of AT . The relationship implies
that an algebraic result for the deep case of the LQ corresponds to the wide case of the QR and
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vice-versa. For ease of exposition and because of the aforementioned correspondence with the LQ
decomposition, we focus our exposition primarily on the QR decomposition.
2.2 Auto-differentiating Linear Algebra
A collection of useful auto-diff results for linear algebra operators are given in [12] and [5] and are
used throughout this article. In [6] a two step process for matrix backprop in the context of deep
learning layers is described. We can view the calculation of the QR decomposition as successive
computational layers. Each layer represents a matrix operation, with the matrixA precedingQ and
R in the computational graph as depicted in Figure 1.
A
A¯
Q
Q¯
R
R¯
L
Figure 1: Forward pass calculations indicated with solid arrows and back-prop calculations depicted
with dashed arrows. The matrices inside the nodes are the forward pass matrix decomposition values
while the matrices with bars are the auto-diff matrices.
The goal of auto-diff through matrix backprop is to obtain an analytical formula for the gradient of
matrix A, given the gradient of matrices closer to the end of the topological order of the computa-
tional graph. In this article we refer to reverse mode auto-diff calculation of the gradient of A, the
QR matrix backprop process, as simply matrix backprop. From [5], if C is an intermediate variable
computed at a node in the computational graph andC is given asC = f(A,B) a function of matri-
ces A and B computed at a layer further ahead in the computational graph, then, from differential
calculus,
dC =
∂f
∂A
dA+
∂f
∂B
dB. (1)
In reverse mode auto-diff the infinitesimal perturbations are taken to be due to changes in the output
L. Note thatL could be either a scalar valued loss function or an upstream layer in the computational
graph. The sensitivities are computed starting at L and working backwards. By definition, an
infinitesimal change in L and using the expression for dC in 1,
dL = Tr(C¯TdC)
= Tr(C¯T
∂f
∂A
dA) + Tr(C¯T
∂f
∂B
dB).
We identify A¯ = ∂f
∂A
T
C¯ and B¯ = ∂f
∂B
T
C¯ , which are the gradients sought.
Now assume that the gradient C¯ propagated from upstream in the topological ordering is the identity
matrix I. Then A¯ = ∂f
∂A
T
and B¯ = ∂f
∂B
T
. Since for the QR decomposition A = QR, with
gradients of Q and R being backpropagated from upstream (denoted L in Figure 1), the tables are
turned on theC = f(A,B) withQ,R = f(A). The trace identity remains similar
Tr(A¯T dA) = Tr(Q¯T dQ) + Tr(R¯T dR), (2)
which is an identity we use repeatedly throughout the rest of the article.
The two-step backprop approach we repeatedly use in subsequent sections can be summarized as:
1. Derive formulas for the variations ofQ andR (orL,Q), denoted dQ and dR, respectively,
as a function of dA.
2. Using the variations derived in step one, and the trace identity in Equation 2, identify the
gradient matrix, denoted A¯.
3
2.3 A Collection of Useful Matrix Results
Before proceeding to the QR and LQ matrix backprop derivations, it is useful to review a few matrix
definitions and properties with proofs in any standard matrix algebra text such as [11].
Definition 2.1. IfA is a square matrix, let sym(A) = A+A
T
2
denote a symmetric matrix.
Definition 2.2. If a matrixX satisfies X = −XT , thenX is called a skew-symmetric matrix.
Some useful properties of the trace operator:
1. Tr(ABC) = Tr(CAB) = Tr(BCA), Invariance to Cyclic Permutations (ICP).
2. Tr(A) = Tr(AT ) Invariance to Transpose (IT).
3. From [12], for a square matrix M , Tr(MT sym(E ◦ C)) = Tr(sym(M ◦ E)C), com-
mutativity of products and symmetry (CPS).
Useful properties of matrices:
1. From [12], if A is a lower (upper) triangular matrix (all the elements above the main diag-
onal are zero), write A = sym(A) ◦E, (A = sym(A) ◦ET ) where the masking matrix
E is defined as
eij =


0, i < j
1, i = j
2, i > j
2. From [12], write copyltu(A) = sym(M ◦ E) (copy lower to upper) for a square matrix
A.
We will use these properties repeatedly in derivations in the sequel.
3 QR and LQ Backpropagation Algorithms
In this section we derive formulae for the gradient of A from the gradients of Q and R (or L and
Q in the LQ decomposition) through matrix backprop. The matrix backprop algorithm takes as
input the output of the forward pass of the decomposition (Q, R or L, Q), in some cases the initial
input matrix A (used in the partitioning trick), and the upstream gradients of Q¯, R¯ (or L¯, Q¯ in
the LQ decomposition). We treat separately the QR decomposition backprop for deep (and square)
matrices, the QR backprop for wide matrices, LQ backprop for wide (and square) matrices and
finally LQ backprop for deep matrices. The derivation differs depending on the input matrix order
(shape). As stated earlier, we assume rank k of the input matrix.
Note that in all the derivations the forward implementation of the QR (or LQ) decompositionwithout
pivoting is assumed. If the reduced pivoted decomposition is performed for input matrix A of full-
rank k = min{m,n}, thenAP = QR, where P is a permutation matrix such thatQ forms a basis
for the first k columns in AP , and R has the main diagonal elements in non-increasing order. In
this case, another node is assumed to be included in the computational graph such that AP = B
and then B = QR. To get the gradient of A on the backward pass, the derivations in the sequel
are employed to get the gradient of matrixB. Then, using the reverse mode auto-diff fundamentals
in [5], A¯ = B¯P . Note that the permutation matrix P does not receive a gradient from upstream
computations.
The proceeding sections stand alone and can be independently consulted if the reader is interested
in only one of the matrix orders or techniques presented.
3.1 QR Backpropagation: Square and Deep Matrices
In the forward pass, the QR decomposition of the input matrix A is obtained as described in Section
2. On the backward pass the gradient is obtained using the two matrix backprop steps. A key
assumption in the derivation for square and deep input matrix A is that the matrix R is full rank.
That R has full rank is a consequence of the assumption rank(A) = min(m,n), an assumption
implicit as well in the derivations in [12] for the wide input LQ decomposition gradient derivation.
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Proposition 1. LetA = QR be the QR decomposition of a square or a deep matrixA, A ∈ Rm,n,
with m ≥ n, such that Q ∈ Rm,n and R ∈ Rn,n, with R an upper triangular matrix and Q
orthogonal with QTQ = Im.
Then in the reverse mode auto-diff,
A¯ =
[
Q¯+Qcopyltu(M)
]
R−T , (3)
whereM = RR¯T − Q¯TQ.
Proof. We apply the two step process described in Section 2.2. The proof is similar to the LQ
decomposition auto-diff technique in [12] for wide matrices. The LQ decomposition of a wide
matrix parallels the QR decomposition of its transpose (a deep matrix).
BP Step 1: Variations Calculate the variations dQ and dR for a given variation dA.
Lemma 1. For a deep matrix A with QR decompositionA = QR, the variations of Q and R for a
given variation dA ofA, dQ and dR respectively, are
dQ = (dA−QdR)R−1
dR = (sym(C) ◦ET )R
with C = QTdAR−1.
The proof of Lemma 1 is left to the Appendix.
BP Step 2: Partial Derivatives In the second step of the process for matrix backprop laid out in
Section 2.2 one obtains partial derivatives using the variations from step one and the trace identity
Tr(A¯T dA) = Tr(Q¯TdQ) + Tr(R¯T dR) (4)
The goal is to express dQ and dR variations on the r.h.s. of the trace identity as a function of dA
and then identify the coefficients of dA. First, replace the dQ expression in Lemma 1 on the r.h.s.
to get
Tr(Q¯T dQ) + Tr(R¯T dR) = Tr(Q¯T (dA−QdR)R−1) + Tr(R¯T dR).
Next replace dR from Lemma 1, use the ICP property of trace, and arrange the terms to isolate dA.
Considering the non dA terms only,
Tr((R¯T −R−1Q¯TQ)(sym(C) ◦ET )R) = Tr(M(sym(C) ◦ET )), (5)
where we define M = RR¯T − Q¯TQ. Next use the definition of C from Lemma 1, as well as the
ICP property from Section 2.3 to simplify the trace to
Tr(M(sym(C) ◦ET )) = Tr((sym(MT ) ◦ET )C)
= Tr((sym(MT ) ◦ET )QT dAR−1)
= Tr(R−1(sym(MT ) ◦ET )QT dA).
Returning to the r.h.s. expression in Equation 4, containing both terms, we use ICP and IT to get
Tr(R−1Q¯TdA)+Tr(R−1(sym(MT )◦ET )QT dA) = Tr((Q¯+Q(sym(M)◦E)R−T )TdA).
(6)
The matrix that left multiplies dA in Equation 4 is A¯T , and Equation 6 identifies
A¯ =
[
Q¯+Qcopyltu(M)
]
R−T . (7)
Note that the expression derived in Proposition 1 is equivalent to the result in [16]. In [16], the QR
gradient for deep or square input matricesA is given in their Equation 42,
A¯ = Q(R¯ + PL ◦ (RR¯
T − R¯RT +QT Q¯− Q¯TQ)R−T ) + (Q¯−QQT Q¯)R−T . (8)
Equation 8 (their Equation 42) simplifies to our Equation 3. The matrix PL = (i > j) in 8 is a
strictly lower tridiagonal matrix with all ones below the diagonal and zeroes along and above the
main diagonal. The equivalence of Equation 3 and Equation 8 is proved in Appendix 5.2.
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3.2 QR Backpropagation: Wide Matrices
As in the previous section, we assume that the reduced mode QR decomposition is performed on
the forward pass as described in Section 2.1. On the backward pass, the gradient derivations for
the wide case are complicated by the fact that R is no longer square and full rank. We employ a
partitioning trick. Let A = QR be the QR decomposition of a wide matrix A, with A ∈ Rm,n,
and Q ∈ Rm,m a square orthogonal matrix, R ∈ Rm,n an upper triangular matrix, and m < n.
Throughout this article matrixA is assumed to be full rank k = min(m,n). In the wide input case,
a further assumption is that the first k columns of A form a square full rank matrix. This is a strong
assumption, generally met for random matrices. A pivoted QR decomposition, where AP = QR,
can assure that the assumption is met. However the pivoted forward implementation is not available
in the popular deep learning framework at the time of this writing.
Proposition 2.
On the backward pass let us assume that the input matrices A, R and R¯ are partitioned as A =
[X|Y ], R = [U |V ] and R¯ =
[
U¯ |V¯
]
respectively with X,R, R¯ ∈ Rm,m, and Y ,V , V¯ ∈
R
m,n−m. Then A¯ =
[
X¯|Y¯
]
, where
X¯ = [Q¯prime +Qcopyltu(M)]U
−T , and (9)
Y¯ = QV¯ , (10)
with Q¯prime = Q¯+ Y V¯
T , andM = UU¯T − Q¯TprimeQ.
Proof.
We follow the general process backprop outlined in Section 2.2 and employ the partitioning trick.
For wideA, Q is square, orthogonal, and full rank and the columns of Q form an orthogonal basis
for the first m columns of A. We can formulate the QR decomposition as a multi-step sequential
calculation which facilitates the gradient computation. The chain of operations is:
1. PartitionA = [X|Y ], with X a square matrix of full rankm.
2. Calculate the QR decomposition of X , X = QU . TheQ from the QR decomposition of
X is the sameQ in the QR decomposition ofA produced on the forward pass. The matrix
U is square and full-rank.
3. Transform the remaining n−m columns ofA, the Y partition, to get V = QTY .
4. The reverse mode auto-diff employs this sequence in reverse order to get the partitioned
[X¯|Y¯ ] gradient. Then the full A¯ gradient is obtained by a simple concatenation node in
the computational graph.
The reader may find Figure 2 instructive to study for the backprop computations with a partitioning
trick. Next we apply the chain rule and the two-step backprop algorithm to obtain A¯.
BP Step 1: Variations First calculate the variations of Q and R, dQ and dR, for a given variation
dA ofA.
Lemma 2. The variations ofA andR are partitioned dA = [dX|dY ] and dR = [dU |dV ]. Then
dQ = (dX −QdU)U−1 (11)
dV = QT (dY − dQV ) (12)
dU = (sym(C) ◦ET )U , (13)
with C = QTdXU−1 andQTdQ is skew-symmetric.
Proof. The proof of Lemma 2 is left to the appendix.
BP Step 2: Partial DerivativesOn the second step of the matrix backprop process we derive [X¯ |Y¯ ]
and consequently A¯. We begin by using the partitioned form to rewrite Equation 4,
Tr(X¯T dX) + Tr(Y¯ T dY ) = Tr(Q¯TdQ) + Tr(U¯T dU) + Tr(V¯ T dV ). (14)
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Figure 2: A graphical depiction of the QR auto-diff computation. Forward pass results are indicated
with solid arrows and back-prop calculations depicted with dashed arrows. Note that the partitioning
is only employed as a device on the backward pass. The matrices inside the nodes are the forward
pass matrix decomposition values while the matrices with overbars are the gradient matrices. In
the backward pass we employ the split and concatenate operations: A = [X|Y ], R = [U |V ],
R¯ = [U¯ |V¯ ] to finally obtain A¯ = [X¯|Y¯ ].
Replace the variations dQ, dU and dV in the r.h.s. of Equation 14 with their expressions as func-
tions of the dX , and dY from Lemma 2. Now both the l.h.s. and r.h.s. are functions of only dX
and dY and are orthogonal to each other due to the nature of the partitioning. Matching the pre-
multiplying matrices from the l.h.s. and r.h.s. of Equation 14 we identify the gradients X¯ and Y¯ .
Focusing on the r.h.s.of Equation 14, first replace dV from Lemma 2 to get
Tr(Q¯T dQ) + Tr(U¯T dU) − Tr(V¯ TQTdQV ) + Tr(V¯ TQTdY ).
We identify the transpose of the dY coefficient in Equation 14 as Y¯ = QV¯ . Now that we have
identified the gradient Y¯ , we omit the corresponding terms from both the l.h.s. and r.h.s. of Equation
14 and focus on identifying dX¯ . We have
Tr(X¯TdX) = Tr(Q¯TdQ) + Tr(U¯T dU) − Tr(V¯ TQT dQV ).
The last trace can be simplified by replacing QT dQ, using skew-symmetry and V = QTY from
the partitioning argument, and the orthogonality ofQ to get
Tr(V¯ TQTdQV ) = −Tr(V¯ T (dQTQ)V )
= −Tr(V¯ T ((dQTQ)(QTY ))
= −Tr(V¯ T dQTY ).
Further use the ICP and the IT property from Section 2.3 to write
Tr(V¯ TdQTY ) = Tr(Y V¯ TdQT ) = Tr(V¯ Y TdQ).
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With this result simplify the r.h.s. of Equation 14,
Tr(Q¯TdQ) + Tr(U¯T dU) + Tr(V¯ Y TdQ) = Tr((Q¯T + V¯ Y T )dQ) + Tr(U¯T dU) (15)
= Tr(Q¯TprimedQ) + Tr(U¯
T dU), (16)
where we use the notation Q¯prime ≡ Q¯ + Y V¯
T . The rest of the argument for the dX term is
similar to the argument in Section 3.1 sinceX andU are square. Next, we follow the same process
as in the proof of Proposition 1, with X in place of A, U in place of R and Q¯prime in place
of Q¯. We use Q¯prime instead of simply Q¯ since Q is used in multiple node computations in the
computational graph showed in Figure 2. Consequently, using the result in Section 3.1, we get
X¯ = (Q¯prime+Qcopyltu(M))U
−T , withM = UU¯T − Q¯TprimeQ. Now that we have identified
both X¯ and Y¯ , we concatenate them to obtain A¯
A¯ =
[
(Q¯prime +Qcopyltu(M))U
−T |QV¯
]
,
as proposed. Notice that the calculation of X¯ in the wide case employs the techniques in Section
3.1 hence either Equation 3 or the equivalent Equation 8 can be employed. In Appendix 5.2 we
prove that Equation 3 and Equation 8 are equivalent. Where possible we prefer to use Equation 3
for computational efficiency considerations.
The connection to the square case simplifies software implementations considerably. Althoughmem-
ory is re-used as much as possible for efficiency, additional memory must still be allocated for in-
termediary results. In the MXNet software implementation (C++) Equation 3 is implemented as a
helper and then used directly to either obtain A¯ directly when A is square or deep, or to obtain X¯
when A is deep. TensorFlow had already implemented a QR backward method decomposition for
square and deep input matrices (Python) and the Equation 8 was used. We implemented Equation
8 as a helper and calculated X¯ directly using the helper function. However, Equation 3 has a more
computationally efficient implementation and should be preferred when possible. After obtaining
X¯ and Y¯ we re-assemble the gradient A¯ via matrix concatenation. Numerical tests to test the cor-
rectness of the gradient via central differences were implemented as part of the typical test driven
development approach. These tests can be referred to in the backend of the aforementioned deep
learning frameworks on Github.
3.3 LQ Backpropagation: Square, Wide and Deep
In [12], the reverse mode auto-diff for the LQ decomposition is derived for square and wide matrices,
A ∈ Rm,n, m ≤ n, as:
A¯ = L−T
[
Q¯+ copyltu(M)Q
]
, (17)
where M = LT L¯ − Q¯QT . A key assumption in the proof is that L is full rank. For the deep
case, the reverse mode AD derivation is stymied by the shapes of L andQ and by the fact that L is
not full rank. We again employ the partitioning trick to get the LQ decomposition gradient for deep
input matrices. To the best of our knowledge this result is novel.
Proposition 3
Let A = LQ be the LQ decomposition of a deep matrix A, with A ∈ Rm,n, Q ∈ Rn,n a square
orthogonal matrix, L ∈ Rm,n a lower triangular matrix, and m > n, with the top n rows of A
forming a square full-rank matrix. In the reverse mode auto-diff A, L and L¯ are partitioned into
A =
[
X
Y
]
, L =
[
U
V
]
, and L¯ =
[
U¯
V¯
]
, respectively with X,U , U¯ ∈ Rn,n, Y ,V , V¯ ∈ Rm−n,n.
Then we calculate A¯ as the concatenation of X¯ and Y¯ along the row axis with X¯ = U−T [Q¯prime+
copyltu(M)Q] and Y¯ = V¯ Q, withM = UT U¯ − Q¯primeQ
T , and Q¯prime = Q¯+ V¯
TY .
The proof of Proposition 3 parallels the proof of Proposition 2 and is left to the Appendix. The
LQ decomposition and its gradient can be obtained using the TensorFlow based code in this Github
repository.
4 Final Notes
In this article we presented the reverse mode automatic differentiation algorithms for QR and LQ
decompositions that can be used in matrix backprop derivations for any full-rank matrix orders.
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As a result of this work the QR decomposition (forward and backward, for all input shapes) was
implemented in MXNet [3]. In TensorFlow Core [1] and PyTorch [10] the gradient for wide inputs
was implemented. All frameworks support CPU and GPU implementations. In these frameworks
the QR decomposition can be applied in batches and performed on the last two dimensions of larger
tensors. The software implementation of the methods across the popular deep learning frameworks
allows researchers and engineers to use the differentiable QR across common frameworks. We hope
this article allows the practitioner to understand the derivations of the implemented routines.
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5 Appendix
5.1 Lemma 1.
For a deep matrix with QR decompositionA = QR, the variations ofQ andR for a given variation
dA ofA, denoted dQ and dR respectively, are
dQ = (dA−QdR)R−1
dR = (sym(C) ◦ET )R,
(18)
with C = QTdAR−1.
Proof First calculate the variations ofQ andR, where the following hold:
• R and dR are square, upper triangular and full rank.
• Q is orthogonal with QTQ = I and hence (after taking the first variation)
dQTQ+QTdQ = 0 (19)
soQT dQ is skew-symmetric withQTdQ = −dQTQ.
Take the first variation of the QR decompositionA = QR
dA = dQR+QdR.
Right multiply byR−1 to get
dQ = (dA−QdR)R−1. (20)
Next, find an expression for dR. First left-multiply Equation 20 byQT to get
QT dQ = QT (dA−QdR)R−1 .
NowQTdQ is skew-symmetric, so the r.h.s. is also skew-symmetric, and
QT (dA −QdR)R−1 = −R−T (dA−QdR)TQ
which simplifies to
QT dAR−1 + (QT dAR−1)T = dRR−1 + (dRR−1)
T
.
Consequently, with some left to right algebraic manipulations,
sym(C) = sym(dRR−1), (21)
with C = QTdAR−1. In Equation 21, dRR−1 is upper triangular so we express dR, using the
notation of Lemma 1, as dR = (sym(C) ◦ET )R.
5.2 Equivalence of Equation 3 in Proposition 1 and Equation 8 in Section 3.1
In Section 3.1 we derived the gradient for the QR decomposition of square and deep input matrices
and noted that the resulting formula is equivalent to the one given in 8, albeit more compact and
computationally efficient. We prove the equivalence next.
Proof
We need to prove that Equation 8,
A¯ = Q(R¯ + PL ◦ (RR¯
T − R¯RT +QT Q¯− Q¯TQ)R−T ) + (Q¯−QQT Q¯)R−T ,
with PL = (i > j), a strictly lower tridiagonal matrix with all ones below the diagonal and zeroes
along and above the main diagonal, simplifies to Equation 3,
A¯ =
[
Q¯+Qcopyltu(M)
]
R−T ,
whereM = RR¯T − Q¯TQ.
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First, in Equation 8, we rearrange and simplify the innermost parenthesis as
= RR¯T − R¯RT +QT Q¯− Q¯TQ
= (RR¯T − Q¯TQ)− (R¯RT −QT Q¯)
= M −MT .
Now we can re-write Equation 8 as
A¯ = Q(R¯RT + PL ◦ (M −M
T )R−T ) + (Q¯−QQT Q¯)R−T .
Next we factor outR−T
A¯ = [Q(R¯RT + PL ◦ (M −M
T )) + Q¯−QQT Q¯]R−T .
Then we re-arrange terms and factor outQ
A¯ = [Q¯+Q(PL ◦ (M −M
T ) + R¯RT −QT Q¯)]R−T .
We now identify matrixMT and rewrite
A¯ =
[
Q¯+Q(PL ◦ (M −M
T ) +MT )
]
R−T .
Note thatE = 2PL − I by definition, so one can write PL = 0.5(E + I) and
A¯ =
[
Q¯+Q
(
0.5(E + I) ◦M − 0.5(E + I) ◦MT +MT
)]
R−T
=
[
Q¯+Q
(
0.5E ◦M + 0.5E ◦MT
)]
R−T
=
[
Q¯+Q(E ◦ sym(M))
]
R−T
=
[
Q¯+Qcopyltu(M)
]
R−T ,
which proves the equivalence of Equation 3 and 8.
5.3 Lemma 2.
When A is wide, full rank, and with the first k columns forming a square full rank matrix, the
variations of A and R can be partitioned similarly to A and R as dA = [dX|dY ] and dR =
[dU |dV ] with corresponding orders such that
dQ = (dX −QdU)U−1 ,
dV = QT (dY − dQV ),
dU = (sym(C) ◦ET )U ,
with C = QTdXU−1.
Proof. We want to calculate the variations dQ and [dU |dV ] for given [dX|dY ], where
• dR and dU are upper triangular matrices.
• Q is orthogonal with
dQTQ+QT dQ = 0. (22)
The exposition is continued using partitioned matrices. Taking the first variation of the QR decom-
position ofX , we have
dX = dQU +QdU .
Then right multiply byU−1 to get
dQ = (dX −QdU)U−1 . (23)
Similarly take the first variation of Y = QV in Equation 9 to get dY = QdV + dQV and then
dV = QT (dY −dQV ). Next, we use Equation 23 to find an expression for dU . First left-multiply
byQT to get
QTdQ = QT (dX −QdU)U−1.
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Now the l.h.s. is skew-symmetric, so the r.h.s. is also skew-symmetric, with
QT (dX −QdU)U−1 = −U−T (dX −QdU)TQ,
which simplifies to
QTdXU−1 + (QT dXU−1)T = dUU−1 + (dUU−1)
T
.
Then write
sym(dUU−1) = sym(C),
withC = QTdXU−1.Matrix dUU−1 is upper triangular so we express dU , using the notation in
Lemma 2,
dU = (sym(C) ◦ET )U .
6 Proposition 3. LQ BP For Deep Input Matrices
Proof. The proof follows closely the proof of Proposition 2.
If A is deep, of rank k, with the top k rows forming a square full-rank matrix, and partitioned as
illustrated in Section 3.3, Proposition 3, then
X = UQ (24)
is the LQ decomposition ofX , withQ andU square, full-rank invertible matrices. Then Y = V Q.
Hence we can apply the chain rule and the two step matrix backprop to obtain A¯.
BP Step 1: Variations First calculate the variations of L and Q, dQ and dL for a given variation
dA ofA. The variations ofA andL can also be partitioned as dA = [dX|dY ] and dL = [dU |dV ]
with corresponding orders such that
dQ = U−1(dX − dUQ)
dV = (dY − V dQ)QT .
dU = U(sym(C) ◦E).
with C = U−1dXQT .
Proof. We want to calculate the variations dQ and [dU , and dV ] for given [dX and dY ], where
• dL and dU are lower triangular matrices.
• Q is orthogonal with
dQQT +QdQT = 0 (25)
Taking the first variation of the LQ decomposition ofX , we have
dX = dUQ +UdQ. (26)
Then left multiply by U−1 to get
dQ = U−1(dX − dUQ)
Similarly take the first variation of Y = V Q to get dY = dV Q + V dQ and then dV = (dY −
V dQ)QT . Next, find an expression for dU . First right-multiply byQT in Equation 26 to get
dQQT = U−1(dX −QdU)QT .
The l.h.s. is skew-symmetric, so the r.h.s. is also skew-symmetric, and we can write
U−1dXQT + (U−1dXQT )T = U−1dU + (U−1dU)
T
.
Then
sym(U−1dU) = sym(C),
with C = U−1dXQT .Matrix U−1dU is lower triangular so we can express dU
dU = U(sym(C) ◦E).
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BP Step 2: Partial DerivativesWe proceed to the second step of the process for matrix backprop
process to get A¯. We use the trace identity Tr(A¯T dA) = Tr(L¯TdL) + Tr(Q¯T dQ). Replace
the partitioned matrices and the calculated variations dQ, dU and dV and get the l.h.s. and r.h.s.
coefficients of dX and dY to find X¯ and Y¯ .
First replace dV to get
Tr(Q¯T dQ) + Tr(U¯T dU) − Tr(V¯ TV dQQT ) + Tr(V¯ T dY QT ).
Identify the dY coefficient and get Y¯ = V¯ Q. Next identify dX¯ . We have
Tr(X¯TdX) = Tr(Q¯TdQ) + Tr(U¯T dU) − Tr(V¯ TV dQQT ).
The last trace can be simplified by replacing dQQT , using skew-symmetry and V = Y QT from
the partitioning argument, the orthogonality ofQ, and ICP and IT properties to get
Tr(V¯ TV dQQT ) = −Tr(V¯ TY QTQd(QT ))
= −Tr(Y T V¯ dQ).
With this result simplify the r.h.s. of the trace equality
Tr(Q¯T dQ) + Tr(U¯T dU) + Tr(Y T V¯ dQ)
= Tr(Q¯TprimedQ) + Tr(U¯
T dU).
Since X , U are square, the rest of the argument for the dX term is the argument for LQ de-
composition gradient with square input and we get X¯ = U−T [Q¯prime + copyltu(M)Q], with
M = UT U¯ − Q¯primeQ
T , and Q¯prime = Q¯+ V¯
TY as proposed.
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