In this paper we prove some local (in time) wellposedness results for nonlinear Schrödinger equations
Introduction and main results
The first local (in time) wellposedness results below L 2 for the initial value problem for nonlinear Schrödinger equations (NLS) u t − i∆u = N (u, u), u(0) = u 0 were published in 1996 by Kenig, Ponce and Vega in [KPV96] . (Here the initial value u 0 is assumed to belong to some Sobolev space H (see [T00] , section 11). So concerning the quadratic nonlinearities in the nonperiodic setting the question is meanwhile completely answered.
In this paper the remaining cases are considered, we obtain positive results for the following nonlinearities and data: . To obtain our results, we use the Fourier restriction norm method as it was introduced in [B93] and further developed in [KPV96] and [GTV97] . (In order to concentrate on the crucial multilinear estimates we shall assume this method to be known, for an instructive description thereof we refer to [G96] .) In particular, we will use the function spaces X 
Here F denotes the Fourier transform in space and time, µ is the Lebesgue measure on R n in the nonperiodic respectively the counting measure on Z n in the periodic case, and we use the notation < x >= (1+|x| 2 ) and
and
Then there exist b >
This solution satisfies
u ∈ C 0 ([−T, T ], H s x ) and for any T ′ < T the mapping f : H s x −→X + s,b ([−T ′ , T ′ ]) , u 0 → u (Data upon solution)
is locally Lipschitz continuous.
For the corresponding trilinear estimates see Theorems 4.3 and 4.4 (and the remark below) in section 4. We must leave open the question, whether or not the bound on s in the above Theorem can be lowered down to − 1 2 , which is the scaling exponent in this case. This question is closely related to the problem concerning certain trilinear refinements of Strichartz' estimate posed in section 3. and 
This solution satisfies
. This is essentially Prop. 2.36 in [B93] . For a proof in the form given here, see [Gr00] , Lemma 2.2. 
Proof: This follows by interpolation between the above lemma and the Sobolev embedding theorem in the time variable. 
.
ii) Let n = 3. Then for all s > 
. This is essentially the two-respectively the threedimensional case of Prop. 3.6 in [B93] , see also [Gr00] , Lemma 2.3. 
Proof: This follows by interpolation between part ii) of the above lemma and the embedding X
the estimates stated in this subsection hold for X 
The onedimensional nonperiodic case
, provided
Proof: We start from the following estimate due to Bekiranov, Ogawa and Ponce
(see [BOP98] , Lemma 3.2). Combined with
which follows from Strichartz' estimate, this gives
On the other hand, by Hölder and again by Strichartz' estimate we have
Now, by interpolation between (1) and (2), we obtain part i). To see part ii), we interpolate (1) with
x )-Strichartz-estimate. Next we dualize part i) to obtain part iii) for σ = 0. For σ < 0, because of < ξ 1 >≤ c < ξ >< ξ 2 >, we then have
1 2 In order to formulate and prove an analogue for Lemma 2.3 in the case of two unbared factors, we introduce some bilinear pseudodifferential operators:
1 Here and in the sequel J σ (I σ ) denotes the Bessel (Riesz) potential of order −σ. 
If the expression |ξ 1 − ξ 2 | s in the integral is replaced by < ξ 1 − ξ 2 > s , the corresponding operator will be called J 
Remark (simple properties) :
i) For functions u, v depending on space-and time-variables we have
and similar Integrals for the other operators.
), since we can exchange ξ 1 and ξ 2 in the corresponding integral, while in general we will have I
iii) Fixing u and s we define the linear operators M and N by
Then it is easily checked that M and N are formally adjoint with respect to the inner product on L 2 xt . Now we have the following bilinear Strichartz-type estimate:
Lemma 2.4
Proof: We will write for shortû instead of F x u and * dξ 1 for ξ1+ξ2=ξ dξ 1 . Then, using Fourier-Plancherel in the space variable we obtain:
, where the sum is taken over all simple zeros of g, in our case:
with the zeros x 1 = ξ 1 and
. Then the following estimates hold true:
Remark : In i) we may replace J
Proof: Arguing as in the proof of Lemma 2.3 in [GTV97] , we obtain from the above Lemma
Combining this with
we obtain i) for s = 1 2 and s = 0. To see i) for 0 < s <
where
Notice that, by the preceding, (3) is already known in the limiting cases (s, b) = (0,
Finally, ii) follows from i) by duality (cf. part iii) of the remark on simple properties of J 
The exponent in the onedimensional Strichartz estimate is 6, so the question for trilinear refinements of this estimate comes up naturally. In this section we shall give a partial answer to this question, starting with the following fairly easy application of Kato's smoothing effect:
Proof: For s = 0 this follows from standard Strichartz' estimate, for s = 1 4 we argue as follows: Interpolation between the L 6 -estimate and the Kato smoothing effect e
On the other hand by Thm. 2.5 in [KPV91] we get
Using the projections p and P defined by p = F −1 χ {|ξ|≤1} F and P = Id − p, we now have
For N 2 we use (4) and (5) to obtain
Now, using Hölder and standard Strichartz again, from this we obtain the claim for s = 
any factor u i may be replaced by u i . This gives i). From this we obtain ii) by duality. Writing < ξ >≤< ξ 1 > + < ξ 2 > + < ξ 3 > and applying i) twice (plus standard Strichartz), part iii) can be seen. Dualizing again, part iv) follows.
2
In some cases, using the bilinear estimates of the previous section, we can prove better L 
the following is valid:
Remark : Using multilinear interpolation (Thm. 4.4.1 in [BL] ) we obtain
, s 1,2,3 ≤ 0 and s 1 + s 2 + s 3 = s. Moreover, we may replace u 1 u 2 u 3 on the left hand side by u 1 u 2 u 3 . Proof: First we show i) for s > 0. From < ξ >≤ c(< ξ 1 + ξ 2 > + < ξ 3 >) it follows that
Using the standard L 6 xt -Strichartz-estimate we see that N 2 is bounded by the right hand side of i). For N 1 we have with s = 1 p ,
by Lemma 2.3, i), and the Sobolev embedding in the time variable. Next we consider i) for s < 0. Writing < ξ 3 >≤ c(< ξ > + < ξ 1 + ξ 2 >), we obtain 
, 
(by standard Strichartz) and
. By symmetry between u 1 and u 3 it is now sufficient to estimate N 2 : Using the embedding
q , Hölder's inequality and the embedding H 
Remark : Again we may use multilinear interpolation to get
, s 1,2,3 ≤ 0 and s 1 + s 2 + s 3 = s. The same holds true with u 1 u 2 u 3 replaced by u 1 u 2 u 3 .
Proof: It is easily checked that for ρ, λ ≥ 0 the inequality
is valid, if ξ = ξ 1 + ξ 2 + ξ 3 . Choosing ρ = −s and λ = s + 1 2 it follows, that
The second factor is bounded by c u 3 X + 0,b
. For the first factor we observe that L 2 ⊂ H −λ,p , so it can be estimated by
where in the last step we have used Corollary 2.3, i). 2
4 Estimates on quadratic and cubic nonlinearities 
holds true.
there is the inequality
where in A i we have
In the sequel we shall make repeated use of this convention.
for some ǫ > 0. From this we conclude that
and, for 1 ≤ j ≤ m,
To estimate I 0 we use Hölders inequality and Lemma 2.1 respectively 2.2:
To estimate I j , 1 ≤ j ≤ m, we define p = 2m and p ′ by
Then we use the dual versions of Lemma 2.1 respectively 2.2, Hölders inequality and the Lemmas themselves to obtain:
Remark : The above theorem with n = m = 2 can be inserted into the proof of Theorem 2.5 in [St97] , thus showing that the statement of that theorem also holds in the periodic case. So we can answer this question left open in [St97] affirmatively (cf. the remark on top of p. 81 in [St97] ). Moreover it is a straightforward application of Sobolev's embedding theorem, to prove the complementary estimate
m ≥ 2 arbitrary. (Observe that Thm. 4.1 holds with s = 0 on the left hand side.) So we obtain the bound
whenever u is a global solution of
(l ∈ N) and u(t) H 1 x (T 2 ) is controlled by the conserved energy. 
By the expressions < τ + |ξ| 2 > and < τ i − |ξ i | 2 >, i = 1, 2, the quantity < ξ > 2 + < ξ 1 > 2 + < ξ 2 > 2 can be controlled. So we split the domain of integration into A 0 + A 1 + A 2 , where in A 0 we have < τ + |ξ| 2 >= max (< τ + |ξ| 2 >, < τ 1,2 − |ξ 1,2 | 2 >) and in A j , j = 1, 2, it should hold that < τ j − |ξ j | 2 >= max (< τ + |ξ| 2 >, < τ 1,2 − |ξ 1,2 | 2 >). First we consider the region A 0 : Here we use that for ǫ > 0 sufficiently small
This gives the upper bound
. Now, using the embedding L 
. Now, by symmetry, it only remains to show the estimate for the region A 1 : Here we use
to obtain the upper bound
. Now we use the dual form of Lemma 2.2, ii), Hölder's inequality and the Lemma itself to obtain
2 Remark : In the nonperiodic case we can combine the argument given above with the L 
holds in the periodic case. This, of course, could be used to lower the bound on s in the above theorem down to − 1 2 + ǫ.
Before we turn to the cubic nonlinearities in the continuous case, let us briefly discuss some counterexamples concerning the periodic case: The examples given by Kenig, Ponce and Vega connected with the onedimensional periodic case (see the proof of Thm 1.10, parts (ii) and (iii) in [KPV96] ) show that the estimate
fails for all s < 0, b, b ′ ∈ R, and that the estimate
From this we can conclude by the method of descent, that these estimates also fail in higher dimensions. So our estimate on u 1 u 2 is sharp (up to the endpoint), while in three dimensions the estimate might be improved (as indicated above), and for u 1 u 2 no results with s < 0 can be achieved by the method. For the bilinear form B(u 1 , u 2 ) = u 1 u 2 in the two-and threedimensional periodic setting we have the following counterexample exhibiting a significant difference between the periodic and nonperiodic case (cf. the results in [CDKS01] and [T00] 
Proof: The above estimate implies
Choosing two orthonormal vectors e 1 and e 2 in R d and defining for n ∈ N
where χ is the characteristic function of [−1, 1], we have f
= c and it would follow that
Now a simple computation shows that
which inserted into (7) gives n −s ≤ c. This is a contradiction for all s < 0. 2
The next example shows that our estimate on u 1 u 2 u 3 is essentially sharp:
Example 4.2 In the periodic case in one space dimension the estimate
Proof: From the above estimate we obtain
Then for n ∈ N we define
with χ as in the previous example. Again we have f
Now it can be easily checked that
This leads to n −3s+2b
′ ≤ c respectively to
Consider next the following sequences of functions
Arguing as before we are lead to the restriction − 
Proof: 1. To show (9), we write
For 0 ≤ α, β, γ with α + β + γ = 2 we have the inequality
where in A i the expression
where we have used Lemma 3.3 and the assumption σ ≤ 3s − 2b ′ . Next we estimate N 1 by
By part iv) of Corollary 3.1 this is bounded by
, since 2b ′ − 2s + σ ≤ s. To estimate N k for k = 2, 3 one only has to exchange the indices 1 and k. Now (9) is shown.
2. Now we prove the second estimate: With f i as above we have
Here the quantity, which can be controlled by the expressions < τ +ξ 2 >, < τ i +ξ
So we devide the domain of integration into two parts
Then concerning this region we can argue precisely as in the first part of this proof.
For
From this it follows
2 ) and part i) of Corollary 2.3 this can be estimated by
Theorem 4.4 In the nonperiodic case in one space dimension the estimate
holds, provided − Proof: We write
Then, using the abbreviations σ 0 = τ + ξ 2 , σ 1 = τ 1 + ξ 2 1 and σ 2,3 = τ 2,3 − ξ 2 2,3 , we have
Here the quantity
can be controlled by the expressions < σ i >, 0 ≤ i ≤ 3. Thus we devide the domain of integration into A + A c , where in A it should hold that c.q. ≥ c < ξ 2 >< ξ 3 >.
First we consider the region A c . In this region it holds that 1. < ξ 2 >≤ c < ξ > or < ξ 3 >≤ c < ξ > and 2. < ξ 2,3 >≤ c < ξ 2 ± ξ 3 > or < ξ 2,3 >≤ c < ξ ± ξ 2,3 > .
Writing A c = B 1 + B 2 , where in B 1 we assume < ξ 2 >≤< ξ 3 > and in B 2 , consequently, < ξ 2 >≥< ξ 3 >, it will be sufficient by symmetry to consider the subregion B 1 . Now B 1 is splitted again into B 11 and B 12 , where in B 11 we assume < ξ 2,3 >≤ c < ξ 2 ± ξ 3 > and in B 12 it should hold that < ξ 2,3 >≤ c < ξ ± ξ 2,3 >. Subregion B 11 : Here it holds that < ξ 1 >< ξ 2 >< ξ 3 >≤ c < ξ >< ξ 2 − ξ 3 >< ξ 2 + ξ 3 >, giving the upper bound
where we have used part iii) of Lemma 2.3 (demanding for b
) and part i) of Corollary 2.3.
Subregion B 12 : Here we have < ξ 1 >< ξ 2 >< ξ 3 >≤ c < ξ >< ξ − ξ 3 >< ξ + ξ 3 >, leading to the upper bound
Here we have used part ii) of Corollary 2.3 (leading again to the restriction
) and part i) of Lemma 2.3. By this the discussion for the region A c is completed.
Next we consider the region A = 3 j=0 A j , where in A j the expression < σ j > is assumed to be dominant. By symmetry between the second and third factor (also in the exceptional region A c ) it will be sufficient to show the estimate for the subregions A 0 , A 1 and A 2 . Subregion A 0 : Here we can use < ξ 2 >< ξ 3 >≤ c < σ 0 > to obtain the upper bound
by part ii) of Lemma 3.2, provided s > − 1 2 (in the last step we have also used s ≥ b ′ ).
Subregion A 1 : Here we have < ξ 2 >< ξ 3 >≤ c < σ 1 > and < σ 0 >≤< σ 1 >. Subdevide A 1 again into A 11 and A 12 with < ξ 1 >≤ c < ξ > in A 11 and, consequently, < ξ 1 >≈< ξ 2 + ξ 3 > in A 12 . Then for A 11 we have the upper bound
by Sobolev's embedding theorem (plus duality) in the time variable. Now using Hölder's inequality and the L 4 t (L ∞ x )-Strichartz estimate this can be controlled by
is splitted again into A 121 , where we assume < ξ 2 +ξ 3 >≤ c < ξ 2 −ξ 3 >, implying that also < ξ 1 >≤ c < ξ 2 − ξ 3 >, and A 122 , where < ξ 2 >≈< ξ 3 >. Consider the subregion A 121 first:
, for this region we obtain the upper bound
Next we consider the subregion A 122 , where < ξ 2 >≈< ξ 3 >≥ c < ξ 1 >. Here we get the upper bound
where we have used s ≤ − Subregion A 2 : First we write A 2 = A 21 + A 22 , where in A 21 it should hold that < ξ 1 >≤ c < ξ >. Then this subregion can be treated precisely as the subregion A 11 , leading to the bound s > − 1 2 . For the remaining subregion A 22 it holds that < ξ 2 >< ξ 3 >≤ c < σ 2 > and < ξ 1 >≤ c < ξ 2 + ξ 3 > . Now A 22 is splitted again into A 221 , where we assume < ξ 1 > ≤ c < ξ 2 >, and into A 222 , where we then have < ξ 2 > << < ξ 1 >. The upper bound for A 221 is
Here we have used part i) of Lemma 3.2 (dualized version) and the assumption s ≥ b ′ . For the subregion A 222 the argument is a bit more complicated and it is here, where the strongest restrictions on s occur: Subdevide A 222 again into A 2221 and A 2222 with < ξ 2 > 2 ≤< ξ 1 > in A 2221 . Then in A 2221 it holds that
Then, throwing away the < ξ > s -factor, we obtain the upper bound This gives the upper bound
Now using s ≤ − 1 4 again and part ii) of Corollary 3.1 this can be estimated by 
Proof: Again we write
Now we can use the inequality (6) with m = 4 and the assumption b ′ < 3s 2 − 1 4 to obtain
Next we estimate I 0 using first Sobolev's embedding theorem, then Hölder's inequality, again Sobolev and finally Corollary 2.1. Here ǫ ′ , ǫ ′′ denote suitable small, positive numbers.
To estimate I j , 1 ≤ j ≤ m, we use Sobolev (in both variables) plus duality, Hölder, again Sobolev (in the space variable) and Lemma 2.1. Again we need suitable small, positive numbers ǫ ′ , ǫ ′′ and ǫ ′′′ .
In the periodic case the following examples show, that for all the other quartic nonlinearities (u 4 , u 3 u, ..., uu 3 ) the corresponding estimates fail for all s < 0. The argument is essentially that given in the proof of Thm 1.10 in [KPV96] .
Example 5.1 In the periodic case in one space dimension the estimate
Defining for n ∈ N f (n) 1,2 (ξ, τ ) = δ ξ,2n χ(τ +ξ 2 ), f 
Inserting this into (12) we obtain n −2s ≤ c, which is a contradiction for any s < 0. 2
Remark : Using only the sequences f (n) 1,2,3 from the above proof, the same calculation shows that in the periodic case the estimate Proof: We define
3,4 (ξ, τ ) = δ ξ,0 χ(τ ± ξ 2 ) (+ forũ 3,4 = u 3,4 , − forũ 3,4 = u 3,4 ).
Then the above estimate would imply
Now
which inserted into (13) again leads to n −2s ≤ c. 2
Remark : Using only the sequences f Now we turn to discuss the continuous case, where we can use the bi-and trilinear inequalities of section 2.2 respectively 3 in order to prove the relevant estimates for some s < 0. We start with the following we arrive at
Now an elementary computation gives Proof: 1. We begin with the nonlinearity N (u 1 , u 2 , u 3 , u 4 ) =
