Exact form factors in integrable quantum field theories: the sine-Gordon
  model (II) by Babujian, H. & Karowski, M.
ar
X
iv
:h
ep
-th
/0
10
51
78
v3
  2
2 
O
ct
 2
00
1
Exact form factors in integrable quantum field
theories: the sine-Gordon model (II)
H. Babujian∗† and M. Karowski‡
Institut fu¨r Theoretische Physik
Freie Universita¨t Berlin,
Arnimallee 14, 14195 Berlin, Germany
October 29, 2018
Abstract
A general model independent approach using the ‘off-shell Bethe An-
satz’ is presented to obtain an integral representation of generalized form
factors. The general techniques are applied to the quantum sine-Gordon
model alias the massive Thirring model. Exact expressions of all matrix
elements are obtained for several local operators. In particular soliton
form factors of charge-less operators as for example all higher currents are
investigated. It turns out that the various local operators correspond to
specific scalar functions called p-functions. The identification of the local
operators is performed. In particular the exact results are checked with
Feynman graph expansion and full agreement is found. Furthermore all
eigenvalues of the infinitely many conserved charges are calculated and
the results agree with what is expected from the classical case. Within
the frame work of integrable quantum field theories a general model in-
dependent ‘crossing’ formula is derived. Furthermore the ‘bound state
intertwiners’ are introduced and the bound state form factors are inves-
tigated. The general results are again applied to the sine-Gordon model.
The integrations are performed and in particular for the lowest breathers
a simple formula for generalized form factors is obtained.
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1 Introduction
Form factors for integrable model in 1+1 dimensions were first investigated by
Vergeles and Gryanik [1] for the sinh-Gordon model and by Weisz [2] for the
sine-Gordon model. The ‘form factor program’ was formulated in [3] where the
concept of generalized form factors was introduced. In that article consistency
equations were formulated which are expected to be satisfied by these objects.
Thereafter this approach was developed further and studied in the context of
several explicit models by Smirnov [4] who proposed the form factor equations
(i)− (v) (see below) as extensions of similar formulae in the original article [3].
The formulae were proven in [5]. In the last decade a large number of articles
were published on form factors (see e.g. references in [5]). More recent papers
on solitonic matrix elements in the sine-Gordon model are [6, 7] and for the
SU(2)-Thirring model [8, 9, 10]. Also there is a nice application [11, 12] of form
factors in condensed matter physics. The one dimensional Mott insulators can
be described in terms of the quantum sine-Gordon model.
In the present article the new approach to the ‘form factor program’ pre-
sented in [5] is developed further. It uses the ‘off-shell Bethe Ansatz’ to obtain
an integral representation of generalized form factors. The approach applies
also to general integrable models in 1+1 dimensions where the nested version
[13] of the ‘off-shell Bethe Ansatz has to be used. Applications of the general
case will be published elsewhere [14, 15], here we restrict ourselves essentially
to the simple no-nested version. That means the general techniques are ap-
plied to the quantum sine-Gordon alias massive Thirring model. The article
is a continuation of the previous one [5] where the soliton field (an operator
with nonvanishing charge) has been investigated. Here exact expressions of all
matrix elements are obtained for several charge-less local operators.
We repeat the investigation of the current and the energy momentum tensor
which have been discussed before by Smirnov[4].1 Our main new results are:
1) We propose the form factors of the local operators ψψ(x), ψγ5ψ(x) and of
the infinitely many conserved currents. 2) In order to identify the operators we
perform Feynman graph expansions and compare the results with expansions
of the exact expressions. 3) We calculate all eigenvalues of the infinitely many
conserved charges. 4) Within the frame work of integrable quantum field theo-
ries we derive a general model independent ‘crossing’ formula (correcting for a
sign mistake in a similar formula proposed by Smirnov[4]). 5) We develop the
concept of the ‘bound state intertwiner’ in the context of bound state form fac-
tors and prove several relations. 6) Using these techniques we derive a formula
for breather form factors.
The ‘form factor program’ is part of ‘bootstrap program’ for integrable quan-
tum field theories in 1+1-dimensions. This program classifies integrable quan-
tum field theoretic models and in addition it provides their explicit exact so-
1In this work similar integral representations of form factors were proposed. We have
checked that for small coupling the results for the four-particle matrix element of the current
and the energy momentum tensor agree with ours. We could not prove that both representa-
tions agree in general.
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lutions in term of all Wightman functions. These results are obtained in three
steps:
1. The S-matrix is calculated by means of general properties as unitarity
and crossing, the Yang-Baxter equations (which are a consequence of in-
tegrability) and the additional assumption of ‘maximal analyticity’. This
means that the two-particle S-matrix is an analytic function in the physi-
cal plane (of the Mandelstam variable (p1+p2)
2) and possesses there only
those poles which are of physical origin.
2. Generalized form factors which are matrix elements of local operators
out 〈 p′m, . . . , p′1 |O(x)| p1, . . . , pn 〉in
are calculated using the S-matrix obtained in 1. More precisely, the equa-
tions (i) − (v) given below on page 8 are used as solved. These equa-
tions follow from LSZ-assumptions and again the additional assumption
of ‘maximal analyticity’ (see also [5]).
3. The Wightman functions are obtained by inserting a complete set of in-
termediate states. In particular the two point function for an hermitian
operator O(x) reads
〈 0 |O(x)O(0)| 0 〉 =
∞∑
n=0
1
n!
∫
· · ·
∫
dp1 . . . dpn
(2π)n2ω1 . . . 2ωn
×
∣∣∣〈 0 |O(0)| p1, . . . , pn 〉in∣∣∣2 e−ix∑ pi . (1)
The on-shell program i.e. the exact determination of the scattering matrix
using the Yang-Baxter equation was formulated in [16, 17] (for reviews see also
[18, 19]). Off-shell considerations were carried out in [1, 2] and in [3, 20], where
the concept of a generalized form factor was introduced. The explicit evaluation
of all the integrals and the sum in (1) remains an open challenge. A progress
towards a solution of this problem has recently been achieved by Korepin et al.
[21]. Up to now it has even not been proven that the sum over the intermediate
states converges.2 We expect that our new representations of form factors will
help to solve these problems. The ‘bootstrap program’ does not use classical
Lagrangians and any quantization procedure to construct the quantum models.
We have contact with the classical models only, when at the end we compare
our exact results with Feynman graph expansions which are based on these
Lagrangians.
In the previous paper [5] an integral representation for general soliton matrix
elements of the fundamental fermi-field of the massive Thirring model has been
proposed. In the present paper we generalize this formula and investigate in
particular charge-less local operators. The strategy is as follows:
2However, it is known [22] that the higher particle contributions are very small compared
to the leading ones.
3
For a state of n particles of kind αi with momenta pi = m sinh θi and a local
operator O(x) the generalized form factor is defined by
〈 0 | O(x) |α1(p1), . . . , αn(pn) 〉in = e−ix(p1+···+pn)Oα(θ) , for θ1 > · · · > θn.
where the short notation α = (α1, . . . , αn) and θ = (θ1, . . . , θn) has been used.
We make the Ansatz
Oα(θ) =
∫
Cθ
dz1 · · ·
∫
Cθ
dzm h(θ, z) p
O(θ, z)Ψα(θ, z)
with the Bethe state Ψα(θ, z) defined by eq. (12) and the integration contours
Cθ of figure 1. The scalar function h(θ, z) (see eqs. (14)-(17)) is uniquely deter-
mined by the S-matrix and the ‘p-function’ pO(θ, z) depends on the operator
O(x). By means of the Ansatz we transform the properties (i) − (v) of the
co-vector valued function Oα(θ) to properties (i′) − (v′) of the scalar function
pO(θ, z) which are easily solved. In particular we obtain the p-functions for the
local operators3 N [ψψ] (x), N [ψγ5ψ] (x), the current jµ(x) = N [ψγµψ] (x),
the energy momentum tensor T µν(x) = i2N
[
ψγµ
←→
∂ν ψ
]
(x) − gµνLMT and the
infinitely many higher conserved currents JµL(x)
1) pψψ(θ, z) = Nψψn q−(θ, z)
2) pψγ
5ψ(θ, z) = Nψγ
5ψ
n q+(θ, z)
3) pj
±
(θ, z) = ±N jn
(
n∑
i=1
e∓θi
)−1
q+(θ, z)
4) pT
±±
(θ, z) = NTn
n∑
i=1
e±θi
(
n∑
i=1
e∓θi
)−1
q−(θ, z)
pT
+−
(θ, z) = −NTn q−(θ, z)
5) pJ
±
L (θ, z) = ±NJLn
n∑
i=1
e±θi
m∑
i=1
eLzi , (L = ±1,±3, . . . ) .
(2)
where q±(θ, z) =
n∑
i=1
e−θi
m∑
i=1
ezi ±
n∑
i=1
eθi
m∑
i=1
e−zi .
The identification with the operators is made by comparing the exact results
with Feynman graph expansions. Properties as charge, behavior under Lorentz
transformations etc. will also become obvious.
The article is organized as follows: In section 2 we recall some formulae of
[5] which we need in the following. In section 3 we present a general formula
3The symbol N refers to normal products of local quantum fields. In perturbation theory
they are defined by Zimmerman’s [23] subtraction method, for example.
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for solitonic form factors. In section 4 we discuss several explicit examples and
perform perturbative checks for two- and four-particle form factors. As an ex-
ample we also investigate the asymptotic behavior when one soliton momentum
goes to infinity and compare the result with typical bosonic behavior. Section
5 contains the derivation of a general crossing formula. Again LSZ-assumptions
are used. Also the charges of the infinitely many higher local conservation laws
on all states are calculated. In sections 6 we formulate the ‘bootstrap’ prin-
ciple and introduce the ‘bound state intertwiners’ (see also [24]). Using these
techniques we derive in section 7 from the pure soliton anti-soliton form factors
the mixed breather soliton and the pure breather form factors. Section 8 con-
tains conclusions and an outlook. Several proofs and explicit calculations are
delegated to appendices.
2 Recall of formulae
In this section we recall some formulae which we shall need in the following
sections to present our results. All this material can be found in [5] including
the original references. Coleman [25] had shown that the sine-Gordon and the
massive Thirring model are equivalent on the quantum level. The corresponding
classical models are defined by their Lagrangian’s
LSG = 12∂µϕ∂µϕ+
α
β2
(cosβϕ− 1)
LMT = ψ(iγ∂ −M)ψ − 12g jµjµ ,
(
jµ = ψγµψ
)
. (3)
2.1 The S-matrix
The sine-Gordon model alias massive Thirring model describes the interaction of
several types of particles: solitons, anti-solitons alias fermions and anti-fermions
and a finite number of charge-less breathers, which may be considered as bound
states of solitons and anti-solitons. In this work we will concentrate on states
consisting of solitons and anti-solitons. Integrability of the model implies that
the n-particle S-matrix factorizes into two particle S-matrices. In particular
scattering conserves the number of particles and even their momenta. The two
particle S-matrix contains the following scattering amplitudes: the two-soliton
amplitude a(θ), the forward and backward soliton anti-soliton amplitudes b(θ)
and c(θ):4
b(θ) =
sinh θ/ν
sinh(iπ − θ)/ν a(θ) , c(θ) =
sinh iπ/ν
sinh(iπ − θ)/ν a(θ) ,
a(θ) = exp
∫ ∞
0
dt
t
sinh 12 (1 − ν)t
sinh 12νt cosh
1
2 t
sinh t
θ
iπ
. (4)
4This S-matrix has been obtained first by Zamolodchikov [26] extrapolating a semiclassical
result and by means of the ‘bootstrap program’ using the Yang-Baxter relations in [16].
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The parameter θ is the absolute value of the rapidity difference θ = |θ1 − θ2|
where θi are the rapidities of the particles given by the momenta pi = M sinh θi.
The parameter ν is related to the sine-Gordon and the massive Thirring model
coupling constant by
ν =
β2
8π − β2 =
π
π + 2g
where the second equality is due to Coleman [25].
We list some general properties of the two-particle S-matrix. As usual in
this context we use in the notation
v1...n ∈ V 1...n = V1 ⊗ · · · ⊗ Vn
for a vector in a tensor product space. The vector components are denoted by
vα1...αn . A linear operator connecting two such spaces with matrix elements
A
α′1...α
′
n′
α1...αn is denoted by
A1
′...n′
1...n : V
1...n → V 1′...n′
where we omit the upper indices if they are obvious. All vector spaces Vi are
isomorphic to a space V whose basis vectors label all kinds of particles (here
solitons and anti-solitons, i.e. V ∼= C2). An S-matrix such as Sij acts nontrivial
only on the factors Vi ⊗ Vj .
The physical S-matrix in the formulas above is given for positive values of the
rapidity parameter θ. For later convenience we will also consider an auxiliary
matrix S˙(θ1, θ2) regarded as a function depending on the individual rapidities
of both particles θ1, θ2 or some times also on the difference θ1 − θ2
S˙12(θ1, θ2) = S˙12(θ1 − θ2) =
{
(σS)12(|θ1 − θ2|) for θ1 > θ2
(Sσ)−121 (|θ1 − θ2|) for θ1 < θ2
with σ taking into account the statistics of the particles. It is a diagonal matrix
σ12 with entries −1 if both particles are fermions and +1 otherwise (see [27]).
The matrix S˙(θ1, θ2) is an analytic function in terms of both variables θ1 and
θ2. This follows from unitarity S
†S = 1 and the fact that the physical S-matrix
is the boundary value of a real analytic function S(s + iǫ) as a function of the
Mandelstam variable s = (p1 + p2)
2 such that S†(s+ iǫ) = S(s− iǫ) or
S†(θ) = S−1(θ) = S(−θ) (5)
The auxiliary matrix S˙12 acts on the factors V1 ⊗ V2 and in addition exchanges
these factors, e.g.
S˙12(θ) : V1 ⊗ V2 → V2 ⊗ V1 .
It may be depicted as
S˙12(θ1, θ2) =
 
 
  
❅
❅
❅❅
θ1 θ2
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Here and in the following we associate a rapidity variable θi ∈ C to each space
Vi which is graphically represented by a line labeled by θi or simply by i. In
terms of the auxiliary S-matrix the Yang-Baxter equation has the general form
S˙12(θ12) S˙13(θ13) S˙23(θ23) = S˙23(θ23) S˙13(θ13) S˙12(θ12) (6)
which graphically simply reads
 
 
 
 
 
❅
❅
❅
❅
❅
=
 
 
 
 
 
❅
❅
❅
❅
❅
1
2 3 1 2
3
.
Unitarity and crossing may be written and depicted as
S˙21(θ21)S˙12(θ12) = 1 :
 
 
❅
❅
 
 
❅
❅
=
1 2 1 2
(7)
S˙12(θ1 − θ2) = C22¯ S˙2¯1(θ2 + iπ − θ1)C2¯2 = C11¯ S˙21¯(θ2 − (θ1 − iπ))C1¯1 (8)
 
 
  
❅
❅
❅❅
1 2
=
 
 
  
❆
❆
❆❆
✍
☞
1 2
=
✁
✁
✁✁
❅
❅
❅❅
✎
✌
1 2
where C11¯ and C11¯ are charge conjugation matrices. For the sine-Gordon model
the matrix elements are Cαβ¯ = Cαβ¯ = δαβ where β¯ denotes the anti-particle
of β. We have introduced the graphical rule that a line changing the “time
direction” also interchanges particles and anti-particles and changes the rapidity
as θ → θ ± iπ. We depict this as
Cαβ¯ =
✓✏
θ θ − iπ
α β¯
, Cαβ¯ = ✒✑θ θ + iπ
α β¯
.
Similar crossing relations will be used below to formulate the properties of form
factors.
Finally we note a property of the two-particle S-matrix
S˙δγαβ(0) = −δδαδγβ (9)
which turns out to be true for all examples. This means that S˙ for zero mo-
mentum difference is equal to minus the permutation operator.
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2.2 Form factors
For a state of n particles of kind αi with momenta pi and a local operator O(x)
we define the form factor functions Oα1,...,αn(θ1, . . . , θn) by
〈 0 | O(x) |α1(p1), . . . , αn(pn) 〉in = e−ix(p1+···+pn)Oα(θ) , for θ1 > · · · > θn.
(10)
For all other arrangements of the rapidities the functions Oα(θ) are given by
analytic continuation. Note that in general this analytic continuation does not
provide the physical values of the form factor. These are given for ordered
rapidities as indicated above and for other orders of course by the statistics of
the particles. The Oα(θ) are considered as the components of a co-vector valued
function O1...n(θ) ∈ V1...n =
(
V 1...n
)†
which may be depicted as
O1...n(θ) =
✓
✒
✏
✑O
θ1 θn
. . .
.
Now we formulate the main properties of form factors in terms of the func-
tions O1...n(θ) which follow from general LSZ-assumptions and “maximal ana-
lyticity”. The later condition means that O1...n(θ) is a meromorphic function
with respect to all θ’s and all poles in the ‘physical’ strips 0 < Im θij < π (θij =
θi−θj i < j) are of physical origin, as for example bound state poles as discussed
in section 6.
Properties: The co-vector valued function O1...n(θ) is meromorphic with re-
spect to all variables θ1, . . . , θn and
(i) it satisfies the symmetry property under the permutation of both the
variables θi, θj and the spaces i, j at the same time
O...ij...(. . . , θi, θj , . . . ) = O...ji...(. . . , θj , θi, . . . ) S˙ij(θi − θj)
for all possible arrangements of the θ’s,
(ii) it satisfies the periodicity property under cyclic permutation of the rapid-
ity variables and spaces
O1...n(θ1, θ2, . . . , θn, ) = O2...n1(θ2, . . . , θn, θ1 − 2πi)σO1
(iii) and it has poles determined by one-particle states in each sub-channel. In
particular the function Oα(θ) has a pole at θ12 = iπ such that
Res
θ12=iπ
O1...n(θ1, . . . , θn) = 2iC12O3...n(θ3, . . . , θn) (1− S2n . . . S23)
where C12 is the charge conjugation matrix.
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(iv) If the model also possesses bound states, the function Oα(θ) has additional
poles. If for instance the particles 1 and 2 form a bound state (12), there
is a pole at θ12 = iu
(12)
12 (0 < u
(12)
12 < π) such that
Res
θ12=iu
(12)
12
O12...n(θ1, θ2, . . . , θn) = O(12)...n(θ(12), . . . , θn)
√
2Γ
(12)
12
where the bound state intertwiner Γ
(12)
12 and the relations of the rapidities
θ1, θ2, θ(12) and the fusion angle u
(12)
12 will be discussed in section 6 below.
(v) Since we are dealing with relativistic quantum field theories Lorentz co-
variance in the form
O1...n(θ1 + µ, . . . , θn + µ) = esµO1...n(θ1, . . . , θn)
holds if the local operator transforms as O → esµO where s is the “spin”
of O.
In the formulae (i) the statistics of the particles is taken into account by
S˙ which means that S˙12 = −S12 if both particles are fermions and S˙12 = S12
otherwise. In (ii) the statistics of the operator O is taken into account by
σO1 = −1 if both the operator O and particle 1 are fermionic and σO1 = 1
otherwise.
The properties (i)− (iv) may be depicted as
(i)
✎✍ ☞✌O. . . . . . =
✎✍ ☞✌O
✁
✁
❆
❆. . . . . .
(ii)
✓
✒
✏
✑O
. . .
= ✍✌
✬ ✩✎✍ ☞✌O. . . σO1
(iii)
1
2i
Res
θ12=iπ
✎✍ ☞✌O. . . = ✞☎
✎✍ ☞✌O. . . −
★ ✥
✦✎
✎✍ ☞✌O. . . σO1
(iv)
1√
2
Res
θ12=iu
(12)
12
✎✍ ☞✌O. . . =
✎✍ ☞✌O✞☎. . .
As was shown in [5] the properties (i)−(iii) follow from general LSZ-assump-
tions and “maximal analyticity”. The bound state form factor given by (iv) was
discussed in [5] for special cases. In section 6 we investigate the general case
and show that the bound state form factor is consistent with the ‘bootstrap
principle’ which means that it also satisfies (i)− (iii) if the constituents do. In
section 5 we derive from the same assumptions a general crossing relation which
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implies (ii) and (iii). Conversely, it has been shown [4, 28, 24] that functions
satisfying the properties (i) − (v) and the general crossing relation represent
local operators i.e. they are form factors of x-dependent operators O(x) which
commute (anti-commute) for space like differences of the arguments.
We will now provide a constructive and systematic way of how to solve the
properties (i)− (v) for a co-vector valued function f1...n(θ) once the scattering
matrix is given. These solutions are candidates of form factors. To capture
the vectorial structure of the form factors we will employ the techniques of the
algebraic Bethe Ansatz which we briefly explain now.
2.3 The ‘off-shell’ Bethe Ansatz co-vectors
As usual in the context of algebraic Bethe Ansatz we define the monodromy
matrix as
T1...n,0(θ, θ0) = S˙10(θ1 − θ0) S˙20(θ2 − θ0) · · · S˙n0(θn − θ0) (11)
=
1 2 n
0. . .
.
It is a matrix acting in the tensor product of the “quantum space” V 1...n =
V1 ⊗ · · · ⊗ Vn and the “auxiliary space” V0 (all Vi ∼= C2 = soliton-anti-soliton
space). The sub-matrices A,B,C,D with respect to the auxiliary space are
defined by
T1...n,0(θ, z) ≡
(
A1...n(θ, z) B1...n(θ, z)
C1...n(θ, z) D1...n(θ, z)
)
.
A Bethe Ansatz co-vector in V1...n is given by
Ψ1...n(θ, z) = Ω1...nC1...n(θ, z1) · · ·C1...n(θ, zm)✛
✚
✘
✙Ψ
θ1 θn
. . .
=
✲ ✛
✲ ✛✻ ✻
θ1 θn
zm
z1
. . ....
...
(12)
where z = (z1, . . . , zm). Usually one has the restriction 2m ≤ n and the charge
of the state is q = n− 2m = number of solitons minus number of anti-solitons.
The solitons are depicted by ↑ or← and anti-solitons by ↓ or →. The co-vector
Ω1...n is the “pseudo-vacuum” consisting only of solitons (highest weight states)
Ω1...n =↑ ⊗ · · ·⊗ ↑ .
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It satisfies
Ω1...nB1...n(θ, z) = 0
Ω1...nA1...n(θ, z) =
n∏
i=1
a˙(θi − z)Ω1...n
Ω1...nD1...n(θ, z) =
n∏
i=1
b˙(θi − z)Ω1...n .
The eigenvalues of the matrices A and D, i.e. the functions a˙ = −a and b˙ = −b
are given by the amplitudes of the scattering matrix (4). In the following we
use the co-vector Ψ1...n(θ, z) in its ‘off-shell’ version which means that we do
not fix the parameters z by means of Bethe Ansatz equations but we integrate
over the z’s [29, 30, 31].
3 The general form factor formula
In this section we present our main result. We derive a general formula in terms
of an integral representation which allows to construct form factors i.e. matrix
elements of local fields given by eq. (10). More precisely, we construct co-vector
valued functions which satisfy the properties (i)− (v) on page 8.
As a candidate of a generalized form factor of a local operator O(x) we make
the following Ansatz for the co-vector valued function
O1...n(θ) =
∫
Cθ
dz1 · · ·
∫
Cθ
dzm h(θ, z) p
O(θ, z)Ψ1...n(θ, z) (13)
with the Bethe Ansatz state Ψ1...n(θ, z) defined by eq. (12). For all integration
variables zj (j = 1, . . . ,m) the integration contours Cθ consists of several pieces
(see figure 1):
a) A line from −∞ to∞ avoiding all poles such that Im θi−π− ǫ < Im zj <
Im θi − π.
b) Clock wise oriented circles around the poles (of the φ(θi − zj)) at zj = θi
(i = 1, . . . , n).
Let the scalar function (c.f. [5])
h(θ, z) =
∏
1≤i<j≤n
F (θij)
n∏
i=1
m∏
j=1
φ(θi − zj)
∏
1≤i<j≤m
τ(zi − zj) , (14)
be given by
τ(z) =
1
φ(z)φ(−z) , φ(z) =
1
F (z)F (z + iπ)
(15)
and
F (θ) = sin
1
2i
θ exp
∫ ∞
0
dt
t
sinh 12 (1− ν)t
sinh 12νt cosh
1
2 t
1− cosh t(1− θ/(iπ))
2 sinh t
. (16)
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• θn − 2πi
•θn − iπν
❝ θn − iπ
• θn
✞
✝
☎
✆✛
❝ θn + iπ(ν − 1)
• θn + iπ
❝ θn + iπ(2ν − 1)
. . .
• θ2 − 2πi
•θ2 − iπν
❝ θ2 − iπ
• θ2
✞
✝
☎
✆✛
❝ θ2 + iπ(ν − 1)
• θ2 + iπ
❝ θ2 + iπ(2ν − 1)
• θ1 − 2πi
•θ1 − iπν
❝ θ1 − iπ
• θ1
✞
✝
☎
✆✛
❝ θ1 + iπ(ν − 1)
• θ1 + iπ
❝ θ1 + iπ(2ν − 1)
✲ ✆
✞
Figure 1: The integration contour Cθ (for the repulsive case ν > 1). The bullets
belong to poles of the integrand resulting from u(θi−uj)φ(θi−uj) and the small
open circles belong to poles originating from t(θi − uj) and r(θi − uj).
The function F (θ) is the soliton-soliton form factor. It is a solution of Watson’s
equations
F (θ) = F (−θ) a˙(θ) = F (2πi− θ) (17)
with a˙(θ) = −a(θ) where a(θ) is the soliton-soliton scattering amplitude. It is
the uniquely defined ‘minimal’ solution [3] which has no poles and no zeroes in
the ‘physical strip’ 0 < Im θ ≤ π and at most a simple zero at θ = 0.
Remarks:
• Using Watson’s equations (17) for F (z), crossing (8) and unitarity (7)
for the sine-Gordon amplitudes one derives the following identities for the
scalar functions φ(z) and τ(z) from the definitions (15)
φ(z) = φ(iπ − z) = 1
b˙(z)
φ(z − iπ) = a˙(z − 2πi)
b˙(z)
φ(z − 2πi) , (18)
τ(z) = τ(−z) = b(z)
a(z)
a(2πi− z)
b(2πi− z) τ(z − 2πi)
where b(z) is the soliton-anti-soliton scattering amplitude related to a(z)
by crossing b(z) = a(iπ − z).
• The functions φ(z) and τ(z) are of the form
φ(z) = const.
1
sinh z
exp
∫ ∞
0
dt
t
sinh 12 (1− ν)t
(
cosh t(12 − z/(iπ))− 1
)
sinh 12 νt sinh t
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τ(z) = const. sinh z sinh z/ν
• The function h(θ, z) and the state Ψ1...n(θ, z) are completely determined
by the S-matrix.
In contrast to the functions F (z), φ(z) and τ(z) the ‘p-function’ pO(θ, z) in
the integral representation (13) depends on the local operatorO(x), in particular
on the spin, the charge and the statistics. The number of the particles n and the
number of integrations m are related by q = n−2m where q is the charge of the
operator O(x). The p-functions is an entire function in the zj (j = 1, . . . ,m)
and in order that the form factor satisfies the properties (i)−(v) it has to satisfy
the following
Conditions: The p-function pOn (θ, z) (where n is the number of particles and
the number of variables θ) satisfies
(i′) pOn (θ, z) is symmetric with respect to the θ’s and the z’s.
(ii′) pOn (θ, z) = σOip
O
n (. . . , θi − 2πi, . . . , z) and it is a polynomial in e±zj (j =
1, . . . ,m).
The statistics factor σOi is −1 if the operator O(x) and the particle i are
both fermionic and +1 otherwise.
(iii′)


pOn (θ1 = θn + iπ, θ˜, θn; z˜, zm = θn) =
κ
m
pOn−2(θ˜, z˜) + p˜
(1)(θ)
pOn (θ1 = θn + iπ, θ˜, θn; z˜, zm = θ1) = σO1
κ
m
pOn−2(θ˜, z˜) + p˜
(2)(θ)
where θ˜ = (θ2, . . . , θn−1), z˜ = (z1, . . . zm−1) and where p˜
(1,2)(θ) are inde-
pendent of the z’s and non-vanishing only for charge-less operators O(x).
The constant κ depends on the coupling and is given by (see formula (B.7)
in [5])
κ = − (F ′(0))2 /π . (19)
(iv′) the bound state p-functions are investigated in section 6
(v′) pOn (θ + µ, z + µ) = e
sµpOn (θ, z) where s is the ‘spin’ of the operator O(x).
As an extension of theorem 4.1 in [5] we prove the following theorem which
allows to construct generalized form factors.
Theorem 1 The co-vector valued function O1...n(θ) defined by (13) fulfills the
properties (i), (ii) and (iii) on page 8 if the functions F (θ), φ(z) and τ(z) are
given by definition (14) – (16) and if the p-function pOn (θ, z) satisfies the con-
ditions (i′)− (iii′).
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Proof. The properties (i) and (ii) follow as in [5]. The proof of (iii) is also
the same as in [5], if the functions p˜(1)(θ) and p˜(2)(θ) in (iii′) vanish. For the
case of charge-less operators they are in general non-vanishing. Then the proof
of (iii) in the form of
Res
θ1n=iπ
O1...n(θ1, . . . , θn) = −2iC1nO2...n−1(θ2, . . . , θn−1)
× (12...n−1 − S2n · · ·Sn−1n)
has to be modified as follows: Considering the zm-integration as in [5] the terms
involving pOn−2(θ˜, z˜) yield the desired result and those proportional to p˜
(1,2)(θ)
yield terms with a factor 12...n−1+S2n · · ·Sn−1n which, however, vanish due to
the following lemma.
Lemma 2 The integral given by (13) and (14) vanishes if the p-function p(θ, z)
is independent of the integration variables zi and if the number of particles n
and the number of C-operators m are related by n = 2m which means that the
charge q = n− 2m vanishes.
This lemma is proven in appendix A.
Remarks:
• The number of C-operators m depends on the charge q = n − 2m of the
operator O, e.g. m = (n−1)/2 for the soliton field ψ(x) with charge q = 1
and m = n/2 for charge-less operators like ψψ or the energy momentum
tensor T µν .
• Note that other sine-Gordon form factors can be calculated from the gen-
eral formula (13) using the bound state formula (iv).
• The general representation of form factors by formula (13) is not specific
to the sine-Gordon model. It may be applied to all integrable quantum
field theoretic model. So the main task is to solve the corresponding Bethe
Ansatz.
4 Examples
In this section we propose the p-functions corresponding to some charge-less lo-
cal operators. For two-particle form factors the single integration is performed
explicitly and compared with known results of [3] and with Feynman graph
expansion in lowest order. For 4-particle form factors the double integrals are
calculated approximately by expansion in small couplings to lowest order. The
results are again checked against Feynman graph expansions. In all cases agree-
ment is obtained.
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For the massive Thirring model with the Lagrangians and field equation
LMT = ψ(iγ∂ −M)ψ − 12g jµjµ ,
(
jµ = ψγµψ
)
(iγ∂ −M)ψ(x)− g jµ(x)γµψ(x) = 0
we are looking for all matrix elements of the quantum operators corresponding
to the following classical fields
1) ψ(x)ψ(x)
2) ψ(x)γ5ψ(x)
3) jµ(x) = ψ(x)γµψ(x) the topological (electro magnetic) current
4) T µν(x) = i2ψγ
µ
←→
∂ν ψ − gµνLMT the energy momentum tensor.
The light cone components of this tensor are
T±± = T 00 ± 2T 01 + T 11 = ψγ± i
2
←→
∂±ψ
T+− = T−+ = T 00 − T 11 = ψγ+ i
2
←→
∂−ψ − g jµjµ = Mψψ
where ∂± = ∂0 ± ∂1 and γ± = γ0 ± γ1. For the last equality the field
equation has been used .
5) The higher conserved currents [32, 33] for L = 3, 5, . . .
J±L (x) =
{
iψ†1 (∂
+)
L
ψ1 + h.c.+O(ψ
4)
Mψ†2 (∂
+)
L−1
ψ1 + h.c.+O(ψ
4)
ψ =
(
ψ1
ψ2
)
.
A second set of higher conserved currents is obtained by exchanging ∂+ ↔
∂− and ψ1 ↔ ψ2 which we associate to L = −3,−5, . . . .
4.1 Examples of ‘p-functions’
In this subsection we propose the p-functions for various local operators. Since
the charge of the operators which we consider is zero, the number of integrations
m and the number of particles n are related by m = n/2 and form factors are
non-vanishing only for even number of particles n = 2, 4, . . . . We consider
p-functions of the form
pOn (θ, z) = N
O
n

pO+(Pµ) m∑
j=1
eLzj + pO−(P
µ)
m∑
j=1
e−Lzj

 (20)
where Pµ is the total energy momentum vector of all particles. The integrals
in (11) converge for L < (1/ν + 1)(n/2 −m + 1) + 1/ν. For large values of L
the form factors are defined in general as analytic continuations of the integral
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representation from sufficiently small values of ν to other values. Obviously the
p-functions (20) satisfy the conditions (i′)−(iii′) on page 13. From the property
(iii′) we obtain the recursion relation for the normalization constants
NOn = N
O
n−2
κ
m
⇒ NOn = NO2
1
m!
κ
m−1. (21)
The absolute normalizations follow from the two-particle form factors (see eq. (25)
below).
We propose that the p-functions of equations (2) on page 4 are associated
to the local operators N [ψψ] (x), N [ψγ5ψ] (x), j±(x), T±±(x), T+−(x) and
J±L (x) where± denote the light cone components (e.g. j± = j0±j1). The vector
operator jµ(x) = N [ψγµψ] (x) is the topological (electro-magnetic) current,
T µν(x) is the energy momentum tensor and the J±L (x) are the higher conserved
currents. The normalization constants are obtained in the next subsection,
where we calculate the exact two-particle form factors. The fundamental sine-
Gordon bose field ϕ(x) which correspond to the lowest breather is related to
the current by Coleman’s formula [25]
ǫµν∂νϕ = −2π
β
jµ or ∂±ϕ = ±2π
β
j±. (22)
This implies the following representation for the p-function
pϕn(θ, z) = N
j
n
2πi
βM
(
n∑
i=1
eθ
n∑
i=1
e−θ
)−1( n∑
i=1
e−θ
m∑
i=1
ez +
n∑
i=1
eθ
m∑
i=1
e−z
)
.
Using the integral representation (13) with these p-functions we calculate
in the following subsections the exact two-particle form factors and the four-
particle form factors in lowest order with respect to the coupling g.
Conservation of higher charges The higher currents satisfy in terms of
matrix elements O1...n(θ) = 〈 0 | O | p1, . . . , pn 〉in1...n for all L ∈ Z the equation
∂ +J−L (x) + ∂
−J+L (x) = 0,
such that the higher charges are conserved
d
dt
QL =
d
dt
∫
dxJ0L(x) = 0.
Proof. ¿From the definition we get the correspondence of operators and p-
functions
∂+J−L + ∂
−J+L ↔ NJLn iM
(
n∑
i=1
eθi
n∑
i=1
e−θi −
n∑
i=1
e−θi
n∑
i=1
eθi
)
m∑
i=1
eLzi = 0.
In the following subsection we calculate the charges on 1-particles states
and in section 5 on arbitrary n-particles states. It turns out that for even L
the charges vanish as in the classical case. The energy momentum tensor T µν
is given by J±±1 and the momentum operator by P
0 ± P 1 = Q±1.
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4.2 Examples of two particle form factors
Two particle form factors may in general be obtained by diagonalization of the
two-particle S-matrix [3]. For several examples we shall show of p-functions that
the integral representation in this case reduces to known results for two particle
form factors for specific operators. This allows us to confirm the association
of p-functions and local operators as proposed above. Also the normalization
constants can be calculated. Moreover we check our results in lowest order of
perturbation theory.
We consider the form factor for charge-less operators
O12(θ1, θ2) = 〈 0 | O | p1, p2 〉in12.
Non-vanishing matrix elements contain one soliton and one anti-soliton. Choos-
ing n = 2 and m = 1 in the general formula (13) we obtain
O12(θ) = F (θ12)
∫
Cθ
dz
2∏
i=1
φ(θi − z) pO(θ, z)Ω12 C12(θ, z). (23)
The integration can be performed. As a special case we take a p-function of the
form (20) for L = 1 and prove the following lemma:
Lemma 3 For the simple p-functions e±z the integral in (23) can be performed
yielding the result
f±12(θ) =
2 sinh 12θ12
νκ
e±
1
2 (θ1+θ2)
(
±f+(θ12)E
+
12
cosh 12θ12
− f−(θ12)E
−
12
sinh 12θ12
)
where E± = (s⊗ s¯± s¯⊗ s) is the symmetric (anti-symmetric) soliton anti-
soliton state and the constant κ is defined in eq. (19). The functions f±(θ)
are the positive and negative C-parity two-particle sine-Gordon form factors
calculated in [3]
(f+(θ) , f−(θ)) =
(
tanh 12 (iπ − θ)
sinh 12ν (iπ − θ)
,
1
cosh 12ν (iπ − θ)
)
F (θ)
with f
(0)
ss (θ) given by eq. (16).
Proof. We consider the expression
I± =
a(θ12)
c(θ12)
∫
Cθ
dz I˜(z) e±z ΩC˜(θ, z)
=
a(θ12)
c(θ12)
∫
Cθ
I˜(z) e±z
{
b(θ1 − z)
a(θ1 − z)
c(θ2 − z)
a(θ2 − z) s⊗ s¯+
c(θ1 − z)
a(θ1 − z) s¯⊗ s
}
with I˜(z) =
∏
i=1,2 φ˜(θi − z) , φ˜(θ) = φ(θ)a(θ) and
C˜(θ, z) = C(θ, z)
∏
i=1,2 1/a(θi − z). Inserting the identities (which follow from
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Yang-Baxter relations for the soliton S-matrix)
a(θ12)
c(θ12)
=
a(θ1 − z)
c(θ1 − z)
a(θ2 − z)
c(θ2 − z) −
b(θ1 − z − 2πi)
c(θ1 − z − 2πi)
b(θ2 − z)
c(θ2 − z)
= −a(θ1 − z)
c(θ1 − z)
a(θ2 − z + 2πi)
c(θ2 − z + 2πi) +
b(θ1 − z)
c(θ1 − z)
b(θ2 − z)
c(θ2 − z)
into the two components of the integral, respectively and using the shift property
(18)
φ˜(θ − z − 2πi) = b(θ − z)
a(θ − z) φ˜(θ − z)
we obtain
I± =
[∫
Cθ
−
∫
Cθ+2πi
]
dz I˜(z) e±z
{
b(θ1 − z)
c(θ1 − z) s⊗ s¯−
a(θ2 − z + 2πi)
c(θ2 − z + 2πi) s¯⊗ s
}
= −2πi
[
I˜(z) e±z
{
b(θ1 − z)
c(θ1 − z) s⊗ s¯−
a(θ2 − z + 2πi)
c(θ2 − z + 2πi) s¯⊗ s
}]∞
−∞
.
There are no poles inside the integration contour. However, there are contribu-
tions at ±∞. With the asymptotic formulae for Re z → ±∞
a(θ − z)/b(θ− z) ≈ e±iπ(1/ν−1)
b(θ − z)/c(θ − z) ≈ ∓1
2i sin(π/ν)
e∓(θ−z)/ν
φ˜(θ − z) ≈ 4√
4πνκ
e±
i
2π(1/ν−1) e±
1
2 (1/ν+1)(θ−z−iπ/2).
which are derived in appendix B and with c(θ)/a(θ) = i sin πν / sinh
π
ν (iπ−θ) we
obtain the claim.
4.2.1 The exact form factors
We use the following conventions for the γ-matrices and the spinors
γ0 =
(
0 1
1 0
)
, γ1 =
(
0 1
−1 0
)
, γ5 = γ0γ1
u(p) =
√
M
(
e−θ/2
eθ/2
)
, v(p) =
√
M i
(
e−θ/2
−eθ/2
)
.
For the examples 1) – 4) above we calculate the two-particle form factors
Oss¯(θ1, θ2) = 〈 0 | O(0) | p1, p2 〉inss¯
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applying lemma 3 and using the p-functions (2) explicitly5
1) 〈 0 | N [ψψ] (0) | p1, p2 〉inss¯ = v¯(θ2)u(θ1) f+(θ12)/ν
2) 〈 0 | N [ψγ5ψ] (0) | p1, p2 〉inss¯ = v¯(θ2)γ5u(θ1) f−(θ12)/ν
3) 〈 0 | j±(0) | p1, p2 〉inss¯ = v¯(θ2)γ±u(θ1) f−(θ12)
4) 〈 0 |T ρσ(0) | p1, p2 〉inss¯ = v¯(θ2)γρu(θ1) 12 (pσ1 − pσ2 ) f+(θ12)/ν .
(24)
For the higher conserved currents see the next paragraph. The normalization
constants NO2 in the expressions for the two-particle form factors of (24) have
been determined by the following normalization conditions
1) s〈 p | N
[
ψψ
]
(0) | p 〉s = u¯(θ)u(θ) = 2M
3) s〈 p | N
[
ψγµψ
]
(0) | p 〉s = u¯(θ)γµu(θ) = 2pµ
4) s〈 p |T µν(0) | p〉ins = u¯(θ)γµu(θ)pν = 2pµpν
which are the free field values and which are natural due to the corresponding
‘charges’ of the operators. The crossing relations and f+(iπ) = ν and f−(iπ) = 1
have been used. Since there is no ‘charge’ for N [ψγ5ψ] (x) we take Nψγ5ψ2 =
−Nψψ2 which implies the natural relation s〈 p′ | N
[
ψγ5ψ
]
(0) | p 〉s ≈ u¯(θ′)γ5u(θ)
for θ′ ≈ θ for small couplings. This normalization is also consistent with the
desired identification (see [25])
N [ψ (1± γ5)ψ] (x) = − 2α
Mβ2
(
1− β
2
8π
)
: e±βϕ(x) :
where : · · · : means normal ordering with respect to the physical vacuum (see
also [34, 35]). The constant on the right hand side is obtained from the trace
of the energy momentum tensor calculated in [34, 35]. For the cases 3) of the
topological (electro-magnetic) current and 4) the energy momentum tensor the
given normalization are equivalent to the eigenvalue relations∫
dxj0(x)| p 〉s = | p 〉s∫
dxT µ0(x)| p 〉s = pµ| p 〉s.
Finally we obtain from the recursion relation (21) and lemma 3 the normaliza-
tion constants:
Nψψn = −Nψγ
5ψ
n =
1
2ν
N jn = −
1
M
NTn = −iM
1
4m!
κ
m (25)
5For the cases 3) and 4) these results agree with those of [2] and [4], respectively, which
have been obtained by solving the scalar Watson’s equations due to diagonalization of the
S-matrix.
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where the constant κ is defined in eq. (19). Note that these normalizations
together with the proposed p-functions (2) imply in particular the quantum
version of the classical field operator relation
trT (x) = T+−(x) = MN [ψψ] (x)
for all matrix elements. For the sine-Gordon field Coleman’s relation (22) yields
[3]
ϕss¯(θ1, θ2) = 〈 0 |ϕ(0) | p1, p2 〉inss¯ = −
2π
β
f−(θ12)
cosh 12θ12
.
The higher conserved currents: We will use a generalized version of lemma
3 where e±z is replaced by eLz. The two particle form factors then turn out to
be
[
J±L
]
12
(θ1, θ2) = 〈 0 | J±L | p1, p2 〉in12 = ±NJL2 sinh 12θ12
(
2∑
i=1
e±θi
)
e
1
2L(θ1+θ2)
× kL(θ12)
(
sgnL
cosh 12θ12
f+(θ12)E
+
12 −
1
sinh 12θ12
f−(θ12)E
−
12
)
. (26)
The asymptotic behavior of φ(θ) yields the functions (see appendix B)
kL(θ) = const
∑
i=0
∑
j=0
δi+j,|L|−1AiAje
1
2 (i−j)θ
where the constants Ai are also given in appendix B. Only the first term pro-
portional to f+(θ12) contributes to the higher charges QL =
∫
dxJ0L. With a
suitable normalization (NJL2 kL(iπ) ν = M
L+1) and for odd L = ±1,±3, . . . .
one obtains
s〈 p2 |QL | p1 〉s = 2πδ(p11 − p12)12
([
J+L
]
ss¯
(θ1, θ1 − iπ) +
[
J−L
]
ss¯
(θ1, θ1 − iπ)
)
= 〈 p2 | p1 〉
(
p+1
)L
. (27)
Note that kL(iπ) = 0 for L even.
4.2.2 Feynman graph expansion
From the Lagrangian (3) we get the Feynman rules of figure 2. The two-particle
form factors for charge-less operators of the form O(x) = N ψΓψ are given in
lowest order perturbation theory by the Feynman graph depicted in figure 3.
We consider several examples for Γ:
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Figure 2: The Feynman rules for the massive Thirring model.
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Figure 3: The Feynman graph for two-particle form factors of charge-less oper-
ators.
1) 〈 0 |ψψ | p1, p2 〉s¯s = − v¯(θ1)u(θ2) = −2Mi sinh 12θ12
2) 〈 0 |ψγ5ψ | p1, p2 〉s¯s = − v¯(θ1)γ5u(θ2) = 2Mi cosh 12θ12
3) 〈 0 |ψγ±ψ | p1, p2 〉s¯s = − v¯(θ1)γ±u(θ2) = ∓2Mie±12 (θ1+θ2)
4) 〈 0 |ψγ+ i2
←→
∂+ψ | p1, p2 〉s¯s = −v¯(θ1)γ+u(θ2)12 (p1 − p2)+
= 2M2i sinh 12θ12e
±(θ1+θ2)
Note that the energy momentum tensor light cone components are T±± =
i
2N
[
ψγ±
←→
∂±ψ
]
and T±∓ = MN [ψψ] . For all these examples we have agree-
ment with the exact expressions (24) when g → 0 or ν → 1.
4.3 Examples of 4-particle form factors
4.3.1 Expansion of the exact formula
We investigate the integral (13) (for n = 4 and m = 2)
Os¯s¯ss(θ) =
∫
Cθ
dz1
∫
Cθ
dz2 h(θ, z) p
O(θ, z)Ψs¯s¯ss(θ, z)
with the scalar function
h(θ, z) =
∏
1≤i<j≤4
F (θij)
4∏
i=1
2∏
j=1
φ(θi − zj) τ(z1 − z2) ,
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and the Bethe Ansatz state component
Ψs¯s¯ss(θ, z) = (ΩC(θ, z1)C(θ, z2))s¯s¯ss =
4∏
i=1
2∏
j=1
a(θi − zj)
×
(
c˜(θ1 − z1)c˜(θ2 − z2) + b˜(θ1 − z1)c˜(θ2 − z1)c˜(θ1 − z2)b˜(θ2 − z2)
)
.
with b˜ = b/a, c˜ = c/a for small couplings. We consider first the simple p-
functions
∑2
i=1 e
±zi and using the z1 ↔ z2 symmetry we calculate the following
integral in lowest order with respect to the coupling constant g
I± =
∫
Cθ
dz1
∫
Cθ
dz2

 4∏
i=1
2∏
j=1
φ˜(θi − zj)

 c˜(θ1 − z1) c˜(θ2 − z2)
×
(
1 + b˜(θ1 − z2)b˜(θ2 − z1)
)
τ(z1 − z2)
(
e±z1 + e±z2
)
= ± 8ig sinh
1
2θ12 sinh
1
2θ34∏
i<j(sinh
1
2θij cosh
1
2θij)
e±
1
2 (θ1+θ2)
e±
1
2 (θ3+θ4)
4∑
i=1
e±θi +O(g2) . (28)
The derivation of this result is quite involved. A sketch of the calculation is
delegated to appendix C.
Finally we use the p-functions (2) and the normalization constants given by
eq. (25) and F (θ) = −i sinh 12θ+O(g) and obtain the four particle form factors
Os¯s¯ss(θ) = 〈 0 | O | p1, p2,p3, p4 〉ins¯s¯ss
for the various operators in lowest order in the coupling g as
[
ψψ
]
s¯s¯ss
(θ) = −1
2
gM
sinh 12θ12 sinh
1
2θ34∏
i<j cosh
1
2θij
cosh 12 (θ13 + θ24)
4∑
i=1
eθi
4∑
i=1
e−θi
[
ψγ5ψ
]
s¯s¯ss
(θ) =
1
2
gM
sinh 12θ12 sinh
1
2θ34∏
i<j cosh
1
2θij
sinh 12 (θ13 + θ24)
4∑
i=1
eθi
4∑
i=1
e−θi
[
j±
]
s¯s¯ss
(θ) = ∓gM sinh
1
2θ12 sinh
1
2θ34∏
i<j cosh
1
2θij
sinh 12 (θ13 + θ24)
4∑
i=1
e±θi
[
T±±
]
s¯s¯ss
(θ) =
1
2
gM2
sinh 12θ12 sinh
1
2θ34∏
i<j cosh
1
2θij
cosh 12 (θ13 + θ24)
(
4∑
i=1
e±θi
)2
[
T+−
]
s¯s¯ss
(θ) = −1
2
gM2
sinh 12θ12 sinh
1
2θ34∏
i<j cosh
1
2θij
cosh 12 (θ13 + θ24)
4∑
i=1
eθi
4∑
i=1
e−θi
which agrees with the Feynman graph result calculated in the next subsection.
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Figure 4: Feynman graphs for four-particle form factors of charge-less operators.
4.3.2 Feynman graph expansion
The graphs of figure 4 give the lowest order contributions to the matrix element
〈 0 |ψΓψ | p1, p2, p3, p4 〉ins¯ss¯s = −i 12g 〈 0 |ψΓψ
∫
d2xjµjµ| p1, p2, p3, p4 〉s¯ss¯s
= −ig [(Ga +Gb)− (1↔ 3)]− (2↔ 4)
up to terms of order O(g2). We obtain
Ga = v¯1Γ
i
γ(p2 + p3 + p4)−M 1γ
µu2 v¯3γµu4
= i
1
2M
v¯1Γ
γ(p2 + p3 + p4) +M
(p2 + p3 + p4)2 −M2u3 u¯3γ
µu2 v¯3γµu4 + symm
Gb = v¯1γ
µu2 v¯3γµ1
i
γ(−p1 − p2 − p3)−M Γu4
= −i 1
2M
v¯1γ
µu2 v¯3γµv2 v¯2
γ(−p1 − p2 − p3) +M
(p1 + p2 + p3)2 −M2 Γu4 + symm
with ui = u(θi) etc. The relation uu¯ − vv¯ = 2M1 has been used. The terms
symm vanish after anti-symmetrization. We obtain for Γ = 1,γ5, γ±, γρ i2
←→
∂σ
Ga = Mi tanh
1
2θ24
sinh 12θ12
cosh 12θ34
− (2↔ 4)
Gb = Mi tanh
1
2θ13
sinh 12θ14
cosh 12θ23
− (1↔ 3)
G5a = −Mi tanh 12θ24
cosh 12θ12
cosh 12θ34
− (2↔ 4)
G5b = −Mi tanh 12θ13
cosh 12θ14
cosh 12θ23
− (1↔ 3),
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G±a = ±Mi tanh 12θ24
e±
1
2 (θ1+θ2)
cosh 12θ34
− (2↔ 4)
G±b = ±Mi tanh 12θ13
e±
1
2 (θ1+θ4)
cosh 12θ23
− (1↔ 3),
Gρσa = ρM
2i tanh 12θ24e
ρ 12 (θ1+θ2)
(
−σ sinh
1
2θ12
cosh 12θ34
eσ
1
2 (θ1+θ2) + eσ
1
2 (θ3+θ4)
)
−(2↔ 4)
Gρσb = ρM
2i tanh 12θ13e
ρ 12 (θ1+θ4)
(
−σ sinh
1
2θ14
cosh 12θ23
eσ
1
2 (θ1+θ4) − eσ 12 (θ2+θ3)
)
−(1↔ 3)
which gives after anti-symmetrization the same expression as the one calculated
from the integral representation of the exact form factors (exchanging 2 ↔ 3
and the sign due fermi statistics). In particular for the energy momentum tensor
we obtain with T++ = ψγ+ i2
←→
∂+ψ in lowest order in the coupling g
〈 0 |T++ | p1, p2, p3, p4 〉ins¯ss¯s
= −1
2
gM2
sinh 12θ13 sinh
1
2θ24 cosh
1
2 (θ12 + θ34)∏
i<j cosh
1
2θij
(
4∑
i=1
eθi
)2
.
Furthermore we have agreement with the classical relation for the trace of the
energy momentum tensor: T+− = ψγ+ i2
←→
∂−ψ − g jµjµ = Mψψ since the Feyn-
man graph calculation implies
〈 0 |ψγ+ i
2
←→
∂−ψ −Mψψ | p1, p2, p3, p4 〉ins¯ss¯s = 16gM2 sinh
1
2
θ13 sinh
1
2
θ24
= g〈 0 | jµjµ | p1, p2, p3, p4 〉ins¯ss¯s
in the coupling g as it should be.
4.3.3 Asymptotic behavior
We are interested in the asymptotic behavior of form factors when one or more
rapidities tend to infinity. In perturbation theory for pure bosonic models one
may use Weinberg’s power counting theorem for Feynman graphs [35]6. For the
exponentials of the boson field O = N eiγϕ this yields in particular the asymp-
totic behavior
On(θ1,θ2, . . . ) = O1(θ1)On−1(θ2, . . . ) +O(e−Re θ1) (29)
6This type of arguments has also been used in [3, 36, 37, 38].
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as Re θ1 →∞ in any order of perturbation theory. This behavior is also assumed
to hold for the exact form factors and it was used e.g. in [34] to obtain the
normalization of exponentials of fields. For fermionic models the asymptotic
behavior is more complicated. As an example we investigate a component of
the four-particle form factor of the operators O± = ψ (1± γ5)ψ for the massive
Thirring model
O±s¯s¯ss(θ) = 〈 0 | O±(0) |p 〉ins¯s¯ss =
∫
Cθ
dz1
∫
Cθ
dz2 h(θ, z) p
±(θ, z)Ψs¯s¯ss(θ, z)
with the p-functions of eqs. (2,25)
p±(θ, z) = ∓N
4∑
i=1
e±θi
2∑
i=1
e∓zi .
After some calculation we finally obtain the asymptotic behavior for Re θ1 →∞
O±s¯s¯ss(θ) ≈ const± e
1
4 (3−1/ν)θ1 ×
∫
Cθ′
dz h(θ′, z) q±(θ′, z)Ψs¯ss(θ
′, z)
with θ′ = (θ2, θ3, θ4) and
const± = const
∫
C0
dz e−
1
2 (1/ν±1)zφ(−z) c(−z)
q±(θ′, z) = e−
1
2 (1/ν+1)z
4∏
i=2
e
1
4 (1/ν+1)θi
{
e−z
e−θ2 + e−θ3 + e−θ4
Ψs¯ss(θ
′, z) = c(θ2 − z) a(θ3 − z) a(θ4 − z)
Obviously this is not of the form given by relation (29), in particular the func-
tions q±(θ′, z) are not valid p-functions since they do not satisfy the conditions
on page 13. This means that they do not correspond to local operators.
5 “Crossing”
5.1 General crossing relations
In order to obtain the general matrix element out〈φ′ | O(x) |φ 〉in of a local
operator from that case where the state φ′ is the vacuum one uses ‘crossing’.
This means one shifts in the matrix element particles from the right hand side
to the left hand side. It is well known from the theory of Feynman graphs and
more general also from LSZ-reduction formulas, that these shifts are related
to analytic continuation. We will now derive by means of LSZ-assumptions
and ‘maximal analyticity’ a formula7 which gives a general matrix element of
7In [4] a similar formula was proposed which differs from the results of this paper by sign
factors. Our proof of the crossing formula follows that of [24].
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a local operator O(x) in terms of an analytic continuation of the form factor
function O1...n(θ). As a generalization of the co-vector valued function O1...n(θ)
we introduce the short notation OJI (θ′J ; θI) given as follows.
Let the array of indices I = (i1, . . . , i|I|) denote the factors of the tensor
product of vector spaces VI = Vi1...i|I| = Vi1 ⊗· · ·⊗Vi|I| and correspondingly for
J . For a local operator O(x) and for ordered sets of rapidities θi1 > · · · > θi|I|
and θ′j1 < · · · < θ′jm we write
OJI (θ′J ; θI) := out〈j|J|( p′j|J|), . . . , j1(p′j1) | O(0) | i1(pi1), . . . , i|I|(pi|I|) 〉in (30)
where θI = (θi1 , . . . , θi|I|) and θ
′
J = (θ
′
j1 , . . . , θ
′
j|J|
). The function OJI (θ′J ; θI)
intertwines the spaces VI → VJ and may be depicted as in figure 5. Similar to
OJI (θ′J ; θI) =
✛
✚
✘
✙O
θi1
i1
. . . θi|I|
i|I|
θ′j1
j1
. . . θ′j|J|
j|J|
Figure 5: The general matrix element of a local operator.
O1...n(θ) this function is given for general order of the rapidities by the symmetry
property (i) for both the in- and out-states which takes the general form:
OJI (θ′J ; θI) = OJK(θ′J ; θK)S˙KI (θI) = S˙JK(θ′K)OKI (θ′K ; θI).
For the connected contributions this follows again from analytic continuation
θi1 > θi2 → θi1 < θi2 which can be proven similarly as for O1...n(θ) [5]. For the
disconnected contributions this may be considered as a convenient definition.
As a generalization of the two-particle S-matrix (including the statistics factor)
S˙12(θ1, θ2) we have introduced the more general object S˙
J
I (θI) given by the
following definition.
Definition 1 Let J = π(I) be a permutation of I. Then S˙JI (θI) is the matrix
representation of the permutation group S|I| generated by the simple transposi-
tions σij : i↔ j for any pair of nearest neighbor indices i, j ∈ I as8
σij → S˙σij(I)I (θI) = S˙ij(θij)
Because of the Yang-Baxter relation and unitarity of the S-matrix the represen-
tation S˙
π(I)
I (θI) for all π ∈ S|I| is well defined. We will also use the notation
S˙KMI (θI) = S˙
π(I)
I (θI)
8Note that this definition is quite analogous to that of representations of the braid group
by means of spectral parameter independent R-matrices.
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if π is that permutation which reorders the array I such that it coincides with
the combined arrays of K and M which means that
π(I) = KM = (k1, . . . , k|K|,m1, . . . ,m|M|) .
As an example consider the case I = (1, 2, 3, 4),K = (2, 3) and M = (1, 4)
S˙23141234 (θ1, θ2, θ3, θ4) = S˙13(θ13)S˙12(θ12)
S˙
1 2 3 4
2 3 1 4
= ✟✟
✟✟
❅
❅
❅
❅
1 2 3 4
2 3 1 4
Similarly S˙JLM (θL, θM ) is defined as an inverse by the formula
S˙JLM (θL, θM )S˙
LM
J (θJ) = δ
J
J where δ
J
J is the unit matrix in the vector space VJ .
Analogously to eq. (30) for the general matrix OJI (θ′J ; θI) for local operators
O(x) we write for the unit operator
1NM (θ
′
N ; θM ) =
out〈n|N |( p′n|N|), . . . , n1(p′n1) | m1(pm1), . . . ,m|M|(pm|M|) 〉in
= S˙NM (θM )
|M|∏
i=1
4πδ(θ′n|N|−ni+1 − θmi)
if the rapidities are ordered as θm1 > · · · > θm|M| and θ′n1 < · · · < θ′n|N| and if
N is the completely reordered array M . This object has obviously no analytic
properties, since it is completely disconnected. However, we define it for other
orders of the rapidities again by the form factor property (i)
1NM (θ
′
N ; θM ) = 1
N
K(θ
′
N ; θK)S˙
K
M (θM ) = S˙
N
K (θ
′
K)1
K
M (θ
′
K ; θM ).
This implies in particular that
1NM (θ
′
N ; θM ) = δ
N
M
|M|∏
i=1
4πδ(θ′ni − θmi)
for θm1 > · · · > θm|M| and θ′n1 > · · · > θ′n|N| . Here δNM is the unit matrix in the
space VM = VN . For example if θ1 > θ2 and θ
′
1 > θ
′
2 one has the two cases
1
α′β′
αβ (θ
′
1, θ
′
2; θ1, θ2) =
in〈β′(θ′2), α′(θ′1) |α(θ1), β(θ2) 〉in
= δαα′δββ′
2∏
i=1
4πδ(θ′i − θi)
1
β′α′
αβ (θ
′
2, θ
′
1; θ1, θ2) =
out〈α′(θ′1), β′(θ′2) |α(θ1), β(θ2) 〉in
= S˙β
′α′
αβ (θ1, θ2)
2∏
i=1
4πδ(θ′i − θi).
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Theorem 4 For any local operator O(x) the ’intertwiner valued’ function
OJI (θ′J ; θI) defined by eq. (30) satisfies the general crossing relations9
OJI (θ′J ; θI)
(31)
= σOJ
∑
L∪N=J
K∪M=I
S˙JNL(θ
′
N , θ
′
L)1
N
M (θ
′
N , θM )C
LL¯OL¯K(θ′L¯ + iπ−, θK) S˙MKI (θI)
=
∑
L∪N=J
K∪M=I
S˙JLN (θ
′
L, θ
′
N )OKL¯(θK , θ′L¯ − iπ−)CL¯L 1NM (θ′N , θM ) S˙KMI (θI)
where K,L,M,N and θK , θL, θM , θN are defined analogously to I and θI . How-
ever, L¯ = (l¯|L|, . . . , l¯1) and θL¯ = (θl¯|L| , . . . , θl¯1) where the bar denotes the anti-
particles and CL¯L is a multi-particle charge conjugation matrix. The general
crossing relations are depicted in figure 6.
✓
✒
✏
✑O
I
J
=
σOJ
∑
N∪L=J
M∪K=I
✓
✒
✏
✑O✣✢✡✠
I
J
KL¯
L
S˙
S˙✎✍ ☞✌1
M
N
=
∑
L∪N=J
K∪M=I
✓
✒
✏
✑O✣✢✡✠
I
J
K L¯
L
S˙
S˙ ✎✍ ☞✌1
M
N
Figure 6: The general crossing relations
Proof. In [5] the crossing formula was proven for the case of only one out-going
particle |J | = 1 using LSZ-reduction formulae and the assumption of maximal
analyticity. General LSZ-reduction formulae for bosons take the form
out〈φ′ | O | p, φ 〉inα = out〈φ′ | aout †α (p)O |φ 〉in
+ i
∫
d2x out〈φ′ |T [Oj†α(x)] |φ 〉in e−ipx
9These crossing formulae are generalizations of those in [24].
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out
α¯〈φ′, p′ | O |φ 〉in = out〈φ′ | O ainα (p′) |φ 〉in
+ i
∫
d2x out〈φ′ |T [Oj†α(x)] |φ 〉in eip′x
and for fermions the form
out〈φ′ | O | p, φ 〉inα = σOα out〈φ′ | aout †α (p)O |φ 〉in
+ i
∫
d2x out〈φ′ |T [Oj¯α(x)] |φ 〉in u(θ) e−ipx
out
α¯〈φ′, p′ | O |φ〉in = σOα¯ out〈φ′ | O ainα (p′) |φ 〉in
− i σOα¯
∫
d2x out〈φ′ |T [Oj¯α(x)] |φ 〉in v(θ′) eip′x .
Using these relations one can derive similar crossing formulae for the general
case that φ′ 6= ∅. In these more general formulae one particle (from several
particles) in the out-state is crossed to the in-state. Iterating these relations
one obtains the general crossing relations.
Remarks:
1. Note that the equivalence of both formulations of the crossing relation
follows from the properties (i)− (iii).
2. As was shown in [5] the properties (ii) and (iii) on page 13 follow from
the crossing formula for |J | = 1.
5.2 Eigenvalues of higher charges
In this subsection and as a simple application of the general crossing formula
we investigate the higher conservation laws given by the currents JµL(x).
Proposition 5 In terms of the matrix elements
O1...n(θ) = 〈 0 | O | p1, . . . , pn 〉in1...n the higher charges
QL =
∫
dxJ0L(x) =
∫
dx12
(
J+L (x) + J
−
L (x)
)
satisfy for odd L = ±1,±3, . . . the eigenvalue equation(
QL −
n∑
i=1
(
p+i
)L) | p1, . . . , pn〉in1...n = 0
for suitable normalizations constants NJLn . For even L the charges vanish as in
the classical case.
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Proof. As a generalization of equation (27) for n = 1 we prove for arbitrary
n = |I| and n′ = |J | that
[QL]
J
I (θ
′; θ) =
n∑
i=1
(
p+i
)L
1JI (θ
′; θ). (32)
First we show that for n + n′ > 2 the connected part of the matrix element
[QL]
1′...n′
1...n (θ
′, θ) vanishes. This connected part is obtained by the analytic con-
tinuation
[
J0L
]
n′...1′1...n
(θ′ + iπ, θ). From the correspondence of operator and
p-function
QL =
∫
dxJ0L(x)↔ 2πδ(P ′ − P )NJLn′+n
∑
±
∓1
2

 n′∑
i=1
e±θ
′
i −
n∑
i=1
e±θi

 r∑
i=1
eLzi
the claim follows since for n′ + n > 2 there are no poles which may cancel the
zero at P ′ = P where P (′) =
∑
p
(′)
i . Note that only for n = n
′ = 1 the factor
1/ cosh 12θ12 in (26) cancels the zero. Therefore contributions to (32) come from
disconnected parts which contain (analytically continuated) two-particle form
factors (c.f. eq. (27))
[QL]
j
i (θj , θi) =
(
p+i
)L
1
j
i (θj , θi) .
It follows that in the general crossing formula only those terms with K =
{i} ,M = I \ {i} , L = {j} , N = J \ {j} contribute
[QL]
J
I (θ
′; θ) =
n∑
i=1
n∑
j=1
S˙JLN(θ
′
L, θ
′
N )
(
p+i
)L
1
j
i (θj , θi)1
N
M (θ
′
N , θM ) S˙
KM
I (θ)
=
n∑
i=1
(
p+i
)L
1JI (θ
′; θ)
where the obvious relation
∑n
j=1 S˙
J
LN (θ
′
L, θ
′
N )1
j
i (θj , θi)1
N
M (θ
′
N , θM ) S˙
KM
I (θ) =
1JI (θ
′; θ) has been used.
6 Bound states
Before we define and investigate the properties of bound state form factors
we recall some facts on bound state S-matrices and define the “bound state
intertwiners”. The two-particle S-matrix satisfies real analyticity (5) unitarity
(7), crossing (8), the Yang-Baxter relations (6) and the permutation property
at vanishing argument (9).
Let the two particles labeled by α and β of mass mα and mβ , respectively
form a bound state labeled by γ of mass mγ . The mass of the bound state γ is
given by
mγ =
√
m2α +m
2
β + 2mαmβ cosu
γ
αβ , (0 < u
γ
αβ < π).
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where uγαβ is the so called fusion angle and iu
γ
αβ is equal to the pure imaginary
relative rapidity of the constituents α and β. The two-particle S-matrix may be
diagonalized
S˙δγαβ(θ) =
∑
ǫ
ϕδγǫ (θ) S˙(α, β, ǫ, θ)ϕ
ǫ
αβ(θ) (33)
where the projections onto the eigenspaces (labeled by ǫ) are given by the in-
tertwiners ϕδγǫ (θ) and ϕ
ǫ
αβ(θ) with∑
ǫ
ϕδγǫ (θ)ϕ
ǫ
αβ(θ) = δαγδβδ ,
∑
αβ
ϕǫ
′
αβ(θ)ϕ
αβ
ǫ (−θ) = δǫ′ǫ .
The eigenvalue of the S-matrix S˙(α, β, γ, θ) which correspond to a bound state
(αβ) = γ has a pole at θ = iuγαβ , a fact which will be used to define the ‘bound
state intertwiners’.
6.1 Bound state intertwiners
Following the investigations of [27] (see also [24]) we use in addition to the
intertwines ϕǫαβ which are defined for all eigenstates ǫ of the S-matrix also similar
ones Γγαβ(u
γ
αβ) which are defined for all fusion angles. They are therefore only
defined for an eigenstate γ which correspond to bound states i.e. an to eigenvalue
of the two-particle S-matrix S(θ) which has a pole at θ = iuγαβ.
Definition 2 The matrix elements Γγαβ(θ
γ
αβ) of the bound state intertwiner
are defined by the residue of the S-matrix
i Res
θ=iuγ
αβ
S˙β
′α′
αβ (θ) = Γ
β′α′
γ (u
γ
αβ)Γ
γ
αβ(u
γ
αβ) : iRes
✁
✁
✁✁
❆
❆
❆❆
α β
α′β′
=
α β
α′β′
✎☞••✍✌ (34)
where the dual intertwiner is defined by the crossing relation
Γβαγ (u
γ
αβ) = Cγγ′Γ
γ′
α′β′(u
γ
αβ)C
β′βCα
′α : ✡✠•
γ
β α
=
✓✏
•☛✟✡✠✫✪
γ
β α
(35)
with the charge conjugation matrix C (e.g. for the sine-Gordon model Cα
′α =
Cα′α = δα′α¯).
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Remarks:
1. For the bound state intertwiner given by the matrix elements Γγαβ(u
γ
αβ)
and defined by eq. (34) we will also use the notation
Γ
(12)
12 (u
(12)
12 ) =
✎☞•
1 2
(12)
where u
(12)
12 = u
γ
αβ. It intertwines the spaces V1 ⊗ V2 and V(12)
Γ
(12)
12 : V1 ⊗ V2 → V(12) . (36)
2. Note that the bound state intertwiners Γ
(12)
12 (u
(12)
12 ) and the dual ones
Γ21(12)(u
(12)
12 ) are defined for u
(12)
12 > 0. In addition one may define the
‘inverse’ ones Γ
(12)
21 (u
(12)
21 ) with u
(12)
21 = −u(12)12 < 0 such that
Γ12(12)(u
(12)
21 )Γ
(12)
12 (u
(12)
12 ) = P12(12)
Γ
(12)
12 (u
(12)
12 )Γ
12
(12)(u
(12)
21 ) = δ(12) (37)
where P12(12) projects onto that subspace of V1 ⊗ V2 defined by (36) on
which Γ
(12)
12 (u
(12)
12 ) is nonzero and δ(12) is the unit matrix in V(12). The dual
‘inverse’ intertwiner is again defined by a crossing relation analogously to
(35).
3. Obviously the bound state intertwiners are defined only up to some phase
factors. From eqs. (33,34) follows that the components are given as
Γγαβ = ε(α, β, γ)i
∣∣∣∣∣ Resθ=iu(12)12 S˙(α, β, γ, θ)
∣∣∣∣∣
1/2
ϕγαβ .
Here S˙(α, β, γ, θ) is the eigenvalue of the S-matrix S˙β
′α′
αβ which corre-
spond to the bound state γ and the ε’s are phase factors. In [27] it
was shown that iRes S˙γ(θ) is real where the sign is related to the parity
of the particles involved. The phase factors ε fulfill ε(α, β, γ)ε(α¯, β¯, γ¯)
= − sgn
(
iRes S˙(α, β, γ, θ)
)
.
Example 1 For the sine-Gordon model we fix the phase factors by ε(s, s¯, k) =
(−1)k and ϕkss¯ = (−1)kϕks¯s = 1/
√
2 10. The two-particle S-matrix has poles at
10This choice is motivated by the fact that with this convention the breather matrix elements
〈0| : ϕk : (0)|bk〉 are positive (see [35, 34]).
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θ = iu(k) = iπ(1− kν) which correspond to the soliton anti-soliton bound states
alias breathers bk. Using the short notation Γ
k
ss¯ = Γ
bk
ss¯(u
(k)) we obtain
Γkss¯ = (−1)kΓks¯s = (−1)ki
∣∣∣∣12 Resθ=iπ(1−kν) S˙±(θ)
∣∣∣∣
1/2
(38)
where + and − correspond to even or odd k, respectively. The residues have
been calculated in [17]
1
2 Resθ=iπ(1−kν)
S˙±(θ) = Res
θ=iπ(1−kν)
b˙(θ) = (−1)k Res
θ=iπ(1−kν)
c˙(θ)(−1)k
= 2i(−1)k cot π2 kν
k−1∏
l=1
cot2 π2 lν. (39)
All bound state intertwiners Γ involving solitons are uniquely given by the cross-
ing relations
Γkss = Γ
s
ks = Γ
ss¯
k = Γ
s¯
s¯k = Γ
s¯k
s¯ = Γ
k
ss¯
Γks¯s¯ = Γ
s¯
ks¯ = Γ
s¯s
k = Γ
s
sk = Γ
sk
s¯ = Γ
k
s¯s = (−1)kΓkss¯.
Proposition 6 on page 35 and the general relation (34) imply up to a sign
Res
θ=iπ(1−kν)
b˙(θ) = Res
θ=iπ 12 (1+kν)
Sks(θ)
which may easily checked directly.
Example 2 For the breather-breather bound states we fix the phase factors
ε(k, l, k + l) = 1 and ϕk+lkl = 1 (for k + l < 1/ν) and get
Γk+lkl = i
∣∣∣∣∣ Resθ=iπ 12 (k+l)ν Skl(θ)
∣∣∣∣∣
1/2
where for k ≤ l
Res
θ=iπ 12 (k+l)ν
Skl(θ) = 2i tan
π
2 (k + l)ν
tan π2 lν
tan π2 kν
k−1∏
j=1
tan2 π2 (k + l − j)ν
tan2 π2 jν
.
All further breather bound state intertwiners Γ are again uniquely given by the
crossing relations using that the breather are self-conjugate
Γlk+lk = Γ
lk
k+l = Γ
k
lk+l = Γ
kk+l
l = Γ
k+l
kl = Γ
k+l
lk .
Again proposition 6 and the general relation (34) imply that up to a sign
Res
θ=iπ 12 (k+l)ν
Skl(θ) = Res
θ=iπ 12 (1−lν)
Skk+l(θ) ,
which also may easily checked directly.
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6.1.1 The bootstrap principle
If there exist bound states in a quantum field theoretic model, the bootstrap
principle means that all particles are to be considered on the same footing, in
particular:
1. The space of all kinds of particles V is closed under bound state fusion
which means that there exist for each fusion angle a bound state inter-
twiner Γ
(12)
12 (u
(12)
12 ) such that
Γ
(12)
12 : V1 ⊗ V2 → V(12) , with V1 = V2 = V, V(12) ⊆ V.
2. If the fusion process α+β → γ exists then also the fusions β+ γ¯ → α¯ and
γ¯ + α → β¯ must exist. The corresponding fusion angles may be read off
figure 7 where the euclidean momenta (p0, Im p1) are depicted and where
uˆγαβ = π − uγαβ etc. In particular the rapidities of the constituents are
given in terms of the rapidity of the bound state by
θα = θγ + iuˆ
α¯
βγ¯
θβ = θγ − iuˆβ¯γ¯α (40)
and similar for the other fusion processes. The fusion angles satisfy the
relation uγαβ + u
α¯
βγ¯ + u
β¯
γ¯α = 2π or uˆ
γ
αβ + uˆ
α¯
βγ¯ + uˆ
β¯
γ¯α = π.
✻
❳❳❳
❳❳❳
❳❳❳
❳❳❳②
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟✯
~pα
~pβ
~pγ
uˆγαβ
uˆα¯βγ¯
uˆβ¯γ¯α
Figure 7: The euclidian momenta (p0, Im p1) of the fusion process α + β → γ
in the center of mass system of γ.
3. The various bound state intertwiners are related by crossing as de-
picted in figure 8 on page 36.
6.2 Bound state S-matrix
We show that the ‘bootstrap principle’ provides a consistent scheme. In partic-
ular we prove that the definition of the bound state intertwiners by the relation
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(34) is consistent with crossing symmetry. First we define the bound state S-
matrix (see [27]). Using the Yang-Baxter equation and the definition of the
bound state intertwiners we have
ResS12S13S23 = ResS23S13S12
Γ21(12)Γ
(12)
12 S13S23 = S23S13Γ
21
(12)Γ
(12)
12
✂
✂
✂✂
✏✏✏
❅
❅
❅
❅
✘✘
1
2 3
(12)
12
=
✘✘ ❅
❅
❅
❅
✏✏
✏
✂
✂
✂✂
1
2
3
(12)
1
2
•
•
•
• 
 
Therefore the following definition of the bound state S-matrix is natural.
Definition 3 [27]The bound state S-matrix which describes the scattering of a
bound state (12) with another particle 3 is given by
S˙(12)3(θ(12)3)Γ
(12)
12 = Γ
(12)
12 S˙13(θ13)S˙23(θ23)
∣∣∣
θ12=iu
(12)
12
(41)
 
 
❅
❅
❅
✘✘
1 2
3
• =
 
❅
❅
❅
❅
✏✏
✏
✂
✂
✂
1
2 3
•
where the rapidity of the bound state θ(12) is defined by the relation of the 2-
momenta p1 + p2 = p(12) (see also eqs. (40)).
It was shown in [27] that the bound state S-matrix defined by (41) fulfills
unitarity, crossing and the Yang-Baxter equation. The equation (41) is also
called a ’bootstrap equation’ [39] (also referred to as a ’pentagon equation’). It
relates different two-particle S-matrices and therefore implies strong restrictions
on the complete two-particle S-matrix which may be used to calculate the S-
matrix for integrable models [39].
We show that the definition of the bound state intertwiners by means of
the residue of the two-particle S-matrix (34) is consistent with the ‘bootstrap
principle’ and crossing symmetry.
Proposition 6 If the bound state intertwiners satisfy the crossing relations
Γγαβ = C
γγ¯′Γβ¯
′
γ¯′αCβ¯′β = Cαα¯′Γ
α¯′
βγ¯′C
γ¯′γ (42)
(see figure 8) and if the relation (34) holds for the fusion process α + β → γ
then it also holds for the fusion processes β + γ¯ → α¯ i.e.
i Res
θβγ¯=iuα¯βγ¯
S˙γ¯
′β′
βγ¯ (θβγ¯) = Γ
γ¯′β′
α¯ Γ
α¯
βγ¯ .
and correspondingly for γ¯ + α→ β¯.
The proof of this proposition is delegated to appendix D.
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☛✟•
α β
γ
= ✡✠
☛✟✓✏•
γ
βα
= ✡✠
☛✟✓✏•
γ
βα
Figure 8: Crossing relations of the fusion intertwiners
6.3 Bound state form factors
If there are no bound states in the model there exist only the ‘annihilation poles’
according to property (iii) on page 13 which follow from the crossing formula.
If there are also bound states there are additional poles [3] and we have also
property (iv). Such additional poles have been discussed for simple cases in
[3, 5]. Here we give the arguments for more general cases. Let us consider a
model with a bound state (12) of two particles of 1 and 2 such that the attractive
region is connected analytically (by a coupling constant) to a repulsive region,
where the bound state decays.
We start in the repulsive region and consider the two-point Wightman func-
tion (1) 〈0|O′O| 0〉 = 〈0|O′(x)O(0)| 0〉. We use the symmetry given by the
statistics of the particles to express the in-state matrix elements in terms of the
form factor functions O1...n(θ) for ordered rapidities
〈0|O′O| 0〉 =
∞∑
n=0
1
n!
∫
· · ·
∫
dp1 . . . dpn
(2π)n2ω1 . . . 2ωn
×〈0|O′|p1, . . . , pn〉in in〈 pn, . . . , p1|O|0〉
=
∞∑
n=0
∫ ∞
−∞
dθ1
4π
∫ θ1
−∞
dθ2
4π
· · ·
∫ θn−1
−∞
dθn
4π
O′1...n(θ)O1...n(θ) e−iPx
=
∞∑
n=0
1
n!
∫ ∞
−∞
dθ1
4π
∫ ∞
−∞
dθ2
4π
· · ·
∫ ∞
−∞
dθn
4π
O′1...n(θ)O1...n(θ) e−iPx
where P = p1 + · · · + pn. For the last equality the symmetry (i) of the form
factor functions has been used, in particular we have
O′12...nO12...n = O′21...nS˙12O12...n = O′12...nS˙21O21...n . (43)
In the repulsive case the S-matrices S˙12 and S˙21 have poles at θ12 = θ1 −
θ2 = iu
(12)
12 and θ21 = θ2 − θ1 = iu(12)12 , respectively, in the ‘unphysical region’
u
(12)
12 < 0. Therefore also the left hand side has these poles. There are
(
n
2
)
such
pairs of poles. By analytic continuation with respect to the coupling constant to
the attractive region where u
(12)
12 > 0 these poles cross the integration contours
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and we obtain additional contributions from residues
〈0 | O′O | 0〉 =
∞∑
n=0
1
n!
{∫ ∞
−∞
dθ1
4π
∫ ∞
−∞
dθ2
4π
· · ·
∫ ∞
−∞
dθn
4π
+
(
n
2
)[
−
∮
iu
(12)
12
+
∮
−iu
(12)
12
]
dθ12
4π
∫ ∞
−∞
dθ(12)
4π
· · ·
∫ ∞
−∞
dθn
4π
}
×O′1...n(θ)O1...n(θ) e−iPx.
The substitution (θ1, θ2) → (θ12 = θ1 − θ2, θ(12)) has been applied for the
additional residue terms (if the masses of 1 and 2 are equal the bound state
rapidity is θ(12) =
1
2 (θ1+ θ2), for the general case see eqs. (40)). Using (43) and
the residue formula (34) we obtain
−
∮
iu
(12)
12
dθ12
4π
O′12...n(θ) = −
1
2
O′21...n(θ)Γ21(12)Γ(12)12
∣∣∣
θ12=iu
(12)
12∮
−iu
(12)
12
dθ12
4π
O12...n(θ) = −1
2
Γ21(12)Γ
(12)
12 O21...n(θ)
∣∣∣
θ12=iu
(12)
12
which means that both residues give the same contribution. Therefore the
additional term may be written as
−
∞∑
n=2
1
n!
(
n
2
)∫ ∞
−∞
dθ(12)
4π
· · ·
∫ ∞
−∞
dθn
4π
O′21...nΓ21(12)Γ(12)12 O12...n
∣∣∣
θ12=iu
(12)
12
=
∫ ∞
−∞
dθ(12)
4π
∞∑
n=2
1
(n− 2)!
∫ ∞
−∞
dθ3
4π
· · ·
∫ ∞
−∞
dθn
4π
O′(12)...nO(12)...n e−iPx
where we have introduced the bound state form factor
O(12)3...n(θ(12), θ′) = 1
i
√
2
O21...n(θ)Γ21(12)
∣∣∣∣
θ12=iu
(12)
12
(44)
with θ′ = (θ3, . . . , θn) and the rapidity θ(12) of the bound state is given by
p1 + p2 = p(12). This identification is obviously unique up to a sign which may
be absorbed into the bound state intertwiner. Using again the property (i) and
the residue formula for the S-matrix (34) we obtain the property (iv) of form
factors on page 8
Res
θ12=iu
(12)
12
O123...n(θ) = Res
θ12=iu
(12)
12
O213...n(θ)S˙12
= −iO213...n(θ)Γ21(12)Γ(12)12
∣∣∣
θ12=θ
(12)
12
= O(12)3...n(θ(12), θ′)
√
2Γ
(12)
12
In order to show that the formula (44) for the bound state form factor is
consistent with the bootstrap principle we prove the following proposition.
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Proposition 7 The bound state form factor defined by the property (iv) or by
(44) satisfies properties (i) (ii) and (iii)
(i) O(12)3...n(θ(12), θ3, . . . ) = O3(12)...n(θ3, θ(12), . . . )S(12)3
(ii) = O3...n(12)(θ3, . . . , θ(12) − 2πi)σO(12)
(iii) ≈
2i
θ(12)3−iπ
C(12)3O4...n(θ4, . . . )
× (1− S3n . . . S34)
Proof. These relations follow directly from the corresponding relations for the
form factor before taking the residue, by using in addition the Yang-Baxter
equation, the fusion equation (41) and the crossing relations of the bound state
intertwiners. For (i) and (ii) the proofs are obvious. For (iii) the proof is quite
involved. It is delegated to appendix E.
7 Soliton Breather form factors
In this section we apply the results of the previous section to the sine-Gordon
model. We calculate breather form factors starting with the general formula
(13) for the soliton form factors.
The bk-breather-(n− 2)-soliton form factor is obtained from O123...n(θ) by
means of the fusion procedure (iv) with the fusion angle given by u
(12)
12 = u
(k) =
π(1− kν) the bound state rapidity ξ = θ(12) = 12 (θ1 + θ2) and θ′ = θ3, . . . , θn
Res
θ12=iu(k)
O123...n(θ) = O(12)3...n(ξ, θ′)
√
2Γ
(12)
12 (iu
(k))
where the bound state intertwiner is given by eqs. (38) and (39).
For θ12 → iu(k) there will be pinchings of the integration contours in formula
(13) at the poles zi = z
(l) = θ2−iπlν = ξ− 12 iπ(1−kν+2lν) for l = 0, . . . , k and
i = 1, . . . ,m. Using the pinching rule of contour integrals and the symmetry
with respect to the m z-integrations we obtain
Res
θ12=iu(k)
O123...n(θ) = Res
θ12=iu(k)
(−2πi)m
k∑
l=0
Res
z1=z(l)
∫
Cθ
dz2 · · ·
∫
Cθ
dzm
×h(θ, z)pO(θ, z)Ψ1...n(θ, z).
After a lengthy calculation (see appendix F) we obtain for the case of the lowest
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breather (k = 1, u(1) = π(1− ν)) the one-breather-(n− 2)-soliton form factor
O3...n(ξ, θ′) =
∏
2<i
Fsb(ξ − θi)
∏
2<i<j
F (θij)
×
1∑
l=0
(−1)l
∏
2<i
ρ(ξ − θi, l)
×
∫
Cθ
dz2 · · ·
∫
Cθ
dzm
∏
1<j
χ(ξ − zj , l)
×
∏
2<i
∏
1<j
φ(θi − zj)
∏
1<i<j
τ(zij) p˜
O(ξ, θ′, z(l), z′)Ψ3...n(θ
′, z′)
with z′ = (z2, . . . , zm). The soliton-breather form factor has been introduced as
Fsb(θ) = Ksb(θ) sin
1
2iθ exp
∫ ∞
0
dt
t
2
cosh 12νt
cosh 12 t
1− cosh t(1− θ/(iπ))
2 sinh t
Ksb(θ) =
− cos π4 (1− ν)/E(12 (1 − ν))
sinh 12 (θ − iπ2 (1 + ν)) sinh 12 (θ + iπ2 (1 + ν))
.
The normalization has been chosen such that Fsb(∞) = 1. The function E(ν)
was used in [3, 5] and is defined in appendix F. Also we have introduced the
short notations
ρ(ξ, l) =
sinh 12
(
ξ − (−1)l iπ2 (1 + ν)
)
sinh 12ξ
= (−1)l sinh
1
2
(
ξ − iπ2 (1 + (−1)lν)
)
sinh 12ξ
χ(ξ, l) = (−1)l sinh
1
2 (ξ +
iπ
2 (1 + (−1)lν))
sinh 12 (ξ − iπ2 (1 + (−1)lν))
The following identities have been used
F (θ1 − θi)F (θ2 − θi)φ˜(θi − z(l)) = Fsb(ξ − θi)ρ(ξ − θi, l)
φ(θ1 − zj)φ(θ2 − zj)Ssb(ξ − zj)τ(z(l) − zj) = χ(ξ − zj, l)
for θ1/2 = ξ± iπ2 (1−ν), z(l) = ξ− iπ2 (1−(−1)lν). The new p-function is obtained
from the old one by
p˜O(ξ, θ′, z(l), z′) = md(ν) pO(ξ + 12 iu
(1), ξ − 12 iu(1), θ′, z(l), z′ )
where the constant d(ν) is given by
d(ν) =
√
E(ν)
κ
√
sin 12πν
(see appendix F).
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Iterating the above procedure we obtain the r-breather-s-soliton form fac-
tor with 2r + s = n, the breather rapidities ξ = (ξ1, . . . , ξr) and the soliton
rapidities θ = (θ1, . . . , θs)
O1...s(ξ, θ) =
∏
1≤i<j≤r
Fbb(ξij)
r∏
i=1
s∏
j=1
Fsb(ξi − θj)
∏
1≤i<j≤s
F (θij)
×
1∑
l1=0
· · ·
1∑
lr=0
(−1)l1+···+lr
∏
1≤i<j≤r
(
1 + (li − lj) i sinπν
sinh ξij
)
×
r∏
i=1
s∏
j=1
ρ(ξi − θj , l)
×
∫
dzr+1 · · ·
∫
dzm
r∏
i=1
m∏
j=r+1
χ(ξi − zj , l)
×
s∏
i=1
m∏
j=r+1
φ(θi − zj)
∏
r<i<j≤m
τ(zij) p˜(ξ, θ, z
(l), z)Ψ1...s(θ, z)
again with z
(li)
i = ξi − iπ2 (1 − (−1)liν), (i = 1, . . . , r). The two-breather form
factor has been introduced as
Fbb(θ) = Kbb(θ) sin
1
2iθ exp
∫ ∞
0
dt
t
2
cosh(12 − ν)t
cosh 12 t
1− cosh t(1− θ/(iπ))
2 sinh t
Kbb(θ) =
− cos 12πν/E(ν)
sinh 12 (θ − iπν) sinh 12 (θ + iπν)
The normalization has been chosen such that Fbb(∞) = 1. The relation
Fsb(ξ1 − θ3)Fsb(ξ1 − θ4) ρ(ξ1 − θ3, l1)ρ(ξ1 − θ4, l1)χ(ξ1 − z(l2)2 , l1)
= Fbb(ξ12)
(
1 + (l1 − l2) i sinπν
sinh ξ12
)
has been used for θ3/4 = ξ2 ± iπ2 (1 − ν). The new p-function is obtained from
the old one by
p˜(ξ, θ′′, z(l), z′′) =
(
m
r
)
r! dr(ν) p
(
ξ1 +
1
2θ
(1), ξ1 − 12θ(1), . . . , θ′′, z(l1)1 , . . . , z′′
)
.
In particular for n = 2r = 2m we get the pure lowest breather form factor
O(ξ) =
∏
i<j
Fbb(ξij)
1∑
l1=0
· · ·
1∑
lr=0
(−1)l1+···+lr
×
r∏
1=i<j
(
1 + (li − lj) i sinπν
sinh ξij
)
p˜(ξ, z(l))
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and the pure breather p-function
p˜(ξ, z(l)) = r! dr(ν) p
(
ξ1 +
1
2 iu
(1), ξ1 − 12 iu(1), . . . , z(l1)1 , . . .
)
.
8 Conclusion
In a forthcoming paper [35] we investigate extensively the pure breather form
factors of the sine-Gordon model. Some results have been published previously
[34]. Furthermore other integrable models of quantum field theory will be an-
alyzed. In particular the SU(N)-chiral-Gross-Neveu [14] and the O(N)-Gross-
Neveu [15] model is under investigation. In these models the particles possess
anyonic statistics. The form factor program as considered in the present article
may easily extended to anyonic fields and particles. Mainly the statistics factors
in the form factor equations (i)− (v) have to be replaced by more general phase
factors. This has been discussed in [4, 40, 6, 41].
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Appendix
A Proof of the lemma 2
Proof. We start the proof of lemma 2 by establishing some algebraic identities.
The formula
∏
1≤i<j≤m
(xj − xi) =
∣∣∣∣∣∣∣∣∣
1 x1 x
2
1 . . . x
m−1
1
1 x2 x
2
2 . . . x
m−1
2
...
...
...
. . .
...
1 xm x
2
m . . . x
m−1
m
∣∣∣∣∣∣∣∣∣
follows from the fact that both sides are polynomials in xm of degree m−1 with
the same m − 1 zeros and the same asymptotic behavior. Further taking the
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anti-symmetric sum [· · · ]a with respect to x1, . . . , xm one gets the relations

xkm ∏
1≤i<j≤m
(xj − xi)


a
=
∣∣∣∣∣∣∣∣∣
1 x1 . . . x
m−2
1 x
k
1
1 x2 . . . x
m−2
2 x
k
2
...
...
...
. . .
...
1 xm . . . x
m−2
m x
k
m
∣∣∣∣∣∣∣∣∣
= δk,m−1
∏
1≤i<j≤m
(xj − xi)
for k = 0, 1, . . . ,m− 1. Therefore for any set of constants Ak one has

(
m−1∑
k=0
Akx
k
m
) ∏
1≤i<j<m
(xj − xi)


a
= Am−1
∏
1≤i<j≤m
(xj − xi)
In particular with xi = e
2zi and aj = e
2θj we may finally write
∏
1≤i<j≤m
sinh zij ∝

(2m∏
i=1
cosh 12 (θi − zm)−
2m∏
i=1
sinh 12 (θi − zm)
)
m−1∏
i=1
e−zi
∏
1≤i<j<m
sinh zij


a
because the difference on the right hand side is of the form
∑m−1
k=0 Ake
2kzm .
Using τ(z) ∝ sinh z sinh(z/ν) the right hand side of formula (11) for pO(θ, z) =
independent of z and n = 2m is proportional to
∫
Cθ
dz1 · · ·
∫
Cθ
dzm
n∏
i=1
m∏
j=1
φ(θi − zj)
∏
1≤i<j≤m
sinh
1
ν
(zi − zj) Ψ1...n(θ, z)
×

( n∏
i=1
cosh 12 (θi − zm)−
n∏
i=1
sinh 12 (θi − zm)
)
m−1∏
i=1
e−zi
∏
1≤i<j<m
sinh zij


a
The zm-integral may be written as(∫
Cθ
−
∫
Cθ+iπν
)
dzm
n∏
i=1
φ˜(θi − zm)
n∏
i=1
cosh 12 (θi − zm)
×
m−1∏
i=1
sinh
zi − zm
ν
Ψ˜(θ, z) = 0
where φ˜(θ) = a(θ)φ(θ) and Ψ˜(θ, z) = Ψ(θ, z)/
(∏n
i=1
∏m
j=1 a(θi − zj)
)
. The
shift relations
φ˜(θ − iπν) cosh 1
2
(θ − iπν) = φ˜(θ) i sinh 1
2
(θ)
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Ψ˜(θ, z1, . . . , zm + iπν) = −Ψ˜(θ, z1, . . . , zm)
have been used. They can easily be derived from (18), the definition of the
Bethe Ansatz state (12) and the S-matrix (4). The contour Cθ − Cθ + iπν may
be closed at ± infinity since the integrand behaves like e−2|zm|/ν for z2 → ±∞
(see appendix B). There are no poles inside the closed contour, therefore the
integral vanishes by Cauchy’s theorem.
B Asymptotic formulae
The asymptotic behavior of the soliton-soliton scattering amplitude is easily
obtained from its integral representation
a(θ) = exp
∫ ∞
0
dt
t
sinh 12 (1− ν)t
sinh 12νt cosh
1
2 t
sinh t(θ/(iπ)) = e∓i
1
2 (1/ν−1) + o(1)
for Re θ → ±∞, (| Im θ| < π2 (1 + ν − |1 − ν|)). This implies for the other
amplitudes
b(θ) = e±i
1
2 (1/ν−1) + o(1) , c(θ) = ±2i sin(π/ν) e±i 12 (1/ν−1)e∓θ/ν (1 + o(1)) .
The asymptotic behavior of the ‘minimal’ two-soliton form factor function is
given by
F (θ) = cosh 12 (iπ − θ) exp
∫ ∞
0
dt
t
sinh 12 (1− ν)t
sinh 12νt cosh
1
2 t
1− cosh t(1− θ/(iπ))
2 sinh t
= const e±(1/ν+1)(θ−iπ)(1 + o(1))
for Re θ → ±∞, (| Im θ − π| < π2 (3 + ν − |1− ν|)) with the constant
const = 12 exp
1
2
∫ ∞
0
dt
t
(
sinh 12 (1− ν)t
sinh 12νt cosh
1
2 t sinh t
− 1− ν
νt
)
which satisfies
const4 = − 14ν (F ′(0))
2
= 14νπκ
(for κ see eq. (19)). Similarly one has for Re θ → ±∞, (| Im θ− π2 | < π2 (2 + ν −|1− ν|)) the asymptotic expansion
φ(θ) =
4√
4πνκ
e∓
1
2 (1/ν+1)(θ−iπ/2)
(
n˜∑
n=0
Ane
∓nθ + o
(
e∓n˜θ
))
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for any integer n˜ and ν < 2/n˜. The constants An are determined by the
expansion
exp 12
[∫ ∞
−∞
dt
t
(
sinh 12 (1− ν)t
sinh 12νt sinh t
− 1− ν
νt
)
eit(θ−iπ/2)/π
]
= exp
(
n˜∑
n=1
ane
∓nθ + o
(
e∓n˜θ
)
+
m˜∑
m=1
bme
∓2mθ/ν + o
(
e∓2m˜θ/ν
))
=
n˜∑
n=0
Ane
∓nθ + o
(
e∓n˜θ
)
where an = (−i)n−1 sin 12π(1 − ν)n/
(
πn sin 12πνn
)
. Note that A0 = 1.
C Expansion of the integral representation
In order to compare the exact result for 4-particle form factors with the Feynman
graph result the integral representation has to be expanded for small couplings.
We calculate the integral I± =
∫
Cθ
dz1
∫
Cθ
dz2I
±(z1, z2) to prove formula (28).
The integrands are
I±(z1, z2) =

 4∏
i=1
2∏
j=1
φ˜(θi − zj)

 c˜(θ1 − z1)c˜(θ2 − z2)
×
(
1 + b˜(θ1 − z2)b˜(θ2 − z1)
)
τ(z1 − z2)
(
e±z1 + e±z2
)
up to order O(g2). The functions I±(z1, z2) have poles at zi = θ1, θ2, θ3, θ4 and
θi − iπ, θi + iπ(ν − 1) for i = 1, 2. By means of Cauchy’s theorem we have
∫
Cθ
dziI(z1, z2) =

∮
θi−iπ
−
4∑
j=1
∮
θj
+
∫
C0

 dziI(z1, z2)
where C0 goes from −∞ to∞ such that Im θi−π < Im z < Im θi. Then shifting
by the integration contour C0by iπ one obtains
∫
C0
dziI(z1, z2) =

 4∑
j=1
∮
θj
+
∮
θi+iπ(ν−1)
+
∫
C0+iπ

 dziI(z1, z2)
which implies finally
∫
Cθ
dziI(z1, z2) =
[
−
∮
θi
+
∮
θi−iπ
+ 12
[∮
θi
+
∮
θi+iπ(ν−1)
]
− 12
∑
j 6=i
∮
θj

 dziI(z1, z2) + 12
∫
C0
dzi (I(zi) + I(zi + iπ)) .
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The last term
∫
C0
dzi (I(zi) + I(zi + iπ)) is of order O(g
2). Therefore we may
consider up to O(g2)
I± =

− ∮
θ1
+
∮
θ1−iπ
+ 12
[∮
θ1
+
∮
θ1+iπ(ν−1)
]
− 12
∑
j 6=1
∮
θj

 dz1
×

− ∮
θ2
+
∮
θ2−iπ
+ 12
[∮
θ2
+
∮
θ2+iπ(ν−1)
]
− 12
∑
j 6=2
∮
θj

 dz2I±(z1, z2) .
The [−Resθ1 +Resθ1−iπ ]zi terms have O(1) andO(g) contributions the other
ones are of order O(g) only. The O(1)-terms cancel and after a long but straight
forward calculation all O(g)-terms give formula (28).
D Proof of proposition 6
In this appendix we prove that the ‘bootstrap principle’ provides a consistent
scheme. In particular we prove proposition 6 which states that the definition of
the bound state intertwiner is consistent with crossing symmetry.
Proof. The idea of the proof may read off figure 9: We use the crossing property
of the S-matrix (8), the S-matrix bound state formula (41), the residue formula
(34) and the crossing relations of the bound state intertwiners (35). We make
 
 
 
❅
❅
❅
β γ¯
γ¯′ β′
=
❅ 
 
 
❅
❅
❅ ❅
β′
β
γ′
γ
=
❅ 
 
 ❅
 
❅
❅
❅
❅γ′
α′
α
β′′
δ′ β
β′
δ
γ
Res
−→
❅ 
 
❅ 
 ❅
✁
❅
❅
 
γ′
α′
β′′
γ′′
β′
α
γ
β
=
   ❅❅
❅❅   
β γ¯
α¯
γ¯′ β′
Figure 9: Proof of proposition 6.
the convention that rapidities as θα, θα′ etc. belong to particles with the same
mass and other invariant quantum numbers. If δ denotes a particle with the
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same mass as that of β then we have (see fig. 9)
i Res
θβγ¯=θα¯βγ¯
S˙γ¯
′β′
βγ¯ (θβγ¯) = i Res
θβγ¯=θα¯βγ¯
Cγ¯
′γ′Cγγ¯S˙
β′γ
γ′β (iπ − θβγ¯)
= i Res
θβγ¯=θα¯βγ¯
Cγ¯
′γ′Γαδγ′ Γ
γ′′
αδCγγ¯S˙
β′γ
γ′′β(iπ − θβγ¯)
= −i Res
θαβ=θ
γ
αβ
Cγ¯
′γ′Γαδγ′ S˙
β′α′
αβ′′ (θαβ)S˙
β′′δ′
δβ (0)Γ
γ
α′δ′Cγγ¯
= Cγ¯
′γ′Γαβ
′′
γ′ Γ
β′α′
γ′′ Γ
γ′′
αβ′′Γ
γ
α′βCγγ¯
= Cγ¯
′γ′Γβ
′α′
γ′ Γ
γ
α′βCγγ¯ = Γ
γ¯′β′
α¯ Γ
α¯
βγ¯
where the crossing relation of the S-matrix, the orthogonality relation of the
bound state intertwiners (37), the residue formula (34), the permutation prop-
erty (9) of the S-matrix at θ = 0 and the crossing relations of the intertwiners
(42) have been used. Obviously the rapidities satisfy the equivalence
θβγ¯ = iu
α¯
βγ¯
θαδ = iu
γ
αδ
}
⇔
{
θαβ = iu
γ
αβ
θβ = θδ
(note that θαβ = θα − θβ etc.). An analogous relation can be shown for the
process γ¯ + α → β¯. The relation of the three fusion angles may be read off
figure 7.
E Proof of proposition 7
In this appendix we prove that the bound state form factors given by property
(iv) on page 8 satisfy property (iii) which is the recursion relation of n-particle
form factors to (n− 2)-particle form factors. We consider (iii) in the form
Res
θ(12)(34)=iπ
O(12)(34)5...n(θ(12), θ(34), θ′) = 2iC(12)(34)O5...n(θ′)
× (1− S(34)n . . . S(34)5)
with θ′ = θ5, . . . , θn. First we note that the bound state formula (iv) on page 9
for form factors may also be written in a form without taking a residue. This
follows if we make the bound state pole at θ12 = iu explicit by using (i) such
that
O(12)3...n(θ(12), θ′) = 1√
2
Res
θ12=iu
O123...n(θ1, θ2, . . . , θn)Γ12(12)(−u)
=
1√
2
Res
θ12=iu
O213...n(θ)S˙12(θ12)Γ12(12)(−u)
= −i 1√
2
O213...n(θ)
∣∣∣
θ12=iu
Γ21(12)(u). (E.1)
where also the definition (34) and the orthogonality relation (37) of the bound
state intertwiners have been used.
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The form factor O1234...n(θ) has poles at θ12 = iu, θ34 = iu, θ13 = iπ, θ24 =
iπ.We extract the two first poles by applying formula (E.1) twice and introduce
the function
G(θ12, θ34, θ) = O21435...n(θ′) Γ21(12)Γ43(34) ,
(
θ = θ(12)(34) = θ(12) − θ(34)
)
where we suppress the co-vector structure and the variables θ4, . . . , θn. If for
simplicity we assume that all masses are equal then θ(12) =
1
2 (θ1 + θ2) and
θ(34) =
1
2 (θ3 + θ4) are the center-of-mass rapidities. Extracting the poles at
θ13 = iπ and θ24 = iπ, the remainder is analytic and can be expanded as
G(θ12, θ34, θ) =
A+ (θ12 − iu)B + (θ34 − iu)C + (θ − iπ)D
(θ13 − iπ)(θ24 − iπ) + . . . (E.2)
with certain constants A,B,C,D. We consider three limiting procedures:
1. Let first θ13 → iπ, then θ34 → iu and finally θ → iπ:
This means that also θ12 → iu and θ24 → iπ. Due to (i) we have G(θ12, θ34, θ) =
O1324...nS˙23S˙21S˙43Γ21(12)Γ43(34) and therefore with (iii) for the particle pair 13
G1(θ) =
[
Res
θ13=iπ
G(θ12, θ34, θ)
]
θ34=iu
= 2i
[
C13O24...n (1− S3n . . . S34S32) S˙23S˙21S˙43Γ21(12)Γ43(34)
]
θ34=iu
= 2iC13O24...nσ43 (−S3n . . . S35S21) Γ21(12)Γ43(34)
≈ (2i)
2
θ24 − iπC13C24σ43O5...n(1− S4n . . . S45) (−S3n . . . S35S21) Γ
21
(12)Γ
43
(34)
≈ (2i)2i θ12 − iu
θ24 − iπC13C24σ43σ12O5...n(1− S4n . . . S45) (−S3n . . . S35) Γ
12
(12)Γ
43
(34)
≈ −(2i)2iC13C24O5...n
(
−S3n . . . S35Γ43(34) + Γ43(34)S(34)n . . . S(34)5
)
Γ12(12)
In deriving the third line unitarity (7) and crossing (8) of the S-matrix has bee
used. Also for (i, j) = (3, 4) and (1, 2) we have used that
SjiΓ
ji
(ij)(u) ≈ i(θij − iu)σijΓij(ji)(−u) (E.3)
which follows from the unitarity (7) of the S-matrix, the definition (34) and the
orthogonality (37) of the bound state intertwiners. Further we have used again
(iii) for the particle pair 24 and the fact that (θ12 − iu)/(θ24 − iπ) = −1 holds
for θ13 = iπ and θ34 = iu. The statistics factors σ43σ12 cancel since 1 = 2¯ and
3 = 4¯. Also the fusion rule S˙4iS˙3iΓ
43
(34) = Γ
43
(34)S˙(34)i has been applied. On the
other hand we obtain from eq. (E.2) using θ24− iπ = 2(θ− iπ) for θ13 = iπ and
θ12 − iu = −2(θ − iπ) for θ13 = iπ and θ34 = iu
G1(θ) =
A− 2(θ − iπ)B + (θ − iπ)D
2(θ − iπ) + . . .
=
A
2(θ − iπ) −B +
1
2D + . . .
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Since G1(θ) is non-singular for θ → iπ we conclude that A = 0 and
G1(iπ) = −B + 12D
= −(2i)2iC13C24O5...n
(
−S3n . . . S35Γ43(34) + Γ43(34)S(34)n . . . S(34)5
)
Γ12(12)
2. Let now θ24 → iπ, then θ34 → iu and finally θ → iπ:
Due to (i) we have G(θ12, θ34, θ) = O2413...nS˙14Γ21(12)Γ43(34) and therefore similarly
as above with (iii) for the particle pair 24
G2(θ) =
[
Res
θ24=iπ
G(θ12, θ34, θ)
]
θ34=iu
= 2i
[
C24O13...n (1− S4n . . . S45S43S41) S˙14Γ21(12)Γ43(34)
]
θ34=iu
≈ 2iC24O13...nσ21S21Γ21(12)Γ43(34)
≈ (2i)2i θ12 − iu
θ13 − iπC13C24O5...n(1 − S3n . . . S35)Γ
12
(12)Γ
43
(34)
≈ (2i)2iC13C24O5...n(1− S3n . . . S35)Γ12(12)Γ43(34)
again we have used (E.3) and the fact that (θ12 − iu)/(θ13 − iπ) = 1 holds for
θ24 = iπ and θ34 = iu. On the other hand we obtain from eq. (E.2) using
θ13 − iπ = 2(θ − iπ) for θ24 = iπ and θ12 − iu = 2(θ − iπ) for θ13 = iπ and
θ34 = iu
G2(θ) =
A+ 2(θ − iπ)B + (θ − iπ)D
2(θ − iπ) + . . .
=
A
2(θ − iπ) +B +
1
2D + . . .
such that with A = 0
G2(iπ) = B +
1
2D
= (2i)2iC13C24O5...n(1− S3n . . . S35)Γ12(12)Γ43(34)
3. Let finally θ12 = θ34 = iu and then θ → iπ:
Applying formula (E.1) twice the form factor of two bound states and arbi-
trary other particles is obtained as O(12)(34)5...n(θ(12), θ(34), θ′) = − 12G(iu, iu, θ).
Therefore using θ13 = θ24 = θ = θ(12)(34) for θ12 = θ34 we obtain
Res
θ(12)(34)=iπ
O(12)(34)5...n(θ(12), θ(34), θ′) = − 12 Resθ=iπG(iu, iu, θ)
= − 12D = − 12 (G1(iπ) +G2(iπ))
= 2iC13C24Γ
12
(12)Γ
43
(34)O5...n(θ′)(1 − S(34)n . . . S(34)5)
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which proves claim with the charge conjugation matrix for the bound states
C(12)(34) = C13C24Γ
12
(12)Γ
43
(34)
★✥
(12) (34)
= ✍✌✍✌✎☞
✬ ✩
(12) (34)
1 2 4 3
F Residue formula
In order to obtain the breather form factors from the soliton form factors we
have to calculate the residue
Res
θ12=iu(k)
O123...n(θ) = Res
θ12=iu(k)
(−2πi)m
k∑
l=0
Res
z1=z(l)
∫
Cθ
dz2 · · ·
∫
Cθ
dzm
× h(θ, z)pO(θ, z)Ψ1...n(θ, z)
where the pinching rule of contour integrals has been applied.
Lemma 8 For any analytic function P (z) the following identity holds
Res
θ12=iu(k)
Res
z1=z(l)
P (z)φ(θ1 − z1)φ(θ2 − z1)Ψ1...n(θ, z)
= c(k, l)(−1)lP (z(l))
n∏
i=3
a˙(θi − z(l))
m∏
j=2
Sbks(ξ − zj)Γbk12Ψ3...n(θ′, z′)
with θ′ = θ3, . . . , θn, z
′ = z2, . . . , zm and
Ψ3...n(θ
′, z′) = Ω3...nC3...n(θ
′, z2) · · ·C3...n(θ′, zm).
The constant is
c(k, l) = Rk−lRl i
∣∣∣∣12 Resθ=iπ(1−kν) S˙±(θ)
∣∣∣∣
−1/2
with
Rl = Res
z=iπlν
φ(z)a˙(z).
Proof. Using the decomposition
C1...n = C12A3...n +D12C3...n
and the action on the pseudo ground state Ω
Ω12C12 = b˙(θ1 − z)c˙(θ2 − z) (s⊗ s¯)12 + c˙(θ1 − z)a˙(θ2 − z) (s¯⊗ s)12
Ω12D12 = Ω12b˙(θ1 − z)b˙(θ2 − z).
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we obtain
Res
θ12=iu(k)
Res
z1=z(l)
P (z)φ(θ1 − z1)φ(θ2 − z1)Ω1...nC1...n(θ, z)
= P (z(l))Rk−lRl(−1)l
(
(s⊗ s¯)12 + (−1)k (s¯⊗ s)12
)
Ω3...nA3...n
The relations
Res
θ12=iπ(1−kν)
φ(θ1 − z(l))b˙(θ1 − z(l)) = Res
θ=iπ(1−(k−l)ν)
φ(θ)b˙(θ)
= − Res
θ=iπ(k−l)ν
φ(θ)a˙(θ) = −Rk−l
Res
z=z(l)
φ(θ2 − z)a˙(θ2 − z) = Res
z=−iπlν
φ(−z)a˙(−z) = −Rl
and
c(iπlν)
a(iπlν)
= (−1)l, c(iπ(1− (k − l)ν)
b(iπ(1− (k − l)ν) = (−1)
k−l,
b(iπlν)
a(iπlν)
= 0
have been used. Further we use that the bound state intertwiner may be written
as
Γbk12 = (−1)ki
∣∣∣∣12 Resθ=iπ(1−kν) S˙±(θ)
∣∣∣∣
1/2 (
s⊗ s¯+ (−1)k s¯⊗ s)
12
.
Applying further C-operators we use the fusion relation
Γ
(12)
12 S10(θ +
1
2θ
(12)
12 )S20(θ − 12θ(12)12 ) = S(12)0(θ)Γ(12)12
 
❅
❅
❅
❅
✏✏
✏
✂
✂
✂
1
2 0
=  
 
❅
❅
❅
✘✘
1 2
0
which implies
Γbk12C1...n(θ, z)|θ12=iu(k) = Sbks(θ(12) − z)Γbk12C3...n(θ′, z) .
Together with the eigenvalue equation
Ω3...nA3...n(θ
′, z) =
n∏
i=3
a˙(θi − z)Ω3...n
the claim follows.
Using the shift relation
φ(z + iπν)a˙(z + iπν) = − cos
1
2iz
sin 12i (z + iπν)
φ(z)a˙(z)
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the residues Rl can be calculated
Rl = R0
(−1)l
sin 12πlν
l−1∏
j=1
cot 12jπν
with
R0 = Res
z=0
φ(z)a˙(z) = Res
z=0
a˙(z)
F (z)F (iπ − z) =
−1
F ′(0)
.
In particular for the lowest breather k = 1 we obtain the constants independent
of l
c(1, l) = R0R1 i
∣∣∣∣12 Resθ=iπ(1−kν) S˙±(θ)
∣∣∣∣
−1/2
=
i
πκ
√
sinπν
where κ is defined by eq. (19).Using these results the form factors for arbitrary
numbers of lowest breathers and solitons are calculated explicitly in section 7.
There we use the constant
d(ν) =
−2πi√
2
F (iπ(1 − ν)) c(1, 0) = −2πi√
2
√
cos π2 νE(ν)
i
πκ
√
sinπν
=
√
E(ν)
κ
√
sin 12πν
.
where the function E(ν) is defined as
E(ν) = exp
∫ ∞
0
dt
t
sinh νt
2 cosh2 12 t
= exp
1
π
∫ πν
0
tdt
sin t
.
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