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This paper presents a case study of the effects of increasing the order of a Ginzburg-Landau type
expansion, by using the well known Gross-Neveu model in 1+1 dimensions as a test case. It is found
that as the order of expansion increases, the predicted phase diagram increasingly resembles the
known exact phase diagram. Finally, some properties of arbitrary large order phase diagrams are
examined.
I. INTRODUCTION
The Gross-Neveu model is a QFT with Nf flavors of
massless fermions with a four-fermion interaction term
[1]:
L = ψ¯ai/∂ψa + g
2
2
(ψ¯aψa)
2, a = 1, 2, .., Nf (1)
Despite its simplicity, the 1+1 dimension version of the
theory (referred to as GN2 from here on) possesses sev-
eral interesting properties in the limit Nf → ∞. The
theory shares several important features with Quantum
Chromodynamics (QCD), such as asymptotic freedom,
renormalizability and dynamical breakdown of the dis-
crete chiral symmetry (ψ → γ5ψ). The latter is responsi-
ble for giving a dynamical mass to the otherwise massless
fermions.
The Lagrangian of the theory can be rewritten in
terms of an auxiliary field φ by means of a Hubbard-
Stratanovich transformation
L = ψ¯a
(
i/∂ − φ)ψa − 1
2g2
φ2. (2)
The auxiliary field φ satisfies a consistency condition in
the limit Nf →∞:
φ = −g2〈ψ¯aψa〉. (3)
This suggests a physical interpretation of φ as a bosonic
condensate. As evident from the kinetic part of the La-
grangian, this condensate acts as a mass term and breaks
the discrete chiral symmetry (under which ψ¯ψ → −ψ¯ψ).
The fermionic fields can be integrated out, since the La-
grangian (2) is quadratic in ψ, yielding an effective action
Seff[φ] = − 1
2g2Nf
∫
d2x φ2 − i ln det (i/∂ − φ) (4)
In the limit Nf → ∞ the theory is explored by solving
a gap equation, which is just the extremum condition for
the effective action with respect to φ :
δSeff
δφ
= 0 =⇒ 1
g2Nf
φ+ i
δ
δφ
ln det
(
i/∂ − φ) = 0. (5)
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For equilibrium thermodynamics, only static conden-
states are considered: φ = φ(x). Early work on the
phase diagram of the model [2] assumed a spatially ho-
mogeneous condensate, i.e. ∂xφ = 0. This assumption
simplifies what is otherwise a much harder problem to
solve, but misses several important features of the cor-
rect phase diagram. It was comparatively recently that
the phase diagram was worked out without resorting to
this assumption [3, 4]. In [3], the phase diagram is ob-
tained via a relativistic Hartree-Fock approach.In [4] the
phase diagram is worked out by directly solving the gap
equation 5. These two approaches are equivalent. See
[5] for a review. This paper borrows results and notation
from [4] with minor alterations.
The most general solution to the gap equation (5) is
φ(x;λ, ν) = λ
√
ν sn(λx; ν). (6)
where sn is the Jacobi elliptic sine. The scale parameter
λ sets the size/amplitude of the condensate, while the
elliptic parameter ν governs the shape of the condensate.
See Fig. 1. The fact that the solution of the gap equation
depends on only two parameters λ and ν is remarkable,
given the fact that the gap equation is a functional equa-
tion. The existence of such a simple solution is a result of
certain integrability properties of the GN2 gap equation
[6, 7].
The problem of solving the gap equation can be framed
in an alternate way. In the semi-classical regime, the
per-flavor grand canonical potential (GCP) Ψ is just the
effective action Seff[φ(x)] times the temperature, with the
condensate constrained to being static. Thus, solving the
gap equation (5) is equivalent to minimizing the GCP
with respect to φ(x). The GCP, in terms of the density
of states ρ(E), is given by
Ψ[T, µ;φ(x)] = −T
∫ ∞
−∞
dE ρ(E) ln
(
1 + e−(E−µ)/T
)
+
1
2Nf g2P
∫ P
0
dx (φ(x))
2
(7)
where P is the period of the condensate φ(x) 1. This can
1 For φ given by (6) the period is 4K(ν)/λ.
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FIG. 1: The Jacobi sine function sn(x; ν) for several values of the elliptic parameter ν. The period increases with ν and at
ν = 1 the function loses its periodicity and tends to a constant for large values of |x|.
be renormalized to [1, 3, 4, 8]
Ψ[T, µ;φ(x)] = −T
∫ ∞
−∞
dE ρ(E) ln
(
1 + e−|E−µ|/T
)
+
∫ µ
−Λ2−Z(ν)Λ
dE ρ(E)(E − µ) + Λ
2
8pi
+
Λµ
2pi
+
Z(ν)
2pi
ln Λ.
(8)
Here
Z(ν) =
4
(1 +
√
ν)
2
1
P
∫ P
0
dx (φ(x))
2
(9)
and Λ is the UV cut-off. The GCP depends on the con-
densate φ(x) through the density of states ρ, which for
the solution (6) takes the form
ρ(E) =
1
pi
4E2 + λ2
(
1− ν − 2E(ν)K(ν)
)
√(
4E2 − λ2 (1 +√ν)2
)(
4E2 − λ2 (1−√ν)2
) .
(10)
The functions K and E are the complete elliptic integrals
of the first and second kind, respectively.
Due to the simplicity of the solution (6), the problem
of minimizing Ψ with respect to φ(x) reduces to a much
easier one of minimization with respect to two parame-
ters, λ and ν.
δ
δφ
Ψ[T, µ;φ(x)] = 0
φ=λ
√
νsn(λx,ν)
==========⇒ ∂λΨ[T, µ;λ, ν] = 0
∂νΨ[T, µ;λ, ν] = 0
(11)
The minimizing values of these parameters govern the
phase of the GN2 baryonic matter at any given point
in the µ-T plane. This association of phase with the
values of λ and ν follows from the properties of the Jacobi
elliptic sine sn:
• λ = 0, ν = 0 - massless homogeneous phase,
translationally symmetric
• λ 6= 0, ν = 1 - massive homogeneous phase,
translationally symmetric
• λ 6= 0, 0 < ν < 1 - massive crystalline phase,
translationally asymmetric
Another way to explore the GN2 model is through a
Ginzburg-Landau type expansion of the GCP (8), with
the condensate φ(x) as the inhomogeneous order param-
eter. This approach has several advantages. First, this
approach is purely analytical for low orders. This makes
it possible to extract expressions for certain features in
the phase diagram. Second, Ginzburg-Landau expan-
sions are typically phenomenological ansatzes based on
symmetries of the system under study. See, for example,
[9, 10], where the authors predict skyrmions in magnetic
crystals from a Ginzburg-Landau expansion constructed
from the symmetries of these crystals. Similarly one can
probe to a certain degree Gross-Neveu models in any di-
mension via phenomenological expansions [11]. These
expansions will have the general form
ΨGL =
∑
n
cn(T, µ)Fn
[
φ, ~∇φ, . . .
]
(12)
GN2 is a rare case where one can generate a Ginzburg-
Landau expansion from the underlying microscopic the-
ory, and so the form of the terms Fn and the associated
coefficients cn can be calculated exactly. Also, thanks to
the integrability properties of the GN2 model mentioned
previously, the Ginzburg-Landau equation δδφΨGL = 0 is
solved by (6) at every order. Thus, GN2 can be viewed
as a test model where phase diagrams obtained from
Ginzburg-Landau expansions can be studied at various
orders and compared against the exact phase diagram.
As will be seen later, it is found that the phase diagram
generated from even a low order expansion exhibits sev-
eral crucial features of the exact phase diagram such as
existence of a crystalline phase and a tri-critical point,
3along with expressions for some of these features that
match perfectly with the exact phase diagram. The fol-
lowing subsection discusses the GN2 Ginzburg-Landau
expansion in more detail.
A. GN2 Ginzburg-Landau expansion
The Ginzburg-Landau expansion of the renormalized
grand potential Ψ (8) for any arbitrary condensate φ is
obtained by expanding (8) in powers of φ and its spatial
derivatives (which reside in ρ(E)) [4, 12]:
ΨGL = α0(T, µ) + α2(T, µ)〈φ2〉+ α4(T, µ)〈φ4 + φ′2〉
+α6(T, µ)〈φ6 + 5φ2φ′2 + 1
2
φ′′2〉+ . . .
(13)
where prime implies spatial derivative and 〈. . . 〉 stands
for spatial average over one period of φ. The spatial
derivatives in the expansion are responsible for the spa-
tially inhomogeneous phase that is known to exist in the
exact GN2 phase diagram.
The usual method to analyze a Ginzburg-Landau type
GCP is to solve a Ginzburg-Landau equation, which is
the extremum condition for the GCP with respect to the
order parameter (which, in the semi-classical regime, is
the same as solving the gap equation order by order). In
the present case, this means solving the functional equa-
tion δδφΨGL = 0 with ΨGL truncated at some desired
order. This appears to be a formidable problem, espe-
cially at higher orders, but it so happens that the solu-
tion (6) satisfies the Ginzburg-Landau equation to every
order. This has to do with the fact that the Ginzburg-
Landau equations form a heirarchy of differential equa-
tions known as the modified Korteweg-de Vries (KdV)
hierarchy [4, 6]. So instead of solving a different differ-
ential equation at every order, one can simply evaluate
the Ginzburg-Landau GCP (13) on the condensate solu-
tion (6) to obtain an expansion that depends on only two
variational parameters λ and ν
ΨGL(T, µ;λ, ν) = α0(T, µ) +
1
2pi
∞∑
n=1
λ2nα2n(T, µ)f2n(ν),
(14)
and then minimize with respect to λ and ν. Note that
the expansion is now a small λ expansion. Also, the de-
pendence on λ and ν has cleanly separated. This follows
from the general structure of expansion, which can be
understood by simple dimensional analysis. Take, for ex-
ample, the α4 term in (13) where the φ dependence is
〈φ4 + φ′2〉. Each φ contributes one λ to the spatial av-
erage, and every derivative contributes another λ to the
spatial average, so that the terms 〈φ4〉 and 〈φ′2〉 are both
order λ4 quantities. In general, the α2n term will have
the form 〈φ2n + . . . 〉 where . . . contains terms with such
combinations of φ and its derivatives that the dependence
on λ is exactly λ2n.
The ν dependence from the spatial averages is collected
into the functions f2n(ν) which are normalized such that
they take values in the range [0,1]. These functions in-
crease monotonically with ν and have the generic form
f2n(ν) = p
(2n−2)(ν) + q(2n−2)(ν)
E(ν)
K(ν)
(15)
where p(n)(ν) and q(n)(ν) are polynomials of order n.
Explicit expressions for a few f2n(ν) are listed below:
f2(ν) = 1− E
K
f4(ν) =
1
3
(
1 + 2ν − (1 + ν)E
K
)
f6(ν) =
1
10
(
(1 + 6ν + 3ν2)− (1 + 4ν + ν2)E
K
)
f8(ν) =
1
35
(
(1 + 12ν + 18ν2 + 4ν3)
− (1 + 9ν + 9ν2 + ν3)E
K
)
f10(ν) =
1
126
(
(1 + 20ν + 60ν2 + 40ν3 + 5ν4)
− (1 + 16ν + 36ν2 + 16ν3 + ν4)E
K
)
(16)
The appearance of the functions f2n(ν) in the expansion
is a result of terms with derivative of φ in the expan-
sion (13). Without the derivative terms, the expansion
reduces to that of a homogeneous condensate, and the re-
sulting phase diagram lacks any inhomogeneous phases.
In terms of the functions f2n(ν) this means that to re-
cover the expansion for a homogeneous condensate, one
has to take the limit ν → 1, which sets all f2n(ν) to 1
for all n. In fact, setting ν to 1 (and consequently f2n(ν)
to 1) in any of the equations (8)-(14) produces the corre-
sponding quantities for a spatially homogeneous conden-
sate.
The functions α2n(T, µ) are given by
α0(T, µ) = −piT
2
6
− µ
2
2pi
α2(T, µ) = Re ψ
(
1
2
+ i
µ
2piT
)
+ ln 4piT
α2n(T, µ) =
(−1)n−1
n!(n− 1)!
1
(4piT )2n−2
× Re ψ(2n−2)
(
1
2
+ i
µ
2piT
)
, n ≥ 2
(17)
where ψ(n) is the polygamma function of order n.
Polygamma functions with identical µ and T depen-
dence appear naturally in expansions of thermodynami-
cal quantities of the free Fermi gas [13]. It is through the
4log and quadratic T -dependence in α0(T, µ) and α2(T, µ)
that the four-fermion interaction of the GN2 model man-
ifests itself. Algebraically, the log and quadratic depen-
dences are a result of renormalisation. Higher α2n(T, µ),
beginning from n = 2, are unaffected by renormalization.
A simple way to see this is by expanding (10) about λ = 0
and plugging into (8)2. The result is a series with inte-
grals of the form∫ ∞+i
−∞+i
dE
E2n
ln
(
1 + e−(E−µ)/T
)
. (18)
The contour must be shifted to avoid the pole at E = 0.
For n = 0 and 1, this integral is UV divergent. Reg-
ularization by introducing a UV cutoff produces the
quadratic T dependence in α0 and the log dependence
in α2. For n ≥ 2, the integral is convergent and so there
is no need for regularization.
II. PHASE DIAGRAMS FROM THE
GINZBURG-LANDAU EXPANSION
This section explores phase diagrams obtained from
Ginzburg-Landau expansion (14) at various orders. Let
Ψ(2N) denote the expansion truncated (inclusive) at a
finite order λ2N , that is
Ψ(2N)(T, µ;λ, ν) = α0(T, µ)+
1
2pi
N∑
n=1
λ2nα2n(T, µ)f2n(ν)
(19)
Then Ψ(2N) is minimized with respect to λ and ν at each
point in the µ− T plane, that is
∂νΨ
(2N) = 0 and ∂λΨ
(2N) = 0 (20)
are solved to obtain λ(T, µ) and ν(T, µ), subject to the
constraint that the Hessian matrix ∂2νΨ(2N) ∂ν∂λΨ(2N)
∂λ∂νΨ
(2N) ∂2λΨ
(2N)
 (21)
evaluated on these solutions is positive definite. Note
that if all α2n(T, µ) functions are negative in a certain
region of the µ − T plane, then there can be no min-
imum in that region. Such a region must be excluded
from the analysis, as it is an artifact introduced by trun-
cation. Further, because (14) is a small λ expansion, it
is expected that the resulting phase diagram is accurate
close to the massless condensate (λ = 0) phase boundary,
but the accuracy may fall off in regions distant from the
massless phase boundary.
2 This is, in fact, the quickest way to derive the small λ expansion
(14)
FIG. 2: Regions in the µ − T plane where α2n(T, µ) > 0, n
= 1,2. . . 6. The number of wedges increases as n increases.
Also note that the slope of the lowest line on which α2n(T, µ)
vanishes decreases with n.
The grand potential can possibly have a global mini-
mum whenever the highest order coefficient, α2N (T, µ),
is positive; otherwise it is unbounded from below. Obvi-
ously, the grand potential can have local minima in either
case. A phase diagram constructed based only on global
minimum will be increasingly fragmented as the order of
expansion N increases, and will miss features that are
exhibited by the exact phase diagram. To understand
this, note that for N > 1 the equation α2N (T, µ) = 0
actually defines N − 1 lines in the µ− T plane. Thus, as
N increases, the region where α2N (T, µ) is positive splits
into multiple increasingly narrower wedges. See Fig. 2
for this behavior. Hence, in absence of a genuine global
minimum, a local minimum must be chosen.
5FIG. 3: Order λ4 phase diagram: Dot - tri-critical point,
white - massless phase, mesh - analysis is invalid because Ψ(4)
is unbounded from below. The tri-critical point is actually not
a feature of the phase diagram at order λ4, but is included
here for comparison and visualization purposes.
A. Phase diagram to order λ4
The GCP truncated at order λ2 (N = 1 in (19)) has a
minimum at λ = 0 in the region α2(T, µ) > 0, and none
in α2(T, µ) < 0. Thus at order λ
2, the phase diagram is
trivial with just a single phase (massless homogeneous)
and no phase transitions.
The first signs of any phase transitions are seen at order
λ4. At this order the minimization equations are
∂λΨ
(4) = 0 =⇒ 2λ (α2f2 + 2λ2α4f4) = 0,
∂νΨ
(4) = 0 =⇒ λ2 (α2f ′2 + λ2α4f ′4) = 0. (22)
The only solution to these coupled equations which is
actually a minimum is λ = 0 in the region α2(T, µ) > 0.
This is the massless homogeneous phase. In addition, in
the region α2(T, µ) < 0, α4(T, µ) > 0 there is a minimum
which is not local but global:
λ =
√
− α2
2α4
, ν = 1 . (23)
This is the massive homogeneous phase. Thus, there
are two phases at order λ4 - massless homogeneous (in
α2(T, µ) > 0) and massive homogeneous (in α2(T, µ) <
0, α4(T, µ) > 0). The phase boundary between the two
phases is given by the curve α2(T, µ) = 0 constrained
to the region α4(T, µ) > 0. This phase boundary agrees
perfectly with the exact phase diagram, and in fact does
FIG. 4: Order λ6 phase diagram: Dot - tricritical point,
white - massless phase, mesh - analysis is invalid because Ψ(6)
is unbounded from below. Solid line shows the boundaries of
the exact numerically computed crystal phase. See Fig. 5 for
a close up view of the crystal phase.
not change as the order of expansion (19) is increased.
See Fig. 3 for the phase diagram.
B. Phase diagram to order λ6
Applying the minimization procedure to Ginzburg-
Landau expansion (14) truncated at order λ6 (N = 3
in (19)) produces the coupled equations
∂λΨ
(6) = 0 =⇒ 2λ (α2f2 + 2λ2α4f4 + 3λ4α6f6) = 0,
∂νΨ
(6) = 0 =⇒ λ2 (α2f ′2 + λ2α4f ′4 + λ4α6f ′6) = 0.
(24)
The trivial solution (λ = 0) is the massless homoge-
neous phase, which can be a minimum only in the region
α2(T, µ) > 0. For ν = 0, the first equation is satis-
fied trivially, while the second gives two solutions for λ2.
Both of these solutions are saddle solutions and not min-
ima. For ν 6= 0, these equations can be combined into
a single equation which is linear in λ2, the solution to
which does minimize Ψ(6). This solution is the crystal
phase, which is absent in lower order phase diagrams.
The crystal phase breaks translational invariance and is
characterized by a non zero scale parameter λ and ellip-
tic parameter ν between 0 and 1. It is described by the
equations
λ =
√
−
(
3f6f ′2 − f2f ′6
3f6f ′4 − 2f4f ′6
)
α2
α4
, (25)
6FIG. 5: Order λ6 crystal phase: Dot - tricritical point,
white - massless phase. Solid line - exact numerically calcu-
lated boundary of the crystal phase. Compare with higher
order phase diagrams in Figure 6.
α2α6 =
(2f4f
′
2 − f2f ′4) (3f6f ′4 − 2f4f ′6)
(f2f ′6 − 3f6f ′2)2
α24, (26)
and is constrained to the region α2(T, µ) > 0, α4(T, µ) <
0. This constraint follows from the requirements that the
Hessian matrix (21) evaluated on the solution (25),(26)
is positive definite and that the minimizing λ2 is non-
negative. See Fig. 4 for the phase diagram. Equation
(26) is an implicit equation for ν = ν(T, µ), which can be
thought of as describing an infinite family of curves inside
the crystal phase, each curve associated with a particular
value of ν. These curves span the entire crystal phase.
In the limit ν → 0 equation (26) reduces to that of the
phase boundary between massless and crystal phases
α2(T, µ)α6(T, µ) =
1
2
(α4(T, µ))
2
, (27)
while in the limit ν → 1 it reduces to that of the
phase boundary between crystal and massive homoge-
neous phases
α2(T, µ)α6(T, µ) =
5
27
(α4(T, µ))
2
. (28)
The phase boundary betweeen massless and massive
homogeneous phases is same as before, α2(T, µ) =
0, α4(T, µ) > 0. All three phases meet at a tricritical
point given by the intersection of the massive-massless
phase boundary α2(T, µ) = 0 and the crystal phase (26):
α2(T, µ) = 0 = α4(T, µ). (29)
This result agrees perfectly with that from the exact so-
lution. Solving (29) numerically gives the tricritical tem-
perature and chemical potential:
Ttri-crit ≈ 0.318, µtri-crit ≈ 0.608 (30)
The sliver of crystal phase near the tricritical point
agrees very well with the exact crystal phase, but then
as µ (or T ) increases it diverges away, running asymptotic
to the lower of the two lines on which α6(T, µ) vanishes.
See Fig. 4.
A final feature to note here is the existence of a spu-
rious massless phase inside the massive homogeneous
phase, whose boundary is given by 3α2(T, µ)α6(T, µ) =
(α4(T, µ))
2
. This is in disagreement with the exact phase
diagram. As mentioned before, the small λ expansion
(14) is expected to return increasingly accurate results
as the exact massless (λ = 0) boundary is approached,
and artifacts such as this spurious massless phase may
show up away from the exact massless phase boundary.
For this reason, analysis of higher order phase diagrams
will be restricted to the crystal phase, as it is proximate
to the massless phase.
C. Phase diagrams to orders λ8 and λ10
Increasing the order of expansion to λ8 improves the re-
semblance of the crystal phase to the exact crystal phase.
The phase becomes broader, dips closer to the µ-axis and
agrees with the exact crystal phase further away from the
tricritical point than the order λ6 crystal phase does. See
Fig. 6 for the phase diagram.
At this order the minimization conditions (20) reduce
to a quadratic equation in λ2. One of the two solutions
is actually a maximum, and must be rejected. The other
solution is a minimum and gives the crystal phase. The
resulting equation of the crystal phase is too cumber-
some to be given here. The equations describing the
phase boundaries between massless and crystal phases,
and crystal and massive phases boundaries are simpler,
and can be obtained by taking the limits ν → 0 and
ν → 1 respectively. The massless-crystal phase bound-
ary is given by
α8 =
5
54α22
(
9α2α4α6 − 4α34 −
√
2
(
2α24 − 3α2α6
) 3
2
)
,
(31)
and the crystal-massive phase boundary is given by
α8 =
189α26
(
10α24 − 27α2α6 + α4
√
100α24 − 405α2α6
)
2
(
10α4 +
√
100α24 − 405α2α6
)3 ,
(32)
both constrained to the region α2(T, µ) > 0, α4(T, µ) <
0. The phase diagram from order λ10 expansion has an
even larger crystal phase, and is accurate to the true crys-
tal phase even further from the tri-critical point. See Fig.
7FIG. 6: Order λ8 and λ10 crystal phases: Dot - tricritical point, white - massless phase. Solid line - exact numerically
calculated boundary of the crystal phase.
(6) for the phase diagram. The minimization equations
(20) at this order reduce to a cubic equation in λ2. Only
one of the three solutions is a minimum. The equation
of the crystal region is quite cumbersome at this order,
and is left out.
For a quick comparison of the crystal phases at dif-
ferent orders and the exact crystal phase, see Fig. 7.
It is evident that increasing the order of the Ginzburg-
Landau expansion significantly improves the accuracy of
the crystal phase.
A final point to note is that the crystal region in each
case is asymptotic to a straight line in the µ − T plane.
For order λ8 crystal phase, this line is the lowest of the
lines given by α8(T, µ) = 0, while for order λ
10 crystal
phase, it is given by α10(T, µ) = 0. This asymptotic be-
havior in fact exists at all orders, and is discussed next
along with some other features of phase diagrams at ar-
bitrary orders.
D. Large order phase diagrams
This section explores certain properties of phase di-
agrams obtained from large order Ginzburg-Landau ex-
pansions. The first of these properties holds for all N ≥ 3
and large µ (or equivalently, large T ): If T = a2N,j µ are
the N − 1 lines satisfying α2N (T, µ) = 0, labelled by
j = 1, 2, .., N −1, then the crystal region in the phase di-
agram of a λ2N Ginzburg-Landau expansion will asymp-
tote to that particular line for which the slope a2N,j is
smallest.
Before proving this statement, it is instructive to do a
short exercise to understand the asymptotic behavior of
the order λ6 crystal phase. The equation of the crystal
phase at order λ6 is given by (26): α2α6 = I(ν)α
2
4, or
(
ψr,0
(µ
T
)
+ ln(4piT )
)
ψr,4
(µ
T
)
= 3I(ν)ψ2r,2
(µ
T
)
(33)
where
ψr,n(x) ≡ Re ψ(n)
(
1
2
+ i
x
2pi
)
ψi,n(x) ≡ Im ψ(n)
(
1
2
+ i
x
2pi
) (34)
and the function I(ν) is defined to capture the ν depen-
dence in (26)
I(ν) =
(2f4f
′
2 − f2f ′4) (3f6f ′4 − 2f4f ′6)
(f2f ′6 − 3f6f ′2)2
. (35)
Suppose µ = a T satisfies α6(T, µ) = 0 ⇐⇒ ψr,4( µT ) =
0. Then, in order to explore the crystal phase in the
vicinity of the line α6(T, µ) = 0, write
aT = µ(1 + (µ)) (36)
and expand (33) about  = 0, keeping only the leading
terms:(
ψ0 (a) + ln
4piµ
a
)
a(µ)
2pi
ψi,5 (a) = 3I(ν)ψ2 (a)
×
(
ψ2 (a) +
a(µ)
pi
ψi,3 (a)
)
.
(37)
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FIG. 7: Comparison of crystal phases from third order ex-
pansion (outlined by small dashes) and fourth order expan-
sion (outlined by longer dashes). Shaded region is the exact
crystal phase.
This equation can be solved for (µ) to give
(µ) =
2pi
a
3I(ν) (ψ2 (a))
2(
ψ0 (a) + ln
4piµ
a
)
ψi,5 (a)− 6I(ν)ψ2 (a)ψi,3 (a)
(38)
which, for large µ, implies that (µ) is a small quantity
and scales as
(µ) ∼ 1
lnµ
. (39)
This is consistent with the initial assumption that, for
large µ, equation (33) can be expanded about  = 0.
Further, the scaling (39) implies that the crystal phase
is asymptotic to the line α6(T, µ) = 0.
The equation for the minimizing λ is given by (25):
λ =
√
−H(ν)α2(T, µ)
α4(T, µ)
=
√
−H(ν)I(ν)α4(T, µ)
α6(T, µ)
(40)
where
H(ν) =
3f6f
′
2 − f2f ′6
3f6f ′4 − 2f4f ′6
. (41)
This expression for the minimizing λ in terms of α4 and
α6 implies that for large µ and in the vicinity of the line
α6(T, µ) = 0 (i.e. µ→∞ and aT = µ(1 + (µ))) λ scales
as
λ
T
∼ 1√
(µ)
=⇒ λ
T
∼
√
lnµ (42)
It turns out that, for N ≥ 3, λ
T
always scales as
1√
(µ)
,
as will be seen later.
The asymptotic behavior of order λ2N , N ≥ 3, crystal
phase can be analysed in a manner similar to that of
order λ6. The only difference is that unlike order λ6
crystal phase, an explicit equation is unknown for order
λ2N crystal phase. Thus the only option is to work with
the equations
∂λΨ
2N = 0 =⇒
N∑
n=1
nα2nf2nλ
2n−2 = 0,
∂νΨ
2N = 0 =⇒
N∑
n=1
α2nf
′
2nλ
2n−2 = 0.
(43)
Suppose 1/aN is the slope of the lowest line satisfying
α2N (T, µ) = 0, i.e. aN is the smallest number which sat-
isfies ψr,2N−2(aN ) = 0. The crystal phase in the vicinity
of this line is explored by writing aNT = µ(1 + N (µ, ν))
and expanding the equations (43) about N = 0. The
T -dependent functions in the expansion expand as:
ln(4piT ) ≈ ln 4piµ
a
+  =⇒ α2 ∼ lnµ, (44)
ψr,n
(µ
T
)
≈ ψr,n(a) + a
2pi
ψi,n+1(a), n 6= 2N − 2 (45)
ψr,2N−2
(µ
T
)
≈ a
2pi
ψi,2N−1(a). (46)
The N and ν dependencies in aN and N (µ, ν) have been
supressed in the above equations. Eliminate α2 to obtain
N∑
n=2
(nf ′2f2n − f2f ′2n)α2nλ2n−2 = 0 (47)
It is useful to rewrite this equation in terms of the di-
mensionless quantities
αˆ2n
(µ
T
)
= T 2n−2α2n(T, µ) , m =
λ2
T 2
. (48)
Also, define the functions gn(ν) to collect all ν depen-
dence:
gn(ν) = nf
′
2f2n − f2f ′2n. (49)
9FIG. 8: Comparison of the crystal phase from Ginzburg-Landau expansions at three different orders (N = 3, 4, 5) to the leading
asymptotic approximation to the equation of lower edge of the crystal phase aNT = µ (1 + N (µ)) |ν=1.
The functions gn(ν) are monotonic increasing non-
negative for all n ≥ 2. After this notational change (47)
looks like
N∑
n=2
gnαˆ2n
(µ
T
)
mn−1 = 0. (50)
This equation implies that m is a function of the ratio
µ/T , and there is no other µ or T dependence in m. In
the vicinity of the line α2N (T, µ) = 0, i.e. for αˆ2N ∼ (µ),
one of the solutions is given by
m = −gN−1 αˆ2N−2
(
µ
T
)
gN αˆ2N
(
µ
T
) ∼ 1
(µ)
(51)
This solution is guaranteed to be positive (required for
a real λ) on one side of line αˆ2N (µ/T ) = 0, the side
on which αˆ2N (µ/T ) is positive. This is true because
αˆ2N−2(µ/T ) is always negative on the line αˆ2N (µ/T ) = 0
and in the immediate vicinity of it. In fact a stronger
statement is true: If a is the largest solution of αˆ2N (x) =
0, then
αˆ2N−2k(a± δ) < 0, for 0 ≤ δ  1, and k = 1, 2, .., N −2
(52)
The other N − 3 solutions of (50) are, to leading order
in (µ), the roots of the polynomial
∑N−1
n=2 gnαˆ2nm
n−1.
These are either non-positive or complex, because of (52),
and must be rejected. Thus, there is only one physical
solution of equation (47) and it scales as
λ
T
=
√
m ∼ 1√
(µ)
. (53)
Next, eliminate α2N from the coupled equations (43)
N−1∑
n=1
(
nf2n
Nf2N
− f
′
2n
f ′2N
)
αˆ2n
(µ
T
)
mn−1 = 0. (54)
Plugging the solution (51) into this equation and keeping
only the leading power of (µ) gives(
f2
Nf2N
− f
′
2
f ′2N
)
αˆ2 +
(
(N − 1)f2N−2
Nf2N
− f
′
2N−2
f ′2N
)
αˆ2N−2
(
−gN−1αˆ2N−2
gN αˆ2N
)N−2
≈ 0
=⇒ N (µ) ∼
(
1
lnµ
) 1
N−2
(55)
This proves the asymptotic nature of the crystal phase at
order λ2N to the line α2N (T, µ) = 0. This result agrees
with the explicit calculation of (µ) from equations of
crystal phases at orders λ6 (N = 3), equation (42), and
λ8 (N = 4, not included here).
The above result leads to the second important prop-
erty of phase diagrams for N ≥ 3: As N increases, a2N
decreases (see Fig. 2), which implies that increasing the
order of the Ginzburg-Landau expansion will cause the
crystal phase to dip lower and closer to the µ axis, mak-
ing it increasingly accurate. As a side effect, the crystal
phase can never touch the µ-axis as T = 0 is not a solu-
tion of α2N (T, µ) = 0 for any finite µ and N ≥ 2. This,
in hindsight, is to be expected as the expansion (14) can
be thought of as an expansion in inverse powers of T . As
one probes closer and closer to T = 0, more and more
terms are needed in the Ginzburg-Landau expansion to
maintain accuracy. At exactly T = 0, one would need all
terms in the expansion.
Equation 55 allows one to write an approximate ex-
pression for the crystal phase for any given value of ν, in
the form aNT = µ(1 + N (µ, ν)). For example, for the
lower edge of the crystal region, ν is set to 1, and N (µ)
takes the form
N (µ)
∣∣
ν=1
=
2pi
aN
∣∣∣∣ψr,2N−4(aN )ψi,2N−1(aN )
∣∣∣∣ (N − 1)(N − 2)(2N − 1)2N − 3
×
(
|ψr,2N−4(aN )|
(N − 1)!(N − 2)!(2N − 3)
1
ln 4piµaN + ψr,0(aN )
) 1
N−2
(56)
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Of course, this is just the leading (asymptotic) behavior
of the crystal phase and its accuracy increases with µ.
See Fig. 8. The µ-dependence in sub-leading corrections
is generically(
1
ln(4piµ)− ln aN + ψr,0(aN )
)k
, k >
1
N − 2 , (57)
but these are beyond the scope of this paper.
Finally, the large N limit of N (µ)|ν=1 is
N (µ)|ν=1 N→∞−−−−→2pie
2
aN
∣∣∣∣ψr,2N−4(aN )ψi,2N−1(aN )
∣∣∣∣ ( |ψr,2N−4(aN )|ln 2µ
) 1
N
∼ 1
N
(
1
ln 2µ
) 1
N
(58)
For large N , N (µ)|ν=1 is real and goes as 1/N , as long as
µ > 1/2. Otherwise, it is either undefined (µ = 1/2) or
complex (µ < 1/2), suggesting that the lower edge of the
crystal phase can never come close to µ-axis for values
of µ ≤ 1/2. This indicates that the phase transition
from massive to crystal phase can occur only for µ >
1/2. Since (58) is just the leading term in an asymptotic
approximation to the equation of the lower edge of the
crystal phase, one would presumably need all the terms
to exactly locate the T = 0 critical chemical potential.
However, it does agree with the fact that the known value
of critical chemical potential (µc = 2/pi) [3, 4] is greater
than 1/2.
Conclusion
A Ginzburg-Landau type approach to thermodynam-
ics of the Gross-Neveu model predicts several features
of the exact phase diagram. Using certain asymptotical
properties of the crystal phase, it can be shown that the
Ginzburg-Landau crystal phase becomes more and more
accurate as the order of the Ginzburg-Landau expansion
increases.
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