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Abstract
Quadratic stochastic programming (QSP) in which each subproblem is a convex piecewise quadratic program with
stochastic data, is a natural extension of stochastic linear programming. This allows the use of quadratic or piecewise
quadratic objective functions which are essential for controlling risk in 5nancial and project planning. Two-stage QSP is
a special case of extended linear-quadratic programming (ELQP). The recourse functions in QSP are piecewise quadratic
convex and Lipschitz continuous. Moreover, they have Lipschitz gradients if each QP subproblem is strictly convex and
di9erentiable. Using these properties, a generalized Newton algorithm exhibiting global and superlinear convergence has
been proposed recently for the two stage case. We extend the generalized Newton algorithm to multistage QSP and show
that it is globally and 5nitely convergent under suitable conditions. We present numerical results on randomly generated
data and modi5ed publicly available stochastic linear programming test sets. E<ciency schemes on di9erent scenario tree
structures are discussed. The large-scale deterministic equivalent of the multistage QSP is also generated and their accuracy
compared. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Multistage planning problems are very important in 5nancial and investment management, power
generation and production where the problem can naturally be divided into several stages. Dynamic
programming [1,4] and mathematical programming [11,13] are useful tools in such applications. As
a lot of the data is not available at the planning stage, the decisions need to be Dexible enough
to cope with di9erent eventualities. Stochastic programming [32,5,17] is an increasingly popular
modelling framework. Instead of treating the future as a certainty with known data as in classical
optimization, stochastic programming incorporates information from a spectrum of possible future
events and designs strategies which are optimal overall.
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Stochastic programming began in the mid-1950s, and was one of the motivations for Dantzig’s
seminal work on linear programming. Early work concentrated on the two-stage linear case. For
example, Van Slyke and Wets [39] developed the L-shaped method which is the basis of many
algorithms used today. While important, the linear case ignores the usual risk averse attitude of
planners which is one of the major reasons for applying stochastic programming. With the advance
of computing power, it is now possible to solve nonlinear problems with more stages. Nonlinear
problems provide more Dexibility in the types of applications and allow planners to take a more active
role in controlling the return and risk pro5le of the project. Recent applications include a two-stage
air force scheduling problem with a nonlinear objective using the convex DQA algorithm [3] and
a multistage economic model with general nonlinear subproblems using a nested decomposition
algorithm [6].
Quadratic programs play a special role in mathematical programming and have important applica-
tion to 5nance and risk management. For instance, the mean variance problem [21] is a major tool
in portfolio management. The mean semi-variance problem and its variants [14,18,41] have good
theoretical properties but are less commonly used because the objective is piecewise quadratic, but,
critically, still convex. In this paper, we look at a special case of multistage stochastic programming
where the subproblems are strictly convex quadratic programs. The algorithm developed is applicable
to strictly convex piecewise quadratic programs as well. All variables are assumed to be bounded,
which is certainly the case in 5nancial planning problems where there are typically lower and upper
bounds on all the decision variables. We will concentrate on the case where the random variables
have only a 5nite number of possible outcomes. The two-stage problem has been studied by Chen
et al. [7,8]. Rockafellar and Wets studied the extended linear-quadratic problem (ELQP) [30,31]
which includes the two stage QSP as a special case. Louveaux [20] looked at the multistage prob-
lem where each subproblem is a convex quadratic problem.
For each stage t of a T -stage quadratic stochastic program, let the random variable t=(Ht; ct ; Wt;
Vt; ht) denote the stochastic input data. Its value is given by the realization of an underlying random
event !t de5ned over the event space t . A T -stage recourse problem can be formulated as
min
x1∈Rn1
f1(x1) (1a)
s:t: W1x1
=
6 h1: (1b)
where
f1(x1) ≡ 12xT1H1x1 + cT1x1 + E2Q2(x1; 2)
and for t = 2; : : : ; T ,
Qt(xt−1; t) = min
xt∈Rnt
ft(xt; t) (2a)
s:t: Wt(!t)xt + Vt(!t)xt−1
=
6 ht(!t); a:s:; (2b)
where
ft(xt; t) ≡ 12xTt Ht(!t)xt + ct(!t)Txt + Et+1|tQt+1(xt; t+1)
and QT+1(xT; ·)=0. Here Et+1|t denotes the expectation with respect to t+1 conditional on the history
of  up to stage t, abbreviated as t . The symbol
=
6 in (1b) and (2b) means the constraints may
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Fig. 1. Scenario tree.
be equalities or inequalities. Ht(!t)∈Rnt×nt are symmetric positive de5nite, Wt(!t)∈Rmt×nt ; Vt(!t)∈
Rmt×nt−1 ; ct(!t)∈Rnt and ht(!t)∈Rmt . Active constraint gradients are assumed to be independent,
which is satis5ed, for example, if Wt(!t) has full row rank. All data is 5xed for t = 1; but some
or all may be stochastic for t = 2; : : : ; T . Since the event spaces t are assumed to be 5nite for all
stages t, we can sequentially number the di9erent nodes at stage t by kt = 1; : : : ; Kt for t = 1; : : : ; T .
Fig. 1 gives an example of a scenario tree for a four-stage problem. The ‘Root’ node represents the
present or the part of the data that is known. At stage 2, there are three di9erent possibilities and
each of these have various di9erent possible outcomes in stage 3 and so on.
Denote by Dt(k) the immediate descendents in stage t of node k. For example, in the scenario
tree in Fig. 1. D3(A) denotes the immediate descendents of node A which are the three leftmost
nodes in stage 3.
Problem (1) can be equivalently formulated as the large scale QP
min 12x
T
1H1x1 + c
T
1x1 +
K2∑
k=1
pk2
( 1
2 (x
k
2)
THk2 x
k
2 + (c
k
2)
Txk2
)
+ · · ·
+
KT∑
k=1
pkT
( 1
2 (x
k
T )
THkT x
k
T + (c
k
T )
T xkT
)
(3)
W1x1
=
6 h1;
V k2 x1 +W
k
2 x
k
2
=
6 hk2; k = 1; : : : ; K2;
s:t:
. . .
...
V kT x
i
T−1 +W
k
T x
k
T
=
6 hkT ; i = 1; : : : ; KT−1;
k ∈ DT (i):
Here pkT is the probability of scenario k happening at stage T . For t = T − 1; : : : ; 1; pkt is given by
pkt =
∑
l∈Dt+1(k) p
l
t+1 with p1 = 1.
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The QP (3) has
∑T
t=1 Ktnt variables and
∑T
t=1 Ktmt constraints. This highly structured constraint
matrix can be exploited by the Dantzig–Wolfe decomposition [9] on its dual form. Benders’ decompo-
sition [2] can be used on the primal problem which is the basis of the L-shaped
method [39].
Louveaux [20] solved the same problem with positive semi-de5nite Hessians Hkt . The algorithm
takes advantage of the piecewise quadratic objective and uses a Newton type method. Convergence
is achieved by a cutting plane method. In each iteration, the boundary of the current quadratic piece
is explicitly calculated. If it does not contain the optimal solution, a cut is generated to remove at
least the current piece. The algorithm converges 5nitely as the number of quadratic pieces is 5nite.
However the number of cuts created may cause numerical problem and destroy linear independence
of constraints which was assumed.
Chen et al. [7] solved (1) for a two-stage model with continuous stochastic parameters and
positive-de5nite Hessian. A lattice rule calculates an expectation for the recourse function E2Q2(x1; 2).
A generalized Newton method is used and it is shown to be globally and locally superlinearly con-
vergent.
This paper is organized as follows. The theoretical properties of problem (1) are discussed in
the Section 2. We show that each stage t subproblem is a piecewise quadratic program where the
objective is strictly convex and has Lipschitzian gradient. Section 3 outlines the recursive generalized
Newton algorithm used. We show that the algorithm achieves both global and 5nite convergence in
Section 4. Section 5 discusses several e<ciency schemes and numerical issues. We present results
of a MATLAB prototype implementation, summarize accuracy and cputime usage for problems of
increasing size. Conclusions and 5nal remarks follow.
2. Theoretical properties
First we de5ne precisely what we mean by a piecewise quadratic function.
2.1. Piecewise quadratic functions
Denition 1 (Piecewise quadratic function). A function is called piecewise quadratic if its e9ective
domain is a nonempty polyhedron that can be decomposed into a 5nite number of convex polyhedra,
on each of which the function is quadratic. Let {Pj}Jj=1 be a polyhedral partition of the domain
X ⊆Rn of f; that is, X = P1 ∪ P2 ∪ · · · ∪ PJ and Pi ∩ Pj⊆Rn−1 if i 
= j. Then on each polyhedron
Pj; f(x) = 12x
TGjx + cTj x + f0j where Gj ∈Rn×n are symmetric, cj ∈Rn and f0j ∈R.
Linear, piecewise linear and quadratic functions de5ned on convex polyhedrons are special cases of
piecewise quadratic functions. From the de5nition, the sum of a 5nite number of piecewise quadratic
functions is also piecewise quadratic. Note however that, the maximum of two quadratic functions
does not necessarily satisfy this de5nition of a piecewise quadratic function since the boundary is in
general curved. Thus, strictly speaking, we are only dealing with what should be called ‘polyhedral
piecewise quadratic’ functions.
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For a proper convex function f(x) :Rn → R∪{+∞}, its convex conjugate f∗(x∗)=supx∈Rn xTx∗−
f(x) satis5es
(P1) f∗(x∗) is convex, closed and proper [29, Theorem 12:2].
(P2) If f is piecewise quadratic, then so is f∗ [36, Proposition 2:2:4].
(P3) If f is strictly convex, then int domf∗ 
= ∅ and f∗ is continuously di9erentiable on int domf∗
[15, Theorem X4.1.1].
(P4) If f :Rn → R is strictly convex, continuously di9erentiable and 1-coercive (i.e. lim‖x‖→+∞(f(x)=
‖x‖) = +∞), then f∗ is also 5nite-valued on Rn, strictly convex, continuously di9erentiable
and 1-coercive [15, Corollary X4.1.4a].
Note that a strictly convex piecewise quadratic function is 1-coercive.
2.2. Piecewise quadratic programs (PQP)
A piecewise quadratic program (PQP) minimizes a piecewise quadratic function subject to linear
constraints. Consider the piecewise quadratic program
 (; !) =min
x∈Rn
f(x) + !Tx
s:t: A1x = b1 + 1
A2x6b2 + 2 (4)
where the constraint right-hand side and the linear objective term are perturbed. Here f(x) :Rn →
R is convex and piecewise quadratic, !∈Rn; 1 ∈Rm1 and 2 ∈Rm2 are perturbation vectors with
= (1; 2)∈Rm.
The Lagrangian of (4) is
L(x; u; w; ; !) = f(x) + !Tx + uT(A1x − b1 − 1) + wT(A2x − b2 − 2); (5)
where u∈Rm1 and 06w∈Rm2 are the multipliers for the equality and inequality constraints respec-
tively.
The primal problem is
min
x∈Rn
F(x; ; !); (6)
where
F(x; ; !) = sup
u∈Rm1 ; w∈Rm2+
L(x; u; w; ; !)
=
{
f(x) + !Tx if A1x = b1 + 1; A2x6b2 + 2;
+∞ otherwise;
and the dual problem is
max
u∈Rm1 ; w∈Rm2+
G(u; w; ; !) (7)
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where
G(u; w; ; !) = inf
x∈Rn
L(x; u; w; ; !) (8)
=−uT(b1 + 1)− wT(b2 + 2)− sup
x∈Rn
{(−AT1u− AT2w − !)Tx − f(x)}
=−uT(b1 + 1)− wT(b2 + 2)− f∗(−AT1u− AT2w − !): (9)
First, we need to establish the conditions under which a saddle point for (5) exists. Assume that 
and ! are 5xed and (4) has an nonempty feasible region. Denote the domain of the primal variable
x by X and the domain of the dual variable yT ≡ (uT; wT) by Y .
Theorem 2 (Hiriart-Urruty and LemarRechal [15; Theorem VII 4:3:1]). A function L(x; y) :X ×Y →
R has a nonempty convex compact set of saddle points on X × Y if
(A1) X and Y are nonempty closed convex sets.
(A2) L(x; y) is convex–concave on X × Y : for each y∈Y; L(·; y) :X → R is convex and for each
x∈X; L(x; ·) :Y → R is concave.
(A3) X is bounded; or there exists y0 ∈Y such that L(x; y0)→ +∞ when ‖x‖ → +∞; x∈X .
(A4) Y is bounded; or there exists x0 ∈X such that L(x0; y)→ −∞ when ‖y‖ → +∞; y∈Y .
Lemma 3. If (4) has a bounded and nonempty feasible region and satis6es the Mangasarian–
Fromovitz constraint quali6cation; then its Lagrangian (5) has a saddle point in X × Y .
Proof. Since (4) only has linear constraints, Y is clearly closed and convex. Y cannot be empty
because that implies that the dual problem (7) is infeasible, which by weak duality, contradicts the
assumption that the primal variables are bounded. L is convex in x and linear in y, so it is convex–
concave. Since X is bounded, it remains to check condition (A4). As x is 5nite and feasible,
f(x) + !Tx is 5nite and A1x − b1 − 1 = 0 for all x∈X . By the Mangasarian–Fromovitz constraint
quali5cation, there exist x0 such that all the inequalities are strictly satis5ed, that is A2x0−b2−2¡ 0,
since w¿0; wT(A2x0 − b2 − 2)→ −∞ when ‖y‖ → −∞.
The next theorem shows that the optimal value function is a piecewise quadratic function of
the perturbation  and !. It is a direct extension of Sun [37, Proposition 2:2:4] which deals with
monotropic (separable) piecewise quadratic programs.
Theorem 4. If the conditions of Lemma 3 are satis6ed and  (0; !0) is 6nite for some (0; !0);
then  (; !0) and − (0; !) are proper; closed; convex and piecewise quadratic function of  and
!; respectively.
Proof. From Lemma 3, a saddle point ( Sx; Sy) exists for the concave–convex function L. This implies
that strong duality holds, that is the optimal values of (6) and (7) coincide and is equal to L( Sx; Sy).
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First consider right-hand side perturbation in (4), using strong duality,
 (; !0) = inf
x∈Rn
F(x; ; !0)
= sup
u∈Rm1 ; w∈Rm2+
G(u; w; ; !0)
= sup
u∈Rm1 ; w∈Rm2
−uT1 − wT2 − G0(u; w)
=G∗0 (−1;−2);
where
G0(u; w) = uTb1 + wTb2 + f∗(−AT1u+ AT2w − !0) +
{
0; w¿0;
+∞; w  0; (10)
is a convex piecewise quadratic function by (P2). Applying (P1) and (P2),  (; !0)=G∗0 (−1;−2)
is proper, piecewise quadratic and convex in .
Next we prove the claim for − (0; !). Since by assumption  (; !) is 5nite for some (0; !0),
(4) remains feasible for all ! for 5xed 0, so  (0; !) is proper. From strong duality,
−  (0; !)
=− inf
x∈Rn
F(x; 0; !) = sup
x∈Rn
{−F(x; 0; !)}
= sup
x∈Rn
inf
u∈Rm1 ; w∈Rm2+
−f(x)− !Tx − uT(A1x − b1 − 01)− wT(A2x − b2 − 02)
= sup
x∈Rn
{−!Tx − F0(x)}= F∗0 (−!);
where
F0(x) = f(x) +
{
0 if A1x = b1 + 01; A2x6b2 + 
0
2;
+∞ otherwise;
is a convex piecewise quadratic function. It follows that − (0; !) is convex, proper and piecewise
quadratic.
In the following, we assume that the objective f in problem (4) is strictly convex and ! is 5xed.
Let Sx() be the solution to (4) and SA be the matrix whose rows are the active constraint gradients
at Sx().
A function f :Rn → Rm is called LC1 if f is di9erentiable and f is locally Lipschitzian.
Lemma 5. If f in (4) is piecewise quadratic; di9erentiable; strictly convex and the active constraint
gradients are linearly independent at Sx(); then for 6xed !;  () is convex piecewise quadratic;
continuously di9erentiable and the gradient is Lipschitzian; i.e.;  () is LC1.
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Proof. Since a strictly convex piecewise quadratic function is 1-coercive, f∗(·) is 1-coercive, strictly
convex and di9erentiable using (P4), and piecewise quadratic from (P2). As the active constraints
are assumed to be linearly independent, SA has full row rank, so G0 de5ned by (10) also has the
same properties as f∗. Since G0 is strictly convex, applying (P3), G∗0 is continuously di9erentiable
on the interior of its domain and is piecewise quadratic and convex due to (P2) and (P1). Note
that (P4) is not applicable as G0 is not 5nite-valued and therefore G∗0 may not be strictly convex
in general. Since G∗0 is piecewise quadratic, its gradient is piecewise linear and continuous which is
Lipschitzian. This shows that  (; !0) = G∗0 is convex, piecewise quadratic and LC
1 in  for all 
which lead to a feasible problem.
Proposition 6. If the active constraint gradients in all subproblems (2) are linearly independent;
then the objective functions ft in (1) and (2) are strictly convex; piecewise quadratic and LC1.
Proof. We will prove our claim on a deterministic tree to simplify notation. As the stochastic
parameters  have 5nite support, the recourse function of each stage subproblem is a probability
weighted sum of the optimal value function of its descendents. It is straight forward to extend the
result from a single branched tree to one with more general tree structure.
Since a strictly convex quadratic function is piecewise quadratic, the stage T −1 recourse function
QT (xT−1) is convex piecewise quadratic and LC
1 in xT−1 using Lemma 5. By assumption HT−1 is
positive de5nite, so the stage T − 1 objective is strictly convex, piecewise quadratic and LC1. By
repeatedly applying Lemma 5 and observing that all Ht are positive de5nite, we can show that the
objectives of all stages have the stated properties.
More insight on the structure of the piecewise quadratic objective can be gained by considering
the following results from sensitivity analysis. From Fiacco [10, Theorem 5:4:1], if the second-order
su<cient condition and strict complementarity are satis5ed at Sx(0) and the active constraint gradients
are linearly independent, then for all Sx() for  in a neighbourhood of 0, the second-order su<cient
condition, strict complementarity and linear independent constraint quali5cation are all satis5ed. The
point Sx() is a locally unique minimizer of (4) with unique multipliers Su() and Sw(), and  () is
twice continuously di9erentiable. For problem (1), since Ht is positive de5nite for all stages t and
the active constraint gradients are assumed to be linearly independent, the second-order su<cient
condition is satis5ed if the recourse term in the objective is C2 at Sx(). The boundary of the di9erent
quadratic pieces are therefore de5ned by changes in active sets where strict complementarity is
violated or if the optimal solution lies on boundary of di9erent quadratic pieces of the objective.
As there are 5nitely many combinations of active constraints in each stage and the constraints are
linear, this partitions the feasible region into a 5nite number of convex polyhedra.
The gradient of the optimal value function  () is [10, Eq. (5:4:3)]
 () =−
(
u()
Sw()
)
: (11)
If the optimal value function is C2 at , from [10, Eq. (5:5:3)]
2 () = ( SAG−1 SA
T
)−1: (12)
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Fig. 2. Q(x).
A function F :X ⊆Rn → Rm is semismooth [23,28] at x∈Rn if F is Lipschitz continuous in an
open neighbourhood of x and the limit
lim
V∈@F(x+,h)
,↓0
Vh
exists for any vector h∈Rn, where @F(y) is the Clarke generalized Jacobian of F at y. Proposition
1 of [27] states that a piecewise di9erentiable function is also semismooth. Since the gradient of
a di9erentiable piecewise quadratic function is piecewise linear and so semismooth, the function is
SC1. This shows that the objective function of each subproblem (1) and (2) is also SC1.
Example 7. As an example of a PQP subject to a right-hand side perturbation, let
Q(x)≡min
y∈R2
1
2y
2
2 − y1 − 2y2 +
{ 1
2y
2
1 ; (P1): y1¿0;
y21 ; (P2): y1¡ 0
s:t: y1 + y26x1;
y16x2;
y26x2: (13)
This can be thought of as an intermediate stage problem of a MQSP. The objective is strictly
convex and is piecewise quadratic as it contains a recourse function from subsequent stages. The
linear constraints are perturbed by the ancestor solution x. The piecewise quadratic optimal value
function Q(x) is shown in Fig. 2. In Table 1, the 5rst column identi5es the polyhedral convex set,
labelled S1–S9, which partitions the domain of Q(x); the column ‘obj’ gives the piece of f the
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Table 1
Example of PQP
obj. A(x) Sy(x) S-(x)
S1 P2 1 13 (x1 − 1; 2x1 + 1) 13 (5− 2x1; 0; 0)
S2 P1 1 12 (x1 − 1; x1 + 1) 12 (3− x1; 0; 0)
S3 P1 ∅ (1; 2) (0; 0; 0)
S4 P2 1; 3 (x1 − x2; x2) (1− 2x1 + 2x2; 0; 1 + 2x1 − 3x2)
S5 P1 1; 3 (x1 − x2; x2) (1− x1 + x2; 0; 1 + x1 − 2x2)
S6 P1 3 (1; x2) (0; 0; 2− x2)
S7 P1 2; 3 (x2; x2) (0; 1− x2; 2− x2)
S8 P2 1; 2 (x2; x1 − x2) (2− x1 + x2; x1 − 3x2 − 1; 0)
S9 P2 2; 3 (x2; x2) (0; 1− 2x2; 2− x2)
optimal solution Sy(x) belongs to; A(x) is the active constraint set, Sy(x) is the optimal solution and
S-(x) is the vector of Lagrange multipliers.
Changes in quadratic pieces in Q(x) occur when the active set changes and a Lagrange multiplier
becomes zero or when the optimal solution Sy(x) switches from P1 to P2 in the objective. Q(x) is
continuously di9erentiable everywhere except for the ray {x1=2x2; x162} where the active constraint
gradients are linearly dependent and Q(x) is only continuous.
3. Algorithm
Since each subproblem (1) and (2) is a strictly convex piecewise quadratic program and the
exact gradient and an element of the generalized Hessian are available at all points, a sequential
quadratic program algorithm is ideally suited to our purpose. We 5rst present a generalized Newton
algorithm for solving problem (1) assuming relatively complete recourse in every subproblem. It
follows closely the algorithms proposed in [7,8] which solve problem (1) for T =2. At each iterate
xktt , we recursively solve the current subtree to optimality, giving the gradient and an element of
the generalized Hessian of the recourse function through (11) and (12). A Newton direction is then
calculated and a linesearch is used to 5nd the next iterate.
Algorithm 1. Given .: 0¡.¡ 1.
Step 0: T1 = 0; D1(k0) = 1: Qktt = 0 for t = 1; : : : ; T; kt = 1; : : : ; Kt .
Set t = 1; k1 = 1.
Step 1: Solve (2) for xktt .
Step 2: Recursively solve the subtree at xktt .
If t = T − 1
For kT ∈DT (kt)
Solve the stage T scenario kT problem (2) with xktt as input.
Else
For kt+1 ∈Dt+1(kt)
t = t + 1.
Goto Step 1.
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Step 3: Calculate the gradient and an element of the generalized Hessian of the objective
function at xktt .
gktt = H
kt
t x
kt
t + c
kt
t +
∑
k∈Dt+1(kt)
pkt+1 kt+1(xktt ); (14)
Gktt = H
kt
t +
∑
k∈Dt+1(kt)
pkt+12 kt+1(xktt ); (15)
where  kt+1(xktt ) and 2 kt+1(xktt ), given by (11) and (12) with = Tt+1xktt+1, are the
gradient and Hessian of the optimal value function of the immediate descendents
with respect to xktt .
Step 4: Optimality check
Calculate dual variables uktt .
If ‖gktt + (Wktt )Tuktt ‖6.
If t ¿ 1
Current subtree optimal.
t = t − 1, return (to step 2).
Else
optimal solution found; STOP.
Step 5: Calculate descent direction dktt by solving
min
d∈Rnt
1
2 d
TGktt d+ d
Tgktt
s:t: W ktt (x
kt
t + d)6h
kt
t − Tktt xkt−1t−1 : (16)
Step 6: Line search to 5nd feasible and acceptable step length 2k . Update xktt = x
kt
t + 2
kdktt .
Goto Step 3.
In Step 3, pkt+1 is the probability conditional on its immediate ancestor being realized, which is
slightly di9erent from that used in (3).
Problem (1) is unbounded if one node is unbounded and all other subproblems using the current
iterate are feasible. Feasibility cuts have been omitted in the above algorithm. We show how to
implement them in Section 3.1 for problems that do not have relatively complete recourse.
3.1. Feasibility cuts
We now modify Algorithm 1 to show how feasibility can be enforced. Each time an infeasi-
ble subproblem is encountered, a feasibility cut is generated for the immediate ancestor problem
and the algorithm returns to that node and 5nds a feasible solution satisfying the new cut as well.
Derivation of feasibility cuts and various e<ciency schemes are well described in [5,17]. How-
ever, the feasibility cuts generated may create linearly dependent constraints or cause numerical
ill-conditioning.
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Algorithm 2. Given .: 0¡.¡ 1.
Step 0: T1 = 0; D1(k0) = 1: Cktt ; d
kt
t are empty, Q
kt
t = 0 for t = 1; : : : ; T; k = 1; : : : ; Kt .
Set t = 1; k1 = 1.
Step 1: Find a feasible xktt by solving (2) with feasibility cuts
Cktt x6d
kt
t :
If this problem is infeasible
If t = 1, program (1) is infeasible, STOP;
Else
Solve corresponding LP (17).
min [y1 y2 y3 y4]
Te
s:t: W kt1t xt + T
kt
1t xt−1 + y1 − y2 = hkt1t ;
W kt2t xt + T
kt
2t xt−1 − y36hkt2t ;
Cktt xt − y46dktt ;
y1; y2; y3; y4¿0; (17)
where e = (1; : : : ; 1)T. Let 4 be the dual variables.
Append 4T
[
Tktt
0
]
and 4T
[
hktt
dktt
]
to Ckt−1t−1 and d
kt−1
t−1 respectively.
Set t = t − 1, return.
Step 2: Recursively solve subtree at xktt .
If t = T − 1
For kT ∈DT (kt)
Solve the stage T scenario kT problem (2) with xktt as input.
If subproblem is infeasible
Solve corresponding LP (17) with CT ; dT and y4 vacuous.
Append CkT−1T−1 and d
kT−1
T−1 as in step 1.
Return.
Else
For kt+1 ∈Dt+1(kt)
t = t + 1,
Goto Step 1.
Step 3: As before
Step 4: As before
Step 5: As before
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Step 6: Line search to 5nd feasible and acceptable step length 2k .
If a subproblem is infeasible,
return to Step 1.
Else
Set xktt = x
kt
t + 2
kdktt . Goto Step 3.
In (17), the equality {W1; T1; h1} and inequality {W2; T2; h2} constraints are shown separately to
clarify the dependence of slack variables y. Algorithm 2 returns control to the parent node with a
new feasible cut as soon as an infeasible descendent is encountered.
4. Convergence analysis
We now prove Algorithm 1 converges globally and 5nitely for problem (1) if each subproblem
has relative complete recourse and satis5es the linear independence constraint quali5cation. The
conclusions can be extended to Algorithm 2 without the relative recourse assumption. Because of
the recursive nature of the algorithms, each nodal problem, except for those in the terminal stage,
is treated in the same way. The following proofs apply to each subproblem and in particular to the
origin problem (1) by considering the root node. Each nodal subproblem can be represented as
min
x∈X
f(x); (18)
where f is strictly convex, piecewise quadratic and LC1 and X = {x: Ax =6 b} is nonempty.
The following global convergence proof is adapted from Pang and Qi [27] and Pang et al. [26].
Theorem 8 (Global convergence). Let f be strictly convex; piecewise quadratic and LC1. Let the
search direction be given by (16) and an approximate line search is used in step 6 of Algorithm
1; that is in each iteration i; 2i ¿ 0 is chosen such that
f(xi+1)6f(xi) + 52ig(xi)Tdi; (19)
|g(xi + 2idi)Tdi|6− 6g(xi)Tdi; (20)
for some 0¡5¡6¡ 1 and g ≡ f. If the active constraint gradients are linearly independent;
then the sequence {xi} generated by Algorithm 1 converges globally to the unique minimum of
(18).
Proof. First, note that as f is de5ned on 5nitely many polyhedra, there exists c2¿c1¿ 0 such that
for all pieces j;
0¡c1‖d‖26dTGjd6c2‖d‖2 for all d∈Rn; d 
= 0: (21)
Since X is nonempty, we can 5nd feasible starting point x0 in step 1 of Algorithm 1. As only
feasible step lengths are accepted, xi ∈X for all i. Therefore d = 0 is a feasible solution to (16),
and any di that solves (16) satis5es
1
2 d
iTGidi + gi
T
di60:
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If di = 0; xi is optimal as we will show at the end of this proof. If di 
= 0;
gi
T
di6− 12 di
T
Gidi ¡ 0; (22)
showing that di is a descent direction. So there exists 2i ¿ 0 which satis5es the approximate line
search condition (19) and (20) and {f(xi)} is a strictly decreasing sequence. As f is strictly convex
piecewise quadratic, it is bounded from below, and the level set X 0 = {x: f(x)6f(x0); x∈X } is a
compact set, so the sequence {xi} has an accumulation point Sx∈X 0⊆X and {f(xi)} converges.
Next we show that the sequence {di} is bounded. As X 0 is bounded and g is locally Lipschitz,
{gi} is bounded and there exist L¿ 0 such that
|giTdi|¡L‖di‖ for all i: (23)
Combining this with (21) and (22), we have
1
2c1‖di‖26 12di
T
Gidi6|giTdi|6L‖di‖; (24)
‖di‖62L=c1: (25)
From (23), we also have {giTdi} is bounded. Now taking limit in (19),
0¿ lim
i→∞
52igi
T
di¿ lim
i→∞
(f(xi+1)− f(xi)) = 0:
If lim inf i→∞ 2i ¿ 0, then limi→∞ gi
T
di = 0. If lim inf i→∞ 2i = 0, consider a subsequence such that
{gi} → Sg; {di} → Sd and {Gi} → SG, then SG satis5es (21). From (20), taking the limit i → ∞,
| Sg T Sd|6− 6 Sg T Sd, that is Sg T Sd= 0 as 6¡ 1.
Since Sg T Sd= 0 regardless of lim inf i→∞ 2i, from (22),
0¿− 12 Sd SG Sd¿ Sg T Sd= 0;
as SG is positive de5nite, Sd = 0. Now let x∈X be arbitrary, as di is the unique minimum of (16),
we have for each i,
(x − xi − di)T(gi + Gidi)¿0:
As Gi are bounded, taking the limit i →∞, we have
(x − Sx)Tf( Sx)¿0;
that is Sx satis5es the optimality condition of (18) since f is convex. Moreover, as f is strictly
convex, the minimum is unique, therefore the sequence {xi} has as its limit Sx the unique minimum
of (18).
Next we show 5nite convergence. The proof follows closely that of Theorem 3 of Sun [38] which
applies to equality-constrained problem and assumes an exact line search is used.
Theorem 9 (Finite convergence). If the conditions of Theorem 8 are satis6ed, and if a unit step is
always tested in the line search routine in Algorithm 1; then {xi} converges to the unique minimum
Sx of (18) in a 6nite number of iterations.
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Proof. Recall the partition in De5nition 1. Suppose Sx∈P1 ∩ · · · ∩ Pr , Sx 
∈ Pr+1 ∪ · · · ∪ PJ . Since
xi → Sx, there exists 8ˆ such that for all i¿8ˆ, xi 
∈ Pr+1 ∪ · · · ∪ PJ .
By the optimality of Sx, there exists Lagrangian multiplier S- such that f( Sx) + AT-∗ =0. As f
is continuous, f( Sx) = Gj Sx + cj; j = 1; : : : ; r. So Sx also satis5es the Kuhn–Tucker condition and is
therefore the unique minima of the following strictly convex programs:
min 12x
TGjx + cTj x
s:t: Ax
=
6 b;
for j = 1; : : : ; r. If follows that Sx − x8ˆ is the unique minimum of
min 12d
TGjd+f(x8ˆ)Td
s:t: Ad
=
6 b− Ax8ˆ:
Therefore, a unit step will move from x8ˆ to Sx and the algorithm terminates.
We can also show superlinear convergence for Algorithm 1 if an Armijo line search is used in
step 6, that is, for some 5∈ (0; 1); 6∈ (0; 1=2); x is updated by xi+1 = xi + 5midi where mi is the
smallest nonnegative integer such that
f(xi + 5mdi)− f(xi)665mf(xi)di: (26)
As f is semismooth and f is strictly convex, by Theorem 3 of [27], {xi} converges to Sx
Q-superlinearly, that is,
lim
i→∞
‖xi+1 − Sx‖
‖xi − Sx‖ = 0:
Next, we outline how to extend the above convergence theorems to Algorithm 2 for problems that
do not have relative complete recourse. In Algorithm 2, the feasibility cuts are added in the same
way as in the nested decomposition method. As noted in the proof of Theorem 1 in [5, p. 236],
there are only 5nitely many such cuts and a new cut is generated each time. Therefore, Algorithm
2 either proves problem (18) is infeasible or adds a 5nite number of constraints to the subproblems.
Provided these cuts do not lead to linearly dependent active constraint gradients, the assumptions of
Theorems 8 and 9 will remain valid and Algorithm 2 will converge globally to the optimal solution
in a 5nite number of iterations.
5. Implementation and numerical results
Algorithm 2 was implemented in MATLAB 5.3 [22] to test its e<ciency and accuracy. The
experiments were done on a SGI Origin 2000 running IRIX 6.5. Only random right-hand sides and
linear cost functions are allowed in the current implementation, though stochasticity in other problem
data can be added with no changes to the properties of the algorithm.
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5.1. Random data generation
Small random data sets were generated for the numerical experiments. Given a tree structure and
subproblem sizes, we generate random matrices H; c; V;W with known density and distribution of
singular values or eigenvalues. This is done by calling MATLAB’s random matrix generators. The
entries are normally distributed and the desired density is achieved by performing random plane or
Jacobi rotations. The stochastic right-hand sides h(!t) are generated from a normal distribution and
are independent across the stages.
5.2. Implementation issues
In the line search routine, a 1-D convex piecewise quadratic model is used to reDect the properties
of the objective function. Tangents at each iterate are calculated to give a lower bound for the
minimum value. The search is terminated if the approximate line search conditions (19) and (20)
are satis5ed or if the best function value is close enough to the linear lower bound. This does not
guarantee convergence theoretically, but as each function evaluation involves solving an appropriate
subtree which is also a MQSP, it can be very expensive especially in the early stages. Thus the
number of function evaluations should be minimized as far as possible. A trust region method is
also used in the descent direction subproblem to prevent the algorithm from taking steps that are
too large.
5.2.1. Presolve strategies and other e<ciency issues
When Algorithm 2 is applied to (1), each subproblem is initially solved without any recourse
information. The decisions generated are myopic and maybe infeasible with respect to subsequent
stages. It is common practice to use the L-shaped method on the expected value problem 5rst to
produce a good starting point and possibly preliminary cuts. Morton [24] generalized this approach by
considering a few representative subproblems from each node to obtain a good starting point. Valid
feasibility and optimality cuts are generated for all nodes in the original problem by using a dual
sharing formula [16]. We tested the performance of a presolve phase with either an expected value
tree or a small representative tree against not using presolve phase at all. To form the representative
tree, the stochastic right-hand sides are sorted by a heuristic. At most half the descendents in the
original tree of each chosen node are used. They are chosen in the order of the most pessimistic,
closest to the expected value and the most optimistic. The median node is given higher probability
to better approximate the true recourse function. The small representative tree is 5rst solved only
with the branch closest to the mean value for 2 iterations before the full representative tree is solved
to optimality with the improved starting point. The optimal solutions obtained by the expected value
or the smaller representative tree are used as starting points for the original problem. The recourse
terms produce initial search directions that take into account contributions from subsequent stages.
As only the right-hand side is stochastic in our experiments, if a subproblem is infeasible, valid
feasibility cuts can be created for all nodes in the same stage using Section 3:2:2 of [17].
In all strategies, nodes without any given starting point or recourse information use that of a
sibling with right-hand side close to itself. This minimizes the ine<ciency of solving subproblems
from the beginning. Because of this dependence, the order in which subtrees with the same ancestor
are solved is important. We test the strategy of solving the node with right-hand side closest to
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Table 2
Size of equivalent deterministic QP (3)
# Stages Tree # Nodes Large QP size nnz (A) Density of A
3 3× 3 (1 3 9) 13 130× 650 3800 0.45
5× 3 (1 5 15) 21 210× 1050 6200 0.28
7× 3 (1 7 21) 29 290× 1450 8600 0.20
4 3× 3× 3 (1 3 9 27) 40 400× 2000 11900 0.015
5× 3× 3 (1 5 15 45) 66 660× 3300 19700 0.0090
7× 3× 3 (1 7 21 63) 92 920× 4600 27500 0.0065
7× 5× 3 (1 7 35 105) 148 1480× 7400 44300 0.0040
5 3× 3× 3× 3 (1 3 9 27 81) 121 1210× 6050 36200 0.0049
5× 3× 3× 3 (1 5 15 45 135) 201 2010× 10050 60200 0.0030
7× 3× 3× 3 (1 7 21 63 189) 281 2810× 14050 84200 0.0021
7× 5× 3× 3 (1 7 35 105 315) 463 4630× 23150 138800 0.0013
the expected value 5rst, spread out towards the most optimistic one, then starting from slightly
pessimistic to the most pessimistic node.
Two or more stages can be aggregated into one larger QP as in (3) to take advantage of commercial
QP routines and to save on passing information back and forth. This is especially useful if the
descendent stages are likely to be infeasible by avoiding solving infeasible subtrees and reducing
the number of feasibility cuts. This strategy has been implemented in [6] in a nested Benders
decomposition scheme. They solved subtrees with progressively more stages until a feasible solution
is found. In our implementation, if a subproblem repeatedly fails to 5nd a solution feasible with
respect to its descendents, it and its immediate descendents are aggregated to a large QP. Either a
feasible solution is found or a feasibility cut is created for the ancestor stage using information from
the combined problem.
5.3. Numerical results
5.3.1. Random data with strictly convex objectives
Algorithm 2 is applied to random problems generated as described in Section 5.1 for problems
with 3, 4 and 5 stages. The root node has either 3, 5 or 7 branches and each node in later stages
has 3 or 5 branches. A 4-stage tree with 5 branches at the root node and 3 for each stage 2 and
3 node is denoted as a 5× 3× 3 tree. Each nodal subproblem has 50 variables, 8 inequality and 2
equality constraints plus lower and upper bound on each variable. The large scale QP (3) is also
generated for comparison. It is solved using the interior point solver SPSOLQP of Ye [42] and the
corresponding active set solutions are then calculated. Table 2 gives the size and characteristics of
the equivalent QP. The column nnz (A) lists the number of nonzero entries in the constraint matrix.
Tables 3–5 tabulate the performance of Algorithm 2. In reporting times, the minimum, geometric
mean (g.m.) and maximum times on 20 randomly generated problems are reported. This is primarily
for comparison between di9erent strategies as the experiments are done in Matlab. We compare the
e9ect of solving siblings in the order of moderate, optimistic to pessimistic and using a presolve
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Table 3
Numerical results for 3 stage tree with strictly convex subproblems
Tree Method ES PS NS NN IPM
Expected Total Presolve Total
(incl. expected) (incl. presolve)
3× 3 Iteration 6.2 9.2 0.0 0.0 6.5 5.9 31.1
CPU (s): min=g:m=max 0:9=4:6=22:5 2:3=7:9=26:2 0:0=0:0=0:0 0:0=0:0=0:0 2:4=13:3=70:4 3:0=13:7=47:8 11:5=13:2=16:6
Mean cpu=node 1.95 0.69 0.00 0.00 1.32 1.26 1.02
Number of node (1 1 1) 3 (1 3 9) 13 (1 1 1) 3 (1 3 9) 13 (1 3 9) 13 (1 3 9) 13
Node visited 1 7 24 2 16 71 0 0 0 0 0 0 1 19 160 1 18 150
Cut 0.2 1.4 0.2 1.4 0.0 0.0 0.0 0.0 0.3 1.5 0.3 1.6
.∞ med 2.15e−15 0:00e + 00 2.66e−15 2.20e−15
max 5.62e−15 0:00e + 00 1.28e−14 8.24e−15
.f med 2.5e−02 8.25e−16 0:0e + 00 0:00e + 00 9.23e−16 7.83e−16 median(9)
max 2.9e−01 3.86e−15 0:0e + 00 0:00e + 00 4.00e−15 4.41e−15 2.8e−14
.L med 5.30e−14 0:00e + 00 4.23e−14 6.05e−14 max(9)
max 4.19e−13 0:00e + 00 2.21e−13 2.15e−13 7.2e−14
5× 3 Iteration 6.5 10.1 11.2 14.0 6.3 6.2 31.2
CPU (s): min=g:m=max 0:9=4:7=27:4 3:4=10:0=32:8 1:8=6:5=31:8 5:0=11:3=37:4 4:2=19:3=89:2 4:8=19:6=54:6 19:2=21:0=24:6
Mean cpu=node 2.04 0.54 1.63 0.60 1.15 1.11 1.00
Number of node (1 1 1) 3 (1 5 15) 21 (1 2 2) 5 (1 5 15) 21 (1 5 15) 21 (1 5 15) 21
Node visited 1 7 23 2 25 107 2 18 38 3 32 109 1 32 241 1 31 233
Cut 0.2 1.3 0.2 1.3 0.1 1.1 0.1 1.1 0.3 1.4 0.3 1.4
.∞ med 2.29e−15 2.50e−15 2.63e−15 2.65e−15
max 7.79e−07 7.79e−07 7.79e−07 7.79e−07
.f med 3.0e−02 9.59e−16 5.9e−03 9.01e−16 9.31e−16 7.86e−16 median(9)
max 3.3−01 3.48e−08 2.2e−01 3.48e−08 3.48e−08 3.48e−08 3.0e−14
.L med 5.07e−14 3.96e−14 4.49e−14 4.46e−14 max(9)
max 2.14e−13 2.88e−13 3.05e−13 1.21e−13 2.9e−06
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7× 3 Iteration 6.5 10.3 10.8 13.9 6.5 6.6 31.8
CPU (s): min=g:m=max 0:9=4:7=22:9 4:2=12:2=30:8 1:8=6:4=27:2 5:8=12:8=34:8 6:0=26:4=188:4 6:5=26:1=109:8 26:0=29:7=34:2
Mean cpu=node 1.99 0.46 1.57 0.49 1.26 1.10 1.03
Number of node (1 1 1) 3 (1 7 21) 29 (1 2 2) 5 (1 7 21) 29 (1 7 21) 29 (1 7 21) 29
Node visited 1 7 24 2 34 148 2 18 36 3 39 138 1 46 338 1 46 324
Cut 0.2 1.2 0.2 1.2 0.1 1.2 0.1 1.2 0.3 1.5 0.3 1.4
.∞ med 4.03e−15 3.45e−15 3.74e−15 3.49e−15
max 8.22e−06 8.22e−06 8.22e−06 8.22e−06
.f med 3.1e−01 3.80e−15 6.6e−03 3.60e−15 3.60e−15 3.64e−15 median(9)
max 3.3e−01 1.64e−07 2.3e−01 1.64e−07 1.64e−07 1.64e−07 4.3e−14
.L med 4.59e−14 4.31e−14 4.70e−14 4.55e−14 max(9)
max 3.60e−10 3.60e−10 3.60e−10 3.60e−10 9.2e−06
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Table 4
Numerical results for 4 stage tree with strictly convex subproblems
Tree Method ES PS NS NN IPM
Expected Total Presolve Total
(incl. expected) (incl. presolve)
3× 3× 3 Iteration 6.2 9.3 0.0 0.0 6.6 6.2 32.1
CPU (s): min=g.m=max 3:0=11:4=55:4 12:5=25:8=65:4 0:0=0:0=0:0 0:0=0:0=0:0 19:3=68:5=286:0 24:2=67:6=211:4 39:8=45:5=66:1
Mean cpu=node 3.62 0.69 0.00 0.00 2.14 1.97 1.14
Number of node (1 1 1 1) 4 (1 3 9 27) 40 (1 1 1 1) 4 (1 3 9 27) 40 (1 3 9 27) 40 (1 3 9 27) 40
Node visited 1 7 24 52 2 16 71 234 0 0 0 0 0 0 0 0 1 20 168 904 1 19 155 825
Cut 0.2 1.6 1.9 0.2 1.6 1.9 0.0 0.0 0.0 0.0 0.0 0.0 0.3 1.8 2.0 0.3 1.5 1.9
.∞ med 3.78e−07 0.00e+00 3.78e−07 3.78e−07
max 1.49e−05 0.00e+00 1.49e−05 1.49e−05
.f med 1.6e−02 5.28e−09 0.0e+00 0.00e+00 5.28e−09 5.28e−09 median(9)
max 1.6e−02 3.51e−07 0.0e+00 0.00e+00 3.51e−07 3.51e−07 5.2e−06
.L med 6.03e−14 0.00e+00 7.48e−14 1.02e−13 max(9)
max 8.83e−13 0.00e+00 5.56e−13 4.68e−13 3.4e−05
5× 3× 3 Iteration 6.2 9.8 9.5 12.3 6.3 6.3 32.2
CPU (s): min=g.m=max 3:1=11:2=35:4 21:1=33:8=53:0 4:8=13:9=44:1 18:4=34:7=63:9 31:2=97:6=399:1 35:9=97:7=317:3 67:0=77:1=114:0
Mean cpu=node 3.38 0.53 2.35 0.55 1.86 1.74 1.18
Number of node (1 1 1 1) 4 (1 5 15 45) 66 (1 2 2 2) 7 (1 5 15 45) 66 (1 5 15 45) 66 (1 5 15 45) 66
Node visited 1 7 23 50 2 25 105 348 2 15 35 64 3 30 106 331 1 32 258 1336 1 32 245 1269
Cut 0.2 1.4 2.0 0.2 1.4 2.0 0.1 1.4 1.8 0.1 1.4 1.8 0.3 1.6 2.1 0.3 1.4 1.9
.∞ med 4.78e−06 4.78e−06 4.78e−06 4.78e−06
max 2.50e−05 2.50e−05 2.50e−05 2.50e−05
.f med 2.0e−02 3.66e−08 7.8e−03 3.66e−08 3.66e−08 3.66e−08 median(9)
max 2.1e−01 1.26e−06 2.1e−01 1.26e−06 1.26e−06 1.26e−06 6.0e−06
.L med 7.07e−14 6.26e−14 4.50e−14 7.29e−14 max(9)
max 4.00e−13 3.46e−13 4.89e−13 3.34e−13 3.6e−05
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7× 3× 3 Iteration 6.2 10.1 11.4 14.6 6.5 6.5 32.5
CPU (s): min=g.m=max 3:1=11:6=38:1 26:2=43:2=68:8 4:8=14:2=46:6 21:9=44:3=168:6 38:4=132:2=750:9 44:5=127:8=388:6 96:4=108:8=162:0
Mean cpu=node 3.57 0.49 2.43 0.53 1.91 1.65 1.19
Number of node (1 1 1 1) 4 (1 7 21 63) 92 (1 2 2 2) 4 (1 7 21 63) 92 (1 7 21 63) 92 (1 7 21 63) 92
Node visited 1 7 24 53 2 33 145 482 2 19 38 67 3 42 155 505 1 47 361 1881 1 46 346 1759
Cut 0.2 1.4 2.0 0.2 1.4 2.0 0.2 1.4 1.8 0.2 1.4 1.8 0.3 1.8 2.1 0.3 1.5 1.5
.∞ med 4.87e−06 4.87e−06 4.87e−06 4.87e−06
max 3.13e−05 3.13e−05 3.13e−05 3.13e−05
.f med 2.1e−02 4.52e−08 8.3e−03 4.52e−08 4.52e−08 4.52e−08 median(9)
max 2.1e−01 4.43e−07 2.1e−01 4.43e−07 4.43e−07 4.43e−07 9.6e−06
.L med 6.11e−14 6.93e−14 5.59e−14 7.00e−14 max(9)
max 7.62e−13 2.67e−09 4.39e−12 4.40e−12 4.3e−05
7× 5× 3 Iteration 6.2 10.2 9.2 12.5 6.7 6.7 33.0
CPU (s): min=g.m=max 3:1=11:6=38:0 38:9=63:0=97:0 7:4=22:1=99:6 36:9=68:0=167:7 71:9=201:0=663:3 76:1=209:4=687:4 160:5=177:2=310:4
Mean cpu=node 3.64 0.44 2.46 0.49 1.72 1.71 1.21
Number of node (1 1 1 1) 4 (1 7 35 105) 148 (1 2 4 4) 11 (1 7 35 105) 148 (1 7 35 105) 148 (1 7 35 105) 148
Node visited 1 7 25 55 2 35 251 854 2 15 73 109 3 39 266 804 1 48 637 3086 1 48 628 3057
Cut 0.2 1.2 1.9 0.2 1.2 1.9 0.2 1.4 1.8 0.2 1.4 1.8 0.3 1.6 1.7 0.3 1.6 1.4
.∞ med 2.40e−06 2.40e−06 2.40e−06 2.40e−06
max 1.16e−05 1.16e−05 1.16e−05 1.16e−05
.f med 2.2e−02 9.54e−08 6.9e−03 9.45e−08 9.45e−08 9.45e−08 median(9)
max 2.8e−01 1.92e−06 1.3e−01 1.92e−06 1.92e−06 1.92e−06 3.2e−05
.L med 4.73e−14 5.73e−14 4.82e−14 4.82e−14 max(9)
max 5.09e−10 3.16e−13 5.66e−10 5.66e−10 1.5e−04
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Table 5
Numerical results for 5 stage tree with strictly convex subproblems
Tree Method ES PS IPM
Expected Total Presolve Total
(incl. expected) (incl. presolve)
3× 3× 3× 3 Iteration 6.1 9.2 0.0 0.0 33.0
CPU (s): min=g.m=max 5:9=23:6=80:2 48:2=75:4=146:7 0:0=0:0=0:0 0:0=0:0=0:0 131:5=149:0=195:3
Mean cpu=node 5.75 0.65 0.00 0.00 1.24
Number of node (1 1 1 1 1) 5 (1 3 9 27 81) 121 (1 1 1 1 1) 5 (1 3 9 27 81) 121
Node visited 1 7 23 55 98 2 16 68 234 711 0 0 0 0 0 0 0 0 0 0
Cut 0.2 1.6 2.1 2.4 0.2 1.6 2.1 2.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
.∞ med 4.03e−06 0.00e+00
max 3.29e−05 0.00e+00
.f med 1.5e−02 4.29e−08 0.0e+00 0.00e+00 median(9)
max 1.5e−01 8.42e−07 0.0e+00 0.00e+00 2.5e−05
.L med 1.16e−13 0.00e+00 max(9)
max 4.78e−13 0.00e+00 1.1e−04
5× 3× 3× 3 Iteration 6.2 10.1 9.4 12.5 33.5
CPU (s): min=g.m=max 5:9=23:5=68:4 64:8=105:9=207:9 9:8=27:3=117:9 64:4=103:8=185:5 230:8=260:0=354:9
Mean cpu=node 5.59 0.55 3.71 0.53 1.30
Number of node (1 1 1 1 1) 5 (1 5 15 45 135) 201 (1 2 2 2 2) 9 (1 5 15 45 135) 201
Node visited 1 7 23 53 96 2 26 109 374 1153 2 15 35 68 117 3 31 110 349 1023
Cut 0.2 1.4 2.2 2.5 0.2 1.4 2.2 2.5 0.1 1.4 2.1 2.4 0.1 1.4 2.1 2.4
.∞ med 3.47e−06 3.47e−06
max 2.76e−05 2.76e−05
.f med 1.7e−02 2.91e−07 1.1e−02 2.91e−07 median(9)
max 1.8e−01 7.84e−07 1.3e−01 7.84e−07 7.7e−05
.L med 1.13e−13 6.94e−14 max(9)
max 1.34e−10 3.92e−13 2.2e−04
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7× 3× 3× 3 Iteration 6.2 9.9 11.4 14.7 33.9
CPU (s): min=g.m=max 6:0=23:6=68:5 80:3=135:3=256:9 9:9=27:1=73:3 97:3=135:4=470:5 340:5=370:5=448:6
Mean cpu=node 5.64 0.50 3.51 0.52 1.32
Number of node (1 1 1 1 1) 5 (1 7 21 63 189) 281 (1 2 2 2 2) 9 (1 7 21 63 189) 281
Node visited 1 7 23 54 97 2 33 144 495 1521 2 19 38 69 107 3 43 159 511 1516
Cut 0.2 1.4 2.2 2.4 0.2 1.4 2.2 2.4 0.2 1.4 2.0 2.4 0.2 1.4 2.0 2.4
.∞ med 2.78e−06 2.78e−06
max 3.56e−05 3.56e−05
.f med 1.7e−02 3.44e−07 1.2e−02 3.44e−07 median(9)
max 1.8e−01 3.51e−06 1.3e−01 3.15e−06 1.5e−04
.L med 4.63e−14 9.93e−14 max(9)
max 5.80e−13 3.77e−10 3.7e−04
7× 5× 3× 3 Iteration 6.2 10.2 9.2 12.7 0.0
CPU (s): min=g.m=max 6:1=23:6=65:1 127:5=214:4=460:0 16:9=38:8=139:2 141:7=220:3=430:3 0:0=0:0=0:0
Mean cpu=node 5.77 0.48 3.16 0.50 0.00
Number of node (1 1 1 1 1) 5 (1 7 35 105 315) 463 (1 2 4 4 4) 15 (1 7 35 105 315) 463
Node visited 1 7 23 55 98 2 35 249 856 2655 2 15 75 116 166 3 39 274 844 2508
Cut 0.2 1.2 1.9 2.4 0.2 1.2 1.9 2.4 0.2 1.4 1.9 2.3 0.2 1.4 1.9 2.3
.∞ NaN NaN
.f med 1.9e−02 NaN 9.1e−03 NaN median(9)
max 2.1e−01 NaN 1.6e−01 NaN NaN
.L med 7.33e−14 9.90e−14 max(9)
max 4.08e−10 3.09e−10 NaN
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phase with the expected value or the smaller stochastic tree. The di9erent strategies are identi5ed
by the following keys:
ES: expected value problem solved by Algorithm 2; stochastic RHS sorted;
PS: small presolve tree solved by Algorithm 2; RHS sorted;
NS: no presolve phase; RHS sorted;
NN: no presolve phase; RHS not sorted;
For problems with only three branches at the root node, the expected value problem and the small
presolve tree are identical. Therefore only the expected value problem is used in the presolve phase,
and strategy PS is not used.
We report the average number of iterations for the root node problem, cputime, the total number
of times any one of the nodes in each stage is solved (e.g. if the three stage 2 nodes are solved 3, 2
and 5 times, respectively; then the total number we report is 10) and the number of feasibility cuts
created for each node. Note that as control is returned to the parent node as soon as an infeasible
node is detected, the total number of times nodes are solved may not be a multiple of the number
of nodes. However, nodes in the same stage always have the same number of cuts because cuts are
shared within a stage. To give an indication of the accuracy of Algorithm 2, the 5rst stage optimal
solution x1 and function value f1 are compared to Sx1 and Sf 1 obtained by solving the deterministic
equivalent. The relative errors reported are .x = (x1 − Sx1)= Sx1 and .f = ‖f1 − Sf 1‖= Sf 1. If a presolve
phase is used, then .f under the presolve column gives the di9erence between the optimal value of
the presolve problem and the full problem. That is .f = |fpresolve −ffull|=|ffull|. The optimality norm
of the root node problem is .L = ‖g1 − AT1-1‖. To give an indication of the accuracy of the interior
point solution, the maximum infeasibility is calculated. It is de5ned as
9=max(Ax − b; b1 − A1x; 0): (27)
The equality constraints are A1x = b1. The median and maximum of the infeasibility measure 9 are
tabulated. Fig. 3 shows the cputime used to solve problem (1) with increasing number of stages and
branches using the di9erent solution strategies.
Numerical experiments show that the use of a trust region signi5cantly reduces the number of line
search iterations and function evaluations for di<cult problems. This leads to up to 40% reduction
in cputime for very di<cult problems.
Having a presolve stage improves performance signi5cantly and the saving becomes much more
prominent as the number of branches and number of stages increase. Due to the small size of the
expected value problem, an interior point method can solve it much more quickly than Algorithm
2. Presolving with an interior point method avoids creating feasibility cuts but does not provide any
recourse information. See [19] for more discussion. Using a small scenario tree in PS yielded more
information about the original problem. This is con5rmed by the smaller di9erences between the
function values of the presolve problems and the full problems. However, strategy PS did not lead
to any reduction in total cputime.
For strategies with a presolve phase, all feasibility cuts are generated in the 5rst phase. The rea-
son is that in the presolve phase, iterates need to move between many pieces before reaching the
solution region. The larger change in iterates makes them much more likely to produce infeasible
descendent problems. The expected value problems with the same number of stages and di9er-
ent number of branches are identical due to the way the stochastic right-hand sides are generated.
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Fig. 3. CPU time vs. number of variables=tree structure.
However, Algorithm 2 performs di9erently on them. This is because when feasibility cuts are gen-
erated, all stochastic right-hand sides are included in the calculation which leads to some di9erences
in the cuts returned.
As the number of stages increases, the cputime required per node increases, because subtrees need
to be solved many more times as the level of recursion increases. On the other hand, cputime per
node decreases as the number of branches increases due to economy of scale. The 5rst time the 5rst
subproblem in each stage is solved is the most expensive while other subproblems and subsequent
iterations can take advantage of good starting points and recourse information.
Sorting stochastic right-hand sides in increasing distance from the expected value has led to an
increase in cputime. This is probably because right-hand sides far away from the expected value
are more likely to lead to infeasible subproblems. By solving them 5rst, the necessary feasibility
cuts are identi5ed earlier. This is con5rmed by the fact that strategy NS on average creates more
feasibility cuts than NN.
The accuracy of Algorithm 2 is very high. If the interior point solution can be converted to an
active set solution, then the relative errors in function values and solution points of all subproblems
are very close to the machine error (2e−16). For the other problems, the relative error is of the
same order of magnitude as the maximum infeasibility of the interior point solution.
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Table 6
Problem sizes of PLTEXP
Number of stages Tree structure Size of deterministic QP flp(xlp) fqp(xqp) flp(xqp)
2 6 686× 1308 −9.47935 −9.47910 −9.47936
16 1726× 3278 −9.66331 −9.66304 −9.66331
3 6× 2 1934× 3672 −13.64323 −13.64286 −13.64323
6× 6 4430× 8400 −13.96937 −13.96898 −13.96937
4 6× 2× 2 4430× 8400 −17.92819 −17.92773 −17.92819
6× 6× 6 26894× 50952 — −19.59884 −19.59941
As all variables in the experimental data have lower and upper bounds, the linearly independence
constraint quali5cation may not be satis5ed for all subproblems. It is possible for active constraint
gradients to be linearly dependent leading to a nonsmooth objective in ancestor problem. Due to the
large size of the deterministic equivalent (3), SPSOLQP was unable to solve the 5 stage 7×5×3×3
problem.
5.4. Stochastic capacity expansion model
There are a number of publicly available test problems [12,25,33–35] for stochastic linear pro-
gramming. However, there are not many test sets available for quadratic stochastic programming.
Algorithm 2 was tested on PLTEXP [33], 1 a linear relaxation of a stochastic capacity expansion
problem. The problem is a stochastic linear program extendable to an arbitrary number of stages
and scenarios. The problem was expressed in standard form where all constraints are equalities. We
removed the slack variables and converted the appropriate equations to inequalities. The original
data has two distinct sets of variables. The 5rst 44 variables in each subproblem have coe<cients
in the cost function with order of magnitude 102, while the rest of the variables have coe<cients
of the order of 10−3 to 10−2. In the numerical experiment, the second set of variables are rescaled
by multiplying their coe<cients by a factor of 103 to bring the two scales closer. To convert the
problem to a multistage quadratic stochastic program, an arti5cial Hessian matrix is added to each
subproblem. It has an entry of 10−3 on the diagonal for every variable that has a nonzero coe<cient
in the cost function. Therefore, the objective Hessian is the only positive semi-de5nite. Algorithm 2
is modi5ed by replacing Gktt in the direction 5nding problem (16) with G
kt
t + 9I for some small
positive 9. This ensures that (16) is a strictly convex QP and any nonzero direction is a descent
direction. The modi5ed algorithm is globally convergent and a proof can be found in [19].
Problem PLTEXP is tested for trees with 2–4 stages. The root node has 6 or 16 branches and
the other nodes have 2 or 6 branches. The 5rst stage problem has size 62 × 126 and each later
stage problem has size 104× 197, after removing the slack variables. The size of the deterministic
QP equivalent is shown in Table 6. To show the e9ect of the arti5cial Hessian term, we list the
value of the optimal function value flp(xlp) of the original LP, the optimal function value fqp(xqp) of
1 htttp:==www-personal.umich.edu=∼jrbirge=dholmes=main.html.
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the QP and the function value (flp(xqp)) of the LP using the QP solution. The results are given
in Table 7 and Fig. 4. There were no feasibility cuts in any problems so they were omitted in
Table 7.
This problem set has very few optimal bases in the second and subsequent stages and this is
reDected in the very small number of iterations required. Most problems only require one or two
iterations before reaching optimality. This makes solving the multistage quadratic stochastic program
directly without any presolve phase a very competitive option. Similar to the results for the random
problems, the cputime required per node increases with the number of stages, but decreases as the
number of siblings increases.
The large-scale QP equivalent proved di<cult for SPSOLQP [42]. The maximum infeasibility
(de5ned in (27)) is up to 9.9e−5 for the 2 and 3 stage problems. In Table 7, we report the cputime
used by SPSOLQP but the deterministic equivalent is solved again using LOQO [40] which was far
more accurate. The accuracy of the solution from Algorithm 2 is calculated by comparing to the
LOQO solution. The solution times for LOQO were not reported because it is programmed in C
and the cputime is not comparable to Algorithm 2 which is written in MATLAB. The deterministic
equivalent of the 6 × 6 and 6 × 2 × 2 problems are too large for SPSOLQP and were solved only
by LOQO. The deterministic equivalent of the 4 stage 6 × 6 × 6 problem was not solved due to
memory requirements in forming the QP.
5.5. Portfolio management application
Algorithm 2 was also tested on SGPF [12]. 2 It is a portfolio optimization problems with stochastic
parameters in both the linear cost function and the constraint right-hand side. The original problems
are stochastic linear programs with 3 to 6 stages. The magnitude of the variables of the original
data is very large, so they are rescaled to have magnitude of 1 in the numerical experiments.
The problems are converted into multistage quadratic stochastic programs by adding an arti5cial
Hessian to each subproblem. Each Hessian has a small positive entry (10−4) on the diagonal for
every variable that has a nonzero entry in the linear cost function. As in PLTEXP, all Hessians are
positive semi-de5nite. Careful inspection of the problem structure reveals that many variables are
in fact 5xed by the equality constraints to be zero. Since all variables also have lower bounds of
zero, this leads to a very large number of linearly dependent active constraints. Applying Algorithm
2 directly to the data proved to be extremely slow due to the large number of quadratic pieces
and boundary constraints on which the objective is nonsmooth. Many variables in stage 2 and
above are 5xed by equality constraints with right-hand side given by ancestor solution and cannot
be eliminated easily. However, since all ht¿0 and all entries in the technology matrices Vt are
nonpositive, the nonnegativity constraints for these variables are redundant and they are eliminated
to reduce the possibility of having linearly dependent active constraints. Table 8 gives the size of
each subproblem of the original problems, the size after redundant constraints and lower bounds are
removed and the size of the equivalent large-scale QP. The values of the optimal function value
flp(xlp) of the original LP, the optimal function value fqp(xqp) of the QP and the function value
(flp(xqp)) of the LP using the QP solution are also listed to show the e9ect of the arti5cial Hessian
term.
2 http:==www-personal.umich.edu=˜jrbirge=dholmes=main.html
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Table 7
Numerical results for problem PLTEXP: 2 to 4 stages
Tree Method ES PS NS NN IPM
structure
Expected Total Presolve Total
(incl. expected) (incl. presolve)
6 Iteration 1.0 2.0 2.0 3.0 1.0 1.0 48
CPU (s) 22.9 51.2 38.4 53.8 49.2 48.0 142.5
CPU=node 11.44 7.31 12.79 7.68 7.03 6.86 20.36
Number of node (1 1) 2 (1 6) 7 (1 2) 3 (1 6) 7 (1 6) 7 (1 6) 7
Node visited 1 1 2 7 2 3 3 9 1 6 1 6
.f 1.6e−02 2.56e−11 1.6e−02 2.58e−11 2.57e−11 2.57e−11
.L 6.82e−14 6.80e−14 6.81e−14 6.80e−14 9= 7:5e−16
16 Iteration 1.0 2.0 2.0 3.0 1.0 1.0 63
CPU (s) 25.6 108.4 45.3 101.6 96.3 106.6 1588.6
CPU=node 12.79 6.37 15.12 5.98 5.66 6.27 93.44
Number of node (1 1) 2 (1 16) 17 (1 2) 3 (1 16) 17 (1 16) 17 (1 16) 17
Node visited 1 1 2 17 2 4 3 20 1 16 1 16
.f 1.5e−02 −1.73e−10 2.5e−02 −1.73e−10 −1.73e−10 −1.73e−10
.L 6.80e−14 6.80e−14 6.80e−14 6.81e−14 9= 1:8e−15
6× 2 Iteration 1.0 2.0 2.0 3.0 1.0 1.0 65
CPU (s) 55.5 427.2 125.8 409.4 345.2 336.2 1731.2
CPU=node 18.50 22.48 25.16 21.55 18.17 17.70 91.12
Number of node (1 1 1) 3 (1 6 12) 19 (1 2 2) 5 (1 6 12) 19 (1 6 12) 19 (1 6 12) 19
Node visited 1 1 1 2 7 15 2 3 3 3 9 15 1 6 12 1 6 12
.f 7.1e−03 −1.67e−11 6.4e−04 −1.66e−11 −1.67e−11 −1.66e−11
.L 6.80e−14 3.33e−13 3.16e−13 6.80e−14 9= 1:2e−16
6× 6 Iteration 1.0 2.0 2.0 3.0 1.0 3.0 0.0
CPU (s) 79.8 632.7 127.6 578.3 708.4 1958.1 0.0
CPU=node 26.58 14.71 25.51 13.45 16.47 45.54 0.00
Number of node (1 1 1) 3 (1 6 36) 43 (1 2 2) 5 (1 6 36) 43 (1 6 36) 43 (1 6 36) 43
Node visited 1 1 1 2 7 43 2 3 5 3 9 41 1 6 36 1 30 180
.f 2.4e−02 1.39e−11 6.2e−03 8.11e−12 3.59e−11 2.42e−11
.L 9.54e−13 6.81e−14 6.33e−09 4.67e−09
K
.K
.
L
au,
R
.S
.
W
om
ersley
/Journal
of
C
om
putational
and
A
pplied
M
athem
atics
129
(2001)
105–138
133
6× 2× 2 Iteration 1.0 2.0 2.0 3.0 1.0 1.0 0.0
CPU (s) 100.8 1420.9 264.7 1502.8 1196.3 1065.0 0.0
CPU=node 25.19 33.04 37.82 34.95 27.82 24.77 0.00
Number of node (1 1 1 1) 4 (1 6 12 24) 43 (1 2 2 2) 7 (1 6 12 24) 43 (1 6 12 24) 43 (1 6 12 24) 43
Node visited 1 1 1 1 2 7 15 31 2 3 3 3 3 9 15 27 1 6 12 24 1 6 12 24
.f 6.0e−03 5.62e−12 1.9e−02 3.22e−10 6.74e−11 2.19e−11
.L 2.19e−13 6.82e−14 6.80e−14 6.81e−14 9= 2:1e−15
6× 6× 6 Iteration 1.0 2.0 2.0 3.0 1.0 1.0 0.0
CPU (s) 123.9 3907.7 594.9 3709.8 4030.4 3605.8 0.0
CPU=node 30.98 15.09 84.98 14.32 15.56 13.92 0.00
Number of node (1 1 1 1) 4 (1 6 36 216) 259 (1 2 2 2) 7 (1 6 36 216) 259 (1 6 36 216) 259 (1 6 36 216) 259
Node visited 1 1 1 1 2 7 43 259 2 3 7 13 3 9 43 235 1 6 42 258 1 6 36 216
.f 2.0e−02 NaN 7.3e−02 NaN NaN NaN
.L 6.81e−14 6.81e−14 2.76e−13 3.00e−13 9= 0:0e + 00
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Fig. 4. CPU time vs number of variables: PLTEXP, 2 to 4 stages.
Table 8
Problem sizes of SGPF
Stage Original Eliminated flp(xlp) fqp(xqp) flp(x1p)
Size of # Lower Size of Size of # Lower Size of
Wt bound deterministic QP Wi bound deterministic QP
1 62× 78 78 11× 27 27
2 63× 79 79 17× 33 27
3 63× 79 79 1952× 2448 23× 39 27 671× 1167 −3027:604 −3027:603 −3027:604
4 63× 79 79 9827× 12323 28× 44 27 4171× 6667 −4031:391 −4031:389 −4031:391
5 63× 79 79 49202× 61698 33× 49 27 24796× 37292 — −5201:260 −5201:265
6 63× 79 79 246077× 308573 38× 54 27 143546× 206042 — −6484:472 −6484:479
The numerical results are given in Table 9 and Fig. 5. The large-scale equivalent of the 4 stage
problem was very large and was only solved by LOQO [40]. The QP equivalents of the 5 and
6 stage problems are too large and were not solved in the experiments. Algorithm 2 successfully
solved the SGPF problems for 3–6 stages. The number of iterations is very small for all numbers of
stages and solution strategies. This indicates that the 5rst stage solution is very close to the solution
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Table 9
Numerical results for problem SGPF: 3 to 6 stages
Tree Method ES PS NS NN IPM
Expected Total Presolve Total
(incl. expected) (incl. Presolve)
5× 5 Iteration 2.0 3.0 2.0 4.0 2.0 2.0 27
CPU (S) 3.2 10.9 2.6 10.8 10.6 12.8 5.4
CPU=node 1.08 0.35 0.52 0.35 0.34 0.41 0.17
# node (1 1 1) 3 (1 5 25) 31 (1 2 2) 5 (1 5 25) 31 (1 5 25) 31 (1 5 25) 31
Node visited 1 2 5 2 7 75 2 3 17 3 13 112 1 10 95 1 10 110
Cut 0 1 0 1 0 0 0 0 0 0 0 0
.f 1.9e−04 4.37e−09 1.5e−01 4.37e−09 4.37e−09 4.37e−09 9 = 1:3e− 0:9
.L 4:56− 11 3.91e−16 1.62e−10 4.10e−16
5× 5× 5 Iteration 2.0 4.0 2.0 3.0 1.0 1.0 0.0
CPU (s) 4.6 83.2 15.1 59.8 73.5 58.8 0.0
CPU=node 1.16 0.53 2.16 0.38 0.47 0.38 0.00
# node (1 1 1 1) 4 (1 5 25 125) 156 (1 2 2 2) 7 (1 5 25 125) 156 (1 5 25 125) 156 (1 5 25 125) 156
Node visited 1 2 3 9 2 12 68 469 2 3 17 39 3 8 57 364 1 5 70 495 1 5 45 350
Cut 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
.f 9.5e−02 1.82e−10 2.9e−01 1.82e−10 2.25e−09 1.82e−10 9 = 9:6e− 13
.L 7.59e−16 1.83e−15 7.28e−16 2.38e−15
5× 5× 5× 5 Iteration 1.0 2.0 4.0 6.0 2.0 1.0 0.0
CPU (s) 3.8 461.4 72.8 780.7 836.2 640.7 0.0
CPU=node 0.75 0.59 8.09 1.00 1.07 0.82 0.00
# node (1 1 1 1 1) 5 (1 5 25 125 625) 781 (1 2 2 2 2) 9 (1 5 25 125 625) 781 (1 5 25 125 625) 781 (1 5 25 125 625) 781
Node visited 1 1 2 2 2 2 6 47 317 2097 2 11 21 59 123 3 21 116 699 3833 1 20 155 850 4725 1 5 50 435 2570
Cut 0 1 1 1 0 1 1 1 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0
.f 1.6e−01 NaN 4.4e−01 NaN NaN NaN 9 = 0:0e + 00
.L 1.67e−15 9.31e−16 9.59e−16 5.04e−16
5× 5× 5× 5× 5 Iteration 1.0 2.0 2.0 3.0 1.0 1.0 0.0
CPU (s) 6.5 5034.2 362.1 10814.7 7249.3 5278.1 0.0
CPU=node 1.09 1.61 32.92 3.46 2.32 1.69 0.00
# node (1 1 1 1 1 1) 6 (1 5 25 125 625 3125) 3906 (1 2 2 2 2 2) 11 (1 5 25 125 625 3125) 3906 (1 5 25 125 625 3125) 3906 (1 5 25 125 625 3125) 3906
Node visited 1 1 2 2 22 2 6 62 487 3477 19422 2 3 5 23 58 115 3 8 120 903 5663 29795 1 5 50 425 2585 14335 1 5 25 175 1485 9090
Cut 0 1 1 11 0 1 1 11 0 0 0 00 0 0 0 00 0 0 0 00 0 0 0 00
.f 1.6e−01 NaN 6.2e−01 NaN NaN NaN
.L 5.37e−16 7.12e−15 1.60e−15 7.73e−16 9 = 0:0e + 00
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Fig. 5. CPU time vs. number of variables: SGPF, 3 to 6 stages.
of the stage one QP problem. The amount of cputime required increases approximately linearly
with the size of the deterministic equivalent. The performance of the di9erent solution strategies
is mixed. Sorting the stochastic right-hand side only led to a reduction in cputime in the 3-stage
problems. The di9erence in optimal function value between the presolve problem and the original
problem for strategy PS is much bigger than when the expected value problem was used. These
indicate the simple heuristic which only sorts the right-hand side but not the stochastic linear cost
function is inadequate for this problem. This also explains why the presolve trees have much larger
di9erences in function values to the full problems than the expected value trees and the relatively
poor performance of strategy PS especially for the 5 and 6 stage problem.
6. Conclusions and extensions
The proposed algorithm is at least competitive with the large-scale QP solved by an interior point
algorithm, with the caveat that all the numerical results are based on a MATLAB implementation.
The algorithm skips across many of the quadratic pieces that form the objective. E<ciency relies
critically on the availability of a robust, e<cient QP solver which can ‘hot start’ when the current
problem only has the right-hand sides perturbed.
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The algorithm proposed in this paper can be readily extended to multistage stochastic problems
where the non recourse term 12x
T
t Htxt+c
T
t xt in the objective of each nodal subproblem is replaced by
a strictly convex LC1 piecewise quadratic function. All the properties discussed in Section 2 remain
valid and Algorithm 2 will still enjoy global and 5nite convergence under suitable conditions. To
e<ciently solve these problems, we need a compact way of representing the piecewise structure of
the objective function and a fast and reliable PQP solver. Our main algorithm is in e9ect a PQP
solver although no attempt has yet been made to adapt it to handle explicit piecewise quadratic
objectives. Algorithm 2 is extended to handle convex Lipschitz objective in [19]. This allows mul-
tistage stochastic programs where each subproblem objective is given by a convex quadratic or
convex piecewise quadratic function to be solved. The linear independence constraint quali5cation
assumption can also be removed, which is important as many applications have bounded variables.
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