Valence extraction using EM selection and co-occurrence matrices by Dębowski, Łukasz
ar
X
iv
:0
71
1.
44
75
v6
  [
cs
.C
L]
  2
7 N
ov
 20
09
Valene extration using EM seletion and o-ourrene matries
ukasz Dbowski
†
Instytut Podstaw Informatyki PAN
J.K. Ordona 21, 01-237 Warszawa, Poland
Abstrat. This paper disusses two new proedures for extrating verb valenes from raw texts,
with an appliation to the Polish language. The rst novel tehnique, the EM seletion algorithm,
performs unsupervised disambiguation of valene frame forests, obtained by applying a non-probabilisti
deep grammar parser and some post-proessing to the text. The seond new idea onerns ltering of
inorret frames deteted in the parsed text and is motivated by an observation that verbs whih
take similar arguments tend to have similar frames. This phenomenon is desribed in terms of newly
introdued o-ourrene matries. Using o-ourrene matries, we split ltering into two steps. The
list of valid arguments is rst determined for eah verb, whereas the pattern aording to whih the
arguments are ombined into frames is omputed in the following stage. Our best extrated ditionary
reahes an F -sore of 45%, ompared to an F -sore of 39% for the standard frame-based BHT ltering.
Keywords: verb valene extration, EM algorithm, o-ourrene matries, Polish language
1. Introdution
The aim of this paper is to explore two new tehniques for verb valene extration
from raw texts, as applied to the Polish language. The methods are novel ompared
to the standard framework (Brent, 1993; Manning, 1993; Ersan and Charniak, 1995;
Brisoe and Carroll, 1997) and motivated in part by resoures available for this language
and in part by ertain linguisti observations.
The task of valene extration for Polish invites novel approahes indeed. Although
there is no treebank for this language on whih a probabilisti parser an be trained,
a few interesting resoures are available. Firstly, the non-probabilisti parser wigra
(Woli«ski, 2004; Woli«ski, 2005) provides an eient implementation of the large formal
grammar of Polish by widzi«ski (1992). Seondly, three detailed valene ditionaries
have been ompiled by formal linguists (Pola«ski, 1992; widzi«ski, 1994; Ba«ko, 2000).
Those ditionaries are potentially useful as a gold standard in automati valene ex-
tration but two of them, Pola«ski and Ba«ko, are printed on paper in several volumes,
whereas widzi«ski's ditionary, though rather small, is available eletronially. The
text le by widzi«ski lists about 1000 verbal entries whereas 6000 entries an be found
in COMLEX, a detailed syntati ditionary of English (Maleod et al., 1994).
The information provided by Polish valene ditionaries is of omparable omplexity
to information available in COMLEX. Verbs in the ditionary entries selet for nominal
(NP) and prepositional (PP) phrases in spei morphologial ases (7 distint ases
and many more prepositions). Valene frames may ontain the reexive marker si and
ertain adjunts (e.g., adverbs) but not neessarily a subjet, whih also ontributes to
the ombinatorial explosion. For instane, widzi«ski (1994) provides 329 frame types
for the 201 test verbs desribed later in Setion 4. The most frequent frame among
them, {np(nom), np(a)}, is valid for 124 test verbs and there are 183 hapax frames.
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Suh lak of omputational data is a strong inentive to develop automati valene
extration as eiently as possible. Thus we have devised two proedures. The rst one,
alled the EM seletion algorithm, performs unsupervised seletion of alternative valene
frames. These frames were obtained for sentenes in a orpus by applying the parser
wigra and some post-proessing. In this way, we ope with the lak of a probabilisti
parser and of a treebank.
The EM seletion proedure, to our knowledge desribed here for the rst time,
assumes that the disambiguated alternatives are highly repeatable atomi entities. The
proedure does not rely on what formal objets the alternatives are but it only takes
their frequenies into aount. Thus, the EM seletion looks like an interesting baseline
algorithm for many unsupervised disambiguation problems, e.g. part-of-speeh tagging
(Kupie, 1992; Merialdo, 1994). Computationally, the algorithm is far simpler than the
inside-outside algorithm for probabilisti grammars (Chi and Geman, 1998), whih also
instantiates the expetation-maximization sheme and is used for treebank and valene
aquisition (Brisoe and Carroll, 1997; Carroll and Rooth, 1998).
The seond novel tehnique onerns ltering of inorret valene frames deteted
in the parsed text. Despite a large number of distint frames ourring in the available
Polish valene ditionaries, verbs whih take similar arguments tend to have similar
frames. This phenomenon was surveyed in partiular by Dbowski and Woli«ski (2007)
and their observations are reported here in more detail in Setion 2. The ited authors
proposed that sets of verbal frames be desribed in terms of argument lists, whih
strongly depend on a verb, and pairwise ombination rules for arguments, alled o-
ourrene matries, whih are largely independent of a verb.
In this artile, we reall this formalism and propose an analogous two-stage approah
to ltering inorret frames. The list of arguments is ltered for eah verb initially and
then the o-ourrene matries are proessed. In both steps we use ltering methods
that resemble those used so far for whole frames. We will show that verbal frames are
easier to extrat when deomposed into simpler entities than when treated as atomi
objets. The qualitative analysis of errors is also easier to perform.
Verb valene frames have been learned as atomi entities in all previous valene
extration experiments (see also: Sarkar and Zeman, 2000; Przepiórkowski and Fast,
2005; Fast and Przepiórkowski, 2005; Chesley and Salmon-Alt, 2006) although reent
researh exploits ertain orrelations among the verb meanings, diathesis, and sub-
ategorization (MCarthy, 2001; Korhonen, 2002, Chapter 4; Lapata and Brew, 2004;
Shulte im Walde, 2006). This line of omputational experiment is more and more in-
spired by formal researh in semanti lasses of arguments, verbs, and frame alternations,
f. Levin (1993) and Baker and Ruppenhofer (2002).
Our unorthodox less resoure- and theory-intensive approah to deomposing valene
frames stems from an independent insight into their distribution and struture, built on
the preliminary valene extration experiment for Polish by Przepiórkowski and Fast
(2005). In that experiment, the F -sore of the automatially extrated ditionary
reahed about 40%, whereas the F -sore of two gold-standard ditionaries by Pola«ski
(1992) and Ba«ko (2000) ompared with eah other equalled 65%. This apparently low
agreement between manually ompiled ditionaries and the lak of expliit information
about semanti lasses inspired us to seek other patterns in valene frames and to
develop an alternative extration sheme.
The experiment desribed in this paper diers from both of the works by
Przepiórkowski and Fast in several aspets. Firstly, we explore whether it is better
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to lter frames in two steps or in one step as done previously. Seondly, we extrat
all kinds of arguments ourring in the gold-standard ditionaries, whereas only non-
subjet NPs and PPs were onsidered in the two previous works. Thirdly, we ompare
our extrated ditionaries with three gold-standard ditionaries simultaneously and
investigate types of errors. Fourthly, we use the wigra parser of widzi«ski's grammar
and the EM algorithm to parse raw texts, whereas Przepiórkowski and Fast applied
a very simple regular grammar of 18 rules. We analyze fewer texts but we analyze
them more thoroughly, whih means higher preision but not neessarily lower reall.
The nal dierene is that our test set overs twie as many verbs (201 lemmas) as
onsidered by Przepiórkowski and Fast.
The frame-based binomial hypothesis test (BHT, Brent, 1993) is assumed in this
work as a baseline against whih our new ideas of ltering are ompared, sine it gave
the best results aording to Fast and Przepiórkowski (2005). The authors reapplied
several known frame ltering methods: the BHT, the log-likelihood ratio test (LLR)
(Gorrell, 1999; Sarkar and Zeman, 2000), and the maximum likelihood threshold (MLE)
(Korhonen, 2002). Applying the one-stage BHT to our data, we obtain 26% reall
and 75% preision (F = 39%). To ompare, the ditionary obtained by applying the
novel two-stage ltering of frames to the same ounts of parses exhibits 32% reall
and 60% preision (F = 42%). The set-theoreti union of both ditionaries ombines
their strengths and features F = 45%. These statistis relate to extrating whole
frames, whereas Przepiórkowski and Fast obtained similar values for the simpler task
of extrating only NPs and PPs. We nd our results to be an enouraging signal that
similarities of frame valene frame sets should be exploited aross dierent verbs as
muh as possible, and also in an algorithmi way. The method introdued here allows
various extensions and modiations.
The rest of this artile desribes our experiment in more detail. In Setion 2, a brief
introdution to o-ourrene matries is provided; Setion 3 presents the verb valene
extration proedure; the obtained ditionary is analyzed in Setion 4; Setion 5 ontains
the onlusion. Three appendies follow the artile. Appendix A gives additional details
for the o-ourrene matrix formalism; Appendix B desribes the initial orpus parsing;
Appendix C introdues the EM seletion algorithm.
2. The formalism of o-ourrene matries
Let us introdue the new desription of valene frames whih is applied to valene
extration in this paper. To begin with a more usual formal onept, onsider a proto-
typial entry from our gold-standard valene ditionary. It onsists of the set of valene
frames
F(przyªapa¢) =


{np(nom), np(a)} ,
{np(nom), np(a), na+np(lo)} ,
{np(nom), sie, na+np(lo)}

 (1)
for the verb przyªapa¢ (= to ath somebody red-handed ). The symbol sie denotes the
reexive marker si and na+np(lo) is a prepositional phrase with preposition na
(= on), whih requires a nominal phrase in the loative ase. The notations for ases
are as in the IPI PAN Corpus tagset: nom(inative), gen(itive), dat(ive), a(usative),
inst(rumental), lo(ative), and vo(ative), f. Przepiórkowski and Woli«ski (2003) or
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http://korpus.pl/. For simpliity, it is assumed that no argument type an be
repeated in a single valene frame. This restrition an be overome by assigning
unique identiers to repetitions.
There are two subtleties whih onern our implementation of notation (1) and are
worth exposing to avoid possible onfusion later:
(i) We treat the reexive marker si as an ordinary verb argument rather than as a part
of the verb lemma. The frames for a verb without si are merged with the frames
of its possible ounterpart with si into one entry, unlike the traditional linguisti
analysis applied in Polish valene ditionaries. This aets all our ounts of verb
entries in the following work. However, we do not ombine entries for orresponding
perfetive and imperfetive verbs, whih often take the same frames and our in
almost omplementary pairs, f. Mªynarzyk (2004).
(ii) A valene frame may lak the subjet np(nom). Aording to the analysis applied in
Polish ditionaries, this lak is a ounterpart of the English expletive it and it diers
syntatially to the dropped subjet (denoted always as np(nom) in the valene frame
for a sentene). If a sentene laks an overt subjet, suh a subjet an or annot
be inserted depending on the verb. Certain verbs do not subategorize for subjet
at all, e.g. trzeba (= should) or brakowa¢ (= lak ). Several other verbs often our
without the subjet but allow it in ertain uses, suh as pada¢ (= fall/rain). The
valenes of the seond lass of verbs are partiularly hard to extrat automatially
sine Polish is a pro-drop language.
Summarising our remarks, there are many spei verbs suh that sie or np(nom) (a)
must appear in all their frames, (b) annot appear in any frames, or () may be present
or omitted, aeting the ourrene of other arguments. Similar interations involving
the reexive marker and the subjet have been studied in valene aquisition for other
languages (Mayol et al., 2005; Surdeanu et al., 2008).
Dbowski and Woli«ski (2007) proposed an approximate desription of omplex in-
terations within the frame set F(v) in terms of three simpler objets: the set of possible
arguments L(v), the set of required arguments E(v) ⊂ L(v), and the argument o-
ourrene matrix M(v) : L(v) × L(v) → {←,→,↔,×,⊥}. The denitions of the rst
two objets orrespond to the following naming onvention. An argument is possible
for v if it appears in at least one frame and it is alled required for v if it ours in all
frames. Thus we have
L(v) :=
⋃
f∈F(v)
f, E(v) :=
⋂
f∈F(v)
f. (2)
For instane,
L(przyªapa¢) = {np(nom), np(a), sie, na+np(lo)} ,
E(przyªapa¢) = {np(nom)} .
To dene the o-ourrene matrix, let us denote the set of verb frames whih ontain
an argument type a as 〈a〉 := {f ∈ F(v) | a ∈ f}. Next, we will introdue ve impliitly
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verb-dependent relations:
a× b ⇐⇒ 〈a〉 ∩ 〈b〉 = ∅ (a exludes b),
a↔ b ⇐⇒ 〈a〉 = 〈b〉 (a and b o-our),
a→ b ⇐⇒ 〈a〉 = 〈a〉 ∩ 〈b〉 6= 〈b〉 (a implies b),
a← b ⇐⇒ 〈a〉 6= 〈a〉 ∩ 〈b〉 = 〈b〉 (b implies a),
a ⊥ b ⇐⇒ 〈a〉 ∩ 〈b〉 6∈ {〈a〉 , 〈b〉 , ∅} (a and b are independent).
Then the ells of matrix M(v) are dened via the equivalene
M(v)ab := R ⇐⇒ aR b (3)
for the verb arguments a, b ∈ L(v). The symbol ⊥ that denotes formal independene
was hosen intentionally to resemble the symbol ⊥ , whih is usually applied to denote
probabilisti independene.
For the disussed example we obtain:
M(przyªapa¢) np(nom) np(a) sie na+np(lo)
np(nom) ↔ ← ← ←
np(a) → ↔ × ⊥
sie → × ↔ →
na+np(lo) → ⊥ ← ↔ .
This unonventional approah to desribing verb valenes appears quite robust. For
example, onsider an observed agreement sore (f. Artstein and Poesio, 2008) of the
o-ourrene matrix ells taken for the triples (a, b, v) appearing simultaneously in two
ompared ditionaries. Formally this agreement sore equals
Ao :=
|{(a, b, v) ∈ T |M1(v)ab =M2(v)ab}|
|T |
, (4)
where {Mi(v) | v ∈ Vi}, i = 1, 2, are the two ompared olletions of o-ourrene
matries and
T = {(a, b, v) | v ∈ V1 ∩ V2, a, b ∈ L1(v) ∩ L2(v)}
is the appropriate subset of triples (a, b, v). The agreement sores (4) for the ditionaries
of Pola«ski, widzi«ski, and Ba«ko range from 86% to 89%, f. Dbowski and Woli«ski
(2007).
Dbowski and Woli«ski notied also that the values of the matrix ells M(v)ab for
xed arguments a and b tend not to depend on the verb v. The latter fat appears
favourable for automati valene extration. We may learn objets L(v), E(v), and
M(v) separately with muh higher auray and restore the set of frames F(v) from
these by approximation. For example, onsider the maximal set F¯(v) ⊂ 2L(v) of frames
that ontain all required arguments in E(v) and indue the o-ourrene matrixM(v).
Preisely,
F¯(v) :=
{
f ∈ 2L(v)
∣∣∣∣∣ ∀a∈E(v) a ∈ f,∀a,b∈L(v) φ(f,M(v), a, b)
}
, (5)
valen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where
φ(f, µ, a, b) :=


¬(a ∈ f ∧ b ∈ f), µab = ×,
a ∈ f ⇐⇒ b ∈ f, µab =↔,
a ∈ f =⇒ b ∈ f, µab =→,
a ∈ f ⇐= b ∈ f, µab =←,
true, µab =⊥ .
It is easy to see that F¯(v) ⊃ F(v). We have F¯(v) 6= F(v) for some verbs, as shown in
Subsetion 4.3. In our appliation, however, the number of frames introdued by using
F¯(v) rather than F(v) is small, see the last paragraph of Subsetion 4.3. F¯(v) may be
used onveniently also for syntati parsing of sentenes. Typially, a grammar parser
heks whether a hypothetial frame f of the parsed sentene belongs to the set F(v),
dened by a valene ditionary linked to the parser. If F¯(v) rather than F(v) is used for
parsing, whih enlarges the set of aepted sentenes, then there is no need to ompute
F¯(v) in order to hek whether f ∈ F¯(v). The parser an use a valene ditionary
whih is stored just as the triple (L(v),E(v),M(v)). In our appliation, however, the
reonstruted set F¯(v) is needed expliitly for ditionary evaluation. Thus we provide
an eient proedure to ompute F¯(v) in Appendix A.
3. The adjusted extration proedure
3.1. Overview
Our valene extration proedure onsists of four distint subtasks.
Deep non-probabilisti parsing of orpus data: The rst task was parsing
a part of the IPI PAN Corpus of Polish to obtain a bank of redued parse forests, whih
represent alternative valene frames for elementary lauses suggested by widzi«ski's
grammar. The details of this proedure are desribed in Appendix B.
The obtained bank inluded 510 743 lauses whih were deorated with redued parse
forests like the following two examples (orret redued parses marked with a '+'):
'Kto zast¡pi piekarza?'
(= 'Who will replae the baker?')
+zast¡pi¢ :np:a: :np:nom:
zast¡pi¢ :np:gen: :np:nom:
'Nie pªakaª na podium.'
(= 'He did not ry on the podium.')
pªaka¢ :np:nom: :prepnp:na:a:
+pªaka¢ :np:nom: :prepnp:na:lo:
Redued parses are intended to be the alternative valene frames for a lause plus
the lemma of the verb. In ontrast to full parses of sentenes, redued parses are
highly repeatable in the orpus data. Thus, unsupervised learning an be used to nd
approximate ounts of orret parses in the redued parse forests and to selet the best
desription for a given sentene on the basis of its frequeny in the whole bank.
EM disambiguation of redued parse forests: In the seond subtask, the re-
dued parse forests in the bank were indeed disambiguated to single valene frames per
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lause. It is a standard approah to disambiguate full parse forests with a probabilis-
ti ontext-free grammar (PCFG). However, reformulating widzi«ski's metamorphosis
grammar as a pure CFG and the subsequent unsupervised (for the lak of a treebank)
PCFG training would take too muh work for our purposes. Thus we have disambiguated
redued parse forests by means of the EM seletion algorithm introdued in Appendix C.
Let Ai be the set of redued parse trees for the i-th sentene in the bank, i = 1, 2, ...,M .
We set the initial p
(1)
j = 1 and applied the iteration (11)(12) from Appendix C until
n = 10. Then one of the shortest parses with the largest onditional probability p
(n)
ji
was sampled at random.
Just to investigate the quality of this disambiguation, we prepared a test set of 190
sentenes with the orret redued parses indiated manually. Sine the output of our
disambiguation proedure is stohasti and the test set was small, we performed 500
Monte Carlo simulations on the whole test set. Our proedure hose the orret redued
parse for 72.6% sentenes on average. Inreasing the number of the EM iterations to
n = 20 did not improve this result. As a omparison, sampling simply a parse j with the
largest p
(n)
ji yielded an auray of 72.4%, sampling a parse with the minimal length was
aurate in 57.5% ases, whereas blind sampling (assuming equidistribution) ahieved
46.9%. The dierene between 72.6% and 72.4% is not signiant but, given that it
does not spoil our results, we prefer using shorter parses.
Computing the preliminary ditionary from parses: One the redued parse
forests in the bank had been disambiguated, a frequeny table of the disambiguated
redued parses was omputed. This will be referred to as the preliminary valene
ditionary. The entries in this ditionary looked like this:
'przyªapa¢' => {
'np(a),np(gen),np(nom)' => 1,
+ 'na+np(lo),np(nom),sie' => 1,
'na+np(lo),np(gen),np(nom)' => 1,
+ 'np(a),np(nom)' => 4,
'adv,np(nom)' => 1,
+ 'na+np(lo),np(a),np(nom)' => 3
}
The numbers are the obtained redued parse frequenies, whereas the orret valene
frames are marked with a `+', f. (1). Notie that the ounts for eah parse are low. We
hose a low frequeny verb for this example to make it short. Another natural method
to obtain a preliminary ditionary was to use Mp
(n)
j oeients as the frequenies of
frames. This method yields nal results that are 1% worse than for the ditionary based
on the frequeny table.
Filtering of the preliminary ditionary: The preliminary ditionary ontains
many inorret frames, whih are due to parsing or disambiguation errors. In the last
subtask, we ltered this ditionary using supervised learning, as done ommonly in
related work.
For example, the BHT ltering by Brent (1993) is as follows. Let c(v, f) be the ount
of redued parses in the preliminary ditionary that ontain both verb v and valene
frame f . Denote the frequeny of verb v as c(v) =
∑
f c(v, f). Frame f is retained in
valen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the set of valene frames F(v) if and only if
c(v)∑
n=c(v,f)
(
c(v)
n
)
pnf (1− pf )
c(v)−n ≤ α, (6)
where α = 0.05 is the usual signiane level and pf is a frequeny threshold. The
parameter pf is seleted as a value for whih the lassiation rule (6) yields the
minimal error rate against the training ditionary. In the idealized language of statistial
hypothesis testing, pf equals the empirial relative frequeny of frame f for the verbs
that do not selet for f aording to the ideal ditionary.
We have used the BHT as the baseline, against whih we have tested a new proedure
of frame ltering. The new proedure applied the o-ourrene matries presented in
Setion 2. It was as follows:
1. Compute L(v) and E(v) via Equation (2) from the sets of valene frames F(v) given
by the preliminary ditionary.
2. Corret L(v) and E(v) using the training ditionary.
3. Reonstrut F(v) given the new L(v) and E(v). This reonstrution is dened as
the substitution F(v)← {(f ∪E(v)) ∩ L(v) | f ∈ F(v)}.
4. Compute M(v) from F(v) via Equation (3).
5. Corret M(v) using the training ditionary.
6. Reonstrut F(v) given the new M(v). This reonstrution onsists of substitution
F(v)← F¯(v), where F¯(v) is dened in Equation (5) and omputed via the proedure
desribed in Appendix A.
7. Output F(v) as the valene of verb v.
Steps 2. and 5. are desribed in Subsetions 3.2 and 3.3 respetively.
In our experiment, the training ditionary onsisted of valene frames for 832 verbs
from the ditionary of widzi«ski (1994). It ontained all verbs in widzi«ski's ditionary
exept those inluded in the test set introdued in Setion 4.
3.2. Filtering of the argument sets
For simpliity of omputation, the orretion of argument sets L(v) and E(v) was done
by setting thresholds for the frequeny of arguments as in the maximum likelihood
thresholding test for frames (MLE) proposed by Korhonen (2002). Thus a possible
argument a for verb v was retained if it aounted for a ertain proportion of the verb's
frames in the orpus. Namely, a was kept in L(v) if and only if
c(v, a) ≥ pac(v) + 1, (7)
where c(v) is the frequeny of redued parses in the preliminary ditionary that ontain
v, as in (6), and c(v, a) is the frequeny of parses that ontain both v and a. Parameter pa
was evaluated as dependent on the argument but independent of the verb. The optimal
pa was seleted as a value for whih the lassiation rule (7) yielded the minimal error
rate against the training ditionary.
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The dierene between the BHT and the MLE is negligible if the ount of the verb
c(v) and the frequeny threshold pa are big enough. This ondition is not always satised
in our appliation but we preferred MLE for its omputational simpliity and its lak
of need to hoose an appropriate signiane level α. In a preeding subexperiment, we
had also tried out the more general model c(v, a) ≥ pac(v) + ta instead of (7), where
ta was left to vary. Sine ta = 1 was learned for the vast majority of a's then we set
onstant ta = 1 for all verb arguments later.
Sine the same error rate ould be obtained for many dierent values of pa, we applied
a disrete minimization proedure to avoid overtraining and exessive searhing. Firstly,
the resolution level N := 10 was initialized. In the following loop, we heked the error
rate for eah pa := n/N , n = 0, 1, ..., N . The number of distint pa's yielding the
minimal error rate was determined and alled the degeneration D(N). For D(N) < 10,
the loop was repeated with N := 10N . In the other ase, the optimal pa was returned
as the median of the D(N) distint values that allowed the minimal error rate. Seleting
the median was inspired by the maximum-margin hyperplanes used in support vetor
mahines to minimize overtraining (Vapnik, 1995).
Similar supervised learning was used to determine whether a given argument is
stritly ompulsory for a verb. By symmetry, an argument a that was found possible
with verb v was onsidered as required unless it was rare enough. Namely, a ∈ L(v) was
inluded in the new E(v) unless
c(v)− c(v, a) ≥ p¬ac(v) + 1, (8)
where p¬a was another parameter, estimated analogously to pa.
3.3. Corretion of the o-ourrene matries
One we had orreted the argument sets in the preliminary ditionary, the respetive
o-ourrene matries still ontained some errors when ompared with the training
ditionary. However, the number of those errors was relatively small and it was not so
trivial to propose an eient sheme for their orretion.
A possible approah to suh orretion is to develop statistial tests with lear null
hypotheses that would detet strutural zeroes in ontingeny tables
a 6∈ f a ∈ f
b 6∈ f N −Na −Nb +Nab Na −Nab
b ∈ f Nb −Nab Nab
,
where N = |F(v)|,Na = |〈a〉|, Nb = |〈b〉|, and Nab = |〈a〉 ∩ 〈b〉| are appropriate ounts of
frames. Relations←,→,↔, and × orrespond to partiular ongurations of strutural
zeroes in these tables.
Construting strutural zero detetion tests appeared to be diult under the
ommon-sense requirement that the appliation of these tests annot diminish the
agreement sore (4) between the orreted ditionary and the training ditionary. We
have experimented with several suh shemes but they did not pass the aforementioned
riterion empirially. Eventually, we have disovered suessful orretion methods
whih rely on the fat that values of matrix ells for xed arguments tend not to
depend on a verb, see Setion 2.
In this paper we ompare three suh orretion methods. Let us denote the value
of a ell M(v)ab after Step 4 as S. On the other hand, let R be the most frequent
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relation for arguments a and b given by the training ditionary aross dierent verbs.
We onsidered the following orretion shemes:
(A) M(v)ab is left unhanged (the baseline): M(v)ab ← S.
(B) M(v)ab beomes verb-independent: M(v)ab ← R.
(C) We use the most prevalent value only if there is enough evidene for a verb-
independent interation:
M(v)ab ←
{
R, C(aR b) ≥ p
S⇒RC(a, b) + tS⇒R,
S, else,
(9)
where C(aR b) is the number of verbs for whih aR b is satised and C(a, b) is
the number of verbs that take both a and b; both numbers relate to the training
ditionary. Coeients p
S⇒R and tS⇒R are seleted as the values for whih rule (9)
returns the maximal agreement sore (4) against the training ditionary.
There were only a few relation pairs S ⇒ R for whih method (C) performed sub-
stitutions M(v)ab ← R when applied to our data. These were: ←⇒×, →⇒×, ⊥⇒←,
⊥⇒→, and ⊥⇒×. Unlike the ase of argument ltering, the optimal t
S⇒R was equal
to 1 only for one relation pair, namely ⊥⇒×. The evaluation of methods (A), (B) and
(C) against an appropriate test set is presented in Setion 4.3.
4. Evaluation of the ditionary
4.1. Overview
Having applied the proedures desribed in Setion 3, we obtained an automatially
extrated valene ditionary that inluded 5443 verb entries after Step 6, whih is
ve times more than in widzi«ski (1994). As mentioned in the previous setion, all
parameters were trained on frame sets provided by widzi«ski (1994) for 832 verbs. In
ontrast, the valene frames in our test set were simultaneously given by widzi«ski
(1994), Ba«ko (2000), and Pola«ski (1992) for 201 verbs dierent from the training
verbs. Exept for 5 verbs missing in Pola«ski and one missing in Ba«ko, eah verb in
the test set was desribed by all ditionaries and we kept trak of whih ditionary
ontributed whih frame.
We preferred to ompare the automatially extrated ditionary with three referene
ditionaries at one to sort out possible mistakes in them. In partiular, the majority
voting (MV) of the three ditionaries was also onsidered. The verbs for the test set were
seleted by hand for the following reasons: Firstly, eah referene ditionary ontained
a dierent set of verbs in its full version. Seondly, entries from the ditionaries by
Ba«ko and Pola«ski had to be typed into the omputer manually and interpreted by an
expert sine these authors often desribed arguments abstratly, like the adverbial of
time/diretion/ause/degree, rather than as NPs, PPs or adverbs. Thirdly, verbs taking
rare arguments were intentionally overrepresented in our test set. Although we ould
not enlarge or alter the test set easily to perform reasonable n-fold ross-validation,
the variation of sores an be seen by omparing dierent automatially extrated
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Table I. The evaluation of argument ltering.
POSSIBLE pa P GSP FN FP E
np(nom) 0.06 199 201 2 0 2
np(a) 0.08 126 142 25 9 34
sie 0.08 71 96 29 4 33
np(dat) 0.02 65 80 26 11 37
np(inst) 0.04 39 61 31 9 40
ZE 0.13 26 54 30 2 32
adv 0.18 56 46 23 33 56
do+np(gen) 0.07 25 46 25 4 29
na+np(a) 0.06 17 41 25 1 26
PZ 0.06 3 31 28 0 28
w+np(lo) 0.34 1 30 30 1 31
z+np(inst) 0.08 8 28 20 0 20
BY 0.14 4 28 26 2 28
inf 0.1 14 27 13 0 13
np(gen) 0.31 8 24 17 1 18
z+np(gen) 0.08 7 23 19 3 22
w+np(a) 0.06 8 19 14 3 17
o+np(lo) 0.03 11 19 8 0 8
za+np(a) 0.03 3 17 15 1 16
od+np(gen) 0.1 2 17 15 0 15
o+np(a) 0.01 13 16 6 3 9
adj(nom) 0.77 1 3 2 0 2
NOT REQUIRED p¬a P GSP FN FP E
np(nom) 0.54 3 19 19 3 22
np(a) 0.24 174 174 10 10 20
sie 0.12 186 188 5 3 8
do+np(gen) 0.04 201 199 0 2 2
inf 0.13 199 199 0 0 0
np(dat) 0.02 201 199 0 2 2
ditionaries with dierent gold-standard ditionaries. We nd this more informative
for future researh than the standard ross-validation.
The evaluation is divided into three parts. We analyze some spei errors of our
two-stage approah, eah stage assessed separately. In the following, we relate our results
to previous researh.
4.2. Analysis of the argument filtering
Table I presents the results for parameters pa and p¬a tested solely on widzi«ski (1994)
for the 201 test verbs. The notations in the olumn titles are: P  the number of positive
outomes in the automatially extrated ditionary after Step 3 of ditionary ltering
(one outome is one verb taking the argument), GSP  the number of gold-standard
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positive outomes in widzi«ski (GSP = P − FP + FN), FN  the number of false
negatives, FP  the number of false positives, and E  the number of errors (E =
FN+FP). We have 0 ≤ FN,FP ≤ GSP,P,E ≤ 201. The notations for ertain arguments
in the table rows are: sie  the reexive marker si, x+np(y)  the prepositional phrase
introdued by preposition x requiring a noun in ase y, ZE  the lause introdued
by »e (= that), PZ  the lause introdued by zy (= whether ), and BY  the lause
introdued by »eby (= so as to).
Although the overall preision of single argument extration is high (it reahes 89%,
see the (verb, argument) sores in Table II below), all numerial values for this task
depend heavily on the type of extrated argument. The ase of frequeny thresholds pa,
being in the range of 0.020.77, is notable. These thresholds are higher for arguments
that an be used as NP modiers, e.g. adj(nom) and np(gen), or verbal adjunts, e.g.
adv and w+np(lo). In general, the errors onentrate on low-frequeny arguments.
That ours probably beause the frequeny of tokens oming from parsing errors does
not depend systematially on the argument type. Thus this frequeny dominates the
frequeny of tokens oming from well parsed sentenes for low-frequeny types. Exept
for the extration of a diret objet np(a) and adverbial phrase adv, gold-standard
positive outomes (GSP) outnumber the positive ones (P). Put dierently, false positives
(FP) are fewer than false negatives (FN)although the learning objetive was set to
minimize the error rate (E = FP+FN). The same phenomenon appears in Brent (1993).
We have also notied that the extrated valenes are better for less frequent verbs. We
an see several reasons for this. Firstly, there are more types of infrequent verbs than of
frequent ones, so thresholds pa get more adjusted to the behaviour of less frequent verbs.
Seondly, the desription of infrequent verb valenes given by the training ditionary
is less detailed. In partiular, the gold-standard ditionary fails to over less frequent
arguments that are harder to extrat. Unfortunately, the small size of our training and
test data does not enable eient exploration of how thresholds pa ould depend on
the frequeny of the verb. Aording to Table I, about half of the argument types were
aknowledged in the test data for just a few verbs.
The arguments that we found partiularly hard to extrat are the adverbs (adv),
with inequality P > GSP, and a group of arguments with P muh smaller than GSP.
The latter inlude several adjunt-like prepositional phrases (e.g., w+np(lo), w means
in), ertain lauses (PZ and BY), and the possible lak of subjet np(nom) (= non-
required np(nom)), whih orresponds roughly to the English expletive it . The inequality
P > GSP for adverbs probably reets their inonsistent reognition as verb arguments
in the gold standard.
The limbing of litis and objets was another important problem that we ame
aross when we studied onrete false positives. Namely, some arguments of the Polish
innitive phrase required by a nite verb an be plaed anywhere in the sentene. In
ontrast to Romane languages, this phenomenon onerns not only litis. Unfortu-
nately, widzi«ski's grammar does not model either objet or liti limbing and this
ould have aused the following FPs:
− 4 of 9 outomes for np(a): kaza¢ (= order ), mó (= may), musie¢ (= must),
stara¢ (si) (= make eorts),
− 3 of 11 outomes for np(dat): mó, pragn¡¢ (= desire/wish), stara¢ (si).
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There were no FPs that ould be attributed to the limbing of the reexive marker si,
although this liti limbs most often. For no lear reason, the optimal threshold pa for
si was muh higher for the training ditionary than for the test ditionary.
These three frequent arguments also featured relatively many FPs that were due to
omissions in the test ditionary:
− 1 of 9 outomes for np(a): skar»y¢ (= ause),
− all outomes for si: pogorszy¢ (= make worse), przyzwyzaja¢ (= get used ),
wylewa¢ (= pour out), zwi¡za¢ (= bind),
− 6 of 11 outomes for np(dat): ie (= ow), dostosowa¢ (= adjust), dr»e¢ (= thrill),
d¹wiga¢ (= arry), ratowa¢ (= save), wsadzi¢ (= put into).
As we an see, almost all FPs for these arguments are onneted either to liti and
objet limbing or to omissions in the test set. There is room for substantial improvement
both in the initial orpus parsing and in the test ditionaries.
4.3. Evaluation of the o-ourrene matrix adjustment
We obtained the following agreement sores for the three methods of o-ourrene
matrix adjustment dened in Setion 3.3:
agreement sore
method (A)  no adjustment (baseline) 77%
method (B)  verb-independent matries 80%
method (C)  a ombination of those 83%
The sores are statistis (4) omputed on the 201 test verbs for the ditionary of
widzi«ski (1994) and the preliminary ditionary proessed until Step 6. Method (C)
gave the best results so it is the only method onsidered subsequently.
In more detail, Table II presents sores for all manually ompiled ditionaries and the
automatially extrated ditionary at several stages of ltering: AE is the preliminary
ditionary, AE-A is the ditionary after orreting the argument sets (Step 3), AE-C is
the one where o-ourrene matries were orreted using method (C) (Step 6), and
AE-F is the baseline ltered only with the frame-based binomial hypothesis test (6). We
have onstruted several ditionaries derived from these, suh as set-theoreti unions,
intersetions, or majority voting, but present only the best resultthe AE-C+F, whih
is the union of frames from the two-stage ltered AE-C and the one-stage ltered AE-F.
The displayed MV is the majority voting of Ba«ko, Pola«ski, and widzi«ski, whih are
denoted as Ba«., Pol., and wi.
Eah ell of two triangular setions of Table II presents the number of pairs,
(verb, frame) or (verb, argument), that appear simultaneously in two ditionaries
speied by the row and olumn titles ounted for the 201 test verbs. The displayed
reall, preision, and F -sore were omputed against the MV ditionary. Reall and
preision against other ditionaries an be omputed from the numbers given in the
triangular setions.
Although a large variation of preision and reall an be observed in Table II, the
F -sores do not vary so muh. Assuming the F -sore as an objetive to be maximized,
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the two-stage ltering is better than the frame-based BHT. Namely, we have F = 42%
for the AE-C whereas F = 39% for the AE-F, the sores referring to pairs (verb, frame).
The set-theoreti union of both ditionaries, AE-C+F, exhibits even a larger F = 45%.
In the ase of not displayed ditionaries, we have observed the following triples of
reall/preision/F -sore: (a) 20%/81%/32% for the intersetion of AE-A, AE-C, and
AE-F, (b) 33%/61%/43% for their majority voting, () 39%/45%/42% for their union,
and (d) 39%/46%/42% for the union of just AE-A and AE-F.
The preision of both AE-C and AE-F with respet to the MV is equal to or higher
than that of manually edited ditionaries, whether we look at single arguments or at
frames. A word of aution is in order, however. Very high preision against the MV test
ditionary, provided the reall is suient, is a desirable feature of the automatially
extrated ditionary. The onverse should be expeted for the ontributing soures of the
MV ditionary. These should be favoured for presenting frames not ourring in other
soures provided all frames are true. Formally, the ontributing soures should feature
very high reall and relatively lower preision against their MV aggregate. Exatly this
an be observed in Table II.
In general, through the orretion of o-ourrene matries in Step 5 and the frame
reonstrution (5), more frames are deleted from the AE-A ditionary than added. The
AE-A ontains 338 pairs (verb, frame) whih do not appear in the obtained AE-C
ditionary, whereas only 13 suh pairs from the AE-C are missing in the AE-A. The
sets of pairs (verb, argument) are almost the same for both ditionaries.
A problem that is buried in the apparently good-looking statistis is the atual shape
of o-ourrene matries in the AE-C ditionary. In Step 5 of ditionary ltering, many
matrix ells are reset as independent of the verb. This aets verbs suh as dziwi¢
(= surprise/wonder ). The orret set of frames for this verb is lose to
F(dziwi¢) =


{np(nom), np(a)} ,
{ZE, np(a)} ,
{np(nom), sie} ,
{np(nom), sie, np(dat)} ,
{np(nom), sie,ZE}


. (10)
The subordinate lause ZE exludes subjet np(nom) when si is missing but it ex-
ludes diret objet np(a) when si is present (for there is a reexive diathesis,
dziwi¢ si=be surprised).
The reonstrution (5) does not reover the frame set (10) properly for two reasons.
Firstly, lause ZE exludes np(a) and implies np(nom) for the majority of verbs.
Seondly, the o-ourrene matrix formalism annot model any pairwise exlusion that
is onditioned on the absene or presene of another argument. However, we suppose
that suh an argument interation is very rare and this deieny is not so important
en masse.
4.4. Comparison with previous researh
The sores reported in the literature of verb valene extration are so varied that
fast onlusions should not be drawn from just a single gure. For example, Brent
(1993) ahieved 60% reall and 96% preision in the unsupervised approah. This was
done for English and for a very small set of extrated valene frames (the set ounted
only 6 distint frames). English-based researhers that evaluated their extrated va-
lene ditionaries against more omplex test ditionaries reported the following pairs
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Table II. The omparison of all ditionaries.
(verb, frame) AE AE-A AE-C AE-C+F AE-F Ban. Pol.

Swi. MV
AE 7877
AE-A 848 983
AE-C 587 645 658
AE-C+F 675 674 658 746
AE-F 413 354 325 413 413
Ban. 857 494 418 469 311 1660
Pol. 699 415 359 400 275 778 1536

Swi. 697 409 363 406 294 766 778 1374
MV 701 444 394 441 311 992 1004 992 1218
reall 0.58 0.36 0.32 0.36 0.26 0.81 0.82 0.81
preision 0.09 0.45 0.60 0.59 0.75 0.6 0.65 0.72
F 0.16 0.40 0.42 0.45 0.39 0.69 0.73 0.76
(verb, argument) AE AE-A AE-C AE-C+F AE-F Ban. Pol.

Swi. MV
AE 4051
AE-A 687 687
AE-C 674 674 674
AE-C+F 735 680 674 735
AE-F 582 527 521 582 582
Ban. 1093 611 603 639 524 1342
Pol. 1033 593 586 623 520 966 1336

Swi. 988 589 581 618 521 907 963 1265
MV 1007 608 600 638 530 1066 1122 1063 1222
reall 0.82 0.50 0.49 0.52 0.43 0.87 0.92 0.87
preision 0.25 0.89 0.89 0.87 0.91 0.79 0.84 0.84
F 0.38 0.64 0.63 0.65 0.58 0.83 0.88 0.85
of reall/preision: 36%/66% (Brisoe and Carroll, 1997) against the COMLEX and
ANLT ditionaries, 43%/90% (Manning, 1993) against The Oxford Advaned Learner's
Ditionary, and 75%/79% (Carroll and Rooth, 1998) against the same ditionary.
Other fators matter as well. Korhonen (2002, page 77) demonstrated that the results
depend strongly on the ltering method: BHT gives 56%/50%, LLR  48%/42%, MLE
 58%/75%, no ltering  84%/24%, all methods being frame-based and applied to
the same English data. For Czeh, a lose relative of Polish, Sarkar and Zeman (2000)
found the reall/preision pair 74%/88% but these were evaluated against a manu-
ally annotated sample of texts rather than against a gold-standard valene ditionary.
Moreover, Sarkar and Zeman aquired valene frames from a manually disambiguated
treebank rather than from raw data, so automati parsing did not ontribute to the
overall error rate.
The losest work to ours is Fast and Przepiórkowski (2005), who regarded their own
work as preliminary. They also proessed only a small part of the 250-million-word
IPI PAN Corpus. Approximately 12 million running words were parsed but sentene
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parsing was done with a simple 18-rule regular grammar rather than with widzi«ski's
grammar. Moreover, the ditionary ltering was done aording to several frame-based
methods disussed in the literature and the referene ditionary used was only a small
part of widzi«ski (1994)100 verbs for a training set and another 100 verbs for a test
set. In ontrast to our experiment, Fast and Przepiórkowski extrated only non-subjet
NPs and PPs. They ignored subjets, np(nom), sine almost all verbs subategorize for
them. The best sore in the omplete frame extration they reported was 48% reall
and 49% preision (F = 48%), whih was obtained for the supervised version of the
binomial hypothesis test (6).
So as to ome loser to the experimental setup of Fast and Przepiórkowski, we reap-
plied all frame ltering shemes to the ase when only non-subjet NPs and PPs were
retained in the preliminary ditionary AE and the three manually edited ditionaries.
The statistis are provided in Table III. Under these onditions our two-stage ltering
method added to the frame-based BHT is better again than any of these methods
separately; F = 57% for the AE-C+F vs. F = 53% for both the AE-F and AE-C. The
AE-C+F is not only better than the AE-F and AE-C with respet to F -sore but it also
ontains 15% to 38% more frames. Muh higher preision of all these ditionaries than
reported by Fast and Przepiórkowski (2005) may be attributed to the deep sentene
parsing with wigra and the EM disambiguation. The best reall remains almost the
same (47%) for the AE-C+F ditionary, although we extrated valenes from a four
fold smaller amount of text.
5. Conlusion
Two new ideas for valene extration have been proposed and applied to Polish language
data in this paper. Firstly, we have introdued a two-step sheme for ltering inorret
frames. The list of valid arguments was determined for eah verb rst and then a method
of ombining arguments into frames was found. The two-stage indution was motivated
by an observation that the argument ombination rules, suh as o-ourrene matries,
are largely independent of the verb. We suppose that this observation is not language-
spei and the o-ourrene matrix formalism an be easily tailored to improve verb
valene extration for many other languages and speial datasets (also subdomain or-
pora and subdomain valene ditionaries). The seond new idea is a simple EM seletion
algorithm, whih is a natural baseline method for unsupervised disambiguation tasks
suh as hoosing the orret valene frame for a sentene. In our appliation it helped
high-preision valene extration without a large treebank or a probabilisti parser.
Although the proposed frame ltering tehnique needs further work to address the
drawbaks notied in Subsetion 4.3 and to improve the overall performane, the present
results are enouraging and suggest that two-step frame ltering is worth developing.
In future work, experiments an be onduted using various shemes of deomposing
the information ontained in the sets of valene frames and, due to the sale of the
task, this deomposition should be done to a large extent in an algorithmi way. The
straightforward idea to explore is to express the verb valene information in terms of
n-ary rather than binary relations among verbs and verb arguments, where n > 2.
Subsequently, one an investigate the analogous learning problem and propose a frame-
set reonstrution sheme for the n-ary relations. Are ternary relations suient to
desribe the valene frame sets? We disbelieve that relations of irreduibly large arities
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Table III. The ase of soure ditionaries restrited to non-subjet NPs and PPs.
(verb, frame) AE AE-A AE-C AE-C+F AE-F Ban. Pol.

Swi. MV
AE 3746
AE-A 695 713
AE-C 533 539 544
AE-C+F 615 585 544 626
AE-F 453 417 371 453 453
Ban. 827 481 407 463 377 1255
Pol. 693 426 367 412 338 684 1128

Swi. 645 422 368 413 346 662 661 939
MV 694 455 395 446 372 820 819 797 955
reall 0.73 0.48 0.41 0.47 0.39 0.86 0.86 0.83
preision 0.19 0.64 0.73 0.71 0.82 0.65 0.73 0.85
F 0.30 0.55 0.53 0.57 0.53 0.74 0.79 0.84
(verb, argument) AE AE-A AE-C AE-C+F AE-F Ban. Pol.

Swi. MV
AE 2364
AE-A 392 392
AE-C 385 385 385
AE-C+F 415 388 385 415
AE-F 354 327 324 354 354
Ban. 717 353 349 369 322 881
Pol. 659 333 330 346 306 603 813

Swi. 585 323 319 334 296 547 567 715
MV 633 346 342 360 317 665 685 629 747
reall 0.85 0.46 0.46 0.48 0.42 0.89 0.92 0.84
preision 0.27 0.88 0.89 0.87 0.90 0.75 0.84 0.88
F 0.41 0.60 0.61 0.62 0.57 0.81 0.88 0.86
appear in human language lexions sine, for example, Halford et al. (1998) observed
that human apaity for proessing random n-ary relations depends strongly on the
relation arity.
Knowing algebrai onstraints on the verb argument ombinations is important also
for language resoure maintenane. Beause our test ditionaries do not list valid ar-
gument ombinations extensively, many false positive frames in the two-stage orreted
ditionary were in fat truly positive. Thus, it is advisable to orret gold-standard
ditionaries themselves, for example using a modiation of the reonstrution (5).
However, prior to resetting the gold-standard in this way, it must be ertain that the
reonstrution proess does not introdue linguistially implausible frames. Also for this
reason, the eetive omplexity of verb-argument and argument-argument relations in
natural language should be investigated thoroughly from a more mathematial point of
view.
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Appendix
A. A faster reonstrution of the frame set
Although there is no need to ompute F¯(v) dened in (5) to verify ondition f ∈ F¯(v)
for a given f , the reonstrution F¯(v) an be omputed eiently if needed for other
purposes. A naive solution suggested by formula (5) is to searh through all elements
of the power set 2L(v) and to hek for eah independently whether it is an element of
F¯(v). However, we an do it faster by applying some dynami programming.
Firstly, let us enumerate the elements of L(v) = {b1, b2, ..., bN}. In the following, we
will ompute the hain of sets A0, A1, ..., AN where An =
{
(Bn ∩ f,Bn \ f)
∣∣f ∈ F¯(v)}
and Bn = {b1, b2, ..., bn}.
In fat, there is an iteration for this hain:
A0 = {(∅, ∅)} ,
An =

(f ∪ {bn} , g)
∣∣∣∣∣∣∣∣
(f, g) ∈ An−1,
∀a∈f M(v)bna 6= ×,
∀a∈gM(v)bna 6=↔,
∀a∈gM(v)bna 6=←


∪

(f, g ∪ {bn})
∣∣∣∣∣∣∣∣
(f, g) ∈ An−1,
{bn} 6∈ E(v),
∀a∈f M(v)bna 6=↔,
∀a∈f M(v)bna 6=←

 .
One the set AN =
{
(f,L(v) \ f)
∣∣f ∈ F¯(v)} is omputed, F¯(v) an be read o easily.
B. Parsing of the IPI PAN Corpus
The input of the valene extration experiment disussed in this paper ame from
the 250-million-word IPI PAN Corpus of Polish (http://korpus.pl/). The original
automati part-of-speeh annotation of the text was removed, sine it ontained too
many errors, and the sentenes from the orpus were analyzed using the wigra parser
(Woli«ski, 2004, 2005), see also http://nlp.ipipan.waw.pl/~wolinski/swigra/.
Tehnially, wigra utilizes two distint language resoures: (1) Morfeusza ditionary
of ineted words (a.k.a. a morphologial analyzer) programmed by Woli«ski (2006)
on the basis of about 20,000 stemming rules ompiled by Tokarski (1993), and (2)
GFJPthe formal grammar of Polish written by widzi«ski (1992). widzi«ski's
grammar is a DCG-like grammar, lose to the format of the metamorphosis grammar
by Colmerauer (1978). It ounts 461 rules and examples of its parse trees an be found
in Woli«ski (2004). For the sake of this projet, wigra used a fake valene ditionary
that allowed any verb to take none or one NP in the nominative (the subjet) and any
ombination of other arguments.
Only a small subset of sentenes was atually seleted to be parsed with wigra.
The following seletion riteria were applied to the whole 250-million-word IPI PAN
Corpus:
1. The seleted sentene had to ontain a word reognized by Morfeusz as a verb and
the verb had to our ≥ 396 times in the orpus. (396 is the lowest orpus frequeny
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of a verb from the test set desribed in Setion 4. The threshold was introdued to
speed up parsing without loss of empirial overage for any verb in the test set. The
seleted sentene might ontain another less frequent verb if it was a ompound
sentene.)
2. The seleted sentene ould not be longer than 15 words. (We supposed that the
EM seletion would nd it diult to selet the orret parse for longer sentenes.)
3. Maximally 5000 sentenes were seleted per reognized verb. (We supposed that
a frame whih was used less than one per one 5000 verb ourrenes would not be
onsidered in the gold-standard ditionaries.)
In this way, a subset of 1 011 991 sentenes (8 727 441 running words) was hosen. They
were all fed to wigra's input but less than half (0.48 million sentenes) were parsed
suessfully within a preset time of 1 minute per sentene. Detailed statistis are given
in Table IV below. All mentioned thresholds were introdued in advane to ompute
only the most useful parse forests in the pre-estimated total time of a few months. It
was the rst experiment ever in whih wigra was applied to more than several hundred
sentenes. The parsing atually took 2 months on a single PC station.
Not all information ontained in the obtained parse forests was relevant for valene
aquisition. Full parses were subsequently redued to valene frames plus verbs, as in the
rst displayed example in Setion 3. First of all, the parse forests for ompound sentenes
were split into separate parse forests for elementary lauses. Then eah parse tree was
redued to a string that identies only the top-most phrases. To derease the amount
of noise in the subsequent EM seletion and to speed up omputation, we deided to
skip 10% of lauses that had the largest number of redued parses. As a result, we only
retained lauses whih had ≤ 40 redued parses.
To improve the EM seletion, we also deleted parses that ontained ertain syntati-
ally idiosynrati wordsmostly indenite pronouns to (= this), o (= what), and ni
(= nothing)or highly improbable morphologial word interpretations (like the seond
interpretation for albo = 1. the onjuntion or ; 2. the voative singular of the noun alb
a kind of liturgial vestment). The stop list of improbable interpretations onsisted of
646 word interpretations whih never ourred in the SFPW Corpus but were possible
interpretations of the most ommon words aording to Morfeusz. The SFPW Corpus is
a manually POS tagged 0.5-million-word orpus prepared for the frequeny ditionary
of 1960s Polish (Kurz et al., 1990), whih was atually ommened in the 1960s but
not published until 1990.
Our format of redued parses approximates the format of valene frames in widzi«ski
(1994), so it diverges from the format proposed by Przepiórkowski (2006). To onvert
a parse in Przepiorkowski's format into ours, the transformations must be performed as
follows:
1. Add the dropped personal subjet or the impersonal subjet expressed by the
ambiguous reexive marker si when their presene is implied by the verb form.
2. Remove one nominal phrase in the genitive for negated verbs. (An attempt to treat
the genitive of negation.)
3. Transform several frequent adjunts expressed by nominal phrases.
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Table IV. Sizes of the proessed parts of the IPI PAN Corpus.
sentenes/lauses words
sentenes sent to

Swigra's input 1 011 991 sentenes 8 727 441
sentenes suessfully parsed with

Swigra 481 039 sentenes 3 421 863
sentenes with ≤ 40 parses split into lauses 569 307 lauses 3 149 391
the nal bank of redued parse forests 510 743 lauses 2 795 357
4. Skip the parse if it ontains pronouns to (= this), o (= what), and ni (= nothing).
(Instead of onverting these pronouns into regular nominal phrases.)
5. Remove lemmas from non-verbal phrases and sort phrases in alphabeti order.
The resulting bank of redued parse forests inluded 510 743 lauses with one or
more proposed valene frames. We parsed suessfully only 3.4 million running words of
the whole 250-million-word IPI PAN Corpusfour times less than the 12 million words
parsed by Fast and Przepiórkowski (2005). However, our superior results in the valene
extration task indiate that skipping a fration of available empirial data is a good
idea if the remaining data an be proessed more thoroughly and the skipped portion
does not provide dierent eiently usable information.
C. The EM seletion algorithm
Consider the following abstrat statistial task. Let Z1, Z2, ..., ZM , with Zi : Ω → J ,
be a sequene of disrete random variables and let Y1, Y2, ..., YM be a random sample
of sets, where eah set Yi : Ω → 2
J \ ∅ ontains the atual value of Zi, i.e., Zi ∈ Yi.
The objetive is to guess the onditional distribution of Zi given an event (Yi = Ai)
M
i=1,
Ai ⊂ J . In partiular, we would like to know the onditionally most likely values of
Zi. The exat distribution of Yi is not known and unfeasible to estimate if we treat the
values of Yi as atomi entities. We have to solve the task via some rationally motivated
assumptions.
Our heuristi solution was iteration
p
(n)
ji =
{
p
(n)
j /
∑
j′∈Ai p
(n)
j′ , j ∈ Ai,
0, else,
(11)
p
(n+1)
j =
1
M
M∑
i=1
p
(n)
ji , (12)
with p
(1)
j = 1. We observed that oeients p
(n)
ji onverge to a value that an be plausibly
identied with the onditional probability P (Zi = j|Yi = Ai).
Possible appliations of iteration (11)(12), whih we all the EM seletion algorithm,
over unsupervised disambiguation tasks where the number of dierent values of Yi is
very large but the internal ambiguity rate (i.e., the typial ardinality |Yi|) is rather small
and the alternative hoies within Yi (i.e., the values of Zi) are highly repeatable. There
may be many appliations of this kind in NLP and bioinformatis. To our knowledge,
however, we present the rst rigorous treatment of this partiular seletion problem.
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In this appendix, we will show that the EM seletion algorithm belongs to the
lass of expetation-maximization (EM) algorithms. For this reason, our algorithm
resembles many instanes of EM used in NLP, suh as the Baum-Welh algorithm for
hidden Markov models (Baum, 1972) or linear interpolation (Jelinek, 1997). However,
normalization (11), whih is done over varying sets Aiunlike the typial ase of linear
interpolation, is the singular feature of EM seletion. The loal maxima of the respetive
likelihood funtion also form a onvex set, so there is no need to are muh for initializing
the iteration (11)(12), unlike e.g. the Baum-Welh algorithm.
To begin with, we reall the universal sheme of EM (Dempster et al., 1977;
Neal and Hinton, 1999). Let P (Y |θ) be a likelihood funtion, where Y is an observed
variable and θ is an unknown parameter. For the observed value Y , the maximum
likelihood estimator of θ is
θ
MLE
= argmax
θ
P (Y |θ).
When the diret maximization is impossible, we may onsider a latent disrete variable
Z and funtion
Q(θ′, θ′′) =
∑
z
P (Z = z|Y, θ′) log P (Z = z, Y |θ′′),
whih is a kind of ross entropy funtion. The EM algorithm onsists of setting an initial
parameter value θ1 and iterating
θn+1 = argmax
θ
Q (θn, θ) (13)
until a suient onvergene of θn is ahieved. It is a general fat that P (Y |θn+1) ≥
P (Y |θn) but EM is worth onsidering only if maximization (13) is easy.
Having outlined the general EM algorithm, we ome bak to the seletion problem.
The observed variable is Y = (Y1, Y2, ..., YM ), the latent one is Z = (Z1, Z2, ..., ZM ),
whereas the parameter seems to be θn =
(
p
(n)
j
)
j∈J
. The appropriate likelihood fun-
tion remains to be determined. We may suppose from the problem statement that it
fatorizes into P (Z, Y |θ) =
∏
i P (Zi, Yi|θ). Hene Q(θ
′, θ′′) takes the form
Q(θ′, θ′′) =
∑
i
∑
j
P (Zi = j|Yi = Ai, θ
′) log P (Zi = j, Yi = Ai|θ
′′).
Assume now
P (Yi = A|Zi = j, θ) =
{
g(A), j ∈ A,
0, else,
(14)
P (Zi = j|θ) = pj (15)
for θ = (pj)j∈J and a parameter-free funtion g(·) satisfying∑
A∈2J
1{j∈A}g(A) = 1, ∀j ∈ J, (16)
where
1{φ} =
{
1, φ is true,
0, else.
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For example, let g(A) = q|A|−1(1− q)|J |−|A|, where |A| stands for the ardinality of set
A and 0 ≤ q ≤ 1 is a xed number not inorporated into θ. Then the ardinalities of
sets Yi are binomially distributed, i.e., P (|Yi|−1|θ) ∼ B(|J |−1, q). This partiular form
of g(A), however, is not neessary to satisfy (16).
The model (14)(15) is quite speulative. In the main part of this artile, we need to
model the probability distribution of the redued parse forest Yi under the assumption
that the orret parse Zi is an arbitrary element of Yi. In partiular, we have to imagine
what P (Yi = A|Zi = j, θ) is like if j is a semantially implausible parse. We irumvent
the diulty by saying in (14) that this quantity is the same as if j were the orret
parse.
Assumption (14) leads to an EM algorithm whih does not depend on the spei
hoie of funtion g(·). Therefore the algorithm is rather generi. In fat, (14) assures
that P (Yi = Ai|θ) = g(Ai)P (Zi ∈ Ai|θ) and
P (Zi = j|Yi = Ai, θ) = P (Zi = j|Zi ∈ Ai, θ). (17)
In onsequene, iteration (13) is equivalent to
0 =
∂
∂pj

Q(θn, θ)− λ

∑
j′∈J
pj′ − 1




∣∣∣∣∣∣
θ=θn+1
=
∑M
i=1 p
(n)
ji
p
(n+1)
j
− λ, (18)
where p
(n)
ji = P (Zi = j|Zi ∈ Ai, θn) is given exatly by (11).
If the Lagrange multiplier λ is assigned the value that satises onstraint
∑
j∈J pj′ =
1 then equation (18) simplies to (12). Hene it beomes straightforward that iteration
(11)(12) maximizes loally the log-likelihood
L(θ) := log P ((Yi = Ai)
M
i=1|θ) = log
[
M∏
i=1
P (Zi ∈ Ai|θ)
g(Ai)
]
, (19)
or simply L(n+1) ≥ L(n) for
L(n) := L(θn) +
M∑
i=1
log g(Ai) =
M∑
i=1
log

∑
j∈Ai
p
(n)
j

 , n ≥ 2.
Moreover, there is no need to are for the initialization of iteration (11)(12) sine
the loal maxima of funtion (19) form a onvex set M, i.e., θ, θ′ ∈ M =⇒ qθ +
(1 − q)θ′ ∈ M for 0 ≤ q ≤ 1. Hene that funtion is, of ourse, onstant on M.
To show this, observe that the domain of log-likelihood (19) is a onvex ompat set
P =
{
θ :
∑
j pj = 1, pj ≥ 0
}
. The seond derivative of L reads
Ljj′(θ) :=
∂2L(θ)
∂pj∂pj′
= −
M∑
i=1
1{j∈Ai}1{j′∈Ai}(∑
j′′∈Ai pj′′
)2 .
Sine matrix
{
Ljj′
}
is negative denite, i.e.,
∑
jj′ ajLjj′(θ)aj′ ≤ 0, funtion L is onave.
As a general fat, a ontinuous funtion L ahieves its supremum on a ompat set P
(Rudin, 1974, Theorem 2.10). If additionally L is onave and its domain P is onvex
then the loal maxima of L form a onvex setM⊂ P, where L is onstant and ahieves
its supremum (Boyd and Vandenberghe, 2004, Setion 4.2.2).
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