Abstract A study of the trends and variability of hydrological variables was conducted for natural streamflow gauging stations within the Liard River basin in northern Canada. Trends were investigated using the Mann-Kendall test, with an approach that corrects for serial correlation. The field significance of the results was evaluated using a bootstrap resampling approach. The relationships between trends in hydrological variables and both meteorological variables and a large-scale oceanic and atmospheric process were investigated using correlation analysis. The results reveal more trends in some hydrological variables than are expected to occur by chance. The observed trends are related to both trends in meteorological variables and a large-scale oceanic and atmospheric process.
INTRODUCTION
The potential impacts of climatic change have received a great deal of attention from researchers in a variety of fields. Reviews of related work include Gleick (1989) and the Intergovernmental Panel on Climate Change (IPCC) (2001) . A comprehensive review of the potential impacts of climatic change is provided in the IPCC Third Assessment Report (IPCC, 2001 ). This report indicates that climatic change is likely to increase runoff in higher latitude regions because of increased precipitation. Changes in flood frequencies are expected in some locations, particularly in northern latitudes and in catchments experiencing snowmelt flooding events. Changes in the hydrological regime that do occur are not expected to be equally distributed throughout the year. For example, increased temperatures in the winter are expected to lead to earlier snowmelt events and a shift in runoff from the spring to late winter, with a corresponding decrease in runoff in the summer period. Cunderlik & Burn (2002) summarize some of the recent literature on the analysis of hydrological variables for trends and patterns with a particular emphasis on studies conducted for Canadian catchments. The interested reader is referred to this publication, and references contained therein, for further details on past trend analysis work for North American locations. There has also been important trend analysis work done for catchments in northern Europe. Georgiyevsky et al. (1996) found increases in winter, summer and autumn runoff, and decreases in spring streamflows in European Russia and western Siberia. Yoo & D'Odorico (2002) found an earlier occurrence of spring breakup in northern Europe that they associated with changes in the climatic forcings. This paper explores hydrological trends and variability for the Liard River basin in the Canadian north. Previous modelling studies have hypothesized that northern basins will be particularly sensitive to the impacts of climatic change. Furthermore, comparatively little research has been conducted on trends and variability in basins in the Canadian north due to the lack of data for unregulated rivers in the remote areas that characterize much of the far north. Often, anthropogenic effects, such as the construction of large reservoirs or changes in land use, can hinder the ability to understand the impact climate change may have on water resource systems. The Liard River basin was chosen for this study because it is representative of a northern high alpine and boreal regime. More importantly, this basin has very little natural storage (no large lakes) and has not been subject to any major or minor water diversions. As such it is an ideal basin for examining hydrological trends resulting from climate variability. The next section of this paper describes the approach used to analyse streamflow data for trends and variability. The methodology outlined is then applied to data from the Liard River basin in northern Canada. The paper ends with a summary of the results and conclusions.
METHODOLOGY
The trends and variability in hydrological variables are assessed using a statistical test for trend as well as further data analysis to examine the relationship between hydrological variables and climatic factors.
Trend test
The statistical trend test selected was the Mann-Kendall non-parametric test for trend (Mann, 1945; Kendall, 1975) . A Z value can be obtained from the test and can then be used to determine the significance of any trend in the data set. This value is referred to as the local significance level. It is also possible to obtain a non-parametric estimate for the magnitude of the slope following Hirsch et al. (1982) :
where is a robust estimate of the slope.
The results of the trend test can be used to determine whether or not the observed time series for a hydrological variable from a collection of sites exhibit a number of trends that is greater than the number that is expected to occur by chance. However, to do this, it is necessary to consider the correlation structure of the data. Of concern are both the serial correlations of the data series and the cross-correlation between the hydrological variables at different locations. Each of these issues is addressed in the sections below.
Serial correlation
The presence of serial correlation can complicate the identification of trends in that a positive serial correlation can increase the expected number of false positive outcomes for the Mann-Kendall test (von Storch & Navarra, 1995) . A common approach for removing the serial correlation from a data set prior to applying a trend test has been to pre-whiten the series. Fleming & Clarke (2002) provide an interesting analysis of the impacts of pre-whitening on the power of the Mann-Kendall test. Yue et al. (2002 Yue et al. ( , 2003 argue that pre-whitening can remove some of the trend as well as removing the serial correlation. To avoid this, Yue et al. developed the trend free pre-whitening (TFPW) approach. This approach involves estimating a monotonic trend for the series and then removing this trend prior to pre-whitening the series. The TFPW approach attempts to separate the serial correlation that arises from a (linear) trend from the remaining serial correlation and then only removes the latter portion of the serial correlation. In this work, a slightly modified version of the TFPW approach is adopted, which results in the following steps for applying the Mann-Kendall test: 1. Estimate the Mann-Kendall statistic, S′, and evaluate the local significance level of the trend in the original data series, α l . Calculate the non-parametric slope, , using equation (1). 2. Remove the monotonic trend, , using:
where x t is the series value at time t and y t is the de-trended series. 3. Evaluate r 1 , the lag-one serial correlation coefficient of the de-trended series. If the value of r 1 is not statistically significant (at the 5% level), the trend results from step 1 are used and the calculations for the data set are complete. If the serial correlation is significant (at the 5% level), the de-trended series is pre-whitened through:
where t y′ is a de-trended and pre-whitened series, referred to as the residual series.
4. Add the monotonic trend to the residual series through:
where t y ′ ′ is the trend free pre-whitened series.
5. Calculate the Mann-Kendall statistic, S′, and the local significance of the calculated S′ for the t y ′ ′ series. Livezey & Chen (1983) indicate the need to consider the field significance in ascertaining the overall significance of the outcomes from a set of statistical tests. Field significance allows the determination of the percentage of tests that are expected to show a trend, at a given local (nominal) significance level, purely by chance. Field significance accounts for the observed cross-correlation in the data for a collection of locations.
Cross-correlation
A bootstrap, or resampling, approach was used herein to determine the critical value for the percentage of stations expected to show a trend by chance. The bootstrap approach involves the following steps (Burn & Hag Elnur, 2002 ): 1. A year is randomly selected from a specified range of years. The specified range is a defined period of record for which the analysis is to be conducted (e.g. 1960-1999) . 2. The data value for each station that has a data value for the selected year is entered in the data set being assembled (i.e. is added to the resampled data set). 3. Steps 1 and 2 are repeated until the resampled data set has the required (target) number of station-years of data. The target number of station-years of data is set equal to the number of stations-years in the initial data set. 4. The Mann-Kendall test is applied to the data from each station in the resampled data set and the percentage of results that are significant at the α l % level is determined, where α l is the local significance level.
Steps 1-4 are repeated a total of NS times (NS was set to 1000) resulting in a distribution for the percentage of results that are significant at the α l % level. From this distribution, the value that is exceeded α f % of the time is selected as the critical value, p crit ; α f is referred to as the field, or global, significance level. Results obtained with a percentage of stations showing a significant trend larger than p crit are considered significant at the α f % level.
Any temporal structure (i.e. a trend or pattern) that exists in the original data set will not be reproduced in the resampled data sets because of the nature of the resampling process, which selects the years to be included at random. However, the cross-correlations in the original data sets are preserved through including all data values for a given year in the resampled data set. This allows the impact of crosscorrelation to be determined in establishing the critical value for the percentage of stations exhibiting a trend.
Relationship with climatic factors
Climatic factors can be explored to gain a better understanding of the possible origins of hydrological trends and variability. Both meteorological variables and a large-scale oceanic and atmospheric process are examined in relation to the hydrological variables.
Meteorological variables A meteorological station was assigned to each of the streamflow gauging stations based on proximity of the meteorological station to the centroid of the drainage area for the streamflow gauging station. The precipitation and temperature data for the meteorological stations were then analysed for trends using the Mann-Kendall test and the strength of the relationship between the meteorological variables and the hydrological variables was evaluated by calculating the correlation.
Large-scale oceanic and atmospheric process The large-scale oceanic and atmospheric process that was examined is the Pacific Decadal Oscillation (PDO). The PDO has been described as an El Niño-like pattern of climate variability in the Pacific that has been linked to streamflow patterns in various regions of North America (Hamlet & Lettenmaier, 1999; Neal et al., 2002) . The PDO has a 50-year periodicity with a given phase typically persisting for about 25 years (Mantua et al., 1997) . Generally, cold phases (negative values) of the PDO are associated with cooler and wetter winters, whereas the warm phases (positive values) are associated with warmer and drier winters. Cool PDO phases occurred from 1900 to 1924 and from 1947 to 1976 , and warm phases from 1925 to 1946 and from 1977 to 1996 (Mantua et al., 1997 . The relationship between the PDO and the hydrological variables was explored through correlation analysis.
APPLICATION TO THE LIARD RIVER BASIN The Liard River
The Liard River is a tributary of the Mackenzie River in northern Canada and flows from headwater locations in the Yukon (YT), Northwest Territories (NT), British Columbia (BC) and Alberta (AB). With a total drainage area of 275 000 km 2 , it exercises the greatest influence of all flows within the Mackenzie basin. Figure 1 shows the drainage area for the Liard River as well as the location of the available streamflow gauging stations within the basin and the location of the meteorological stations. The main tributary drains a variety of physiographic terrain and, as such, is a complex and poorly understood system with no large lakes within the basin to moderate streamflow. The Fort Nelson and Petitot basins are mid-alpine basins dominated by boreal forests and wetlands. The Upper and Central Liard basins are dominated by boreal forests with high alpine tundra vegetation in the upper reaches. These catchments, on average, contribute 47% of the flow at the mouth with only 38% of the contributing area. Sub-arctic forest and alpine tundra dominate the Lower Liard.
The basin is composed of five distinct sub-basins as identified in Fig. 1 . There are 12 streamflow gauging stations available within the basin, all of which represent natural flow conditions. One additional streamflow gauging station, the Jean-Marie River, has also been included in the analysis. This station is outside the Liard River basin, but drains an area with similar physiographic and meteorological characteristics to ungauged portions of the Liard River basin. Further information regarding the stations is summarized in Table 1 . Figure 1 also shows the three meteorological stations that have been associated with one or more of the 13 streamflow stations.
The average annual temperature in the Liard River basin is approximately -3°C. The average annual total precipitation is approximately 490 mm with roughly 60% of the total comprising rainfall. The hydrological regime is characterized by low flows in the winter months and a rising hydrograph starting in late April and May with a peak generally occurring in June. This is followed by a gradual decline to winter low flow conditions in December. The start of the spring freshet, as defined below, occurs from late April to early May. The annual minimum flow generally occurs in late March or early April. The average annual flow rate at the mouth of the Liard River is 2440 m 3 s -1 . A total of 19 variables, encompassing important components of the hydrological regime, were selected for analysis. The variables include the annual mean flow and the monthly mean flow for each month. The annual daily maximum flow and the annual daily minimum flow were analysed along with the Julian date on which each occurred. The annual maximum daily flow was evaluated on a calendar year basis while the annual minimum daily flow was evaluated based on a water year from 1 June to 31 May. The Julian date of the spring peak flow was examined as well as the Julian date of the onset of the spring freshet. The latter was defined as the date on which the flow magnitude exceeded 1.5 times the average of the flow magnitudes for the preceding 16 days. Several periods of analysis were selected. Choosing a shorter period of analysis assured a greater spatial coverage, since more stations would have data in the period of interest. However, longer periods of analysis increase the power of the trend test and therefore increase the likelihood of identifying trends that exist in the data. The periods analysed were 25, 30, 35 and 40 years in duration with each period ending in 1999. For each period, a station was included in the analysis for a given variable if there were no more than four missing values within the period of analysis. strong increasing trend identified in the winter months of December-April. Also noteworthy is the significant increasing trend in the magnitude of the annual minimum flow. A decreasing trend is noted in the spring freshet date implying that the spring runoff is starting earlier in the more recent years.
Results

Hydrological variables
There were also several significant trends that were observed only for a single analysis period. There was a decreasing trend in the annual maximum flow for the 1975-1999 period, and a decreasing trend in both the date of the annual maximum flood event and the date of the spring flood event for the 1960-1999 period. Finally, there was a decreasing trend for the annual mean flow, and the flow in June and August, also for the 1960-1999 period.
Comparing the results for the different analysis periods leads to several observations. The annual maximum flow shows a decreasing tendency in the more recent (shorter) analysis periods but the percentage of stations with a significant trend decreases as the length of the analysis period increases. The opposite pattern is noted for the date of the annual maximum flood event. It is further noted that the number of hydrological variables that show a significant number of trends is greatest for the longest analysis period. This behaviour likely results from the greater power of the trend test for the longest time period.
Tables 3 and 4 present slope results for the hydrological variables that were identified as being field significant. Results are given only for the stations that had a locally significant trend for a field significant hydrological variable. Meteorological variables Meteorological data were also investigated for trends and for relationships with the hydrological variables. The available data included mean, minimum and maximum temperature as well as total precipitation, rain and snow. Each variable was available on a monthly, seasonal and annual basis. Since the three temperature variables invariably gave similar results, the summaries below will refer only to the mean temperature data.
Mean temperature data demonstrated statistically significant increasing trends at all three stations for the months of March-May (March-June at Watson Lake) and also increasing trends for both the spring season and on an annual basis. The mean temperature data for Fort Simpson also exhibited an increasing trend for the winter season.
There tended to be fewer significant trends in the precipitation data than in the temperature data and also greater differences between the trends exhibited by the three stations. At Fort Nelson, there was a statistically significant increasing trend in October rain and an increase in rain and decrease in snow on both an annual basis and for the spring season. The latter two results imply a shift in the form of the precipitation from snow to rain since the total precipitation did not exhibit a significant trend. At Watson Lake there was a statistically significant decreasing trend in January and March total precipitation and snow. There was also a decreasing trend observed in the annual and winter total precipitation and snow. As with the Fort Nelson data, there was a decrease in snow and an increase in rain for the spring season implying a shift from snow to rain in spring (a season with increasing temperatures). At Fort Simpson an increasing trend in December and January total precipitation and snow was noted. There was also an increasing trend in the winter season for total precipitation, rain and snow.
To explore the relationships between the meteorological variables and the hydrological variables, the correlation was first calculated between each of the meteorological variables and each of the hydrological variables. Each of the hydrological variables that exhibit a trend that is field significant was then examined in greater detail to ascertain if there was a plausible explanation for the observed hydrological trend based on the trends Table 5 . For each hydrological variable, Table 5 presents the total number of streamflow stations that exhibited a trend, the meteorological variables that exhibited both a significant correlation with the hydrological variable and a significant trend, and the percentage of stations with significant correlation between the hydrological variable and each of the identified meteorological variables. Noteworthy from Table 5 is the strong relationship between April flow and both April temperature and spring temperature, as well as a strong relationship between the spring freshet date and both April temperature and spring temperature. In both cases, increased temperatures in the spring appear to be resulting in an earlier onset of snowmelt and therefore an earlier start to the spring freshet. January, February and March flows were observed to be related to the winter temperature, perhaps implying larger flows during the traditional low-flow period arising from increased temperature. The remaining hydrological variables do not exhibit as strong a relationship, perhaps implying that other mechanisms, or a combination of mechanisms, are responsible for the observed trends. significant negative correlations are observed for the spring maximum flood date (CCC = -0.33 with SN-PDO), with large values also occurring for the annual maximum flood date and the spring freshet date. This indicates that, during the warm PDO phases, the occurrences of annual maximum and spring maximum floods (snowmelt induced) shift towards the spring and, conversely, shift towards the summer for the cold PDO. This is probably caused by higher spring temperatures during the warm PDO phases that trigger snowmelt earlier than during the cold phases with generally lower spring temperatures. Positive average correlations were found between the PDO and annual minimum flows and the date of occurrence of the annual minimum flow event, which suggests lower and earlier minimum flows during the cold PDO phases (lower winter temperatures and more snowfall). The results presented in Fig. 4 are in good agreement with the sign and the magnitude of the field significant trend results obtained from the Mann-Kendall test (see Table 2 ). Figure 5 summarizes the results of a correlation analysis performed between PDO indices and the monthly and annual flow variables. A pronounced seasonality in the sign of the correlation coefficients can be observed. During the period of October-May monthly flows are positively correlated with the PDO, which indicates a flow increase during this period for warm PDO phases. This is likely a result of increased winter temperatures associated with warm PDO phases that produce both a larger proportion of winter precipitation in the form of rain and more frequent snowmelt. The period June-September shows a decrease in flows during warm PDO phases and an increase for cold phases. Above-average summer streamflows during the cold PDO phase are produced by colder winter temperatures, which increase snow accumulation together with cooler springs that shift snowmelt into the summer. Most significant correlations occurred in January-March, August, April (only SN-PDO) and June (only OS-PDO). There is agreement between the months with field significant trends and the months with significant correlations between the variables and the PDO. 
Large-scale oceanic and atmospheric process
Discussion of results
The Liard River basin is characterized by increasing flows in the winter months, slightly decreasing flows in the summer months, and an earlier onset of the spring freshet and an associated earlier occurrence of the spring peak flow. Because the minimum annual flow typically occurs in the winter months, the increasing flows in the winter months result in increasing minimum annual flows as well. The earlier occurrence of the spring freshet appears to be related to the observed warmer temperatures that have been occurring in the spring period. The increased winter flows appear to be more strongly related to the PDO, implying that the observed trends in winter flow could diminish, or reverse, as the PDO moves into its cold phase. However, there is, as yet, no consensus as to the possible impacts that climatic change could have on the PDO. The PDO also appears to be related to the annual minimum flows, with larger flows associated with the warm phase of the PDO.
CONCLUSIONS AND RECOMMENDATIONS
Several hydrological variables in the Liard River basin have been determined to exhibit a greater number of significant trends than are expected to occur by chance. Noteworthy were increasing trends from December to April, an increasing trend in the annual minimum flow, a decreasing trend in the date of occurrence of the spring freshet and the spring maximum flood event, and also a decreasing trend in the date of occurrence of the annual maximum flood event. There was a weak indication of a decreasing trend in the summer flow and also a weaker indication of a decreasing trend in the annual flow. The identified trends in the timing of the onset of the spring freshet were determined to be related to the observed increasing trends in spring temperatures for the area. There appears to be a relationship between the PDO and winter flows, the annual minimum flow and the timing of the spring freshet and the timing of the spring maximum flow event.
Further work is required before it is possible to unequivocally attribute the observed trends to climatic change. Research into the attribution of trends should be pursued, perhaps employing water balance modelling to relate trends in the inputs (i.e. precipitation and temperature) to trends in the outputs (i.e. streamflow) for the water balance of catchments.
