ABSTRACT. Diffusive scaling of position moments and a central limit theorem are obtained for the long time evolution of a solution to the lattice Schrödinger equation with a random potential consisting of a large static part and a small part that fluctuates stochastically in time.
INTRODUCTION
Proving diffusive propagation of the quantum wave function in a weakly disordered background over arbitrarily long time scales (in dimension d ≥ 3) remains one of the outstanding open problems of mathematical physics. This is so despite the fact that there is a well developed physical theory of this phenomenon as a multiple scattering process -see [14] and also [15] and references therein. Heuristically, the multiple scattering picture of wave diffusion is as follows. Scattering by the disordered background leads to a build up of random phases over time, resulting in decoherence among different possible scattering paths. Thus we expect, to a high degree of accuracy, that propagation may be understood classically, as a superposition of reflections from random obstacles. Provided recurrence effects do not dominate, the central limit theorem suggests a diffusive evolution for the amplitude in the long run.
So far it has not been possible to turn the heuristic argument outlined above into mathematical analysis, at least without restricting to time scales that are not too long, as in [7, 8] . There are mathematical difficulties with each step of the heuristic argument. In particular, one substantial obstacle to making the analysis precise is recurrence. The wave packet in a multiple scattering expansion may return often to regions visited previously. In a static medium, the environment seen at each return is identical to that seen before, denying us the stochastic independence needed to use a version of the central limit theorem.
In fact, recurrence is not simply a technical difficulty. The phenomenon of Anderson localization -which can be seen as a recurrence phenomenon [5] and is well understood mathematically, see [2, 3, 10, 22] -shows that, under the right hypotheses (large disorder or low dimension), recurrence can dominate, resulting in complete localization of the wave function, up to exponentially small tails uniformly bounded for all time. It is worth noting that the above heuristic argument does not support diffusion in dimensions d = 1 or 2, because of the high recurrence of random walks in these dimensions. Not coincidentally, localization has been proved to dominate at any disorder strength in d = 1, e.g., [6, 11] . the scaling theory of localization [1] it is widely believed that localization occurs at any disorder strength in d = 2 as well.
It is reasonable to expect that diffusion occurs more readily for a model in which recurrence is eliminated or reduced. This was the idea behind prior work of the author and collaborators [12, 16] , in which diffusive propagation was shown to occur for solutions to a tight binding random Schrödinger equation with a random potential evolving stochastically in time. (The models treated in [12, 16] had been considered previously by Tcheremchantsev [19, 20] , who obtained diffusive scaling for position moments up to logarithmic corrections.)
The aim of this paper is to consider the more general, and more subtle, situation in which the environment is a superposition of two parts: a large static part that, on its own, would lead to Anderson localization and a small dynamic part that evolves stochastically as in [12, 16] . We will obtain diffusive propagation for the evolution, however diffusion will occur at a slow rate that can be controlled quantitatively in terms of the size of the dynamic part of the environment.
Specifically, we consider below solutions to a Schrödinger equation of the form ψ(y) + λU ω (x)ψ(x) (1.2) where {U ω (x)} x∈Z d are independent, identically distributed random variables with a distribution having a bounded density supported in [−1, 1]. (2) Let V(x, t) be a random potential that evolves stochastically in time as follows, V(x, t) = v(α x (t)) (1.3) where {α x (t)} x∈Z d are independent periodic Brownian motions on [0, 1] and v : [0, 1] → [−1, 1] is a non-constant, piecewise continuous function. The parameters λ, g measure the strength of the static and dynamic disorder, respectively. Although we could have absorbed these parameters into the definitions of the random variables v x (t) and u x (ω), it is convenient to keep them in the analysis for the consideration of limiting regimes. However, without loss, we take λ, g ≥ 0, redefining v x and u x if necessary.
A hallmark of diffusion is the existence of the diffusion constant for eq. (1.1)
characterized by the relationship x ∼ √ t. Here, and throughout this introduction, E (·) denotes averaging with respect to: i) the static disorder {u x } x∈Z d , ii) the dynamic disorder t → v(α x (t)) and iii) the initial values {α x (0)} of the Brownian motions, taken independent and uniform on [0, 1] . We will show below that the limit in eq. (1.4) exists for g > 0, and furthermore D(g, λ) is positive and finite. To give an unambiguous definition, one may take the initial value ψ 0 (x) = δ 0 (x) = 1 when x = 0 and 0 otherwise. However, as we will show, the limit remains the same for any other choice of (normalized) ψ 0 with ∑ x |x| 2 |ψ 0 (x)| 2 < ∞. We refer to the existence of a finite, positive diffusion constant as in eq. (1.4) as diffusive scaling. It is a consequence of the following more general result. 
(1.5) extends to quadratically bounded continuous f with
Remarks. a) Let X t denote the random variable supported on (Dt) − 1 /2 Z d with probability distribution Prob(X t = y) := E(|ψ t ( √ tDy)| 2 ). Eq. (1.5) states that X t converges in distribution to a centered Gaussian variable on R d normalized to have variance one. b) Diffusive scaling, eq. (1.4), follows by taking f (r) = |r| 2 .
We are primarily interested here in the regime λ >> 1, although we will demonstrate diffusion for all λ (even λ = 0) provided g > 0. When λ >> 1, it is known that H ω exhibits Anderson localization [4, 10] and, in particular,
(In one dimension this result is valid whenever λ = 0.) Dynamical randomness destroys localization and furthermore induces diffusion whenever g > 0. However, for small g the diffusion constant will be small. In fact, we have. 
is real analytic on {g > 0}. Before turning to the general framework, let us close this introduction by considering the term diffusion and a conjecture for the evolution eq. (1.1) that is closely related to, but does not follow from, the work presented here.
Diffusion for the Schrödinger evolution (1.1) refers to the emergence of an effective parabolic equation for the evolution of |ψ t (x)| 2 over long space and time scales. We may interpret Theorem 1.1 as diffusion in the mean as follows. Consider the family t → µ t of (random) Borel measures defined by
So µ t is the distribution of the position of a quantum particle with wave function ψ t (x).
The measure µ t , on its own, does not solve an initial value problem; to find µ t we should first solve the Schrödinger equation (1.1) and then use this to find the measure. However, it follows from Theorem 1.1 that E(µ Tt ( √ T·)) converges in the weak * sense as T → ∞ to µ(dr) = u(r, t)dr where
Furthermore the rate of convergence is uniform for t restricted to bounded subsets of [0, ∞). Since u solves the initial value problem u(r, 0) = δ(r) for the diffusion equation
we are justified in saying that E(µ t (·)) is effectively described by a diffusion over long space and time scales. Note that it remains open whether the measures µ t themselves converge weakly (without averaging), either almost surely or in law. However, it is natural to expect that the fluctuating dynamics produces a self averaging effect, leading to the following Conjecture 1.3. If g > 0 and ψ 0 is normalized in ℓ 2 (Z d ), then with probability one ψ t (x) evolves diffusively, which is to say that µ Tt ( √ Tdr) converges weakly to u(r, t)dr, uniformly for t restricted to bounded subsets [0, ∞). Equivalently, with probability one we have
for all bounded continuous f :
Although Conjecture 1.3 is plausible, it does not follow directly from the results presented below which use averaging in an essential way.
GENERAL RESULTS
Diffusive scaling and a central limit theorem generalizing Thm. 1.1 my be proved for a more general class of equations in which hopping terms other than nearest neighbor are allowed in the random operator H ω and the perturbing potential V is not stochastically independent of H ω . Specifically, we shall consider satisfying ∑ x |x||h(x)| < ∞; (3) ω → U ω (x) and (α, ω) → V α;ω (x) are ergodic random potentials; (4) V α;ω has non-trivial fluctuations when conditioned on ω. These assumptions will be made precise below. We denote the sum H 0 + U ω by H ω .
The key requirements, as far as the proof of a central limit theorem is concerned, are the non-degeneracy of the hopping, which assures that a solution to eq. (2.1) cannot remain localized on a lower dimensional sub-lattice of Z d , and the exponential mixing of t → α t . Here exponentially mixing indicates that there is τ > 0 such that
We will refer to α t as the dynamic variable and ω as the static variable.
Asumptions.
2.1.1. Probability spaces. We will work with two probability spaces: (A, µ A ) from which the dynamic variable is sampled and (Ω, µ Ω ) from which the static variable is sampled. To work in the framework of "ergodic operators," we require each space to be endowed with a measure preserving group of translations. Assumption 2.1 (Ergodic probability spaces). The spaces A and Ω are probability spaces with given probability measures µ A and µ Ω , respectively. Furthermore on each space S = A or Ω, there are µ S -measure preserving maps σ S;x : S → S, x ∈ Z d , such that σ S;0 is the identity map and σ S;x • σ S;y = σ S;x+y for each x, y ∈ Z d .
We will generally use σ x to denote either σ Ω;x or σ A;x , allowing context to make clear the space on which the map acts.
For example, either space S = A or Ω could be of the type used to model independent, identically distributed random variables, i.e., S = R Z d with the product measure µ S = × x ν where ν is a given probability measure on the real line. In this case the shifts are defined by σ x s(y) = s(y − x) for s ∈ S. Although, we do not require A or Ω to be of this form, we do require a technical condition on the measure preserving translations σ Ω;x that holds in this case.
Assumption 2.2 (Equivalence of twisted shifts on
Remarks. a) In appendix A, Assumption 2.2 is shown to hold in case Ω = R Z d with
The assumption requires these representations to be unitarily equivalent when restricted to
They are not unitarily equivalent on L 2 (Ω) since e ik·x S x 1 = e ik·x .
The dynamic variable α ∈ A evolves stochastically in time by a shift invariant, stationary Markovian dynamics.
Assumption 2.3 (Markov dynamics)
. The space A is a compact Hausdorff space, µ A is a Borel measure and for each α ∈ A there is a probability measure P α on the Σ-algebra generated by Borel-cylinder subsets of the path space P(A) = A [0,∞) . Furthermore the collection of these measures has the following properties.
(1) Right continuity of paths: For each α ∈ A, with P α probability one, every path t → α t is right continuous and has initial value α 0 = α.
x , where S x ({α t } t≥0 ) = {σ x α t } t≥0 is the shift σ x lifted to path space P(A). (3) Stationary strong Markov property: There is a filtration {F t } t≥0 on the Borel σ-algebra of P(A) such that α t is F t measurable and
Invariance of µ A under the dynamics is equivalent to the identity
where
Generator. An important tool in studying Markov processes is conditioning on the value of a process at a given time. In appendix B, the proper definition of the conditional expectation E A (·|α t = α) is reviewed. In particular, conditioning on the value of the processes at t = 0 determines the initial value:
To the process {α t } t≥0 , there is associated a Markov semigroup, obtained by averaging over the initial value conditioned on the value of the process at later times:
As is well known, T t is a strongly continuous contraction semi-group on L p (A) for 1 ≤ p < ∞. The semi-group property follows from the Markov property, while strong continuity follows from the right continuity of paths. The adjoint of T t is the backward semigroup
The semigroup T t has a generator 
The resolvent of the semigroup e −tB is the operator valued analytic function
which is defined and satisfies R(z) ≤ 1 /|Re z| when Re z < 0. Sectoriality is equivalent to the existence of a analytic continuation of R(z) to z ∈ C \ K b,q with the bound
where K b,q is the sector {Re z ≥ 0} ∩ {|Im z| ≤ b + q |Re z|}. In particular Assumption 2.4 holds (with b = 0 and q = 0) if the Markov dynamics is reversible, in which case B is self-adjoint. A key consequence of eq. (2.5) is that the semigroup may be recovered from the absolutely convergenet contour integral
where Γ is any contour for which dist(z, K b,q ) is uniformly bounded below and Re z → ∞ at both ends. The exponential mixing condition eq. (2.2) for {α t } t≥0 is conveniently expressed in terms of the following condition on the generator B.
Assumption 2.5 (Gap Condition for B).
There is τ > 0 such that
for all f ∈ D(B).
The invariance of µ A under the process {α t } t≥0 implies that T t 1 = T † t 1 = 0, where
We use the term generator to indicate that formally T t = e −tB -note the negative sign in the exponent. A closed densely defined operator B on a Hilbert space is accretive if Re f , B f ≥ 0 for all f ∈ D(B). It is maximally accretive if it is accretive and has no proper closed accretive extension; equivalently both B and B † are accretive. See [13, §V.3.10] and [17] .
is invariant under the semi-group T t and its adjoint T † t . Assumption 2.5 implies that the restriction of B to L 2 0 (Ω) is strictly accretive, and thus that
The exponential mixing condition eq. (2.2) follows. In what follows it will be convenient to consider the process{α t } t≥0 and the static variable ω together on the same space A × Ω. Let µ denote the product measure
and let E denote the joint average with respect to E A and µ Ω (dω):
We extend the definition of T t to functions on A × Ω:
. Note that T t is linear with respect to functions of ω:
and
We will abuse notation and use
Assumption 2.6. The operator H 0 appearing in eq. (2.1) is given by
where the hopping kernel h :
It follows from the short range bound on the hopping that
Assumption 2.7. The potentials U ω (x) and V α,ω (x) appearing in the Schrödinger equation (2.1) are given by
every ω and v is non-degenerate in the sense that there is χ > 0 such that
for all x = 0 and µ Ω almost every ω. Eq. (2.9) is equivalent to the inequality
Remarks. a) Since
If v does not depend on ω (as in the example in the introduction), then this is equivalent to
Hence, non-degeneracy amounts essentially to requiring that B
−1
A v x are uniformly not parallel to B
A v for x = 0, at least for v that depends only on α. In particular, the condition is trivially satisfied if the inner product vanishes for all x = 0. A sufficient condition for this is that the processes v x (α t ) and v(α t ) be independent for x = 0, as in the example in the introduction. 
Theorems. The main result is the following
Theorem 2.1 (Central Limit Theorem). If g > 0 then there is a positive definite d × d matrix D = D(g) such that for any bounded continuous function f : R d → R and any normalized ψ 0 ∈ ℓ 2 (Z d ) we have lim t→∞ ∑ x∈Z d f x √ t E |ψ t (x)| 2 = R d f (r) 1 2π d 2 e − 1 2 r, D −1 r dr. (2.10) If furthermore ∑ x (1 + |x| 2 ) |ψ 0 (x)| 2 < ∞,D(g) := lim t→∞ ∑ x∈Z d |x| 2 E |ψ t (x)| 2 = tr D(g).
Furthermore, the diffusion matrix D(g) is a real analytic function of g on {g > 0} and if Anderson localization eq. (1.6) holds for the evolution generated by H
with
Translation symmetry plays an essential role in the analysis below. Before proceeding, let us consider the consequences of two additional symmetries that are present in the example in the introduction and many other natural models:
The maps P i,j and T i are each unitary on ℓ 2 (Z d ).
Definition 2.1. We say that the random potential
The random potentials U ω and V α t for the example in the introduction are both distributionally invariant under inversions and lattice rotations. 
Note that ψ 0 is invariant under inversions and permutations. If the potentials are distributionally invariant under inversions and the hopping terms are invariant under inversions then ψ t (τ i x) has the same distribution as ψ t (x). Thus
The argument in case there is invariance under permutations is similar. We simply note that using permutations we may transform any diagonal matrix element of D into any other diagonal element and likewise for off-diagonal elements.
3. AUGMENTED SPACE ANALYSIS 3.1. The Markov semigroup on augmented spaces. The term "augmented spaces" refers to certain spaces of functions F : A × Ω × X → C where X is an auxiliary space -in the examples below X will be
The spaces we consider will be of the following form.
Definition 3.1. Let X be a set 3 and let B(X) be a Banach space of functions on X, with norm · B(X) , such that
The parameter p is the exponent of the augmented space. Each of the spaces used in the analysis below has exponent 1 or 2.
The notation is intended to be used with other symbols in place of B. For example, ℓ q;p (A × Ω × X) denotes the augmented space with exponent p and B(X) = ℓ q (X), i.e.,
When it is clear from context which space is intended, we will write B for B(X) and B p for B p (A × Ω × X).
Proposition 3.1. With the norm
Proof. First note that
for F, G ∈ B p . This follows from property (1) of the space B(X) and the triangle inequality in L p (A × Ω). Now let F n be a Cauchy sequence in B p . By eq. (3.4), N F n is Cauchy in B, and so has a limit N. Passing to a subsequence, we may assume ∑ n F n+1 − F n B p < ∞ and thus, for each x,
is, for each x, a well defined element of L p (A × Ω). It remains to see that F ∈ B p , i.e., that N F ∈ B. However, by eq. (3.5),
and thus N F ∈ B (since N ∈ B). The inequality (3.2) is just Minkowski's integral inequality.
It follows from eq.
is the space of all strongly-measurable maps F : A × Ω → B such that F p is integrable. We will use tensor product notation to denote product vectors in
where we take product measure
is a Hilbert space with inner product
The proof is elementary; essentially it amounts to noting that
Throughout, we will abuse notation and use e −tB to denote the Markov semigroup lifted to B p (A × Ω × X), with B the corresponding generator. This semigroup is defined by e −tB F(α, ω,
That is, e −tB is defined on B p (A × Ω × X) so that the following diagram is commutative for each x ∈ X:
where Remark. That e −tB is positivity preserving indicates that e −tB f (α, ω, x) ≥ 0 for each x ∈ X and almost every (α, ω) whenever f (α, ω, x) ≥ 0 for each x ∈ X and almost every (α, ω).
Proof. That e −tB is contractive follows from property (2) of the norm on B(X), since
That e −tB is positivity preserving follows directly from the definition eq. (3.6).
Differentiating with respect to t in eq. (3.7) we see that J x F ∈ D(B) and
3.2.
Pillet's Formula. The starting point for the analysis of eq. (2.1) is a formula for E(ρ t ), where ρ t = ψ t ψ t , · is the density matrix corresponding to a solution ψ t to eq. (2.1). The formula, due in this context to Pillet [18] , expresses the expectation E(ρ t ) in terms of a contraction semi-group on the augmented Hilbert space 
Depending on context we will think of an element F ∈ H either as a C-valued map on M or as a
(3.10)
We define operators K, U and V that lift H 0 U ω and V α,ω to H respectively. More precisely, we lift the commutators with these operators on Hilbert-Schmidt operators:
This elementary result is a straightforward consequence of Assumptions 2.6 and 2.7.
Lemma 3.5 (Pillet's formula [18] ). Let 
where 1(α, ω) = 1 for all α, ω.
Remark. It follows from eq. (3.13) that 
Pillet's formula (3.13) can be seen as follows. Let
essentially by the Leibniz rule. Because
Eq. (3.13) follows because F 0 (α, ω) = ρ 0 .
Taking matrix elements of various expressions above gives the following Lemma 3.6. The operators K, U and V are given by the following explicit expressions 
Remark. Here and below we will use tensor product notation for elements of
Thus a rank one operator ψ φ, · ∈ HS(Z d ) corresponds to ψ ⊗ φ.
As defined, the semigroup e −tL in Pillet's formula is a contraction semigroup on L 2 (M). However, it makes sense to consider e −tL on a variety of other augmented spaces. In general, we could define e −tL on B p (M) where B( 
for any F ∈ L p (M). 
The norm on W 1 0 (M) is (see Prop. 3.1):
We also introduce 
Then, for each t > 0,
and F t ∈ W 1 0 (M).
Proof. Note that
This gives the norm estimate and, by dominated convergence, the vanishing of the limit as x → ∞. 
Regarding the semigroup on e
The calculation for K is only slightly more involved. We have,
It follows that and thus e −tL F ∈ W 1 0 (M) in the large n limit.
Fourier Analysis on M.
The strength of the augmented space approach lies in the fact that distributional invariance of the stochastic equation (2.1) under translations yields an operator symmetry for L, namely a group
for any function F defined on M. 
and 
Proof. This follows from the fact that T ζ is a simultaneous shift of configuration space and the random environment, which is a manifest symmetry of the assumptions made above. For K, U and V the vanishing of commutators can also be seen from explicit computation, using eqs. (3.18), (3.19) and (3.20) . For B it follows from the assumed shift invariance of the Markov process.
Because of Lem. 3.11, a suitable generalized Fourier transform will give a fibre decomposition of the various operators K, U , V and B. Initially we define this Fourier transform on the augmented space
(3.28)
Given F ∈ W 1 (M) and k ∈ T d , the Fourier transform of F at k is defined to be the following map F k : M → C:
The basic results of Fourier analysis are extended to this generalized Fourier transform in the following
where ν denotes normalized Haar measure on
Remark. The space ℓ ∞;1 ( M) is the augmented space with exponent 1 and Banach space
Similarly, c 1 0 ( M) has exponent 1 and Banach space c 0 (Z d ),
By Prop. 3.1, these are each Banach spaces with the norm
Proof. The estimate (3.30) and the implication F ∈ W 1 0 (M) =⇒ F k ∈ c 1 0 ( M) follow from the inequality
where in the last step we have used the shift invariance of the measure µ. Continuity of the map k → F k follows from this bound and dominated convergence.
By unitarity of the usual Fourier transform, we have
Summing over x, integrating over α and ω, and using shift invariance of µ(dα, dω) again, we obtain eq. (3.31).
We turn now to Fourier analysis of the components of the generator L in Pillet's formula, starting with the operators K and V. As mentioned above, the Fourier transform leads to a fiber decomposition of K and V over the torus T d . Lemma 3.13. Let K k , U and V denote the following operators defined on functions φ : M → C:
considered either as a map into the bounded operators on ℓ ∞;1 ( M) or as a map into the bounded operators on L 2 ( M).
Proof. The key here is eq. (3.38), which follows for F ∈ W 1 (M) from the following easy calculations:
and similarly for V F. The boundedness of the operators on ℓ ∞;1 ( M) and the fact that they map c 1 0 ( M) into itself are proved in a way analogous to the proof of Lem. 3.9. The identity eq. (3.38) for F ∈ L 2 (M) follows from part 4 of Prop. 3.12 and an approximation argument. Finally, the self-adjointness of K k and V can be seen explicitly. (It also follows from the selfadjointness of K and V on L 2 (M) and the representation eq. (3.38) for F ∈ L 2 (M)).
By the short range bound of Ass. 2.6, the partial derivatives of the map k → K k exist and satisfy 
For the Fourier transform identity, note that
by the shift invariance in distribution for the Markov process {α(t)} t≥0 (Ass. 2.3 part (2)). Thus
where the the interchange of summation and integration is justified since F ∈ W 1 (M).
Putting these results together with Pillet's formula (Lem. 3.5) we obtain
Lemma 3.15 (Fourier transformed Pillet formula). For each
where ψ t is the solution to eq. (2.1) with initial condition ψ 0 . Here
Proof. The proof that e −t L k is exponentially bounded on ℓ ∞;1 ( M) and maps c 1 0 ( M) into itself is analogous to the corresponding proof for e −tL (see the proof of Lem. 3.9). Since
and the C 1 property for k → e −t L k follows from the corresponding statement for k → K k (see Lem. 3.13). By Lem. 3.13,
Eq. (3.40) follows from this identity, Lem. 3.14 and the Lie-Trotter formula for semigroups [21] . The operator B is maximally accretive on L 2 ( M), since it generates a contraction semigroup, and is sectorial by Prop. 3.3. As K k , U and V are bounded and self-adjoint, eq. (3.41) holds with
with b, q as in assumption 2.4. The C 1 property for k → e −t L k in L 2 operator norm is proved just as in the ℓ ∞;1 case. That eq. (3.40) holds for almost every k follows from Lems. 3.13 and 3.14 and the Lie-Trotter formula, just as above. Now let ψ 0 ∈ ℓ 2 (Z d ) be given and let
where ρ t = ψ t ⊗ ψ t is the density matrix for the corresponding solution ψ t to eq. (2.1). Taking Fourier transforms we obtain To analyze the matrix element on the right hand side of eq. (4.1) we will make use a block decomposition of the generator L k associated to the following direct sum decomposition of L 2 ( M):
We will write operators on L 2 ( M) as 4 × 4 matrices of operators acting between the various spaces H j , j = 0, 1, 2, 3. Throughout we will use the notation:
The promised block decomposition of the components of L k is as follows: where [
4.2. Central limit theorem for bounded f . We begin by proving eq. (2.10) for bounded continuous f and normalized ψ 0 ∈ ℓ 2 (Z d ). The extension to quadratically bounded f will be given below after we prove diffusive scaling. It suffices, by Levy's Continuity Theorem, to prove
In fact, it is enough to establish eq. (4.5) for
with ρ 0;k as in eq. (3.42). In particular, 1 ⊗ ρ 0;k ∈ L 2 ( M) for every k. 4 Similarly,
where the integral is an absolutely convergent Bochner integral for the contour Γ δ shown in Figure 4 .1. Along the upper and lower diagonals of the contour the resolvent is bounded in norm by 1 as t → ∞ whenever ψ 0 ∈ ℓ 1 . Eq. (4.5) follows in the limit t → ∞ by a simply residue calculation.
4.3.
Proof of Lemma 4.1. We begin by considering the resolvent
By the resolvent identity and the Schur formula,
where (4.11) and
(4.14)
To prove the Lemma it suffices to show 
and so
as t → ∞ by (3) and dominated convergence. 
By the non-degeneracy of v (Ass. 2.7),
where N = max k K k + U + g V . Note that this estimate is uniform in k and holds for Re w ≥ 0, including w = 0. It follows from eq. (4.15) that
where f 17) and f (i) 0 ∈ H 2 by the short range bound of Ass. 2.6. Thus, by eq. (4.16),
, we conclude by the resolvent identity that
and by a further application of the resolvent identity that
0;3 V; so M is bounded and, by eq. (4.15) (with w = 0), has strictly positive real part. Since
(4.19)
Let Π k = projection onto the range of Q k and let
0 (Ω). Lifting U k to H 1 and H 2 by tensoring with the identity map we find that 
Thus, by eq. (4.22), and strong continuity of U k again, Since
It is clear from the definition eq. (4.24) that D is symmetric. Furthermore,
where strict inequality holds because ∑ i k i f Because
, we can use eq. (4.1) to obtain an expression for M i,j . A key simplification occurs because e −t L 0 and e −t L † 0 act trivially on H 0 , since
as may be read off of the block decomposition eq. (4.3). Thus
Since
By the Tauberian theorem, as formulated in Feller [9, Chapter XIII], a necessary and sufficient condition for
In each inner product, the left hand vector is in H 2 while the right hand vector is in H 0 ⊕ H 2 . Since L 0 vanishes on on H 0 , we can compute the limit by looking at P 2 (η + L 0 ) −1 P 2 . By reasoning similar to what led to eq. (4.23),
where, as above, Π 0 is the projection onto the range of Q 0 . Since ρ 0;0 (0) = ψ 0 2 = 1,
) is an analytic function of g and furthermore its derivative at g = 0 vanishes,
0 ∈ H 3 , for i = 1, . . . , d. Thus, by the resolvent identity, 
Remark. As will be clear from the proof, the group k → U k is far from unique.
Proof. It is standard that the shifts σ x define µ-measure preserving maps on Ω. To construct the unitary group U k we will use an explicit basis for L 2 (Ω). Let N denote the number of points in an essential support for ν. It may happen that N < ∞ or N = ∞. Let p j (s) for 0 ≤ j < N denote the L 2 -normalized orthogonal polynomials with respect to ν, where p j has degree j. So
Let Γ denote the set of functions n : Z d → N such that n(x) < N for all x and n(x) = 0 for all but finitely many x. To each n ∈ Γ, we associate the product p n (ω) := ∏ x p n(x) (ω(x)).
The set {p n | n ∈ Γ} is an orthonormal basis for L 2 (Ω). Furthermore, {p n | Γ 0 } is an orthonormal basis for L 2 0 (Ω), where Γ 0 = {n ∈ Γ | n(x) = 0 for some x} . Now S x p n = p τ x n where τ x n(y) := n(y + x). Define an equivalence relation on Γ 0 by n ∼ m if n = τ x m for some x ∈ Z d and let C 0 denote the set of equivalence classes. Note that τ x n = n for n ∈ Γ 0 and x = 0. Thus each equivalence class c ∈ C 0 is in one-to-one correspondence with Z d , via the map x → τ x n for any fixed element n of c. For each c ∈ C 0 choose a distinguished representative n c ∈ c, and define Such a function exists and is unique by the Radon-Nikodym theorem, since ν(E) := E A (F({α s } s≥0 )χ E (α t )) defines a countably additive complex valued measure on A absolutely continuous with respect to µ A . The "value" of the conditional expectation at α ∈ A is denoted by E A (F({α s } s≥0 )|α t = α) .
(B.1)
