Introduction

Background and Rationale
This study focuses on differences between parametric and nonparametric measures of relative industry risk among equities in Asia. Volatility in equity markets can provide an indicator of relative risk among industries which can be important, not only to investors who seek to optimize the risk and return of their portfolios, but also to lenders who seek to reduce risk in their lending portfolios and to policy makers who seek to identify industry risk that may have adverse impacts on the economy.
The literature abounds with studies which show nonparametric extreme measures of risk, such as conditional value at risk (CVaR), to better account for tail risk than central measures such as standard deviation or parametric measures which assume a normal distribution such as parametric value at risk (VaR). This is especially during crisis periods when there may be outliers in the tail of a distribution. These studies predominantly focus on the US or other developed regions, which tended to suffer extreme risk during the Global Financial Crisis (GFC). To provide somewhat of a contrast, this study focuses on the Asian region which had a far more moderate experience during that crisis. Most studies also predominantly focus on actual measurements of extreme risk, rather than on ordinal measures which rank equities and portfolios. While actual measures of extreme risk such as CVaR can be very useful in understanding the extreme risk in the tail of a distribution, ordinal measures are useful in by using normal distribution models. Various other global studies have also found measures such as standard deviation and other parametric measures to inadequately account for tail risk, for example Uryasev and Rockafellar (2000) , Furió and Climent (2013) , and Del Brio et al. (2014) . On the other hand, Allen et al. (2012) found equities for sectors in Indonesia to be fairly stable over the GFC, and that parametric (normally distributed) measures of VaR and CVaR yielded similar results to nonparametric ones which do not apply a normal distribution assumption.
Most studies on equities risk in Asia surrounding crisis periods have focused on integration between Asian and non-Asian markets and whether this integration changes between crisis and non-crisis periods (for example, Click and Plummer 2005; Chiang et al. 2007; Chuang et al. 2007; Yang et al. 2010; Brown et al. 2014; Batten et al. 2015; Rejeb and Arfaoui 2016) , rather than focusing on differences in ordinal rankings between metrics such as we do in this study. Regarding industry risk, studies have generally focused on which industries over the periods have been more affected (for example, Baur 2012; Kenourgios and Dimitriou 2015) rather than on differences between metrics as undertaken in this study.
Generally, prior studies have found that integration between countries in Asia increases during and after a crisis, that some industries are affected more than others during a crisis meaning that relative risk between industries may change, and that while normal distribution models can often inadequately measure risk, this is not necessarily always the case.
This study, on the other hand, finds that there is significant similarity in ordinal industry rankings in the selected countries between all the metrics used. This means that, from an ordinal perspective, the nonparametric measures of historical VaR and CVaR and the non-Gaussian modified VaR provide only limited new information to investors (or other interested parties such as lenders and regulators), about relative industry risk than what is captured by parametric VaR (and therefore also by standard deviation).
The remainder of the study is structured as follows. Section 2 explains our data and methodology, including details and justification for the metrics used and the ordinal ranking approach. Section 3 presents and discusses the results. Section 4 concludes.
Materials and Methods
This section will describe our data sources, then explain our VaR and CVaR methodology, followed by an explanation of the ordinal methodology that we use to rank industry risk.
Data
We use the DataStream Industry Indices for each country in our study. These indices are based on the ten industries of the well-known Industry Classification Benchmark (ICB) owned by FTSE (Financial Times Stock Exchange) and used by markets across the globe. The industries are Oil and Gas, Basic Materials (Chemicals, Mining and Resources), Industrials (Construction, Industrial Goods and Services), Consumer Goods (Automobiles and Parts, Food and Beverage, Personal and Household Goods), Health Care (Healthcare Equipment and Services, Pharmaceuticals), Consumer Services (Retailers, Media, Travel and Leisure), Telecommunications, Utilities (Electricity, Gas, Water, Multi-utilities), Financials (Banks, Insurance, Real Estate, Financial Services) and Technology (Software, Hardware).
The study includes 10 years of data from 2007 to 2016. Importantly, this includes the GFC period and the years thereafter. In addition to analyzing the total ten-year period, we also split the data into crisis (2007-2009) and non-crisis periods (2010-2016) . Data summaries behind the analyses in Section 3 can be found in Appendix A. In Appendix A, Table A1 (95% confidence level) and Appendix A,  Table A2 (99% confidence level), we provide detailed figures on parametric VaR, historical VaR, modified VaR and CVaR, for each industry in each country for the total period, crisis period and non-crisis period. In Appendix A, Tables A3 and A4, we provide the rankings for each industry based  on the figures in Tables A1 and A2 , respectively.
Value at Risk and Conditional Value at Risk
VaR is a metric which measures potential losses at a specified level of confidence for a selected period. For example, a daily VaR of 0.02 over 1 year at 95% confidence level for a share portfolio means that in 95% of days in that year, the losses should not exceed 2% of the portfolio's value. VaR can be measured using methods such as a parametric or historical (nonparametric) basis. Parametric VaR assumes a normal distribution and is derived from the standard deviation (σ). A key weakness of this approach is that returns may not be normally distributed. Historical (nonparametric) VaR, on the other hand, is based on actual historical values.
If parametric and nonparametric measures are dis-similar, then nonparametric VaR is capturing information about the relative (ordinal risk) not displayed by the normally distributed parametric approach. Given the differences that can exist between these two measures, we use both parametric and nonparametric measures of VaR in this study, incorporating a total of three VaR types. This first is a parametric (Gaussian) measure (parametric VaR) which is based on a normal distribution assumption. The second is a nonparametric (non-Gaussian) measure of VaR, also known as historical VaR which makes no distribution assumptions and is based on actual historical returns. The third is modified VaR, which is also known as Cornish-Fisher VaR, and is designed at changing parametric VaR into a non-Gaussian VaR by incorporating historical kurtosis and skewness into the VaR metric.
VaR has been criticized on various grounds, most usually because it disregards returns beyond VaR (Yamai and Yoshiba 2005; Choudhry 2013; Pinelis 2014) . For example, 95% VaR ignores the worst 5% of returns and 99% VaR ignores the worst 1% of returns. This information is captured by CVaR which is based on the returns exceeding VaR and thus makes it suitable for attaining information on tail risk (Uryasev and Rockafellar 2000; Yu et al. 2009; Äijö and Orlov 2015; Allen et al. 2016; Li and Xu 2013) . CVaR is the average of those returns exceeding VaR. Given the additional information that can be provided by CVaR, we use this measure in our study, which is compared to each of the VaR measures in this study.
VaR and CVaR can be expressed as follows:
where ς (x) is the VaR for portfolio x at confidence level α (usually 95% or 99%), q α is the VaR threshold and φ α(x) is the average returns beyond the VaR threshold (CVaR). In this study, we use α at both 95% and 99% levels, given that ordinal rankings may be sensitive to extreme values and thus to the confidence level used. For parametric VaR, q α(x) is derived from the standard deviation σ multiplied by Z (obtained from normal distribution tables), where Z at a 95% confidence level = 1.645 and at a 99% confidence level = 2.326. For historical VaR q α(x) is the actual historical 95 percentile lowest return. For modified VaR, q α(x) is obtained using the mean of returns plus standard deviation σ multiplied by a modified Z which considers skewness (S) and kurtosis (K) as follows:
In this study, CVaR is measured on actual returns, rather than on any assumed distribution. Given that CVaR is the average of returns beyond VaR, 95% CVaR is the average of the lowest 5% of returns (the average of those returns beyond the 95% VaR), and 99% CVaR is the average of the lowest 1% of returns (the average of those returns beyond the 99% VaR).
To measure VaR and CVaR, we calculate daily returns for every day in our sample and then calculate the annual VaR or CVaR measure for each of the ten years in the sample, using Equations (1)-(3) at both 95% and 99% levels . The VaR for each of the three periods (total period, crisis period and non-crisis period) is calculated as the average annual VaR for that period.
In summary, there are two Gaussian parametric measures used in this study (95% parametric VaR and 99% parametric VaR) which will be compared to six non-Gaussian measures, including 95% historical VaR and 99% historical VaR, 95% modified VaR and 99% modified VaR, and 95% CVaR and 99% CVaR (the latter two metrics measuring the worst 5% and 1% of returns respectively).
Ranking Methodology
Ordinal rankings are not meant to tell you about exact characteristics of the underlying items being evaluated. Rather, they tell you about what is better relative to other items. So, during a crisis, the actual risk of equities may change, but if the risk of all the equities increase, the ranking may not change. Ordinal rankings provide information about relative quality and have the advantage of being able to see which item is the best or worst quickly and easily.
According to Dedania et al. (2015) , ranking and evaluating stocks is a very important issue to identify superior firms or portfolios. The authors see the ranking processes as being very necessary in differentiating between efficient and non-efficient firms, which they believe is one of the most important decision making processes in equity markets.
Various authors or techniques rank portfolios in different ways. For example, Narayan et al. (2017) sort equity portfolios into deciles to which labels are given such as Loser portfolio or Winner portfolio. Thomasz and Bariviera (2013) examine the risk behavior of stock markets in 30 countries before and after the sub-prime crisis, and using a variety of risk indicators, they classify markets into high, medium, and low risk. Other authors use techniques such as quantile regression to classify observations into different quantiles according to characteristics such as risk or return (Koenker and Bassett 1978; Allen et al. 2009 ). An example from a non-equities perspective of ranking or classifying portfolios according to risk are credit ratings. For example, a rating of AAA ranks above a rating of AA. These credit ratings are not meant to be absolute measures of the risk of default but are instead meant to be ordinal rankings of the risk of a firm or bond in comparison to others at a stipulated point in time, and rating agencies insist that they are viewed in this manner (Cantor and Mann 2003; Amato and Furfine 2004) .
We calculate parametric VaR, historical VaR, modified VaR and CVaR measures for each of the 10 years in our sample period for each country, and as mentioned above, these are grouped into total, crisis, and non-crisis periods. The ten industries are ranked from 1 to 10 for each metric for each period. A ranking of 1 represents lowest risk and a ranking of 10 represents highest risk. For example, per Appendix A, Table A1 , Healthcare has the lowest CVaR for China in the crisis period and thus Healthcare receives a ranking of 1 for that period (crisis) and for that metric (CVaR). We use a nonparametric Spearman rank correlation coefficient to measure correlation in industry rankings between metrics, for the different countries and for the crisis and non-crisis periods. Nonparametric ranking methods such as Spearman are ideal where there are not a large number of observations in each group, such as in our case where we have ten observations in each of our categories (the rankings for each of the ten industries).
The Spearman test measures correlation between two sets of ranked data by the rank correlation coefficient r s , which yields values between r s = 1 (perfect positive correlation) and r s = −1 (perfect inverse correlation). In Equation (4) below, n = the number of ranked items (in our case the number of industries), and d = difference in ranking for each paired item (for example the ranking provided for manufacturing by CVaR as compared to the ranking provided for manufacturing by parametric VaR). A t test is then undertaken with t calculated as per Equation (5), and the level of significance then determined from t tables.
Optimization Methodology
The relative risk of an asset is a fundamental component of the capital asset pricing model (CAPM). However, the model is not just a straightforward ranking of risk, but the CAPM Beta reflects how risky an asset is compared to overall market risk and is a function of the volatility of the asset (or assets) and the market, and the correlation between the two. A straightforward ordinal ranking of industry equity portfolio risk could be critiqued on the basis that it does not account for covariance between portfolios. Therefore, to account for this covariance, we not only undertake the rankings using a straightforward risk-based ordinal measure, but we also use a Markowitz (1952) type model to rank each industry according to its contribution to an all-industry portfolio, using the each of the various metrics as risk optimizers. The standard Markowitz model uses standard deviation-return (accounting for covariance between assets) or variance-return, whereas we compare portfolio contribution using VaR-return (for each of parametric, historical, and modified VaR) and CVaR-return. Returns are actual returns and are therefore constant across all the risk metrics. This approach will show whether the relative contribution (ordinal ranking) of industries changes depending on which of these VaR or CVaR metrics is used. The Markowitz model is well known, and a detailed exposition on the model which is beyond the scope of this paper, can be found in Markowitz (1952) . We do however provide key equations below and suffice it to say that the only important change we make is to replace standard deviation with each of the risk metrics that we examine in this study.
The Markowitz model optimizes portfolios by generating an efficient frontier for selected levels of return, which minimizes the risk of the portfolio, and then calculates the percentage contribution of each item (in our case industries) to the efficient portfolio. Risk (which is represented in the example below by standard deviation σ) of portfolio x is minimized in Equation (6) where x ik are optimal portfolio weights of sectors i and k and σ ik is the covariance between returns of industry sectors i and k (and any other sectors), subject to various constraints (Equations (7)- (9)). These constraints include that the sum of the optimal weightings of the sectors in the portfolio must add to 100% (Equation (7)), the combined returns of the sectors (r i ) must equal the expected return of the portfolio (Equation (8)), and the weightings for each sector must be positive (Equation (9)).
Subject to the following constraints
Varying the expected returns is what creates the efficient frontier. In our case, we create ten return scenarios, with the highest point being maximum return (the maximum return that can be generated from the portfolio), the lowest return point being the portfolio return where risk is minimized, and the remaining points being equidistant returns between the maximum and minimum return points. We then minimize the risk and create optimal weightings at each return point per Equations (6)- (9) for each of the sectors and use the average of these optimal weightings for each sector to generate the rankings for each industry.
Results
Our research questions relate to whether there are similarities between the metrics in how they rank industry risk in each of the countries, and whether this stays consistent across the periods (crisis, non-crisis and total). For example, would an industry which is ranked highest (lowest) risk using the parametric VaR metric, also have the highest (lowest) risk using CVaR or historical VaR metrics? The highest/lowest risk industries are shown by metric in Table 1 for each country and for each of the periods (total ten-year period, non-crisis period, crisis period). As an illustration we only show the 95% confidence level for this table, but detailed information on VaR and CVaR and rankings at both 95% and 99% levels is contained in Appendix A. Given the high number of potential combinations, we have aggregated the figures at a regional level for the six ASEAN countries in Table 1 . Healthcare dominates as the lowest risk across all the risk metrics in Japan, and Consumer Goods and Financials in the ASEAN Countries. In China, there is some switching in lowest risk between Healthcare, Oil and Gas, and Utilities depending on the period and the metric. From a highest risk viewpoint, in all periods Telecommunications is the highest by all risk measures in China. In Japan, Oil and Gas is fairly dominant as the highest risk across the board. In the ASEAN region Technology is consistently dominant across all metrics in all periods.
As an illustration of the high degree of similarity between metrics, we compare CVaR to parametric VaR (95%) in Figure 1 for the US and for Asia as whole (combination of China, Japan, and ASEAN). Although the figure shows only summary data, we have provided more detailed data in the ensuing tables and in Appendix A. While there are some minor differences, there is substantial similarity between the rankings.
To test the research questions, we need to ascertain whether, taking the rankings of all ten industries into account, the differences between metrics are significant or not. First, we rank the industries for each country (1 being the lowest risk and 10 being the highest risk) for each risk metric (parametric VaR, historical VaR, modified VaR and CVaR).
We compare each metric to each other metric for each country over each of the three periods. In Table 2 we show the ranking correlation between the different metrics at 95% confidence level (and Table 3 at 99% confidence level) using a Spearman ranking correlation coefficient (further details of this method are provided in the materials and methods discussion in Section 2). So, for example, in column 3 of Table 2 , we take the rankings each of the industries from lowest to highest risk using parametric VaR and the do the same using historical VaR and then compare these ranking outcomes. In these particular tables we have separated the 6 ASEAN countries to illustrate any differences or similarities between them). Overall, there are 180 comparisons in Table 2 (eighteen columns × ten countries) of metric pairings. In the vast majority of cases (in 170 of the 180) comparisons in Table 2 there is high industry ranking correlation at 99% significance between all the metrics with nine of the remaining 10 pairings having ranking correlation of 95% significance. Thus, with very few exceptions, industries that are ranked highest/lowest risk by parametric VaR, are also ranked highest/lowest risk by historical VaR, modified VaR and CVaR with significant similarity across all the periods (crisis, non-crisis and total). In Table 3 (99% VaR and CVaR), there are a further 180 pairings. Although the vast majority of pairings (154 out of 180) have high ranking correlation (99% significance), this is lower than for Table 2 . This shows that there is slightly less association between the more extreme 99% VaR and CVaR metrics, than was found for the 95% VaR and CVaR metrics. Nonetheless, the overall level of association between the metrics is high for both tables. To test the research questions, we need to ascertain whether, taking the rankings of all ten industries into account, the differences between metrics are significant or not. First, we rank the industries for each country (1 being the lowest risk and 10 being the highest risk) for each risk metric (parametric VaR, historical VaR, modified VaR and CVaR).
We compare each metric to each other metric for each country over each of the three periods. In Table 2 we show the ranking correlation between the different metrics at 95% confidence level (and Table 3 at 99% confidence level) using a Spearman ranking correlation coefficient (further details of this method are provided in the materials and methods discussion in Section 2). So, for example, in column 3 of Table 2 , we take the rankings each of the industries from lowest to highest risk using parametric VaR and the do the same using historical VaR and then compare these ranking outcomes. In these particular tables we have separated the 6 ASEAN countries to illustrate any differences or similarities between them). Overall, there are 180 comparisons in Table 2 (eighteen columns × ten countries) of metric pairings. In the vast majority of cases (in 170 of the 180) comparisons in Table 2 there is high industry ranking correlation at 99% significance between all the metrics with nine of the remaining 10 pairings having ranking correlation of 95% significance. Thus, with very few exceptions, industries that are ranked highest/lowest risk by parametric VaR, are also ranked highest/lowest risk by historical VaR, modified VaR and CVaR with significant similarity across all the periods (crisis, non-crisis and total). In Table 3 (99% VaR and CVaR), there are a further 180 pairings. Although the vast majority of pairings (154 out of 180) have high ranking correlation (99% significance), this is lower than for Table 2 . This shows that there is slightly less association between the more extreme 99% VaR and CVaR metrics, than was found for the 95% VaR and CVaR metrics. Nonetheless, the overall level of association between the metrics is high for both tables.
As has already been mentioned, to account for covariance between industry portfolios, we use a Markowitz (1952) type model to measure the ordinal rankings of contributions to a combined industry portfolio, when using each of the metrics (parametric VaR, historical VaR, modified VaR or CVaR) as risk optimizers. The results are illustrated in Table 4 (only for 95% VaR and CVaR to avoid As has already been mentioned, to account for covariance between industry portfolios, we use a Markowitz (1952) type model to measure the ordinal rankings of contributions to a combined industry portfolio, when using each of the metrics (parametric VaR, historical VaR, modified VaR or CVaR) as risk optimizers. The results are illustrated in Table 4 (only for 95% VaR and CVaR to avoid excessive reporting), where we again see significant similarity between the metrics, with 66 out of 72 of the comparisons showing high correlation between the metrics at 99% significance and 5 of the remaining 6 at 95% significance. This means that no matter which metric is used in the optimization, the outcome will be significantly similar in terms of which industry makes the highest contribution to the portfolio, i.e., the ordinal rankings will be substantially the same. ** ** ** ** ** ** ** ** ** r is the industry ranking correlation statistic between metrics, with * denoting significance at the 95% confidence level and ** denoting significance at the 99% confidence level. Abbreviations: Para (parametric); Mod (modified); His (historical). ** ** ** ** ** ** ** ** ** r is the industry ranking correlation statistic between the metrics, with * denoting significance at the 95% confidence level and ** denoting significance at the 99% confidence level. Abbreviations: Para (parametric); Mod (modified); His (historical).
Conclusions
The research questions sought to ascertain whether there was association in industry risk rankings between metrics for each region across each period. We generally found very strong association which held across time periods and countries. This means that whether using VaR (parametric, modified, historical) or CVaR, we will arrive at similar conclusions about the relative risk of industries. Thus, contrary to most global studies on CVaR that were mentioned in Section 1, we find that for our study, CVaR does not yield much more information about relative industry risk than that which can be gained from historical or parametric VaR. This reflects that, although accounting for thick-tailed behavior may be relevant for risk quantification, it is not that relevant for ordinal measures. The finding supports that of Allen et al. (2012) who found similarities between parametric and nonparametric measures in measuring industry risk in Indonesia. This also tends to align with the common view that Asian markets have been relatively stable over the studied period, especially as compared to manty other global markets over the GFC, thus experiencing less swings in extreme tail risk. 
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