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[1] Accurate quantiﬁcation of evaporation from small water storages is essential for water
management and planning, particularly in water-scarce regions. In order to ascertain
suitable methods for direct measurement of evaporation from small water bodies, this study
presents a comparison of eddy covariance and scintillometry measurements from a reservoir
in southeast Queensland, Australia. The work presented expands on a short study presented
by McJannet et al. (2011) to include comparisons of eddy covariance measurements and
scintillometer-derived predictions of surface energy ﬂuxes under a wide range of seasonal
weather conditions. In this study, analysis was undertaken to ascertain whether important
theoretical assumptions required for both techniques are valid in the complex environment
of a small reservoir. Statistical comparison, energy balance closure, and the relationship
between evaporation measurements and key environmental controls were used to compare
the results of the two techniques. Reasonable agreement was shown between the sensible
heat ﬂux measurements from eddy covariance and scintillometry, while scintillometer-
derived estimates of latent heat ﬂux were approximately 21% greater than eddy covariance
measurements. We suggest possible reasons for this difference and provide
recommendations for further research for improving measurements of surface energy ﬂuxes
over small water bodies using eddy covariance and scintillometry.
Citation: McGloin, R., H.McGowan, D.McJannet, F. Cook, A. Sogachev, and S. Burn (2014), Quantification of surface energy fluxes from a
small water body using scintillometry and eddy covariance,Water Resour. Res., 50, 494–513, doi:10.1002/2013WR013899.
1. Introduction
[2] Accurate quantiﬁcation of evaporation from water
storages presents a signiﬁcant research challenge but is
essential for effective water resource management. Most
previous direct measurements of open-water evaporation
have been conducted using the eddy covariance method.
Regarded as a state of the art technique [Spank and
Bernhofer, 2008], the eddy covariance method involves
determination of surface energy ﬂuxes using high-
frequency measurements of vertical wind velocity by a
sonic anemometer and the density of scalars by an infrared
gas analyzer. Studies involving eddy covariance measure-
ments of surface energy ﬂuxes have been performed above
water bodies of all sizes including large to moderate sized
lakes [e.g., Ikebuchi et al., 1988; Blanken et al., 2000; Liu
et al., 2009] and small reservoirs [Tanny et al., 2008, 2011;
Nordbo et al., 2011]. However, determination of surface
energy ﬂuxes over small water bodies presents a number of
challenges relating to terrain complexity, fetch, and homo-
geneity and therefore, studies of open-water evaporation
have been more common over larger water bodies [Rosen-
berry et al., 2007].
[3] Surface energy ﬂux quantiﬁcation can also be made
using the scintillometry technique, where scintillation of a
transmitted optical or radio wave signal is used in conjunc-
tion with standard meteorological measurements to calcu-
late sensible heat ﬂux [Meijninger et al., 2002]. Some
scintillometers are also able to estimate latent heat ﬂux
directly; however, it is more commonly calculated as the
residual of the energy balance. Determination of latent heat
ﬂux using scintillometry has mainly been limited to studies
over vegetation [Guyot et al., 2009; Savage, 2009].
[4] Bouin et al. [2012] performed a long-term compari-
son of scintillometer and eddy covariance sensible heat ﬂux
measurements at a lagoon in France but did not evaluate
latent heat ﬂux, while McJannet et al. [2013] presented a
long-term study of scintillometer-derived sensible heat ﬂux
and latent heat ﬂux estimates at the same ﬁeld site used in
this research but did not show comparisons with eddy
covariance. A short 18 day period of eddy covariance and
scintillometer-derived evaporation measurements were
compared in McJannet et al. [2011]. The purpose of that
study was to validate a unique scintillometer calculation
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procedure for estimating surface energy ﬂuxes over open
water by comparing preliminary scintillometer latent heat
ﬂux results with measurements from the more established
eddy covariance method. Excellent agreement was
observed between eddy covariance and scintillometer esti-
mates of evaporation during the 18 days. However, com-
parisons made in McJannet et al. [2011] were made during
a short period in November 2009 where there was very lit-
tle change in ambient meteorological conditions. In order
to establish the suitability of using scintillometry for the
purpose of evaluating long-term evaporative losses from
small water storages, there is a need to perform compari-
sons between the predictions of the two techniques over a
much wider range of meteorological conditions.
[5] Another important aspect of undertaking surface
energy ﬂux measurements using eddy covariance and/or
scintillometry that requires greater understanding is whether
the theoretical assumptions related to the techniques are
valid in the complex setting of a small reservoir. These
assumptions include planar-homogeneous and stationary
airﬂow, no horizontal or vertical advection and that meas-
urements are not affected by nonstationary conditions
[Göckede et al., 2004]. An important indicator of the quality
of eddy covariance and scintillometry measurements is
whether the source area of measurements, or footprint, is sit-
uated on the surface of interest. Vesala et al. [2006] con-
cluded that measurement footprints at a small boreal lake in
Finland were conﬁned by turbulence that was advected hun-
dreds of meters downwind from trees surrounding the reser-
voir while McJannet et al. [2011] presented a brief analysis
of the cumulative EC footprint for a single wind direction at
the ﬁeld site in this study. However, further analysis on mea-
surement footprints in these environments is required, par-
ticularly for scintillometry where footprint evaluation has
been mainly limited to homogenous terrain [Von Randow
et al., 2008; Odhiambo, 2011; Saiman et al., 2011].
[6] This study expands on the work of McJannet et al.
[2011] to include comparisons of eddy covariance measure-
ments and scintillometer-derived predictions of surface
energy ﬂuxes under a wide range of seasonal weather con-
ditions in a subtropical climate. Comparisons between the
estimates from the two techniques are made through direct
statistical comparison, the respective percentage of energy
balance closure and by examining the statistical relation-
ship between evaporation measurements and key environ-
mental controls. Theoretical assumptions relating to the
techniques are examined through establishing the eddy
covariance and scintillometer footprints as well as analysis
of the wind proﬁle and turbulence structure above the
reservoir.
2. Methods
2.1. Study Site
[7] Logan’s Dam (2734025.9300S; 15220027.4500E; alti-
tude 88 m asl) is a small freshwater man-made reservoir
located approximately 75 km west of Brisbane in southeast
Queensland, Australia. The dam wall is constructed of
compacted earth and is roughly rectangular in shape with
dimensions of approximately 480 m 3 350 m. The top of
the dam wall is approximately 4 m above the surrounding
terrain. The reservoir has an approximate surface area of
0.17 km2, a storage capacity of 700,000 m3, and a maxi-
mum depth of 6 m [McJannet et al., 2011]. The terrain sur-
rounding Logan’s Dam is complex with the water body,
forested areas, a dam wall, and farm land all within a short
distance of one another. Figure 1 shows an image of
Logan’s Dam and the location of instrumentation described
in the following sections. Note that at the commencement
of measurements the scintillometer beam was orientated in
a northwest-southeast direction; however, during April
2010 the orientation was changed to a northeast-southwest
direction (as shown in Figure 1).
2.2. Measurements
2.2.1. Eddy Covariance Technique
[8] The eddy covariance (EC) unit was based on the
established Campbell Scientiﬁc instrument conﬁguration and
included a CSAT-3 sonic anemometer (Campbell Scientiﬁc,
Utah, USA) at a height of 2.4 m, an open-path H2O, and
CO2 infrared gas analyzer (CS7500, LiCor, Lincoln, USA)
at a height of 2.4 m, a net radiometer (CNR1, Kipp and
Zonen, Delft, Netherlands) installed at a height of 1.4 m, and
a humidity and temperature probe (HMP45C, Vaisala, Fin-
land) at 2.7 m. The sonic anemometer measured the mean
and ﬂuctuating components of 3-D wind velocity and sonic
air temperature. The infrared gas analyzer measured ﬂuctua-
tions in densities of water vapor and carbon dioxide.
[9] The EC unit was controlled by a Campbell Scientiﬁc
CR3000 data logger with ﬂux measurements made at 10 Hz
and average values logged every 15 min. The EC unit was
located centrally on the reservoir (see Figure 1) on a
moored pontoon and supplied with power from mounted
solar panels. Measurements were corrected for tilt errors
using the double rotation method for coordinate rotation
described by Lee et al. [2005]. Massman’s [2000] analyti-
cal method for estimating frequency response corrections
was used to account for sensor separation and measure-
ments were corrected for air density ﬂuctuations using the
Webb-Pearman-Leuning (WPL) correction as described in
Webb et al. [1980].
[10] Latent (LE) and sensible (H) heat ﬂuxes were com-
puted by the EC system from covariances of the turbulent
components of scalars and vertical wind velocity:
H5qacpaT
0w0 (1)
LE5qaLvq
0w0 (2)
where qa (kg m
23) is the density of air, cpa (5 1004 J kg
21
K21) is the speciﬁc heat of air at constant pressure, and Lv
(5 2.54 3 106 J kg21) is the latent heat of vaporization.
The T’, q’, and w’ values represent the deviations from the
15 min means of sonic air temperature (K), water vapor
mixing ratio (kg kg21), and vertical wind velocity (m s21),
respectively. Fluxes were computed using a block average
rather than a linear detrending method. Note that the inﬂu-
ence of humidity ﬂuctuations on sonic air temperature and
H measurements were corrected for using the method
described by Schotanus et al. [1983]. All negative LE
measurements (ﬂuxes directed toward the surface) and
measurements recorded during rain events were discarded.
The EC system also recorded measurements of friction
velocity, u (m s21).
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[11] One problem that can arise when estimating surface
energy ﬂuxes from a sonic anemometer on a ﬂoating pon-
toon is the possibility that part of the ﬂuctuating vertical
velocity component is due to platform motion [Edson
et al., 1998]. However, using the same pontoon and instru-
ment conﬁguration as this study to quantify surface energy
exchanges over a coral reef, Wiebe et al. [2011] concluded
that although wave-induced motion was visible in the wind
velocity spectra, the oscillation did not strongly inﬂuence
the cospectrum of the ﬂux measurements. In addition, using
a very similar instrumental setup, Eugster et al. [2003] con-
cluded that there was no need for a special ﬂux correction
to eliminate traces of pontoon oscillation at a small reser-
voir similar to Logan’s Dam. The anemometer and gas ana-
lyzer were orientated so that they pointed toward the
direction of the local dominant wind. However, as a pre-
caution, all data were removed during south to south-
westerly conditions (180–225), when the airﬂow may
have been disturbed by the pontoon structure.
2.2.2. Scintillometry Technique
[12] A scintillometer consists of a transmitter and a
receiver, an optical or radio wave signal is transmitted to
the receiver across a path length. The signal emitted by the
transmitter is scattered by the turbulent atmosphere [Meij-
ninger et al., 2002]. The observed intensity ﬂuctuations (or
scintillations) of the signal ðr2lnAÞ are analyzed at the
receiver, and can be expressed as a structure parameter of
Figure 1. Logan’s Dam ﬁeld site showing (a) a satellite image of the dam layout and location of instru-
mentation [Nearmap Pty Ltd., 2010], (b) a view of the reservoir and surrounding terrain from the south-
west bank, and (c) a view of the dam wall and surrounding trees at the northeast corner of the dam.
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the refractive index of air ðC2nÞ [Meijninger et al., 2002].
The C2n term can be decomposed into the structure parame-
ters of temperature ðC2T Þ and humidity ðC2TQÞ [Meijninger
et al., 2002].
[13] Most scintillometers are not sufﬁciently sensitive to
humidity ﬂuctuations to obtain C2TQ ; however, C
2
T can be
obtained using [Wesley, 1976]:
C2T5C
2
n
Ta2
20:7831026P
 2
11
0:03
B
 22
(3)
where P is the atmospheric pressure, Ta is the air tempera-
ture (K), and B is the Bowen ratio (ratio of H to LE). Using
C2T and Monin-Obukhov Similarity Theory (MOST), values
for u and T (temperature scaling parameter) can be calcu-
lated. Note that to keep scintillometer surface ﬂux predic-
tions completely independent from EC measurements, the
u values used in the scintillometer calculation procedure
were not taken from the EC system but calculated using the
method described in McJannet et al. [2011]. Sensible heat
ﬂux can then be derived from u and T using the following
equation:
H5cpaqauT (4)
[14] Typically, obtaining LE from H would then require
an estimate of the change in water body heat storage, which
is notoriously difﬁcult to quantify accurately at short time
steps. However,McJannet et al. [2011] proposed a method-
ology for evaluating LE from scintillometry using the line-
arized Bowen ratio (B) technique described in Vercauteren
et al. [2009]:
E5
D
c
H
Lv
1EA (5)
where E is the evaporation, D is the slope of the saturation
vapor pressure curve, c is the pyschrometer constant, and
EA is the drying power of air. The Vercauteren et al. [2009]
method is based on a formula for B (H/LE) that assumes
that the transfer coefﬁcients of heat and humidity (CT and
Cq) are equal :
B5c
Ts2Ta
es2ea
(6)
where T is the temperature (C), e is the vapor pressure
(kPa), and s and a denote the water surface and air,
respectively.
[15] The formula for EA in this study is given by Katul
and Parlange [1992]:
EA5
uk qa2qað Þ
ln z2dz0v
 
2wv
z2d
L
  (7)
where qa and q

a are the speciﬁc humidity and saturation-
speciﬁc humidity of the air, respectively (g g21), k is the
Von Karman constant (0.41), z is the measurement height
(m), d is the displacement height (set to zero in this study),
wvðz2dL Þ is the universal stability function for water vapor,
and z0v is the scalar roughness length (m). The procedures
for evaluating u, z0v, and wvðz2dL Þ are outlined in McJannet
et al. [2011], the only difference was the introduction of a
variable momentum roughness length value (z0m) for u cal-
culations as discussed in McJannet et al. [2013].
[16] The scintillometer method used in this study
involves deﬁning an initial estimate of B to calculate H and
the Vercauteren et al. [2009] method to calculate LE. From
these values, a new B is calculated and fed back through
the calculation procedure. This iterative process continues
until a stable solution is obtained. Therefore,
scintillometer-derived surface energy ﬂuxes in this study
were calculated using a combination of the scintillometer
technique and the Vercauteren et al. [2009] method. It is
important to note that the latent heat ﬂuxes referred to as
‘‘scintillometer-derived LE’’ in this study are not direct
measurements like those measured using a microwave
scintillometer.
[17] A large aperture scintillometer (LAS—BLS900,
Scintec AG, Rottenburg, Germany) was installed on the
banks of the dam wall with the beam positioned at 1 m
above the level of water at full storage and a path length of
480 m. A light-emitting diode (LED) pulse repetition rate
of 25 Hz was used with a diagnosis subperiod of 10 s and
an averaging period of 10 min. Logan’s Dam is used for
irrigational purposes and as such experienced occasional
changes in water level due to pumping events, resulting in
ﬂuctuations in the distance between the height of the scin-
tillometer beam and the underlying water surface. The min-
imum, maximum, and mean distances between the
scintillometer beam and the water surface measured during
this study were 0.60, 2.33, and 1.35 m, respectively.
[18] A ﬂoating weather station platform was positioned
in a central location on the dam, in order to provide all of
the meteorological information required for the scintillom-
eter calculations (note that from now on this weather sta-
tion is referred to as the ﬂoating weather station).
Equipment on the platform included a barometer (CS106,
Campbell Scientiﬁc, Utah, USA), a net radiometer (CNR1,
Kipp and Zonen, Delft, Netherlands) installed at a height of
1.2 m, an anemometer (014A, MetOne, Oregon, USA)
installed at 2.4 m, aspirated high-accuracy (60.1C) tem-
perature probes (41342, RM Young) at heights of 0.4 and
3 m, and temperature and humidity sensors (CS215, Camp-
bell Scientiﬁc, Utah, USA) at heights of 0.55 and 2.55 m.
The net radiometer provided measurements of net radiation
(Rn) (W m
22) and estimates of surface skin temperature
(Ts ;
C), while the temperature and humidity sensors pro-
vided measurements of air temperature and humidity. As
with the EC system, scintillometer data recorded during
rain events, obvious outliers and negative LE estimates
were removed. Since averages of surface energy ﬂuxes
from the scintillometer were supplied at 10 min intervals
and averages from EC were supplied at 15 min, all compar-
isons between the estimates of the two techniques in this
study consist of hourly averages of 10 and 15 min data
measured between 1 March 2010 and 28 February 2011.
2.3. Airflow Characteristics
[19] Since, the assumptions of homogeneous and station-
ary airﬂow with negligible vertical wind velocity are com-
mon to both eddy covariance and scintillometry, additional
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quality checks were applied to the measurements from both
techniques to remove instances where these assumptions
were invalid. Foken and Wichura [1996] presented a
method for identifying nonstationary conditions relating to
the diurnal cycle of surface energy ﬂuxes, by comparing
the variation between covariance measurements and the
mean of the covariances of 5 min subperiods. Unfortu-
nately, due to data storage issues, neither the entire raw
data set or the 5 min covariance data were available for
conducting the stationarity analysis in this research. How-
ever, the short averaging periods used in this study, meant
that instances of nonstationary data were unlikely to be fre-
quent. Göckede et al. [2004] suggested checking the nonro-
tated mean vertical velocity measurements for absolute
values that exceed the threshold value of 0.35 m s21. Meas-
urements exceeding this threshold indicate either strong
topographic effects or an incorrect orientation of the sensor
[Göckede et al., 2004]. Therefore, all EC and scintillometer
measurements were excluded when EC measurements of
absolute mean vertical velocity exceeded 0.35 m s21.
[20] Integral turbulence characteristics (ITCs) are basic
similarity characteristics of atmospheric turbulence [Foken
and Wichura, 1996], and can be used to test whether the
turbulence is fully developed and homogenous by compar-
ing measured values to those estimated using MOST
[Göckede et al., 2004; Foken, 2008b]. In this study, ITCs
of vertical wind velocity, rw/u, measured by the EC sys-
tem were compared to those calculated using the parame-
terizations from Göckede et al. [2004]:
rw=u51:3 122
z
L
 1=3
(8)
for23< z/L<20.2 and
rw=u5ln
z1f
u
 
13:1 (9)
for 20.2< z/L< 0.4, where z/L and f are the stability and
Coriolis parameters, respectively. A 50% or greater diver-
gence between modeled and measured rw/u was used as
the basis for elimination. Stability parameters were calcu-
lated using Bulk Richardson numbers (RB) and the formula
for converting RB into z/L proposed by Andreas and Mur-
phy [1986].
[21] Since one of the goals of this study was to assess EC
measurements of surface energy ﬂuxes, it was decided to
keep stability analysis independent of EC measurements.
Therefore, the stability of the atmosphere was assessed
using the Bulk Richardson number [Stull, 1988]:
RB5
gDT z
Tu2
(10)
where DT ðCÞ is the difference in temperature between the
water surface and instrumentation and g/T is the buoyancy
parameter. Calculations of RB were made using Ts and Ta
measurements that were taken from the net radiometer and
CS215 temperature sensor on the ﬂoating weather station.
[22] In order to provide further information on the
wind proﬁle and turbulence structure of the air ﬂowing
to and from the reservoir, a telescopic mast (Clark Masts,
Victoria, Australia) was used to monitor airﬂow at several
heights. The mast was set up on the western bank to pro-
vide upwind characteristics of westerly winds and down-
wind characteristics of easterly winds between 12 May
2011 and 27 May 2011. It was then repositioned on the
easterly bank to provide information on upwind easterly
winds and downwind westerly winds between 7 June 2011
and 20 June 2011. The mast was extended to a height of
13.1 m above the ground level of the bank. Ultrasonic ane-
mometers (RM Young 81000, Michigan, USA) were posi-
tioned at heights of 1.3, 4.2, 7.7, and 12.9 m above the
surface. The anemometer’s measured the mean and ﬂuctu-
ating components of 3-D wind velocity and estimated sonic
air temperature. A Campbell Scientiﬁc CR23X data logger
(Campbell Scientiﬁc, Utah, USA) recorded measurements
at 10 Hz and logged u measurements every 15 min. Char-
acteristics of the airﬂow were also supplied by 2-D Wind-
sonics (Gill, Hampshire, England) and CS215 temperature
and relative humidity sensors (Campbell Scientiﬁc, Utah,
USA) positioned at a height of 2.0 m on each of the dam
walls. These supplied wind speed and direction data as well
as relative humidity (%) and air temperature (C).
2.4. Footprint Analysis
[23] The measurement footprint represents the spatial
context of the measurement [Schmid, 2002]. The extent of
the footprint of EC and scintillometry measurements
depends on the measurement height, atmospheric stability,
and surface roughness length. When footprint models have
been applied to open water in previous studies analytical
models have generally been used [i.e., Blanken et al.,
2000; Tanny et al., 2008], where only the roughness length
of the water was considered (a valid assumption at a large
water body). Several more complex numerical methods
have been adopted in order to try and estimate footprints in
complex terrain. The SCADIS (scalar distribution) one-
and-a-half-order turbulence closure footprint model [Soga-
chev et al., 2002; Sogachev and Lloyd, 2004] is an example
of a complex footprint model that can evaluate measure-
ment footprints over terrain that incorporates a variety of
surface types. The full description of the model, equations,
and numerical details can be found in Sogachev et al.
[2002, 2005]. Sogachev and Sedletski [2006] presented a
program based on a simpliﬁed version of SCADIS. The
program enables estimation of cross-wind integrated ﬂux
footprints in neutrally stratiﬁed ﬂow according to the meth-
odology given in Sogachev and Lloyd [2004]. The program
is called the SCADIS ‘‘footprint calculator.’’
[24] The output of the model consists of the cross-wind
integrated footprint function (fx’) which describes the rela-
tive contribution of each upwind surface element to the
measured scalar ﬂux. The model also gives the cumulative
footprint function (Fx’) at intervals along the streamwise
direction [Sogachev and Sedletski, 2006]. Input for the
model includes information on surface characteristics such
as geometrical roughness length, tree height and leaf area
density, and geostrophic wind speed. The surface along the
streamwise direction is represented by a line of 50 squares
with individual surface characteristics chosen by the model
user (the resolution of the squares was 10 m in this study).
Areas of open water were assigned a roughness length of
0.001 m, while the area immediately surrounding the water
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body (including the dam wall) was assigned a roughness
length of 0.25 m to represent open landscape scattered by
obstacles [Wieringa, 1998]. Forested areas were assigned a
tree height of 15 m, with the leaf area density and shape
parameter left at the default values of 3 and 5, respectively.
Farm land located beyond the trees was assigned a rough-
ness length of 0.1 m [Wieringa, 1998]. Footprints were esti-
mated using minimum and maximum geostrophic wind
speeds of 10 and 15 m s21. As in Vesala et al. [2006], it
was found that footprint results were not sensitive to geo-
strophic wind speed; therefore all results shown in this
study were run using the 10 m s21 default value.
[25] For the eddy covariance system, a separate model
scenario with speciﬁc surface characteristics was estab-
lished for winds approaching from the N, NE, E, SE, S,
SW, W, and NW at an instrument height of 2 m (note that
the resolution of measurement heights in the SCADIS
model is 1 m). In order to produce a visual representation
of the EC footprint, fx0 must be used in conjunction with a
function for cross-wind spread to estimate the cross-wind
distributed footprint function, fx0y0 [Horst and Weil, 1994;
Kormann and Meixner, 2001]. The following cross-wind
distributed footprint function was used in this study:
fx0 y05
fx0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pry0
p exp 2y0 2
2r2
y0
" #
(11)
where ry0 is the cross-wind spread.
[26] In order to estimate the scintillometer footprint,
source contributions must be estimated for several observa-
tion points along the instrument beam and multiplied by a
weighting function W(y) to account for the relative contri-
butions made to the resultant ﬂux at different sections of
the instrument beam [Timmermans et al., 2009]. In this
research, the scintillometer footprint was calculated using
six observation points situated at 50 m intervals along the
scintillometer beam (as in Saiman et al. [2011]). SCADIS
‘‘footprint calculator’’ scenarios with speciﬁc surface char-
acteristics were established for each observation point for
the two most common wind directions (south-easterly and
westerly). All scintillometer footprint scenarios in this
study were run using an instrument height of 2 m. The fx’
values calculated for each of the scintillometer observation
points were combined with the weighting function W(y) to
produce the scintillometer footprint function, fLAS :
fLAS5fx03WðyÞ (12)
[27] Typically, the criteria used to assess whether a ﬂux
measurement for a particular surface is unaffected by
upwind surfaces with differing characteristics, is if 90% of
the contribution to the measured ﬂux comes from the
desired surface [Tanny et al., 2011]. In this study, 90%
footprint isopleths for EC and scintillometry were calcu-
lated using the Fx’ function from the SCADIS ‘‘footprint
calculator.’’
[28] A limitation of the SCADIS ‘‘footprint calculator’’
is that it cannot evaluate footprints in nonneutral atmos-
pheric conditions. Therefore, an alternative approach for
assessing footprints during stable atmospheric conditions
(when footprints are largest) was used. The approximate
analytical model developed by Hsieh et al. [2000] is an
easy-to-use footprint model that has had extensive use in
previous research [e.g., Von Randow et al., 2008; Saiman
et al., 2011; Tanny et al., 2011; Guyot et al., 2012]. The
model is based on a combination of Lagrangian stochastic
dispersion model results and dimensional analysis and uses
stability as one of the variables to calculate the footprint
function. As with other analytical models, footprints can
only be evaluated using one roughness length value and so
the model is not ideally suited to evaluating footprints in
complex environments. However, in order to approximate
the effect of a stable atmospheric environment on footprint
size at Logan’s Dam, the Hsieh et al. [2000] model was run
using an aerodynamic roughness length estimated using the
method described by Sozzi et al. [1998] and wind measure-
ments from the EC system.
2.5. Energy Balance Closure
[29] Energy balance closure was assessed by comparing
total energy inputs and changes in heat storage
(Rn2DS2Qp), to outputs through turbulent ﬂuxes
(LE1H). Note that Rn (W m
22) is the net radiation, DS
(W m22) is the change in heat storage, and Qp (W m
22) is
the heat removed from the reservoir via irrigation water.
Other energy inputs and outputs such as the heat advected
into the water body and transmitted to the water through
the sediments were assumed to be negligible. Since DS for
water bodies cannot be evaluated accurately at short time
steps, energy balance closure was attempted using daily
averages of H, LE, Rn, DS, and Qp. Change in reservoir
heat storage was estimated in this study using measure-
ments from a thermistor chain (PME, California, USA)
suspended below the ﬂoating weather station platform and
the approach outlined in Nordbo et al. [2011]. Water tem-
perature measurements were made at 0.3 m increments
from 0.1 to 4.3 m deep. Measurements of Qp (W m
22)
were calculated using the approach in McJannet et al.
[2013].
3. Results
3.1. Meteorological Conditions at Site
[30] Two types of meteorological conditions characterize
the climate of the study site. Moist easterly winds domi-
nated for the majority of the year and comparatively dry
westerly winds dominated in late winter, with transitional
periods in-between. Figure 2 and Table 1 provide a sum-
mary of the seasonal meteorological conditions monitored
at Logan’s Dam between 1 March 2010 and 28 February
2011. Figure 2 shows wind roses for each season using
wind velocity data from the weather stations positioned on
the reservoir banks, while Table 1 summarizes a variety of
mean meteorological variables measured at the ﬂoating
weather station and also divides data into different atmos-
pheric stability classiﬁcations [Gockede et al., 2008]. Table
1 shows that the air temperature, water skin temperature,
and vapor pressure were greatest during summer and lowest
during winter. Mean wind speeds were greatest in spring
but were reasonably consistent throughout the year. Stable
atmospheric conditions were most frequent in winter. Note
that the stability regime above a small water body is very
different than over a land surface. At Logan’s Dam surface
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water temperature typically remained warmer than air tem-
perature for the majority of the day with short periods of
stable conditions in the afternoon when maximum ambient
air temperatures were reached.
3.2. Airflow and Turbulence Analysis
[31] The ITCs checks described in section 2.3 were
applied in order to remove instances where turbulence
may not have been fully developed and homogenous result-
ing in the removal of 23% of data. The mean wind speed
for data that failed the ITCs checks was just 1.15 m s21
while the mean wind speed of all the data was 2.38 m s21.
Data recorded by the 2-D Windsonics positioned on the
eastern and western banks showed that downwind veloc-
ities were greater during both easterly winds
(udownwind5 1.12 uupwind, R
25 0.95) and westerly winds
(udownwind5 1.40 uupwind, R
25 0.81), suggesting that there
was an increase in wind velocity as air passed over the
water surface. In addition, occasional instances of absolute
vertical wind velocities that were greater than 0.35 m s21
were also observed at the EC pontoon (about 12% of total
measurements).
[32] The turbulent properties of the ﬂow were examined
in more detail using data from four tower mounted ultra-
sonic anemometers during the two case studies described in
section 2.3. Tower measurements of u and u made at 1.3
and 4.2 m appeared to be inﬂuenced by forced acceleration
and disturbance of ﬂow caused by the dam wall. However,
close agreement between u measurements at 7.7 and 12.9
m, suggested that a constant ﬂux layer may have been pres-
ent at a certain height above the wall. In order to see
whether turbulence was homogenous across the water
body, u values measured at 7.7 and 12.9 m were compared
to those measured at the EC pontoon. During westerly
Figure 2. Wind roses for (a) Autumn (March 2010 to May 2010), (b) Winter (June 2010 to August
2010), (c) Spring (September 2010 to November 2010), and (d) Summer (December 2010 to February
2011).
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winds, a reasonable agreement was found between EC
measurements of u and tower measurements of u made
both immediately upwind (Figure 3a) and downwind (Fig-
ure 3b) of the reservoir. Note that the average westerly
wind velocity during the tower measurement periods was
2.93 m s21. Wind speeds for upwind and downwind easter-
lies were considerably lighter during the tower measure-
ment periods (mean wind velocity5 1.75 m s21) and EC u
measurements showed a poor relationship with tower meas-
urements made at all heights both upwind (all R2 values
<0.5) and downwind (all R2 values <0.25) of the reservoir.
Hence, it appeared that in moderate to strong winds
turbulence-induced upwind of the reservoir propagated the
entire length of the water body (480 m) and remained
almost fully developed, while in low winds it appeared that
turbulence was not homogenous as it passed over the water
surface (hence the low mean wind speed of data that failed
ITCs checks).
[33] Therefore, a-posteriori evidence suggested that the
source of turbulence measured at a height of 2.4 m above the
reservoir was the result of interaction between airﬂow and
land-based terrain. However, the footprint of latent and sen-
sible heat ﬂuxes may be entirely located on the water surface
even if the source area of momentum measurements is not.
For example, Klaassen et al. [2002] observed differences in
how quickly heat and momentum ﬂuxes adjusted to changes
in surface type near a forest edge. In order to establish the
source area of LE and H measurements at Logan’s Dam, an
analysis of the measurement footprints was conducted using
the SCADIS ‘‘footprint calculator.’’
3.3. Footprint Analysis
[34] The percentages of accumulated footprint function
found within the upwind dimensions of the reservoir for the
EC system for the N, NE, E, SE, S, SW, W, and NW wind
scenarios are shown in Table 2. The results indicate that for
all of the scenarios the percentage of footprint originating
from within the conﬁnes of the reservoir was close to or
above 90%. Comparisons between EC and scintillometer
footprints during south-easterly and westerly winds are
shown in Figure 4. It is clear that the majority of the foot-
print function originates from the surface of the reservoir
for both techniques. The 90% isopleths for the EC and scin-
tillometer systems lie entirely within the reservoir bounda-
ries during both scenarios.
[35] As mentioned in section 2.3.2, the extent of the
measurement footprint depends on the measurement height,
atmospheric stability, and surface roughness length. To
illustrate how crucial the surrounding terrain was in deter-
mining footprints, the SCADIS ‘‘footprint calculator’’ was
run for two scenarios with contrasting surface characteris-
tics. The ﬁrst scenario involved changing the surface type
in every square to water in order to represent a large water
body. In the second scenario, the dimensions of the reser-
voir were kept the same but all the surrounding terrain was
changed to forest. The results of the two footprint scenarios
for a south-easterly wind are shown in Figures 5a and 5b. It
is clear that the surface characteristics of the terrain sur-
rounding the reservoir have a very signiﬁcant effect on the
resulting measurement footprint, with footprints from the
open-water scenario much larger than the ‘‘actual’’ foot-
print scenario (Figure 4a) and footprints from the tree sce-
nario much smaller.
[36] In order to get an estimate of the inﬂuence that sta-
bility had on measurement footprints, the Hsieh et al.
[2000] model was used to estimate EC footprints in west-
erly winds in both neutral (L5 1000) and stable (L5 20)
atmospheric conditions. The resulting plots are shown in
Figures 5c and 5d. Comparisons between Figures 5c and
5d show that the Hsieh et al. [2000] model predicted
slightly larger footprints in stable conditions. Note also
that the Hsieh et al. [2000] model predicted slightly larger
footprints than the SCADIS model in neutral conditions.
Figure 5d suggests that the potential for minor footprint
contamination in stable atmospheric conditions cannot be
neglected. Overall, stability analysis for the entire mea-
surement period indicated that unstable atmospheric con-
ditions dominated the near-surface layer above the
reservoir, with unstable stratiﬁcation (z/L<20.0625)
present 52% of the time, stable stratiﬁcation (z/
L> 0.0625) present 16% of the time, and neutral condi-
tions present 32% of the time. Note that conditions when
z/L was greater than 0.12 (and hence the footprint may
have been larger than the one shown in Figure 5d) were
present just 9% of the time.
3.4. EC and Scintillometer Measurement
Comparisons
[37] In order to compare the suitability of each method
for long-term quantiﬁcation of evaporation, it is useful to
know the total number of data points rejected during an
entire year of measurements. The percentages of hourly EC
and scintillometer data eliminated due to technical failure,
rainfall, and theoretical restrictions are summarized in
Table 3. Theoretical restrictions for both techniques con-
sisted of eliminating data where the mean absolute vertical
wind velocity was greater than 0.35 m s21, mean wind
velocity was less than 1 m s21 and the divergence between
measured and modeled ITCs was greater than 50%. A
greater percentage of EC data was eliminated due to techni-
cal problems, which was partly due to problems in main-
taining power on the pontoon during nighttime.
Table 1. Summary of Mean Meteorological Variables During Each Season
Mean u (m s21) Mean ea (kPa) Mean Ta (
C) Mean Ts (C)
z/L<20.0625
(Unstable Stratifi-
cation) (%)
20.0625< z/
L< 0.0625 (Neu-
tral) (%)
z/L> 0.0625 (Sta-
ble Stratification)
(%)
Autumn 2.39 1.79 20.02 21.00 57 29 14
Winter 2.51 1.15 13.97 15.13 42 26 32
Spring 2.90 1.68 19.68 21.18 52 34 24
Summer 2.78 2.31 23.93 25.04 56 39 5
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Figure 3. Relationship between u values measured at the EC pontoon and at 12.9 and 7.7 m on a
tower positioned on (a) the upwind bank and (b) the downwind bank during westerly winds. Regression
equations in (3a) are (1) u12.95 0.84 uEC1 0.09, R
25 0.62, and RMSE5 0.12 m s21, (2) u7.75 0.75
uEC1 0.12, R
25 0.60, and RMSE5 0.12 m s21. Regression equations in (3b) are (1) u12.95 0.78
uEC1 0.05, R
25 0.74, and RMSE5 0.10 m s21 and (2) u7.75 0.68 uEC1 0.05, R
25 0.70, and
RMSE5 0.11 m s21. The dashed lines indicate the 1:1 lines.
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[38] The relationship between EC measurements of H
and scintillometer-derived H values from the entire mea-
surement period is shown in Figure 6. Average EC and
scintillometer-derived H values were 22.23 and 25.42 W
m22 when z/L> 0 and 16.67 and 17.67 W m22 when z/
L< 0, respectively. Note that averages were only computed
using data where both EC and scintillometry measurements
were available. Figure 6 shows that the regression equation
was close to 1, however the consistently small ﬂuxes
resulted in a considerable amount of scatter. To try and
establish whether there was any seasonal variation in this
relationship, regression analysis between EC and
scintillometer-derived H during the different seasons was
undertaken (Table 4). In addition, Figure 7 shows the time
series of EC and scintillometer H values during four 2
week periods. Periods were selected according to the avail-
ability of data (i.e., few gaps) and were selected from each
season in the study period. While there were differences
observed in the regression equations in each season, no
relationship between these differences and meteorological
conditions could be found. Both Table 4 and Figure 7 show
that the worst relationship between EC and scintillometer
H values was observed in spring.
[39] The comparisons in Figure 6 were repeated for dif-
ferent wind sectors, with data split into easterly (45–135),
southerly (135–225), and westerly (225–315) categories
(note that there were too few instances of northerly winds to
effectively analyze ﬂuxes during these conditions). Note
that all data used in this analysis were recorded when the
scintillometer was positioned as shown in Figure 1. Slightly
greater scatter was shown when the wind direction was par-
allel to the scintillometer beam with R2 values of 0.65, 0.47,
and 0.62 during easterly, southerly, and westerly winds,
respectively. This greater scatter during southerly winds
could possibly be related to the inﬂuence of land-based H
values at the edges of the scintillometer beam. Note that
almost 50% of all southerly winds occurred in spring, possi-
bly explaining the greater scatter observed in this season.
[40] Figure 8 shows comparisons between EC measure-
ments and scintillometer-derived estimates of LE for the
entire measurement period. The average values were
83.48 W m22 for EC and 100.65 W m22 for scintillometry
with a difference of 21%, hence scintillometer-derived
LE predictions were on average considerably larger than
those measured by EC. The differences were a lot larger
in stable atmospheric conditions with average EC and
scintillometer-derived LE values of 91.45 and 119.21 W
m22 (30% difference) when z/L> 0 and 78.84 and 89.82 W
m22 (14% difference) when z/L< 0, respectively. Table 5
shows the results of seasonal regression analysis between
EC measurements and scintillometer-derived LE values,
while Figure 9 shows the time series of EC and scintillome-
ter LE values for the same fortnightly periods shown in Fig-
ure 7. Some important features of Table 5 and Figure 9
include the superior relationship between EC and
scintillometer-derived LE values during summer and the
large differences observed in winter. Figure 9 also shows
that the greatest differences between LE values were
observed in the afternoon when strongest wind speeds and
greatest vapor pressure differences (hence greatest LE)
were present and stable atmospheric conditions were often
observed.
3.5. Driving Forces Behind Fluxes
[41] Figure 10 shows plots of EC and scintillometer LE
and H values against the u(es2 ea) and u(Ts2 Ta) func-
tions, which are known to have a signiﬁcant impact on tur-
bulent exchange. Note that es was derived using net
radiometer measurements of Ts which along with measure-
ments of u, Ta, and ea were taken from the ﬂoating weather
station. Both EC and scintillometer data showed strong
relationships with the u(es2 ea) and u(Ts2Ta) functions.
Figure 10a shows that there were occasional outliers where
positive EC H values were measured when u(Ts2Ta) was
negative. These outliers tended to occur shortly after a tran-
sition from Ts> Ta to Ts< Ta, suggesting that they have
been the result of EC footprint contamination occurring
when the internal boundary layer height was below the
height of the instrumentation. Normally, 1–2 h after the
transition from unstable to stable conditions the relation-
ship between H and u(Ts2 Ta) returned to normal.
3.6. Energy Balance Closure
[42] In order to gain a better understanding of the accu-
racy of each of the surface energy balance components
measured at Logan’s Dam (H, LE, Rn, DS, and Qp), an
assessment of the energy balance closure was performed
for both the EC and scintillometry techniques. The large
amount of H and LE data eliminated due to instrumental
error, rainfall, and theoretical restrictions resulted in very
few gap free days. Therefore, gaps in the EC and scintil-
lometer time series were ﬁlled using the u(es2 ea) and
u(Ts2Ta) functions from Figure 10. However, days were
excluded when more than 20% of the measurements were
estimated using these functions. Using the average daily
values of H, LE, Rn, DS, and Qp measured between 1 March
2010 and 28 February 2011, the resulting energy balance
closure values were 76% for EC and 94% for scintillome-
try, respectively. Mean energy balance closures for autumn,
winter, spring, and summer were 72%, 72%, 79%, and 77%
for EC and 89%, 113%, 98%, and 85% for scintillometry,
respectively. Energy balance closure varied quite substan-
tially between seasons, particularly for scintillometry. This
could be associated with the differences in the magnitude
of mean ﬂuxes in different seasons. For example, in winter
energy balance components were comparatively low mak-
ing any bias in H, LE, Rn, and DS measurements or energy
inputs through rain and sediment heat ﬂuxes potentially
more important.
Table 2. Percentage of Contribution to the Measured EC Flux
That Originates From Within the Reservoirs Fetch for Various
Wind Directions
Scenario
Wind
Direction ()
Fetch (m) (to the
Nearest 10 m)
% of Footprint
Within Fetch
1 N 160 >99
2 NE 150 88.9
3 E 280 92.8
4 SE 280 92.3
5 S 270 92.6
6 SW 210 >99
7 W 250 95.3
8 NW 240 92.0
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4. Discussion
[43] Bouin et al. [2012] performed a long-term compari-
son of scintillometer and EC H measurements at a lagoon in
France. As in this study, they also observed close agreement
in the magnitude of EC and scintillometer H values but wit-
nessed less scatter (R25 0.83). This could possibly be
related to the larger H values observed in Bouin et al. [2012]
than in this study. The differences between EC LE measure-
ments and scintillometer predictions of LE observed in this
study were not witnessed in the short 18 days study con-
ducted byMcJannet et al. [2011], who observed a regression
equation of LEScin5 0.82 LEEC1 10.5, R
25 0.82, and a dif-
ference in evaporation totals of just20.5%. However, meas-
urements in McJannet et al. [2011] were made in mid-
November (almost summer) when differences in LE values
in this study were typically lowest. The relationship between
EC H and u(Ts2Ta) in this study was similar to those found
in previous studies while the relationship between LE and
u(es2 ea) appeared to be particularly strong at Logan’s
Dam. At a reservoir with similar dimensions, Nordbo et al.
[2011] found that 59% of the variation in LE could be
explained by u(es2 ea) while 62% of the variation in H
could be explained by u(Ts2Ta). Results also compared
well with studies at larger lakes such as Blanken et al.
[2003] who found that 66% of the variation in LE could be
explained by u(es2 ea) while 74% of the variation in H
could be explained by u(Ts2 Ta).
[44] Lack of energy balance closure is a common trend
in micrometeorological studies worldwide. Wilson et al.
[2002] found that on average they were unable to account
for approximately 20% of the total surface energy balance
Logan’s Dam outline
EC pontoon
90% footprint isopleth
Scintillometer beam
0 150 300 m
Footprint function
High Contribution Low Contribution
(a) (b)
(c) (d)
N
Figure 4. Surface color plots of footprint function at Logan’s Dam for (a) the EC system in a south-
easterly wind, (b) the EC system in a westerly wind, (c) the scintillometer in a south-easterly wind, and
(d) the scintillometer in a westerly wind.
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across 22 FLUXNET sites of contrasting ecosystems and
climates. Nordbo et al. [2011] found mean energy balance
closures of 82% for 2006 and 72% for 2007, showing rea-
sonable agreement with the EC energy balance measure-
ments presented in this study. Possible reasons for lack of
energy balance closure include underestimation of turbu-
lent ﬂuxes, underestimation of DS and/or overestimation of
Rn [Foken, 2008a]. Potential causes of underestimation of
EC turbulent ﬂuxes at Logan’s Dam are discussed below.
Inclusion of the Qp term in energy balance closure calcula-
tions in this study made very little difference (11%), sug-
gesting that lack of energy balance closure was not
associated with uncertainties in Qp measurements. Analysis
by McJannet et al. [2013] concluded that any energy inputs
through rain and sediment heat ﬂuxes or errors associated
with DS values were unlikely to be the reason for the lack
of energy balance closure at Logan’s Dam. The same
author also discusses the possibility of net radiation error
and concluded that possible instrument bias and an
Logan’s Dam outline
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Scintillometer beam
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N
Figure 5. Surface color plots of footprint function at Logan’s Dam for the EC system for the (a) SCA-
DIS south-easterly open-water scenario, (b) SCADIS south-easterly forest scenario, (c) Hsieh et al.
[2000] westerly neutral scenario, and (d) Hsieh et al. [2000] westerly stable scenario.
Table 3. Percentage of EC Data Eliminated due to Instrumental
Error, Rainfall, or Theoretical Restrictions
Error EC Scintillometer
Technical failure (e.g., loss of power,
scintillometer equipment out of alignment,
equipment maintenance, etc.)
26 18
Rainfall (includes errors due to accumulated
water on the sensors)
4 3
Negative LE ﬂuxes 2 1
Theoretical restrictions 22 23
Total 54 45
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overestimation of net radiation had the potential to impact
energy balance closure.
[45] Potential limitations relating to the EC and scintill-
ometry methodologies used in this study that may have been
responsible for the observed differences in LE estimates are
identiﬁed and discussed in the following paragraphs. As dis-
cussed in section 2.2.2, scintillometer-derived LE estimates
were calculated using scintillometer H values and the Ver-
cauteren et al. [2009] method (equation (5)). Because of the
reliance of LE estimates on H it is possible that errors in
scintillometer LE estimates may be introduced as a result of
uncertainties in H. However, despite some scatter, no bias
was observed in the comparisons of EC and scintillometer H
values, suggesting that the difference in LE values was not
related to scintillometer-derived H. Analysis using the Ver-
cauteren method and EC H values instead of scintillometer
H values supports this. When EC H measurements were
used in equation (5) and the results compared to EC LE (Fig-
ure 11), a very similar relationship to the one in Figure 8 was
observed. Note that the average of the LE estimates modeled
using the Vercauteren method and EC measurements of H
was 98.05Wm22.
[46] The short 15 min averaging periods used in this
research may have affected the ability of the EC system to
sample the low-frequency component of the turbulent spec-
trum (large eddies) [Foken, 2008a], resulting in an underesti-
mation of LE values. Large eddies can occur at the boundaries
of a sudden change of surface type such as over a water surface
in the lee of a forested area [Foken, 2008a]. In similar terrain,
Nordbo et al. [2011] used a signiﬁcantly longer averaging
period (1 h) in conjunction with a thorough procedure for iden-
tifying nonstationary conditions, when this averaging period
was shortened to half an hour energy balance closure was
reduced by 8%. Note that because scintillometer H values
were a spatial average along the instruments beam and LE esti-
mates were derived using the Vercauteren method, it is
believed that the potential impact of short averaging periods
was greater for EC than scintillometry.
[47] Although footprint analysis has shown that the
source area of turbulent ﬂuxes measured at a height of 2.4
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Figure 6. Relationship between EC H and scintillometer H. The regression equation is HScin5 0.82
HEC11.27, R
25 0.60, and RMSE5 9.97 (W m22). The dashed line indicates the 1:1 line.
Table 4. Summary of Seasonal Regression Analysis Comparing EC Measurements of H and Scintillometer-Derived H Values
R2 Slope y-Intercept
RMSE
(W m22)
Mean EC
H (W m22)
Mean Scin
H (W m22)
Absolute Difference
(W m22)
March to May (2010) 0.64 0.90 21.36 9.15 8.10 5.71 22.39
June to August (2010) 0.63 0.99 1.36 11.52 21.44 20.04 1.40
September to November (2010) 0.47 0.66 3.74 10.48 10.05 10.37 0.32
December (2010) to February (2011) 0.55 0.80 2.38 8.24 14.77 14.21 20.56
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m was situated within the dimensions of the water surface
in the majority of conditions, authors such as Leclerc et al.
[2003] have found that nonlocal, larger-scale forcings
originating hundreds of meters outside the ﬂux footprint
can inﬂuence ﬂux measurements. If we imagine a theoreti-
cal control volume erected above the water surface in the
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Figure 7. Time series of EC and scintillometer measurements of H for (a) 15 May 2009 to 31 May
2009, (b) 10 August 2009 to 23 August 2009, (c) 14 October 2009 to 27 October 2010, and (d) 4 Febru-
ary 2011 to 17 February 2011.
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form of a cube with the EC instrumentation situated at the
center of the control volume lid [Finnigan et al., 2003], a
horizontal gradient in the mean vapor pressure and/or wind
speed would result in an advective component in the layer
between the water surface and the EC measurement
height. This advection will inﬂuence the mass conservation
of the cube and result in an underestimation of EC LE
measurements. At an irrigated agricultural area Oncley
et al. [2007] measured advected latent heat ﬂuxes of up to
30 W m22.
[48] Measurements from the weather stations on the east-
ern and western banks showed that changes in the vapor
pressure and temperature of the air as it passed over the
water surface were very minor (ea(downwind)5 1.00 ea(up-
wind), R
25 0.98, Ta(downwind)5 0.97 Ta(upwind), R
25 0.95 in
stable conditions and Ta(downwind)5 1.01 Ta(upwind),
R25 0.96 in unstable conditions). However, it is believed
that possible advection at Logan’s Dam may have been the
result of the substantial increase in the mean horizontal
velocity of the air as it passed over the water surface, and
hence was most likely to occur during strong winds which
generally occurred in the afternoon when the difference
between EC LE measurements and scintillometer-derived
LE estimates was greatest. It is not believed that LE was
underestimated by the Vercauteren method in conditions of
strong advection because of the low H values and domi-
nance of the EA term in equation (5) during these condi-
tions. The EA term is a measure of the capacity of the air to
transport water vapor and is applicable regardless of the
validity of the assumption of no advection.
[49] As discussed in section 3.4, the differences in EC
LE measurements and scintillometer-derived LE estimates
were greatest during stable atmospheric conditions. One
possible explanation for this is the potential inﬂuence of
footprint contamination during strongly stable conditions
as discussed in section 3.3. If the EC instrumentation was
inﬂuenced by dry air that was transported by turbulence
from beyond the upwind dimensions of the reservoir during
stable conditions, then LE would be underestimated. In
contrast, if the scintillometer measured additional H from
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Figure 8. Relationship between EC LE and scintillometer LE. The regression equation is LEScin5 1.04
LEEC1 14.11, R
25 0.76, and RMSE5 31.46 (W m22). The dashed line indicates the 1:1 line.
Table 5. Summary of Seasonal Regression Analysis Comparing EC Measurements of LE and Scintillometer-Derived LE Values
R2 Slope
y-
Intercept
RMSE
(W
m22)
Mean EC
LE
(W m22)
Mean Scin
LE
(W m22)
Absolute
Difference
(W m22)
%
Difference
March to May (2010) 0.82 1.09 15.72 34.02 71.32 93.75 22.43 31
June to August (2010) 0.77 1.39 1.13 36.22 59.33 83.50 24.17 41
September to November (2010) 0.72 1.08 13.74 33.60 72.66 91.97 19.31 27
December (2010) to February (2011) 0.76 1.08 21.35 37.32 114.36 122.26 7.90 7
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upwind of the reservoir during stable conditions, then
the resultant LE would be overestimated by the Vercaute-
ren et al. [2009] equation. The superior relationship
between EC measurements and scintillometer estimates of
LE in summer and poor performance in winter may have
been related to the more frequent periods of stable
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Figure 9. Time series of EC measurements and scintillometer predictions of LE for (a) 15 May 2009
to 31 May 2009, (b) 10 August 2009 to 23 August 2009, (c) 14 October 2009 to 27 October 2010, and
(d) 4 February 2011 to 17 February 2011.
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stratiﬁcation in winter and dominance of unstable condi-
tions in summer (see Table 1).
[50] As noted in section 2.2.2, the Vercauteren method
requires the assumption of equality between the transfer
coefﬁcients of heat and humidity (CT5Cq). In Vercauteren
et al. [2009], this assumption was tested by comparing the
Bowen ratio values calculated using equation (6) (assumes
CT5Cq) and those derived using EC surface energy ﬂux
measurements (does not assume CT5Cq). Repeating this
analysis for this study (Figure 12) shows that there was a
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Figure 10. (a) Scintillometer and EC H values as a function of u(Ts2Ta) and (b) scintillometer and
EC LE values as a function of u(es2 ea). Regression equations are (1) HScin5 1.90u(Ts2Ta)1 8.91,
R25 0.79, (2) HEC5 1.59u(Ts2 Ta)1 9.36, R
25 0.63, (3) LEScin5 3.46u(es2 ea)1 19.88, R
25 0.87,
and (4) LEEC5 2.79u(es2 ea)1 18.34, R
25 0.80.
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reasonable agreement between the B estimates from the two
methods. However, EC B values tended to be slightly greater
than modeled values when B was large and positive, suggest-
ing that CT may have been greater than Cq in these condi-
tions. Since the Vercauteren method assumes that CT and Cq
are equal, it is possible that LE was overestimated in unsta-
ble conditions when H values were large and positive.
[51] An area that would beneﬁt from further research is
the speciﬁcation of momentum roughness length (z0m) in
the scintillometer calculation scheme which is calculated
using a modiﬁed version of the Zilitinkevich [1969] equa-
tion for estimating z0m over open water. Momentum rough-
ness length is used to calculate u which in turn is used to
estimate EA. McJannet et al. [2013] undertook a sensitivity
analysis and found that scintillometer LE estimates were
reasonably sensitive to z0m while H estimates were not.
However, because of the complex nature of the airﬂow and
wave formations that exist in environments such as Logan’s
Dam, estimating representative roughness length values
presents a considerable challenge.
[52] The methodology of surface energy ﬂux estimation
using scintillometry and the Vercauteren et al. [2009]
method shows tremendous potential for application to
larger water bodies. At a large lake the greater fetch means
that concerns associated with land generated turbulence
and horizontal advection can be largely ignored. The poten-
tial to setup scintillometer equipment on the shoreline of a
lake presents signiﬁcant advantages over equipment
mounted on the water surface in terms of access, mainte-
nance, and reducing the likelihood of wind and wave
related damage. In addition, the ability of scintillometry to
account for possible spatial variability in surface energy
ﬂuxes across the instrument beam and so provide more spa-
tially representative ﬂux predictions than an EC system,
make the technique very appealing for quantifying evapo-
ration over large lakes.
5. Conclusion
[53] The ability to accurately measure surface energy
balance components in the complex environment of a small
reservoir was assessed using the eddy covariance (EC) and
scintillometry methods. The primary source of turbulence
measured above the reservoir was believed to be the result
of interaction between airﬂow and land-based terrain. A
gradual increase in the mean horizontal velocity and occa-
sional instances of strong vertical wind velocities were also
witnessed. However, footprint analysis using the SCADIS
two-dimensional ‘‘footprint calculator,’’ suggested that in
the majority of conditions the footprints for both EC and
scintillometry originated from the water surface, due
largely to the rough terrain surrounding the reservoir.
[54] Results suggested that both eddy covariance and
scintillometry are capable of obtaining data sets of reasona-
ble size and quality in the majority of seasonal weather
conditions found at the study site. Overall, reasonable
agreement was shown between the sensible heat ﬂux meas-
urements of the EC and scintillometry techniques.
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Figure 11. Relationship between EC LE measurements and those modeled using the Vercauteren
method and EC measurements of H. The regression equation was; LEVec5 1.16 LEEC1 1.09, R
25 0.81,
and RMSE5 34.22 (W m22).
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However, the small magnitude of the ﬂuxes resulted in a
considerable amount of scatter. On average, scintillometer-
derived estimates of latent heat ﬂux were 21% greater than
EC measurements with greater differences observed in sta-
ble atmospheric conditions. Possible explanations for the
difference in LE measurements include EC averaging times
that were too short, overestimation of scintillometer-
derived LE estimates as a result of assuming equality
between the transfer coefﬁcients of heat and humidity, the
affect of advection on EC measurements and contamination
of the footprints of both techniques during strongly stable
atmospheric conditions. Further research at small reservoirs
on appropriate surface ﬂux averaging times, specifying the
surface roughness length and quantifying the effects of
advection would be of great beneﬁt for improving measure-
ments of surface energy ﬂuxes over small water bodies.
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