Abstract. The Simple Motif Problem (SMP) is: given a set of strings Y = {y0, y1, . . . , yn−1} built from a finite alphabet Σ, p > 0 an integer and q ≤ n a quorum, find all the simple motifs of length at most p that occurs in at least q strings of Y . This paper presents an experimental evaluation of algorithms dealing with SMP and using a minimal forbidden pattern approach. The experiments are concerned both with running times and space consumption.
Introduction
The motif finding problem consists in finding substrings that are more or less conserved in a set of strings. This problem is a fundamental one in both Computer Science and Molecular Biology. Indeed, when the concerned strings code biological sequences, i.e., DNA, RNA and proteins, extracted motifs offer to Biologists many tracks to explore and help them to deal with many challenging problems. In the literature, several versions of the motif finding problem have been identified [4] : [2, 11] ; -Extended (l,d)-Motif Problem (ExMP) [9, 14] ; -Edited Motif Problem (EdMP) [12, 13] ; -Simple Motif Problem (SMP) [12, 5] .
A simple motif is a string built from a finite alphabet Σ ∪ {?} that cannot begin or end with ?, where Σ is a set of symbols and ? ∈ Σ is a wildcard symbol, it can be replaced by any symbol from Σ.
Let Y = {y 0 , y 1 , . . . , y n−1 } be a set of strings built from an alphabet Σ, p > 0 be an integer and q ≤ n be a quorum, the Simple Motif Problem (SMP) is to find all the simple motifs of length at most p that occurs in at least q strings of Y .
Actually, concerning SMP the main existing solutions are:
-the algorithm given by Floratos and Rigoutsos [8] , -the one described by Rajasekaran et al. [12] .
-the SMS-Forbid and SMS-H-Forbid algorithms by El Falah et al. [5, 6] .
In this paper, we focus on SMP and we propose an experimental evaluation of algorithms SMS-Forbid and SMS-H-Forbid. Both algorithms are based on a minimal forbidden pattern approach. Algorithm SMS-Forbid uses indexing structures (either suffix trees or suffix arrays) while algorithm SMS-H-Forbid uses an hash table. The experiments are concerned both with running times and space consumption. These experiments were conducted on pseudo-randomly generated data on two alphabet sizes: 4 (to simulate DNA sequences) and 20 (to simulate protein sequences).
We organize the rest of the paper as follows: In section 2, we present some useful definitions and notations. In section 3, we review algorithms SMS-Forbid and SMS-H-Forbid. Section 4 presents experimental results. In section 5, we give our conclusion and perspectives.
Preliminaries
A simple motif is a string built from an alphabet Σ ∪ {?} that cannot begin or end with ?, where Σ is a finite set of symbols and ? ∈ Σ is a wildcard symbol, it can be replaced by any symbol from Σ. Symbols of Σ are said to be solid while the wildcard symbol ? is said to be non-solid. The length of a simple motif is the number of the symbols that constitute this motif, including the wildcard symbols.
A string of symbols from Σ is called a -mer. A string of symbols from Σ ∪ {?} is called a -pattern. A -pattern z 1 is equivalent to a -pattern z 2 (z 1 ∼ = z 2 ), if at every position where z 1 and z 2 contains both solid symbols these symbols are equal. Formally,
A -pattern z 1 is more general than a -pattern z 2 if a position in z 2 contains the wildcard symbol implies that the same position in z 1 contains the wildcard symbol and if a position in z 2 contains a solid symbol then at the same position in z 1 there could be either the same symbol or a wildcard symbol. Formally
Let Y = {y 0 , y 1 , . . . , y n−1 } be a set of strings built from an alphabet Σ and let N = 
Minimal Forbidden Pattern Approach
In this section, we present two algorithms SMS-Forbid and SMS-H-Forbid.
SMS-Forbid Algorithm
Given a set Y of n strings, a quorum q ≤ n and an integer p. The algorithms output the set of motifs of length at most p that occurs in at least q strings. A pattern z of length at most p is said to be a minimal forbidden pattern if it occurs in less than q strings but all its proper factors beginning and ending with a solid symbol occur in at least q strings.
For each position on the input strings, we use all the windows of length for 3 ≤ ≤ p. Each window defines an -mer. Each -mer x defines a set of -patterns X. At each position of each -pattern z of X, the symbol of z is either the symbol at the same position of x or the wildcard symbol except for the first and the last symbols of z that are necessarily non-wildcard symbols. Formally,
These -patterns together with the generality relation form a lattice. The minimal element of the lattice is x itself and the maximal element is Fig. 1 : the minimal element is x = CAGAT and the maximal element is C? −2 T). Each node of the lattice represents an -pattern. The -patterns are scanned by doing a breadth-first search of the lattice beginning from the minimal element.
When a -pattern z is considered, if it has already been output or it contains minimal forbidden patterns as factors or it is more general than an output pattern, then it is disregarded otherwise it is searched in the strings of Y . Then if it occurs in at least q strings it is output and all its successors in the lattice are not considered since they are more general. On the contrary if it does not occur in at least q strings it is added to the set of minimal forbidden patterns.
The generation of the -patterns is performed using a breadth-first search of the lattice for the following reason. When a -pattern is discovered all its successors in the lattice, that are more general, do not have to be considered. They are thus marked using a depth-first search of the lattice from the discovered -pattern. During the remaining of the breadth-first search, marked -patterns are not considered.
Contrary to the algorithm presented in [12] , the new approach does not search for all the -patterns generated from the n strings of Y but it begins by searching the more specific patterns i.e. the less general patterns which avoids the sorting step. Moreover it maintains a set of minimal forbidden patterns that do not occur in at least q strings in order to not search for any pattern that contains a factor that has already been unsuccessfully searched. This two techniques reduce the number of patterns to be searched for. The search of one -pattern in one string y of Y is done using an indexing structure of y which can be done in a time proportional to . Furthermore the new approach only outputs the more specific motifs that occur in at least q strings of Y . This should help the biologist to identify important motifs.
An illustrative example: Let Y = {y 0 = ACGAAGACT, y 1 = CGTAGCTAC, y 2 = CAGTACTAT, y 3 = ACGTACAAA, y 4 = CCTACTGCT} be a set of strings built from the alphabet Σ = {A, C, G, T}. The set of most specific simple motifs having length at most p = 6 and occuring in at least q = 3 strings of Y is {TAC, ACT, GTA, CTA, C?TA, CG?A}.
We will give a top-down detailed presentation of the algorithm. It builds the set Res of searched motifs of length at most p contained in at least q strings and uses a set T of minimal patterns that are not contained in at least q strings. It scans the n strings of Y from y 0 to y n−1 . For each position of each string it considers all the windows of length for 3 ≤ ≤ p (at the end of the strings it may be less than p). For each -mer x defined by each window of length , the breadth-first search of the lattice is performed level by level.
During the breadth-first search of the lattice, when a non-marked -pattern x is considered, it is searched in the set Res of resulting -motifs. For that, the set Res is implemented using a trie: looking if an -pattern x belongs to Res simply consists in spelling x from the root of the trie. If x belongs to Res then all it successors are marked using a depth-first search.
If x does not belong to Res then the algorithm checks if it contains minimal forbidden patterns. This consists in searching for a finite set of patterns T with wildcard symbols in a text with wildcard symbols x, where a wildcard symbol in the text only matches a wildcard symbol in the set of patterns while a wildcard in the set of patterns may match any symbol in the text.
If x does not contain any minimal forbidden pattern then it is searched in all the strings of Y from y j+1 to y n−1 since it has not been considered before dealing with y j and it has at least one occurrence in y j . If it occurs in at least q strings, it is added to Res and all its successors are marked using a depth-first search. Otherwise it is added to the set T of minimal forbidden patterns.
The lattice is completely traversed in a breadth-first search in every cases. Each -pattern x in the lattice is associated with an integer from 0 to 2
whose binary representation is given by x[1 . . − 2] where each solid symbol is replaced by 0 and each wildcard symbol is replaced by 1. For example ab?ba is associated to 2 whose binary representation is 010. This enables to mark easily the nodes of the lattice. The candidate patterns are generated by considering the strings from y 0 to y n−1 . When a pattern is generated from y j it occurs at least once in y j then it is searched in the following strings: y j+1 , y j+2 , . . . , y n−1 .
This procedure considers a factorization of an -pattern x as follows: A problem remains when a more specific patterns is found after a more general pattern. Then the set of resulting patterns has to be filtered.
SMS-H-Forbid Algorithm
In order to easily find the candidate patterns we define a table H for every couple of solid symbols and every integer k from 0 to p − 3 as follows:
When a candidate -pattern is generated from position j in string y i , if -it has not already been output or -it does not contain minimal forbidden patterns as factors or -it is not more general than an output pattern 
Complexities
We will now give the complexities of both algorithms SMS-Forbid and SMS-H-Forbid.
The algorithm SMS-Forbid scans all the positions of the n sequences of Y . For each position it considers all the -patterns defined by the corresponding -mer for 3 ≤ ≤ p. The number of elements of all the corresponding lattices is bounded by 2 p+1 . Processing one -pattern x consists in looking if x is in Res, checking if x contains minimal forbidden patterns and searching x in the n sequences of Y . Looking if x is included in Res can be done in O(|x|) time using a trie for Res. Checking if x contains minimal forbidden patterns consists in using an algorithm for searching a single pattern with wildcard symbols in a text with wildcard symbols for every pattern in T . This can be done in O(|T ||x|). The search of one -pattern x in one string y of Y consists in spelling all the solid factors of x into the indexing structure of y. When a solid factor u of length |u| is searched in y, it can be done in O(|u| log σ) with the suffix tree of y and in O(|u| + log |y|) with the suffix array and the Longest Common Prefix array of y (see [3] ). However the search for each solid factor can return a list of positions of size O(|y|).
Thus the time complexity of this step is O(|x| log σ + p|y|) with suffix trees and is O(|x| + log |y| + p|y|) with suffix arrays.
The time complexity for building the indexing structures for all the n sequences of Y is O(N ). Altogether the time complexity of the algorithm SMS-
where m is the maximal length of the sequences of Y .
The algorithm requires to build and traverse all the lattices corresponding to -patterns. An array of size 2 −2 is used to mark the nodes of each lattice. Thus the space complexity for the lattices is O(2 p ). The space complexity of the indexing structures for all the n sequences of Y is O(N ). In the worst case the size of Res and T is bounded by |Σ| p . Altogether the space complexity of the algorithm SMS-Forbid is O(N + 2 p + |Σ| p ). A similar analysis can be done for algorithm SMS-H-Forbid. The complexities are summarized in table 1. 
Next, we will denote by SMS-ST the SMS-Forbid algorithm using suffix trees, SMS-SA the SMS-Forbid algorithm using suffix arrays and SMS-Hash the SMS-H-Forbid algorithm.
Experimental Results
We implemented our algorithms in C. Experimental results were conducted on pseudo-randomly generated data using the KISS generator [10] on two alphabet sizes 4 (to simulate DNA sequences) and 20 (to simulate protein sequences). All the experiments were performed on a P4.2 GHz machine with 3GB memory.
We measured the computing time and the space consumption of these algorithms for different values of m, n, p and q. All these results have been obtained through computing an average on 15 draws. Fig. 2 and 3 show the variation of computing time in function of m and n for p = 7 and q = 10 on DNA alphabet. The X-axis represents m and the Y-axis represents the computing time t in seconds. We note that we have used a nonlinear method to implement the suffix arrays for the input strings but which is fast in practice. As we can notice, SMS-H-Forbid performs better than SMS-Forbid in terms of running time since it uses a hash table instead of an indexing structure for the strings in Y (see Fig. 4 ). Indeed, the hash table used in SMS-H-Forbid makes easier the search of candidate patterns. We have also computed the memory consumption in MB of the specific data structures used by each algorithm (see table 2 ). This table show that the SMSForbid algorithm using suffix arrays consumes less memory than the other algorithms.
We have employed our algorithms on various pseudo-randomly generated protein sequences (see Fig. 5 ). The experimental study show that SMS-H-Forbid algorithm is a faster solution to SMP when the input strings are built with protein alphabet, despite the fact that its worst case time complexity is bigger than the one of SMS-Forbid. Fig . 6 shows the results obtained for SMS-H-Forbid in function of q and n for m = 100. As we can notice, the curves have a bell-like shape. Indeed, for a low value of q, the possibility of finding quickly the motifs is higher. When q is getting closer to n, the number of detected minimal forbidden motifs increases. So, the possibility to reduce the computing time is also higher.It is also remarkable to note that the peak of the curves obtained with protein alphabet is for a low value of the quorum. Indeed, the size of the alphabet makes the possibility of finding simple motifs that have occurrences in at least q strings decreases rapidly as q increases. Table 2 . space consumption in MB with DNA alphabet for n = 500 P P P P P P P 
Conclusion
In this paper, we have proposed an experimental evaluation of algorithms dealing with SMP. It is remarkable to note that our algorithms have the ability to identify the most specific motifs earlier in the search process, which allows less specific motifs to be pruned. By using this technique, we avoid the sorting step of SMS algorithm presented in [12] and we filter motifs respecting the generality relation between patterns. Experimental results show that our algorithms are well performing in practice. To have a more efficient solution in terms of space consumption, we are studying how to determine a new algorithm using the FMIndex [7] which is a data structure based on the Burrows-Wheeler Transform [1] .
