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ABSTRACT 
This dissertation concerns advances in high-resolution optical microscopy needed 
to detect faults in next generation semiconductor chips. In this application, images are 
made through the chips' back side to avoid opaque interconnect metal layers on the front-
side. Near infrared wavelengths are required, since the silicon is relatively transparent at 
these wavelengths. A significant challenge in this technique is to resolve features as small 
as 200nm using wavelengths exceeding 1 OOOnm. The highest imaging resolution 
achievable with refractive optics at infrared wavelengths is demonstrated in this 
dissertation using an aplanatic solid immersion lens (SIL). This is the only method that 
has been found to be of sufficient resolution to image the next generation of integrated 
circuits. While the use of an aplanatic solid immersion lens theoretically allows 
numerical aperture far in excess of conventional microscopy (NAs1L ~ 3.5), it also makes 
the system performance particularly sensitive to aberrations, especially when the samples 
have thicknesses that are more than a few micrometers thicker or thinner than designed 
thickness, or when the refractive index of the SIL is slightly different than that of the 
sample. 
In the work described here, practical design considerations of the SILs are 
Vl 
examined. A SIL-based confocal scannmg microscope system is designed and 
constructed. The aberrations of the system due to thickness uncertainty and material 
mismatch are simulated using both analytical model and ray-tracing software, and are 
measured in the SIL experimental apparatus. The dominant aberration for samples with 
thickness mismatch is found to be spherical aberration. Wavefront errors are 
compensated by a microelectromechanical systems deformable mirror (MEMS DM) in 
the optical system's pupil. The controller is implemented either with closed-loop real 
time sensor feedback or with predictive open-loop estimation of optical aberrations. 
Different DM control algorithms and aberration compensation techniques are studied and 
compared. The experimental results agree well with simulati n and it has been 
demonstrated through models and experiments in this work that the stringent sample 
thickness tolerances previously needed for high numerical aperture SIL microcopy can be 
relaxed considerably through aberration compensation. Near-diffraction-limited imaging 
performance has been achieved in most cases that correspond to practical implementation 
of the technique. 
Vll 
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Chapter 1 INTRODUCTION 
1.1 Motivation 
Since 1990' s, optical microscopy has been a valuable tool for photonic-based analysis of 
integrated circuits (IC) (Soden and Anderson 1997). As more and more opaque 
interconnect metal layers are implemented on the front surfaces of ICs, back-side analysis 
has gradually become an industry standard for IC failure analysis (FA) and fault isolation 
(FI) (Liebert 2001). This technique takes advantage of silicon' s relative transparency to 
infrared (IR) wavelengths. Many FA techniques have been developed using scanning 
optical microscopes (Cole, E.I. et al. 1994), where reflected or absorbed light activate 
electrical/optical characteristics of the test device. Examples include laser voltage 
imaging (LVI), laser voltage probing (L VP) (Liao et al. 201 0), optical beam induced 
resistance change (OBIRCH), optical beam induced current (OBIC) (Nikawa, Matsumoto, 
and Inoue 1995), thermally-induced voltage alteration (TIV A) and light-induced voltage 
alteration (LIVA) (Falk 2001). These techniques have shown to be useful in IC backside 
FA and FI not only because of their better spatial resolution and depth of field compared 
to conventional optical microscopy, but also because their contrast is directly modulated 
by regions of the failure in the device under test (DUT). 
Driven by the Moore 's law, transistor sizes have shrunk considerably over the 
years so that manufacturers can achieve lower cost, higher clock speed, and better 
electrical efficiency. However, smaller device size poses a challenge to photonic-based 
F A/FI techniques, because the IC feature size is approaching theoretical resolution limits 
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for the IR wavelengths at which silicon is relatively transparent. To optically distinguish 
closely packed transistors in the next-generation IC, higher resolution resolving power is 
required. 
In the past decade, there have been numerous efforts to improve the spatial 
resolution of optical beam F A/FI techniques. Solid immersion lens (SIL) microscopy is 
one promising technique for this application (V amivakas et al. 2008). By taking 
advantage of the high refractive index of silicon (Si) or gallium arsenide (GaAs) using 
near-infrared (NIR) illumination, the effective NA of a microscope can be significantly 
increased, thus higher resolution and better light collection efficiency can be achieved 
(Mansfield and Kino 1990). Figure 1 shows the reported optical resolution achieved by 
SILs and other sophisticated optical techniques compared with shrinking "technology 
node", an industry-standard designation of the smallest line width used in IC fabrication. 
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Figure 1. Optical isolation capability compared with gate and metal pitch at different technology 
node. Source from 2011 International Technology Roadmap for Semiconductors and public data 
from major semiconductor foundries. 
There are two major types of SILs, namely central SILs (cSILs) and aplanatic 
SILs (aSILs), both of which provide aberration free imaging at a single point (Ippolito, 
Goldberg, and Unlu 2001). While the cSIL requires a high NA backing objective to 
realize high NA imaging (demonstrated to have an NA of 2.6 in the commercially 
available instruments), the aSIL can achieve a theoretical maximum NA of 3.5 (silicon 
refractive index at 131 Onm (Adachi 1988)) with a relatively low NA backing objective 
(1 Ox - 20x). The lower backing objective NA and the higher achievable system NA make 
aSIL technology an attractive alternative (Koklu et al. 2008). 
However, due to the very high NA nature of the aSIL, system performance is 
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particularly sensitive to aberrations, especially when the chips have thicknesses that are 
more than a few micrometers thicker or thinner than designed thickness (Ippolito, 
Goldberg, and Unlu 2005). In practical scenarios, DUT is usually thinned by polishing 
process to avoid light absorption in highly doped silicon. The geometric tolerances used 
for the combination of the thinned substrates and SIL make it challenging to ensure that 
the object to be imaged is located at the aplanatic plane (the axial plane containing the 
aplanatic point). Typical polishing tolerances on silicon devices and SILs are of the order 
of 1 OJ..lm. In addition, differences in coefficients of thermal expansion (CTE) between 
device, package and underfill interfaces can easily introduce 10 to 150Jlm of silicon warp 
across the DUT. Current sample preparation techniques typically involve "flat-top" 
grinding and polishing result in non-uniformity in silicon thickness across the DUT, 
which significantly limits the effectiveness of F A/FI tool that uses SIL technology 
(Richardson et al. 2013). Therefore, in general, DUTs cannot be relied on to have the 
appropriate substrate thickness to match the design, a major issue for failure analysis to 
adopt aSIL technologies. 
In this dissertation, the aberrations of the system due to thickness uncertainty and 
material mismatch are characterized. We compensate those aberrations by controlling a 
microelectromechanical systems (MEMS) deformable mirror (DM) with nanometer scale 
precision in the optical system's pupil. With this approach, we alleviate the tight 
tolerance on sample thickness and the material index matching requirement. Diffraction-
limited imaging is demonstrated in most cases. 
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1.2 Research Goal 
The main goal of this research was to demonstrate the state-of-the-art imaging resolution 
performance using aSILs to meet the need for resolving ever-finer structure in 
semiconductor IC chips. An analytical and ray-tracing model based on the aSIL geometry 
and optical properties were used to reveal the precise character of aberrations in aSIL 
imaging. This aberration analysis will help SIL manufacturing tolerance, and potentially 
guide FA sample preparation when use aSILs. An aSIL confocal scanning microscope 
was built to verify the aberration theory and correct all possible aberrations in aSIL 
imaging. 
To compensate the aberrations in the microscope system and recover aSIL 
imaging performance, we used an adaptive optics (AO) system comprised of a MEMS 
DM. The DM was calibrated enabling it to generate Zernike polynomial shapes with 
nano-meter precision for open-loop aberration compensation. Also, a DM closed-loop 
control algorithm was developed as an alternative approach to aberration compensation. 
Finally, a Shack-Hartmann wavefront sensor (SHWFS) was built to show system residual 
error. 
A nanometer scale resolution test pattern was manufactured using electron beam 
lithography to quantify the image improvement in imaging resolution in experimental 
work. 
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1.3 Dissertation Overview 
This work on adaptive optics wavefront compensation for solid immersion microscope is 
organized into seven chapters, with this introduction as the first chapter. 
Chapter Two begins by summarizing photon based techniques that are currently 
used for semiconductor IC FA, and addresses the need for better optics to resolve ever-
finer features in future ICs. Two types of SILs that can increase resolution are described 
and compared. The quantitative requirements for adaptive optics compensation of an 
aSIL microscope are described. 
Chapter Three explores DM controllability, with both open-loop and closed-loop 
control systems. Two control algorithms for closed-loop control are detailed. A double-
DM zoom module is described as an example system to illustrate nanometer-precision 
open-loop shape control and closed-loop aberration compensation. 
Chapter Four details design, modeling and characterization of the AO-aSIL 
confocal microscope. Design considerations of the microscope are described. Common 
aberrations and their magnitude are simulated. In addition, a resolution test sample is 
specifically designed and fabricated for aSIL resolution testing. 
Chapter Five details experimental results using adaptive optics without a 
wavefront sensor. Aberration control using open-loop DM shape control as well as 
quality metric based closed-loop control are described, discussed and compared. 
Chapter Six focuses on wavefront sensor based AO control. An InGaAs camera is 
used to construct a Shack-Hartmann wavefront sensor that measures dominant residual 
' t . 
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wavefront errors in the system. Advances and practical limitations of using this type of 
wavefront sensing device are discussed. 
The final chapter summarizes the presented research, discusses the possible future 
directions of the AO-aSIL scanning microscope, and concludes the entire dissertation. 
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Chapter 2 BACKGROUND 
2.1 Photon Based Defect Localization Techniques 
The scanning optical microscope has been a valuable tool for photon based IC inspection 
since 1990's (Soden and Anderson 1997). The scanning laser produces reflected light 
images that improve the microscopy spatial resolution compared to conventional wide 
field microscopy. In addition, subsurface imaging is also possible by taking advantage of 
silicon's relative transparency to infrared wavelengths, which is a main driving force in 
silicon IC backside analysis (Ippolito, Goldberg, and Unlu 2001). 
A number of F A/FI techniques have been developed in the past several years. 
Most use a scanning laser beam to activate and record electrical/optical characteristics of 
the DUT (Cole, E.I. et al. 1994). As the focused laser beam passes over a test device, it 
causes changes in the device electrical characteristics mainly through two effects: 
creating photo-carriers or local heating effect. If the laser wavelength is below the silicon 
band gap (1.11eV at room temperature), only thermal effects occur. Shorter wavelengths 
above silicon band gap will produce both photo-carriers and heating. However, the photo-
carrier signal is generally orders of magnitude stronger and overwhelms any thermal 
signals (Falk 2001). As shown in Figure 2, the photon based FA/FI techniques can be 
categorized in two groups: reflectance and absorption. Each group has advantages with 
respect to specific types ofiC failures . 
LVI, LVP 
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Figure 2. Photon based FA techniques and their target failure. 
Because these photon based FA techniques are realized by scanning a focused 
laser spot over the DUT, the fault isolation resolution is fundamentally limited by the 
focused spot size of the scanning optical microscope. Based on Sparrow criterion 
(DenDekker and VandenBos 1997)(Sparrow 1916), the resolution of a microscope, o, 
can be conveniently represented as follows: 
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A 
8 = 0.61 NA (1.1) 
where A is the laser wavelength and NA is the numerical aperture of the system. 
NA = nsine (1.2) 
Here n is the refractive index of the medium and e is the maximum half cone 
angle of the light that can enter the objective. 
To meet the challenge of resolving increasingly smaller feature sizes in integrated 
circuits (ICs) requires the use of the highest possible NAs, which can only be achieved 
using SILs (Sales and Morris 1997). 
2.2 Solid Immersion Lens 
Sine their invention in 1990 by Mansfield (Mansfield and Kino 1990)(Kino 1999), SILs 
have become widely used in a variety of applications such as high-density optical storage 
(Y. H. Lu, Xie, and Hai 2003)(1chimura, Hayashi, and Kino 1997)(Mansfield et al. 1993), 
near field scanning microscopy (Ghislain and Elings 1998)(Fletcher et al. 2000)(T. Chen 
et al. 2006), and semiconductor IC backside inspections with high collection efficiency 
(Serrels, Ramsay, and Reid 2009)(Ramsay et al. 2007)(Ramsay et al. 2005)(Koklu and 
Unlu 2010). The basic principle is the same as that of oil-immersion microscopy in that it 
takes advantage of the high index of refraction of the immersion material (Koklu et al. 
2008). 
In conventional optical rmcroscopy when imaging subsurface structures as 
illustrated in Figure 3(a), the reflection at the planar surface of prohibits light escape 
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above the critical angle, which is defined as sin-1 (~) according to Snell's law. The 
absence of light travelling back above the critical angle limits the spatial resolution, even 
when using large NA backing objective. However, for subsurface imaging with SILs, 
shown in Figure 3 (b) and (c), the added silicon spherical structure overcomes the critical 
angle limitation introduced by the air-silicon interface. Hence it allows further increases 
in resolution by at least a factor of n (Ippolito, Goldberg, and Unlu 2005). 
L...-------'1 !.._______, 
(a) (b) (c) 
Figure 3. Subsurface imaging using (a). Conventional microcopy. (b). Central SIL microscopy 
(c). Aplanatic SIL microscopy. Same NA is used in all three cases. Image from Ippolito eta!. [11]. 
2.2.1 Central solid immersion lens and aplanatic solid immersion lens 
A SIL is generally shaped in hemisphere or hyper-hemisphere geometry. The spherical 
surface of the SIL faces the backing objective and the planar surface is in direct contact 
with the DUT. Two types of SIL geometries create aberration-free imaging in a perfect, 
axial system. The first type, Figure 4 left, is the central SIL (cSIL) configuration, where 
light follows the radii to focus at the center of the lens. The second is the aplanatic SIL 
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( aSIL) configuration, where light refracts at the curved surface, focusing to the aplanatic 
point, a distance Rln below the center of the immersion lens (Figure 4, right), where R is 
the radius and n the refractive index of the immersion medium. The aSIL increases the 
NA of the imaging system by a factor of n (to a maximum value of n when the sine of the 
cone angle equals unity) compared to cSILs. 
1R 
.. .. .. .. ............... ~R/n 
Figure 4. SIL geometries. Left: Central SIL. Right: Aplanatic SIL. Both geometries are 
theoretically aberration-free, but the aSIL has larger NA, allowing higher resolution. The figures 
accurately show the NA of the SILs with the cSIL at aNA of2.6 and the aSIL at aNA of3.5 
Due to the high NA, micron level sample/aSIL thickness mismatches can generate 
significant spherical aberration. In the case of a cSIL, the tolerance to mismatch is 
relatively high, whereas for the aplanatic configuration the tolerance to mismatch is 
relatively low. 
The SIL tolerance to thickness mismatch is shown in Figure 5 for cSIL and aSIL 
configurations. Here we use Strehl ratio - the ratio of measured peak intensity of an 
imaged point source to the ideal (diffraction-limited) peak intensity in absence of any 
aberrations - to evaluate the system performance. Strehl ratio varies from 0 to 1, and a 
larger Strehl ratio corresponds to better optical quality (Perrin et al. 2003). 
Conventionally, a Strehl ratio of 0.8 or higher is considered to be indicative of a well-
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compensated optical system. We assume both the cSIL and aSIL are designed to work 
with a 1 OOJ.lm thick sample with similar NA. The cSIL can tolerate up to 50J.lm of sample 
thickness error, whereas the aSIL's tolerance to thickness mismatch is only about 5J.lm. 
This simulation was done using a ray-tracing software (ZEMAX) and will be detailed in 
Chapter 4. 
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Figure 5. Comparison of cSIL and aSIL to sample thickness error tolerance. 
Recently, the optical performance of aSILs has been studied by several groups 
(Ippolito, Goldberg, and Unlu 2005)(Zhang, See, and Somekh 2007)(Torok 1998)(Lang, 
Aspnes, and Milster 2008)(Goh and Sheppard 2009)(Goh et al. 2009)(R. Chen, Agarwal, 
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Sheppard, et al. 2012)(R. Chen, Agarwal, Zhong, et al. 2012)(R. Chen et al. 2013)(Hoang, 
Chen, and Sheppard 2013). It has been shown that aberration-free imaging is possible 
only at the aplanatic point of the sphere. Zhang et al. (Zhang, See, and Somekh 2007), 
Ippolito et al. (Ippolito, Goldberg, and Unlu 2005) and Lang et al. (Lang, Aspnes, and 
Milster 2008) included aberration analysis using ray tracing in their aSIL modeling, and 
demonstrated that aSILs are highly susceptible to spherical aberration when the object to 
be imaged is located away from aplanatic point. Goh and Sheppard (Goh and Sheppard 
2009) later confirmed this aberration susceptibility to aSILs through wave analysis. Due 
to both SIL and DUT thickness tolerance in fabrication and polishing, it is difficult to 
find a perfect thickness match to locate the object in the aplanatic plane. A thickness-
mismatched sample mainly introduces spherical aberration that lowers the peak intensity 
and adds side-lobes to the focal spot, consequently reducing the measured signal intensity 
and imaging quality (Botcherby et al. 2007)(M. J. Booth 2007). 
2.2.2 Major aberration in aplanatic solid immersion lens microscopy 
Possible sources of aberrations include substrate thickness error, SIL fabrication error, 
off-axis aberration from beam scanning and index mismatch from different materials. As 
discussed in the prior section, spherical aberration is the major type of aberration that 
aSILs encounter due to uncertainty from sample preparation and SIL fabrication. Sample 
preparation contributes most of the thickness error because, unlike the SIL height, the 
remaining thickness of the DUT cannot be measured. This aberration is one of the major 
impediments to industry adoption of aSIL technology. 
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Spherical aberration arises when marginal rays and paraxial rays fail to converge 
to the same focal point. Axial elongation of the focal point means that the marginal focus 
plane and paraxial focus plane are separated, so high Strehl ratio is not achievable. 
We define three important planes for spherical aberration in this dissertation in 
Figure 6: 
Marginal 
Focus plane 
confusion 
Paraxial 
Focus plane 
Figure 6. Spherical aberration illustration on marginal focus and paraxial focus . 
1. Marginal focus plane: The plane where rays from the edge of the aperture 
intersect the optical axis. 
2. Paraxial focus plane: The plane where the rays from the region near the center 
of the aperture intersect the axis. It is also called Gaussian focus plane. This is the true 
focus plane where all the aberration compensation should occur. 
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3. Circle of least confusion plane: As the PSF is elongated in the axial direction, 
there is a position where the focused spot size is minimum. This plane locates at a 
distance Ez from the paraxial focus, where the ray from the marginal ray pupil meets the 
caustic. It can be mathematically proved that the position for the "circle of least 
confusion" plane is at three-quarters of the way from the paraxial focus plane to the 
marginal focus plane (Wyant Applied Optics and Optical Engineering, Vol. XI). 
Spherical aberration compensation needs to yield a focus at the appropriate axial 
plane; therefore it is important to note the difference between these three planes. In a 
spherically aberrated system, the "best" image appears when focused at the "circle of 
least confusion plane". One can mistakenly think aberration compensation should be 
applied at where the image is the "best". However, the best compensation will produce a 
focus at the paraxial plane. 
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Figure 7. PSF comparison of a zero aberration system vs. a spherically abenated system in both 
transvers and longitudinal direction. 
Figure 7 (a), (b), (c) and (d) show PSF comparison with and without spherical 
aberration in XY and YZ plane. It is observed that the "circle of least confusion" plane 
shifts from the original focus plane with the presence of spherical aberration. Figure 7 (e), 
(f) and (g) shows the PSF line-cut comparison between the zero aberration system and 
spherical aberrated PSF with a RMS wavefront error of half a wave. It can be seen that 
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the side lobe of the PSF is significantly increased with a drop in central lobe intensity. In 
an imaging system, such PSF with results in an image contrast loss with artificial ringing 
effect around structure. This significantly degrades image quality. 
2.3 Adaptive Optics System 
In the past two decades, AO has become an established technology for correcting optical 
distortions (Tyson 2010)(Ji, Milkie, and Betzig 2010), especially in astronomy (Assemat, 
Gendron, and Hammer 2007)(Angel 1994)(Sivaramakrishnan et al. 2001)(Pfromrner and 
Hickson 2010)(Macintosh et al. 2008)(Kasdin et al. 2003) and vision science (Geng et al. 
2012)(Harnmer et al. 2006)(Roorda and Williams 2000)(Legras, Benard, and Lopez-Gil 
2012)(Carroll et al. 2013). Astronomy has a long history of AO development to 
compensate atmospheric aberrations, whereas the vision science AO applications that 
compensate cornea and lens imperfections promise great practical advances in retinal 
imaging. The principle of wavefront correction is also broadly used in other areas and 
some studies has shown promising results on spherical aberration correction through the 
use of AO (Botcherby et al. 2007)(Shaw et al. 2010)(Stallinga 2005)(Schwertner et al. 
2006)(0jedacastaneda, Andres, and Diaz 1986)(Sherman et al. 2002). In this dissertation, 
we will explore the benefit of AO and make it applicable to IC inspections. 
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2.3.1 Aberration compensation using adaptive optics system 
A typical AO system is comprised of a wavefront sensor, a wavefront control device (in 
this case, a MEMS DM) and control system. Figure 8 shows the basic concept of 
compensating aberrations in an AO system. Plane wavefronts get aberrated by the 
aberration source. The wavefront sensor quantifies the distorted wavefront, and the 
control system calculates the compensation needs to counteract those wavefront errors. 
Then commands are sent to wavefront shaping device to compensate wavefront 
distortion. This closed-loop control is usually done in an iterative approach by constantly 
measuring and then compensating the residual wavefront error in the system. 
Alternatively, if wavefront errors are well characterized and don't change over time, 
open-loop control that contains the exact amount of wavefront compensation can be 
applied without the use of wavefront sensor. 
Plane 
wavefront 
Aberration 
source 
Distorted 
wavefront 
Clear~ Beam splitter 
image 
Deformable 
mirror 
DM Driver 
Figure 8. Schematic diagram of a typical adaptive optics system. 
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In the study here, we use both closed-loop control and open-loop control to 
demonstrate wavefront error compensation in an aSIL confocal scanning microscope. 
2.3.2 MEMS deformable mirror 
Many types of commercial wavefront control devices are available for AO applications, 
such as piezoelectric DMs, liquid crystal spatial light modulators, and MEMS DMs. 
Requirements such as surface quality, hysteresis of actuator, spatial resolution, update 
speed and DM active area size impact the choice of wavefront control device for a 
specific application. 
In this dissertation, we use a MEMS DM (Boston Micromachines Corporation, 
Multi-DM) that has low surface roughness (5~ 1 Onm), no actuator hysteresis, and high 
update rate. In addition, the gold-coated surface and the compact design are well suited 
for aberration control and future integration in a commercial ready FA tool that uses IR 
wavelength. 
Figure 9. S.SJ.!m stroke DM used in the experiment with active area circled. 
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The DM is composed of a continuous membrane mmor supported by an 
underlying array actuators arranged on a 16 x 16 grid. Each mirror element measures 
450!-lm square as shown in Figure 9. Only the central 12 actuator span can be controlled. 
The maximum surface-normal deflection ofthe mirror is 5.5!-lm. This actuation allows up 
to 11!-lm of wavefront adjustment since the reflection results in a wavefront shape change 
that is twice the physical DM topography change. The circled area in Figure 9 shows the 
active area where we use to create circular symmetrical Zemike shapes. 
The DM is controlled by applying voltages to the actuator electrodes to attract the 
actuator membranes, which pull down the mirror layer through mirror posts. The 
electrostatic actuation force balances with the elastic mechanical restoring force of the 
mirror and the actuator membrane (Figure 10). The DM driver is a 16-bit voltage 
controller with a voltage range from 0 to 300V. With this 4mV (300V/65536) driver 
voltage precision, less than 1 nm actuation is achieved for fine wavefront control. 
Actuator 
Electrode 
Mirror 
Face sheet 
Continuous mirror 
(smooth phase control) 
I 
Figure 10. Cross-sectional view ofDM electrode, actuator and mirror layer. 
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2.3.3 Zernike Polynomials 
Zernike polynomials are a series of polynomials that are orthogonal on a unit circle 
(Wyant Applied Optics and Optical Engineering, Vol. XI). They are widely used in 
optical aberrations analysis as they can conveniently describe wavefront, especially when 
wavefront shapes are of low order (Conforti 1983)(Tyson 1982). For open-loop 
aberration control, it is important that the DM can generate shapes with high precision to 
counteract each type of aberration. 
Wavefront W can be represented by Zemike polynomials as follows: 
W(p,e) =II C;[LNJilz: 
n m 
where p and e describe the pupil position in normalized polar coordinates, CJ[l is 
the Zemike coefficient. n is the radial order and m is the meridional frequency. 
n-lml 
-2-
I 
s=O 
{ 
lml e zm = Rn cosm , 
n R1m 1sinme n , 
m :2: 0 
m<O 
(n- s)l 1 s · n-2s 
- 1 (n + lml _ ) 1 (n - lml _ ) 1 p s. 2 s . 2 s . 
Nm-n -
2(n + 1) 
1 + Omo 
The first 15 Zemike shapes are shown in Figure 11. The root-mean-square (RMS) 
wavefront aberration indicates the quality of the optical system. The value of the Zemike 
coefficient is the RMS wavefront of that aberration type. According to the Marechal 
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criterion, a diffraction-limited imaging system requires aRMS wavefront error less than 
:V14 (Smith 2007). In the case of imaging through silicon, the system residual RMS error 
should be less than 94nm and 76nm using 1310nm and 1064nm illumination, 
respectively. Zemike polynomial function definitions are attached in the Appendix I. 
Figure 11. First 15 Zernike shapes on a unit circle, arranged vertically by radial order and 
horizontally by meridional degree. Colors represent normalized deflection of the shape with blue 
being 0 and red being 1 in arbitrary unit. 
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2.3.4 Wavefront sensor 
In a closed-loop AO system, a Shack-Hartmann wavefront sensor (SHWFS) is often used 
to measure wavefront aberrations (Platt and Shack 2001)(Platt and Shack 2003)(Rahman 
and Booth 2013). A basic Shack-Hartmann wavefront sensor working principle is shown 
in Figure 12. 
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Figure 12. Working principle of a Shack-Hartmann wavefront sensor. Top: plane wavefront is 
used as reference. Bottom: with distorted wavefront, the local wavefront slope is calculated by 
comparing the spot displacement (D) with respect to the reference spot location. 
SHWFS utilizes a sampling component, lenslet array, and photon-detection 
device to measure wavefront (Southwell 1980). The lenslet array is typically placed at the 
25 
conjugate plane of the pupil plane of the optical system. It divides the incoming beam 
into sub-apertures and focuses light incident on each sub-aperture on to the detector 
plane. By measuring focal spot displacement with respect to a reference, the local slope at 
each aperture can be estimated. Through numerical integration, these local slopes can be 
converted to wavefront. The reconstructed wavefront can be decomposed into Zernike 
polynomials for further analysis and for closed-loop aberration control. 
Although there are many commercially available wavefront sensors, most of them 
use a Si charge-coupled device (CCD) as photon detector, which limits the detectable 
wavelength range within the visible wavelength domain. In order to perform wavefront 
measurement in NIR range, an InGaAs camera based wavefront sensor was designed and 
constructed for this work. The details of the design process and related wavefront sensing 
resulted will be presented and discussed in Chapter 6. 
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Chapter 3 DEFORMABLE MIRROR CONTROL 
3.1 DM Open-loop Control using Calibrated Shapes 
AO involves shaping a wavefront control element (e.g. DM) in a way that compensates 
aberrations of the optical system. The technique can be divided into two general 
approaches (Bourgenot and Girkin 2013): 
In open-loop AO, the compensation is applied in a single step based on an 
estimated or predicted wavefront error (Kner et al. 2010)(Burke et al. 2013). 
In closed-loop AO, the compensation is applied iteratively, with feedback 
provided by an measure of optical quality (i.e. a metric) such as image intensity, image 
contrast, or measured wavefront error. The control system minimizes or maximizes the 
metric value (Debarre et al. 2009). 
The DM shape is a repeatable but somewhat non-linear function of the multi-
channel control voltages. Consequently, it is relatively straightforward to use the DM in a 
closed loop AO system, where the precision of each iterative shape control step is not 
critical. It is more challenging to use the DM in an open loop control system, because 
open-loop control requires the capacity to make precise DM shapes without feedback 
(Evans et al. 2006). This requires development of accurate DM shaping algorithms. 
3.1.1 DM shape calibration 
In this study, a gold-coated continuous face-sheet MEMS DM was used (Figure 9). The 
active pupil area corresponds to a circular region measuring 4.05mm in diameter (spacing 
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for 9 actuators) . Because the actuators outside of the shape-controlled aperture can affect 
mirror deformation inside of the aperture through mechanical coupling, all actuators are 
controlled actively in the calibration. 
Figure 13. DM shape calibration setup using ZYGO NewView interferometer. 
The DM was calibrated usmg a surface mappmg interferometer (ZYGO 
NewView 6300). Calibration consisted of iteratively determining what input voltages to 
the 140 active actuators would produce the best fit to a desired shape within the 4.05 mm 
aperture. The DM actual calibration setup is shown in Figure 13. 
The DM shape calibration process is operated as follows: The control computer 
first generates the math model of the desired shape, and sends out an estimated array of 
voltage command inputs to the DM to make the desired shape, approximating the DM 
actuator deflection as a linear function of its input voltage. The residual shape error (i.e. 
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the difference between the current DM shape and the desired DM shape) is calculated and 
used as integral feedback to the control computer. An updated voltage command is then 
generated to minimize the residual shape error. This cycle is repeated until either the 
shape error is less than the preset RMS error (20nm RMS shape error, in this case) or 
until the calibration process reaches a maximum iteration number n (n=5). Figure 14 
shows the results of the calibration process on a +300nm RMS first order spherical 
aberration shape. There is 50nm RMS residual in the pupil after calibration. The 
MA TLAB control command to generate reference Zernike shapes and command that 
interfaces with ZYGO NewView interferometer are shown in the Appendix II and 
Appendix III, respectively. 
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Figure 14. Defotmable mirror surface topography corresponding to a +300 nm RMS first order 
spherical shape. Upper left: Math model ofthe desired shape. Upper right: Measurement ofDM 
shape after closed-loop calibration. Lower left: Perspective view of the measured DM surface. 
Lower right: 50nm RMS residual error after calibration. 
The corresponding array of input voltages to the DM actuators is stored for future 
open-loop control experiments. Figure 14 shows the +300nm RMS first order spherical 
shape calibration results. There is about 50 nm RMS residual error in the measured shape 
as compared to the desired shape. It is noted that most of the shape errors are at the edge, 
where the slope of the shape is highest. 
J 
Tilt X 
Astigmatism 45° 
' ~ ,( -~ 
' 
Oblique Trefoil Coma X 
Oblique 
Quadrafoil 
... 
/ ' 
. r-
Secondary 
Astigmatism 45° 
30 
Piston 
Focus 
Spherical 
TiltY 
I -
~ 
I 
- -· 
~.., 
I 
Secondary 
Astigmatism 0° 
Trefoil 
Quadrafoil Y 
Figure 15. DM CL calibrated first 15 Zernike shapes with RMS amplitude of300nm. 
We used this technique to determine first 15 Zernike shapes (shown in Figure 15) 
with RMS amplitude from -800 nm to +800 nm with 100 nm intervals, and then 
interpolated the data set for finer steps with 1 Onm steps. Because the DM has limited 
stroke and fixed actuator span, larger shape errors are expected for higher orders of 
Zernike shapes or larger shape amplitudes, as shown in Figure 16. 
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Figure 16. First 15 (exclude piston, tip and tilt) Zernike shape residual error after DM CL 
calibration vs. RMS shape amplitude. 
3.1.2 DM shape calibration using plate model 
DM closed-loop shape calibration is straightforward and inherently makes the best 
possible shapes that DM can achieve through its iterative error minimization approach. 
However, the DM must be calibrated for every shape that is to be applied in open loop-
a process that becomes unwieldy when two or more Zemike polynomial shapes of 
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arbitrary amplitude are to be combined (e.g. compensating on-axis and off-axis wavefront 
aberrations in scanning microscopes). 
Other open-loop approaches to control DM shape are possible (Vogel and Yang 
2006)(Vogel et al. 201 O)(Morzinski et al. 2007). These use an elastic plate model of the 
mirror facesheet, combined with a sparse calibration of electrostatic actuator behavior 
(Stewart et al. 2007)(Diouf et al. 201 0). This approach considers the nonlinear 
relationship between the input voltage and the resulting actuator deflection, as well as the 
effect of the neighboring actuator coupling. Therefore, a look-up-table (LUT) is built, 
which contains voltages for each actuator, V; mirror deflection at the center of mirror 
segments, w; and mirror force, F, calculated from the plate equation. It serves as the 
calibration library for the DM. From this LUT, arbitrary shapes can be applied to the DM. 
In practice, this technique for shape control begins with a definition of the required 
deflection map, then estimates the actuator forces based on numerical integration of the 
plate equation, and finally used the LUT in combination with local values of w and F to 
find the required voltage Vat each actuator. A more detailed description of this technique 
follows . 
One characteristic of the continuous facesheet DM is inter-actuator mechanical 
coupling through the mirror facesheet. In order to overcome the coupling, our mirror 
facesheet model is based on a generalized elastic plate deflection due to applied loading 
(Timoshenko and Woinowsky-Krieger 1959). Specifically, we modeled the out-of-plane 
deflections using a 4th order partial differential bending equation with nonlinear 2nd order 
term to account for the effects of stretching. 
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N x and N y are in-plane membrane forces per unit length (due to stretching). 
N xy , the in-plane shear force per unit length, is ignored in this problem because the 
mirror facesheet is rigidly attached to actuators via posts experiencing no bending 
moments. q(x,y) is the surface normal distributed pressure responsible for producing 
mirror facesheet deflection w(x,y) , and Dis the plate flexural rigidity given by: 
(3.2) 
where E is Young' s modulus, vis Poisson' s ration, and his the facesheet thickness. The 
expressions for the in-plane membrane forces N x is 
Eh (8w)2 N- -
X - 2(1 - V 2 ) ax ' (3.3) 
Plugging (3 .3) and an analogous expression for N y into (3.1), we obtain the 
governing equation for out-of-plane deflections of a linear elastic plate experiencing 
bending and stretching as follows 
n 4 ( ) _ q(x,y) ~[82w(x, y) ( 8w(x,y))2 82w(x,y)(8w(x, y)J2 ] 
v w x,y - + 2 2 + 2 , (3.4) D h ax ax ay ay 
Therefore, mirror force, F, can be calculated by integrating the DM pressure q 
over the actuator area. Figure 17 shows a "checkerboard" calibration pattern, which 
divides all the actuators into two groups and a range of linearly spaced square voltage 
from 0 to 200V is applied to each group independently. With the checkerboard pattern 
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calibration, all actuators are processed in parallel. For each actuator, 20 data triplets 
(applied voltage V, mirror force F, and mirror deflection w) are measured and 
interpolated to create an actuator LUT. 
Figure 17. DM pressure from checkerboard pattern actuator calibration. 
Figure 18 shows an example for creating the desired DM shape from a LUT. 
From the desired deflection, the mirror pressure is calculated using equation (3.4) and is 
integrated to get an estimate of the mirror force exerted on each actuator post. Then, the 
voltage V for the desired shape can be acquired from the LUT by using the deflection at 
the post w, and mirror force F. 
For small to moderate amplitude DM shapes, this DM shape control approach 
yields comparable shape error to the closed-loop interferometric calibration and can 
generate arbitrary combinations of Zemike shapes. However, due to limitations of the 
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model and limitation in calibration data range, this approach produces larger errors for 
shapes oflarge peak-to-valley (PV) deflection. 
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Figure 18. Demonstration of open-loop control for ideal lJlm peak-to-valley Astigmatism 
Zemike. The difference between the desired and achieved shape, the residual error (far right) is 
less than 9nm rms, just 3nm above the minimum achievable error (6nm rms). 
3.2 DM Closed-loop Control Algorithms 
3.2.1 Stochastic parallel gradient descent 
Stochastic parallel gradient descent (SPGD) is an optimization technique pioneered in 
adaptive optics for wavefront correction (V orontsov and Sivokon 1998). It maximizes or 
minimizes a metric signal in an iterative control loop based on randomized perturbations 
of the system controllable inputs. The randomized input perturbation matrix that we used 
corresponded to random perturbations of a truncated set of Zemike polynomial shapes 
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(neglecting the DM actuator voltage-deflection nonlinearity). 
Initial state cA I i"" input channel number 
n =control loop iteration number 
• Apply positive perturbation: cA+l = cA+ ~cA rA I 
~cA = perturbation step size, rA = randomized sign 
• Measure metric value: Qi;. Qn= metric value 
• Apply negative perturbation: cA+l = cA- ~cA rA 
• Measure metric value: Q;; 
• Acquire the metric gradient: Qi;- Q;; 
• Update controller inputs: cA+l = CA+G ~cA rA( Qi;- Q;;) 
Figure 19. SPGD control algorithm flow chart 
At iteration number n, the coefficient of each Zemike term cA is perturbed by a 
small step ~CAin a random direction, r~ = ±1. Using these perturbed coefficients, the 
appropriate DM command inputs are calculated via previously stored calibration data. 
After applying the inputs to the DM, the image quality metric Qi; is measured. Next, the 
perturbation sign reverses and a second image quality metric Q;; is measured. Using 
integral feedback control based on the difference between measured metric values, an 
updated state for the Zernike coefficients is calculated as cA+l = cA +G ~cAr~ ( Q;i -
Q;;), where G is the integral controller gain. Figure 19 shows the flow chart of the SPGD 
control algorithm. 
37 
3.3 An Illustration of DM Shape and Aberration Control 
To illustrate some of the control techniques described in this work, we set up an 
experiment with two DMs controlling the magnification of an optical system while 
compensating off-axis aberrations. This so-called "zoom module," schematic is shown in 
Figure 20. It uses two DMs to expand or contract a collimated incident beam by 
reshaping the DMs' surface, hence altering the magnification. By re-imaging one DM to 
the back pupil plane of the objective, a conventional adaptive optics control can be 
utilized to compensate wavefront aberrations. Thus, with this this zoom system the DM 
shape and aberration controllability can be assessed. 
Figure 20. Zoom module schematic. Left: When both DMs are flattened, the magnification is 1. 
Middle: When the first DM is concave (f>O), and the second DM collimates the beam, the 
magnification is <1. Right: When the first DM is convex (f<O), and the second DM collimates the 
beam, the magnification is > 1. 
As shown in Figure 21, an optical apparatus was constructed to demonstrate 
zoom, focus and aberration control. A chrome-plated 1951 USAF resolution target was 
used as a reference object in all experiments. It features high-contrast line pairs spaced as 
closely as 645 line pairs/mm (1.5!-lm pitch between lines). A Nikon CF EPI 100X/0.95 
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infinity corrected objective was used as the primary microscope objective. The light 
source was white-light delivered through an optical fiber bundle (Coherent Inc.). A pair 
of continuous face-sheet MEMS DMs with 140 actuators (Boston Micromachines 
Corporation MultiDM) shaped the wavefront in this study. Each DM features 3.5f.!m 
maximum stroke and 400f.!m pitch between actuator centers. The back pupil plane of the 
objective was optically conjugated to the first DM surface using two refractive lenses in a 
4-f configuration with unity magnification. Consequently, all aberration compensation 
was performed using the first DM. The second DM was positioned 200mm away from 
the first DM along the optical axis, followed by a 200mm focal length lens and a CCD 
camera (UNIQ UP-1830CL). 
OBJ T lS 
Figure 21. Variable zoom system schematic. LS: white light source, T: resolution target, 
OBJ: objective lens, Ll-3: lens, DMl-2: deformable mirror, CCD: camera. 
3.3.1 DM shape control 
The primary approach to achieve zoom capability was to use open-loop control of 
previously calibrated MEMS DMs. Zemike shapes were used as a basis set, which allows 
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independent, decoupled control of defocus with respect to other optical aberrations. 
Moreover, the common off-axis aberrations observed in microscopy system (e.g. 
astigmatism, coma) were well represented by a compact set of lower-order Zemike 
polynomials. 
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Figure 22. DM defocus shapes made using the calibrated controller and measured using a surface 
mapping intetferometer. Left: -650mm(top) and +900mm(bottom) focal length defocus shapes. 
Right: cross-section view of the DM defocus shape with parabolic curve fit. 
The DMs were controlled usmg a prec1se model of DM electromechanical 
behavior as described in Chapter 3.1.2. This control approach allows accurate control of 
DM shape to within a few tens of nanometers RMS error of a required shape without 
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feedback. Zernike shapes with up to 2.5)-lm PV were made with this approach and shape 
errors less than 25 nm RMS in most cases were reported (Diouf et al. 2010). The images 
presented in Figure 22 qualitatively showed the capability of this calibrated controller. 
Zoom was achieved by simultaneously adjusting focal lengths ofthe two DMs. 
The relationship between PV magnitude, 8, of an imposed parabolic shape on the 
DM and the corresponding effective focal length fvM is determined geometrically: 
(3.5) 
where D is the diameter of the active mirror aperture. In this work, a circular optical 
aperture measuring 3.6mm in diameter (9 actuator spacing) was defined. Actuators 
outside of that region were also controlled to minimize mirror forces at the aperture 
boundary. The DM shapes were limited to those having maximum mirror peak-to-valley 
displacement of 2.5)-lm. With this constraint, the DM focal length could be varied from 
±324mm to ±oo. Both DMs were controlled through MATLAB interfaces. 
Using matrix representation, entering rays reflect from the two DMs with focal 
lengthsjj and.f2 with free space s can be written as: 
(3.6) 
where y and y ' are input position and output position with respect to the optical axis, and 
e and e' are the input angle and output angle with respect to the optical axis. 
For an afocal zoom, the input angle B = 0 and input position B' = 0 . Therefore, 
Equation (3.6) becomes: 
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s 1 1 (-----)=0. 
hh h J; 
As a result, the operational constraint required for afocal zoom is: 
f;+h=S. 
The magnification M and zoom ratio Z are: 
z 
z = Mmax . 
M . 
rnm 
Calculated magnifications are shown for several zoom settings in Table 1. 
Table 1. Magnification with different focal lengths when DM separated by 200mm 
fDMt(mm) -324 -500 -1000 00 1000 700 
fDMz(mm) 524 700 1200 00 -800 -500 
Mz -1.61 -1.40 -1.20 1.00 -0.80 -0.71 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
524 
-324 
-0.62 
A maximum zoom of ~2.5x was achievable by using calibrated DM focus shapes. 
The resulting images of a 1951 USAF Resolution Target, Group 9 (line spacing minimum 
~ l.Sf.!m) are shown in Figure 23 (Y. Lu, Stockbridge, et al. 2012). 
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(a) {b) (c) {d) 
Figure 23. Zoom using two DMs. (a) l x Zoom (b) l.Sx Zoom (c) 2x Zoom (d) 2.5x Zoom 
3.3.2 DM aberration control 
In order to test the DM aberration control capability, a+ 1.5 diopter trial lens was inserted 
in the optical path (close to the objective back pupil plane), as an artificial aberration 
source. In this case, we used contrast transfer function (CTF) in the region of interest 
(ROI) of the image as scalar quality metric. 
The CTF is defined as: 
I -I · CTF = max mm, 
Imax + Imin 
(3.11) 
where Imax and Imin represents the highest and lowest intensity in the ROI. 
Firstly, SPGD optimization approach described in section 3.2.1 was implemented. 
We used a gain of 0.5 and a perturbation step size of about 25nm RMS for each Zemike 
term. The CTF value was increased by a factor of 2 within 60 iterations, as shown in 
Figure 24 . 
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Figure 24. Aberration compensation using SPGD voltage Zemike approach over the region of 
interest. (a) before correction (b) after correction (c) CTF vs . iterations. 
We also implemented a stochastic serial gradient descent (SSGD) algorithm 
where each Zemike shapes are is optimized sequentially from low order to high order. 
Although slower than the SPGD optimization, this approach also led to convergence and 
optimization of about the same quality, and allowed easy calculation of component 
Zernike terms in the final DM shape. Table 2 shows a term-by-term Zernike 
decomposition of the final shape applied to the DM in the SSGD optimization. 
Table 2. Zemike decomposition of optimized DM shape 
Zemike Term Aberration Name Shape PV (nm) 
3 Astigmatism X -50 
4 Defocus 1300 
5 Astigmatism Y -100 
6 Trefoil -100 
7 Coma 0 
8 Coma 0 
9 Trefoil 50 
12 3 rd Order Spherical -50 
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Through equation (3.5), the amount of defocus term can be used to calculate the 
effective focal length of the DM. In this case, the 1300nm peak-to-valley defocus shape 
corresponds to a focal length of +623mm ± 20mm, or+ 1.6 ± 0.6 diopters (considering the 
DM discrete shape amplitude of 50nm used in the experiment), which is approximately 
the trial lens optical power ( + 1.5 diopters ). 
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Chapter 4 DESIGN, MODEL AND CONSTRUCTION OF AO-ASIL 
CONFOCAL SCANNING MICROSCOPE 
4.1 Design Requirements 
The main purpose of the aSIL microscope is to establish static image of the DUT at 
transistor level and to record a dynamic reflected signal at individual transistor locations 
for failure analysis. Therefore, a reflection-mode microscope is required that uses 
scanning mirrors to achieve individual transistor stimulation I modulation. In addition, a 
pair of confocal pinholes is used to reject out-of-focus light. 
A DM is located at a pupil plane of the system, to implement wavefront 
compensation as needed. 
4.2 System Design 
In this section, we will elaborate the design of the aSIL confocal scanning microscope 
with practical considerations in system alignment using a DM. The aSIL design is also 
discussed here to meet the mechanical and optical requirement. 
4.2.1 Confocal scanning AO-aSIL microscope setup 
The microscope was set up in a confocal scanning aSIL configuration as shown in Figure 
25: 5Jlm fiber optics cores were used as confocal pinholes in the illumination and 
detection path. NIR light from a fiber-coupled laser is collimated and directed to the DM. 
Between the DM and laser, polarization optics and beam splitters were used to direct the 
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Figure 25 . Schematic of the aSIL confocal scanning microscope. ASIL: Aplanatic solid 
immersion lens. BS: Beam splitter. DET: Detector. DM: Deformable mirror. GS: Galvo scanning 
mirrors. HWP: Half wave plate. L: Laser. OBJ: Objective. PBS: Polarizing beam splitter. QWP: 
Quarter wave plate. S: Sample. 
light appropriately to account for laser power loss. The DM was mounted on a 6-axis 
manual stage with fine micrometer adjustment within 1 011m precision. The DM was 
optically conjugated to the mid-position of two galvanometric scanning mirrors (Thorlabs 
2D Scanning Galvo Mirror System) using a unity magnification lens pair (two AC254-
150-C lens from Thorlabs). All lenses used in the microscope were achromatic doublets 
with proper antireflective coating to minimize focal shift and chromatic aberration from 
two NIR wavelengths used in this application. The mid-position of the two galvanometric 
scanning mirrors was conjugated to the pupil of the backing objective (0.4NA 20x 
Mitutoyo Plan Apo NIR Infinity-Corrected Objective) by a 1.33 x magnification lens pair 
(AC254-150-C and AC254-200-C). 
It should be noted that the two lens pairs were chosen based on the DM active 
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aperture size and effective backside pupil aperture size. Because open loop DM shapes 
are applied for wavefront compensation, any mismatch in aperture sizes will improperly 
shape the wavefront and possibly lead to unreliable aberration correction results (W. Sun 
et al. 2012). 
Illumination light is focused through the aSIL and sample, nominally to the 
aplanatic plane. The sample stage comprised 3-axis motorized actuators with 0.1 J.!m 
travel precision, and a 2-axis goniometer stage was used on top of the motorized stage for 
tip I tilt control. Reflected light returned to the DM and InGaAs avalanche photodetector 
along the illumination path. The optical layout was designed in such a way that the DM 
could be used to correct spherical aberrations both in the illumination path and detection 
path (M. J. Booth, Neil, and Wilson 1998)(M. J. Booth et al. 2002), assuming the sample 
is a prefect reflector. The system can be controlled both through MA TLAB and 
Lab View. 
A wavefront sensor was added downstream to DM to measure the residual 
wavefront error in the system. Thus, the residual wavefront error can be fed back to form 
a closed-loop control. Implementing such wavefront sensing technique will be discussed 
in Chapter 6. 
4.2.2 Solid immersion lens design 
As discussed in Chapter 2, the standard aSIL geometry is generally a plano-convex 
hyper-hemisphere. The convex surface of the SIL faces the backing objective of the 
microscope. The planar surface sits in optical contact with the substrate of DUT. The 
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materials of the aSIL are usually silicon or gallium arsenide depending on wavelength 
used. 
A large SIL radius is beneficial in relaxing the manufacturing tolerance and 
makes the mechanical attachment to the SIL holder easier. However, when the sample 
thickness deviates from designed thickness, the spherical aberration amplitude scales 
proportional to the SIL radius. Also, due to the working distance limitation of the backing 
objective, the SIL radius should be: 
n 
R <--
1
WD, 
n+ 
(4.1) 
where WD is the working distance of the objective and then is the refractive index of the 
SIL material. 
Figure 26 shows the geometric design of the aSIL used in this dissertation. The 
designed radius and height are 2.350mm and 2.922mm, respectively, based on the Si 
refractive index of 3.5 at 131 Onm. There is a tight tolerance on the SIL height, which is 
about ± 5!-Lm, considering the presence of spherical aberration when the SIL height 
deviates from designed value. 
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0.24 
Figure 26. Aplanatic solid immersion lens design (unit: mm). The groove cut close to the bottom 
surface is used for holding the SIL. 
Previous studies indicate that the mechanical coupling between the SIL surface 
and sample is crucial for SIL imaging (Milster, Jo, and Hirota 1999)(Jo, Milster, and 
Erwin 2002)(Baba et al. 1999)(Jo and Milster 2001). For aSIL imaging applications, only 
1 Onm air gap can be tolerated. Larger gaps will prevent good optical coupling, especially 
for high angle rays, which are essential for high-resolution imaging. This tight tolerance 
requires the SIL bottom surface to be polished with roughness on the order of 5nm. It is 
also found that slightly convex surface (a radius equal or greater than 5m) is helpful for 
SIL landing on the DUT. 
Figure 27 shows a regular SIL bottom surface profile. Usually the SILs require a 
mirror-like finish on the bottom surface, and surface roughness should be less than 10 
nanometers. In the central area (about lmm by lmm), where the SIL makes optical 
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contact with the sample, the surface roughness requirement is even more stringent (less 
than 5nm). 
Figure 27. SIL bottom surface profile. Top: Concave SIL bottom surface with no zoom. Bottom: 
Zoom-in view of the center of the SIL bottom surface, showing only 3.8nrn RMS surface 
roughness. 
Options for holding the aSIL to the outside objective housing are limited. As 
shown in Figure 28, a full 180° of the lens is utilized as an optical surface, leaving only 
about 500Jlm tall band near the bottom available for holding the aSIL. A groove cut was 
made in that region for holding the aSIL in our experiments. 
The aSIL holder is realized using an 8mil thick titanium shim stock, as shown in 
Figure 28 (b). This design features a center hole that matches the diameter of the aSIL at 
51 
the groove. The cantilever-based holder has 4 independent arms that supports over 85% 
of the aSIL circumference and allows the aSIL to self-align with respect to the substrate 
up to 5mrad. The holder is glued on to a base plate, which is attached to the objective 
housing as shown in Figure 28 (c). In order to make sure that the SIL center is co-aligned 
with the system optical axis, we use aluminum shims (with thickness ranging from 201-1m 
to 2mm) to adjust the based plate X andY position with setscrews on the opposite side. 
Figure 28. Solid immersion lens and flexure-based objective holder design and real assembly in 
action. (a). The aSIL design with groove cut at the lower waist of the SIL. (b). The cantilever-
based titanium SIL holder attached to the base plate. (c). SIL holder assembly with shim stock for 
center positioning. (d). Full flexure-based SIL objective housing in imaging. Photo courtesy from 
Chris Stockbridge for picture (a), (b) and (c). 
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The flexure-based objective holder provides the necessary stiffness on all linear 
axes and maintains about 10 ± 2N force when it compresses the sample during aSIL 
imaging. This part is cut from a single block of Grade V titanium using wire electrical 
discharge machining (Stockbridge et al. 2012). Figure 28 (d) shows the flexure-based 
objective holder compressed during imaging. 
4.2.3 Pupil conjugation 
Open-loop aberration control requires high-level accuracy in the alignment of the DM 
with respective to the back pupil aperture (W. Sun et al. 2012). Any decentering or 
incorrectly matched aperture size of between the DM and objective back pupil aperture 
will reduce the aberration compensation performance, or even increase the total amount 
of aberration in the system. 
The DM plane is conjugated to the mid-point of the two galvo scanning mirrors 
and the back pupil plane of the objective. The optical conjugation was precisely aligned 
both laterally and axially. 
For lateral alignment, the magnification of the optics was chosen to match the 
pupil size. The DM has an active circular aperture of 4.05mrn. The back pupil plane size 
of the Mitutoyo 20 x objective is 8mm. Considering only 71% of the full NA (0.285 
rather than 0.4) of the objective is used to match the maximum NA of the aSIL, the 
effective objective aperture size reduces to 5.7mrn. Therefore, a 1.33 x magnification lens 
pairs was used to scale the DM to match the objective aperture. 
53 
Figure 29. Intetferometric pattern are used for DM centering adjustment. Top figures are the 
fringe pattern corresponding to the DM shape applied. Bottom figures are measure DM shapes 
using Zygo interferometer. Left: DM flat. Middle: DM focus. Right: DM 3rd order spherical 
shape. 
For lateral alignment, a flip mirror was used after the polarizing beam splitter to 
create interferometric fringe patterns. This interferometric pattern can be observed by 
using another InGaAs camera, which was conjugated to the DM and back pupil plane. 
Figure 29 shows the fringe patterns generated by the DM symmetrical shapes. After 
carefully adjusting the DM lateral position, a good lateral conjugation was achieved. 
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Figure 30. Axial conjugation test with DM poked in the middle and a piece of paper in between 
the galvo minors. (a). DM plane close to the conjugation plane. (b) DM plane away from 
conjugation plane. (c) Galvo minors are not conjugated. (d) Ideal conjugation 
Axial alignment was realized by imaging at the objective back pupil plane, the 
midpoint of the two galva scanning mirrors and the DM plane at the same time. A poke 
with central 4 actuators on the DM and a piece of paper in between the galva mirrors 
were introduced to help identify the axial conjugation. If the DM plane was not axially 
conjugated, the phase modulation from the DM poke would transform into amplitude 
modulation, which was observable on the camera, as shown in Figure 30 (a) and (b). 
Similarly, if the galva mirrors are not conjugated, the paper in between the mirrors will 
appear defocused, as shown in Figure 30 (c). A good axial conjugation was achieved until 
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no amplitude modulation and sharp image of the paper is observed, shown in Figure 30 
(d). 
4.3 System Modeling 
4.3.1 Zemax ray-tracing model 
Figure 31. AO-aSIL confocal microscope and its Zemax simulation counterpart on the 
illumination path. (a). Actual microscope (b). Zemax modeling using actual lens data. 
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The AO-aSIL confocal microscope was modeled using a ray-tracing program, Zemax 
(Radiant Zemax LLC) to study the aberration due to sample thickness mismatch. The 
modeling was based on the AO-aSIL confocal microscope setup with actual lens 
information, as shown in Figure 31. The complete Zemax lens data of this model is 
attached in the Appendix IV. 
The model focuses only on the illumination path of the microscope because the 
collection can be considered identical with a specular reflective sample used in the 
experiment. The key parameters for the modeling are shown as follows: The aSIL has a 
radius of curvature R of 2.350 mm. The aberration-free imaging plane is located at a 
depth of 671 ~-tm R/n below the geometric center of the curved surface of the aSIL. The 
aSIL height is 2.922 mm, which matches with a designed sample thickness of 100 IJ.m. 
The backing objective used in the simulation is a paraxial lens with aNA of 0.285. We 
assume both the sample and the aSIL are made of Si and there is no air gap between the 
SIL and sample. The index of refraction (n) for Si is calculated to be 3.504 at 131 Onm 
illumination using Sellmeier equation with the parameters as shown below, 
(4.2) 
Table 3. Sellmeier equation parameters for Silicon refractive index from 1.05-11 !J.ID 
kl 1.06684293E+001 L1 9.09121907E-002 
k2 3.04347500E-003 L2 1.28766017E+OOO 
k3 1.54133408E+OOO L3 1.21881600E+006 
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Prior to the backing objective and aSIL, the lenses used in the system are 
relatively low NA, which produce a negligible amount of aberrations. Therefore, here we 
only focus on the high NA components, which lead to significant aberrations, i.e. the 
backing objective, aSIL and sample. In the ray-tracing program, we adjusted the distance 
between the paraxial lens and aSIL to produce minimum wavefront error in the imaging 
plane at different sample thickness. This simulates the manual focusing that a user would 
go through in a real microscope. We fit the modeled wavefront aberration error to a 3 7-
term Zemike polynomial expansion neglecting the first three terms (piston, tip and tilt), 
which do not affect resolution. 
4.3.2 Ray-tracing model validation 
In addition to the ray-tracing model, an analytical model based on Lang et al. (Lang, 
Aspnes, and Milster 2008) method using geometrical analysis was used to validate the 
ray-tracing results. In both cases, we varied the sample thickness with respect to the ideal 
sample thickness parametrically from -1 00 !liD to + 10 !Jm (i.e. sample thicknesses from 0 
!liD to 110 !lm) at 5 !Jm intervals and plotted the first order spherical term RMS 
amplitude as a function of substrate thickness error in Figure 32. The analytical and ray 
tracing data exhibit good agreement on the trend of spherical aberration when sample 
thickness deviates from ideal thickness (Y. Lu et al. 2013). However, the analytical 
model underestimates the amount of spherical aberration due to paraxial approximation 
in the calculation, as noted by Lang et al. (Lang, Aspnes, and Milster 2008). 
58 
Aberrations are much greater for thicker-than-ideal samples than for thinner-than-
ideal samples. The amplitude of aberrations reaches a maximum and then drops towards 
the central point (the other aberration free imaging point) for negative thickness errors 
(sample too thin), but increases sharply and without apparent bound for positive thickness 
errors (sample too thick). The off-axis aberration, which comes from beam scanning, is 
also considered through ray tracing. The scanning angle of 0.07 degree provides a field of 
view of ± 15!-lm. The results show that first order spherical wavefront error remains the 
largest component of the aberration. 
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Figure 32. Simulation of system aberration as a function of sample thickness error (deviation 
from design thickness) using analytical and ray tracing data. The results indicate that negative 
values of sample thickness error produce relatively smaller and more manageable aberrations than 
positive values of thickness error. 
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4.3.3 Off-axis aberrations 
The amount of off-axis aberration depends on the angle of the beam scanning. The larger 
the scan angle, the more off-axis aberrations are introduced in the system. In general, 10 
by lOJ.!m field of view requires about ±0.05 degree beam steering angle. 
(a) 
(b) (c) (d) 
Figure 33. Off-axis aSIL imaging schematics. Green: 0 degree incident. Red: +0.05 degree 
incident. Blue: -0.05 degree incident. ±0.05 degree results in about lOJ.lm by lOJ.lm field-of-view. 
(a) Light focusing through an aSIL and substrate. b) Zoom in focus view on a -5 J.lm thickness 
substrate. c) Zoom in focus view on an ideal thickness substrate. d) Zoom in focus view on a +5 
11m thickness substrate. 
Figure 33 simulates an off-axis incident beam with ±0.05 degrees focusing 
through an aSIL on ideal thickness sample and thickness-mismatched sample. Table 4 
shows three Zernike terms: astigmatism and coma due to the off-axis imaging, and 
spherical aberration due to the substrate thickness mismatch. For the ideal thickness case, 
the off-axis aberration does not affect the imaging performance. When the substrate 
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thickness deviates from ideal thickness, the off-axis aberration becomes more significant, 
however, the magnitude of the off-axis aberrations remains lower than the dominant 
spherical aberration. 
Table 4. On-axis and ±0.05 degrees aSIL imaging on ideal and thickness-mismatched sample. 
Aberrations 5J..tm thinner Ideal thickness 5J.!m thinner 
Astigmatism (wave) 0.0011 0.0000 -0.0025 
Coma (wave) -0.0233 0.0002 0.0436 
Spherical (wave) -0.1663 0.0012 0.2881 
4.4 Sample for Resolution Test 
A resolution test pattern is needed to evaluate system resolving power and DM aberration 
compensation capability. Such test patterns are widely used in testing the resolving power 
of optical imaging systems, for example, cameras, microscopes, etc. They usually contain 
structures with dimensions from big to small. The resolution of an imaging system is set 
to be at the smallest structure that it can resolve. A well-accepted resolution test pattern 
of this kind is "1951 USAF resolution test pattern" as mentioned in Section 3.3. 
However, the smallest structures on most of such commercially available resolution 
patterns are on the order of microns, which is significantly larger than the SIL resolution 
limit (~200nm) . Therefore, custom-made resolution patterns are necessary for 
characterizing the aSIL resolution. To make small structures, we used electron-beam 
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lithography (EBL) to pattern nanometer scale metal features on a silicon wafer for aSIL 
backside imaging tests. 
4.4.1 Design consideration 
The main goal of making resolution target using EBL was to realize nanometer scale 
structures for aSIL resolution test. Therefore, we patterned lines and blocks in groups 
with different dimensions and orientations to mimic the "1951 USAF resolution test 
pattern". The structures have 50% duty cycle between the line and spacing. In addition, 
the smallest pitch group is designed to be smaller than the theoretical aSIL resolution 
limit. However, due to the fact that smallest line-widths are approaching to the EBL limit, 
there are some practical concerns associated with this fabrication process, shown as 
follows: 
1. Manufacturability. Because the lines are closely packed together, EBL 
proximity effect (Ren 2004) cannot be neglected. Because this effect is feature 
dependent, the written line widths must be measured and optimized for features smaller 
than 500nrn. 
2. Etching vs. lift-off. Since the metal layer thickness is on the order of a couple 
tens of nanometers, it is beneficial to use etching rather than lift-off process to fabricate 
the metal lines because it generally provides a better edge profile, especially when 
structures are close to each other. 
3. Line-width variations. The actual line-widths tend to be bigger than the 
designed value due to process variation (mostly due to etching). In order to maintain the 
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50% line-width I spacing duty cycle, it is useful to put in a set of different line-widths in 
the design file to account for system variation. Table 5 shows the targeted pitch with a 
descending percentage of the lines-width in the original CAD file to account for the 
process variation. It is found that the 70% and 55% of the designed line-width gives 
about 50% line-width I spacing duty cycle as shown in Figure 34. 
Table 5. Pitch and linewidth for each resolution group. Unit: nm 
Pitch LW 100% LW85% LW70% LW55% LW40% 
100 50 42.5 35 27.5 22.5 
112 56 47.5 39.2 30.8 25.2 
126 63 53.55 44.1 34.65 28.35 
141 70.5 59.93 49.35 38.78 31.73 
159 79.5 67.57 55.65 43.73 35.78 
178 89 75.65 62.3 48.95 40.05 
200 100 85 70 55 45 
224 112 95.2 78.4 61.6 50.4 
256 128 108.8 89.6 70.4 57.6 
282 141 119.85 98.7 77.55 63.45 
318 159 135.15 111.3 87.45 71.55 
356 178 151.3 124.6 97.9 80.1 
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Figure 34. CAD layout for the resolution pattern. 
4.4.2 Fabrication and characterization 
The fabrication process of the resolution targets as shown in Figure 35, involves metal 
deposition, e-beam lithography and ICP etching. We fabricated the targets on double-
side-polished 2" float zone Si wafers with a thickness of 100 ± 25jlm to match with the 
aSILs' design thickness. The fabrication was done at Georgia Institute of Technology. 
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(b)------~ 
(c)------~ 
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Figure 35. Resolution target fabrication process. 
First, 50nm thick aluminum with 1% silicon was sputtered onto the wafer with a 
deposition rate of 250 A/min (using a Unifilm Sputter System). Second, 6% hydrogen 
silsesquioxane (HSQ), a negative tone electron-beam resist, was spun coated using 5000 
RPM for 60 seconds, which yields about 85 - 11 Onm HSQ thicknesses. Third, a 1 OOkV, 
2nA electron beam was used for HSQ resist exposure. We chose the base dose for the 
exposure to be 2000J-LC/cm2 according to prior knowledge of the system and also six 
skewed doses (-25%, 0%, +25%, +50%, +75%, +100% relative to the base dose) were 
applied to different patterns to account for pitch variation due to resist development and 
etch variation. Consequently, the chip is immersed in 25% Tetramethylammonium 
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hydroxide (TMAH) for 30 seconds to develop the HSQ, followed by a deionized water 
rinse. Finally, an inductively coupled plasma (ICP) etch (Plasma-Therm system) was 
used for aluminum etch. The detailed parameters are as follows: 10 mTorr, 30 seem Cl2, 
10 seem BC13, RIE = 50 W, coil = 500 W and 40 seconds of etch time. 
It should be noted that the HSQ resist is not removed because it doesn't affect the 
imaging because the microscopy is done through the backside of the wafer. In fact, the 
remaining HSQ resist helps to protest the delicate aluminum resolution features. 
Figure 36. Optical microscopy images of the after ICP etch. Left: Complete set of the resolution 
targets with six different doses patterns on one sample. Right. Zoom-in view on two patterns. 
Figure 36 shows a front-side optical microscope Image of the six resolution 
patterns with skewed dosage after ICP etching. Because the wafer has a thickness 
variation of ± 25 f.lill , the patterns are arranged on the different locations of the wafer in 
order to get samples with diverse thicknesses for aberration tests. Wafers are hand-
scribed into pieces in order to avoid likely damage from a dicing saw. A 2" wafer will 
generally yield 8 - 10 resolution target samples. 
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Figure 37. Dark-field images of the resolution pattern with skewed doses. It is found that the 
+25% and the +50% group yields the best line structures. 
Figure 37 shows the dark-field images on the resolution patterns with different 
dose. It is found that the +25% and +50% dose groups result in the best e-beam 
lithography performance with up to 150nm pitch lines (75nm line-width) clearly 
resolved, as shown in Figure 38. 
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Figure 38. Line-width measurement with SEM. 
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Chapter 5 SENSORLESS AO ABERRATION CORRECTION 
5.1 Aberration Correction Using DM Open Loop Control 
Pre-calibrated DM shapes were used for aberration correction on an aSIL-based 
microscope. In a proof-of-concept study, we compensated aberrations introduced by 
sample thickness errors using the measured PSF of a specular reflection as feedback. 
Subsequently, we applied this wavefront compensation technique on the AO-aSIL 
confocal scanning microscope to correct for sample thickness and material mismatch on 
while imaging. Near diffraction-limited imaging performance was achieved. 
5.1.1 Aberration correction on point spread function 
In practice, the PSF is usually used as a measure of quality in an imaging system by 
determining how the image of a point object is distorted by the optical system. As 
illustrated in Section 2.2, sample thickness mismatch in an aSIL microscope generally 
introduces spherical aberration. We study the system aberration by examining the PSF 
degradation at the image plane with different sample thicknesses, and use pre-calibrated 
DM shapes to counteract these aberrations to reduce the effect of spherical aberrations 
(Y. Lu, Ramsay, et al. 2012). 
As a proof-of-concept study, we simplified the confocal scanning setup (Figure 
25) by removing the galvo scanning mirrors. An InGaAs camera was used instead of a 
photon detector to image a point object. This point object is essentially a tight focus that 
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is created by focusing light through the aSIL and sample. The schematic of the setup is 
shown in Figure 39. 
c M2 
LS 
L4 
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s 
Figure 39. Setup schematic for aSIL PSF test. LS: 1340nm fiber-couple laser. DM: deformable 
mirror. Ll: fiber collimation lens. L2-5: conjugation lens. Ml-3: fold mirror. OBJ: objective lens. 
ASIL: aplanatic SIL. S: Si sample. C: InGaAs camera. 
In this situation, the DM plane was imaged directly to the back pupil plane of the 
objective (Mitutoyo 1 OX 0.26NA NIR infinity-corrected). Interferometric fringe patterns 
were used to center the DM in this configuration by temporarily adding a mirror after the 
first beam splitter and a second camera that it imaged the DM and back pupil plane of the 
objective (not shown in Figure 39). We explored sample thickness-mismatch-induced 
aberration by deliberately choosing samples that had a known thickness variation from 96 
to ll2J.!m to pair with an aSIL, which was designed for sample thickness of 107J.!m. The 
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reflected focused spot was imaged by an InGaAs camera (C in Figure 39). By applying 
corresponding DM spherical aberration corrections with proper focal translation, the PSF 
could be made to have diffraction-limited characteristics (peak intensity and shape). 
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Figure 40. 3D PSF with arbitrary color scale. Left: a thinner substrate. Middle: ideal substrate. 
Right: a thicker substrate. Z direction: Focal translation direction. It should be noted that the 
plane that focal translation equals OJ.!m is the paraxial plane where aberration compensation 
should apply. 
To determine the range of tolerable sample thickness variations, we modeled the 
system in Zemax with a narrower sample thickness error range that matches the physical 
vitiations we used in this experiment (thickness mismatch from 96 to 112J-Lm). Spherical 
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aberration in the axial direction was visualized by simulating the PSF numerically as a 
function of the focal translation (axial translation of the backing objective with respect to 
the SIL). The simulations were done on 96!J.m (11 11m thinner than ideal), 1 071-!m (ideal 
thickness) and 112!J.m (5!J.m thicker than ideal) thick substrates with a focal translation 
from -501-!m to +50!J.m in steps of 1 !J.m. As discussed in Chapter 2.2.2, it was observed 
that the "circle of least confusion" plane shifted away from the "zero focal translation" 
plane due to the presence of spherical aberration. When sample thickness was less than 
the designed thickness, it was necessary to move the SIL and sample away from the 
objective to get back to the "zero focal translation" plane to perform aberration 
correction, and vice versa for the thicker sample cases. The 3D PSF for this simulation is 
shown in Figure 40. 
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Figure 41. ZEMAX simulation on the effect of varying substrate thickness on Strehl ratio 
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In our simulation, we vary the thickness of the substrate in steps of 0 .lJlm. At 
each thickness, the system is re-optimized by allowing refocusing, altering the distance 
between the objective lens and the SIL, for real aberration amplitude at the "zero focal 
translation" plane. For each thickness, we determine the Strehl ratio, plotted in Figure 41. 
Diffraction-limited performance is defined as a Strehl ratio in excess of 0.8. Lower Strehl 
ratios imply higher aberrations. The plot considers spherical aberration only in this case. 
Our modeling shows it is only possible to achieve the diffraction limit if the substrate 
thickness is accurate to -3/+2Jlm before aberration begins to seriously degrade 
performance. 
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Figure 42: Closed-loop DM calibration results. Residual shape error is plotted as a function of 
DM first order spherical shape amplitude. Errors are negligible for+/- 250 nm RMS shapes, 
coiTesponding to wavefront errors of +/-500 nm. 
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After modeling aberrations in the aSIL, we calibrated the DM so that we could 
produce first order spherical shapes that would compensate sample-thickness-error-
induced aberrations, as discussed in Chapter 3. 
While any amount of aberration compensation will improve image quality, a well-
corrected imaging system requires wavefront error RMS below /J14, which is 93 nm in 
this case (and 76 nm for 1064 nm wavelength illumination). Because shape errors on the 
DM are doubled by reflection in the wavefront, the DM shape errors should be made less 
than ~47 nm to achieve well-corrected imaging. The residual shape error (deviation of 
DM shape from ideal first order spherical shape after closed-loop calibration) varied from 
~20 nm for small-amplitude shapes to more than 80 run for large amplitude shapes. This 
variation is plotted in Figure 42. 
To perform the correction, we landed the aSIL on 5 different locations where the 
substrate thicknesses were 96Jlm, 99Jlm, 102Jlm, 107Jlm and ll2Jlm. Because the 
focused spot intensity is dependent on the contact condition between the SIL and 
substrate for each landing, it is difficult to directly compare the spot intensity before and 
after aberration compensation. Instead, we determined the amount of spherical correction 
needed to achieve highest spot intensity at each location. As predicted, a greater thickness 
deviation from the ideal case required more aberration correction. The polarity of the 
spherical aberration changed from negative thickness mismatch to positive thickness 
mismatch. The optimum wavefront RMS spherical corrections (twice the DM RMS shape 
amplitude) were +700nm, +500nm, +300nm and -600nm for substrate thicknesses of 
96Jlm, 99Jlm, 102Jlm and ll2Jlm respectively. 
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Figure 43. Experimental and simulation data on the amount of spherical aberration correction 
needed for different substrate thicknesses. 
In each case, we were able to increase peak intensity by at least a factor of two as 
a result of spherical aberration compensation. Any DM wavefront correction applied to 
the setup with a 107f!m thick substrate only made the spot intensity lower, indicating a 
close-to-ideal substrate thickness and aSIL combination. By fitting the experimental data 
with 3rd order polynomials (Figure 43), we noted a strong correlation between the Strehl 
ratio and amount of spherical compensation required for different substrate thicknesses. 
These results confirmed our assumption that the dominant aberration term in the system 
was spherical aberration, because the experimental data matched well with the ZEMAX 
simulation, which considered spherical aberration only. 
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We explored, in detail, the aberration correction on an 811m thinner than optimal 
thickness case. The experimental apparatus (see Figure 39) allows adjustment of two 
parameters: focal translation and magnitude of first order spherical aberration applied to 
the wavefront by the DM. The axial section of the expected PSF is simulated numerically 
using Zemax as a function of focal translation with no spherical aberration compensation. 
As expected, the PSF shows significant deviation from the diffraction limited ideal at a 
nominal focal translation of 011m (Figure 44 a and d). Consistent with the simulations 
shown previously in Figure 40, it is possible to increase the peak intensity of the PSF by 
offsetting the focal translation to the "circle of least confusion" plane, but this does not 
compensate the spherical aberrations (see Figure 44 b and e). However, at the nominal 
focal translation of 011m, applying a compensating spherical aberration of the wavefront 
with the DM results in a narrower PSF with significantly higher intensity (Figure 44 f). 
No combination of non-zero focal translation and spherical compensation produces a PSF 
with comparable intensity. 
After applying a +500nm RMS spherical wavefront shape using the DM (+250nm 
RMS DM spherical shape), we observe a spot intensity increase by a factor of 2.5, which 
implies a significant reduction in aberrations. Moreover, the full width half maximum 
(FWHM) of the focused spot reduces from 428 nm to 306 nm, meaning a resolution 
increase in an aSIL imaging system in this case. However, the focused spot size is still 
larger than the theoretical limit spot size (about 240nm calculated from 0.61 NNA). This 
might be due to a number of reasons such as uncorrected residual wavefront errors in the 
system and single path aberration correction limitation of the setup. Because in the 
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current configurations, spherical aberrations are doubled by experiencing the same 
amount of aberration from sample thickness mismatch both on the illumination and 
collection path. Even though the aberrations have been corrected in the illumination path, 
the wavefront error (roughly the same amount of aberration) in the collection path 
remains. This is corrected in the experiment in the next section by passing back though 
the DM before the collection arm of the microscope. 
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Figure 44. Numerical and experimental results demonstrating spherical aberration compensation 
in an aSIL microscope with a substrate 811m thinner than ideal (i .e., 99!-Lm instead of 107!-Lm). (a), 
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(b) and (c): Numerically simulated PSF axial section (arbitrary color scale) as a function of 
translation. The red dotted line corresponds to focal translation of 011m and -43!lm. (d) and (e): 
Experimentally measured PSF cross section corresponding to a focal translation of 011m and-
43!lm without spherical aberration compensation. (f): Experimentally measured PSF cross section 
corresponding to a focal translation of 011m with +500nm RMS wavefront spherical aberration 
compensation. (f): Interferometrically measured DM shape corresponds to correction shown in 
(f). (h): PSF profile of data shown in (d), (e) and (f). 
5.1.2 Aberration correction on confocal scanning microscopy 
After demonstrating the feasibility of using the DM for spherical aberration 
compensation, we reconfigured the setup to include the galvo scanning components and 
confocal pinholes to enable beam steering for nanometer resolution imaging. 
Figure 45. SEM micrograph of the fabricated resolution test patterns with pitch of the patterned 
lines marked to the left (in nanometers). 
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Imaging was performed on a custom-made resolution target samples that were 
described in Section 4.4. The patterns on the chip are sets of parallel lines with pitch from 
1 00 nm to 400 nm. Figure 45 shows a scanning electron microscope image of a 
subsection of the resolution target, with pitch (in nanometers) indications to the left of the 
patterns. The duty cycle of the line width and line spacing is 50%. Each line is about 
2.5!-lm long and the microscope has a field of view of 50!-lm by 50!-lm in this 
configuration. The microscope is set up in a confocal scanning aSIL configuration, as 
shown in (Figure 25). 
For an experimental demonstration, we choose a sample that was 11 11m thinner than the 
ideal thickness (96!-lm thick sample paired with an aSIL that is designed with a sample 
thickness of 1 07!-lm). A silicon aSIL with 1310 nm illumination was used in this case. 
The ray tracing simulated aberrations for on-axis and off-axis aberrations are shown in 
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Table 6, indicating that about +270 nm of spherical aberration (+540nm 
wavefront spherical aberration) would be required to compensate the effect of the sample 
thickness error. Without aberrations, the theoretical resolution based on the Sparrow 
criterion (0.61 JJNA) for this microscope configuration is about 230nm, assuming the 
wavelength is 131 Onm and the N A of the system is 3. 5. 
80 
Table 6. Aberration simulation of Si aSIL on -11 J.lffi Si sample 
through ray tracing software (unit: wave) 
Aberration On-axis Ray Off-axis Ray 
(+/-lSp.tm FOV) 
Defocus 0 0 
Astigmatism 0 0.016 
Coma 0 -0.088 
Trefoil 0 0.001 
1st Spherical -0.210 -0.213 
2nd Coma 0 -0.018 
2nd Spherical -0.024 -0.026 
3rd Spherical -0.004 -0.005 
Without aberration compensation, the 318 run resolution target group was barely 
resolvable due to the presence of spherical aberration. As can be seen in Figure 46, 
Spherical aberration lowers the resolution, reduces intensity and contrast, and imposes 
strong "ringing effect" around the features as a result of the sides-lobes of the spherically 
aberrated PSF. 
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(a) 
2 
Figure 46. Comparison on (a) before and (b)after applying a +200nm spherical aberration 
correction using a Si aSIL on a Si sample. 
As discussed in the previous chapters, one needs to translate the stage axially to 
minimize focus error in addition to applying a compensating spherical aberration 
correction to the DM. This is done though an iterative approach by applying different 
amplitudes of spherical shape to the DM and then translating the sample stage to adjust 
focus. After each iteration, image quality was measured (in this case, image quality was 
assumed to correspond with confocal photon detector mean intensity). The image quality 
was optimized. This iterative search mechanism allows us to move peak focal intensity 
away from the circle of least confusion plane and toward the plane with zero defocus 
error, which is a global maximum for confocal photon detector mean intensity when the 
correct amount of compensating spherical aberration is applied to the DM. 
A zoom-in view of the resolution structure is shown in Figure 47 for better 
visualization of the structures after aberration correction. By applying a +200nm RMS 
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spherical compensatory shape on the DM (+400nm RMS wavefront correction taking the 
DM double path into account) and translating the stage about 100 J.lm away from 
objective, the 252nm group can be resolved. In addition to higher resolving power after 
correcting for spherical aberration, the average intensity of the image increases by 50%. 
The image contrast is significantly higher as well, as shown in Figure 47. It is noted that a 
finer 224 nm resolution group is not resolved. 
318nm 
282nm 
252nm 
""" :J 
0.6~ 
0.5~ 
~- ................. , 0 4 ·~ 
' ,"" .. ,. "'-.---·~---, ' • C1) 
"' __j c 
0 50 100 
Pixels 
-0.6~ 
o.s; 
---- -----o-~0.4 ·~ 
0 50 
Pixels 
~ 
c 
100 
Figure 47. Comparison before and after applying +200 nm RMS first order spherical aberration 
correction. (a): SEM image showing the region of interest. (b): aSIL microscope image obtained 
before spherical aberration correction. (c): aSIL microscope image obtained after spherical 
aberration correction. (d): Line cut comparison on group 318 nm. (e): Line cut comparison on 
group 282 nm. (f): Line cut comparison on group 252 nm. 
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Figure 48 shows the raw images from the aSIL confocal m1croscope with 
spherical correction at different focal planes. The FOV of the aSIL is 50Jlm by 50Jlm 
corresponding to a scanning angle of 2 degrees on the galva scanning mirrors (about 0.1 
degrees taking into account for optical magnification of the lenses and objective). Figure 
48 (a) shows the image with DM flat at the "circle of least confusion" plane, where the 
best image anticipated without the help of DM. However, by translating the sample and 
SIL away from the objective to the paraxial plane and applying the appropriate amount of 
aberration correction, the image quality can be significantly enhanced as can be seen in 
Figure 48 (c). Figure 48 (b) shows the resolution patterns without aberration correction 
but is imaged at the paraxial plane. It can be seen that the average intensity after the 
spherical correction is considerably higher, but more concentrated in the central area. 
This is expected because of off-axis aberration introduced by beam scanning at the 
periphery of the image. 
Figure 48. Raw images of the microscope with full field of view: (a) at the "least confusion 
plane". (b) at the paraxial plane. (c) at the paraxial plane with spherical aberration correction. 
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In this study, we only considered first order spherical aberration compensation, 
which is mainly introduced by sample thickness error. There can potentially be other 
types of aberrations in the system which remains uncorrected, such as off-axis aberrations 
due to confocal scanning, higher order spherical aberrations due to sample large thickness 
mismatch, and indices mismatch using different material aSIL on Si sample, etc. 
Figure 49. Comparison on (a) before and (b)after applying a +360nm spherical aberration 
correction using a GaAs aSIL on a Si sample. 
For example, Figure 49 shows an image comparison with and without DM 
spherical aberration correction using the same Si resolution target sample that is used to 
obtain the data shown in Figure 46 and Figure 47. 
Table 7. Sellmeier equation parameters for GaAs refractive index from 1-141-lm 
kl 8.931 02948E +000 LJ 8.03299066E-002 
k2 9.32359302E-001 L2 4.05122031E-001 
k3 1.94055806E+OOO L3 1.35309431E+003 
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However in this experiment, a GaAs aSIL and 1064 nm laser are used and the 
measured thickness mismatch is about -44 j..lm. The index of refraction mismatch between 
the GaAs aSIL (3.4732 using equation 4.2 with parameters shown in Tab. 7) and the Si 
(3 .5465 using equation 4.2 with parameters shown in Tab. 4) sample can be expected to 
introduce additional aberration. Table 8 shows the Zemax simulation on this particular 
case. With aberration compensation, the finest resolvable group is at 252nm (compared to 
a theoretical resolution of 185 nm), which is worse than the image quality achieved with 
a Si aSIL at 131 Onm. Moreover, even after compensation the image quality degrades 
quickly from the center to the edge of the image, which implies that large off-axis 
aberrations exist in the system. This is confirmed by the off-axis simulation, which 
predicts several hundred nanometers of Coma variation (Zernike terms 7 and 8) for this 
configuration. 
Table 8. Aberration simulation ofGaAs aSIL on -44f.1m Si sample through ray tracing software 
(unit: wave) 
Aberration On-axis Ray Off-axis Ray 
(+/-15~m FOV) 
Defocus 0 0 
Astigmatism 0 0.040 
Coma 0 -0.332 
Trefoil 0 0.001 
1st Spherical 
-0.895 -0.908 
2nd Coma 0 -0.031 
2nd Spherical 
-0.038 -0.043 
3rd Spherical 
-0.005 -0.007 
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5.2 Aberration Correction Using Metric Based Closed-loop Control 
In addition to correcting spherical aberration using open-loop DM shapes, other closed-
loop adaptive optics approaches, such as image-based optimization and wavefront 
sensing, are also promising. As described in Chapter 3, image-based optimization uses 
quality metric as feedback to improve image. 
5.2.1 Quality metric selection 
Closed-loop aberration control requires a quality metric to be generic, robust and 
sensitive to changes (Schwertner et al. 2006). In our experiment, the quality metrics we 
have used are: maximum intensity (single point and region of interest), contrast transfer 
function, and Fourier domain frequency maximization. We implemented those metrics in 
the control loop with both SPGD optimizations. Although the algorithm generally 
increased the metric value, it did not guarantee an increase in the overall imaging quality 
since some metrics shows strong feature dependency. Sometimes undesired features 
appear in the image after closed-loop control, such as ghost images and interference 
fringes (if the illumination laser has a long coherence length). 
The pros and cons for each metrics are summarized in Table 9. 
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Table 9. Pros and cons for each quality metrics. 
Metrics Intensity 
Contrast Frequency 
lmax- lmin Q =Max (FFT(x)) Q Q = lmax Q= 
lmax + lmin 
1. Fast feedback 
1. Works the best on 
2. Works the best on 1. Works on large 
Pros feature with prior 
uniform material to region of interest. 
knowledge. 
enhance global intensity 
1. Slow feedback: 1. Slow feedback: 
1. Local image metric value needs to be metric value needs to be 
performance enhanced. calculated, averaged calculated and 
Cons 
2. Ghost images and and processed processed 
interference fringes 2. Ghost images and 2. Prior knowledge of 
interference fringes sample required. 
5.2.2 Closed-loop control vs. open loop control 
In this section, closed-loop DM aberration control is demonstrated on the same resolution 
target sample that measures 11 Jlm thinner than the designed thickness. The correction 
results are compared with open-loop control. 
In this case, a "CNN" structure from the same resolution target was used. It has a 
line width of 250nm. As described in the previous section, we frrst shifted the focal plane 
to the aplanatic plane and applied +200nm spherical shape on the DM for the OL 
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aberration compensation. For the closed-loop control, we also started to control at the 
aplanatic plane. We chose to base the optimization metric on a line-cut through a feature 
that has a known spatial frequency. A fast Fourier transform was then applied to the line-
cut data to quantify each frequency component. The amplitude corresponding to the 
target's spatial frequency was fed back to the control loop as a quality metric. The control 
loop was closed by using SPGD algorithm with random perturbation to increase the 
amplitude of that frequency. 
Figure 50 (c) and (d) shows the CL control result. The image quality was 
comparable or even better than the OL result, as the number "250" is more visible than its 
OL counterpart. The metric value after the CL control was about 400 times higher than 
the starting value. The control loop converged in about 800 iterations, which took about 5 
seconds to converge. 
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Figure 50. Closed-loop correction vs. open-loop correction. (a) Reference image before correction 
at the aplanatic plane. (b) +200nm spherical shape on the DM for OL correction. (c) CL 
aberration correction using amplitude of the frequency component as quality metric. (d) CL 
metric value as a function of iteration number. 
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Chapter 6 WAVEFRONT SENSOR BASED AO ABERRATION 
CORRECTION 
6.1 NIR Wavefront Sensor Design and Construction 
Although a significant improvement in imaging quality is demonstrated through the use 
of closed and open loop aberration control in the previous chapter, neither of these two 
control approaches guarantees fully corrected system. It would be beneficial to include a 
Shack-Hartmann wavefront sensor (SHWFS) in the aSIL microscope to measure the 
remaining wavefront error for further compensation. 
As described in Section 2.3.4, a SHWFS, a convenient tool to measure wavefront 
distortion, is broadly used in a variety of optical imaging systems. It is simply comprised 
of a camera and a lenslet array. However, there are not many off-the-shelf NIR SHWFS 
options that cover the two wavelengths of interest in our experiment. 
In this chapter, I present the design and construction of a NIR wavefront sensor 
that is based on an InGaAs camera and a lenslet array. The design process and some 
practical limitation are considered and discussed. 
6.1.1 Working principle of a wavefront sensor 
A SHWFS uses a lenslet array to focus the light beam into small foci (or Shack-
Hartmann spots). By measuring the relative positions of the foci, local wavefront slopes 
can be calculated, and the slope information can be further interpreted into wavefront 
shapes using a reconstruction matrix. 
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First, a sub-aperture is defined for each focus spot. Then the focus spot position 
on the detector plane is measured by calculating the center of mass of the spot (assuming 
the spot size is bigger than the camera pixel), as illustrated in Equation (6.1) and (6.2). 
x · Ll(x,y) 
Cx = L I(x,y) ' 
y · L I(x,y) 
Cy = L I(x,y) ' 
(6.1) 
(6.2) 
where the I (x, y) is the focused spot intensity, and x andy are the camera pixel 
coordinate. With a reference spot coordinate (Cx0 , Cy0 ), the displacement of the focused 
spot (Dx, Dy) becomes: 
(6.3) 
(6.4) 
Therefore the local wavefront slops in both x and y directions can be represented 
as: 
(6.5) 
(6.6) 
In order to reveal the wavefront information, a sparse reconstruction matrix is 
used as a transfer function between the wavefront deflections and local slopes. This 
matrix is usually built by sequentially poking each DM actuator and recording the slope 
at each location. Alternative, we can generate the matrix by an "imaginary poke", which 
only uses lenslet (size and focal length) and camera (pixel size) information. 
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Therefore, a reconstruction matrix R can be used to link the wavefront deflection 
D with local wavefront slopeS in Equation (6.7). 
(6.7) 
Conversely, the wavefront deflection D can be calculated with a known local 
wavefront slopeS with the inverse of the reconstruction matrix R-1 using Equation (6.8). 
(6.8) 
R-1 is realized simply using a pseudo-inverse function in MA TLAB considering 
the fact that the reconstruction matrix is not usually a square matrix. 
In addition, the wavefront can be further decomposed into Zernike terms for 
better visualization of the aberrations in the system. 
6.1.2 WFS design consideration 
There are several key parameters that determine sensitivity and dynamic range of a 
SHWFS, i.e. number of lenslet, focal length and pitch (Dubra 2007). All three parameters 
need to be carefully considered in order to achieve optimized wavefront sensing 
performance. 
The InGaAs camera, which serves as the core components of the NIR SHWFS, 
needs to be determined first. In this study, we chose a NIR camera from Infrared Camera 
Inc. considering the cost and availability. The camera features 320 by 256 focal plane 
arrays with pixel size of 30~-tm. The spectral response is from 900nm to 1700nm, which is 
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well suited for our aSIL imaging wavelength range. The camera has a frame rate of 30Hz 
and a dynamic range of 12 bits. 
Then, we finalize the three lenslet array's key parameters: pitch, number and focal 
length, which are directly related to SHWFS 's dynamic range and sensitivity. As the 
dynamic range of a SHWFS is the defined by the largest measurable slope within the sub-
aperture, no focused spot should be over move to the neighboring sub-apertures. This 
range mainly depends on the lenslet array pitch, which sets the sub-aperture size. On the 
other hand, the sensitivity of the SHWFS is determined by the minimum measurable 
slope within the sub-aperture, which largely relies on the pixelated camera array size. The 
dynamic range and the sensitivity are set by choosing proper focal spot size 8 using the 
following equation: 
A.f 
8=1.22d, (6.9) 
where A is the laser wavelength, f and d are the focal length and pitch of the lenslet 
array, respectively. 
In our experiment, the wavefront sensor is used to measure the residual wavefront 
error in the system. Therefore, the sensitivity is more important than dynamic range for 
this specific application. Considering these factors, we choose a lenslet array from 
Adaptive Optics Associates, which features 125 by 125 pixels, 200j..lm lenslet array pitch 
and 6.3mm lenslet array focal length. This combination leads to a focal spot size of 50j..lm 
(using 1310nm illumination. 40j..lm with 1064nm illumination). The lenslet array is made 
of epoxy on a 6mm thick BK7 glass substrate that has an anti-reflective coating for 
1050nm- 1620nm wavelengths. 
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Figure 51 shows an example of using the custom made SHWFS to measure an 
artificial spherical wavefront created by a DM. In this case, the SHWFS is placed 
conjugate to the DM surface. The reference plane wave is set when the DM is flat . When 
an open-loop spherical shape is applied to the DM, the SHWFS measures the 
displacement of the focused spots and calculates the slope using the above-mentioned 
equations. Consequently, a spherical wavefront is shown in Figure 51 (d). 
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Figure 51 . Spherical shape measured using the custom made SHWFS. (a) Spot view on the 
SHWFS measuring a plane wavefront. (b) Spot view on the SHWFS measuring a spherical 
wavefront that is created by the DM. (c) Calculated local slopes. (d) Reconstructed wavefront. 
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6.2 AO-aSIL Confocal Microscope with SHWFS 
Angled illumination is used in the reconfigured setup, as shown in Figure 52. This 15-
degree angle helps eliminates straight reflection light that was from polarization optics. In 
the new setup, all of the light sensed by the SHWFS comes from the sample plane. 
Additionally, anti-reflective (AR) coatings are required on every optical surface to avoid 
undesired back reflection from transmissive optical components. Although the aSIL 
doesn't have an AR coating, the reflection from the SIL top surface can be effectively 
rejected using a pinhole that is placed at the image plane ofL6 (PH3 in Figure 52). 
DET 
MS 
GS 
M4 
L2 Ll 
PHl 
HWP QWP 
Ml 
Figure 52. Reconfigured AO-aSIL confocal microscope schmetic with angled illumination for 
wavefront sensing. ASIL: Aplanatic solid immersion lens . BS: Beam splitter. DET: Detector. 
DM: Deformable mirror. GS: Galvo scanning mirrors. HWP: Half wave plate. L: lens. LS: 
131 Onm laser source. M: Mirror OBJ: Objective. PBS: Polarizing beam splitter. PH: Pinhole. 
QWP: Quarter wave plate. S: Sample. WFS: Shack-Hartmann wavefront sensor 
The SHWFS is located at an additional pupil plane and is conjugate to the DM, 
the mid-point of the galva scanning mirrors and the back pupil plane of the objective. It 
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measures the residual wavefront error in the system. 
Figure 53 shows the spot view at the aSIL aplanatic plane. It is important to match 
the SHWFS pupil size to the DM pupil size in order to properly measure and further 
decompose the wavefront. The diameter of the wavefront sensing area is set to be 
4.05mm in the control program, which corresponds to the DM active pupil size. Although 
unequal spot intensity is observed due to the total internal reflection from the Si/air 
interface (L. Wang et al. 2012)(Novotny, Grober, and Karrai 2001), this intensity 
difference does not affect the wavefront sensing as long as the centroid of the Shack-
Hartmann spots can be reliably calculated. 
Figure 53 . Spot view of the SHWFS at the aplanatic plane of the aSIL. Aperture size is set to 
match the size of the DM active area. 
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6.2.1 Wavefront sensing results 
The performance of the SHWFS was tested by the setup shown in Figure 52. As all of the 
wavefront measurements are relative to a pre-determined reference, the selection of that 
reference is critical. Theoretically, a combination of perfectly matched sample and aSIL 
is an ideal candidate for generating this reference wavefront. In reality, however, such a 
combination is extremely hard to come by. To overcome this problem, open-loop 
aberration correction was applied to a thickness-mismatched sample first, and the 
corrected wavefront was used as a close-to-ideal reference for the SHWFS. In the 
experiment, we translated the sample stage in axial direction and measured the wavefront 
at different focal planes. The zero focal translation plane (Z = 0) was defined as the 
location where the image was the sharpest (or showed the highest confocal signal on the 
photon detector). Here, positive Z values mean a shorter distance between the backing 
objective and aSIL. 
Figure 54 shows the first 15 Zernike coefficients (in arbitrary units), that were 
decomposed from the measured wavefront and the corresponding images at different 
focal planes. In the Zernike chart, C2 and C3 should be neglected because global 
wavefront tip and tilt has been subtracted in the wavefront decomposition process. and As 
spherical aberration give rise to both focus (C5) and spherical (C13) error, it is important 
to notice the amplitude changes of these two terms. At zero focal translation plane (Z = 0), 
C5 and C13 have no amplitude. When the stage translates away from the Z = OIJ.m plane, 
the C5 amplitude increases symmetrically in both directions, whereas the C 13 aberration 
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remams unchanged. This indicates a spherical aberration free 1magmg condition as 
illustrated in Section 2.2.2. 
If the DM stops compensating for spherical aberrations, the C 13 amplitude will 
have a constant value through the focal translation, whereas the C5 amplitude will 
increase monotonically. As shown in Figure 55, the confocal signal reaches the highest 
value (I =0.214) at Z = -90J..Lm, where is the "circle of least confusion" plane is located, 
but due to the presence ofthe aberrations in the system, this intensity is 30% lower than 
that of the spherical aberration compensated system. 
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Figure 54. Measured Zemike coefficients and images with fixed spherical aberration Left: 
Amplitude of Zemike terms with focal translation in steps of SOJ..Lm (Z=O is defined as the best 
imaging plane), with intensity, I, measured at the green cross. Right: Corresponding images 
measured at the 282nm resolution group. 
Figure 55. Measured Zemike coefficients and images without fixing spherical aberration Left: 
Amplitude of Zemike terms with focal translation in steps of 50J..Lm (Z=O is defined as the best 
imaging plane without aberration in Figure 54), with intensity, I, measured at the green cross. 
Right: Corresponding images measured at the 282nm resolution group. 
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6.3 Discussion 
6.3.1 Wavefront sensor based closed-loop control 
From above-mentioned experiments, the constructed SHWFS shows great potential to be 
included in an AO control loop as the wavefront sensing result matches well with 
predicted aberration and images. It is beneficial to add this wavefront sensing technique 
to both the open-loop and closed-loop control system that are previously described. 
For open-loop control, we use an iterative process of adjusting the DM spherical 
amplitude while sample translation the stage is avoided. One could simply use the 
calibrated DM shape or create a combination of Zemike shapes using the plate model 
(Section 3.1.2) to counteract the exact amount of aberration. For this to work, the 
SHWFS must be fully calibrated, and the aberration must be smaller than the range for 
which the plate model is valid. 
Alternatively, closed-loop control algorithms (Section 3.2) can be used to drive all 
of the Zernike term amplitudes to zero and realize an aberration-free system. Again, a 
good reference is required for both approaches. 
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6.3.2 Limitations due to sample specular reflection. 
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Figure 56. Aberration double pass effect. Light is reflected from a mirror-like part of the 
specimen, leading to the cancellation of odd-symmetry aberrations and doubling in amplitude of 
even-symmetry aberrations. Image from Booth et al. (M. j Booth, De barre, and Jesacher 20 12). 
Due to the specular reflection from the sample, the aberrations show a double pass effect 
as illustrated in Figure 56. Therefore, the SHWFS can only sense either the odd or even 
symmetry aberrations depending on the sensor's location and imaging mechanism. In the 
setup configuration shown in Figure 52, the SHWFS can only sense even aberrations 
(Zernike radial order is even), whereas all the odd aberrations (Zernike radial order is 
odd) that are created on the way into the sample are canceled on the way out. 
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Although the SHWFS is not able to detect these odd-symmetry aberrations, they still 
impact the PSF on the object plane, which degrades the imaging performance. 
Unfortunately, this problem cannot be fixed unless a second DM is used. Therefore, one 
should consider this limitation before implementing wavefront sensor while working with 
a specular sample. 
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Chapter 7 CONCLUSIONS 
7.1 Summary of Results 
The main objective of this research was to demonstrate aberration free imaging using an 
aplanatic solid immersion lens (aSIL), which is considered to be the only method able to 
achieve sufficient resolution for current and next generation semiconductor backside 
failure analysis. 
This dissertation addressed the challenges of severe aberrations faced by aSIL 
microscopy. In this work presented here, the practical design considerations of the aSIL 
were examined. The aberrations of the system from sample thickness uncertainty and 
material mismatch were simulated. Spherical aberration was found to be the dominant 
source of aberration in SIL imaging (off-axis aberration was not negligible when large 
sample thickness mismatches are imposed). In order to validate the aberration theory, a 
test bed system was designed and constructed that involves an aSIL deformable mirror 
and confocal scanning microscope. Detailed design considerations and requirements were 
discussed. A resolution test pattern that with sub hundred nanometer features was 
successfully fabricated for resolution characterization. Precise DM Zemike shapes with 
less than 40nm RMS errors were created and used to compensate wavefront error in an 
open-loop fashion. In addition, robust closed-loop control algorithm and NIR wavefront 
sensor were also developed for further imaging performance improvement. 
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The experimental results from point spread function and scanned images agreed 
well with simulation. It was the first time that adaptive optics has been reported to work 
in an extremely high NA system (NA~3 . 5) with diffraction limited imaging performance. 
7.2 Future Directions 
The work presented here greatly promoted the viability of the aSIL to work with up -50 
f.!m to + 1 Of.!m of sample thickness on a test bed setup. However, in practical scenarios, 
material properties that relates to the optical characteristics should be carefully 
considered, such as doping level of the material. Doping level of the chip directly relates 
to the refractive index of material (Jin et al. 2010), and vastly different doping levels 
between the SIL and the test device would not only change the DM open-loop 
compensation magnitude, but also generate substantial in index-mismatch-induced 
aberrations. This can be fixed by the DM since the optical path length difference only 
introduces phase change (M. J. Booth, Neil, and Wilson 1998)(Cumrning et al. 
2011)(Marsh, Burns, and Girkin 2003). In addition, high doping level means more light 
absorption. As the marginal rays travel more distance than the paraxial rays, a loss ofNA 
in SIL imaging is expected. Unfortunately, this can't be fixed by adaptive optics. 
Much effort remains for both metric based and wavefront sensor (WFS) based 
closed-loop control algorithms. For the metric based closed-loop control algorithm, a 
universal quality metric is desired, in order to globally increase the image quality rather 
than local image quality or metric value improvement. A combination of the quality 
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metrics and other closed-loop algorithms, such as ranking (Y. Sun, Duthaler, and Nelson 
2004) and shape-of-focus (Pertuz, Puig, and Garcia 2013) methods, are promising in this 
regard. The biggest challenge for the WFS based closed-loop control is from the sample 
specular reflection, which leads to doubling of the even order aberrations (focus, 
astigmatism and spherical) and cancellation of the odd order aberrations (coma and 
trefoil). It is beneficial to use the WFS to measure the even order aberrations to make the 
spherical aberration compensation more accurate, but the cancellation of odd order 
aberrations prohibits the WFS from seeing all ofthe aberrations. However, this wavefront 
sensing technique can potentially work in a photon-emission microscopy configuration, 
where the light only passes through the sample and SIL once. 
As shown in Figure 1, the gap between the optical isolation and the 
semiconductor manufacturing is bought closed by the use of aSILs. In order to optically 
isolate faults in the next generation IC, more complex optical techniques will be required 
(with or without SILs) 
7.3 Conclusions 
This dissertation concerns advances in high-resolution optical microscopy needed to 
detect faults in next-generation semiconductor chips. In order to achieve the highest 
image resolution and light collection efficiency, aSILs are required because of their 
theoretical maximum NA during imaging. However, the imaging quality of an aplanatic 
SIL microscope is shown to be significantly degraded by aberrations due to its high NA 
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nature (~3.5), especially when micron level thickness errors are introduced from the 
sample preparation process. However, this high NA makes the system performance 
particularly sensitive to aberrations and aSIL only works with samples that have very a 
tight thickness range. 
In this dissertation, we have successfully demonstrated that the stringent sample 
thickness tolerance can be relaxed through aberration compensation and substantial 
improvement on image quality has been shown through the use of adaptive optics. Near-
diffraction-limited imaging performance has been achieved in most cases that correspond 
to a practical implementation of the technique. 
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APPENDIX 
Appendix I. 
Table lO.First 15 Zernike functions with normalization constant and aberration name 
n m Nm n zm n Aberration type 
0 0 1 1 Piston 
1 -1 2 psine Tip 
1 1 2 pease Tilt 
2 -2 ~ p 2sin28 Astigmatism, axis± 45° 
2 0 3 2p2 -1 Defocus 
2 2 ~ p 2cos28 Astigmatism, axis 0° and 90° 
3 -3 2V2 p 3 sin38 Trefoil 
3 -1 2V2 (3p3 - 2p)sin8 Vertical Coma 
3 1 2V2 (3p 3 - 2p)cose Horizontal Coma 
3 3 2V2 p 3 cos38 Trefoil 
4 -4 ill p4 sin48 Quadrafoil 
4 -2 ill ( 4p4 - 3p2 )sin28 2nd order Astigmatism 
4 0 v's 6p4 - 6p 2 + 1 3rd order Spherical 
4 2 ill ( 4p4 - 3p 2 )cos28 2nd Astigmatism 
4 4 ill p4 cos48 Quadrafoil 
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Appendix II. 
MATLAB code for generating Zemike shapes: 
function Zshape=zernfastn_yang (c) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% This function generates zernike maps for the DM from known % 
% coefficients, on a grid (n x n). % 
% The input c is a 35 by 1 matrix with each element as the Zernike % 
% coefficient for the corresponding aberration type. % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
n=300; % number of pixels for Zernike shapes 
spaces=9; % number of DM segments across the pupil 
margin=2; % number of unused DM segments for proper scaling of the 
Zernike shapes . 
m=n*(spaces/(spaces+2*margin)); 
z=nan(n,n,35); % Create NaN matrix of first 35 Zernike terms 
dshape=zeros(n,n); 
ycenter= (n+1)/2; 
xcenter=(n+1)/2; 
zradius=(m+1)/2; %Define Zernike shape radius 
sqrt_12_=sqrt(12); 
sqrt_6_=sqrt(6); 
sqrt_3_=sqrt(3); 
sqrt_B_=sqrt(B); 
sqrt_14 =sqrt(14); 
sqrt 10 =sqrt(10); 
sqrt 7 =sqrt(7); 
sqrt_3_=sqrt(3); 
sqrt_5_=sqrt(5); 
for i=1:n 
for j=1 :n 
y=(i-ycenter)/zradius; 
x=(j-xcenter)/zradius; 
p= (x"2+y"2) ; 
if p<=1 % for full DM 
x_ 2=x"2; 
y_2=y"2; 
x_3 =x"3; 
y_3=y"3; 
x_4 =x"4; 
y_4=y"4; 
x_5=x"5; 
y_5=y"5; 
x_6=x"6; 
y_6=y"6; 
x_7=x"7; 
y_7=y"7; 
2 4 
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z(i 1 j 1 1)=c(1)*2*y; %z A-1 _1 
z(i 1 j 1 2)=c(2)*2*x; %z A1 _1 
z(i 1 j 1 3)=c(3)*2*sqrt_6_*x*y; %z A-2 2 
z(i 1 j 1 4)=c(4)*sqrt_3_*(2*p-1); %z Ao _2 
z(i 1 j 1 5)=c(5)*sqrt_6_*(x_2-y_2); %z _2 _2 
z(i 1 j 1 6)=c(6)*sqrt_8_*(3*x_2*y-y_3); %z A-3 3 
z(i 1 j 1 7)=c(7)*sqrt_8_*(3*x_2*y+3*y_3-2*y); %z A-1 3 
z(i 1 j 1 8)=c(8)*sqrt_8_*(3*x_3+3*x*y_2-2*x); %z A1 3 
z (i 1 j 1 9) =C (9) *sqrt 8 * (x 3-3*x*y 2); %z 3 3 z(i 1 j 1 10)=c(10)*sq~t-10 *(4*x 3*y-4*x*y 3); %z A-4 4 
z(i 1 j 1 11)=c(11)*sqrt=10=*(8*x=3*y+8*x*y=3-6*x*y); %~A_ 
z(i 1 j 1 12)=c(12)*sqrt_5_*(6*x_4+12*x_2*y_2+6*y_4-6*x_2-
6*y_2+1); %z Ao 4 
2 4 
A-5 5 ; 
z(i 1 j 1 13)=c(13)*sqrt_10_ *(4*x_4-4*y_4-3*x_2+3*y_2); %z 
z(i 1 j 1 14)=c(14)*sqrt_10_*(x_4-6*x_2*y_2+y_4); %z _4 4 
z(i 1 j 1 15)=c(15)*sqrt_12_*(5*x_4*y-10*x_2*y_3+y_5); %z 
z(i 1 j 1 16)=c(16)*sqrt_12_*(15*x_4*y+10*x_2*y_3-12*x 2*y-
5*y_5+4*y_3); %z A-3 5 ; -
z(i 1 j 1 17)=c(17)*sqrt_12_*(10*x_4*y+20*x_2*y_3+10*y 5-
12*x_2*y-12*y_3+3*y); %z A- 1 5 ; -
z(i 1 j 1 18)=c(18)*sqrt_12_*(10*x_5+20*x_3*y_2+10*x*y 4-
12*x*y_2-12*x_3+3*x); %z A1 5 ; -
z(i 1 j 1 19)=c(19)*sqrt_12_*(5*x_5-10*x_3*y_2+12*x*y_2 -
15*x*y_4-4*x_3); %z 3 5 ; 
z(i 1 j 1 20)=c(20)*sqrt_12_*(x_5-10*x_3*y_2+5*x*y_4); 
%z 5 5 ; 
z(i 1 j 1 21)=c(21)*sqrt_14_*(6*x_5*y-20*x_3*y_3+6*x*y_5); 
z(i 1 j 1 22)=c(22)*sqrt_14_*(24*x_5*y-20*x_3*y-
24*x*y_5+20*x*y_3); %z A-4 6 ; 
z(i 1 j 1 23)=c(23)*sqrt_14_*(30*x_5*y+60*x_3*y_3+30*x*y 5-
40*x_3*y-40*x*y_3+12*x*y); %z A-2 6 ; -
z(i 1 j 1 24)=c(24)*sqrt 7 *(20*x 6+60*x 4*y 2+60*x 2*y 4+20*y 6-30*x 4-
60*x_2*y_2-30*y_4+12*x=2+12*y=2-1); - %z AO 6 ; - - - -
z(i 1 j 1 25)=c(25)*sqrt_14_*(15*x_6+15*x_4*y_2-15*x_2*y_4-
15*y_6-20*x_4+20*y_ 4+6*x_2-6*y_2); %z 2 6 ; 
z(i 1 j 1 26)=c(26)*sqrt_14_*(6*x_6-30*x_4*y_2-
30*x_2*y_4+6*y_6-5*x_4+30*x_2*y_2-5*y_4); %z 4 6 ; 
z(i 1 j 1 27)=c(27)*sqrt_ 14_ *(x_6-15*x_ 4*y_ 2+15*x_2*y_4-
y_6); %z 6 6; 
z(i 1 j 1 28)=c(28)*4*(-x_7+21*x_5*y_2-35*x_3*y_4+7*x*y_6); 
7 . 
I 
z(i 1 j 1 29)=c(29)*4*(7*x_ 7-63*x_5*y_2-
35*x_3*y_4+35*x*y_6-6*x_5+60*x_3*y_2-30*x*y_4); %z A-5 
z(i 1 j 1 30)=c(30)*4*(-
7 . 
I 
21*x 7+21*x 5*y 2+105*x 3*y 4+63*x*y 6+30*x 5-60*x 3*y 2-90*x*y 4-
10*x=3+30*x*y_2l; %z A-3 - 7 ; - - - - -
z(i 1 j 1 31)=c(31)*4*(35*x 7+105*x 5*y 2+105*x 3*y 4+35*x*y 6-60*x 5-120*x_3*y_2-60*x*y_4+30*x_3+30*~*y_2-4*x); - %z- A-1 7 - -
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z(i,j,32)=c(32)*4*(35*x_6*y+l05*x_4*y_3+105*x_2*y_5+35*y_7-60*x_4*y-
120*x_2*y_3-60*y_5+30*x_2*y+30*y_3-4*y); %z Al 7 ; 
z(i,j,33)=c(33)*4*(-63*x_6*y-105*x_4*y_3-
2l*x_2*y_5+2l*y_7+90*x_4*y+60*x_2*y_3-30*y_5-30*x_2*y+l0*y_3); %z 3 
7 . , 
z(i,j,34)=c(34)*4*(35*x_6*y-35*x_4*y_3-
63*x_2*y_5+7*y_7-30*x_4*y+60*x_2*y_3-6*y_5); %z 5 7 
z(i,j,35)=c(35)*4*(-7*x_6*y+35*x_4*y_3-2l*x_2*y_S+y_7); 
%z 3 7 ; 
end 
end 
end 
else z(i,j, :)=NaN; 
% Add all Zernike terms 
for k=l:35 
Zshape (:, :) =Zshape (:, :) +z (:, :, k); 
end 
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Appendix Ill. 
Closed-loop DM shape calibration code in Matlab: 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% CLOSED LOOP CONTROL: Zygo with MULTI DRIVER % 
% This program controls the DM to make a predetermined shape on Zygo % 
% This program assumes that a 140 actuator DM is roughly centered in % 
% the field of view % 
%% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% DM Initialization 
close all ; 
full_stroke=S.Oe-6; % full stroke of the DM in meters 
max voltage=220; % Maximum voltage allowed on the DM (DM dependent) 
gai~=max_voltage/ full_stroke; % Linear gain 
mapping_ID = 2; 
[error_code, driver_info1] = OPEN_multiDM(mapping_ID); 
%% Find actuator locations 
[row_coords,col_coords,Z_zero] = coordinate_finder2(driver_info1); % 
This finds the coordinates of the DM with respect to the ZYGO map It 
finds 16 x 16 map, including two buffer rows! 
active_col_coords=col_coords(3:14,3:14); %Need at least 14 x 1 4 in 
field of view .. . 
active_row_coords=row_coords(3:14,3:14); 
%% Identify actuator post locations in the pupil, and find pupil size 
in interpolated Zygo map 
% The algorithm makes shapes with pupils bounded by 
% the 1st and 12th actuators (pupil fraction=1), or bounded by smaller 
span 
% (O<pupil_fraction<1). For example, to use 6 actuators in the pupil 
(e.g. pupil spans 5 actuator 
% spaces compared to the maximum of 11 possible), set pupil fraction to 
% 5 / 11 
pupil fraction=9 / 11; %this is the fraction of the 12x12 dm used to make 
the shape (# of actuators across pupil-1) / (number of actuators across 
DM-1 ) , so 9 / 11 is a 10 atuator pupil span 
num_ acts=12; %number of actuators across DM 
% generate mask defining actuators in pupil 
[A,B]=meshgrid(2*((1:num_acts)-((num_acts-1)/2)-
1) / (pupil_fraction*(num_acts-1)),2*((1:num_acts)-((num_acts-1)/2)-
1)/(pupil_fraction*(num_acts-1))); 
indmask=1-floor(A.A2+B.A2) . AO . S; indmask=max(indmask,O); %ones for 
actuators in pupil 
N=534; % size of 14x14 interpolated map 
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[xi_temp,yi_temp] = meshgrid(linspace(2, 15, N) ,linspace(2, 15, N)); 
%Get coordinate xform to go from zygo to 534 x534 map of 14x14 posts 
xi_zygo= interp2(col_coords, xi_ temp,yi_temp); 
yi_zygo= interp2(row_coords, xi_temp,yi_temp); 
pupil=pupil_fraction*11 / 13; %pupil fraction is based on 12x12, but 
pupil is based on 14 x14 
[A,B] =meshgrid(2* ( (1:N)- ( (N-1) / 2) -1) I ((pupil)* (N-1)) ,2* ( (1 : N)- ( (N-
1) / 2)-1} / ((pupil)*(N-1))); %find the pupil in 534x534 map 
mask_pupil=1-round(floor(A.A2+B.A2) .A0.5) ;mask_pupil=max(mask_pupil,O); 
mask_pupil(find(mask_pupil==O))=NaN; %set outside of pupil to NaN 
%% Establish reference shape, with 100 x 100 points spanning 12 x 12 
actuators 
n=100; 
% for ii=1:10 
%Zernike 
type= ' Zernike ' ; 
Z=4; 
c=zeros(35,1); 
% c(z)=1; %old 
% shape=zeros(n); 
pupildiam=round(0.5*n*pupil_fraction)*2; 
% shape=zernfastn(c,pupildiam); %calculate zernike shape in pupil 
c(z)=0.000000001*0.1*1e-6; 
shape=zernfastn(c,pupildiam); 
shape=shape-(max(shape(:))+min(shape( : ))) / 2; 
% shape=shape*(amp_PV)/(2*max(shape(:))) ;% scale to get desired 
amplitude 
shape_max=max(shape(:)); 
shape_min=min(shape(:)); 
%padlength=((n-pupildiam)/2)-1; 
padlength=((n-pupildiam) / 2); 
shape=simple_padarray (shape, [padlength,padlength] ,NaN); %pad that array 
to shrink pupil from DM edge 
%shape=simple_padarray(shape, [1,1] ,0); %pad edge with zeros 
shape=inpaint_nans(shape,O); % fill in corners, using inpaint nans 
method 
shape=min(shape,shape_max); % don't let inpaint increase amplitude .... 
shape=max (shape,shape_min); 
% shape=-shape; 
% find desired Z at posts 
span=1: (n-1) / (num_acts-1) :n; 
Z_desired_at_posts=interp2(shape,span,span'); %fit the data to the DM 
posts 
Z_desired_ at_posts(1,1)=0;Z_desired_at_posts(1,12)=0;Z_desired_at_posts 
(12,1 ) =0;Z_desired_at_posts(12,12)=0; 
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Z_desired_at_posts=Z_desired_at_posts-
(max(Z_desired_at_posts(:))+min(Z_desired_at_posts(:)))/2; %offset by 
midpoint (equal + and - span) 
% find desired map on 14xl4 span, with 534x534 pixels, and in pupil 
n_l4_buffer=round(((n*l3 / ll)-n)/2); %expand model map from 12xl2 to 
14xl4 with buffer zeros to accommodate OL control comparison 
shape=simple_padarray(shape, [n_l4_buffer,n_l4_buffer] ,0); 
z_initial=interp2(shape,linspace(l, n*l3 / ll, N) ,linspace(l, n*l3/ll, 
N) '); %Desired shape on 534 grid, spanning 14 posts 
Z_initial_in_pupil=Z_initial.*mask_pupil; 
z_initial_in_pupil=Z_initial_in_pupil-
mean(Z_initial_in_pupil(find(-isnan(Z_initial_in_pupil)))); 
Z_initial_in_pupil(-any(Z_initial_in_pupil,2), :)=[]; %eliminate all NaN 
rows and cols 
Z_initial_in_pupil(:,-any(Z_initial_in_pupil,l))=[]; %this truncates 
the map from 534x534 to the pupil size 
% Initialize DM, establish zero reference locations 
offset=l40; 
voltage_map=ones(num_acts)*offset+gain*(-Z_desired_at_posts); %Set 
mirror to half deflection, and make first estimate at req'd shape 
[X, Y, Z] = acquire_DM_XYZ(driver_infol,voltage_map); 
Z_at_posts = interp2(Z,active_col_coords,active_row_coords); 
Z_mean=(sum(Z_at_posts(:))-Z_at_posts(l,l)-Z_at_posts(l,l2)-
Z_at_posts(l2,1) - Z_at_posts(l2,12)) / 140; 
Z_at_posts(l,l)=Z_mean;Z_at_posts(l,l2)=Z_mean;Z_at_posts(l2,1)=Z_mean; 
Z_at_posts(l2,12)=Z_mean; 
Z_at_posts=Z_at_posts-(max(Z_at_posts(:))+min(Z_at_posts(:)))/2; 
Z_err=(Z_at_posts-Z_desired_at_posts); 
Z_err=Z_err.*indmask; 
errvect=Z_err(find(indmask)); %ev aluate error at posts in pupil 
errvect=errvect-mean(errvect); 
rms_error_at_posts = sqrt(sum(errvect.A2)/length(errvect)); 
% Begin looping 
loop count=O; 
disp(sprintf( 'Initial RMS_error_at_posts: 
%0 . 3gnm\ t' , (rms_error_at_posts*le9))) 
while (abs(rms_error_at_posts>2e-9)&& loop count<5) 
voltage_map = voltage_map + gain*(Z_at_posts-Z_desired_ at_posts); 
%integral control at all posts (not just in pupil) 
voltage_ map=min(voltage_map,max_voltage); 
voltage_map=max(voltage_map,O); 
voltage_map(l,l)=O;voltage_map(l,l2)=0;voltage_map(l2,1)=0;voltage_map( 
12,12)=0; 
[X, Y, Z] = acquire_DM_XYZ(driver_infol,voltage_map); 
z_at_posts = interp2(Z,active_col_coords,active_row_coords); 
Z_mean=(sum(Z_at_posts(:))-Z_at_posts(l,l)-Z_at_posts(l,l2)-
Z_at_posts(l2,1)-Z_at_posts(l2,12)) / 140; 
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Z_at_posts(1 1 1)=Z_mean;Z_at_posts(1 1 12)=Z_mean;Z_at_posts(12 1 1)=Z_mean; 
Z_at_posts(12 1 12)=Z_mean; 
Z_at_posts=Z_at_posts-(max(Z_at_posts(:))+min(Z_at_posts(:}))/2; 
Z_err=(Z_at_posts-Z_desired_at_posts); 
Z_err=Z_err.*indmask; 
errvect=Z_err(find(indmask)); %evaluate error at posts in pupil 
errvect=errvect-mean(errvect); 
rms_error_at_posts = sqrt(sum(errvect.A2)/length(errvect)) i 
Z_final = interp2(Z 1 xi_zygolyi_zygo); 
Z_final_in_pupil=Z_final.*mask_pupil; 
Z_final_in_pupil=Z_final_in_pupil-
mean(Z_final_in_pupil(find(-isnan(Z_final_in_pupil}))) i 
Z_final_in_pupil(-any(Z_final_in_pupil 1 2) 1 :)=[]; %eliminate all NaN 
rows and cols 
Z_final_in_pupil(: 1 -any(Z_final_in_pupil 1 1))=[]; 
Z_final_error_in_pupil=Z_final_in_pupil-Z_initial_in_pupil; 
err_in_pupil=Z_final_error_in_pupil(find(-isnan(Z_final_error_in_pupil) 
) ) i 
err_in_pupil=err_in_pupil-mean(err_in_pupil); 
rms_ error_in_pupil = 
sqrt(sum(err_in_pupil.A2) / length(err_in_pupil)); 
loop_count=loop_count+1; 
disp(sprintf( 'Control iteration: %d\ tRMS_error_at_posts: 
%0 . 3gnm\ tRMS_error_in_pupil: 
%0.3gnm\ t' 1 loop_countl (rms_error_at_posts*1e9) 1 (rms_error_in_pupil*1e9) 
) ) i 
end 
save( [ 'zernike_neg_' 1 num2str(z) I '_RMS_' 1 num2str(round(c(z)*1e9)) 1 ' rms 
err_' 1 num2str(round(rms_error_in_pupil*1e9)) I ' . mat' ] 1 
'Z_ final_in_pupil' 1 'Z_initial_in_pupil ' 1 'voltage_map ' 1 'Z_final error in 
_pupil' 1 'Z_at_posts' I 'Z_ desired_at_posts' 1 'Z_initial' 1 'Z_final~ ~ 'Z e~r' 
I 'rms_error_in_pupil' ); -
% end 
%% Interpolate Z map to square it up and trim it to 14x14 post 
perimeter 
rms_nm=num2str(round(1e9*rms_error_in_pupil)); 
k=mod(k+1 1 number_of figures+1) ;figure(k); 
set(k 1 'Position' 1 [fig_left(k) 1 fig_bottom(k) 1 fig_width(k) 1 fig_height(k)] 
) ; 
imagesc(Z_final_error_in_pupil) ;axis off ;colorbar( 'fontsize' 1 14) i 
title( [ 'Error in pupil ' rms_nm ' nm(rms) ' ] 1 
'FontSize' 1 14 1 'FontWeight' 1 'b' ); 
k=mod(k+1 1 number_of figures+1); 
figure(k); 
set(k 1 'Position' 1 [fig_left(k) 1 fig_bottom(k) 1 fig_width(k) 1 fig_height(k)] 
) i 
imagesc(Z_final_in_pupil) ;axis off ;colorbar( 'fontsize' 1 14) i 
title( [ 'Final Shape ' ]I 'FontSize' 1 14 1 'FontWeight ' 1 'b ' ); 
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save( [ ' Clc_' ,datestr(now,30), ' _ PV_ ' ,num2str(round(amp_PV*1e6)), ' _Type_' 
,type, 
' _n_' ,num2str(z), ' _ rms_ err_ ' ,num2str(round(rms_error_in_pupil*1e9)), ' .m 
at' ], .. . 
' Z_final_in_pupil' , 'Z_initial_in_pupil' , 'voltage_map ' , 'Z_final_error_in 
_pupi l ' , 'Z_ at_posts' , ' Z_desired_at_posts' , 'Z_initial ' , 'Z_final' , ' Z_err ' 
, •row_coords' , ' col_ coords' , 'rms_ error' , 'rms_error_in_pupil' ) i 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [row_coords,col coords,Z zero]=coordinate_finder(driver_info) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% This function establishes a correlation between the actuator % 
% locations in a 12 x 12 BMC DM with two dummy rows (e.g. 16x16) and % 
% the pixel locations in a ZYGO image of that DM . The function saves % 
% two arrays, row_coords and co1_coords, that contain the ZYGO image % 
% row and col coordinates, in pixels, of the actuator centers. % 
% This program assumes that a 140 actuator DM is roughly centered in % 
% The algorithm is set up to poke three actuators. % 
% Can change these actuator designations if necessary, just keep to % 
% the (a,b), (a, c), (c,b) convention % 
% (e.g. ( 4, 4) , ( 4, 13) , ( 13, 4) should work. ) % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% % 
b=16i % 
i(1)=4i 
i(2)=4i 
i(3)=13i 
Number of actuator rows, cols 
j (1)=4i % 4,4 
j (2)=13i %4,13 
j (3)=4i %13,4 
% Initialize matrices 
centroid_col=zeros(3,1) i 
centroid_row=zeros(3,1); 
col coords= zeros(b) i 
row coords = zeros(b) i 
[X,Y,Z_zero] = acquire_DM_XYZ(driver_info,zeros(12)) i 
% One at a time, poke selected actuators and find locations in Wyko 
image 
for k=1:3 
[centroid_col(k) ,centroid_row(k)]=poke_ coords(i(k)-2,j (k)-
2,Z_zero,driver_info) i 
end 
xA 
xB 
xC 
centroid_col(1); yA 
centroid_col(2); yB 
centroid_col(3); yC 
iA i(1); jA = j (1); 
iB i ( 2 ) ; j B = j ( 2 ) ; 
iC= i ( 3) ; j C = j ( 3) ; 
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centroid_ row ( 1) ; 
centroid_row(2); 
centroid_row(3); 
%Coordinate Transformations 
for f=1:b 
for g=1:b 
col_coords(f,g) 
jB)) * (g-jA) +xA; 
row_coords(f,g) 
jB)) * (g-jA) +y A; 
end 
end 
((xA-xC) I (iA-iC))*{f-iA)+((xA-x B) I (jA-
( (y A-y C) I (iA-iC)) * (f-iA) + ( (yA-yB) I (jA-
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Appendix IV. 
Zemax lens prescription for AO-aSIL confocal scanning microscope (Illumination path) 
Surf : Type Corranent Radius I Thickness Gl ass ~. _,., Coating 
OBJ Standard Inf inity Infinity OoOOO 
1 Zernike ~-Q .. ~Q· ~ Phase Dl! Infinity OoOOO 3 o000 u 
i 
2 Standard I nf i n i ty 0150 3o00 0 u 
3 • AC254-150-C -42 0 69 - SoOO N- BAFlO l2o700 u THORC 
4 • 52 o000 -2 o50 N-SF 6HT 12.700 u 
5* - 111 05 OoOOO 12 o700 u THORCSL>H<4 
6 ~ oQU~~•o Infinity - 281 3 o000 u 
7• 111.51 - 2.50 N-SF 6HT 12.700 11 TRt'll>r•notR<o& 
8 • -52.00 -5 .00 N-BAF lO 12 . 700 11 
9* '" AC254-150-C 42 . 690 OoOOO 12 . 700 u THORC 
STO a. Infinity -70 .0 3 . 000 u 
11 ,., >• ... .or · Break OoOOO - 0 . 000 
12* ~· Iminity OoOOO I! IRROR 12 . 700 u 
13 Cuv• ~· .. ~-~ Break 75o00 - 0.000 
14 O:uv• ~· .. ~ -~ Break OoOOO - 0 . 000 
15 O:uv•~· .. ~-~ Break !E l ement Tilt OoOOO - OoOOO 
16" ... Infinity OoOOO I!IRROR 5 o000 u 
17 Cn nrd i nAt,. Break !Elemen t Ti l t OoOOO - 0.000 
18 rnn rn i ,.,,. • . ,. Break -10o 0 - 0 . 000 
19 ,. , 'rni ,.,..... Break OoOOO - 0.000 
20 <:: uv•~· .. ~-~ Break IE lement Tilt OoOOO - Oo OOO 
21* ... Inf inity OoOOO IIIRROR 5. 000 u 
22 Coordinate Break 'E l ement Tilt Oo OOO - OoOOO 
23 rnnrn i "''"·" Break - 155 - OoOOO 
24 • 
'" 
AC2 .'4·-1«n- -42 . 69 - SoOO N- BAF10 12.7ootu THORC 
25 • a. 52 o000 - 2 o50 N-SF6HT 12 . 7ootu 
26' <;r '"'' ·111o5 OoOOO 5 o000 u THORr:,; r. l H<• 
27 S>o~ .. ~~· I n f inity . SoOOO u 
28 • St~· 274 0 31 -3.00 N- SF61rr 12.7001 u TRt'li>C .. T. lR~ • 
29 • St~·~· - 95. 9 4 -4.00 N-LARZ2 12 . 7001 u 
3 0 * st.~u~a•• AC25 4-200-C 70o000 -80 o0 12 0 700 u THORC 
3 1 rnnrni ,.,,.._., Break OoOOO OoOOO 
n • <:r.A,.,NArrl T,.,ofini r.v OoOOO I! IRROR 12 0 700 u 
33 r . - o< , ~ ,.,. Break 120 . 0 OoOOO 
34 Paraxial OoOOO SoOOO u 
35 
"" 
y,.,.,.;,.,;r.u o.39slv 5 o000 u 
36 w•~-· 2.350 2.921 sn . 2.349* 
37 w,~,.~~•o y,.,.,. ; ,.,ira 0.100 S IL 2.350~ 
IliA y,.,.,. , ,.,,. .., - S IL . 6.5621!:- 004 
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