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ON STABLE SELF–SIMILAR BLOW UP FOR EQUIVARIANT WAVE MAPS
ROLAND DONNINGER
Abstract. We consider co–rotational wave maps from (3 + 1) Minkowski space into the three–
sphere. This is an energy supercritical model which is known to exhibit finite time blow up via
self–similar solutions. The ground state self–similar solution f0 is known in closed form and based
on numerics, it is supposed to describe the generic blow up behavior of the system. We prove
that the blow up via f0 is stable under the assumption that f0 does not have unstable modes.
This condition is equivalent to a spectral assumption for a linear second order ordinary differential
operator. In other words, we reduce the problem of stable blow up to a linear ODE spectral problem.
Although we are unable, at the moment, to verify the mode stability of f0 rigorously, it is known
that possible unstable eigenvalues are confined to a certain compact region in the complex plane. As
a consequence, highly reliable numerical techniques can be applied and all available results strongly
suggest the nonexistence of unstable modes, i.e., the assumed mode stability of f0.
1. Introduction
Wave maps are (formally) critical points of the action functional
S(u) =
∫
M
trg(u
∗h)
for a map u :M → N where (M,g) and (N,h) are Lorentzian and Riemannian manifolds, respec-
tively. Here, trg(u
∗h) is the trace (with respect to g) of the pullback metric u∗h. The associated
Euler–Lagrange equations in a local coordinate system (xµ) on M read
(1.1) gu
a(x) + gµν(x)Γabc(u(x))∂µu
b(x)∂νu
c(x) = 0
where Einstein’s summation convention is assumed and Γabc are the Christoffel symbols on N .
The system (1.1) is called the wave maps equation (in the intrinsic form). In what follows we
choose the base manifold M to be Minkowski space. Due to their geometric origin, wave maps
are appealing models in nonlinear field theory which naturally generalize the linear wave equation.
They are relevant in various areas of physics but still simple enough to be accessible for rigorous
mathematical analysis.
Basic questions for a nonlinear time evolution equation are: Do there exist global (that is, for all
times) solutions for all data or is it possible to specify initial data that lead to a breakdown of the
solution in finite time? If the latter is true, then how does the breakdown (blow up) occur? There
exists a heuristic principle which gives a hint for scaling invariant equations that possess a positive
energy (such as the wave maps equation, see [12]). If the scaling behavior is such that shrinking of
the solution is energetically favorable, then one expects finite time blow up. Conversely, if shrinking
to ever smaller scales is energetically forbidden, then global existence is anticipated. These two
cases are called energy supercritical and energy subcritical, respectively. There is also a borderline
situation where the energy itself is scaling invariant which is called energy critical. For wave maps,
the criticality class is linked to the spatial dimension of the base manifold M . The equation is
energy subcritical, critical or supercritical if dimM = 1 + 1, dimM = 2 + 1 or dimM ≥ 3 + 1,
respectively. It is fair to say that our current understanding of large data problems is confined
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to energy subcritical and critical equations. However, this is a very unsatisfactory situation since
many problems in physics turn out to be energy supercritical.
The initial value problem for the wave maps equation has attracted a lot of interest by the math-
ematical community in the past two decades which led to the development of new sophisticated
tools that tremendously improved our understanding of nonlinear wave equations. In particular
the case where the base manifold M is assumed to be Minkowski space (which we shall do through-
out) has been studied thoroughly. Since it is impossible for us to do justice to the huge amount
of publications on the subject, we have to restrict ourselves to a certain selection of some impor-
tant contributions. A considerable amount of the literature is devoted to problems with certain
symmetry properties, such as radial or equivariant maps. We mention for instance [6], [7], [27],
[30], [33], [35] where various fundamental aspects like local and global well–posedness, asymptotic
behavior or blow up are studied. At the end of the 1990s new techniques were developed, capable
of treating the full system without symmetry assumptions. A main objective in this respect was
to prove small data global existence for various target manifolds and space dimensions, see e.g.,
[32], [15], [14], [41], [42], [37], [38], [16], [29], [43], [21], [22], [23], [24]. On the other hand, for large
data and in the energy critical case, there are newer results on blow up, e.g., [34], [20], [26], [25],
[4] and, very recently, also on global existence [19], [39], [40], [36]. We will comment below in more
detail on some of those works which are most relevant for us. Despite the already vast literature
on the subject we are still only at the beginning and many questions remain open, even for highly
symmetric problems. We also refer the reader to the monograph [28] for a general introduction on
the subject as well as the survey article [17] for an in–depth review of recent results and applications
of wave maps.
In this paper we study the simplest energy supercritical case: co–rotational wave maps from
(3+1) Minkowski space to the three–sphere. This model can be described by the single semilinear
wave equation
(1.2) ψtt − ψrr − 2
r
ψr +
sin(2ψ)
r2
= 0
where r ≥ 0 is the standard radial coordinate on Minkowski space. We refer to [12] and references
therein for more details on the underlying symmetry reduction which is a special case of equiv-
ariance. Global well–posedness of the Cauchy problem for Eq. (1.2) for data which are small in a
sufficiently high Sobolev space follows from [31]. Furthermore, a number of results concerning the
Cauchy problem for equivariant wave maps are obtained in [30], in particular, local well–posedness
with minimal regularity requirements is studied. Global well–posedness for data with small energy
can be concluded from the much more general result in [38]. On the other hand, it has been known
for a long time that Eq. (1.2) exhibits finite time blow up in the form of self–similar solutions [27],
see also [5] for generalizations. By definition, a self–similar solution is of the form ψ(t, r) = f( rT−t)
for a constant T > 0 and obviously, depending on the concrete form of f , “something singular”
happens as t→ T−. As usual, by exploiting finite speed of propagation, a self–similar solution can
be used to construct a solution with compactly supported initial data that breaks down in finite
time. In fact, Eq. (1.2) admits many self–similar solutions [1] and a particular one, henceforth
denoted by ψT , is even known in closed form [44] and given by
ψT (t, r) = 2 arctan
(
r
T−t
)
=: f0
(
r
T−t
)
.
We call ψT the ground state or fundamental self–similar solution.
We remark in passing that the self–similar blow up here is very different from singularity forma-
tion in the analogous model of equivariant wave maps on (2+ 1) Minkowski space. For this energy
critical problem it has been shown by Struwe [34] that the blow up (if it exists) takes place via
shrinking of a harmonic map at a rate which is strictly faster than self–similar. This beautiful result
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holds for a large class of targets and, by ruling out the existence of finite energy harmonic maps,
it can be used to show global existence. In the case of the two–sphere as a target, there do exist
finite energy harmonic maps and indeed, blow up solutions for this model have been constructed
in [20], [26], [25].
1.1. The main result. Based on numerical investigations [3], the solution ψT is expected to be
fundamental for the understanding of the dynamics of the system. This is due to the fact that it
acts as an attractor in the sense that generic large data evolutions approach ψT locally near the
center r = 0 as t → T−. Consequently, the blow up described by ψT is expected to be stable. In
this paper we give a rigorous proof for the stability of ψT . Our result is conditional in the sense that
it depends on a certain spectral property for a linear ordinary differential equation which cannot be
verified rigorously so far. However, very reliable numerics and partial theoretical results leave no
doubt that it is satisfied, see [12] for a thorough discussion of this issue. In other words, our result
reduces the question of (nonlinear) stability of ψT to a linear ODE spectral problem. At this point
we should remark that some aspects of the (linear) stability problem for self–similar wave maps
are studied in [10] by using a hyperbolic coordinate system adapted to self–similarity. In particular
stability properties of excited self–similar solutions are derived in [10]. However, as discussed in
[10], the hyperbolic coordinate system is not suitable for proving stability of ψT .
In order to formulate our main theorem, we need a few preparations. Based on the known
numerical results, one expects convergence to the self–similar attractor ψT only in
CT := {(t, r) : t ∈ (0, T ), r ∈ [0, T − t]},
the backward lightcone of the blow up point. Consequently, we study the Cauchy problem
(1.3)
{
ψtt(t, r)− ψrr(t, r)− 2rψr(t, r) + sin(2ψ(t,r))r2 = 0 for (t, r) ∈ CT
ψ(0, r) = f(r), ψt(0, r) = g(r) for r ∈ [0, T ]
with given initial data (f, g). Our result applies to small perturbations (f, g) of (ψT (0, ·), ψTt (0, ·)),
i.e., we view the nonlinear problem as a perturbation of the linearization of (1.3) around ψT .
Writing
(1.4) sin(2(ψT + ϕ)) = sin(2ψT ) + 2 cos(2ψT )ϕ+NT (ϕ)
with NT (ϕ) = O(ϕ
2) (if ϕ is small), we obtain the equation
(1.5) ϕtt − ϕrr − 2
r
ϕr +
2
r2
ϕ+
2cos(2ψT )− 2
r2
ϕ+
NT (ϕ)
r2
= 0
for perturbations ϕ of ψT . Note that the “potential term” in Eq. (1.5) is time–dependent since
ψT is self–similar. Consequently, it is convenient to remove this time dependence by switching
to similarity coordinates τ := − log(T − t) and ρ := rT−t . This transforms the lightcone CT to
an infinite cylinder and the blow up point is shifted towards ∞. Thus, we obtain an asymptotic
stability problem which is explicitly given by
(1.6) φττ + φτ + 2ρφτρ − (1− ρ2)φρρ − 21− ρ
2
ρ
φρ +
V (ρ)
ρ2
φ+
NT (φ)
ρ2
= 0
where φ(τ, ρ) = ϕ(T − e−τ , e−τρ) and the “potential” V reads
(1.7) V (ρ) = 2 cos(4 arctan(ρ)) =
2(1− 6ρ2 + ρ4)
(1 + ρ2)2
.
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The relevant coordinate domain is τ ≥ − log T and ρ ∈ [0, 1]. The corresponding linearized problem
is simply obtained by ignoring the nonlinear term, i.e.,
(1.8) φττ + φτ + 2ρφτρ − (1− ρ2)φρρ − 21− ρ
2
ρ
φρ +
V (ρ)
ρ2
φ = 0.
Inserting the mode ansatz φ(τ, ρ) = eλτuλ(ρ) into Eq. (1.8), we arrive at the aforementioned linear
ODE spectral problem
(1.9) − (1− ρ2)u′′λ(ρ)− 2
1− ρ2
ρ
u′λ(ρ) + 2λρu
′
λ(ρ) + λ(λ+ 1)uλ(ρ) +
V (ρ)
ρ2
uλ(ρ) = 0
for the function uλ. We say that λ is an eigenvalue if Eq. (1.9) has a solution uλ ∈ C∞[0, 1]. It
is a consequence of [12] that only smooth solutions are relevant here. Furthermore, the eigenvalue
is said to be unstable if Reλ ≥ 0 and stable if Reλ < 0. It can be immediately checked that
λ = 1 is an (unstable) eigenvalue with u1(ρ) =
ρ
1+ρ2
. However, it turns out that this instability
is an artefact of the similarity coordinates and it does not correspond to a “real” instability of
the solution ψT . In fact, it is a manifestation of the time translation invariance of the wave maps
equation. Consequently, we say that ψT is mode stable if λ = 1 is the only unstable eigenvalue.
The mode stability of ψT , which we shall assume here, has been verified numerically using various
independent techniques, see [3], [8], [11] and [2]. Furthermore, in [10] it is rigorously proved that
λ = 1 is the only eigenvalue with Reλ ≥ 1 and in [9] we show that there do not exist real unstable
eigenvalues (except λ = 1). Finally, in [12] it is shown that λ = 1 is the only eigenvalue with real
part greater than 12 . All these results leave no doubt that ψ
T is indeed mode stable although a
completely rigorous proof of this property is still not available. At this point we also mention that
according to numerics [3], [8], [11] and [2], the first stable eigenvalue is ≈ −0.54. This is important
since it dictates the rate of convergence to the self–similar solution, see Theorem 1.1 below.
For pairs of functions (f, g) ∈ C2[0, R] × C1[0, R], R > 0, that satisfy the boundary condition
f(0) = g(0) = 0 we introduce a norm ‖ · ‖E(R) by setting
‖(f, g)‖2E(R) :=
∫ R
0
|rf ′′(r) + 3f ′(r)|2dr +
∫ R
0
|rg′(r) + 2g(r)|2dr.
Observe that ‖·‖E(R) is indeed a norm since rf ′′(r)+3f ′(r) = 0 implies f(r) = c1+ c2r2 for constants
c1, c2 but this function does not belong to C
2[0, R] unless c2 = 0 and it does not satisfy the boundary
condition f(0) = 0 unless c1 = 0. A similar statement is true for g. The motivation for the choice
of the norm ‖ · ‖E(R) is two–fold. First, it is derived from a conserved quantity of the free equation
(1.10) ϕtt − ϕrr − 2
r
ϕr +
2
r2
ϕ = 0
which is obtained from Eq. (1.5) by dropping the regularized “potential” and the nonlinearity. More
precisely, for any sufficiently regular solution ϕ of Eq. (1.10), the function t 7→ ‖(ϕ(t, ·), ϕt(t, ·))‖E(∞)
is a constant. This can be seen as follows. Suppose ϕ is a (sufficiently smooth) solution of Eq. (1.10)
and set
(1.11) ϕˆ(t, r) := rϕr(t, r) + 2ϕ(t, r).
It is important to note here that this transformation is invertible. Indeed, we have
rϕˆ(t, r) = ∂r(r
2ϕ(t, r))
and this necessarily implies
ϕ(t, r) =
1
r2
∫ r
0
r′ϕˆ(t, r′)dr′
4
since we assume regularity of ϕ at the origin. Now note that
ϕˆtt − ϕˆrr = 1r∂r(r2ϕtt)− rϕrrr − 4ϕrr
= 1r∂rr
2
[
ϕtt − ϕrr − 2rϕr + 2r2ϕ
]
= 0
and thus, ϕˆ satisfies the one–dimensional wave equation on the half–line r ≥ 0. Furthermore, since
ϕ(t, 0) = 0 by regularity, we have ϕˆ(t, 0) = 0 for all t and thus,∫ ∞
0
[
ϕˆ2t (t, r) + ϕˆ
2
r(t, r)
]
dr = ‖(ϕ(t, ·), ϕt(t, ·))‖2E(∞)
is independent of t. Consequently, ‖ · ‖E(R) is a local “higher energy norm” for the free equation
(1.10) since it requires one more derivative than the energy. The point of requiring more derivatives
is that one can “see” self–similar blow up in this norm, which is the second important feature of
‖ · ‖E(R). Explicitly, we have
‖(ψT (t, ·), ψTt (t, ·))‖2E(T−t) =
∫ T−t
0
|rψTrr(t, r) + 3ψTr (t, r)|2dr
+
∫ T−t
0
|rψTtr(t, r) + 2ψTt (t, r)|2dr
=
∫ T−t
0
∣∣∣ r(T−t)2 f ′′0 ( rT−t)+ 3T−tf ′0 ( rT−t)∣∣∣2 dr
+
∫ T−t
0
∣∣∣ r2(T−t)3 f ′′0 ( rT−t)+ 3r(T−t)2 f ′0 ( rT−t)∣∣∣2 dr
=
1
T − t
[∫ 1
0
|ρf ′′0 (ρ) + 3f ′0(ρ)|2dρ+
∫ 1
0
|ρ2f ′′0 (ρ) + 3ρf ′0(ρ)|2dρ
]
,
and thus,
(1.12) ‖(ψT (t, ·), ψTt (t, ·))‖E(T−t) = C(T − t)−
1
2
for a constant C > 0 which shows that the norm of ψT blows up. Note carefully that this is in stark
contrast to the behavior of the energy norm. The local energy of ψT in the cone CT decays like
(T − t) as t→ T− and thus, the blow up is “invisible” in the energy norm. This is a manifestation
of the energy supercritical character of the equation. As a consequence, we have to work in a
stronger topology, see also [12] for a discussion on this issue.
Finally, for initial data (f, g) ∈ C3[0, 32 ]×C2[0, 32 ] with f(0) = g(0) = 0, we define another norm‖ · ‖E ′ by
‖(f, g)‖2E ′ :=
∫ 3/2
0
|rf ′′′(r) + 4f ′′(r)|2r2dr +
∫ 3/2
0
|rf ′′(r) + 3f ′(r)|2dr
+
∫ 3/2
0
|r2g′′(r) + 4rg′(r) + 2g(r)|2dr.
The norm ‖ · ‖E ′ is stronger than ‖ · ‖E( 3
2
) in the sense that it requires one additional derivative.
This stronger norm is needed for certain technical reasons which will become clear below. Now we
are ready to formulate our main result.
Theorem 1.1. Assume that ψT is mode stable and denote by s0 the real part of the first
1 stable
eigenvalue. Let ε > 0 be arbitrary but so small that ω := max{−12 , s0} + ε < 0. Furthermore, let
1That is, the stable eigenvalue with the largest real part.
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(f, g) ∈ C3[0, 32 ]× C2[0, 32 ] be initial data with f(0) = g(0) = 0 and
‖(f, g) − (ψ1(0, ·), ψ1t (0, ·))‖E ′ < δ
for a sufficiently small δ > 0. Then there exists a T > 0 close to 1 such that the Cauchy problem{
ψtt(t, r)− ψrr(t, r)− 2rψr(t, r) + sin(2ψ(t,r))r2 = 0, t ∈ (0, T ), r ∈ [0, T − t]
ψ(0, r) = f(r), ψt(0, r) = g(r), r ∈ [0, T ]
has a unique solution ψ that satisfies
‖(ψ(t, ·), ψt(t, ·)) − (ψT (t, ·), ψTt (t, ·))‖E(T−t) ≤ Cε|T − t|−
1
2
+|ω|
for all t ∈ [0, T ) where Cε > 0 is a constant that depends on ε.
Several remarks are in order.
• As usual, by a “solution” ψ we mean a function that solves the equation in an appropriate
weak sense and not necessarily in the sense of classical derivatives.
• According to Eq. (1.12), one should actually normalize the estimate from Theorem 1.1 to
|T − t| 12 ‖(ψ(t, ·), ψt(t, ·)) − (ψT (t, ·), ψTt (t, ·))‖E(T−t) ≤ Cε|T − t||ω|
for t ∈ [0, T ) which shows that the solution ψ converges to ψT in the backward lightcone of
the blow up point (T, 0). Consequently, Theorem 1.1 tells us that, if we start with initial
data that are sufficiently close to (ψ1(0, ·), ψ1t (0, ·)), then the solution ψ blows up in a self–
similar manner via ψT . In this sense, the blow up described by ψT is stable. It is clear that
even very small (generic) perturbations of the initial data (ψ1(0, ·), ψ1t (0, ·)) will change the
blow up time of the solution. That is why one has to adjust T .
• It should be emphasized that the rate of convergence to the attractor is dictated by the
first stable eigenvalue. This complies with naive expectations and previous heuristics and
numerics in the physics literature, e.g., [3].
• The radius 32 in the smallness condition for the initial data is more or less an arbitrary
choice. The problem is that one actually needs to prescribe the data on the interval [0, T ]
but T is not known in advance — a tautology. However, since our argument yields a T
close to 1, one may assume that T is always smaller than 32 .• We have to require one more derivative of the initial data than we actually control in the
time evolution. This is for technical reasons.
• As usual, one does not really need classical derivatives of the data (f, g) — weak derivatives
are fine too, as long as the norm ‖(f, g)‖E ′ is well–defined. In other words, the initial data
may be taken from the completion of the space{
(f, g) ∈ C3[0, 32 ]× C2[0, 32 ] : f(0) = g(0) = 0
}
with respect to the norm ‖ · ‖E ′ . It is worth noting here that the norm ‖ · ‖E ′ is strong
enough for the boundary conditions to “survive”, cf. Lemma 2.3 below.
• It seems to be difficult to rigorously prove mode stability of the ground state self–similar
solution. However, this is a linear ODE problem and there are very reliable numerics as
well as partial rigorous results that leave no doubt that ψT is mode stable (cf. [12], Sec. 3).
Nevertheless, it would be desirable to have a proof for the mode stability and we plan to
revisit this problem elsewhere.
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1.2. Outline of the proof. The proof of Theorem 1.1 is functional analytic and the main tools
we use are the linear perturbation theory developed in the companion paper [12] as well as the
implicit function theorem on Banach spaces. The implicit function theorem is used to “push” the
linear results from [12] to the nonlinear level. Consequently, our approach is perturbative in the
sense that the nonlinearity is viewed as a perturbation of the linear problem.
In a first step, we write the Cauchy problem in Theorem 1.1 as an ODE on a suitable Hilbert
space of the form
(1.13)
{
d
dτΦ(τ) = LΦ(τ) +N(Φ(τ)) for τ > − log T
Φ(− log T ) = U(v, T )
which is, in fact, an operator formulation of Eq. (1.6) since we are working in similarity coordinates
(τ, ρ). The field Φ describes a nonlinear perturbation of ψT . Here, the linear operator L emerges
from the linearization of the equation around the fundamental self–similar solution ψT . The prop-
erties of L have been studied thoroughly in [12]. Furthermore, the nonlinear operator N results
from the nonlinear remainder of the equation and the free data (f, g) from Theorem 1.1 define the
vector v. In fact, v are the data relative to ψ1. Up to some variable transformations we essentially
have v ≈ (f, g) − ψ1[0] and
U(v, T ) ≈ v + ψ1[0]− ψT [0] = (f, g) − ψT [0]
where ψ[0] is shorthand for (ψ(0, ·), ψt(0, ·)). Consequently, the smallness condition in Theorem 1.1
ensures that v is small. We apply Duhamel’s formula and time translation in order to derive an
integral equation for solutions of Eq. (1.13) of the form
(1.14) Ψ(τ) = S(τ)U(v, T ) +
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′))dτ ′, τ ≥ 0
where Ψ(τ) = Φ(τ − log T ). Here, S is the semigroup generated by L, i.e., the solution operator
to the linearized problem. The existence of S has been proved in [12] and, moreover, it has been
shown that there exists a projection P with one–dimensional range that commutes with S(τ) such
that S satisfies the estimates
‖S(τ)P‖ . eτ , ‖S(τ)(1 − P )‖ . e−|ω|τ
for all τ ≥ 0 with ω from Theorem 1.1, see Theorem 2.6 below. In other words, the subspace rgP is
unstable for the linear time evolution. In order to compensate for this instability, we first construct
a solution to a modified equation
Ψ(τ) =S(τ)U(v, T ) − eτP
[
U(v, T ) +
∫ ∞
0
e−τ
′
N(Ψ(τ ′))dτ ′
]
+
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′))dτ ′, τ ≥ 0.
The “correction”
F(v, T ) := P
[
U(v, T ) +
∫ ∞
0
e−τ
′
N(Ψ(τ ′))dτ ′
]
suppresses the instability of the solution. We remark that some aspects of this construction are
inspired by the work of Krieger and Schlag on the critical wave equation [18]. An application of the
implicit function theorem yields the existence of a solution Ψ to the modified equation that decays
like e−|ω|τ provided the data v are small and T is sufficiently close to 1. Thus, we retain the linear
decay on the nonlinear level. In a second step, we show that, for given small v, there exists a T close
to 1 such that F(v, T ) is in fact zero and thereby, we obtain a decaying solution to Eq. (1.14). This
is again accomplished by an application of the implicit function theorem. Here, it is crucial that
the Fre´chet derivative ∂TU(0, T )|T=1 is an element of the unstable subspace rgP . In other words,
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the unstable subspace is spanned by the tangent vector at T = 1 to the curve T 7→ U(0, T ) ≈ ψT [0]
in the initial data space. This curve is generated by varying the blow up time T and therefore,
the instability of the linear evolution is caused by the time translation symmetry of the wave maps
equation.
1.3. Notations and conventions. For Banach spaces X,Y we denote by B(X,Y ) the Banach
space of bounded linear operators from X to Y . As usual, we write B(X) if X = Y . For a Fre´chet
differentiable map F : U × V ⊂ X × Y → Z where X,Y,Z are Banach spaces and U ⊂ X, V ⊂ Y
are open subsets, we denote by D1F : U × V → B(X,Z), D2F : U × V → B(Y,Z) the respective
partial Fre´chet derivatives and by DF the (full) Fre´chet derivative of F . Vectors are denoted by
bold letters and the individual components are numbered by lower indices, e.g., u = (u1, u2). We
do not distinguish between row and column vectors. Furthermore, for a, b ∈ R we use the notation
a . b if there exists a constant c > 0 such that a ≤ cb and we write a ≃ b if a . b and b . a. Unless
otherwise stated, it is implicitly assumed that the constant c is absolute, i.e., it does not depend on
any of the involved quantities in the inequality. The symbol ∼ is reserved for asymptotic equality.
Finally, the letter C (possibly with indices) denotes a generic nonnegative constant which is not
supposed to have the same value at each occurrence.
2. Review of the linear perturbation theory
For the convenience of the reader we review the results recently obtained in [12] which prepare
the ground for the nonlinear stability theory of the self–similar wave map ψT elaborated in the
present paper.
2.1. First order formulation. Roughly speaking, the main outcome of our paper [12] is a well–
posed initial value formulation of the linear evolution problem (1.8). In order to accomplish this,
the equation (1.5) is first transformed to a first–order system in time by defining the new variables
ϕ1(t, r) :=
r2ϕt(t, r)
T − t
ϕ2(t, r) := rϕr(t, r) + 2ϕ(t, r).
This is motivated by the discussion in the introduction, observe in particular that ϕ2 is nothing but
ϕˆ in Eq. (1.11). The variable ϕ1 is an appropriately scaled time derivative. As before, the inverse
transformation is
ϕ(t, r) =
1
r2
∫ r
0
r′ϕ2(t, r
′)dr′
and by definition, the free operator is given by
ϕrr +
2
rϕr − 2r2ϕ = 1r∂rϕ2 − 1r2ϕ2.
Consequently, we obtain
∂tϕ1 =
r2ϕtt
T − t +
r2ϕt
(T − t)2(2.15)
=
r2
T − t
[
ϕrr +
2
r
ϕr − 2
r2
ϕ− 2 cos(2ψ
T )− 2
r2
ϕ− NT (ϕ)
r2
]
+
ϕ1
T − t
=
1
T − t
[
ϕ1 + r∂rϕ2 − ϕ2 − 2 cos(2ψ
T )− 2
r2
∫
rϕ2 −NT
(
1
r2
∫
rϕ2
)]
where
∫
rϕ2 is shorthand for
∫ r
0 r
′ϕ2(t, r
′)dr′ and, as the reader has already noticed, we are a
bit sloppy with our notation and omit the arguments of the functions occasionally. The second
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equation in the first–order system is simply given by the identity
(2.16) ∂tϕ2 =
1
r∂r(r
2ϕt) =
T − t
r
∂rϕ1.
Furthermore, the initial data (ψ(0, ·), ψt(0, ·)) = (f, g) from Eq. (1.3) transform into
ϕ1(0, r) =
r2
T
[
g(r)− ψTt (0, r)
]
(2.17)
ϕ2(0, r) = r
[
f ′(r)− ψTr (0, r)
]
+ 2
[
f(r)− ψT (0, r)] .
Now we rewrite Eqs. (2.15), (2.16) and (2.17) in similarity coordinates
τ = − log(T − t), ρ = r
T − t
by setting
φj(τ, ρ) := ϕj(T − e−τ , e−τρ), j = 1, 2
and recalling that ∂t = e
τ (∂τ + ρ∂ρ), ∂r = e
τ∂ρ. Furthermore, note that
1
r2
∫ r
0
r′ϕ2(t, r
′)dr′ =
1
ρ2
∫ ρ
0
ρφ2(t, ρ
′)dρ′
and thus, we arrive at the system
(2.18)


∂τφ1 = −ρ∂ρφ1 + φ1 + ρ∂ρφ2 − φ2 − V (ρ)−2ρ2
∫
ρφ2 −NT
(
ρ−2
∫
ρφ2
)
∂τφ2 =
1
ρ∂ρφ1 − ρ∂ρφ2
}
in ZT
φ1(− log T, ρ) = Tρ2
[
g(Tρ)− ψTt (0, Tρ)
]
φ2(− log T, ρ) = Tρ
[
f ′(Tρ)− ψTr (0, Tρ)
]
+ 2
[
f(Tρ)− ψT (0, Tρ)]
}
for ρ ∈ [0, 1]
where ZT := {(τ, ρ) : τ > − log T, ρ ∈ [0, 1]} and V is given by Eq. (1.7). The system (2.18) is
equivalent to the original Cauchy problem (1.3). We again recall that the orginal wave map ψ can
be reconstructed from φ2 by the formula
(2.19) ψ(t, r) = ψT (t, r) + 1
r2
∫ r
0
r′φ2
(
− log(T − t), r′T−t
)
dr′.
Furthermore, for the time derivative of the original field we have
(2.20) ψt(t, r) = ψ
T
t (t, r) +
T−t
r2
φ1
(
− log(T − t), rT−t
)
.
In [12] we have studied the corresponding linearized problem, that is,
(2.21)


∂τφ1 = −ρ∂ρφ1 + φ1 + ρ∂ρφ2 − φ2 − V (ρ)−2ρ2
∫
ρφ2
∂τφ2 =
1
ρ∂ρφ1 − ρ∂ρφ2
}
in ZT
φ1(− log T, ρ) = Tρ2
[
g(Tρ)− ψTt (0, Tρ)
]
φ2(− log T, ρ) = Tρ
[
f ′(Tρ)− ψTr (0, Tρ)
]
+ 2
[
f(Tρ)− ψT (0, Tρ)]
}
for ρ ∈ [0, 1]
which is obtained from (2.18) by dropping the nonlinearity. The concrete form of the initial data
is irrelevant on the linear level and therefore, we will omit it in this section.
2.2. Operator formulation and well–posedness of the linearized problem. The basic phi-
losophy of both the present paper and [12], is to formulate the evolution problems (2.18) and (2.21)
as ordinary differential equations on suitable Hilbert spaces. We would like to emphasize that the
following choice of a Hilbert space is central and of crucial importance for the whole construction.
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Definition 2.1. We define the Hilbert space H as the completion of
{u ∈ C2[0, 1] : u(0) = u′(0) = 0} × {u ∈ C1[0, 1] : u(0) = 0}
with respect to the norm ‖ · ‖ :=
√
(·|·) induced by the inner product
(u|v) :=
∫ 1
0
u′1(ρ)v
′
1(ρ)
dρ
ρ2
+
∫ 1
0
u′2(ρ)v
′
2(ρ)dρ.
In order to motivate the boundary conditions, recall that
ϕ1(t, r) =
r2ϕt(t, r)
T − t , ϕ2(t, r) = rϕr(t, r) + 2ϕ(t, r)
and sufficiently regular solutions ϕ of Eq. (1.5) satisfy ϕt(t, r) = O(r) as r → 0+. The Hilbert
space H is supposed to hold the solution (φ1, φ2) of Eq. (2.18) (or Eq. (2.21)) at a given instance of
time and, since φj is nothing but ϕj in similarity coordinates, the boundary conditions are natural
requirements that follow from the behavior of regular solutions of Eq. (1.2) at the origin. Note also
that the norm ‖ · ‖ corresponds exactly to the local energy of ϕˆ as discussed in the introduction,
cf. Eq. (1.11). We recall a convenient density result.
Lemma 2.2. The set C∞c (0, 1] × C∞c (0, 1] is dense in H.
Proof. See [12]. 
Furthermore, the space H is continuously embedded in C[0, 1]× C[0, 1].
Lemma 2.3. Let u ∈ H. Then u ∈ C[0, 1] × C[0, 1] and we have the estimate
‖u‖L∞(0,1)×L∞(0,1) . ‖u‖
for all u ∈ H. In particular, every u ∈ H satisfies the boundary condition u(0) = 0.
Proof. See [12]. 
Next we define a differential operator L˜ : D(L˜) ⊂ H → H on a suitable dense domain D(L˜) by
setting
L˜u(ρ) :=
( −ρu′1(ρ) + u1(ρ) + ρu′2(ρ)− u2(ρ)− V1(ρ) ∫ ρ0 ρ′u2(ρ′)dρ′
1
ρu
′
1(ρ)− ρu′2(ρ)
)
where the regularized potential V1 is given by
V1(ρ) :=
V (ρ)− 2
ρ2
= − 16
(1 + ρ2)2
.
We remark that in [12] we actually start with a free operator L˜0. In the notation of [12] we have
L˜ = L˜0 + L
′ where L′ contains the potential term and L′ ∈ B(H). Consequently,
(2.22)
{
d
dτΦ(τ) = L˜Φ(τ) for τ > − log T
Φ(− log T ) = u
is an operator formulation of (2.21) with Φ : [− log T,∞)→ H and u are the initial data. We have
the following well–posedness result from [12].
Proposition 2.4. The operator L˜ is closable and its closure L generates a strongly continuous
one–parameter semigroup S : [0,∞)→ B(H) satisfying
‖S(τ)‖ ≤ e(− 12+‖L′‖)τ
for all τ ≥ 0. In particular, the Cauchy problem{
d
dτΦ(τ) = LΦ(τ) for τ > − log T
Φ(− log T ) = u
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for u ∈ D(L) has a unique solution which is given by
Φ(τ) = S(τ + log T )u
for all τ ≥ − log T .
The proof of Proposition 2.4 consists of an application of the Lumer–Phillips Theorem of semi-
group theory, see e.g., [13]. The rest of [12] is concerned with a detailed spectral analysis of L in
order to improve the growth bound for S(τ).
As already mentioned in the introduction, the linearized problem Eq. (1.8) has an exponentially
growing solution which emerges from the time translation symmetry of the original equation. In
the operator formulation, this is reflected by an unstable eigenvalue λ = 1 in the spectrum of L.
The associated eigenspace is one–dimensional and spanned by the gauge mode
g(ρ) :=
1
(1 + ρ2)2
(
2ρ3
ρ(3 + ρ2)
)
.
In order to formulate the main result of [12], we need to recall the definition of the spectral bound
s0.
Definition 2.5. The spectral bound s0 is defined as
s0 := sup{Reλ, λ 6= 1 : Eq. (1.9) has a nontrivial solution uλ ∈ C∞[0, 1]}.
In other words, s0 is the real part of the largest
2 eigenvalue (in the sense of Sec. 1.1) apart from
the gauge eigenvalue λ = 1. We remark that in [12] it is proved that s0 <
1
2 , however, numerical
results (cf. [12], Sec. 3) strongly suggest that in fact s0 ≈ −0.54. The main result from [12] gives
a satisfactory description of the linearized time evolution and, via s0, establishes the link between
the linear Cauchy problem (2.21) and the mode stability ODE (1.9).
Theorem 2.6 (Mode stability implies linear stability, [12]). Let ε > 0 be arbitrary. There exists a
projection P ∈ B(H) onto 〈g〉 which commutes with the semigroup S(τ) (and PL ⊂ LP ) such that
‖S(τ)P f‖ = eτ‖P f‖
as well as
‖S(τ)(1 − P )f‖ ≤ Cεe(max{−
1
2
,s0}+ε)τ‖(1 − P )f‖
for all τ ≥ 0 and all f ∈ H where Cε > 0 is a constant that depends on ε.
This important result tells us that the fundamental self–similar solution ψT is linearly stable if
one “ignores” the gauge instability and assumes that it is mode stable. We remark that the proof
of Theorem 2.6 is highly nontrivial since the operator L is not normal. This inconvenient fact
introduces a number of technical difficulties one has to overcome. In order to prove the existence
of the spectral projection P one first shows that λ = 1 (the gauge eigenvalue) is isolated in the
spectrum of L. This follows from a compactness argument. Then the existence of P is a consequence
of the standard formula
P =
1
2pii
∫
Γ
(λ− L)−1dλ
where Γ is a suitable curve in the resolvent set of L that encloses the point 1. However, since L
is not normal, one also has to deal with the possibility that the algebraic multiplicity of the gauge
eigenvalue is larger than one. This has to be excluded by ODE analysis of the eigenvalue equation.
Finally, the semigroup bounds on the stable subspace follow from a general abstract result. We
refer the reader to [12] where the proof is carefully elaborated in full detail.
2The “largest” eigenvalue here means the eigenvalue with the largest real part.
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3. The nonlinear perturbation theory
In this section we study the full nonlinear problem (2.18). As already remarked, (2.18) is equiva-
lent to the original Cauchy problem (1.3) for co–rotational wave maps. We proceed by a completely
abstract approach, i.e., we use operator theoretic methods.
3.1. Estimates for the nonlinearity. Our first goal is to formulate the Cauchy problem (2.18)
as a nonlinear ODE on the Hilbert space H. In order to do so, we need to understand the mapping
properties of the nonlinearity. We are going to need Hardy’s inequality in the following form.
Lemma 3.1 (Hardy’s inequality). Let α > 1. Then∫ 1
0
|u(ρ)|2
ρα
dρ ≤
(
2
α− 1
)2 ∫ 1
0
|u′(ρ)|2
ρα−2
dρ
for all u ∈ C∞c (0, 1].
Proof. Integration by parts and Cauchy–Schwarz yield∫ 1
0
|u(ρ)|2
ρα
dρ = − 1
α− 1
|u(ρ)|2
ρα−1
∣∣∣∣1
0
+
1
α− 1
∫ 1
0
u′(ρ)u(ρ) + u(ρ)u′(ρ)
ρα−1
dρ
= − 1
α− 1 |u(1)|
2 +
2
α− 1
∫ 1
0
Re[u′(ρ)u(ρ)]
ρα−1
dρ
≤ 2
α− 1
∫ 1
0
|u(ρ)|
ρα/2
|u′(ρ)|
ρα/2−1
dρ
≤ 2
α− 1
(∫ 1
0
|u(ρ)|2
ρα
dρ
)1/2 (∫ 1
0
|u′(ρ)|2
ρα−2
dρ
)1/2
for all u ∈ C∞c (0, 1] which implies the claim. 
We will also frequently use the following general fact on continuous extensions.
Lemma 3.2. Let X,Y be Banach spaces with norms ‖ · ‖X , ‖ · ‖Y , respectively. Assume further
that X˜ ⊂ X is a dense subset of X and let F˜ : X˜ → Y be a mapping that satisfies the estimate
‖F˜ (x1)− F˜ (x2)‖Y ≤ ‖x1 − x2‖αXγ(‖x1‖X , ‖x2‖X)
for all x1, x2 ∈ X˜ where γ : [0,∞) × [0,∞) → [0,∞) is a continuous function and α > 0. Then
there exists a unique continuous mapping F : X → Y with F (x) = F˜ (x) for all x ∈ X˜ and
‖F (x1)− F (x2)‖Y ≤ ‖x1 − x2‖αXγ(‖x1‖X , ‖x2‖X)
for all x1, x2 ∈ X.
Proof. Let x ∈ X. Then, by the assumed density of X˜ , there exists a sequence (xj) ⊂ X˜ with
‖x− xj‖X → 0 as j →∞. This implies ‖xj‖X → ‖x‖X and from
‖F˜ (xj)− F˜ (xk)‖Y ≤ ‖xj − xk‖αXγ(‖xj‖X , ‖xk‖X)→ 0
as j, k →∞ we see that (F˜ (xj)) ⊂ Y is a Cauchy sequence. Since Y is a Banach space, this Cauchy
sequence has a limit
y := lim
j→∞
F˜ (xj)
and we define the mapping F : X → Y by F (x) := y. For this to be well–defined we have to ensure
that y is independent of the chosen sequence xj → x. In order to see this, let (x˜j) ⊂ X˜ be another
sequence with ‖x− x˜j‖X → 0 as j →∞. Then we have
‖xj − x˜j‖X ≤ ‖xj − x‖X + ‖x− x˜j‖X → 0
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as j →∞ and thus,
‖y − F˜ (x˜j)‖Y ≤ ‖y − F˜ (xj)‖Y + ‖F˜ (xj)− F˜ (x˜j)‖Y
≤ ‖y − F˜ (xj)‖Y + ‖xj − x˜j‖αXγ(‖xj‖X , ‖x˜j‖X)→ 0
as j → ∞ and this shows that limj→∞ F˜ (x˜j) = y. Consequently, F : X → Y is well–defined.
If x ∈ X˜ we have F (x) = F˜ (x) by definition. This shows that F extends F˜ to all of X. Now
let ε ∈ (0, 1) be arbitrary and choose x0, x ∈ X with ‖x0 − x‖X ≤ ε. By construction of F , we
can find x˜0, x˜ ∈ X˜ with ‖x0 − x˜0‖X ≤ ε, ‖x − x˜‖X ≤ ε such that ‖F (x0) − F˜ (x˜0)‖Y ≤ ε and
‖F (x)− F˜ (x˜)‖Y ≤ ε. This implies
‖x˜0 − x˜‖X ≤ ‖x˜0 − x0‖X + ‖x0 − x‖X + ‖x− x˜‖X ≤ 3ε
and we conclude
‖F (x0)− F (x)‖Y ≤ ‖F (x0)− F˜ (x˜0)‖Y + ‖F˜ (x˜0)− F˜ (x˜)‖Y + ‖F˜ (x˜)− F (x)‖Y
≤ 2ε+ ‖x˜− x˜0‖αXγ(‖x˜‖X , ‖x˜0‖X) ≤ 2ε+ (3ε)α sup
0≤s,t≤‖x0‖X+4
γ(s, t)
since
‖x˜‖X ≤ ‖x0‖X + ‖x˜− x0‖X ≤ ‖x0‖X + ‖x˜− x˜0‖X + ‖x˜0 − x0‖X
≤ ‖x0‖X + 4ε ≤ ‖x0‖X + 4
and
‖x˜0‖X ≤ ‖x0‖X + ‖x˜0 − x0‖X ≤ ‖x0‖X + ε ≤ ‖x0‖X + 4
for any ε ∈ (0, 1). Consequently, we obtain
‖F (x0)− F (x)‖Y ≤ 2ε+ Cx0εα
for a constant Cx0 > 0 depending on ‖x0‖X . This constant is finite since the continuous function γ
attains its maximum on the compact set [0, ‖x0‖X+4]× [0, ‖x0‖X+4]. This shows that F : X → Y
is continuous. Uniqueness of F follows from continuity and the fact that F and F˜ coincide on a
dense subset. Finally, the claimed estimate for F follows from the estimate for F˜ which carries over
to the extension by continuity. 
We start the analysis of the nonlinearity by defining an auxiliary operator A on C∞c (0, 1] by
setting
(Au)(ρ) :=
1
ρ2
∫ ρ
0
ρ′u(ρ′)dρ′.
Observe that the operator A appears in the argument of the nonlinearity NT in (2.18).
Lemma 3.3. The operator A satisfies the estimate
|Au(ρ)| . √ρ‖u′‖L2(0,1)
for all ρ ∈ (0, 1) and all u ∈ C∞c (0, 1].
Proof. By Cauchy–Schwarz and Hardy’s inequality we obtain
|Au(ρ)| ≤ 1
ρ2
∫ ρ
0
ρ′2
|u(ρ′)|
ρ′
dρ′ ≤ 1
ρ2
(∫ ρ
0
ρ′4dρ′
)1/2(∫ ρ
0
|u(ρ′)|2
ρ′2
dρ′
)1/2
.
√
ρ
(∫ 1
0
|u′(ρ)|2dρ
)1/2
for all u ∈ C∞c (0, 1]. 
Another useful observation is the following.
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Lemma 3.4. The operator A satisfies the estimates∫ 1
0
|Au(ρ)|2
ρ2
dρ .
∫ 1
0
|(Au)′(ρ)|2dρ . ‖u′‖2L2(0,1)
for all u ∈ C∞c (0, 1].
Proof. Note that u ∈ C∞c (0, 1] implies Au ∈ C∞c (0, 1]. Consequently, Hardy’s inequality yields∫ 1
0
|Au(ρ)|2
ρ2
dρ .
∫ 1
0
|(Au)′(ρ)|2dρ
.
∫ 1
0
1
ρ6
∣∣∣∣
∫ ρ
0
ρ′u(ρ′)dρ′
∣∣∣∣2 dρ+
∫ 1
0
|u(ρ)|2
ρ2
dρ
.
∫ 1
0
|u(ρ)|2
ρ2
dρ
. ‖u′‖2L2(0,1)
for all u ∈ C∞c (0, 1]. 
From now on we restrict ourselves to real–valued functions. For the following results recall that
H = H1 ×H2 where the respective norms ‖ · ‖1, ‖ · ‖2 on H1, H2 are given by
‖u‖21 =
∫ 1
0
|u′(ρ)|2
ρ2
dρ, ‖u‖22 =
∫ 1
0
|u′(ρ)|2dρ = ‖u′‖2L2(0,1),
see Sec. 2.2 and [12]. Note that the nonlinearity NT in (2.18) appears in the first component
and takes an argument from the second component. Thus, it is supposed to map from H2 to H1.
However, the nonlinearity is composed with the operator A and Lemma 3.3 suggests to include a
weighted L∞–piece in the norm. Consequently, we view the nonlinearity as a mapping X → H1
where the Banach space X is defined as the completion of C∞c (0, 1] with respect to the norm
‖u‖X := ‖u‖2 + sup
ρ∈(0,1)
∣∣∣∣u(ρ)√ρ
∣∣∣∣ .
Note, however, that this is just for notational convenience since, in fact, by Cauchy–Schwarz, we
have
|u(ρ)|√
ρ
≤ 1√
ρ
∫ ρ
0
|u′(ρ)|dρ ≤ ‖u′‖L2(0,1)
for all u ∈ C∞c (0, 1] and thus, the norms ‖ · ‖2 and ‖ · ‖X are equivalent. According to Lemmas 3.3
and 3.4, the operator A extends to a bounded linear operator A : H2 → X.
For a suitable function F of two variables, we define the composition or Nemitsky operator Fˆ ,
acting on C∞c (0, 1], by
Fˆ (u)(ρ) := F (u(ρ), ρ).
The following two results give sufficient conditions on F such that the corresponding Nemitsky
operator is continuous from X to H1.
Lemma 3.5. Let F : R × [0, 1] → R be twice continuously differentiable in both variables and
assume that ∂1F (0, ρ) = 0 for all ρ ∈ [0, 1]. Suppose further that there exists a constant C > 0 such
that
|∂1jF (x, ρ)| ≤ C(|x|+ ρ)
for all (x, ρ) ∈ R × [0, 1] and j = 1, 2. Then we have Fˆ (u) ∈ H1 for any u ∈ C∞c (0, 1] and there
exists a continuous function γ : [0,∞) × [0,∞)→ [0,∞) such that Fˆ satisfies the estimate
‖Fˆ (u)− Fˆ (v)‖1 ≤ ‖u− v‖Xγ(‖u‖X , ‖v‖X )
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for all u, v ∈ C∞c (0, 1]. As a consequence, Fˆ uniquely extends to a continuous map Fˆ : X → H1
and the above estimate remains valid for all u, v ∈ X.
Proof. Let u, v ∈ C∞c (0, 1]. By definition of Fˆ and ‖ · ‖1, we have
‖Fˆ (u)− Fˆ (v)‖21 .
∫ 1
0
|∂1F (u(ρ), ρ)u′(ρ)− ∂1F (v(ρ), ρ)v′(ρ)|2
ρ2
dρ(3.23)
+
∫ 1
0
|∂2F (u(ρ), ρ) − ∂2F (v(ρ), ρ)|2
ρ2
dρ
.
∫ 1
0
|∂1F (u(ρ), ρ) [u′(ρ)− v′(ρ)]|2
ρ2
dρ
+
∫ 1
0
|[∂1F (u(ρ), ρ) − ∂1F (v(ρ), ρ)] v′(ρ)|2
ρ2
dρ
+
∫ 1
0
|∂2F (u(ρ), ρ) − ∂2F (v(ρ), ρ)|2
ρ2
dρ =: A1 +A2 +A3
Now we put the terms containing u′, v′ into L2 and the rest into L∞, i.e.,
A1 ≤ sup
ρ∈(0,1)
∣∣∣∣∂1F (u(ρ), ρ)ρ
∣∣∣∣2
∫ 1
0
|u′(ρ)− v′(ρ)|2dρ
and, analogously,
A2 ≤ sup
ρ∈(0,1)
∣∣∣∣∂1F (u(ρ), ρ) − ∂1F (v(ρ), ρ)ρ
∣∣∣∣2
∫ 1
0
|v′(ρ)|2dρ
A3 ≤ sup
ρ∈(0,1)
∣∣∣∣∂2F (u(ρ), ρ) − ∂2F (v(ρ), ρ)ρ
∣∣∣∣2 .
Using the assumption on ∂1jF and applying the fundamental theorem of calculus we obtain
|∂jF (x, ρ) − ∂jF (y, ρ)| =
∣∣∣∣
∫ 1
0
∂j1F (y + t(x− y), ρ)(x− y)dt
∣∣∣∣
≤ C|x− y|
∫ 1
0
(|y + t(x− y)|+ ρ) dt
. |x− y| (|x|+ |y|+ ρ)
for all x, y ∈ R, all ρ ∈ [0, 1] and j = 1, 2. In particular, this implies
(3.24) |∂1F (x, ρ)| . |x| (|x|+ ρ)
since ∂1F (0, ρ) = 0 for all ρ ∈ [0, 1] by assumption. Consequently, we obtain
A1 . sup
ρ∈(0,1)
∣∣∣∣ |u(ρ)| (|u(ρ)|+ ρ)ρ
∣∣∣∣2 ‖u− v‖22
. sup
ρ∈(0,1)
∣∣∣∣u(ρ)√ρ
∣∣∣∣2 sup
ρ∈(0,1)
∣∣∣∣ |u(ρ)| + ρ√ρ
∣∣∣∣2 ‖u− v‖22
. ‖u‖2X (‖u‖2X + 1)‖u− v‖2X
15
as well as
A2 . sup
ρ∈(0,1)
∣∣∣∣ |u(ρ)− v(ρ)|(|u(ρ)| + |v(ρ)| + ρ)ρ
∣∣∣∣2 ‖v‖22
. sup
ρ∈(0,1)
∣∣∣∣ |u(ρ)− v(ρ)|√ρ
∣∣∣∣2 sup
ρ∈(0,1)
∣∣∣∣ |u(ρ)|+ |v(ρ)| + ρ√ρ
∣∣∣∣2 ‖v‖22
. ‖u− v‖2X
(‖u‖2X + ‖v‖2X + 1) ‖v‖2X
and, analogously,
A3 . ‖u− v‖2X
(‖u‖2X + ‖v‖2X + 1) .
Putting everything together we arrive at the claimed estimate. The existence of the extension with
the stated properties follows from Lemma 3.2. 
Next, we turn to the question of differentiability of the Nemitsky operator Fˆ . Recall that the
Gaˆteaux derivative DGFˆ (u) : X → H1 of Fˆ at u ∈ X is defined as
DGFˆ (u)v := lim
h→0
Fˆ (u+ hv)− Fˆ (u)
h
provided the right–hand side exists and defines a bounded linear operator from X to H1. We give
sufficient conditions for the Gaˆteaux derivative to exist.
Lemma 3.6. Let F ∈ C3(R× [0, 1]) satisfy the assumptions from Lemma 3.5. Assume further that
there exists a constant C > 0 such that
|∂11jF (x, ρ)| ≤ C
for all (x, ρ) ∈ R × [0, 1] and j = 1, 2. Then, at every u ∈ C∞c (0, 1], the Nemitsky operator
Fˆ : X → H1 is Gaˆteaux differentiable and its Gaˆteaux derivative at u applied to v ∈ X is given by
[DGFˆ (u)v](ρ) = ∂1F (u(ρ), ρ)v(ρ).
Proof. According to Lemma 3.5, Fˆ extends to a continuous operator Fˆ : X → H1. For u, v ∈
C∞c (0, 1] define
[D˜GFˆ (u)v](ρ) := ∂1F (u(ρ), ρ)v(ρ).
Inserting the definition of ‖ · ‖1 yields
‖D˜GFˆ (u)v‖21 .
∫ 1
0
|∂11F (u(ρ), ρ)u′(ρ)v(ρ)|2
ρ2
dρ+
∫ 1
0
|∂12F (u(ρ), ρ)v(ρ)|2
ρ2
dρ
+
∫ 1
0
|∂1F (u(ρ), ρ)v′(ρ)|2
ρ2
dρ
. sup
ρ∈(0,1)
∣∣∣∣∂11F (u(ρ), ρ)v(ρ)ρ
∣∣∣∣2
∫ 1
0
|u′(ρ)|2dρ+ sup
ρ∈(0,1)
∣∣∣∣∂12F (u(ρ), ρ)v(ρ)ρ
∣∣∣∣2
+ sup
ρ∈(0,1)
∣∣∣∣∂1F (u(ρ), ρ)ρ
∣∣∣∣2
∫ 1
0
|v′(ρ)|2dρ
and by assumption we have
sup
ρ∈(0,1)
∣∣∣∣∂1jF (u(ρ), ρ)v(ρ)ρ
∣∣∣∣2 . sup
ρ∈(0,1)
∣∣∣∣(|u(ρ)| + ρ)|v(ρ)|ρ
∣∣∣∣2 . (‖u‖2X + 1) ‖v‖2X
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for j = 1, 2. Furthermore, Eq. (3.24) yields
sup
ρ∈(0,1)
∣∣∣∣∂1F (u(ρ), ρ)ρ
∣∣∣∣2 . sup
ρ∈(0,1)
∣∣∣∣ |u(ρ)|(|u(ρ)| + ρ)ρ
∣∣∣∣2 . ‖u‖2X (‖u‖2X + 1)
and we infer
‖D˜GFˆ (u)v‖1 ≤ Cu‖v‖X
for all v ∈ C∞c (0, 1] where Cu > 0 is a constant that depends on ‖u‖X . Since C∞c (0, 1] is dense in
X, D˜GFˆ (u) extends to a bounded linear operator from X to H1. Recall that, for general v ∈ X,
the extension is defined by
D˜GFˆ (u)v = lim
j→∞
D˜GFˆ (u)vj
where (vj) ⊂ C∞c (0, 1] is an arbitrary sequence with vj → v in X and the limit is taken in H1.
Since convergence in H1 or X implies pointwise convergence (see Lemma 2.3), the representation
[D˜GFˆ (u)v](ρ) = ∂1F (u(ρ), ρ)v(ρ)
remains valid for general v ∈ X. We claim that D˜GFˆ (u) is the Gaˆteaux derivative of Fˆ at u. In
order to prove this, we have to show that
lim
h→0
∥∥∥∥∥ Fˆ (u+ hv) − Fˆ (u)h − D˜GFˆ (u)v
∥∥∥∥∥
1
= 0
for any v ∈ X.
Assume for the moment that v ∈ C∞c (0, 1]. By applying the fundamental theorem of calculus we
obtain
Fˆ (u+ hv)(ρ) − Fˆ (u)(ρ) = F (u(ρ) + hv(ρ), ρ) − F (u(ρ), ρ) =
∫ h
0
∂1F (u(ρ) + h˜v(ρ), ρ)v(ρ)dh˜
and this implies
gh(ρ) :=
Fˆ (u+ hv)(ρ) − Fˆ (u)(ρ)
h
− [D˜GFˆ (u)v](ρ)
=
v(ρ)
h
∫ h
0
[
∂1F (u(ρ) + h˜v(ρ), ρ) − ∂1F (u(ρ), ρ)
]
dh˜.
Now observe that
d
dρ
∫ h
0
[
∂1F (u(ρ) + h˜v(ρ), ρ) − ∂1F (u(ρ), ρ)
]
dh˜
=
∫ h
0
∂ρ
[
∂1F (u(ρ) + h˜v(ρ), ρ) − ∂1F (u(ρ), ρ)
]
dh˜
for all h ∈ [0, h0] by dominated convergence since the function
(h˜, ρ) 7→ ∂1F (u(ρ) + h˜v(ρ), ρ) − ∂1F (u(ρ), ρ)
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belongs to C1([0, h0]× [0, 1]) for some h0 > 0. Consequently, we infer
|g′h(ρ)| ≤ |v′(ρ)| sup
h˜∈(0,h)
∣∣∣∂1F (u(ρ) + h˜v(ρ), ρ) − ∂1F (u(ρ), ρ)∣∣∣
+ |v(ρ)||u′(ρ)| sup
h˜∈(0,h)
∣∣∣∂11F (u(ρ) + h˜v(ρ), ρ) − ∂11F (u(ρ), ρ)∣∣∣
+ |v(ρ)| sup
h˜∈(0,h)
∣∣∣∂12F (u(ρ) + h˜v(ρ), ρ) − ∂12F (u(ρ), ρ)∣∣∣
+ |v′(ρ)||v(ρ)| sup
h˜∈(0,h)
∣∣∣h˜∂11F (u(ρ) + h˜v(ρ), ρ)∣∣∣ .
Note that the partial derivatives of F commute since F is three–times continuously differentiable.
Furthermore, by the assumption on ∂11jF , we have
sup
h˜∈(0,h)
∣∣∣∂j1F (x+ h˜y, ρ)− ∂j1F (x, ρ)∣∣∣
= sup
h˜∈(0,h)
∣∣∣∣∣
∫ h˜
0
∂j11F (x+ h1y, ρ)y dh1
∣∣∣∣∣
≤ Ch|y|
for j = 1, 2 and, from the proof of Lemma 3.5,
sup
h˜∈(0,h)
∣∣∣∂1F (x+ h˜y, ρ)− ∂1F (x, ρ)∣∣∣ ≤ sup
h˜∈(0,h)
h˜|y|
(
|x|+ |x+ h˜y|+ ρ
)
. h|y| (|x|+ |y|+ ρ)
for all x, y ∈ R, all ρ ∈ [0, 1] and h ∈ [0, h0]. Also, by the assumption on ∂11F , we have
sup
h˜∈(0,h)
∣∣∣h˜∂11F (x+ h˜y, ρ)∣∣∣ . sup
h˜∈(0,h)
h˜
(
|x+ h˜y|+ ρ
)
≤ h (|x|+ |y|+ ρ)
in the above stated domains for x, y, ρ and h. Consequently, we obtain
‖gh‖21 =
∫ 1
0
|g′h(ρ)|2
ρ2
dρ
. h2 sup
ρ∈(0,1)
∣∣∣∣ |v(ρ)| (|u(ρ)| + |v(ρ)|+ ρ)ρ
∣∣∣∣2
∫ 1
0
|v′(ρ)|2dρ+ h2 sup
ρ∈(0,1)
∣∣∣∣ |v(ρ)|2ρ
∣∣∣∣2
∫ 1
0
|u′(ρ)|2dρ
+ h2 sup
ρ∈(0,1)
∣∣∣∣ |v(ρ)|2ρ
∣∣∣∣2 + h2 sup
ρ∈(0,1)
∣∣∣∣ |v(ρ)| (|u(ρ)|+ |v(ρ)| + ρ)ρ
∣∣∣∣2
∫ 1
0
|v′(ρ)|2dρ
and this shows that ‖gh‖1 ≤ hγ(‖u‖X , ‖v‖X ) for a suitable continuous function γ : [0,∞)×[0,∞)→
[0,∞). By Lemma 3.5, we know that Fˆ extends to a continuous map from X to H1. Now let v ∈ X
be arbitrary and choose a sequence (vj) ⊂ C∞c (0, 1] with vj → v in X. By the continuity of Fˆ , this
implies Fˆ (u+ hvj)→ Fˆ (u+ hv) in H1 for any u ∈ C∞(0, 1] and h ∈ (0, h0). We conclude that∥∥∥∥∥ Fˆ (u+ hv) − Fˆ (u)h − D˜GFˆ (u)v
∥∥∥∥∥
1
= lim
j→∞
∥∥∥∥∥ Fˆ (u+ hvj)− Fˆ (u)h − D˜GFˆ (u)vj
∥∥∥∥∥
1
≤ h lim
j→∞
γ(‖u‖X , ‖vj‖X) = hγ(‖u‖X , ‖v‖X )
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by the continuity of D˜GFˆ (u) and γ. This shows that, for any v ∈ X, we have
(3.25)
∥∥∥∥∥ Fˆ (u+ hv)− Fˆ (u)h − D˜GFˆ (u)v
∥∥∥∥∥
1
≤ hγ(‖u‖X , ‖v‖X )→ 0
as h→ 0 and therefore, D˜GFˆ (u) = DGFˆ (u), the Gaˆteaux derivative of Fˆ at u ∈ C∞c (0, 1]. 
Finally, we show that the Gaˆteaux derivative is in fact a Fre´chet derivative.
Lemma 3.7. Let F satisfy the assumptions from Lemma 3.6. Then Fˆ : X → H1 is Gaˆteaux
differentiable at every u ∈ X and the Gaˆteaux derivative DGFˆ : X → B(X,H1) is continuous and
satisfies the estimate
‖DGFˆ (u)−DGFˆ (u˜)‖B(X,H1) ≤ ‖u− u˜‖X γ(‖u‖X , ‖u˜‖X)
for all u, u˜ ∈ X where γ : [0,∞) × [0,∞) → [0,∞) is a suitable continuous function. As a
consequence, Fˆ is continuously Fre´chet differentiable and DFˆ = DGFˆ .
Proof. Let u, u˜, v ∈ C∞c (0, 1]. According to Lemma 3.6, Fˆ is Gaˆteaux differentiable at u and u˜ and
we set
gu,u˜,v(ρ) := [DGFˆ (u)v](ρ) − [DGFˆ (u˜)v](ρ) = [∂1F (u(ρ), ρ) − ∂1F (u˜(ρ), ρ)] v(ρ)
where we have used Lemma 3.6 again. Differentiating with respect to ρ we obtain
|g′u,u˜,v(ρ)| ≤ |v(ρ)|
∣∣∂11F (u(ρ), ρ)u′(ρ)− ∂11F (u˜(ρ), ρ)u˜′(ρ)∣∣
+ |v(ρ)| |∂12F (u(ρ), ρ) − ∂12F (u˜(ρ), ρ)|
+ |v′(ρ)| |∂1F (u(ρ), ρ) − ∂1F (u˜(ρ), ρ)| .
By the assumptions on F we have
|∂j1F (x, ρ)− ∂j1F (x˜, ρ)| ≤ |x− x˜|
∫ 1
0
|∂j11F (x˜+ t(x− x˜), ρ)|dt . |x− x˜|
for j = 1, 2 as well as
|∂1F (x, ρ)− ∂1F (x˜, ρ)| . |x− x˜| (|x|+ |x˜|+ ρ)
for all x, x˜ ∈ R and ρ ∈ [0, 1] (cf. the proofs of Lemmas 3.5 and 3.6). This shows that∣∣∂11F (u(ρ), ρ)u′(ρ)− ∂11F (u˜(ρ), ρ)u˜′(ρ)∣∣ ≤ |∂11F (u(ρ), ρ)||u′(ρ)− u˜′(ρ)|
+ |∂11F (u(ρ), ρ) − ∂11F (u˜(ρ), ρ)||u˜′(ρ)|
. ||u(ρ)|+ ρ| |u′(ρ)− u˜′(ρ)| + |u(ρ)− u˜(ρ)||u˜′(ρ)|
and we obtain
‖gu,u˜,v(ρ)‖21 =
∫ 1
0
|g′u,u˜,v(ρ)|2
ρ2
dρ . sup
ρ∈(0,1)
∣∣∣∣ |v(ρ)|(|u(ρ)| + ρ)ρ
∣∣∣∣2
∫ 1
0
|u′(ρ)− u˜′(ρ)|2dρ
+ sup
ρ∈(0,1)
∣∣∣∣ |v(ρ)||u(ρ) − u˜(ρ)|ρ
∣∣∣∣2
∫ 1
0
|u˜′(ρ)|2dρ+ sup
ρ∈(0,1)
∣∣∣∣ |v(ρ)||u(ρ) − u˜(ρ)|ρ
∣∣∣∣2
+ sup
ρ∈(0,1)
∣∣∣∣ |u(ρ)− u˜(ρ)|(|u(ρ)| + |u˜(ρ)|+ ρ)ρ
∣∣∣∣2
∫ 1
0
|v′(ρ)|2dρ
. ‖u− u˜‖2Xγ2(‖u‖X , ‖u˜‖X , ‖v‖X )
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for a continuous function γ : [0,∞)3 → [0,∞). According to Lemma 3.6, the operator DGFˆ (u) :
X → H1 is bounded and thus, the above estimate extends to all v ∈ X by approximation. Conse-
quently, we obtain
‖DGFˆ (u)−DGFˆ (u˜)‖B(X,H1) . sup {‖u− u˜‖X γ(‖u‖X , ‖u˜‖X , ‖v‖X ) : v ∈ X, ‖v‖X = 1}(3.26)
= ‖u− u˜‖X γ(‖u‖X , ‖u˜‖X , 1).
By Lemma 3.2, the operator DGFˆ extends to a continuous map DGFˆ : X → B(X,H1) and the
estimate (3.26) remains valid for all u, u˜ ∈ X. Furthermore, Eq. (3.25) shows that, for arbitrary
u ∈ X, DGFˆ (u) is the Gaˆteaux derivative of Fˆ at u. Since DGFˆ is continuous, it follows from [45],
p. 137, Proposition 4.8 that Fˆ is Fre´chet differentiable at every u ∈ X and DGFˆ = DFˆ . 
Now it is time to recall the definition (1.4) of the nonlinearity which reads
NT (u) = sin(2(ψ
T + u))− sin(2ψT )− 2 cos(2ψT )u.
However, due to our definition of the similarity coordinates we have
ψT (t, r) = 2 arctan
(
r
T−t
)
= f0(ρ)
and thus, the nonlinearity does in fact not depend on T . Consequently, we drop the subscript T in
the sequel and write N instead of NT .
Lemma 3.8. The Nemitsky operator Nˆ associated to the nonlinearity N extends to a continuous
map Nˆ : X → H1. Furthermore, Nˆ is continuously Fre´chet differentiable at every u ∈ X and the
Fre´chet derivative DNˆ satisfies the estimate
‖DNˆ (u)−DNˆ(u˜)‖B(X,H1) ≤ ‖u− u˜‖X γ(‖u‖X , ‖u˜‖X)
for all u, u˜ ∈ X and a suitable continuous function γ : [0,∞)× [0,∞)→ [0,∞).
Proof. We have
N(x, ρ) = sin(2f0(ρ) + 2x)− sin(2f0(ρ))− 2 cos(2f0(ρ))x
and it suffices to verify the assumptions of Lemma 3.7 for N . Obviously, we have N ∈ C3(R× [0, 1])
and
∂1N(x, ρ) = 2 cos(2f0(ρ) + 2x)− 2 cos(2f0(ρ))
shows that ∂1N(0, ρ) = 0 for all ρ ∈ [0, 1]. Furthermore,
∂11N(x, ρ) = −4 sin(2f0(ρ) + 2x)
∂12N(x, ρ) = −4 sin(2f0(ρ) + 2x)f ′0(ρ) + 4 sin(2f0(ρ))f ′0(ρ)
and
∂111N(x, ρ) = −8 cos(2f0(ρ) + 2x)
∂121N(x, ρ) = −8 cos(2f0(ρ) + 2x)f ′0(ρ)
which shows that there exists a constant C > 0 such that
|∂11jN(x, ρ)| ≤ C
for j = 1, 2 and all (x, ρ) ∈ R× [0, 1]. Consequently, we obtain
|∂1jN(x, ρ)| ≤ |x|
∫ 1
0
|∂11jN(tx, ρ)|dt+ |∂1jN(0, ρ)| . |x|+ ρ
for j = 1, 2 and all (x, ρ) ∈ R × [0, 1] and we conclude that N indeed satisfies the assumptions of
Lemma 3.7 which yields the claim. 
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After these preparations we are now ready to define the vector–valued nonlinearity N : H → H
by
N(u) :=
(
Nˆ(Au2)
0
)
.
As a simple consequence of Lemma 3.8, N is continuously Fre´chet differentiable.
Lemma 3.9. The nonlinearity N : H → H is continuously Fre´chet differentiable at any u ∈ H.
Furthermore, there exist continuous functions γ1 : [0,∞)→ [0,∞) and γ2 : [0,∞)× [0,∞)→ [0,∞)
such that
‖N(u)‖ ≤ ‖u‖2γ1(‖u‖)
and
‖DN(u)v −DN(u˜)v‖ ≤ ‖u− u˜‖‖v‖γ2(‖u‖, ‖u˜‖)
for all u, u˜,v ∈ H. Finally, DN(0) = 0.
Proof. Define auxiliary operators B : H → X and T : H1 →H by
Bu := Au2 and Tu :=
(
u
0
)
.
Obviously, T is linear and bounded. The same is true for B since
‖Bu‖X = ‖Au2‖X . ‖u2‖2 . ‖u‖
by Lemmas 3.3 and 3.4. Therefore, N can be written as N = T ◦ Nˆ ◦B. Consequently, Lemma 3.8
and the chain rule show that N is Fre´chet differentiable at every u ∈ H and we obtain
DN(u) = DT(Nˆ(Bu))DNˆ(Bu)DB(u) = TDNˆ(Bu)B.
By Lemma 3.6 we have
[DNˆ(0)v](ρ) = ∂1N(0, ρ)v(ρ) = 0
which shows DN(0) = 0. Furthermore, the estimate from Lemma 3.8 yields
‖DN(u)v −DN(u˜)v‖ . ‖DNˆ(Bu)Bv −DNˆ(Bu˜)Bv‖
. ‖Bu−Bu˜‖X‖Bv‖X γ(‖Bu‖X , ‖Bu˜‖X)
. ‖u− u˜‖‖v‖ γ(‖Bu‖X , ‖Bu˜‖X)
and, with DN(0) = 0, this shows in particular that
‖DN(u)v‖ . ‖u‖‖v‖ γ(‖Bu‖X , 0)
for all u,v ∈ H. Consequently, by using the fundamental theorem of calculus, we obtain
‖N(u)‖ ≤
∫ 1
0
‖DN(tu)u‖dt ≤ ‖u‖2
∫ 1
0
γ(t‖Bu‖X , 0)dt
since N(0) = 0. 
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3.2. Global existence for the nonlinear problem. We establish global existence for the wave
maps equation (2.18). However, at the moment we do not allow for arbitrary initial data but
modify the given data along the one–dimensional subspace spanned by the gauge mode. Thereby,
we suppress the gauge instability. The main result of this section can be viewed as a nonlinear
version of Theorem 2.6.
As a first step we reformulate Eq. (2.18) as a nonlinear ODE on the Hilbert space H. With the
nonlinear mapping N : H → H from above we can simply write
(3.27)
{
d
dτΦ(τ) = LΦ(τ) +N(Φ(τ)) for τ > − log T
Φ(− log T ) = u
for a function Φ : [− log T,∞)→H with initial data u. We do not specify the initial data explicitly
but keep them general in this section. Our aim is to construct a mild solution of this equation. By
a mild solution we mean a solution of the associated integral equation
(3.28) Φ(τ) = S(τ + log T )u+
∫ τ
− log T
S(τ − τ ′)N(Φ(τ ′))dτ ′, τ ≥ − log T
where S is the semigroup from Theorem 2.6. Here, the integral is well–defined as a Riemann integral
over a continuous function with values in a Banach space. Consequently, we restrict ourselves to
continuous solutions Φ : [− log T,∞)→H. Any solution of Eq. (3.27) is also a solution of Eq. (3.28).
The converse is not true since Eq. (3.27) requires more regularity than Eq. (3.28). However, for
sufficiently regular functions Φ, both problems Eq. (3.27) and Eq. (3.28) are equivalent. As a
consequence, the concept of a mild solution is more general.
In fact, though, we want to consider solutions of Eq. (3.28) with different T > 0 simultaneously
so we should write ΦT instead of Φ in order to indicate the dependence on T . Here, we encounter
the technical problem that the domain of definition varies with T . In order to circumvent this
difficulty, we construct a “universal” solution Ψ for all T > 0 by translation, i.e., we set
Ψ(τ) := ΦT (τ − log T )
for τ ≥ 0. The function ΦT satisfies Eq. (3.28) if and only if Ψ satisfies the translated equation
(3.29) Ψ(τ) = S(τ)u+
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′))dτ ′, τ ≥ 0
as follows by a straightforward change of variables. Obviously, Ψ is independent of T which justifies
the notation. What makes this possible is nothing but the time translation invariance of the wave
maps equation. Having constructed the solution Ψ, the function ΦT , for different values of T > 0,
can be obtained by simply noting that
ΦT (τ) = Ψ(τ + log T )
for τ ≥ − log T . Consequently, it suffices to consider the solution Ψ.
For a small ε > 0, we set
ω := max
{−12 , s0}+ ε
where s0 is the spectral bound (see Definition 2.5). In [12] it has been proved that s0 <
1
2 , however,
as already mentioned in the beginning, there is no reasonable doubt that in fact s0 < 0, i.e., that
ψT is mode stable.
From now on we assume that ω < 0.
Note that the estimate for the linear time evolution from Theorem 2.6 now reads
‖S(τ)(1 − P )f‖ . e−|ω|τ‖(1 − P )f‖
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for all τ ≥ 0 and all f ∈ H. We define a spacetime Banach space X by setting
X :=
{
Φ ∈ C([0,∞),H) : sup
τ>0
e|ω|τ‖Φ(τ)‖ <∞
}
and
‖Φ‖X := sup
τ>0
e|ω|τ‖Φ(τ)‖.
The vector space X equipped with ‖·‖X is a Banach space and we have encoded the decay property
of the linear evolution in the definition of X . Thus, our hope is to retain the decay of the linear
evolution on the nonlinear level.
Now we (formally) define the mapping
K(Ψ,u)(τ) := S(τ)(1 − P )u−
∫ ∞
0
eτ−τ
′
PN(Ψ(τ ′))dτ ′(3.30)
+
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′))dτ ′, τ ≥ 0
where P is the spectral projection from Theorem 2.6. We will show in a moment (Lemma 3.10
below) that K is well defined as an operator from X ×H to X . The relevance of K for the Cauchy
problem (3.27) is based on the following observation. Suppose there exists a function Ψ ∈ X that
satisfies Ψ = K(Ψ,u). By comparison with Eq. (3.29), we see that Ψ is a solution of Eq. (3.29)
with the rather strange–looking initial data
Ψ(0) = (1− P )u−
∫ ∞
0
e−τ
′
PN(Ψ(τ ′))dτ ′.
However, this can also be written as
Ψ(0) = u− P
[
u+
∫ ∞
0
e−τ
′
N(Ψ(τ ′))dτ ′
]
and therefore, the original initial data u have been modified by adding an element of the unstable
subspace 〈g〉 (recall that PH = 〈g〉, see Theorem 2.6). It is imporant to note, however, that this
correction depends on the solution Ψ itself. We will discuss later how to deal with this inconvenient
fact, see Sec. 3.3 below. For the moment we record the following: if we can show that there exists
a function Ψ with Ψ = K(Ψ,u), we obtain a global mild solution of Eq. (3.27) for initial data
that satisfy a “co–dimension one condition”. The reader may have noticed that there are many
similarities with center–stable manifolds in the context of Hamiltonian evolution equations. In fact,
the construction of the solution by adding this type of modification is formally exactly the same
as e.g., in [18]. Consequently, it is very likely that there exists a center–stable manifold approach
to the problem at hand but we do not pursue this issue here any further.
Our goal is to apply the implicit function theorem on Banach spaces. In order to do so, we have
to show that K is continuously Fre´chet differentiable.
Lemma 3.10. Let (Ψ,u) ∈ X ×H. Then we have K(Ψ,u) ∈ X .
Proof. Fix (Ψ,u) ∈ X ×H. In the following, the implicit constants of the . notation may depend
on Ψ and u. Note first that the integrals in (3.30) are well–defined as Riemann integrals over a
continuous function (with values in a Banach space). Furthermore, according to Lemma 3.9, we
have
(3.31) ‖PN(Ψ(τ ′))‖ . ‖Ψ(τ ′)‖2γ(‖Ψ(τ ′)‖) . e−2|ω|τ ′
for all τ ′ ≥ 0 by the continuity of γ and this shows that the first integral in the definition of K,
Eq. (3.30), exists. We claim that K(Ψ,u) ∈ C([0,∞),H). Obviously, by the strong continuity of
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the semigroup, the map τ 7→ S(τ)u : [0,∞)→H is continuous. Thus, it remains to show continuity
of the two integral terms. To this end choose an arbitrary τ0 ≥ 0. Then we have∥∥∥∥
∫ ∞
0
eτ0−τ
′
PN(Ψ(τ ′))dτ ′ −
∫ ∞
0
eτ−τ
′
PN(Ψ(τ ′))dτ ′
∥∥∥∥
≤ |eτ0 − eτ |
∫ ∞
0
e−τ
′‖PN(Ψ(τ ′))‖dτ ′ → 0
as τ → τ0. Furthermore,∥∥∥∥
∫ τ0
0
S(τ0 − τ ′)N(Ψ(τ ′))dτ ′ −
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′))dτ ′
∥∥∥∥
≤
∫ τ0
0
∥∥S(τ0 − τ ′)N(Ψ(τ ′))− S(τ − τ ′)N(Ψ(τ ′))∥∥ dτ ′
+
∣∣∣∣
∫ τ
τ0
‖S(τ − τ ′)N(Ψ(τ ′))‖dτ ′
∣∣∣∣→ 0
as τ → τ0 by dominated convergence since
‖S(τ0 − τ ′)PN(Ψ(τ ′))− S(τ − τ ′)PN(Ψ(τ ′))‖ → 0
as τ → τ0 by the strong continuity of S. This proves that K(Ψ,u) ∈ C([0,∞),H).
It remains to show that ‖K(Ψ,u)‖X < ∞. To this end note first that, for any f , we have
S(τ)P f = eτP f . To see this, recall that PH = 〈g〉 (Theorem 2.6) and therefore, for any f ∈ H,
there exists a c(f) ∈ C such that P f = c(f)g. Since g is an eigenfunction of L with eigenvalue 1,
we obtain
S(τ)P f = c(f)S(τ)g = eτc(f)g = eτP f
as claimed. Consequently, since P commutes with S (and also with the integrals since P is
bounded), we obtain
‖PK(Ψ,u)(τ)‖ =
∥∥∥∥−
∫ ∞
0
eτ−τ
′
PN(Ψ(τ ′))dτ ′ +
∫ τ
0
S(τ − τ ′)PN(Ψ(τ ′))dτ ′
∥∥∥∥
≤
∫ ∞
τ
eτ−τ
′‖PN(Ψ(τ ′))‖dτ ′ .
∫ ∞
τ
eτ−(1+2|ω|)τ
′
dτ ′
. e−2|ω|τ
for all τ ≥ 0 by Eq. (3.31). Furthermore, we have
‖(1 − P )K(Ψ,u)(τ)‖ ≤ ‖S(τ)(1 − P )u‖+
∫ τ
0
‖S(τ − τ ′)(1− P )N(Ψ(τ ′))‖dτ ′
. e−|ω|τ‖u‖+
∫ τ
0
e−|ω|(τ−τ
′)‖N(Ψ(τ ′))‖dτ ′
. e−|ω|τ +
∫ τ
0
e−|ω|(τ+τ
′)dτ ′
. e−|ω|τ
for all τ ≥ 0 by Theorem 2.6. Adding up the two contributions we obtain
‖K(Ψ,u)(τ)‖ ≤ ‖PK(Ψ,u)(τ)‖ + ‖(1− P )K(Ψ,u)(τ)‖ . e−|ω|τ
and this yields
‖K(Ψ,u)‖X = sup
τ>0
e|ωτ |‖K(Ψ,u)(τ)‖ . 1
which finishes the proof. 
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We define Kj : X ×H → X , j = 1, 2, by
K1(Ψ,u)(τ) := S(τ)(1 − P )u
K2(Ψ,u)(τ) := −
∫ ∞
0
eτ−τ
′
PN(Ψ(τ ′))dτ ′ +
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′))dτ ′
for τ ≥ 0. By definition we have K = K1 +K2.
Lemma 3.11. The mapping K1 : X ×H → X is continuously Fre´chet differentiable and its Fre´chet
derivative is given by
[DK1(Ψ,u)(Φ,v)](τ) = S(τ)(1 − P )v
for all τ ≥ 0.
Proof. We consider the partial Fre´chet derivatives. K1 does not depend on Ψ so trivially, we have
D1K1(Ψ,u) = 0. K1 is linear with respect to the second variable which shows that
[D2K1(Ψ,u)v](τ) = S(τ)(1 − P )v
for all v ∈ H. Since ‖S(τ)(1 − P )v‖ . e−|ω|τ‖(1 − P )v‖ by Theorem 2.6 and D2K1(Ψ,u)v is
independent of (Ψ,u), we trivially see that D2K1 : X ×H → B(H,X ) is continuous. Consequently,
all partial Fre´chet derivates of K1 exist and they are continuous. Thus, a standard result, see e.g.,
[45], p. 140, Proposition 4.14, implies that DK1 exists, is continuous and given by
DK1(Ψ,u)(Φ,v) = D1K1(Ψ,u)Φ +D2K1(Ψ,u)v.

Lemma 3.12. The mapping K2 : X ×H → X is continuously Fre´chet differentiable and its partial
Fre´chet derivative with respect to the first variable is given by
[D1K2(Ψ,u)Φ](τ) =−
∫ ∞
0
eτ−τ
′
PDN(Ψ(τ ′))Φ(τ ′)dτ ′
+
∫ τ
0
S(τ − τ ′)DN(Ψ(τ ′))Φ(τ ′)dτ ′
for all τ ≥ 0.
Proof. K2(Ψ,u) does not depend on u so we have D2K2(Ψ,u) = 0. We set
[D˜1K2(Ψ,u)Φ](τ) :=−
∫ ∞
0
eτ−τ
′
PDN(Ψ(τ ′))Φ(τ ′)dτ ′
+
∫ τ
0
S(τ − τ ′)DN(Ψ(τ ′))Φ(τ ′)dτ ′
and claim that D˜1K2 = D1K2. In order to prove this, we have to show that∥∥∥K2(Ψ + Φ,u)−K2(Ψ,u) − D˜1K2(Ψ,u)Φ∥∥∥
X
‖Φ‖X → 0
as ‖Φ‖X → 0. We have
PK2(Ψ,u)(τ) = −
∫ ∞
τ
eτ−τ
′
PN(Ψ(τ ′))dτ ′
and, analogously,
P [D˜1K2(Ψ,u)Φ](τ) = −
∫ ∞
τ
eτ−τ
′
PDN(Ψ(τ ′))Φ(τ ′)dτ ′
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for all τ ≥ 0. Consequently, we obtain
1
‖Φ‖X ‖PK2(Ψ + Φ,u)(τ) − PK2(Ψ)(τ) − P [D˜1K2(Ψ,u)Φ](τ)‖(3.32)
≤ e
τ
‖Φ‖X
∫ ∞
τ
e−τ
′‖N(Ψ(τ ′) + Φ(τ ′))−N(Ψ(τ ′))−DN(Ψ(τ ′))Φ(τ ′)‖dτ ′
for all τ ≥ 0. An application of the fundamental theorem of calculus yields
‖N(u+ v)−N(u)−DN(u)v‖ =
∥∥∥∥
∫ 1
0
[DN(u+ tv)v −DN(u)v] dt
∥∥∥∥
≤ ‖v‖2
∫ 1
0
tγ2(‖u+ tv‖, ‖u‖)dt
where we have used Lemma 3.9. Thus, we obtain
‖N(Ψ(τ ′) + Φ(τ ′))−N(Ψ(τ ′))−DN(Ψ(τ ′))Φ(τ ′)‖(3.33)
≤ ‖Φ(τ ′)‖2
∫ 1
0
tγ2(‖Ψ(τ ′) + tΦ(τ ′)‖, ‖Φ(τ ′)‖)dt
≤ ‖Φ(τ ′)‖2 sup
t∈[0,1]
sup
τ ′>0
γ2(‖Ψ(τ ′) + tΦ(τ ′)‖, ‖Φ(τ ′)‖)
≤ CΨ ‖Φ(τ ′)‖2
for all τ ′ ≥ 0 where CΨ > 0 is a constant that depends on Ψ. Since we are interested in the limit
‖Φ‖X → 0, we can assume that ‖Φ‖X ≤ 1. Consequently, we have
‖Ψ(τ ′) + tΦ(τ ′)‖ ≤ ‖Ψ‖X + 1
for all t ∈ [0, 1], τ ′ ≥ 0 and thus, we may choose
CΨ := sup
0≤x,y≤‖Ψ‖X+1
γ2(x, y)
which is a finite number (depending on Ψ) since γ2 is continuous. As a consequence, from Eq. (3.32)
above, we obtain
1
‖Φ‖X ‖PK2(Ψ + Φ,u)(τ) − PK2(Ψ,u)(τ) − P [D˜1K2(Ψ,u)Φ](τ)‖(3.34)
≤ CΨ eτ supτ ′>τ e
|ω|τ ′‖Φ(τ ′)‖
‖Φ‖X
∫ ∞
τ
e−τ
′−|ω|τ ′e|ω|τ
′‖Φ(τ ′)‖dτ ′
. CΨ e
−|ω|τ‖Φ‖X
for all τ ≥ 0. Furthermore, we have
(1 − P )K2(Ψ,u)(τ) =
∫ τ
0
S(τ − τ ′)(1− P )N(Ψ(τ ′))dτ ′
and thus,
1
‖Φ‖X
∥∥∥(1− P ) [K2(Ψ + Φ,u)(τ)−K2(Ψ,u)(τ)− [D˜1K2(Ψ,u)Φ](τ)]∥∥∥
≤ 1‖Φ‖X
∫ τ
0
∥∥S(τ − τ ′)(1 − P ) [N(Ψ(τ ′) + Φ(τ ′))−N(Ψ(τ ′))−DN(Ψ(τ ′))Φ(τ ′)]∥∥ dτ ′
.
1
‖Φ‖X
∫ τ
0
e−|ω|(τ−τ
′)
∥∥N(Ψ(τ ′) + Φ(τ ′))−N(Ψ(τ ′))−DN(Ψ(τ ′))Φ(τ ′)∥∥ dτ ′
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by Theorem 2.6 and, via (3.33), this implies
1
‖Φ‖X
∥∥∥(1− P ) [K2(Ψ + Φ,u)(τ) −K2(Ψ,u)(τ) − [D˜1K2(Ψ,u)Φ](τ)]∥∥∥(3.35)
. CΨ
e−|ω|τ
‖Φ‖X
∫ τ
0
e|ω|τ
′‖Φ(τ ′)‖2dτ ′ . CΨ e−|ω|τ ‖Φ‖X
∫ τ
0
e−|ω|τ
′
dτ ′
. CΨ e
−|ω|τ ‖Φ‖X
for all τ ≥ 0. Putting together the two pieces (3.34) and (3.35), we infer the claim D˜1K2 = D1K2.
It remains to show that D1K2 : X ×H → B(X ) is continuous. We have∥∥∥P [D1K2(Ψ,u)Φ](τ) − P [D1K2(Ψ˜, u˜)Φ](τ)∥∥∥
.
∫ ∞
τ
eτ−τ
′
∥∥∥DN(Ψ(τ ′))Φ(τ ′)−DN(Ψ˜(τ ′))Φ(τ ′)∥∥∥ dτ ′
.
∫ ∞
τ
eτ−τ
′‖Ψ(τ ′)− Ψ˜(τ ′)‖‖Φ(τ ′)‖γ2(‖Ψ(τ ′)‖, ‖Ψ˜(τ ′)‖)dτ ′
≤ CΨ‖Ψ− Ψ˜‖X ‖Φ‖X
∫ ∞
τ
eτ−τ
′−2|ω|τ ′dτ ′
. CΨ e
−2|ω|τ‖Ψ− Ψ˜‖X ‖Φ‖X
for all τ ≥ 0 by Lemma 3.9 with a Ψ–dependent constant CΨ. Since we are interested in the limit
Ψ˜→ Ψ, we may assume that ‖Ψ − Ψ˜‖X ≤ 1 which implies
‖Ψ˜‖X ≤ ‖Ψ˜−Ψ‖X + ‖Ψ‖X ≤ ‖Ψ‖X + 1
and therefore, we may choose
CΨ := sup
0≤x,y≤‖Ψ‖X+1
γ2(x, y) <∞
as before. Similarly,∥∥∥(1− P ) [D1K2(Ψ,u)Φ](τ) − [D1K2(Ψ˜, u˜)Φ](τ)]∥∥∥
.
∫ τ
0
∥∥∥S(τ − τ ′)(1− P ) [DN(Ψ(τ ′))Φ(τ ′)−DN(Ψ˜(τ ′))Φ(τ ′)]∥∥∥ dτ ′
.
∫ τ
0
e−|ω|(τ−τ
′)‖Ψ(τ ′)− Ψ˜(τ ′)‖‖Φ(τ ′)‖γ2(‖Ψ(τ ′)‖, ‖Ψ˜(τ ′)‖)dτ ′
≤ CΨ‖Ψ− Ψ˜‖X ‖Φ‖X
∫ τ
0
e−|ω|τ−|ω|τ
′
dτ ′
≤ CΨ e−|ω|τ‖Ψ− Ψ˜‖X ‖Φ‖X
for all τ ≥ 0 by Lemma 3.9 and Theorem 2.6. Putting those two estimates together we obtain∥∥∥D1K2(Ψ,u)Φ −D1K2(Ψ˜, u˜)Φ∥∥∥
X
. CΨ‖Ψ − Ψ˜‖X ‖Φ‖X
for all Φ ∈ X and thus, ∥∥∥D1K2(Ψ,u)−D1K2(Ψ˜, u˜)∥∥∥
B(X )
. CΨ‖Ψ − Ψ˜‖X
which implies the continuity of D1K2 : X × H → B(X ) at (Ψ,u) and (Ψ,u) was arbitrary. The
claim now follows from [45], p. 140, Proposition 4.14. 
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Now we can show the existence of a global (with respect to the time variable τ) mild solution to
the wave maps problem.
Theorem 3.13 (Global existence of a mild solution). Let δ > 0 be sufficiently small and assume
that ψT is mode stable. Then, for any u ∈ H with ‖u‖ < δ, there exists a Ψ(·;u) ∈ X such that
Ψ(·;u) = K(Ψ(·;u),u). Moreover, the solution Ψ(·;u) is unique in a sufficiently small neighborhood
of 0 in X and the mapping u 7→ Ψ(·;u) : H → X is continuously Fre´chet differentiable.
Proof. Define K˜ : X×H → X by K˜(Ψ,u) := Ψ−K(Ψ,u). Then we have K˜(0,0) = 0. According to
Lemmas 3.11 and 3.12, K˜ is continuously Fre´chet differentiable. By Lemma 3.9, we haveDN(0) = 0
and thus, by Lemma 3.12, we infer D1K(0,0) = 0. Consequently, D1K˜(0,0) = 1, the identity on
X . In particular, D1K˜(0,0) is an isomorphism and the implicit function theorem (see e.g., [45],
p. 150, Theorem 4.B) yields the existence of a Ψ(·;u) ∈ X such that K˜(Ψ(·;u),u) = 0 for all u ∈ H
in a sufficiently small neighborhood of the origin. Furthermore, u 7→ Ψ(·;u) : H → X is a C1–map
in the sense of Fre´chet. 
3.3. Global existence for arbitrary small data. Theorem 3.13 provides us with a global mild
solution for the wave maps problem. However, we are not able to specify the initial data freely.
Instead, the chosen initial data get modified along the one–dimensional subspace spanned by the
gauge mode. This is necessary in order to suppress the instability introduced by the time translation
symmetry of the original problem. This instability shows up because we have in fact fixed the blow
up time. However, perturbing the initial data of ψT (i.e., choosing arbitrary (f, g)) does not, in
general, preserve the blow up time of the solution. Therefore, one might hope to eliminate the
shortcomings of Theorem 3.13 by allowing for a variable blow up time. This issue will be pursued
in the current section. In fact, there is one situation where the specified data are not modified,
namely when they are chosen to be identically zero. Then, the corresponding global solution from
Theorem 3.13 is the zero solution. Loosely speaking, we are going to use the implicit function
theorem to extend this to a neighborhood of zero.
Recall that we intend to solve the system (2.18) and thus, the initial data we want to prescribe
are of the form
Ψ(0)(ρ) =
(
Tρ2
[
g(Tρ)− ψTt (0, Tρ)
]
Tρ
[
f ′(Tρ)− ψTr (0, Tρ)
]
+ 2
[
f(Tρ)− ψT (0, Tρ)]
)
where (f, g) are free functions. This rather complicated looking expression is a consequence of the
various variable transformations we have performed. In what follows it is convenient to rewrite this
in a different form. First, we set
(3.36) v(ρ) :=
(
ρ2
[
g(ρ)− ψ1t (0, ρ)
]
ρ
[
f ′(ρ)− ψ1r (0, ρ)
]
+ 2
[
f(ρ)− ψ1(0, ρ)]
)
.
Note carefully that v does not depend on the blow up time T . Thus, varying v is equivalent to
varying (f, g) and therefore, v are the free data of the problem. The dependence on the blow up
time T is encoded in the operator U, formally defined by
U(v, T )(ρ) :=
(
1
T v1(Tρ) + Tρ
2
[
ψ1t (0, Tρ) − ψTt (0, Tρ)
]
v2(Tρ) + Tρ
[
ψ1r (0, Tρ)− ψTr (0, Tρ)
]
+ 2
[
ψ1(0, Tρ) − ψT (0, Tρ)]
)
.
This can be written in a simpler form by recalling that ψT (t, r) = f0(
r
T−t) and thus,
ψT (0, Tρ) = f0(ρ) ψ
1(0, Tρ) = f0(Tρ)
ψTt (0, Tρ) =
ρ
T
f ′0(ρ) ψ
1
t (0, Tρ) = Tρf
′
0(Tρ)
ψTr (0, Tρ) =
1
T
f ′0(ρ) ψ
1
r (0, Tρ) = f
′
0(Tρ).
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Consequently, we obtain
(3.37) U(v, T )(ρ) =
(
1
T
[
v1(Tρ) + T
3ρ3f ′0(Tρ)
]− ρ3f ′0(ρ)
v2(Tρ) + Tρf
′
0(Tρ) + 2f0(Tρ)− ρf ′0(ρ)− 2f0(ρ)
)
.
With the above correspondence between v and (f, g), we obviously have
Ψ(0) = U(v, T )
for the initial data. The advantage of this new notation is that the dependencies of the data on
(f, g) (or, equivalently, v) on the one hand, and T on the other, are clearly separated now. In order
to obtain a well–posed initial value problem in the lightcone CT , the data (f, g) have to be specified
on the interval [0, T ]. This, however, introduces the technical problem that the data space depends
on T . In order to fix this, we restrict T to have values in the interval I := (12 ,
3
2). This is no real
restriction since our existence argument will be perturbative around T = 1 anyway. We need to
find a space Y such that U has nice properties as a map from Y × I to H. To this end we set
Y˜1 :=
{
u ∈ C2[0, 32 ] : u(0) = u′(0) = 0
}
, Y˜2 :=
{
u ∈ C2[0, 32 ] : u(0) = 0
}
and define two norms ‖ · ‖Y1 , ‖ · ‖Y2 on Y˜1, Y˜2, respectively, by setting
‖u‖2Y1 :=
∫ 3/2
0
|u′′(ρ)|2dρ, ‖u‖2Y2 :=
∫ 3/2
0
|u′(ρ)|2dρ+
∫ 3/2
0
|u′′(ρ)|2ρ2dρ.
Thanks to the boundary conditions for functions in Y˜j, j = 1, 2, the mappings ‖ · ‖Yj : Y˜j → [0,∞)
are really norms (not only seminorms). We denote by Yj the completion of (Y˜j , ‖·‖Yj ). Furthermore,
we set Y := Y1 × Y2 with the canonical norm
‖u‖2Y := ‖u1‖2Y1 + ‖u2‖2Y2 .
By construction, Y1, Y2 and Y are Banach spaces. For notational convenience we also set Y˜ :=
Y˜1 × Y˜2. Then Y is the completion of (Y˜, ‖ · ‖Y) and thus, the notation is consistent. Recall that,
similarly, the Hilbert space H emerged as the completion of
H˜ := {u ∈ C2[0, 1] : u(0) = u′(0) = 0} × {u ∈ C1[0, 1] : u(0) = 0}
with respect to the norm
‖u‖2 :=
∫ 1
0
|u′1(ρ)|2
ρ2
dρ+
∫ 1
0
|u′2(ρ)|2dρ,
see Sec. 2.2 or [12]. Here, we also write H =: H1×H2 and H˜ =: H˜1×H˜2 with the obvious definitions
of Hj, H˜j, j = 1, 2. We need a few preparing technical lemmas.
Lemma 3.14. For (vj , T ) ∈ Y˜j × I, j = 1, 2, define [Fj(vj , T )](ρ) := vj(Tρ). Then Fj(vj , T ) ∈ Hj
and we have the estimate
‖Fj(vj , T )− Fj(v˜j , T )‖j . ‖vj − v˜j‖Yj
for all vj, v˜j ∈ Y˜j and all T ∈ I. As a consequence, Fj extends to a continuous mapping from Yj×I
to Hj.
Proof. Let vj ∈ Y˜j . Since ρ ∈ [0, 1] implies Tρ ∈ [0, T ] ⊂ [0, 32 ] for T ∈ I, we see that ρ 7→ vj(Tρ)
defines a function in C2[0, 1]. To be more precise, this function is given by vj(T ·)|[0,1] ∈ C2[0, 1], the
restriction of vj(T ·) to the interval [0, 1]. Consequently, Fj(vj , T ) ∈ C2[0, 1], j = 1, 2. Furthermore,
the boundary conditions v1(0) = v
′
1(0) = v2(0) = 0 imply that
[F1(v1, T )](0) = [F1(v1, T )]
′(0) = [F2(v2, T )]
′(0) = 0
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which shows that Fj(vj , T ) ∈ H˜j ⊂ Hj. By definition, we have
[Fj(vj , T )]
′(ρ) = Tv′j(Tρ)
and this implies
‖F1(v1, T )− F1(v˜1, T )‖21 = T 2
∫ 1
0
|v′1(Tρ)− v˜′1(Tρ)|2
ρ2
dρ
. T 4
∫ 1
0
|v′′1 (Tρ)− v˜′′1 (Tρ)|2dρ
= T 3
∫ T
0
|v′′1 (ρ)− v˜′′1 (ρ)|2dρ
. ‖v1 − v˜1‖Y1
for all v1, v˜1 in Y˜1 and T ∈ I by Hardy’s inequality (recall that v′1(0) = 0). Analogously, we have
‖F2(v2, T )− F2(v˜2, T )‖22 = T 2
∫ 1
0
|v′2(Tρ)− v˜′2(Tρ)|2dρ
. ‖v2 − v˜2‖Y2
for all v2, v˜2 ∈ Y˜2 and T ∈ I which proves the claimed estimate. Consequently, Lemma 3.2 shows
that, for any T ∈ I, the mapping Fj(·, T ) extends to a continuous function Fj(·, T ) : Yj → Hj
and the continuity is uniform with respect to T . Thus, in order to show that Fj : Yj × I → Hj is
continuous, it suffices to show continuity of F (vj , ·) : I → Hj for any fixed vj ∈ Yj. To see this,
note that
‖F1(v1, T )− F1(v1, T˜ )‖21 .
∫ 1
0
∣∣∣T 2v′′1 (Tρ)− T˜ 2v′′1(T˜ ρ)∣∣∣2 dρ
(3.38)
.
∫ 1
0
∣∣T 2v′′1 (Tρ)− T 2v˜′′1(Tρ)∣∣2 dρ+ ∫ 1
0
∣∣∣T 2v˜′′1 (Tρ)− T˜ 2v˜′′1(T˜ ρ)∣∣∣2 dρ
+
∫ 1
0
∣∣∣T˜ 2v˜′′1 (T˜ ρ)− T˜ 2v′′1 (T˜ ρ)∣∣∣2 dρ
. ‖v1 − v˜1‖2Y1 +
∫ 1
0
∣∣∣T 2v˜′′1 (Tρ)− T˜ 2v˜′′1 (T˜ ρ)∣∣∣2 dρ
for all v1, v˜1 ∈ Y1 and T, T˜ ∈ I. Now let ε > 0 be arbitrary. For any given δ > 0, we can find a
v˜1 ∈ Y˜1 such that ‖v1 − v˜1‖Y1 < δ. If δ > 0 is chosen small enough, (3.38) implies
‖F1(v1, T )− F1(v1, T˜ )‖1 ≤ ε2 + C
(∫ 1
0
∣∣∣T 2v˜′′1(Tρ)− T˜ 2v˜′′1 (T˜ ρ)∣∣∣2 dρ
)1/2
for an absolute constant C > 0 and the integral goes to zero as T˜ → T since v˜′′1 ∈ C[0, 32 ]. This
shows that F1(v1, ·) : I → H1 is continuous for any v1 ∈ Y1. The proof for F2 is completely
analogous. 
From now on we may assume that Fj is defined on all of Yj × I. In the next lemma we show
that Fj has a continuous partial Fre´chet derivative with respect to T .
Lemma 3.15. The mapping Fj : Yj × I → Hj, j = 1, 2, from Lemma 3.14 is partially Fre´chet
differentiable with respect to the second variable. Moreover, vj ∈ Yj implies that ρ 7→ ρv′j(Tρ) ∈
C[0, 1] and the derivative D2Fj(vj , T ) : R→ Hj at (vj , T ) applied to λ ∈ R is given by
[D2Fj(vj , T )λ](ρ) = λρv
′
j(Tρ).
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Finally, D2Fj : Yj × I → B(R,Hj) is continuous.
Proof. We proceed in three steps: First, we show that Fj is partially Fre´chet differentiable at
any (vj , T ) ∈ Y˜j × I. Second, we prove that the derivative D2Fj can be extended to a continuous
function from Yj×I to B(R,Hj). Finally, we show that the extended function is the partial Fre´chet
derivative of Fj .
For (vj , T ) ∈ Y˜j × I we set [D˜2Fj(vj , T )λ](ρ) := λρv′j(Tρ) and claim that D˜2Fj(vj , T ) is the
partial Fre´chet derivative of Fj at (vj , T ). In order to prove this, we have to show that
‖Fj(vj , T + λ)− Fj(vj , T )− D˜2Fj(vj, T )λ‖j
|λ| → 0
as |λ| → 0. Choose λ0 so small that T ± λ0 ∈ I. Since we are interested in the limit |λ| → 0, we
assume in the following that |λ| ∈ (0, λ0]. By definition we have
[Fj(vj , T + λ)]
′(ρ) = (T + λ)v′j((T + λ)ρ)
and
[D˜2Fj(vj , T )λ]
′(ρ) = λ
[
Tρv′′j (Tρ) + v
′
j(Tρ)
]
.
Consequently, by the fundamental theorem of calculus, we obtain∣∣∣[Fj(vj , T + λ)]′(ρ)− [Fj(vj , T )]′(ρ)− [D˜2Fj(vj , T )λ]′(ρ)∣∣∣
=
∣∣(T + λ)v′j((T + λ)ρ)− Tv′j(Tρ)− λ [Tρv′′j (Tρ) + v′j(Tρ)]∣∣
=
∣∣∣∣λ
∫ 1
0
[
(T + hλ)ρv′′j ((T + hλ)ρ) + v
′
j((T + hλ)ρ)
]
dh− λ [Tρv′′j (Tρ) + v′j(Tρ)]
∣∣∣∣
≤ |λ|
[
ρ
∣∣∣∣
∫ 1
0
[
(T + hλ)v′′j ((T + hλ)ρ)− Tv′′j (Tρ)
]
dh
∣∣∣∣+
∣∣∣∣
∫ 1
0
[
v′j((T + hλ)ρ)− v′j(Tρ)
]
dh
∣∣∣∣
]
and this shows
‖F1(v1, T + λ)− F1(v1, T )− D˜2F1(v1, T )λ‖21
|λ|2(3.39)
≤
∫ 1
0
∣∣∣∣
∫ 1
0
[
(T + hλ)v′′1 ((T + hλ)ρ)− Tv′′1 (Tρ)
]
dh
∣∣∣∣2 dρ
+
∫ 1
0
1
ρ2
∣∣∣∣
∫ 1
0
[
v′1((T + hλ)ρ)− v′1(Tρ)
]
dh
∣∣∣∣2 dρ
.
∫ 1
0
∫ 1
0
∣∣(T + hλ)v′′1 ((T + hλ)ρ)− Tv′′1 (Tρ)∣∣2 dhdρ
by Cauchy–Schwarz and Hardy’s inequality. Here, the differentiation (with respect to ρ) under the
integral sign is justified by the fact that v′1 ∈ C1[0, 32 ]. We set
χ1(v1, w1, λ, µ) :=
(∫ 1
0
∫ 1
0
∣∣(T + hλ)v′′1 ((T + hλ)ρ)− (T + hµ)w′′1 ((T + hµ)ρ)∣∣2 dhdρ
)1/2
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for v1, w1 ∈ Y˜1 and λ, µ ∈ [−λ0, λ0]. Since v′′1 ∈ C[0, 32 ], we have χ1(v1, v1, λ, µ) → 0 as λ → µ.
Similarly, we have
‖F2(v2, T + λ)− F2(v2, T )− D˜2F2(v2, T )λ‖22
|λ|2(3.40)
.
∫ 1
0
∫ 1
0
∣∣(T + hλ)ρv′′2 ((T + hλ)ρ) − Tρv′′2(Tρ)∣∣2 dhdρ
+
∫ 1
0
∫ 1
0
∣∣v′2((T + hλ)ρ)− v′2(Tρ)∣∣2 dhdρ→ 0
as |λ| → 0 and we also define
χ2(v2, w2, λ, µ) :=
(∫ 1
0
∫ 1
0
∣∣(T + hλ)ρv′′2 ((T + hλ)ρ) − (T + hµ)ρw′′2((T + hµ)ρ)∣∣2 dhdρ
+
∫ 1
0
∫ 1
0
∣∣v′2((T + hλ)ρ)− w′2((T + hµ)ρ)∣∣2 dhdρ
)1/2
for v2, w2 ∈ Y˜2. The fact that χj(vj , vj , λ, 0) → 0 as |λ| → 0 shows that Fj is partially Fre´chet
differentiable with respect to the second variable at (vj , T ) ∈ Y˜j × I and we have D2Fj(vj , T ) =
D˜2Fj(vj , T ) as claimed.
Now we turn to the second step, the continuity of the derivative. By definition, for all vj, v˜j ∈ Y˜j ,
T, T˜ ∈ I and λ ∈ R, we have
‖D2F1(v1, T )λ−D2F1(v˜1, T˜ )λ‖21
. |λ|2
[∫ 1
0
∣∣∣Tv′′1 (Tρ)− T˜ v˜′′1 (T˜ ρ)∣∣∣2 dρ+ ∫ 1
0
1
ρ2
∣∣∣v′1(Tρ)− v˜′1(T˜ ρ)∣∣∣2 dρ
]
. |λ|2
∫ 1
0
∣∣∣Tv′′1 (Tρ)− T˜ v˜′′1 (T˜ ρ)∣∣∣2 dρ
and therefore, ‖D2F1(v1, T )λ−D2F1(v˜1, T )λ‖21 . |λ|2‖v1 − v˜1‖2Y1 . Analogously,
‖D2F2(v2, T )λ−D2F2(v˜2, T˜ )λ‖22
. |λ|2
[∫ 1
0
∣∣∣Tv′′2 (Tρ)− T˜ v˜′′2 (T˜ ρ)∣∣∣2 ρ2dρ+ ∫ 1
0
∣∣∣v′2(Tρ)− v˜′2(T˜ ρ)∣∣∣2 dρ
]
,
and thus, ‖D2F2(v2, T )λ−D2F2(v˜2, T˜ )λ‖22 . |λ|2‖v2 − v˜2‖2Y2 . Consequently, we obtain
‖D2Fj(vj , T )−D2Fj(v˜j , T )‖B(R,Hj) . ‖vj − v˜j‖Yj
for all vj , v˜j ∈ Y˜j and T ∈ I. This estimate implies that, for any fixed T ∈ I, D2Fj(·, T ) can be
extended to a continuous map D2Fj(·, T ) : Yj → B(R,Hj) (use Lemma 3.2 and recall that B(R,Hj)
is a Banach space) and the continuity is uniform with respect to T ∈ I. Now let v1 ∈ Y1 and ε > 0
32
be arbitrary and choose a v˜1 ∈ Y˜1 with ‖v1 − v˜1‖Y1 ≤ ε. Then we have
‖D2F1(v1, T )−D2F1(v1, T˜ )‖2B(R,H1) .
∫ 1
0
∣∣∣Tv′′1(Tρ)− T˜ v′′1(T˜ ρ)∣∣∣2 dρ
.
∫ 1
0
∣∣Tv′′1(Tρ)− T v˜′′1(Tρ)∣∣2 dρ+ ∫ 1
0
∣∣∣T v˜′′1 (Tρ)− T˜ v˜′′1 (T˜ ρ)∣∣∣2 dρ
+
∫ 1
0
∣∣∣T˜ v˜′′1 (T˜ ρ)− T˜ v′′1 (T˜ ρ)∣∣∣2 dρ
. ‖v1 − v˜1‖2Y1 +
∫ 1
0
∣∣∣T v˜′′1(Tρ)− T˜ v˜′′1 (T˜ ρ)∣∣∣2 dρ . ε
provided that |T − T˜ | is sufficiently small. Here we use that v˜′′1 ∈ C[0, 32 ]. An analogous estimate
holds for D2F2 and we conclude that D2Fj(vj , ·) : I → B(R,Hj) is continuous for any vj ∈ Yj. As
a consequence, we see that D2Fj : Yj × I → B(R,Hj) is continuous (recall that the continuity of
D2Fj(·, T ) : Yj → B(R,Hj) is uniform with respect to T ∈ I).
Finally, we want to justify the above notation, i.e., we want to show that D2Fj is indeed the
partial Fre´chet derivative of Fj . First, we prove that the estimates (3.39) and (3.40) are preserved
by the extension. To this end we show that, for fixed λ, µ ∈ [−λ0, λ0], χj can be extended to a
continuous map χj(·, ·, λ, µ) : Yj × Yj → R. As always, we intend to use Lemma 3.2. By applying
Minkowski’s inequality, we obtain
|χ1(v1, w1λ, µ)− χ1(v˜1, w˜1, λ, µ)|
=
∣∣∣∣∣
(∫ 1
0
∫ 1
0
∣∣(T + hλ)v′′1 ((T + hλ)ρ)− (T + hµ)w′′1 ((T + hµ)ρ)∣∣2 dhdρ
)1/2
−
(∫ 1
0
∫ 1
0
∣∣(T + hλ)v˜′′1 ((T + hλ)ρ)− (T + hµ)w˜′′1((T + hµ)ρ)∣∣2 dhdρ
)1/2∣∣∣∣∣
≤
(∫ 1
0
∫ 1
0
∣∣(T + hλ)v′′1 ((T + hλ)ρ)− (T + hµ)w′′1 ((T + hµ)ρ)
−(T + hλ)v˜′′1 ((T + hλ)ρ) + (T + hµ)w˜′′1 ((T + hµ)ρ)
∣∣2 dhdρ)1/2
and this implies
|χ1(v1, w1, λ, µ)− χ1(v˜1, w˜1, λ, µ)|
≤
(∫ 1
0
∫ 1
0
|T + hλ|2 ∣∣v′′1((T + hλ)ρ)− v˜′′1 ((T + hλ)ρ)∣∣2 dhdρ
)1/2
+
(∫ 1
0
∫ 1
0
|T + hµ|2 ∣∣w′′1((T + hµ)ρ)− w˜′′1((T + hµ)ρ)∣∣2 dhdρ
)1/2
=: I
1/2
1 + I
1/2
2 .
We apply Fubini’s theorem (this is justified since we assume vj, v˜j , wj , w˜j ∈ C2[0, 32 ]) and a change
of variables to obtain
I1 =
∫ 1
0
|T + hλ|
∫ T+hλ
0
∣∣v′′1(ρ)− v˜′′1 (ρ)∣∣2 dρdh . ‖v1 − v˜1‖2Y1
and, analogously, I2 . ‖w1 − w˜1‖2Y1 for all v1, w1, v˜1, w˜1 ∈ Y˜1. Note carefully that the implicit
constants in these estimates are independent of λ, µ (as long as λ, µ ∈ [−λ0, λ0] which we assume
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throughout). The function χ2 can be treated in a completely analogous way and putting everything
together we arrive at
|χj(vj , wj , λ, µ)− χj(v˜j , w˜j , λ, µ)| . ‖(vj , wj)− (v˜j , w˜j)‖Yj×Yj
for all (vj , wj), (v˜j , w˜j) ∈ Y˜j × Y˜j. Consequently, Lemma 3.2 shows that χj can be (uniquely)
extended to a continuous function χj(·, ·, λ, µ) : Yj × Yj → R and the estimates (3.39), (3.40)
remain valid for all vj ∈ Yj. Furthermore, directly from the definition we have
χj(vj , vj , λ, 0) . χj(vj , v˜j , λ, λ) + χj(v˜j , v˜j , λ, 0) + χj(v˜j , vj , 0, 0)
. ‖vj − v˜j‖Yj + χj(v˜j , v˜j , λ, 0)
for all vj , v˜j ∈ Y˜j and λ ∈ [−λ0, λ0] (cf. the estimate for I1 above). By continuity, this estimate
extends to all vj , v˜j ∈ Yj. Now let vj ∈ Yj and ε > 0 be arbitrary. Then, for any δ > 0, we can find
an element v˜j ∈ Y˜j such that ‖vj − v˜j‖Yj < δ. Consequently, we obtain
χj(vj , vj , λ, 0) ≤ 12ε+ χj(v˜j, v˜j , λ, 0) < ε
provided that δ and |λ| are sufficiently small since χj(v˜j , v˜j , λ, 0) → 0 as |λ| → 0. This shows that
χj(vj , vj , λ, 0)→ 0 as |λ| → 0 and, in conjunction with the estimates (3.39), (3.40), this implies that
the continuous extension D2Fj of D˜2Fj is indeed the partial Fre´chet derivative of Fj as suggested
by the notation. Finally, the continuous extension D2Fj is explicitly given by
D2Fj(vj , T )λ = lim
k→∞
D˜2Fj(vjk, T )λ
for an arbitrary sequence (vjk) ⊂ Y˜j with ‖vj−vjk‖Yj → 0 as k →∞ where the limit is taken in Hj.
Since convergence in Hj implies pointwise convergence (see Lemma 2.3), the explicit expression
D2Fj(vj , T )λ = λρv
′
j(Tρ)
remains valid for all vj ∈ Yj. In particular, we see that vj ∈ Yj implies that ρ 7→ ρv′j(Tρ) belongs
to C[0, 1]. 
With these preparations at hand, we go back to the mapping U. Note that the following result
completely demystifies the role of the gauge mode.
Lemma 3.16. The function U extends to a continuous mapping U : Y × I →H. Furthermore, U
is partially Fre´chet differentiable with respect to the second variable, the derivative D2U : Y × I →
B(R,H) is continuous and we have
D2U(0, 1)λ = 2λg
for all λ ∈ R where g is the gauge mode.
Proof. By Eq. (3.37), we can write
U(v, T ) =
(
1
T
[
F1(v1, T ) + F1(p
3f ′0, T )
]− p3f ′0
F2(v2, T ) + F2(pf
′
0, T ) + 2F2(f0, T )− pf ′0 − 2f0
)
for all v ∈ Y˜ and T ∈ I where p(ρ) := ρ. Observe that p3f ′0 ∈ Y1 and pf ′0, f0 ∈ Y2 since f0 ∈ C∞[0, 32 ]
and f0(0) = 0. By Lemma 3.14, Fj uniquely extends to a continuous map Fj : Yj×I → Hj , j = 1, 2,
and this yields the unique continuous extension of U to U : Y×I →H. Furthermore, from Lemma
3.15 it follows that U is partially Fre´chet differentiable with respect to the second variable and
D2U : Y × I → B(R,H) is continuous. Finally, for any vj ∈ Yj , we have Fj(vj , 1) = vj as well as
[D2Fj(vj , 1)λ](ρ) = λρv
′
j(ρ) (Lemma 3.15) and this yields
[D2U(0, 1)λ](ρ) = λ
(
2ρ3f ′0(ρ) + ρ
4f ′′0 (ρ)
3ρf ′0(ρ) + ρ
2f ′′0 (ρ)
)
=
2λ
(1 + ρ2)2
(
2ρ3
ρ(3 + ρ2)
)
= 2λg(ρ)
as claimed. 
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Lemma 3.16 can be interpreted as follows. The mapping T 7→ U(0, T ) describes a curve in the
initial data space H and g is (up to a factor 12) the tangent vector to this curve at U(0, 1) = 0.
With these preparations at hand, we can return to the existence problem for the wave maps
equation. Recall that we want to construct a global solution of the integral equation
(3.41) Ψ(τ) = S(τ)U(v, T ) +
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′))dτ ′
for τ ≥ 0. Theorem 3.13 constitutes a preliminary step in this direction since it yields a solution
Ψ(·;u) ∈ X to
Ψ(τ ;u) =S(τ)u− eτP
[
u+
∫ ∞
0
e−τ
′
N(Ψ(τ ′;u)dτ ′
]
(3.42)
+
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′;u))dτ ′, τ ≥ 0
provided that ‖u‖ is sufficiently small, see the definition (3.30) of K and recall that S(τ)Pu =
eτPu (cf. the proof of Lemma 3.10). Moreover, the map u 7→ Ψ(·;u) is continuously Fre´chet
differentiable. We call this map E, i.e., for given u ∈ H with ‖u‖ sufficiently small, we set
E(u) := Ψ(·;u) where Ψ(·;u) ∈ X is the solution from Theorem 3.13. E : U ⊂ H → X is well–
defined on a sufficiently small open neighborhood U of 0 in H and, according to Theorem 3.13, E
is continuously Fre´chet differentiable on U . Note also that E(0) = 0. This follows from the fact
that the solution constructed in Theorem 3.13 is unique in a small neighborhood of 0 in X and
obviously, 0 ∈ X is a solution of Eq. (3.42) if u = 0 (recall that N(0) = 0, see Lemma 3.9). Since
U(0, 1) = 0 and U : Y × I → H is continuous (Lemma 3.16), we see that U(v, T ) ∈ U provided
that (v, T ) ∈ V × J where V and J are sufficiently small open neighborhoods of 0 in Y and 1 in
I, respectively. Consequently, the mapping E ◦U : V × J ⊂ Y × I → X is well–defined and, by
Lemma 3.16 and the chain rule, E ◦U is continuously partially Fre´chet differentiable with respect
to the second variable. We define F : V × J ⊂ Y × I → 〈g〉 by
F(v, T ) := P
[
U(v, T ) +
∫ ∞
0
e−τ
′
N(E(U(v, T ))(τ ′))dτ ′
]
.
Recall that PH = 〈g〉 (Theorem 2.6) and thus, F has indeed range in 〈g〉. Furthermore, observe
that F (0, 1) = 0. For any (v, T ) ∈ V × J , Theorem 3.13 yields the existence of a solution to
Ψ(τ) =S(τ)U(v, T ) − eτF(v, T ) +
∫ τ
0
S(τ − τ ′)N(Ψ(τ ′))dτ ′, τ ≥ 0
which is nothing but a reformulation of Eq. (3.42) with u = U(v, T ). Consequently, if we can show
that, for any v ∈ V, we can find a T ∈ J such that F (v, T ) = 0, we obtain a solution to Eq. (3.41).
This cries for an application of the implicit function theorem.
Lemma 3.17. Let V ⊂ Y be a sufficiently small open neighborhood of 0. Then, for any v ∈ V,
there exists a T ∈ J such that F(v, T ) = 0.
Proof. Note first that the mapping B : Ψ 7→ ∫∞0 e−τ ′Ψ(τ ′)dτ ′ : X → H is continuously Fre´chet
differentiable. This follows immediately from the fact that B is linear and, by
‖BΨ‖ =
∥∥∥∥
∫ ∞
0
e−τ
′
Ψ(τ ′)dτ ′
∥∥∥∥ ≤
∫ ∞
0
e−τ
′‖Ψ(τ ′)‖dτ ′ ≤ sup
τ ′>0
‖Ψ(τ ′)‖ ≤ ‖Ψ‖X ,
also bounded. Now we define N˜ : X → X by N˜(Ψ)(τ) := N(Ψ(τ)). By definition, F can be written
as
F(v, T ) = P
[
U(v, T ) +BN˜(E(U(v, T )))
]
.
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We claim that N˜ is continuously Fre´chet differentiable. To show this, we define a mapping D˜N˜ :
X → B(X ) by
[D˜N˜(Ψ)Φ](τ) := DN(Ψ(τ))Φ(τ)
for Ψ,Φ ∈ X and τ ≥ 0. According to Lemma 3.9, there exists a continuous function γ : [0,∞)→
[0,∞) such that
‖[D˜N˜(Ψ)Φ](τ)‖ ≤ ‖Ψ(τ)‖‖Φ(τ)‖γ(‖Ψ(τ)‖)
and this shows that D˜N˜ is well–defined as a mapping X → B(X ). Invoking the fundamental
theorem of calculus, we infer
N˜(Ψ + Φ)(τ)− N˜(Ψ)(τ) = N(Ψ(τ) + Φ(τ))−N(Ψ(τ))
=
∫ 1
0
DN(Ψ(τ) + hΦ(τ))Φ(τ)]dh
=
∫ 1
0
[D˜N˜(Ψ + hΦ)Φ](τ)dh
and this implies
‖N˜(Ψ + Φ)(τ)− N˜(Ψ)(τ) − [D˜N˜(Ψ)Φ](τ)‖
≤
∫ 1
0
‖[D˜N˜(Ψ + hΦ)Φ](τ) − [D˜N˜(Ψ)Φ](τ)‖dh
≤
∫ 1
0
h‖Φ(τ)‖2γ2(‖Ψ(τ) + hΦ(τ)‖, ‖Ψ(τ)‖)dh
≤ CΨ‖Φ‖X ‖Φ(τ)‖
for all Φ ∈ X with ‖Φ‖X ≤ 1 where we have used the estimate from Lemma 3.9. Consequently, we
obtain
‖N˜(Ψ + Φ)− N˜(Ψ)− D˜N˜(Ψ)Φ‖X
‖Φ‖X ≤ CΨ‖Φ‖X
for all Φ ∈ X with ‖Φ‖X ≤ 1 and this shows that D˜N˜ is the Fre´chet derivative of N˜. Another
application of Lemma 3.9 yields
‖DN˜(Ψ)Φ−DN˜(Ψ˜)Φ‖X ≤ sup
τ>0
e|ω|τ
[
‖Ψ(τ)− Ψ˜(τ)‖‖Φ(τ)‖γ2(‖Ψ(τ)‖, Ψ˜(τ)‖)
]
≤ CΨ‖Ψ− Ψ˜‖X ‖Φ‖X
for all Φ ∈ X and Ψ˜ ∈ X with, say, ‖Ψ − Ψ˜‖ ≤ 1. This estimate shows that DN˜ : X → B(X ) is
continuous. We conclude that F : V×J → 〈g〉 is continuous and continuously Fre´chet differentiable
with respect to the second variable and by the chain rule and Lemma 3.16, we obtain
D2F(0, 1)λ = PD2U(0, 1)λ +B DN˜(E(0))︸ ︷︷ ︸
=0
DE(0) D2U(0, 1)λ = 2λg
since U(0, 1) = 0, E(0) = 0 and DN˜(0) = 0 by Lemma 3.9. This shows that D2F(0, 1) : R→ 〈g〉
is an isomorphism and, since F(0, 1) = 0, the implicit function theorem (see e.g., [45], p. 150,
Theorem 4.B) yields the claim. 
We summarize the results of this section in a theorem.
Theorem 3.18 (Global existence for the wave maps equation). Let ε > 0 be arbitrary but small
and assume that the fundamental self–similar solution ψT is mode stable. Set ω := s0+ε < 0 where
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s0 is the spectral bound and let v ∈ V ⊂ Y where V is a sufficiently small open neighborhood of 0
in Y. Then there exists a T close to 1 such that the equation
Φ(τ) = S(τ + log T )U(v, T ) +
∫ τ
− log T
S(τ − τ ′)N(Φ(τ ′))dτ ′, τ ≥ − log T
has a continuous solution Φ : [− log T,∞)→H satisfying
‖Φ(τ)‖ . e−|ω|τ
for all τ ≥ − log T . Consequently, Φ is a global mild solution of Eq. (3.27) with initial data
Φ(− log T ) = U(v, T ).
3.4. Uniqueness of the solution. Finally, we show that the solution of Theorem 3.18 is unique
in the space C([− log T,∞),H). This is the last ingredient and it completes the proof of nonlin-
ear stability of ψT . The very last section 3.5 is nothing but the translation from the operator
formulation in similarity coordinates back to the original equation (1.2). The proof of uniqueness
in C([− log T,∞),H) is necessary in order to rule out the paradoxical situation that, given initial
data (f, g), there exist two (or even more) solutions with the same data and some of them decay
whereas others do not. If such a situation could occur, the whole question of stability of a solution
would be meaningless. Luckily, a standard argument can be applied to exclude this absurdity. As
before, it suffices to consider solutions of the translated problem Eq. (3.29).
Lemma 3.19. Let u ∈ H and suppose Ψj ∈ C([0,∞),H), j = 1, 2, satisfies
Ψj(τ) = S(τ)u+
∫ τ
0
S(τ − τ ′)N(Ψj(τ ′))dτ ′
for all τ ≥ 0. Then Ψ1 = Ψ2.
Proof. Recall first that, for all u,v ∈ H,
‖N(u) −N(v)‖ ≤
∫ 1
0
‖DN(v + t(u− v))(u − v)‖dt
≤ ‖u− v‖
∫ 1
0
γ(‖v + t(u− v)‖)dt
where γ : [0,∞) → [0,∞) is a suitable continuous function, see Lemma 3.9. Now let τ0 > 0 be
arbitrary. Then we have
‖Ψ1(τ)−Ψ2(τ)‖ ≤ C
∫ τ
0
eτ−τ
′‖N(Ψ1(τ ′))−N(Ψ2(τ ′))‖dτ ′
≤ C(eτ − 1) sup
τ ′∈[0,τ ]
[
‖Ψ1(τ ′)−Ψ2(τ ′)‖ sup
t∈[0,1]
γ(‖Ψ2(τ ′) + t(Ψ1(τ ′)−Ψ2(τ ′))‖)
]
≤M(τ0,Ψ1,Ψ2)(eτ − 1) sup
τ ′∈[0,τ ]
‖Ψ1(τ ′)−Ψ2(τ ′)‖
where
M(τ0,Ψ1,Ψ2) := C sup
τ ′∈[0,τ0]
sup
t∈[0,1]
γ(‖Ψ2(τ ′) + t(Ψ1(τ ′)−Ψ2(τ ′))‖)
is finite by the continuity of Ψj and γ. Consequently, we can find a τ1 ∈ (0, τ0] such that
sup
τ∈[0,τ1]
‖Ψ1(τ)−Ψ2(τ)‖ ≤ 12 sup
τ∈[0,τ1]
‖Ψ1(τ)−Ψ2(τ)‖
which implies Ψ1(τ) = Ψ2(τ) for all τ ∈ [0, τ1]. Iterating this argument we obtain Ψ1(τ) = Ψ2(τ)
for all τ ∈ [0, τ0] and τ0 > 0 was arbitrary. 
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3.5. Proof of Theorem 1.1. Set
v1(ρ) := ρ
2[g(ρ) − ψ1t (0, ρ)]
and
v2(ρ) := ρ[f
′(ρ)− ψ1r (0, ρ)] + 2[f(ρ)− ψ1(0, ρ)],
cf. Eq. (3.36). Then v1, v2 ∈ C2[0, 32 ] and v1(0) = v′1(0) = v2(0) = 0 which shows that vj ∈ Y˜j ⊂ Yj ,
j = 1, 2. Furthermore, we have
‖v1‖2Y1 =
∫ 3/2
0
|v′′1 (ρ)|2dρ
=
∫ 3/2
0
∣∣r2[g′′(r)− ψ1trr(0, r)] + 4r[g′(r)− ψ1tr(0, r)] + 2[g(r) − ψ1t (0, r)]∣∣2 dr
as well as
‖v2‖2Y2 =
∫ 3/2
0
∣∣v′2(ρ)∣∣2 dρ+ ∫ 3/2
0
∣∣v′′2 (ρ)∣∣2 ρ2dρ
=
∫ 3/2
0
∣∣r[f ′′(r)− ψ1rr(0, r)] + 3[f ′(r)− ψ1r (0, r)∣∣2 dr
+
∫ 3/2
0
∣∣r[f ′′′(r)− ψ1rrr(0, r)] + 4[f ′′(r)− ψ1rr(0, r)]∣∣2 r2dr
and this shows
‖v‖Y = ‖(f, g)− (ψ1(0, ·), ψ1t (0, ·))‖E ′ < δ
by assumption. Consequently, if δ is small enough, we obtain v ∈ V and Theorem 3.18 yields
the existence of a global mild solution Φ ∈ C([− log T,∞),H) of Eq. (3.27) with initial data
Φ(− log T ) = U(v, T ) that satisfies
(3.43) ‖Φ(τ)‖ ≤ Cεe−|ω|τ
for all τ ≥ − log T where T ∈ J , i.e., T > 0 is close to 1. Furthermore, by Lemma 3.19, the solution
Φ is unique in the class C([− log T,∞),H). We conclude that
(φ1(τ, ρ), φ2(τ, ρ)) = Φ(τ)(ρ)
is a solution of the Cauchy problem Eq. (2.18) and therefore, by Eq. (2.19),
(3.44) ψ(t, r) = ψT (t, r) + 1r2
∫ r
0
r′φ2
(
− log(T − t), r′T−t
)
dr′
is a solution of the original wave maps equation (1.3). Furthermore, by Eq. (2.20), its time derivative
is given by
(3.45) ψt(t, r) = ψ
T
t (t, r) +
T−t
r2
φ1
(
− log(T − t), rT−t
)
.
As before, we write ϕ = ψ − ψT . Now note that
rϕrr + 3ϕr = ∂r
1
r∂r(r
2ϕ)
and thus,
ϕrr(t, r) + 3ϕr(t, r) =
1
T−t∂ρφ2
(
− log(T − t), rT−t
)
by Eq. (3.44). Similarly, we have
rϕtr + 2ϕt =
1
r∂r(r
2ϕt)
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and therefore, by Eq. (3.45), we obtain
rϕtr(t, r) + 2ϕt(t, r) =
1
r∂ρφ1
(
− log(T − t), rT−t
)
.
By recalling the definition of ‖ · ‖E(R), this shows that
‖(ϕ(t, ·), ϕt(t, ·))‖2E(T−t) =
∫ T−t
0
|rϕrr(t, r) + 3ϕr(t, r)|2 dr +
∫ T−t
0
|rϕtr(t, r) + 2ϕt(t, r)|2 dr
= 1
(T−t)2
∫ T−t
0
∣∣∣∂ρφ2 (− log(T − t), rT−t)∣∣∣2 dr
+
∫ T−t
0
∣∣∣∣∣∣
∂ρφ1
(
− log(T − t), rT−t
)
r
∣∣∣∣∣∣
2
dr
= 1T−t
∫ 1
0
|∂ρφ2 (− log(T − t), ρ)|2 dρ
+ 1T−t
∫ 1
0
∣∣∣∣∂ρφ1 (− log(T − t), ρ)ρ
∣∣∣∣2 dρ
= 1T−t‖Φ(− log(T − t))‖2
≤ C
2
ε
T − t(T − t)
2|ω|
by Eq. (3.43). This proves the claimed estimate
‖(ψ(t, ·), ψt(t, ·)) − (ψT (t, ·), ψTt (t, ·))‖E(T−t) ≤ Cε|T − t|−
1
2
+|ω|
and we are done.
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