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Abstract
Quantum entanglement has been regarded as one of the key physical resources
in quantum information sciences. However, the determination of whether a mixed
state is entangled or not is generally a hard issue, even for the bipartite system.
In this work we propose an operational necessary and sufficient criterion for the
separability of an arbitrary bipartite mixed state, by virtue of the multiplicative
Horn’s problem. The work follows the work initiated by Horodecki et. al. and
uses the Bloch vector representation introduced to the separability problem by J.
De Vicente. In our criterion, a complete and finite set of inequalities to determine
the separability of compound system is obtained, which may be viewed as trade-off
relations between the quantumness of subsystems. We apply the obtained result to
explicit examples, e.g. the separable decomposition of arbitrary dimension Werner
state and isotropic state.
1
1 Introduction
Entanglement is a ubiquitous feature of quantum system and key element in quantum
information processing, whereas yet far from fully understood [1]. A fundamental problem
in the study of entanglement is the determination of the separability of quantum states.
For pure state, the entangled states are those that cannot be expressed as the product of
the subsystems, e.g. we say a bipartite pure state of A and B is entangled if it cannot be
expressed in the product form like
|ψ〉AB = |φ〉A ⊗ |ϕ〉B . (1)
For the mixed state of a compound system, we say it is entangled if it cannot be written as
a convex combination of product states. For example, a bipartite mixed state is separable
(i.e. classically correlated [2]) whenever it can be expressed as
ρAB =
L∑
i=1
piρ
(A)
i ⊗ ρ(B)i . (2)
Here, ρ
(A,B)
i are local density matrices of particles A and B; pi > 0 and
∑L
i=1 pi = 1.
The entanglement (non-separability) criterion for pure state is clear, by virtue of Schmidt
or high order singular value decomposition for any-number-partite system [3]. However,
none of the existing criteria for the separability of finite dimensional mixed states are
satisfactory by far. They are generally either sufficient and necessary, but not practically
usable; or easy to use, but only necessary (or only sufficient) [4].
Over the past decades, one remarkable progress towards the operational characteriza-
tion of a separable mixed state, the positive partial transposition (PPT) criterion [5], was
achieved by Peres twenty years ago. This separability criterion is only necessary and suffi-
cient for 2×2 and 2×3 systems, rather than for arbitrary higher dimensional systems [6].
Though couple of necessary and sufficient criteria were developed afterwards [6–8], they
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are generally difficult to handle in practice, or only applicable to low-rank density matrices
[9]. With the dimension growing, the separability problem of a compound system tends
to be NP-hard, even in the bipartite situation [10]. Recent investigations mostly focus
on the necessary or sufficient conditions of witnessing entanglement or separability. The
computable cross-norm or realignment (CCNR) criterion [11, 12] and local uncertainty
relations (LURs) [13] are proposed to detect entanglement. By virtue of the Bloch repre-
sentation, separability criterion had been successfully formulated in matrix norms, which
was found to be related to the CCNR criterion [14]. The optimization of entanglement
witness observables may stand as a separability criterion [15]. For recent development,
readers may refer to Refs.[16–18] and more comprehensive reviews [19, 20]. It should be
noted that even restricted to necessary or sufficient criterion, the corresponding inequal-
ities tend to be an ever growing family. Therefore, to find a complete and finite set of
inequalities to determine the separability of mixed states is theoretically important and
practically necessary.
In this work, we present an applicable criterion for the separability of bipartite mixed
state through exploring the multiplicative Horn’s problem [21]. By expressing the quan-
tum state in Bloch representation, the problem of factorizing a mixed state into sum
of product states is transformed to the task of decomposing a matrix into the product
of two other matrices. We find that the solution to the multiplicative Horn’s problem
yields a complete and finite set of inequalities, a new criterion, which in practice pro-
vides a systematic procedure for the decomposition of separable mixed states. Relations
between this new criterion and other related ones are investigated through concrete exam-
ples, including the separable decomposition of arbitrary dimensional Werner and isotropic
states. Results manifest that the criterion raised in this work is to our knowledge the most
applicable one at present in determining the separability of entangled quantum states.
3
2 The separability of bipartite mixed states
2.1 The Bloch representation of quantum state
A quantum state in N -dimensional Hilbert space may be expressed as [22]
ρ =
1
N
1+
1
2
N2−1∑
µ=1
rµλµ , (3)
where the real coefficients rµ = 〈λµ〉 = Tr[ρλµ], and λµ are the N2−1 generators of SU(N)
group. The N2 − 1 dimensional vector ~r = {r1, · · · , rN2−1}T is called Bloch vector (or
coherent vector) of the density matrix ρ, where the superscript T means the transposition.
As the density matrix must be positive semidefinite and normalized, the vector ~r subjects
to a set of constraints [23, 24], among which |~r | ≤ √2(N − 1)/N is imposed by the
condition Tr[ρ2] ≤ 1 with the vector norm defined as |~r | ≡ √~r · ~r. Similarly, any bipartite
state of dimensions N ×M in the Bloch representation can be expressed as
ρAB =
1
NM
1⊗ 1+ 1
2M
~a · ~λ⊗ 1+ 1
2N
1⊗~b · ~σ + 1
4
N2−1∑
µ=1
M2−1∑
ν=1
Tµνλµ ⊗ σν . (4)
Here aµ = Tr[ρAB(λµ ⊗ 1)], bν = Tr[ρAB(1 ⊗ σν)], Tµν = Tr[ρAB(λµ ⊗ σν)], and σν are
generators of SU(M). Reformulating the right hand side of Eq. (2) in term of Bloch
representation of ρ
(A)
i =
1
N
1+
1
2
~ri ·~λ, ρ(B)j =
1
M
1+
1
2
~sj · ~σ, and comparing with Eq. (4),
the necessary and sufficient condition of separability then turns to
∑
i
pi~ri = ~a ,
∑
j
pj~sj = ~b ,
n∑
k=1
pk~rk~s
T
k = T , (5)
where the subscripts in ~ri, ~sj label different Bloch vectors rather the components of them,
and the correlation matrix T has the matrix elements of Tµν .
The reduced density matrices of A and B can be derived from Eq. (4) by partial trace
ρA = TrB[ρAB] =
1
N
1+
1
2
~a · ~λ , ρB = TrA[ρAB] = 1
M
1+
1
2
~b · ~σ . (6)
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Here the local ranks are rank(ρA) = n and rank(ρB) = m, where n and m may be non-full
local ranks of n < N and m < M . We then have the following observation (see [25] for
details):
Observation 1 All N ×M mixed states with local ranks n < N and m < M are either
reducible to n×m states with full local ranks or entangled.
According to Observation 1, we need only consider the separability of mixed states with
full local ranks. The full local rank state could be transformed to a normal form with
maximally mixed subsystems [26], i.e.
ρAB → ρ˜AB = 1
NM
1+
1
4
N2−1,M2−1∑
µ,ν=1
T˜µνλµ ⊗ σν . (7)
Note that in the literature there are studies about the normal form in the separability
problem [27, 28]. Hereafter, the quantum states ρAB are implied to be in their normal
form, and we have
Observation 2 Let ~ri and ~sj be Bloch vectors of density matrices and ~p = (p1, p2, · · · , pL)T,
we may define two matricesMrp ≡MrD
1
2
p andMsp ≡MsD
1
2
p , whereMr = {~r1, ~r2, · · · , ~rL},
Ms = {~s1, ~s2, · · · , ~sL}, and Dp = diag{p1, p2, · · · , pL} with 0 < pi ≤ 1 and
∑L
i=1 pi = 1.
The state ρAB is separable if and only if there exist a number L such that T = MrpM Tsp
with Mr~p = 0 and Ms~p = 0.
2.2 The criterion of separability
For arbitrary bipartite quantum state ρAB in normal form, let T be its correlation
matrix, and Mrp and Msp be defined in Observation 2, the decomposition T = MrpM Tsp
then can be obtained via the following theorem:
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Theorem 1 A real matrix T can be decomposed as T = MrpMTsp if and only if Mrp, Msp,
and Dτ have the following relation
Mrp = (~u1, · · · , ~uL)XDαQ(1) , (8)
Msp = (~v1, · · · , ~vL)Y DβQ(2) , (9)
Dτ = XDαQ
(1)Q(2)TDβY
T . (10)
Here, ~ui and ~vj are the left and right singular vectors of T =
∑L
i=1 τi~ui~v
T
i with singular
values of τi; X, Y,Q
(1), Q(2) ∈ SO(L); Dα = diag{α1, · · · , αL} and Dβ = diag{β1, · · · , βL}
are singular values of Mrp and Msp; Dτ = diag{τ1, · · · , τL}, with L > rank(T ) = l; all
the singular values are arranged in descending order.
Proof: The if part is quite straightforward
MrpM
T
sp = (~u1, · · · , ~uL)XDαQ(1)Q(2)TDβY T
~v
T
1
...
~vTL

= (~u1, · · · , ~uL)Dτ
~v
T
1
...
~vTL
 = T . (11)
For the only if part, suppose the singular value decompositions of Mrp and Msp are
Mrp = (~u
′
1, · · · , ~u ′L)DαQ , Msp = (~v ′1, · · · , ~v ′L)DβQ′ , (12)
then we have
MrpM
T
sp = (~u
′
1, · · · , ~u ′L)DαQQ′TDβ
~v
′T
1
...
~v ′TL
 . (13)
Because T = MrpMTsp, the singular value decomposition of the matrix DαQQ′TDβ is
DαQQ
′TDβ = XTDτY , where Dτ contains the first L singular values of T . We have
MrpM
T
sp = (~u
′
1, · · · , ~u ′L)XTDτY
~v
′T
1
...
~v ′TL
 (14)
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with (~u ′1, · · · , ~u ′L)XT = (~u1, · · · , ~uL) and (~v ′1, · · · , ~v ′L)Y T = (~v1, · · · , ~vL). Q.E.D.
Observation 2 turns the separable problem of a compound system to the question of
how to decompose the correlation matrix into a product of other two nontrivial matrices,
i.e. T = MrpMTsp, with constraints Mr~p = 0 and Ms~p = 0. Theorem 1 further gives the
decomposition conditions, that is: 1. The left singular vectors of Mrp and Msp agree with
the left and right singular vectors of T (i.e. Eqs. (8, 9)); 2. The right singular vectors of
Mrp and Msp, and their singular values satisfy Eq. (10). For condition 1, we may rotate
the orthogonal bases of particle A and B to {~ui} and {~vi} respectively, where T becomes
a diagonal matrix. While for condition 2, we need to solve Eq. (10), which makes the
singular values of matrices T , Mrp, and Msp correlated.
Before proceeding to the Eq. (10), two prerequisite lemmas are necessary. Let I,
J , K be certain subsets of natural numbers {1, · · · , n} with the same cardinality r, i.e.,
I = {i1, i2, · · · , ir}, J = {j1, j2, · · · , jr}, and K = {k1, k2, · · · , kr}, where the elements
are arranged in increasing order so that ir > ir−1 > · · · > i1; jr > jr−1 > · · · > j1, and
kr > kr−1 > · · · > k1. Define F(I) ≡ (ir − r, ir−1 − (r − 1), · · · , i1 − 1), and let the
triplet (λ, µ, ν) = (F(I),F(J),F(K)), then we are legitimate to introduce a triple set
T nr = {(I, J,K)} defined as:
Lemma 1 A triplet (I, J,K) is in T nr if and only if the corresponding triplet (λ, µ, ν)
occurs as eigenvalues of the triple of r by r Hermitian matrices, with the third to be the
sum of the first two.
This lemma appears as Theorem 2 of Ref. [29], where the practical methods on how to
generate T nr were also discussed, i.e., via the Horn’s inductive procedure or Littlewood-
Richardson coefficients.
Lemma 2 A triplet ({ai}, {bi},{ci}) occurs as singular values of n by n real matrices A,
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B, and C(C = AB) if and only if∏
k∈K
ck ≤
∏
i∈I
ai ·
∏
j∈J
bj (15)
for all (I, J,K) in T nr and all r < n.
This is known as the multiplicative Horn’s problem, see theorem 16 of Ref. [29] for
details. Historically, the multiplicative Horm’s problem first appeared as the Thompson’s
conjecture [30], and later was found can be solved for invertible matrices [31]. It was
found to be true for real matrices [32], and even extendable to the case of non-invertible
matrices recently [21] (see Appendix for a brief review of the proof).
The decomposition of Eq. (10) can be realized through the following theorem:
Theorem 2 There exists a real orthogonal matrix Q such that DαQDβ has the singular
values of Dτ , if and only if the following is satisfied∏
k∈K
τk ≤
∏
i∈I
αi
∏
j∈J
βj , (16)
for all (I, J,K) ∈ TLr and r < L.
Theorem 2 is a direct application of Lemma 2. For a given bipartite state whose cor-
relation matrix T is known, Eq. (16) applies to all possible singular values of the matrices
decomposed from T , and behaves as trade-off relations among them. The singular values
ofMrp and Msp are determined by their column vectors, i.e. ~ri and ~si, whose norms relate
to the mixedness (or quantumness) of the subsystems, i.e. ρ
(A)
i and ρ
(B)
i . Large τi implies
large αi or βi or both. When column vectors ~ri and ~si surpass the Bloch vectors of density
matrices in lengths, the quantum state T is entangled. The quantum state is separable
only when the two factor matrices are composed of Bloch vectors of physical states.
In the following we demonstrate our method in bipartite quantum system as an ex-
ample. For more systematic and detailed applications, readers may refer to Ref. [25]. It
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should be noted that theorems 1 and 2 are also suitable to the bi-separability of arbitrary
multipartite states, and hence the method presented here is also applicable to the multi-
separability problem, due to the reason that the Bloch representation generally turns the
sum decomposition problem into a product decomposition one.
2.3 Applications
In Bloch representation of quantum state, we have the following two observations:
Observation 3 If ~r is a Bloch vector of a density matrix, then the ~r ′, whose components
r′µ = −rµ corresponding to those SU(N) generators satisfying λTµ = −λµ, is also a Bloch
vector of a density matrix.
Observation 4 If the norm of a Bloch vector with dimension (N2 − 1) satisfies |~r |2 ≤
2
N(N−1) , then ~r
′ = P~r is also a Bloch vector for arbitrary rotation P ∈ SO(N2 − 1).
Here, the Observation 3 is established due to the fact that the transposition of a positive
semidefinite Hermitian matrix keeps on being positive semidefinite, while the Observation
4 is just a corollary of Eq. (11) in Ref. [14] (or see Ref. [33]). In the following, we
demonstrate how the criterion works through concrete examples.
2.3.1 Example I: The relationship between Vicente’s criterion [14] and ours
A subset inequalities of Eq. (16) goes as follows (see theorem 3.3.4 of Ref. [34]):
k∏
i=1
τi ≤
k∏
i=1
αiβi , k = 1, 2, · · · . (17)
Employing Ky Fan matrix norm ||T ||KF =
∑L
i=1 τi and Schwarz inequality
∑
i αiβi ≤
(
∑
i α
2
i )
1/2(
∑
i β
2
i )
1/2, we have:
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Corollary 1 The average square norms of the local states’ Bloch vectors are lower bounded
by Ky Fan norm of the correlation matrix(
L∑
i=1
pi|~ri|2
)(
L∑
j=1
pj|~sj |2
)
≥ ||T ||2KF . (18)
Proof: Eq. (17) leads to (see Corollary 3.3.10 of Ref. [34])
k∑
i=1
τi ≤
k∑
i=1
αiβi , k ∈ {1, · · · , L} . (19)
The Ky Fan norm of T is
||T ||KF =
∑
i
τi ≤
∑
i
αiβi ≤ (
∑
i
α2i )
1
2 (
∑
i
β2i )
1
2 . (20)
The Frobennius norm for real matrices are ||M ||2 ≡ Tr[MTM ] 12 , so we have∑
i
α2i = Tr[M
T
rpMrp] =
∑
i
pi|~ri|2 ,
∑
i
β2i = Tr[M
T
spMsp] =
∑
i
pi|~si|2 . (21)
Q.E.D.
Because |~ri|2 ≤ 2(N−1)N and |~si|2 ≤ 2(M−1)M , we have
L∑
i=1
pi|~ri|2 ≤ 2(N − 1)
N
,
L∑
i=1
pi|~si|2 ≤ 2(M − 1)
M
. (22)
Taking Eq. (22) into Corollary 1, Theorem 1 of Ref. [14] is arrived. On the other hand,
from Observation 4 we have the following:
Corollary 2 If ||T ||KF ≤ 2√
MN(M − 1)(N − 1) , the quantum state T is separable.
Proof: Suppose that T =∑li=1 τi~ui~vTi with rank(T ) = l ≥ 1, when working in the bases
of ~ui and ~vi, we may construct the following matrix equation
τ1 0 · · · 0 0
0 τ2 · · · 0 0
...
...
. . .
...
...
0 0 · · · τl 0
0 0 · · · 0 0
 =

α1 0 · · · 0 0
0 α2 · · · 0 0
...
...
. . .
...
...
0 0 · · · αl 0
0 0 · · · 0 0
QQT

β1 0 · · · 0 0
0 β2 · · · 0 0
...
...
. . .
...
...
0 0 · · · βl 0
0 0 · · · 0 0
 . (23)
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Here, Q ∈ SO(l + 1) with elements in the last row being Q(l+1)j = √pj; pj ≥ 0, and∑l+1
j=1 pj = 1. Choosing αi = (
2
N(N−1))
1
2
√
κi, βi = (
2
M(M−1))
1
2
√
κi, and κi = τi
√
N(N−1)M(M−1)
2
,
we have
τi = αiβi , K ≡
l∑
i=1
κi =
√
N(N − 1)M(M − 1)
2
l∑
j=1
τi ≤ 1 . (24)
Comparing Eq. (23) with T =MrpMTsp, we can get the Bloch vectors ~rj and ~sj
√
pj ~rj = (α1Q1j , α2Q2j , · · · , αlQlj)T , (25)
√
pj ~sj = (β1Q1j , β2Q2i, · · · , βlQlj)T , (26)
where j ∈ {1, · · · , l + 1} and the norms are
pj|~rj|2 =
l∑
i=1
α2iQ
2
ij =
2
N(N − 1)
l∑
i=1
κiQ
2
ij , (27)
pj|~sj|2 =
l∑
i=1
βiQ
2
ij =
2
M(M − 1)
l∑
i=1
κiQ
2
ij . (28)
We may set the probability distribution pj to be pj =
1
K
∑l
i=1 κiQ
2
ij . Then replacing the
pj in Eqs. (27, 28), we have
|~rj|2 = 2K
N(N − 1) ≤
2
N(N − 1) , |~sj|
2 =
2K
M(M − 1) ≤
2
M(M − 1) . (29)
According to Observation 4, the Corollary 2 is then established. Q.E.D.
Corollary 2 agrees with the Proposition 3 of Ref. [14] where M and N are dimensions
of the subsystems. Here, in proof of Corollary 2, explicit separable decomposition of T
into Mrp and Msp with Mr~p = Ms~p = 0 also exhibits.
2.3.2 Example II: The relation with PPT [5] scheme
The partial transposition of a bipartite density matrix corresponds to the sign flips of
columns or rows (not both) of T , whose indices are that of skew symmetric generators, i.e.,
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λTµ = −λµ. The Observation 3 implies that the PPT criterion is necessary for separability.
Conversely, the positivity of partially transposed density matrix generally does not imply
separability, that is, PPT is not sufficient. However, for qubit-qubit system, calculation
indicates that the PPT of density operators gives 0 ≤∑i τi ≤ 1 by means of the technique
introduced in Ref. [35] (see the Appendix). As 1 ≤ 2
2(2−1) , according to the Corollary
2, PPT also tells separability. Therefore it is a necessary and sufficient condition for
qubit-qubit system, which agrees with the conclusionn proved by other method [6].
2.3.3 Example III: For generalized Werner state and isotropic state
The relation between the Werner state and the isotropic state
The generalized Werner state and isotropic state in the Bloch vector representation
read [14]:
ρW =
1
N2
1⊗ 1+ 1
4
N2−1∑
µ=1
2(Nφ − 1)
N(N2 − 1)λµ ⊗ λµ , (30)
ρISO =
1
N2
1⊗ 1+ 1
4
(
∑
µ∈S1
2p
N
λµ ⊗ λµ −
∑
ν∈S2
2p
N
λν ⊗ λν) , (31)
where S1 represents the symmetric generators of λ
T
µ = λµ, and S2 denotes the skew
symmetric generators of λTν = −λν . The partial transposition operation correlates the
Werner state with isotropic states. According to Observation 3, we may readily find that
the parameters in Eqs. (30, 31) satisfies
p =
Nφ − 1
N2 − 1 . (32)
Eq. (32) tells us that, when considering the separability, only one of the two states need
to be taken into account. Before proceeding to the separable decomposition, we first
present serval straightforward but interesting results from Eq. (32): 1. The positivity
condition −1
N2−1 ≤ p of ρISO [36] implies that ρW is entangled when φ < 0; 2. The positivity
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condition φ ≤ 1 of ρW implies that ρISO is entangled when 1N+1 < p; 3. If ρW is separable
at 0 ≤ φ ≤ 1 then ρISO is separable at −1N2−1 ≤ p ≤ 1N+1 .
Separable decomposition of the generalized Werner state
Considering the Werner state with T = 2(Nφ−1)
N(N2−1)1 and rank(T ) = N2 − 1, there must
be at least N2 Bloch vectors in both Mrp and Msp, due to the additional constraints
Mr~p = 0 and Ms~p = 0. Based on Theorem 2, we may construct Mrp and Msp as follows:
Mrp = MrD
1
2
p =

α1 0 · · · 0 0
0 α2 · · · 0 0
...
...
. . .
...
...
0 0 · · · αN2−1 0
Q , (33)
Msp = MsD
1
2
p =

β1 0 · · · 0 0
0 β2 · · · 0 0
...
...
. . .
...
...
0 0 · · · βN2−1 0
Q . (34)
Here, Dp = diag{p1, · · · , pN2}; Q ∈ SO(N2) whose elements in last row are QN2i = √pi
ensuring Mr~p = Ms~p = 0. Since the singular values of T are all equal, we may set
α1 = · · · = αN2−1 = α, β1 = · · · = βN2−1 = β, and p1 = · · · = pN2 = 1N2 ; hence have
1
N
~ri = α(Q1i, Q2i, · · · , Q(N2−1)i)T , 1
N
~si = β(Q1i, Q2i, · · · , Q(N2−1)i)T . (35)
The sets {~ri|i = 1, · · · , N2} and {~si|i = 1, · · · , N2} form two N2-simplexes (or hyperte-
trahedron) each of which lies in the (N2 − 1)-dimensional Bloch vector space of particles
A and B. The angles between any two of the Bloch vectors fulfil
~ri · ~rj
~ri · ~ri =
~si · ~sj
~si · ~si = −
1
N2 − 1 , ∀i 6= j . (36)
Equation (36) agrees with the requirement for pure state: angle θ between any two pure
states must satisfy (see the Eq. (12) of Ref. [37])
− 1
N − 1 ≤ cos θ ≤ 1 . (37)
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As being true for qubit and numerically verified for qutrit systems, we are tempted to
make the following conjecture:
Conjecture 1 There exists an N2-simplex with circumradius
[
2(N−1)
N
] 1
2
, which fits into
the convex hull of the (N2 − 1)-dimensional Bloch vector space of N-dimensional mixed
states.
The separable decomposition for maximum value of 2(Nφ−1)
N(N2−1)
Conjecture 1 leads to a solution to the open problem of finding separable decomposi-
tions of all separable Werner states in any dimension [38]. Inputting (35) to constraints
for Bloch vectors, i.e. |~ri|2, |~si|2 ≤ 2(N−1)N (the equality holds for pure state), we have
|~ri|2 = N2α2
N2−1∑
j=1
Q2ji ≤
2(N − 1)
N
, |~si|2 = N2β2
N2−1∑
j=1
Q2ji ≤
2(N − 1)
N
. (38)
Because
∑N2−1
j=1 Q
2
ji =
N2−1
N2
, Eq. (38) leads to
α2 ≤ 2
N(N + 1)
, β2 ≤ 2
N(N + 1)
. (39)
Inputting (33) and (34) into T = MrpMTsp we have
τ =
∣∣∣∣ 2(Nφ− 1)N(N2 − 1)
∣∣∣∣ = αβ . (40)
Combining of Eqs. (39) and (40) leads to∣∣∣∣ 2(Nφ− 1)N(N2 − 1)
∣∣∣∣ ≤ 2N(N + 1) ⇒ 2N − 1 ≤ φ ≤ 1 . (41)
The value of φ = 1 (Tii = 2N(N+1)) for ρW has the decomposition of two N2-simplexes in
the N2 − 1 dimensional Bloch vector spaces of particles A and B, i.e.
~ri = ~si =
√
2N
N + 1
(Q1i, · · · , Q(N2−1)i)T , i ∈ {1, · · · , N2} . (42)
The separable decomposition for minimum value of 2(Nφ−1)
N(N2−1)
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If T is separable when φ = 1, and decomposes as
T = 2
N(N + 1)
1 = MrpM
T
rp (43)
with Mrp = Msp = {√p1 ~r1,√p2 ~r2, · · · } and ~ri being Bloch vectors for pure state, then
for φ = 2
N
− 1, T shall be written as
T = − 2
N(N + 1)
1 = −MrpMTrp =MrpMTrp , (44)
where Mrp = {√p1(−~r1),√p2(−~r2), · · · }. If ~ri in Eq. (43) are Bloch vectors of pure state,
−~ri in Eq. (44) can not be physical Bloch vectors for pure state according to Eq. (37)
(−~ri) · ~ri
|~ri|2 = −1  −
1
N − 1 , (45)
except for the qubit case of N = 2, where Bloch vectors of density matrix form a three
dimensional ball. Therefore, the lower limit of φ is not 2
N
− 1 except for the qubit case.
Now, suppose one of the two particles having Bloch vectors satisfying Observation 4,
i.e. |~ri|2 ≤ 2N(N−1) (or |~si|2 ≤ 2N(N−1) , but not both), by the procedure of Eq. (38) to Eq.
(40), we have
τ =
∣∣∣∣ 2(Nφ− 1)N(N2 − 1)
∣∣∣∣ = αβ ≤ 2N(N2 − 1) ⇒ 0 ≤ φ ≤ 1N . (46)
Therefore the separable decomposition for φ = 0 (Tii = − 2N(N2−1)) reads
~ri = −Nα(Q1i, Q2i, · · · , Q(N2−1)i)T , ~si = Nβ(Q1i, Q2i, · · · , Q(N2−1)i)T , (47)
where α2 = 2
N(N−1)(N2−1) and β
2 = 2
N(N+1)
. The separable decomposition of Eq. (47)
corresponds to two N2-simplexes: a smaller one composed with {~ri} and a larger one
composed with {~si}. The smaller one satisfies reflection symmetry: because it lies in the
Ball of |~r |2 ≤ 2
N(N−1) , both ~ri and −~ri are Bloch vectors of density matrices.
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3 Discussion
We have presented an applicable and operational necessary and sufficient criterion
for the separability of bipartite mixed state. The criterion is exhibited in a finite set of
inequalities relating the correlation matrix to the Bloch vectors of the quantum states of
subsystems, which is shown to be complete by exploring the multiplicative Horn’s prob-
lem. These inequalities may be treated as trade-off relations between the quantumness of
the constituent parts, balanced by the correlation matrix. A state is separable if the de-
composition can be performed within the convex hulls of the Bloch vectors of subsystems.
As an illustration, separable decompositions for generalized Werner state and isotropic
state are achieved in according to the new scheme. The proposed criterion sets up a
geometric boundary in between the separability and entanglement for compound system,
and provides a new perspective on the nonlocal nature of entanglement.
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Appendix
A Bloch representation of quantum states
A quantum state may be represented in form of Bloch vectors [S1]
ρ =
1
N
1+
1
2
N2−1∑
µ=1
rµλµ =
1
N
1+
1
2
~r · ~λ , (S1)
where the real coefficients rµ = 〈λµ〉 = Tr[ρλµ], and λµ are the N2−1 traceless generators
of SU(N) group. The N2−1 dimensional real vectors ~r is the Bloch vector representation
of the density matrix ρ. The normalization of the density matrices Tr[ρ2] ≤ 1 imposes
|~r | ≤√2(N − 1)/N where the vector norm is defined as |~r | ≡ √~r · ~r. The norm may be
regarded as the mixedness (or quantumness) of the quantum state, as |~r | = 0 corresponds
to the completely mixed states while |~r | =√2(N − 1)/N corresponds to the pure states.
To ensure the positivity of the density operators, there are further constraints on the
Bloch vectors ~r [S2, S3]. The whole space of the Bloch vectors ~r for quantum states (i.e.,
the density matrices satisfy the positivity and normalization conditions) forms convex
hull in N2 − 1 dimensional real space, whose circumscribed sphere and inscribed sphere
have the radii of [S4]
R+ =
√
2(N − 1)
N
, R− =
√
2
N(N − 1) , (S2)
repectively.
An arbitrary bipartite state in the Bloch vector form is
ρAB =
1
NM
1⊗ 1+ 1
2M
~a · ~λ⊗ 1+ 1
2N
1⊗~b · ~σ + 1
4
N2−1∑
µ=1
M2−1∑
ν=1
Tµνλµ ⊗ σν , (S3)
where aµ = Tr[ρAB(λµ⊗1)], bν = Tr[ρAB(1⊗σν)], the correlation matrix Tµν = Tr[ρAB(λµ⊗
λν)], σν are the generators of SU(M) and A and B are N and M dimensional subsystems.
21
It could be transformed into the normal form
ρAB → ρ˜AB = 1
NM
1⊗ 1+ 1
4
∑
µ,ν
T˜µνλµ ⊗ σν , (S4)
where the normal form has the same separability as the original state. Hereafter all the
quantum state ρAB we considered are assumed to be in their normal form, i.e.
ρAB =
1
NM
1⊗ 1+ 1
4
∑
µ,ν
Tµνλµ ⊗ σν . (S5)
And we have the following observation
Observation S1 Let ~ri and ~sj be Bloch vectors of density matrices and ~p = (p1, p2, · · · , pL)T,
we may define two matricesMrp ≡MrD
1
2
p andMsp ≡MsD
1
2
p , whereMr = {~r1, ~r2, · · · , ~rL},
Ms = {~s1, ~s2, · · · , ~sL}, and Dp = diag{p1, p2, · · · , pL} with 0 < pi ≤ 1,
∑L
i=1 pi = 1. The
state ρAB is separable if and only if there exist a number L such that T = MrpM Tsp with
Mr~p = 0 and Ms~p = 0.
B The multiplicative Horn’s problem for real square
matrices
Let Rn↓, Rn↓+ , and R
∗n↓
+ denote the sets of non-increasing sequences of real numbers,
nonnegative real numbers, and strictly positive real numbers respectively. A set α =
{α1, · · · , αn} ∈ Rn↓ means that ∀i ∈ {1, · · · , n}, αi ≥ αi+1 and αi ∈ R. α ≤ β for two
sets α, β ∈ Rn↓ means that ∀i ∈ {1, · · · , n}, αi ≤ βi. Mn(R) and Mm×n(R) denote the
sets of real matrices of dimensions n by n and m by n respectively.
Theorem S1 α, β, γ ∈ Rn↓+ occurs as singular values of n by n real matrices A, B, and
C = AB if and only if ∏
k∈K
γk ≤
∏
i∈I
αi ·
∏
j∈J
βj (S6)
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for all (I, J,K) ∈ ⋃n−1r=1 T nr .
We prove this theorem using the method of Ref. [S5]. To proceed the proof we first
present the following 7 Lemmas.
Lemma S1 α, β, γ ∈ Rn↓ occurs as eigenvalues of Hermitian n by n matrices A, B, and
C with C = A+B if and only if
n∑
i=1
γi =
n∑
i=1
αi +
n∑
i=1
βi , (S7)∑
k∈K
γk ≤
∑
i∈I
αi +
∑
j∈J
βj , (S8)
hold for every (I, J,K) ∈ ⋃n−1r=1 T nr .
This is the Horn’s conjecture [S6] and has been proved in [S7, S8], see [S9] for a review
on this subject where a systematical definition of T nr may also be found.
Lemma S2 Let αi, βi, and γi be given real numbers, 1 ≤ i ≤ n. The following conditions
are equivalent: (1) there exist Hermitian matrices A, B, and C with eigenvalues αi, βi,
and γi and sum C = A+B; (2) there exist real matrices X, Y , and Z with singular values
eαi, eβi, and eγi and product XY = Z.
This is a direct corollary of Theorem 4.2 in [S10].
Lemma S3 For sequences λ = (λ1, · · · , λn), µ = (µ1, · · · , µn), ν = (ν1, · · · , νn) in R∗n↓+ ,
there exist matrices A, B, C ∈ Mn(R) such that C = AB and having singular values of
λ, µ, and ν, respectively, if and only if
n∏
i=1
νi =
n∏
i=1
λiµi (S9)∏
k∈K
νk ≤
∏
i∈I
λi
∏
j∈J
µj . (S10)
hold for all (λ, µ, ν) ∈ ⋃n−1r=1 T nr .
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Proof: From Lemma S1, we have that the condition 1 of Lemma S2 is equivalent to
equations (S7,S8) which may be reexpressed as
exp(
n∑
i=1
γi) = exp(
n∑
i=1
αi +
n∑
i=1
βi) , (S11)
exp(
∑
k∈K
γk) ≤ exp(
∑
i∈I
αi +
∑
j∈J
βj) (S12)
hold for every (I, J,K) ∈ ⋃n−1r=1 T nr , where α, β, γ in Rn↓are eigenvalues of three Hermitian
matrices with the third the sum of the first two. Equivalently, we have
n∏
i=1
eγi =
n∏
i=1
eαieβi (S13)∏
k∈K
eγk ≤
∏
i∈I
eαi
∏
j∈J
eβj (S14)
hold for every (I, J,K) ∈ ⋃n−1r=1 T nr . According to Lemma S2 the condition 2 is equivalent
to condition 1 and therefore equivalent to
n∏
i=1
νi =
n∏
i=1
λiµi (S15)∏
k∈K
νk ≤
∏
i∈I
λi
∏
j∈J
µj (S16)
hold for all (I, J,K) ∈ ⋃n−1r=1 T nr , where λi = eαi , µi = eβi, and νi = eγi . Q.E.D.
For λ, µ ∈ Rn↓+ , define two sets Kλ,µ and K˜λ,µ, where
Kλ,µ ≡
{
ν ∈ Rn↓+ | ν = Singular values of diag{λ} U diag{µ}, U ∈ O(n)
}
, (S17)
K˜λ,µ ≡
{
ν ∈ Rn↓+ | ∀(I, J,K) ∈
n−1⋃
r=1
T nr ,
n∏
i=1
νi =
n∏
i=1
λiµi,
∏
k∈K
νk ≤
∏
i∈I
λi
∏
j∈J
µj
}
. (S18)
Lemma S4 If λ, µ ∈ R∗n↓+ , then Kλ,µ = K˜λ,µ.
Proof: This is just a different formulation of Lemma S3.
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First, if ν ∈ Kλ,µ then ν are the singular values of a matrix C = AB where A, B have
the singular values of λ, µ. According to Lemma S3, ν ∈ K˜λ,µ, that is Kλ,µ ⊆ K˜λ,µ.
Second, if ν ∈ K˜λ,µ where λ, µ ∈ R∗n↓+ , then according to Lemma S3 there exist real
matrices C = AB where A, B are real matrices and have the singular values of λ, µ. The
singular value decomposition A = Uadiag{λ}V Ta , B = Ubdiag{λ}V Tb , where Ua,b, Va,b are
real orthogonal matrices, tells that ν ∈ Kλ,µ and thus K˜λ,µ ⊆ Kλ,µ.
Therefore, we have Kλ,µ = K˜λ,µ. Q.E.D.
Lemma S5 Let A,B ∈ Mn(R) and let C = AB, and the singular values denote as
{σi} ∈ Rn↓+ . Then for every (I, J,K) ∈
⋃n
r=0 T
n
r the inequalities∑
k∈K
log σk(C) ≤
∑
i∈I
log σi(A) +
∑
j∈J
log σj(B) (S19)
holds, with −∞ allowed for the values of log.
Proof: (See Theorem 3.5 of [S5]) Apply polar decomposition to A and B we have A =
U(
√
A†A ) and B = (
√
BB† )V where U, V are real orthogonal matrices. Since C =
U(
√
A†A )(
√
BB† )V , we get that σi(A) = σi(
√
A†A ), σj(B) = σj(
√
BB† ), and σk(C) =
σk(
√
A†A
√
BB† ). Thus, without loss of generality we assume A and B are positive
semidefinite. Let ε1, ε2 > 0 and let C(ε1, ε2) = (A+ ε11)(B + ε21), we have
∑
k∈K
log[σk(C(ε1, ε2))] ≤
∑
i∈I
log[ε1 + σi(A)] +
∑
j∈J
log[ε2 + σj(B)] . (S20)
By letting ε1, ε2 → 0, we have σk(C(ε1, ε2)) → σk(C), and the right hand side of the
inequality has possible values of −∞. Q.E.D.
Define the complement of (I, J,K) in {1, · · · , n} as (Ic, Jc, Kc) where I∪Ic = {1, · · · , n}
and I ∩ Ic = ∅ and similarly for Jc and Kc.
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Lemma S6 Let α′, α′′, β ′, β ′′, γ′, γ′′ ∈ Rn↓, α′ ≤ α′′, β ′ ≤ β ′′, γ′ ≤ γ′′, and ∀(I, J,K) ∈⋃n
r=0 T
n
r the inequalities ∑
k∈K
γ′k ≤
∑
i∈I
α′′i +
∑
j∈J
β ′′j , (S21)∑
k∈Kc
γ′′k ≥
∑
i∈Ic
α′i +
∑
j∈Jc
β ′j , (S22)
hold, then there exist α′ ≤ α ≤ α′′, β ′ ≤ β ≤ β ′′, γ′ ≤ γ ≤ γ′′ that
n∑
i=1
γi =
n∑
i=1
αi +
n∑
j=1
βj , (S23)∑
k∈K
γk ≤
∑
i∈I
αi +
∑
j∈J
βj . (S24)
hold for all (I, J,K) ∈ ⋃n−1r=1 T nr .
Lemma S6 comes from the Proposition 2.1 of [S5] and Proposition 3.2 of [S11].
Define two sets
K˜≤λ,µ =
{
ν ∈ Rn↓+ |∀(I, J,K) ∈
n⋃
r=0
T nr ,
∏
k∈K
νk ≤
∏
i∈I
λi
∏
j∈J
µj
}
, (S25)
K˜≥λ,µ =
{
ν ∈ Rn↓+ |∀(I, J,K) ∈
n⋃
r=0
T nr ,
∏
k∈Kc
νk ≥
∏
i∈Ic
λi
∏
j∈Jc
µj
}
. (S26)
Note that K˜λ,µ = K˜
≤
λ,µ ∩ K˜≥λ,µ, that is the elements both belong to K˜≤λ,µ and K˜≥λ,µ take up
the whole set of K˜λ,µ. Considering the case of r = n where all I, J,K = {1, · · · , n}, we
have
∏n
i=1 νi ≤
∏n
i=1 λi
∏n
i=1 µi from K˜
≤
λ,µ. When r = 0 we have
∏n
i=1 νi ≥
∏n
i=1 λi
∏n
i=1 µi
from K˜≥λ,µ. So the values in K˜
≤
λ,µ ∩ K˜≥λ,µ have
∏n
i=1 νi =
∏n
i=1 λi
∏n
i=1 µi.
Now we begin to proof Theorem S1. We need only prove the following lemma
Lemma S7 For all λ, µ ∈ Rn↓+ , we have Kλ,µ = K˜λ,µ.
Proof: First, if ν ∈ Kλ,µ from Lemma S5 we have ν ∈ K˜λ,µ and Kλ,µ ⊆ K˜λ,µ.
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Second, if ν ∈ K˜λ,µ, for an arbitrary small positive real number ε, it is clear that,
ν + ε ∈ K˜≥λ,µ, similarly ν ∈ K˜≤λ+ε,µ+ε. There exist δ = δ(ε) satisfying 0 < δ < ε such that
ν+ ε ∈ K˜≥λ+δ,µ+δ and ν+ δ ∈ K˜≤λ+ε,µ+ε. Thus there exist νk that both of the following two
groups of inequalities
∑
k∈K
log(νk + δ) ≤
∑
i∈I
log(λi + ε) +
∑
j∈J
log(µj + ε) (S27)∑
k∈Kc
log(νk + ε) ≥
∑
i∈Ic
log(λi + δ) +
∑
j∈Jc
log(µj + δ) (S28)
hold for (I, J,K) ∈ ⋃nr=0 T nr . Thus according to Lemma S6 we have
log(λ+ δ) ≤ α ≤ log(λ+ ε) (S29)
log(µ+ δ) ≤ β ≤ log(µ+ ε) (S30)
log(ν + δ) ≤ γ ≤ log(ν + ε) (S31)
where
∑n
i=1 γi =
∑n
i=1 αi +
∑n
i=1 βi and
∑
k∈K γk ≤
∑
i∈I αi +
∑
j∈J βj for all (I, J,K) ∈⋃n−1
r=1 T
n
r . Here the inequalities are all assumed to be established componentwise following
the definition in the beginning of Sec. B. Letting λε = e
α, µε = e
β , and νε = e
γ , we have
λ+ δ(ε) ≤ λε ≤ λ+ ε , µ+ δ(ε) ≤ µε ≤ µ+ ε , ν + δ(ε) ≤ νε ≤ ν + ε . (S32)
As νε ∈ K˜λε,µε , Lemma S4 gives that νε ∈ Kλε,µε, so there is an real orthogonal matrix Uε
so that the singular values of diag(λε)Uεdiag(µε) are precisely νε. Choosing a sequence
ε(k) tending to zero as k → ∞, so that Uε(k) converge to a real orthogonal matrix U as
k → ∞. We have that the singular values of diag(λ)Udiag(µ) are precisely ν based on
Eq. (S32). Thus ν ∈ Kλ,µ and K˜λ,µ ⊆ Kλ,µ.
From the above discussions we have Kλ,µ = K˜λ,µ. Q.E.D.
The Lemma S7 is equivalent to Theorem S1.
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C Examples
C.1 Comparing with the PPT criterion
The partial transposition is an operation on the density matrix that makes the trans-
position only on one of the composed particles, i.e.,
(A⊗B)TB = A⊗BT . (S33)
So a partial transposition of a separable state
ρAB =
∑
k
pkρ
(A)
k ⊗ ρ(B)k ,
∑
k
pk = 1 , pk > 0 (S34)
takes the form of
ρ′AB = ρ
TB
AB =
∑
k
pkρ
(A)
k ⊗ ρ′(B)k , ρ′(B)k = ρ(B)Tk , (S35)
which is also a separable quantum state and thus positive definite. Therefore, the positive
partial transposition criterion is a necessary condition for the quantum state to be separa-
ble: if a quantum state is separable then the quantum state and its partial transposition
are positive definite.
In our method, the partial transposition on partite B of quantum state ρAB is
(ρAB)
TB =
1
N2
1⊗ 1+ 1
4
N2−1∑
µ,ν=1
tµνλµ ⊗ λTν
=
1
N2
1⊗ 1+ 1
4
N2−1∑
µ,ν=1
t′µνλµ ⊗ λν , (S36)
where t′µν = −tµν for the columns that λTν = −λν . If ρAB is separable that T = MrMTs ,
then
(ρAB)
TB =
1
N2
1⊗ 1+ 1
4
n∑
k=1
pk~rk · ~λ⊗ ~sk′ · ~λ , (S37)
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where ~rk ·~λ =
∑
µ(rk)µλµ, ~sk
′ ·~λ =∑µ(s′k)νλν , and (s′k)ν = −(sk)ν for the skew symmetric
λν . Because the transposition of the density matrix of one particle quantum state is also
a density matrix of one particle quantum state, so (ρAB)
TB is also a separable state that
is positive definite, i.e., PPT is necessary.
The sufficient part of the PPT criterion is: if (ρAB)
TB is positive definite (ρAB is
positive definite by definition) then ρAB is separable. This statement is not true for
general bipartite states. Here we show that it is true for qubit-qubit systems. In the
normal forms, the two-qubit quantum state may be represented as ρAB =
1
4
xµνDµν [S12],
where Dµν = σµ ⊗ σν , σ0 = 1, and σ1,2,3 are Pauli matrices. The relation of X = xµν
(µ, ν ∈ {0, 1, 2, 3}) with T = tµν (µ, ν ∈ {1, 2, 3}) is
X =

1 0 0 0
0 t11 t12 t13
0 t21 t22 t23
0 t13 t23 t33
 = (1 00 T
)
. (S38)
The positivity condition of ρAB requires (see Eq. (54) in [S12])
4− ||X||2 ≥ 0 , (S39)
−2detT − (||X||2 − 2) ≥ 0 , (S40)
−8detT + (||X||2 − 2)2 − 4(τ 22 τ 23 + τ 23 τ 21 + τ 21 τ 22 ) ≥ 0 . (S41)
where ||X||2 = Tr[X†X ], τi are the singular values of T . After the partial transposition,
ρTBAB has the X
′ in following form
X ′ =

1 0 0 0
0 t11 −t12 t13
0 t21 −t22 t23
0 t13 −t23 t33
 , T ′ =
t11 −t12 t13t21 −t22 t23
t13 −t23 t33
 . (S42)
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Therefore the positivity condition of ρTBAB requires
4− ||X||2 ≥ 0 , (S43)
2detT − (||X||2 − 2) ≥ 0 , (S44)
8detT + (||X||2 − 2)2 − 4(τ 22 τ 23 + τ 23 τ 21 + τ 21 τ 22 ) ≥ 0 , (S45)
where we have used the fact det[T ′] = −det[T ] and the singular values of T ′ and T are
the same. The two group of positivity inequalities should be satisfied simultaneously, so
we have
τ 21 + τ
2
2 + τ
2
3 ≤ 3 , (S46)
±2τ1τ2τ3 − (τ 21 + τ 22 + τ 23 − 1) ≥ 0 , (S47)
±8τ1τ2τ3 + (τ 21 + τ 22 + τ 23 − 1)2 − 4(τ 22 τ 23 + τ 23 τ 21 + τ 21 τ 22 ) ≥ 0 , (S48)
which be reduced to
τ 21 + τ
2
2 + τ
2
3 ≤ 3 , (S49)
τ 21 + τ
2
2 + τ
2
3 + 2τ1τ2τ3 ≤ 1 , (S50)
(τ1 − τ2 − τ3 − 1)(τ1 + τ2 − τ3 + 1)(τ1 − τ2 + τ3 + 1)(τ1 + τ2 + τ3 − 1) ≥ 0 . (S51)
Further reductions shows that 0 ≤ τ1+τ2+τ3 ≤ 1, and according Corollary 2 we have the
qubit-qubit system is separable. Therefore the PPT critrion is necessary and sufficient
for qubit-qubit systems.
C.2 The decomposition of the generalized Werner state
Here we present a numerical result for the decomposition of qutrit Werner state
ρW =
1
9
1⊗ 1+ 1
4
8∑
µ=1
2(3φ− 1)
3× 8 λµ ⊗ λµ . (S52)
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For φ = 1 we have
ρW =
1
9
1⊗ 1+ 1
4
8∑
µ=1
1
6
λµ ⊗ λµ . (S53)
The Bloch vectors are
~ri = (
3
2
)
1
2 (Q1i, Q2i, · · · , Q8i)T , (S54)
~si = (
3
2
)
1
2 (Q1i, Q2i, · · · , Q8i)T , (S55)
where i ∈ {1, · · · , 9}. The constraints of Qij (Q9i = 13) are
8∑
k=1
QkiQkj =

8
9
i = j
−1
9
i 6= j
, (S56)
−4
9
+
1
2
(
3
2
) 3
2
dµνρQµiQνiQρi = 0 , (S57)
where Eq. (S57) ensures that the density matrices of ρ
(A)
i and ρ
(B)
i are all positive semidef-
inite [S3]. Numerical analysis of Eqs. (S56, S57) could be evaluated using math softwares
(there exist subroutines in Mathematica or MATLAB).
C.3 Pure Bell state
For Bell state |ψ〉AB = 1√2(|00〉+ |11〉), its density matrix is
ρAB =
1
2

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
 = 14(1⊗ 1+ σx ⊗ σx − σy ⊗ σy + σz ⊗ σz) . (S58)
The correlation matrix T = diag{1,−1, 1} and has the singular values τ1 = τ2 = τ3 = 1.
Corollary 1 leads to (τ1 + τ2 + τ3)
2 = (
∑
i pi|~ri|2)(
∑
j pj|~sj |2), where no Bloch vectors ~ri
and ~sj of qubit systems satisfy the relation (τ1 + τ2 + τ3 = 3 while
∑
i pi = 1, |~ri|2 ≤ 1
and |~si|2 ≤ 1).
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C.4 P-zero state
Consider the following bipartite qubit state [S4]
ρ± = p|ψ±〉〈ψ±|+ (1− p)|00〉〈00| , (S59)
where 0 ≤ p ≤ 1 and |ψ±〉 = 1√
2
(|01〉 ± |10〉). If p = 0 then ρ± is a separable state. If
p 6= 0, we may apply the procedure of [S13] to transform ρ± to their normal forms. For
the case of ρ+, after N steps of transformations, we have
ρ˜+ =
1
2

2−2p
N+1−Np 0 0 0
0 N−1−(N−2)p
N+1−Np
√
N−1−(N−2)p
N+1−Np 0
0
√
N−1−(N−2)p
N+1−Np 1 0
0 0 0 0
 . (S60)
We see that its normal form is limN→∞ ρ˜+ = |ψ〉〈ψ|, where |ψ〉 = 1√2(|01〉+ |10〉). Similar
process applies to ρ−, therefore ρ± is separable only when p = 0.
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