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ABSTRAKT
Se svižným vývojem informačních a komunikačních technologií vzrůstá i množství in-
formací produkovaných nejrůznějšími zdroji v elektronické podobě. Třídění a získávání
znalostí z těchto dat vyžaduje značné úsilí, které pro člověka není snadné zajistit, do po-
předí se tedy dostává zpracování strojem. Dolování emocí z textových dat je zajímavou
oblastí výzkumu, zažívající v posledních letech nezanedbatelný rozmach, přičemž nachází
široké uplatnění. V rámci této diplomové práce byl vytvořen systém sloužící k detekci po-
zitivní a negativní emoce z textu, dále je provedeno zhodnocení jeho úspěšnosti. Systém
je navržen v jazyce Java a je koncipován pro umožnění jeho trénování pomocí velkých ob-
jemů dat (Big Data) s využitím knihovny Spark. V práci je popsána struktura a zacházení
s textem z databázi, ze které systém čerpá vstupní data. Samotný model klasifikátoru je
pak vytvořen za pomoci algoritmu podpůrných vektorů (SVM), přičemž je optimalizován
metodou n-gramů.
KLÍČOVÁ SLOVA
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ABSTRACT
As information and communication technology develops swiftly, amount of information
produced by various sources grows as well. Sorting and obtaining knowledge from this
data requires significant effort which is not ensured easily by a human, meaning machine
processing is taking place. Acquiring emotion from text data is an interesting area of re-
search and it’s going through considerable expansion while being used widely. Purpose
of this thesis is to create a system for positive and negative emotion detection from text
along with evaluation of its performance. System was created with Java programming
language and it allows training with use of large amount of data (known as Big Data),
exploiting Spark library. Thesis describes structure and handling text from database used
as source of input data. Classificator model was created with use of Support Vector
Machines and optimized by the n-grams method.
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ÚVOD
Aktuální stav vývoje informačních a komunikačních technologií umožňuje uživate-
lům vytvářet a pracovat s enormním množstvím dat, jejichž objem neustále roste.
Neboť analýza těchto dat člověkem je poměrně pomalá a vyžaduje značné úsilí,
vzniká potřeba automatizace procesu.
Vědní disciplína věnující se dolování znalostí z textu známá jako text-mining
zažívá v posledních letech nevídaný rozmach. Do zmíněné oblasti se obsahem řadí
i tato diplomová práce. Zaobírá se využitím poznatků z dolování znalostí za účelem
rozpoznávání emocí v textu. Jelikož emoce vyjadřují subjektivní pocity a aktuální
rozpoložení jedince, hrají podstatnou roli v mnohých oborech nejen mezilidské ko-
munikace, ale také komunikace mezi člověkem a strojem.
Hlavním cílem práce je vytvoření systému, který bude schopen identifikovat po-
zitivní a negativní emoce v jemu předloženém textu. Systém bude navržen v jazyce
Java takovým způsobem, aby byla zajištěna možnost jeho trénování pomocí velkých
objemů dat (Big Data), konkrétně s využitím knihovny Spark. Dalším požadav-
kem je implementace optimalizační metody bi-gramů, tri-gramů až n-gramů a dů-
raz na paměťovou a časovou náročnost včetně porovnání dopadu na vstupní data
a výslednou přesnost modelu. Součástí práce je odpovídající prezentace dosažených
výsledků. Práce je strukturována následovně:
První kapitola poskytuje náhled do problematiky zpracování textu a emocí v něm
obsažených. Rozebírá téma text-miningu a uvádí v současnosti využívané přístupy
pro extrakci informací. Druhá kapitola rozvíjí teoretický základ práce nastíněný
v kapitole první. Proniká hlouběji do zpracování dat pomocí metod strojového učení,
kde poskytuje popis často využívaných postupů. Dále podává informace o způsobu
reprezentace dat vhodném pro systém v práci navržený a uvádí teoretický základ
využití n-gramových modelů. Třetí kapitola pak předkládá návrh a implementaci
samotného systému pro rozpoznávání emocí v textu. Popisuje formát a zacházení
s daty uloženými v poskytnuté databázi, využití systému Spark v této práci, použité
techniky zpracování dat a implementaci optimalizačních metod. Poslední částí je pak
zhodnocení přesnosti systému a diskuze dosažených výsledků.
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1 POPIS PROBLEMATIKY
Dolování znalostí z textových dat je poměrně rozsáhlým oborem, těšícím se v sou-
časné době značné popularitě. Tato kapitola slouží jako teoretický základ práce, je
v ní tedy nastíněn náhled do problematiky, jak je možné problémy s ní spojené řešit
a vysvětlit, jak jsou emoce s textem provázány.
Emoce mají značný dopad na lidské vztahy v jejich každodenním životě. Rozpo-
znání emocí pomáhá vylepšit sociální interakci a zvýšit kvalitu rozhodování v ob-
lastech obchodu, zdravotní péče, vzdělávání, učení se, a mnoha dalších odvětvích.
Výraz obličeje, gesta, tón a výška hlasu, slovník použitý ve verbální komunikaci, to
vše vyjadřuje lidské emoce.
V moderní společnosti nejen mezilidská komunikace, ale i komunikace mezi člo-
věkem a přístrojem, tíhne k přesunu do světa počítačů a internetu. V těchto komu-
nikačních systémech se textová data stala velmi populárními a široce použitelnými,
už jen kvůli tomu, že spotřebují méně úložného prostoru a nejsou náročné na přenos.
Množství těchto dat drasticky stoupá s nárůstem využití současných trendů v komu-
nikačních technologiích. Nicméně při použití textových metod se naráží na složitější
interpretaci emocionální složky, neboť jim nesekundují zvuky, rytmus, výška atd.,
jako u jiných metod. Výše zmíněné skutečnosti jsou podstatnými faktory v motivaci
k vytváření, testování a využívání automatizovaných systémů detekce emocionálních
stavů z textových dat. [7] [19]
1.1 Text-mining
Cílem této práce je vytvořit systém, který bude schopen rozpoznat, zda zadaný text
nese pozitivní či negativní náboj, a umožnění trénování systému pomocí velkých
objemů dat, jedná se tedy o druh data-miningu - text-mining, v tomto konkrétním
případě s využitím Big Data, jejichž problematika bude rozepsána v jedné z ka-
pitol práce. Text-miningem se tedy rozumí cílená extrakce konkrétních informací
z nestrukturovaných dat v podobě textu k jejich dalšímu využití. K tomuto slouží
nejrůznější metody, které jsou v následujícím textu vysvětleny.
1.1.1 Metoda klíčových slov
Problém přiřazování ke vzorům v podobě klíčových slov lze popsat jako úkol spo-
čívající v nalézání výskytů klíčových slov v množině kratších částí textu z celkově
zkoumaných textových dat. Systém detekce klíčových slov si klade za cíl odpovědět
na to, zda dokument obsahuje slova, která nás zajímají, přičemž nepřikládá význam
slovům nesouvisejícím. V kontextu detekce emocí je tato metoda založena na jistých
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předdefinovaných klíčových slovech. Tato slova lze zařadit do konkrétních emočních
kategorií, které si předem vytvoříme. Proces funkce metody klíčových slov je zná-
zorněn na následujícím obrázku (Obr. 1.1).
Text





Obr. 1.1: Popis metody klíčových slov
Metoda se většinou skládá z pěti kroků, jak vidno na obrázku výše, kde vstupem
je textový dokument a výstup je generován jako emoční třída. Na počátku máme
vstupní text, který je v dalším kroku rozdělen na tokeny, jednotlivá slova. V těchto
slovech jsou následně nalezena ta, obsahující emoční náboj. V dalším kroku se pro-
vádí analýza intenzity tohoto emočního náboje. Je zkontrolováno, zda ve větě hraje
či nehraje roli negace, a jakožto požadovaný výstup dostáváme odpovídající klasi-
fikovanou emoční třídu. Autoři Chuang a Wu zmíněný přístup aplikovali ve svém
projektu týkajícím se multimodálního rozpoznávání emocí v textovém a řečovém
projevu, přičemž se v jejich experimentu nejvyšší dosažená úspěšnost pohybovala
okolo hranice 75%. [6] [18] [15]
1.1.2 Slovníkový vztah
Detekce emocí založená na vyhledávání klíčových slov je poměrně nenáročná a pří-
močará metoda. Slovníkový vztah je rozšíření této metody, kromě vybírání
emocionálních slov přiřazuje pravděpodobnostní vztah, podobnost určité emoce k li-
bovolným slovům.
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Tyto pravděpodobnosti jsou většinou částí lingvistického korpusu, mají ovšem
některé nevýhody. Za prvé, jejich přiřazení je mířeno na specifický soubor žánru
textů, pak také ale přehlíží emocionální obsah, který se v textu vyskytuje níže než
na úrovni slov, na které tato technika pracuje. Kupříkladu, slovu „bolest“ by byla
přiřazena vysoká pravděpodobnost indikace negativní emoce, což by přineslo zkres-
lení emocionálního zhodnocení fráze „Už necítím žádnou bolest.“ [18]
1.1.3 Metody strojového učení
Metody strojového učení se používají k odlišnému způsobu formulace problému.
Původně bylo problémem určení emoce ze vstupního textu, ale nyní jím je spíše
roztřídění vstupních textů do různých emočních tříd. Na rozdíl od detekčních me-
tod založených na klíčových slovech, metody strojového učení se snaží určit emoce
pomocí dříve natrénovaného klasifikátoru, využívajícího různé druhy umělé inteli-
gence. Autoři De Silva a Hadella ve svém článku popisují využití umělé inteligence
pro klasifikací emocí v textu na sérii série experimentů pomocí algoritmu podpůr-
ných vektorů (SVM). Nejúspěšnější z těchto experimentů dosáhl na míru 86 %.
V odlišném výzkumu provádí autoři Tripathy, Agrawai a Rath analýzu sentimentu
v datech s využitím algoritmů Naive Bayes a algoritmu podpůrných vektorů, ná-
sledná maximální úspěšnost se pak pohybuje v mezích 89 % až 94 %. [7] [22] [18]
1.1.4 Hybridní metody
Vzhledem k tomu, že metody založené na klíčových slovech a metody na bázi učení
někdy nevykazují dostatečně uspokojivé výsledky, některé systémy využívají hyb-
ridní přístup kombinující jak techniku klíčových slov, tak metody strojového učení,
což může zvýšit dosaženou přesnost.
Příkladem budiž hybridní systém autorů Wu, Chuang a Lin, zapojující pravidla
vytvořená k získání sémantických vztahů ke konkrétním emocím, a Čínský ontolo-
gický slovník k extrakci atributů. Výsledkem jsou pravidla přiřazování emocí, která
nahrazují původní emoční klíčová slova, přičemž tato pravidla slouží jako trénin-
kové příznaky jejich modulu pro učení, založeném na směsi modelů. Dle autorů
úspěšnost tohoto systému dosahuje 83,94 %. V nedávné době bylo provedeno množ-
ství výzkumů na datech z populární sociální sítě Twitter, jak lze vyčíst kupříkladu
z článku autorů Lima, De Castro, a dalších, kde byl vytvořen framework, ve kterém
je pro analýzu emocí v příspěvcích uživatelů využito několik různých typů klasi-
fikátoru včetně Naive Bayes, SVM, k-nejbližších sousedů a rozhodovacích stromů.
Za zmínku stojí i další vylepšení zmíněných principů pomocí zrychlování samot-
ných výpočtů jako u experimentu autorů Mašek, Burget, a dalších, kde byl výpočet
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urychlen algoritmem k-nejbližších sousedů a kombinací množství grafických karet.
Oproti použití samotného procesoru se podařilo výpočty urychlit až 750-násobně.
Algoritmy zmíněné v sekci hybridních metod a sekci metod strojového učení budou
blíže popsány v příští kapitole, přičemž algoritmus podpůrných vektorů je využit
taktéž i v této práci. [23] [18] [13] [14]
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2 ALGORITMY STROJOVÉHO UČENÍ
Koncepty strojového učení jsou studovány (a úspěšně využívány) již řadu let, v sou-
časné době se potýkají se zvýšeným zájmem zejména v souvislosti se získáváním
znalostí z nepřeberného množství existujících databází. Jejich využití pokrývá celou
škálu možností, od detekce zneužití kreditních karet, přes analýzu akciového trhu,
až po rozpoznávání ručně psaných znaků, čímž výpis samozřejmě zdaleka nekončí.
[17]
Tyto algoritmy určují příznaky zkoumaných dat a vyhledávají souvislosti
mezi nimi. Na bázi těchto příznaků jsou vytvořeny modely, které umožňují rozřazo-
vání námi analyzovaných dat či další vylepšování a zpřesňování klasifikátoru. Důle-
žitou úlohu hraje skutečnost, jakou informaci má systém k dispozici o tom, že se učí
správně. Rozlišujeme tedy:
• Učení s učitelem - v této situaci mluvíme o poskytnutí příkladů zařazených
do tříd (konceptů), které se má systém naučit; učitel dává systému k dispozici
explicitní informaci o požadovaném chování.
• Učení odměnami a tresty - tento přístup je vhodný, je-li cílem systému naučit se
nějakou činnost nebo chování, jako např. pohyb robota v bludišti. Za správné
chování je systém odměňován a za nesprávné naopak trestán; v originále známo
jako „reinforcement learning“.
• Učení se napodobováním - jinak řečeno také zaučováním, neboť v originále jde
o „apprenticeship learning“, přičemž apprentice znamená „učeň“. V tomto
případě systém sleduje učitele a z jeho chování soudí, co je příklad hledaného
konceptu, a co není - kupř. inteligentní vyhledávací systém v prostředí Inter-
netu dedukuje, které webové stránky jsou relevantní, a sice z informace, které
nalezené odkazy uživatel navštívil, ty tak představují výskyty konceptu po-
psaného uživatelským dotazem. Systém tedy pozoruje učitele a z jeho činností
dostává implicitní informaci o požadovaném chování.
• Učení bez učitele - tento způsob je typický pro učení se objevováním, neboť
systému není předána žádná dodatečná informace, a tak pracuje pouze s pří-
klady a sám se pokouší si vytvářet „zajímavé“ koncepty. [1] [17]
Jiný druh rozlišení metod získávání znalostí lze označit podle způsobu, jakým jsou
příklady použité v procesu učení reprezentovány:
• atributy - vlastnosti objektů reprezentovaných jednotlivými řádky v datové
tabulce, příklad uveden v Tab. 2.1.




barva_vlasu vyska vousy vzdelani
hneda 165 ano SS
cerna 180 ne VS
Tab. 2.1: Reprezentace objektů pomocí datové tabulky
Takovéto členění je dostačující pro většinu algoritmů strojového učení, neboť se
kategoriální a numerická data zpracovávají odlišně. Lze dále rozdělit skupinu
kategoriálních atributů na:
– binární - mohou nabývat pouze dvou hodnot - ano nebo ne - viz atribut
vousy
– nominální - nabývají jedné z definitivního počtu navzájem neuspořáda-
ných hodnot - viz atribut barva_vlasu
– ordinální - nabývají jedné z definitivního počtu navzájem uspořádaných
hodnot - viz atribut vzdelani
• relace - představuje řadu vzájemně provázaných vztahů mezi objekty a atri-
buty, jako např. otec(jan_lucembursky, karel_IV)
Přestože silnější prostředky pro reprezentaci znalostí poskytují relace, většina sys-
témů využívá atributy. Používáme-li atributy, je to ekvivalentní reprezentaci znalostí
za použití výrokové logiky, použití relací je pak analogické predikátové logice.
Při učení pomocí příkladů vycházíme z předpokladu, že používané objekty je
možno popsat takovými charakteristikami, které se shodují s charakteristikami ob-
jektů patřících k témuž konceptu (lze označit jako „učení na základě podobnosti“ -
similarity-based learning). Jsou-li objekty popsány hodnotami atributů, mohou být
reprezentovány jako body v mnohorozměrném prostoru, přičemž počet těchto atri-
butů udává jeho dimenzi. Učení na základě podobnosti vychází z předpokladu, že
objekty představující příklad téhož konceptu formují shluky v tomto prostoru, cílem
učení je pak najít adekvátní popis těchto shluků.
Nalezení oněch vhodných charakteristik je jedním ze základních problémů, ovšem
nemáme vyhráno ještě ani ve chvíli, kdy tyto charakteristiky získáme. Další ne-
zbytností je množství dostatečně reprezentativních dat. Jak se tento problém může
projevit je ilustrováno na Obr. 2.1 a Obr. 2.2. V hypotetickém případě se pokou-
šíme podle výše příjmu a výše konta v bance nalézt popis klientů, kteří mají nárok
na půjčku od banky, a na ty, kteří jej nemají. Klienti s nárokem jsou označeni modrou
barvou, klienti nárok nemající pak barvou červenou. Podle několika málo příkladů
se může zdát, že jsme nalezli shluky odpovídající popisům obou zmiňovaných sku-












































Obr. 2.2: Prostor atributů s dodatečnými daty
Nalezneme-li popis konceptu, který byl vytvořen za účasti použitých příkladů,
nemusí nutně odpovídat jiným, dosud nezpracovaným příkladům téhož konceptu.
Toto je důvodem, proč se obvykle data používaná při získávání znalostí rozdělují
na:
• trénovací data - systém je má k dispozici ve fázi učení
• testovací data - představují příklady sloužící k prověření získaných znalostí
V některých případech se používají dokonce tři soubory dat: data trénovací, data
testovací a data validační - tato slouží pro eventuální modifikaci znalostí, které jsme
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získali na základě dat trénovacích.[1]
2.1 Výčet nejpoužívanějších algoritmů
Je zřejmé, že s využitím rozličných algoritmů je pro různý typ dat a jejich charakter
možno dosáhnout výrazně odlišných přesností a výsledků. Je proto nutné dostatečně
porozumět charakteru zpracovávaných dat a důsledně zhodnotit nasazení a použití
vhodného přístupu. Obecně platí, že osoba znalá podoby dat dokáže dosáhnout
podstatně lepších výsledků a zvolit vhodný přístup pro daný typ problému. V násle-
dujícím textu je uveden výčet aktuálně hojně využívaných metod s jejich popisem.
2.1.1 Algoritmy podpůrných vektorů
Algoritmy podpůrných vektorů (neboli zkráceně SVM z anglického názvu Support
Vector Machines) pochází z matematické teorie statistického učení a patří k rela-
tivně novým metodám tvořícím kategorii tzv. jádrových algoritmů (kernel machines).
K jejich velké oblíbenosti přispívá fakt, že všeobecně poskytují vysokou míru vý-
konu a účinnosti. Pokouší se nalézt lineární hranice pro separaci objektů a disponují
schopností popisovat vysoce složité nelineární funkce. Jsou založeny na konceptu
rozhodovacích rovin definujících zmíněné rozhodovací hranice. Příklad je uveden
na Obr. 2.3. Je žádoucí zjistit, jak nejlépe zvolit oddělovací hranice jednotlivých
prostorů takovým způsobem, aby z hlediska kategorizace budoucích (testovacích)
dat byly vedeny co nejefektivněji. Můžeme vytvořit nekonečné množství oddělova-




Obr. 2.3: Příklad demonstrující vytvoření libovolného množství oddělovacích polo-
rovin
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SVM tedy takovouto úlohu řeší nalezením poloviny, jejíž cílem je maximalizace
okrajů vůči podpůrným vektorům, možné řešení předešle popsané situace je znázor-








Obr. 2.4: Ukázka vhodně a nevhodně zvolené oddělovací poloroviny
Pokoušíme se nalézt takové řešení, u kterého platí:
?⃗? · ?⃗?+ 𝑎 = 0 (na přímce 𝐴1)
?⃗? · ?⃗?+ 𝑎 = −1 (na podpůrném vektoru 𝑎12)
?⃗? · ?⃗?+ 𝑎 = +1 (na podpůrném vektoru 𝑎22)
Následně je klasifikace prováděna podle vztahu [4]:
𝑓(?⃗?) =
⎧⎪⎨⎪⎩1 if ?⃗? · ?⃗?+ 𝑎 ≥ 1−1 if ?⃗? · ?⃗?+ 𝑎 ≤ −1 (2.1)
Vyjádření okrajů (margin) je provedeno následovně [4]:
margin = 2‖ ?⃗? ‖2 (2.2)
Metoda SVM však vyniká zejména ve složitějších úlohách, kdy není možné objekty
lineárně oddělit, přičemž je vhodné poznamenat, že se většinou jedná právě o tento
případ. V takové situaci je nutné objekty převést do vyšší dimenze, kde je opět možné
lineární rozdělení. Příklad s využitím tohoto postupu je vyobrazen níže (Obr. 2.5).
Dosud popisované postupy vycházejí z lineárního jádra SVM algoritmu, někte-







































Obr. 2.5: Příklad rozdělení hyper-roviny za pomoci vyšší dimenze
Pro optimalizaci klasifikace se používá značné množství parametrů, přičemž často
závisí na typu zvoleného jádra, s dvěma z nich se však setkáme u všech systémů
podpůrných vektorů: a sice C (upřesňujícím složitost) a 𝜁. Celková složitost modelu
závisí na všech použitých parametrech současně, jejich výběr by měl také odrážet
i distribuci trénovacích dat.
• Parametr C udává kompromis mezi složitostí modelu (ovlivňující jeho hlad-
kost) a mírou odchylek větších než hodnota 𝜁, které jsou optimalizační rovnicí
tolerovány.
• Parametr 𝜁 upravuje šířku tzv. necitlivé oblasti používané k nastavení výběru
vzorků trénovacích dat. [1] [4] [11] [20] [3] [8]
2.1.2 Rozhodovací stromy
Řada oblastí využívá možnosti rozhodovacích stromů pro reprezentaci znalostí. Mů-
žeme kupříkladu vzpomenout všemožné „klíče k určování“ různých živočichů a rost-
lin známých z biologie. Tento přístup patří k nejznámějším algoritmům z oblasti me-
tod strojového učení. Proces tvorby rozhodovacího stromu využívá metodu „rozděl
a panuj“ (divide and conquer). Trénovací data jsou postupně rozdělována na menší
a menší podmnožiny (reprezentovány jako uzly stromu) takovým způsobem, aby
v těchto podmnožinách postupně převládaly příklady určité třídy. Na začátku pro-
cesu máme pouze jednu množinu, kterou tvoří veškerá trénovací data, na konci
pak dostáváme podmnožiny tvořené příklady téže konkrétní třídy. Takovýto postup
bývá často nazýván jako „top down induction of decision trees“ (TDIDT). Postupuje
se metodou specializace v prostoru hypotéz (tedy stromů) ve směru odshora dolů,
přičemž začínáme stromem s jedním uzlem (nazývaným jako kořen). Pokoušíme se
nalézt strom, který je konzistentní s trénovacími daty, přitom je dána přednost men-
ším, jednodušším stromům. Algoritmus pro tvorbu rozhodovacího stromu můžeme
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popsat obecným schématem:
1. Zvolení jednoho atributu jakožto kořen dílčího stromu
2. Rozdělení dat v tomto uzlu na podmnožiny podle hodnot předešle zvoleného
atributu + přidání uzlu pro každou podmnožinu
3. Máme-li uzel, pro který nepatří všechna data do stejné třídy, zopakovat pro něj
postup od bodu 1, jinak ukončit činnost
Strom přestane růst ve chvíli, kdy všechny příklady v daném uzlu náleží do stejné
třídy. Klíčovou otázkou celého algoritmu však je, jak zvolit vhodný atribut, aby
mohlo začít větvení stromu z bodu 1. Snažíme se samozřejmě vybrat takový atri-
but, který bude nejlépe odlišovat příklady různých tříd. S volbou nám pomohou
charakteristiky atributu původem z teorie pravděpodobnosti:
• entropie
• informační zisk
• poměrný informační zisk
• 𝜒2
• Gini index
Entropie je především známá z přírodních věd jako např. fyzika pro vyjádření
míry neuspořádanosti daného systému. V teorii informace ji chápeme jako funkci,
která využívá pravděpodobnost (p) výskytu jisté třídy, v našem případě jde o rela-
tivní četnost třídy počítaná na množině příkladů. Máme-li p = 1 (neboli případ kdy
všechny příklady náleží do této třídy) nebo naopak p = 0 (žádný příklad do třídy ne-
náleží), entropie se rovná nule. Pokud jsou obě třídy reprezentovány stejným množ-
stvím příkladů (neboli p = 0,5 ), je entropie maximální. Pro větvení je následně
zvolen atribut s nejmenší entropií.
Informačním ziskem a poměrným informačním ziskem rozumíme míry, které jsou
odvozeny z entropie. Rozdílem entropie pro celá data (pro cílový atribut) a pro zva-
žovaný atribut spočítáme informační zisk, ten tak měří redukci entropie zapříčiněnou
volbou uvažovaného atributu.
V případě entropie hledáme atribut s minimální hodnotou, kdežto u informačního
zisku se naopak snažíme nalézt atribut s hodnotou maximální. Jelikož první člen
rozdílu je konstantní, rozdíl bude maximální za předpokladu, že druhý člen rozdílu
bude minimální. Zmíněná dvojice kritérií má však tu nevýhodu, že nebere v potaz
počet hodnot zvoleného atributu, uvažuje pouze to, jak dobře tento atribut odlišuje
příklady různých tříd. Volba nesprávného atributu (jako pořadové číslo příkladu) by
nám sice umožnila bezchybnou klasifikaci trénovacích dat, atribut by ovšem byl zcela
nepoužitelný pro třídění nových příklad. Z toho důvodu je někdy vhodné použít jako
kritérium poměrný informační zisk, který uvažuje i počet hodnot atributu.
𝜒2 je další možností z kritérií pro volbu atributu. Jedná se o míru, která umožňuje
vyhodnocování vzájemné souvislosti mezi dvěma atributy. Při hledání vhodného atri-
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butu pro větvení stromu se pokoušíme zvolit atribut nejvíce související s atributem
cílovým (kdy 𝜒2 má největší hodnotu).
Gini index může hrát stejnou roli jako hrála v předchozích úvahách entropie.
Taktéž využívá jistou pravděpodobnost (relativní počet příkladů jisté třídy), který
určujeme z nějaké (pod)množiny. Platí zde i stejný vztah, tudíž v případě, že příklady
náleží do jedné ze tříd, hodnota indexu je minimální, pokud jsou příklady na-
opak rozprostřeny mezi třídami rovnoměrně, hodnota dosahuje maxima. Atribut
s nejmenší hodnotou tohoto indexu pak můžeme použít pro větvení stromu.
Chceme-li zvýšit srozumitelnost rozhodovacího stromu, máme možnost jej pře-
vést na sadu rozhodovacích pravidel. Jako jedno pravidlo je brána každá cesta
stromem od kořene k listu. Nelistové uzly (atributy) se společně s hodnotou pro pří-
slušnou hranu objevují v předpokladu pravidla, listový uzel (neboli cíl) se pak na-
chází v závěru pravidla. Takováto reprezentace stromu se může jevit jako vhodnější
pro automatizované použití v klasifikačním systému, neboť seznam pravidel je snazší
pro interpretaci strojem a přepis do kódu.
Při postupu podle dříve zmíněného algoritmu TDIDT končí větvení ve chvíli,
patří do stejné třídy všechny příklady odpovídající jednotlivým listovým uzlům.
Výsledný strom pak však často bývá příliš košatý, což mu značně ubírá na srozumi-
telnosti. Redukci stromu můžeme dosáhnout dvěma způsoby:
• modifikací původního algoritmu
• prořezáním úplného stromu (post-pruning)
Druhý způsob se dle praktických úloh zdá být úspěšnější. I za cenu přeučení se
zde nejdříve vytvoří úplný strom, načež je při prořezávání posuzováno pro jednotlivé
nelistové uzly, do jaké míry se zhorší náhrada tohoto uzlu (tedy i daného podstromu)
listem, neboť taková náhrada způsobí zařazení všech příkladů v tomto uzlu do téže
třídy.
Mezi nejznámější systémy využívající rozhodovací stromy patří:
• ID3 - pracuje s pomocí TDIDT algoritmu a kritéria informačního zisku
• C4.5 - nástavba ID3, velmi rozšířený, umožňuje pracovat s numerickými atri-
buty, chybějícími hodnotami, dovoluje převod na pravidla i zmíněné pročesá-
vání a ceny za chybná rozhodnutí
• CART - známější mezi statistiky, kromě klasifikačních stromů umožňuje vy-
tvářet stromy regresní
Použití rozhodovacích stromů pro klasifikaci lze připodobnit k již zmíněným
klíčům k určování druhů rostlin či zvířat. Pomocí odpovědí na otázky (umístěné
v nelistových uzlech) se od kořene postupuje odpovídající větví dále do hloubky
až do listového uzlu odpovídajícímu zařazení příkladu do třídy. Využití rozhodovací
stromy nacházejí v úlohách, kde:
• máme příklady udány jako hodnoty atributů
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• je cílem roztřídit příklady do konečného malého počtu tříd
• se může v trénovacích datech vyskytovat šum
• se mohou v trénovacích datech vyskytovat chybějící hodnoty [1] [4] [11] [8]
2.1.3 Bayesovská klasifikace
Bayesovská klasifikace je odvozena z Bayesovy věty o podmíněných pravděpodob-
nostech, jedná se tedy o metody pravděpodobnostní, jsou však intenzivně využívány
ve strojovém učení a systémech pro dobývání znalostí.
Pro výpočet podmíněné pravděpodobnosti platnosti hypotézy H, pozorujeme-li
evidenci E, má Bayesův vztah podobu [1]:
𝑃 (𝐻 | 𝐸) = 𝑃 (𝐸 | 𝐻) · 𝑃 (𝐻)
𝑃 (𝐸) (2.3)
P(H) neboli aprioritní znalost hypotézy vyjadřuje znalosti o zastoupení jednotli-
vých hypotéz (tříd) bez ohledu na další informace. P(E) udává pravděpodobnost
evidence (pozorování), a P(H|E) neboli podmíněná pravděpodobnost (též nazý-
vaná jako aposteriorní vyjadřuje, jak se změní pravděpodobnost hypotézy, nastalo-li
E. Obvykle se rozhodujeme mezi více hypotézami, nás zajímá pro danou evidenci
ta nejpravděpodobnější. Za pomoci jistých zjednodušení následně nalézáme hypo-
tézu, která má největší věrohodnost (maximum likelihood).
Bayesovské metody disponují schopností klasifikovat příklady do tříd s jistou
pravděpodobností, přičemž ji lze interpretovat jako spolehlivost rozhodnutí. Zmíněná
Bayesova věta poskytuje návod na stanovení vlivu evidence na zvažovanou hypotézu.
V případě, že je evidencí více, je možno využít dva následující přístupy:
• Naivní bayesovský klasifikátor
• Bayesovské sítě
Naivní bayesovský klasifikátor bere za předpoklad, že jednotlivé evidence jsou
podmíněné nezávisle při platnosti hypotézy H. Díky tomuto předpokladu lze spočítat
aposteriorní pravděpodobnost hypotézy při platnosti všech evidencí. Hledáme tedy
hypotézu s největší posteriorní pravděpodobností𝐻𝑀𝐴𝑃 . Potřebné znalosti lze získat
z trénovacích dat, hodnoty jednotlivých vstupních atributů pak představují evidence
E a hypotézy H jsou cílové třídy.
Rozdílem odproti jiných algoritmů strojového učení (jako dříve zmíněné rozho-
dovací stromy a rozhodovací pravidla) je, že zde nedochází k prohledávání prostoru
hypotéz. Je třeba jen spočítat příslušné pravděpodobnosti podle četnosti výskytů
hodnot jednotlivých atributů. Z tohoto důvodu je bayesův klasifikátor vhodný
pro velké datové soubory. Lze s jeho pomocí úspěšně klasifikovat i neúplně popsaný
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příklad, který by zmíněnými rozhodovacími stromy i pravidly zůstal nezařazen. Na-
vzdory skutečnosti, že v reálných úlohách bývá jen málokdy splněn předpoklad pod-
míněné nezávislosti, vykazuje bayesovský klasifikátor překvapivě dobré vlastnosti,
pokud jde o úspěšnost klasifikace, což z něj činí velmi oblíbený a rozšířený nástroj.
Dalším důvodem je bezpochyby jeho relativně snadné vytvoření. Jako nevýhodu
lze spíše z pohledu nezkušeného uživatele uvést pouze o něco menší srozumitelnost
reprezentace získaných znalostí v podobě pravděpodobností.
Bayesovské sítě se zdají být korektním způsobem, jak se vypořádat s faktem,
že evidence nejsou navzájem závislé, neboť uvažují pravděpodobnosti výskytu všech
možných kombinací (jednočlenných, dvojčlenných, ...) hodnot všech evidencí. Přes-
tože je tento postup teoreticky zcela jasný, bývá nerealizovatelný v praktických
úlohách, protože pro n binárních atributů bychom museli znát 2𝑛 hodnot prav-
děpodobností. Bayesovské sítě (také zvané pravděpodobnostní sítě) dávají možnost
reprezentovat znalosti o částečně nezávislých evidencích a následně je použít při usu-
zování, stojí tak říkajíc na půl cesty mezi pravidly a neuronovými sítěmi (popisovány
v kapitole 2.1.5). Základním pojmem sítě je podmíněná nezávislost. Máme podmí-
něně nezávislé veličiny A a B při dané veličině C, jestliže [1]:
𝑃 (𝐴,𝐵 | 𝐶) = 𝑃 (𝐴 | 𝐶) · 𝑃 (𝐵 | 𝐶) (2.4)
Tomu jsou ekvivalentní vztahy [1]:
𝑃 (𝐴 | 𝐵,𝐶) = 𝑃 (𝐴 | 𝐶) (2.5)
𝑃 (𝐵 | 𝐴,𝐶) = 𝑃 (𝐵 | 𝐶) (2.6)
Tato podmíněná nezávislost A a B při daném C se běžně značí jako [1]
𝐴 ⊥ 𝐵 | 𝐶 (2.7)
Bayesovská síť je prakticky acyklický orientovaný graf, který zachycuje pravděpo-
dobnostní závislosti mezi náhodnými veličinami za použití hran. Každému uzlu u (ná-
hodné veličině) je přidělena pravděpodobnostní distribuce v podobě
𝑃 (𝑢 | 𝑟𝑜𝑑𝑖č𝑒(𝑢)), přičemž rodiče(u) jsou uzly, z nichž vycházejí hrany do uzlu u.
Uspořádáme a očíslujeme všechny uzly sítě takovým způsobem, že rodiče budou
před svými dětmi, tedy budou mít nižší pořadové číslo. Takto pro každý uzel platí
podmíněná nezávislost na veškerých uzlech s nižším pořadovým číslem než je jeho,
vyjma jeho rodičů, což umožňuje spočítat sdruženou pravděpodobnostní distribuci
celé sítě. Jinak formulováno, za daných rodičů, dětí a dětí rodičů je uzel podmíněně
nezávislý na veškerých ostatních uzlech sítě.
Příklad bayesovské sítě máme na Obr. 2.6, její sdružená distribuce pak bude mít
tvar [1]:






Obr. 2.6: Příklad jednoduché bayesovské sítě
Také naivní bayesovský klasifikátor lze reprezentovat pomocí bayesovské sítě.
Taková síť bude vzhledem k předpokládané nezávislosti vstupních atributů obsaho-
vat jeden (cílový) uzel hrající pro všechny ostatní (vstupní) uzly roli rodiče, přičemž
vstupní uzly nebudou navzájem spojeny hranami.
Bayesovská síť je používána pro inferenci neboli pravděpodobnostní odvozování.
Pokud známe strukturu sítě spolu s podmíněnými pravděpodobnostmi odpovídající
jednotlivým uzlům, je možno vypočítat aposteriorní pravděpodobnost libovolného
uzlu. Kupř. pozorujeme-li, že je mokro a snažíme se odhalit příčinu, provedeme
diagnostickou interferenci nazývanou též „zdola nahoru“ - od projevu nějakého jevu
k jeho příčinám. Rovněž můžeme vyčíslit pravděpodobnost toho, že bude mokro
za aktuálního předpokladu, že je zataženo. Tentokráte jde o kauzální interferenci,
při které postupujeme „shora dolů“, tedy od příčin k důsledkům.
Existují dva typy znalostí, které v sobě bayesovské sítě kombinují, a sice znalosti
struktury vazeb mezi atributy (což jsou hrany v grafu) a znalosti o pravděpodob-
nostech hodnot těchto atributů (ohodnocení uzlů grafu). Při procesu učení se nabízí
dvě možnosti:
• vycházet ze známé struktury - možno získat např. od experta a následně z dat
odvozovat pouze podmíněné pravděpodobnosti
• odvodit z dat jak strukturu, tak pravděpodobnosti
Obě tyto možnosti může navíc komplikovat skutečnost, že datům mohou chy-
bět hodnoty, resp. že některé veličiny nemohou být pozorovány. Při učení sítě tedy
mohou nastat následující situace seřazené vzestupně podle složitosti:
1. Známá struktura, plně pozorovatelné veličiny - řešení metodou maximálně
věrohodného odhadu
2. Známá struktura, částečně pozorovatelné veličiny - řešení gradientní metodou
nebo EM algoritmem
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3. Neznámá struktura, plně pozorovatelné veličiny - řešení prohledáváním pro-
storu modelů
4. Neznámá struktura, částečně pozorovatelné veličiny - řešení prohledáváním
prostoru modelů + EM algoritmem [1] [4] [11] [8]
2.1.4 k - nejbližších sousedů
Metoda k - nejbližších sousedů bývá také označována jako metoda nejbližšího sou-
seda či k-NN, jedná se přitom samozřejmě o jednu a tutéž. Je poměrně přímočará,
proto její popis bude podstatně kratší než popis ostatních metod. Váže se k ní několik
základních principů využití analogie:
• ve fázi učení není prováděno zobecňování
• klasifikace je prováděna na základě podobnosti
• příklady jsou rozuměny jako body v n - rozměrném prostoru atributů
Během fáze učení si systém zapamatuje veškeré příklady [x𝑘,y𝑘] poskytnuté v tré-
novací množině. Následně se ve fázi klasifikace pro nový příklad x nalezne K nejbliž-
ších sousedů, kteří pak „hlasují“ ohledně zařazení příkladu x do odpovídající třídy.
Zařazuje tedy na základě podobnosti se sousedy. Jako K je vhodné volit liché číslo,
aby zařazení proběhlo na základě převládajícího hlasu. Názorná ukázka je přiložena
na Obr. 2.7. Metoda spadá do skupiny tzv. líných klasifikátorů (lazy learners), totiž
nevytváří explicitně modely. Ovládání trénovací množiny v podobě vkládání a od-
straňování prvků je poměrně snadné, samotná klasifikace pak ale může vyžadovat
poměrně značné výpočetní prostředky.
?
Obr. 2.7: Ukázka principu metody k-NN, kde okolí bodu určuje výslednou klasifikaci
Použitý algoritmus uvažuje předpoklad, že cílový atribut je kategoriální, jinak
řečeno, příklady klasifikujeme do konečného počtu tříd. Jiný případ je, pokud bude
cílový atribut numerický, tehdy místo nejčastější hodnoty cílového atributu počítáme
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hodnotu průměrnou. V obou těchto případech má každý z K příkladů „rovný hlas“,
což je sice demokratické, někdy však neefektivní. Z toho důvodu se používá vážené
hlasování, resp. vážený průměr.
Metoda klasifikace podle nejbližších sousedů disponuje snadnou implementací,
relativně vysokou účinností, a její chyba se blíží chybě podstatně složitějších metod,
často se také používá jako referenční metoda. Je vhodná především pro rozřazo-
vání do nižšího počtu tříd, nicméně při vyšších požadavcích na klasifikaci existují
urychlující i zpřesňující modifikace. [1] [4] [11]
2.1.5 Neuronové sítě
Neuronové sítě využívají jako jejich základní prvek neuron, což je umělá adaptace
prvku reálně se nacházejícího v lidském mozku. Tyto neurony jsou mezi sebou pro-
pojeny tzv. synapsí (běžně jedinou, může jich ale být i více) dosedající na jiný
neuron, přes kterou se přenáší vzruchy mezi neurony. Zjednodušeně řečeno, neuron
tedy přijímá kladné a záporné podněty od ostatních neuronů a pokud souhrn těchto
podnětů překročí jistý práh, sám se aktivuje. Výstupní hodnota obvykle bývá ně-
jakou nelineární transformací souhrnu podnětů, což je pohled, ze kterého vycházejí
matematické modely neuronu.
Podstatnou vlastností neuronů je jejich schopnost učit se. Tím se zde myslí
(algoritmus) nastavení vah w (přiřazených jednotlivým propojům mezi neurony)
na základě předložených příkladů takovým způsobem, aby bylo možno následně
co nejsprávněji zpracovávat (např. klasifikovat) i neznámé příklady. V následujícím
textu jsou stručně popsány některé variace neuronových sítí.
Perceptron byl prakticky první neuronovou sítí, pochází již z roku 1957. Byl na-
vržen jako model zrakové soustavy. Jedná se o hierarchický systém tvořený třemi
úrovněmi. První z nich je nazývána sítnice, umožňuje příjem informace z prostředí.
Tvoří ji receptory, výstup těchto prvků nabývá hodnot 0 nebo 1 v závislosti na stom,
zda jsou prostředím excitovány. Výstupy těchto receptorů jsou přivedeny na asoci-
ativní elementy přes náhodně zvolené vazby. Tyto elementy mají váhy o pevých
hodnotách +1 nebo -1, jsou aktivovány, pokud souhrn jejich vstupů překročí určitý
práh. Množství elementů se čítá řádově na desítky tisíc. Jejich výstupy jsou opět ná-
hodně volenými vazbami přivedeny na reagující elementy, jejichž počet udává počet
tříd, do kterých klasifikujeme. Tyto prvky realizují vážený součet, v bloku výběru
maxima se následně vybere reagující element s nejvyšším výstupem, ten pak odpo-
vídá třídě, do které je prvek zařazen. Perceptron byl autorem zamýšlen jako model
mozku, jeho myšlenka inspirovala mnoho techniků a hbitě pronikla do aplikací jako
učící se klasifikátor.
Vrstevná síť neboli vícevrstvý perceptron je síť skládající se z vrstev neuronů,
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kde mezi neurony v jedné vrstvě neexistují žádné vazby, ale každý neuron jedné
vrstvy je propojen se všemi neurony vrstvy sousední. Nejrozšířenější topologie je síť
s jednou skrytou vrstvou. Jde o zobecnění jednoduchého perceptronu se schopností
aproximovat libovolnou spojitou funkci. Ukázka sítě se nachází na Obr. 2.8.
Obr. 2.8: Jednovrstvý perceptron s jednou skrytou vrstvou
Učení této sítě umožňuje nejčastěji zobecněná gradientní metoda překládaná
jako zpětné šíření chyby (v originále error backpropagation). Algoritmus je zalo-
žen na výpočtu chyby z výstupů jednotlivých neuronů. Nejdříve se spočítá chyba
pro neurony ve výstupní vrstvě, což umožní zpětně vypočítat chybu pro neurony
ve skryté vrstvě. Při zpětném šíření chyby se v kroku práce sítě informace postupuje
od vstupní vrstvy k výstupní, během učení se váhy upravují po vrstvách od vý-
stupu ke vstupu. Je třeba určit, kdy se proces učení zastaví, používají se tedy tato
3 kritéria:
• ustálení chybové funkce (v minimu)
• dosažení předem určeného počtu iterací
• pokles pod předem zadanou hodnotu chybové funkce
Síť o více vrstvách vyžaduje pro učení již předem klasifikované příklady, jedna
se tedy o režim učení s učitelem.
Kohonenova mapa, či jinak samoorganizovací, představuje síť o dvou vrstvách:
vrstvou vstupní a vrstvou neuronů uspořádaných jako čtvercová matice (Koho-
nenovy mřížky), kde jsou neurony navzájem spojeny. Vstupní vrstva je připojena
na každý neuron v mřížce. Mezi sousedními neurony v mřížce jsou vazby excitační,
ke vzdálených neuronům jsou pak vazby inhibiční, pojmenování pro toto vzájemné
ovlivňování je laterální inhibice.
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Během klasifikace probíhá kompetice mezi jednotlivými neurony, s využitím pra-
vidla „vítěz bere vše“ je aktivován jen neuron s vahou co nejblíže vstupnímu pří-
kladu, který pak potlačuje výstupy ostatních neuronů. V kroku učení jsou měněny
pouze váhy vítězného neuronu, případně se upravují váhy jeho nejbližších sousedů.
Záměrem učení je přiřadit příklady k jednotlivým neuronům mřížky. Kohonenova
mapa disponuje schopností samoorganizace, není zapotřebí žádného učitele. Je tedy
možno ji použít pro shlukování prvků v trénovací množině. K dispozici je ale i va-
rianta této sítě využívající učení s učitelem, a sice síť LVQ (Linear Vector Quan-
tization). Její topologie i režim práce jsou stejné při třídění příkladů do shluků,
ovšem během fáze učení zapojuje i informace o skutečné třídě (shluku), kam pří-
klad skutečně náleží. Je-li vítězný neuron reprezentantem správné třídy, jeho váhy
se upravují stejně jako u Kohonenovy mapy směrem „k příkladu“, opačným směrem
pak v případě, zvítězil-li „nesprávný“ neuron.
Neuronové sítě jsou jedním z nejvhodnějších nástrojů pro dobývání znalostí
a tvorbu automatických systémů pro klasifikaci nebo predikci. Důležitým parame-
trem bývá určení počtu neuronů ve skryté vrstvě, neboť s jejich rostoucím počtem
(resp. s růstem počtu skrytých vrstev) se navyšuje nelinearita chování sítě, ros-
tou ale nároky na proces učení, zejména pak na potřebný počet příkladů a dobu
učení. Taktéž má příliš rozsáhlá síť sklon k přeučení, může se přespříliš zaměřit
na nepodstatné podrobnosti v trénovacích datech, nemající význam z hlediska ře-
šené úlohy. Je vhodné poznamenat, že v neuronových sítích není striktně oddělen
procesor a paměť, tedy že informace není uložena na konkrétním pevném místě, ale
je „rozprostřena“ ve vahách celé sítě, což umožňuje funkčnost sítě i za částečného
poškození sítě, při nekompletních či zašuměných datech apod. Mají v tomto smyslu
blíže k reálnému lidskému mozku než klasické počítače. [1] [4] [8]
2.2 TF-IDF (Term Frequency - Inversed Docu-
ment Frequency
Dobývání znalostí z textu (knowledge discovery in texts neboli text-mining, jak už
bylo zmíněno dříve) lze chápat jako speciální typ získávání znalostí z databází. Za-
tímco u běžných databází často pracujeme s údaji uloženými v pevné struktuře,
zde však máme co do činění s nestrukturovaným textem. Důležitou otázkou pak je,
jakým způsobem reprezentovat textový dokument, aby bylo možno použít některý
z uvedených algoritmů. Nejvíce rozšířeným způsobem reprezentace je použití vek-
toru, který má takové množství složek, kolik se nachází slov (přesněji řečeno slovních
kmenů - slova očesaná o koncovky vzniklé ohýbáním) ve slovníku či souboru doku-
mentů, který hodláme zpracovat - každému slovu je totiž vyhrazena právě jedna
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fixní pozice. Dokumenty tedy bývají reprezentovány jako řídké vektory o tisících
hodnot a každý termín ze slovníku může pak být pro daný dokument kódován -
jednou z možností je pomocí hodnoty TF-IDF. [5] [7]
TF-IDF (z anglického Term Frequency - Inverse Document Frequency) je meto-
dika pro hodnocení relevance jednotlivých slov v textu. Umožňuje slovům přiřazovat
váhu na základě převrácené četnosti slova v dokumentech. Znamená to, že pokud je
velký počet dokumentů ze sbírky, ve kterých se dané slovo objevuje, jeho důležitost
se snižuje. Matice četnosti slova TF(d,s) měří asociaci slova s vzhledem k doku-
mentu d a lze ji vypočítat jako [7]
𝑇𝐹 (𝑑, 𝑠) =
⎧⎪⎨⎪⎩0 if 𝑓(𝑑, 𝑠) = 01 + 𝑙𝑜𝑔(1 + 𝑙𝑜𝑔(𝑓(𝑑, 𝑠))) v ostatních případech (2.9)
f(d,s) je četnost slova nebo počet výskytů slova s v dokumentu d. Běžně je
četnost definována jako 0 v případě, že dokument slovo vůbec neobsahuje, a vyšší
než 0, pokud se v něm slovo vyskytuje. Převrácená četnost slova (IDF) představuje
škálovací faktor důležitosti slova s, což lze vypočítat podle vzorce [7]
𝐼𝐷𝐹 (𝑠) = 𝑙𝑜𝑔((1 + |𝑑||𝑑𝑠|)), (2.10)
kde d je kolekce dokumentů a 𝑑𝑠 jsou dokumenty obsahující slovo s. Kombinace
těchto dvou prvků dává dohromady celkovou míru TF-IDF [7]:
𝑇𝐹 − 𝐼𝐷𝐹 (𝑑, 𝑠) = 𝑇𝐹 (𝑑, 𝑠) · 𝐼𝐷𝐹 (𝑠) (2.11)
2.3 Optimalizace metodou n-gramů
Součástí zadání diplomové práce je optimalizace pomocí implementace metody
n-gramů společně s porovnáním dopadu na vstupní data a výslednou přesnost mo-
delu. N-gramy často nachází uplatnění v pravděpodobnostních jazykových modelech,
které mohou mít za cíl přiřadit pravděpodobnost určité větě. Toto lze úspěšně využít
např. při potřebách jako:
• strojový překlad - P(high winds tonite) > P(large winds tonite)
• oprava chyb - P(about fifteen minutes from) > P(about fifteen minuets from)
• rozpoznávání řeči - P(I saw a van) > P(eyes awe of an)
Ve strojovém rozpoznávání je nutné rozlišit mezi vhodným a nesprávným pře-
kladem právě pomocí jejich pravděpodobnosti, kupř. „high winds“ je zde zjevně
vhodnějším překladem nežli „large winds“. Rovněž je vyšší pravděpodobnost přiřa-
zena frázi „fifteen minutes“ oproti „fifteen minuets“. Při rozpoznávání řeči je frázi
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„I saw a van“ přiřknuta vyšší pravděpodobnost než foneticky podobně znějící frázi
„eyes awe of an“, neboť druhá zmíněná obsahuje nepravděpodobnou sekvenci slov.
Záměrem pravděpodobnostních jazykových modelů je tedy vypočítat pravděpo-
dobnost věty či sekvence slov. Máme-li slova označená jako 𝑤1 až 𝑤𝑛, jejich pravdě-
podobnost P(W) vypočítáme jako [10]:
𝑃 (𝑊 ) = 𝑃 (𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5, . . . 𝑤𝑛) (2.12)
K této úloze je úlohou příbuznou výpočet nadcházejícího slova, což provedeme
jako [10]:
𝑃 (𝑤5|𝑤1, 𝑤2, 𝑤3, 𝑤4) (2.13)
Model, který počítá kteroukoli z pravděpodobností 𝑃 (𝑊 ) či 𝑃 (𝑤𝑛|𝑤1, 𝑤2 · · ·𝑤𝑛−1),
se nazývá jazykový model. Pro výpočet společné pravděpodobnosti věty lze využít
řetězové pravidlo pravděpodobnosti. Podmíněnou pravděpodobnost výrazu
𝑃 (𝐴|𝐵) = 𝑃 (𝐵,𝐴)
𝑃 (𝐴) (2.14)
lze přepsat jako [10]
𝑃 (𝐴|𝐵) · 𝑃 (𝐴) = 𝑃 (𝐵,𝐴) (2.15)
𝑃 (𝐴,𝐵) = 𝑃 (𝐵|𝐴) · 𝑃 (𝐴) (2.16)
Pro více proměnných (jako v případě věty) má pak výraz podobu [10]
𝑃 (𝐴,𝐵,𝐶,𝐷) = 𝑃 (𝐴) · 𝑃 (𝐵|𝐴) · 𝑃 (𝐶|𝐴,𝐵) · 𝑃 (𝐷|𝐴,𝐵,𝐶) (2.17)
Obecnou formu řetězového pravidla lze vyjádřit jako [10]
𝑃 (𝑥1, 𝑥2, 𝑥3, . . . , 𝑥𝑛) = 𝑃 (𝑥1) · 𝑃 (𝑥2|𝑥1) · 𝑃 (𝑥3|𝑥1, 𝑥2) . . . 𝑃 (𝑥𝑛|𝑥1, . . . , 𝑥𝑛−1) (2.18)
Výpočet pravděpodobnosti pro konkrétní frázi, kupř. „its water is so pure“ je
tedy následující [10]:
𝑃 (𝑤𝑎𝑡𝑒𝑟 𝑖𝑠 𝑠𝑜 𝑝𝑢𝑟𝑒) = 𝑃 (𝑤𝑎𝑡𝑒𝑟) · 𝑃 (𝑖𝑠|𝑤𝑎𝑡𝑒𝑟) · 𝑃 (𝑠𝑜|𝑤𝑎𝑡𝑒𝑟 𝑖𝑠) · 𝑃 (𝑝𝑢𝑟𝑒|𝑤𝑎𝑡𝑒𝑟 𝑖𝑠 𝑠𝑜)
(2.19)
Následující úlohou je zjištění samotných pravděpodobností. Pokud bychom chtěli
aplikovat klasický způsob počítání a dělení, a sice [10]
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𝑃 (𝑡ℎ𝑒|𝑤𝑎𝑡𝑒𝑟 𝑖𝑠 𝑠𝑜 𝑝𝑢𝑟𝑒 𝑡ℎ𝑎𝑡) = 𝑝𝑜č𝑒𝑡(𝑤𝑎𝑡𝑒𝑟 𝑖𝑠 𝑠𝑜 𝑝𝑢𝑟𝑒 𝑡ℎ𝑎𝑡 𝑡ℎ𝑒)
𝑝𝑜č𝑒𝑡(𝑤𝑎𝑡𝑒𝑟 𝑖𝑠 𝑠𝑜 𝑝𝑢𝑟𝑒 𝑡ℎ𝑎𝑡) , (2.20)
narazíme na problém, že existuje příliš mnoho možných vět, nelze spočítat konečný
počet veškerých vět jazyka. Namísto toho aplikujeme zjednodušující předpoklad
jménem Markovův předpoklad, který říká, že pro výpočet pravděpodobnosti fráze
lze využít pouze předchozí slovo ke slovu aktuálně přidávanému [10]:
𝑃 (𝑡ℎ𝑒|𝑤𝑎𝑡𝑒𝑟 𝑖𝑠 𝑠𝑜 𝑝𝑢𝑟𝑒 𝑡ℎ𝑎𝑡) ≈ 𝑃 (𝑡ℎ𝑒|𝑡ℎ𝑎𝑡), (2.21)
případně lze použít více předchozích slov [10]:
𝑃 (𝑡ℎ𝑒|𝑤𝑎𝑡𝑒𝑟 𝑖𝑠 𝑠𝑜 𝑝𝑢𝑟𝑒 𝑡ℎ𝑎𝑡) ≈ 𝑃 (𝑡ℎ𝑒|𝑝𝑢𝑟𝑒 𝑡ℎ𝑎𝑡) (2.22)
Formálněji řečeno, Markovův předpoklad říká, že pravděpodobnost sekvence slov
je součin pravděpodobností podmíněné pravděpodobnosti každého slova vzhledem
k několika slovům jemu předcházejícím [10]:
𝑃 (𝑤1𝑤2 . . . 𝑤𝑛) ≈
∏︁
𝑃 (𝑤𝑖|𝑤𝑖−𝑘 . . . 𝑤𝑖−1) (2.23)
Jinými slovy, průměrujeme či zjednodušujeme každý činitel v součinu [10]:
𝑃 (𝑤𝑖|𝑤1𝑤2 . . . 𝑤𝑖−𝑛) ≈ 𝑃 (𝑤𝑖|𝑤𝑖−𝑘 . . . 𝑤𝑖−1) (2.24)
Nejjednoduším případem Markovova předpokladu je unigramový model, v němž
snadno stanovujeme pravděpodobnost sekvence slov podle součinu pravděpodob-
ností jednotlivých slov [10]:
𝑃 (𝑤1𝑤2 . . . 𝑤𝑛) ≈
∏︁
𝑃 (𝑤𝑖) (2.25)
Náhodně generované věty z takovéhoto unigramového modelu, kde jsou slova
na sobě nezávislá, mohou mít nepříliš souvislý charakter:
• fifth, an, of, futures, the, an, incorporated, a, a ,the, inflation, most, dollars,
quarter, in, is, mass
• thrift, did, eighty, said, hard, july, bullish
• that, or, limited, the
Částečně inteligentnější je pak bi-gramový model, kde zahrnujeme jedno před-
chozí slovo [10]:
𝑃 (𝑤𝑖|𝑤1𝑤2 . . . 𝑤𝑖−1) ≈ 𝑃 (𝑤𝑖|𝑤𝑖−1) (2.26)
Je zřejmé, že ve větách vygenerovaných z tohoto modelu můžeme nalézt již po-
měrně zřetelné vazby:
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• texaco, rose, one, in, this, issue, is, pursuit, growth, in, a, boiler, house, said,
mr., gurria, mexico, motion, control, proposal, without, permission, from, five,
hundred, fifty, five, yen
• outside, new, car, parking, lot, of, the, agreement, reached
• this, would, be, a, record, november
N-gramové modely lze dále rozšířit na tri-gramy, quad-gramy, atd. Pokud chceme
kupř. ve větě „The computer which I had just put into the machine room on the fifth
floor crashed.“ určit pravděpodobnost následujícího slova po slovu „floor“ pouze
na základě tohoto slova, pravděpodobnost slova „crashed“ by zřejmě byla poměrně
nízká, neboť jazyk obsahuje vztahy o větších vzdálenostech. V tomto případě se
slovo „crashed“ vztahuje ke slovu „computer“, n-gramové modely tedy nemusejí
vyhovovat ve všech situacích. V praxi je ale těmito modely získaná lokální informace
dostatečná k tomu, aby byly modely v mnoha případech dostačující. Způsob využití
n-gramů pro diplomovou práci je přiblížen v části 3.2.3. [2]
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3 POUŽITÉ ŘEŠENÍ
Cílem této semestrální práce bylo vytvořit systém, který bude schopný detekovat
pozitivní a negativní emoci v jemu předloženém textu. Tohoto mělo být dosaženo
za pomoci jazyku Java takovým způsobem, aby systém mohl být trénován s vy-
užitím velkých objemů dat - Big Data. V této kapitole je popsána praktická část
práce - použitá databáze, z níž jsou čerpána trénovací a testovací data, přiblížení po-
doby samotných dat, způsob přípravy dat a zacházení s nimi, prezentace získaných
výsledků a jejich vyhodnocení.
3.1 Popis databáze
Pro projekt byla použita databáze textů, ze které jsou čerpána data jak pro tré-
nování, tak pro testování. Databáze je uložena jako soubor ve formátu csv. Jedná
se o komentáře uživatelů z internetových serverů, odrážející jejich subjektivní ná-
zor na konkrétní produkt nebo dílo, jde tedy o nestrukturovaný text. Komentáře
jsou citově zabarvené takovým způsobem, že lze dobře rozpoznat, zda v nich pře-
važuje pozitivní či negativní emoce. Každý z komentářů je celistvý text opatřený
označením, která z těchto emocí se v něm nachází. Stejně tak nese každý komentář




Další rozdělení dat je podle určení pro trénování či testování. Poměr, v jakém
se vzorky v těchto dvou skupin v databázi nacházejí, je 50:50. Pro každý z jazyků
obsahuje databáze 12 000 vstupů, celkově je tedy k dispozici 36 000 záznamů. Před-
chozí text ilustruje Tab. 3.1. Toto množství dat je pouze zlomkem objemů, pro které
má být možno systém využívat.
3.2 Implementace algoritmu
Při jakémkoli zpracování dat je vhodné zvážit aspekty takovéto procedury a zvolit





pozitivní trénovací jazyk počet
0 0 cz 3000
0 0 de 3000
0 0 en 3000
0 1 cz 3000
0 1 de 3000
0 1 en 3000
1 0 cz 3000
1 0 de 3000
1 0 en 3000
1 1 cz 3000
1 1 de 3000
1 1 en 3000
Tab. 3.1: Rozdělení záznamů v databázi
In-memory značí ukládání a práci s informacemi uloženými přímo v hlavní RAM
příslušných serverů nebo stanic. Tuto technologii využívá množství technologic-
kých společností, kupříkladu výpočetní in-memory technologie vyvíjená společností
SAP s názvem High-Speed Analytic Appliance (HANA) používá techniku zvanou
„sofistikovaná komprese dat“ k ukládání dat v RAM. Databázové výpočty k práci
s daty využívají specializovanou databázi, zejména typu SQL. Všechny výpočetní
operace pak probíhají přímo v ní. Další možností je volba tzv. clusterových výpočtů,
tedy využití propojených, dedikovaných serverů k distribuci požadovaných operací.
[9]
Jedním z cílů tohoto projektu je, aby umožnil trénování pomocí velkých objemů
dat neboli Big Data. Jde o data takového objemu, že je není možné zpracovat běžným
způsobem, přičemž jejich množství může neustále růst a doplňovat se. Aplikace
pro zpracování těchto dat často pracují přímo v reálném čase. Při práci s takovými
daty je možné úplné zaplnění RAM a nelze je tedy provázat in-memory. Řešení
zpracováním v databázi by zřejmě bylo velmi časově náročné, na řadu proto přichází
zpracování dat pomocí clusterových výpočtů.
K vytvoření systému pro diplomovou práci je doporučeno využití systému Spark.
Jedná se o víceúčelový clusterový výpočetní framework typu open source vhodný
pro zpracování velkých objemů dat. Spark je relativně mladým projektem, byl vy-
vinut roku 2009 v laboratořích UC Berkeley’s AMPLab a roku 2010 zpřístupněn
pod licencí open source jako Apache projekt. Byl vytvořen v programovacím jazyce
Scala a vyznačuje se značnou rychlostí a jednoduchým použitím. Tvoří sjednocený
systém ke spravování požadavků na zpracování skupin dat lišících se v jejich po-
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době (textová data, grafy atd.) či původu (pevná data, data přenášená v reálném
čase). Dovoluje rychlou a snadnou tvorbu aplikací, neboť aktuálně poskytuje roz-






Jsou k dispozici přídavné knihovny, které jsou částí ekosystému Sparku, z nichž
pro tuto práci nejvýznamnější je bezpochyby Spark MLlib. Jde o knihovnu určenou
pro strojové učení obsahující běžné algoritmy a utility včetně klasifikace, regrese,
shlukování apod. Pro projekt je využito příkladu z oficiální dokumentace Sparku
ze zmíněné knihovny. [21]
3.2.1 Vstupní data
První částí procesu je import dat pro trénování klasifikátoru. Text je extrahován
v jeho syrové nestrukturované podobě z databáze v souboru typu csv popsaném
v kap. 3.1, tedy obsahuje subjektivní názor uživatele se všemi jeho náležitostmi
včetně gramatických chyb, překlepů, speciálních znaků apod. Následně je třeba pro-
vést segmentaci textu. Tím je míněno rozčlenění vět na tokeny, které slouží jako
základní nositele informace. Často bývají tvořeny jednotlivými slovy věty a nejinak
je tomu i v tomto případě. Vstupní text je převeden na tokeny tak, že je využito
znaků oddělujících slova - nejedná se pouze o mezery, ale veškerá interpunkční zna-
ménka (tedy tečky, čárky, závorky atd.), číslice a ostatní znaky, jenž nejsou písmeny.
Tokeny jsou zanechány v pořadí vzhledem k posloupnosti vstupního textu. Následně
je veškerý nyní již rozdělený text převeden na písmena malé abecedy. V tuto chvíli je
nutno zdůraznit, že tímto krokem pro diplomovou práci úprava podoby jednotlivých
slov pro další práci končí, není tedy aplikován:
• lemmatizátor či stemmer pro identifikaci základního tvaru slova (lemma) či oře-
zání slova o jeho koncovky atd.
• seznam nejčastěji používaných zkratek
• filtr stop slov - nepodstatných tokenů, které pro další zpracování nemají vý-
znam
• slovník pro eliminaci překlepů
Tyto skutečnosti je nutné brát v úvahu při posuzování naměřených výsledků.
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3.2.2 Reprezentace textu
Pro potřeby dalšího zpracování algoritmem strojového učení je nutné změnit vyjá-
dření v předešlém kroku rozděleného textu. Text je tedy reprezentován za pomoci
vektorového modelu. Toto zajistíme prostřednictvím výpočtu hodnoty TF-IDF po-
psané v kap. 2.2. Pro určení váhy jednotlivých složek vektoru je nejprve vypočítána
četnost výskytu tokenu v dokumentu dle vztahu 2.9. Následně je vypočtena důleži-
tost tokenu v rámci celého korpusu pomocí vztahu 2.10. Pak už je jen třeba předešlé
dva vztahy mezi sebou vynásobit, uplatní se tedy vztah 2.11, čímž dostáváme cel-
kovou výslednou váhu tokenu (příslušné složky vektoru v dokumentu).
3.2.3 Algoritmus pro klasifikaci
V kapitole 2.1 bylo popsáno několik často využívaných algoritmů strojového učení
určených pro klasifikaci. V oblasti zpracování textu je dost možná nejpoužívanější
algoritmus podpůrných vektorů (SVM) založený na konceptu hledání rozhodova-
cích rovin, hlouběji je popsán v části 2.1.1. Jak již bylo zmíněno dříve, v ofi-
ciální dokumentaci knihovny MLlib projektu Spark je k dispozici ukázka využití
pro SVM, což vytváří možnost uplatnění v této práci, pro klasifikaci je tedy vytvo-
řen SVM model. Volání funkce pro vytvoření modelu obsahuje důležitý parametr,
a sice NUM_ITERATIONS, označující kolikrát má proces učení proběhnout. Počet
iterací je podstatným prvkem se značným vlivem na úspěšnost klasifikace, jak bude
dále ukázáno v prezentaci výsledků.
Jedním z úkolů v zadání diplomové práce je implementace optimalizační metody
bi-gramů, tri-gramů až n-gramů včetně porovnání dopadu na vstupní data a výsled-
nou přesnost modelu. Teoretický rozbor týkající se n-gramů se nachází v části 2.3.
Využití optimalizace pomocí n-gramů v práci spočívá ve spojení slov v závislosti
na parametru n a následným zacházením se získaným výrazem jako s novým samo-
statným celkem, přičemž mezi spojená slova je vloženo podtržítko. Maximální hod-
nota parametru n pro tuto práci byla 4. Při využití n-gramů byla tedy vstupní data
předkládaná systému obohacena o veškeré n-gramy v závislosti na hodnotě n včetně
veškerých n-gramů pro nižší hodnoty n až po n = 1. Při využití n-gramů pro n = 3
byly tedy přidány i n-gramy vzniklé z n = 2 a n = 1 (neboli původní slova). Pro kaž-
dou hodnotu n se tak každé slovo vyskytuje v kombinaci se všemi ostatními v rámci
vstupního textu. Pro ilustraci předpokládejme, že zpracovávaná věta zní:„Mezi štá-
bem panovalo značné napětí.“ Výsledná vstupní data mají pro jednotlivá nasta-
vení n (a po úpravě textu popsané v části 3.2.1) následující podobu, kde jednotlivé
výrazy jsou odděleny čárkou:
• n = 1: mezi, stabem, panovalo, znacne, napeti
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• n = 2: mezi, stabem, panovalo, znacne, napeti, mezi_stabem, mezi_panovalo,
mezi_znacne, mezi_napeti, stabem_panovalo, stabem_znacne, stabem_nape-
ti, panovalo_znacne, panovalo_napeti, znacne_napeti
• n = 3: mezi, stabem, panovalo, znacne, napeti, mezi_stabem, mezi_panovalo,
mezi_znacne, mezi_napeti, stabem_panovalo, stabem_znacne, stabem_nape-
ti, panovalo_znacne, panovalo_napeti, znacne_napeti, mezi_stabem_panova-
lo, mezi_stabem_znacne, mezi_stabem_napeti, mezi_panovalo_znacne,
mezi_panovalo_napeti, mezi_znacne_napeti, stabem_panovalo_znacne, sta-
bem_panovalo_napeti, stabem_znacne_napeti, panovalo_znacne_napeti
• n = 4: mezi, stabem, panovalo, znacne, napeti, mezi_stabem, mezi_panovalo,
mezi_znacne, mezi_napeti, stabem_panovalo, stabem_znacne, stabem_nape-
ti, panovalo_znacne, panovalo_napeti, znacne_napeti, mezi_stabem_panova-
lo, mezi_stabem_znacne, mezi_stabem_napeti, mezi_panovalo_znacne,





Dalším požadavkem týkajícím se implementace optimalizace byl důraz na ča-
sovou a paměťovou náročnost. Tohoto je docíleno úpravou vytváření IDF modelu,
bližší popis se nachází v části 2.2. Při inicializaci modelu je nastaven parametr MDF
(Minimum Document Frequency) umožňující vyfiltrování výrazů, které se neobjevují
v minimálním počtu dokumentů určených tímto parametrem. Takovým výrazům je
přiřazena hodnota IDF = 0, čímž se i výsledná hodnota TF-IDF rovná nule. Model
tedy odfiltruje výrazy, které se zdají být nedostatečně důležité. Výsledky dosažené
systémem jsou prezentovány v následující části.
3.3 Naměřené výsledky
Úspěšnost natrénovaného modelu pro klasifikaci je zhodnocena pomocí přesnosti.
Ta je vypočítána ověřením správnosti rozhodování modelu za pomoci testovacích
dat. Jedná se o poměr počtu správně zařazených dokumentů do dané kategorie
vzhledem k počtu veškerých dokumentů zařazených do dané kategorie (včetně ne-




přičemž 𝑁𝑇𝑃 značí počet správně zařazených případů do dané kategorie (true posi-
tive) a 𝑁𝐹𝑃 počet nesprávně zařazených případů do dané kategorie (false positive).
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Výsledky jsou prezentovány v několika kategoriích, neboť bylo testováno velké
množství různě kombinovaných konfigurací. Pro budoucí srovnání jsou nejprve v ta-
bulce 3.2 a v grafu na Obr. 3.3 uvedeny dosažené výsledky bez aplikace n-gramů
a MDF zjišťované při počtech iterací v rozsahu 1 až 3000:
jazyk
iterace čeština němčina angličtina
1 67,13 67 73
5 75,92 70,33 79
10 78 78,28 91,05
100 78,05 79,73 91,88
1000 77,02 79,05 91,45
10000 75,47 77,78 88,05
Tab. 3.2: Úspěšnost modelu bez aplikace n-gramů a MDF

















Obr. 3.1: Graf úspěšnosti klasifikace modelu bez aplikace n-gramů a MDF
Celkem bylo testováno více než 614 různě kombinovaných konfigurací. Základ-
ním rozdělením na 2 hlavní kategorie je, zda jsou n-gramy získávány z kontextu
celého příspěvku či pouze z kontextu jednotlivých vět. V každé z těchto kategorii
jsou provedeny testy ve všech třech jazycích pro 11 různých hodnot počtu iterací
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pro unigramy až 4-gramy. Následně jsou pro každý jazyk v obou hlavních kategoriích
pro každou hodnotu n-gramů vybrány 1 až 4 nejúspěšnější hodnoty počtu iterací
a tyto jsou následně podrobeny vyfiltrování méně podstatných příznaků (výrazů)
pomocí parametru MDF zmiňovaném v části 3.2.3. Zvažované hodnoty parametru
MDF jsou v rozsahu 1 až 7.
Následující tabulky 3.3 a 3.4 zobrazují celkové počty příznaků pro jednotlivé
jazyky vytvořených z původních výrazů při využití n-gramů. Tabulka 3.3 obsahuje
počet příznaků vytvořených v kontextu celého příspěvku, tabulka 3.4 pak počet
příznaků vytvořených v kontextu jednotlivých vět.
kontext: celek
jazyk unigram 2-gram 3-gram 4-gram
čeština 1149374 2240733 3329690 4397955
němčina 1287258 2515123 3741352 4947009
angličtina 5105634 10113934 15146331 20236964
Tab. 3.3: Počet příznaků vytvořených v kontextu celého příspěvku
kontext: věty
jazyk unigram 2-gram 3-gram 4-gram
čeština 1149374 2191604 3148909 4025485
němčina 1287258 2463954 3551171 4553096
angličtina 5105634 9899170 14348319 18551358
Tab. 3.4: Počet příznaků vytvořených v kontextu jednotlivých vět
Tabulka 3.5 zobrazuje výsledky dosažené modelem pro n-gramy získávané z textu
v českém jazyce v kontextu celého příspěvku pro hodnoty počtu iterací v rozmezí
1 až 3000 v procentech.
Tabulka 3.6 zobrazuje výsledky dosažené modelem pro n-gramy získávané z textu
v německém jazyce v kontextu celého příspěvku pro hodnoty počtu iterací v rozmezí
1 až 3000 v procentech.
Tabulka 3.7 zobrazuje výsledky dosažené modelem pro n-gramy získávané z textu
v anglickém jazyce v kontextu celého příspěvku pro hodnoty počtu iterací v rozmezí
1 až 3000 v procentech.
Modrou barvou jsou v tabulkách označena pole s vysokou úspěšností, jež jsou
dále předmětem filtrování pomocí parametru MDF, červená barva označuje nejvyšší
dosaženou úspěšnost v rámci tabulky, přičemž je taktéž podrobena dalšímu filtro-
vání. Z tabulek je zřejmé, že využití n-gramů v některých případech zvýšilo úspěšnost
modelu pro všechny jazyky.
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jazyk: čeština kontext: celek
iterace unigram 2-gram 3-gram 4-gram
1 67,13 67,27 66,72 65,98
5 74,92 79,00 76,93 78,20
10 78,00 78,00 77,37 78,35
40 78,28 77,65 76,75 78,42
50 78,18 77,50 76,67 78,48
75 78,93 77,33 76,45 78,38
85 78,02 77,48 76,32 78,40
100 78,05 77,17 76,28 78,33
500 77,58 76,02 74,82 76,67
1000 77,02 75,32 73,47 75,80
3000 76,38 73,80 70,63 70,00
Tab. 3.5: Úspěšnost modelu v kontextu celého příspěvku pro český jazyk
jazyk: němčina kontext: celek
iterace unigram 2-gram 3-gram 4-gram
1 67,28 68,78 68,93 68,48
5 70,33 77,67 79,88 73,72
10 78,28 80,22 80,02 76,43
40 79,78 80,30 80,23 76,60
50 80,15 80,27 80,12 76,50
75 80,18 80,22 80,00 76,37
85 79,40 80,20 79,93 76,35
100 79,73 80,15 79,82 76,08
500 79,65 79,17 78,43 74,67
1000 79,05 78,10 77,53 73,80
3000 78,52 75,90 74,68 71,85
Tab. 3.6: Úspěšnost modelu v kontextu celého příspěvku pro německý jazyk
Následující tabulky obsahují výsledky modelu při použití parametru MDF v hod-
notách 1 až 7, který eliminuje méně podstatné příznaky, pro příznaky získané v kon-
textu celého příspěvku. Filtrace je aplikována na nejúspěšnější případy výsledků
z předcházejících tabulek. Tabulka 3.8 zobrazuje výsledky použití parametru MDF
pro češtinu, tabulka 3.9 zobrazuje výsledky použití parametru MDF pro němčinu,
a tabulka 3.10 zobrazuje výsledky použití parametru MDF pro angličtinu.
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jazyk: angličtina kontext: celek
iterace unigram 2-gram 3-gram 4-gram
1 73,35 73,67 73,55 71,22
5 79,42 90,13 92,25 85,30
10 91,05 91,98 92,32 85,42
40 92,15 92,15 92,28 85,80
50 92,17 92,30 92,25 85,53
75 91,95 92,30 92,27 85,92
85 91,92 92,32 92,28 85,93
100 91,88 92,32 92,30 85,97
500 91,60 92,35 92,43 86,57
1000 91,45 92,30 92,50 87,17
3000 90,05 92,05 92,32 89,28
Tab. 3.7: Úspěšnost modelu v kontextu celého příspěvku pro anglický jazyk
jazyk: čeština kontext: celek
iterace 40 50 75 5 10 10
MDF unigram unigram unigram 2-gram 2-gram 3-gram
1 78,28 78,18 78,93 79,00 78,30 77,37
2 78,02 78,95 78,93 76,78 78,37 77,92
3 78,17 78,53 78,88 75,02 78,43 78,02
4 78,20 78,43 78,68 73,92 77,65 78,03
5 78,28 78,27 78,58 73,52 77,65 77,62
6 78,17 78,00 78,38 73,28 77,13 77,48
7 78,38 78,25 78,78 73,08 76,78 75,72
Tab. 3.8: Úspěšnost modelu s aplikací MDF v kontextu celého příspěvku pro češtinu
Z dosavadních výsledků je zřejmé, že oproti původním nejvyšším dosaženým
úspěšnostem aplikace n-gramů získávaných v kontextu celého příspěvku zvýšila
úspěšnost rozpoznání převažující emoce, u většiny jazyků byla úspěšnost dále navý-
šena nastavením parametru MDF.
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jazyk: němčina kontext: celek
iterace 50 75 40 50 10 40 50
MDF unigram unigram 2-gram 2-gram 3-gram 3-gram 3-gram
1 80,15 80,18 80,30 80,27 80,02 80,23 80,12
2 79,80 80,22 80,62 80,53 80,40 80,42 80,48
3 79,15 80,00 80,43 80,25 80,02 80,67 80,30
4 79,17 79,75 80,73 80,70 80,00 80,38 80,18
5 79,15 79,93 80,17 80,08 79,95 80,32 80,02
6 78,87 79,75 80,20 80,22 79,60 80,48 80,20
7 78,88 79,50 79,93 80,18 79,42 79,73 79,73
Tab. 3.9: Úspěšnost modelu s aplikací MDF v kontextu celého příspěvku pro něm-
činu
jazyk: angličtina kontext: celek
iterace 40 85 100 500 1000 500 1000
MDF unigram 2-gram 2-gram 2-gram 2-gram 3-gram 3-gram
1 92,15 92,32 92,57 92,35 92,60 92,43 92,50
2 92,17 92,62 92,57 92,68 92,57 92,37 92,50
3 92,00 92,82 92,83 92,78 92,58 92,23 92,32
4 91,65 92,92 92,93 92,80 92,65 92,38 92,45
5 91,83 93,00 93,03 93,00 92,70 92,58 92,55
6 91,87 92,98 92,92 92,82 92,72 92,67 92,58
7 92,20 92,95 92,95 92,87 92,75 92,68 92,52
Tab. 3.10: Úspěšnost modelu s aplikací MDF v kontextu celého příspěvku pro ang-
ličtinu
Druhá část prezentuje výsledky dosažené pro n-gramy získané v kontextu jednot-
livých vět oproti předchozím případům, kde se jednalo o kontext celého příspěvku.
Tabulka 3.11 zobrazuje výsledky dosažené modelem pro n-gramy získávané z textu
v českém jazyce v kontextu jednotlivých vět pro hodnoty počtu iterací v rozmezí
1 až 3000 v procentech. Tabulka 3.12 zobrazuje výsledky dosažené modelem pro n-
gramy získávané z textu v německém jazyce v kontextu jednotlivých vět pro hodnoty
počtu iterací v rozmezí 1 až 3000 v procentech. Tabulka 3.13 zobrazuje výsledky
dosažené modelem pro n-gramy získávané z textu v anglickém jazyce v kontextu
jednotlivých vět pro hodnoty počtu iterací v rozmezí 1 až 3000 v procentech.
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jazyk: čeština kontext: věty
iterace unigram 2-gram 3-gram 4-gram
1 67,43 67,77 67,23 66,78
5 73,73 78,82 77,37 76,63
10 76,85 78,52 78,10 77,47
40 78,60 78,15 77,42 76,70
50 78,25 78,07 77,22 76,57
75 78,33 77,88 77,05 76,48
85 78,52 77,85 77,02 76,42
100 77,98 77,65 76,90 76,35
500 77,28 76,17 75,12 74,13
1000 77,02 75,58 73,97 72,82
3000 76,16 73,42 71,35 69,67
Tab. 3.11: Úspěšnost modelu v kontextu jednotlivých vět pro český jazyk
jazyk: němčina kontext: věty
iterace unigram 2-gram 3-gram 4-gram
1 67,98 69,85 69,95 69,68
5 70,53 75,87 79,92 77,85
10 78,18 80,68 80,52 79,40
40 79,52 80,83 80,78 79,33
50 79,65 80,75 80,73 79,17
75 79,78 80,72 80,62 78,97
85 80,20 80,72 80,52 78,75
100 80,43 80,75 80,38 78,63
500 79,38 79,57 79,03 76,98
1000 79,02 78,63 78,03 75,77
3000 78,65 76,68 75,58 73,38
Tab. 3.12: Úspěšnost modelu v kontextu jednotlivých vět pro německý jazyk
Tabulky 3.14, 3.15 a 3.16 opět obsahují výsledky modelu při použití parametru
MDF v hodnotách 1 až 7, který eliminuje méně podstatné příznaky, pro příznaky
získané tentokráte v kontextu jednotlivých vět. Tabulka 3.14 zobrazuje výsledky
použití parametru MDF pro český jazyk, tabulka 3.15 zobrazuje výsledky použití
parametru MDF pro německý jazyk, a tabulka 3.16 zobrazuje výsledky použití pa-
rametru MDF pro anglický jazyk.
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jazyk: angličtina kontext: věty
iterace unigram 2-gram 3-gram 4-gram
1 76,23 76,63 76,68 75,32
5 81,97 89,65 91,88 88,95
10 91,17 92,03 91,90 89,23
40 91,90 92,50 92,23 89,33
50 91,87 92,52 92,22 89,32
75 92,02 92,55 92,22 89,33
85 92,02 92,55 92,17 89,35
100 92,10 92,57 92,17 89,32
500 91,48 92,53 92,18 89,78
1000 91,28 92,60 92,20 90,17
3000 89,92 91,98 92,32 91,17
Tab. 3.13: Úspěšnost modelu v kontextu jednotlivých vět pro anglický jazyk
jazyk: čeština kontext: věty
iterace 40 85 5 10 10
MDF unigram unigram 2-gram 2-gram 3-gram
1 78,52 78,60 78,82 78,52 78,10
2 79,28 78,45 75,10 78,55 78,17
3 78,53 78,58 74,15 78,25 78,27
4 79,45 78,62 73,55 77,25 77,89
5 78,68 78,53 72,87 76,45 76,80
6 78,53 78,25 72,57 76,02 76,23
7 78,48 78,20 72,42 75,63 75,72
Tab. 3.14: Úspěšnost modelu s aplikací MDF v kontextu jednotlivých vět pro češtinu
Předešlé tabulky zobrazují dosaženou přesnost natrénovaného modelu pro každý
z jazyků pro různé kombinace počtu iterací, n-gramů a parametru MDF, kde úspěš-
nost je vyjádřena procentuálně. Optimalizace pomocí n-gramů měla za následek,
že se úspěšnost systému zvýšila jak u n-gramů tvořených v kontextu celého pří-
spěvku, tak i v kontextu jednotlivých vět. O další navýšení úspěšnosti se v případě
německého a anglického jazyka zasloužila implementace filtrování méně podstatných
příznaků pomocí parametru MDF při inicializaci IDF modelu.
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jazyk: němčina kontext: věty
iterace 100 40 50 40 50 40 50
MDF unigram 2-gram 2-gram 3-gram 3-gram 4-gram 4-gram
1 80,43 80,83 80,75 80,78 80,73 79,33 80,12
2 80,10 80,83 80,89 80,67 80,78 81,05 80,48
3 79,92 81,22 81,28 80,88 80,85 80,60 80,30
4 79,47 81,42 81,25 80,98 80,82 80,38 80,83
5 79,53 81,25 80,80 80,47 80,45 80,32 80,43
6 79,25 80,10 80,47 80,35 80,05 80,48 80,42
7 79,38 80,33 80,27 80,42 80,28 79,73 79,98
Tab. 3.15: Úspěšnost modelu s aplikací MDF v kontextu jednotlivých vět pro něm-
činu
jazyk: angličtina kontext: věty
iterace 85 100 85 100 1000 50 75
MDF unigram unigram 2-gram 2-gram 2-gram 3-gram 3-gram
1 92,02 92,10 92,55 92,57 92,60 92,22 92,22
2 92,02 91,93 92,77 92,57 92,57 92,13 92,17
3 91,92 92,00 92,83 92,83 92,58 92,50 92,52
4 91,88 91,88 92,95 92,93 92,65 92,72 92,68
5 91,92 91,93 93,03 93,03 92,70 92,85 92,83
6 91,83 92,82 92,93 92,92 92,72 92,90 92,90
7 91,78 91,93 92,95 92,95 92,75 92,85 92,85
Tab. 3.16: Úspěšnost modelu s aplikací MDF v kontextu jednotlivých vět pro ang-
ličtinu
Oproti systému bez implementace n-gramů a filtrace pomocí MDF se maximální
dosažená úspěšnost systému navýšila pro:
• český jazyk: 0,95%
• německý jazyk: 1,10%
• anglický jazyk: 1,15%
Tabulka 3.17 zobrazuje celkovou maximální dosaženou úspěšnost vyjádřenou
v procentech pro každý jazyk a taktéž i konfiguraci parametrů, jakou bylo dané
úspěšnosti docíleno.
Celkově nejnižší přesnosti bylo dosaženo u českého jazyka, a sice necelých 80%.
Lze spekulovat, proč tomu tak je, jako jeden z možných důvodů se jeví fakt, že češ-
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jazyk čeština němčina angličtina
úspěšnost 79,45 81,42 93,03
kontext věty věty věty
n-gramy 1 2 2
počet iterací 85 40 85
MDF 4 4 5
Tab. 3.17: Maximální dosažená úspěšnost pro jednotlivé jazyky s odpovídající kon-
figurací
tina je odlišnější od zbylých dvou jazyků více, než jsou tyto jazyky odlišné navzá-
jem od sebe, má jinou větnou skladbu poskytující mluvčímu větší volnost při tvorbě
projevu a je bohatší na výrazy a termíny [12]. Dále mohla k nižší úspěšnosti při-
spět skutečnost, že vzorky pro český jazyk sice pochází z české databáze, zlomek
z nich však byl vytvořen slovenskými uživateli, tj. ve slovenském jazyce. Úspěšnost
pro německý jazyk se pohybovala o jednotky procent výše než u češtiny, konkrétně
nad hodnotou 81%. Nejvyšší úspěšnosti bylo dosaženo u anglického jazyka, a sice
přibližně 93%.
Natrénovaný model byl tedy při adekvátním nastavení konfigurace parametrů
schopen správně zařadit přibližně 3 ze 4 vzorků v českém jazyce, podobně jako
u němčiny. Pro anglický jazyk dovede model při vhodném nastavení správně klasifi-
kovat dokonce přibližně 9 z 10 předložených vzorků. Přesnost může být považována
za relativně uspokojivou, přihlédneme-li k faktu, že na vstupním text není aplikován
žádný z nástrojů pro úpravu textu zmiňovaných v části 3.2.1. Z tabulky 3.17 ob-
sahující maximální dosaženou úspěšnost pro každý jazyk lze vyčíst, že při velikosti
použité databáze vstupních textů se nejlépe osvědčilo použití bi-gramů, dále byla
nejvyšší úspěšnost zaznamenána pro nastavení parametru MDF při inicializaci IDF
modelu na hodnotu 4 - 5.
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4 ZÁVĚR
Teoretická část této semestrální práce poskytuje popis přístupů využívaných v sou-
časné době pro rozpoznávání emocí v textových datech. Rovněž se zaobírá rozborem
často využívaných metod z oblasti strojového učení pro dolování znalostí z textu
a popisem n-gramovým jazykových modelů.
Cílem projektu bylo vytvořit systém, který bude schopen rozpoznat přítomnost
pozitivní či negativní emoce v jemu předloženém nestrukturovaném textu. Tvorba
systému probíhala v jazyce Java, je navržen takovým způsobem, aby jej bylo možno
trénovat pomocí velkých objemů dat (Big Data), konkrétně s využitím knihovny
Spark. Pro trénování systému byla k dispozici databáze obsahující příspěvky uživa-
telů internetových serverů vyjadřující jejich názor na určitý produkt či dílo. V data-
bázi se nachází příspěvky ve třech jazycích: čeština, němčina a angličtina. Poměr dat
pro trénování a testování klasifikačního modelu systému je rozdělen rovným dílem.
V práci se nachází popis procesu nakládání se vstupními daty, dále také přiblí-
žení podoby samotného systému. Bylo vyhověno požadavku na optimalizaci modelu
systému pomocí metody n-gramů, následně i filtrací méně významných výrazů za
využití parametru MDF.
Hlavním přínosem práce je nalezení vhodného nastavení vstupních parametrů
systému, při kterém bylo dosaženo jeho maximální úspěšnosti pro klasifikaci. Cel-
kem bylo provedeno více než 614 měření různě kombinovaných konfigurací nastavení
parametrů, přičemž nejlepší výsledky se dostavily při použití unigramů pro český
jazyk, a bi-gramů pro německý a anglický jazyk, vhodnou volbu parametru MDF
pak činily hodnoty 4 a 5. Přesnost rozpoznání dominantní emoce v předloženém
textu se při vhodném nastavení procesu učení pohybovala mezi 79 - 80% pro český
jazyk. Pro německý jazyk bylo dosaženo úspěšnosti překračující 81%. U anglického
jazyka pak úspěšnost přesahovala 93%. Úspěšnost klasifikace systému lze považo-
vat za uspokojivou. V poslední kapitole práce je uveden rozbor výsledků klasifi-
kace vytvořeného systému včetně porovnání oproti výsledkům systémem dosažených
bez aplikace optimalizace metodou n-gramů a filtrace výrazů s využitím parametru
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
API Aplikační rozhraní programu – Application Program Interface
CART Rozhodovací a regresní strom – Clasification and Regression Tree
EM Maximalizace očekávání – Expectation-Maximization
HANA Vysokorychlostní analytický přístroj – High-speed Analytic Appliance
IDF Převrácená četnost slova v dokumentu – Inverse Document Frequency
k-NN k-nejbližších sousedů – k-Nearest Neighbours
LVQ Kvantizace lineráního vektoru – Linear Vector Quantization
MDF Minimální četnost v dokumentech – Minimum Document Frequency
RAM Paměť s náhodným přístupem – Random Access Memory
SQL Strukturovaný dotazovací jazyk – Structured Query Language
SVM Algoritmy podpůrných vektorů – Support Vector Machines
TDIDT Indukce stromů odshora dolů – Top Down Induction of Decision Trees
TF-IDF Četnost slova - převrácená četnost slova v dokumentu – Term
Frequency - Inverse Document Frequency
52
SEZNAM PŘÍLOH
A Obsah přiloženého CD 54
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A OBSAH PŘILOŽENÉHO CD
• soubor Algoritmus pro detekci pozitivního a negativního textu - hlavní PDF
dokument
• složka src - složka obsahující soubory .java se zdrojovým kódem programu:
– SparkMain - hlavní třída obsahující nastavení počtu iterací a jazyka
– DataHandler - třída pro zacházení s daty obsahující nastavení n-words
a parametru MDF
– Cislo - pomocná třída pro výpočet množství příznaků
Zdrojový kód byl testován v Eclipse verze Mars 4.5.
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