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Abstract
An e-ring is a generalization of the ring of bounded linear operators on a Hilbert space together with the
subset consisting of all effect operators on that space. Associated with an e-ring is a partially ordered abelian
group, called its directed group, that generalizes the additive group of bounded Hermitian operators on the
Hilbert space. We prove that every element of the directed group of an e-ring has a polar decomposition if
and only if every element has a carrier projection and is split by a projection into a positive and a negative
part.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
An e-ring (R,E) is a generalization of the pair (B(H),E(H)) consisting of the ring B(H) of
bounded linear operators on a Hilbert space H and the system E(H) of so-called effect operators
on H, i.e., positive semi-definite Hermitian operators on H that are dominated by the identity op-
erator. The effect-ordered rings studied in [6] are mathematically equivalent to e-rings. In [11,12],
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bra E.
Definition 1.1. An e-ring is a pair (R,E) consisting of an associative ring R with unity 1 and
a subset E ⊆ R of elements called effects such that 0,1 ∈ E; e ∈ E ⇒ 1 − e ∈ E; and the set E+
consisting of all finite sums e1 + e2 + · · · + en with e1, e2, . . . , en ∈ E satisfies the following
conditions.
For all a, b ∈ E+:
(i) −a ∈ E+ ⇒ a = 0, (ii) 1 − a ∈ E+ ⇒ a ∈ E,
(iii) ab = ba ⇒ ab ∈ E+, (iv) aba ∈ E+,
(v) aba = 0 ⇒ ab = ba = 0, and (vi) (a − b)2 ∈ E+.
If (R,E) is an e-ring, then the subgroup G := {a − b | a, b ∈ E+} = E+ − E+ of the additive
group of the ring R is called the directed group of (R,E), and P := {p ∈ G | p = p2} is called
the set of projections in G.
For the Hilbert-space e-ring (B(H),E(H)), the set E(H)+ consists of all positive semi-definite
bounded Hermitian operators on H, the directed group G(H) is the additive abelian group of all
bounded Hermitian operators on H, and the set P(H) of projections is the set of all (orthogonal)
projection operators on H.
In our study of e-rings (R,E), we are mainly interested in the mathematical structure of the
system P of projections, the “effect algebra” E, and the directed group G—the enveloping ring R
is merely a convenient environment in which to conduct the study of P , E, and G. In [11], it is
shown that the additive group G can be organized into a directed partially ordered abelian group
[14, pp. 1–4] by defining, for g,h ∈ G,
g  h ⇔ h − g ∈ E+.
It is also shown that E = {e ∈ G | 0 e 1}, so E is an interval effect algebra [1], and that
0,1 ∈ P ⊆ E ⊆ E+ ⊆ G ⊆ R.
Furthermore, with the partial order inherited from G, and with p → 1 − p as the orthocomple-
mentation, P is an orthomodular poset (OMP) [3,4].
Apart from its intrinsic mathematical interest, our study of e-rings has at least seven (overlap-
ping) primary sources of motivation: (1) operator algebras, (2) the quantum theory of measure-
ment, (3) algebraic logic, (4) fuzzy set theory, (5) Jordan algebras, (6) CB-groups, and (7) ordered
division rings. We comment briefly on each of these.
Operator algebras. A unital C∗-algebra R gives rise to an e-ring (R,E), where the directed
group G is the additive group of self-adjoint elements in R, partially ordered as usual [17, Sec-
tion 4.2], E = {e ∈ G | 0 e  1} is the “unit interval” in G, and E+ = {g2 | g ∈ G}. The cases
in which R is a von Neumann algebra, an AW∗-algebra [19], or a Rickart C∗-algebra [16], as
well as the case in which R is commutative, are of special interest.
The quantum theory of measurement. In the contemporary quantum theory of measurement [2],
the (possibly “fuzzy”) observables are represented by (normalized) positive-operator-valued
(POV) measures, i.e., measures defined on a Borel space and taking on values in a Hilbert-space
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gendered a study of abstract effect algebras [13], or D-posets [20], and the effect algebras E
arising from e-rings (R,E) are good candidates for such a study.
Algebraic logic. Among the mathematical structures that provide semantic models for logical
calculi are orthoalgebras, orthomodular posets, orthomodular lattices, MV-algebras, and Boolean
algebras [3,4]. All of these structures are special types of effect algebras, and in many cases they
can be realized as the effect algebra E of an e-ring (R,E).
Fuzzy set theory. Let (X,F) be a Borel space, i.e., X is a nonempty set and F is a σ -field
of subsets of X. Let R be the partially ordered ring, under pointwise operations and pointwise
partial order, of all bounded F -measurable real valued functions f :X → R, and let E :=
{e ∈ R | 0 e  1}. Then (R,E) is an e-ring, and elements of E may be regarded as fuzzy sub-
sets of (X,F) [15]. The directed group G of (R,E) is the additive group of the ring R with
the pointwise partial order, and the OMP P of projections for (R,E) is the σ -complete Boolean
algebra of all characteristic set functions χM of sets M ∈F .
Jordan algebras. If R is a unital C∗-algebra, G is a vector subspace of the real partially ordered
Banach space of self-adjoint elements in R, 1 ∈ G, and G is closed under g → g2, then G
is a Jordan algebra with (g,h) → (1/2)((g + h)2 − g2 − h2) = (1/2)(gh + hg) as the Jordan
product [21]. Let E := {e ∈ G | 0 e 1}. Then (R,E) is an e-ring, the Jordan algebra G is its
directed group, and the OMP P consists of the idempotents in G.
CB-groups. A CB-group is a partially ordered abelian group with a compression base, i.e.,
a family of order-preserving group endomorphisms, called compressions, that satisfy conditions
suggested by the Naimark compressions on the group G(H) of bounded Hermitian operators on
the Hilbert space H [9]. Following the development in [7], one can prove a spectral resolution
theorem for elements of an archimedean CB-group with the comparability and Rickart projection
properties. According to [11, Theorem 2.18], the directed group of an e-ring (R,E) can be orga-
nized into a CB-group in such a way that the compressions correspond bijectively to projections.
Ordered division rings. Let D be an ordered division ring. An element r ∈ D is finite iff there is
a positive integer n such that −n · 1 r  n · 1. The set R of all finite elements in D is a subring
of D, and with E := {e ∈ E | 0  e  1}, the pair (R,E) is an e-ring. The directed group G
of (R,E) is the additive group of the ring R, and the only projections in G are 0 and 1. An
infinitesimal in D is an element j ∈ D such that −(1/n) · 1  j  (1/n) · 1 for every positive
integer n. All such infinitesimals belong to G.
We are inclined to regard the theory of e-rings as “abstract operator theory,” and accord-
ingly, we have studied e-rings that satisfy various special conditions suggested by the prototype
(B(H),E(H)) and its generalization to C∗-algebras. In the present article, we continue this pro-
gram, focusing on the question of the existence of a “polar decomposition” for elements of the di-
rected group G of an e-ring (R,E). Motivation for our work derives from the following example.
Example 1.2. If A ∈ G(H) is a bounded Hermitian operator on the Hilbert spaceH, then the polar
decomposition of A takes the form A = S|A| = |A|S, where |A| = √A2, S ∈ G(H), S com-
mutes with every bounded operator on H that commutes with A, |A| = SA = AS, P := S2 ∈
P(H) is a projection operator on H, and S = PS = SP . Moreover, P+ := (1/2)(P + S) ∈ P(H)
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−P−A = −AP− are positive semi-definite Hermitian operators on H, A = A+ −A−, and |A| =
A+ + A−.
In Example 1.2, the spectrum of S is contained in {−1,0,1}, and S can be regarded as the




−1 if x < 0,
0 if x = 0,
1 if x > 0,
for all x ∈ R. The projection P = S2, called the carrier projection of A, is the projection onto
the orthogonal complement of the null space of A.
2. Preliminaries
In the interest of keeping this article somewhat self-contained, we assemble here a few facts,
mostly taken from [3–5,8,11,18], that will be useful in the sequel.
In what follows, we assume that (R,E) is an e-ring with directed group G and that P is the
OMP of projections in G. We understand that E and P are partially ordered by the restrictions
of the partial order on G.
Definition 2.1. If g,h ∈ G, define gCh ⇔ gh = hg, and define C(h) := {g ∈ G | gCh}.
If G is the self-adjoint part of a unital C∗-algebra, and if g,h ∈ G, then gCh ⇔ gh ∈ G.
However, in the interest of generality, we do not necessarily assume that our directed group G
has this property, or even that G is closed under the product of commuting elements. However, by
part (ii) of Theorem 2.2 below, if G is a partially ordered vector space over the rational numbers,
then g,h ∈ G with gCh implies that gh = (1/2)(gh+hg) ∈ G. Also, by part (iv) of the theorem,
if one or both of g or h is a projection, then gCh implies gh ∈ G.
Theorem 2.2. Let g,h ∈ G. Then:
(i) 0 g2 ∈ G.
(ii) gh + hg ∈ G.
(iii) 0 g ⇒ ghg ∈ G.
(iv) If p ∈ P and gCp, then gp = pg = pgp ∈ G.
Proof. For (i)–(iii), see [11, Lemma 2.4]. Assume the hypotheses of (iv). As 0 p, (iii) implies
that gp = gp2 = pgp ∈ G, proving (iv). 
As we have mentioned, the partially ordered set P is an orthomodular poset (OMP). Specifi-
cally, we have the following theorem.
Theorem 2.3. Let p,q ∈ P . Then:
(i) 0,1 ∈ P with 0 p  1.
(ii) p = pq ⇔ p  q ⇔ p = qp.
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(iv) pq = 0 ⇔ p  1 − q ⇔ qp = 0.
(v) If p  1 − q , then p + q ∈ P and p + q = p ∨ q is the supremum (least upper bound) of p
and q in P .
(vi) If p  q , then q − p ∈ P , q − p = q ∧ (1 − p) is the infimum (greatest lower bound) of q
and 1 − p in P , and q = p + (q − p) = p ∨ ((q ∧ (1 − p)).
Proof. See [11, Theorems 2.9, 2.11, and 2.15]. 
Theorem 2.4. If p,q ∈ P , then the following conditions are mutually equivalent: (i) pq ∈ P ,
(ii) pq ∈ E, (iii) pCq , (iv) pq = pqp. Moreover, if any—hence all—of these conditions hold,
then pq = qp = p ∧ q is the infimum of p and q both in P and in E.
Proof. See [11, Theorem 2.12]. 
Recall that an orthomodular lattice (OML) is an OMP L that is also a lattice, i.e., every pair
of elements p,q ∈ L has an infimum p ∧ q and a supremum p ∨ q in L [3,4,18]. The set P(H)
of projection operators on the Hilbert space H is a complete OML.
Lemma 2.5. Let P be an OML and let p,q, r ∈ P . Then, if pCq and pCr , it follows that
pC(q ∧ r) and pC(q ∨ r).
Proof. By [11, Lemma 3.2], pCq iff p and q are (Mackey) compatible in P , and the conclusion
of the lemma follows from the theory of OMLs [18, Chapter 1, §3]. 
Definition 2.6. If h ∈ G, define
CPC(h) := {g ∈ G | ∀p ∈ P, pCh ⇒ pCg}.
If g,h ∈ G, then g ∈ CPC(h) iff g commutes with every projection p that commutes with h. If
G is the self-adjoint part of a unital AW∗-algebra R, then g ∈ CPC(h) iff g “double commutes”
with h, i.e., g commutes with every element of R that commutes with h. However, in general,
the condition g ∈ CPC(h) does not even imply that gCh.
Definition 2.7. If g ∈ G, define
P±(g) := {p ∈ P ∩ C(g) ∩ CPC(g) ∣∣ (1 − p)g  0 pg}.2
By definition, G has the comparability property3 iff P±(g) = ∅ for all g ∈ G.
In Example 1.2, the projection operator P+ double commutes with A and (1 − P+)A 0
P+A; hence the directed group G(H) of bounded Hermitian operators onH has the comparability
property.
If G has the comparability property, g ∈ G, and p ∈ P±(g), then by [8, Theorem 2.6], the
elements pg = gp ∈ G and (1 − p)g = g(1 − p) ∈ G are independent of the choice of p ∈
P±(g); hence, in the following definition, g+, g− and |g| are well-defined.
2 Note that, if p ∈ P ∩ C(g), then pg ∈ G and (1 − p)g = g − pg ∈ G by Theorem 2.2(iv).
3 Also called the general comparability property [5, Definition 4.6].
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g+ := pg = gp, g− := −(1 − p)g = −g(1 − p), and |g| := g+ + g−.
We refer to g+, −g−, and |g| as the positive part, the negative part, and the absolute value of g.
Lemma 2.9. Suppose G has the comparability property and let g ∈ G. Then:
(i) 0 g+, g−, |g| ∈ C(g) ∩ CPC(g). (ii) g− = pg − g = gp − g.
(iii) g = g+ − g−. (iv) g+g− = g−g+ = 0.
(v) g− = (−g)+ and g+ = (−g)−. (vi) −g,g  |g| = |−g|.
(vii) g2 = |g|2.
Proof. Choose p ∈ P±(g).
(i) As (1 − p)g  0  pg, we have g+ = pg  0 and g− = −(1 − p)g  0. Also, p ∈ P ∩
C(g) ∩ CPC(g), whence g+ = pg ∈ C(g) ∩ CPC(g) and g− = −(1 − p)g = pg − g ∈ C(g) ∩
CPC(g). Consequently, |g| = g+ + g− ∈ C(g) ∩ CPC(g). Thus, 0 g+ + g− = |g|.
(ii) g− = −(1 − p)g = pg − g = gp − g.
(iii) g+ − g− = pg − (pg − g) = g.
(iv) g+g− = −gp(1 − p)g = 0 and g−g+ = −g(1 − p)pg = 0.
(v) As p ∈ P ∩C(g)∩ CPC(g) and (1 −p)g  0 pg, it follows that 1 −p ∈ P ∩C(−g)∩
CPC(−g) and p(−g) 0 (1 − p)(−g), whence 1 − p ∈ P±(−g). Therefore (−g)+ = (1 −
p)(−g) = g− and (−g)− = −p(−g) = pg = g+.
(vi) 0 2g− = |g| − g and 0 2g+ = |g| + g, so −g,g  |g|. Also, by (v), |−g| = |g|.
(vii) By (iii) and (iv), g2 = (g+)2 + (g−)2 = |g|2. 
We denote the set of positive integers by N = {1,2,3, . . .} By definition, G is archimedean
iff, whenever g,h ∈ G satisfy ng  h for all n ∈ N, g  0 [14, p. 20]. Also, G is said to be
unperforated iff, for all g ∈ G and all n ∈ N, 0 ng ⇒ 0 g [14, p. 19]. If G is unperforated,
then, as an abelian group, G is torsion free, i.e., for all g ∈ G and all n ∈ N, ng = 0 ⇒ g = 0.
Lemma 2.10. Suppose G has the comparability property. Then: (i) G is unperforated and torsion
free. (ii) G is archimedean iff, for all g,h ∈ G with 0 g, the condition ng  h for every n ∈ N
implies that g = 0.
Proof. For (i), see the proof of [5, Lemma 4.8]; for (ii), see the proof of [8, Lemma 3.5]. 
Lemma 2.11. Suppose that G is torsion free, and let g,h ∈ G, p ∈ P , and n ∈ N. Then:
(i) gC(np) ⇔ (ng)Cp ⇔ gCp. (ii) g ∈ CPC(h) ⇔ g ∈ CPC(nh) ⇔ ng ∈ CPC(h).
Proof. Assume the hypotheses. Obviously, gC(np) ⇔ (ng)Cp ⇔ n(gp) = n(pg). Now suppose
that n(gp) = n(pg). We cannot use the fact that G is torsion free to cancel n in the last equation
because we do not know, a priori, that gp and pg belong to G. However, pgp, (1 − p)g ×
(1 − p) ∈ G by Theorem 2.2(iii), and we have
n
(
pgp + (1 − p)g(1 − p))= p(ng)p + (1 − p)(ng)(1 − p) = p2(ng) + (1 − p)2(ng)
= p(ng) + (1 − p)(ng) = ng;
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equation on the left and on the right by p, we find that gp = pgp = pg; hence gCp. Conversely,
it is clear that gCp ⇒ (ng)Cp, and (i) is proved. Clearly, (ii) follows directly from (i). 
3. Carrier projections
We maintain our standing assumption that (R,E) is an e-ring with directed group G and that
P is the OMP of projections in G.
As shown by Example 1.2, the carrier projection of a bounded Hermitian operator on a Hilbert
space arises naturally from the polar decomposition of that operator. In this section we generalize
the notion of a carrier projection to elements of the directed group G.
Definition 3.1. If g ∈ G, then p ∈ P is called a carrier projection for g iff, for every h ∈ G,
ph = hp = 0 ⇔ gh = hg = 0.
Lemma 3.2. If g ∈ G and both p ∈ P and q ∈ P are carrier projections for g, then p = q .
Proof. Assume the hypotheses. Since p(1 − p) = (1 − p)p = 0, it follows that g(1 − p) =
(1−p)g = 0, whence q(1−p) = (1−p)q = 0, i.e., q = pq = qp. By symmetry, p = qp = pq ,
hence p = q . 
Definition 3.3. The directed group G has the carrier property iff every g ∈ G has a carrier
projection. If G has the carrier property, we denote by go ∈ P the (necessarily unique) carrier
projection of g ∈ G.4
Lemma 3.4. Suppose that G has the carrier property, let g ∈ G, p ∈ P , and e ∈ E. Then:
(i) go  p ⇔ gp = pg = g. (ii) g = gog = ggo. (iii) p  1 − go ⇔ gp = pg = 0. (iv) eo is the
smallest projection p ∈ P such that e p. (v) (go)o = go.
Proof. Assume the hypotheses.
(i) By Theorem 2.3(ii), go  p ⇔ go = gop = pgo ⇔ go(1 − p) = (1 − p)go = 0 ⇔
g(1 − p) = (1 − p)g = 0 ⇔ gp = pg = g.
(ii) As go  go ∈ P , (ii) follows from (i).
(iii) By Theorem 2.3(iv), p  1 − go ⇔ gop = pgo = 0 ⇔ gp = pg = 0.
(iv) By [11, Theorem 2.9], e p ⇔ e = ep = pe; hence by (i), e p ⇔ eo  p.
(v) Putting e := go in (iv), we obtain (v). 
If G has the carrier property, then by Lemma 3.4(iii), G has the Rickart projection property,
originally introduced in [5] for compressible groups, and further studied in [7–10]. However, the
Rickart projection property only pertains to annihilation by projections, and thus it is weaker
than the carrier property.
Theorem 3.5. If G has the carrier property, then P is an orthomodular lattice (OML) and, for
p,q ∈ P , the infimum of p and q in P is given by p ∧ q = p − (p − pqp)o.
4 Since go is the smallest projection that acts as a two-sided unity for g (see Lemma 3.4), the notation go is suppose to
suggest g “to the power zero.”
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Theorem 3.6. Suppose that G has the carrier property, let g ∈ G, let p ∈ P , and sup-
pose that gCp. Then: (i) pg = gp ∈ G and (1 − p)g = g − pg = g − gp ∈ G. (ii) pCgo.
(iii) (pg)o((1 − p)g)o = ((1 − p)g)o(pg)o = 0. (iv) go = (pg)o ∨ ((1 − p)g)o = (pg)o +
((1 − p)g)o. (v) (pg)o = pgo = gop = p ∧ go. (vi) ((1 − p)g)o = (1 − p)go = go(1 − p) =
(1 − p) ∧ go .
Proof. Assume the hypotheses. By Theorem 3.5, P is an OML. As gCp, Theorem 2.2(iv) im-
plies that pg = gp ∈ G, whence (1 − p)g = g(1 − p) = g − pg = g − gp ∈ G, proving (i).
Define
a := pg = gp ∈ G and b := (1 − p)g = g(1 − p) = g − pg = g − gp ∈ G.
Evidently, g = a + b. Let q := ao ∨ bo ∈ P . Then, as ao, bo  q , Lemma 3.4(i) implies that
a = qa = aq and b = qb = bq , whereupon g = qg = gq and therefore go  q = ao ∨ bo. Also,
by Lemma 3.4(ii), g = gog = ggo, whence goa = gogp = gp = a and ago = pggo = pg = a,
and it follows that ao  go by Lemma 3.4(i). Likewise, b = gob = bgo, so bo  go. Therefore,
ao ∨ bo  go, and it follows that
go = ao ∨ bo.
As p = p2, we have ap = pa = a and bp = pb = 0; hence by parts (i) and (iii) of Lemma 3.4,
ao  p  1 − bo.
Consequently, pCao and pCbo, whence pCgo by Lemma 2.5, proving (ii). Also, by parts (iv)
and (v) of Theorem 2.3, ao  1 − bo implies that aobo = boao = 0 and go = ao ∨ bo = ao + bo,
proving (iii) and (iv).
As pCgo, Theorem 2.4 implies that pgo = gop = p ∧ go ∈ P . Therefore, since ao  p and
ao  go, we have
ao  p ∧ go = pgo = gop.





1 − ao))= a(1 − ao)= 0 and (p(1 − ao))g = (1 − ao)pg = (1 − ao)a = 0,
whence, p(1 − ao) (1 − go), and it follows that (gop)(1 − ao) = go(p(1 − ao)) = 0; hence,
gop  ao. Therefore, gop = ao, proving (v), and (vi) follows by symmetry. 
Corollary 3.7. If G has the carrier property, then go ∈ C(g) ∩ CPC(g).
4. Polar decomposition
Whereas bounded Hermitian operators on a Hilbert space admit polar decompositions (Exam-
ple 1.2), this is not necessarily true for self-adjoint elements in a C∗-algebra, although self-adjoint
elements of a von Neumann algebra (and more generally, of an AW∗-algebra) do. Thus, the
condition that elements of the directed group G of an e-ring admit polar decompositions is of
considerable interest, and we shall investigate this condition here. We maintain our convention
that (R,E) is an e-ring with directed group G and OMP P of projections.
The following definition is motivated by the notion of the signum of a bounded Hermitian
operator (see Example 1.2 and ff.).
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(i) s ∈ C(g) ∩ CPC(g).
(ii) 0 sg = gs ∈ G.
(iii) g = s2g.
(iv) ∀h ∈ G, gh = hg = 0 ⇒ sh = hs = 0.
Lemma 4.2. Let g,h ∈ G, suppose s, t ∈ sgn(g), n ∈ N, and let p := s2. Then:
(i) s3 = s. (ii) g2 = (sg)2.
(iii) p ∈ P ∩ C(g) ∩ CPC(g). (iv) g = pg = gp.
(v) s = ps = sp. (vi) gh = hg = 0 ⇔ ph = hp = 0.
(vii) p = s2 = t2. (viii) g2 = ng ⇒ g = np.
(ix) ng = 0 ⇒ g = 0.
Proof. (i) From (ii) and (iii) of Definition 4.1, (1 − s2)g = g(1 − s2) = 0, and by (iv) of Defini-
tion 4.1 (with h = 1 − s2), s(1 − s2) = (1 − s2)s = 0, which implies s = s3.
(ii) By Definition 4.1(i), sCg, whence (sg)2 = s2g2 = g2 by Definition 4.1(iii).
(iii) By Theorem 2.2(i), p = s2 ∈ G, and by (i), p2 = s3s = s2 = p, so p ∈ P . As sCg, it
follows that pCg. By Definition 4.1(i), s ∈ CPC(g), whence p = s2 ∈ CPC(g).
(iv) By Definition 4.1(iii), g = pg and by (iii), pCg.
(v) That s = ps = sp follows from (i).
(vi) By Definition 4.1(iv), we have gh = hg = 0 ⇒ sh = hs = 0, and since p = s2, we also
have sh = hs = 0 ⇒ ph = hp = 0. Finally, if ph = hp = 0, then by (iv), gh = gph = 0 and
hg = hpg = 0.
(vii) Part (vi) implies that p = s2 is a carrier projection for g, and the same holds for t ,
therefore t2 = s2 by Lemma 3.2.
(viii) Suppose ng = g2. By (iii) and (iv), p ∈ P and pg = g. Put h := (n · 1 − g). Then,
gh = hg = 0; hence p(n · 1 − g) = 0 by (vi), so np = pg = g.
(ix) If ng = 0, it follows that n(sg) = sng = 0. But 0  sg ∈ G, so n(sg) = 0 implies that
sg = 0, whereupon g = pg = s2g = 0. 
Definition 4.3. The directed group G has the polar decomposition property iff, for every g ∈ G,
there exists s ∈ sgn(g).
Lemma 4.4. Suppose G has the polar decomposition property. Then: (i) G has the carrier prop-
erty. In fact, if g ∈ G and s ∈ sgn(g), then go = s2. (ii) The group G is torsion free.
Proof. Part (i) follows from Lemma 4.2(vi) and part (ii) follows from Lemma 4.2(ix). 
Theorem 4.5. Suppose that G has the polar decomposition property, let g ∈ G, choose s ∈ sgng,
and let p := s2. Then there are projections q, r ∈ P such that
p + s = 2q and p − s = 2r.
Moreover: (i) q, r ∈ P ∩ C(g) ∩ CPC(g). (ii) qr = rq = 0. (iii) p = q + r = q ∨ r .
Proof. As p2 = p, ps = sp = s3 = s, and s2 = p, we have (p + s)2 = p2 + 2ps + s2 = p +
2s + p = 2(p + s); hence, by Lemma 4.2(viii) with n := 2 and g replaced by p + s, there exists
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exists a projection r ∈ P such that p − s = 2r .
As p, s ∈ C(g) ∩ CPC(g), it follows that 2q = p + s ∈ C(g) ∩ CPC(g). Thus by Lem-
mas 4.4(ii) and 2.11, q ∈ C(g) ∩ CPC(g), and by a similar argument, r ∈ C(g) ∩ CPC(g), pro-
ving (i). To prove (ii) and (iii), we note that 2(q + r) = (p+ s)+ (p− s) = 2p, so q + r = p  1
by Lemma 4.4(ii), and (ii) and (iii) follow from parts (iv) and (v) of Theorem 2.3. 
Corollary 4.6. Suppose G has the polar decomposition property, g ∈ G, s ∈ sgn(g). Then:
(i) 0 2g ⇒ 0 g. (ii) −g,g  sg.
Proof. Assume the hypotheses and the notation of Theorem 4.5. (i) Suppose 0  2g. We have
r ∈ P , rCg and 2r = p − s. Thus, rC(2g) and since 0 r and 0 2g, Definition 1.1(i) implies
that 0 r(2g) = 2rg = (p − s)g = pg − sg = g − sg, whence 0 sg  g. (ii) As 0 q, r , we
have 0  2q = p + s and 0  2r = p − s. Also, by Definition 4.1(ii), 0  sg ∈ G. Moreover,
as pCs, pCg, and sCg, we have (p + s)C(sg), whence by Definition 1.1(i), 0  (p + s)sg =
psg+ s2g = s3g+g = sg+g, and it follows that −g  sg. Likewise 0 (p− s)(sg) = sg−g,
so g  sg, proving (ii). 
Theorem 4.7. Suppose that G has the polar decomposition property, let g ∈ G, choose s ∈ sgng,
let p := s2 and let q and r be projections such that p+ s = 2q and p− s = 2r as in Theorem 4.5.
Then:
(i) q ∈ P±(g); hence G has the comparability property.
(ii) g+ = qg = gq and g− = −rg = −gr .
(iii) |g| = sg = gs and g = s|g| = |g|s.
Proof. Assume the hypotheses. By Theorem 4.5, we have q, r ∈ P ∩ C(g) ∩ CPC(g) with p =
q + r . Since qCg, rCg, and q, r ∈ P , Theorem 2.2 implies that qg = gq ∈ G and rg = gr ∈ G.
Also, by Corollary 4.6(ii), we have
0 g + sg = (p + s)g = 2qg and 0 sg − g = −(p − s)g = 2(−rg);
hence, by Corollary 4.6(i),
0 qg = gq and rg = gr  0.
As p = q + r , it follows that
(1 − q)g − rg = (1 − p)g = (1 − p)pg = 0, whence (1 − q)g = rg  0.
Consequently, q ∈ P ∩ C(g) ∩ CPC(g) with (1 − q)g  0  qg, i.e., q ∈ P±(g), proving (i)
and (ii). As p + s = 2q and (1 − q)g = rg, we have
|g| = g+ + g− = qg − rg = qg − (1 − q)g = 2qg − g = 2qg − pg = (2q − p)g = sg,
proving (iii). 
Corollary 4.8. If G has the polar decomposition property and g ∈ G, then there is a unique
s ∈ sgn(g); hence the polar decomposition g = s|g| = |g|s is unique.
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mas 4.2(vii) and 4.4(ii), s2 = t2 = go; by Lemma 4.2(v), sgo = s and tgo = t ; and by Theo-
rem 4.7(iii), sg = gs = tg = gt = |g|. Therefore g(s − t) = (s − t)g = 0, and it follows from
Lemma 4.2(vi) that (s − t)go = 0, whence s = sgo = tgo = t . 
Corollary 4.9. Suppose G has the polar decomposition property and g,h ∈ G. Then gh = 0 ⇔
|g||h| = 0 ⇔ hg = 0.
Proof. Let s ∈ sgn(g) and t ∈ sgn(h). Then gh = 0 ⇒ |g||h| = sght = 0. Also, |g||h| = 0 ⇒
|g||h||g| = 0, and since 0  |g|, |h|, Definition 1.1(v) implies that |g||h||g| = 0 ⇒ |h||g| = 0.
Since |h||g| = 0 ⇒ hg = t |h||g|s = 0, we have gh = 0 ⇒ |g||h| = 0 ⇒ hg = 0. Interchanging g
and h, we find that hg = 0 ⇒ gh = 0. 
Theorem 4.10. G has the polar decomposition property iff G has both the carrier property and
the comparability property. Moreover, if G has the polar decomposition property, g ∈ G, and
q ∈ P±(g), then
s := 2(g+)o − go = (g+)o − (g−)o = (2q − 1)go = go(2q − 1)
is the unique element in sgn(g).
Proof. If G has the polar decomposition property, then it has the carrier property by Lem-
ma 4.4(i), and it has the comparability property by Theorem 4.7(i).
Conversely, suppose that G has both the carrier and comparability properties, let g ∈ G,
choose a projection q ∈ P±(g), and let s := 2(g+)o − go. Then gCq , q ∈ CPC(g), g+ = qg,
and g− = (1 − q)g, whence go = (g+)o + (g−)o and (g+)o = qgo by parts (iv) and (v) of The-
orem 3.6. Thus,
s = 2(g+)o − go = (g+)o − (g−)o = (2q − 1)go = go(2q − 1).
We have to verify conditions (i)–(iv) in Definition 4.1. By Corollary 3.7, go ∈ C(g) ∩ CPC(g),
and consequently s ∈ C(g) ∩ CPC(g), whence s satisfies condition (i). We have
sg = (2q − 1)gog = (2q − 1)g = 2g+ − g = g+ + g− = |g| 0,
confirming condition (ii). We note that
(2q − 1)2 = 4q2 − 4q + 1 = 1; hence (2q − 1)ss(2q − 1) = go,
and, as qCgo, we have s2 = (go)2 = go, which confirms condition (iii). Finally, let h ∈ G and
assume gh = hg = 0, then goh = hgo = 0, which entails (2q − 1)goh = 0 = hgo(2q − 1), hence
sh = hs = 0. This confirms condition (iv). 
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