The likelihood surface resulting from a parameter-redundant stochastic model is maximised along a completely fiat ridge. This ridge may be orthogonal to some parameter axes, so that these parameters have unique maximum likelihood estimates. For exponential-family models, we show how to determine which parameter combinations are estimable. The approach requires the calculation of a derivative matrix and the determination of its null space, both of which are readily achieved in computer algebra packages. Illustrative examples are drawn from the areas of compartment modelling and ring-recovery analysis.
INTRODUCTION
Consider a data vector y = (y lt ... ,y H ) from an exponential family distribution. A model for the data consists of the specification of the distribution, plus an expression for the mean vector n = E{y) in terms of a parameter vector 6 = (0 l ,..., O p ) . A model is parameter redundant if fi can be alternatively expressed in terms of a parameter vector P = (Pi, ..., P 9 ) with q<p. It is often the case that parameter redundancy is not obvious by inspection. In this paper we adopt a maximum likelihood approach to model fitting. Parameter redundant models do not have unique maximum likelihood estimators of the parameters, and attempting to fit them to data can give rise to confusing or misleading results. Therefore, it is desirable to check for parameter redundancy before attempting to fit a model to data. Catchpole & Morgan (1997) give a test for parameter redundancy in terms of the derivative matrix D e of a model, where (D e ) rt = diiJdB, (1 < r < p, 1 < i < n).
The model is parameter redundant if and only if D B is symbolically rank-deficient, that is, if and only if there exists a nontrivial vector function a(0) such that a{6)
T D e = 0 for all 6. This test may be carried out by a computer algebra package such as Maple. Catchpole & Morgan (1997) also note that an equivalent test results if (i is replaced by any monotonic function of \i in the definition of D e ; in particular log/* is frequently useful. Parameter-redundant models possess a more parsimonious reparameterisation, in which all of the parameters are estimable, but the form of this may not be apparent. In § 2 we provide an explicit method of constructing such a reparameterisation. Knowing which parameter combinations can be estimated may be useful in providing bounds for individual parameters, even if point estimates are not available for them; see e.g. Catchpole & Morgan (1994) .
If the model is parameter redundant, it may happen that certain components of 0 are uniquely estimable. We provide a simple test to identify these parameters.
FINDING MINIMAL PARAMETER SETS AND ESTIMABLE PARAMETERS
With the notation as above, we call ft a minimal parameter set if the model fi = /*(/?) is full rank in the sense of Catchpole & Morgan (1997) , that is, if the derivative matrix T> f is of symbolic full rank. This means that, for at least some values of /?, the equation x r D p = 0 has only the zero solution for x.
The following theorem provides an explicit method of calculating a minimal parameter set ft, starting from a redundant set 6. Suppose that the derivative matrix D g has symbolic deficiency d; that is, there exists a maximal set of linearly independent vector functions, ai(0),..., a d (0), each of which is nonzero for all 6, such that, for all 6, 
Proof. Note that the ith component of (1) is of the form (2), where/= /i,. The auxiliary equations of (2) Solving these results in a set of q = p -d independent solutions, of the form /?,(#) = *" where K, is a constant, s = l,... ,q. Details are given in Smirnov (1964, § § 119-120 
Now suppose that x r D f = 0. Since ft lt ..., P 9 are independent, B is of full rank q, and so there exists y e3t p such that y T B = x r . Hence
and so y is a linear combination of a 1( ..., a d , y = Sa^a^, say. Then, however, y T B = Ea,aj£, and the sth element of this equation is dp i P dg (/B),= X aj £ «,,*"= E a, E «rj£ = 0> Proof. Suppose a^ = 0 for ; = 1 d. It follows immediately that 6 r = K, where K is a constant, is a solution of (2). Thus 6 r belongs to the minimal parameter set and is estimable. Conversely, suppose a rj (d) 4= 0 for some j. Let 6 0 be any point at which the likelihood L{0) is maximised, and consider the curve T through 8 0 generated by the direction field <X/(0). We show below that L is constant along T. However, the direction field is not parallel to the 8 r axis, since o^j #= 0. Thus, along F, d r is varying while L retains its maximum value. Therefore 6 r is not estimable.
To complete the proof, we must show that L is constant along T. Let / = log L. Catchpole & Morgan (1997) show that, for a nonlinear model for independent observations from a distribution from the exponential family, the score vector U = V / is given by
where y is the scale parameter, supposed known. For observations from a multinomial or productmultinomial distribution, (6) is replaced by
where n is the diagonal matrix II = diag(/x). Whichever of these expressions is used, the component of V/ along F, which is proportional to <x]U, is thus zero since a]D e = 0. Thus / is constant along r. This completes the proof.
• Remark 2. The calculation of the derivative matrix, D e , of specific dimensions, and the solution of the equation a T D e = 0, are easily achieved in computer algebra packages.
Remark 3. The fact that f} lt ..., fi q form a minimal parameter set does not guarantee that, when the model is fitted to data, the data will necessarily lead to unique estimates for /? 1; ..., fi q . Indeed, Catchpole & Morgan (1997) provide an example of a model for ring-recovery data that is full rank and yet which, for particular datasets, can have a likelihood surface with a completely flat ridge. Such models behave well in practice, however, and are usually regarded as models in which all parameters are estimable. If we take this point of view, then Theorem 1 provides a maximal set of estimable parameters: p lJ ...,P q are estimable, and any other estimable quantity must be a function Of/?!,...,/?,.
Remark 4. A model that is not parameter redundant may contain parameters that are imprecisely estimated, because of small eigenvalues of the information matrix. A principal component analogue of Theorem 2 then arises, since the corresponding eigenvectors give low weight to the best-estimated parameters.
EXAMPLES
We now provide four applications of the results of § 2. The first three examples are taken from ring-recovery analysis, see e.g. Freeman & Morgan (1992) , and the last is from compartment modelling, see e.g. Seber & Wild (1989, Ch. 8) and Jacquez (1996) . Example 1. Lakhani (1990) considers a model for ring-recovery data resulting from birds ringed as nestlings, in which the probability of annual survival of birds in their first year of life, <f>ij, depends on the year j, while that of birds in their rth year of life is <p r > for r > 1. The probability that a dead bird is reported also depends on the age of the bird, being Aj for birds in their first year of life and k a for older birds. Deaths are assumed to be reported in the year in which they occur. The probability matrix P is defined to have entries PIJ = pr(bird is reported dead in year ;, given it was initially ringed in year i) and is thus upper triangular. For an experiment in which there are 2 years of ringing and 4 years of recoveries, Lakhani's model gives '"• o and the extension to more prolonged experiments is obvious. At first sight we appear to have a saturated model with 7 degrees of freedom and 7 parameters. However, it follows from the results of Catchpole, Freeman & Morgan (1996) that this model is parameter redundant. Lakhani (1990) speculates that the {(p^} and k t are estimable, but that the {<j> r } and k a are not. We can now confirm that speculation, using Theorem 2. The data table consists of the numbers of birds y i} recovered dead in year j from those ringed in year i, together with the number initially ringed in year i, and hence also the number u, of those unrecovered from the ith cohort at the end of the experiment. We assume that, in general, birds are recovered dead for a period of m years. Each row of the data table (y tl ,..., _y ta , v t ) comes from a multinomial distribution with probabilities p (j , corresponding to y tJ , and q t = 1 -Ejp yj corresponding to v t . By Catchpole & Morgan (1997, Theorem 5) , the rank of the derivative matrix is unchanged if we neglect the elements q t . Following Catchpole & Morgan (1997) , we rewrite P as a row vector p and then take the partial derivatives of log p with respect to each of the parameters of 0 to obtain the derivative matrix. In the illustration here, p is of dimension 7, excluding the structural zero, and 9 = (^n, <p l2 , <f> 2 , <p 3 , <f> 4 , k u k a ). This results in the derivative matrix Remark 5. It is straightforward to generalise the result of this example to an arbitrarily sized recovery table, for the same model. Remark 6. We can apply Theorem 1 to construct all possible estimable functions. If we omit the trivial components, the auxiliary equations (3) are d<j> 2 which have the independent solutions where K U K 2 and K 3 are constants. It follows that a minimal parameter set consists of <f> n , <p l2 , k lt K U K 2 and K 3 . Any estimable function is a function of these 6 parameters. In terms of the minimal parameter set, the probability matrix P is given bŷ 11*1 ^11*1*2 4>nKiK 2 K 3~\ P= .
0
(1-^12^1 ^12*1 ^12*1*2 J Example 2. Now consider a ring-recovery model, with 4 or more years of recovery, in which both survival and recovery parameters are age dependent: 4>i and A x for birds in their first year of life, (f> 2 and X 2 for those in their second year, and <j> a and k a for all older birds. The probability matrix P is upper triangular with Since this matrix is Toeplitz, it is sufficient to consider only the first row of P when forming the derivative matrix D e . Suppose 6 = (<(>!, X 1 ,<t> 2 ,k 2 ,<f> a ,k IJ ). The novelty of this example is that the equation a T D e = 0 has a two-dimensional solution space, given by where fc t and k 2 are arbitrary. It follows from Theorem 2 that only <f> a of the original parameters is estimable. Consideration of D g in this example reveals immediately why any solution to a T D g = 0 must have a zero as the fifth entry in a. From applying Theorem 1, we find that the other estimable combinations are (1 -4>iUu <f>i(i--4>2)^2 and </>!<M«-Example 3. Setting <^ = <^ for all;, and A t = X g = k in Example 1 produces the Cormack-Seber model (Cormack, 1970; Seber, 1971) . The single vector solution to a T D e = 0 in this case has no zero entry, and so none of the original parameters may be estimated from the data. The approach of Theorem 1 produces as the estimable parameters An equivalent set comprises just the cell probabilities from the P-matrix, (1 -etc. An alternative parameterisation was adopted in Catchpole & Morgan (1991) , where the structure of the ridge to the likelihood surface was described in terms of the original parameters.
Example 4. Compartment models are described by Seber & Wild (1989, Ch. 8) . Such models may be used, for example, to describe the movement of a radioactive tracer through parts of an organism, such as blood, tissue, etc. Typically, observations are restricted, providing data only on the amounts of material in a subset of the compartments. The expected amount of material, x t (t), in the ith compartment at time t changes by flows in and out of the compartment, in a manner illustrated by a figure specifying the flows, as in Fig. 1 . Fig. 1 . An example of a compartment model, describing the transfer of material between three compartments. This is a catenary system. The {6,} are the parameters determining the rates of transfer of material, and g is the arrival rate of material in compartment 1. At time t, the ith compartment contains an expected amount *,(£).
The state vector, x, satisfies the deterministic, first-order differential equation In general the observed mean vector is given by y(t) = Cx(t), where C is a matrix specifying which compartments are observed. For illustration we suppose y(t) = x 3 (t) = c T x(t), where c T = (0,0,1) T , corresponding to observation of the amount of material in the third compartment only, and x(0) = 0. This example and notation are taken from Jacquez & Greif (1985) . Model-fitting follows from the assumption that data z are the form of z(t) = y(t) + uncorrelated random terms of zero mean, and using the method of least-squares. This corresponds to assuming a normal distribution for the errors and using the method of maximum likelihood. The study of parameter redundancy in compartment modelling has a long history. This example shows how Theorems 1 and 2 apply in this area Typically, the observations will form a sample, {z(f 1 ),..., z(t H )}, and the derivative matrix D B will formally contain the derivatives, dy(t t )/d6. As this is true for any {t,}, then, to seek estimable parameters, we require the solution to 
say. Now taking Laplace transforms of (9), we obtain the equivalent condition a T (8y/d9) = 0, or equivalently, a and so, from Theorem 2, 9 S is estimable, but none of the other parameters is, as speculated by Jacquez & Greif (1985) . Additionally estimable are the parameter combinations, 6 l 6 3 , 9 t + 9 2 + 9 3 + 9 A and (0, + 6 2 -9 5 )9 4 , as can be verified from Theorem 1.
