Fault diagnosis of wind turbine (WT) gearboxes can reduce unexpected downtime and maintenance costs. In this paper, a new fault diagnosis framework is proposed based on deep bi-directional Long Short-term Memory (DB-LSTM). Even though deep learning has been used in fault diagnosis of rotating machines, deep learning diagnosis models with the input of raw time-series or frequency data face computational challenges. Additionally, the deviation between datasets can be triggered easily by operating condition variation, which will highly reduce the performance of fault diagnosis models. However, in most studies, several constant operating conditions (e.g., selected some rotational speeds and loads) are used in the experiments, which may not reflect time-varying non-stationary operating conditions of WT gearbox and cannot be applicable in real-life applications. In this work, the experiments are designed that the real rotor speed of WT spindle input to the WT drivetrain test rig to simulate the actual time-varying non-stationary operating conditions. Ten common time-domain features are all fed into the DB-LSTM network to construct fault diagnosis model, which eliminates the need for selecting suitable features manually and improves training time. Vibration data collected by three accelerometers are used to validate the effectiveness and feasibility of the proposed method. The proposed method is also compared with four existing diagnosis models, and the results are discussed.
Vibration-analysis methods diagnoses faults by comparing the test signals with the health signals in time and frequency domain. These methods have demonstrated some success in the past decades [8] , [14] [15] [16] . However, there are also some challenges. First, due to the influence of the strong noise and non-stationary operating conditions, it is difficult to exactly detect the faults [11] , [17] . Second, high degree of expertise is needed [12] , [13] . In addition, the amount of data collected by multiple sensors will grow exponentially after the long-time operation in condition monitoring system. The vibration-analysis methods are not suitable for dealing with massive and complex signals [13] .
As a potential tool to process signals rapidly and efficiently, intelligent fault diagnosis methods can potentially help with the challenges of the vibration-analysis methods. Generally, intelligent fault diagnosis methods include three steps: feature extraction, feature selection and fault classification [18] , [19] . Fault features can characterize the health states of WT gearbox. In the first two steps, fault features are extracted and selected from the collected vibration signals. In the last step, intelligent methods, such as artificial neural networks (ANN) [20] , [21] , and support vector machine (SVM) [22] [23] [24] are used to determine health states based on the fault features. However, traditional intelligent techniques such as common machine learning algorithms rely on well-selected features, which is not an easy task. Moreover, common machine learning algorithms' ability to diagnosis a fault depends on what type of data was used during training [18] , [25] .
In recent years, deep learning techniques have being applied successfully in various areas such as computer vision, speech recognition and natural language processing [26] , [27] . Due to the ability of feature learning and the advantage of dealing with massive datasets, deep learning algorithms have also become popular in fault diagnosis of gearbox [28] , [29] and other fields like photovoltaic arrays [30] , and aircraft fuel system [31] . Deep learning algorithms can learn features directly from raw time-series or frequency data to avoid feature selection [25] , [32] [33] [34] [35] [36] [37] [38] [39] . Chen et al. [11] constructed convolution neural network (CNN) with the input of time-frequency matrix in fault diagnosis of gearboxes, which was validated by vibration signals under six different operating conditions (two loads and three rotating speed) in a drivetrain simulator. Jing et al. [18] constructed a CNN diagnosis model with the input of frequency data, which was validated by test rig vibration data under different operating conditions. Chen et al. [40] used three deep neural network models: deep Boltzmann machines, deep belief network, and stacked auto-encoders to detect faults of rolling bearing. In this study, the test data were used from experimental platform under three rotating speed and three load operating conditions. Only a few of the available methods consider the long-term temporal dependency characteristics which contributes to fault diagnosis [12] . Nevertheless, most failures of the WT gearbox components, such as gear wear, gear crack, have a temporal-dependent nature, because these failures occur over long operation periods [12] .
Long Short-term Memory (LSTM) networks with memory cell have demonstrated advantages on learning long-term dependent characteristic of sequential data [12] , [41] [42] [43] . Lei et al. [12] constructed basic LSTM network with the input of raw time-series signals to diagnosis wind turbine faults, which was validated by dataset under five operating conditions in wind turbine rig. Yang et al. [44] used basic LSTM recurrent neural network for fault diagnosis in rotating machinery with the input of frequency data. The basic LSTM network with the feedforward manner is only able to get the previous information of each step, but it cannot obtain the complete information of the given sequence [45] . The bi-directional LSTM with forward and backward manner is proposed, which is able to access complete information and summarize temporal dependency characteristic from past and future steps in each sequence [46] . Zhao et al. [47] used the bi-directional LSTM network with the input of the features extracted by CNN to predict the tool wear depth of CNC machine. The structure and hyper-parameter tuning of network is essential for the diagnosis performance. Moreover, even though deep learning can learn fault features directly from raw time-series or frequency data to avoid feature selection, its training time is an issue. Additionally, it is known that WT gearbox always operates under time-varying non-stationary conditions. The diversity between dataset distributions can be triggered easily by operating condition variation, which will highly reduce the performance of fault diagnosis models [48] . However, in most studies, several constant operating conditions (e.g., different rotational speed and load) are used to do the research of non-stationary operation condition problem in fault diagnosis of gearbox [11] , [12] , [18] , [40] , [44] , [47] , [49] ; this may not always be reflective of non-stationary and cannot be applicable in real-life application. In some studies, a testing data, whose operating conditions are the same as the training data are applied, which may impact the effectiveness of fault diagnosis methods [6] . Hence, fault diagnosis methods with higher generalization are expected.
Building on prior research, this paper presents a new intelligent fault diagnosis framework based on deep bi-directional Long Short-term Memory (DB-LSTM) with vibration data collected from WT drivetrain test rig under time-varying non-stationary operating conditions. The main contributions of this paper are as follows. (i) Aiming at WT gearbox, a practical fault diagnosis model is constructed based on DB-LSTM with optimizing structure and parameter of the network. (ii) Ten common statistical features in time domain are as the inputs of the diagnosis model, and thus, there is no need to select suitable features. In addition, compared with the input of raw time-series data and frequency data, it is computationally efficient. (iii) The real rotational speed of wind turbine spindle is fed into the WT drivetrain test rig to simulate the actual time-varying operating conditions; this improves the quality of data in terms of mimicking the real-life WT operation conditions. The rest of the paper is organized as follows: Section 2 presents the proposed fault diagnosis framework based on DB-LSTM network. In Section 3, vibration signals of gearbox from wind turbine drivetrain test rig are used to validate the effectiveness of the proposed method. The conclusions are drawn in section 4. The basic theory of bi-directional LSTM are listed in Appendix.
II. THE PROPOSED FAULT DIAGNOSIS OF FRAMEWORK BASED ON DEEP BI-DIRECTIONAL LONG SHORT-TERM MEMORY
In this study, multivariate vibration signals are synchronically collected by three accelerometers in a wind turbine drivetrain test rig. Essentially, the goal is to recognize to which predefined health states the gearbox belong using the proposed fault diagnosis method.
A. DESCRIPTION OF WIND TURBINE DRIVETRAIN TEST RIG
In this research, raw vibration signals are collected from a WT drivetrain test rig. As Fig.1 shows, the test rig is composed of a driven motor, a torque controller, a one-stage planetary gearbox, a two-stage parallel gearbox and a magnetic brake. In Fig.2 , three accelerometers (#1, #2, #3) are installed in three directions (horizontal, vertical, radial) in planetary gearbox to collect comprehensive vibration information. Five health states, one healthy and four faulty, of the sun gear in planetary gearbox are used to validate the diagnosis effect of the proposed method. The faulty gears are shown in Fig.3 , and the details of health states are listed in Table 1 . 
B. DESIGN OF EXPERIMENTS
In order to simulate the time-varying non-stationary operating conditions, the real rotor speed of WT spindle is fed into the test rig. A WT in a wind farm of Qilin Mountain in Hebei Province, China, is selected in the paper. The rotor speed in January of it inputs the test rig. There are three reasons to choose the speed data in January: (i) wind turbine downtime is relatively less; (ii) the speed data of this wind turbine is complete; and (iii), wind speed fluctuation is relatively large.
There are 624 hours data points left after deleting the downtime data. Since speed data are collected every five seconds, the amount of the rotor speed data is large. It will take a very long running time in the test rig. Thus, the average speed per hour is input to the test rig, which can still retain the fluctuations of the raw speed. The experiment setting of rotor speed is shown in Fig.4 . Among it, the blue dots indicate the original speed and the orange dots indicate the average speed. The WT spindle rotates for one hour to zoom to the test rig for one second with the average speed. The rotor speed of test rig is shown in Fig.5 . The vibration data are acquired with the input of the rotor speed within 624 seconds. The sampling frequency is set to be 5120Hz. An example of the measured vibration signals for five health states by accelerometer #1 are illustrated in Fig.6 . 
C. THE FRAMEWORK OF THE PROPOSED METHOD BASED ON DEEP BI-DIRECTIONAL LONG SHORT-TERM MEMORY
The flowchart of the proposed method based on DB-LSTM network for fault diagnosis is shown in Fig.7 . The steps of the proposed fault diagnosis method are given as follows:
1) The vibration signals collected by three accelerometers in WT driven test rig are divided into several data segments. The number of sampling points for each segment has been discussed and set the optimal value to make the diagnosis effect best. 2) Common statistic time domain features are extracted from these data segments. The ten time domain features are listed in Fig.7 and the equations of the features are shown in Table 2 . Therefore, there are 10 * 3 features from three accelerometers as the proposed model inputs for fault diagnosis in this paper. In this paper, the acquired vibration signals are divided into data segments, and each of segment consists of 5120 sample points. Thus, there are 624 by 3 data segments in every health state. Then, the ten time domain features of every segment are calculated. In order to ensure the reliability and fair of the results, random selection strategy has been adopted. Half of the data segments of each health state are randomly taken as training set, and the remaining segments are as testing set. Details of datasets are shown in Table 3 . All parameters of the proposed DB-LSTM network are listed in Table 4 . In general, hyper-parameter tuning is essential for the classification performance. In the proposed method, the sample point number of every segment and the layer number of bi-directional LSTM have been discussed. All experiments were repeated 10 times. The classification results with different value of the two parameter are respectively shown in Fig.8 (a) , (b). Among them, the boxplots shows the classification accuracy, and the green lines are the CPU running time. As Fig.8 shows, when the number of sample points per segment and number of bi-directional LSTM layer are set 5120 and 2 respectively, the mean accuracy is high and the CPU running time is relatively short.
B. COMPARISON WITH DIFFERENT INPUTS
In this paper, raw time-series data and frequency data, which has been used in other papers [12] , [18] , are used as the inputs of the DB-LSTM network to compare the performance of the proposed method. That is, the raw time data and frequency data of every data segment, instead of the common time domain features, are fed into DB-LSTM network. The parameter of DB-LSTM input size is set to 5120, and other parameters are the same as Table 4 . An example of the raw frequency data and the ten common time-domain features are respectively shown in Fig.9 and Fig.10 . Half of the data segments of each health state are randomly selected as training set and the other are used to test. Ten trails are carried out. The classification results are shown in Fig.11 and Table 5 . The average classification accuracy (%) with standard deviation of the ten trails and the CPU running time are listed in Table 5 , where the result of the proposed method is marked bold.
The results demonstrate that the proposed method performs better than other two data types with DB-LSTM. The average accuracy of the proposed method is as high as 99.08%, while raw time data and frequency data with DB-LSTM can only achieve 23.02% and 48.59% respectively. Moreover, it is obvious the proposed method saves a great deal of time, even if the time of feature extraction process is added. The raw time data and frequency data with bi-DB-LSTM has the high time cost but low accuracy.
C. COMPARISON WITH OTHER METHODS
In this paper, BP neural network (BPNN) [20] , [21] , SVM [22] [23] [24] , CNN [11] , [18] and LSTM [12] , [44] method are employed to compare the performance of the proposed method. These methods have been used in fault diagnosis of gearbox. In the implementation of SVM, the radial basis function kernel is used, and the penalty parameter is set 100. For CNN method, the detailed parameters are listed in Table 6 . All of the parameters are adjusted according to the data set to achieve a better result. For LSTM method, the parameters are same as the proposed method in Table 4 , except for two bi-directional LSTM layers change to two basic LSTM layers. The training set and testing set of the three methods are randomly selected, the same as for the proposed method. The accuracy with different methods in 10 trials is shown in Fig.12 and Table 7 . It is clear that DB-LSTM outperforms other methods in fault diagnosis of WT gearbox. As fig.12 shown, the accuracy of the proposed method is up to 100% in many trials.
To better illustrate the performance of the proposed method in different fault classes, confusion matrix for the third trail of DB-LSTM is shown in Fig.13 , which consists of classification accuracy and misclassification error. Obviously, there is 100% accuracy for most faults in the proposed model. The worst accuracy 96% occurs in chipped gear and root crack gear. The reason may be that the severity of these two faults is lower than that of the other two faults. The average accuracy of the proposed method is up to 99.08%, which validate the efficiency of the proposed method. The proposed method can help the wind farm operators to accurately identify WT gearbox faults and develop maintenance strategies in advance to reduce downtime.
IV. CONCLUSION
In this paper, aiming at WT gearbox, a new intelligent fault diagnosis framework based on DB-LSTM network is proposed. Ten common time domain features are taken as the input, which can avoid the difficulty of feature selection. The effectiveness of the proposed method is validated by three accelerometers vibration signals in wind turbine drivetrain test rig. The real rotor speed of wind turbine spindle is fed into the test rig to simulate the real non-stationary operating conditions, which is suitable and convince for actual application. Due to the use of bi-directional LSTM neural network, the proposed method can learn the long-term temporal dependency characteristic of vibration data which contributes to fault diagnosis. Raw time data and frequency data are compared with common time-domain features in this paper. The results of experiments demonstrate that the proposed method have the best performance and save a great deal of time. Moreover, different methods are used for comparison. The average classification accuracy of the proposed method is up to 99.08%, which is higher than BPNN, SVM, CNN and LSTM method. Thus, the proposed method has superior performance in fault diagnosis of WT gearbox under timevarying non-stationary operating conditions, and does not rely on well-selected features.
As for future work, the real load is considered in operating conditions to validate the effectiveness of the proposed method. In addition, diagnosis of different fault severity of WT gearbox is researched based on the proposed method.
APPENDIX A THE BASIC THEORY OF LONG SHORT-TERM MEMORY NETWORK A. BASIC LONG SHORT-TERM MEMORY NETWORK
Recurrent neural networks (RNNs) as sequence-based models, extend the traditional feedforward neural networks, which are able to establish the temporal correlations between previous data and current data. In this manner, the network can exhibit dynamic temporal behavior. However, the gradient vanishing and exploding problem in RNN limits the model's ability to learn long-term sequential data. In order to address the issue, the LSTM was initially introduced by Hochreiter and Schmidhuber [50] . As the complex repeating module and special type with a memory cell in the network structure, LSTM is capable of learning long-term dependences. In this section, the main structure of the LSTM is provided. Detailed review of the overall structure of LSTM can be found in [47] .
The main structure of the LSTM networks include an input layer, one or more hidden layers, and an output layer. Let {x 1 , x 2 , . . . , x T } denote the input sequence for an LSTM, where x t ∈ R d represents a d-dimensional vector of input features at the t-th time step. The number of neurons in the input layer is equal to the number of feature space. The most important component of the LSTM structure is memory cells. The structure of LSTM memory cell is shown in Fig.14. The memory cell state c t−1 interacts with the intermediate output h t−1 and the input x t to update, maintain or ears the internal state vector based on the outputs of the previous time step and the inputs of the current time step. In addition, the memory cell also defines input node g t , input gate i t , forget gate f t and o t to maintain and adjust the cell state. The updating equations are given as follows [12] , [44] , [46] :
where x t ∈ R d and h t ∈ R k are the input and output of the LSTM unite. i t ∈ R k , f t ∈ R k , o t ∈ R k are the activation vectors of input gate, forget gate and output gate respectively. All W ∈ R k×d , U ∈ R k×k , b ∈ R k are learnable parameters and is the element wise multiplication, σ represents the sigmoid activation function, and φ represents the tanh function. The framework of basic LSTM network is illustrated in Fig.15 . Among it, the red block denotes a LSTM cell.
B. BI-DIRECTIONAL LONG SHORT-TERM MEMORY NETWORK
The basic LSTM is only able to process the input sequence in feedforward manner. In order to access strong temporal dependencies of future context, a bi-directional LSTM structure is constructed, which processes sequence data in both forward path and backward path with two separate hidden layers and then inputs into the same output layer. Corresponding to (1)-(6), the updating equations in backward path are given as follows, and the ← represent backward process: 
The output of forward h t and backward path ← − h t are concatenated as follows:
DB-LSTM is that multiple bi-directional LSTM layers are stacked. Multiple bi-directional LSTM layers enable more capability to handle with strong complex system nonlinearity. An example of DB-LSTM structure with two layers for fault classification is illustrated in Fig.16 . The red block is LSTM cell. In the two hidden LSTM layers, the output of the first LSTM layer from both forward and backward path are concatenated to the next layer. After the second LSTM layer, the outputs from two directional paths are fused and fed into fully-connected layer and softmax layer. Finally, the class labelŶ is computed as [51] :
where W oh is the output-hidden weight matrix, b o is the basic vector of the output layer, and softmax (z i ) = exp (z i ) / n j exp (z i ) i = 1, 2, . . . , n (16) 
