Introduction
A successful evolutionary algorithm is one with the proper balance between exploration (searching for good solutions), and exploitation (refining the solutions by combining information gathered during the exploration phase). Diversity maintenance is important in constrained search space algorithms because the additional pressure set on the population to reach the feasible region reduces the diversity. Since reduced diversity promotes premature convergence, new exploration and exploitation techniques have been incorporated into the PSO main paradigm. In this chapter the authors review the standard PSO algorithm, and several proposals to improve both exploration and exploitation: local and global topologies, particle motion equations, swarm neighbourhoods, and interaction models. For all these approaches the common shared feature is the modification of the PSO main algorithm. The present chapter, however, describes a rather different approach: the perturbation of the particle memory. In the PSO algorithm, the next particle's position is based on their flying experience (pbest), and the current best individual in either the entire swarm (gbest), or in a swarm neighbourhood (lbest). Since the values for gbest or lbest are determined from the pbest values available at any generation, in the end, it is the pbest which is mainly responsible for the particle's next position. Therefore, a way to reduce premature convergence is to improve the pbest of each particle. Our approach aims to prevent convergence to local optima by improving the swarm exploration and exploitation through two perturbation operators. These external operators improve the memory of the best visited locations, and do not modify the main PSO paradigm. The rest of this Chapter is organized as follows: In Section 2, we introduce the premature convergence problem. We extend this discussion in the context of constrained optimization, in Section 3. Our approach is introduced in Section 4; giving a brief explanation about every component adopted in the PSO algorithm. In Section 5, a well-known benchmark is used to compare our approach against other PSO based methods and evolutionary algorithms representative of the state-of-the-art. The conclusion is given in Section 6, complemented with future work guidelines in Section 7.
Diversity Control in PSO
In PSO, the diversity comes from two sources. One is the difference between the particle's current position and its best neighbor, and the other is the difference between the particle's current position and its best historical value. Although variation provides exploration, it can only be sustained for a limited number of generations because convergence of the flock to the best is necessary to refine the solution (exploitation). In an early analysis, Angeline shows that PSO may not converge, neither refine solutions when variation is null, that is, when all the particles rest near by the best spot (Angeline, 1998) . A few months after Angeline's work, the first formal analysis of a simple PSO was developed by Ozcan and Mohan (Ozcan & Mohan, 1998) , which obtained the PSO trajectories. Based on this work, Clerc and Kennedy analyzed a particle's trajectory and determined the relationship between the acceleration parameters that avoid the divergence of the particle (Clerc & Kennedy, 2002) . But, when the problem of converge premature seemed solved; Van Den Bergh proves that the PSO trajectories does not converge to the global optimal (Van Den Bergh, 2002) . In his Ph.D. thesis, Van Den Bergh explains the attributes that a hybrid PSO must accomplish to become a global search algorithm. There are several proposes related with developing a global search based on the PSO algorithm. In this context, we can find approaches for dealing with constraints, which is the topic of this chapter.
Constraint-Handling in PSO
Real optimization problems are subject to a number of equality and inequality constraints, which can be linear or nonlinear. These constraints determine which areas of the search space are feasible and which are infeasible. In addition to these constraints, boundary constraints are usually imposed to the search space (Michalewicz, 1992) . Also, there is the possibility that the feasible space is fragmented and separated by infeasible regions, requiring that both the feasible and infeasible regions be searched. PSO is an unconstrained search technique. Thus, adopting a constraint handling technique into the main PSO algorithm is an open research area. There is a considerable amount of research regarding mechanisms that allow the evolutionary algorithms to deal with equality and inequality constraints. Some constraint-handling approaches tend to incorporate either information about infeasibility or distance to the feasible region, into the fitness function in order to guide the search. These techniques are based on penalty functions (Parsopoulos & Vrahatis, 2002) . In their work Parsopoulos and Vrahatis used a multi-stage assignment penalty function without diversity control. Other approaches propose a constraint handling technique based on maintaining a feasible population (EI-Gallad et al., 2001) , and also some algorithms require a feasible initial population (Hu & Eberhart, 2002; He et al., 2004) . In 2003, Coath and Halgamuge presented a comparison of the two constraint-handling methods in PSO: penalty function and feasibility preservation (Coath & Halgamuge, 2003) . Their experiments clearly detect the need of some form of diversity control. In a more sophisticated approach, Zhang et al. introduced a special technique, called periodic mode, to handle inequality constraints. This method consists in keeping the global-best near the boundary thus the flock which is constantly pulled to the border, can sustain exploration (Zhang et al., 2004) . A few more sophisticated approaches include applying multi-objective optimization techniques to handle constraints. For instance Toscano and Coello (Toscano & Coello, 2004) , use a feasibility tournament proposed by Deb (Deb 2000) to handle constraints with PSO. The feasibility tournament applies a set of rules similar to the Pareto dominance concept used in multi-objective optimization. Notably, equality and inequality constraints demand an intelligence exploration of the search space to find the global optimum region. Likewise, an efficient and effective exploitation is required in the boundaries of the feasible region, whenever the inequality constraints are active or equality constraints are present. PSO should find a solution that both optimizes the objective function and satisfies all constraints.
Constrained Optimization via Particle Swarm Optimization
A brief analysis of the state-of-the-art in PSO to solve constrained optimization problems was presented. Now, we are going to introduce our approach called Particle Evolutionary Swarm Optimization (PESO) (Muñoz et al., 2005) . In this section we explain our approach; and in the next section we perform a comparison with another PSO-based constraint optimization works.
Interaction Model
First we should choose an appropriate interaction model for solving constrained optimization problems. In an early analysis, Kennedy provided empirically evidence that the social-only model is faster and more efficient than the full and cognitive-only models (Kennedy, 1997) . These models were defined by omitting components of the velocity formula. The full model is composed by the cognition component and the social component. Dropping the social component results in the cognition-only model, whereas dropping the cognition component defines the social-only model. In a fourth model, selfless model, the neighbourhood best is chosen only from the neighbours, without considering the current individual. Carlisle and Dozier tested these four models in dynamic changing environments (Carlisle & Dozier, 2000) . They empirically prove that the social-only model consistently found solutions faster than the full model, but the reliability of the social-only model is lower than the full model. We test the four models proposed by Kennedy, (Kennedy, 1997) . We confirm that the socialmodel i s f a s t e r t h a n t h e full model, but it is not enough robust due to its premature convergence behaviour. Therefore, we adopt the full model which is more reliable for constrained optimization.
Social Network Structure
In the PSO topology, each particle moves following a leader; this fact is modelled by one of three components of the velocity formula. A leader can be global to all the flock, or local to a flock's neighbourhood. In the latter case there are as many local leaders as neighbourhoods. Having more than one leader in the flock translates into more attractors or good spots in space. Therefore, the use of neighbourhoods is a natural approach to fight premature convergence (Mendes et al., 2004) . Particles in the same neighbourhood communicate with one another by exchanging information for moving towards a better position. The flow of information through the flock, depends on the neighbourhood structure. Figure 1 presents a few neighbourhood structures developed for PSO. In a highly connected neighbourhood structure, the information about the best particle in the swarm is quickly transmitted through the whole flock. This means faster convergence, which implies a higher risk to converge to a local minimum. Also, Kennedy & Mendes empirically shows that the star neighbourhood is faster than the other topologies, but it meets the optimal fewer times than any other one (Kennedy & Mendes, 2002) . They suggest trying the Von Neumann neighbourhood structure, which performed more consistently in their experiments than the topologies commonly found in current practice. However, in the experiments developed by Kennedy & Mendes, they used a set of unconstrained optimization problems. However, based on their recommendation, we propose a new neighbourhood structure, which we define as singly-linked ring. The singly-linked ring rises from analysing the ring neighbourhood as a double-linked list; like it is showed in Figure 2 -a. Suppose that every particle is assigned a permanent label which is used to construct the neighbourhoods. Then, a particle k has two neighbours, particles k-1 and k+1. In turn, particles k-1 and k+1 have particle k as a neighbour. In this way, there is a mutual attraction between consecutive particles, forming overlapped clusters. Also, the slow convergence of the ring structure has been empirically showed (Kennedy, 1999; Kennedy & Mendes, 2002; Carlisle & Dozier, 2000) . The successful of the Von Neumann neighbourhood is due to the interaction that each particle has with other particles, an average of 5 neighbours. This promotes the exploitation, but unfortunately fails to provide the exploration required by the constrained optimization problems. Thus, we propose the topology presented in Figure 2 b. The singly-linked ring keeps two neighbours for each particle, but breaks the mutual attraction between neighbours. Besides, the information through the whole swarm is transmitted faster than in the original ring topology. Therefore, the singly-linked ring keeps the exploration at the search space, and increases the exploitation of the best solutions (Hernández et al., 2007) . 
Feasibility Tournament
The first step for developing a PSO-based constraint optimization is to choose a constrainthandling method. There are three methods that have been used by other approaches: penalty function, feasibility preservation and feasibility tournament. The penalty function method involves a number of parameters which must be set right in any problem to obtain good solutions. This fact has motivated sophisticated penalty function approaches and extensive experimentation for setting up appropriate parameters (Michalewicz & Schoenauer, 1996) . According with Deb (Deb, 2000) , there are two problems associated with the static penalty function: the optimal solution depends on penalty parameters and the inclusion of the penalty term distorts the objective function. Now, we give the details of the feasibility preservation method. There are two main problems associated with this method: it needs a feasible initial population and special operators to keep the population into the feasible region. Also, the method could be unreliable handling problems with active constraints, since it does not allow unfeasible solutions and has not information about the boundaries. The feasibility tournament proposes to use a tournament selection operator, where two solutions are compared at time, and the following criteria are always applied: 1. Any feasible solution is preferred to any infeasible solution. 2. Among two feasible solutions, the one having better objective function value is preferred. 3. Among two infeasible solutions, the one having smaller sum of constraint violation is preferred. The feasibility tournament does not require tuning parameters or applying special operators. Just a simple comparison is used to choose the best individual. Even, in any of the above three scenarios, solutions are never compared in terms of both objective function and sum of constraint violation. This method was implemented by Toscano and Coello in a PSO with global topology, obtaining competitive results (Toscano & Coello, 2004) . Our approach applies this method in a local topology, allowing feasible and infeasible solutions in the pbest particles. It enriches the information about the search space, especially at boundaries. Nevertheless, for handling equality constraints, it is not enough just converting them into inequality constraints:
Our approach applies a dynamic tolerance for handling equality constraints. First, we rewrite them as inequality constraints of the form |h(x)|< δ, where δ is called the tolerance. Then, the tolerance is linearly decremented from 1.0 to a specified target value (1E-06 in our experiments) during the first 90% of function evaluations. For the last 10% the tolerance is kept fixed; thus, the particles have additional time to achieve convergence. This technique proved to be very effective in the test problems that we present in the Section 5.
Perturbing the PSO Memory
In Section 2, we mention the Van Den Bergh's PhD thesis and his contributions in the PSO context. He gives a set of requirements that an evolutionary algorithm must accomplish to be a global search algorithm. Also, he shows that the PSO algorithm is not in fact a global search algorithm (Van Den Bergh, 2002) . Nevertheless, Van Den Bergh gives a theorem which specifies under which conditions an algorithm can be considered a global optimization method. The theorem implies that a general algorithm, without a priori knowledge, must be able to generate an infinite number of samples distributed throughout the whole of S in order to guarantee that it will find the global optimum with asymptotic probability 1 (Van Den Bergh, 2002) . This can be achieved by periodically adding randomised particles to the swarm. Nevertheless, resetting the position of the particles is not a trivial task; a bad decision affects directly in the exploitation of the best solutions. We propose, based on the observation that the pbest particles drive the swarm, perturbing the pbest of each particle. Our approach has three stages. In the first stage, an iteration of the standard PSO algorithm with the features described in this Section 4 is applied. Then the perturbations are applied to pbest in the next two stages. The goal of the second stage is to add a perturbation generated from the linear combination of three different particles for every dimension. This perturbation is preferred over other operators because it preserves the distribution of the population. This operator is used for reproduction by the Differential Evolution algorithm (Price et al., 2005) . In our approach this perturbation is called C-Perturbation. It is applied to the members of pbest to yield a set of temporal particles tempC. Then each member of tempC is compared with its corresponding father and pbest is updated applying the feasibility tournament. Figure 3 shows the pseudo-code of the C-Perturbation operator.
In the third stage every vector is perturbed again so a particle could be deviated from its current direction as responding to external, maybe more promissory, stimuli. This perturbation is implemented by adding small random numbers to every design variable. The perturbation, called M-Perturbation, is applied to every member of pbest to yield a set of temporal particles tempM. Then each member of tempM is compared with its corresponding father and pbest is updated applying the feasibility tournament. Figure 4 shows the pseudocode of the M-Perturbation operator, where LL and UL are the lower and upper limits of the search space. The perturbation is added to every dimension of the decision vector with probability 1/d, where d is the dimension of the decision variable vector. 
End For End For
For k = 0 To n
End For
End For Figure 5 . Effects of the perturbation operators. (a) Shows the movement of particle at iteration T+1 without perturbing the PBest in the iteration T. (b) Shows the movement of particle at iteration T+1 with the influence of PBest at iteration T+1, which is the final position after applying the perturbation operators on the PBest in the iteration T
PSO Parameters
The parameters play an important roll in the successful of any evolutionary algorithm. There are several works that discuss a number of control parameters like swarm size (Van Den Bergh, 2001) , neighbourhood size (Suganthan, 1999) , or acceleration coefficients (Ratnaweera et al., 2002a; Ratnaweera et al., 2002b) . Our approach generally uses a swarm size of n=100 particles, a neighbourhood size of k=2, and the following set of acceleration coefficients: w=U(0.5, 1.0), c1=1.0, c2=1.0, where U is a uniform distribution. These parameters have not been deeply studied; only the neighbourhood size, which has been explained in this Section. Nevertheless, the acceleration coefficients accomplish the mathematical model gave by Clerc & Kennedy to avoid divergence of the particle trajectories (Clerc & Kennedy, 2002) .
Our Approach PESO
In summary the proposed algorithm, PESO, is a local PSO with a singly-linked ring neighbourhood. PESO handles constraints adopting a feasibility tournament complemented with a dynamic tolerance for handling equality constraints. The main components of PESO are the C-Perturbation and M-Perturbation operators applied to the pbest population.
Experiments
PESO is applied to solve the benchmark used in the Special Session on Constrained RealParameter Optimization, CEC-06 
PESO Results
In Table 1 , we present the results of PESO in the benchmark problems, where S.D. means standard deviation. For every test problem 30 runs was developed, and in each run 350,000 fitness function evaluations were applied to test our. In only two test problems, g20 and g22, PESO did not find a feasible solution. These problems have 14 and 19, equality constraints respectively. Also, PESO presents a poor performance in test problems g21 and g23, where it did not reach the optimal value, but always found a feasible solution at the 30 runs. In the rest of the benchmark, PESO attains the global optimal. PESO was able to outperform the best know solution in test problems g03, g05, g11, g13, g17 and g19, due the conversion of equality constraints to inequality constraints with a tolerance value of 1E-06. The whole benchmark was resolved using the same parameters, but there are several test problems, which were solved with less than 350000 fitness function evaluations. This fact is showed in Table 2 . In Table 2 , we present the number of fitness function evaluations that PESO requires to attain a value within 1E-4 of the optimal. Also, the number of feasible runs, F.R. and the number of successful runs, S.R. are showed. We define like F.R. that run, which finds at least one feasible solution in less than 350000 fitness evaluations. On the other hand, when the best value found is within 1E-4 of the optimal the run is successful. Only the successful runs were used to calculate the measures presented in Table 2 . Test problems with equality constraints require at least 315000 fitness function evaluations, due the dynamic tolerance applied in PESO. The experiments show a poor performance of PESO in test problems g20, g21, g22 and g23. These problems have several equality constraints; in fact the problems g20 and g22 have more than 10 of them. Now, we compare our approach against other PSO based methods and evolutionary algorithms representative of the state-of-the-art.
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Comparison PESO versus Turbulent PSO
First we compare PESO against another PSO approach which applies feasibility tournament to handle constrained optimization problems. In Section 3, we mention that Toscano and Coello proposed a constraint handling technique for PSO (Toscano & Coello) . Their approach handles constraints through a feasibility tournament, and keeps diversity by adding mutations to the velocity vector using a turbulence operator. They test the original benchmark with 13 test functions (Runnarson & Yao, 2000) . The comparison is shown in Table 3 . TC-PSO (Toscano and Coello's PSO) performed 340,000 fitness function evaluations, 10,000 less than PESO, but it is not significative for the comparison. The performance of PESO is better than TC-PSO on test problems g02, g05, g07, g09, g10 and g13. (Hu & Eberhart, 2002) . They apply a global PSO based on feasibility preservation for handling constraint problems. They only test the first 12 test functions of the benchmark. The comparison is shown in Table 4 . HE-PSO (Hu and Eberhart's PSO) performed 100,000 fitness function evaluations. For developing a real comparison, PESO performed 100,000 fitness function evaluations. Nevertheless, the comparison is not equal since we do not take into account the number of constraint evaluations that HE-PSO performs to preserve feasibility. Also, we must mention that the randomly initialized particles are not always in the feasible space. So initialization may take a longer time. The performance of PESO is better than HE-PSO on test problems g02, g06, g07, g09 and g10. Even, there is not available information about the performance of HE-PSO at test problem g05. We should observe that PESO is robust to the number of fitness function evaluations. It is not a surprise, since in Table 2 we can observe the convergence rate of PESO for every test problem. In the first 12 test problems there are 3 with equality constraints; therefore, their convergence rate is driven by the dynamic tolerance. In the rest, there are 6 test problems with a best convergence rate lower than 100,000 fitness function evaluations. Only test problems g02, g07 and g10 have a best convergence rate upper than 100,000, which cause a little decrease in their best solution found around 30 runs. 
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Comparison PESO versus Periodic Mode PSO
In Section 3, we mention the special technique for handling inequality constraints introduced by Zhang et al., called periodic mode (Zhang et al., 2004) . Their method keeps the global-best near the boundary thus the flock which is constantly pulled to the border, can sustain exploration. They only tested the 9 functions with inequality constraints of the benchmark proposed by Runnarson and Yao (Runnarson & Yao, 2000) . The comparison is shown in Table 5 . The PM-PSO algorithm (periodic mode PSO) performed 1,500,000 fitness function evaluations. Although, PESO performed four times less fitness function evaluations than PM-PSO, we did not increase the number of fitness function evaluations, because PESO performance is competitive with the general parameters applied in these experiments. The performance of PESO is better than PM-PSO on test problems g02 and g10.
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Comparison PESO versus Diversity-DE
Now, we compare PESO against other evolutionary algorithms. We believe that could be interesting a comparison against a Differential Evolution algorithm, since PESO applies a CPerturbation similar to the operator used for reproduction in this algorithm. Mezura et al. modified the Differential Evolution algorithm in a way that every parent may have more than one offspring (Mezura et al., 2005) . The winner is the best child but then the child is compared to the current parent. Another tournament is performed but this time the winner is found by tossing a coin and comparing by fitness value, or by constraint violation; similar to Stochastic Ranking (Runnarson & Yao, 2000) . The comparison of the first 13 test functions is shown in Table 6 ; the number of fitness evaluations for both algorithms is 225,000. 
Comparison PESO versus SMES
The extend benchmark was proposed by Mezura in his Ph.D. thesis (Mezura, 2004) . Therefore, it is interesting to compare PESO against the approach developed by Mezura, called SMES. SMES works over a simple multimembered evolution strategy: (µ+λ)-ES. The modifications introduced into SMES are the reduction of the initial step size of the sigma values to favour finer movements in the search space. A panmictic recombination operator based on a combination of the discrete and intermediate recombination operators. Also, SMES changes the original deterministic replacement of the ES, sorting the solutions by applying a comparison mechanism based on feasibility. This allows remaining in the next generation, the best infeasible solution, from either the parents or the offspring population. In Table 7 we show the comparison of PESO and SMES. In this case both algorithms performed 240,000 fitness function evaluations. It can be seen that PESO is clearly better than SMES in problems g05, g07, g10, g13, g14, g15, g17, g19, g21 and g23. PESO and SMES were unable to find feasible solutions for test problems g20 and g22. But, PESO finds feasible solutions for test problems g17, g21 and g23, where SMES could not find feasible solutions in any single run. Runarsson and Yao (Runnarson & Yao, 2000) . Later, the authors provided a new improved version, called Improved Stochastic Ranking Evolution Strategy, (ISRES) (Runnarson & Yao, 2005) . The algorithm is a simple evolution strategy enhanced with a stochastic sorting, which decides, through a probability fixed value, performing a comparison using only the function value or the constraint violation. The ISRES's code is available at Runarsson's page, and we used it, for developing the experiments for test problems g14 through g24. The parameters used were the same as the suggested by the authors (Runnarson & Yao, 2005) . The comparison is shown in 
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Conclusion
In this chapter, we described a robust PSO for solving constrained optimization problems. We discussed the premature convergence problem, which still is an issue in evolutionary computation. A brief trip was made through several proposals to attain a balance between exploration and exploitation. Also, we briefly review recent works that contribute with interesting ideas for handling-constraints in PSO. This work presents an algorithm called PESO to handle constrained optimization problems. Based on the empirical and theoretical results of several works, we explain and validate every component applied in PESO. We empirically show the performance of PESO in a wellknow benchmark. PESO has shown high performance in constrained optimization problems of linear or nonlinear nature. Three important contributions of PESO are worth to mention: A new neighbourhood structure for PSO, the incorporation of perturbation operators without modifying the essence of the PSO, and a special handling technique for equality constraints.
The first contribution is the singly-linked neighbourhood structure. It increases the exploitation of the algorithm, breaking the double-link that exists between the particles using the original ring neighbourhood structure. PESO implements a singly-linked ring with a neighbourhood of size n = 2, but a general algorithm to build neighbourhoods of size n is given by Hernández et al. (Hernández et al., 2007) . Another relevant idea developed by PESO, is the perturbation of the target to keep flock's diversity and space exploration. Two perturbation operators, C-perturbation and Mperturbation are applied to the pbest. It is equivalent to perturb the particle's memory and not its behaviour; as it is performed by other approaches that tend to destroy the flock's organization capacity. The last feature of PESO is its special technique to handle equality constraints. It is performed through a dynamic tolerance that allows unfeasible particles at the first generations, but it decreases the tolerance value until reach a desired error. The dynamic tolerance helps to keep the flock near the feasible region, while exploring promising regions. The results on the benchmark problems provide evidence that PESO is highly competitive. So far, PESO performed very well at solving the current state-of-the-art problems, but it should be improved to handle problems with a higher number of equality constraints.
Future Research
PESO shows a competitive performance solving constrained optimization problems, so global (unconstrained) optimization and multi-objective optimization problems are attractive topics for future research. But, there are other research areas that could be explored in this approach. As we mention in Section 4, the acceleration parameters have not been studied yet. A set of sub-swarms could improve the robustness of the PSO . One of the main research areas in evolutionary computation is the application to real optimization problems. In that field, we used PESO to solve system reliability optimization problems (Muñoz, 2004) .
