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Abstract
Using the framework of nonlinear fluctuating hydrodynamics (NFH), we examine equilibrium
spatio-temporal correlations in classical ferromagnetic spin chains with nearest neighbor interac-
tions. In particular, we consider the classical XXZ-Heisenberg spin chain (also known as Lattice
Landau Lifshitz or LLL model) evolving deterministically and chaotically via Hamiltonian dynam-
ics, for which energy and z-magnetization are the only locally conserved fields. For the easy-plane
case, this system has a low-temperature regime in which the difference between neighboring spin’s
angular orientations in the XY plane is an almost conserved field. According to the predictions of
NFH, the dynamic correlations in this regime exhibit a heat peak and propagating sound peaks,
all with anomalous broadening. We present a detailed molecular dynamics test of these predictions
and find a reasonably accurate verification. We find that, in a suitable intermediate temperature
regime, the system shows two sound peaks with Kardar-Parisi-Zhang (KPZ) scaling and a heat
peak where the expected anomalous broadening is less clear. In high temperature regimes of both
easy plane and easy axis case of LLL, our numerics show clear diffusive spin and energy peaks and
absence of any sound modes, as one would expect. We also simulate an integrable version of the
XXZ-model, for which the ballistic component instead moves with a broad range of speeds rather
than being concentrated in narrower peaks around the sound speed.
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I. INTRODUCTION
For generic classical and quantum spin chains the only conservation law is the energy,
perhaps in addition one spin component (or all three). Momentum conservation is destroyed
by the underlying lattice and in thermal equilibrium the average currents vanish. One
therefore expects that a local perturbation of the thermal state will spread diffusively, a
behavior which is actually observed in a large variety of systems, as prototypical examples we
refer to [1, 2]. There are obvious exceptions such as integrable spin chains, for which a small
perturbation induces a ballistic response. Also, at least classically, at very low temperatures
the harmonic approximation generally becomes valid, which then implies ballistic transport
over a suitable time scale.
The goal of our paper is to explain that, beyond the standard folklore, there can be a
parameter regime, in which the dynamic correlations consist of a “heat” peak at the origin
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and in addition two sound peaks symmetrically moving to the right and left. These peaks
broaden sub-ballistically but faster than diffusion. The theoretical argument is based on
nonlinear fluctuating hydrodynamics, which refers to long wavelength behavior and should
thus be equally valid for both classical and quantum chains. For quantum chains, because
of numerical limitations, it is difficult to pin down the phenomenon, even less so the precise
scaling form. In this contribution we thus restrict our study to classical spin chains of XXZ
type.
For our argument we require that the anisotropy parameter ∆ = |Jz/Jxy|, where Jz
is the nearest neighbor coupling between z-components of spin and Jxy between the x, y-
components, satisfies ∆ < 1. Then, at high temperatures, energy and the z-component
of the spin diffuse. However at low, but not too low, temperatures the spin motion is
confined to a plane orthogonal to the z-axis (the easy-plane) and phase differences between
neighboring spins are small. To achieve differences of order pi ( in other words “phase
slips” or, equivalently, “umklapp”) is an activated process and is thus strongly thermally
suppressed in a low temperature regime. In this regime, the phase differences are an almost
conserved field, so there is a broad range of time scales where this conservation law dictates
the hydrodynamics. Under such conditions, nonlinear fluctuating hydrodynamics (NFH)
can be applied. The theory predicts the dynamical correlations contain a central non-
propagating heat peak and left- and right-moving sound peaks. The three peaks broaden
as nontrivial powers of time according to characteristic explicitly known scaling functions
[3, 4].
To illustrate the difference between sound peaks and ballistic broadening, we also simulate
the integrable spin chain of Fadeev and Takhtajan [5]. The infinite number of conservation
laws then leads to a structured scaling function which scales self-similarly as ∼ t−1f(x/t).
There has been previous work on non-integrable classical models (and their KPZ connection)
such as the Fermi-Pasta-Ulam chain [6, 7], the discrete nonlinear Schro¨dinger equation [8–
10], coupled rotors [4, 11, 12], and one-dimensional hard-point systems [13]. However, to
our knowledge the present paper is the first exploration of NFH in classical spin chains.
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II. HIGH-TEMPERATURE, NON-INTEGRABLE AND INTEGRABLE LATTICE
LANDAU-LIFSHITZ EQUATIONS
LLL equations — We consider spins of unit length on the one-dimensional lattice, ~Sj =
(Sxj , S
y
j , S
z
j ) with |~Sj| = 1, j ∈ Z. The standard LLL interaction is quadratic in the spins
with Hamiltonian
H = −
∑
j∈Z
(
Sxj S
x
j+1 + S
y
j S
y
j+1 + ∆S
z
jS
z
j+1
)
, (II.1)
∆ the asymmetry parameter, ∆ ≥ 0. The LLL equations of motion then read
d
dt
~Sj = {~Sj, H} = ~Sj × ~Bj, ~Bj = −∇~SjH, (II.2)
where the Poisson bracket between two functions, g1, g2, of the spin variables is defined by
{g1, g2} =
∑
j αβγ(∂g1/∂S
α
j )(∂g2/∂S
β
j )S
γ
j with the usual summation convention. Clearly
|~Sj(t)| = 1 for all times. The Hamiltonian character of the dynamics can be seen also by in-
troducing the position-like angular variable φj ∈ S1 and the conjugate canonical momentum-
like variable sj ∈ [−1, 1] defined through
Sxj = f(sj) cosφj, S
y
j = f(sj) sinφj, S
z
j = sj, (II.3)
where f(x) = (1 − x2)1/2. Indeed, one checks that {si, φj} = δij, {φi, φj} = 0, {si, sj} = 0.
In these variables the hamiltonian (II.1) reads
H = −
∑
j∈Z
(
f(sj)f(sj+1) cos(φj − φj+1) + ∆sjsj+1
)
. (II.4)
Thus at low energies the phases tend to align, while ∆ sets the interactions between the z
components. The isotropic model corresponds to ∆ = 1, easy-plane to ∆ < 1, and easy-axis
to ∆ > 1. In the new variables the equations of motion become
d
dt
φj = −f ′(sj)f(sj+1) cos(φj+1 − φj)− f(sj−1)f ′(sj) cos(φj − φj−1)−∆(sj−1 + sj+1),
d
dt
sj = f(sj)f(sj+1) sin(φj+1 − φj)− f(sj−1)f(sj) sin(φj − φj−1). (II.5)
For |sj(t)| < 1 the angle φj(t) is defined modulo 2pi. For sj(t) = ±1 the angle φj(t) is ill-
defined. However, in our context, trajectories where a spin precisely hits either the North or
South Pole of the unit sphere (|sj(t)| = 1) have measure zero and therefore can be ignored.
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The s-s interaction could have additional contributions. One example is the ionic po-
tential
∑
j s
2
j [14]. Many of our results are valid in greater generality, but we explore the
simplest case (II.5).
The LLL dynamics has two locally conserved fields, namely the z-component of the spin,
sj, and the energy
ej = −f(sj)f(sj+1) cos(rj)−∆sjsj+1, (II.6)
where for convenience we have introduced the phase difference rj = φj+1 − φj. From the
equations of motion (II.5) one deduces the form of the spin current, J sj , and energy current,
J ej , as
J sj = −f(sj−1)f(sj) sin(rj−1), (II.7)
J ej = f(sj−1)f(sj)f ′(sj)f(sj+1) sin(rj−1 + rj)
+ ∆f(sj)f(sj+1)sj−1 sin(rj) + ∆f(sj)f(sj−1)sj+1 sin(rj−1). (II.8)
High-temperature diffusive regime — We first assume that there are no further conser-
vation laws. The equilibrium Gibbs measures are then given by the two-parameter family
ZN(β, h)
−1 exp
[
− β
(
H − h
∑
j
sj
)]∏
j
drjdsj, β ≥ 0, h ∈ R, (II.9)
for a chain of length N spins with periodic boundary conditions and partition function
ZN(β, h). Infinite volume equilibrium averages will be denoted by 〈·〉β,h. We note that the
Hamiltonian is even and the currents are odd in rj. Hence
〈J sj 〉β,h = 0, 〈J ej 〉β,h = 0. (II.10)
But then also their derivatives with respect to β, h vanish and, using the definition of the
Drude weight given in [15], one concludes that both Drude weights are zero. Thus the
conventional expectation is to have a diffusive spreading of the equilibrium time-correlations
for spin and energy. Since they have opposite signature under time reversal, the cross
diffusion coefficient should vanish.
To confirm, we performed molecular dynamics simulations. Fig. (1) shows the numerical
test of the diffusive behavior of spin and energy correlations. We used the standard Runge-
Kutta 4th order method (RK4) [16] for system size N = 512 up to the total time t = 1024 at
inverse temperature β = 1. Spin and energy autocorrelations show indeed diffusive behavior,
while there are no cross correlations.
5
FIG. 1: Plots of Cαβ(x, t) for XXZ easy plane regime at high temperature. Parameters are
∆ = 0.5, β = 1, N = 512 and h = 0. Css(x, t) and Cee(x, t) are plotted at time 128, 256, ..., 1024.
Insets show the slow temporal decay of Css(0, t) and Cee(0, t), and the diffusive scaling of Css(x, t)
and Cee(x, t) with the Gaussian fits at times 640, 768, 896 and 1024. The diffusion constants are
4.95 and 1.72 for spin and energy respectively, obtained from the corresponding Gaussian fits and
the decay of Css(0, t), Cee(0, t). As expected, energy and spin are uncorrelated.
The novelty of our contribution is to establish that at lower temperatures the dynamical
properties change dramatically through the appearance of ballistic sound propagation. But
before embarking on that discussion we use the opportunity to illustrate that equilibrium
time-correlations for an integrable spin-chain are dominated by a broad ballistic spreading, in
contrast to the sub-ballistic broadening of the two sound peaks in the case of a nonintegrable
chain.
Integrable LLL model — Faddeev and Takhtajan [5] discovered an integrable version of
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FIG. 2: Plots of Cαβ(x, t) for the integrable LLL model in easy plane regime at high temperature
at different times. Parameters are ρ = 1.0, β = 1.0 and N = 2048. The energy and spin are
uncorrelated. Energy correlation reaches to the boundary of the system faster than the spin
correlation. From the maxima of the peaks, the estimated speed is 1.4448 for the spin mode,
whereas it is 1.5888 for the energy mode. Scaling plots are shown in Fig. (3).
the LLL model, which still has nearest neighbor coupling but is no longer quadratic. Their
hamiltonian is given by
H = −
∑
j∈Z
h(~Sj, ~Sj+1) (II.11)
with local energy
h(~S, ~S ′) = log
∣∣ cos(ρSz) cos(ρS ′z) + (cot(ρ))2 sin(ρSz) sin(ρS ′z)
+(sin(ρ))−2G(Sz)G(S ′z)(SxS ′x + SyS ′y)
∣∣,
G(x) =
(
1− x2)−12 ( cos(2ρx)− cos(2ρ)) 12 (II.12)
with ρ ≥ 0. The hamiltonian (II.11) seems to be the only known integrable classical spin
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chain. Easy plane corresponds to ρ > 0, while in the limit ρ→ 0 one recovers the isotropic
interaction
h(~S, ~S ′) = log
(
1 + ~S · ~S ′). (II.13)
The infinitely extended Faddeev-Takhtajan spin chain has a countable number of locally
conserved fields, which are constructed by successive differentiations of the R-matrix, see
[5].
FIG. 3: Scaling plots of Css(x, t) and Cee(x, t) for the integrable LLL model in easy plane regime
at high temperature. Parameters are ρ = 1.0, β = 1.0 and N = 2048. The figures show the ballistic
scaling of Css(x, t) and Cee(x, t) at different times.
Our simulation uses the adaptive step size RK4 method [16] and we focus on the z-
component of the magnetization, sj, and the local energy, ej, as the first items in the list
of conservation laws. We display their time-correlations at ρ = 1 with inverse temperature
β = 1 and magnetic field h = 0, see Fig. (2). In the scaling plot Fig. (3), we see that
the energy and spin correlations show good ballistic scaling already at short times. In [17]
simulations of the spin correlations are reported at parameters ρ = 1, β = 0.25, h = 0.
Without losing integrability, the Hamiltonian (II.12) can be analytically continued to
purely imaginary ρ, which amounts to replace the trigonometric functions by their hyperbolic
cousin [5]. Physically this corresponds to easy-axis regime. We refer to the discussions in
[17], also reporting on parameters with diffusive spreading.
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FIG. 4: Easy axis data ∆ = 1.5, β = 0.1, N = 512. We observe perfect diffusive behaviour (see
inset).
III. EASY PLANE AT LOW-TEMPERATURES
Low-temperature effective hamiltonian — We now return to the nonintegrable XXZ
spin chain. As the temperature is lowered, if we impose easy-axis anisotropy, ∆ > 1, the
spreading of spin and energy correlations is still diffusive, as confirmed by further molecular
dynamics simulations. In Fig. (4) we show the easy axis data. Apparently diffusion still
holds at ∆ = 1, although with slow convergence [18]. However, for easy-plane, ∆ < 1,
phase differences become locally almost conserved, which drastically changes the dynamical
behavior, as will now be explained in detail. The equations of motion are given by (II.5).
Phase differences are defined through
rj = φj+1 − φj , mod 2pi, (III.1)
where we choose coordinates such that rj ∈ [−pi, pi]. rj = 0 corresponds to φj = φj+1 which
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is the minimum of the cosine-potential. The dynamics of the rj(t)’s has the following generic
structure. One starts from their extended version with r˜j ∈ R governed by
d
dt
r˜j(t) = gj(t)− gj+1(t) (III.2)
for a given collection of smooth functions {gj(t), j ∈ Z}. The restriction to the unit circle
S1 is achieved by setting
r˜j(t) = rj(t) + 2pinj(t) (III.3)
with nj(t) the integer winding number for bond j; we may choose nj(t = 0) = 0, while rj(t)
is a smooth function on S1. By construction the r˜j’s have the form of a local conservation
law, which in integrated version reads∑
j
(
r˜j(t)− r˜j(0)
)
=
∑
j
∫ t
0
ds
(
gj(s)− gj+1(s)
)
= 0, (III.4)
for a system with periodic boundary conditions. On the other hand,∑
j
(
rj(t)− rj(0)
)
= −2pi
∑
j
nj(t) . (III.5)
Hence rj(t) is locally conserved only if the total winding number remains constant:∑
j nj(t) = 0. The dynamical events rj(t) = ±pi are the “phase slip” processes where
the winding number changes. Thus the field of phase differences rj is locally conserved only
until the first phase slip event. However, as we show in Fig. (5), at low temperatures most
phase slip events come in closely-spaced pairs with no change in the total winding number, so
the coarse-grained dynamics actually respects this conservation law until one has unpaired
phase slip events.
As illustrated in Fig. (5), for high temperatures there are lots og phase slips. However for
easy-plane and low enough temperatures the z-component is approximately constant and
the phase difference is trapped by the cosine-potential. Then phase slips are very much
suppressed, see Fig. (5). Therefore, there is an emergence of an approximately conserved
quantity. In other words, phase slips are thermally activated process which, in a low-
temperature regime, can safely be ignored on the time scales reached by our simulation and,
in fact, much longer. Phase differences are thus approximately conserved in this regime.
Let us first attempt a rough estimate for the presence of a third conservation law. We
assume constant rj = r and sj = s. Adding also an external field, h, the energy of this
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FIG. 5: Phase slip events at β = 1, h = 0 (top-left), β = 1, h = 0.1 (top-right), β = 5, h = 0
(middle-left) and β = 5, h = 0.1 (middle-right). It shows that the phase slip events become rare
with decreasing temperature and external magnetic field. Red (blue) boxes show when and where
∆nj is +1 (-1) (Eq. (III.3)).
FIG. 6: The figure illustrates that the aver-
age number of phase slip events decays ex-
ponentially with β. The parameters are –
h = 0, N = 1024, t = 512, 105 initial states.
Inset shows the same plot in log scale. In log
scale the slope is -1.73 which is consistent with
our theoretical estimation within error bars.
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configuration equals
eg(r, s) = −(1− s2) cos r −∆s2 − hs. (III.6)
Its minimum is located at r = 0, s = h/[2(1−∆)] and we require |h| < 2(1−∆) to ensure
that the minimum lies inside {|s| < 1}. Let us compute the energy required for a phase slip
event caused by motion of a single spin. For the case where s remains fixed but r changes
to pi, the energy barrier Eslip can be easily computed and leads to
Eslip = 4
(
1− 1
4
(1−∆)−2h2) > 1 (III.7)
On the other hand for the case where the angle r remains fixed and the spin moves to the
north pole (given by s = 1), the energy barrier is
Eslip = 2
(
1− h/2− 1
2
(1−∆)−1∆h) . (III.8)
We expect phase slips to occur at a rate ∼ e−β∆E where β is the inverse temperature, and so
βEslip > 1 could be a rough criterion for small number of phase-slips and a new approximate
conservation law. In Fig. (5) we show space-time plots showing phase-slip events seen in
simulations at (a) high temperature (β = 1), zero magnetic field, (b) high temperature
(β = 1), finite magnetic field (h = 0.3), (c) low temperature (β = 5), zero magnetic
field and (d) low temperature (β = 5), finite magnetic field (h = 0.3) with parameters
∆ = 1/2, N = 64. In Fig. (6), we show the average total number of observed phase slips up
to t = 512 observed in the low temperature simulations (with parameters β = 10, ∆ = 1/2,
h = 0). We see that Eslip takes the values 4 and 2 from the two energy estimates mentioned
above. From the simulations we find the expected activated dependence form, however with
a barrier ∆E ≈ 1.73. To understand such behavior we have to investigate in more detail the
actual process of phase slips. Let us consider the spin chain with zero external magnetic field
and in the easy-plane regime (h = 0,∆ < 1). In the ground state all spins are aligned and
lying on the xy plane. We are interested in finding the minimum-energy spin configuration
in which there is a phase slip. What we find at the lowest temperatures where such phase
slip events do happen in our simulations is that the phase slip event is centered on a single
spin j that moves out of the xy plane and is very close to either θj = 0 or θj = pi. The nearby
spins i move to near the configuration of their angles θi that minimizes the energy given the
special orientation of the one “central” spin j, with all spins except the central one oriented
near the same φi. When we do this minimization for ∆ = 0.5 and h = 0, the resulting
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minimum energy of the phase slip event is Eslip ∼= 1.73 [19]. As expected, the measured
density of phase slip events shows a thermally activated dependence on temperature as
∼ exp(−βEslip), as shown in Fig. (6). These phase slip events are produced at this low
density by the chaotic equilibrium dynamics of the LLL chain.
To work with an almost conserved field is somewhat vague and it is more convenient
to modify the dynamics such that rj(t) is strictly locally conserved. Of course, this is a
valid approximation only in a regime with a very low density of phase slips. We rewrite our
hamiltonian in a slightly more general form as
Hlt =
∑
j∈Z
(
f(sj)f(sj+1)U(rj)−∆sjsj+1
)
. (III.9)
If one would set U(x) = − cos(x), included to have motion on S1, then Hlt = H. To
suppress phase slips entirely we modify U(x) by adding infinitely high potential barriers
at x = ±pi. Then up to the first phase slip event, the dynamics generated by H agrees
with the dynamics generated by Hlt, but they differ later on. Actually, for what we want
to show the precise shape of the potential barriers plays no role, as long as phase slips are
forbidden.
Nonlinear fluctuating hydrodynamics in the low temperature regime — As
before, the hamiltonian equations of motions for (III.9) are
d
dt
φj = ∂sjHlt,
d
dt
sj = −∂φjHlt. (III.10)
The conserved fields are phase difference, spin, and energy,
rj, sj, ej = fjfj+1Uj −∆sjsj+1 − νrj − hsj, (III.11)
where for later convenience we introduced the shorthands fj = f(sj) and Uj = U(rj). Adding
the linear terms, νrj, hsj to ej does not change the dynamics of rj or sj, but simplifies later
on. From the equations of motion we obtain for the current of the phase difference,
J rj = −f ′jfj+1Uj − fj−1f ′jUj−1 + ∆(sj−1 + sj+1), (III.12)
for the spin current,
J sj = −fj−1fjU ′j−1, (III.13)
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and for the energy current,
J ej = −fj−1fjf ′jfj+1
(
U ′j−1Uj + Uj−1U
′
j
)
+ ∆
(
fj−1fjU ′j−1sj+1 + fjfj+1U
′
jsj−1
)
. (III.14)
The grand canonical ensemble of Hlt for a finite system with N lattice sites and periodic
boundary conditions is given by
ZN(ν, h, β)
−1 exp
[
− β
(
Hlt − ν
N∑
j=1
rj − h
N∑
j=1
sj
)] N∏
j=1
drjdsj (III.15)
with the normalizing partition function
ZN(ν, h, β) =
∫
([−1,1]×[−pi,pi])N
exp
[
− β
(
Hlt − ν
N∑
j=1
rj − h
N∑
j=1
sj
)] N∏
j=1
drjdsj, (III.16)
where ν is the “chemical potential” for the additional conserved field rj. Infinite volume
averages with respect to (III.15) are denoted by 〈·〉ν,h,β. The canonical free energy is defined
as
F (ν, h, β) = −β−1 lim
N→∞
1
N
logZN(ν, h, β). (III.17)
The infinite volume equilibrium averages of rj, sj, ej are
r = 〈rj〉ν,h,β = −∂νF (ν, h, β), s = 〈sj〉ν,h,β = −∂hF (ν, h, β),
e = 〈ej〉ν,h,β = ∂β(β F (ν, h, β)) + νr + hs,
(III.18)
independent of j because of translation invariance. By convexity of F , these relations define
the inverse mapping (r, s, e) 7→ (ν(r, s, e), h(r, s, e), β(r, s, e)).
Under the constraints (III.8) the LLL equilibrium time-correlations of sj, ej should be
well approximated by the same time-correlations as computed from the dynamics governed
by Hlt. But Hlt is just one particular anharmonic chain and, as explained in [10], the
time-correlations can be predicted from nonlinear fluctuating hydrodynamics. We do not
repeat here the details, but merely point out that in normal mode representation one arrives
at a three-component fluctuating field, ~φ(x, t) = s
(
φ−1(x, t), φ0(x, t), φ1(x, t)
)
. The Euler
currents have to be expanded to second order, which in approximation then leads to the
coupled Langevin equations
∂t~φ(x, t) + ∂x
[
diag(−c, 0, c)~φ+ 〈~φ, ~G~φ〉 −D∂x~φ+B~ξ
]
= 0. (III.19)
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Here D is a constant diffusion matrix and B~ξ(x, t) is Gaussian white noise, both related
through fluctuation-dissipation as BBT = 2D. This part of the equation is a phenomeno-
logical ansatz for the effective noise and dissipation produced by the deterministic chaos.
However the sound speed, c, and the three symmetric coupling matrices ~G have to be com-
puted from the underlying microscopic model. In particular ~G determines the dynamical
universality class. Fortunately, for the LLL chain the magic identity (proven below)
〈
~Jj
〉
ν,h,β
= 〈(J rj ,J sj ,J ej )〉ν,h,β = (−h,−ν,−hν) (III.20)
is available. Using this property the precise form of ~G and its relation to second derivatives
of the free energy have been established in [10].
We turn to the proof of (III.20).
(i) For the phase difference current we obtain
〈J rj 〉ν,h,β =
〈− f ′jfj+1Uj − fj−1f ′jUj−1 + ∆(sj−1 + sj+1) 〉ν,h,β
= β−1Z−1N
∫ (
∂sje
−βHlt)(eβν∑j rj+βh∑j sj) = −h. (III.21)
(ii) Correspondingly, for the spin current we obtain
〈J sj 〉ν,h,β = −〈fj−1fjU ′j−1〉ν,h,β
= β−1Z−1N
∫
fj−1fj
(
∂rj−1e
−βHlt)(eβν∑j rj+βh∑j sj) = −ν, (III.22)
where we used partial integration in the last step.
(iii) For the energy current there are more terms to be considered,
〈J ej 〉ν,h,β =
〈− fj−1fjf ′jfj+1(U ′j−1Uj + Uj−1U ′j)
+ ∆
(
fj−1fjU ′j−1sj+1 + fjfj+1U
′
jsj−1
)〉
ν,h,β
= β−1Z−1N
∫ [(
f ′jfj+1Uj −∆sj+1
)
∂rj−1e
−βHlt
+
(
fj−1f ′jUj−1 −∆sj−1
)
∂rje
−βHlt
]
eβν
∑
j rj+βh
∑
j sj
= −ν Z−1N
∫ [
fj−1f ′jUj−1 + f
′
jfj+1Uj −∆(sj−1 + sj+1)
]
e−β(Hlt−ν
∑
j rj−h
∑
j sj)
= −hν. (III.23)
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We conclude that the Hlt-currents satisfy (III.20) independently of U , provided U diverges
sufficiently fast at the two border points so as to have the boundary terms vanish.
When applying the magic identity, the potential U is specified as the cosine with infinitely
high barriers added at x = ±pi. This does not change the free energy. Thus at the end the
coupling matrix ~G is given in terms of the LLL free energy. We refer to Appendix A for more
details. The chemical potential ν is not a physical control parameter that we will explore.
It is needed in the second order expansion, but will be set to ν = 0 afterwards.
IV. NUMERICAL RESULTS AT LOW TEMPERATURE
Case-I (ν = 0, h = 0.3): In this regime we expect to confirm the KPZ sound modes
and Levy heat modes as predicted by NHF. We have chosen the following parameters:
FIG. 7: Parameters: ∆ = 0.5, β = 10.0, h = 0.3, N = 8192 – RK-4 with dt = 0.005: Plot of
Cαβ(x, t) at different times.
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∆ = 0.5, β = 10.0, N = 8192. The z-component of the total spin, energy, and individual
spin length are conserved up to 10−15 and 10−5 and 10−10 respectively. Phase Slip processes
are rare but not completely absent. In Fig. (7), the correlations Cαβ(x, t) are plotted at
different times.
In Fig. (8), we plot the sound and heat modes obtained after normal mode transformations
and with different scalings. Values of the G-matrices are given in Table-I.
As for anharmonic chains, G000 = 0 which implies that the self-coupling term is absent for
the heat mode. Also Gσσσ (σ = ±1) are non-zero which in the context of NFH is the crucial
FIG. 8: Parameters: ∆ = 0.5, β = 10.0, h = 0.3, N = 8192 – RK4 with dt = 0.005: Plot of
C++(x, t), C00(x, t) and C−−(x, t), obtained after normal mode transformation. The 2nd row
shows the sound modes with KPZ scaling and heat mode with the predicted Levy scaling, while
the 3rd row shows diffusive scaling of the same data. Sound speed estimate from theory is c = 0.865.
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property for the KPZ scaling of sound modes and Levy-5/3 scaling of heat mode:
Cσσ(x, t) ∼ 1
(λst)2/3
fKPZ
[
x− cσt
(λst)2/3
]
, (IV.1)
C00(x, t) ∼ 1
(λht)3/5
f
5/3
Levy
[
x
(λht)3/5
]
, (IV.2)
where fαLevy(x) = InverseFourier
[
e−|k|
α] ∼ 1
pi
1
|x|α+1 and the universal fKPZ function is tabu-
lated in [20].
From the results of our simulations, shown in Fig. (8), we find that the sound mode is
better described by a KPZ-type scaling while the heat mode appears to be closer to diffusive
than the expected Levy-5/3. The sound speed from the simulations is c ≈ 0.865 which is
close to the theoretical estimate c = 0.85217.
FIG. 9: Parameters: ∆ = 0.5, β = 10.0, h = 0, N = 8192 – RK-4 with dt = 0.005: Plot of Cαβ(x, t)
at different times. Ces(x, t), Cse(x, t), Cre(x, t) and Cer(x, t) are essentially zero, which is expected
from symmetry.
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Case-II (ν = 0, h = 0): In this regime, the r- interaction potential is symmetric
under reflection. This leads to a distinct universality class. On the basis of NFH the sound
modes are expected to be diffusive and the heat mode to be Levy-3/2. We have chosen the
following parameters: ∆ = 0.5, β = 10.0, N = 8192. Phase Slip events are absent in this
regime. The z-component of the spin, energy, and individual spin length are conserved up
to 10−12 and 10−5 and 10−10 respectively. In Fig. (9), the correlations Cαβ(x, t) are plotted
at different times. In Figs. (10), we plot the sound and heat modes obtained after normal
mode transformations and with different scalings. The G-matrices are given in Table-II.
FIG. 10: Parameters: ∆ = 0.5, β = 10.0, h = 0, N = 8192 – RK-4 with dt = 0.005: Plot of
C−−(x, t), C00(x, t) and C++(x, t), obtained after normal mode transformation. The 2nd row
shows the diffusive scaling of both the sound modes and the heat mode with Levy scaling, while
the 3rd row shows the same data with KPZ scaling of sound modes and diffusive scaling of the
heat mode. Sound speed estimate from theory is c = 0.931.
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TABLE I: G matrices (β = 10, h = 0.3, ν = 0)
G matrix MD simulation NFH
G−

0.0355 −0.411 0.0117
−0.411 −3.961× 10−5 5.238× 10−7
0.0118 −7.658× 10−5 −0.0118


0.03536 −0.4079 0.01179
−0.4079 0 0
0.01179 0 −0.01179

G0

−0.411 −2.989× 10−16 −3.828× 10−5
−3.961× 10−5 2.057× 10−20 2.104× 10−5
−3.829× 10−5 3.118× 10−16 0.411


−0.4079 0 0
0 0 0
0 0 0.4079

G+

0.0118 −7.657× 10−5 −0.0118
5.280× 10−7 2.104× 10−5 0.411
−0.0118 0.411 −0.0352


0.01179 0 −0.01179
0 0 0.4079
−0.01179 0.4079 −0.03536

speed of
sound c
0.865 (from the maxima of the sound peaks)
0.859 (from normal mode transformation)
0.85217
We have G000 = 0 here as well. Unlike the previous case G
σ
σσ (σ = ±1) are zero which
gives rise to diffusive sound mode and Levy-3/2 heat mode in NFH:
Cσσ(x, t) ∼ 1
(λst)1/2
exp
[
(x− cσt)2
λst
]
(IV.3)
C00(x, t) ∼ 1
(λht)2/3
f
3/2
Levy
[
x
(λht)2/3
]
, (IV.4)
As mentioned earlier the expectation from theory is that the sound modes are diffusive
while the heat mode is Levy-3/2. However, as can be seen from our simulations, i.e. Fig. (10),
these scalings are not seen conclusively. The sound speed from the simulations is c ≈ 0.931
which agrees well with the theoretical estimate c = 0.92837.
V. DISCRETE TIME LLL DYNAMICS
In this section we discuss a discrete version of the lattice Landau-Lifshitz equations,
using an integration algorithm that explicitly preserves the total angular momentum and
the total energy of the system to machine precision independent of the time step used in the
numerical integration, while allowing a bounded error in the fixed-length constraint on each
classical spin (in the anisotropic case with ∆ 6= 1, it is of course only the z component of
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TABLE II: G matrices (β = 10, h = 0, ν = 0)
G matrix MD simulation NFH
G−

6.655× 10−6 −0.4494 1.520× 10−4
−0.4494 −3.415× 10−5 1.080× 10−8
1.768× 10−4 −6.453× 10−5 −1.358× 10−5


0 −0.4488 0
−0.4488 0 0
0 0 0

G0

−0.4494 3.275× 10−20 −3.227× 10−5
−3.415× 10−5 0. 2.480× 10−5
−3.226× 10−5 6.551× 10−20 0.4494


−0.4488 0 0
0 0 0
0 0 0.4488

G+

1.768× 10−4 −6.453× 10−5 −1.355× 10−5
1.457× 10−8 2.480× 10−5 0.4494
2.055× 10−5 0.4494 −5.058× 10−4


0 0 0
0 0 0.4488
0 0.4488 0

speed of sound c
0.931 (from the maxima of the sound peaks)
0.930 (from normal mode transformation)
0.92837
the angular momentum which is thus conserved). As will be apparent from the description
below, the smallness of the violation of the fixed-length constraint for each spin is controlled
by the size of the time-step used in the numerical integration. Additionally, this error
does not grow with the total time over which the system is evolved. Since all our general
arguments and theoretical analysis rely heavily on the existence of a conserved energy and
angular momentum density, and the fixed-length constraint on each individual classical spin
does not play a similar central role in the theoretical analysis, our procedure allows us to use
relatively large time-steps while preserving the universality class of the dynamics to machine
precision.
Our procedure may be viewed as a modification of the so-called “odd-even dynamics”
that has been employed previously in the literature [21]. In the odd-even decomposition,
one splits the time-evolution into two steps, one of which sets in motion all the odd spins,
allowing them to precess in the exchange field supplied by the (temporarily) static even
spins, while the other step reverses the role of even and odd spins to evolve the even spins.
Below we refer to these individual steps as odd and even precessions.
Our modification is suggested by a particular approximation (the Cayley approximation)
to the evolution operators that implement these even or odd precessions over a small time δ
21
in a way that preserves the orthogonal nature of the evolution operator. Consider Eqn. (II.2)
with j odd and all Bj held fixed (by keeping all even spins fixed). With all Bj fixed, the right
hand side is a Bj dependent rotation of all the odd spins. Let us denote the corresponding
linear operator by Ro(Be) (where o stands for odd and the subscript e on B reminds us
that B depends on the current configuration of all even spins, held fixed for the duration
of this step). Here Ro and Re are antisymmetric matrices that serve as the generators of
the corresponding rotations. The odd spins after a time δ can be obtained by applying the
operator exp(δRo) to the initial configuration of odd spins.
We begin with the Cayley approximation to individual precessions,
exp(δRo) ≈ (1− δ
2
Ro)
−1(1 +
δ
2
Ro), (V.1)
and similarly for Re. With this in hand, we define the operator
O1 =
[
1 +
δ
2
Re(Bo)
] [
1− δ
2
Ro(Be)
]−1
. (V.2)
Here, we have explicitly displayed the dependence of Ro (Re) on Be (Bo) in the configuration
on which the operator acts. Let us schematically denote the configuration of odd spins after
the action of the first term by S
1/2
o . The second term is a first order approximation to the
precession of even spins in the exchange field provided by S
1/2
o , starting with the initial
configuration of even spins, denoted schematically by S0e . Now, the first term amounts to
precessing odd spins backwards in time (again using the same first order approximation),
using the exchange field provided by the configuration S0e , but starting with the configuration
S
1/2
o in order to end up finally with the initial configuration S0o of the odd spins.
As a result, it is easy to see that O1 explicitly preserves both the total angular momentum
(only the z component of the angular momentum if ∆ 6= 1) and the total energy of the
system, independently of the value of δ. However, O1 is not orthogonal. O2 defined as
O2 =
[
1 +
δ
2
Ro(Be)
] [
1− δ
2
Re(Bo)
]−1
(V.3)
has the same properties.
Next we note that the product O2O1 provides a second order accurate (in δ) approxima-
tion to the actual spin dynamics. This approximation preserves the total angular momentum
and total energy independently of δ, while preserving the fixed-length constraint on each
spin only to second order. Additionally, our numerical tests reveal that the violation of
22
the fixed length constraint does not grow with total time of integration if each time step is
implemented by the operator O2O1, even for relatively large values of δ.
Therefore, we integrate the lattice Landau Lifshitz equations using O2O1 to evolve the
system over one time step. As noted earlier, this can be viewed as a modification of the
standard odd-even dynamics used earliear.
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FIG. 11: Results from discrete dynamics with dt = 1.0: Plot of Css(x, t) and Cee(x, t) for parame-
ters β = 8.0, h = 0.3, N = 8192 at five different times. Note that there is a spurious peak, constant
in time, which is an artifact of the discrete dynamics and goes away in the limit dt → 0, however
this does not affect the properties of the relevant remaining part of the correlation functions.
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FIG. 12: Results from discrete dynamics with dt = 1.0: Plot of C++(x, t), obtained after normal
mode transformation, with KPZ and diffusive scaling respectively, for parameters β = 8.0, h =
0.3, N = 8192, at five different times. Sound estimate from theory is c = 0.809.
We display our results from discrete time dynamics with dt = 1.
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FIG. 13: Results from discrete dynamics with dt = 1.0: Plot of C00(x, t), obtained after normal
mode transformation, with Levy-5/3 and diffusive scaling respectively for parameters β = 8.0, h =
0.3, N = 8192, at five different times.
Case-III (β = 8.0, h = 0.3,N = 8192) : In Fig. (11), we show plots for evolution of the
correlations Css(x, t) and Cee(x, t), while in Figs. (12,13) we plot the sound mode and heat
modes after appropriate translation and with different scalings. As with the continuous time
dynamics, in Fig. (8), we find again that the sound mode is better described by a KPZ-type
scaling while the heat mode appears to be closer to diffusive than the expected Levy-5/3.
The sound speed from the simulations is c ≈ 0.816 which is close to the theoretical estimate
c = 0.809.
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FIG. 14: Results from discrete dynamics with dt = 1.0: Plot of Css(x, t) and Cee(x, t) for parame-
ters β = 8.0, h = 0.0, N = 8192 at five different times.
Case-IV (β = 8.0, h = 0.0,N = 8192) : In Fig. (14), we show plots for evolution
of the correlations Css(x, t) and Cee(x, t), while in Figs. (15,16) we plot the sound mode
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FIG. 15: Results from discrete dynamics with dt = 1.0: Plot of C++(x, t), obtained after normal
mode transformation, with KPZ and diffusive scaling respectively, for parameters β = 8.0, h =
0.0, N = 8192, at five different times. Sound estimate from theory is c = 0.906.
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FIG. 16: Results from discrete dynamics with dt = 1.0: Plot of C00(x, t), obtained after normal
mode transformation, with Levy-3/2 and diffusive scaling respectively for parameters β = 8.0, h =
0.0, N = 8192, at five different times.
and heat modes after appropriate translation and with different scalings. In this case the
expectation from theory is that the sound modes are diffusive while the heat mode is Levy-
3/2. However, as can be seen in Figs. (15,16), these scalings are not seen conclusively in the
simulations. The sound speed from the simulations is c ≈ 0.831. Note that, in contrast to the
continuous time model, we do not have a simple construction of the stationary equilibrium
state. Hence even for the sound speed we do not have a reliable prediction.
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VI. CONCLUSIONS
In this work we have mainly studied the classical XXZ or LLL model and an integrable
counterpart of it in easy-plane regimes. We are mostly concerned with the basic conserved
quantities — energy and magnetization in both models (integrable and non-integrable) at dif-
ferent regimes of model parameters and external parameters like temperature and magnetic
field. For the LLL model, being non-integrable, these two are the only known conserved
quantities but at low temperature a third almost conserved quantity emerges, producing
sound modes. We have put this into the framework of NHF to get some predictions about
the dynamical scaling. We have shown that the non-integrable XXZ chain in the easy-
plane regime displays diffusive behaviour at high temperatures, and sound modes with KPZ
broadening at low temperatures. The integrable spin chain however demonstrates ballistic
behaviour in the easy plane regime. We also find that at high temperature the easy-axis
nonintegrable case gives us perfectly diffusive behavior. Our various results are summarized
in Table III. For the heat mode, while NHF predicts anomalous Levy broadening, we have
not been able to clearly observe this yet in the simulations. It is possible that one requires
larger system sizes and longer times to observe this and further studies are necessary.
TABLE III: Summary of the transport properties observed in this work.
Model and the parameter regime Observation
(non-integrable case)
LLL easy plane at high T Diffusive spin and energy peaks, no sound modes
LLL easy plane at low T and h = 0 Diffusive sound modes∗ and Levy-3/2 heat mode∗
LLL easy plane at low T and small h KPZ sound modes and Levy-5/3 heat mode∗
LLL easy axis at high T Diffusive spin and energy peaks, no sound modes
(integrable case)
Integrable chain easy plane at high T Ballistic spin and energy peaks
* our results for these cases are not entirely conclusive.
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Appendix A: Coupling coefficients for nonlinear fluctuating hydrodynamics
Given the magic identity (III.20), one can follow [10] to obtain the couplings of the
quadratic nonlinearities of NFH. Our simulations are for ν = 0. Restricting to this case, the
averages below, denoted by 〈·〉, 〈·; ·〉, 〈〈·; ·〉〉, refer to fixed h, β at ν = 0. One obtains
G0 =
cs
2β
〈〈e0 − h s0; e0 − h s0〉〉−1/2

−1 0 0
0 0 0
0 0 1
 (A.1)
and
G+ =
cs
2β
〈〈e0−h s0; e0−h s0〉〉−1/2
Υ

−1 0 1
0 0 0
1 0 3
+

0 0 0
0 0 1
0 1 0

 , G− = −(G+)T . (A.2)
Here cs denotes the speed of sound determined through
cs =
1
β
(Γ〈〈r0; r0〉〉)−1/2 〈〈e0 − h s0; e0 − h s0〉〉1/2, (A.3)
where Γ = 〈〈s0; s0〉〉〈〈e0; e0〉〉 − 〈〈s0; e0〉〉2 and we have introduced the shorthand notation
〈〈f0; g0〉〉 =
N∑
j=1
〈fj; g0〉 (A.4)
with 〈f ; g〉 = 〈fg〉 − 〈f〉〈g〉 denoting the second cumulant. Also T denotes the transpose
relative to the anti-diagonal and
Υ = −〈〈s0; e0 − h s0〉〉(2Γ)−1/2. (A.5)
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The thermodynamic averages and cumulants can be obtained as appropriate derivatives
of the free energy F (h, ν, β) defined in (III.17) with ν-derivative at ν = 0,
〈〈r0; r0〉〉 = −β−1 ∂2νF, 〈〈s0; s0〉〉 = −β−1 ∂2hF,
〈〈e0 − h s0; e0 − h s0〉〉 = −∂2β (βF ), 〈〈s0; e0 − h s0〉〉 = ∂β∂hF . (A.6)
As second order Taylor coefficients, the G-matrices are symmetric.
The free energy has to be numerically evaluated. An efficient method is to use transfer
operator techniques [10]. Inserting our simulation parameters yields (rounded to 4 digits):
a. ∆ = 0.5, β = 10, h = 0.3 , speed of sound cs = 0.85217,
G+ =

0.01179 0 −0.01179
0 0 0.4079
−0.01179 0.4079 −0.03536
 , G0 =

−0.4079 0 0
0 0 0
0 0 0.4079
 . (A.7)
b. ∆ = 0.5, β = 10, h = 0 , speed of sound cs = 0.92837,
G+ =

0 0 0
0 0 0.4488
0 0.4488 0
 , G0 =

−0.4488 0 0
0 0 0
0 0 0.4488
 . (A.8)
In TABLE I and II these results are compared with data coming from molecular dynamics.
Appendix B: Low temperature approximation
It is instructive to work out the prefactors of G-matrices (A.1), (A.2) in the harmonic
approximation. In principle, also the next order correction could be computed, compare
with [10]. We start from the hamiltonian
H =
N/2−1∑
j=−N/2
[
−
√
1− s2j
√
1− s2j+1 cos(rj)−∆sjsj+1 − hsj
]
(B.1)
with sj ∈ [−1, 1], phase difference rj = φj+1 − φj, and external field h.
The minimum of H is assumed for rj = 0 and sj =
h
2(1−∆) for all j. We expand H in a
Taylor series around this minimum and set tj = sj− h2(1−∆) . Neglecting boundary terms one
obtains
H = Neg +H0 + V + . . . (B.2)
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with the ground state energy eg = −1− h24(1−∆) , the quadratic contribution
H0 =
1
2
∑
j
[
a t2j − 12b tj(tj−1 + tj+1) + c r2j
]
, (B.3)
and the cubic correction
V =
h
4(1−∆)
∑
j
[ 1
c2
t2j (−tj−1 + 2tj − tj+1)− r2j (tj + tj+1)
]
. (B.4)
Here we introduced the shorthands
a =
2
c
, b = a− 2(1−∆), c = 1−
(
h
2(1−∆)
)2
. (B.5)
We write H0 =
1
2
〈x,Ax〉 with x = (t−N/2, . . . , tN/2−1, r−N/2, . . . , rN/2−1) ∈ R2N and a
block-diagonal matrix A consisting of two blocks At and Ar = c1N , with tridiagonal
At =

a − b
2
− b
2
a − b
2
. . . . . . . . .
− b
2
a − b
2
− b
2
a

. (B.6)
The partition function of the quadratic part plus Neg is defined as
Z
(N)
0 (h, β) = e
−βNeg
∫
([−1,1]×[−pi,pi])N
e−βH0
∏
j
dsjdrj. (B.7)
For large β, the integration domain of sj and rj can be approximately extended to R, which
yields ∫
R2N
e−βH0d2Nx =
∫
R2N
e−
1
2
〈x,βAx〉d2Nx =
(
det
βA
2pi
)−1/2
. (B.8)
The determinant of the tridiagonal matrix At is available in closed form [? ], such that
detA = (detAt)(detAr) =
(
bc
2
)N
sinh((N + 1)λ)
sinh(λ)
with cosh(λ) =
a
b
. (B.9)
Inserting these relations results in the free energy
F
(N)
0 (h, β) ≡ −
1
βN
log
(
Z
(N)
0 (h, β)
)
= eg +
1
β
log
( β
2pi
√
bc/2
)
+
1
2βN
log
(sinh((N + 1)λ)
sinh(λ)
)
.
(B.10)
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In the thermodynamic limit N →∞,
F0(h, β) = lim
N→∞
F
(N)
0 (h, β) = eg +
1
β
log
( β
2pi
√
bc/2
)
+
λ
2β
= eg +
1
β
[
1
2
arccosh
(a
b
)
+ log(β
√
bc/2)− log(2pi)
]
.
(B.11)
With this input we work out the free energy derivatives (A.6) to leading order in 1/β and
obtain
−β−1 ∂2νF =
1
βc
, −β−1 ∂2hF = 0, −∂2β (βF ) = 0,
∂β(β F0(h, β)) = eg +
1
β
, ∂β∂νF = 0, ∂β∂hF = 0. (B.12)
Therefore the speed of sound is given by
cs =
√
(a− b)c (B.13)
For h = 0 and ∆ = 0.5, we get cs = 1.
For the G matrices (at h = 0) we arrive at
G+ =
cs
2

0 0 0
0 0 1
0 1 0
 , G0 = cs2

−1 0 0
0 0 0
0 0 1
 . (B.14)
which for our values of parameter (∆ = 0.5) gives,
G+ =

0 0 0
0 0 0.5
0 0.5 0
 , G0 =

−0.5 0 0
0 0 0
0 0 0.5
 . (B.15)
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