From local to global similarity of matrix groups  by Cigler, Grega & Drnovšek, Roman
Linear Algebra and its Applications 435 (2011) 1285–1295
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
From local to global similarity of matrix groups
Grega Cigler, Roman Drnovšek∗
Department of Mathematics, Faculty of Mathematics and Physics, University of Ljubljana, Jadranska 19, SI-1000 Ljubljana, Slovenia
A R T I C L E I N F O A B S T R A C T
Article history:
Received 7 December 2010
Accepted 10 March 2011
Available online 2 April 2011
Submitted by C.K. Li
AMS classification:
15A
20B30
Keywords:
Matrices
Groups
Symmetric groups
Let G and H be groups of complex n × n matrices. We say that G is
an H-like group if every matrix in G is similar to a matrix from H.
For several groupsH we consider two questions:
(A) Is every H-like group (simultaneously) similar to a subgroup
ofH?
(B) IsH the onlyH-like group containingH?
Among other results we prove that the symmetric group Sn is the
only Sn-like group containing Sn.
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1. Introduction
Denote by GLn(C), or simply GLn, the group of all complex n×n invertible matrices.We begin with
the following definition.
Definition 1.1. LetH be a subset of GLn. A group G in GLn is said to beH-like if everymember is similar
to a matrix fromH. AnH-like group G is called a stronglyH-like group if it contains the setH.
The motivation for this definition was the concept of permutation-like groups that was introduced
in [3]. Namely, ifSn denotes the groupof all permutationmatrices inGLn, thenpermutation-like groups
are exactly Sn-like groups. In [3] it was shown that for n = 2, 3, 5 every Sn-like group is similar to a
subgroup of Sn. This implies easily that for n = 2, 3, 5 the symmetric group Sn is the only strongly
Sn-like group. However, examples in [3] show that for n  6 and n = 4 there exist Sn-like groups,
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which are not similar to subgroups of Sn. These results motivate the following two questions for each
subgroupH of GLn:
Question A: Is everyH-like group (simultaneously) similar to a subgroup ofH?
Question B: IsH the only stronglyH-like group?
In this paper, we consider these questions for several subgroups of GLn, besides the case of the
symmetric group Sn. We now recall some basic concepts.
A collection C of complex n × n matrices is reducible if there exists a common invariant subspace
other than the obvious ones {0} andCn, or equivalently, there exists an invertiblematrix S such that the
collection SCS−1 has a block upper-triangular form; otherwise, the collection C is said to be irreducible.
If the matrix S can be chosen to be the permutation matrix, then the collection C is said to be decom-
posable; otherwise, it is called indecomposable. If there is an invertiblematrix S such that the collection
SCS−1 even consists of upper triangular matrices, then the collection C is said to be triangularizable.
2. Triangular matrices
Denote by UTn the group of all upper triangular matrices in GLn. Then every group G in GLn is UTn-
like, since the Jordan canonical form of any member belongs to UTn. So, the question whether G is
similar to a subgroup of UTn is in fact the well-known question of triangularizability of G that has been
extensively studied in the last few decades (see [10]).
In this section, we consider a special subgroup ofUTn, namely the group SUTn of all upper triangular
unipotentmatrices, i.e., upper triangularmatriceswith all diagonal entries equal to 1. Then the group G
inGLn is SUTn-like if andonly if it is a groupofunipotentmatrices. Since suchgroupsare triangularizable
by Kolchin’s theorem (see [10, Theorem 2.1.8]), Question A in this case has an affirmative answer.
Proposition 2.1. Every SUTn-like group G in GLn is similar to a subgroup of SUTn, i.e., there exists an
invertible matrix A such that
AGA−1 ⊆ SUTn.
The following result provides an affirmative answer to Question B in this case.
Proposition 2.2. The only strongly SUTn-like group is the group SUTn itself.
Proof. Abbreviate SUTn simply byH. Let G be a stronglyH-like group. By Proposition 2.1, there exists
a matrix A ∈ GLn such that AGA−1 ⊆ H or G ⊆ A−1HA. If we show that A−1HA ⊆ H, then G ⊆ H
which implies that G = H, asH ⊆ G by the assumption.
To prove the inclusion A−1HA ⊆ H, it suffices to show that A is an upper-triangular matrix. As
H ⊆ G ⊆ A−1HA, for each X ∈ H we can find Y ∈ H such that AX = YA. If we write X = I + M and
Y = I + N for a suitable pair of upper-triangular nilpotent matricesM and N, then we get AM = NA.
Choose a positive integer k < n and pick M to be the matrix with zero entries in all the positions
except for the entryMkn = 1. Thenwe have Ank = (AM)nn = (NA)nn = 0, since the last row ofmatrix
N contains only zeros. Therefore, we have the following block form for the matrix A
A =
⎡
⎣A′ a
0 b
⎤
⎦ ,
where A′ is a (n − 1) × (n − 1) matrix. According to this block form we get
AM =
⎡
⎣A′ a
0 b
⎤
⎦
⎡
⎣M′ ∗
0 0
⎤
⎦ =
⎡
⎣A′M′ ∗
0 0
⎤
⎦
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and
NA =
⎡
⎣N′ ∗
0 0
⎤
⎦
⎡
⎣A′ a
0 b
⎤
⎦ =
⎡
⎣N′A′ ∗
0 0
⎤
⎦ ,
and therefore A′M′ = N′A′. Since M′ is also an upper-triangular nilpotent matrix and N′ the corre-
sponding upper-triangular nilpotent matrix, we conclude by induction that A is an upper-triangular
matrix. 
3. Unitary matrices
In this section, we consider the case, where H is the group Un of all unitary matrices. A group G is
Un-like if and only if each member A ∈ G is a diagonalizable matrix with eigenvalues from the unit
circle S1, or equivalently, every cyclic subgroup of G is bounded. The following result is well-known
(see [10, Theorem 3.1.5] or [5, Lemma 2.2]).
Theorem 3.1. A matrix group is bounded if and only if it is similar to a group of unitary matrices.
It follows that Question A in this case is equivalent to the Auerbach question whether a matrix
group is bounded if every cyclic subgroup is bounded. Therefore, counterexamples to the Auerbach
problem (see [8] or [7]) provide the negative answer to Question A in this case.
Now, we consider the case of a strongly Un-like group by proving first the following lemma.
Lemma 3.2. For each matrix A /∈ Un there exists a matrix U ∈ Un such that the matrix UA has an
eigenvalue outside the unit circle S1.
Proof. We have to find some U ∈ Un such that det(UA − λI) = 0, or equivalently det(A − λU∗) = 0
for some λ /∈ S1. If we interchange U and U∗ it is sufficient to find some U ∈ Un and λ /∈ S1 such
that A − λU is a singular matrix. Since A is not a unitary matrix, its rows A1, A2, . . . , An are not an
orthonormal basis. Now we consider two cases.
1. A row, say A1, is not of norm one. Then we can choose a row U1 of norm one and a complex
number λ such that A1 = λU1 and |λ| = 1. If we define a unitary matrix U with the first row U1, then
the first row of the matrix A − λU is zero and therefore A − λU is a singular matrix.
2. All rows have norm one, but at least two of them, say A1 and A2, are not orthogonal. We define
orthonormal rows U1 = A1 and U2 spanning the space spanned by A1 and A2. Then A2 = sU1 + tU2,
where |t| = 1, as otherwise s = 0 and A2 would be orthogonal onto A1. Then clearly A1 − tU1 =
(1 − t)U1 and A2 − tU2 = sU1 are dependent rows. If we choose a unitary matrix U with first two
rows U1 and U2, then A − tU is a singular matrix. 
Proposition 3.3. If G is a strongly Un-like group, then G = Un.
Proof. Suppose that there is amatrixA ∈ Gwhich is not a unitarymatrix. Then by Lemma3.2 there is a
matrixU ∈ Un such that thematrixUA has an eigenvalue outside the unit circle. This is a contradiction,
as such a matrix cannot be Un-like. 
4. Permutation matrices
Asmentioned in Section 1, the case of the symmetric group Sn was already considered in [3], where
Question A for this case was discussed. We will therefore consider Question B.
Let G be a strongly Sn-like group in GLn. It follows from [9, Theorem 9] that G is necessarily finite, as
the set {tr (G) : G ∈ G} is finite andeachmemberofG is diagonalizable. It is shown in [3] that eachfinite
Sn-like group has a common fixed point. Therefore, the group G has the fixed point e = [1, 1, . . . , 1]T ,
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which is the only fixed point (up to a scalar) of its subgroup Sn. If we transpose all the matrices from
G, we get the group GT which is also a strongly Sn-like group, and therefore each matrix A ∈ G is a
generalized doubly-stochastic matrix, i.e., e is a fixed point for both A and AT . We can say more about
the entries of the matrices from G.
Lemma 4.1. If G is a strongly Sn-like group, then it is a finite group contained in the algebraQn×n of all
rational n × n matrices.
Proof. We pick a matrix A = [aij] ∈ G. Denote by Tij ∈ Sn ⊆ G the matrix corresponding to
the transposition (ij). Since the trace of a matrix from G is an integer from the set {0, 1, . . . , n}, we
conclude that the number
tr (TijA) − tr (A) = aji + aij − aii − ajj = nij
belongs to the set {−n, . . . ,−1, 0, 1, . . . , n}. As A is generalized doubly stochastic, we get
1 =
n∑
j=1
a1j =
n∑
j=1
aj1,
and therefore
2 =
n∑
j=1
a1j +
n∑
j=1
aj1 = 2a11 +
∑
j>1
(a11 + ajj + n1j) = na11 + tr (A) +
∑
j>1
n1j.
It follows that
na11 = 2 − tr (A) −
∑
j>1
n1j = m11
is an integer, and so
a11 = m11
n
.
Since with a suitable pair of permutation matrices we can move an arbitrary entry aij of the matrix A
to the position (1, 1), we conclude that
aij = mij
n
for some integermij . 
Lemma 4.2. Every strongly Sn-like group G is a finite group contained in the group of all orthogonal
matrices fromQn×n.
Proof. By Lemma 4.1, G is a finite group contained in the algebraQn×n. Therefore, wemust show that
G is a group of unitary matrices.
Since the vector e is a fixed point for both G and GT , there is a unitary matrix U such that UGU∗ =
1 ⊕ G′ for some finite group G′. Then USnU∗ = 1 ⊕ S ′n, where S ′n is an irreducible unitary subgroup
of G′. By Theorem 3.1, the finite group G′ is similar to a unitary group. Therefore, the group G′ itself is
unitary by [5, Lemma 2.3], and so G = U∗(1 ⊕ G′)U is a unitary group as well. 
If G is a strongly Sn-like group, then the group G = (−G) ∪ G still has the common eigenvector e,
and therefore, in view of Lemma 4.2, G is a finite reducible group of orthogonal matrices containing
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±Sn = (−Sn)∪ Sn. Such matrix groups were classified in [6, Theorem 3.2]. To state this classification
result for n  4, we need to recall some basic definitions; for details we refer the reader to the book
[1].
For a nonzero vector ν ∈ Rn we denote by Rν the reflection over the hyperplane ν⊥. A set  of
nonzero vectors from Rn is called a root system if − =  and for each ν ∈  it holds Rν() = .
The subgroup G of GLn(R) generated by all reflections Rν , where ν ∈ , is said to be the reflection
groupwith the root system . Let {e1, e2, . . . , en} be the standard basis ofRn, and let e = ∑ni=1 ei =
[1, 1, . . . , 1]T . The reflection group with the root system {ei − ej | 1 ≤ i, j ≤ n, i = j} is denoted by
An−1. It is acting on the subspace
Rn0 = e⊥ = {(x1, . . . , xn) | x1 + · · · + xn = 0} = lin {ei − ej | 1 ≤ i < j ≤ n}.
In fact, the group An−1 is isomorphic to the symmetric group Sn, since each transposition is a reflection
over the hyperplane (ei − ej)⊥ and Sn is generated by all transpositions. The reflection group E8 ⊂
GL8(R) has the root system
 = {±ei ± ej | 1 ≤ i < j ≤ 8} ∪
⎧⎨
⎩12
8∑
k=1
εkek : εk = ±1 , 8k=1εk = −1
⎫⎬
⎭ .
The group E7 ⊂ GL8(R) is the reflection group with the root system containing those roots from the
root system of E8 which are orthogonal to e8 − e/2.
Denote by J the n× nmatrix with all entries equal to 1, that is, J = eeT . Nowwe recall [6, Theorem
3.2] for n  4.
Theorem 4.3. Suppose n  4 and G is a finite reducible group of orthogonal matrices containing ±Sn.
Then G = TTH0T ⊕ G1, where G1 = {I} or G1 = {I, I − 2J/n} acts onRe, TTH0T acts on e⊥, and for the
group H0 and for the orthogonal transformation T we have one of the following cases:
(a) H0 = ±An−1 and T is the identity map onRn0.
(b) n = 9, H0 = E8, and T ∈ R8×9 is the linear map fromR90 toR8 such that
T(ei − ej) = ei − ej for 1 ≤ i < j ≤ 8, and
T(ei − e9) = ei − 1
2
8∑
j=1
ej for 1 ≤ i ≤ 8,
where {e1, . . . , e8} is the standard basis ofR8.
(c) n = 8, H0 = E7, and T ∈ R8×8 is the linear map fromR80 to W1 = (e8 − e/2)⊥ ⊂ R8 such that
T(ei − ej) = ei − ej for 1 ≤ i < j ≤ 7, and
T(ei − e8) = ei + e8 for 1 ≤ i ≤ 7.
We now state the main theorem of this section.
Theorem 4.4. The only strongly Sn-like group is the group Sn itself.
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Proof. Let G be a stronglySn-like group. In [3] itwas proven that for n ≤ 3 eachSn-like group is similar
to a subgroup of Sn, so that the cardinality argument implies that G = Sn. Therefore, we assume that
n  4 and use Theorem 4.3 for the group G = (−G) ∪ G. Observe that for each matrix A ∈ G exactly
one of the matrices A and −A is a member of the group G, since only one of them has the vector e for
the fixed point. Note also that the group G1 must be trivial, since for A = I − 2J/n ∈ G either A ∈ G
which is impossible (as Ae = −e) or −A ∈ G which is also impossible (as tr (−A) = 2 − n < 0). To
complete the proof, we must show that the Case (a) of Theorem 4.3 occurs, so that G = ±An−1 and
therefore G = An−1 = Sn as desired.
Let r0 be a vector in the root system of the group H0, and let R0 ∈ H0 denote the reflection over r⊥0 .
If we define R = TTR0T ⊕ idRe, then for x ∈ Rn0 we get
Rx = TTR0Tx = TT
(
Tx − 2 〈Tx, r0〉〈r0, r0〉 r0
)
= x − 2 〈Tx, r0〉〈r0, r0〉 T
T r0.
As T is an orthogonal transformation, we get
Rx = TTR0Tx = x − 2 〈x, T
T r0〉
〈TT r0, TT r0〉T
T r0
meaning that R is the reflection over the hyperplane r⊥ where r = TT r0. Since tr R = n−2,we see that
R ∈ G. Let r = r1e1+· · ·+ rnen and take C ∈ G to be the cyclewith Ce1 = e2, Ce2 = e3, . . . , Cen−1 =
en and Cen = e1. Then
CRek = ek+1 − 2rk〈r, r〉
n∑
i=1
riei+1 = · · · +
(
− 2〈r, r〉 rkrk−1
)
ek + · · · , (1)
where the indices k + 1, i + 1, k − 1 ∈ {1, . . . , n} are taken modulo n. Using (1) we conclude that
tr (CR) = − 2〈r, r〉
n∑
k=1
rkrk−1. (2)
As R, C ∈ G, we have CR ∈ G, and therefore tr (CR)must be a non-negative integer. Nowwe exclude
Cases (b) and (c) by choosing suitable vectors r0.
Case (b): We denote e = ∑8i=1 ei and f = ∑8i=1 ei, so that f = e − e9. If we sum the equations
TT (ek − ei) = ek − ei for i = 1, 2, . . . , 8 and a fixed k ≤ 8, we get
TT (8ek − e) = 8ek − f .
If we subtract the equation TT (2ek −e) = 2ek −2e9, we get TT (6ek) = 6ek − f +2e9 = 6ek −e+3e9,
and therefore
TT (ek) = ek − 16 e + 12 e9. (3)
By summing over k = 1, . . . , 8, we obtain that
TT (e) = 3e9 − 13 e. (4)
Now we take r0 = e1 + e2 + e3 − 12 e. Using (3) and (4) we have
r = TT r0 = e1 + e2 + e3 − 13 e = 23 (e1 + e2 + e3) − 13 (e4 + · · · + e9).
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By (2) we obtain that
tr CR = − 2〈r, r〉
9∑
k=1
rkrk−1 = − 22
(
− 2
9
+ 2 · 4
9
− 2
9
+ 5 · 1
9
)
= −1.
Since traces of the matrices of G are non-negative, the Case (b) cannot occur.
Case (c): The vector
r0 = e1 + e2 + e3 − e/2 = 12 (e1 + e2 + e3) − 12 (e4 + · · · + e8)
belongs toW1 = (e8 − e/2)⊥, so that it is a member of the standard root system of H0 = E7. Then
r = TT r0 = TT
(
1
2
((e1 − e4) + (e2 − e5) + (e3 − e6) − (e7 + e8))
)
= 1
2
((e1 − e4) + (e2 − e5) + (e3 − e6) − (e7 − e8))
= 1
2
(e1 + e2 + e3 + e8) − 12 (e4 + · · · + e7).
By (2) we have
tr CR = − 2〈r, r〉
8∑
k=1
rkrk−1 = − 22
(
3 · 1
4
− 1
4
+ 3 · 1
4
− 1
4
)
= −1.
Since traces of thematrices of G are non-negative, we conclude that this case is not possible aswell. 
5. Nonnegative monomial matrices
Amatrix is calledmonomial if it has the same nonzero pattern as a permutationmatrix, i.e., there is
exactly one nonzero entry in each row and in each column. In this section we consider the case, where
H is the groupMon+ of all nonnegative monomial matrices in GLn. Clearly, every Sn-like group is also
Mon+-like. In [3] there is an example of an Sn-like matrix group of involutions that is not similar to a
subgroup of Sn (where n  8). We now give a short proof of a stronger property that this group is not
similar to a subgroup ofMon+.
Example 5.1. Given n  8, let us define an Sn-like matrix group G±1 ⊆ GLn of involutions, i.e., G2 = I
for every matrix G ∈ G±1. Let A0, B0, C0, and D0 be the diagonal matrices in GL8 defined by
A0 = diag (−1,−1,−1,−1, 1, 1, 1, 1),
B0 = diag ( 1,−1,−1,−1,−1, 1, 1, 1),
C0 = diag ( 1, 1,−1,−1, 1, 1, 1, 1),
and
D0 = diag ( 1, 1, 1,−1,−1, 1, 1, 1).
Let the matrix group G±1 be generated by the diagonal matrices
A = A0 ⊕ Ir ⊕ (−Is),
B = B0 ⊕ Ir ⊕ (−Is),
C = C0 ⊕ Ir ⊕ (−Is)
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and
D = D0 ⊕ Ir ⊕ (−Is),
where Is is the identity matrix of size s = [(n − 8)/2] and Ir is the identity matrix of size r =
n − 8 − s = [(n − 7)/2] (here [x] stands for the integer part of x). Then G±1 is a commutative group
that is not similar to a subgroup of Mon+, although each of its members is similar to a product of
disjoint transpositions.
Proof. It is easy to verify that each member of G±1 is similar to a product of disjoint transpositions.
Assume that G±1 is similar a subgroup ofMon+. Then the matrix
S = A + B + AD + ABC + ACD
= diag (−3,−3,−3,−3,−3, 5, 5, 5) ⊕ 5Ir ⊕ (−3Is)
is similar to a nonnegative matrix T . However, we claim that the spectrum of S is not realizable as the
spectrum of nonnegative matrix. Up to similarity with a permutation matrix, we may assume that
T =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
T11 T12 T13 . . . T1k
0 T22 T23 . . . T2k
0 0 T33 . . . T3k
...
...
...
. . .
...
0 0 0 . . . Tkk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where T11, T22, . . ., Tkk are indecomposable matrices. It follows from the Perron–Frobenius Theorem
(see, e.g., [10, Corollary 5.2.13]) that each of these matrices has exactly one of 5’s as an eigenvalue, so
that k = r + 3 = [(n − 1)/2]. Now, the rest of n − k = [(n + 2)/2] > k negative eigenvalues (from
the list above) cannot be distributed to the matrices T11, T22, . . ., Tkk in such a way that the trace of
each of them is nonnegative. This contradiction completes the proof. 
The last example provides the answer to Question A in this case, the following proposition gives
the answer to Question B.
Proposition 5.2. If G is a strongly Mon+-like group, then G = Mon+.
Proof. Pick any matrix X ∈ G. Since X is similar to a nonnegative matrix, its trace is nonnegative.
Suppose that one of its diagonal entries, say xii, is a negative number. Then we can choose a diagonal
matrix D ∈ Mon+ ⊆ G with all diagonal entries but dii equal to 1 and dii > 0 so large that the trace of
DX ∈ G is a negative number. This contradiction shows that each diagonal entry of X is nonnegative.
As the group Mon+ contains all permutation matrices, we can ‘move’ an arbitrary entry of X on the
diagonal, so in fact all the entries of X must be nonnegative. Then by [10, Proposition 5.1.11] the group
G is monomial, and so G = Mon+. 
6. Monomial and diagonal matrices
Denote by Mon the group of all monomial matrices in GLn, and by Diag the group of all invertible
diagonal matrices. We first prove a simple observation.
Proposition 6.1. The group G is Mon-like if and only if it is Diag-like.
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Proof. Clearly, a Diag-like group is alsoMon-like group. Let X be a monomial matrix. We claim that X
is in fact a diagonalizable matrix. We write X = DP, where D is a diagonal matrix and P a permutation
matrix. As disjoint cycles of the permutationmatrix P define invariant subspaces for the matrix X , it is
sufficient to prove the claim in the case where P corresponds to a cycle. If D = diag(λ1, λ2, . . . , λn)
and λ = λ1λ2 · · · λn, then the matrix DP = X has n different eigenvalues (namely the nth roots of
λ), and so it is diagonalizable. Therefore, a matrix is similar to a diagonal matrix if it is similar to a
monomial matrix. 
It is easy to find an example of a strongly Diag-like group that is not similar to a subgroup of Diag
and thus answering to both Questions A and B for the diagonal case.
Example 6.2. It follows from Proposition 6.1 that the group Mon is strongly Diag-like. Since it is
irreducible, it is not similar to a subgroup of Diag.
In the case of monomial matrices we first answer Question B, and then Question A.
Proposition 6.3. If G is a strongly Mon-like group, then G = Mon.
Proof. Assume there exists a matrix X ∈ G \Mon. By [4], the groupMon is maximal in the group GLn,
so that the group generated by X and the groupMon is equal to GLn. This implies that G = GLn. Since
there exist invertible matrices which are not diagonalizable, the group G = GLn is not Mon-like by
Proposition 6.1. This contradiction completes the proof. 
Example 6.4. The group Un of all n× n unitarymatrices isMon-like, but it is not similar to a subgroup
ofMon.
Proof. As each unitary matrix is diagonalizable, the group Un is Mon-like. If X = D P is a monomial
matrix, where D is the corresponding diagonal matrix and P is the corresponding permutationmatrix,
it is easy to verify that for any integer k we have Xk = D′Pk , where D′ is a diagonal matrix. Moreover,
we have the shape homomorphism of groups Sh : Mon → Sn given by Sh(D P) = P, where again D
is a diagonal matrix and P is a permutation matrix. As Sn is a finite group of order n!, for each pair of
matrices X, Y ∈ Mon the powers Xn! and Yn! are diagonal matrices, and therefore they commute.
Nowassume that the groupUn is similar to a subgroupofMon. Then for eachpair of unitarymatrices
X and Y the powers Xn! and Yn! commute. To obtain a contradiction, we define two unitary matrices X
and Y by
X =
⎡
⎢⎢⎢⎢⎣
eit1π
. . .
eitnπ
⎤
⎥⎥⎥⎥⎦ ,
where t1, . . . , tn are real numbers transcendently independent over rationalsQ, and
Y =
⎡
⎣cos tπ − sin tπ
sin tπ cos tπ
⎤
⎦⊕ I,
where t /∈ Q and I the identity matrix of dimension (n−2)× (n−2). Then for each positive integer k
the power Xk is a diagonal matrix with distinct diagonal entries, while the power Yk is not a diagonal
matrix, and so these powers do not commute. Therefore, if we take k = n! we get a contradiction. 
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7. Generalized stochastic matrices
A complex n × n matrix A is called a generalized stochastic matrix if every row sum of A is equal
to 1. If we denote e = [1, 1, . . . , 1]T , then this is equivalent to the condition that Ae = e. Denote by
GSn the group of all generalized stochastic matrices in GLn. It is easy to verify that a group G in GLn is
GSn-like if and only if each member of G has a non-zero fixed point, i.e., 1 is an eigenvalue for each
G ∈ G. Therefore, the group G is similar to a subgroup of GSn if and only if there exists a common
fixed point for all the members of G. In [2] the authors gave examples of irreducible groups whose
members have non-zero fixed points. Because of irreducibility these groups cannot have commonnon-
zero fixed points, so that they provide examples of GSn-like groups that are not similar to subgroups
of GSn. Therefore, in this case Question A has a negative answer.
To give an affirmative answer to Question B, we need a lemma.
Lemma 7.1. For each matrix A /∈ GSn there exists a matrix X ∈ GSn such that the matrix XA has no
non-zero fixed points.
Proof. We have to find some X ∈ GSn such that det(XA − I) = 0, or equivalently det(A − X−1) = 0.
Therefore, it is sufficient to find a matrix Y ∈ GSn such that det(A − Y) = 0. Since Ae = e, we can
complete the vector e to a basis B = {e, e2, . . . , en} in which the matrix A takes the following block
form
AB =
⎡
⎣ t a
bT A′
⎤
⎦ ,
where t = 1 and a, b are some rows. Now we choose a matrix Y ∈ GSn which has the form
YB =
⎡
⎣1 a
0 λI
⎤
⎦
in the basis B, where λ = 0 is not an eigenvalue of A′. Then
det(A − Y) = det(AB − YB) = det
⎡
⎣t − 1 0
bT A′ − λI
⎤
⎦ = (t − 1) det(A′ − λI) = 0. 
Proposition 7.2. If G is a strongly GSn-like group, then G = GSn.
Proof. Assume there exists a matrix A ∈ G \ GSn. Then by Lemma 7.1 we find a matrix X ∈ GSn such
that the matrix XA ∈ G has no non-zero fixed points. This contradiction completes the proof. 
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