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Abstract
We study symmetries and solutions of the generalized fourth-order nonlinear partial differential
equations which arise from studies of thin liquid films. It is shown that the equations admit extended
scaling and rotation symmetries and a class of generalized conditional symmetries for certain coeffi-
cient functions. Exact solutions associated to the symmetries are obtained.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Rotation group; Scaling group; Generalized conditional symmetry; Thin film equation
1. Introduction
In this paper, we are mainly concerned with symmetries and solutions to the generalized
fourth-order nonlinear partial differential equations (PDEs)
ut = −f (u)uxxxx − g(u)uxuxxx − h(u)u2xx − d(u)u2xuxx
+ p(u)uxx + q(u)u2x, (1)
where f , g, h, d , p and q are some smooth functions of u.
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382 C. Qu / J. Math. Anal. Appl. 317 (2006) 381–397Several special cases of (1) have been shown to have significant applications. When
f (u) = 1, g(u) = d(u) = 0, p(u) = −1, q(u) = 1 − λ and h(u) = −λ, Eq. (1) becomes
ut = −uxxxx − uxx + (1 − λ)u2x + λu2xx, (2)
and it is proposed in Bernoff and Bertozzi [1] as a model describing the motion of an
interface separating two phases during phase transition. This model also arises in modelling
the dynamics of a hypercooled melt [2]. Furthermore, when λ = 0, (2) reduces to the well-
known Kuramoto–Sivashinsky (KS) equation [4,5]. When λ = 1, (2) is equivalent to the
Cahn–Hilliard equation
vt = −vxxxx −
(
v + v2)
xx
, (3)
where v = uxx , and it is relevant to various physical models in biofluid [5], solar convection
[6] and binary alloys [7]. When f (u) = um, g(u) = nun−1, p(u) = −um, q(u) = −mum−1
and h(u) = d(u) = 0, (1) is the so-called thin film equation [8]. When
f = M(u)R(u), g = 2M(u)R′(u) + M ′(u)R(u), h = M(u)R′(u),
d = (M(u)R′(u))′, p = Q′(u)M(u), q = (M(u)Q′(u))′,
(1) becomes
ut = − ∂
∂x
[
M(u)
∂
∂x
(
R(u)uxx − Q(u)
)]
. (4)
This equation arises in modelling the dynamics of thin film liquid films [8], and is also
used to describe the evolution and rupture of a liquid surface [9].
There are many results on equations [1–4]. In [1], Bernoff and Bertozzi considered
periodic solutions of the modified KS equation (2). The case λ = 0 is the KS equation that
is known have globally bounded smooth solutions. For λ = 0, Bernoff and Bertozzi [1]
proved that there exist periodic initial conditions that lead to finite time blow-up. In [9],
Hocherman and Rosenau studied the behavior of solutions to Eq. (4) and proposed the so-
called Hocherman–Rosenau conjecture. Chou [10] proved that the Lp norm of the periodic
solutions of (2) blows up, i.e., ‖ux‖Lp → ∞ as t ↑ T . For Cahn–Hilliard equation (3), there
are a large number of literatures devoted to the study (see [11,12] and references therein).
Methods related to symmetry groups of PDEs have been proved to be very effective to
seek symmetry reductions and exact solutions of nonlinear PDEs. The classical method
for finding symmetry reductions of PDEs is the Lie group method of infinitesimal trans-
formations [13–15]. Several generalizations to the classical method have been introduced,
these include the nonclassical method [16], the direct method [17–20] and the generalized
conditional symmetry method [21–25]. The symmetry related methods have been success-
fully applied to seek exact solutions and symmetry reductions of nonlinear PDEs. More
recently, the classical and nonclassical methods have been developed to obtain some inter-
esting solutions to the Cahn–Hilliard equations [26–28].
The purpose of this paper is to discuss symmetries and solutions of (1). We shall study
the invariant properties under extended scaling and rotation groups as well as general-
ized conditional symmetries of Eq. (1). In [29,30], Galaktionov proposed a “nonlinear”
extension to the ordinary scaling group, which is described by the invariance of the set
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nonlinear evolutionary PDEs [29,30]. Further extensions to scaling and rotation groups
were introduced by Qu and Estevez [31]. The generalized conditional symmetries for
second-order nonlinear parabolic equations have been studied by several authors, see [21–
25,32–38].
The outline of this paper is as follows. In Section 2, we study the extended rotation
property of (1), i.e., we determine (1), under what conditions (1) is invariant under the
extended rotation group. The generalized scaling invariant properties of (1) are discussed in
Sections 3 and 4. In Section 5, we discuss the extended scaling–rotation invariant properties
of (1). Finally in Section 6, a class of generalized conditional symmetry to (1) is discussed.
2. The extended rotation group
An (1+1)-dimensional PDE is invariant under the rotation group if it is invariant under
the transformation group
x∗ = x cos θ + u sin θ, u∗ = −x sin θ + u cos θ,
namely the equation admits the following infinitesimal generator:
V0 = x∂u − u∂x.
In other words, the set R0 = {u: ux = −x/u} is invariant under the rotation group. In
general, we introduce the invariant set [31]
R0 =
{
u: ux = xF(u)
}
, (5)
where F(u) is a smooth function to be determined from the invariant condition
u(x,0) ∈ R0 ⇒ u(x, t) ∈ R0, for t ∈ (0,1].
For u ∈ R0, we obtain solutions of the equation given implicitly by
u∫
0
1
F(z)
dz = 1
2
x2 + α(t). (6)
In the set R0, we have the following formulas:
uxx = x2FF ′ + F, uxxx = x3F(FF ′)′ + 3xFF ′,
uxxxx = x4F
(
F(FF ′)′
)′ + 6x2F(FF ′)′ + 3FF ′. (7)
Suppose (1) admits the invariant set R0, and substituting (6) and (7) into (1), we obtain
α′ = Ax4 + Bx2 + C, (8)
where
A = −f (F(FF ′)′)′ − gF(FF ′)′ − hFF ′2 − dF 2F ′,
B = −6f (FF ′)′ − (3g + 2h)FF ′ − dF 2 + pF ′ + gF,
C = −3fF ′ − hF + p. (9)
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A′ = 0, 4A + FB ′ = 0, 2B + FC′ = 0. (10)
Solving (10), we obtain
A = c1, B = −4c1
u∫ 1
F(z)
dz + c2,
C = 4c1
( u∫ 1
F(z)
dz
)2
− 2c2
u∫ 1
F(z)
dz + c3, (11)
where and hereafter ci denote arbitrary constants, and α solves
α′ = 4c1α2 − 2c2α + c3. (12)
Using (9) and solving it for p, and substituting it into the remaining equations in (9), we
arrive at
p = 3fF ′ + hF + 4c1
( u∫ 1
F
dz
)2
− 2c2
u∫ 1
F
dz + c3,
f
(
F(FF ′)′
)′ + gF(FF ′)′ + hFF ′2 + dF 2F ′ + c1 = 0,
3f (FF ′)′ − 3(f ′ − g)FF ′
= 12c1
u∫ 1
F(z)
dz + 4c1
( u∫ 1
F(z)
)2
F ′ − 3c2 + c3F ′ − 2c2F ′
u∫ 1
F(z)
dz.
Letting F = um, m = 1, we obtain an explicit solution of (1) given by
u =
[
1 − m
2
x2 + (1 − m)α(t)
] 1
1−m
,
where α satisfies (12). It is easy to verify that the equation
ut = −u6uxxxx − 2u5uxuxxx + 4u5u2xx + 20u2xuxx,
has the solution
u =
[
x2 + 1
12(t − t0)
]1/2
,
and it blows up at t = t0.
3. General scaling groups of (1)
In this section, we discuss the invariant properties of (1) under the general scaling
groups. Assume that Eq. (1) is invariant under the Lie group of scaling transformations
x∗ = ex, t∗ = eμt,
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X = x∂x + μt∂t .
If a function A(u) is homogeneous, i.e., it satisfies the condition
A
(
sx,u,
1
s
u1, . . . ,
1
sm
um
)
= sμA(x,u,u1, . . . , um),
then the equation
ut = A(x,u,u1, . . . , um)
admits the self-similar solution
u = θ(ξ), ξ = x
t1/μ
,
where θ satisfies
A
(
ξ, θ, θ ′, . . . , θ (m)
)+ 1
μ
ξθ ′ = 0.
Galaktionov [29,30] proposed a natural “nonlinear” extension to the above scaling
group. He introduced an invariant set S0 = {u(x), ux = 1x F }, where F is a C∞ function
to be determined from the invariant condition
u(·,0) ∈ S0 ⇒ u(·, t) ∈ S0 for t ∈ (0,1].
Qu and Estevez [31] further developed the above scaling group to a general form which is
described by the following invariant set
S1 =
{
u ∈ C∞: ux = s
x
F (u) + F (u) exp
[
(n − 1)
u∫ 1
F(z)
dz
]}
, (13)
where , s and n = 1 are some constants. If  = 0, the set S1 is reduced to the invariant
set S0. For the simplicity, we only consider the case F = u in the following applications,
namely, the invariant set becomes
S2 =
{
u ∈ C∞: ux = s
x
u + un
}
, (14)
where  has been scaled to 1. In the set S2, we have the following formulae
uxx = 1
x2
(
s2 − s)u + 1
x
s(n + 1)un + nu2n−1,
uxxx = 1
x3
s1u + 1
x2
s2u
n + 1
x
s3u
2n−1 + s4u3n−2,
uxxxx = 1
x4
l1u + 1
x3
l2u
n + 1
x2
l3u
2n−1 + 1
x
l4u
3n−2 + l5u4n−3, (15)
where
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(
s2 − s)(s − 2), s2 = (n2 + n + 1)s2 − (n + 2)s, s3 = 3n2s,
s4 = n(2n − 1), l1 = (s − 3)s1, l2 = s1 + (ns − 2)s2,
l3 = ns2 +
[
(n − 1)s − 1]s3, l4 = (2n − 1)s3 + (3n − 2)ss4,
l5 = (3n − 2)s4.
If Eq. (1) is invariant under the set S2, its solution is given by
u =
[
(1 − n)
a + 1 x + α(t)x
−a)
] 1
1−n
, (16)
with α(t) to be determined, where a = s(n − 1).
Substituting (15) and (16) into (1), we obtain
1
1 − nα
′ = xa−4D1 + xa−3D2 + xa−2D3 + xa−1D4 + x5D5, (17)
where
D1 = −u−n
[
l1uf + ss1u2g +
(
s2 − s)2u2h + s2(s2 − s)u3d],
D2 = −u−n
[
l2u
nf + ss2un+1g + s1un+1g + 2s
(
s2 − s)(n + 1)un+1h
+ (s3(n + 1)un+2 + 2s(s2 − s)un+2)d],
D3 = −u−n
[
l3u
2n−1f + ss3u2ng + s2u2ng +
(
s2(n + 1)2u2n + 2(s2 − s)nu2n)h
+ (s2n + 2s2(n + 1) + s2 − s)u2n+1d − (s2 − s)up − s2u2q],
D4 = −u−n
[
l4u
3n−2f + (s3 + ss4)u3n−1g + 2sn(n + 1)u3n−1h
+ (s(n + 1) + 2sn)u3nd − s(n + 1)unp − 2sun+1q],
D5 = −l5u4n−3f − s4u4n−2g − n2u4n−2h + u2nq + nu2n−1p. (18)
The left-hand side of (18) does not depend on x implies
(a − 4)D1 + suD′1 = 0, unD′1 + suD2 + (a − 3)D2 = 0,
unD′2 + suD′3 + (a − 2)D3 = 0, unD′3 + suD′4 + (a − 1)D4 = 0,
unD′4 + suD′5 + aD5 = 0, D′5 = 0. (19)
Solving (19), we arrive at
D5 = c1, D4 = ac1
n − 1u
1−n + c2,
D3 = − ac12(1 − n)2 u
2−2n + 1 − a
1 − nc2u
1−n + c3,
D2 = − 13(1 − n)3 a
(
a
2
+ 1
)
c1u
3−3n − a − 1
(1 − n)2 c2u
2−2n − a − 2
1 − nc3u
1−n + c4,
D1 = − (2a + 3)(a + 2)24(1 − n)4 c1u
4−4n + 2(a + 3)(a − 1)
6(1 − n)3 c2u
3−3n
− 3(a − 2)2 c3u2−2n −
a − 3
c4u
1−n + c5, (20)2(1 − n) 1 − n
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(3a + 4)(2a + 3)(a + 2)c1 = 0, (a − 1)(a + 3)(a + 2)c2 = 0,
(a + 4)(a − 2)c3 = 0, (a − 3)c4 = 0, (a − 4)c5 = 0.
Several cases are distinguished:
Case 1. c1 = c2 = c4 = c5 = 0, c2 = 0.
Subcase 1.1. a = 1, i.e., s = 1/(n − 1). Solving the system (19), we obtain
f = u3−3n, h = bu2−3n, d = cu2−3n, p = mu−n,
q = lu1−n, g = ku2−3n, (21)
where
m = n(n − 2)(28n
4 − 108n3 + 136n2 − 51n − 8)
2(n − 1) ,
l = 18n
3 − 62n2 + 73n − 32
(n − 1)(n − 2) , b =
2n2 − 7n − 8
n − 2 , c = 2n
2 − 7n + 8,
c2 = 28n
7 − 220n6 + 643n5 − 880n4 + 527n3 − 32n2 − 79n + 16
(n − 1)2(n − 2) .
Equation (1) with coefficient functions (21) has exact solutions
u =
[
1 − n
2
x + c2(t − t0)x−1
] 1
1−n
.
Subcase 1.2. a = −3, i.e., s = −3/(n − 1). The system (19) has the solution
f = u2−2n, h = −3n(2n + 1)
n + 2 u
1−2n, d = n(2n + 1), g = ku2−3n,
p = −n(4n − 1)(2n
2 + 2n + 5)
2(n − 1)(n + 2) , q = −
n(4n4 + 8n3 + 23n − 8)
2(n − 1)(n + 2) u
−1. (22)
We obtain an exact solution of (1) given by
u =
[
n − 1
2
x + n − 1
4c2(t − t0)x
3
] 1
1−n
,
which blows up in t = t0.
Case 2. c2 = c3 = c4 = c5 = 0, c1 = 0, a = −3/2.
Solving (19), we arrive at
f = ru3−3n, h = bu2−3n, d = cu2−3n, p = mu−n,
q = lu1−n, g = ku2−3n. (23)
We distinguish two subcases:
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l = −15
4
+ 1
4
b + 3
4
k, m = 35
4
− k − 2b, c1 = −378 +
1
4
k + b,
c = 3
2
k − 15
4
.
Subcase 2.2. s = 1,3/2. The coefficients in (23) are given by
b = −8ks
2 + 20s2 − 10sk − 76s + 63
4s(s − 1) ,
c = 4ks
2 − 2sk + 16s2 − 56s + 39
4s2
, m = 12ks
2 − 16sk − 37s + 51
4s2(s − 1) ,
l = −48ks
3 − 116ks2 − 188s2 + 66ks + 456s − 261
16s2(s − 1) ,
k = 8c1s
4 − 8c1s3 − 32s4 + 192s3 − 422s2 + 375s − 99
s(2s − 3)(2s2 − 3s − 1) .
In both subcases, we obtain exact solutions of (1) given by
u =
[
2(n − 1)x +
(
− c1
4(1 − n)2 (t − t0)
)−1/2
x3/2
] 1
1−n
.
Case 3. c2 = c3 = c4 = c5 = 0, c1 = 0, a = −4/3.
Solving (19), we obtain
f = u3−3n, h = bu2−3n, d = cu2−3n, p = mu1−n,
q = lu−n, g = ku2−3n. (24)
Two subcases are distinguished:
Subcase 3.1. s = 1. In this subcase, n = −1/3, and the coefficients in (24) are given by
l = −100
27
+ 4
9
b + 7
9
k, m = 70
9
− k − 2b, c1 = −12427 +
41
72
k + 29
36
b,
c = 4
3
k − 28
9
.
Subcase 3.2. s = 1,4/3. The coefficients are given by
b = −18ks
2 − 21sk + 45s2 − 165s + 130
9s(s − 1) ,
c = 9ks
2 − 3sk + 36s2 − 120s + 76
9s2
, m = 100 − 33sk − 80s + 27ks
2
9s2(s − 1) ,
l = −243ks
3 − 531ks2 − 900s2 + 276sk + 1980s − 1040
3 ,81s (s − 1)
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4 + (612 − 27c1)s3 − 1266s2 + 1048s − 256
3s(3s − 4)(3s2 − 4s − 2) .
In both subcases, we obtain exact solutions of (1) given by
u =
[
3(n − 1)x +
(
162(n − 1)3
c1(t − t0)
)1/2
x4/3
] 1
1−n
.
Case 4. c1 = c2 = c4 = c5 = 0, c3 = 0.
Solving (19), we obtain
f = u1−n, h = bu−n, d = cu−1−n, p = mun−1,
q = lun−2, g = ku−n. (25)
We distinguish two subcases:
Subcase 4.1. s = 1. In this subcase, a = 2, and the coefficients in (25) are given by
l = −15
4
− 93
8
k − 9
8
c3, m = 1258 +
103
16
k + 3
16
c3, c = −2k − 2,
b = −55
8
− 13
16
k − 1
16
c3.
Subcase 4.2. s = 1, a = 2. The coefficients are given by
b = 6s
4 − 2c3s2 + (40 − c3)s − 16
2s(s3 + 4s2 − 8) ,
c = (c3 − 12)s
3 + (2c3 − 32)s2 + (8 − 3c3)s + 48
2s(s3 + 4s2 − 8 ,
m = 1
2s(s3 + 4s2 − 8)
[
(C3 + 24)s4 + (4c3 + 52)s3
− (3s2 + 56)s2 − (11C3 + 72)s + 112],
l = − 1
2s(s3 + 4s2 − 8)
[
(c3 + 24)s4 + (3c3 + 172)s3
− (5c3 − 264)s2 − (17c3 + 152)s − 368
]
.
Subcase 4.3. s = 1, a = −4. The coefficients in (25) are given by
b = − 1
16
c3 − 1316k −
55
8
, c = 4k − 20, m = 973
16
− 169
32
k + 3
32
c3,
l = −1767
16
− 69
32
k − 9
32
c3.
Subcase 4.4. s = 1, a = −4. The coefficients are given by
390 C. Qu / J. Math. Anal. Appl. 317 (2006) 381–397b = − (2k + 5)s
2 − (5k + 29)s + 42
s(s − 1) ,
c = (k + 4)s
2 − (3k + 24)s + 36
s2
, m = (c3 + 3k)s
2 − (9k + c3 + 8)s + 44
s2(s − 1) ,
d = 1
s3(s − 1)
[
c3s
3 − (8k + 3c3 + 28)s2 + (2c3 − 4k + 116)s − 16
]
,
k = −2s
4 + 22s3 + (c3 − 87)s2 − (c3 − 140)s − 64
s(s3 − 8s2 + 18s − 8) .
In the above four subcases, the solution is given by
u =
[
1 − n
a + 1x +
n − 1
9c3(t − t0)x
s(1−n)
] 1
1−n
.
Case 5. c1 = c2 = c3 = c5 = 0, c4 = 0, a = 3.
Solving (19), we obtain
f = u1−n, h = bu−n, d = cu−1−n, p = mun−1,
q = lun−2, g = ku−n. (26)
We distinguish two subcases:
Subcase 5.1. s = 1. In this subcase, n = 4, and the coefficients in (26) are given by
l = 264 + 21k + 25b − 14
5
c4, m = 2 − k − 2b + 35c4,
c = −3k − 6 − 1
5
c4, b = −109495 −
241
190
k + 46
475
c4.
Subcase 5.2. s = 1. The coefficients are given by
b = −10s
5 + 70s4 + 100s3 − 85s2 − 155s + c4
5s(s − 1) ,
c = 5ks
2 + 20sk + 20s2 + 20s + c4 − 30
5s2
,
m = 15ks
2 + 25ks + (3c4 + 100)s − c4 − 60
5s2(s − 1) ,
l = −15ks
3 + (155k + 3c4 − 70)s2 + (10c4 + 330k − 15)s + 12c4 + 585
5s3(s − 1) ,
k = −20s
4 + 60s3 + (c4 − 40)s2 + (4c4 − 105)s − 6c4 + 45
5s(s3 + 6s2 + 4s − 15) .
In both subcases, we obtain solutions given by
u =
[
1 − n
x + c4(1 − n)(t − t0)x−3
] 1
1−n
.
4
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Solving (19), we have
f = u1−n, h = bu−n, d = cu−1−n, p = mun−1,
q = lun−2, g = ku−n. (27)
We distinguish two subcases:
Subcase 6.1. s = −1/2. In this subcase, the coefficients in (27) are given by
b = 24
55
c + 133
55
, m = 448 − 17c
11
, l = 2471c − 90048
55
,
k = 18c + 196
55
, c = −472
31
− 880
651
c5.
Subcase 6.2. s = 4. The coefficients are given by
b = 41
68
, c = 79
272
− 1
192
c5, k = −5934 ,
m = −1641
272
+ 7
192
c5, l = 3871136 −
7
96
c5.
Subcase 6.3. s = −1/2,4. The coefficients are given by
b = − 1
s(2s3 + 11s2 − 16)
[
(2k + 2)s4 + (13k + 19)s3 + (18k + 24)s2
+ (24k + 40)s + 32],
c = 1
s2(2s3 + 11s2 − 16)
[
(k + 4)s4 + (3k − 12)s3 − (8k − 52)s2
+ (16k + 32)s + 64],
m = − 1
s2(2s3 + 11s2 − 16)
[
(25k + 8)s5 + (12k + 48)s4 − (11k − 12)s3
− (104k + 316)s2 − (16k + 160)s + 192],
l = 1
s3(2s3 + 11s2 − 16)
[
(2k + 8)s6 + (104 + 26k)s5 + (79k + 612)s4
− (188k − 1884)s3 − (1104k − 1680)s2 − (960k + 4160)s − 5888],
k = 1
s2(3s4 + 19s3 − 7s2 − 120s + 48)
[−12s6 − 44s5 + 72s4
+ (2c5 + 162)s3 + (11c5 − 96)s2 + 32s − 16c5
]
.
In this case, (1) has the exact solution
u =
[
1 − n
5
x + c5(1 − n)(t − t0)x−4
] 1
1−n
.
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In this section, we propose an extension for both S0 and R0, which is given by
E0 =
{
u: ux = ξ(x)F (u)
}
, (28)
where ξ(x) satisfies
ξx = aξ2 + b, (29)
where a, b = 0 are two constants.
Note that for a = 0 and b = 0, the invariant set E0 reduces, respectively to R0 and S0.
In the set E0, we have the following formulae
uxx = ξ2(FF ′ + aF) + bF,
uxxx = ξ3
[
F(FF ′ + aF)′ + 2aF(F ′ + a)]+ bfF(3F ′ + 2a),
uxxxx = ξ4
{
F
[
F(FF ′ + aF)′ + 2aF(F ′ + a)]′ + 3aF [(FF ′ + aF)′
+ 2a(F ′ + a)]}+ ξ2{3b[F(FF ′ + aF)′ + 2aF(F ′ + a)]
+ b(F + a)(3FF ′ + 2aF)′}+ b2F(3F ′ + 2a). (30)
When E0 is an invariant set of (1), then (1) admits the following solutions:
(i) ab > 0.
u∫
ds
F (s)
= ln∣∣cosλa(x + x0)∣∣+ α(t), (31a)
where λ2 = b/a.
(ii) ab < 0. In this case, two solutions are given by
u∫
ds
F (s)
= − ln sinh[λa(x + x0)]+ α(t), (31b)
or
u∫
ds
F (s)
= − ln cosh[λa(x + x0) + α(t)], (31c)
where λ2 = −b/a.
Substituting (30) and (32) into Eq. (1), we have
α′ = A1ξ4 + A2ξ2 + A3, (32)
where
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{[
F
(
(FF ′ + aF)′ + 2a(F ′ + a))]′ + 3a[(FF ′ + aF)′ + 2a(F ′ + a)]}
− g{F(FF ′ + aF)′ + 2aF(F ′ + a)}− hF(F ′ + a)2 − dF(FF ′ + aF),
A2 = −f
{
3b
[
(FF ′ + aF)′ + 2a(F ′ + a)]+ ab(3F ′ + 2a) + b(F(3F ′ + 2a))′}
− b2f (3F ′ + 2a) − bgF(3F ′ + 2a) − 2bhF(F ′ + a) − bdF 2
+ p(F ′ + a) + qF,
A3 = −hb2F + bp.
The left-hand side of (32) does not depend on x implies that A1, A2 and A3 satisfy
FA′1 + 4aA1 = 0, 4bA1 + 2aA2 + FA′2 = 0, FA′3 + 2bA2 = 0. (33)
Solving this system, we obtain
A1 = c1e−4aU(u), A2 = 2bc1
a
e−4aU(u) + c2e−2aU(u),
A3 = b
2c1
a2
e−4aU(u) + bc2
a
e−2aU(u) + c3,
where ci , i = 1,2,3, are integration constants, U(u) =
∫ u
(1/F (s)) ds and α(t) satisfies
the ODE
α′ = b
2
a2
e−4aα + bc2
a
e−2aα + c3.
We now let f = 1, g = h = d = 0, then F(u) satisfies the equation[
F
(
(FF ′ + aF)′ + 2a(F ′ + a))]′
+ 3a[(FF ′ + aF)′ + 2a(F ′ + a)]+ c1e−4aU(u) = 0,
and p(u) and q(u) are given by
p(u) = bc1
a2
e−4aU(u) + c2
a
e−2aU(u) + c3
b
,
q(u) = 1
F
{
bc1
a2
e−4aU(u) − F ′
[
bc1
a2
e−4aU(u) + c2
a
e−2aU(u)
]}
+ 3b(FF ′ + aF)′ + b(F(3F ′ + 2a))′ +(9ab + 3b2 − c3
b
)
F ′
+ 8a2b + 2ab2 − c3
b
a.
5. Generalized conditional symmetries of (1)
It has been known that the generalized conditional symmetry approach is very efficient
in seeking symmetry reductions and exact solutions of nonlinear diffusion equations with
convection and source terms [21–25,32–38]. In this section, we show that Eq. (1) admits
the generalized conditional symmetries
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for certain coefficient functions.
By the procedure of the generalized conditional symmetry method [21–23], one may
show that Eq. (1) admits the generalized conditional symmetry
X = [uxx − F(u)u2x − G(u)ux − H(u)] ∂∂u, (35)
if and only if the following equations hold:
A′4 − A0F ′ − 2FA3 = 0,
B4 − B0F ′ − 2B3F − A0G′ − GA3 = 0,
C4 − C0F ′ − 2FC3 − B0G′ − GB3 − A0H ′ = 0,
D4 − D0F ′ − 2FD3 − C0G′ − GC3 − B0H ′ = 0,
E4 − E0F ′ − 2FE3 − D0G′ − GD3 − C0H ′ = 0,
F4 − 2FF3 − E0G′ − GE3 − D0H ′ = 0,
E3H − GF3 − E0H ′ = 0, (36)
where the functions in (36) are given by
A0(u) = F ′ + 2F 2, B0(u) = G′ + 3GF, C0(u) = 2FH + H ′ + G2,
D0(u) = GH, A1(u) = F ′′ + 7FF ′ + 6F 3,
B1(u) = 3G
(
F ′ + 2F 2)+ (G′ + 3GF)′ + 2F(G′ + 3FG),
C1(u) = 3H
(
F ′ + 2F 2)+ 2G(G′ + 3GF) + (2FH + H ′ + G2)′
+ F (2FH + G2 + H ′),
D1(u) = 2H(G′ + 3GF) + G
(
2FH + H ′ + G2)+ (GH)′,
E1(u) = H
(
2FH + G2 + H ′),
A2(u) = −fA1 − gA0 − hF 2 − dF, B2(u) = −fB1 − gB0 − 2hGF − dG,
C2(u) = −fC1 − gC0 − h
(
G2 + 2FH )− dH + pF + q,
D2(u) = −fD1 − gD0 − 2hGH + pG, E2(u) = −fE1 − hH 2 + pH,
A3(u) = A′2 + 4A2F, B3(u) = B ′2 + 4GA2 + 3FB2,
C3(u) = 4A2H + 3B2G + C′2 + 2C2F,
D3(u) = 3B2H + 2C2G + D′2 + D2F,
E3(u) = 2HC2 + GD2 + E′2, F3(u) = HD2,
A4(u) = A′3 + 5A3F, B4(u) = B ′3 + 5GA3 + 4FB3,
C4(u) = 5A3H + 4B3G + C′3 + 3C3F,
D4(u) = 4B3H + 3C3G + D′3 + 2D3F,
E4(u) = 3HC3 + 2GD3 + E′ + FE3, F4(u) = 2HD3 + F ′ + GE3.3 3
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special case:
f = 1, g = h = d = 0.
In this case, we can show that the equation
ut = −uxxxx +
(
b2 − a1u2 − 3b1u−4
)
uxx +
(
a1u + 12b1u−5
)
u2x, (37)
admits the generalized conditional symmetry
η = uxx − b2u − b1u−3. (38)
We obtain exact solutions of Eq. (37) associated with the generalized conditional sym-
metry (38) as follows:
Case 1. b2 > 0.
Solving η = 0, we obtain the exact solution of (37) given by
u =
[
β(t)e2
√
b2x − 1
2b2
α(t) +
(
α2(t)
4b22
+ b1
b2
)
e−2
√
b2x
4β(t)
]1/2
, (39)
where α(t) and β(t) satisfy the following system:
α′ = a1
(
1 + 1
b22
)(
α2 + 4b1b2
)
,
β ′ = a1
2
αβ. (40)
(1.3). b1 = 0. In this case, when b1 = 0, α and β are given by
α(t) = −
[
a1
(
1
b22
+ 1
)
(t − t0)
]−1
,
β(t) = ∣∣(t − t0)∣∣−
(
2
( 1
b22
+1))−1
.
Case 2. b2 < 0.
From η = 0, we obtain
u =
[
−α(t)
2b2
+
√
α2(t) + 4b1b2
4b22
sin
(
2
√−b2x + β(t))
]1/2
, (41)
where α(t) and β(t) satisfy the following system
α′ = a1
(
α2 + 4b1b2
)
,
β ′ = 0. (42)
Case 3. b2 = 0.
An exact solution of (37) in this case is
396 C. Qu / J. Math. Anal. Appl. 317 (2006) 381–397u =
[
− (x − 2a1β0)
2
2a1(t − t0) − 2a1b1(t − t0)
]1/2
,
and it blows up in finite time t = t0.
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