We introduce the notion of discrete Baker-Akhiezer (DBA) modules, which are modules over the ring of difference operators, as a certain discretization of BakerAkhiezer modules which are modules over the ring of differential operators. We use it to construct commuting difference operators with matrix coefficients in several discrete variables. *
Introduction
In this paper we introduce the notion of discrete Baker-Akhiezer modules and, with the help of it, construct commutative rings of difference operators with matrix coefficients in several discrete variables from certain algebraic varieties.
We firstly recall some basic facts on commuting difference operators in one variable. Common eigen functions of two commuting difference operators
are parametrized by points of some algebraic curve Γ L 1 ψ(n, P ) = λ(P )ψ(n, P ), L 2 ψ(n, P ) = µ(P )ψ(n, P ).
Krichever and Novikov [1] proved that on Γ there are points P 1 , . . . , P k such that the whole commutative ring of difference operators, containing L 1 and L 2 , is isomorphic to the ring of meromorphic functions with poles only at P 1 , . . . , P k . In the case k = 2 (two-point construction) explicit forms of operators were found in [2, 3] . The theory of n-point operators was developed in [1] . Krichever and Novikov classified one-point operators of rank l and found operators of rank two corresponding to the spectral curve of genus one. The theory of such operators is connected with the theory of higher rank algebro-geometric solutions of 2D-Toda chain [1] . In [4] Krichever-Novikov operators with polynomial coefficients are found.
In the case of operators, either differential or difference, of several variables, there is no classification theorem up to now (some results in this direction see in [5, 6, 7] ). The main difficulty is as follows. If ordinary difference operators (1) have a family of common eigen functions parametrized by an algebraic curve with λ and µ being functions on it, then they commute. On the other hand, in the case of operators of several variables, only the existence of a big family of common eigen functions is not enough for commutativity. For example, it is not difficult to construct operators possessing a family of common eigen functions parametrized by points of an algebraic variety which do not commute. This is a major difference between one and higher dimensional cases.
Then the main question is how many common eigen functions are enough for the commutativity in the multi-dimensional case. An answer to this question is partially given in the papers of the second author [8, 9] . In these papers the notion of BakerAkhiezer (BA) modules over the ring of differential operators are introduced. It allows one to obtain commuting differential operators in several variables with matrix coefficients.
In this paper we introduce a discrete analogue of BA modules. It makes it possible to construct commuting partial difference operators with matrix coefficients as an analogue of the construction of commuting differential operators.
LetM be a set of functions ψ(n, P ), n ∈ Z g , P ∈ X, where X is an algebraic variety (spectral variety). We assume that elements ofM have the following properties.
1. T i ψ(n, P ) ∈M , where T i is a shift operator on the i-th discrete variable of n = (n 1 , ..., n g ).
2. f (n)ψ(n, P ) ∈M , where f (n) is an arbitrary function from a certain class.
3. λ(P )ψ(n, P ) ∈M , where λ(P ) is a meromorphic function on X with poles only on some fixed subvariety Y of X.
Let A Y be the ring of meromorphic functions on X with poles only on Y and T g =K[T 1 , . . . , T g ] the ring of difference operators, whereK is a ring of certain functions on Z g . The properties 1-3 imply thatM is a module over T g and, at the same time, over A Y . We callM a Discrete Baker-Akhiezer (DBA) module.
Suppose thatM is a free T g -module of finite rank. Then the DBA-module allows us to construct commuting difference operators in several variables. Indeed, let us choose a free basis ψ 1 , . . . , ψ N inM and consider the vector valued function Ψ = t (ψ 1 , . . . , ψ N ). Then for λ ∈ A Y there exists uniquely a difference operator with matrix coefficients
sinceM is a free T g module. Similarly, for µ ∈ A Y , we have
Operators D(λ) and D(µ) commute, sinceM is free and λ, µ do not depend on the discrete variable n. It means that the family {Ψ(n, P )} of common eigen vector valued functions parametrized by points of X is large enough and from commutativity on {Ψ(n, P )} follows that operators commute on the whole space of vector valued functions.
We construct examples of free DBA modules of finite rank and commuting difference operators from abelian varieties with non-singular theta divisors and certain rational varieties as certain discretizations of the corresponding BA modules. We show that a basis of a BA-module gives a basis of the corresponding DBA module. This kind of structure that solutions of continuous system directly give solutions of the corresponding discrete system is well known in soliton equations [10, 11] .
The present paper is organized as follows. In section 2 we construct DBA modules explicitly and give main theorems. The DBA modules are formulated as certain discretizations of Baker-Akhiezer D modules. Proofs of theorems are given in section 3. In section 4 we give examples of explicit forms of operators.
Construction of free DBA-modules
In this section we give two examples of free DBA-modules which are constructed from Abelian varieties and certain rational varieties. In the first case elements of DBAmodules and coefficients of difference operators are expressed in terms of theta-functions and in the second case the corresponding objects are expressed by elementary functions. All theorems in this section can be proved using the results on their differential analogues. Proofs themselves are given in section 3.
DBA-modules on Abelian varieties
Let τ be a point of the Siegel upper half space, θ a,b (z, τ ) the Riemann's theta function with the characteristic
, Θ ⊂ X the theta divisor specified by the zero set of θ(z) := θ 0,0 (z, τ ) and L c , c ∈ C g , the flat line bundle on X for which θ(z + c)/θ(z) is a meromorphic section. A meromorphic section of L c is identified with a meromorphic function f (z) on C g satisfying the condition
for any m, n ∈ Z g + τ Z g . Let L c (m) be the space of meromorphic sections of L c with poles only on Θ of order at most m and
A basis of L c (m) is given quite explicitly. Namely, for a nonnegative integer m and a ∈ Z g /mZ g we set
Then the set of functions {F m,a (z, c)} is a basis of L c (m). We denote by K the ring of meromorphic functions on C g . We denote the variable of a function of K by x = (x 1 , ..., x g ). Define the space M c by
This is nothing but the underlying space of the Baker-Akhiezer module of (X, Θ) [8] . We shall discretize it as follows.
For a function F (z, x) define the operator T i by
where e i is the i-th unit vector of C g and h i ∈ C is a parameter. It is easy to see that T i acts on M c , since it preserves the relation (2) for L c+x .
For f (x) ∈ K we associate the mapf :
where n = (n 1 , ..., n g ) and nh = (n 1 h 1 , ..., n g h g ). We identify the mapf with its valuê f (n). LetK = {f (n)|f ∈ K}.
The space K naturally becomes a ring which we consider the ring of discrete functions with the discrete variable n ∈ Z g . For a non-negative integer m and a ∈ Z g /mZ g we define the mapF m,a :
where
We identify the mapF m,a and its valueF m,a (n). We writê F m,a (n, z) if it is necessary to indicate the dependence on the variable z. Now we define the discrete Baker-Akhiezer moduleM c bŷ
We give an example of the elements inM c (m) with m = 1, 2.
Example.
where β is an arbitrary constant from C g . The first example corresponds to m = 1, a = 0 in (3).
The operator T i acts onM c as the shift operator:
Let T g =K[T 1 , ..., T g ] be the ring of difference operators with the coefficients inK. ThenM c becomes a T g module.
Let A = L 0 be the ring of meromorphic functions on X which is regular on X\Θ. Obviously the space L c+x is an A module. It follows that the ring A also acts onM c . In fact, for f (z) ∈ A, we have
for some f m ′ ,a ′ (x) ∈ K, since L c+x is an A-module. Notice that the multiplication by f (z) commutes with the action of T i . Therefore, applying T n to (4), we have
In the following we assume that Θ is non-singular. Then our first theorem is Theorem 1 For an uncountable number of h ∈ (C * ) g the moduleM c is a free T g -module of rank g!, where C * = C\{0}.
Corollary 1 For values of h specified in Theorem 1 there exists a ring mono-morphism
DBA-modules on rational varieties
We construct a rational spectral variety Γ from CP 1 × CP g−1 by identifying two hypersurfaces. In general we denote a point of the projective space CP m−1 by [t 1 , ..., t m ] while a point of the m dimensional affine space by (t 1 , ..., t m ).
Let us fix a 1 , a 2 ,
. Let P be a non-degenerate linear map P : C g → C g , λ j and v j , j = 1 . . . , g, the eigenvalues and the eigenvectors of P respectively. We assume that λ i = λ j for i = j. Denote the induced map CP g−1 → CP g−1 by the same symbol P. We set
Then on Γ there is a structure of an algebraic variety [12] .
such that
for fixed A, c 1 , . . . , c g ∈ C * and every t = (t 1 , . . . , t g ). Moreover we choose parameters (α, β), (α i , β i ) in general position, which means that the parameters belong to some open domain (see [12] to specify this domain).
According to (8) the equation
correctly defines a hypersurface in Γ. Let us fix Λ ∈ C * . The discrete Baker-Akhiezer moduleM Λ is similarly defined to the case of Abelian varieties as the discretization of the Baker-Akhiezer module constructed in [12] . It is defined directly bŷ
where h(n, P ) = h(n, z 1 , z 2 , t) is of the form
, and satisfies the equation
Note that by (13) we have
According to (8) , (9), (13)
. Consequently, we have g mappings
Theorem 2
For an uncountable number of h ∈ (C * ) g the moduleM Λ is a free T gmodule of rank g generated by g functions fromM Λ (1).
Let A be the ring of meromorphic functions on Γ with poles only on the divisor (f = 0).
Corollary 2 For values of h specified in Theorem 2 there is an embedding of the ring
In the case g = 2 there is another way of identification of two lines on CP 1 × CP 1 which is suitable for our goals. We set
Let g, g 1 , g 2 are the following functions on C 4 :
where B, c i ∈ C * are fixed constants. Let us fix Λ ∈ C * .
The discrete Baker-Akhiezer moduleM
whereh is a function of the form (12) and ϕ(n 1 , n 2 , P ), P ∈ C 4 , satisfies the identity
Theorem 3 For an uncountable number of h ∈ (C * ) 2 the moduleM Ω,Λ is a free T 2 -module of rank 2 generated by two functions fromM Ω,Λ (1).
Let A denote the ring of the meromorphic functions on Ω with poles only on the curve defined by the equation g(P ) = 0.
Corollary 3 For values of h specified in Theorem 3 there is a ring embedding
A → Mat(2, T 2 ).
Proofs
Theorems 1 to 3 follow from their differential analogues. Since the schemes of the proofs are similar, we only prove Theorem 1 and Theorem 2.
Proof of Theorem 1
Let ∇ i = ∂ i − ζ i (z), ∂ i = ∂/∂x i .
It is easy to see that it acts on
It is called the Baker-Akhiezer module of (X, Θ) [8] . Let
Recall that we assume that Θ is non-singular in this paper. Then the following theorem is proved in [8] .
Theorem 4
The module grM c is a free D-module of rank g!.
More precisely there exists a D-free basis ϕ ij such that ϕ ij ∈ gr i M c , 1
and r 1 = 1. Moreover, for each i, one can find ϕ ij in {F i,a (z, x)}, that is, one can write
for some a ij ∈ Z g /iZ g . We remark that, in Theorem 1, c = 0 is not excluded. This is because we consider K, the space of meromorphic functions of x, as a coefficient field of D and M c .
Recall that T i acts also on M c . It satisfies
Therefore T i acts on grM c too. For F (z, x) ∈ M c we have the expansion
and it is possible to define the mapT i = (
It satisfiesT
Notice that, as an action on grM c ,T
We prove
Theorem 5 For an uncountable number of h ∈ (C * ) g , grM c is a free T g -module of rank g! with a basis {ϕ ij }.
Proof. Since grM c is a free D module, for each k, the set of elements
is a K-basis of M c (k). The number of elements (18) is
Since {ψ
where " = 0" signifies that it is not identically zero as a function of x. Consider correspondinglyT
Let us denote the function in (19) which has the same (k 1 , ..., k g ) as ψ
If we expand
is an analytic function of x and the zero set of it is of measure zero. Thus
has positive measure and contains an uncountable number of elements. Take any x 0 from (20). Sinceã
) is an analytic function of (x, h), the set
contains an uncountable number of elements. Moreover it contains elements of the form
For such h 0 {ψ k i } is linearly independent and generate M c (k) over K for all k ≥ 0. Therefore grM c is a free T g module with the basis {ϕ ij }.
Let us prove Theorem 1. Notice that T i satisfies the following commutation relation with a function of x:
By Theorem 5 any element of M c can uniquely be written as a linear combinations of
with the coefficients in K. The discretization of the element of the form f (x)T m ϕ ij with f (x) ∈ K, is given by
Thus any element ofM c can be written as a linear combination of {T mφ ij (n)} with the coefficients inK.
Moreover this description of an element ofM c as a linear combination of {T mφ ij (n)} is unique. In fact, suppose that
Applying T −n to (22) we get
It follows that f ij (x) = 0 for any (i, j), since {ϕ ij (z, x)} is linearly independent over K. Consequentlyf ij (n) = 0 for every (i, j). ThusM c is proved to be a free T g module with a basisφ ij .
Proof of Theorem 2
We shall firstly give a construction of functions f , f i satisfying the conditions (5)- (9) together with further conditions and related functionsf i . Consider the function F (z 1 , z 2 , t, s), t ∈ C g , s ∈ C of the form
and the following equation for F :
This equation gives g linear homogeneous equations for 2g unknown variables γ k , δ k . By examining the case (a 1 , b 1 ) = (1, 0), (a 2 , b 2 ) = (0, 1), P(t) = (λ 1 t 1 , ..., λ g t g ), we see easily that, for generic choices of a i , b i , P, there exist g linearly independent solutions {F i } of (23) such that the following conditions are satisfied.
(ii) The set of functions {f, ∂ s F i (z 1 , z 2 , t, 0)} is linearly independent.
(iii) f (a 1 , b 1 , v j ) = 0 for any j.
We takec i , h i ∈ C * and set
We define f i andf i by
Then f , f i satisfy (5)- (9) andf i satisfies
due to Equation (23). Moreover, by the property (ii), {f,f 1 , ...,f g } is linearly independent. Nextly we consider, for k fixed, a function h(x, P ), P ∈ C g+2 such that
The equation (29) is equivalent to the system of linear homogeneous equations for {h jα }. As shown in [12] 
where ♯S denotes the number of elements of S. Therefore the equation (29) has nontrivial solutions. Moreover it is possible take a basis of solutions such that each element of a basis is a rational function of e g i=1c i x i and is analytic at x = 0. Let K be the ring of rational functions of e g i=1c i x i and
where h(x, P ) runs over functions which satisfy (28), (29) and are rational functions of e g i=1c i x i . Obviously M Λ is a vector space over K. As remarked above we can take a basis of each M Λ (k) over K such that each element of the basis is analytic at x = 0. Equation (29) signifies that an element ϕ(x, P ) of M Λ satisfies
Then it satisfies
due to (27). We set
Using (30) one can easily check that ∇ i acts on M Λ and satisfies
. Thus M Λ and grM Λ become modules over the ring of differential operators
, where ∂ i acts by ∇ i . The D module M Λ is the Baker-Akhiezer module of (Γ, (f = 0)) constructed in [12] . The following theorem had been proved in [12] .
Theorem 6
The module grM Λ is a free D-module of rank g generated by g functions from M Λ (1).
Similarly to the case of abelian varieties we define the operator T i by
where e h i ∂ i is the shift operator:
By Equations (8), (9) T i acts on M Λ and satisfies
By (26) we have
. Consequently
On grM Λ we haveT
The discretizationM Λ of M Λ is similarly defined, using T i , to the case of Abelian varieties. ExpcilitlyM Λ is given by (10) and (11) .
The proof of Theorem 2 is completely similar to that of Theorem 1 and reduces to Theorem 6 usingT i .
Commuting difference operators
In this section we give examples of explicit forms of commuting difference operators.
Two-points operators: g = 1
Let g = 1 in the Theorem 1, X = C/(Z + τ Z). In this case the DBA-moduleM 0 is generated over T 1 by the function
There is a unique operator of the form
Let us find the coefficients v i (n). We divide (31) by (θ(z − h)/θ(z)) n and multiply by θ(z) 3 :
We recall that θ( τ + h in (32). We obtain v 0 = 0. Let us divide (32) by θ(z − h) and again substitute z = p = 1 2
We put z = q = 1 2
τ (32) and obtain
.
we have
From (33) we obtain u 0 = 0,
To find u 2 (n) let us substitute in (33) z = r = 1 2
Operators L 1 and L 2 commute. It is easy to see that for the meromorphic function η with poles at p and q there is an operator of the form
We see that in the case g = 1 our construction is involved in the two-points construction [2] .
2 × 2-matrix operators: Abelian varieties
Let g = 2 in the Theorem 1,
. The functions
gives a basis inM 0 , where β belongs to some open everywhere dense subset in C 2 . Let us find the operator corresponding to the function
We have
Operators L 11 and L 12 have the form
Let us divide (35) by 2 j=1 (θ(z − h j e j )/θ(z)) n j and multiply by θ(z) 3 . Then we get
Proof. Let p 1 and p 2 be the points of intersection of the curves θ(z − h 1 e 1 ) = 0 and θ(z − h 2 e 2 ) = 0. Let us substitute z = p 1 and z = p 2 in (36):
These equations can be considered as a system of linear equations for v 0 , u 0 . If v 0 = 0 or u 0 = 0 then
If β is a solution of θ(p 1 − β) = 0 then this equality is not valid. Consequently for β in general position this equality is not valid. Thus Lemma 1 is proved.
Let us restrict (36) on the curve θ(z − h 1 e 1 ) = 0 and divide by θ(z − h 2 e 2 ):
Let q 1 and q 2 be the points of intersection of θ(z − h 1 e 1 ) = 0 and θ(z) = 0. Then
By a similar argument as in the proof of Lemma 1 we obtain
We divide (36) by θ(z − h 1 e 1 ) and get
Let us substitute z = p 1 and z = p 2 in (38). Then we obtain
Let r 1 and r 2 be the points of intersection of θ(z) = 0 and θ(z − β) = 0. From (38) we obtain v 20
Similarly it is possible to find operators L 21 , L 22 and an operator corresponding to
2 × 2-matrix operators with rational coefficients
It is well known fact that the Lame identity
where σ, ζ, ℘ are Weierstrass functions of the elliptic curve w 2 = 4y 3 +α 1 y +α 0 , becomes the form
under the degeneration α i → 0. The Lame potential becomes rational function − 2 x 2 . In this section we shall consider spectral variety X ∨ obtained from the Abelian variety X = C 2 /(Z 2 + τ Z 2 ) by a similar degeneration. Elements of the corresponding DBA-module are expressed in terms of elementary functions, coefficients of commuting difference operators are rational functions. To describe X ∨ we recall Mumford's construction of the affine part of the Jacobian variety of a hyperelliptic curve Σ of genus g (see [13] ):
Let us introduce polynomials
We shall consider the affine space C 3g+1 with the coordinates (a 2i+1 , b 2i , c 2i ) . The affine part J(Σ)\Θ is given in C 3g+1 by the following system of equations for a 2i+1 , b 2i , c 2i :
In the case g = 2 we have the following equations
We define spectral variety X ∨ by the conditions α i = 0. From the last three equations one can find c 2 , c 4 , c 6 , and substitute it in first two equations. One get that X ∨ is isomorphic to the variety given in C 4 by two equations
Analytically this degeneration of the Jacobian variety is well described by using the sigma function of X. The sigma function is a certain modification of the Riemann's theta function which is originally introduced by Klein [14, 15] . The important property for us now is that the sigma function σ(z 1 , z 2 ) becomes the Schur function
under the limit α i → 0 [16, 17] . The a i , b i , c i coordinates of the Jacobian can explicitly be described using the sigma function (see [13] ) and, consequently, those of the variety given by (39) is described by the Schur function. One can replace the Riemann's theta function by the sigma function in the description of the DBA-module on X in the previous section. A free basis of the DBA-module is given by
Taking the limit α i → 0 we get a new free DBA-module on X ∨ generated by the functions
By the method explained in the previous section we can directly compute the operator corresponding to the function
For simplicity we put h 1 = h 2 = 1, x = 0, β = (1, 1/3) . We have
(n 1 + 2)(6n 2 + n 1 (n 1 (n 1 + 6) + 13) + 14) , , p 11 = 2(5 + n 1 (11 + n 1 (n 1 + 6)) − 3n 2 ) − 9(n 1 + 1)(n 1 + 2)q 12 3(n 1 + 2)(n 1 + 3) , q 21 = 9(n 1 (n 1 (n 1 + 3) + 3) − 3n 2 − 5)q 12 + ((n 1 + 3) 3 − 3n 2 )q 30 3(5 + n 1 (n 1 (n 1 + 6) + 12) − 3n 2 ) , q 12 = 2(46 + 61n It is easy to check that In a similar way we get 
