Abstract: This study examines the effect of market risk on the financial performance of 31 non-financial companies listed on the Casablanca Stock Exchange (CSE) over the period 2000-2016. We utilized three alternative variables to assess financial performance, namely, the return on assets, the return on equity and the profit margin. We used the degree of financial leverage, the book-to-market ratio, and the gearing ratio as the indicators of market risk. Then, we employed the pooled OLS model, the fixed effects model, the random effects model, the difference-GMM and the system-GMM models. The results show that the different measures of market risk have significant negative influences on the companies' financial performance. The elasticities are greater following the degree of financial leverage compared with the book-to-market ratio and the gearing ratio. In most cases, the firm's age, the cash holdings ratio, the firm's size, the debt-to-assets ratio, and the tangibility ratio have positive effects on financial performance, whereas the debt-to-income ratio and the stock turnover hurt the performance of these non-financial companies. Therefore, decision-makers and managers should mitigate market risk through appropriate strategies of risk management, such as derivatives and insurance techniques.
Introduction
Financial risks are among the main problems faced by many companies, especially those listed on the stock exchange where the valuation of companies depends on market conditions. Several risks common to all businesses include liquidity risk, credit risk, market risk and other types of non-financial risks. In particular, market risk is one of the critical components of financial risk because it is a systematic risk that investors cannot eliminate through a diversified portfolio; Nevertheless, market risk can be reduced by using appropriate hedging strategies. Indeed, market risk is the likelihood that a company (or an investor) suffers losses due to factors that influence the global performance of the financial markets in which it is included. According to Koch and MacDonald (2006) , market risk mainly includes foreign exchange risk, interest rate risk, commodity price risk and stock price risk, referring to adverse changes in exchange rate, interest rate, and stock prices. Some studies have used alternative measures of market risk, such as the book-to-market ratio (Fama and French 1993; Chen et al. 2005; Dempsey 2010; Cakici and Topyan 2014) , the gearing ratio (Briston 1981; Akhtar et al. 2011; Siyanbola et al. 2015) and the degree of financial leverage (Abid and Mseddi 2004; Gatsi et al. 2013; Muriithi et al. 2016 ). These studies found that market risk had a significant effect on a firm's financial performance. Most empirical studies on financial risks and financial performance have focused on the banking sector to the detriment of non-financial firms (Nimalathasan and Puwanenthiren 2012; Muriithi et al. 2016; Badawi 2017; Abdellahi et al. 2017; among others) . Few studies have investigated the effect of market risk on the performance of non-financial firms listed in Africa. Instead, these studies have analyzed the effect of capital structure on financial performance (Abor 2005; El-Sayed Ebaid 2009; Sakyi et al. 2014; Admassu 2016) . Several studies on financial risks and financial performance in the Moroccan context have given considerable attention to financial institutions (Ferrouhi 2014; Eloitri 2017; Bayoud et al. 2018 ) rather than non-bank companies (Ibenrissoul and Maroua 2015) .
The Casablanca Stock Exchange (CSE) was created in 1929 and included 74 listed companies, for a total market capitalization of MAD 627 billion as of 31 December 2017, making it one of the ten largest stock markets in Africa after the Johannesburg stock exchange and Nigerian stock exchange 1 .
The CSE consists of a central market in which buyers and sellers are matched for each security, and a block-trade market allowing for the trading of over-the-counter securities continuously or by auction on the basis of the minimum block size obtained from the central market. The market is made up of several operators, including 17 brokerage firms, 18 asset management companies, the financial market authority (AMMC) 2 , the central depository of securities (MAROCLEAR) 3 , a professional association of stockbroking companies (APSB) 4 and the Ministry of Finance and Privatisation which is the regulator that oversees the CSE without participating in its management. Besides, the CSE is dominated by non-financial corporations that have played an essential role in the development of the Moroccan market. In Morocco, most publicly traded companies are exposed to financial risks, in particular to market risk, which has been neglected by previous studies on non-financial companies. Market risk is a constant threat that can affect the profitability of companies. Few studies have analyzed the impact of market risk on the profitability of non-financial companies listed in Morocco, by considering various indicators of financial performance and market risk, as well as using different econometric approaches.
The objective of this study is therefore to examine the effect of market risk on the financial performance of non-financial companies listed on the Moroccan stock exchange. We considered 31 non-financial publicly traded companies over the period 2000-2016 due to data availability. This study used three alternative measures of financial performance: return on assets, return on equity and profit margin. We also used the degree of financial leverage, the book-to-market ratio and the gearing ratio as market risk indicators, following the above studies and the availability of data for these non-financial firms. We then employed various econometric techniques such as the pooled OLS model, the fixed effects model, and the random effects model, as well as the difference-GMM and system-GMM models for additional analyses. We corrected the results using robust standard errors for autocorrelation and heteroscedasticity. Overall, we found that market risk indicators had significant adverse effects on the companies' financial performance, particularly on the return on their assets and their profit margins. The degree of financial leverage was the component of market risk that had a more significant effect on profitability than the book-to-market ratio and the gearing ratio. This study provided empirical evidence of the significant negative impact of market risk on financial performance in Morocco using alternative indicators of financial performance and market risk, as well as various econometric techniques.
Also, the study has several benefits for the supervisory board and the leading investors of the listed companies in Morocco. Indeed, it allows the directors of these listed companies to understand better the impact of market risk on the financial performance of non-financial companies listed on the Moroccan stock exchange. They can also benefit from this study by applying the main recommendations and involving the stakeholders in defining appropriate risk management strategies to mitigate market risk and optimize the financial performance of their companies.
The remainder of this study is structured as follows: Section 2 presents a review of the empirical literature; Section 3 describes the data and methodology of this paper, while Section 4 shows the results and discussions. Finally, the last chapter summarises our findings and gives some policy recommendations.
Literature Review and Testable Hypotheses
Many empirical studies have analyzed the effect of financial risks on the financial performance of commercial banks. Notably, most studies of the impact of market risk on performance have focused on the banking sector using bank-specific variables as market risk indicators (Nimalathasan and Puwanenthiren 2012; Ngalawa and Ngare 2013; Muriithi et al. 2016) . For instance, Nimalathasan and Puwanenthiren (2012) used a measure of the degree of financial leverage to examine the effect of market risk on the return of equity of listed financial institutions in Sri Lanka over the period 2007-2011. They found a significant positive association between market risk and the companies' financial performance. Muriithi et al. (2016) analyzed the impact of market risk on the financial performance of 43 commercial banks in Kenya using the fixed effects model, the random effects model and the generalized method of moments (GMM) from 2005 to 2014. They used three measures of market risk, namely, the degree of financial leverage, the foreign exchange exposure risk, and the net interest margin. The authors revealed that market risk indicators had significant adverse effects on return on equity. Other studies have used different measures of market risk and control variables to analyze the relationship between financial risks and financial performance (Dempsey 2010; Siyanbola et al. 2015; Wani and Dar 2015; Muriithi et al. 2016 ; among others).
Book-to-Market Ratio
The book-to-market ratio (BMR) is a measure used to compare the book value of a company to its market value. The accounting value of a company determines its book value while its market capitalization estimates the market value. A ratio of less than one denotes an overvalued company, while a rate of more than one indicates an undervalued company. Fama and French (1993) and Lakonishok et al. (1994) indicated a strong relationship between book-to-market ratio and financial performance. Fama and French (1993) have found that the book-to-market ratio was a market risk-factor predicting stocks returns. Chen et al. (2005) showed that the book-to-market ratio and the firm size are indicators of risk in investment decisions. They proved that firm size and book-to-market ratio had a strong relationship with the betas of the returns of different industries from 1981 to 2001. Besides, Dempsey (2010) used the book-to-market ratio as a proxy for risk in his study of Australian markets. He found a positive link between the firms' book-to-market ratio and stock returns. Cakici and Topyan (2014) found that the book-to-market ratio was a significant predictor of the future returns of companies in eight emerging Asian markets from January 1992 to December 2012.
Degree of Financial Leverage
The degree of financial leverage (DFL) measures the rate of changes in the earnings per share (EPS) for a unit change in the earnings before interest and taxes (EBIT). The DFL is also the ratio of the earnings before interest and taxes (EBIT) to the earnings before taxes (EBIT-Interest expenses). Bhatti et al. (2010) studied the relationship between financial leverage, systematic risk, and profitability of eight non-financial enterprises in Pakistan from January 2005 to December 2009. They showed a significant positive link between financial leverage and systematic risk. Likewise, Alaghi (2011) showed a positive association between financial leverage and market risk. Gatsi et al. (2013) found a significant and contrasting effect of the degree of financial leverage on the performance of 18 insurance companies in Ghana from 2002 to 2011. Dimisyqiyani et al. (2015) showed that the degree of financial leverage has a significant positive effect on return on equity. Moreover, Muriithi et al. (2016) examined the relationship between market risk and the financial performance of 43 commercial banks in Kenya over the period 2005-2014 using the fixed effects model, the random effects model and the generalized method of moments (GMM). The authors found that the degree of financial leverage had a significant opposite effect on return on equity.
Gearing Ratio
The gearing ratio (GEAR) is an indicator of financial leverage that shows how creditor financing or equity capital supports the company's activities. It indicates a financial ratio that compares borrowed funds to owner's equity. Linsley and Shrives (2006) pointed out the gearing ratio as a measure of financial risk. Briston (1981) revealed an inverted relationship between the gearing ratio and companies' profitability whereas Akhtar et al. (2011) and Siyanbola et al. (2015) found a positive effect of gearing ratio on financial performance from their study on Nigerian companies. However, Enekwe et al. (2014) showed a negative relationship between the gearing ratio (debt-to-equity ratio) and the return on assets in six pharmaceutical companies in Nigeria from 2001 to 2012.
Firm's Age
The firm's age (AGE) represents the number of years the company has been in existence since its creation. Many studies have shown that the age of companies has a mixed impact on their profitability (Loderer and Urs 2010; Ilaboya and Ohiokha 2016; Akben-Selcuk 2016; Adamade and Umar 2017; Pervan et al. 2017) . For instance, Akben-Selcuk (2016) found a significant negative and convex nexus between a firm's age and its return of assets for 302 non-financial companies listed in Turkey from 2005 to 2014 by using the fixed effects model. Ilaboya and Ohiokha (2016) showed the significant positive effect of the firm's age on financial performance for 30 companies listed in Nigeria from 2006 to 2012. However, Pervan et al. (2017) showed that the firm's age had a significant adverse effect on the financial performance of 956 Croatian food companies over the period 2005-2014.
Cash Holding Ratio
The cash holding ratio (CASH) is the ratio of a company's cash and cash equivalent assets to its total liabilities. It indicates the degree to which available funds can repay current debts. Bhutto et al. (2015) found that the cash holding ratio has an opposite effect on return on equity. Aiyegbusi and Enisan (2016) showed that cash holdings have a significant positive effect on the financial performance of selected firms listed in Nigeria from 2001 to 2012 by using the GMM, following other studies (Akinyomi 2014; Abushammala and Sulaiman 2014) . Nenu et al. (2018) analyzed the effect of capital structure on the performance of the firms listed on the Bucharest Stock Exchange from 2000 to 2016 using the fixed effects model and the system-GMM model. They found that the cash ratio had a significant positive effect on financial performance.
Debt-to-Income Ratio
The debt-to-income ratio (DIR) is a measure of a company's ability to repay its obligations. We calculate DIR by dividing the total debt of the corporation by its gross income, expressed as a percentage. Demyanyk et al. (2011) provided evidence that a great debt-to-income ratio increased the likelihood of default on mortgage repayments due to a high-interest rate and the income shocks. Lawes and Kingwell (2012) found an inverse relationship between economic performance and debt-to-income ratio from their study on 123 farms in Australia over the period 2005 -2009 . Brown et al. (2015 argued that a high proportion of debt relative to income constituted a high burden for the repayment of the loans. This constraint led to an increasing delinquency rate and may hurt financial performance. Fout et al. (2018) identified the debt-to-income ratio among a range of risk factors which can influence the firm's financial performance.
Debt-to-Assets Ratio
The debt-to-assets ratio (LEV) is an indicator of financial leverage, which reveals the percentage of total assets that were financed by debt. The debt-to-assets ratio is determined by dividing a firm's total debts by its total assets. Some studies revealed that the debt-to-assets ratio had a positive effect on companies' financial performance (Gill and Obradovich 2012; Davydov 2016; Detthamrong et al. 2017) . However, other studies found a negative association between the debt-to-assets ratio and the firm's performance (Salim and Yadav 2012; Zelgalve and Berzkalne 2015; Le and Phan 2017) . Likewise, Amraoui et al. (2018) found a significant negative relationship between debt-to-assets ratio and the financial performance of 52 firms listed in Morocco from 2009 to 2016 by using a simple pooled OLS model, with similar results in Amraoui et al. (2017) .
Firm Size
Some studies have shown that the size of the firms (SIZE), measured by total assets, hurts financial performance (Ammar et al. 2003; Goddard et al. 2005; Amraoui et al. 2017; Amraoui et al. 2018) . On the other hand, other studies have revealed that the size of a company had a positive and significant influence on its profitability (Jang and Park 2011; Akinyomi and Olagunju 2013; Al-Najjar 2014; Davydov 2016; Ilaboya and Ohiokha 2016) . Bayoud et al. (2018) examined the relationship between the size of a company and the financial performance of six banks listed on the Moroccan stock exchange over the period 2004-2016 by using the fully modified ordinary least squares (FMOLS). They found that the firm's size positively and significantly affected its return on equity but had a significant opposite effect on its return on assets.
Tangibility Ratio
The tangibility ratio (TANG) represents the ratio of tangible fixed assets to total assets. Randøy and Goel (2003) found a non-significant and positive effect of tangibility ratio on the return on assets of 68 small-and-medium-sized enterprises (SME) listed in Norway from 1996 to 1998. Margaritis and Psillaki (2010) examined the effect of tangible assets on financial performance in French industries from 2002 to 2005. They used a nonlinear approach and found a non-monotonic effect of tangibility ratio on financial performance. The effect was adverse at low tangibility ratio but positive at high tangibility ratio. Okwo et al. (2012) and Azadi (2013) showed the positive relationship between the tangibility ratio and financial performance while Razaq and Akinlo (2017) found that the tangibility ratio had a significant adverse effect on firms' profitability. Vătavu (2015) examined the impact of capital structure on the financial performance of 196 companies publicly traded in Romania during the period [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] . He showed that tangible assets had a significant negative effect on the return on assets and the return on equity.
Stock Turnover
The stock turnover (TURN) is the frequency at which a company's inventory is "turned" or sold in a given period. The TURN is also known as the inventory turnover, an efficiency ratio that estimates how well the stock is overseen. Koumanakos (2008) analyzed the effect of inventory management on the performance of medium-to-large Greek firms from 2000 to 2002. He found a negative relationship between inventory turnover and financial performance. Choudhary and Tripathi (2012) investigated the effect of stock turnover on financial performance in the Indian retail industry from 2000 to 2010. They used a fixed effects model and found an inverse relationship between stock turnover and financial performance. Besides, Chandra and Arrawatia (2015) showed a negative relationship between stock turnover and financial performance of the firms listed in India during the period 2000-2013. Raheman and Nasr (2007) and Khan et al. (2016) revealed that stock turnover hurt firms' profitability. However, Eroglu et al. (2011), and Salawati (2012) found a positive relationship between stock turnover and profitability. Nawaz et al. (2016) found that stock turnover had a positive and significant effect on the return on equity of non-financial companies listed in Pakistan from 2010 to 2014. Therefore, as a result of these empirical studies, we assume that market risk has a significant effect on the financial performance of non-financial companies listed on the Moroccan stock exchange. In particular, we make the following assumptions:
Hypothesis 1 (H 1 ): Market risk has significant negative effects on the return on assets of these firms.
Hypothesis 2 (H 2 ):
Market risk has significant negative effects on the return on equity of these firms.
Hypothesis 3 (H 3 ):
Market risk has significant negative effects on the companies' profit margin.
Data and Methodology

Data and Sample
This study examines the effect of market risk on the performance of non-financial companies listed in Morocco (Casablanca Stock Exchange, CSE) over the period 2000-2016. Our sample is made up of 31 non-financial companies listed on the Moroccan stock exchange (see Appendix A, Table A2 ). We used the data from the financial statements of the companies. In particular, we used the database of Orbis and Osiris Bureau van Dijk (BvD) for these listed companies. We considered this sample and data period for several reasons. First, our study follows a series of previous studies on risk management and financial performance in non-financial corporations (Farooqi et al. 2014 ), as financial firms follow different supervisory rules than other types of companies. Secondly, we excluded financial companies because only six financial companies (banks) were listed on the Moroccan stock exchange during our sampling period, and most of their data covered the period 2011-2016. Third, we excluded other non-financial firms because of a large amount of missing data, to obtain more accurate data for our study. As a result, our study used unbalanced panel data from 31 non-financial listed companies over the period 2000-2016. We transformed the variables into US dollars based on the exchange rate of the study period for those expressed in Moroccan dirham (MAD).
Description of Variables
We alternatively employed three (03) measures of financial performance widely used in previous studies (Abdellahi et al. 2017; Badawi 2017) , namely, return on assets, return on equity and profit margin. Then, this study utilized a measure of the degree of financial leverage (Dimisyqiyani et al. 2015; Muriithi et al. 2016) , the book-to-market ratio (Fama and French 1993; Dempsey 2010; Cakici and Topyan 2014) and the gearing ratio (Briston 1981; Akhtar et al. 2011; Siyanbola et al. 2015) as indicators of market risk. Finally, we added seven control variables that influence firms' financial performance, including the firm age (Ilaboya and Ohiokha 2016; Akben-Selcuk 2016; Pervan et al. 2017) , the cash holdings ratio (Akinyomi 2014; Bhutto et al. 2015) , the debt-to-income ratio (Fout et al. 2018) , the debt-to-assets ratio (Gill and Obradovich 2012; Zelgalve and Berzkalne 2015) , firm size (Jang and Park 2011; Al-Najjar 2014) , the tangibility ratio (Okwo et al. 2012; Azadi 2013 ) and stock turnover (Khan et al. 2016; Nawaz et al. 2016) . Table A1 presents a detailed description of all the variables.
Model Specification and Empirical Procedures
Model Specification
In this section, we first employed a modified static model following previous empirical studies using three alternative measures of financial performance (Siyanbola et al. 2015; Zelgalve and Berzkalne 2015; Muriithi et al. 2016; Admassu 2016; Abdellahi et al. 2017 ; among others) and taking into account the issue of non-stationary variables:
(1)
(2)
where: ∆ denotes the first-difference operator (for instance, ∆lROA it = lROA it − lROA it−1 ); ROA: return on assets; ROE: return on equity; PROF: net profit margin; DFL: degree of financial leverage; BMR: book-to-market ratio; GEAR: gearing ratio; AGE: firm age; CASH: cash holdings ratio; DIR: debt-to-income ratio; LEV: debt-to-total assets ratio; SIZE: firm size; TANG: tangibility ratio; TURN: stock turnover. All variables are expressed using the logarithmic operator (l) to obtain a normal distribution and interpretable results by dealing with outliers (see Muriithi et al. 2016 ; among others). The β 0 , δ 0 , and φ 0 are the constant terms whereas β i , δ i , and φ i are the coefficients of the independent variables. α i is the firm i specific effect and ε it is the error term at time t in each model that is assumed to follow a normal distribution. Next, we performed additional analyses by transforming the previous models into dynamic models. We added one lagged dependent variable following previous studies since the current level of the firm's financial performance could also be determined by its past value as follows:
(4)
where: ROA it−1 , ROE it−1 , and PROF it−1 are the one period lagged dependent variables for firm i at year t − 1, and γ 1 , θ 1 and λ 1 their coefficients, respectively; γ 0 , θ 0 , and λ 0 are the constant terms whereas γ i , θ i , and λ i (for i different from 0 and 1) are the coefficients of the independent variables. α i is the firm i specific effect and ε it is the error term at time t in each model that is assumed to follow a normal distribution.
Empirical Procedures
First, our empirical analyses started with the descriptive statistics and correlation analysis to avoid problems of multicollinearity among the variables. As a result, we removed the highly correlated variables from the model before the regression analysis.
Second, this study carried out four unit root tests on all the variables in order to avoid spurious results and to validate our model's specification in first-difference. In particular, we employed the Im et al. (2003) test (IPS), the augmented Dickey and Fuller (1981) test (ADF), and the Phillips and Perron (1988) test (PP), all of which assume an individual unit root process, while the test by Levin et al. (2002) (LLC), follows a common unit root process. We performed these tests under the null hypothesis (H 0 ) of non-stationary variables against the alternative hypothesis of stationary variables.
Third, we estimated Equations (1)-(3) by considering various econometric techniques and selecting the most suitable from the ordinary least squares model (pooled OLS) ignoring the firms' specific effects, the fixed effects model (FE), and the random effects model (RE). The fixed effects model assumes that the specific characteristics of each firm are correlated with the independent variables. In the fixed effects model, the group averages are constant, unlike the random effects model. The random effects model supposes that there is no correlation between the firm's specific effects and the independent variables. Thus, the selection of the appropriate model was made following three different tests developed by Chow (1960) , Hausman (1978) , and Breusch and Pagan (1980) . The Chow test determines the best model between the pooled OLS model and the fixed effect model. The null hypothesis of this test assumes that the individual effects (α i ) are equal to zero, i.e., the pooled OLS model (POLS) is the most convenient. The alternative hypothesis indicates that the fixed effects model is better. The Hausman test is used to select the appropriate and efficient model between the random effects model and the fixed effects model. The null hypothesis of this test assumes that the random effects model is the most efficient model, but the alternative hypothesis is that the fixed effects model is the most appropriate model. The Breusch and Pagan Lagrangian multiplier (LM test) examines whether random effects exist or not. The LM test is implemented under the null hypothesis that the variance of the specific effects (Var(α i )) is equal to zero, i.e., the POLS is the most suitable model. The alternative hypothesis indicates that the random effects model is better. The selected model (the pooled OLS, fixed or random effects model) from these tests is then estimated and reported with robust standard errors for autocorrelation and heteroscedasticity within panel units. The interpretations of the results are based on the selected model.
Next, we investigated the robustness of the results from the static models (1), (2) and (3) by employing Driscoll and Kraay's (1998) standard errors on the selected model, as well as by using the indicator of market risk separately. This technique is robust to cross-sectional dependence between the panel units by employing a nonparametric approach to estimate the standard errors that are robust to autocorrelation and heteroscedasticity across firms. The cross-sectional dependence may arise from unseen common factors between the companies, such as social norms or psychological behavior. The robustness check with Driscoll and Kraay's (1998) standard errors is performed following the procedure developed by Hoechle (2007) . This procedure can accommodate the pooled OLS, the fixed effects, and random effects models. We estimated the dynamic models (4), (5) and (6) for further analyses following the empirical literature. We used the generalized methods of moments (GMM) to solve the problem of endogeneity induced by the presence of the lagged dependent variable as a regressor. In particular, we used the Arellano and Bond (1991)' difference-GMM and the Arellano and Bover (1995) system-GMM to explore additional analyses. The difference-GMM transforms all independent variables using the first difference eliminating the time-invariant fixed effects. Also, the difference-GMM constructs instruments for endogenous independent variables that must be uncorrelated with the error term but strongly correlated with the primary independent variables. However, the system-GMM is an alternative estimator that eliminates the problem of potentially weak instruments from the difference-GMM by adding a new set of instruments. The system-GMM creates a system of equations by combining the level-equations with the difference-equations to create valid instruments to solve the problem of endogeneity. Table 1 presents the descriptive statistics of all variables over the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] [2016] . Panel A shows the results of the variables of financial performance. The number of observations is 341 for ∆lROA, and ∆lROE, but 340 for ∆lPROF from 2000 to 2016. The mean value of ∆lROA and ∆lROE is −0.045 and −0.030, respectively, showing that on average the return on assets and return on equity has declined by 4.5% and 3%, respectively, over the period 2000-2016. On average, the profit margin of the firms decreased by 5.3%. The results also show a significant variation in ∆lROE (58%) from its mean value compared to ∆lPROF (56.2%) and ∆lROA (57.9%), as described by the values of their standard deviations. ∆lROA ranges from −4.730 (a loss) to 3.367, whereas the maximum value of ∆lPROF was 3.082. Panel B results show that the mean values of ∆lDFL, ∆lBMR, and ∆lGEAR are 0.009, −0.018 and 0.082, respectively. For instance, the mean of the book-to-market ratio (∆lBMR) is less than 1, which means that the companies were overvalued from 2000 to 2016. The last panel C presents the descriptive statistics of the control variables. The mean values of ∆lDIR, ∆SIZE, ∆lTANG and ∆lCASH are 0.027, 0.010, −1.834 and 0.010, respectively.
Empirical Results and Discussion
Descriptive Statistics
The proportion of the firms' fixed assets was reduced by 183.4% compared to their total assets. The average of ∆lAGE is 0.044, for dispersion of 5.2% among the firms. On average, the level of leverage (∆lLEV) increased by 1.6% over the period, for dispersion of 18.3% from one company to another. Note: ROA = return on assets, ROE = return on equity, PROF = profit margin, DFL = degree of financial leverage, BMR= book to market ratio, GEAR = gearing ratio, AGE = firm age, CASH = cash holdings ratio, DIR = debts to income ratio, LEV = debt-to-assets ratio, SIZE = firm size, TANG = tangibility ratio, TURN = stock turnover. Obs and Std.Dev denote the number of observations and standard deviation of the variables, respectively, whereas Min and Max indicate the minimum and maximum values of the variables. Mean represents the mean of the variables over the period 2000-2016 for the 31 non-financial firms. Table 2 presents the results of the correlation levels between the variables. We find that the market risk variables (∆lDFL, ∆lBMR, and ∆lGEAR) have negative and significant associations with the indicators of financial performance (∆lROA, ∆lROE, and ∆lPROF) at the 5% level in most cases. Besides, ∆lAGE is positively and significantly related to ∆lROA and ∆lPROF at the 10% level, but ∆lAGE has a non-significant positive relationship with ∆lROE. ∆lCASH and ∆lTURN have non-significant positive relationships with ∆lROA, ∆lPROF and ∆lROE.
Correlation Analysis
There is a significant negative relationship between the debt-to-income ratio (∆lDIR) and each variable of financial performance (∆lROA, ∆lROE and ∆lPROF) at the 1% level, respectively. Likewise, ∆lLEV has a negative and significant association with ∆lROA and ∆lPROF at the 1% level, but a non-significant negative relationship with ∆lROE. ∆SIZE and ∆lTANG have non-significant negative associations with the indicators of financial performance (∆lROE, and ∆lPROF). The negative relationship between the size of the companies (∆SIZE) and their return on assets (∆lROA) is significant at the 10% level of significance. Table 3 reports the results of the unit root tests developed by Im et al. (2003) , Dickey and Fuller (1981) , Phillips and Perron (1988) , and Levin et al. (2002) . We find that SIZE and lTANG are not stationary at the level following Im et al. (2003) . The results of the tests by Dickey and Fuller (1981) , and Phillips and Perron (1988) show that lLEV, SIZE and lTANG are not stationary at the level, contrary to the other variables. However, the tests of Im et al. (2003) , Dickey and Fuller (1981) , and Phillips and Perron (1988) indicate that all variables are stationary at the first difference at the 1% level of significance. Likewise, the test of Levin et al. (2002) corroborates that all variables are stationary at the first difference, except for lAGE. Thus, we conclude that all variables are stationary at the first difference at the 1% level of significance. Therefore, our models using the first difference operator are appropriate for avoiding spurious estimates. Note: *** p < 0.01, ** p < 0.05 and * p < 0.1. Levin et al. (2002) . The null hypothesis H 0 : I(0) assumes a unit root process at the level, whereas H 0 : I(1) supposes a unit root process at the first difference. *** p < 0.01, ** p < 0.05 and * p < 0.1.
Unit Root Analysis
Results of the Regression Analysis
This section presents the results of the estimation using the different models described in the Methodology section. Table 4 shows the results of the effect of market risk on the financial performance of the non-financial firms listed in the Casablanca Stock Exchange from 2000 to 2016.
We considered the pooled OLS model, the fixed effects model, and the random effects model to estimate the models (1), (2) and (3). However, the different tests developed by Chow (1960) , Hausman (1978) , and Breusch and Pagan (1980) reveal that the results from the pooled OLS estimator are the most appropriate. The statistics of these tests are not significant. Our interpretations are based on the results of the pooled OLS using the robust standard errors corrected for autocorrelation and heteroscedasticity within the panel units. Thus, the results of the column (I) show that the degree of financial leverage (∆lDFL), the book-to-market ratio (∆lBMR), and the gearing ratio (∆lGEAR) have significant adverse effects (except for ∆lGEAR) on the return on assets (∆lROA) of the firms at the 10% and 5% levels, respectively. The effect of market risk on firms' performance is higher using ∆lDFL compared with ∆lBMR and ∆lGEAR. Note: see Table A1 for the definition of the variables in the Appendix A. Model 1, 2 and 3 represent the equations in which return on asset (∆lROA), return on equity (∆lROE) and profit margin (∆lPROF) are the dependent variables respectively. POLS denotes pooled OLS whereas Robust indicates that we use the robust standard errors corrected for autocorrelation and heteroscedasticity. W MR is the Wald test examining whether the proxies of market risk jointly influence the variables of financial performance significantly. The numbers in parentheses are the robust standard errors. *** p < 0.01, ** p < 0.05 and * p < 0.1. The detailed descriptions of the Chow test, LM test, and Hausman test are presented in the Section 3.3.1.
For instance, a 1% increase in the degree of financial leverage (∆lDFL) and in the gearing ratio (∆lGEAR) significantly reduced ∆lROA by approximately 0.38% and by 0.06%, respectively, whereas a similar increase in the book-to-market ratio (an undervaluation) significantly decreased the firms' return on assets by around 0.20%. The variables ∆lAGE, ∆lCASH, ∆lLEV, ∆SIZE and ∆lTANG have positive but non-significant influences on ∆lROA, whereas ∆lDIR and ∆lTURN hurt ∆lROA. The negative effect of ∆lDIR on ∆lROA is significant at the 1% level. The relatively high value of R-squared indicates that all the independent variables are accounted for by 64.70% of the variation in ∆lROA. Besides, the significance of the Wald statistic at the 1% level shows that the proxies of market risk (∆lDFL, ∆lBMR and ∆lGEAR) jointly have a negative and significant effect on the firms' return on assets (∆lROA). Table A3 reports the results of the fixed and random effects models (see Appendix A).
The columns (II) and (III) of Table 4 summarise the analysis of the relationship between market risk and financial performance measured by return on equity (∆lROE) and profit margin (∆lPROF), respectively. The results are similar to the previous findings with ∆lROA, ∆lDFL, ∆lBMR, and ∆lGEAR reduced the return on equity and the profit margin of the companies. Also, the significance of the Wald tests reveals that these indicators of market risk jointly exert a negative influence on ∆lROE and ∆lPROF at the 1% level. The results of the effects on the control variables on ∆lROE and ∆lPROF are similar to those in the case of ∆lROA. However, ∆lLEV has a significant positive effect only on ∆lROE at the 1% level, but ∆SIZE and ∆lTANG have a positive and significant effect only on ∆lPROF at the 5% and 10% levels, respectively. The non-significance of the diagnostics test indicates that these results from the pooled OLS are better than those from the fixed effects (FE) and random effects (RE) models reported in Tables A4 and A5 in Appendix A.
Next, we further examined the previous results of Table 4 using the robust standard errors developed by Driscoll and Kraay (1998) , as described above in the experimental procedures. This technique removes the cross-sectional dependence between the non-financial companies. Table 5 shows the results of the effect of a single proxy of market risk on financial performance separately. The non-significance of the Chow test, LM test and Hausman test in the columns (A), (B), (D), (E) and (H) indicates that the pooled OLS with the robust standard errors by Driscoll and Kraay (1998) is the best estimator in the corresponding models. However, the Chow and Hausman statistics are significant in the corresponding models of columns (C), (F), (G) and (I). These tests conclude that the fixed effects model with the robust standard errors in Driscoll and Kraay (1998) is the most suitable model besides the pooled OLS and random effects models. Thus, the results from columns (A) to (I) show that each proxy of market risk has a negative and significant effect on each variable of financial performance at the 1% level. The degree of financial leverage (∆lDFL) has a more significant effect on the financial performance of the companies, following by the book-to-market ration and the gearing ratio. For instance, a 1% increase in ∆lDFL, ∆lBMR and ∆lPROF reduces ∆lROA significantly by 0.69%, 0.29% and 0.09%, respectively, whereas a 1% increase in ∆lDFL, ∆lBMR and ∆lPROF leads to a significant decrease in ∆lPROF by 0.59%, 0.24% and 0.08%, respectively. The detailed results leading to the selection of the suitable estimator are presented in the Tables A6-A8 (see Appendix B) . Furthermore, Table 6 presents the results of the robustness analysis using the three proxies of market risk along with the framework in Driscoll and Kraay (1998) . The statistics from the different tests by Chow (1960) , Breusch and Pagan (1980), and Hausman (1978) are not significant. Thus, columns (I), (II) and (III) show the results of the pooled OLS models 1, 2 and 3, respectively. The significance of the Wald tests validates our previous findings that the three proxies of market risk (∆lDFL, ∆lBMR and ∆lGEAR) jointly have a negative and significant effect on each variable of financial performance at the 1% level. Note: The models 1, 2 and 3 represent the equations in which ∆lROA, ∆lROE and ∆lPROF are the dependent variables, respectively. POLS denotes the pooled OLS model whereas DK indicates that we use the robust standard errors (Robust Std.) in Driscoll and Driscoll and Kraay (1998) . W MR is the Wald test examining whether the proxies of market risk, i.e., ∆lDFL, ∆lBMR and ∆lGEAR jointly influence ∆lROA, ∆lROE and ∆lPROF significantly. The numbers in parentheses are the robust standard errors. *** p < 0.01, ** p < 0.05 and * p < 0.1.
Results of the Dynamic Panel Models
This section presents the results of the dynamic approach of the effect of market risk on financial performance following Muriithi et al. (2016) , among others. Table 7 shows the results of the effect of ∆lDFL, ∆lBMR and ∆lGEAR on financial performance using the difference-GMM developed by Arellano and Bond (1991) . Thus, a 1% increase in ∆lDFL decreases ∆lROA significantly and ∆lROE by 0.44% and 0.41%, respectively. ∆lBMR has a significant and negative effect on ∆lROA, ∆lROE and ∆lPROF at the 1% level, whereas the effect of ∆lGEAR on financial performance is negative but non-significant. However, ∆lDFL, ∆lBMR and ∆lGEAR simultaneously have an adverse and significant effect on financial performance at the 1% level. ∆lAGE and ∆lTANG have a positive effect on ∆lROA, ∆lROE and ∆lPROF ∆lCASH and ∆SIZE hurt ∆lROA, but have a positive effect on ∆lROE and ∆lPROF. ∆lLEV exerts a positive and significant effect on financial performance at the 10% level, whereas ∆lDIR negatively and significantly affects financial performance at the 1% level. The Hansen test and AR(2) test are not significant denoting that the instruments used in the difference-GMM are exogenous and valid, and there is no autocorrelation in the models. Table 7 . Results of the difference-generalized method of moments (GMM). .960 *** 6.410 *** 6.310 *** Note: GMM denotes the generalized method of moments whereas Robust indicates that we use robust standard errors corrected for autocorrelation and heteroscedasticity problems. We employed the one-step difference-GMM. W MR is the Wald test examining whether the market risk proxies, i.e., ∆lDFL, ∆lBMR, and ∆lGEAR jointly influence ∆lROA, ∆lROE and ∆lPROF significantly. The numbers in parentheses are the robust standard errors. L.∆lROA = ∆lROA it−1 ; L.∆lROE = ∆lROE it−1 and L.∆lPROF = ∆lPROF it−1 *** p < 0.01, ** p < 0.05 and * p < 0.1.
Finally, Table 8 reveals the results of the effect of market risk on financial performance using the one-step system-GMM in Arellano and Arellano and Bover (1995) . The results are similar to those in the difference-GMM in most cases. ∆lDFL, ∆lBMR, and ∆lGEAR simultaneously exert a negative and significant effect on ∆lROA, ∆lROE and ∆lPROF at the 1% level. However, ∆lAGE and ∆lTURN harm ∆lROA, but ∆lLEV only has a significant positive effect on ∆lROE.
Overall, the results showed that the degree of financial leverage, the book-to-market ratio, and the gearing ratio had a significant opposite effect on the performance of the non-financial firms listed on the Casablanca Stock Exchange (CSE) during the period 2000-2016. The results of a significant adverse effect of the degree of financial leverage on financial performance are in accordance with those of Gatsi et al. (2013) and Muriithi et al. (2016) , while the results of the book-to-market ratio and the gearing ratio are similar to previous studies by Cakici and Topyan (2014) and Enekwe et al. (2014) , respectively. These results reveal that the non-financial firms listed in the CSE were heavily indebted and their increasing use of debt financing strategies reduced their profitability because of the burden of interest payments, thus crowding out productive investments. Therefore, the managers of these companies must be attentive to the optimal level of debt to finance productive investments. Besides, the overvaluation of these firms during the period 2000-2016 also led to a decline in their financial performance. The results show that the shares of these companies were very expensive in the market compared to their book value. Companies are growth stocks with certain expectations of future capital gains that may not be possible in adverse market conditions. Table 7 . *** p < 0.01, ** p < 0.05 and * p < 0.1.
The significance of the Wald tests indicates that market risk has significant negative effects on the return on assets, the return on equity and the profit margin of these companies, respectively. Thus, these findings give support to hypotheses (H 1 ), (H 2 ) and (H 3 ), and the results are in line with those of Gatsi et al. (2013) and Muriithi et al. (2016) , among others.
On average, the results of the various models suggest that the firm's size, the age of the company, the debt-to-assets ratio, the tangibility ratio, and the cash holdings ratio have a positive effect on the performance of the company in conformity with Al-Najjar (2014), Ilaboya and Ohiokha (2016) , Detthamrong et al. (2017) , Azadi (2013) , Aiyegbusi and Enisan (2016) . However, the debt-to-income ratio and the stock turnover hurt the performance of these non-financial firms, similarly to some previous studies (Fout et al. 2018; Raheman and Nasr 2007; Khan et al. 2016) .
Our study contributes to the empirical literature by providing new insights into the effects of market risk on the performance of the non-financial firms listed in the Moroccan stock exchange. Few studies have considered such a survey in Morocco or elsewhere. Also, we utilized three alternative proxies of financial performance as well as three market risk indicators that have been used in previous studies. Finally, we employed several econometric techniques to validate our results: the pooled OLS model, the fixed effects model, the random effects model, the difference-GMM and the system-GMM models. Our findings suggest that market risk has significant adverse effects on a company's financial performance.
Conclusions and Recommendations
This study examined the effect of market risk on the performance of 31 non-financial companies listed on the Casablanca Stock Exchange (CSE) over the period 2000-2016. We utilized three alternative variables widely used in previous studies to assess financial performance, namely, return on assets, return on equity and profit margin. We also used the degree of financial leverage, the book-to-market ratio, and the gearing ratio as variables of market risk following earlier empirical studies. We then added seven control variables, including the firm age, the cash holdings ratio, the debt-to-income ratio, the debt-to-assets ratio, the firm size, the tangibility ratio, and the stock turnover.
First, we performed the panel unit root tests, we then employed the tests developed by Chow (1960) , Hausman (1978) and Breusch and Pagan (1980) to select the best model among the pooled ordinary least squares model (POLS), the fixed effects (FE) model and the random effects (RE) model. The tests suggested that POLS was the most suitable model after correcting for autocorrelation and heteroscedasticity within firms with robust standard errors. Overall, the results showed that the indicators of market risk jointly had a significant adverse effect on the companies' financial performance, namely, the return on assets, the return on equity and the profit margin. The degree of financial leverage was the proxy for market risk that had the greatest and most significant effect on the profitability of the companies, followed by the book-to-market ratio and the gearing ratio.
Second, we performed additional robustness analyses by using the robust standards errors in Driscoll and Kraay (1998) which dealt with any cross-sectional dependence between firms. The results from the robustness analysis supported our previous findings.
Third, we further examined the relationship between market risk and financial performance with a dynamic framework. The results from the difference-GMM and the system-GMM models corroborated our findings, although the elasticities differed slightly from the previous results. These findings validated our three hypotheses that market risk had significant adverse effects on the return on assets (Hypothesis 1, H 1 ), the return on equity (Hypothesis 2, H 2 ) and the profit margin (Hypothesis 3, H 3 ) of the non-financial firms listed in the CSE. These findings are consistent with previous empirical studies by Gatsi et al. (2013) and Muriithi et al. (2016) , among others. Most of the results of the different models suggested that the firm's age, the cash holdings ratio, the firm's size, the debt-to-assets ratio, and the tangibility ratio had a positive effect on financial performance, whereas the debt-to-income ratio and the stock turnover hurt the performance of these non-financial firms. Therefore, decision-makers and managers of these companies should mitigate market risk by using appropriate risk management strategies through derivatives, forwards, futures, swaps, options, and insurance as well as securitization techniques. The relatively small size of the sample and the priority given to non-financial firms due to the availability of data are the main limitations of this study. Future research could investigate the effects of other types of risks on financial performance by using several countries and an extended sample period. Finally, various econometric procedures such as cointegration and causality analysis could be used to assess the relationship between risk management and financial performance better.
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Appendix A Table A1 . Description of variables.
Variables
Symbol Definition Formula Expected Sign Empirical Studies
Dependent variable
Return on assets ROA
The ratio of a company's net income to the average of its total assets. Nawaz et al. (2016) Note: Data of ROA, ROE, PROF, GEAR, and TURN were readily available from Orbis and Osiris databases. The expected signs are based on the literature review and the correlation analysis between variables (see Table 2 ). 
Conclusion
POLS POLS FE
Note: FE, RE, and POLS denote the fixed effects model, the random effects model and the pooled ordinary least squares, respectively. The Chow (1960) test determines the best model to choose between the pooled OLS model and the fixed effect model. The null hypothesis (H 0 ) assumes that the individual effect u i is equal to zero, i.e., the pooled OLS model (POLS) is preferred, whereas the alternative hypothesis indicates that the fixed effects model is better. The LM test is the Breusch and Pagan (1980) Lagrangian multiplier examining whether random effects exist or not. The null hypothesis (H 0 ) assumes that the individual-specific error variance (Var(u)) is zero, i.e., the pooled OLS model (POLS) is preferred, whereas the alternative hypothesis indicates that the random effect model is the most suitable model to be chosen. The Hausman (1978) test helps to select the best model between the fixed effect model and the random effect model. The null hypothesis is that the random effect model is the most efficient and appropriate than the fixed effect model. The numbers in parentheses and brackets are the standard errors and the statistics of Hausman tests. *** p < 0.01, ** p < 0.05 and * p < 0.1. 
