We investigate common-noise-induced phase synchronization between uncoupled identical HeleShaw cells exhibiting oscillatory convection. Using the phase description method for oscillatory convection, we demonstrate that the uncoupled systems of oscillatory Hele-Shaw convection can exhibit in-phase synchronization when driven by weak common noise. We derive the Lyapunov exponent determining the relaxation time for the synchronization, and develop a method for obtaining the optimal spatial pattern of the common noise to achieve synchronization. The theoretical results are confirmed by direct numerical simulations.
Shaw convection can be in-phase synchronized by applying weak common noise. Furthermore, we develop a method for obtaining the optimal spatial pattern of the common noise to achieve synchronization. The theoretical results are validated by direct numerical simulations of the oscillatory Hele-Shaw convection.
This paper is organized as follows. In Sec. II, we briefly review our phase description method for oscillatory convection in the Hele-Shaw cell. In Sec. III, we theoretically analyze common-noise-induced phase synchronization of the oscillatory convection. In Sec. IV, we confirm our theoretical results by numerical analysis of the oscillatory convection. Concluding remarks are given in Sec. V.
II. PHASE DESCRIPTION METHOD FOR OSCILLATORY CONVECTION
In this section, for the sake of readability and being self-contained, we review governing equations for oscillatory convection in the Hele-Shaw cell and our phase description method for the oscillatory convection with consideration of its application to common-noise-induced synchronization. More details and other applications of the phase description method are given in Ref. [34] .
A. Dimensionless form of the governing equations
The dynamics of the temperature field T (x, y, t) in the Hele-Shaw cell is described by the following dimensionless form (see Ref. [32] and also references therein):
T (x, y, t) = ∇ 2 T + J(ψ, T ).
The Laplacian and Jacobian are respectively given by
J(ψ, T ) = ∂ψ ∂x ∂T ∂y − ∂ψ ∂y ∂T ∂x .
The stream function ψ(x, y, t) is determined from the temperature field T (x, y, t) as ∇ 2 ψ(x, y, t) = −Ra ∂T ∂x ,
where the Rayleigh number is denoted by Ra. The system is defined in the unit square: x ∈ [0, 1] and y ∈ [0, 1]. The boundary conditions for the temperature field T (x, y, t) are given by
∂T (x, y, t) ∂x x=0 = ∂T (x, y, t) ∂x
T (x, y, t) y=0 = 1, T (x, y, t)
where the temperature at the bottom (y = 0) is higher than that at the top (y = 1). The stream function ψ(x, y, t) satisfies the Dirichlet zero boundary condition on both x and y, i.e.,
ψ(x, y, t) x=0 = ψ(x, y, t)
ψ(x, y, t) y=0 = ψ(x, y, t)
To simplify the boundary conditions in Eq. (6), we consider the convective component X(x, y, t) of the temperature field T (x, y, t) as follows:
T (x, y, t) = (1 − y) + X(x, y, t).
Inserting Eq. (9) into Eqs. (1)(4), we derive the following equation for the convective component X(x, y, t): ∂ ∂t X(x, y, t) = ∇ 2 X + J(ψ, X) − ∂ψ ∂x ,
where the stream function ψ(x, y, t) is determined by ∇ 2 ψ(x, y, t) = −Ra ∂X ∂x .
Applying Eq. (9) to Eqs. (5)(6), we obtain the following boundary conditions for the convective component X(x, y, t):
∂X(x, y, t) ∂x x=0 = ∂X(x, y, t) ∂x
X(x, y, t) y=0 = X(x, y, t) y=1 = 0.
That is, the convective component X(x, y, t) satisfies the Neumann zero boundary condition on x and the Dirichlet zero boundary condition on y. It should be noted that this system does not possess translational or rotational symmetry owing to the boundary conditions given by Eqs. (7)(8)(12)(13).
B. Limit-cycle solution and its Floquet zero eigenfunctions
The dependence of the Hele-Shaw convection on the Rayleigh number Ra is well known, and the existence of stable limit-cycle solutions to Eq. (10) is also well established (see Ref. [32] and also references therein). In general, a stable limit-cycle solution to Eq. (10), which represents oscillatory convection in the Hele-Shaw cell, can be described by
The phase and natural frequency are denoted by Θ and Ω, respectively. The limit-cycle solution X 0 (x, y, Θ) possesses the following 2π-periodicity in Θ: X 0 (x, y, Θ + 2π) = X 0 (x, y, Θ). Inserting Eq. (14) into Eqs. (10)(11), we find that the limit-cycle solution X 0 (x, y, Θ) satisfies
where the stream function ψ 0 (x, y, Θ) is determined by
From Eq. (9), the corresponding temperature field T 0 (x, y, Θ) is given by (e.g., see Fig. 2 in Sec. IV)
Let u(x, y, Θ, t) represent a small disturbance added to the limit-cycle solution X 0 (x, y, Θ), and consider a slightly perturbed solution
Equation (10) is then linearized with respect to u(x, y, Θ, t) as follows:
As in the limit-cycle solution X 0 (x, y, Θ), the function u(x, y, Θ) satisfies the Neumann zero boundary condition on x and the Dirichlet zero boundary condition on y. Note that L(x, y, Θ) is time-periodic through Θ. Therefore, Eq. (19) is a Floquet-type system with a periodic linear operator. Defining the inner product of two functions as
we introduce the adjoint operator of the linear operator L(x, y, Θ) by
As in u(x, y, Θ), the function u * (x, y, Θ) also satisfies the Neumann zero boundary condition on x and the Dirichlet zero boundary condition on y. Details of the derivation of the adjoint operator L * (x, y, Θ) are given in Ref. [34] . In the following subsection, we utilize the Floquet eigenfunctions associated with the zero eigenvalue, i.e.,
We note that the right zero eigenfunction U 0 (x, y, Θ) can be chosen as
which is confirmed by differentiating Eq. (15) with respect to Θ. Using the inner product of Eq. (20) with the right zero eigenfunction of Eq. (24), the left zero eigenfunction U * 0 (x, y, Θ) is normalized as
Here, we can show that the following equation holds (see also Refs. [10, 34, 35] ):
Therefore, the following normalization condition is satisfied independently for each Θ as follows:
C. Oscillatory convection under weak perturbations
We now consider oscillatory Hele-Shaw convection with a weak perturbation applied to the temperature field T (x, y, t) described by the following equation:
The weak perturbation is denoted by p(x, y, t). Inserting Eq. (9) into Eq. (28), we obtain the following equation for the convective component X(x, y, t):
Using the idea of the phase reduction [2] , we can derive a phase equation from the perturbed equation (29) . Namely, we project the dynamics of the perturbed equation (29) onto the unperturbed solution aṡ
where we approximated X(x, y, t) by the unperturbed limit-cycle solution X 0 (x, y, Θ). Therefore, the phase equation describing the oscillatory Hele-Shaw convection with a weak perturbation is approximately obtained in the following form:Θ
where the phase sensitivity function is defined as (e.g., see Fig. 2 in Sec. IV)
Here, we note that the phase sensitivity function Z(x, y, Θ) satisfies the Neumann zero boundary condition on x and the Dirichlet zero boundary condition on y, i.e.,
As mentioned in Ref. [34] , Eq. (31) is a generalization of the phase equation for a perturbed limit-cycle oscillator described by a finite-dimensional dynamical system (see Refs. [1] [2] [3] [10] [11] [12] [13] [14] ). However, reflecting the aspects of an infinite-dimensional dynamical system, the phase sensitivity function Z(x, y, Θ) of the oscillatory Hele-Shaw convection possesses infinitely many components that are continuously parameterized by the two variables, x and y.
In this paper, we further consider the case that the perturbation is described by a product of two functions as follows:
That is, the space-dependence and time-dependence of the perturbation are separated. In this case, the phase equation (31) can be written in the following form:
where the effective phase sensitivity function is given by (e.g., see Fig. 5 in Sec. IV)
We note that the form of Eq. (36) is essentially the same as that of the phase equation for a perturbed limit-cycle oscillator described by a finite-dimensional dynamical system (see Refs. [1] [2] [3] [10] [11] [12] [13] [14] ). We also note that the effective phase sensitivity function ζ(Θ) can also be considered as the collective phase sensitivity function in the context of the collective phase description of coupled individual dynamical elements exhibiting macroscopic rhythms [35, 37, 38] .
III. THEORETICAL ANALYSIS OF THE COMMON-NOISE-INDUCED SYNCHRONIZATION
In this section, using the phase description method in Sec. II, we analytically investigate common-noise-induced synchronization between uncoupled systems of oscillatory Hele-Shaw convection. In particular, we theoretically determine the optimal spatial pattern of the common noise for achieving the noise-induced synchronization.
A. Phase reduction and Lyapunov exponent
We consider N uncoupled systems of oscillatory Hele-Shaw convection subject to weak common noise described by the following equation for σ = 1, · · · , N :
where the weak common noise is denoted by a(x, y)ξ(t). Inserting Eq. (9) into Eq. (38) for each σ, we obtain the following equation for the convective component X σ (x, y, t):
As in Eq. (11), the stream function of each system is determined by
The common noise ξ(t) is assumed to be white Gaussian noise [39, 40] , the statistics of which are given by
Here, we assume that the unperturbed oscillatory Hele-Shaw convection is a stable limit cycle and that the noise intensity 2 is sufficiently weak. Then, as in Eq. (36), we can derive a phase equation from Eq. (39) as follows [46] :
where the effective phase sensitivity function ζ(Θ) is given by Eq. (37) . Once the phase equation (42) is obtained, the Lyapunov exponent characterizing the common-noise-induced synchronization can be derived using the argument by Teramae and Tanaka [6] . From Eqs. (41)(42), the Lyapunov exponent, which quantifies the exponential growth rate of small phase differences between the two systems, can be written in the following form:
Here, we used the following abbreviation: ζ (Θ) = dζ(Θ)/dΘ. Equation (43) represents that uncoupled systems of oscillatory Hele-Shaw convection can be in-phase synchronized when driven by the weak common noise, as long as the phase reduction approximation is valid. In the following two subsections, we develop a method for obtaining the optimal spatial pattern of the common noise to achieve the noise-induced synchronization of the oscillatory convection.
B. Spectral decomposition of the phase sensitivity function
Considering the boundary conditions of Z(x, y, Θ), Eqs. (33)(34), we introduce the following spectral transformation [47] :
for j = 0, 1, 2, · · · and k = 1, 2, · · · . The corresponding spectral decomposition of Z(x, y, Θ) is given by
By inserting Eq. (45) into Eq. (37), the effective phase sensitivity function ζ(Θ) can be written in the following form:
where the spectral transformation of a(x, y) is defined as
The corresponding spectral decomposition of a(x, y) is given by
For the sake of convenience in the calculation below, we rewrite the double sum in Eq. (46) by the following single series:
In Eq. (49), we introduced one-dimensional representations, s n = b jk and Q n (Θ) = Z jk (Θ), where the mapping between n and (j, k) is bijective. Accordingly, we obtain the following quantity:
where Q n (Θ) = dQ n (Θ)/dΘ. From Eqs. (43)(50), the Lyapunov exponent normalized by the noise intensity, −Λ/ 2 , can be written in the following form:
where each element of the symmetric matrixK is given by
C. Spectral components of the optimal spatial pattern
(51) can also be written as
which is a quadratic form. Using the spectral representation of the normalized Lyapunov exponent, Eq. (53), we seek the optimal spatial pattern of the common noise for the synchronization. As a constraint, we introduce the following condition:
That is, the total power of the spatial pattern is fixed at unity. Under this constraint condition, we consider the maximization of Eq. (53). For this purpose, we define the Lagrangian F (s, λ) as
where the Lagrange multiplier is denoted by λ. Setting the derivative of the Lagrangian F (s, λ) to be zero, we can obtain the following equations:
which are equivalent to the eigenvalue problem described bŷ
These eigenvectors s α and the corresponding eigenvalues λ α satisfy
Because the matrixK, which is defined in Eq. (52), is symmetric, the eigenvalues λ α are real numbers. Consequently, under the constraint condition given by Eq. (54), the optimal vector that maximizes Eq. (43) coincides with the eigenvector associated with the largest eigenvalue, i.e.,
Therefore, the optimal spatial pattern a opt (x, y) can be written in the following form:
where the coefficients b opt (j, k) in the double series correspond to the elements of the optimal vector s opt associated with λ opt . From Eq. (53), the Lyapunov exponent is then given by
Finally, we note that this optimization method can also be considered as the principal component analysis [45] of the phase-derivative of the phase sensitivity function, ∂ Θ Z(x, y, Θ).
IV. NUMERICAL ANALYSIS OF THE COMMON-NOISE-INDUCED SYNCHRONIZATION
In this section, to illustrate the theory developed in Sec. III, we numerically investigate common-noise-induced synchronization between uncoupled Hele-Shaw cells exhibiting oscillatory convection. The numerical simulation method is summarized in Ref. [48] .
A. Spectral decomposition of the convective component
Considering the boundary conditions of the convective component X(x, y, Θ), Eqs. (12)(13), we introduce the following spectral transformation:
for j = 0, 1, 2, · · · and k = 1, 2, · · · . The corresponding spectral decomposition of the convective component X(x, y, Θ) is given by
In visualizing the limit-cycle orbit in the infinite-dimensional state space, we project the limit-cycle solution X 0 (x, y, Θ) onto the H 11 -H 22 plane as
B. Limit-cycle solution and phase sensitivity function
The initial values were prepared so that the system exhibits single cellular oscillatory convection. The Rayleigh number was fixed at Ra = 480, which gives the natural frequency Ω 622, i.e., the oscillation period 2π/Ω 0.010. Figure 1 shows the limit-cycle orbit of the oscillatory convection projected onto the H 11 -H 22 plane, obtained from direct numerical simulations of the dynamical equation (10) . Snapshots of the limit-cycle solution X 0 (x, y, Θ) and other associated functions, T 0 (x, y, Θ) and Z(x, y, Θ), are shown in Fig. 2 , where the phase variable Θ is discretized using 512 grid points. We note that Fig. 1 and Fig. 2 are essentially reproductions of our previous results given in Ref. [34] . Details of the numerical method for obtaining the phase sensitivity function Z(x, y, Θ) are given in Refs. [34, 35] (see also Refs. [10] [11] [12] [13] [14] ).
As seen in Fig. 2 , the phase sensitivity function Z(x, y, Θ) is spatially localized. Namely, the absolute values of the phase sensitivity function Z(x, y, Θ) in the top-right and bottom-left corner regions of the system are much larger than those in the other regions; this fact reflects the dynamics of the spatial pattern of the convective component X 0 (x, y, Θ).
As mentioned in Ref. [34] , the phase sensitivity function Z(x, y, Θ) in this case possesses the following symmetry. For each Θ, the limit-cycle solution X 0 (x, y, Θ) and the phase sensitivity function Z(x, y, Θ), shown in Fig. 2 , are anti-symmetric with respect to the center of the system, i.e.,
where x δ = x − 1/2 and y δ = y − 1/2. Therefore, for a spatial pattern a s (x, y) that is symmetric with respect to the center of the system,
the corresponding effective phase sensitivity function ζ(Θ) becomes zero, i.e.,
That is, such symmetric perturbations do not affect the phase of the oscillatory convection.
C. Optimal spatial pattern of the common noise
The optimal spatial pattern is obtained as the best combination of single-mode spatial patterns, i.e., Eq. (61). Thus, we first consider the following single-mode spatial pattern:
a(x, y) = a (j,k) (x, y) ≡ cos(πjx) sin(πky).
Then, the effective phase sensitivity function is given by the following single spectral component:
From Eq. (43), the Lyapunov exponent for the single-mode spatial pattern can be written in the following form:
where Z jk (Θ) = dZ jk (Θ)/dΘ. Figure 3 (a) shows the normalized Lyapunov exponent for single-mode spatial patterns, i.e., −Λ(j, k)/ 2 . Owing to the anti-symmetry of the phase sensitivity function, given in Eq. (68), the normalized Lyapunov exponent −Λ(j, k)/ 2 exhibits a checkerboard pattern, namely, −Λ(j, k)/ 2 = 0 when the sum of j and k, i.e., j + k, is an odd number. The maximum of −Λ(j, k)/ 2 is located at (j, k) = (10, 4) ; under the condition of j = k, the maximum of −Λ(j, k)/ 2 is located at (j, k) = (4, 4). The single-mode spatial patterns, a (10,4) (x, y), a (4,4) (x, y), and a (9,4) (x, y), are shown in Figs. 4(b)(c)(d), respectively. We note that a (10,4) (x, y) and a (4,4) (x, y) are anti-symmetric with respect to the center of the system, whereas a (9,4) (x, y) is symmetric. These spatial patterns are used in the numerical simulations performed below. We now consider the optimal spatial pattern. Figure 3(b) shows the spectral components of the optimal spatial pattern, i.e., b opt (j, k), obtained by the optimization method developed in Sec. III C; Figure 4 (a) shows the corresponding optimal spatial pattern, i.e., a opt (x, y), given by Eq. (61). As seen in Fig. 3 , when the normalized Lyapunov exponent for a single-mode spatial pattern, −Λ(j, k)/ 2 , is large, the absolute value of the optimal spectral components, |b opt (j, k)|, is also large. As seen in Fig. 4(a) , the optimal spatial pattern a opt (x, y) is similar to the snapshots of the phase sensitivity function Z(x, y, Θ) shown in Fig. 2 . In fact, as mentioned in Sec. III C, the optimal spatial pattern a opt (x, y) corresponds to the first principal component of ∂ Θ Z(x, y, Θ). Reflecting the anti-symmetry of the phase sensitivity function, Eq. (68), the optimal spatial pattern a opt (x, y) is also anti-symmetric with respect to the center of the system. Figure 5 shows the effective phase sensitivity functions ζ(Θ) for the spatial patterns shown in Fig. 4 . When the normalized Lyapunov exponent −Λ(j, k)/ 2 is large, the amplitude of the corresponding effective phase sensitivity function ζ(Θ) is also large. For the spatial pattern a (9,4) (x, y) , which is symmetric with respect to the center of the system, the effective phase sensitivity function becomes zero, ζ(Θ) = 0, as shown in Eq. (70).
D. Effective phase sensitivity function
To confirm the theoretical results shown in Fig. 5 , we obtain the effective phase sensitivity function ζ(Θ) by direct numerical simulations of Eq. (29) with Eq. (35) as follows: we measure the phase response of the oscillatory convection by applying a weak impulsive perturbation with the spatial pattern a(x, y) to the limit-cycle solution X 0 (x, y, Θ) with the phase Θ; then, normalizing the phase response curve by the weak impulse intensity , we obtain the effective phase sensitivity function ζ(Θ). The effective phase sensitivity function ζ(Θ) obtained by direct numerical simulations with impulse intensity are compared with the theoretical curves in Fig. 6 . The simulation results agree quantitatively with the theory [49] .
E. Common-noise-induced synchronization
In this subsection, we demonstrate the common-noise-induced synchronization between uncoupled Hele-Shaw cells exhibiting oscillatory convection by direct numerical simulations of the stochastic (Langevin-type) partial differential equation (39) . Theoretical values of both the Lyapunov exponents Λ for several spatial patterns a(x, y) with the common noise intensity 2 = 10 −6 and the corresponding relaxation time 1/|Λ| toward the synchronized state are summarized in Table I . Figure 7 shows the time evolution of the phase differences |Θ 1 − Θ σ | when the common noise intensity is 2 = 10 −6 . The initial phase values are Θ σ (t = 0) = 2π(σ − 1)/128 for σ = 1, · · · , 12. Figure 8 shows the time evolution of H (σ) 22 (t), which corresponds to Fig. 7 . The relaxation times estimated from the simulation results agree reasonably well with the theory [50] . As seen in Fig. 7 and Fig. 8 , the relaxation time for the optimal spatial pattern a opt (x, y) is actually much smaller than those for the single-mode spatial patterns. For the cases of single-mode patterns, the relaxation time for the single-mode spatial pattern a (10,4) (x, y) is also smaller than those for the other single-mode spatial patterns, a (4,4) (x, y) and a (9,4) (x, y). We also note that the time evolution of both |Θ 1 − Θ σ | and H (σ) 22 (t) for a (10,4) (x, y) is significantly different from that for a (9,4) (x, y) in spite of the similarity between the two spatial patterns of the neighboring modes; this difference results from the difference of symmetry with respect to the center, as shown in Eq. (70). Figure 9 shows a quantitative comparison of the Lyapunov exponents between direct numerical simulations and the theory for the case of the optimal spatial pattern a opt (x, y). The initial phase values are Θ σ (t = 0) = 2π(σ − 1)/64 for σ = 1, 2, i.e., the initial phase difference is |Θ 1 (t = 0) − Θ 2 (t = 0)| 10 −1 . The results of direct numerical simulations are averaged over 100 samples for different noise realizations. The simulation results quantitatively agree with the theory. Figure 10 shows the global stability of the common-noise-induced synchronization of oscillatory convection for the case of the optimal spatial pattern a opt (x, y); namely, it shows that the synchronization is eventually achieved from arbitrary initial phase differences, i.e., |Θ 1 (t = 0) − Θ σ (t = 0)| ∈ [0, π]. Although the Lyapunov exponent Λ based on the linearization of Eq. (42) quantifies only the local stability of a small phase difference, as long as the phase reduction approximation is valid, this global stability holds true for any spatial pattern a(x, y) with a non-zero Lyapunov exponent, namely, the Lyapunov exponent is negative, Λ < 0, as found from Eq. (43) . The global stability can be proved by the theory developed in Ref. [8] , i.e., by analyzing the Fokker-Planck equation equivalent to the Langevin-type phase equation (42); in addition, the effect of the independent noise can also be included.
V. CONCLUDING REMARKS
Our investigations in this paper are summarized as follows. In Sec. II, we briefly reviewed our phase description method for oscillatory convection in the Hele-Shaw cell with consideration of its application to common-noise-induced synchronization. In Sec. III, we analytically investigated common-noise-induced synchronization of oscillatory convection using the phase description method. In particular, we theoretically determined the optimal spatial pattern of the common noise for the oscillatory Hele-Shaw convection. In Sec. IV, we numerically investigated commonnoise-induced synchronization of oscillatory convection; the direct numerical simulation successfully confirmed the theoretical predictions.
The key quantity of the theory developed in this paper is the phase sensitivity function Z(x, y, Θ). Thus, we describe an experimental procedure to obtain the phase sensitivity function Z(x, y, Θ). As in Eq. (45), the phase sensitivity function Z(x, y, Θ) can be decomposed into the spectral components Z jk (Θ), which are the effective phase sensitivity functions for the single-mode spatial patterns a (j,k) (x, y) as shown in Eq. (72). In a manner similar to the direct numerical simulations yielding Fig. 6 , the effective phase sensitivity function Z jk (Θ) for each single-mode spatial pattern a (j,k) (x, y) can also be experimentally measured. Therefore, in general, the phase sensitivity function Z(x, y, Θ) can be constructed from a sufficiently large set of such Z jk (Θ). Once the phase sensitivity function Z(x, y, Θ) is obtained, the optimization method for common-noise-induced synchronization can also be applied in experiments.
Finally, we remark that not only the phase description method for spatiotemporal rhythms but also the optimization method for common-noise-induced synchronization have broad applicability; these methods are not restricted to the oscillatory Hele-Shaw convection analyzed in this paper. For example, the combination of these methods can be applied to common-noise-induced phase synchronization of spatiotemporal rhythms in reaction-diffusion systems of excitable and/or heterogeneous media. Furthermore, as mentioned above, also in experimental systems, such as the photosensitive Belousov-Zhabotinsky reaction [28] and the liquid crystal spatial light modulator [31] , the optimization method for common-noise-induced synchronization could be applied. 2609.591 a (9,4) (x, y) −0.000000 ∞
