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On nonlinear boundary value problem corresponding to
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Abstract
We establish a relationship between an inverse optimization spectral problem for N-
dimensional Schro¨dinger equation−∆ψ+qψ = λψ and a solution of the nonlinear boundary
value problem −∆u+ q0u = λu−u
γ−1, u > 0, u|∂Ω = 0. Using this relationship, we find
an exact solution for the inverse optimization spectral problem, investigate its stability
and obtain new results on the existence and uniqueness of the solution for the nonlinear
boundary value problem.
Keywords: Schro¨dinger operator, inverse spectral problem, nonlinear elliptic equations;
35P30, 35R30, 35J65, 35J10, 35J60
1. Introduction
This paper is concerned with the inverse spectral problem for the operator of the form
Lqφ := −∆φ + qφ, x ∈ Ω, (1.1)
subject to the Dirichlet boundary condition
φ
∣∣
∂Ω
= 0. (1.2)
Here Ω is a bounded domain in RN , N ≥ 1, the boundary ∂Ω is of class C1,1. We assume
that q ∈ Lp(Ω), where
p ∈


[2,+∞) if N < 4,
(2,+∞) if N = 4,
[N/2,+∞) if N > 4.
(1.3)
Under these conditions, Lq with domain D(Lq) := W
2,2(Ω)∩W 1,20 (Ω) defines a self-adjoint
operator (see, e.g., [6, 10]) so that its spectrum consists of an infinite sequence of eigenvalues
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{λi(q)}
∞
i=1, repeated according to their finite multiplicity and ordered as λ1(q) < λ2(q) ≤
. . .. Furthermore, the principal eigenvalue λ1(q) is a simple and isolated.
The recover of the potential q(x) from a knowledge of the spectral data {λi(q)}
∞
i=1 is
a classical problem and, beginning with the celebrated papers by Ambartsumyan [1] in
1929, Borg in 1946 [3], Gel’fand & Levitan [7] in 1951, it received a lot of attention; see,
e.g., surveys [4, 12]. It is well known that a knowledge of the single spectrum {λi(q)}
∞
i=1 is
insufficient to determine the potential q(x); see, e.g., [3, 7].
In this work we deal with an inverse problem where given finite set of eigenvalues:
{λi}
m
i=1, m < +∞. Having only finite spectral data, the inverse problem possesses infinitely
many solutions. Thus additional conditions have to be imposed in order to make the
problem well-posed. To overcome this difficulty, we assume that an approximation q0 of
the potential q is known. Under this assumption, it is natural to consider the following
inverse optimization spectral problem: for a given q0 and {λi}
m
i=1,m < +∞, find a potential
qˆ closest to q0 in a prescribed norm, such that λi = λi(qˆ) for all i = 1, . . . , m.
In the present paper, we study the following simplest variant of this problem:
(P ) : For a given λ ∈ R and q0 ∈ L
p(Ω), find a potential qˆ ∈ Lp(Ω) such that λ = λ1(qˆ)
and
‖q0 − qˆ‖Lp = inf{||q0 − q||Lp : λ = λ1(q), q ∈ L
p(Ω)}. (1.4)
It turns out that this problem is related to the following logistic nonlinear boundary
value problem: 

−∆u + q0u = λu− u
p+1
p−1 , x ∈ Ω,
u > 0, x ∈ Ω,
u
∣∣
∂Ω
= 0.
(1.5)
Our first main result is as follows.
Theorem 1. Assume Ω is a bounded connected domain in RN with a C1,1-boundary ∂Ω.
Let q0 ∈ L
p(Ω) be a given potential, where p satisfies (1.3). Then, for any λ > λ1(q0),
(1o) there exists a unique potential qˆ ∈ Lp(Ω) such that λ = λ1(qˆ) and (1.4) is satisfied;
(2o) there exists a weak positive solution uˆ ∈ W 1,20 (Ω) of (1.5) such that
qˆ = q0 + uˆ
2/(p−1) a.e. in Ω.
Furthermore, uˆ ∈ C1,β(Ω) for some β ∈ (0, 1) and φ1(qˆ) = uˆ/‖uˆ‖L2.
Using the relationship between (P ) and (1.5) stated in Theorem 1, we are able to prove
the following theorem on the uniqueness of the solution for (1.5).
Theorem 2. Assume that 

2 < γ ≤ 4 if N < 4,
2 < γ < 4 if N = 4,
2 < γ ≤ 2N
N−2
if N > 4.
(1.6)
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Then, for any q0 ∈ L
p(Ω) with p ≥ γ
γ−2
and any λ > λ1(q0), the boundary value problem

−∆u+ q0u = λu− u
γ−1, x ∈ Ω,
u ≥ 0, u 6≡ 0, x ∈ Ω,
u
∣∣
∂Ω
= 0,
(1.5′)
has at most one weak solution.
The existence of a solution for (1.5) follows in a standard way cf. [2]. In the case
q0 ∈ L
∞(Ω), there are various proofs of the uniqueness of the solution for (1.5); see, e.g.,
[2, 5] and the references given there. However, as far as we know, the uniqueness in the
case of an unbounded potential q0 ∈ L
p(Ω) has not been proven before.
It should be emphasized that Theorem 1 also can be seen as a new method of proving
the existence and uniqueness of a solution for nonlinear boundary value problems. Indeed,
the finding of the minimizer qˆ of constrained minimization problem (1.4) also implies the
existence of the solution uˆ = (qˆ − q0)
(p−1)/2 for (1.5), whereas the uniqueness of uˆ follows
from the uniqueness of the minimizer of (1.4), as will be shown below.
This paper is organised as follows. Section 2 contains some preliminaries. In Section
3, we give the proofs of Theorems 1 and 2. In Section 4, using nonlinear problem (1.5),
we investigate stability properties of inverse optimization spectral problem (P ). Section 5
contains some remarks and open problems.
2. Preliminaries
In what follows, we denote by 〈·, ·〉 and ‖·‖L2 the scalar product and the norm in L
2(Ω),
respectively; W 1,2(Ω),W 2,2(Ω) are usual Sobolev spaces; W 1,20 :=W
1,2
0 (Ω) is the closure of
C∞0 (Ω) in the norm
‖u‖1 =
(∫
Ω
|∇u|2dx
)1/2
.
By a standard criterion (see, e.g., [6], Theorem 1.4. p. 306), assumption (1.3) implies that
Lq with domain D(Lq) := W
2,2(Ω) ∩W 1,20 (Ω) is self-adjoint on L
2(Ω). Moreover, Lq is a
semibounded operator so that the principal eigenvalue satisfies
−∞ < λ1(q) = inf
φ∈W 1,20 \0
∫
Ω
|∇φ|2dx+
∫
Ω
qφ2 dx∫
Ω
φ2 dx
, (2.1)
where the minimum attained at eigenfunction φ1 ∈ W
1,2
0 \0. The regularity of solutions for
elliptic equations (see, e.g., Lemma B 3 in [15]) implies that φ1 ∈ W
2,q(Ω) for any q ≥ 2
and therefore by the Sobolev theorem, φ1 ∈ C
1,α(Ω) for any α ∈ (0, 1). Furthermore, in
view of (1.3), we may apply the weak Harnack inequality (see Theorem 5.2. in [14]) and
obtain, in a standard fashion (see, e.g., Theorem 8.38 in [13] ), that the principal eigenvalue
λ1(q) is simple and φ1 > 0 in Ω.
3
By the Sobolev theorem, we have continuous embeddings: W 2,20 (Ω) ⊂ L
∞(Ω) if N < 4,
W 2,20 (Ω) ⊂ L
q(Ω), ∀q ∈ [2,∞) if N = 4, W 2,20 (Ω) ⊂ L
2N/(N−4)(Ω) if N > 4. Hence, by
Holder’s inequality and (1.3)∫
Ω
q2ψ2 dx ≤ a‖∆ψ‖2L2 + b‖ψ‖
2
L2 ∀ψ ∈ D(Lq), (2.2)
for some constants a, b ∈ (0,+∞) which do not depend on ψ ∈ D(Lq). This implies that
for q0, q ∈ L
p and ε ∈ R, the family Lq0+εq is analytic of type (A) (see [10], p. 16) and
therefore, by Theorem X.12 in [11], Lq0+εq is an analytic family in the sense of Kato. Hence
by Theorem X.8 in [11], λ1(q0 + εq) is an analytic function of ε near 0 and φ1(q0 + εq)
analytically depends on ε near 0 as a function of ε with values in L2.
Lemma 1. λ1(q) is a continuously differentiable map in L
p with the Fre´chet-derivative
Dλ1(q)(h) =
1
‖φ1(q)‖2L2
∫
Ω
φ21(q)h dx, ∀ q, h ∈ L
p. (2.3)
Proof. Set ‖φ1(q)‖L2 = 1. Observe,
d
dε
λ1(q + εh)|ε=0 =
∫
Ω
φ21(q)h dx, ∀ q, h ∈ L
p. (2.4)
Indeed, testing equation Lq+εhφ1(q + εh) = λ1(q + ǫh)φ1(q + εh) by φ1(q) and integrating
by parts one obtains∫
Ω
φ1(q + εh)(−∆φ1(q)) dx+
∫
Ω
(q + εh)φ1(q + ǫh)φ1(q) dx =
λ1(q + ǫh)
∫
Ω
φ1(q + ǫh)φ1(q) dx.
By the above, all terms in this equality are differentiable with respect to ε. Thus we have
−
∫
Ω
∆φ1(q)
d
dε
φ1(q + εh)|ε=0 dx+
∫
Ω
hφ21(q) dx+
∫
Ω
h
d
dε
φ1(q + εh)|ε=0φ1(q)dx =
d
dε
λ1(q + εh)|ε=0
∫
Ω
φ21(q) dx+ λ1(q)
∫
Ω
d
dε
φ1(q + εh)|ε=0φ1(q) dx.
Since φ1(q) is an eigenfunction of Lq, this implies (2.4).
To conclude the proof of the lemma, it is sufficient to show that
φ1(·) ∈ C(L
p;W 1,20 (Ω)). (2.5)
Indeed, assume (2.5) is true. Since (1.3), by the Sobolev theorem, the embeddingW 1,2(Ω) ⊂
L
2p
(p−1) is continuous. Hence the map φ1(·) : L
p → L
2p
(p−1) ∩ L2 is continuous and therefore
the norm of Gateaux derivative Dλ1(q) continuously depends on q ∈ L
p. This implies that
λ1(q) is continuously differentiable in L
p.
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To prove (2.5), let us first show that λ1(q) defines a continuous map in L
p. Suppose,
contrary to our claim, that there is a sequence (qn) such that qn → q in L
p as n→∞ and
|λ1(qn)− λ1(q)| > ǫ for some ǫ > 0, n = 1, 2, .... Consider Rayleigh’s quotient
λ1(qn) ≡ Rqn(φ1(qn)) :=
‖φ1(qn)‖
2
1 +
∫ 1
0
qnφ
2
1(qn) dx
‖φ1(qn)‖2L2
n = 1, 2, .... (2.6)
It is easily seen that
Rqn(φ1(q))→ Rq(φ1(q)) = λ1(q) as n→∞. (2.7)
Hence and since λ1(qn) = Rqn(φ1(qn)) ≤ Rqn(φ1(q)), n = 1, 2, ..., we conclude that λ1(qn) =
Rqn(φ1(qn)) < C0 < +∞, where C0 < +∞ does not depend on n = 1, 2, .... Due to
homogeneity of Rqn(φ1(qn)) we may assume that ‖φ1(qn)‖
2
1 = 1 for all n. Hence the
Banach-Alaoglu and Sobolev theorems imply that there is a subsequence, which we again
denote by (φ1(qn)), such that φ1(qn) → φ¯ as n → ∞ weakly in W
1,2 and strongly in Lq
for q ∈ [2, 2∗), where 2∗ = 2N/(N − 2) if N > 2 and 2∗ = +∞ if N ≤ 2. Observe that if
φ¯ = 0, then ‖φ1(qn)‖L2 → 0 and
∫ 1
0
qnφ
2
1(qn) → 0 as n → ∞, which implies by (2.6) that
λ1(qn) → +∞. We get a contradiction. Thus φ¯ 6= 0 and therefore |λ1(qn)| < C, where
C < +∞ does not depend on n = 1, 2, .... Hence, in view of (2.7), we conclude that
λ1(q) = Rq(φ1(q)) ≤ Rq(φ¯) ≤ lim inf
n→∞
Rqn(φ1(qn)) ≤ lim
n→∞
Rqn(φ1(q)) = λ1(q),
which contradicts to our assumption. Thus, indeed, the map λ1(·) : L
p → R is continuous.
Take q, q0 ∈ L
p. Then
−∆(φ1(q0)− φ1(q)) + q0(φ1(q0)− φ1(q))− λ1(q0)(φ1(q0)− φ1(q))+
(q0 − q)φ1(q)− (λ1(q0)− λ1(q))φ1(q) = 0.
Testing this equation by (φ1(q)− φ1(q0)) and integrating by parts, we obtain
‖φ1(q0)− φ1(q)‖
2
1 +
∫
Ω
q0(φ1(q0)− φ1(q))
2 dx− λ1(q0)
∫
Ω
(φ1(q0)− φ1(q))
2 dx+∫
Ω
(q0 − q)φ1(q)(φ1(q0)− φ1(q)) dx− (λ1(q0)− λ1(q))
∫
Ω
φ1(q)(φ1(q0)− φ1(q)) dx = 0.
Let qk → q0 in L
p as k → ∞. We may assume that ‖φ1(qk)‖1 = 1, k = 1, 2, .... Set
tk := ‖φ1(qk) − φ1(q0)‖1, ψk := (φ1(qk) − φ1(q0))/tk, k = 1, 2, .... Then 0 < tk < 1 +
‖φ1(q0)‖1 := C1 < +∞, ‖ψk‖1 = 1 and
tk
(
1 +
∫
Ω
q0ψ
2
k dx− λ1(q0)
∫
Ω
ψ2k dx
)
=
−
∫
Ω
(q0 − qk)φ1(qk)ψk dx+ (λ1(q0)− λ1(qk))
∫
Ω
φ1(qk)ψk dx, k = 1, 2, .... (2.8)
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By Ho¨lder’s inequality and the Sobolev theorem, we have
|
∫
Ω
(qk − q0)φ1(qk)ψk dx| ≤ ‖qk − q0‖Lp‖φ1(qk)‖
L
2p
(p−1)
‖ψk‖
L
2p
(p−1)
≤ C2‖qk − q0‖Lp,
|(λ1(qk)− λ1(q0))
∫
Ω
φ1(qk)ψk dx| ≤ C2|λ1(qk)− λ1(q0)|,
where C2 < +∞ does not depend on k = 1, 2, .... Hence and from (2.8) it follows that
tk := ‖φ1(qk)− φ1(q0)‖1 → 0 as qk → q0 in L
p. Thus we get (2.5).
Lemma 2. λ1(q) is strictly concave functional in L
p.
Proof. Let q1, q2 ∈ L
p \ 0. Denote φt1 := φ1(tq1 + (1 − t)q2). Assume that ‖φ
t
1‖L2 = 1,
t ∈ [0, 1]. Then due to (2.1) we have
λ1(tq1 + (1− t)q2) =
∫
Ω
|∇φt1|
2 dx+
∫
Ω
(tq1 + (1− t)q2)|φ
t
1|
2 dx =
t(
∫
Ω
|∇φt1|
2 dx+
∫
Ω
q1|φ
t
1|
2 dx) + (1− t)(
∫
Ω
|∇φt1|
2 dx+
∫
Ω
q2|φ
t
1|
2 dx) >
tλ1(q1) + (1− t)λ(q2), ∀t ∈ (0, 1),
which yields the proof.
3. Proof of the main results
Proof of Theorem 1.
Let q0 ∈ L
p and λ > λ1(q0). Consider the constrained minimization problem
Qˆ = min{Q(q) : q ∈Mλ}, (3.1)
where Q(q) := ||q0 − q||
p
Lp for q ∈ L
p(Ω) and
Mλ := {q ∈ L
p(Ω) : λ ≤ λ1(q)}.
Notice thatMλ 6= ∅. Indeed, λ = λ1(q0+λ−λ1(q0)), ∀λ ∈ R and thus q0+λ−λ1(q0) ∈Mλ
for any λ > λ1(q0). Moreover, by Lemma 2, Mλ is convex. Hence, by coerciveness of
Q : Lp → R there exists a minimizer qˆ ∈ Mλ of (3.1). Since the strong inequality
λ > λ1(q0), it follows that qˆ 6= 0. The convexity of Mλ and Q entails that qˆ is unique and
that
qˆ ∈ ∂Mλ = {q ∈ L
p : λ = λ1(q)}.
This concludes the proof of assertion (1o) of Theorem 1.
Evidently Q is C1-functional in Lp. Hence, in view of Lemma 1, the Lagrange multiplier
rule implies
µ1DQ(qˆ)(h) + µ2Dλ1(qˆ)(h) = 0, ∀h ∈ L
p, (3.2)
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where µ1, µ2 such that |µ1|+ |µ2| 6= 0, µ1 ≥ 0, µ2 ≤ 0. Thus by (2.3) we deduce∫
Ω
(−µ1p(q0 − qˆ)|q0 − qˆ|
p−2 + µ2φ
2
1(qˆ))h dx = 0, ∀h ∈ L
p, (3.3)
where ‖φ21(qˆ)‖L2 = 1. Arguing by contradiction, it is easily to conclude that µ1 > 0, µ2 < 0.
Thus we have
(q0 − qˆ)|q0 − qˆ|
p−2 = µφ21(qˆ) a.e. in Ω,
where µ = µ2/(pµ1) < 0. Notice that φ1 > 0 in Ω. Hence q0 < qˆ a.e. in Ω and
qˆ = q0 + νφ
2/(p−1)
1 (qˆ) a.e. in Ω, (3.4)
where ν := (−µ)1/(p−1) > 0. Substituting this into (1.1) yields
−∆φ1(qˆ) + q0φ1(qˆ) = λφ1(qˆ)− νφ
p+1
p−1
1 (qˆ). (3.5)
Thus, indeed, uˆ = ν
p−1
2 φ1(qˆ) satisfies (1.5). Moreover, qˆ = q0 + uˆ
2/(p−1) a.e. in Ω. This
concludes the proof of (2o).
Proof of Theorem 2. Since (1.5′) is obtained from (1.5) by replacing γ = 2p
p−1
, it is sufficient
to prove the uniqueness of the solution for (1.5).
First we prove
Lemma 3. Let u ∈ W 1,20 be a nonnegative weak solution of (1.5). Then the function
q¯ := q0 + u
2/(p−1) is a local minimum point of Q in Mλ.
Proof. Let u ∈ W 1,20 be a nonnegative weak solution of (1.5). The regularity solutions for
elliptic equations (see, e.g., Lemma B 3 in [15]) implies that u ∈ W 2,q(Ω) for any q ≥ 2 and
therefore u ∈ C1,α(Ω) for any α ∈ (0, 1). By the weak Harnack inequality (see Theorem
5.2. in [14]) it follows that u > 0 in Ω. This implies that u is an eigenfunction of Lq¯
corresponding to the principal eigenvalue λ = λ1(q¯), i.e., u = φ1(q¯). In view of Lemma 1,
by the Lusternik theorem [8] the tangent space of ∂Mλ at q ∈ ∂Mλ can be expressed as
follows
Tq(∂Mλ) := {h ∈ L
p : Dλ1(q)(h) ≡
∫
Ω
u2 · h dx = 0}. (3.6)
From this
DqQ(q)|q=q0+u2/(p−1)(h) = p
∫
Ω
u2 · h dx = 0, ∀h ∈ Tq¯(∂Mλ).
Hence and since
DqqQ(q)|q=q0+u2/(p−1)(h, h) = p(p− 1)
∫
Ω
u
2(p−2)
p−1 · h2 dx > 0, ∀h ∈ Tq(∂Mλ),
we obtain that
Q(q¯ + h) > Q(q¯),
for any h ∈ Tq¯(∂Mλ) with sufficient small ‖h‖Lp.
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Let us conclude the proof of Theorem 2. By Theorem 1 we know that (1.5) possess
a solution uˆ such that the functional Q admits a global minimum at qˆ = q0 + uˆ
2/(p−1)
on Mλ. Assume that there exists a second weak solution u¯ of (1.5). Then by Lemma 3,
q¯ = q0+ u¯
2/(p−1) is a local minimum point of Q in Mλ. However, due to strict convexity of
λ1(q) and Q(v) this is possible only if q¯ = uˆ.
4. Stability results
In this section, we prove that the solution qˆ of the inverse optimization spectral problem
(P ) is stable with respect to variation of q0 and λ.
Let q0 ∈ L
p, λ > λ1(q0). Denote by qˆ(λ, q0) the unique solution of (P ) obtained by
Theorem 1 and denote by uˆ(λ, q0) the corresponding solution of (1.5).
Proposition 1. (i) For any λ ∈ (λ1(q0),+∞), the map uˆ(λ, ·) : L
p → W 1,20 is continuous
and thus qˆ(λ, q0) continuously depends on q0 as a map from L
p to Lp.
(ii) For any q0 ∈ L
p, the map uˆ(·, q0) : (λ1(q0),+∞) → W
1,2
0 is continuous and thus
qˆ(λ, q0) continuously depends on q0 as a map from L
p to Lp. Moreover, qˆ(λ, q0)→ q0
in Lp as λ ↓ λ1(q0).
Proof. We give the proof of (i) only for the case N ≥ 3; the other cases are left to the
reader. Let λ ∈ (λ1(q0),+∞). Assume qn → q0 in L
p as n → ∞. By the above, λ1(q)
continuously depends on q ∈ Lp. Thus for sufficiently large n we have λ > λ1(qn).
We claim that the sequence ‖uˆ(λ, qn)‖1, n = 1, 2, ... is bounded and separated from
zero. Set tn := ‖uˆ(λ, qn)‖1, vn := uˆ(λ, qn)/tn, n = 1, 2, .... Since ‖vn‖1 = 1, n = 1, 2, ..., by
the Banach-Alaoglu and Sobolev theorems we may assume that vn ⇁ v weakly in W
1,2,
vn → v a.e. in Ω and strongly in L
q, 2 ≤ q < 2N/(N − 2) for some v ∈ W 1,2. It follows
from (1.5)
‖vn‖1 +
∫
Ω
qnv
2
n dx− λ
∫
Ω
v2n dx+ t
2
p−1
n
∫
Ω
v
2p
p−1
n dx = 0, n = 1, 2, .... (4.1)
By Ho¨lder’s inequality
|
∫
Ω
qnv
2
n dx| ≤ ‖qn‖Lp‖vn‖
2
L2p/(p−1) , n = 1, 2, ...,
where, in view of (1.3), we have 2 < 2p/(p− 1) < 2N/(N − 2). Suppose that v = 0. Then
‖vn‖1 +
∫
Ω
qnv
2
n dx− λ
∫
Ω
v2n dx+ t
2
p−1
n
∫
Ω
v
2p
p−1
n dx ≥ ‖vn‖1 +
∫
Ω
qnv
2
n dx− λ
∫
Ω
v2n dx→ 1,
as n → +∞, which contradicts to (4.1). Thus v 6= 0 and therefore by (4.1) the sequence
tn is bounded. Assume, by contradiction, that tn → 0. Then passing to the limit in (1.5)
yields
−∆v + q0v = λv.
From the above, it follows that v ≥ 0, v 6= 0. Thus v is an eigenfunction corresponding
to the principal eigenvalue of Lq0. However, by the assumption λ > λ1(q0) and we get a
contradiction.
Thus the claim is proving and we may assume that uˆ(λ, qn) ⇁ u¯ weakly in W
1,2,
uˆ(λ, qn) → u¯ a.e. in Ω and strongly in L
q, 2 ≤ q < 2N/(N − 2) for some u¯ ∈ W 1,2 \ 0.
Since uˆ(λ, qn) > 0 in Ω, we conclude that u¯ ≥ 0 a.e. in Ω. Passing to the limit in (1.5) we
obtain
−∆u¯+ q0u¯ = λu¯− u¯
p+1
p−1 .
Due to the uniqueness of solution of (1.5), it follows that u¯ = uˆ(λ, q0). Furthermore, this
implies that uˆ(λ, qn) → uˆ(λ, q0) strongly in W
1,2. Thus we have proved that the map
uˆ(λ, ·) : Lp →W 1,20 is continuous.
Under assumption (1.3), we have a continuous embedding W 1,2 ⊂ L2p/(p−1). Hence
uˆ2/(p−1)(λ, qn) → uˆ
2/(p−1)(λ, q0) strongly in L
p and thus qˆ(λ, qn) = q0 + uˆ
2/(p−1)(λ, qn)
strongly converges to qˆ(λ, q0) = q0 + uˆ
2/(p−1)(λ, q0) in L
p as n → +∞. This concludes
the proof of (i).
The proof for the first part of (ii) is similar to (i). To prove that qˆ(q0, λ) → q0 in L
p
as λ ↓ λ1(q0), it is remained to show that for λ = λ1(q0) problem (1.5) may has only zero
solution. Suppose, contrary to our claim, that there exists a positive solution u of (1.5)
for λ = λ1(q0). Then testing the equation in (1.5) by φ1(q0) and integrating by parts we
obtain∫
Ω
u(−∆φ1(q0)) dx+
∫
Ω
q0uφ1(q0) dx = λ1(q0)
∫
Ω
uφ1(q0) dx−
∫
Ω
u
p+1
p−1φ1(q0) dx,
which implies that
∫
Ω
u
p+1
p−1φ1(q) dx = 0. However this is possible only if u ≡ 0 in Ω.
5. Conclusion remarks and open problems
Notice that if λ < λ1(q0), then nonlinear boundary value problem has no solution (see,
e.g., [2]). However, the existence of solution of (P ) in the case λ < λ1(q0) is unknown.
Since for various p equation (1.5) has different solutions, the answer on the inverse
optimization spectral problem (P ) essentially depends on the prescribed norm ‖ · ‖Lp. We
are unable to offer criteria necessary to identify preferred norms. However, it should be
noted that a similar problem about choosing a suitable norm has already been encountered
in the literature on the theory of inverse problems (see, e.g., [9, 12]).
It is an open problem to solve the m-parametric inverse optimization spectral problem
(Pm): Given λ1, ..., λm ∈ R and q0 ∈ L
p(Ω). Find a potential qˆ ∈ Lp(Ω) such that λi =
λi(qˆ), i = 1, ..., m and
‖q0 − qˆ‖Lp = inf{||q0 − q||Lp : λi = λi(q), i = 1, ..., m, q ∈ L
p(Ω)}.
The above inference of the nonlinear boundary value problem (1.5) can be formally gener-
alized to be applicable to problem (Pm). In that case, one can obtain the following system
of nonlinear equations
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{
−∆ui + q0ui = λiui − (
∑m
j=1 µju
2
j)
p
p−1ui, i = 1, 2, ..., m,
ui|∂Ω = 0, i = 1, 2, ..., m.
(5.1)
where µi ≥ 0, i = 1, 2, ..., m are some constants so that
qˆ = q0 + (
m∑
j=1
µju
2
j)
p
p−1 . (5.2)
However, we do not know how to justify this approach. Moreover, as far as we know,
the existence and uniqueness of solution for (5.1) with q0 ∈ L
p is also an open problem.
Nevertheless, it would be useful to verify (5.2) numerically.
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