Abstract. Rapidly evolving infectious disease epidemics, such as the 2014 West African Ebola outbreak, pose significant health threats and present challenges to the global health community because of their heterogeneous geographic spread. Policy makers must allocate limited intervention resources quickly, in anticipation of where the outbreak is moving next. We develop a two-stage model for optimizing when and where to assign Ebola treatment units across geographic regions during the outbreak's early phases. The first stage employs a novel dynamic transmission model to forecast the occurrence of new cases at the region level, capturing connectivity among regions. We introduce an empirically estimated coefficient for behavioral adaptation to changing epidemic conditions. The second stage compares four approaches to allocate units across affected regions: (i) a heuristic based on observed cases, (ii) a greedy policy that prioritizes regions based on the reproductive number, (iii) a myopic linear program that allocates resources in the next period based on an iterative estimation-optimization approach coupled with the underlying epidemic model, and (iv) an approximate dynamic programming algorithm that optimizes over all future periods. After testing the allocation schemes under different budgets and time periods, we find that the myopic policy performs best, even when limited data are available. Our methodology could be generalized to other disease outbreaks, including the Zika virus, and other interventions.
Introduction
Emerging infectious disease outbreaks, such as the 2014 Ebola epidemic in West Africa or the ongoing Zika virus epidemic in Latin America, demonstrate the need for rapid, coordinated response efforts to mitigate epidemic spread. Before deploying critical medical resources-such as Ebola treatment units (ETUs), medications, and healthcare personnel-an essential step to ensure maximal benefit is assessing when and where such resources are most needed and anticipated to be needed. As an epidemic evolves both temporally and geospatially, efficiently containing disease spread becomes increasingly difficult. Achieving the most effective response requires both speed and flexibility, made possible through integrating real-time updates in epidemiologic data and adjusting intervention efforts to adapt to changing conditions. Mathematical models of Ebola transmission typically aggregate on a national scale (Gomes et al. 2014) , despite evidence that Ebola-unlike other widespread pandemics, such as influenza-remained concentrated in specific regions. The 2014 Ebola outbreak heterogeneously affected 51 out of 63 geographic regions in Liberia, Guinea, and Sierra Leone. Case numbers in affected regions ranged from fewer than 10 to more than 2,000, with one-third of regions accounting for 80% of all cases (Humanitarian Data Exchange 2016), suggesting that contagion could best be reduced with a targeted response (WHO Ebola Response Team 2016) . Physical proximity to regions with sizable infected populations undoubtedly affects both the spread of disease (Merler et al. 2015) and the ability to coordinate response efforts.
In mid-2014, some often-cited models projected that nearly 600,000 new Ebola cases would occur by the outbreak's end, with as many as 1.4 million cases if underreporting were corrected (Butler 2014b , Meltzer et al. 2014 ). Yet by the end of 2015, approximately 28,600 Ebola cases had been reported in West Africa (Humanitarian Data Exchange 2016) . Early projections greatly overestimated new cases, in part because the underlying models assumed minimal or no behavioral changes in response to the epidemic's growth (Heesterbeek et al. 2015) . Such models are typically calibrated to early transmission data, and when applied to later stages, their static parameters can lead to significant misestimates of disease incidence or prevalence. Once the risk of contracting Ebola was widely recognized in mid to late 2014, transportation to and from the most affected regions was greatly reduced, while social contact decreased locally (Funk et al. 2014) . Our model accounts for this time-dependent change in behavior; hence, it offers more realistic predictions of new cases over time and also performs well even with the limited data available during the epidemic's initial phases.
In this paper, we develop three novel approaches to better allocate intervention resources, as exemplified by the 2014 Ebola outbreak, when inaccurate forecasts and insufficient coordination across relief organizations contributed to an inadequate response (Gettleman 2014 , Sands et al. 2016 . We develop an epidemic model tailored to the 2014 Ebola outbreak (Section 3), although the framework could apply to any emerging infectious disease outbreak. The first approach, Greedy R 0 , simply rank orders affected regions based on the basic reproduction number and allocates resources only to regions where the number exceeds 1, indicating a growing epidemic (see Section 4). The second approach, Myopic linear program (LP), iteratively estimates epidemic model parameters based on available data and then optimizes the allocation in the subsequent period. The underlying epidemic model also forms the basis for our third approach, which solves for the optimal allocation using an Approximate dynamic programming (ADP) algorithm. Using Ebola incidence data for the 2014 epidemic in West Africa, we compare the relative performance of each approach under different budget constraints and available data (see Section 5). We discuss implications for practice and conclusions (see Section 6). 
Literature Review

Epidemic Modeling of Ebola
Prior studies have developed models of human-tohuman transmission of major Ebola outbreaks; for animal-to-human transmission, see Walsh et al. (2005) , Groseth et al. (2007) . Most studies forecasting the epidemic's trajectory extend a compartmental susceptibleinfectious-removed (SIR) model, which uses a system of nonlinear differential equations to model the movement of individuals between compartments (Anderson and May 1991) . In such models, susceptible individuals are vulnerable to infection, infectious individuals can transmit Ebola to those susceptible, and removed individuals have either died or recovered from the disease.
A key measure of an epidemic's persistence in a population is the basic reproduction number, R 0 , defined as the average number of secondary infections caused by a typical infected individual in a predominantly susceptible population. If R 0 < 1, then the epidemic eventually dies out, but if R 0 > 1, then the disease remains endemic. In essence, R 0 is the sufficient contact rate for transmission multiplied by the duration of infectivity. Therefore, R 0 could be lowered by (i) reducing contact between susceptible and infectious people (e.g., through quarantines or closures of school and work), (ii) reducing the likelihood of transmission if contact does occur (e.g., through bleaching stations or personal protective equipment for healthcare workers), or (iii) reducing the period of infectivity (e.g., by increasing medical personnel and treatment centers or ensuring safe burial practices).
The earliest Ebola outbreaks to be extensively modeled were the 1995 Democratic Republic of the Congo (DRC) and 2000 Uganda epidemics (Table 1) Lekone and Finkenstädt (2006) estimated an R 0 of 1.36 for the 1995 DRC outbreak. Another modeling study (Legrand et al. 2007 ) of the DRC outbreak concluded that a delay in intervention deployment was the most important factor in determining final epidemic size, followed by the speed of hospitalization and efficacy of burial interventions. Ferrari et al. (2005) estimated R 0 while correcting for underreporting and the bias associated with using discrete data within a continuous process; their R 0 estimates were generally higher than those of other studies for these particular epidemics.
Recent models of the 2014 West African Ebola outbreak have estimated an R 0 of approximately 1.80 (range, 1.51-2.53), with every study concurring that R 0 > 1 (see Table 1 ). Different assumptions regarding intervention efficacy, time horizons, underlying transmission, or mortality rates-combined with a lack of high-quality case data-contribute to the differing estimates of R 0 . Most studies calibrated their models with country-level case counts to forecast the epidemic's trajectory. Using data from Sierra Leone and Liberia, Meltzer et al. (2014) found that rapid hospitalization of Ebola-stricken patients could reduce transmission risk and help contain the epidemic. The World Health Organization (WHO) predicted future cases by assuming a Poisson process based on field data (WHO Ebola Response Team 2014); this analysis incorporated transmission correlations between districts but did not explicitly model dynamic transmission. Althaus (2014) used a prior model by Legrand et al. (2007) and found that greater intervention efficacy slowed outbreaks in Guinea and Sierra Leone, whereas transmission remained constant in Liberia. Khan et al. (2015) used an extended compartmental model and estimated R 0 values of 1.76 for Liberia and 1.49 for Sierra Leone. Using a compartmental model and a Markov chain Monte Carlo (MCMC) approach for fitting data from Montserrado County, Liberia, Lewnard et al. (2014) found that the effectiveness of Ebola treatment units depends on how rapidly cases are detected.
Some studies have proposed models to account for time-dependent intervention efficacy or heterogeneous populations. Fisman et al. (2014) combined R 0 with a decay factor representing the net effect of control measures against further transmission; however, the authors modeled the epidemic by aggregating populations at the country level. Merler et al. (2015) also used a model based on Legrand et al. (2007) and estimated an R 0 of 1.84 for Liberia. Instead of assuming homogeneous mixing, these authors divided the population into households and derived a mixing pattern from the behavior of individuals in households. They estimated that 53% of the infections occur in households or in the general community. Other epidemic models with multiple dependent populations have been applied to influenza (Wu et al. 2007 ) as well as other disease outbreaks (Apolloni et al. 2014) , but these models have not been applied to Ebola.
Resource Allocation for Infectious Diseases
Optimization models of resource allocation for infectious diseases typically consider independent populations or only a few dependent populations. Given Ebola's long incubation period-up to 21 days after infection before symptom onset (World Health Organization 2015)-exposed individuals may interact with people in other regions before becoming aware of their infection status. Brandeau (2004) reviewed the literature on optimal resource allocation in epidemic settings.
Especially when resources are constrained, public health leaders must balance the trade-off between prioritizing highly affected populations and providing an equitable solution. Reaching agreement on a stated objective, such as minimizing new cases or maximizing life years, poses an additional challenge. The 2009 H1N1 influenza pandemic exemplified the need for improved resource allocation, as vaccines were in short supply (Medlock and Galvani 2009) . Other modeling studies of influenza offered insights that are also relevant for Ebola. Ekici et al. (2014) studied food distribution planning during an influenza pandemic, where disease spread is integrated into a resource allocation network model. The authors analyzed both a static model, where disease spread and demand for food served as inputs for food distribution and were estimated at the beginning of the planning horizon, and a dynamic model with periodic updates. Accuracy of estimates of disease parameters, R 0 among them, was shown to be of paramount importance. Sun et al. (2014) optimized the allocation of patients and resources to an existing network of hospitals during an influenza outbreak. A medium-term planning horizon was adopted, where surge capacity could be made available to hospitals. A proposed variation broke the entire planning horizon into shorter intervals, enabling updating of disease transmission and planning parameters.
An early study by Greenhalgh (1986) used control theory to determine the optimal rate to remove infected people in a single population. This method was also used for multiple, interacting populations. Rowthorn et al. (2009) Brandeau 2001, 2002) or multiple, independent populations (Brandeau et al. 2003) , although these studies did not estimate parameters from empirical epidemic data. Carr and Roberts (2010) combined simulation with an SEIR epidemic model to optimize facility location in an emerging outbreak. However, their numerical analyses and epidemic data were entirely illustrative, and disease spread was not governed by distance-based mixing.
Despite numerous studies in the epidemiology and operations research/operations management literature, no comprehensive model exists for efficient resource allocation during a rapidly evolving outbreak. Although spatial heterogeneity was examined previously (Wilson et al. 2006 , Wu et al. 2007 ), those studies considered neither the epidemic's trajectory nor the behavioral response to epidemic conditions. We contribute to the literature in two ways. We first develop a multipopulation epidemic model with transmission inversely proportional to geographic distance, along with a novel behavioral transmission dampening factor. We then develop and test three resource allocation approaches: the Greedy R 0 approach, based on an analytically derived bound on R 0 ; an estimationoptimization approach that optimizes over a single period (Myopic LP); and a multiperiod model that relies on ADP to find a solution. Each approach incorporates spatial heterogeneity among populations and thereby supports informed decision making during an epidemic's early stages-when accurate and timely case data are limited.
Epidemic Model
We construct a dynamic epidemic model with a mixing coefficient to capture both intra-and interregion transmission (see Figure 1 ). We introduce a time-dependent transmission dampening coefficient to reflect behavioral changes as the existence of the outbreak becomes apparent. Table 2 for a summary of notation used throughout this paper). Let S i, t , I i, t , and R i, t denote the numbers of susceptible, infectious, and removed individuals, respectively, in region i at time t. Let N i S i, t + I i, t + R i, t denote total population in region i, which remains constant as no one permanently enters or exits, a reasonable assumption for an emerging outbreak with a short time horizon. The transmission coefficient, β j , is the per-contact transmission probability between a susceptible person and an infectious person from region j. If transmission occurs, a newly infected individual can transmit infection after symptom onset until recovery or death for a period of time with mean duration 1/δ i . The full model is represented by the following equations for each region i:
Infection Dynamics
The epidemic's nonlinear dynamics arise because the rate of new infections is proportional to the sizes of the susceptible population in region i and the infectious population in region j. Most epidemic models assume homogeneous mixing within the population, which implies that susceptible individuals randomly come into contact with other individuals in the population with equal probability. This assumption is reasonable for individuals living near each other, but it may not hold for geographically distant populations. One solution is to assume that populations are completely isolated, resulting in transmission occurring only within each geographic region:
Although this approach simplifies the dynamics, it may not adequately reflect the natural spread of an infectious disease such as Ebola.
Geographic Proximity
To forecast such a large-scale and heterogeneous epidemic, we extend the basic SIR model to capture interactions among individuals from different regions 
Dampening via Adaptive Behavior
During the outbreak's early phases, Ebola case numbers increased by 91% within 24 days starting in August 2014. Yet over an equal period in March 2015, cases increased by only 3% despite a large fraction of the population remaining susceptible (Humanitarian Data Exchange 2016). Although intervention measures were scaled up in the intervening months, disease transmission was further reduced owing to behavioral changes made by individuals living in Ebola-afflicted communities. Funk et al. (2009) confirmed the importance of incorporating behavioral change in modeling Ebola, and in addition, Funk et al. (2014) provided evidence that such change helped slow the spread of Ebola in Liberia.
We model the change in disease contagion by introducing a dampening coefficient, ψ j, t , which reduces the effective transmission rate as the epidemic progresses and individuals modify their behavior accordingly. For each region j, we assume a logistic function that allows for a slow increase in awareness during the outbreak's beginning, captured by the steepness factor α j , followed by rapid behavioral adaptation as the epidemic peaks until a maximum dampening valueψ j is reached:
where t is time elapsed since the start of the outbreak. The parameters α j andψ j are numerically estimated Downloaded from informs.org by [164.67.137 .157] on 20 April 2018, at 14:18 . For personal use only, all rights reserved.
for all regions simultaneously (see Section 5.2 and the online appendix for details).
We combine the SIR model with population mixing (m i, j ) and behavior dampening (ψ j, t ) to obtain the system of Equations (1)- (3) for region i 1, 2, . . . , K. The term (m i, j β j ψ j, t ) is the effective transmission rate at time t from infectious individuals in region j to susceptible individuals in region i. We conduct sensitivity analysis by ignoring geographic distance (c 0 1) or behavior dampening (ψ j, t 1, ∀ j, t > 0). Numerical results are presented in Section 5.3.
R 0 Computation
We derive a solution for R 0 and describe conditions under which the epidemic dies out (Theorem 1), allowing us to formulate an allocation heuristic based on R 0 . To illustrate the heuristic, we introduce the term ρ j as an upper bound on each region's contribution to future disease spread (Corollary 1).
Definition 1.
A disease-free equilibrium (DFE) is a locally asymptotically stable equilibrium of the system where no infected individuals remain in any region, that is, I i, t 0, ∀ i.
To compute the basic reproduction number, R 0 , of our SIR model for K regions with transmission proportional to geographic distance and dynamic behavior dampening, we use the next-generation matrix approach (Van Den Driessche and Watmough 2002, Arino and Van Den Driessche 2003) . This method essentially linearizes the nonlinear system (1)-(3) near the DFE to determine whether the epidemic dies out or remains endemic in the overall population.
We first introduce the following vector notation (the subscript t is suppressed for clarity). Let
The epidemic model can be rewritten as
with s + i + r n. Assumption 3 posits that no regions are completely isolated from other regions, which is reasonable given the relatively close proximity of the three West African countries. Relaxing this assumption would lead to separate, independent populations that could be modeled using separate SIR models and basic reproduction numbers. Under Assumptions 1-3, we can verify the following. To examine the long-run trajectory of the epidemic and conditions under which the system approaches the disease-free equilibrium, we consider the asymptotic behavior of each parameter. LetÃ represent the asymptotic transmission matrix as t → ∞, withÃ i, j m i, j β j (1 −ψ j )/N j . Lemma 1 is needed to apply the nextgeneration matrix approach and calculate the basic reproduction number as
where λ max ( · ) is the dominant eigenvalue of a matrix. Component i, j of the matrix F diag(n)Ã is the rate of new infections occurring in region i that originate in region j. The diagonal element j, j of matrix V −1 diag(δ −1 ) is the average length of time that an individual in region j is infectious before recovery or death. Hence, component i, j of FV −1 is the expected number of people in region i who acquire infection from an infectious individual originally located in region j at the epidemic's start.
Theorem 1.
Given a deterministic epidemic model in multiple dependent populations with asymptotic transmission matrixÃ and recovery or death rate δ, the epidemic dies out if R 0 < 1.
Theorem 1 provides a threshold below which the epidemic theoretically dies out in a population of susceptible individuals. In a heterogeneous epidemic, such as the 2014 Ebola epidemic, regions differentially contribute to the disease's spread. We therefore provide a bound for each region j to determine which regions to prioritize to ensure that the overall R 0 < 1. 
Applying Corollary 1 to the epidemic model in Equations (1)- (3), we determine ρ j for each region j 1, . . . , K. The term ρ j is an upper bound on the total number of new infections-occurring both within region j and to all outside regions (i 1, . . . , K; i j)-caused by an infectious individual in region j at the epidemic's start.
Allocation of Intervention Resources
During epidemic crises, policy makers and health organizations typically distribute resources based on the limited data available at the time of decision (Doctors Without Borders 2015). Our model could help improve these decisions by augmenting existing data with projections of the epidemic's trajectory over time and across regions. For each allocation policy described below, we apply our underlying calibrated epidemic model to compute the hypothetical number of Ebola infections that would have occurred under the proposed policy (given varying bed availability assumptions), and we compare this with the projected number of Ebola cases (assuming no additional beds are allocated) over the same time period.
Compared with transmissible diseases with long infectivity periods, Ebola patients usually suffer a relatively sudden death or recovery. Maintaining sufficient ETU capacity is key to any containment strategy (Lewnard et al. 2014 , Merler et al. 2015 , requiring both physical bed infrastructure and healthcare workers. Infected individuals who are treated in ETUs are less likely to transmit the virus, owing to better protective measures by healthcare workers and reduced contact with susceptible individuals in the community. We assume that the transmission coefficient β j of those treated within an ETU is reduced by a factor of ξ (0 ≤ ξ ≤ 1). Although we consider ETU beds as our primary resource, the optimization model could apply to other resources, including healthcare personnel, vaccinations, and medical equipment.
4.1. Static Policies 4.1.1. Benchmark Heuristic. We examine a simple Benchmark heuristic where resources are allocated in future periods in proportion to each region's cumulative number of infections reported at the end of the initial training period (4, 8, 12, 16, or 20 weeks) . Following each training period, we assume that the allocation remains unchanged in future periods, although cumulative infections will likely increase. 4.1.2. Greedy R 0 . By Theorem 1, the epidemic theoretically dies out if R 0 < 1. For R 0 > 1, we must observe that ρ j > 1 for some region j. Using Equation (10), we compute ρ j for each region and sort:
where ρ (i) is the ith-smallest value. Under this policy, r resources (the maximum deployment rate) are allocated to region(s) where ρ j > 1, in descending order of ρ j , until the budget is exhausted. This distribution prioritizes areas with progressing epidemics but effectively ignores regions where infection potential is not high enough or the epidemic has abated.
Dynamic Policies 4.2.1. Myopic LP.
We develop an iterative estimationoptimization approach, where epidemic model parameters are first estimated using available case count data in period t (see the online appendix for details), and then resources are optimally allocated to minimize new infections in period t + 1; the process is repeated in period t + 1 and continues until the epidemic is deemed over or the total budget is exhausted. This myopic linear program reflects the need for rapid decision making during emerging outbreaks, especially when limited data are available.
The continuous differential equations presented in Equations (1)-(3) are transformed into difference equations (Allen 1994) . We divide the time horizon into discrete, equidistant intervals ∆t. For Ebola, we assume one-week intervals. Let a j, t resources be allocated to region j in time period t, which effectively reduces disease transmission from infected to susceptible individuals by a factor ξ. Any remaining infected individuals who are not treated in an ETU-because of a bed shortage, for example-continue to transmit infection at the original rate. The epidemic's growth is governed by the following equations for each region i:
For the Myopic LP policy, our objective is to minimize the number of new infections occurring in the next period, across all regions, subject to the following constraints: b additional beds become available in each period; the total beds allocated across all regions cannot exceed available beds B t in period t; any beds that are not allocated in period t may be allocated in future periods; and the number of beds allocated does not exceed the number of infected people in a Downloaded from informs.org by [164.67.137 .157] on 20 April 2018, at 14:18 . For personal use only, all rights reserved.
region I j, t nor the maximum deployment rate per region r, reflecting the limited ability to distribute available resources quickly in affected regions. Once resources are allocated to a region, we assume that they remain there for the remainder of the outbreak (a j, t ≥ a j, t−1 , ∀ j, t). This assumption is more conservative than allowing resource reallocation and is reasonable in the Ebola setting-given the lengthy transport and setup time required for ETUs (Dilorenzo and Petesch 2014)-although this could be relaxed. Here, a j, t denotes an integer number of beds, although our approach could be generalized to noninteger variables. We formulate the following math program in period t:
subject to 
To solve for the optimal policy, we formulate a deterministic, finite-horizon dynamic program, extending the approach of Blount et al. (1997) . In period t, the state space x t consists of two vectors (S t , I t ), where S t (S 1, t , S 2, t , . . . , S K, t ) and I t (I 1, t , I 2, t , . . . , I K, t ), representing the number of susceptible and infectious individuals, respectively, in each region during period t. The action a t (a 1, t , a 2, t , . . . , a K, t ) represents the number of beds allocated to each region. State transitions from x t to x t+1 are governed by the number of susceptible and infectious individuals and resources allocated in each region during period t according to Equations (11)-(13).
Initial conditions, x 0 (S t 0 , I t 0 ), refer to the size of the susceptible and infectious populations in each region at the epidemic's start. We assume that no resources are initially available (a t 0 0), which is reasonable for an emerging outbreak such as Ebola, although this assumption could be relaxed. This dynamic program can be divided into a sequence of subproblems and then solved, by the principle of optimality (Bertsekas 1995) , with a terminal value V t f (x t f ) 0. A solution is obtained via backward recursion starting at t f , assuming that no future infections occur after this period-in other words, that the outbreak eventually dies out.
With several million susceptible individuals, solving this dynamic program is computationally intractable given the "curse of dimensionality" caused by the large state space. To overcome this issue, we propose an ADP approach that approximates the value of a state without sweeping over the entire state space. This methodology has previously been applied to resource allocation problems in healthcare, such as planning elective patient admissions (Barz and Rajaram 2015, Hulshof et al. 2015) , but not to epidemic control.
Our ADP approach is based on a policy iteration algorithm (Powell 2011) , which solves a finite-horizon problem using linear basis functions to approximate the value function. We replace the exact value of the state V t (x t ) with a value approximationV t (x t ):
Additional details are provided in the online appendix.
Numerical Study
We demonstrate the utility of our two-stage approach by examining the 2014 Ebola epidemic in West Africa.
In the first-stage of the epidemic model fitting, we estimate parameters based on the actual interventions implemented. Although we do not directly observe these allocations, their effects are implicitly captured in the estimates of transmission and mortality rates. In the second-stage, we compare the relative performance of four resource allocation schemes at averting future Ebola cases, assuming additional beds are available, and we compute the hypothetical number of cases averted versus no additional beds. Downloaded from informs.org by [164.67.137 .157] on 20 April 2018, at 14:18 . For personal use only, all rights reserved.
Data Sources
Parameter values are numerically estimated using daily cumulative Ebola case counts for 21 regions in Guinea, Liberia, and Sierra Leone, which collectively account for 60% of observed cases (Humanitarian Data Exchange 2015). We exclude regions with fewer than 50 cumulative cases or five observations in the data set. Total population estimates, N i , for each region were obtained from Sierra Leone Statistics (2004), Liberia Institute of Statistics and Geo-Information Service (2008), and Institut National de la Statistique (2014) . Distances between regional capitals, d i, j , were computed using Google Maps. We assume that δ j 0.12, for all j, based on the mean time from symptom onset to recovery or burial of an individual (Merler et al. 2015) . Reduction in disease transmission by infected individuals treated in ETUs is set to ξ 0.5, the most conservative value provided by Merler et al. (2015) .
Model Calibration and Implementation
An MCMC approach is used to numerically estimate all remaining parameters: the transmission coefficient (β j ), minimum dampening value (ψ j ), and steepness factor (α j ), for each region, as well as the proportion of contacts (c 0 ) occurring inside a region. The MCMC calibration utilizes a Metropolis-Hastings algorithm, an established method for fitting epidemic models to empirical data (Gibson 1998 , Currie 2007 , and is run for 200,000 iterations, with the final parameter estimates based on the last 50,000 iterations (see the online appendix for details). All calculations are performed in Matlab R2015b.
For the ADP algorithm, we identify potential basis functions and regress different combinations of state features on a sample data set of simulated epidemic trajectories. We then select the basis function with the most explanatory power: ρ i S i, t I i, t + B t , for all i ∈ 1, . . . , K. The ADP algorithm is run for 2,000 iterations, resulting in convergence in all tested cases. The first 100 iterations are used for exploration to ensure adequate fitting of the basis function parameters; thereafter, a decreasing exploration rate of 1/0.1n is used. Convergence is slower for larger budgets or higher deployment rates, as more potential allocation decisions exist. Average run time is two hours using one core of a 2.3 GHz Intel Xeon E5 processor.
Predictive Performance of Epidemic Projections
We first describe fitting the SIR model with behavior dampening and proximity-based transmission to the 2014 West African Ebola epidemic for various training data sets. We then test model robustness when behavior dampening or distance-based transmission is omitted. Note that these calibrated parameter estimates-and thus future epidemic projections-implicitly account for any actual interventions rolled out. In Section 5.4, we model the impact of allocating additional beds beyond the existing levels.
Training Data.
In our numerical study, all training periods begin on September 2, 2014, the period when daily Ebola cases in each region were initially reported. We estimate model parameters using different training data periods (4, 8, 12, or 16 weeks) and then forecast new Ebola cases in the subsequent 4-week period. For example, given 16 weeks of past data (see Table 3 ), our model projects 9,436 cumulative infections would occur by the end of week 20 compared with 9,480 confirmed cases during this period-an aggregate underestimate of less than 1%. The weighted mean of the absolute relative error across all 21 regions is 11.2%, which may reflect underreporting and/or variations in intervention rollout. Estimating parameters using only 8 weeks of past data results in a weighted average of 7.5%. With 4 weeks of past data, projection error is 10.5%.
Model performance in forecasting future Ebola cases differs by region. The epidemic hot spot Port Loko, Sierra Leone, witnessed 1,293 Ebola infections after 20 weeks-less than a 4% difference from our projection of 1,244 cases based on 16 weeks of data (see Figure 2) . Even with only 4 weeks of available data, our model's projection error for the next 4 weeks in this region is 12%. On the other hand, another highly afflicted region, Montserrado, Liberia, likely suffered from a misreporting of Ebola cases, substantially increasing our projection errors (see Figure 2) . With 16 weeks of data, the error is less than 1%, but with only 4 weeks of data, the error approaches 70%. This region experienced, by far, the most data inconsistency, yet our model still performs reasonably well once additional data become available.
Regions with very few infections have less accurate epidemic projections, especially near the start of the epidemic. With only four weeks of training data, our model projects 51 cases to occur in Kono, Sierra Leone, by the end of eight weeks, compared with 39 actual cases, a difference of 12 cases, or 31%. This region, unfortunately, experienced a late surge in new cases, with cumulative Ebola infections more than tripling (from 73 to 235 cases) between weeks 12 and 20, faster than in any other region. As a result, our epidemic model significantly underestimated projected cases here (see Table 3 ).
These results demonstrate that our model yields accurate forecasts when sufficient data are available yet still approximates the epidemic's future trajectory when data are limited-such as during the early phases of an emerging outbreak. While forecast accuracy clearly depends on the quantity and quality of data available, our model's projections in the 21 regions are substantially closer to actual Ebola case counts than Downloaded from informs.org by [164.67.137 .157] on 20 April 2018, at 14:18 . For personal use only, all rights reserved. the 600,000 to 1.4 million cases initially predicted by other studies (Butler 2014b , Meltzer et al. 2014 ).
Behavior Dampening and Population Mixing.
Unlike prior models of the 2014 Ebola epidemic, our model includes (i) a dynamic behavior dampening coefficient, which we empirically estimate using available case count data, and (ii) a population mixing matrix to allow Ebola transmission to occur both within and between regions, with transmission inversely proportional to geographic distance.
Ignoring the effect of behavior dampening on disease spread substantially increases the error, across all data periods tested. Assuming 16 weeks of training data, the infection-weighted average error more than doubles, from 11.2% to 26.0% (see Table 3 ). In reality, several regions witnessed a significant decline in the incidence rate in late 2014 as more information about the epidemic became available (Funk et al. 2014) . In Bombali, Sierra Leone, more than 50 people were newly infected each week until November 2014; then new infections per week rapidly dropped by nearly 90% in December 2014 and January 2015. Our base model captures this decline reasonably well, with a projection error of +30% over this period. With no behavior dampening, however, our model significantly overestimates future cases, with error jumping to +150%. In nearby Moyamba, Sierra Leone, new infections decreased from 20 cases per week during August-November 2014 to only 5 cases per week by January 2015. As a result, the projection error is +18% under our base model but nearly +80% if behavior dampening is ignored. Most other regions demonstrated a similar trend in decreasing cases by early 2015, although Kambia and Kono, Sierra Leone, were notable exceptions.
The proximity of infectious individuals to susceptible populations further contributed to the epidemic's heterogeneous spread, where some regions witnessed rapid increases in new infections. One of the regions closest to the epicenters of the 2014 Ebola epidemic is Kambia, Sierra Leone, where 53% of the total cases in the region originated in severely affected adjacent regions. In the coastal area of Conakry, Guinea, only 13% of cases originated outside the region, because of its geographic isolation from areas with high Ebola case counts (see Figure 3) .
The accuracy of the model forecasts substantially worsens in regions adjacent to areas with significantly different prevalence levels. Port Loko and Bombali, Sierra Leone, are net exporters of infections to nearby Kambia (see Figure 3) . If no mixing between regions occurs, then our model overestimates future cases in Port Loko by a factor of 2 and in Bombali by almost a factor of 3 while simultaneously underestimating infections in Kambia (see Table 3 ). ignores distance-based mixing between regions, average absolute error increases from 11% to 54% (using 16 weeks of data for training), demonstrating the importance of integrating mixing patterns among susceptible and infected populations.
Basic Reproduction Number.
Given the parameter values estimated using 16 weeks of data, we compute the basic reproduction number for the 2014-2015 Ebola epidemic to be R 0 1.14 using Equation (9), with bounds of 0.2 ≤ R 0 ≤ 1.3 (Corollary 1). This estimate is lower than early published values (see Table 1 ), in part because our model accounts for dynamic behavior change, which was empirically observed in several regions (Funk et al. 2014) .
Prescriptive Value of Improved Resource Allocation
We test the performance of each allocation scheme (Benchmark heuristic, Greedy R 0 , Myopic LP, and ADP algorithm) using different periods of training data (4, 8, 12, or 16 weeks) (see Table 4 ). A data set consisting of 4 or 8 weeks of Ebola case counts represents a scenario when policy makers must quickly distribute resources during the early phases of an emerging outbreak, whereas longer periods reflect later stages when more accurate case data are available. After estimating model parameters using training data, we forecast future Ebola cases assuming no additional beds are available. We refer to this as the status quo. Resource allocation performance is examined by calculating the fraction of Ebola cases theoretically averted over some future interval, relative to the status quo.
By January 2015, nearly 3,600 ETU beds were planned, yet fewer than 1,800 beds actually opened, resulting in wide-ranging bed availability (Humanitarian Data Exchange 2014). In Guinea, 2 beds per 100,000 people opened, significantly fewer than in the harderhit countries of Sierra Leone (11 beds per 100,000 people) and Liberia (26 beds per 100,000 people). In selecting the number of available beds, we consider scenarios ranging from a very limited budget of 20 additional beds per week (across all regions) up through Downloaded from informs.org by [164.67.137 .157] on 20 April 2018, at 14:18 . For personal use only, all rights reserved. an optimistic case of 400 additional beds per week (this scenario approximates the planned allocation of 3,600 beds over a 4-week period). In all cases, we assume a maximum deployment rate per region of 10% of the total weekly budget. We project new Ebola cases under each allocation scheme over 4 weeks following the training data period, though any training or allocation window could be examined. For the Myopic LP policy, parameter estimates are updated each week as the epidemic progresses. To test long-term performance, we consider a training period of 20 weeks and allocate beds over the following 30 weeks, until the epidemic is essentially over.
Sparse Case Data.
With minimal training data (4 weeks) to estimate epidemic model parameters, the underlying SIR model is less accurate at forecasting future cases in some regions, especially those with missing data (e.g., Montserrado, Liberia) or late-surging outbreaks (e.g., Kono, Sierra Leone) (see Figure 2) . As a result, Greedy R 0 performs the worst of all four Downloaded from informs.org by [164.67.137 .157] on 20 April 2018, at 14:18 . For personal use only, all rights reserved. 4  8  12  16  4  8  12  16  4  8  12  16  4  8  12  16   20 beds  13  10  8  20  11  11  12  15  23  18  16  19  15  11  9  10  40 beds  25  21  19  21  18  19  22  25  37  29  28  31  25  21  18  21  60 beds  35  28  26  28  24  26  29  33  46  38  37  41  34  27  23  29  80 beds  43  36  35  35  28  32  34  38  53  44  44  49  36  31  24  32  100 beds  48  41  41  41  31  37  39  42  57  50  50  54  39  32  27  31  120 beds  52  46  45  46  33  41  42  44  60  54  54  57  41  31  28  34  140 beds  55  51  50  50  35  44  45  46  63  57  57  59  41  32  28  33 allocation schemes, averting 57 cases (11% of the total) with a weekly bed budget of 20 beds, or up to 224 cases (42%) with a budget of 400 beds, out of a projected 534 new cases over the next 4 weeks under the status quo. One explanation for its relatively poor performance is that Greedy R 0 allocates only to regions where ρ j > 1, based on parameter estimates at 4 weeks. With a budget of 20 beds, only two regions (Bombali and Moyamba, Sierra Leone) are allotted beds, whereas Montserrado, Liberia, receives no beds under this policy, despite eventually accounting for more Ebola cases than any other region (see Figure 4) . With 12 weeks of daily case counts, Greedy R 0 performs better than the scenario with only 4 weeks of data and could theoretically avert 151 cases (12% of 
' ' K e r o u a n e Notes. This scenario assumes a weekly budget of 120 beds and training period of 16 weeks. Allocation schemes include a benchmark heuristic based on a cumulative number of infections (blue), a greedy R 0 policy (red), a myopic linear program (yellow), and an ADP algorithm (purple).
the projected 1,259 cases during weeks 13-16) with 20 available beds per week, or up to 714 cases (57%) with 400 available beds. With 20 beds per week, six regions where ρ j > 1 (Kérouané, Guinea; Margibi, Liberia; and Bombali, Moyamba, Port Loko, and Tonkolili, Sierra Leone) receive equal bed resources; all other regions receive no resources.
The ADP algorithm performs moderately better than Greedy R 0 and could avert 81 cases (15%) or 272 cases (51%) with 20 or 400 beds, respectively, compared with the status quo. In general, the allocation tends to be more egalitarian, with more regions receiving some beds when resources are scarce, although it misallocates resources when data are limited. For example, with 4 weeks of training data and 20 available beds per week, the ADP algorithm allocates one or two beds each week to Bong, Liberia, leaving other regions with significant bed shortages. Later data reveal this region to be ultimately less affected, and early projections overestimate the number of cases there. As more beds become available, the ADP algorithm improves by allocating beds more in proportion to Ebola cases reported in each region.
Under certain data availability and resource constraints, the ADP algorithm surprisingly performs the worst of all four schemes. For example, this policy underinvests resources in three regions (Conakry and Macenta, Guinea; and Moyamba, Sierra Leone), assuming 400 beds are available each week. These regions face midlevel epidemics-they are not the most afflicted, nor fastest growing, nor centrally located (see Figure 3) -nevertheless, these areas should receive beds to help prevent a more aggressive epidemic from taking hold.
With 4 weeks of training data, Myopic LP performs best. Given a budget of 20 or 400 beds, the policy averts 121 cases (23%) or 393 cases (74%), respectively, out of a projected 534 cases. With a small budget, the allocation distribution is more concentrated, with one-half of regions receiving all of the beds. Given 12 weeks of available data, Myopic LP again performs best, averting 204 cases (16% of the projected total) or 887 cases (70%) with 20 or 400 beds, respectively. In addition to allocating to key regions, this policy dynamically adjusts the allocation over the 4-week allocation window. With 400 available beds per week, Macenta, Guinea, receives 27 beds in the first week, then 24, 22, and 20 beds each week thereafter. Similarly, Kérouané, Guinea, receives 16, 15, 14, and 14 beds over this period. Some other regions receive an increasing number of beds each week, based on where they are most needed immediately.
Robust Case Data.
With 16 weeks of training data, 1,072 new Ebola cases are projected to occur over the following 4 weeks under the status quo. Once again, Myopic LP performs best and recommends a more diffuse allocation-every region receives at least one bed each week-with five key regions receiving more than half of all available beds (Figure 4 ). By contrast, Greedy R 0 concentrates in seven regions with high epidemic potential (ρ j > 1), while other regions receive no beds. For example, Kérouané, Guinea, receives too many beds under Greedy R 0 given its small epidemic size and greater distance to other regions. The ADP algorithm, on the other hand, spreads the available budget more evenly across regions, allocating between two and six beds per week in every region.
Using the full 20 weeks of training data, our model projects 4,630 new cases over the subsequent 30 weeks under the status quo scenario where no additional beds are allocated. With such a long-term planning horizon, all of the allocation schemes inherently perform better because the aggregate number of available beds is greater. In general, Greedy R 0 performs the worst, averting 72%-85% of projected cases, whereas Myopic LP again performs best, averting 86% of new cases with a weekly budget of 20 beds, or up to 96% of new cases with 400 beds per week. Of note, this scenario optimistically assumes a continuous influx of available beds every week over the 30-week period; if fewer beds are actually available, then more people will likely contract Ebola infection. The performance of the ADP algorithm almost matches that of Myopic LP, likely because of this sustained response over 30 weeks.
Benchmark Heuristic.
Allocating resources to regions in proportion to the cumulative number of infections (as reported at the end of the training period) performs reasonably well when there is a sizable budget and high-quality data (see Table 4 ). However, this Benchmark heuristic always performs worse than Myopic LP. In general, this heuristic mitigates the Ebola outbreak at current "hot spots" but fails to account for the nearby populations most prone to acquiring Ebola in the future. For example, after four weeks, Myopic LP recommends allocating beds to Kono, Sierra Leone, whereas the Benchmark heuristic effectively ignores this region given that only 39 cases were reported at the time, and it instead allocates beds to Conakry, Guinea, with 216 infections. The Benchmark heuristic performs better than Greedy R 0 and as well as or better than the ADP algorithm in nearly every scenario tested, except when the budget is very limited.
Geographic Proximity.
Compared with the ADP algorithm, the Myopic LP policy generally shifts resources to more centrally located regions. This resource transfer serves to reduce the epidemic's spread from nearby, severely affected regions (see Figure 4) . Conakry, Guinea, is the most isolated region in our data set, with the greatest average distance (358 km) to other regions' capitals. Myopic LP does not allocate beds here until the bed budget is sufficiently large, and it instead prioritizes Moyamba, Sierra Leone. Despite experiencing half as many cases as Conakry, Moyamba is geographically closer to other regions (230 km between capitals, on average), especially the neighboring region of Port Loko, at a distance of only 82 km. Myopic LP allocates nearly as many beds to Moyamba as to significantly more afflicted regions, such as Montserrado, Liberia.
The significance of geospatial spread becomes more evident if the epidemic model ignores disease transmission across regions (c 0 1). In this case, Myopic LP generally shifts resources to regions with more infections, regardless of how distant the region is from other populations. This finding underscores the importance of incorporating network effects into epidemic model projections and resource allocation. 
Discussion
This paper presents a novel, two-stage model to improve the allocation of limited resources across geographic regions to mitigate an emerging infectious disease outbreak. The first stage consists of a dynamic epidemic model, calibrated to historical data, that forecasts an outbreak's trajectory among neighboring regions. The second stage provides a methodology to effectively allocate intervention resources while accounting for infection potential in each area. We analytically derive bounds on the basic reproduction number for each region, ρ j , and evaluate a static that we refer to as Greedy R 0 , which prioritizes regions where the epidemic will continue to spread (ρ j > 1). We also develop two dynamic policies: Myopic LP, an iterative estimation-optimization approach that finds the single-period optimal allocation, and an ADP algorithm that uses a linear basis function to approximate the future value of the underlying nonlinear epidemic.
Resource allocation policies for epidemic control can be forward looking, by anticipating where future cases will likely occur and proactively distributing resources there, or backward looking, by assigning resources to places hardest hit by the outbreak. Our proposed Greedy R 0 and Benchmark heuristic policies allocate future resources entirely based on historical data. They essentially respond by designating ETU beds to the regions most desperately in need. At the other extreme, the ADP algorithm allots beds to the regions that have the greatest projected long-run number of cases, but at the expense of regions currently in need. Myopic LP strikes the right balance between these two perspectives by considering past trends (the estimation step) and current resource needs (the optimization step). By iterating between these two steps, the Myopic LP policy ensures continual updating of epidemic projections based on the most recent data while reducing the potential error introduced by projecting the epidemic too far into the future.
Our SIR model is sufficiently generic to apply to other infectious diseases, although our estimation-optimization approach is most suited for emerging outbreaks, where data on new cases are periodically reported. Endemic diseases, such as HIV or tuberculosis, are not rapidly evolving in most regions, so repeatedly estimating model parameters may not be warranted. Susceptible, infectious, and removed compartments are the primary building blocks of any dynamic epidemic model, and the exact compartments (vaccinated, exposed, pregnant, etc.) could be modified for other settings or for vector-borne diseases, such as the Zika virus. The advantages of using a simple model-namely, its transparency and flexibility-outweigh some simplifying assumptions, such as omitting compartments related to safe burial practices following Ebola-related death. Our model implicitly accounts for all risky or protective behavior, including safer burial practices, affecting disease contagion via region-specific transmission rates.
We demonstrate the utility of our approach by first calibrating the epidemic model to data from the 2014 Ebola epidemic in West Africa and then comparing projected Ebola cases under each allocation scheme. We find that Myopic LP performs best across a wide range of scenarios and is computationally very fast. Even over long projection and allocation periods (30 weeks), this policy outperforms the other approaches, suggesting that the potential limitation of optimizing one period at a time is outweighed by the benefits of allowing the allocation to dynamically change as parameters are reestimated each period.
Numerical results demonstrate that allocating resources in proportion to the cumulative number of infections performs well when there are sufficient data; however, in the early days of an outbreak, this policy may ultimately misallocate resources, as it ignores future infection potential. In our numerical study, Greedy R 0 outperforms the ADP algorithm when an intermediate amount of data (8-16 weeks of training data) are available. The poor performance of the ADP algorithm may be due to our specific data sets or choice of basis function. Over a very long-term planning horizon of 30 weeks, the ADP algorithm performs nearly as well as Myopic LP, although the ADP algorithm is computationally intensive. Poor-quality projections based on limited data, as observed with the initial 2014 Ebola estimates for West Africa (Butler 2014b , Meltzer et al. 2014 , result in a suboptimal allocation-although Myopic LP nevertheless performs best in this instance.
By including additional interventions into the model's dynamics, our methodology could be extended to identify the optimal combination of interventions. Examples include vaccines, personal protective equipment, and insect control for mosquito-borne diseases such as Zika. The 2014 Ebola outbreak afforded Downloaded from informs.org by [164.67.137 .157] on 20 April 2018, at 14:18 . For personal use only, all rights reserved. many valuable lessons, one of which was the importance of recognizing self-protective behavior as the outbreak unfolded, which ultimately reduced transmission rates and, fortunately, resulted in fewer infections than initially forecast (Heesterbeek et al. 2015) . With the current Zika epidemic, behavior adaptation (e.g., through reduced pregnancy rates or human travel patterns to Zika-afflicted regions), spatial heterogeneity (e.g., as a result of rainfall or other climate conditions), and the effectiveness of ongoing efforts to eradicate the particular mosquito vector all contribute to reliable forecasts of new cases (Ferguson et al. 2016) . As with any disease outbreak, mitigating the spread of Zika requires deploying intervention efforts as fast as possible, ideally supported by models capable of processing sparse case data.
Our study has several limitations. A basic SIR model simplifies the complex natural history of disease progression; more granular health states might improve forecasts of new cases or Ebola-related deaths. We consider only a single resource in the optimal allocation, although in reality, decision makers may need to allocate multiple resource types (e.g., prevention programs, improved screening, treatment). Because of limited data, we assume a static deployment rate, yet a dynamic rate could reflect the gradual availability of resources, as when staff are trained by previously trained workers. We model connectivity among regions in proportion to the distance between capitals, which ignores the distribution of where individuals actually reside. More detailed travel behavior could illuminate contact patterns. Finally, a major challenge in reliably forecasting an emerging outbreak is the lack of high-quality data early in the epidemic. One area that merits future research is the development of a model that uses a Bayesian exploration method to accommodate stochastically arriving data points.
Managerial Implications
In many real-world epidemics, accurate and up-to-date information on new cases and mortality rates is often limited. Our model improves the ability of policy makers to respond effectively to an emerging outbreak, by illustrating how to use available case count data to calibrate a simple epidemic model and then optimize the allocation of resources. One important finding from our numerical study is the importance of making spatially coordinated decisions. Connectivity between regions clearly affects the epidemic's spatial spread, yet these relationships are typically neglected. Distance between geographically close regions (e.g., Port Loko and Kambia, Sierra Leone) or areas with disparate prevalence levels (e.g., Bombali, Sierra Leone versus Conakry, Guinea) should be considered when allocating resources. Understanding which locations are most vulnerable to Ebola transmission from neighboring regions can help policy makers anticipate where next to target relief efforts.
When deciding how best to distribute limited resources, public health authorities must often balance speed of deployment with program reach. Bed availability is typically constrained by limited financial resources and technological barriers, whereas a rapid deployment rate relies on a continuous supply of personal protective equipment and healthcare worker availability (Butler 2014a) . Specialized training approaches, such as "train the trainer," can help ensure that a sufficient number of adequately skilled personnel are available. During training courses, new healthcare workers are taught not only how to handle personal protective equipment but also how to pass their knowledge on to other new personnel. Since deployment speed is crucial, preparedness for future outbreaks could be improved by adopting common standards for equipment and for training of healthcare workers. Improved data sharing and coordination of relief efforts-facilitated by institutions such as the United Nations Office for the Coordination of Human Affairs-could enable faster rollout and ensure that allocating resources to the most vulnerable populations is prioritized (Woolhouse et al. 2015) .
Conclusion
The eradication of any infectious disease requires substantial commitments of financial and human resources. More than $1.6 billion of emergency funding was provided by different nations and institutions for the 2014 West African epidemic, yet more than 28,000 people contracted Ebola, and nearly 11,000 people died of the disease. Although Ebola transmission has fortunately abated in most regions (WHO Ebola Response Team 2016), concerns over a reemergence have reignited with reports of nine suspected new Ebola cases in the Democratic Republic of the Congo as of May 2017 (World Health Organization 2017). One vital lesson from this tragedy is that optimizing the allocation of available resources can significantly increase the number of lives saved during future infectious disease outbreaks.
