In this paper we give a proof of the Hecke quantum unique ergodicity rate conjecture for the Berry-Hannay model. A model of quantum mechanics on the 2-dimensional torus. This conjecture was stated in Z. Rudnick's lectures at MSRI, Berkeley 1999 and ECM, Barcelona 2000.
Introduction

Motivation
In the paper "Quantization of linear maps on the torus -Fresnel diffraction by a periodic grating" , published in 1980 (see [BH] ), the physicists M.V. Berry and J. Hannay explore a model for quantum mechanics on the 2-dimensional symplectic torus (T, ω). Berry and Hannay suggested to quantize simultaneously the functions on the torus and the linear symplectic group G = SL(2, Z). One of the motivations was to study the phenomenon of quantum chaos in this model (see [R2] for a survey).
Considering a classical mechanical system, which is ergodic. In what sense the ergodicity property is reflected in the corresponding quantum system. Put it a little differently, is there a meaningful notion of Quantum Ergodicity. This is a fundamental meta-question in the area of quantum chaos.
For the specific case of the Berry-Hannay model, This question was addressed in a paper by Rudnick and Kurlberg [KR] . In this paper they formulated a rigorous definition of quantum ergodicity. We call this notion Hecke Quantum Unique Ergodicity. A focal step in their work, was to introduce a group of hidden symmetries, they called the Hecke group. The statement of Hecke Quantum Unique Ergodicity says about semi-classical convergence of certain matrix coefficients which are defined in terms of the Hecke group. In their paper they proved a bound on the rate of convergence. In Z. Rudnick's lectures at MSRI, Berkeley 1999 [R1] and ECM, Barcelona 2000 [R2] he conjectured about a stronger bound to be valid.
In this paper we prove the correct bound on the semiclassical asymptotic of the Hecke matrix coefficients for the two dimensional torus, as stated in Rudnick's lectures [R1] , [R2] .
Classical Torus
Let (T, ω) be the symplectic torus. Together with its linear symplectomorphisms G ≃ SL(2, Z) serve as a simple model of classical mechanics (a compact version of the phase space of the harmonic oscillator). More precisely, Let T = V /Λ where V is a two dimensional real vector space, V ≃ R 2 and Λ is a full lattice in V , Λ ≃ Z 2 . The symplectic form on T we obtain by taking a non-degenerate symplectic form on V , ω : V × V −→ R we require ω to be integral, namely ω : Λ × Λ −→ Z and normalized Vol(T) = 1.
Let Sp(V, ω) be the group of linear symplectomorphisms, Sp(V, ω) ≃ SL(2, R). Consider a subgroup G ⊂ Sp(V, ω) the subgroup of elements which preserve the lattice Λ, G(Λ) ⊆ Λ then G ≃ SL(2, Z). The subgroup G is exactly the group of linear symplectomorphisms of T.
We denote by Λ * ⊆ V * the dual lattice, Λ * = {ξ ∈ V * | ξ(Λ) ⊂ Z}. The lattice Λ * is identified with the lattice of characters of T by the following map:
where
Classical Mechanical System
We consider a very simple discrete mechanical system. Taking an hyperbolic element A ∈ G, |T r(A)| > 2, it generates a discrete dynamical system which is ergodic. The ergodic theorem assert that:
for every f ∈ F (T) and almost every point x ∈ T. Here F (T) stands for a good class of functions, for example trigonometric polynomials or smooth functions.
We fix an hyperbolic element, A ∈ G for the rest of the paper.
Quantization of the Torus
Quantization is one of the big mysteries of modern mathematics, indeed it is not clear at all what is the precise structure which underlies quantization in general. Although physicist are quantizing all around for almost a century, for mathematicians the concept remains all-together unclear. Yet in specific cases there are certain formal models for quantization which are well justified on the mathematical side. The case of the symplectic torus is one of these cases. Before we employ the formal model, it is worthwhile to discuss the general phenomenological principles of quantization which are surely common for all models.
Let us start from a model for classical mechanics, namely a symplectic manifold, serving as classical phase space. In our case this manifold is the symplectic torus T. Principally quantization is a protocol by which one associates to the classical phase space T a quantum "phase" space H, where H is a Hilbert space. In addition the protocol gives a rule by which one associates to every classical observable, namely a function f ∈ F (T) a quantum observable O f : H −→ H, an operator on the Hilbert space. This rule should send real function into self adjoint operator.
To be a little bit more precise, quantization should be considered not as a single protocol, but as a one parametric family of protocols, parameterized by , the Planck constant. For every fixed value of the parameter there is a protocol which associates to T a Hilbert space H and for every function f ∈ F (T) an operator O f : H −→ H . Again the association rule should send real functions to self adjoint operators.
Accepting the general principles of quantization, one search's for a formal model by which to quantize, that is a mathematical model which will manufacture a family of Hilbert spaces H and association rules F (T) → End(H ). In this work we employ a model of quantization called the Weyl Quantization model.
The Weyl Quantization Model
The Weyl quantization model works as follows. Let A be one parametric deformation of the algebra A of trigonometric polynomials on the torus. This algebra is known in the literature as the Rieffel torus [Ri] . The algebra A is constructed by taking the free algebra over C generated by the following symbols {s(ξ) | ξ ∈ Λ * } and quotient out by the relation s(ξ + η) = e πi ω(ξ,η) s(ξ)s(η). Note two things about algebra A . First when substituting = 0 one gets the group algebra of Λ * , which is exactly equal to the algebra of trigonometric polynomials on the torus. Second the algebra A contains as a standard basis the lattice Λ * :
So one can identify the algebras A ≃ A as vector spaces. Therefore every function f ∈ A can be viewed as an element of A .
For a fixed a representation π : A −→ End(H ) serves as a quantization protocol, namely for every function f ∈ A one has:
equivalently saying, for every function f ∈ A, take its Fourier expansion f = ξ∈Λ * a ξ · ξ, then:
To summarize, every family of representations π : A −→ End(H ) gives us a complete quantization protocol. But now a serious question rises, namely what representations to pick ? Is there a correct choice of representations, both on the mathematical side, but also perhaps on the physical side?. A possible restriction on the choice is to pick an irreducible representation. Yet some ambiguity still remains, because there are several irreducible classes for specific values of .
We present here a partial solution to this problem in the case where the parameter is restricted to take only rational values [GH1] . Even more particulary, we take to be of the form = 1 p where p is a prime number larger then 2. Before any formal discussion, recall that our classical object is the symplectic torus T together with its linear symplectomorphisms G. We would like to quantize not only the observable A, but also the symmetries G. Next we are going to construct equivariant quantization of T. . Let A be the free C-algebra generated by the symbols {s(ξ) | ξ ∈ Λ * } and the relations s(ξ + η) = e πi νω(ξ,η) s(ξ)s(η). The lattice Λ * serves as a standard basis for A :
Equivariant Weyl Quantization of the Torus
The group G acts on the lattice Λ * , therefore it acts on A . It is easy to see that G acts on A by homomorphisms of the algebra. For an element B ∈ G, we denote by f −→ f B the action of B on an element f ∈ A .
An equivariant quantization of the torus is a pair:
Where π is a representation of A and ρ is a projective representation of G. these two should be compatible in the following manner:
for every B ∈ G, and f ∈ A . Equation (9) is called, Egorov identity.
We give here a construction of an equivariant quantization of the torus.
Given representation π : A −→ End(H), and element B ∈ G, we construct a new representation π B : A −→ End(H):
This give an action of G on the set Irr(A ) of classes of irreducible representations. The set Irr(A ) maintain a very regular structure, it is a principal homogenous space over T. More-over every irreducible representation of A is finite dimensional and of dimension p. The following theorem plays a central role in the construction.
There exist a unique (up to isomorphism) irreducible representation (π , H ) of A for which its equivalence class is fixed by G.
Let (π , H ) be a representative of the fixed irreducible equivalence class. this means that for every B ∈ G:
this means that for every element B ∈ G there exists an operator ρ (B) : H −→ H which realize the isomorphism (11). The collection {ρ (B) : B ∈ G} constitute a projective representation:
Equations (10), (11) also implies the Egorov identity.
The group G ≃ SL(2, Z) is almost a free group, and it is finitely presented. A brief analysis [GH1] shows that every projective representation of G can be lifted (linearized) into a true representation. More precisely, it can be linearized in 12 different ways, where 12 is the number of characters of G. In particular the projective representation (12) 
characterized by the property that it is factorized through the quotient group SL(2, F p ):
Summary. Theorem (0.1) claims the existence of a unique invariant representation of A , for every = 1 p , p > 2. This gives a canonical equivariant quantization (π , ρ , H ). Moreover, by theorem (0.2), the projective representation ρ can be linearized in a canonical way to give an honest representation of G which factorizes through SL(2, F p ). Altogether this gives a pair:
Satisfying the following compatibility condition (Egorov identity):
For every B ∈ SL(2, F p ), f ∈ A . Here the notation π (f B ) means, to take any pre-imageB ∈ G of B ∈ SL(2, F p ) and act by it on f , π (fB) does not depend on the choice ofB. For what follows, we denoteρ by ρ , and consider SL(2, F p ) to be the default domain.
Quantum mechanical system
Let (π , ρ , H ) be the canonical equivariant quantization. Let A be our fixed hyperbolic element, considered as an element of SL(2, F p ) . The element A generates a quantum dynamical system. For every (pure) quantum state v ∈ S(H ) = {v ∈ H : v = 1}:
The main silent question of this paper is whether the system (17) is quantum ergodic. Before discussing this question, one is obliged to define a notion of quantum ergodicity. As a first approximation, just copy the classical definition, but replace each classical notion by its quantum counterpart. Namely, for every f ∈ A and almost every quantum state v ∈ S(H ) the following holds:
Unfortunately (18) is literally not true. The limit is never exactly equal the integral for a fixed . Next we give a true statement which is a slight modification of (18), called Hecke Quantum Unique Ergodicity. First rewrite (18) in an equivalent form:
Using the Egorov identity (16),
The elements A k runs inside the finite group SL(2, F p ). Denote by A ⊆ SL(2, F p ) the cyclic subgroup generated by A. It is easy to see, using (19) , that:
Altogether (18) can be written in the form:
Denote by C A = {B ∈ SL(2, F p ) : BA = AB} the centralizer of A in SL(2, F p ). The finite group C A is an algebraic group. More particulary, as an algebraic group, it is a torus. We call C A the Hecke torus. One has, A ⊆ C A ⊆ SL(2, F p ). Now, in (21), average with respect to the group C A instead of the group A . The precise statement of the Rudnick-Kurlberg conjecture is given in the following theorem:
Theorem 0.3 (Hecke Quantum Unique Ergodicity) Let = 1 p , p > 2. For every f ∈ A and v ∈ S(H ), the following holds:
Where the constant C f does not depend on p and v.
The rest of this paper is devoted to proving Theorem (0.3).
Proof of the Hecke Quantum Unique Ergodicity Conjecture
The proof is given in two stages. The first stage is a preparation stage and consists of mainly linear algebra considerations. We massage statement (22) in several steps to obtain an equivalent statement, which will be better suited to our needs. In the second stage we introduce the main part of the proof.
Here we invoke tools from algebraic geometry in the framework of ℓ-adic sheaves and ℓ-adic cohomology.
Preparation stage
Step 1. It is enough to prove (0.3) for f a character, 0 = f = ξ ∈ Λ * . Because T ξω = 0, statement (22) becomes:
The statement for general f ∈ A follows directly from the triangle inequality.
Step 2 It is enough to prove (23) in the case v ∈ S(H ) is a Hecke eigenvector. We elaborate, the Hecke torus C A acts semisimply on H via the representation ρ , thus H decompose to direct sum of character spaces:
The sum in (24) is over multiplicative characters of the torus
Taking v ∈ H χ , statement (23) becomes:
here C ξ = 2.
Knowing that the averaged operator
is essentially diagonal in the Hecke base then statement (23) follows from (26) by invoking the triangle inequality.
Step 3. Let P χ : H −→ H be the orthogonal projector on the eigenspace H χ .
Using lemma (1.1) we can rewrite (26) in the form:
The projector P χ can be defined in terms of the representation ρ :
Rewrite (26):
Knowing that |C A | = p ± 1, multiplying both sides of (30) by |C A | we get:
For every ξ ∈ Λ * and v ∈ H χ χ = 1, the following holds:
We prove the Hecke ergodicity theorem in the form of theorem (1.2).
Proof of Theorem 1.2
We prove theorem (1.2) using Sheaf theoretic techniques. Before diving into geometric considerations we investigate further the ingredients appearing in theorem (1.2). For what follows, fix a nontrivial character χ 0 :
Denote by F (ξ, B) = T r(π (ξ)ρ(B)), this is a function of two variables,
Denote by Λ * p the quotient lattice Λ * /pΛ F p ) , and Y = Λ * p × SL(2, F p ). One has the quotient map:
Denote F also by F , and from now on Y will be considered as the default domain.
The function F : Y −→ C is invariant under certain group action of SL(2, F p ). We elaborate, let S ∈ SL(2, F p ),
Applying the Egorov identity (16) and using the fact that ρ is a representation we get:
Altogether we have:
Putting (35) in a more diagrammatic form: there is an action of SL(2, F p ) on Y given by the following formula:
Consider the following diagram:
Where pr is the projection on the Y variable. Formula (35) can be stated equivalently:
Where α * (F ) is the pullback of the function F on Y via the map α, same with pr * (F ).
Geometrization (Sheafification)
What we are going to do next is to replace statement (1.2) by a geometric statement, by which it will be implied. Going into the geometric setting we replace the set Y by algebraic variety and the functions F ,χ 0 by sheaf theoretic object, also of a geometric flavor.
Step 1. Notice that the set Y is not arbitrary finite set, but is the rational points of an algebraic variety Y defined over F p . We elaborate, Y ≃ F 
Note that the finite group SL(2, F p ) is the set of rational points of the algebraic group SL(2, F p ). The finite quotient lattice Λ * p is the set of rational points of the affine plane F Having all finite sets replaced by corresponding algebraic varieties, we want to replace functions by sheaf theoretic objects. This we do next. ...
F
• is equipped with a lifting of Frobenius:
Here the Frobenius commutes with the differentials.
Next we explain what is the meaning of the statement w(F ) ≤ 0. Let y ∈ Y F r = Y a fixed point of Frobenius. Denote by F y the fiber of F at the point y. Thinking of F as a complex of vector bundles, it is clear what one means by taking the fiber at a point. F y is just a complex of vector spaces. Because the point y is fixed by the Frobenius, it induce an endomorphism of F y :
...
The Frobenius acting as in (46), commutes with the differentials so it induce an action on cohomologies. For every i ∈ Z we have an endomorphism:
Saying an object F has w(F ) ≤ ω means that for every point y ∈ Y F r , and for every i ∈ Z the absolute values of eigenvalues of Frobenius acting on the i'th cohomology (47) satisfies:
In our case ω = 0 so:
The last part of theorem (1.4) is about a function f F : Y −→ C associated to the sheaf F . To define f F , We only need to say what is its value at every point y ∈ Y . Let y ∈ Y = Y F r . Frobenius acts on the cohomologies of the fiber F y (see. (47) ), take:
In words f F (y) is the alternating sum of traces of Frobenius acting on the cohomologies of the fiber F y . We call this sum Euler characteristic of Frobenius and denote it by:
Theorem (1.4) claims that f F is the function F defined earlier. Associating the function f F on the set Y F r to the sheaf F on Y is a use of a general procedure called Sheaf-to-Function Correspondence. Because we are going to use this procedure later, next we intend to spend some time explaining it in its generality.
Sheaf-to-Function Correspondence [G] .
Let X be an algebraic variety defined over F p . This means that there exists a Frobenius endomorphism:
The set X = X F r is called the set of rational points of X. Let L ∈ D b const,weil (X) be a weil sheaf. One can associate to L a function f L on the set X by the following formula:
This procedure is called Sheaf-To-Function correspondence. Next we describe some important functorial properties of the procedure: Let X 1 , X 2 be algebraic varieties defined over F p . Let X 1 = X F r 1 , and X 2 = X F r 2 be the corresponding sets of rational points. Let π : X 1 −→ X 2 be a morphism of algebraic varieties. Denote also by π : X 1 −→ X 2 the induced map on the level of sets. 
where on the function level π * is just pull back of functions. On the sheaf theoretic level i * is the pull-back functor of sheaves (think of pulling back a vector bundle). Equation (54) 
Where on the function level π ! means to sum up the values of the function along the fibers of the map π. On the sheaf theoretic level π ! is compact integration of sheaves ( here we have no analogue under the vector bundle interpretation). Equation (55) says that Sheaf-to-Function Correspondence commutes with integration.
The following holds:
In words, Sheaf-to-Function Correspondence takes tensor product of sheaves to multiplication of the corresponding functions.
Geometric Statement
Fix an element ξ 0 ∈ Λ * . Denote By i ξ 0 the inclusion map:
and the canonical projection:
Going back to Theorem (1.2), and putting its content in a diagrammatic form, it says the following:
In words, Taking the function F : Y −→ C.
• Restrict F to {ξ 0 } × C A and get i * ξ 0 (F )
(F )χ 0 to the point, that is sum all the values, to get a scalar
Theorem (1.2) claims that the scalar a χ 0 is of absolute value less than 2 √ p. Now do the same thing in the geometric level. We have the closed imbedding:
And the canonical projection:
Take the sheaf F on Y ,
• Pull-back F to the closed subvariety {ξ 0 } × C A , to get the sheaf i * ξ 0 (F ).
• Take a tensor product of i * ξ 0 (F ) with the Kummer sheaf
The Kummer sheaf F χ 0 is associated via Sheaf-to-Function Correspondence to the character χ 0 .
Recall that Sheaf-to-Function Correspondence commutes with pullback (54), with integration (55) and takes tensor product of sheaves to multiplication of functions (56). This means that it commutes the operations done on the level of sheaves with those done on the level of functions. The following diagram describe pictorially, what has been said so far:
Recall w(F ) ≤ 0. Next thing is to consider how functors i * ξ 0
, p ξ 0 ! and tensor product ⊗ affect the property of weight.
The functor i * ξ 0 does not increase weight. This is very easy to see looking on the definition of weight. So we get:
The weight of the tensor product w(L 1 ⊗ L 2 ) ≤ ω 1 + ω 2 . This is again very easy to see from the definition of weight.
Knowing that the Kummer sheaf has weight w(F χ 0 ) ≤ 0, We deduce:
Lastly one have to understand the affect of the functor π ! . The following theorem, due to Deligne [D2] , is a very deep and important result in the theory of weights. Briefly speaking The theorem states that compact integration of sheaves does-not increase weight. Here is the precise statement:
Using theorem (1.5) we get:
const,weil (pt). This means it is merely a complex of vector spaces, G = G
• , together with an action of Frobenius:
The complex G • is associated by Sheaf-To-Function correspondence to the scalar a χ 0 .
At last we can give the geometric statement about G, which will imply theorem (1.2). 
By Lemma (1.6) only first cohomology H 1 (G) does not vanish and it is two dimensional. Eigenvalues of Frobenius acting on H 1 (G) are of absolute value ≤ √ p, (68). From all of this using formula (67) we get:
The rest of the paper is devoted to the proof of Lemma (1.6).
Proof of the Vanishing Lemma
The proof will be given in several steps.
Step 1 
It turns out that the invariance property of the function F is a manifestation of a finer geometric phenomena. Namely the sheaf F is equivariant with respect to the action α. More precisely, we have the diagram:
There exists an isomorphism θ:
Step 2. Over the algebraic closure, all tori in SL(2, F p ) are conjugated. In particular there exists an element S 0 ∈ SL(2, F p ) conjugating the Hecke torus C A ⊂ SL(2, F p ) with the standard torus T ⊂ SL(2, F p ),
The standard torus is:
The situation is displayed in the following diagram:
Where ξ 1 = S 0 · ξ 0 , and α S 0 is the restriction of the action α, (70) to the element S 0 .
We have:
Note that the sheaf f * (F ψν ) although apriori defined over T − {Id}, has all its extensions to T coincide. So in (84) we consider some extension to T , and there is no ambiguity here.
About the sheaf α S 0 ! (F χ 0 ), it is isomorphic to a Kummer sheaf on T . Altogether we get that (81) is a kind of a gauss-sum. More precisely this is a sheaf given by explcit formula. By direct computation we prove the Vanishing Lemma (1.6) for this sheaf.
