Abstract
Introduction
To construct and understand gene regulatory networks has been becoming a major area of interest in the field of systems biology over the last ten years. The advances on highthroughput DNA microarray technologies have enabled the simultaneous measurement of gene expression levels during the developmental processes containing steady state and timeseries expression data. With a large of expression levels, it should be theoretically possible to uncover the underlying gene regulatory network [18, 31] . The problem is how to identify the interactions among genes by modeling of gene regulatory networks with complex and noisy gene expression data.
Many models and numerical algorithms have been proposed to infer gene regulatory networks, including the boolean network [1, 4] , dynamic bayesian network [25] , artificial neural networks [3, 17, 19, 35] , the system of differential equations [8, 33, 36] , informationtheoretic approaches [6, 11, 21] , and so on. However, all existing methods of inferring GRNs have their strengths and weaknesses. For example, the boolean network models are very simple, but only consider the expression of a gene on or off, do not consider intermediate expression level, hence having inadequate dynamic resolution. Bayesian networks are represented as graph with the joint probability distribution of genes. This model could capture the inherent noise and stochastic in gene expression data effectively, but the high computational cost hinders the application of the model with large number of genes in network. The system of differential equations is a powerful and flexible model, which can offer realistic representation of genetic networks due to their continuity. However, this model has been proved to be computationally expensive and very sensitive to imprecise data [32] .
Information theoretic approaches are increasingly being used for inferring regulatory network, such as the relevance network [6] , the context likelihood of relatedness (CLR) algorithm [11] , ARACNE [21] and MINE [23] . These methods start by computing the mutual information (MI) for possible gene pairs, resulting in an MI matrix. The MI matrix is then manipulated to identify regulatory relationships [28] . These methods have two advantages. The one is its capability of characterizing non-linear dependency between genes [5] . The other is able to deal with thousands of genes in the presence of a limited number of samples [38] . But the methods based on MI could not distinguish indirect regulators from direct ones and discover the joint regulations of a target gene by two or more genes.
In this paper, a hybrid framework is proposed for gene regulatory network reconstruction from gene expression profiling. In our method, network topologies from linear and nonlinear ordinary differential equations are integrated. The additive tree models are proposed for identification of linear/nonlinear ODEs. The hierarchical structure of the additive tree model is evolved using genetic programming (GP) like tree structure-based evolutionary algorithm with specific instructions. Particle swarm optimization (PSO) is used to evaluate each additive tree model by optimizing the parameters of the corresponding tree model. In order to improve the accuracy and false positive rate of building gene regulatory network, we also propose a new criterion function that sparse and relevant terms are considered while inferring linear and nonlinear models.
The Dialogue for Reverse Engineering Assessments and Methods (DREAM) project could provide a set of benchmark networks that can be used to compare both advantages and disadvantages of different GRN topology inference methods [20] . The benchmark networks are extracted from actual biological networks and able to represent some most important and typical biological modules [34] . In this study, benchmark datasets from DREAM3 challenge and real biological dataset from SOS DNA repair network in Escherichia coli [29] are used to test the validity of our method. Results reveal that our proposed method can improve the prediction accuracy and false positive rate of GRN inference effectively and performs better than other popular methods.
The paper is organized as follows: Section 2 gives the materials and methods. Section 3 presents some experiments for construction of gene regulatory networks. Section 4 shows the discussion about our method. Some concluding remarks are presented in Section 5.
Method

Mathematic model of transcriptional procedure
In previous research, the algorithms based ODEs are proposed for inferring gene regulatory network, which could be applied for describing the genetic regulations among genes by using steady state and time-series expression data [37] . In this study, we present two ODE models for inferring gene regulatory network: linear and nonlinear models. For a target gene i (TG), which has c transcriptional factors (TFs), interactions between TG and TFs are described by the following ODE model containing linear and nonlinear formals: (1) and (2) quickly reach an equilibrium state () [38] , we could get the two mathematic models as followed. . Thus the problem of inferring gene regulatory network could be decomposed to N dependent subproblems (N is the number of gene).
Representation of additive tree model
The additive models resulted from our previously published work, are proposed for the system identification especially the reconstruction of polynomials and the identification of linear/nonlinear systems [10] . Thus we encode the right-hand side of linear and nonlinear mathematic models into a additive tree individual (Please refer to Figure. 
Two instruction/operator sets I 0 and I 1 are used to generate the additive tree in this approach. For linear method, we set two instruction/operator sets I 0 and I 1 as followed.
Where F = {+, -} and T = {x, R} are function and terminal set. +, x and R denote the addition, subtraction, gene expression of TFs, and random constant number. I 0 is the instruction set and the root node, and the instructions of other nodes are selected from the instruction set I 1 .
Many biologically significant nonlinear functions are added into the nonlinear model for gene regulatory network identification, e.g., sigmoid transfer function [33] , hill function [22] and hyperbolic tangent function [9] . Thus we add these functions into operator sets I 1 as followed. (6) 
Structure optimization of models
Finding an optimal or near-optimal additive tree model is formulated as an evolutionary search process. In this paper, we use the additive tree operators as following:
⑴ Mutation. We choose three mutation operators to generate offsprings from the parents. These mutation operators are as following: 1) Change one terminal node: randomly select one terminal node in the tree and replace it with another terminal node, which is generated randomly.
2) Grow: select a random leaf in hidden layer of the tree and replace it with a newly generated subtree.
3) Prone: randomly select a function node in a tree and replace it with a terminal node selected in the set T.
The additive tree operators are applied to each of the parents to generate an offspring using the following steps. (a) A Poisson random number N, with mean λ is generated.
(b) N random mutation operators are uniformly selected with replacement from above four mutation operator set. (c) These N mutation operator are applied in sequence one after the other to the parent to get offspring. ⑵ Crossover. First two parents are selected according to the predefined crossover probability Pc and select one nonterminal node in the hidden layer for each additive tree randomly, and then swap the selected subtree.
⑶ Selection. EP-style tournament selection [7] is applied to select the parents for the next generation. Pairwise comparison is conducted for the union of μ parents andμ offsprings. For each individual, q opponents are chosen uniformly at random from all the parents and offspring. For each comparison, if the fitness of individual fitness is no smaller than the one of opponent, it receives a selection. Selectμindividuals out of parents and offsprings, which have most wins to form the next generation. This is
repeated in each generation until a predefined number of generations or the best structure is found.
MI
Mathematically, the MI between two discrete random variables X (one gene) and Y (another gene), taking on values in χ and γ is defined as [2] .
Where p(x) is the marginal probability of each discrete variable X inχ, p(x, y) is the joint probability of x inχand y inγ. Here, the marginal and joint probability can be estimated by the Gaussian kernel probability density estimator [24] . (8) Where C is the covariance of variable X, σ x is the standard deviation of matrix C, N is the number of gene expression and n is the number of gene.
With equation (8), the equation (7) can be given as followed.
Where |C(X,Y )| is the determinant of the covariance matrix. High MI value indicates that there may be a close relationship between the variables (genes), while low MI value implies their independence. When MI value between genes X and Y is zero, two genes are independent.
Evaluation of model using Particle Swarm Optimization
The quality of a list of TFs for an individual target gene is evaluated by estimating the parameters of the corresponding additive tree model using particle swarm optimization (PSO) [15] . According to the Figure 1 , we check all the parameters contained in each model, and count their number n i (i = 1, 2, ..., M, M is the population size of additive tree model).
According to n i , the particles are randomly generated initially. Each particle x i represents a potential solution. A swarm of particles moves through space, with the moving velocity of each particle represented by a velocity vector v i . At each step, each particle is evaluated and keep track of its own best position, which is associated with the best fitness it has achieved so far in a vector Pbest i . The best position among all the particles is kept as Gbest. A new velocity for particle i is updated by (10) where w is the inertia weight and impacts on the convergence rate of PSO, which is computed adaptively as w = (max_generation − t)/(2*max_generation) +0.4 (max_generation is maximum number of iterations, and t is current iteration), c 1 ( 1) ( ) ( 1)
To evaluate the performance of proposed additive tree model and its corresponding parameters, we proposed new criterion functions as followed. In general the criterion function is to minimize the prediction error for the gene expression profiles, according to
Where z it and z ' it are the actual and predicted expression levels of gene i at t-th gene expression point.
The candidate regulators for a given target gene is much larger than the number of expression points, and gene regulatory network is sparse network, i.e., only a tiny fraction of the candidate regulators are expected to be true regulators for target gene, so we propose to add a sparse term to the criterion function in order to perform feature selection while inferring the linear and nonlinear model [30] . The criterion function is described as followed.
Where
B is L 1 regularizer of vector B i from equation (3) and (4), and  is a parameter that trades off the error and sparse term in the criterion function.
Considering that MI value indicates that there may be a close relationship between the genes in gene regulatory network, we propose to add a relevant term to the criterion function in order to select maximum relevance regulators of target gene [12] . Where Ω i denotes the already-selected regulator set containing m regulators for target gene i, I(X i, X j ) is MI value between gene i and gene j. Figure 2 describes the flowchart of our proposed method. The details are addressed as following.
Procedure of inferring gene regulatory network
Step 1 Network construction. Step 2 Network integration. Considering gene expression data, we could gain the linear network structure A and nonlinear network structure B. The integration of two network C ij =A ij || B ij , where ∥ is logical or (0∥0=0, 0∥1=1 and 1∥1=1). 
Experimental Results and Analysis
To test the effectiveness of the proposed method, our method is applied to two synthetic datasets from the DREAM3 (Dialogue for Reverse Engineering Assessment and Methods) challenge [20] and one real gene expression dataset from SOS DNA repair network in Escherichia coli [29] . While inferring the gene regulatory network, two criterion functions are used (equation (12) and equation (14)), labelled with Fitness1 and Fitness2. 
Simulated data
To illustrate the effectiveness of our method for inferring GRN, tests are performed on benchmark networks with expression datasets from DREAM challenge [20] . In this experiment, the DREAM3 datasets about Yeast knock-out genes with size 50 and 100 are used. To evaluate the performance of our method, we compare it with several classic methods including LASSO [13] , random forest GENIE3 with parameters'sqrt' and 'all' [14] , respectively, noise and redundancy reduction NARROMI [38] . The parameters in these methods are set by default.
Firstly, we test our method on the Yeast gene expression with network size 50, sample number 50. Table 1 shows the results obtained by different methods with respect to TPR, FPR, PPV, ACC and F-score. From the results, we can see that our method is superior to the other methods except the method NARROMI for ACC. Secondly our method is applied to the Y east gene expression with network size 100, sample number 100. Table 2 shows the results obtained by different methods with respect to five indexes. From the results, we can see that our proposed our method performs better than the other methods except the method GENIE3-all for TPR. In addition, to assess the effectiveness of our proposed criterion function, the ROC curves obtained and five criterions by Fitness1 and Fitness2 on 50-gene network and 100-gene network from DREAM3 are shown in Figure 3 and Table 1 and 2, respectively. The results shows that our proposed criterion function Fitness2 performs better than general function Fitness1. 
Real gene expression data
The real biological datasets result from SOS DNA Repair network of Ecoli bacterium [29] , which contain four experiments under various light intensities (5Jm
-2 , 20Jm -2 ). Each experiment (http://www. weizmann.ac.il/mcb/UriAlon/Papers/ SOSData/) consists of 50 time points evenly spaced by 6 min, refers to eight genes: uvrD, lexA, umuD, recA, uvrA, uvrY, ruvA and polB.  lexA could not be identified. Table 3 shows the detail comparison of results from different method which are commonly used to infer the gene regulatory network. The results shows that our proposed method performs better than other methods. 
Discussion
In this paper, we propose a novel method to infer gene regulatory network from gene expression data. From results on the DREAM3 benchmark datasets and real biological datasets result from SOS DNA Repair network, our method is effective and superior to other methods significantly. The following factors may lead to the good performance of our method.
First, it integrates network topologies from linear and nonlinear models, i.e., the overall network consisting of linear and nonlinear relations between gene pairs. It overcomes the defects resulting from linear methods losing nonlinear relations and nonlinear methods losing linear relations.
Second, the criterion function we proposed contains sparse and relevant terms. The sparse term satisfies the condition that each target gene has a tiny fraction of the candidate regulators as true regulators, and could weaken the influence that candidate regulators for a given target gene is much larger than the number of expression points. The relevant term utilizes MI from information theory to evaluate the correlation between gene pairs in order to detect the statistical dependence and select maximum relevance regulators of a target gene.
In addition, our method can distinguish the direct interactions from indirect ones, which are important for causality analysis. However, there is some limitation for our method. As same as that of NARROMI, our method cannot infer self-regulating edge, which is also a general limitation of many other methods [11, 21] .
Conclusion
In this paper, we propose a novel method to improve the accuracy of gene regulatory network inference from gene expression data. In this method, network topologies from linear and nonlinear models are integrated. Moveover the sparse and relevant terms are added to the criterion function while inferring linear and nonlinear models. The method is validated on the benchmark gene regulatory from DREAM3 challenges and SOS DNA repair network of Ecoli bacterium. The results are superior to the previous methods.
