Abstract. As one of the most serious cancers, lung cancer has the highest morbidity and mortality rates. The lack of effective method to diagnostic the cancer in time increases its death rate. The Fuzzy Interactive Naïve Bayesian (FINB) network is one of Bayes network methods that can be used classify microarray data set. FINB network gives weights to describe the degree of interaction between different genes and uses them to construct the network. In the experiment the gene expression profiles from Affymetrix Human Genome U133 Plus 2.0 microarray. We use the Neural Network with a Weighted Fuzzy Membership Function (NEWFM) to train the data set and reconstruct the Fuzzy Interactive Naïve Bayesian network, then we obtain the result and compare with Tree augment naïve Bayesian (TAN) network.
Introduction
As a kind of disease, cancer has the higher morbidity and mortality rates than other diseases. And lung cancer is one of most serious cancers. Every year there are millions of people die of lung cancer. In recent years air pollution become much worse and the number of smokers are much more than before. So the number of lung cancer patients is getting more and more. So diagnosing the lung cancer in time is a very important part of medical area.
Naïve Bayesian network is a universal way to judge the lung cancer by using gene expression data. In this paper we propose another Bayesian network --Fuzzy Interactive Naïve Bayesian (FINB) network [1] to do the classification. FINB network is an interactive Bayesian network that every attribute has an interactive parent which has the biggest influence from all the attributes. And we set a weight between each attribute and its interactive parent to represent their relationship and the weights are constructed by neural network with weighted membership functions (NEWFM) [2, 3] .
Materials and Method

Materials
This experiment data are sixty pairs of tumor and adjacent normal lung tissue specimens which were analyzed by Affymetrix U133plus2.0 expression arrays [4] .We use all 120 samples for both training and test.
Preprocessing of the Data Set
In this section, we will do the feature selection and data normalization. Feature selection is very important. Using appropriate feature selection method can improve the performance by reducing the influence of useless features [7] . In feature selection part, we use the Bhattacharyya distance (BD) method and get Bhattacharyya distance of all the genes, then we select the genes that have the biggest distance. In data normalization part, we use the sigmoid method to normalize the selected genes.
Feature Selection
In this paper, we use the Bhattacharyya distance [5] to do the feature selection. After calculating Bhattacharyya distance of all the genes, we select the five genes which have the largest distances.
Normalization
After the feature selection, we use sigmoid method to normalize the selected gene data set [6] . And the value of data set was normalized between 0 and 1.
Construction of FINB network
After the preprocessing, we should get the interactive parents of the data set and construct the FINB network. We use non-overlap area distribution measurement method (NADM) [2, 3] to get the relationship between different genes in the data set. We set a weight between every gene and its interactive parents to show their interactive relationship. Then we can construct the FINB network by using every attribute's interactive parent and the weight between them. The construction of FINB network is shown in Fig. 1 .
... 
Classification by using FINB network
After constructing the FINB network, we can get the distribution of every attribute. And using the distribution and the weight of every attribute we can do the classification of the data set. First, we can get the probability of each sample about every class C, the equation is given by
Then, we can get the biggest probability of the sample about every class 
Result
After the experiment, we get the accuracy by using the FINB network and TAN network, the result is shown in Table 1 
Conclusion
In this experiment, we use gene expression data set with 120 samples which has 60 samples is lung cancer and others are not. We construct FINB network and use TAN network, respectively, to classify the data set. And the result show the performance of FINB is better than TAN.
