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I. INTRODUCTION 
A. Preliminary Remarks 
The elements titanium (Ti), zirconium (Zr), and hafnium (Hf) 
form a transition metal subgroup (hereafter referred to as the IVB 
subgroup) in which the electronic configuration of the valence state 
2 2 
of the free atom is of the form nd (n+l)s where n = 3,4,5 for Ti, 
Zr, and Hf respectively. The IVB metals are of considerable experi­
mental interest because of their structural characteristics and the 
temperature dependence of their electrical and thermodynamical properties. 
As is characteristic of the transition elements, these properties are 
determined, for the most part, by the behavior of the d valence electrons 
which, in the solid state, form rather narrow energy bands compared to 
the bands formed by s and p electrons of similar energy. Electronic 
band structure calculations show that these d bands lie close to and 
extend through the Fermi level. Because of this behavior it is expected 
that the d-band electronic structure would have a significant effect 
on the interatomic forces since it is the electronic states near the Fermi 
level which play the dominant role in screening the ion-ion interaction. 
The large number of d electronic states near the Fermi level also deter­
mine. to a large extent, the transport properties and electronic specific 
heat of these metals. 
The influence of the d-band electronic structure on the interatomic 
forces manifests itself most clearly in the energy spectrum of lattice 
vibrations. This can be illustrated by considering the transition 
2 
elements of the fifth and sixth columns of the periodic table. The 
electronic structure of the column-V and column-VI metals differ in that 
the column V-metals have five electrons outside the closed shell while 
the column-VI metals have six. The dispersion curves of the column-V 
transition metals niobium (1) (in the 4d series) and tantalum (2) (5d) 
are similar to one another, as are those of the column-VI metals 
chromium (3) (3d), molybdenum (4) (4d) and tungsten (5) (5d) . The dis­
persion curves of the column-V metals, however, differ greatly, both in 
shape and frequency level, from those of the column-VI metals. Since the 
dispersion curves are a reflection of the interatomic forces these results 
imply a strong dependence of the interatomic forces on the electronic 
structure for these metals. 
Several properties of the IVB metals suggest an unusual and some­
what complicated behavior of the interatomic interactions in these ele­
ments. Elastic constant data (6), specific heat (7) and resistivity 
(8,9,10) measurements, and the IVB group's superconductivity properties 
(11) indicate that the electronic structure is the influential factor 
in determining their physical character. However, much of these data on 
these metals do not yield direct information concerning the effect of 
the electronic structure on the behavior of these properties. On the 
other hand, measureraerits of the phcnon dispersion curves can provide 
information about these metals on a microscopic level and consequently 
provide great insight into the role of the electronic structure. 
The present work is an attempt to characterize the lattice dynamics 
of the IVB transition elements in the hexagonal close packed (hep) 
3 
structure^  (a-phase) . In this study the dispersion curves as well as 
their temperature dependence are investigated in order to obtain more 
information about the thermophysical properties of these elements as well 
as their electronic nature. It is hoped that such an investigation will 
help clarify the physical picture emerging from recent theoretical 
models. 
B. Thermophysical Properties of the IVB Subgroup 
1. The hep -» bcc structural transformation 
The IVB elements have relatively high melting temperatures (see 
Table 1 for a summary of the important physical properties (11-18) of the 
IVB subgroup) and upon solidification crystallize into the body centered 
cubic (bcc) structure (3-phase). However, for these metals the bcc 
lattice is dynamically unstable at low temperatures and consequently 
they undergo a structural phase transformation of the martensitic (19,20) 
variety to the hep structure (a-phase) which then remains stable for 
all temperatures less than the transformation temperature  ^bcc* 
This structural change is accompanied by about a one percent change in 
volume (V^ ^^  ^< vî^ *^ ^^ ) . Recent measurements of the phonon dispersion hep bcc 
in hep Zr (21,22,23,24) as a function of temperature show no precipitous 
decrease in any of the phonon frequencies as the transformation temper­
ature is approached from below which suggests that the transition is 
first order in character. The application of pressure (25,26,27) or 
See Appendix A and B for a discussion of the hep lattice. 
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Table 1. Physical properties of titanium, zirconium, and hafnium 
Titanium Zirconium Hafnium 
Atomic mass (amu) (12) 47.90 91.22 178.49 
Z 22 40 72 
Atomic ground state 3d^ 4s^  4d^ 5s^  5d^ 6s^  
Melting temperature (7) 1943 + 5K 2125 + 5K 2500 + 20K 
Density (gm/cm ) (295K) 4.5 (13) 6.57 (14) 13.28 (15: 
Lattice parameters (12) 
a(A) 2.950 3.232 3.1967 
c(A) 295K 4.686 5.147 5.0578 
c/a 1.588 1.593 1.5822 
bcc 2 hep 1155K 1136 + 5K 2013 + 20K 
transition temperature (7) 
Debye temperature^  
8S'H"(4K) (16) 428 + 5K 291.7 + 1.3K 251.9 + IK 
9p^ (4K) (6) 425.65K 295.98K 256.29K 
CD
 
O
 H
 
II 8 h-'
 
360K 26 OK 200K 
Elastic constants (6) 
(loiz 
Cii(4K) 1.761 1.534 1.901 
C^ (^298K) 1.624 1.434 1.811 
C^ (^1023K) 1.253 1.108 
S^.H.— determined from specific heat measurements. 
EC — determined from elastic constant measurements. 
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Table 1. Continued 
Titanium Zirconium Hafnium 
C]^ (4K) .869 .672 .745 
CLgCZgSK) .920 .728 .772 
C^ 2(1023K) .996 .838 
~ .683 .646 ~ .655 
CLjCzgSK) .690 .653 .661 
C^ j(1023K) .656 
~ "c^ (^4K) .508 .363 .600 
C^ (^298K) .467 .320 .557 
C^ (^1023K) .307 .220 
C~(4Ky ~ 1.905 1.725 ~ 27044 
C33(298K) 1.807 1.648 1.969 
C__(1023K) 1.529 1.393 
C,,(4K) .446 .441 .578 CD 
Cg^ (298K) .352 .353 .520 
Cg^ (1023K) .118 .125 
Coherent neutron -.337 + .002 .70 + .01 .777 + .014 
scattering amplitude (18) 
— , -12 b (10 cm) 
Thermal neutron cross sections 
(barns) (18) 
Coherent 1.45 6.16 7.587 
Incoherent 2.71 + .22 <0.3 
O 
Absorption (X=1.8 A) 5.8 .18 105 
6 
Table 1. Continued 
Titanium Zirconium Hafnium 
Superconducting transition 
temperature—T^ (K) (11) .39K .55K 
7 
alloying (28,29,30,31) causes the hep ^  bcc transition to be superseded 
by a transformation to so called omega phase. 
Burgers (32) has examined the bcc to hep transformation of Zr and 
concluded that the {110} planes of the bcc phase become {001} planes of 
the hep phase. Consider Fig. 1 which shows atomic projections on the 
{001} hep planes and the {110} bcc planes. Burger showed that the trans­
formation could be accomplished by a primary shear displacement along 
a {112} bcc plane in a [111] direction (denoted by {112}[111]). As a 
result the acute angle in the basal parallelogram in the {110} bee plane 
changes from 70.53° to 60°. A small {110}[110] shear then completes the 
transition. The corresponding reverse shear system in the hep phase is 
a {100}[110] shear followed by a small {001}[110] shear. Neutron scat­
tering studies on bee and hep Zr (24) seem to confirm this transformation 
mechanism. 
2. Elastic constant measurements 
The variations with temperature of the elastic moduli in single 
crystals of hep Ti, Zr, and Hf (6) have been experimentally determined 
from 4 to il55K. As seen in Figs. 2a-2d, the measurements show not only 
a substantial decrease in most of the with increasing temperature 
but also a marked anisotropy in their temperature behavior. The 
shear modulus is by far the most temperature sensitive. This modulus 
describes the long wavelength shear {100}[110] and is thus a direct 
measure of the softness in the hep structure leading to the bee trans­
ition. For Ti and Zr, C,, decreases by approximately 75% in the interval 
Ob 
between 4K and their respective phase transformation temperatures. The 
Figure 1. Atomic projections on [001] hep planes and [110] bcc planes 
which show Burger's hep -(->• bcc transformation scheme. The 
arrow points in the direction of the shear displacement 
(a) 
(c) 
1000 1200 
400 600 
T ( K )  
1200 
(b) 
(d) 
E 
I 
Kt 
O 
o 
u> (O 
u 
•6 
.5 
. 2  
1 1 1 1 1 _ 
C44 
-
1 1 1 1 1 
o 200 400 GOO 800 1000 1200 
T  ( K )  
200 400 600 800 1000 1200 
Figure 2. The temperature dependence of the elastic constants (a) , (b) C^ ,, (c) and 
(d) for the IVB metals. The points on the curves are the experimentally determined 
values (6) 
10 
shear modulus measures the {001}[100] shear) is the next 
most temperature dependent, with a total decrease of about 42%. The 
compressional moduli and decrease by 32% and 21% respectively. 
For Hf the results reveal an anisotropy similar to that of Ti and Zr in 
the range of 4-300K although the differences in the temperature sensi­
tivities are not so marked. Neutron scattering studies of the [100] 
acoustic phono ns polarized in the [110] direction^  for hep Zr (21) show 
the average phonon frequency decreases by only 10% from 300 to 1023K. 
Thus the softening of this branch is largest in the elastic limit as 
indicated by the behavior of Subsequent neutron measurements of the 
DO 
other acoustic modes of hep Zr (21,22,23) yield the same pattern of 
behavior. 
A large fraction of the observed decreases in the and the phonon 
frequencies with increasing temperature appear to be due to thermal ex­
pansion and anharmonic effects. Measurements of the pressure derivatives 
of the elastic moduli of hep Ti and Zr by Fisher and Manghnani (33), how­
ever, indicate that the volume effect is quite small. With respect to 
anharmonic effects the neutron scattering data on hep Zr revealed only a 
softening of the phonon frequencies and not the strong broadening one 
would expect if anharmonicity was a major factor. These observations 
suggest that the shifts in C.. and the phonon frequencies are due to 
In the elastic limit the frequencies of these phonons are proportional 
to /C--. See Appendix A. 
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changes in the long range interatomic forces which are mainly determined 
by the electronic response to the nuclear motions, i.e., screening 
effects. 
3. Specific heat measurements 
Fig. 3 shows the specific heat at constant pressure, C^ CT), for 
the IVB subgroup (7) in the a-phase. C^ fT) increases almost linearly 
with temperature and even at high temperatures (T » ~ 8^ ) shows 
no tendency to saturate in compliance with the Dulong-Petit law 
(Cp(T >> 6^ ) = 5.96 cal/mole-K). This behavior is usually attributed to 
anharmonic effects. However, as mentioned previously, such effects appear 
to be small. 
To understand this behavior of the specific heat, Grimvall (34) 
calculated the quantity C - C° (T/9_) for Ti where C° is due to 
p ph D ph 
harmonic phonons with a constant 8^  = 353K. Using the electronic density 
of states of Ti (35), the electronic specific heat C^ (^T) was calcu­
lated and then subtracted from C -C , (T/6„). The balance was then 
p ph D 
attributed to the temperature dependence of the phonon frequencies. In 
order to account for the observed specific heat Grimvall concluded that 
the phonon frequencies of Ti must decrease by an average of 10% when 
the temperature is increased from 300 to 1155K. This is consistent with 
the phonon measurements on hep Zr (22,23,24). The calculated specific 
heat for Zr using the available phonon data and the above method was 
found to agree quite well with more direct measurements of C (T) (23). 
12 
8.5 
7.5 
O) 
6.5 
Dulong - Petit 
5.5 
300 500 700 900 1100 
T(K) 
Figure 3. The high temperature specific heat of the IVB elements (7) 
400 800 1200 
T(K)  
1600 2000 
Figure 4. High temperature electrical resistivity for Ti, Zr, and 
Hf (8,9,10) 
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4. The electrical resistivity 
The resistivities p(T) of the elements of the IVB subgroup 
(8,9,10) also exhibit unusual behavior as can be seen in Fig. 4. In 
the temperature range from 300 to 500K p(T) increases linearly 
with increasing temperature, the normal behavior for a metal. For 
temperatures larger than 500K, however, the resistivity begins to show 
a downward curvature and at still higher temperatures (lOOOK for 
Ti and Zr and 1600K for Hf) p(T) tends to saturate. The behavior is 
extraordinary since, at high temperatures, p(T) is due predominantly 
to phonon scattering (36) and therefore 
p(T) = 
On the basis of phonon data for hep Zr (23) one expects 8^  to 
decrease about 10% from 300 to HOOK causing p(T) to curve upward. 
Thus the downward curvature of p(T) is even more surprising than 
sight ba inferred fro= Fig. 4 alone. It has been argued (8,34) that 
the anomalous temperature dependence is caused by the decrease of 
the mean-free path of the conduction electrons to some lower limit 
(of the order of the interatomic spacing) as the temperature is 
increased. If this limit is reached a further decrease of the mean-
free path due to phonon scattering is not possible and a low or zero 
dp/dT results. 
14 
C. Phonon Spectra and the Electron-Phonon Interaction 
In addition to the above properties, the IVB elements are also 
superconductors albeit their transition temperatures (11) are low. 
We would thus expect the electron-phonon interaction to be large 
in these metals and to manifest itself through the behavior of the 
materials phonon spectra. Specifically the electron-phonon inter­
active could alter the "normal" dispersion character of these metals. 
Kohn has specified (37) a situation for which the electron-
phonon interaction will be reflected in the phonon spectrum of a 
metal. A phonon of wavevector q and frequency 0 sets up a potential 
field due to the motion of the ions in a crystal. The electrons 
move to screen this field thereby modifying the ion-ion interaction 
and altering the phonon frequency. The renormalized frequency v(^  is 
"(q) ' ITS' 
where (36) is the dielectric function describing the screening 
of the electrons. e(q) exhibits non-analytic behavior at wavevectors 
q^ ^^  equal to extremal dimensions of the Fermi surface. Physically 
this means that the ability of the electrons to screen the ionic 
motion suddenly drops for q = q^ ^^ . Kohn pointed out that the sudden 
drop in e(q) as q increases through q^ ^^  should lead to a small sudden 
increase in the eigenfrequency v(q) at the point q = q^ ^^ . 
This effect of the electron-phonon interaction on the phonon dis­
persion of a metal was first observed in lead by Brockhouse e^  (38) 
The dispersion curves for lead showed several small anomalous kinks 
15 
at wave vectors which correspond to the difference between large 
parallel segments of the Fermi surface. Since then, Kohn anomalies 
have been observed in a nunier of metals. 
Many metals have structure in their phonon spectra which is 
not due to Kohn anomalies but presumably to some other effect of the 
electron-phonon interaction. Phonon measurements on Nb (2,39) provided 
the first direct evidence of the existence of such structure or 
anomalies in the dispersion curves of a transition metal. These 
anomalies are primarily due to softening of the phonon frequencies of 
particular branches in particular regions of reciprocal space. Further 
experimental work has shown that the presence of anomalies in the 
phonon spectra of transition metals, alloys, and compounds (hereafter 
TMC) is fairly common. What is intriguing about these measurements 
is the apparent correlation between these anomalies, the density 
of states at the Fermi level (n(Ep)) and the occurrence of relatively 
high superconducting transition temperatures. For example, increasing 
the concentration of Mo in the alloy Nb^  Mo^  ^  decreases n(Ep and 
lowers (T^  for Mo = .92K, for Nb = 9.IK). The anomalies present 
in the phonon spectra of pure Nb gradually disappear with increasing 
Mo content (40) . Another example is the TMC with the rocksalt structure. 
Tlie dispersion curves of NbC (41) and TaC (42) (which have super­
conducting transition temperatures of 11.5K and 10.35K respectively) 
show anomalies in certain acoustic modes whereas the dispersion 
curves of ZrC (43) and HfC (41) (with T^  < .05K) show none. 
16 
For the superconducting hep transition elements room-temperature 
measurements of the dispersion curves seem to indicate that there 
is a correlation between T and the anomalous behavior of the zone-
c 
center [OOIJLO mode. The [OOljLO branch of technetium (Tc), which 
has the highest of the hep elements, exhibits a very pronounced 
dip (44) at the zone center (see Fig. 5). On the other hand the 
zone center [001]L0 mode of the low-T^  hep transition elements is, at 
room temperature, only moderately softer than this mode in the 
nonsuperconducting hop elements. This can be seen (Fig. 5), for instance, 
by comparing the room temperature c-axis dispersion curves of Zr 
(25,26,45) with those of Y (46), which is not superconducting. 
In addition to the room temperature measurements on Zr, temp­
erature dependent studies of its phonon frequencies (21,22,23) 
reveal that the zone-center [001]L0 mode increases in frequency with 
increasing temperature. This behavior differs from that of the other 
modes in Zr which decrease in frequency with increasing temperature. 
D. Purpose of the Experiment 
To summarize the discussion to this point, the temperature 
dependence of the fhermophysical properties of the elements of the 
IVB transition metal subgroup has some very interesting features. 
The electrical resistivity at high temperatures nearly saturates 
to a constant value and the specific heat increases more rapidly 
with increasing temperature than one would expect from a simple 
consideration of anharmonic and electronic contributions to the 
Dulong-Petit law. Elastic constant measurements show a large decrease 
[ooç] 
— ZIRCONIUM 
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Figure 5. Phonon spectra for Tc, Zr, and Y In the c-directlon at room temperature (44) 
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of the elastic moduli with increasing temperature. The elastic 
constant C,,, which describes the long wavelength shear {100}[110], 
D O  
decreases by a factor of four for Ti and Zr as the temperature increases 
from room temperature to their respective hep Î bcc transformation 
temperatures. Burgers has shown that the hep bcc transformation can 
occur through this {100}[110] shear of the hep lattice. 
The IVB elements also exhibit the property of superconductivity. 
Recent phonon measurements on several of the hep superconducting 
elements indicate a correlation between their superconducting trans­
ition temperatures and the behavior of the [001]L0 zone center mode. 
In Zr this mode displays an unusual temperature dependence, the 
phonon frequency increasing with increasing temperature. 
To understand more fully the nature of the behavior of the 
physical properties of the IVB metals we have investigated the lattice 
dynamics of hep Ti and hep Hf using inelastic-thermal neutron scat­
tering techniques. In these studies the dispersion curves as well 
as their temperature dependence have been investigated in order 
to obtain information about the temperature dependence of the 
thermophysical properties and the electronic structure of the IVB 
subgroup. A knowledge of the phonon frequencies and their temper­
ature dependence enable us to calculate various physical quantities 
(elastic constants, lattice specific heat, thermal parameters, etc.) 
which can be compared with results obtained by other means of 
measurement. As regards the electronic structure of these metals, 
the effect of temperature is largest for electronic states near the 
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Fermi level, the states which play the dominant role in screening 
and phonon coupling. Measurements of the temperature dependence of 
the phonon dispersion curves of these metals should then provide 
information on how these electronic states respond to the nuclear 
notions. 
Neutron scattering is probably the most powerful experimental 
technique for the study of the structure and dynamics of condensed 
matter under a wide variety of conditions. Its value in the study 
of the phonon spectra of solids is a result of the following basic 
properties of thermal neutrons: 
(a) the wavelength of thermal neutrons is comparable to 
the interatomic spacing of atoms in a crystal, 
(b) the energy of thermal neutrons ('^ '5 to 100 mcV) is of the 
order of the energy of elementary excitations of the 
crystal (phonons, magnons, etc.) and 
(c) the neutron is a neutral particle. 
From (a) it is clear that thermal neutrons will display interference 
effects when scattered from a crystal and from (b) that they afford 
a very sensitive means of measuring the energy spectra of elementary 
excitations of the crystal. Since the neutron is neutral (c) it 
can penetrate the bulk of the crystal unlike electrons and x-rays. 
In Chapter II we review the basic theory of lattice dynamics as 
formulated by Born and von Kafmân and also discuss some of the methods 
used in applying the theory to transition metals. In Chapter III 
we discuss briefly the principles and methods which underlie measure-
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ments of phonon spectra by inelastic neutron scattering techniques and 
in Chapter IV the experimental details and data for hep Ti and hep 
Hf will be given. Finally, in Chapter V, the analysis and discussion 
of the experimental data will be presented which, along with the 
recent phonon data on Zr, will clarify our understanding of these 
metals. 
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II. LATTICE DYNAMICS 
The groundwork for the investigation of vibrations in crystalline 
solids was laid principally by Born, von Kannan and cc-wcrkers (47,48) 
in the early 1900's and has been summarized in the book by Bom and 
Huang (49). In the first half of this chapter we will review the basic 
premises underlying lattice dynamics as proposed by Bom ^  In par­
ticular we will show by the use of the adiabatic and harmonic approxima­
tions that the thermal motion of any atom in the solid can be described, 
in classical terms, as a superposition of elementary displacements due 
to plane waves or normal modes of vibration. These normal modes are 
characterized by their wavelength, frequency, and amplitude of vibra­
tion, the latter two which depend on the interatomic forces. Using a 
quantum mechanical description, the normal modes are quantized in 
energy and are referred to as phonons. The explicit relationship 
between the phonon frequency and the interatomic forces will be 
expressed in terms of the dynamical matrix. 
The second half of this chapter will be a discussion on various 
methods of evaluating the dynamical matrix for transition metals. The 
progress in our understanding of the phonon spectra of transition metals 
has been slow and difficult. This has been due primarily to the 
difficulties of calculating the electron-phonon interaction and of 
treating electronic screening effects in metals having strong d-like 
character in their wavefunctions. As a result, what is usually done 
[and will be done to a large extent in this work on the IVB subgroup] 
is to fit phenomenological interatomic force constants of one type or 
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another to the observed dispersion curves. This method does fairly well 
in fitting the data and providing information about thermodynamic 
properties but does not give one a great deal of insight into the 
physical origin of the interesting anomalies observed in the disper­
sion curves of transition metals. Recently there has been some inter­
esting developments in the microscopic theory^  of the phonon spectra 
of transition metals that have led to a much greater degree of under­
standing of these phonon anomalies. We will review briefly some of 
these developments. 
A. Bom-von Karman Treatment of Lattice Dynamics 
Let us consider a single crystal whose atoms are located in 
positions 
is the vector distance of the origin of the cell & of the crystal 
-V- -> ->• 
from a reference point in the crystal itself; a^  are the 
translation vectors; and X ( K )  ( <  =  1, 2, ... n) is the basic vector 
of the K-th atom in the unit cell (n atoms per unit cell). 
x( ^ ) = x(£) + x(ic) (2.1) 
where 
By a microscopic theory, we mean one that discusses dynamics 
starting from a consideration of the electronic wavefunctions and their 
readjustments to nuclear motions. 
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As a consequence of the thermal motions, the atomic nuclei are 
continuously displaced from their equilibrium positions, each by a 
small, time-dependent amount u(^ ). Then Eq. (2.1) becomes 
+ 3(t) . (2.2) 
-*• Z ->• £ 
Since x(^ ) is fixed, u(^ ) will describe the motion of the atom as 
->• a 
a function of time. A study of the behavior of u(^ ) necessarily 
entails a description of how the atom interacts with its surroundings 
and it is this description with which lattice dynamics concerns itself. 
In the case of a metal, the periodic lattice described by Eq. (2.2) 
consists of the atomic nuclei and core electrons. Interspersed among 
the ion-cores are the delocalized valence electrons. The time-
dependent Schrodinger equation for this system of electrons and ions is 
Hijj = Eijj (2.3) 
where 
K - T 4- T V CIR}) -i- V^ (^{r}) + ({r},{R}) . (2.4) 
e c cc ee ec 
In Eq. (2.4), T is the kinetic energy and V is the potential energy; 
the subscripts c and e refer to the ion-cores and valence electrons 
respectively* {r} denotes the electronic coordinates and {R} the ion 
coordinates. From the form of Eq. (2.4), it is obvious that the motion 
of the ions is inherently tied to the motion of the electrons and vice 
versa. Hence, the problem of determining the eigenvalues of the 
Hamiltonian, Eq. (2.3), appears formidable. 
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1. The adiabatic approximation 
It is possible to obtain a solution to Eq. (2.3) by separating the 
dynamical aspects of the electronic motion from that of the ions. This 
would imply that the Hamiltonian, Eq. (2.4), could be written as 
H = H + H (2.5) 
c e 
with the eigenfunction $^ (^r,R) of H being expressed as 
*ax(r,R) % 0^ (^R)x^ (r,R) . (2.6) 
Here (r,R) and 0 , (R) are solutions of the electronic and nuclear 
n nA 
Hamiltonian: 
+ \^ (lr>R»lx^ Cr,R) = E^ ({E))Xj,(r,E) (2.7) 
[T^  + E^ ({R}) + V,c((Rl)]8a,(R) - . (2.8) 
Note that the eigenfunctions and eigenvalues E^ (R) depend 
parametrically on the positions of the iuns. 
Equations (2.5) and (2.6) for= the esssncs of the adiabatic 
approximation (48). The conditions for its validity are inçlicit in 
Eq. (2.8) which suggests that as the ions move,the electronic system 
continually adjusts itself according to Eq. (2.7) without changing 
its quantum number n. In the process, the electronic system contributes 
an energy E^ R^) to the crystal potential so that 
* (R) = E ({R}) + V ({R}) (2.9) 
n n cc 
where $^ R^) now describes the effective potential which governs the 
nuclear motions when the electronic system is in its n-th state. This 
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is possible only when the ions move very slowly compared to the elec­
trons so that the latter can make continuous readjustments so as to 
remain in the same electronic state. In other words, for the approxi­
mation to hold, the frequencies of nuclear motions must be smaller than 
the characteristic electronic transition frequencies. While this may 
seem appropriate in the case of insulators where an energy gap exists 
between filled and unfilled electron states, it is not obvious for 
metals since there is no corresponding energy gap. Chester (50) and 
Ziman (36), however, have pointed out that even for metals, the motion 
of the electrons will be essentially adiabatic; since the typical 
phonon energy is ^ 0^25 eV and the typical electron energy is 'vl eV, 
only these electrons with energy close to the Fermi level can undergo 
transitions - the exclusion principle prohibits most transitions. 
Given the adiabatic approximation and the existence of the effec­
tive potential $^ (R), we now proceed to discuss the small amplitude 
displacements of the ions in a crystal. It will be assumed that the 
electronic system is in its ground state so that the subscript n in 
Eq. (2.9) will be omitted for simplicity. 
2. The harmonic approximation 
The positions of the ions in the crystal are described by Eq. (2.2). 
The effective potential $(R) described above reaches its lowest value 
for a configuration which forms a perfect lattice, that is when u(^) 
in Eq. (2.2) is zero. If we assume that the displacements u(^ ) about 
x(^ ) are small, we may expand the potential energy $(R) in powers of 
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u( ^ ) about x(^ ) as follows: 
<|) = + (2.10a) 
where 
= $({x( ^ ) }) (2.10b) 
3$ 
tKa 3u„(^ ) 
(2.10c) 
I ^ 9^ 0 
Zko. S,'K'B SUg( ^ )3Ug(*, ) 
(2,10d) 
The subscript 0 indicates that the derivatives are to be evaluated for 
the equilibrium configuration. This immediately leads to the result 
that = 0. If we limit the expansion in Eq. (2.10) to second order, 
the potential becomes 
$ = *({%( ^ )}) + I" I 
i K a  & K B 
S,' (2.11a) 
where 
0 0 ' 
2 3 $ /A 1 IX.N 
• X-LU^ 
0 
This is referred to as the harmonic approximation for the potential 
energy and along with the potential expansion in Eq. (2.10) is meaning­
ful only when the rms displacements of the ions in the crystal are 
27 
small compared to the interatomic spacings. With the exception of the 
light elements like He, this approximation holds for most solids below 
their melting temperature. This is not to say that anharmonic effects 
arising from higher order terms in the potential do not exist. These 
effects produce a finite phonon lifetime, thereby broadening the one-
phonon peak (51). They also tend to shift the position of the peak 
slightly, usually to lower frequency. However, these effects will be 
assumed to be small in the present case and will be neglected. 
3. The classical equations of motion of the ions in a crystal 
Using Eq. (2.11) we may write the total energy of the ionic system 
as 
(2.12) 
Hamilton's equation then yields 
1  z z  '  
for the equation of motion of atom ( ). The coefficient o( ,) in 
K OTP KK 
Eq. (2.13) is the negative of the force exerted in the a-direction on 
the atom at x( ^  ) when the atom at x (^ , ) is displaced in the 
B-direction. In analogy with the harmonic oscillator, these coeffi­
cients are called force constants. 
Equation (2.13) is subject to the constraint that the sum of the 
forces on any atom must be zero when the undistorted lattice is given 
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an infinitesimal translation or rotation since no internal distortion 
has taken place between any atom pair. It can be shown (52) then that 
infinitesimal translational invariance gives 
and rotational invariance yields the condition 
J , I ° for all m, a. « (2.15) 
% K 3n 
where E. is the Levi-Cevita symbol. gmn 
The force constant matrices given in Eq. (2.13) are also subject to 
conditions imposed by the symmetry properties of the crystal which are 
characterized by its space group G. The elements of G are the opera­
tions which, when applied to the crystal, leave the crystal invariant. 
The operations, are a combination of a rotation R, a primitive 
lattice translation x(m), and in some cases a nonprimitive translation 
V(R). Space groups which have V(R) = 0 are called symsorphic while 
those which have a nonzero v(R) are nonsymmorphic; the hep lattice 
belongs to the latter group. 
The operation is usually written in the Seitz notation 
{Rjx(m) + v(R)} and its effect on the static crystal is defined as 
R x( ^ ) = Rx( ^ ) + x(m) + v(R) = x( ^ ) . (2.16) 
m K — K — 
R operating on Eq. (2.2) yields 
m 
R^ r( ^ ) = x(^ )+Ru(J) . (2.17a) 
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£ '  
If we perform the same operation on another lattice site then 
- ) • ? '  - > - T '  - ) - T '  
= r(K') = =(K') +*"(<') (2.17b) 
Î, Z ' It is evident that the potential between sites ( ^ ) and (^ ,) must be 
L L' the same as the potential between sites (^ ) and (^ , ) since the crystal 
remains invariant under the operation R^ . Then, using Eqs. (2.11) and 
(2.17) 
a3 
\ , /LL ' ^ / L ^ /L ' V I 
mn 
T T, 
ij mn 
 ^  ^ "^ mn^ KK'^ m^a^ ng 
aB mn 
. (2.18) 
Equating coefficients on both sides of Eq. (2.18) gives 
• /  \  
K K '  ^   ^'^ mn^ KK' ^ m^a^ ng 
mn 
which in matrix notation gives 
*(!!!) = à*(%^ !)R 
KK 
(2.19a) 
Since rotation matrices are orthogonal R = R ^  and Eq. (2.19a) may be 
rewritten as 
(2.19b) 
The application of Eq. (2.19) for all possible symmetry elements 
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££. ' identifies interdependences of the force constants ) by com­
parison of transformed matrices with the original matrices. 
4. Solutions of the equations of motion 
The Bloch theorem (36) states that if the potential $(R) is 
periodic with the periodicity of the lattice then the solutions to 
Eq. (2.13) must be such that the displacements of corresponding atoms 
in different cells be equivalent, apart from a possible phase factor. 
Since $(R) has the periodicity, this suggests wave-like solutions to 
Eq. (2.13) of the form 
£ 1  ^ i[q-x(J)-(o(q)t] 
u ( ) = A(q)e (K|q)e • (2.20) 
a < /FT o 
K 
Here A(q)e^ (Klq) is the displacement vector which describes the maximum 
amplitude (A(q)) and polarization (e(K|q)) of the (^ )-th atom under­
going a periodic oscillation of angular frequency w(q) due to a wave­
like perturbation characterized by a wavevector q. 
Applying this solution to Eq. (2.13), we obtain the following 3n 
simultaneous equations in the displacement vectors: 
*^ (9)e^ (K|q) = )eg(K'|q) (2.21a) 
a =  X ,  y, z; < = 1, ... n , 
where we have defined the dynamical matrix 
^ I wL') '  • 
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Equation (2.21) can be written in matrix notation as 
(jj (q)E(q) = D(q)E(q) 
where D(q) is a 3n-dimensional square matrix; 
D(,%) D(,\) 
'11 12" 
D(q) = 
with D( ^ ,)a3.:3 matrix; KK 
D ( 9,) 
XX KK Dxyfc:') 
(J.) D_ (J,) 
yx KK yy << 
E(q) is a 3n-component column matrix 
E(q) = 
r- -I 
SyCllq) 
e^Cllq) 
M )  
GyCnlq) 
e (nj q) 
(2 .22 )  
(2.23) 
(2.24) 
(2.25) 
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From Eq. (2.21) it is clear that the problem of determining the 
frequencies appropriate to waves of wavevector q is essentially an 
eigenvalue problem. To solve this problem we must solve the character­
istic or secular equation 
IçCq) - to (q)l 3n' 
= 0 (2.26) 
which results when we demand nontrivial solutions to Eq. (2.21). 
Solving the secular equation, Eq. (2.26), yields 3n solutions 
2 
= Wj (q) 3 = 1 »  3n 
and 3n accompanying eigenvectors 
E(^ ) = 
- ] 
ê(nlj) 
j = 1, ..., 3n 
(2.27) 
(2 .28)  
Allowing only physically meaningful solutions to Eq. (2.26) demands 
that Wj(q) > 0, j = 1, ..., 3n. 
The dynamical matrix D(q) exhibits several important features 
which are manifestations of the symmetry of the force constant matrices, 
Eq. (2.11). Since the order of differentiation in Eq. (2.11) is 
irrelevant, then 
A 
Bet K 'K  (2.29) 
In addition, since the interatomic forces cannot depend on the absolute 
positions of the primitive cells 2, within the crystal but only on 
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their relative distance, 
w"-' - wr';"' • ^2.30) 
Using Eqs. (2.29) and (2.30) it is easy to prove that 
D(q) = D'^ (q) (2.31a) 
D(q) = D(q + T ) (2.31b) 
D(q) = D(-q) (2.31c) 
and D(q=0), D(q=^ /2) are real. 
The dynamical matrix may be simplified by a technique similar to 
the one used with the force constant matrices (see Eq. (2.19)). It can 
be shown that the eigenvectors given in Eq. (2.28) provide a representa­
tion basis for the space group G of the crystal. Thus by operating on 
the equations of motion, Eq. (2.22), with the symmetry operations of 
G, one can transform the equations into irreducible form with the 
resultant dynamical matrix consisting of smaller, independent matrices; 
each of which corresponds tc an irreducible rapresentaticn of G. The 
application of this group theoretical technique to the hep lattice is 
discussed in detail in Appendix B. 
The eigenfrequencies and eigenvectors also exhibit important 
properties. From the corresponding properties of D(q), we have 
w^ (q) = u)^ (-q) (2.32a) 
and 
u^ (q) = to^ (q + t) . (2.32b) 
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Since D(q) is Hermitian,the eigenvectors corresponding to different 
2 
eigenvalues uyCq) can be chosen to be orthonormal: 
3  ^  ^  ^
I I eg(K|?)eg(K|S) = 6 , . (2.33) 
 ^ P 3 P J 
The vectors eCc]?) also form a complete set in the 3n space: 
% • (2-34) 
The solution of Eq. (2.21) can be grouped into two categories 
according to the behavior of the atomic displacements for small q. 
This can be seen by setting q = 0 in Eq. (2.21), 
eg(K'lj) . (2.35) 
If, for each 8, eg(K'j?) is independent of k', then in view of Eq. 
(2.14) we find that the right hand side of Eq. (2.34) vanishes, 
2 implying that uy(0) = 0. There are three such solutions, one for each 
value of a. The accompanying eigenvectors for these three solutions 
are such that all n particles in each unit cell move in phase, that is 
e(icl?) = e(K'|?) . (2.36) 
This behavior is that of elastic waves or sound waves propagating in a 
lattice and consequently these modes are referred to as acoustic modes. 
The remaining 3n-3 q = 0 solutions correspond to motion of the 
atoms which leave the center of mass of the primitive cell fixed. In 
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the case of the hep elements, the two atoms of the primitive cell move 
180° out of phase with each other. The frequencies of these q = 0 
solutions are finite and are referred to as optic modes. 
5. The allowed values of q: periodic boundary conditions 
We now must determine the allowed values of q or, equivalently, the 
wavelengths that can be sustained by the lattice. To do this, we con­
sider an infinitely extended crystal which is subdivided into macro-
cells , each containing a large number N of primitive cells. Any one 
of the macrocells can be regarded as the physical crystal whose vibra­
tional properties we are studying. For convenience we choose the 
macrocell to have the same shape as the primitive cell and with edges 
3 La^ , La^ , La^  (L is an integer). It follows that N = L . 
We now apply the cyclic (or periodic) boundary conditions due to 
Bom and von Karman (47) . The cyclic conditions demand that the dis­
placements of equivalent atoms in different macrocells be the same. 
Applied to the components of the displacement vector given by Eq. (2.20), 
this boundary condition requires that 
that is. 
(2.37) 
iq-La^ 
-» 
iq'La^  
1 (2.38) e e e 
The condition, Eq. (2.37), implies that q may be represented as 
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q = Ti^ b^  + 112^ 2 ^  ^3^ 3 (2.39a) 
where 
n 
\  ^ > i = 1, 2, 3 (2.39b) 
and n^  is an integer. The vectors b^ , bg, b^  are the reciprocal lattice 
vectors (see Appendix A). The values of q defined by Eq. (2.38) form 
3 
a fine mesh of points in reciprocal space with a density of (Nv^ ^^ /^&n ). 
As a consequence of Eq. (2.32b), all the distinct values of q are 
obtained by limiting attention to the first Brillouin zone. Since the 
3 
volume of this zone is 8n /v ._, it follows that the total number of 
cell 
distinct or allowed values of q is exactly equal to N. 
Since the allowed values of q form a fine mesh, it is possible to 
represent the frequencies of the 3nN modes of the lattice (recall there 
were 3n solutions to Eq. (2.27) for each value of q) graphically by 
continuous curves, as a function of q. There will be 3n such curves 
u = Wj(q), j = 1, ..., 3n, corresponding to each direction in q space. 
Such curves are called dispersion realtions and they reflect the dis­
persion of vibrational waves by the lattice. In general, the 3n curves 
(or branches) of the dispersion relation are distinct although along 
special directions of q some of the branches may be degenerate due to 
symmetry. 
Knowing how the frequencies for a given q may be calculated and 
having enumerated the allowed alues of q, we can now write the most 
general solution of the motion of the ions as a superposition of the 
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independent solutions Eq. (2.20): 
n 1 r- ^ a a i[q*x(b-a)(q)t] 
Ua(K) = 1;:= % % A(4)e (K|4)e . (2.40) 
To summarize the discussion given thus far, we have seen that if 
we restrict the potential energy to second-order terras in the displace­
ments, then the atomic motions can be analyzed in terms of vibrational 
waves associated with the harmonic vibration of atoms about their 
respective equilibrium positions. There are 3n wave-like solutions 
for each wavevector q, and the most general solution is a superposition 
of the totality of the 3nN independent solutions associated with all 
the wavevectors in the Brillouin zone. 
6. Quantum aspects of lattice vibrations 
"We may rewrite Eq. (2.40) as 
1— V 
->• -> iq'x( ) 
qj 
. (2.41) 
mr' J " J 
K 
By substituting Eq. (2.41) into the Hamiltonian Eq. (2.12) and working 
through some long, tedious algebra, one can show (52) that 
H = i I {&*(?)&(?) + w?Cq)2*(?)%(!)} . (2.42) 
 ^ qj J J -• J J 
Equation (2.42) is a Hamiltonian describing 3nN independent harmonic 
2 -» 
oscillators with squared frequencies (q). The fact that in the 
original system the nuclei are coupled via the interatomic force 
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constants produces the circumstance that only particular values of the 
frequencies can be associated to the vibrational modes. 
The transformation u(^ ) ^  Q,(?) brings the Hamiltonian Eq. (2.12) 
to as normal coordinates. If we take the inverse of Eq. (2.41) 
into its equivalent normal form, Eq. (2.42). Thus the Q.(j) are referred 
-> i"^  x(^ ) (ZC) = I /M e*(icl|)u (^ )e , (2.43) 
we see that the normal coordinates depend on the displacements of all 
the atoms in the crystal. The Q^ (?)'s measure the amplitude of the wave 
(5), or normal mode of vibration, propagating in the crystal. From 
Eq. (2.42), it is seen that Q.(j) also can be thought of as the 
coordinate of a harmonic oscillator of frequency lù.(q), associated with 
-y ^ 
the normal mode (?). 
The vibrational states of the atoms in a crystal can be described 
(52) quantum mechanically as the eigenstates of the Hamiltonian operator 
associated with the classical expression, Eq. (2.42). Since Eq. (2.41) 
represents the total energy of the 3nN harmonic oscillators associated 
with the 3niî degrees of freedom of the atoms in the crystal, the 
eigenstates of the system are given by products of Hermite functions 
of the oscillator coordinates Q.(?) 5 the corresponding eigenvalues can 
be written 
i Aw.(q)(n». + 1/2) . (2.44) 
qj ^ 
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n->-. can be thought of as the quantum number charactetizing the excita-
tion level of the harmonic oscillator of coordinate Q.(j) or as the 
number of quanta of energy ^ co^ Cq) associated with the harmonic 
oscillator itself. A phonon can then be thought of simply as a 
quantum of energy AWj(q) associated with the vibrational states of the 
crystal. However, it has become commonplace to refer to the vibra­
tional state itself with the same term. 
B. Calculations of Phonon Spectra 
Equation (2.21) is the formal statement of the Born-von Karman 
theory of lattice dynamics. From Eq. (2.21), one could calculate the 
eigenfrequencies and eigenvectors of the 3nN modes of vibration in the 
lattice if the crystal potential is known. Within the adiabatic and 
harmonic approximations, the potential energy function for the 
vibrating ions consist of a part which is due to the direct Coulomb 
interaction between the ion cores and a part which is the second-order 
change in the total energy of the valence electrons due to the ionic 
displacements. This latter part represents the ion-ion interaction 
transmitted through the valence electrons. Thus in a microscopic 
approach to lattice dynamics, the basic problem^  is to determine how 
the electronic system changes with such changes in the ionic 
It should be mentioned that the problem also demands a knowledge 
of the total electronic energy of the system. This quantity is an 
extremely large number and as a result causes computational difficul­
ties when calculating the difference in energy of two electronic con­
figurations. 
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configuration and then to evaluate the influence of this electronic 
response on the ionic motion themselves. 
There have been a number of microscopic methods for deriving the 
general formal expressions for the phonon spectrum of a crystal. We 
refer the reader to the articles by Sinha (53) and Venkataraman e^  al. 
(52) for a discussion and general review of these methods. For the 
most part these microscopic treatments of phonon spectra are extremely 
complicated and there are serious difficulties associated with actual 
calculations of the spectra. However, a rigorous theory of the lattice 
dynamics (54) of metals has been applied with considerable success to 
nearly-free-electron metals. In the case of transition metals, a 
major problem arises due to the atomic-like nature of the d-wavefunctions 
near the ion cores. This gives rise to rapidly varying charge densities 
due to the ionic displacements which make accurate calculations of the 
electronic response a formidable task. 
Because of the difficulties discussed above, what is usually done 
is to adopt a simplified model of the system, based on physically 
realistic assumptions, which allows for a qualitative understanding of 
the observed anomalies and/or trends in the dispersion curves. In this 
work we consider two closely related models for the analysis of the 
anomalous behavior of the L0[001] branch of Ti, Hf (see Chapter V) 
and Zr. 
1. Frozen phonon model 
According to the adiabatic approximation, as the electrons follow 
the nuclear motion their total energy undergoes a change equal to the 
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change in potential energy corresponding to the varied nuclear configura­
tion. For any particular phonon, this change in energy should correspond 
to the electronic system's contribution to the total phonon energy. 
This offers the idea of determining the electronic response to a mode 
of vibration by calculating the band structure for both a static 
lattice and a lattice where the ions are displaced according to the 
mode in question. That is, the phonon is frozen into the lattice. 
The frozen phonon concept was first used (55) in an attempt to 
understand d-band effects in the lattice dynamics of transition metal 
carbides. The calculation involved evaluating the change in energy of 
the electronic system when a phonon was frozen into the lattice under 
the assumption that the muffin-tin potentials moved rigidly (RMT 
approximation). The RMT approximation to the lattice dynamics was 
found to give phonon anomalies in the right positions for NbC. 
We will apply the frozen phonon concept to the anomalous disper­
sion of the LOlOOl] zone center mode of the IVB elements. In these 
calculations we will use the APW method (56) to calculate the electronic 
energy bands for the Zr lattice in which the basis within the unit cell 
is distorted in a way similar to the maximum displacement of a L0[001] 
zone center phonon. These calculations will then be compared with the 
band structure obtained from the atoms being at their equilibrium 
positions. The results of these calculations are presented in Chapter 
V. 
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2. Varma-Weber theory of phonon dispersion in transition metals 
Varma and Weber (57,58) have shown that the anomalies in the dis­
persion curves of transition metals can be explained by considering 
only the change of the total one electron energies with ionic displace­
ments. What is unique about their method is the way the dynamical 
matrix is treated. Equation (2.21b) may be rewritten 
' 5 I. <2-45) 
where for simplicity we have assumed one atom per unit cell (i, j are 
the lattice sites). From Eqs. (2.9) and (2.11) 
The total electronic energy E^ ({R}) may be expressed in terms of the 
self-consistent eigenvalues of the one-electron Schrodinger 
equation so that Eq. (2.45) becomes 
' J % 
kiJ 
Here f(Ky) is the Fermi function, k is the wavevector and y is a band 
index. In Varma and Weber's approximation, Eq. (2.47) is broken up 
into a sum of three terms 
D(R_) = . (2.48) 
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The first term denotes the second derivative with respect to the 
ionic displacements of the difference between the bare Coulomb potential 
1 2 
and the electron-electron interaction. D and D are the result of band 
structure contributions. is the contribution due to first-order 
corrections of the one electron energies which arise from second-
2 
order displacements of the ions and D is the contribution due to 
second-order corrections to the one electron energies arising from 
first order ionic displacements. 
The terms and of the dynamical matrix can be shown to be 
short-range functions of the distance between the ions. These terms 
lead to smooth dispersion curves for the lattice and can be parameterized 
using simple short range force constants. However, it was demon-
2 
strated by Varma and Weber that the D term is the source of long range 
oscillatory force fields which manifest themselves in the sharp minima 
in the phonon dispersion curves of transition metals. 
2 
The contribution D to the dynamical matrix is 
,2 (Î) . - I 
k'yy' % - =2'%' 
where the electron-ion form factor g^  ^ describes the scattering 
of an electron in state (^ y) to a state as the ions are moved 
in the a-th direction in a periodic wave of wavevector q = k - k'. 
The anomalies arise from the q dependence of g for scattering close to 
the Fermi surface. In fact, Varma and Weber found that most of the 
structure in the dispersion curves of Nb originates from scattering 
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within the d-bands near (±.5 eV) the Fermi level. The physical origin 
of the anomalies are best illustrated using an approximate expression 
for g: 
4 , ÎV '  Î  •  (2 -5° )  
m 
is the velocity and is an expansion coefficient for 
the electronic wavefunctions. Inserting Eq. (2.50) in Eq. (2.49) for 
D^ , we find that a lattice distortion of wavevector q = ^  - S' will 
reduce the energy of a state (^ y) near the Fermi surface significantly 
if a state (^ 'u') near the Fermi surface exists such that Iv^  - v^ , ,1^  
' kp k y ' 
is large. This suggests that materials with sharp saddle points in the 
band structure near the Fermi surface will give rise to the largest 
phonon anomalies. These materials also need a large density of states 
near in order to provide enough scattering states. 
The theory of Varma and Weber has been applied to a number of 
transition metals and compounds (59,60) with great success. In each 
case the observed anomalies in the dispersion curves of these metals 
were accounted for by the mechanism described above. In Chapter V we 
will discuss this approach in explaining the anomalous dispersion of 
the LOlOOl] zone center mode. 
3. Force constant models 
Because of the complexities involved with a microscopic calculation 
of the phonon spectra of a solid, it is common to assume some type of 
phenomenological force model for the solid. In these models the force 
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constants (see Eqs. (2.11) and (2.21)) are often regarded as disposable 
parameters which are adj us ted to fit the experimental data. While this 
type of modeling usually does not provide insight into the origin of 
anomalies in the dispersion curves, it does allow a fit of the experi­
mental data which can be used to determine various thermodynamic 
properties of the solid. 
The most general type of model which can be used is the general 
tensor force (GTF) model (61). In this model the force constants between 
atom pairs (Eqs. (2.11)) are parameterized and the values of these 
parameters are determined by fitting the resulting equations of motion 
(Eq. (2.21)) to the available experimental data. There are nine force 
constants between atom pairs in the GTF model although the symmetry 
arguments, Eq. (2.19), may reduce this number. Since the dynamical 
matrix, Eq. (2.21b) is evaluated By summing over all the atom pairs in 
the crystal, this model introduces an enormous number of parameterized 
force constants. As a result it becomes necessary to restrict the 
range of interaction of an atom so that this number is reduced sub­
stantially, This amounts to terminating the sum in Eq. (2.21b) after 
accounting for a limited number of pair interactions. The exact number 
of atom pairs to be included will depend on the range of forces in the 
solid. The GTF model, as with most models, most often does not extend 
beyond eight nearest neighbors. 
One can restrict further the number of force constants used by 
choosing a model which assumes a particular force form for the atom-
atom interaction. Frequently, one assumes that the forces between a 
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z a ' given pair of atoms (^ ) and ( ^, ) are derivable from a two body poten­
tial V(r) which depends only on the magnitude of the separation between 
the atoms. The total potential becomes 
1 $(r) = I I V(r) 
2,K & K 
(2.51a) 
where 
r = L Î C J )  (2.51b) 
Then, from Eq. (2.11b), one can show 
X / \ 
ag kk' 
3^ $(r) 
r=r 
3$(r) 
9r r=r 
Vb 
ag (2.52) 
where 
V:::) = i 4F 
r=r 
v::) = 4^ 
d r r=r 
and = the a-th component of r (Cartesian coordinates). From Eq. 
(2.52), it is evident that the number of force constants between atom 
pairs has been reduced to two; a bond bending force constant 
(j) ( , ) and a bond stretching or radial force constant <{> ( , ). t KK L KK u 
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î. St, 
and represent the forces exerted on atom ( ^ ) when the atom at ( ^, ) 
is displaced in a direction perpendicular or collinear respectively to 
a line connecting the two atoms. 
The potential Eq. (2.51) and the resulting force constants form 
the essence of the axially symmetric (AS) model (62,63). This model 
is used frequently in describing the lattice dynamics of cubic materials. 
In the case of the hep elements, however, it has been found that the AS 
model requires some modification in order to fit the experimental data. 
This consists of splitting the bond bending (tangential) force 
constant between an atom pair into two components corresponding to the 
displacement of atom ( ^, ) in directions parallel and perpendicular to 
the basal plane. This accounts for the increased anisotropy of the 
hep structure compared to cubic systems. The modified axially symmetric 
(MAS) model (64) thus includes three force constants between each atom 
pair. A more detailed description of this model is given in Appendix C. 
We will use the MAS model to evaluate the lattice dynamics of the IVB 
elements. 
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III. NEUTRON SCATTERING 
As mentioned in Chapter I, thermal neutron scattering is ideal for 
studying the frequency spectrum of crystalline solids because the 
energy/wavevector characteristics of thermal neutrons are similar to the 
energy/wavevector properties of lattice vibrations. In fact, it is the 
only experimental method available which allows a complete determination 
of the frequency versus wavevector relation for a solid. In this 
chapter we will review the basic theory and techniques of inelastic 
thermal neutron scattering. Since we are concerned with scattering only 
from the nuclei of solids, we will forego any discussion of scattering 
from the electronic cloud distribution of atoms. 
The neutron interacts with the nucleus primarily through the 
nuclear force. The range of the neutron-nucleon interaction is of the 
order of 1 Fermi (IF = 10 cm) while the wavelength of the incident 
O 
thermal neutrons is roughly 1 A. Consequently, thermal neutron-nucleon 
scattering is isotropic and can be characterized by a single parameter 
b, the scattering length. The value of b can be positive, negative or 
even complex depending on the particular nucleus involved in the 
scattering. In general, we can have different scattering lengths not 
only for each atomic type but also for each isotope, and furthermore 
the scattering length depends on the relative orientation (b' or b ) of 
the neutron spin and nuclear spin. With thermal neutrons the value of 
b for most nuclei may be considered as independent of energy. 
In general, a solid is a mixture of isotopes and therefore b, b^  
and b vary from nucleus to nucleus. Because of this variation the 
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incoming neutron does not see a crystal with uniform scattering poten­
tial but one in which the scattering varies from one lattice site to the 
next. It is only the mean scattering potential that can give interference 
effects and thus coherent scattering; this mean scattering potential is 
proportional to b. The variations of this mean scattering potential from 
2 —2 1/2 
nucleus to nucleus is proportional to (b - b ) and gives rise to 
incoherent scattering. Ignoring any absorption effects the differential 
cross section for scattering of neutrons into the solid angle Çi can 
thus be represented as a sum of two terras: 
A. One Phonon Scattering 
The coherent and incoherent scattering processes described by 
Eq. (3.1) contain contributions from both elastic and inelastic scat­
tering of the thermal neutrons. While elastic scattering forms the 
crystal dynamics and therefore shall not be considered here. For the 
inelastic processes the terms in Eq. (3.1) may be expanded into 
1, 2, ... n phonon terms, each term involving the interaction of the 
neutron with n phonons of the crystal. In general, the higher order 
contributions (n > 1) are important only at elevated temperatures where 
their chief effect is to increase the background scattering. Therefore, 
the dominant contribution to the inelastic differential scattering cross 
section is from the 1-phonon coherent and incoherent terms, that is 
(3.1) 
basis for neutron crystallography, it is not important to 
50 
inelastic , 
where refers to the cross section for 1-phonon scattering. 
If we consider neutrons of initial energy and momentum which 
are then scattered with energy and momentum by a single crystal 
the differential scattering cross section for the two processes described 
by Eq. (3.2) may be written explicitly as follows (65): 
/ -, 4 (n+l/2±l/2)  ^, 
mr " I J — |F (Q)!., ^.±4. (q)) (3.3) 
f incoherent "j <''' 
/ \ k, (n+1/2 1/2) ^ , W- = |F.(Q)'' 
ôIÏIu+'hjj (q))ô(Q-q-T) (3.4) 
where 
n = = is the mean phonon occupation number 
Aw.(q)/k^ T 
e  ^  ^ - 1 
q = phonon wavevector 
AWjCq^  = energy of phonon in mode with wavevector q 
T = reciprocal lattice vector 
$ = Is the scattering vector 
2 2 2 
Aw = A /2N^  (k^  - kj) is the energy change of the neutron 
VQ = volume of the primitive cell. 
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-2VJ 
-+ . K 
t,,|q\i2 Ê 
M 
(3.5) 
|F.(Q)j^ ^^  = inelastic structure factor 
I b [Q • i-
-w 
(M^ ) 1/2 
(3.6) 
- 1 V b = — 2 b = the coherent nuclear scattering amplitude of atom 
K N K 
K K 
N = number of atoms of type K in the crystal 
- 2 1 Y , , . 
° \ "K °X 
r(K) = the position vector of atom k with respect to the origin of 
the unit cell 
W = 4 [^  • U(K|'?)]^  = Debye-Waller factor for atom K 
K Z J 
U(K|j) = displacement vector for K-th atom in j-th mode with wave-
vector q. 
The delta function in Eq. (3.3) ensures conservation of energy while the 
delta functions in Eq. (3.4) guarantee conservation of both energy and 
quasi-momentum respectively. The ± signs indicate the creation (upper 
sign) or annihilation (lower sign) of a phonon in the mode j with 
wavevector q. 
Since the incoherent scattering cross section, Eq. C3.3), does not 
depend explicitly on q this type of scattering will contribute to an 
energy-dependent background which can be shown (65) to be related to the 
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phonon frequency distribution of the solid. When the incoherent scat­
tering length (b^  - is appreciable, it is possible to determine 
this distribution by measuring the scattered neutrons as a function of 
energy; the intensity of the scattered neutrons is proportional to the 
number of phonons present and the energy transferred is proportional 
to their frequency. This method has been utilized to study the phonon 
frequency distribution in a variety of materials such as vanadium (66) 
and hydrogenous substances (67) where the incoherent scattering is 
quite large. For this experiment we shall consider the incoherent scat­
tering from the IVB metals to be a contributing factor to the background. 
The delta function in Eq. (3.4) which requires conservation of 
quasi-momentum leads to a highly directional dependence for coherent 
1-phonon scattering. This condition, along with energy conservation, 
requires that both 
q + T = 5 (3.7) 
and 
2 
hiii = (k? - k^ ) = (q) (3.8) 
n  ^ J 
be satisfied simultaneously in order for neutrons to be coherently scat­
tered. The peak in the resulting scattered intensity will occur at an 
energy given by Eq. (3.8) when the angular requirements of Eq. (3.7) 
are satisfied. From Eq, (3.8) we see that this energy corresponds to a 
phonon of the j-th mode with wavevector q. The intensity of this 
1-phonon coherent process is proportional to the inelastic structure 
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2 factor |Fj(Q)|^ Q^  given by Eq. (3.6). One can see that by proper 
exploitation of Eqs. (3.7) and (3.8), along with the optimization of 
|F\(Q)|^ Q^ , it is possible to measure phonon dispersion curves by 
neutron scattering. 
B. Constant Q Method 
There are several ways of observing the 1-phonon coherent scat­
tering of neutrons. The method most often employed is the constant-Q 
technique (51) and is illustrated in Fig. 6 for the (h02) scattering 
plane of the hep lattice [we assume this plane is parallel to the 
scattering plane of the spectrometer]. In this method, the scattering 
vector Q = - kj is held constant while the energy transfer 
(3-9) 
n 
is varied. This amounts to scanning along the dotted line in Fig. 6b. 
When the value of Aw coincides with (q), then both conservation 
equations (3.7) and (3.8) are satisfied and scattering occurs with an 
intensity proportional to |Fj(Q)|^ Q^ . In practice one usually fixes 
1(1^ 1^) or |kg|(|k^ |) when stepping in energy through (q) . 
The scattering vector Q may be resolved in the plane of the 
spectrometer into two components, and , where 
= k^  cos - k^  cos(4) + 4)) (3.10a) 
and 
= k^  sin ^  - kg sin(4> + 4») • (3.10b) 
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Figure 6. The constant Q method of phonon measurement. Figure 6a 
illustrates the motion of momentum-space vectors in the (hOS-) 
scattering plane for a constant Q scan using fixed incident 
energy (i.e., fixed |kL|). Figure 6b shows a scan through a 
dispersion curve as produced by this method and Figure 6c 
shows the result of this scan 
55 
If one is given the values of and which are to be held constant 
and the fixed value of k^ (k^ ) to be used, then the corresponding value 
of if), (j), and k^ (k^ ) can be computed from Eqs. (3.9) and (3.10). k^ (k^ ) 
is then allowed to vary in equal increments to cover the energy range 
corresponding to the energy of the phonon in question, with new values 
of ^  and <() being calculated at each step. A plot (Fig. 6c) of the 
number of scattered neutrons as a function of energy transfer (commonly 
referred to as a neutron group) is then used to determine the phonon 
energy (q). This procedure can be repeated for q values throughout the 
reduced zone and in this way the dispersion curves may be mapped out. 
C. Inelastic Structure Factor 
While the conservation conditions, Eqs. (3.7) and (3.8), are neces­
sary for a coherent 1-phonon process to occur they are not sufficient 
to guarantee that the process can be measured. As mentioned previously 
the scattered intensity is proportional to the inelastic structure 
factor 
I Q - C I ? ) !  
(3.11) 
Consideration of the various guantities in Eq. (3.11) reveals that 
|Fj(Q)j^ ^^  may be snail for some configurations so it is necessary to 
carefully consider its behavior when trying to measure a coherent 1-
phonon process. Consider the dot product Q • e. If the scattering is 
to be strong this term requires Q to be as nearly collinear as possible 
with the polarization vector of the atoms corresponding to the mode j. 
56 
For example, in an hep crystal it would be impossible to observe a mode 
with (OOz) atomic displacements when the scattering vector is in the 
(hkO) plane. This type of behavior allows for the unambiguous identifi­
cation of measured phonons possessing eigenvectors of high symmetry. 
In addition to the Q • e term we have the phase factor b e 
K 
which when summed indicates some reciprocal lattice points in the direc­
tion of Q give rise to stronger scattering than others. For measuring 
acoustic phonons a rule of thumb for selecting the optimum ^  from 
which to measure is to select a ? ($ = ? 4- q) which has a large elastic 
structure factor. This seems reasonable since in the limit (q), 
q ^  0 the scattering becomes elastic. For optic phonons at small q the 
opposite generally holds true; that is a ? with a small elastic struc­
ture factor is usually chosen [see Appendix B]. 
If we consider only the ^  • e term in Eq. (3.6) it appears that the 
largest scattering intensity will be obtained by using the largest |$t 
values. However, the Debye-Waller factor 
W = -y (3.12) 
K ^ J 
tends to decrease the intensity for large ^  due to its appearance in the 
exponential of Eq. (3.6). Also, as the temperature increases, the 
average displacement <|u}> increases, and the Debye-Hallsr factor is 
responsible for a significant reduction in intensity with increasing |$| . 
To estimate the effects of the various terms of Eq. (3.6) consider 
the situation where q]je. Assuming a constant phase factor, Eq. (3.6) 
becomes 
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The Debye-Waller factor may be estimated using the Debye approximation 
(68). A plot of |Fj(Q)|^ g^  (Fig. 7) then should yield an approximate 
loi value where the scattered intensity is a maximum. One then 
' 'max 
designs the experiment to use a scattering vector Q with magnitude 
'\'1QI and a direction which is as nearly collinear with e as possible. 
' 'max 
Besides its dependence on the cross section for coherent 
1-phonon processes, Eq. (3.4), is proportional to the factors k^ /k^ , 
l/to. (q), and (n+l/2±l/2). The k^ /k^  term implies that a scattering 
event involving neutron energy gain is more likely to occur then a 
neutron energy loss event. However, the population factor modifies 
this result so that for higher frequency phonons at room temperature 
neutron energy loss measurements yield a larger scattered intensity. 
At very low temperatures only phonon creation (neutron energy loss) will 
yield a non-zero scattered intensity [see Table 2 ]. 
D. The Triple Axis Spectrometer 
The most common experimental apparatus for phonon measurements in a 
solid is the triple axis spectrometer (69). The triple axis spectrom­
eter performs three essential functions in an inelastic scattering 
experiment: (1) neutrons of a particular energy are selected for 
the incident beam, (2) the energy of the scattered neutrons are analyzed 
to determine the energy change, and (3) the angle of scattering with 
respect to the sample is measured to determine the momentum change. 
TITANIUM 
800K 
,-l400K 
7 6 4 5 8 v"5 2 
am 
Figure 7. The inelastic structure factor for Ti as a function of Q for three temperatures 
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Table 2. Population factor n(v)^  
v(ThZ) OK 295K 800K 1400K 
1 0 5.76 16.17 27.67 
2 0 2.65 7.84 14.09 
3 0 1.62 5.07 9.23 
4 0 1.11 3.69 8.84 
5 0 .79 2.86 5.35 
6 0 .6 2.31 4.38 
7 0 .47 1.91 3.69 
n^(v) phonon destruction 
n(v) + 1 phonon creation 
1 
n(v) = 
hv/kgT 
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A schematic diagram of a standard triple axis spectrometer is 
shown in Fig. 8. A beam of neutrons having a Maxwellian distribution 
of energies (with a maximum in energy of about 50 meV^ ) is incident upon 
a single crystal monochromator (e.g., pyrolytic graphite, beryllium, 
etc.) which is oriented to Bragg reflect neutrons of wavelength 
A^ (E = E^ ) through the angle 28^ .. The wavelength for the diffracted 
neutrons is given by 
= 2d^ kJl  ^ ' (3-14) 
where n is the order of the reflection and d^ ^^  is the spacing between 
the (hk&) planes responsible for the diffraction. This scattered beam 
of monoenergetic neutrons is collimated by cadmium Soller slits and 
then is incident upon the specimen sample which is set at the angle i|> 
(with reference to some given axis). Those neutrons scattered through 
the angle ij) then pass through a second collimator to a single crystal 
analyzer (e.g., pyrolytic graphite, beryllium, etc.) which has been 
set (angles 8, and 26*) to Bragg reflect neutrons of energy E_ into the 
detector. The monochromator, specimen, and analyzer positions con­
stitute the three axes of the spectrometer. 
The triple axis spectrometer is usually controlled by means of an 
on-line computer which is accessible to the experimenter. To perform 
a measurement, the experimenter inputs the details of the scan such as 
the type of scan desired, the counting time, the angular or energy 
F^or a reactor moderator temperature of ~100*C. 
-Neutron Beam 
Reactor Face -
Monochromator 
(Shielding) Drum 
Sample 
(2nd axis) 
Monochromator 
Crystal (1st axis) 
Soller Slit 
Collimators 
Analyzing Crystal 
( 3rd axis) 
Beam Stop ^Detector 
8. Schematic diagram of a typical triple axis spectrometer viewed from above 
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increments, and other necessary information. The computer then takes 
this information, performs the necessary calculations of the variable 
angle settings and energies, and then positions the crystals at those 
angles for each step in the scan. When the spectrometer is in the pre­
scribed position, the computer then actuates the detection system for 
the designated counting time. In the case of the Ames Laboratory triple 
axis spectrometer [TRIAX] a PDP-15 computer is used as the means for 
control. 
The detection of the neutrons usually is made by means of boron 
trifluoride filled proportional counters (70). These counters 
are characterized by a high sensitivity to thermal neutrons (The actual 
percentage sensitivity depends on the neutron energy, the pressure of 
the gas in the counter, and the active length of the counter.) 
while being rather insensitive to y-radiation. The neutron is detected 
by the reaction 
where the recoil particles (Li and He) ionize the BF^  gas. Applying a 
large voltage (^ 2400 V) across the detector creates a short pulse of 
current due to these ions and the neutron is detected. 
L^i* + S.e -> L^i + Se + .48 MeV Y-ray (93%) 
1 
'n + (3.15a) 
2 
Another detector which is used is the He detector (71). The 
reaction by which the neutron is detected is 
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+ \e H. p + \ . (3.15b) 
The detection of the recoil particles is the same as in the BF^  counter. 
3 10 
He has a higher absorption cross section than B and the detector can 
be operated at lower voltages ('^ 1500 V) than the BF^  detector. However, 
the ^ He detector is much more sensitive to y-radiation which makes its 
use limited in areas where background y-radiation is high. 
The versatility of the triple axis spectrometer can be considered 
in terms of the two physical parameters describing the dynamics of the 
scattering system; the scattering vector Q = - k^  and the energy 
transfer to = - E^ . The magnitude of the momentum transfer depends 
on and and the angle 4) between them. In order to be able to 
cover a large range in momentum transfer, one should be able to cover 
a large range in the magnitudes of k^ , k^  and in <{). This would auto­
matically ensure a large range in energy transfer also. In addition 
it is desirable to achieve momentum transfers (Q) which maximize the 
inelastic structure factor, Eq. (3.6). This translates into the ability 
to measure scattered neutrons at very large scattering angles. Most 
triple axis spectrometers are limited in this respect because of the 
large amount of radiation shielding required ($^ ^^  % 110° for the 
TRIAX) . 
E. Resolution of the Triple Axis Spectrometer 
The differential cross section of Eq. (3.4) predicts the measured 
neutron groups to have an infinitely sharp resolution of energy and 
momentum. This is based on the assumption that only neutrons of 
wavevector are incident upon the sample and only neutrons of wave-
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vector are scattered by the sample into the detector. This implies 
that the monochromator, sample and analyzer crystals have perfectly 
crystalline structures and that the neutron beam is prefectly collimated. 
In practice, however, this is not the case. Most crystals used in scat­
tering experiments are not perfect but consists of mosaic blocks with a 
spread in orientations about the macroscopic orientation of the entire 
crystal. This misorientation is called the mosaic spread and it allows 
neutrons of wavevector k ± AS to be scattered by a crystal. Experi­
mentally we no longer have just neutrons of wavevectors k^  incident upon 
the sample but a beam of neutrons of average wavevector whose width 
is dependent on the mosaic spread of the monochromator. This argument 
may be applied also to both the sample and analyzer crystals. As a 
result of this instrumental resolution, there is a finite probability of 
detecting neutrons with energy ± AE^  and momentum k^  ± aS^  even 
though the instrument has been set to measure neutrons with energy E^  and 
momentum k^  only. The measured neutron group then will be broadened. 
It would be advantageous for the experimenter to know the magnitude 
of the resolution effects of the spectrometer when measuring neutron 
groups. This is especially important when there are two neutron groups 
close to each other in both q and w. If the resolution is poor then it 
may be hard to distinguish these two groups. It is also important in 
the case where real crystal effects, such as anharmonicity, lead to 
broadening of the neutron groups. One then must be able to distinguish 
between resolution broadening and broadening due to the anharmonicity, 
etc. 
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Resolution effects have been considered by a number of authors 
(72,73,74). Because the calculations involve so many variables, an 
accurate determination of a resolution function has proven to be a for­
midable task. However, Cooper and Nathans (72) have shown an experi­
mentally realistic resolution function describes an ellipsoidal surface 
of constant probability in (q,w) space. When a phonon scan is made, this 
"football shaped" resolution function passes through the dispersion sur­
face and the size and orientation of the ellipsoid with respect to the 
dispersion surface determines the width and shape of the neutron group. 
This gives rise to a neutron group focusing effect which is illustrated 
in Fig. 9a. Focusing will occur when the resolution ellipsoid has its 
longest principal axis lying on the dispersion surface. The ellipsoid 
will cut the surface in only a few steps of the scan (e.g. a constant ^  
scan) giving rise to a sharp neutron group. If the resolution ellipsoid 
has its principal axis normal to the dispersion surface then a very broad 
neutron group will result since for many steps in the scan some part of 
the resolution function cuts the dispersion surface. Obviously it is im­
portant to measure in a focused orientation to insure sharply defined 
neutron groups. 
Another resolution effect is a geometrical effect and is illustrated in 
Fig. 9b. In the figure the first crystal serves as the monochromator and 
a beam of neutrons of average wavelength is being scattered to the left. 
Neutrons incident on the monochromator at relative angle +a (compared to 
the central path) have longer wavelengths than those at relative angle -a. 
The longer wavelenth neutrons are scattered through wider angles 
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Figure 9. Illustration of resolution effects. Figure 9a shows the 
orientation of the resolution ellipsoid with respect to the 
dispersion surface in a constant Q scan and the resulting 
neutron group. Figure 9b shows a geometrical scattering 
effect. \ is the average wavelength of the neutrons incident 
upon the crystal 
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than those with shorter wavelengths and if the neutrons are again scat­
tered to the left the angular divergence between the extreme wavelengths 
will increase. However, if the second scattering event takes place to 
the right the angular divergence will be decreased, giving rise to a 
much narrower neutron group. A narrow neutron group allows for an easy 
determination of the phonon energy. The optimum orientation of the 
spectrometer then is obtained when the scattering of neutrons is in 
alternating directions from each successive crystal. 
There are several overriding factors in an experiment which may cause 
the resolution to be relaxed or tightened. From the discussion of mosaic 
spread it is evident that the more perfect the scattering crystal the 
fewer the number of neutrons scattered. The intensity of the "monochro­
matic" beam then is of prime concern and it may become necessary to use 
crystals with large mosaic spreads and collimators with large angular 
divergences to guarantee suitable intensities [with a resulting loss of 
resolution]. If on the other hand the neutron groups are difficult to 
resolve, "tighter" collimation, more selective monochromator and analyzer 
crystals, and measurements at larger scattering angles may be required^  
T^he wavelength spread of a beam of neutrons scattered from a 
crystal can be shown to be 
 ^= 2 cot e  A0 (3.16) 
where 6 is one half the scattering angle and 68 describes the divergence 
of the scattered beam due to the mosaic spread of the crystal, collima­
tion of the beam, etc. For better resolution we seek a smaller AX/X. 
Thus crystals with small mosaic spreads and beam paths with tighter col­
limation will give better resolution since they give a small A6. Larger 
scattering angles, 20, will also increase the resolution. However, since 
AX/X is smaller, the intensity of the scattered beam will be smaller also 
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[with a resulting loss in intensity]. It is common to change these 
parameters often in the course of an experiment to insure maximum 
efficiency in the collection of data. 
F. Spurious Processes 
Nothing has been said about the choice of or and thus of 
or E^  for an inelastic scattering experiment. In the experiment we 
wish to measure the energy change 
±Àw = EL - E^ (3.17) 
and. associate tia with the energy of a phonon. It would appear that any 
choice of E^ (E^ ) for the neutrons which is within the physical limita­
tions of the spectrometer would be suitable for such measurements. 
However, careful consideration of Bragg's law and the reactor spectrum 
of neutrons reveals that this is not the case. Bragg*s law 
= 2d sin 0 n = 1, 2, ... (3.18) 
allows not only neutrons of wavelength to be diffracted but also 
neutrons of wavelength A^ /n. If we look at a typical spectrum of thermal 
neutrons from a reactor (Fig. 10) one sees that there will be a 
significant contribution to the scattered intensity due to neutrons of 
wavelength X^ /Z if we choose a primary wavelength A. near the peak of 
the spectrum. Since we wish to avoid any ambiguities in the inter­
pretation of the data it would be desirable to avoid these types of 
contamination. This can be done in one of the following ways: 
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WAVELENGTH (Â) 
Figure 10. The intensity versus wavelength distribution for a neutron 
beam emerging from a reactor with a moderator at T = lOOC 
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1) Choose a smaller wavelength which is off the maximum of the 
reactor spectrum. This will result in some loss of intensity for 
neutrons with the primary wavelength but the intensity of higher 
order reflections will be cut even more. 
2) Use a monochromator or analyzer crystal which has an elastic struc­
ture factor (see Eq. (A.9)) of zero for second or higher order con­
taminations. For example, in Ge the (111) reflection is allowed 
while the (222) is not. 
3. Use a suitable filter (69) which will pass only neutrons of a par­
ticular wavelength. In the case of a fixed configuration a 
pyrolytic graphite filter (75) will pass neutrons of wavelength 
O 
\ = 2.35 A but not A/2. 
While these methods are often used to circumvent the problem of 
neutrons with higher order wavelengths in the neutron beam, sometimes 
it is not possible to eliminate such neutrons. Then some knowledge is 
needed of the various spurious processes which may occur so one can 
interpret the data correctly. These spurious processes often involve 
a combination of higher order Bragg scattering or incoherent scattering 
at each of the three scattering centers. The most common processes are 
discussed by a number of authors (24,76) and will not be mentioned here. 
If 2 neutron group is suspected of being spurious the measurement is 
often repeated under different conditions [change of E^ , E^  and/or 
monochromator/analyzer crystals] designed to eliminate the contamination. 
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IV. THE EXPERIMENT 
In the experiments presented in this work, the lattice dynamics 
of Ti and Hf in the a phase were investigated using the techniques 
of inelastic neutron scattering. The measurements were taken at 
the 30 megawatt Oak Ridge Research Reactor (ORR) and the 100 megawatt 
High Flux Isotope Reactor (HFIR) at the Oak Ridge National Laboratory 
(ORNL). The details and results of these measurements will be given 
in this chapter. In particular, the sample preparation, the construction 
of the furnace, the setup of the spectrometers and the phonon 
measurements will be discussed. 
A. The Crystals 
The crystals used in the experiments were grown by 0. D. McMasters 
3 
of the Ames Laboratory. Large single crystals of Ti, 2 to 4 cm 
in volume, were prepared from high purity polycrystalline titanium 
bars obtained from the Titanium Metal Co. The technique used in grow­
ing these crystals is similar to that used in growing hep Zr (24,77). 
The Hf samples, prepared from high purity hafnium bars, were grown 
by the following method. The Hf bar was arc-melted into a smooth 
finger-shaped sample of approximate dimensions 10cm x .7cm x 1.5cm. 
This sample was cold worked and then suspended by tantalum wire in 
a vacuum chamber. A radio frequency generator was then used to heat 
the sample and produce a hot zone about 1cm wide in the finger. 
The temperature of the hot zone was approximately 1900C (slightly 
above the hep to bcc transition). Consequently a temperature gradient 
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of several hundred degrees Celsius between the hot zone and the ends 
of the finger was established. The hot zone was shifted to four 
different positions of the sample for one hour each and then left 
approximately 3 cm from the bottom of the finger for twenty hours 
after which the sample was cooled slowly. The sample was then 
examined by standard elastic neutron diffraction techniques to locate 
large single crystals which were then extracted with a diamond saw. 
The dimensions of the single crystal used in the hep Ti experi­
ments was approximately 1.7 cm x 1 cm x 2 cm. Two single crystals, 
.6 cm X 1.1 cm x 1.6 cm (crystal Hfl) and 1.2 cm x 1.2 cm x 3 cm 
(crystal Hf2) in dimensions, were used in the hep Hf measurements. 
B. The Furnace 
The high-temperature measurements on hep Ti and hep Hf were 
made using two furnaces specially designed for use on a triple 
axis-spectrometer. The furnaces were built with the requirements 
that they must be transparent to neutrons in the horizontal plane 
of the sample and that all connections (power, water coolant, vacuum 
lines and thermocouple leads) must be made to allow for rotation of 
the furnaces about the vertical axis of about 180° and rotation of 
several degrees about the two horizontal axes while mounted on the 
sample table of the instrument. 
The furnace used in the hep Ti measurements (furnace #1) has 
been described by Zarestky (24). The second furnace, (furnace #2) 
which is described below, was designed somewhat like furnace #1 
but with several major improvements incorporated into it to help 
73 
increase its performance. Subsequently, furnace #1 was also improved 
which resulted in almost an order of magnitude increase in vacuum. 
The furnace as used consisted of an outer aluminum can 65 mils 
in thickness with a water jacket above and below the sample position, 
as seen in Fig. 11. The top and bottom flanges were made of stain­
less steel and included feed-throughs for water, heating elements, and 
thermocouples. Each heating element feed-through was shielded from 
the stainless steel by ceramic insulation and was water cooled. In 
addition, the top flange contained a three inch pumping port. 
The internal shielding was constructed by 15 mil niobium rolled 
and spot welded into concentric cylinders (niobium was chosen because 
of its refractory nature and low neutron absorption cross section). 
Three of these cylinders were stacked on a set of concentric zirconia 
(a ceramic) plus molybdenum heat shields which were evenly spaced 
and fastened together. 
The furnace was heated with two 30 mil tungsten wire filaments 
wound around alumina furnace tubes. These filaments were powered 
by a variable transformer with 220 VAC across the primary and an 
intermediate proportional controller. Feedback for the controller 
as well as temperature measurement was provided by two W-5% Re— 
w02ô% Re Lhermocouples. 
The vacuum system for the furnace consisted of a four inch 
water cooled diffusion pump and a mechanical roughing pump. Because 
of the complexities of mounting the furnace on the sample table and 
because we wished to improve the vacuum perfomiance over that of 
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Figure 11. Schematic diagram of furnace used in high temperature hep Ti 
and hep Hf experiments 
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furnace #1 we decided to mount the diffusion pump directly above the 
furnace. Since the diffusion pump was to be so close to the furnace 
a freon cooled baffle was placed between the pump and the furnace 
to prevent the backflow of oil. A thermocouple vacuum guage and meter 
were used to measure roughing vacuum and an ionization guage and 
meter were used to measure the ultimate vacuum with the diffusion 
-6 
pump operating. Typical vacuum attained was approximately 2 x 10 
torr at the highest temperatures reached. 
C. The Spectrometers 
The inelastic neutron scattering measurements on hep Ti and hep 
Hf were made using three triple axis spectrometers located at the 
ORR and HFIR at the Oak Ridge National Laboratories. All measure­
ments on hep Ti were taken using the HBIA spectrometer at HFIR while 
the measurements on hep Hf were made using both the HBlA and HB2 
spectrometers at HFIR and the Ames Lab triple axis spectrometer 
(TRIAX) at the ORR. All the room temperature data and some of the 
800K data on Hf reported in this work were taken on the TRIAX. The 
remaining data at 800K and 1300K were measured using the KB2 facility. 
Measurements on Hf using the HBlA machine were preliminary and will 
not be reported here. 
The HBlA machine is a fixed incident energy spectrometer. In 
the a Ti experiments the 002 planes of pyrolytic graphite crystals 
O 
(doo2 ~ 3.348A) were used to produce a monochromatic beam of neutrons 
incident upon the sample and to energy analyze the scattered beam. 
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The energy of the incident beam of neutrons was 14.75 meV (X = 2.355A) 
and neutron groups scattered with energy gain (E^  > E^ ) were detected 
using a counter. Collimation of the neutron beam was used throughout 
the experiment with a collimator of 40' angular divergence after 
the monochromator crystal and another collimater of 30' angular diver­
gence after the sample. In addition, a pyrolytic graphite filter (75) 
was placed in the main beam before the sample to attenuate the second 
order (X/2) component of the beam. 
The HB2 and ORR instruments are more versatile than the HBIA 
machine, both being variable incident energy spectrometers. For the 
a Hf measurements pyrolytic graphite crystals again were used to produce 
the monochromatic beam and to energy analyze the scattered neutrons. 
A variable incident neutron energy and a fixed scattered neutron 
energy E^  were used. All Hf data were measured with E^  < E^  (neutron 
energy less). E^  was chosen to meet the requirements of good energy 
resolution and acceptable intensity. (Since the neutron absorption 
cross section for Hf [see Table 1] is large and varies like 1/v^ ,^ 
most of the Hf data were taken with E^  - 24.8 meV.). Since the 
intensity of the incident beam varies with E^ , a uranium foil detector 
(or monitor) was placed between the monochromator and the sample to 
measure the rate at which the neutrons were incident on the sample. 
This monitor has an efficiency of less than .1% and provides a means 
of sampling the beam without appreciable attenuation. 
The collimation of the neutron beam was 40' after the mono­
chromator and 60' after the sample for the TRIAX; for the HB2 
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spectrometer the collimation was 40' after both the monochromator 
3 
and the sample. A counter and a He counter was used as a detector 
for the TRIAX and the HB2 spectrometer respectively. 
D. Calibration of the Spectrometers 
Prior to performing an experiment on any of the triple axis 
spectrometers described above the instrumental parameters must be 
determined. That is the various angles of the instrument (see Fig. 8) 
must be determined absolutely and the collimators must be aligned 
exactly to ensure proper interpretation of the experimental data. The 
following describes the general procedure used in the calibration 
of a triple axis spectrometer. 
The first task is to make sure the monochromatic neutron beam is 
aligned across the center of the sample table. This is done by 
centering a cross made from a material of high neutron absorbing 
qualities (usually cadmium) at the center of the sample table and then 
taking photographs of the beam and cross. If the cross is not centered 
in the middle of the beam then the monochromator crystal must be 
adjusted (by rotation or adjusting the axis of the goniometer on 
which the monochromator sits) until it is so. 
Once the beam is centered across the sample table the collimator 
after the monochromator must be inserted and aligned. First the 
monitor counter is centered at the center of the sample table. Then 
the collimator is inserted and adjusted so that the monitor detects a 
maximum number of neutrons. The collimator is then aligned. 
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The next step is to remove the analyzer system by setting 
20A = 0 (see Fig. 8) and removing the analyzer crystal entirely. 
In the sample position is placed a powder sample (usually NaCl or Ni) 
whose lattice spacings are known to high accuracy. Several elastic 
reflections from the powder are then measured by stepping the angle ij), 
including at least one (and preferably more) for 4i = ±<j)' (the same 
reflection on both sides of the zero setting of (j) (= (ji^ ) . The mono-
chromater is assumed to be set at a 0 , 26 position such that the 
m m 
g 
Bragg condition A = 2dsin6^  is satisfied. The two scans at tji' and 
-d) ' give the exact value of à and thus 6 = 20 , + (j) for the 
o powaer o 
other reflections is known. These 20 , values together with powder 
the d^  ^spacings of the powder permit the calculation of X from 
A = 2d , sin9. , . Knowing A the monochromator settings 0^  
powder powder M 
and 2 6^  can then be calculated. Since the values of the angles 
can usually be read to within ±.01°, an accurate knowledge of the 
d spacings of the powder and the monochromator allow for the determi­
nation of A to within a few ten thousandths of an angstrom. 
A single crystal with known d spacings (and preferably a low 
absorption cross section) is now placed on the sample table and one 
of its elastic reflections is found and maximized in intensity by 
t xc 
adjusting and cj) . The collimator is then inserted after the 
sample and adjusted to keep the reflected intensity at a maximum. 
However, by inserting the collimator the value of is likely to 
change by a small amount. This can be checked by measuring the same 
elastic reflection of the single crystal on the other side of 4)^  
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ôlâS^ XO 
and then averaging the two values of <j) If the calculated 
value of differs from that value determined by the powder scan by 
a significant amount [>^ 1^5°] then the powder scan should be repeated 
with the collimator in position to redetermine (j*^ . 
We reinsert the analyzer crystal and determine its Bragg 
position (6^  = sin ^  —— ) as well as 20^  by performing 
Analyzer  ^ g 
vanadium scans in which 8^  is stepped (with 28^  ~ 28^ ) through 0^  
B B 
and then 20^  is stepped (with 9^  = 6^ ) through 26^ . This process is 
repeated until two successive iterations yield the same values for 
9. and 26.. Vanadium is used since it scatters almost all neutrons 
A A 
incoherently and thus provides a uniform scattered beam incident 
upon the analyzer crj'Stal. Using vanadium for these measurements thus 
eliminates any type of crystal effects. 
Finally, the single crystal which will be used for the phonon 
measurements is mounted on a goniometer (or in a furnace which is 
mounted on a goniometer) and centered in the neutron beam. The 
crystal is then positioned so that the particular reciprocal lattice 
plane of interest is parallel to the scattering plane of the instrument 
(horizontal). This plane is made to be horizontal by optimizing 
1 1  2  2  
the intensities of two reflections (ij; , i): and li* j (f" and preferably 
90° apart) in this plane. Having determined the positions of the 
two reflections the crystal is then oriented for measurements. 
We now have determined the instrumental parameters 9^ , 28^ , 
X, ({)^ , 8^ , and . These values are entered into 
the computer program used to control the spectrometer during measurements. 
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E. The Measurements 
1. hep Ti 
The phonon dispersion curves for hep Ti were determined along 
the [001], [100], and [110] symmetry directions at 295, 773, and 
1054K. All data were collected in the constant Q mode of operation 
and neutron groups scattered with energy gain were detected. At 
each temperature the lattice constants of the crystal were assessed 
by measuring the scattering angles of appropriate Bragg reflections 
in the scattering plane. The change with temperature of the lattice 
constants of the crystal were in good agreement with thermal-
expansion measurements (78). 
The measured phonon frequencies and corresponding errors are given 
in Table 3 and typical neutron groups are shown in Fig. 12. Values 
for the wavevector. q are given terms of the reduced wavevector Ç 
defined by q = ^  Ç (where [hkl] is the direction of q). Also 
[hkl] 
given is T, the reciprocal lattice point about which the given 
phonon was measured. 
For each phonon measurement the value of Q = T +'q was determined 
2 ->• 
so as to maximize l^ j^ Q^ l^ oh' choice of Q was aided by the inelastic 
structure factor calculations of Iyengar ^  (79) and of Zarestky (24) 
for Zr and from the consideration of Eq. (3.13). Because of the Q * e 
term in Eq. (3.11) it is not possible to measure all the phonons 
listed with Q lying in a single scattering plane. Three different 
scattering planes were used. The (001) , (l50) and (110) planes of 
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12 Table 3. Phonon frequencies (10 cycles/sec) for hep Ti 
V + Av 
T 295K 773K 1054K 
TA[001](A3) 
0 0 .1 10Î .74 + .03 .66 + .02 .57 + .02 
0 0 .2 101 1.38 + .03 1.26 + .03 1.16 + .02 
0 0 .3 101 2.03 + .03 1.83 + .03 1.68 + .02 
0 0 .4 101 2.56 + .03 2.36 + .02 2.19 + .04 
0 0 .5 101 3.03 + .03 2.81 + .08 2.63 + .04 
LA[001](A^ ) 
0 0 -.1 ooY 1.46 + .05 1.34 + .03 1.33 + .04 
0 0 -.2 002 2.74 + .06 2.61 + .03 2.55 4- .04 
0 0 -.3 002 3.91 + .05 3.77 + .08 3.69 + .06 
0 0 -.4 002 4.97 + .06 4.79 + .04 4.67 + .06 
0 0 .5 002 5.73 + .05 
TO[001](Ag) 
0 0 0 100 4.1 + .15 3.77 + .12 3.53 + .12 
0 0 - . 1  100 4.07 + .15 3.6 + .05 3.5 + .06 
0 0 - . 2  100 3.95 + .10 3.54 + .05 3.45 + .08 
0 0 -.3 100 3.79 + .05 3.4 + .05 3.31 + .04 
0 0 -.4 100 3.43 + .05 3.13 + .06 3.0 + .06 
LOfOOljCA^ ) 
0 0 0 003 5.54 + .1 
0 0 .1 003 5.67 + .15 
0 0 - . 2  003 5.75 + .10 
0 0 -.3 003 6.06 + .15 
0 0 
-.4 003 6.28 + .12 
0 0 0 003 6.14 + .15 6.33 + .2 
0 0 
-.1 003 5.13 + .12 6.44 + .12 
0 0 -.2 003 6.24 + .10 6.46 + .1 
0 0 .3 003 6.31 + .10 6.40 + .2 
0 0 .4 003 6.11 + .1 6.06 + .06 
0 0 .5 003 5.59 + .04 5.50 + .06 
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Table 3. Continued 
V +  Av 
"Ç T 295K 773K 1054K 
TO I [110](TG) 
-.1 -.1 0 003 5.88 + .04 5.5 + .02 5.22 + .04 
-.2 -.2 0 003 5.9 + .02 5.35 + .02 5.14 + .1 
-.3 -.3 0 003 5.44 + .02 5.02 + .02 4.76 + .12 
—.4 —.4 0 003 4.5 + .04 4.34 + .1 4.23 + .1 
LO[110](T^ ) 
-.1 -.1 0 111 5.73 + .1 5.3 + .04 4.78 + .06 
-.2 -.2 0 111 7.3 4- . 1 
—. 3 —. 3 0 111 6.59 + .1 6.42 + .1 
—.4 —.4 0 111 6.6 + .1 
-.15 -.15 0 020 6.42 + .06 
-.25 -.25 0 020 6.45 + .08 
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Figure 12. Representative neutron groups for hep Ti at 295 and 1054K 
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the hep reciprocal lattice Were used and are shown in Fig. 13. The 
types of phonons measured in each plane are as follows: 
(001) plane: TAjj , TOjj , LA, LO — [100] branch 
TAjj , TOjj , LA, LO — [110] branch 
(120) plane: TA, TO, LA, LO — [001] branch 
TA^ , TO^  — [100] branch 
(1Î0) plane: TA^ , TO^  — [110] branch 
The experimentally determined dispersion curves for Ti at 295 and 
1054K are shown in Figs. 14 and 15. The solid lines through the 
data were determined by a fitting procedure which is discussed in 
Chapter V. The room temperature data are in general agreement with 
previous measurements of the dispersion curves of Ti by Wakabayashi (80) 
2. hep Hf 
The dispersion curves of hep Hf were measured along the [001], 
[100] and [110] symmetry directions at 295 and 1500K. The frequencies 
r ;4 Led of phonons Were determined also at BOOK. The 
measured phonon frequencies are listed in Table 4 and typical Hf 
neutron groups are shown in Fig. 16. Also listed in Table 4 is the 
value of the final energy of the neutron (in Thz = E^ /h) which was 
held fixed during the particular phonon measurement. 
The procedure used in the Hf phonon measurements was similar 
to that used for the hep Ti experiment except that neutron groups 
scattered with energy gain were detected for Hf. However, since the 
87 
Figure 13. Various scattering planes used in phonon measurements of hep 
Ti and hep Hf; (a) (001) plane, (b) (120) plane, (c) (LIO)plane. 
The regions bounded by the heavy lines are the units over which 
the structure factor repeats itself 
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REDUCED WAVEVECTOR 
Figure 14. Phonon dispersion curves for hep Ti at 295K. The solid lines 
were obtained by fitting the data to the MAS model (64) 
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- / /  
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Figure 15. Phonon dispersion curves for hep Ti at 1054K 
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Table A. Phonon frequencies for hep Hf - Room Temperature (or 1300K) 
Hafnium - Room Temperature 
? V + Av E^ '(Thz) 
TA[001](A^ ) 
0  0 . 1  2 0 1  
0 0 .2 201 
0  0 . 3  2 0 1  
0 0 .4 201 
0 0 .5 300 
LA[001](A^ ) 
0  0 . 1  0 0 4  
0  0 . 2  0 0 4  
0 0 -.3 006 
0 0 -.4 006 
0 0 -.5 006 
TO[001](Ag) 
0 0 0 301 
0 0 -.1 301 
0 0 -.2 301 
0 0 -.3 301 
0 0 -.5 301 
LOLOOIKA^ ) 
0 0 0 005 
0 0 .05 005 
0 0 .1 005 
0 0 .2 005 
0 0 .25 005 
0 0 .3 005 
0 0 .35 005 
0 0 .4 005 
0 0 .45 005 
.42 + .01 4 
.90 + .02 4 
1.21 + .03 4 
1.58 + .03 4 
1.9 + .10 8 
.76 + .02 7.5 
1.6 + .04 7.5 
2.1 + .10 8.4 
2.6 + .10 8 
3.0 + .15 8 
2.7 + .16 8 
2.74 + .12 8 
2.54 + .12 8 
2.46 + .12 8 
2.16 + .10 8 
1,9 + .10 8 
3.1 + .15 7.5 
3.15 + .15 7.5 
3.1 + .2 7.5 
3.4 + .15 7.5 
3.58 + .15 7.5 
3.7 + .15 7.5 
3.56 + .15 7.5 
3.5 + .10 7.5 
3.4 + .10 7.5 
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Table 4. Continued 
Hafnium - Room Temperature 
t T V + Av Eg'CTh: 
TAJ^ [100] (13) 
-.1 0 0 004 .79 + .03 4.5 
-.15 0 0 004 1.18 + .02 5 
-.2 0 0 004 1.48 + .02 4 
-.25 0 0 004 1.78 + .03 5 
-.3 0 0 004 1.91 + .04 4 
-.4 0 0 004 2.16 + .12 5 
-.5 0 0 004 2.35 + .15 7.5 
LA[100] (Z^ )  
.1 0 0 201 1.31 + .02 4 
-.2 0 0 300 2.36 + .10 8 
-.3 0 0 300 3.29 + .10 7.6 
-.4 0 0 300 3.8 + .15 7 
.5 0 0 201 3.85 + .15 7 
T0j^ [100] (Z3) 
-.05 0 0 005 3.12 + .12 7.5 
-.15 0 0 005 3.21 + .2 7.5 
-.2 0 0 005 3.23 + .15 7.5 
-.25 0 0 005 3.37 T .2 7.5 
-.3 0 0 005 3.52 + .10 7.5 
-.4 0 0 005 3.45 + .10 7.5 
TA 1 jilOO] (Z^ ) 
.15 -.15 0 110 1.2 + .05 6 
.2 -.2 0 110 1.41 + .04 8 
0 .3 0 200 1.73 + .03 7.5 
.4 -.4 0 210 2.03 -f .15 8 
.5 -.5 0 210 2.08 + .06 8 
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Table 4. Continued 
Hafnium - Room Temperature 
t T V + Av E^ '(Thz) 
TO II[110](T2) 
.3 -.15 0 120 3.3 + .1 7.5 
-.2 -.4 0 220 4.03 + .15 
0 . 5  0  210 4.27 + .05 
TAj^ [110] (T3) 
.1 .1 0 006 1.37 + .07 9.5 
.2 .2 0 006 2.28 + .15 9.2 
.333 .333 0 004 3.13 + .15 8 
.5 .5 0 004 3.5 + .15 8 
TOjjllO](Tg) 
.1 .1 0 005 3.16 + .12 7.5 
.2 .2 0 005 3.57 + .12 7.5 
-. 4 -. 4 0 005 2.82 + .10 7.5 
LO[110](T^ ) 
.15 .15 0 210 3.6 + .15 8 
.25 .25 0 210 3.72 ± .12 7.3 
Hafnium - 1300K 
TA[001](Ag) 
0 0 + .2 101 .71 + .02 3.6 
0 0 .3 201 1.08 + .03 6 
0 0 .4 201 1.39 + .02 6 
0 0 .5 201 1.61 + .03 6 
LA[00ll(A^ ) 
0 0 .1 002 .68 + .03 3.6 
0 0 .2 004 1.31 + .10 6 
0 0 .3 004 1.92 + .12 6 
0 0 .4 004 2.6 + .10 6 
0 0 .5 004 3.2 + .10 6 
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Table 4. Continued 
Hafnium - 1300K 
"I X V + Av Ej'(Thz) 
TA||[100](Z^ ) 
.15 -.15 0 110 .83 + .03 6 
.2 -.2 0 110 1.08 + .04 6 
.3 -.3 0 110 1.48 + .1 6 
.4 -.4 0 110 1.71 + .1 6 
.5 -.5 0 210 1.85 + .09 6 
TO II[100](Z^ ) 
.1 —. 1 0 120 2.3 + .10 6 
.2 -.2 0 120 2.69 + .06 6 
.3 -.3 0 120 3.07 + .10 6 
LO[100](ZI) 
-.1 0 0 200 2.55 + -10 6 
-.2 0 0 200 3.1 + .10 6 
-.3 0 0 200 3.55 + .15 6 
-.5 0 0 200 3.77 + .15 6 
TAJ |[110](T^ ) 
.2 —. 1 0 020 1.14 + .04 6 
.2 -.4 0 210 2.28 + .08 6 
-.333 -.333 0 130 3.04 + .1 7 
LA[110](T^ ) 
.1 .1 G 110 1.81 + .1 5 
-.4 -.4 0 220 3.28 + .15 6 
-.5 -.5 0 220 3.35 + .15 6 
TO 1 |[110](TJ^ ) 
-.2 .4 0 020 3.7 + .1 5 
95a 
Table 4, Continued 
Hafnium 1300K 
t T V + Av Eg'(Thz) 
TAjtllOjCTg) 
.05 .05 0 004 .6 + .02 5.5 
.1 .1 0 004 1.09 + .03 5.5 
.15 .15 0 004 1.5 + .04 5.5 
.2 .2 0 004 1.92 + .06 5.5 
.25 .25 0 004 2.3 + .06 5.5 
.333 .333 0 004 2.82 + .1 5.5 
.4 .4 0 004 3.2 + .15 5.5 
TOjJ110](T2) 
-.2 -.2 0 003 3.52 + .12 5.5 
—. 4 -. 4 0 003 2.5 + .1 5.5 
LO[110](T^ ) 
—. 1 .2 0 020 2.70 + .1 5.5 
-.15 -.15 0 120 3.31 + .1 5.5 
-.2 .4 0 020 3.48 + .15 5.5 
-.25 -.25 0 120 3.5 + .2 6 
Hafnium 800K - selected points 
->• 
T V + Av Ef'(T 
TAfOOljCAg) 
0 0 -.2 201 .76 + .02 4 
0 0 .3 201 1.16 + .02 6 
0 0 .4 20Î 1.47 + .04 4 
0 0 .5 20Î 1.75 + .06 6 
LA[001](A^ ) 
0 0 -.2 004 1.48 + .06 6 
0 0 .5 004 3.15 + .10 6 
95b 
Table 4. Continued 
Hafnium 800K - selected points 
V + Av E^ '(Thz) 
TO[0011(Ag) 
0 0 0 200 2.46 + .08 6 
0 0 -.3 200 2.1 + .09 6 
LOCOOllCAg) 
0 0 0 003 3.57 + .10 6 
TAj^ lOOjfZg) 
.15 0 0 004 1.11 + .03 6 
-.5 0 0 004 2.3 + .2 7.5 
LA[100](Z^ ) 
+.3 0 0 300 3.25 + .10 6 
-.5 0 0 20Î 3.77 + .0 6 
L0[100](z^) 
-.1 0 0 200 2.66 + .08 6 
-.5 0 0 200 3.88 + .12 6 
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Figure 16. Representative neutron groups for hep Hf at 295 and 1300K 
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neutron absorption cross section for Hf is large (a^  = 105 bams 
for X neutron = 1.8A) the rate of data collection of the Hf phonons 
was considerably smaller than the rate for Ti (a^  = 5.8 barns for 
X neutron = l.BA) phonons. The counting time for the measurement 
of a typical optical Hf phonon at the ORR was approximately 15 hrs 
(with = 31 meV). 
The experimental dispersion curves for hep Hf are plotted in 
Figs. 17 and 18. 
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V. ANALYSIS AND DISCUSSION 
The phonon dispersion curves can yield much information about the 
thermcdynasiical, electrical, and structural properties of a crystalline 
solid. In fact, these curves can provide information about these 
properties which cannot be determined by any other means—for example, 
the lattice specific heat. As mentioned in Chapter I, the phonon 
spectra reflects the electronic structure of the solid so that measure­
ments of the temperature dependence of the dispersion curves will pro­
vide insight into the change with temperature of the electronic 
response to the nuclear motions. In this chapter we will analyze 
the experimental phonon data of hep Ti and hep Hf to extract important 
information about these physical properties and, together with the 
recent phonon measurements on hep Zr, attempt to characterize the lat­
tice dynamics of the IVB transition elements. 
We will begin with a general discussion of the overall features 
of the dispersion curves and of their temperature dependence. Next we 
discuss the fitting of the phonon dispersion curves of Ti and Hf to 
the MAS model of DeWames, Wolfram and Lehman (64). While the physical 
significance of a model with 18 parameters is questionable, the model 
does provide a fairly accurate interpolation formula for calculating 
the frequencies of other modes and such quantities as the phonon 
frequency distribution function g(v). With a knowledge of g(v), 
various thermodynamical properties of the IVB subgroup will be 
calculated. Finally, we will discuss the lattice dynamics of hep Ti, 
100 
Zr, and Hf in light of recent microscopic theories of phonon dispersion 
in transition metals. 
A. General Characteristics of the Dispersion Curves 
It can be seen from Tables 3 and 4 and Figs. 19 and 20 that the 
frequencies of all branches of Ti and Hf except the [001]L0 branch 
decrease with increasing temperature. In general one would expect 
the phonon frequencies to decrease as the volume increases with 
increasing temperature since the atoms in the crystal are moving 
farther apart. However, the observed frequency shifts for both Ti and 
Hf are relatively large and cannot be accounted for solely by the 
effect on the lattice vibrations of the thermal expansion of the 
lattice. The frequency shifts due to the latter effect can be estimated 
using the thermodynamic Gruneisen parameter (81), y®, given by 
Y'- c4-
P S 
where v is the specific volume, p is the thermal expansion coefficient, 
C^  is the specific heat at constant pressure, and is the adiabatic 
compressibility. Using the experimental values for these quantities 
(67), Eq. (5.1) yields 
y|. % 1.16 
and (5.2) 
Yflf % !• 
for the temperature range of the measurements. Now can be related 
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approximately to the shift in frequency, Av, due to the thermal expan­
sion of the lattice (36) by 
4 . -."4 . (5. 
If we use Eq. (5.2) and the lattice parameters determined from the 
neutron scattering experiments to evaluate AV/V, one obtains 
between room temperature and the highest temperatures reached in the 
experiments. The experimental values for the shifts in frequencies, 
however, are approximately five times larger than this value as can be 
seen from Tables 3 and 4 and Figs. 19 and 20. This observation implies 
that the observed frequency shifts are mainly due to an explicit tem­
perature dependence of the phonon frequencies. This conclusion is con­
sistent with the results of measurements (33) of the pressure dependence 
of the elastic moduli of hep Ti and Zr. 
Some insight into the origin of these rather large frequency 
shifts can be gained by examining the behavior of the normal modes in 
the elastic limit. It can be shown (82) generally that as the wave­
length of an acoustic mode becomes large compared to the interatomic 
spacing (i.e., as q->0), the mode can be likened to a wave propagating 
in an elastic medium and its frequency can therefore be related to the 
elastic moduli of the crystal. These relations are given for an hep 
crystal in Appendix A. With a knowledge of the elastic constants as a 
function of temperature, we can use these relations to calculate the 
5 295 K 
TITANIUM (001) à 776 K DI054K 
0.2 0.3 
REDUCED WAVECTOR 
Figure 19. Temperature dependence of the disper­
sion curves of hep Ti along the [001] 
direction 
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Figure 20. Temperature dependence of the 
dispersion curves of hep Hf along 
the [001] direction 
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3 ^ frequency shifts of very long wavelength (q = 2TT/A % 10 A ) acoustic 
modes. These shifts then can be compared with the frequency shifts 
O _ I  
measured for finite wavevectors (q % 1 A ) by neutron scattering. 
The elastic constants and their temperature dependence have been 
measured (6) for the elements of the IVB subgroup. The frequency 
shifts, Av, defined by 
X 100 , (5.4) 
2^95K. 
of the long wavelength acoustic modes calculated from these elastic 
constants are given in Table 5 for Ti, Zr, and Hf (We give the results 
for Zr for completeness.). Also presented in Table 5 are the frequency 
shifts for these acoustic modes, as determined from the phonon data, 
for small (q = .l(2iT/dj.^ j^ j^ j)) and large (q = .5(2n/d^ ^^ ^^ 0 wavevectors. 
It is obvious from the data presented in the table that the frequency 
shifts are more pronounced for the long wavelength (small q) modes. 
This implies that the shifts in the phonon frequencies are related to 
changes in the long range interatomic forces which are mainly deter­
mined by the detailed electronic response to the nuclear motions. This 
suggests that the temperature dependence of the normal vibrational 
modes of Ti and Hf (and Zr as well) is closely related to the electronic 
structure near the Fermi level, since electronic states near the Fermi 
level play the dominant role in screening the nuclear motions and it 
is just these states which are strongly affected by changes in 
temperature. 
Table 5. Frequency shifts Av from el astlc constant (e) data and neutron (n) data. 
*^ 1054K 
a 
Av" 1054K 
b 
*^ 1054K ^^ 1007K 
a 
*^ 1007K 
b 
^^ 1007K *^ 1300K **1300K 
A 
1^300K 
Titanium Zirconium Hafnium 
TA [001] 1 -18% -22% -14% 1 -16% -13% -10% 1 -16% -21% -15% 
TA [100] 
1 
-18% 
1 
-20% -4% 
1 
-16% 
1 
-14% -9% 
1 
-16% 
1 
-5% -4% 
TA [100] 1 -42% -31% -9% 1 -37% 1 -35% -30% -11% 
TA [110] ' -18% 
1 
-17% -4% ' -16% 
1 
-16% -9% ' -16% 
1 
-20% -9% 
TA [110] 
1 
1 -42% -28% -9% 
1 
1 -37% 
1 
1 -35% -18% -11% 
LA [001] ' -8% 
1 
-8% -4% ' -8% 
1 
-6% -3% ' -9% 
1 
-10% +7% 
LA [100] 
1 
1 -12% -12% 
1 
1 -12% -9% -8% 
1 
1 -13% -8% -6% 
LA 1110] ' -12% -17% -9% ' -12% ' -13% -20% -7% 
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With increasing temperature no significant systematic changes in 
the phonon widths were observed for Ti or Hf. This is rather surprising 
in view of the rather large shifts in the phonon frequencies but it is 
consistent with the previous results on hep Zr (21-23). This suggests 
that the hep -<-»• bcc transformation is a first order transition (83) for 
the IVB metals. The lack of any substantial increase in phonon widths 
in these measurements also suggest that anharmonic contributions to 
the interatomic potential, which are used in conventional lattice 
dynamics to explain the large frequency shifts, are small. 
The most interesting feature of the data for Ti and Hf is the 
anomalous temperature dependence of the I001]LO branch. It can be 
seen from Figs. 19 and 20 that as the temperature decreases the zone 
center mode of the I001]LO branch softens significantly and at room 
tençerature this branch exhibits a dip at the zone center. Thus the 
behavior of this mode for Ti and Hf is similar to that observed in 
hep Zr as shown in Fig. 21. 
It is evident thus far that the general features of the lattice 
dynamics of hep Ti and hep Hf bear a striking resemblance to those of 
hep Zr, Since they are so similar it would be interesting to compare 
the measured frequencies of these metals by the so-called Lindemann 
homology rule (61). This rule, which is based on the simple harmonic 
oscillator problem, takes into account only the difference in atomic 
mass, lattice spacing, and melting temperature of the metals under 
consideration. The homology rule yields the following relations: 
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Figure 21. Temperature dependence of the dispersion curves of hep Zr 
along the [001] direction 
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2 1/2 
^ (5.5a) 
<^ 2> \ '^ M2 ®1 
and 
^^ 1^  = / ^  ^ f2 \ 
<V2> M^2 "^ 1 
2 
j . (5.5b) 
Formula (5.5a) applies to modes propagating parallel to the basal plane 
while Eq. (5.5b) is used for modes propagating along the c-axis (Actually 
the ratios ag/a^  and c^ /c^  are almost equal for the IVB metals so the 
above formulae are the same.). Using the physical data given in 
Table 1 for Ti, Zr, and Hf we have, via homology, 
^^ Hf^  ~ •55<v^ > 
% '8<\'zr^  (5.6) 
<^ Zr> % . 
Comparing these calculated values with the measured frequencies in 
Tables 3 and 4 and Reference 24 reveals that the phonon spectra of 
these metals are close to being homologous. This is not surprising 
in view of the similarity of many of the other properties of these 
transition elements. Actually de Haas-van Alphen measurements (84,85) 
and the band-theoretical calculations of Jepsen (35) and Jepsen e^  al. 
(86) indicate that the electronic structure of Ti, Zr, and Hf are very 
similar. 
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B. Fitting of the Phonon Dispersion Curves of Ti and Hf 
The MAS model of DeWames e^  a]^ . (64) (see Appendix C) was used to 
fit the phonon data of Ti and Hf. A difficulty arises, however, when 
applying this model to the data in that even for symmetry directions, 
the eigenfrequencies are, in general, nonlinear functions of the force 
constants. Because of this nonlinearity there is no guarantee of a 
unique set of force constants for the dynamical matrix: in a nonlinear 
fitting routine the final values of the force constants depend on the 
initial starting parameters (there exists more than one local minimum 
for chi-square within a reasonable range of values for the parameters). 
Because of this inherent difficulty with a nonlinear least squares fit 
it was considered advantageous to conduct a sampling of the force 
constant parameter space in search of the main minima and to identify 
the desired range of parameters over which to refine the search. With 
this in mind, a program was developed which used irrational vector 
2 
sampling of parameter space to produce random points at which a % 
test was performed. After sampling a considerable amount of parameter 
2 
space, the set of parameters with the lowest x was fed into a nonlinear 
least squares program for the MAS model which used a gradient search 
2 
and linearization technique to find the minimum % - With this method 
it was hoped to eliminate a "random guess" of the initial parameters. 
All that was needed was the range of values each parameter could take. 
This range was established by considering the force constants used to 
fit hep Zr (24), hep Sc (87), and hep Y (88). Typically the program 
searched over 30,000 sets of parameters. 
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The criterion for a good fit to the Ti and Hf data was an accurate 
prediction of the measured phonon frequencies and in the long wave­
length region (q ^  0) the correct elastic constants. Because of this, 
two types of fits were made at each temperature for both Ti and Hf. 
First, no elastic constraints were imposed; that is, the model was not 
required to fit the experimental values (6) of the elastic constants. 
Instead, the program fit the phonon data and then calculated a set of 
elastic constants from the final values of the parameters. In the 
second type of fit elastic constant constraints were included. Experi­
mental values for the elastic constants of Ti and Hf (only the room 
temperature elastic constants for Hf were used since there is no 
measured 1300K data) were used as data and the program was required to 
fit them along with the phonon data. In all cases the fits were forced 
to satisfy the condition of rotational invariance (see Chapter II and 
Appendix C). This condition guarantees that the slopes of the TA[001] 
and TA^ [100] branches at q near zero are identical (slopes = 
for both branches (see Appendix A)). 
The MAS force constants for the final fits to the phonon data of 
Ti at 295, 773, and 1054K and of Hf at 295 and 1300K are given in 
Table 6. Also given in the table are the elastic constants calculated 
from these force constants. It was found during the course of fitting 
that at a very minimum, a six nearest neighbor fit was required to 
provide a reasonable representation of the experimental data. The solid 
lines in Figs. 14 and 15 for Ti and Figs. 17 and 18 for Hf are produced 
from the fits obtained without elastic constraints. As can be seen 
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Table 6. MAS force constants for Ti, Hf, and Zr. 
3 (units of 10 dynes/cm) 
MAS force 
constants 29 5K 29 5K^  
Titanium 
773K 773K* 1054K 1054K® 
41.38 40.42 42.44 40.95 36.46 35.87 
-3.03 -2.78 —4.88 -4.56 -3.14 -2.23 
-17.21 -16.48 -17.57 -16.39 -13.39 -12.72 
K(2,l-1) 22.28 23.32 18.93 19.46 16.29 16.14 
.17 -.42 1.51 1.09 1.67 1.67 
Cb,(2.1-1) 3.78 3.45 1.69 1.08 1.24 .59 
W3,l-2) -8.33 -7.56 -8.54 -8.54 -6.76 -6.93 
Cb (^3.1-2) 1.10 .74 .83 .82 .04 .12 
C3,(3,1-2) .22 .47 1.52 1.92 1.26 1.66 
K(4,l-1) + 12.20 8.11 8.48 5.01 7.3 4.12 
C3^ (4,1-1) .68 .48 .63 .57 -.04 -.02 
K(5,1-2) 2.26 2.37 1.79 2.12 1.32 1.45 
5^,1-2) .17 .15 .88 .71 .80 .67 
.02 .1 .19 .44 .19 .33 
K(6,l-1) .65 1.42 1.84 2.47 3.73 3.69 
1.51 1.29 .74 .57 -.83 -.72 
C3^ (6.1-1) .23 -.14 -.18 -.75 -.43 -.67 
elastic constants (10^  ^dynes/cm) 
Si ° 1.45 1.61 1.31 1.37 1.3 1.26 
^2- .75 .91 .77 .97 .94 .98 
*^ 13 " .63 .69 .68 .69 .61 .60 
=44- .51 .48 .41 .40 .32 .32 
.35 .35 .28 .20 .18 .15 
=33- 2.3 1.86 1.89 1.69 1.88 1.58 
Plastic constraints used in fit. 
Ill 
Table 6• Continued 
(units of 10 dynes/cm) 
MAS force Hafnium Zirconium 
constants 295K 295K* 1300K 29 5K 295K* 
K(l,l-2) 43.01 41.71 37.95 39.74 39.79 
CgxCi.i-z) -2.44 -2.30 -3.15 -3.77 -3.54 
Cg,(1,1-2) -16.54 -15.73 -9.37 -12.88 -12.92 
K(2,l-1) 25.86 25.96 22.11 22.80 22.66 
CBx(2.1-l) -.49 -1.06 -.36 -.7 —. 48 
6.19 6.49 1.25 3.28 3.24 
K(3,l-2) -5.63 -7.68 -5.82 —4.60 -5.0 
CBx(3,l-2) 1.54 2.42 .85 -.39 -.3 
CBz(3'l-2) -1.50 -.56 -.19 -1.45 -1.26 
K(4,l-1) + 11.95 9.40 6.62 8.4 6.5 
CBx(4,l-l) .17 -.16 .9 .43 .39 
K(5,l-2) 1.40 3.35 2.34 1.95 1.52 
CBx(5,l-2) .71 -.17 .19 .28 .36 
Cg,(5,l-2) . 66 .31 -.43 -.26 -.13 
K(6,l-2) 1.22 .51 2.16 1.48 1.27 
CBx(6,l-l) .22 1.30 .52 1.71 1.67 
— .27 -.S3 1.C8 2 .02 
elastic constants 12 (10 dynes/cm) 
Cil = 1.84 1.82 1.56 1.51 1.43 
1^2 = .54 .76 .91 .83 .73 
Cl3 = .51 . 66 .61 .84 .65 
C44 = . 64 . 59 .49 .32 .32 
^66 = .65 .53 .33 .38 .35 
C33 = 2.23 1.97 1.90 1.86 1.65 
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from the plots, the model of DeWames et al. provides a satisfactory fit 
to the experimentally determined dispersion curves (except, of course, 
the anomalous dispersion of the [001]LO branch). The experimental 
values for the elastic constants are also fairly well reproduced by 
the model. 
With the force constants determined for the dispersion curves, the 
frequency distribution g(v) for Ti and Hf can now be calculated. The 
interpolation method of Raubenheimer and Gilat (89,90) was used in 
these calculations. The resultant phonon density of states (DOS) for 
Ti and Hf at 295K are plotted in Fig. 22. Notice the sharp rises and 
dips in the spectrum of those metals. These features can be explained 
by examining the form of g(v) (36) 
g(v)dv  ^
q 
where dS^  is an element of area on the constant frequency surface v. 
FroE the factor in the denominator. g(v) is expected to become 
very large as V^ v ^  0 or, in other words, as the constant energy 
surface becomes parallel to q. The singularities produced by this 
behavior of g(v) are referred to as van Hove-singularities. If we 
consider q in one of the symmetry directions then V^ v is simply the 
slope of the dispersion curve and we expect g(v) to become large as the 
slope of the dispersion curve goes to zero. Although the behavior of 
g(v) is determined by modes in off-symmetry directions as well as in 
symmetry directions, flat regions along the dispersion curves usually 
produce sharp peaks in the DOS. 
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114 
Several van Hove singularities in the phonon DOS of Ti and Hf can 
be correlated with their dispersion curves. First, for Ti the peak at 
about 3.5 Thz is probably due to the TAjj and TA^ [100] branches near M. 
The large peak at around 6 Thz most certainly corresponds to the flat 
behavior of the L0[001], T0^ [100], and T0j^ [110] branches and the peak 
at approximatly 6.5 Thz could be due to the TOjj [100] branch near M and 
the LA and L0[110] branches at the k point. Finally, the large rise at 
7 Thz could come from the flat portion of the LO and TOjj [110] branches 
near = .2. For Hf the sharp peak at 2.2 Thz is partly due to the 
transverse acoustic branches at the M point while the broad peak at 
around 3.2 Thz probably stems from the flatness of L0[001], T0j_[100], 
and T0^ [110] branches. 
With the evaluation of gCv), various thermodynamic quantities can 
be calculated for Ti and Zr. In particular, we are interested in the 
determination of the lattice specific heat, A comparison of this calcu­
lated quantity with the experimental values for the specific heat of 
Ti and Hf can give us more information about th.e high temperature 
behavior of these metals. 
Under quite general assumptions it can be shown (91) that the 
(2.) lattice specific heat at constant pressure can be evaluated 
starting from the usual harmonic expression for the entropy 
C. A Thermodynamical Analysis of hep Ti and Hf 
S (5.6) 
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with the harmonic frequencies replaced by the renormalized effective 
frequencies (W  ^ = 2TIV )^ determined by neutron spectroscopy. Here a 
stands for (qjj), the wavevector and branch index of the mode. This 
kind of replacement is not valid for other thermodynamic functions such 
as the free energy and internal energy derived from harmonic theory. 
Barron (92) has shown that this entropy formulation is valid in two 
important cases: (a) within the quasi-harmonic approximation (52) and 
(b) to leading order in the usual anharmonic perturbation theory. 
Actually it is widely believed that, even if the above conditions are 
not fulfilled, by inserting the experimental frequencies from inelastic 
neutron scattering measurements into Eq. (5.6), the constant pressure 
thermodynamics can be accounted for. In this form, Eq. (5.6) has been 
used to calculate the thermodynamical properties of Nb (91), Zr (23,24), 
and Cu and Pd (93), from data obtained from inelastic neutron scattering 
experiments. In the following analysis we adopt Eq. (.5.6) with the 
experimentally determined frequencies 
Co^ 
From Eq. (.5.6) cue specific heat at constant pressure -p ' is 
OF = ^ # L 
2 / Aw \ - / Aw \r / 3 &n \ n 
h l\ 2kgT ) coth ( 2kgT )_ ^  "V 3 £n T )^  ] ' 
The first term in the above sum is the quasi-harmonic contribution 
£ Cp(QH) and the second term arises from the explicit temperature 
dependence of the phonon frequencies. For k^ T » Aw 
116 
P 
(5.8) 
where 
<Jln g(u),T)£n u) dw (5.9) 
and g(w,T) = g(2nv,T) is the frequency distribution at temperature T. 
Thus in order to evaluate the specific heat at constant pressure the 
frequencies and their temperature derivatives are needed at each tem­
perature. Since the frequencies have been measured only at a selected 
number of points and temperatures, an appropriate interpolation scheme 
is required for the analysis of the experimental data. We can generate 
the frequencies of the modes of Ti or Hf Cat the measured temperature) 
throughout the Brillouin zone using the MAS force constants of Table 6. 
In order to evaluate the temperature derivatives of the frequencies we 
will use the interpolation scheme adopted by Miiller and Brockhouse (93) 
(MB) in their calculation of the thermodynamic properties of Cu and Pd. 
In the Î-Î3 scheme the taaparature dependence of the normal modes is 
given by 
oi (T) = - CTjf(T) 
a a 1 
(5.10) 
where is a reference temperature and f(T), the average temperature 
dependence of the modes, is obtained frc% the data 
f(T) (5.11) 
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where n is the total number of modes measured at the temperatures and 
T. Using Eq. (5.10) with Eq. (5.7), the specific heat at constant 
pressure can be obtained at a given temperature from g(w,T^ ) 
. 3m, 1 - f'(T) f(T) g(w,Ti) 
_A_w_ 
2kgT 
coth^  |f(T) du 
2kgT/ 
(5.12) 
In the analysis of the experimental results of Ti and Hf, the frequency 
spectrum at = 295K was used. 
The lattice specific heat at constant pressure was calculated for 
Ti and Hf from Eq. (5.12) using g(w,T\=295K) with the average-mode 
temperature dependence determined from Eq. (5.11). As can be seen from 
Fig. 23, the experimentally determined frequencies for these two metals 
vary (as did the frequencies of Zr), to within experimental errors, 
linearly with temperature. This means that f(T) is merely the average 
slope of w^ CT) versus T. Values of f(T) were calculated from the 
experimental data for Ti at 295, 773, and 1054k and for Hf at 295, 800, 
and 1300K. Because of the linear dependence of the frequencies on 
temperature, these values of f(T) were least square fitted to determine 
f'(T) and f(T=0K) so that 
f(T) = f'(T)T + f(T=OK) (5.13) 
Values of f(T), f'(T), and f(T=OK) for Ti, Zr, and Hf are given in 
Table 7. 
( a )  
The calculated lattice specific heat for Ti and Hf is compared 
£ in Fig. 24 with Cp(QH) which, of course, approaches the classical 
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Figure 23. Temperature dependence of the frequencies of some normal modes 
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Table 7. Parameters^  for MB interpolation scheme 
Titanium Zirconium Hafnium 
f(295K) = 1 f(295K) = 1 f(295K) = 1 
f(773K) = .9397 f(773K) = .9439 f(800K) = .953 
f(1054K) = .9042 f(1007K) = .9164 f(1300K) = .8809 
f(OK) = 1.0348 f(OK) = 1.0346 f(OK) = 1.0394 
£'(T) = -1.264 X 10"^  f(T) = -1.1739 X 10"^  f ' (T) = -1.185 X lO"'^  
 ^ f(T) = f'(T) -T + f(OK) 
f'(T) In units of K ^  
120 
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Figure 24. Temperature dependence of the lattice specific heat at constant 
pressure C  ^  ^ for (a) hep Ti and (b) hep Hf. C^ (QH) is the 
quasiharmoSic specific heat given by the first tirm of 
Eq. (5.12) 
121 
Dulong-Petit value at high tençeratures. It can be seen that there is 
a large contribution arising from the explicit temperature dependence 
of the phonon frequencies (the second term of Eq. (5.7)). 
To test the validity of Miiller and Brockhouse's scheme for the 
evaluation of the lattice specific heat, the entropy for Ti and Hf was 
evaluated directly from Eq. (5.6) using the appropriate density of 
states derived from the measured phonon data. The entropy also was 
evaluated using the MB scheme. These two methods are compared in 
Table 8. One can see there is very good agreement between the two 
methods. Thus the MB scheme is an appropriate method to calculate the 
lattice specific heat for Ti and Hf. 
To determine the total specific heat, C^, the electronic contribu­
tion to the specific heat must be taken into account. The electronic 
contribution to the specific heat was evaluated for Ti and Hf using 
the electronic density of states determined from the band theoretical 
calculations of Jepsen et al. (35,86). The use of the bare density of 
states to calculate the electronic specific heat should be valid at 
high temperatures since the electron-phonon mass enhancement is 
negligible (94) at temperatures higher than about twice the Debye 
temperature. It can be seen (Fig. 25) that the calculated electronic 
specific heat for Ti and Hf is considerably larger at high tempera­
tures than that obtained by linear extrapolation from low temperatures. 
In fact, the high temperature electronic specific heat corresponds to 
an effective density of states at the Fermi level about 30% larger than 
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Table 8. Entropy and specific heat using the MB interpolation scheme 
hep Ti 
,(&) I cal 
'exact mole-K 
q (*-)  
MB 
T = 295K 7.11 7.11 5.75 
T = 395K 8.83 6.02 
T = 495K 10.21 6.19 
T = 595K 11.36 6.32 
T = 695K 12.35 6.44 
T = 773K 13.09 13.01 6.52 
T = 895K 14. 6.65 
T = 1054K 15.22 15.1 6.83 
hep Hf 
T = 295K 10.47 10.47 6.04 
T = 395K 12.2 6.17 
T = 495K 13.6 6.28 
T = 595K 14.75 6.37 
T = Ô95K 15.75 6.46 
T = 800K 16.62 6.54 
T = 895K 17.4 6.63 
T = 995K 18.1 6.72 
T = 1095K 18.74 6.81 
T = 1195K 19.34 6.90 
T = 1300K 20.38 19.9 7. 
T = 1400K 20.4 7.09 
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the T = 0 value for Ti and Hf. This is due to the increase with 
increasing temperature of the effective electronic density of states at 
the Fermi level. 
The total specific heat for Ti and Hf, obtained by adding the 
respective electronic and lattice contributions is compared in Fig. 26 
with experimental measurements by various workers (7,95-99). The 
agreement is quite satisfactory for both metals in view of the dis­
crepancies in the values reported by various workers for the total 
specific heat. We may therefore conclude that the temperature dependence 
of the specific heat of Ti and Hf at high tençeratures can be accounted 
for by the temperature dependence of their lattice and electronic 
specific heats. This is consistent with the conclusions drawn from the 
specific heat calculations of hep Zr (23,24). 
Several other thermodynamic quantities of interest may be evaluated 
for Ti and Hf using the phonon density of states determined from the 
MAS force constants. These quantities are given in Table 9. The 
average moments of the frequency distribution are defined as 
where N is Avogadro's number per mole. The mean square displacement 
<v(T)"> = I v(T)*gtv,T)dv (5.14) 
and the Debye temperature is given by 
(5.15) 
2 
<u > of the atoms can be shown (100 ,101) to be 
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Table 9. Thermodynamic quantities for Ti, Hf, and Zr calculated from 
MAS force constant fits. 
Units Ti Hf Zr 
'"^295K Thz 5.54 3.11 3.93 
Thz 4.96 2.87 
3.5 2.93 3.14 
3.38 2.84 
Thz 5.78 3.22 4.11 
Thz 5.5 3.0 
'^295K 
— 1 
Thz .204 .36 .29 
-\.T. Thz"^ .23 .39 
^295K 
Tbz-1 
.23 .39 .32 
- ' >11  
-1 
Thz .27 .44 
o
 
II H
 O
 
CD 
K 407.5 262.5 290. 
e (T = ») K 354.5 200. 255. 
<tt2> 
" 295K 
P .007 .0055 . 0074 
? .038 .033 
^High Temperature = 1054K for Ti 
1007K for Zr 
1300K for Hf. 
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2 
Acutally the quantity <u > given by Eq. (5.16) is for an isotropically 
vibrating atom and thus does not take into account the anisotropy of 
the hexagonal lattice. However, Eq. (5.16) does allow for a reasonable 
estimate for which is useful in evaluating the Debye-Waller 
factor of Eq. (3.12). 
One interesting observation of these calculations is the close 
agreement between the ratios of frequencies for Ti, Zr, and Hf using 
the average -moments and those using homology as in Eq. (5.6). The 
agreement between these two methods is within 2%. 
D. Phonon Spectra and Electronic Structure of the IVB Elements 
Summarizing the discussion to this point, we can list the following 
general characteristics of the phonon spectra of the IVB subgroup. 
1) The frequencies of all but the [001]LO branch decrease more than 
one would e^ect frc:n the usual effect on the vibrational frequencies 
of the thermal expansion of the lattice. The contribution to the 
specific heat arising from this explicit temperature dependence of 
the normal modes (together with the electronic contribution) explain 
the general high temperature "anomalous" features of the measured 
specific heat. 
2) As the temperature was increased no systematic changes in the phonon 
widths nor any dramatic shifts in the phonon frequencies were 
observed. This suggests that the hep bcc phase transition is of 
the first order. 
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3) The zone-center mode of the [001]LO branch softens appreciably with 
decreasing temperature and this branch exhibits a dip at the zone 
center, at room temperature in Ti and Hf, and at 5.5K in Zr. 
As mentioned in Chapter I, the I001]LO branch of technetium (Tc) 
also exhibits a pronounced dip at the zone center. Tc has the highest 
superconducting transition temperature 8K) of the hep elements. 
The behavior of this branch for Tc is compared with that of Ti, Zr, 
and Hf at room temperature in Fig. 27. Recent measurements C102) of 
the temperature dependence of the [001]L0 branch of Tc from 295 to 
'\'10K show that it exhibits the same anomalous temperture dependence as 
the IVB elements. In fact, the zone-center mode softens by approximately 
40% as the temperature is decreased from 295 to lOK! Thus it is 
tempting to associate the anomalous behavior of this mode with the 
superconducting properties of the hep elements-. 
Since the dispersion curves and their temperature dependence are 
similar for Ti, Zr, and Hf it is natural to attribute their anomalous 
features to the detailed electronic structure cf these metals. In 
fact, a qualitative understanding of the large phonon frequency shifts 
observed in these metals can be found by considering their electronic 
density of states (35,85) shown in Fig. 28. The electronic density of 
states CDOS) of these metals exhibits a large peak just above the Fermi 
level E„ arising from bands of predominantly d character. As the tem­
perature increases, the effective density of states at the Fermi level 
increases due to this large d-like peak. This can be seen directly in 
the calculated electronic heat capacity of Ti and Hf (see Fig. 25) 
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which rises well above the straight line expected from a constant DOS. 
This overall increase in the effective DOS will add to the usual 
metallic screening of the bare Coulomb interaction between ions and 
leads to a general decrease in the phonon frequencies. 
To understand the anomalous behavior of the [001]LO branch frozen 
phonon calculations (see Chapter II) have been performed on Zr. In 
these calculations the APW method (56) has been used to calculate the 
electronic energy bands for the Zr lattice in which the atoms in the 
unit cell are displaced in a way similar to the maximum displacement of 
a [001]LO zone center phonon. These results are then compared to the 
energy bands of the static Zr lattice. 
The energy bands for the static Zr lattice are shown in Fig. 29. 
On the AHL plane (see Fig, 32 in Appendix A), the bands are doubly 
degenerate (except for a very small spin-orbit splitting). With a 
phonon present, the symmetry of the lattice is lowered and in general 
these degeneracies are split. The largest splitting for states on the 
AHL plane is caused by the [0Ol]LO zone center phonon. The results of 
the frozen phonon calculations, shown in Fig. 30, suggest that the 
bands near the H point are split at the Feroii level. The band which is 
lowered in energy remains occupied while the other band is raised above 
the Fermi level and becomes unoccupied. The net result is a substan­
tial decrease (of the order of a few meV) of the total energy associated 
with the I001]LO phonon. The splitting of the two bands is on the order 
of 1500K so that as the temperature is raised, thermal repopulation and 
thermal disorder wipe out the energy gained by splitting the bands 
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Figure 29. The electronic band structure for the static Zr lattice. The 
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Figure 30. The electronic band structure of a Zr lattice in which a [001] 
LO zone center phonon is frozen in. The dotted line is a 
rigid band approximation to the Fermi level of Tc 
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about the Fermi level. The electronic contribution to the phonon 
energy then increases and the phonon frequency hardens with increasing 
temperature. 
It would be very interesting to apply the concepts described 
above to Tc since its [001]L0 branch exhibits a large dip at the zone 
center. Tc has 3 more d valence electrons than Zr. If we assume that 
the rigid band approximation (103) is valid for these two metals then 
Ep for Tc is given by the dotted lines in Figs. 29 and 30. Note the 
large splitting of the bands in the AHL plane in the presence of the 
[001]LO zone center phonon. This splitting is much larger for Tc than 
for Zr. Thus we would expect a larger dip in the [OOIJLO branch at the 
zone center for Tc than for Zr. 
The idea that the bands near the Fermi level give rise to the 
phonon anomalies in the manner described above is consistent with the 
theoretical work of Varma and Weber (57,58) on phonon dispersion in 
transition metals. In this formulation phonon anomalies arise whenever 
a lattice distortion (phonon) causes a reduction in the electronic 
energy. As was discussed in Chapter II, the lattice distortion of 
wavevector q = ^  - k' will reduce the energy of the electronic state 
(5ii) near the Fermi surface significantly if a state (k'y') near the 
Fermi surface exists such that Iv, e, - V, e, , , ] is large. Since this 
• tc Ky iC R. jj 
quantity enters the dynamical matrix as a sum over all electronic 
states (see Eq. (2.49)), the reduction in electronic energy due to the 
lattice distortion will be particularly significant if the distortion 
opens up a local gap in the electronic structure at the Fermi surface. 
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It should also be pointed out that both the Ti and Hf room tem­
perature data in the [001] direction can be fitted (80) very well by a 
phenomenological model (104,105) which includes the coupling of dipolar 
charge fluctuations to the longitudinal phonons. The success of this 
model is due to the fact that in these metals a favorable situation 
occurs for induced dipolar charge fluctuations. In fact, the band 
structure calculations on Zr show that the states of the fifth and 
sixth bands near the symmetry point H and just below E^, contain a 
large admixture of p electronic character. In responses to a lattice 
distortion these states can admix with the large number of d states 
above and give rise to a dipolar charge density response. 
The discussion given above for the mechanism underlying the unusual 
temperature dependence of the I001]LO zone-center mode and of the 
relatively large frequency shifts seen in the IVB metals is of only a 
qualitative nature based on their electronic structure. A more quan­
titative and detailed analysis of these experimental results and their 
relation to the electronic response of these metals can only be obtained 
within the framework of a microscopic theory of lattice dynamics. At 
the present stage of development, the frozen phonon method cannot yield 
accurate total electronic energy values which are necessary to attempt 
to quantitively reproduce the observed features of the phonon spectra. 
The microscopic theory of Varma and Weber, on the other hand, has had 
considerable success in reproducing the observed anomalies and dis­
persion in a number of cubic materials (57-60). Therefore, it is of 
considerable interest to apply this formalism to the IVB metals. An 
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analysis of the phonon dispersion in the IVB metals using the Varma and 
Weber microscopic theory is presently in progress in the Ames Laboratory. 
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VI. APPENDIX A: THE hep LATTICE 
The hep lattiee is shown in Fig. 31. The direct primitive basis 
vectors which generate this lattice are 
/3 " ^  1 " 
a^ = ax + *2 ay 
a^ ^ ax + *2 ay (A.l) 
a^ = cz 
where a and c are the hexagonal lattice constants. The equilibrium 
atomic positions of the two atoms in the basis are, from Eq. (2.1), 
Z  
x( ^  ) = 0 
2 ^  1 ^  1 ^  
- 3 + 3 ^ 2 2 ^ 3 
where £ is a label for the primitive cell. For ideal packing of the 
hep lattice c/a = y = /8/3 = 1.63299. Most elemental solids which 
crystallize in the hep structure have a c/a ratio somewhat less than 
ideal. The range does vary though from 1.56 (Li) to 1.88 (Cd). 
Table 10 shows the ordering for the first 9 nearest neighbors of 
the atom at the origin of the hep lattice. The atom sequence denotes 
the sequence of neighbors in planes (labeled by the origin, c/2, and c 
which refers to their distance from the origin) normal to the c-axis. 
As is evident from the table, the ordering of the n-th nearest neighbor 
depends on the c/a ratio of the lattice. The first 6 neighbor positions 
in the hep lattice for c/a < ideal are shown in Fig. 31b. 
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IV 
Figure 31. (a) The hep structure and (b) the six nearest neighbor 
positions in the hep lattice with c/a < ideal 
Table 10. Location of atoms in hep lattice 
Atom 
sequence 
Plane Distance from origin No. of 
3 
4 
origin 
c/2 
c/2 
origin 
c/2 
origin 
c/2 
(64)' 
/3a 
iè ' f  
frî * ') 
1/2 
2a 
2 ,.\l/2 
a(—- + 13 V 
'4a 2 3 J 
12 
12 
6 
12 
Relative 
distance 
Order of neighbors 
atoms c/a = 1.63299 c/a < 1.63299 c/a > 1.63299 
1 . 0  
1 . 0  
1.414 
1.6329 
1.732 
1.732 
1.915 
2 . 0  
2.236 
8 
9 
7 
9 
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The value of d, the distance between adjacent planes in the set 
(hk£) for the hep lattice, is given by 
4, + hk + k2 , + _ , _ (A.3) 
4. 
The volume of the primitive cell is, from (A.l), 
Vp ° Gl ' (=7 * ay) = iF • (A'4) 
The angle ()> between the plane (h^k^Jl^^) of spacing d^, and the plane 
^2^2^2' spacing d^ is 
, —1 
<j) = cos 
1 3a2 
1^^ 2 1^^ 2 (^ 1^ 2 2^^ 1^  2 *1^ 2 
2 
L / [  4 + 4 + Vi 4* ^2^2 + ^  4 
(A. 5) 
The planes most commonly referred to for the hep lattice are the 
(002), ClOO), and (110) like planes. These are shown in Fig. 30a as the 
planes containing the atoms positioned at OCDE, ABCD, and ACEF 
respectively. 
The reciprocal lattice vectors are given by 
a_ X  a_ 2I T  / 1 ^ ^ \ 
b = 2tt = — — X + y ! 
a^ • (a^ X a^) a ^ /3 ' 
^  a x a  2 T T  r  1  .  .  \  
b„ = 27: — = —{ X + y ) (A.6) 
2 I, . dg X a \ /3 / 
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a x a  2 %  _  
^3 = 2TT — = — z . 
as . (a^ X a,) 
These vectors also generate a hexagonal lattice. The first Brillouin 
zone of the hexagonal lattice (formed by planes perpendicular to b^, 
and b^ and located at their midpoints) is shown in Fig. 32. The labels 
refer to points and lines of high symmetry (see Appendix B). A general 
reciprocal lattice vector is denoted by ? where 
^hkJl ~ ^^1 ^  ^^2 ^^3 ' h, k, S, = integer . (A.7) 
The direction of this vector is commonly referred to as the [hk£] direc­
tion. The vector described by [hkK.] is normal to a (hk£) plane in real 
space. 
The relation between the direct lattice vectors and the reciprocal 
lattice vectors is given by 
a^ • K = 2irô_ , i, j = 1, 2, 3 . (A.8) 
A. Elastic Structure Factor 
The elastic structure factor appears in the expression for the 
total coherent scattering per unit cell of a crystal. The elastic 
structure factor of the unit cell for scattering from the (hk2) planes 
of a crystal is 
|F(hk%)'2 
elastic IS 
K 
(A.9) 
where b^ is the coherent scattering length of atom k located at r(K). 
Figure 32 ^ 
Of ,,, hep UtUc. .  
M 4S h^ 
1 2' and are the reciprocal 
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The sum is over all atoms in the unit cell. Using Eq. (A.2) this 
becomes, for the hep lattice, 
2 
-2TTi(^  ^+ |) 
1 + e (A.10) 
Then 
(A.11) 
]F(hk£)l^ = 0 for 2h + k = 3n , 2 odd 
= for 2h + k = 3n ± 1, Si even 
= 3b^ for 2h + k = 3n ± 1, I odd 
-2 
= 4b for 2h + k = 3n , £ even 
where n=0, 1, 2, ... . From Eq. (A.11), we see that the (001) planes 
give zero scattered intensity while the (002) planes are strong 
scatterers. 
B. hep Elastic Constants and Long Wavelength Acoustic Modes 
For a hexagonal crystal there are five independent elastic con­
stants: C^2' 0^2 and The elastic constant 
Cgg = 1/2(Ctt - C^^). Stability of the hep lattice requires that 
^44' ^ 66 ^ ° 
C.. + + C.. > 0 (A.12) 
ii 
and 
^^11 ^12^^33 " > 0 
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If we consider normal modes of the hep lattice whose wavelengths 
are much greater than the range of effective forces in the crystal then 
the frequencies of these modes are determined by the relations given 
in Table 11 where p is the density of the material and is the 
wavevector in the [hk£] direction. 
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Table 11. Relation between long wavelength acoustic phonons and elastic 
constants for hep crystal 
TA[001] 
TA [100] 
TA [110] 
'ta [110] 
LA[001] 
LA(100] 
'la[110] 
L 
217 
2t: 
"44 
%4 
1/2 
^001 
1/2 
^100 
TA [100] 2tv 
i |^l/2(Cll C12) 
1/2 
1/2 
^100 2ir P 
1/2 
ilOO 
1 
2ir 
1 
277 
1 
2Tr 
_1^  
2TT 
1 
277 
44 
'66 
'33 
'11 
n 
^110 
1/2 
^110 
1/2 
iQOl 
1/2 
^100 
[1/2 
*110 
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VII. APPENDIX B: GROUP THEORETICAL ANALYSIS 
OF LATTICE VIBRATIONS IN THE hep STRUCTURE 
The equation of motion for the atoms of a crystal has been given in 
Eq. (2.21): 
wf(q)e^(K|q) = J*, jeg(K'|q) (B.l) 
where 
(o^(q) = the frequency of the mode 
e^(K:|q) = a-th component of displacement of atom k 
KK' j ~ dynamical matrix element describing the a-th component 
of force on atom ic due to a displacement of all atoms 
of type K' in the 6 direction. 
In general, Eq. (B.l) is a 3n x 3n matrix eigenvalue equation with 3n 
2 
real eigenvalues to (q) for each value of q (n being the number of atoms 
2 1/2 
per primitive cell). The 3n solutions [a)^(q)] (j = 1, 2, ..., 3n) 
describe the dispersion curves in any direction in q space. 
The application of group theoretical techniques to the study of 
lattice dynamics can simplify greatly the eigenvalue problem, Eq. (B.l). 
In particular, the group theoretical analysis of lattice vibrations 
can lead to a model-independent classification of branches of the dis­
persion curves according to the irreducible representations of the 
space group of the crystal; prediction of degeneracies at high symmetry 
points in the Brillouin zone; determination of the polarization vectors, 
e(KIq), to the extent that can be done by symmetry alone; factorization 
of the dynamical matrix; and the calculation of the structure factor 
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(see Eq. (3.6)) which determines the intensity of neutron groups in one-
phonon coherent neutron scattering. In this appendix we will apply 
group-theoretical techniques to the analysis of lattice vibrations in 
elements with the hep lattice structure. 
A. Group Theory Techniques 
As mentioned previously, the eigenvalue equation we wish to solve 
is, in matrix notation, 
a)^(q)ê(q) = D(q)E(q) . (B.2) 
The solution to Eq. (B.2) is obtained for each individual q of interest 
in the Brillouin zone. 
It was recognized by Bouckaert al. (106) that when one is con­
sidering the transformation properties of E(q) under the operations of 
the space group G it is not necessary to consider all the elements of 
G but only those of a group G(q) called the group of the wavevector. 
This group, which is a subgroup of the space group G, is comprised of 
the elements R = {Rlx(m) + v(R)} which have the property 
HI — 
Rq = q or q + T (B.3) 
where ? is a reciprocal lattice vector [x(m) and v(R) are primitive 
and nonprimitive translations respectively]. We restrict attention to 
G(q) simply because the elements of G(q) acting on the crystal leave 
unaltered the direction of a wave traveling along q. Irreducible 
representations of G(q) are then constructed which can be used to 
simplify the eigenvalue problem, Eq. (B.2). The reader is referred to 
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the excellent article by Chen (107) for a treatment of the 
lattice dynamics of crystalline solids using this group theory 
technique. 
Maradudin and Vosko 0.08) have outlined a somewhat related technique 
which makes use of the point group that underlies G(q), namely G^Cq) 
(The elements of G^(q) are made up of only the rotational parts of 
G(q).). In contrast to representations of G(q), those of Gg(q) have the 
property that the product of the matrix representatives of two elements, 
say T(B_) and t(R^), is in general equal to a complex number times the 
matrix representative of the product element T(R^.R^), i.e., 
t(R.)T(R.) = (|)(R ,R.)t(R.R.) CB.4) 
- I - J  1  J  -  J  
where 4>(R^,R^) is a complex number of modulus unity. Such a representa­
tion is called a multiplier representation (MR) and the collection of 
weights or multipliers {$(R_,Rj)} is called the factor system. The 
latter is determined by crystal symmetry and the value of the wavevector 
q in the Brillouin zone. The MR {T(R^)} is called an irreducible 
multiplier representation (IMR) if the matrices T(R^) are irreducible. 
We shall make use of the MR method in our attempt to simplify the 
eigenvalue problem for the hep structure. An outline of the procedure 
which we will use is as follows : 
1) The set of matrices which commute with D(q) will be constructed. 
These matrices will be shown to form a reducible MR of G^(q). 
2) The reducible MR of G^(q) is decomposed in terms of the IMR's of 
G^Cq). 
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3) Symmetry adapted vectors, which transform like the eigenvectors of 
D(q) do, will be constructed. 
4) The dynamical matrix will be block diagonalized (through a similarity 
transformation indicated by the symmetry adapted vectors). This 
transformation of D(q) will provide the essential simplification of 
the eigenvalue problem. 
1. Construction of the transformation matrices 
In Chapter II we were able to show, by starting from the transforma­
tion of atomic displacements under the operations of the space group G 
and subsequently imposing invariance conditions on the potential energy, 
the commutation relation involving force-constant and transformation 
matrices, Eq. (2.19), 
R is a rotational element of the space group of the crystal. We will 
follow? a similar approach in deriving the transformation properties of 
the dynamical matrix. 
In terms of the eigenvectors e^ cj?) and corresponding eigenfre-
->• z 
quencies w.(q), the atomic displacement of atom ( ) may be written as 
J K 
i[q*x(^ )-w. (q)t] t 
u( ^ ) = -^ 1 A(q)e(Kj^ )e  ^3 J  (B.5) 
Z for the normal mode (?). The position of atom ( ) is then given by ] K 
(see Eq. (2.2)) 
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r (  <)  =  =(% )  +  t  )  .  
Now let us oper?te on the site r(^ ) with an element of R^ : 
R^ r( ^ ) = {R|x(m) + v(R) }r( ^ ) 
= Ru( ^ ) + x( ^, ) . (B.6) 
Thus with every lattice site x(^ , ) we can associate a displacement 
-»• £ 
Ru(^ ) given by 
Ru( ^ A(q)Re(icl^ ) 
•> i[q-x(S-u). (q)t] -, 
e  ^ 3 
= . (B.7) 
2' 
Following Eq. (B.5), however, the atomic displacement of atom (^ ,) can 
be written 
. (B.s, 
L J 
K 
Comparing Eqs. (B.7) and (B.8) and using the relation Eq. (B.6) we obtain 
= r^ g(KK'|q,R^ e^g(K|.) (B.9) 
where r(q;R ) is a 3n-dimensional square matrix 
— m 
iRq-[x ( k ) -R x ( k : ' ) ]  
r _(KK'|q;R ) = R gô(K,R(K',R))e ™ • (B.IO) 
ap m ajS 
The Kronecker delta ô ( k ,F(k',R)) describes the interchange of sublattices: 
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it vanishes unless k corresponds to the sublattice F(k',R) reached from 
k' via R . 
m 
Equation (B.9) along with Eq. (B.IO) describes the transformation 
law for the polarization vectors under an operation of the group 
of the wavevector, R^ . From the definition of r(q,R^ ) it is straight­
forward to show that r(q,R^ ) is unitary: 
-Rq-[x(k')-R x(k)] 
= Rg^ 6(K:',F(K,R))e ™ 
= rg^ K^c'lqiR^ )^ (B.ll) 
[the rotation matrices R are orthogonal, RR = 1]. 
We now apply a unitary transformation on D(q) with the matrices 
r(q;R^ ): 
r(î;RJD(î)f(î;R^ ) = Ï, Ï 1^ 'VI''V ' 
ax Bh 
fr> 1 ON VJL> . 
By using the explicit expressions for the above matrices and the trans­
formation law for the force constant matrices, Eq. (2.19), Eq. (B.12) 
can be reduced to 
r(q;R )D(q)r (q;R ) = D(Rq) = D(q) (B.13) 
— m — m — — 
where the last form follows from the fact we are using elements of the 
group of the wavevector. The unitary matrices r(q;R^ ) commute with the 
dynamical matrix. Equation (B.13) can be used to determine the 
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independent nonzero elements of D(q). It is further possible to show 
that the set of matrices {r(q;R^ )}, e G(q), provides a 3n-dimensional 
representation of G(q). 
The matrices pertaining to the multiplier representation approach 
are related to the r(q;R^ ) matrices through 
I(Î;R) = x ) (B.14) 
— — — m 
or, using Eq. (B.IO), 
T^ g(KK'|q;Rj = R^ g5(K,F(K',R))ei9'[x(K)-R3(K')]  ^ (B.15) 
We should note that there is a one-to-one correspondence between the 
elements {R} of the point group G^ (q) and the matrices {T(q;R)}. 
Now let us consider multiplication of the matrices T(q;R) 
associated with two elements R. and R. of the group 
1 J 
 ^  ^ iq'[v(R )+x(m )] iq* [v(R )45(m ) ] 
T(q;Rjl^)T(q;R^ ) = r(q;R^ )r(q;R^ ) x e x e 
i(q-R "^ q) • [v(R )+x(m ) ] 
= T(q;R.R.)e  ^  ^ (B.16) 
— —1 —J 
The factor (q-R_^ q) defines a reciprocal lattice vector T(q,R^ )^. we 
thus obtain the multiplication rule obeyed by the matrices T(q;R_) 
and T(q:R.) 
-J 
iî(q,R^ )^.v(R )  ^
T(q;R.)T(q;R.) = e  ^  ^ T(q;R,R.) . (B.17) 
— —1 — —J — —1—] 
From our discussion leading to Eq. (B.4) the set of matrices {T(q;R)} = 
T(q) provide a 3n-dimensional multiplier representation of the group 
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G^ (q) corresponding to the factor system {<})(R^ ,R^ )} where 
iT(q,R^ q)«v(R ) 
<t)(R^ ,R^ ) = e  ^ (B.18) 
Using the properties of the matrices r(q;R^ ) and Eq. (B.14) one can also 
show that the matrices T(q;R) are unitary and commute with the dynamical 
matrix, D(q). 
It is evident from Eq. (B.18) that 
1. = 1 for symmorphic space groups. 
2. (|)(R. ,R.) = 1 for nonsymmorphic space groups when q is within the 
-1 -J 
B.Z. 
3. The (J)(R. ,R.) are complex numbers of modulus unity if the space 
-1  -J  
group is nonsymmorphic and q is in the zone boundary. 
The IMR's of the point group G^ Cq) will reduce to the ordinary repre­
sentations of G(q) in both case 1 and case 2. For case 3, however, the 
IMR's must be obtained by special techniques. For our considerations 
of the hep structure we shall use the IMR's for G (q) compiled by 
Kovalev (109). 
2. Decomposition of T(q) 
In general, the representation T(q) is reducible and can be 
decomposed in terms of the IMR's, T (q), of G^ (q) 
T(q) = I Cg ?(q) . (B.19a) 
s 
is the number of times the IMR T  (q) of dimensionality f^  appears in 
T(q) and the sum is over all the IMR's of G^ (q). is given by 
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c = 1/h I Ix (^q;R)] x(q;R) 
ReG^ (q) 
where h is the order of G^ (q) and 
(B.19b) 
X(q;R) = Tr T(q;R) X (^q;R) = Tr T®(q;R) (B.19c) 
Since T(q;R) is a Sn-dimensional matrix then 
3n = I 
S  
The implication of Eqs. (B.19) when applied to the eigenvalue 
2 -» 
problem, Eq. (B.l), is that there are distinct eigenvalues ,(q), 
2 -)• 2 -> 
u) -,(q), ... 0) _ (q), each of which is f -fold degenerate. The 
S  #  Z  5 ,  U  S  
S  
associated eigenvectors are denoted 
q 2 
2 
"sa'"-' 
" ,c 
S  
s 1 1 
f.! 
[-•' ' ' 
I  s C; 1 '  
:( " ) 
\ s 2 2 / 
tl ' •). 
^ s C 2 ^ 
s 
-» q 
V  s 2 f ' j  
s J 
i f  ^  
V s C f 
s s 
(B.20) 
The eigenvectors and eigenvalues can therefore be classified in terms 
of the IMR's of G^ (q). 
3. Symmetry adapted vectors 
Having determined the occurrences of the various IMR's, the next 
step is to construct the symmetry adapted vectors. We define a 
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projection operator from the irreducible matrix element T^ (^q;R) and 
the transformation matrix T(q;R) as 
" I T  ^  ^  l T % ^ ( q ; R ) ] * T ( q ; R )  
ReG^ Cq) 
(B.  
The operator P^ (^q) has the property that when it operates on the fol­
lowing orthogonal unit vectors of the 3n-dimensional space of {?(?)}: 
1 
0 
0 
L- 0 -1 
0 ~1 
1 
0 
L 0 J 
0 1 
0 
L- 1 -I 
3n elements 
it will project out mutually orthogonal vectors, each of which 
transform according to the A-th row of the IMR t (q). 
If we vary X and s in Eq. (B.21) (leaving y fixed) according to 
Eqs. (B.19), we can project out 3n of these vectors, all of which can 
be shown to be mutually orthogonal. These 3n vectors have the same 
transformation properties as the eigenvectors of the dynamical matrix 
[see Eq. (B.9) and the discussion following it] and are called the 
symmetry adapted vectors. 
As shown in Eq. (B.20), we can classify the eigenvectors of 
Eq. (B.l) in terms of the IMR's of G^ (q). Since the symmetry adapted 
vectors are also classified in terms of the IMR's of G^ (q) then we 
should be able to write the eigenvectors E( ) as a linear combina­
tion of all symmetry vectors belonging to the same s (IIW) and same X 
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-y q 
Writing the symmetry vector as then 
E(sa,) - I C( " ) (B.22) 
b saX,sbX 
where the C's are complex coefficients and b = 1, 2, C^ . The C's 
cannot be uniquely determined by means of group-theoretical arguments. 
In the special case in which = 1, Eq. (B.22) simplifies to 
î ' s Îx '  -  '  »• ">  
and the eigenvector of Eq. (B.l) is determined from symmetry 
considerations alone. 
4. Block diagonalization of D(q) 
Since {(Tlq;R)} are representation matrices of the symmetry group 
of the dynamical matrix, G^ (q), the matrices T(q;R) commute with D(q), 
T(q;R)D(q) = D(q)T(q;R) 
If we now wish to block diagonalize D(q), we simply need to find a 
unitary matrix U(q) which block-diagonalizes T(q;R). We can construct 
such a unitary matrix by using the 3n symmetry adapted vectors as 
column matrices. If we form U(q) by grouping the vectors according to 
the same X and same s, then 
&(q) = U^ (q) D(q) U(q) (B.24) 
where &(q) is block diagonal. Specifically, there are f^  diagonal 
blocks & (q) each of which is C^ -dimensional. Putting the dynamical 
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matrix into diagonal form in this manner simplifies the problem of 
determining eigenvalues and the eigenvectors by allowing us to deal 
separately with blocks pertaining to different IMR's. 
5. Compatibility relations 
We can use the above group-theoretical techniques to classify the 
vibrational modes corresponding to a given vector q in the B.Z. The 
compatibility relations examine how the classifications and the 
degeneracies change as one moves from q to a neighboring point q'. 
These relations are determined by examining how the symmetry of the 
point group of the wavevector, G^ (q), is changed as q moves to q'. 
The most common use of compatibility relations is in the case of 
where q moves along a line of symmetry to a point on the B.Z., q*. In 
this case G^ Cq) is a subset of G^ (q') and as a result the compatibility 
relations can be found by examining the compatabilities between the 
IMR's of G^ (q) and G^ (q'). The IMR's T^ (q') of G^ (q') are in general 
reducible with respect to G^ Cq) and can be written as 
?(q') = I t°(q) (B.25) 
a 
where the sum is over the IMR's of G^ (q) and is obtained by using 
Eq. (B.20). We will illustrate the use of compatibility relations when 
discussing the group theory of the hep structure. 
Summarizing, we use group-theoretical techniques to construct a 
set of matrices T(q) = {T(q;R)}, R £ G^ Cq) which commute with D(q) . 
These matrices form a 3n-dimensional representation of G^ (q), and as a 
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result the eigenvectors E(?) and eigenfrequencies w.(q) can be classi-
J J 
fied in terms of the IMR's of G (q) in T(q), as E(  ^) and w (q). 
O SâA S& 
Using the projection operator technique, symmetry adapted vectors can 
then be constructed which can be used to block diagonalize the 
dynamical matrix. 
B. Group Theoretical Analysis of 
Vibrations in hep Lattices 
The hep lattice consists of two interpenetrating hexagonal Bravais 
lattices and thus has two atoms per unit cell. At a general point in the 
Brillouin zone there will be six distinct branches of the dispersion 
curve although we can expect degeneracies along high symmetry lines 
and at high symmetry points. 
The space group of the hep elements is the nonsymmorphic group 
D^ h (PGg/mmc) which has the underlying point group of order 24. 
Twelve operations of the space group have a nonprimitive translation 
v(R) associated with them, where 
v(R) = 2/3 a^  + 1/3 a^  + 1/2 a^  
Which twelve operations will have v(R) t 0 will depend on the choice of 
origin for the coordinate system of the lattice. We will adopt the 
system by Kovalev (10^  which is illustrated in Fig. 33a. The primitive 
—y ->• 
translation vectors a^  are the same as described in Appendix A. a^  is 
along the six-fold axis, a^  and a^  are 120° apart and perpendicular to 
a^ . Each axis is perpendicular to a mirror plane in the hep lattice. 
With respect to our choice of origin the positions of the two atoms of 
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\ '— — / o 
l!lo] 
L'«»J 
Figure 33. (a) Coordinate system used in determining the symmetry 
properties of the modes of vibration ^ n the hep lattice. Two 
layers perpendicular to the six-fold axis^ are shown. The 
origin of the coordinates is on a plane 1/4below the plane 
of the solid dots, (b) The axes of rotation for the symmetry 
directions of D,, , the underlying point group of the hep 
lattice. The directions [hk&] define the axes 
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the basis are at 
2/3 a^  + 1/3 a^  + 1/4 a_ (solid dots) (B.26a) 
and 
1/3 a^  ^+ 2/3 a^  + 3/4 a^  (open circles) (B.26b) 
respectively. The atoms which can be reached by a primitive lattice 
translation from the atom at the site given by Eq. (B.26a) make up one 
sublattice of the hep structure. The second sublattice is generated in 
the same way from the atom at the site given by Eq. (B.26b). Atoms in 
different sublattices are separated by a combination of a nonprimitive 
translation and some primitive translation. 
The operations of the space group with this coordinate system are 
given in Table 12 where the axes of rotation used in describing these 
operations are shown in Fig. 33b. Note that the elements h^  ^••• ^ £4 
can be obtained by applying the inversion operator I to elements 
h, ... h,„. The rotation matrices for the proper rotations h^  ... . 
X 1 l i  
of the underlying point group are given in Table 13. 
The Brillouin zone for the hep lattice is shown in Fig. 32 where 
we have used the standard group theoretical notation (103) to label the 
major symmetry points and lines. The plane containing the b^  and b^  
axes with b^  = 0 [the (hkO) plane] is illustrated in Fig. 34 . We will 
be concerned primarily with modes of vibration with wavevectors q lying 
along the I, T, and A directions and at the high symmetry points T, A, 
M, and K. It is necessary to establish, therefore, the point groups 
Table 12. Element» of the space group D^ (^Seitz notation). 
Elements of D*!, Opération^  Elements of D^ , Operation bh on 
(Kovalev notation) (Kovalev notation) 
1^ 
{E x(m) } his {I x(m) + v(R)} 
2^ 
{6[001] x(m) + v(R)} 1^4 {6[001] x(ra) } 
S 
{3[001] x(m)} {3[001] x(m) + v(R)} 
{2[001] x(m) + v(R) } {2[001] x(m) } 
s 
{3[00Î] x(m)} 7^ {3[00Ï] x(ra) + v(R)} 
\ {6[00Ï] x(m) + v(R)} 8^ {6[00Î] x(m) } 
h {2[010] x(ra) + v(R)} 1^9 {2[010] x(m) } 
8^ {2[Ï20] x(m)} 2^0 {2[Ï20] x(m) + v(R)} 
9^ 
{2[100] x(m) + v(p} 2^1 {2[100] x(ra) } 
1^0 
{2[210] x(m)} 2^2 {2[210] x(m) + v(R)} 
1^1 
{21110] x(m) + v(R)} 2^3 {21110] x(ra) } 
1^2 
{2[120] x(m) } 2^4 {2[120] 
x(m) + v(R)} 
n^[abc]—rotation about abc axis 
n[abc]—rotation about abc axis followed by inversion through the origin 
I—inversion 
x(m) »= primitive lattice translation; v(R) = 2/3a^  + l/Sa^  + 1/23^  
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Table 13. Rotation matrices D 6h 
1^ = 
1 
0 
0 
hz = 
hs -
1/2 
/sTY 
0^ 
1-1/2 
/372 
0 
/ 
4^ = 
-1 
0 
5^ = 
6^ = 
0 
1 
0 
-V^  
1/2 
0 
-^3/2 
-1/2 
0 
0 
-1 
o \  
0 
1 / 
0 
0 
1 
0 
0 
1 
\ 
o \  
r  
0 1 
/ 
Kj/Z '-1/2 0 
-v^  1/2 0 
r 
0 1 
/ 1/2 V3/2 0 
i-/3/2 1/2 0 
\ 0 0 1 
h-, = 
hr, = 
h. = 
1^0 = 
1 
0 
0 
1/2 
0 
/ 
/ ^ / n 
-X/ Z. 
1^1 = / 3 / 2  
n-, r. = 
12 
\° 
u 
V 
-yW 
1/2 
0 
-/372 
-1/2 
0 
0 
-1 
0 
/ÏTÎ 
-1/2 
0 
/3/2 
1/2 
0 
0 
0 
0 
-1 
o \  
0 
-V 
0 
0 
-1 
o\  
0 
-1 
0 
-1 
\ 
"W 
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Figure 34. The basal plane of the reciprocal lattice. The letters 
refer to lines and points of high symmetry 
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G^ (q) which leave q invariant along these directions and at these points 
(G^ (q) will be a subgroup of D^ )^. G^ Cq) is given in Table 14 for the 
points and lines which form the wedge in Fig. 32. This wedge is referred 
to as the irreducible 1/24-th of the B.Z. All wavevectors q which lay 
outside this wedge can be rotated into the wedge by an operation of 
D,, . Thus the irreducible zone is that part of the B.Z. which contains 
on 
all the unique wavevectors q. 
With the above information and the IMR's for G^ (q) we can now 
analyze the lattice vibrations of the hep elements. We will illustrate 
the technique for the lines A and E and then present the results for the 
other symmetry points and lines. 
Before doing the analysis, several general comments can be made 
about the transformation matrices given by Eq. (B.15), 
T^ g(KK'G;R) = R^ g6CK,F(K',R))ei9'[x(K)-Rx(K')] 
Since there are two atoms per unit cell, k,k' = 1 or 2. The Kronecker 
delta, 6(k,F(k',R)) is as follows: 
ô(k,F(k',R)) = 1 for k = k' and (B.27) 
R = h^ ,h2,h^ ,hg,h^ Q,h^ 2»\4»^ 16»^ 18'\9'^ 21'^ 23 
for K  ^K* and (B.28) 
R= H2,H^,HG,H^,HG,HJ^^,HJ^2'^]^5'^]^7>^20''^22'^24 
= 0 for any other combinations. 
The elements in Eq. (B.27) do not involve an interchange of sublattices 
and Eq. (B.15) becomes 
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Table 14. G^ Cq) for symmetry points and symmetry lines of the hep lattice 
Symmetry  ^
point G (q) Elements of G (q) 
or line 
r 
A 
z 
T 
R 
S 
S' 
L 
H 
A 
T' 
M 
K 
P 
U 
6h 
'6V 
'2V 
'2V 
'2V 
'2V 
'2V 
2h 
3h 
6h 
'2V 
2h 
3h 
3V 
'2V 
1^' ^ 2' '''' ^ 24 
h^ , h^, h^ , h^ , h^ , h^ , h^ g,  hgQ' ^ 21' ^ 22' ^ 23' ^ 24 
hi» h^ Q, h^ g 
hi, h^ ,^ h^ ,^ h^ Q 
1^' ^ 10' ^ 16' \9 
\l' 1^6' ^ 20 
1^1' 1^6' ^ 20 
1^0' ^ 13' ^ 16' ^ 19' ^ 22 
3^' S' ^7' N' ^11' ^ 14' ^ 16' ^ 18' ^ 20' ^ 22' ^ 24 
1^' ^ 2' •••» 2^4 
h^ , h^ g,  h^ Q 
ÏI7. h^ g,  h^ g, h^ g,  hgg 
5^, 1^ 7» 9^» 1^4' ^ 16' ^ 18' ^ 20' "22' "24 
S' S' *^ 20' ^ 22' ^ 24 
1^' 1^9' ^ 22 
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For operations which do interchange sublattices T(q;R) has the form 
/ 0 g^iq-[î(l)-Rx(2) \ 
T (q;R) =  ^  ^ " • (B.29b) 
\ Reiq'[x(2)-Rx(l)] 0 
One needs to evaluate the phase factors for Eq. (B.29) to write out 
{T(q;R)}. This can be done with the aid of Table 15 which shows how a 
^ 
general point in the direct lattice given by xa^  + ya^  + za^  transforms 
under an operation of the point group Writing the wavevector q as 
q = Ujb^  + ^ 2^ 2 ^  ^3^ 3 using the positions of the two atoms of the 
primitive cell, Eq. (B,26), the phase factor q'[x(K)-Rx(K')] can be 
evaluated. In general this factor can be expressed as 
q* [x(<) - Rx(ic')] = TT0 
The factor 8 is given for the various elements of Eq. (B.29) in the last 
column of Table 15. 
Once the matrices {T(q;R} have been evaluated we can proceed with 
the decomposition of the representation in terms of the IMR's of G^ (q). 
This involves evaluating, the traces of the matrices {T(q;R} which, 
from Eq. (B.29), are nonzero only for the elements T(q;R) not inter­
changing sublattices. 
Table 15. Exponential factors 0 for T matrices 
Transformation Interchange ' = 11 
coordinates of sub-L 
hj X, y, z 0 
hg x-y, X, z / 
y, x-y, z 2p^  
X, y,  z /  
y-x, X, z 2y^2 
hg y, y-x, z /  
hy X, y-x, z / 
hg y, X, z 2(M^2 + 1/2 
hg x-y, y, z /  
X, x-y, z 2\i^  
y, X, z / 
hi2 y-x, y, z 2(w^  + 1/2 
h^ 3 X, y, z / 
y-x, X ,  z  2 ( U j 2  + 1 / 2  P g )  
his y* y-x, z / 
kk' = 22 KK' =12 K K '  = 2 1  
2ii 12 
2w, 
2(^ 1 - 1/2 P3) 
2(^ 12 - 1/2 M3) 2(W]2 + 1/2 1,3 
2(^ 12 + 3/2 Ug) 
2(^ 2 + 3/2 P3) 
-P-
2(^1 + P3) 
2\ i ,  
2(^ 2 + 1/2 P3 
2(^ 12 + P3) 
2(^ 12 + P3) 2(^ 2 + P3) 
2P, 
3ii. 
2(^ 1 + 3/2 P3) 
2(^ 12 + P3) 2(^ 12 + P3) 
2M. 2(^ 2 + P3) 
'16 
'17 
'18 
'19 
20 
21 
22 
23 
'24 
X, y, z 
x-y, X, z 
y. x-y, z 
X, x-y, z 
y, x, z 
y-x, y, z 
X, y-x, z 
y, X, z 
X-y, y, z 
/ 
/ 
/ 
/ 
i rp. 
2(yj + 1/2 
2U. 
2p 
12 
\ + ^2 = Vi2-
3y, 
2(;^ 2 + 3/2 Pj) 
2Po 
2(p^  + p^ ) 2p^  
2p 
12 
2(p^  - 1/2 P3) 2(p^ 2 + 1/2 V3) 
2(Pi2 - 1/2 P3) 2(P2 + 1/2 P3) 
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1. Determination of the symmetry reduced dynamical matrices 
a .  A :  q  =  ( 0 , 0 , T h e  p o i n t  g r o u p  G ^ C q )  f o r  t h e  l i n e  A  i s  
'6v' The elements of are given in Table 14. Using the phase 
factors from Table 15, the matrices T(A;R) are 
and 
T^ (A;R) = R 0 
0 R 
(B.30) 
A  
Tg(A;R) = 
ITTU-
0 RB 
\ BR 0 
where B = e . The rotation matrices R are given in Table 13. 
The traces of the matrices {T(A;R)} are given in Table 16 along 
with the IMR's of G^ (A) according to Kovalev. Using Eq. (B.20) we can 
decompose our representation T(A) = {T(A;R)} in terms of these IMR's, 
g ^ c ^  ^  
T(A) = T  +  T  +  T  +  T  (B.31) 
Both T and x are two dimensional IMR's and as a result the two modes 
of vibration associated with either one of them are doubly degenerate 
in energy. 
We next construct the projection operators (A) using T(A;R) 
—Ay — 
as determined above and the formula Eq. (B.21) together with Table 16. 
1 i 0 
* 
B 
* 
iB 0 
-i 1 0 
* 
-iB 
* 
B 0 
0 0 0 0 0 0 
B iB 0 1 i 0 
-iB 6 0 -i 1 0 
0 0 0 0 0 0 
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* * 
i 0 g ig 0 
* * 
i -1 0 ig 
-B 0 
0 0 0 0 0 0 
g ig 0 1 i 0 
gi 
-6 0 i -1 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
/ ° 0 0 0 0 0 \ 
0 0 1 0 0 
* 
g 
0 0 0 0 0 0 
0 0 0 0 0 
0 0 6 0 0 1 
" 6  
Pll(A) 
-6 
P^ '(A) 
1 i 0 -g -ig 0 
-i 1 0 
* 
ig 
* 
-g 0 
0 0 0 0 0 0 
-g -ig 0 1 i 0 
ig -g 0 -•i 1 0 
0 0 0 0 0 0 
1 i 
* 
-P 
* 
-ig 
-1 0 
•K 
ca 1 
* 
g 
0 0 0 0 0 
-g -ig 0 1 i 
-ig g 0 i  -1 
0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 \ 
0 0 1 0 0 
-e* 1 
0 0 0 0 0 
0 0 0 0 0 ° / 
0 0 --8 0 0 1 
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If we now take the orthogonal unit vectors of the 3n = 6 dimensional 
space of E(j), 
X = 
' 1' ' 0 " " 0 " 
0 1 0 
0 0 0 
0 0 0 
0 0 0 
0 0 1 
and operate on them with the above projection operators we can obtain 
the symmetry adapted vectors : 
P^ '(A)î -
-5 
P^ (^A)X 
0 
0 
1 
0 
0 
.B 
1 
-i 
0 
6 
-iE 
L 0 
Pll(6)X = 
Pll(A)X 
0 
0 
1 
0 j 
J 
 ^ 1 
i -i 
i 0 
i -B 
! iB 
L 0 
P2^ (A)X 
i 
0 
B 
iB ; 
0 J 
P2I(A)X 
1 
i 
0 
-B 
i -iÉ 
L 0  
Since = 1 for all the IMR's in Eq. (B.31), we can use the result 
Eq. (B.23) to label the above symmetry adapted vectors as the eigen­
vectors of the modes propagating with savevector q along A. The first 
three components of the above eigenvectors corresponds to the x, y, and 
z displacements of one atom of the basis while the last 3 components 
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are associated with the other atom of the basis. Normalizing these 
eigenvectors and considering their behavior in the limit as q ^  0 we can 
make the following assignments : 
0 
0 
1 
0 
0 
6 
LA ; E 
T^ ,l,l 
1 
/2 
L  
0 i 
0 ; 
1 
0 ! 
0 
-> LO 
"5 
T^ ,l,l 
1 
2 
1 
2 
 ^1 
-i 
! 0 
1 ; 
I -iB 
L 0 
r 1 
: -i 
1 0 
I I 
L  0  J  
TA ; Î 
TO ; 
1 
2 
1 
i 
0 
g 
iÉ 
0 
l i  :  
I -iB 1 L 0 J 
TA 
(B.32) 
TO 
The two TA modes are degenerate as are the two TO modes. 
The next step is the block-diagonalization of the dynamical matrix. 
We will make use of the fact that, for the special case of two atoms per 
unit cell which are interchanged under the inversion operation (as is 
the case for the hep structure) , the dynamical matrix has the form (108) 
D(q) = 
\  A  
) D( iV \ 
(5.33) 
) D(,\) 
where D(^  ) is symmetric. 
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Since the matrices {T(q;R)} commute with D(q), we can simplify 
Eq. (B.33) for q along A by operating with the matrices in Eq. (B.30). 
We then obtain the simplified dynamical matrix 
D(A) = 
\ 
XX 
0 0 
XX 
0 0 
0 
XX 
0 0 
XX 
0 
0 0 
zz 
0 0 
zz 
XX 
0 0 
XX 
0 0 
0 
XX 
0 0 
XX 
0 
0 0 
zz 
0 0 
zz 
(B.34) 
If we now make a unitary transformation of Eq. (B.34) using the eigen­
vectors in Eq. (B.32) to form the unitary matrices U(q), where 
U(A) =  ^
(D^ +^ReD^ )^ 
XX XX 11 12 (Dl'; + ReDit) 
D(A) = 
(D^ l+ReD^ Z) 
zz zz 
1 1 0 1 1 0 
-i i 0 -i i 0 \ 
1 
0 0 /2 0 0 /2 
2 B 6 0 -6 -B 0 
I  \ -i6 ig 0 i6 -i6 0 
0 0 /T 6  0 0 -/T B 
obtain 
T  
5 "5 
T  
"1 
T  T  
XX XX 
.12, (D^ -^ReD"") 
zz zz 
/ 
174 
The dynamical matrix is now block-diagnolized and we may deal with each 
block separately when solving for the eigenvalues. 
b. Z: q = (y^ b^ ,0,0)/Z': q = (0,^ 2^ 2'®^  illustrate a case 
where an IMR appears more than ctice in the decomposition of the representa­
tion T(q) we consider the line Z (see Fig. 34). The point group which 
leaves the wavevector q invariant along Z is whose elements are 
listed in Table 14. From Eq. (B.27) and Table 15 it is evident that all 
the transformation matrices will be of the form 
T (IjR) . / - ° 1 (B.35) 
"  -  [ O R !  
where {R} = h^ , h^ ,^ h^ ,^ h^ g. 
An equivalent representation can be obtained by considering the 
line S' in Fig.33 [q = In this case G^ (Z') is composed 
of the elements h^ , h^ '^ and h^ .^ The transformation matrices, 
of course, will have the same form as Eq. (B.35). 
The IMR's for G^ (^ \ ) are given in Table 17 along with the traces 
Y 
of the representation matrices {T(^ ,;R)}. Using Eq. (B.19) we can 
z s decompose T(^ , ) in terms of G^ (^ , ) 
T(^ ,) = 2t^  + 2T2 + 2T^  . (B.36) 
Since all the IMR's are one-dimensional there are no essential 
degeneracies. 
The projection operators are calculated using Eq. (B.21); 
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T g  1 1 - 1  - 1  
1 - 1 1  - 1  
\  1 - 1 - 1  1  
x ( Z ; B )  6 - 2 2 2  
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0 0 0 0 0 0 
0 1 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 1 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 1 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 1 
-3 
1 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 1 0 0 
0 0 0 0 0 0 
\ 0 0 0 0 0 0 
Using these operators to operate on 
X = 
1 
0 
0 
0 
0 
L 0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 J 
we project out = 2 mutually orthogonal vectors for each IMR: 
PT^ (Z')X 
- 0 ~ " 0 " ~ 1 ~ " 0 ~ 
1 0 3^ 0 0 
0 
1 0 ' 
0 
0 
• = 
0 
0 9 
0 
1 
L s J  L U  L : J  L S J  
Pll(Z')X 
0 " ~ 0 -
0 0 
1 0 
0 9 0 
0 0 
G _ — 1 -
(B.37) 
 ^z ' Now the eigenvector is some linear combination of all the 
symmetry vectors belonging to the same IMR and A. Since the IMR's in 
Eq. (B.36) occur more than once, we cannot determine uniquely the 
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Y, ' 
E(saj^ ) from group theory [see Eq. (B.23)], but we can form symmetry 
E ' 
adapted vectors from Eq. (B.37) which can be used to construct 
the unitary matrix. These vectors are 
Z' 
/2 
0 
1 
0 
0 
1 
0 
Z' \ 
T ,2,1 -
1 
/2 
• 0 
1 
0 
0 
-1 
L 0 
Z' 
T ,1,1 ^2 
1 
0 
0 
1 
0 
0 
z '  
T^,2,1 
1 
1 
0 
0 
-1 
0 
L 0 
(B.38) 
Z' 
T^ ,l,l 
1 
0 
0 
1 
0 
0 
L. 1 
z '  
;4,2.i 
1 
/r 
• 0 
0 
1 
0 
0 
--1 
Using Eq. (B.38) we construct the unitary matrix U(Z'): 
U(Z') = 
/J 1 0 0 1 
0 0 0 
1 - 1 0  
\  0  
u u 
1 0 
0 1 
0 0 
o\  
1 
0 
m 0  1 - 1 0  
0 0 0 1 -1 / 
We now proceed to block diagonalize D(Z'). Using Eqs. (B.33) and 
(B.35) we first simplify D(Z'): 
{T (Z';R)}D(Z'){T(Z';R)} = 
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D 
11 
XX 
0 
\ 
0 
yy 
0 0 
0 
XX 
0 
0 
zz 
0 
XX 
0 
0 
XX 
0 0 0 yy 
*12 0 0 D 0 
zz 
0 
yy 
0 
0 
yy 
0 
D 
0 
0 
12 
zz 
0 
0 
zz 
(B.39) 
Applying a unitary transformation of Eq. (B.39) then gives D(Z') in 
block diagonal form: 
U (Z')D(E')U(I') = 
-InD 
12 
XX 
-^ImD 12 
XX XX XX 
-ImD 
12 
yy 
yy 
(D""+ReD^ )^ yy yy 
.11. 
"U 
T 
n 19, (D~*+ReD~) 
zz zz 
-ImD 
12 
zz 
—ImD 12 
zz 
,11. (D^ '+ReD^ )^ 
zz zz 
From the form of the symmetry adapted vectors in Eq. (B.38) and 
the final form of the dynamical matrix, we can associate the T (Z') modes 
4^ to the IMR T , the T|j (%') modes to t", and the L modes to x , where X and 
11 refer to the basal plane. 
The symmetry properties of the other major symmetry points and lines 
can be evaluated as well. In the following we list the decomposition of 
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T(q), the eigenvectors and the block diagonalized dynamical matrix for 
the points r. A, M, and K and for the line T and T'. When the same 
representative occurs more than twice in the reduction, the eigenvectors 
cannot be determined uniquely in which case we will arbitrarily con­
struct two or more sets of mutually orthogonal vectors (as we did along 
Z*) which will conveniently effect the block diagonalization of the 
dynamical matrix. The reader is referred to Kovalev for the IMR's of 
c. r: q = (0,0,0) 
1(0 = 
+ + f + 
1—d 1—d 2—d 2—d 
0 
1 
0 
0 
0 
0 
1 
0 
0 
L 1 J L-1 
r- 1 —I 1 
-1 
-1 
0 
1 
0 J 
(B.40) 
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d. A: q = (0,0,1/2 b^ ) 
degeneracy at the point A. 
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ZZ ZZ 
We have a two—fold and a four—fold 
"1  ^I T(A)  =  T-  +  
t t 
2-d 4-d 
"1 
T ,1,1 
X. 
/2 
0 
0 
1 
0 
0 
i J 
L ;  E 
T^,1,2 
1 
/2 
0 
0 
I 
0 
0 
-i J 
L 
 ^ = i 
•L I 
-i 
0 
1 
1 
0 J 
El 
' T ,1,2 
1 
2 
1 
i 
0 
-i 
1 
0 
(B.41)  
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181 
D(A) = 
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e. M: q . (1/2 b^ .0,0); M': q - (0,1/2 S ,0) 
KM) = ;i + ;3 + ;4 + + ;« + ;8 
There are no essential degeneracies at M(M') 
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2. Compatability relations for D 6h 
\ 
The compatability relations along TAA will now be considered. 
Using Eq, (B,25) we first consider how the transformation properties of 
the modes of vibration change in going from r to A. Then 
t^ (A) = I Cg T (J) 
a 
(B.A2a) 
where 
= IT I txCr.R)] X(A,R) 
" R' 
(B.42b) 
The sum in Eq. (B.42b) is over all elements common to G^ (A) and G^ (r), 
f^  is the dimensionality of the IMR of G^ (r) and h is the number of com­
mon elements. Using the IMR's for G^ (A) and G^ Cr) Eq. (B.42b) can be 
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evaluated. The same procedure is followed when q moves from A to A. The 
following compatability relations are then found: 
r(T^ ) 
AO 
A(T ) 
TCTS 
"1 
A(T ) 
2r(;:0) -> 2A(-^ ) 
2r(T^ )^ -> 2&(T*) 
A(T ) 
(B.43) 
A more illuminating way to arrive at the compatability relations 
along TAA is to examine the symmetry adapted vectors at P, A, and A. 
For example, consider the mode with eigenvector EC.. ^  ) in Eq. (B.32) 
T ,1,1 
"1 
T-^ ,1,1 
1 
/2 
0 
0 
1 
0 
0 
L B J 
where G = e 
s q 0 for this mode, approaches zero so that Ao ^
1 
0 
0 
I 
0 
0 
B 
q 0 1 
/2" 
0 
0 
1 
0 
0 
L. 1 J 
Therefore, the mode associated with eC, ) becomes the mode with 
_v V -v ^ 
eigenvector EC., ) at q = 0 [see Eq. (B.40)]. 
Likewise, as q ^  1/2 b^ C^  ^= 1/2) then 
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1 
/2 
0 ~1 
0 
1 
0 
0 
q ^  1/2 — 
/2 
0 
0 
1 
0 
0 
L+i J 
and Ê(.  ^) becomes  ^) [see Eq. (B.41)]. In this way the 
T ,1,1 T ,1,1 
compatability relations Eq. (B.43) may be found. The compatability 
relations for the points r, K, M, and A are as follows: 
at n r(?) "3 "A Z(T*) "9 T(t^) 
rCT*) 
"1 6^ 
A(T^ ) Z(t^ ) T(/) 
"in -^ 1 '•'i "^ 1 
r(T U) ^  A(t ) E(T )^,Z(T^) T(t-^)T(t ) 
1^1 "1 1 r(T^^) ^ A(T ) Z(T^),Z(T^) T(T )T(T'^) 
at K: K(t ) 
K( t  )  ^  T i x )  
5^ 
K(T^ ) T(t-^ )T(TO 
K(T*) T(T^)T(T ) 
at A: A(t") A(T ),A(T ) 
H r ' )  
/\ C ^ (i A(t^),A(T^) 
at M: M(t^) /^1 ~ 1 T(T^) ICT ) 
MCt^ ) A", T(T^ ) Z(T-^ ) 
M(.t^) "2 "4 T(T ) E(T ) 
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M(;s 
A, 
T(T^ ) Z(T^ ) 
"3 
M(T ) T(î^ ) Z(?3) 
M(T ) T(f) Z(f) 
The notation which has been used for the IMR's is due to Kovalev. 
However, the most common way of labeling the modes according to the way 
their eigenvectors transform is that of Herring (110) Table 18 shows 
the decomposition of T(q) using both notations. 
3. The reduced structure factor 
The 1-phonon coherent scattering process described in Chapter III 
is proportional to the inelastic structure factor, |($) |^  (see Eq. 
(3.6)). In the case of the hep lattice, |(Q)|^  becomes 
1^ 3(Q> i;2 D m I 3 •  
1,2 ^ 
(B.44) 
where Q = ^  + q. The e(K|5) is that part of the normalized polarization 
J 
vector E(?) which belongs to the K-th atom in the unit cell. 
For some modes e(l|^ ) and e(2]^ ) are parallel and differ only by 
a phase factor so that 
= e " eU|4) CB.45) 
Inserting Eq. (B.45) into Eq. (B.^ 4) gives 
F^  ($) I 2W 
q.2(l|4) 
1 + eiS-rCZ) (B.46a) 
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Table 18. Decomposition of representations at select points and lines 
for hep lattice 
T(r )  
T(A) 
T(A) 
T(Z) 
M T(M) 
T,T' T(T) 
;4 + ;5 + ;io + ;ii 
r; + r+ + r- + 
+ ;3 + ;5 + ^6 
Ai + A2 + Ag + A3 
"1 , "3 
T + T 
Ai + A^  
2(;i + 
2(Z^  + Eg + Z^ ) 
;i + ;3 + ;4 + ;5 + ;6 + ;8 
Mt + MI" + M, + Mt + M~ + MT 1 4 4 3  3  4  
 ^^  A. /, 
Zt""" + + Zr'' + x"' 
2T^  + + 2T^  + 
;i + ;3 + ;5 + ;6 
K T(K) 
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or 
l^ jW'Ired 1 + e" (B.46b) 
Equation (B.46b) defines the reduced structure factor |F.(Q)|^ ^^ . 
2 
' red Let us consider |($)[at T. The eigenvectors, Eq. (B.40), 
are of two types: 
(2|4) . 5ul^ ) 
and 
e(2|^ ) = -e(l|g) 
8 = 0 
0 = IT 
These eigenvectors correspond to acoustic and optic modes respectively. 
The reduced structure factors for these two types of modes are 
and 
|F($)| 2 
red 
acoustic 
1 + e i^ *r(2) 
(9.47) 
If (3) 2 
' red 
optic 
1 - e i?.r(2) 
Consider when ^  = t = C0,0,n^ )^, n = 1, 2, Then 
acoustic 
0  n = l ,  3 ,  5 ,  . . .  
4  n=2,4,6. 
and (B.48) 
1F(Q)'^  
red 
optic 
4 n = 1, 3, 5, ... 
0 n = 2, 4, 6, ... 
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Thus one would select a scattering vector Q with n = 2, 4, 6, ... if he 
wished to measure an acoustic mode and n = 1, 3, 5, ... to measure an 
optic mode. We note from Appendix A that the elastic structure factor 
for ? = (0,0,nbg) is maximum when n is even and zero when n is odd. 
Thus Eq. (3.48) is in accord with the discussion in Chapter III about 
the choice of ? from which to measure acoustic (n is even) and optic 
(n is odd) phonons. 
Expressions such as Eq. (B.47) would enable one to select a most 
favorable point in reciprocal space to measure the neutron group of the 
mode that one is interested in. 
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VIII. APPENDIX C: THE MAS MODEL 
The force constants in the MA.S model originate from Eq. (2.52) for 
the axially symmetric (AS) model: 
•where (j)^  is the tangential or bond bending force constant and (f)^  is the 
radial or bond stretching force constant. In the notation of DeWames 
et al. (64), these are written as C^ (n,l-s) and Cg(n,l-s) respectively, 
describing the interaction of the s-th atom of the n-th shell with the 
first atom in the cell at the origin. Then, with 
K(s,i-j) = C^ (s,i-j) - Cg(s,i-j) 
Eq. (C.l) becomes 
x.x. 
4)^ . = K(x,i-j) 2^^  + Cg(s,i-j) . (C.2) 
 ^ r 
Equation (C.2) describes the interaction between an atom pair using 
two interatomic force constants. This model is used frequently in 
describing the lattice dynamics of cubic materials. 
To account for the increased anisotropy of the hep lattice, the 
bending force constant is replaced by two parameters: 
Cg(s,i-j)  ^Cg^ (s,i-j) and Cg^ (s,i-j) 
CB^ (s,i-j) and Cg^ (s,i-j) are bond bending force constants describing 
the interaction between atoms i and j when atom j is displaced parallel 
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and perpendicular respectively, to the basal plane. Thus the MA.S 
model uses three force constants to describe the interaction between 
an atom pair. 
The MAS force constants to six neighbors are 
1st K(l,l-2) = (4 + 3ï^ )S 2nd K(2,l-1) = 
CB (^1.1-2) . C^ (2.1-l) = 
CB (^1,1-2) . ' =2: 
3rd K(3,1-2) • (16 + 3y^ )S 4t:h K(4,l-1) = 
- =3K CBx(4,l_l) = 6,^  
= 3^2 - »4z 
5th K(5,l-2) = (28 + 3y^ )S 6th K(6.1-2) -
CB (^5,1-2) = Cgx(6,l-2) - Sgx 
-(5,1-2) = e,, C„(6.1-2) - 6 62 
The six nearest neighbors for the hep lattice with y = c/a < 1.63 are 
shown in Fig. 31b. 
The explicit expressions for the dynamical matrix elements using 
the MAS model can be found in the paper by DeWames e^  al. (64) and in 
the thesis of Zarestky (24). 
193 
IX. BIBLIOGRAPHY 
1. Y. Nakagawa and A. D. B. Woods, Phys. Rev. Lett. ]^ , 2/1 (1963). 
2. A. D. B. Woods, Phys. Rev. 136, 781 (1964). 
3. W. M. Shaw and L. D. Muhlestein, Phys. Rev. B 969 (1971). 
4. A. D. B. Woods and S. H. Chen, Solid State Commun. 2^ . 233 (1964). 
5. S. H. Chen and B. N. Brockhouse, Solid State Commun. 2* 73 (1964). 
6. E. S. Fisher and C. J. Renken, Phys. Rev- 135, 482 (1964). 
7. R. Hultgren, P. D. Desai, D. T. Hawkins, M. Gleiser, K. K. Kelley, 
and D. D. Wagman, Selected Values of the Thermodynamic Properties 
of Elements (American Society for Metals, Cleveland, 1967). 
8. J. H. Mooij, Phys. Stat. Sol. A 3J, 521 (1973). 
9. L. P. Fillipow, Int. J. Heat Mass Tran. 1^ , 865 (1973). 
10. H. K. Adenstadt, Trans. Am. Soc. Metals 949 (1951). 
11. Thermo phys ical Properties of Matter, Volume 1, edited by Y. Si 
Touloukian and E. H. Buyco (IFI/Plenum, New York, 1970). 
12. American Institute of Physics Handbook edited by D. E. Gray 
(McGraw Hill, New York, 1972). 
13. J. H. Awberry and E. Griffiths, Proc. Roy. Soc. (London) 
A174, 1 (1940). 
14. R. G. Elson, H. Grayson-Smith, and J. 0. Wilhelm, Can. J. Res. 
A18, 83 (1940). 
15. J. P. Dismukes, L. Ekstrom, E. F. Hockings, I. Kudman, N. E. 
Lindenbaldj R. E. Miller, E. D. Rosei, and E. F. Steigmeier, 
1-100, 1964 [AD 441 794], 
16. G. D. Kneip, J. 0. Betterton Jr., J. A. Scarborough, Phys. Rev. 
130, 1687 (1963). 
17. N. M. Wolcott, Phil. Mag. 2 ,  1246 (1957). 
18. G. Kostorz in N^ utrpn Scattering in Materials Science, 
edited by G. Kostorz (Academic Press, New York, 1979), p. 5. 
194 
19. J. W. Christian, The Theory of Transformations in Metals and Alloys 
(Pergamon Press, New York, 1965). 
20. C. N. R. Rao and K. J. Rao, Phase Transitions in Solids (McGraw 
Hill, New York, 1978). 
21. S. C. Moss, D. T. Keating and J. D. Axe, Solid State Commun. 13, 
1465 (1973). 
22. C. Stassis, J. Zarestky and B. N. Harmon, Solid State Commun. 26, 
161 (1978). 
23. C. Stassis, J. Zarestky, D. Arch, 0. D. McMasters and B, N. Harmon, 
Phys. Rev. 2632 (1978). 
24. J. Zarestky, Ph.D. Thesis, (Iowa State University, 1979) 
(unpublished). 
25. J. C. Jamieson, Science 140, 72 (1963). 
26. A. Jayaraman, W. Klement and G. C. Kennedy, Phys. Rev. 134, 
664 (1968). 
27. B. dinger and J. C. Jamieson, High Temp.-High Pres. _5, 
123 (1973). 
28. B. A. Hatt and J. A. Roberts, Acta Met. 575 (1960). 
29. B. S. Hickman, J. Mater. Sci. 554 (1969). 
30. C. W. Dawson and S. L. Sass, Metall. Trans. 2 ,  2225 (1970). 
31. A. J. Perkins, P. E. Yafee, R. F. Hehemann, Metallography 
303 (1971). 
32. W. G. Burgers, Physica 3., 561 (1934). 
33. E. S. Fisher and M. H. Manghnani, J. Phys. Chem. Solids 32, 
657 (1971). 
34. G. Grimvall in Proceedings of the International Conference on the 
Physics of Transition Metals, Toronto, August 1977 (The Institute 
of Physics, Bristol and London, 1977), p. 174. 
35. 0. Jepsen, Phys. Rev. B 1 2 ,  2988 (1975). 
36. J. M. Ziman, Principles of the Theory of Solids (Cambridge, 1972). 
37. W. Kohn, Phys. Rev. Lett. 2 .  393 (1959). 
195 
38. B. N. Brockhouse, T. Arase, G. Cagliottx, K. R. Rao, and A. D. B. 
Woods, Phys. Rev. 128, 1099 (1962). 
39. R. I. Sharp, J. Phys. C. 2, 421 (1969). 
40. B. M. Powell, P. Martel, and A. D. B. Woods, Phys. Rev. 171, 
727 (1968). 
41. H. G. Smith and W. Glàser in Proceedings of the International Con­
ference on Phonons, Rennes, edited by M. A. Nusimovici 
(Flammarian, Paris, 1971), p. 145. 
42. H. G. Smith and W. Glaser, Phys. Rev. Lett. 1611 (1970). 
43. H. G. Smith in Superconductivity in d- and f-band metals, 
edited by D. H. Douglass (AIP, New York, 1972), p. 269. 
44. H. G. Smith, N. Wakabayashi, R. M. Nicklow, and S. Mihailovich, 
Proceedings in Low Temperature Physics, Vol. 3, edited by K. D. 
Timmerhaus, W. J. O'Sullivan and E. F. Hammel (Plenum, New York, 
1974), p. LT13. 
45. H. F. Bezdek, R. F. Schmunk and F. Feingold, Phys. Stat. Sol. 
275 (1970). 
46. S. K. Sinha, T. 0. Brun, L. D. Muhlestein, and J. Sakurai, 
Phys. Rev. B 1, 2430 (1970). 
47. M. Born and Th. von Kârmân, Z. Physik 13, 297 (1912). 
48. M. Born and J. R. Oppenheimer, Ann. Physik 84, 457 (1927). 
9^. Max Born and Kun Huang, Dynamical Theory of Crystal Lattices 
(Oxford Press, London, 1954). 
50. G. V. Chester, Advan. Phys. 1^ , 357 (1961). 
51. B. N. Brockhouse in Inelastic Scattering of Neutrons by 
Solids and Liquids (International Atomic Energy Agency, 
Vienna, 1961) p. 113. 
52. G. Venkataraman, L. A. Feldkamp, and V. C. Sinha, Dynamics of 
Perfect Crystals (MIT Press, Cambridge, 1975). 
53. S. K. Sinha in Dynamical Properties of Solids, Volume 3, 
edited by G. K. Horton and A. A. Moradudin (North Holland, 
Amsterdam, to be published). 
196 
54. L. J. Sham in Dynamical Properties of Solids, Volume 1 , 
edited by G. K. Horton and A. A. Maradudin (North Holland, 
Amsterdam, 1974) , p. 301. 
55. S. J. Gale and D. G.Pettifor, Solid State Commun. 175 (1977). 
56. Terry Loucks Augmented Plane Wave Method (W. A. Benjamin, 
New York, 1967). 
57. C. M. Varma and W. Weber, Phys. Rev. Lett. 1094 (1977). 
58. C. M. Varma and W. Weber, Phys. Rev. 6142 (1979). 
59. A. N. Chris tens en, 0. W. Dietrich, W. Kress, W. D. Teuchert 
and R. Currat, Solid State Commun. _31, 795 (1979). 
60. W. Weber, P. Roedhammer, L. Pintschovius, W. -Reichardt, F. Gompf 
and A. N. Christensen, Phys. Rev. Lett. 43, 868 (1979). 
61. B. N. Brockhouse, E. D. Hollman and S. C. Ng, Atomic Vibrations 
in Metals and Alloys Studied by Neutron Spectroscopy, AIMME 
Conf. Proc. (1967). 
62. G. W. Lehman, T. Wolfram, and R. E. DeWames, Phys. Rev. 128, 
1593 (1962). 
63. G. W. Lehman, T. Wolfram, and R. E. DeWames in Lattice Dynamics, 
edited by R. F. Wallis (Pergamon Press, Oxford, 1963). 
64. R. E. DeWames, T. Wolfram and G. W. Lehman, Phys. Rev. 138, 
717 (1965). 
65. W. Marshall and S. W. Lovesey. Theory of Thermal Neutron Scattering 
(Oxford University Press, London, 1971) . 
66. C. M. Eisenhauer, I. Pelah, D. J. Hughes, and H. Palevsky, 
Phys. Rev. 109, 1046 (1958). 
67. T. Springer in Hydrogen in Metals, Volume 1, edited by G. 
Alefeld and J. Volkl (Springer Verlag, Berlin and Heidelberg, 
1978), p. 75. 
68. Charles Kittel, Introduction to Solid State Physics (Wiley, 
New York, 1971). 
69. P. K. Iyengar in Thermal Neutron Scattering edited by P. A. 
Egelstaff (Academic Press, London, 1965), p. 111. 
70. S. J. Cocking and F. J. Webb in Thermal Neutron Scattering 
edited by P. A. Egelstaff (Academic Press, London, 1965), p. 175 
197 
71. S. J. Cocking and F. J. Webb in Thermal Neutron Scattering 
edited by P. A. Egelstaff (Academic Press, London, 1968), p. 175. 
72. M. J. Cooper and R. Nathans, Acta Cryst. 357 (1967). 
73. R. Stedman, Rev. Sci. Instr. 878 (1968). 
74. N. J. Chesser and J. D. Axe, Acta Cryst. A29, 160 (1973). 
75. S. M. Shapiro and N. J. Chesser, Nuc. Instr. and Meth. 101, 
183 (1972). 
76. T. Gould, Masters Thesis, (Iowa State University, 1978) 
(unpublished). 
77. 0. D. McMasters, G. E. Holland and K. A. Gschneidner, Jr., J. 
Crys. Growth 43, 577 (1978). 
78. Thermophysical Properties of Matter, Volume 12, edited by Y. S. 
Touloukian and E. H. Buyco (IFl/Plenum, New York, 1970); p. 134. 
79. P. K. Iyengar, G. Venkataraman, K. R. Rao, P. R. Vijayaraghavan 
and A. P. Roy in Bombay Proceedings of Neutron Inelastic Scattering 
(IAEA, Vienna, 1972), p. 153. 
80. N. Wakabayashi, Oak Ridge National Laboratory, private communication. 
81. Duance C. Wallace, Thermodynamics of Crystals (Wiley, New York, 
1972) . 
82. 0. Madelung, Introduction to Solid-State Theory (Springer-Verlag, 
1978), p. 150. 
83. Mark W. Zemansky Heat and Thermodynamics (McGraw Hill, New York, 
1957) . 
84. G. N. Kamm and J. R. Anderson in Low Temperature Physics (Plenum, 
New York, 1974), Vol. 4. 
85. P. M. Everett, Phys. Rev. B 3559 (1972). 
86. 0. Jepsen, 0. Krogh Anderson, A. R. Mackintosh, Phys. Rev. B 12, 
3084 (1975). 
87. N. Wakabayashi, S. K. Sinha and F. H. Spedding, Phys. Rev. ^  4, 
2398 (1971). 
88. S. K. Sinha, T. 0. Brun, L. D. Muhlestein and J. Sakurai, Phys. 
Rev. B 1, 2430 (1970). 
198 
89. G. Gilat and L. J. Raubenheimer, Phys. Rev. 144, 390 (1956). 
90. L. J. Raubenheimer and G. Gilat, Phys. Rev. 157, 586 (1967). 
91. J. G. K. Hui and Phillip B. Allen, J. Phys. G: Solid State 
Phys. 8, 2923 (1975). 
92. T. H. K. Barron in Lattice Dynamics, edited by R. F. Wallis 
(Pergamon Press, Oxford, 1963). 
93. A. D. Millier and B. N. Brockhouse, Can. J. of Physics 49, 
704 (1971). 
94. G. Grimvall, Phys. Chem. Solids 1221 (1968). 
95. J. L. Scott, (ORNL-2328, 1957) (unpublished). 
96. F. M. Jaeyer, S. Rosenbaum and R. Fonteyne, Rec. Trav. Chim. 
615 (1936). 
97. L. P. Fillipov and R. P. Yurchak, J. Eng. Phys. 21; 1209 (1971). 
98. V. E. Peletskii and V. P. Bruzhinin, High Temp. 9_, 490 (1971). 
99. D. T. Hawkins, M. Onillon and R. L. Orr, J. Chem. Eng. Data, 
628 (1963). 
100. B. T. M. Willis and A. W. Pryor, Thermal Vibrations in 
Crystallography (Cambridge University Press, Cambridge, 1975). 
101. J. A. Reissland, The Physics of Phonons (Wiley, London, 1973). 
102. H. G. Smith, Oak Ridge National Laboratory, private communication. 
103. C. Kittel, Quantum Theory of Solids (Wiley, New York, 1963), p. 344. 
104. N. Wakabayashi, Solid State Commun. 23, 737 (1977). 
105. P. B. Allen, Phys. Rev. B 16, 5139 (1977). 
106. L. P. Bouckaert. R. Smoluchowski and E. Wigner, Phys. Rev. 50, 
58 (1936). 
107. S. H. Chen, Phys. Rev. 163, 532 (1967). 
108. A. A. Maradudin and S. H. Vosko, Reviews of Modern Physics 
40 1 (1968). 
199 
109. 0. V. Kovalev, Irreducible Repres entations of the Space Groups 
(Gordon and Breach, New York, 1965). 
110. C. Herring, J. Franklin Inst. 233, 525 (1947). 
200 
X. ACKNOWLEDGEMENTS 
The author would like to thank the following people who have made 
this work possible: 
Larry Hart and Walter Bright for stimulating ny interest in science 
and mathematics; 
Dr. B. N. Harmon for his guidance and help during the course of all 
the calculations. 
Dr. Chun-Keung Loong and Carol Theisen (my office mates) for their 
support, encouragement, and tolerance of my sometimes unusual behavior; 
Dr. Jerel Zarestky and his family for their help and support 
during my many visits to Oak Ridge; 
Dr. J.-L. Staudenmann for many fruitful discussions; 
Dr. K. A. Gschneidner, Jr. and 0. D. McMasters for providing the 
single crystals used in the measurements; 
Lesley Swope for her excellent preparation of this manuscript; 
My fellow graduate students and; 
My parents and family. 
The author is grateful for having at his disposal the excellent 
experimental facilities of the Ames and Oak Ridge Laboratories and the 
scientific expertise of its members. Special appreciation is extended 
to Dr. M. Wilkinson, Dr. w- Koehler, Dr. N. Wakabayashi, Dr. R. M. 
Nicklow, Dr. S. Liu and Dr. D. K. Finnemore for the consideration given 
to the author during this work. 
201 
Finally, the author wishes to thank his major professor and close 
friend Dr. C. Stassis for his encouragement and help throughout the 
author's graduate career. 
