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Abstract
Many important machine learning and data mining algorithms rely on a measure
to provide a notion of distance or dissimilarity. Naive metrics such as the Eu-
clidean distance are incapable of leveraging task-specific information, and con-
sider all features as equal. A learned distance metric can become much more
effective by honing in on structure specific to a task. Additionally, it is often
extremely desirable for a metric to be sparse, as this vastly increases the ability
to interpret or explain the measures produced by the distance metric. In this
dissertation, we explore several current problems in distance metric learning and
put forth solutions which make use of structured sparsity.
The contributions of this dissertation may be broadly divided into two portions.
In the first portion (chapter 3) we begin with a classic approach in distance metric
learning and address a scenario where distance metric learning is typically inap-
plicable, i.e., the case of learning on heterogeneous data in a high-dimensional
input space. We construct a projection-free distance metric learning algorithm
which utilizes structured sparse updates and successfully demonstrate its appli-
cation to learn a metric with over a billion parameters.
The second portion (chapters 4 & 5) of this dissertation focuses on a new and
intriguing regression-based approach to distance metric learning. Under this re-
gression approach there are two sets of parameters to learn; those which parame-
terize the metric, and those defining the so-called “virtual points”. We begin with
an exploration of the metric parameterization and develop a structured sparse
approach to robustify the metric to noisy, corrupted, or irrelevant data. We then
v
focus on the virtual points and develop a new method for learning the metric
and constraints together in a simultaneous manner. We demonstrate through
empirical means that our approach results in a distance metric which is much
more effective than the current state of-the-art.
Machine learning algorithms have recently become ingrained in an incredibly
diverse amount of technology. The primary focus of this dissertation is to de-
velop more effective techniques to learn a distance metric. We believe that this
work has the potential for rather broad-reaching impacts, as learning a more ef-
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A fundamental challenge in machine learning and data mining is finding a good representa-
tion of the data, one which reflects the inherent similarities and differences within the data.
For example, considering text data, which is natively represented as a sequence of letters,
the words “real” and “genuine” do not share a common sequence of letters, and could be con-
sidered quiet different. The words “similar” and “dissimilar” share a long common sequence
and may be considered nearly identical. However, someone fluent in the English language
would state that actually the opposite conclusion is correct.
Some insight into this process may be gained by looking into what is perhaps the most
sophisticated of all computers, the human brain. A recent study [20] proposes that the visual
cortex does not recognize scenes or images based directly on retinal cell activations, but
rather it constructs richer structures (e.g., lines, textures, curves) where object recognition
becomes possible. The conclusion is that a naive approach to measuring (dis)similarity (i.e.,
distance) can result in drastically incorrect decisions. It is often more insightful to consider
the available structures or feature relationships in the data.
In distance metric learning, we are typically presented with a notion of similarity (or
dissimilarity) and the task is to wade through a myriad of features determining which are
useful in constructing a useful representation of the data. It is often the case that many
features are irrelevant and only a few “key factors” are responsible for the differences. For
example, we consider copies of the same image, each one rotated by a different amount.
Comparing the images on each native degree of freedom (i.e., pixel by pixel) will indeed
show that all the images are quite different, but not in a way which reflects the rotational
differences between images. However, if we had a metric which were to discover and reflect
the rotation as part of the learned distance, we would have an intuitive representation of
these differences.
When making predictions from data, an effective distance metric learned on that data can













Figure 1.1: Relationship between a learned metric and a learned classifier.
on a metric to relay distances between instances (i.e., data samples) (Figure 1.1). A handful
of examples include K-means clustering [54, 79], ranking [51, 57], K-Nearest-Neighbors [77],
and Support Vector Machines [15]. An effectively learned metric can have a rather drastic
impact on a learning task in terms of both performance and interpretability.
1.2 Motivating Examples
This section provides examples from real-world scenarios which serve as particularly good
motivating examples for the work presented in this dissertation.
1.2.1 Chemical Toxicity Prediction
Year after year, a large number of untested synthetic chemicals are integrated into consumer
products and become available on the market. As of now there are over 33 millions chemicals
registered in the Chemical Abstract Service (CAS) database. While many chemical are safe,
others are quite toxic to human health and may cause a number of life-threatening conditions
[8]. The large number of new chemicals introduced each year make the prospect of testing
each of them in-vivo (i.e., tested in animals) unrealistic. Instead, researchers have begun to
experiment with in-silico techniques, that is, employing computational methods to predict
toxic effects based on chemical structures. We envision metric learning techniques which
3
are capable of ranking chemicals based on their similarity to known toxic or safe chemicals.
This will allow manufacturers to select chemicals which are most likely to be safe and avoid
those most likely to be harmful. When using a metric which admits a sparse representation
(i.e., it only relies on a small fraction of the available features), it may be possible to inspect
the components most influencing the toxic effects, and avoid those in the design of future
chemicals.
1.2.2 Multimedia Information Retrieval
The purpose of an information retrieval system is to return a list of items when given a query
item. The items may be in the form of text, images, sound clips, or otherwise. The results
are returned ranked by their similarity (i.e., dissimilarity/distance) with the query object.
A motivating example is to identify an unknown person from a single image of their face.
Considering the entire image may not be useful, as pixel values change drastically depending
on occlusions, background, and lighting variations. In this case, we might wish to learn a
metric which can selectively discard irrelevant information and hone in on key indicators
such as skin tone, eye color, etc.
1.2.3 Social Network Analysis
Social networks have become a major part of peoples’ lives and have grown particularly large,
making it difficult for users to find new connections. The reasons for users to be connected
(i.e., be similar) may be due to a number of different reasons. For example, a user may
have connections with work colleagues due to shared professional interests, yet connections
to friends may be due to shared interests in particular leisure activities. In other cases,
reasons for similarity may be more mysterious (e.g., connections with family members). We
see that the ideal representation (that which best explains the connections and similarities)
may change depending on the user and the connections. This is in fact a key motivating
factor for the contribution of Chapter 3 where we introduce a new method for learning a
4
local metric using sparse representations.
1.2.4 Theoretical Motivations
As we enter the era of “big data”, there are several theoretical motivations to consider when
learning a metric which admits a sparse representation of the data. A phenomenon called
concentration of distances pertains to the inclination of all distances to become equal as
the dimension of the feature space increases [7]. The variability in the distance between
samples of different similarities is crucial for a metric to be effective. This motivates the
use of metrics which have a low rank (i.e., the representation lives in a lower -dimensional
space). Constraining a metric to be low rank is a problem known to be NP-hard and cannot
be solved efficiently. Another option is to indirectly encourage the metric to be low rank by
promoting sparsity in the metric. Inducing sparsity allows the metric to pick out a small
number of “key factors” which dominate the similarity measure and has the advantage of
good interpretability.
1.3 Contributions
This dissertation explores the case of distance metric learning with structured sparsity.
Specifically, we propose three new algorithms for distance metric learning, each of which
is tested under the setting of supervised learning. While related, each algorithm addresses
a specific weakness in the state of-the-art and through a specific application of structured
sparsity drives the learning of the metric in a new manner.
The first algorithm, Sparse Compositional Local Metric Learning (SCLM), is built to
handle the case of learning from high-dimensional, heterogeneous data. The heterogeneous
nature of the data implies that it may exhibit multiple modes, meaning the key factors or
interactions may be non-uniform across the input space. Typically, local metric learning
is applied to heterogeneous data, however, the computational cost of these methods make
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their application to high-dimensional data extremely difficult. In our SCLM approach, we
build upon the popular large-margin approach to metric learning, and are able to extend its
reach to high-dimensional data through use of carefully designed update steps (each of which
exhibits structured sparsity), which ensure that no expensive projections are ever needed.
In order to handle the heterogeneous nature of the data, we propose a compositional metric,
one which consists of both local and global components. Each metric is composed of a local
component, and all share a common global counterpart. This approach allows a balance
between local adaptivity and global consistency.
The second algorithm, Robust Regressive Virtual Metric Learning with Structured Sparsity
(RRVMLSS), builds upon the recently proposed regressive virtual metric learning (RVML)
[59]. RVML is a new approach to learning a metric which reduces the number of constraints
from O(n2) to O(n), where n is the sample size. We consider the case of learning with data
containing noisy or irrelevant features. A common approach to learning a distance metric
with noisy data is to regularize the metric to be low-rank; however, interpretability of the
metric may suffer as sparseness is not guaranteed. We take the approach of introducing
input sparsity to the metric, which may be done by learning the metric indirectly (L, where
M = LLT ) and regularizing L with structured sparsity. This structured sparse design of L
results in a sparse distance metricM . We show via experimental means the performance of
the algorithm on datasets from varying domains, and demonstrate the ability to recover the
relevant features in a scenario with noisy data.
Finally, the third method is called Regressive Virtual Metric Learning with Dynamic
Margins (RVML-DM). In our previous work with RRVMLSS we observed that the virtual
points have a rather large influence on the quality of the distance metric. The regression-
based approach to distance metric learning is relatively new and what characteristics are
beneficial in virtual points is a topic not yet studied. We consider two aspects in the virtual
points; (1) the discrimination potential of the virtual points, and (2) the compatibility of
the virtual points with the distance metric. In our proposed method, we integrate these
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considerations under a single multi-convex objective which eliminates the common two-
step approach (i.e. constraint construction and metric optimization) to learning a distance
metric. We show experimentally via a classification scenario that this algorithm produces
competitive results with state of the art regressive virtual metric learning. Additionally,
we produce several intriguing visualizations which provide insight into the success of our
approach. Finally, we show that our method may be interpreted under the classic large-
margin approach as learning with dynamic margin adjustments.
1.4 Dissertation Organization
The current chapter is given as an introduction to this work, with the remainder of the
dissertation organized as follows.
Chapter 2 provides the necessary preliminaries to the dissertation and details the back-
ground of seminal and recent works related to distance metric learning. This is followed by
a more detailed introduction to the primary contributions of this work. Chapters 3, 4, and
5 form the body of work on distance metric learning and detail the major contributions of
this dissertation. Each of these chapters highlights a separate contribution to the field of
distance metric learning. The chapters are written such that each stands independently from
the others and may be read in any order. Finally, chapter 6 summarizes the dissertation






This chapter provides some mathematical preliminaries and background information which
are essential for a general understanding of the contributions of this work. After introduction
of the mathematical preliminaries, we provide a background consisting of important works
in metric learning and highlight some of the current challenges central to distance metric
learning. After a more comprehensive background to distance metric learning has been
introduced, this chapter introduces the contributions and further chapters of this dissertation
in a more detailed manner.
2.2 The Definition of a Metric
Metric learning is a rich and varied topic, in this dissertation we are concerned specifically
with distance metric learning, also sometimes referred to as dissimilarity function learning.
For a function to be a valid metric (i.e., distance function) a number of properties must hold.
Definition A metric [63] is a mapping d : X × X → R+ over a vector space X such that
for all x,y, z ∈ X the following properties hold:
1. d(x,y) ≤ d(y, z) + d(x, z) (triangle inequality)
2. d(x,y) ≥ 0 (non-negativity)
3. d(x,y) = d(y, z) (symmetry)
4. d(x,y) = 0 =⇒ x = y (uniqueness)
There are some distance/dissimilarity functions which do not satisfy the uniqueness prop-
erty, in this case the metric is actually a pseudo-metric. However, in the machine learning
and data mining literature pseudo-metrics are almost always referred to as metrics, and we
shall do the same in this dissertation. It may also be useful to note that there is a body
of similar work which focuses on learning a similarity function [4, 61, 60, 85], these works
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learn a mapping from X ×Y → R and are typically a generalization of the cosine similarity
function, therefore they do not normally satisfy the non-negativity or uniqueness properties.
The Mahalanobis1 distance function (equation 2.1) forms the foundation of most works
in distance metric learning. In the Mahalanobis distance, the matrix M = S−1, where S is
the covariance matrix of the data. By this definition all variables are defined and there is no
learning to be done. However, virtually all works in Mahalanobis distance metric learning
abuse this definition, M is treated as a parameterization of the distance and the goal is





(x− y)TM(x− y) (2.1)
Definition A symmetric matrix M ∈ Rn×n is positive semidefinite is for any vector x the
follows holds true:
xTMx ≥ 0 (2.2)
2.3 Learning a Distance Metric
2.3.1 Distance Metric Learning Paradigms
Distance metric learning typically occurs under one of the three following learning paradigms:
• Fully Supervised Learning3: The algorithm has access to both the data samplesX ∈ X
and the labels y ∈ Y . The labels are typically used to generate side-information in the
form of neighborhood constraints which are used to guide the learning process. The
quality of the side-information is typically never questioned.
1The term Mahalanobis comes from Mahalanobis of [55]
2Note that when M is the identity matrix, then we have the Euclidean distance.
3The fully supervised learning scenario is the easiest of the three distance metric learning paradigms in
terms of evaluation. This could explain why it is so popular in the literature.
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• Weakly Supervised Learning: The algorithm has access to the data samples X ∈ X
but has no access to the labels. The supervision comes in the form of similarity
/ dissimilarity constraints. For document classification this weak supervision could
consist of citation links, or in the case of social networks the supervision could be in
the form of graph connections (i.e. friend links). In this paradigm the constraints do
not explicitly communicate class label information, but rather show which samples are
most likely to be similar / dissimilar. In [5] it is suggested to think of this paradigm
as having labels at the constraint level, rather than at the class level.
• Semi-Supervise Learning: In this paradigm the algorithm has access to labels or side
information for only a small portion of the data. Algorithms of this type are often more
resilient to overfitting than when training only on the labeled portion of the data.
2.3.2 Learning with Constraints
2.3.3 Pairwise Constraints
The simplest type of side information are pairwise constraints (equation 2.3), these specify
what samples are “must-link” and which are “cannot-link” and are sometimes refereed to as
“positive” and “negative” pairs. These constraints encourage the metric to pull similar points
(set S) together, while pushing dissimilar points (set D) apart (see Figure 2.1).
S = {(x,x) : x,y should be similar, “cannot-link”}
D = {(x, z) : x, z should be dissimilar, “must-link”}
(2.3)
2.3.4 Triplet Constraints
An alternative to pairwise constraints are to form constraints in the form of “triplets” or
relative distance constraints (equation 2.4). Relative distance constraints are composed of
triplets of the form (x,y, z), where (x,y) are encouraged to move together and (x, z) are
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Figure 2.1: Visualization of pairwise constraints for the center point of the figure, similar
points are pulled in, while dissimilar points are pushed away.
encouraged to move apart. A margin m is introduced to encourage a separation between
{dM (x,y) and {dM (x, z) (see Figure 2.2).
T = {dM (x,y) should be more similar than dM (x, z) by some margin m} (2.4)
2.3.5 Virtual Points
A relatively new method called Regressive Virtual Metric Learning (RVML) was recently
proposed by [59]. The key concept in RVML is the replacement of the pairwise or relative
distance constraints with “virtual points”. In lieu of instances/samples attracting or repelling
one another, each is instead pulled towards a predetermined virtual point.
The main advantage this technique has over the classic relative distance based approaches
is that the number of constraints are linear in the number of samples (rather than quadratic).
RVML is an extremely new approach and to our knowledge the sole work of this type if [59].
We observe that in [59] a couple of approaches to finding the virtual points are proposed. It
is still very much an open questions as to what means are best to find or learn the virtual
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Figure 2.2: Visualization of large-margin nearest neighbors approach. Targets are pulled
inwards and imposters pushed outwards such that distances are separated by at least the
margin amount. (Image used under the Creative Commons 3.0 license.)
Figure 2.3: Visualization of Regressive Virtual Metric Learning approach, where each in-
stance (circle) is pulled towards a corresponding virtual point (square). Colors represent
instances having different class labels.
points.
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2.4 Direct and Indirect Distance Metric Learning
2.4.1 Direct Distance Metric Learning
A straightforward approach to learning the distance metric is to learnM in a direct manner.
Many methods (e.g. [25, 79, 88]) take this approach. A major disadvantage of these methods
is thatM needs to be projected onto the positive semidefinite cone (often at every iteration)
in order to ensure that it is positive semi-definite. This is a costly computation with cubic
compexity, methods which learnM directly are typically only applicable on relatively small
datsets.
2.4.2 Indirect Distance Metric Learning
It is possible to learn the metric parametersM in an indirect manner through the Cholesky
decompositionM = LLT . This has the advantage thatM becomes positive semidefinite by
construction and eliminates any need to calculate a projection to keepM positive semidefi-
nite. The Cholesky decomposition4 of a positive definite matrix is unique [27]. This form of
decomposition of M elucidates the following simple connection between learning a distance
metric and learning a representation.
Lemma 2.4.1. Given x,y ∈ Rp, learning a Mahalanobis distance dM : Rp × Rp → R+ is
equivalent to learning an embedding function parameterized by L ∈ Rq×p, where LLT = M .
dM (x,y) = (x− y)TM(x− y)
= (x− y)TLTL(x− y)




2.5 Current Challenges in Distance Metric Learning
2.5.1 Input Space Dimension – Scalability
Given a dataset X ∈ Rn×p, where p denotes the number of features. The dimension of the
input space (p) presents a major challenge in terms of scalability when learning a Mahalanobis
distance function. As mentioned previously, to maintain the properties of a distance metric
the matrixM ∈ Sp+ must be positive-semidefinite. A common approach to maintaining that
M ∈ Sp+ is to alternatively update M and project it onto the feasible set. This projection
involves a full eigendecomposition of M , the negative eigenvalues are set to zero and M is
reconstructed5. It is well known that a full eigendecomposition is computationally expensive
and costs on the order of O(p3). This expense severely inhibits the application of learning
M for datasets with even a moderate number of features.
2.5.2 Input Space Dimension – Generalization
In addition to the scalability issues, the generalization ability of the model becomes a major
concern due to the particularly large number of variables to be fit. The number of parameters
grows on the order of O(p2), meaning that for a problems with as few as 1,000 features,
roughly 500,000 parameters must be learned! As we push towards “big-data” scenarios,
simply storing the full matrixM may become infeasible. Due to the large number of features
there is a very real tendency to overfit the data. In machine learning we typically apply some
kind of regularization to limit the complexity of the model. Two options are available for
distance metric learning which are often referred to as input sparsity and output sparsity.
Output sparsity refers to limiting the complexity of the model in the output space. This
is typically accomplished by encouraging the metric matrix M to be low-rank (i.e. the
projection dimension of L is low-dimensional). Some works have found some success using
different types of regularization such as manifold regularization [93], trace norm regulariza-
5This process is often referred to as projecting M onto the positive semi-definite cone.
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tion [84], and capped trace norm regularization [34]. Unfortunately, these methods are not
very efficient as optimizing M subject to a low rank constraint is a problem known to be
NP-hard [5].
Input sparsity refers to the application of regularization on the input space of the metric
and has a similar idea to that of applying a lasso penalty to a linear regression function.
Unlike linear regression, sparsity-inducing regularization cannot be naively applied to the
metric, as this could destroy the positive semidefinite property ofM . One option is to apply
group regularization to symmetric entries ofM ; however, under this approach the number of
penalty groups quickly grows to an unreasonable size. A recent work [52] in similarity metric
learning has proposed a clever update scheme guaranteeing sparseness, but this approach
has not yet been applied to distance metric learning.
2.5.3 Sample Size
Construction of the constraints is a crucial factor in learning an effective metric. Current
techniques rely on either pairwise or triplet(relative distance) constraints which grow at a rate
of O(n2) or O(n3) respectively. A common practice in dealing with the constraints is to only
consider a select subset of the total constraint set. This is accomplished by only considering
a select number of constraints for each point, the constraints preserved are between each
point and its closest neighbors as determined by the Euclidean distance. When constructing
the constraint set the distance between all pairs of points must be calculated. This has a
rather expensive computational complexity of O(n2).
2.5.4 Legitimacy of Constraints
Save for one work that we are aware of [33], the legitimacy of the pairwise and triplet
constraints are virtually never questioned. We believe this could lead to a situation where a
few largely violated constraints could poison the metric learning process. Another pertinent
consideration in the constraint construction process is that it is entirely isolated from the
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distance metric learning procedure. It is well known that the performance of a metric
learned in this manner is particularly sensitive to the ability of the Euclidean distance to
select good target neighbors6 [5]. Our viewpoint on this is that the Euclidean distance is in
some sense a hyper-parameter of the distance metric learning algorithm. To our knowledge
other distance metrics have not been experimented with in selecting target neighbors for
constraint construction.
From a theoretical perspective, the concentration of distances phenomenon states that
as the dimension of the feature space increases, all distances concentrate [7]. We can expect
that as we move to high-dimensional input spaces, the constraints may become less and less
meaningful. Despite these shortcomings, there are virtually no works emphasizing how to
learn or construct the constraints beyond the status quo.
2.6 Outline and Summary of Contributions
In the remainder of this dissertation, we develop several solutions based on the use of struc-
tured sparsity to address issue with state of the art distance metric learning. Chapter 3
begins with the classic large-margin distance metric learning approach and addresses the
specific case of learning a local distance metric in a high-dimensional feature space. The
remaining two works innovate upon the newly introduced regression-based approach to dis-
tance metric learning. Chapter 4 introduces a mechanism which makes the regressive virtual
metric learning approach robust to noisy or irrelevant inputs and results in a structured
sparse metric. Chapter 5 considers the question of what characteristics are desirable in the
virtual points. We discuss two aspects we believe to be in important for learning virtual
points, and propose an entirely new metric learning approach which may be interpreted as
sparse discriminative representation learning with structured sparsity.
6Target neighbors: those points used to form constraints.
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2.6.1 Sparse Compositional Local Metric Learning
In chapter 3, we consider the case of learning a local distance metric for heterogeneous high-
dimensional data. The typical approache [19, 50, 74, 77, 88] to learning a distance metric
in a high-dimensional feature space is to first compress the data via a projection onto a
low-dimensional manifold. Projections of this type are typically computationally expensive
operations and are often sensitive to unit changes or rescalings of the data (e.g. Principal
Components Analysis).
Some works address this problems through the use of a low-rank (structured) approach
[26, 43, 77]. These works operate by indirectly learning a matrix L such that M = LTL.
This removes the need to enforce that M is positive semi-definite, and the rank of L can
be controlled by selecting the trailing dimension of L. However, L is typically full rank and
and may be challenging to store. Finally, works of this type often results in a non-convex
objective and are often plagued by many local minima [45].
The few works which do operate on a high dimensional feature space [21, 52, 53, 24]
all consists of global metrics, meaning that they assume that the feature interactions are
relatively constant across the feature space. Heterogeneous data can exhibit multiple modes
which current methods are unable to appropriately handle. A popular approach is to focus
on learning multiple metrics, each of which is local to a different spacial area of the input
space. Works of this type have the ability to capture heterogeneous feature interactions,
and have in many cases been shown in mayn cases capable of outperforming their global
counterparts [21, 23, 32, 74, 77, 91]. However, these works on local metric learning work
with a full matrix M and are unable to be applied to high-dimensional data.
Our aim in chapter 3 is to learn a distance metric for heterogeneous data directly in a very
high dimensional feature space. Our proposed method features many desirable characteristics
in a distance metric learning algorithm, including:
• Learns a high-dimensional M directly in the feature space.
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• Structured sparse updates to M ensure feasibility at every point of the optimization
(projection-free).
• M is compositional and contains global and local metric components, allowing it to
balance local adaptability and global consistency.
• The rank of M can be controlled by early termination of the optimization algorithm.
2.6.2 Robust Regressive Virtual Metric Learning with Structured
Sparsity
Regressive Virtual Metric Learning (RVML) [59] is a new approach to distance metric learn-
ing based on regression. The advantage of RVML is that it only requires a linear number of
constraints and M is learned in a projection-free manner. However, RVML has no mecha-
nism to discard or reduce the influence of noisy, corrupted, or irrelevant features.
Our aim in chapter 4 is to introduce a more robust version of RVML so that it is able to
reject (or reduce the influence of) noisy and/or irrelevant features. We propose a new distance
metric learning method based on RVML which utilizes structured sparsity to increase the
robustness of RVML. In our approach we learn the metric indirectly and carefully design
the structure of the penalty such that L is row sparse. The consequence of this is that M
becomes sparse as well, which makes the distance metric more interpretable.
2.6.3 Regressive Virtual Metric Learning with Dynamic Margins
In the work of chapter 4 we observed that the rank ofM is controlled by the dimension of the
virtual points. The only previous work on regression-based distance metric learning suggests
two rudimentary methods for constructing the virtual points, neither of which are able to
control the rank of M . This leads us to the question; what characteristics are desirable in
the virtual points and what is a good means to solve for them?
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In chapter 5, we propose two ideas which may lead to good virtual points; 1) potential
discriminatory ability of the virtual points, and 2) the compatibility between the virtual
points and the form of the metric. We design an approach based on these idea and reveal
connections between the proposed approach and dictionary learning and sparse coding [2].
Continuing on this thread we move to show that the proposed approach of chapter 5 may
be considered under the relative distance metric learning approach as dynamic adjustment
of the margins during the learning process.
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Chapter 3
Sparse Compositional Local Metric Learning
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3.1 Introduction
Distance metrics are the core of many machine learning algorithms, including k-Means
clustering[79], ranking[57], k-Nearest Neighbors[77] and many others. In this chapter, we
address the problem of learning a locally-adaptive distance metric for data with high dimen-
sional input (i.e. feature) spaces. Specifically, we propose a method for local distance metric
learning which learns the matrix parameterizing the metric directly in the input space. A
distinguishing property of our proposed method is that it is both locally adaptive and scalable
with respect to the dimension of the input space.
Learning a distance metric is a well-studied problem, refer to the surveys [5] and [45] for a
summary of recent works. In general, learning a distance metric is a computationally expen-
sive procedure, with most existing algorithms having from O(p2) to O(p6.5) computational
complexity, where p is the dimension of the input space. This computational expense stems
from the requirement that the metric matrix M ∈ Rp×p must be symmetric and positive
semi-definite (p.s.d). The most common approach to maintain that M is p.s.d is via a pro-
jection onto the positive semi-definite cone after each iteration, with a computational cost
on the order of O(p3). In addition, as p is scaled upwards it may simply become infeasible
to store M in memory. Finally, learning on the order of O(p2) parameters greatly increases
the chance of over-fitting.
In light of the above challenges, relatively little work has been done on learning M
directly in the high dimensional feature space [21, 52, 53, 24]. Until recently, most work on
distance metric learning has addressed high dimensional input spaces by first compressing the
space via a projection onto a low-dimensional manifold[19, 50, 74, 77, 88]. This is typically
done via an eigen-decomposition, the computational cost of which is obviously prohibitive.
Additionally, projections of this nature are sensitive to unit changes or re-scaling of the data,
and may not preserve information which is well-suited to learning a distance from. This is
in contrast to our work, which does not compress or reduce the input space dimension via a
projection or other means.
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A number of works address the case of metric learning for high-dimensional data by taking
a low-rank(structured) approach [26, 43, 77]. These works operate by indirectly learning an L
such thatM = LTL, this removes the need to enforce thatM is positive semi-definite, and
the rank ofL can be controlled by selecting the trailing dimension ofL. This reduces the total
number of independent parameters to be learned, but also introduces some drawbacks. The
matrix L is typically full rank and may have challenging storage requirements. Additionally,
virtually all works of this type result in a non-convex objective, which may be difficult to
optimize and is often plagued with many local minima [45]. One work has resulted in a
convex objective[18], but limits the solution space to the span of L. These works also have
no means to control the sparsity of M , which may harm the interpretability of the model.
Our proposed method is convex, has no restrictions introduced by the range of a low-rank
projection operator, and encourages interpretability through the use of sparsity inducing
penalties.
Traditional approaches to metric learning take a global approach, and make the assump-
tion that feature interactions are consistent across the input space. In cases where the
decision boundary is too complex, or the data is multi-modal, a global metric may be too
inflexible. A popular approach is to focus on learning multiple metrics, each of which is
local to a different spacial area of the input space. Works of this type have the ability to
capture non-heterogeneous feature interactions, and have in many cases been show capable
of outperforming their global counterparts [21, 23, 32, 74, 77, 91]. In our work we propose
the use of a two part compositional metric consisting of both global and local components.
Our approach is to separate portions which model global data trends, and those interactions
which are confined to a local area. We structure the metric such that the global portion is
limited to the diagonal, and the local portion is sparse and positive semi-definite.
Specifically, we introduce a sparse compositional metric for high-dimensional data which
is locally adaptive. We propose a two part compositional metric, allowing it to capture global
trends, while remaining sensitive to local interactions. We develop an efficient Frank-Wolfe
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style alternating optimization algorithm which maintains that M remains within the con-
straint region between all iterates. This allows us to avoid any expensive projections onto the
positive semidefinite cone, enforces our choice of structure on the global portion of the met-
ric, and removes the requirements of ever having to store a full matrix M . Finally, because
of the compositional design of our algorithm, it lends well to an efficient implementation.
In summary, in this chapter we claim the following contributions:
• We propose a new algorithm for learning a sparse compositional metric for high-
dimensional data, which consists of both global and local components.
• To our knowledge, our proposed method is the first locally-adaptive distance metric
which is learned directly in the input space.
• We provide an empirical evaluation of our method against the current state of the art
via a classification scenario.
• Finally, we make our code freely available for download, to aid in research reproduca-
bility.
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3.2 Background and Related Work
3.2.1 Frank-Wolfe Style Optimization
Frank-Wolfe optimization (also referred to as the conditional gradient method) [22] has
recently experienced a resurgence of interest, primarily due to its capability of producing
projection-free updates. Much recent work has focused on variants of Frank-Wolfe methods
and their convergence properties ([36, 37, 46] and others), with numerous applications in-
cluding video co-localization [40], particle filtering [47], any many others. Updates in the
Frank-Wolfe method are typically much cheaper in comparison to full projections, but of-
ten require many more iterations for convergence. Additionally, Frank-Wolfe suffers from
sublinear convergence rates when the solution lies on the border of the constraint region
[46].




where f is a convex function with a smooth Lipshitz continuous gradient and S is a compact
convex set. Each Frank-Wolfe update is calculated by linearizing f about the current iterate
x ∈ S and solving a linear subproblem for the descent direction. The solution to each
subproblem is given by the linear minimization oracle (LMO) (equation 3.1), where < ·, · >
denotes the inner Frobenius norm and ∇f(x) is the gradient of f at x.
At any point during the Frank-Wolfe optimization procedure, the solution may be given
by the combination α1x1 +α2x2 + ...+αkxk, where
∑k
i=1 αi = 1 and αi > 0, i ∈ {1, ..., k}.
Each xi is a solution found by solving the LMO at some point in the optimization. Note
that the vectors xi are commonly referred to as “atoms”. The power of this method lies in





< x,∇f(x) > (3.1)
Sparsity may be induced by the Frank-Wolfe technique in two ways:
1. During each iteration, a single atom is added to the solution. The total number of
atoms is upper-bounded by the maximum number of iterations, the solution is then
the result of a sparse combination of basis atoms.
2. In the case where each atom x ∈ S itself is sparse, sparsity is produced as a combination
of sparse basis atoms. In this situation the solution need not be stored directly, only
the basis atoms and their corresponding weights are stored. This is the approach we
take in this chapter.
Finally, the quality of the solution may be monitored via an upper bound on the duality
gap (equation 3.2), this is often referred to as the Frank-Wolfe gap. In equation 3.2, dFW
denotes the Frank-Wolfe direction found by the linear minimization oracle.
Frank-Wolfe Gap = < −∇f(x),dFW > (3.2)
3.2.2 Distance Metric Learning in High Dimensional Input Spaces
The majority of metric learning has been done under the framework of the Mahalanobis
distance function (see the surveys [5, 45]). With many local metric learning works shown
capable of outperforming their global counterparts [35, 39, 48, 64, 66, 80, 91, 92]. However,
these works are not able to scale to very high dimensions. Until recently, very few works have
concentrated on metric learning directly in high dimensional input spaces [21, 24, 52, 67].
We restrict our discussion of the related work only to those papers which focus on handling
the case of high dimensional data.
The work of [21] learns a Mahalanobis distance metric from only dissimilarities, and
shows that this problem is equivalent to learning a Support Vector Machine(SVM) with a
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quadratic kernel. The other contribution of [21] is that of local invariance to transformations
of the data. However, the type of transformation must be known apriori and only the case
of rotational invariance for image data is studied.
In [24], online distance metric learning is considered in the scenario of multimedia content
retrieval. They accelerate the optimization process by constraining the metric matrix M
such that all off-diagonal matrix entries are equal to zero. This prevents the metric from
learning any iterations between features, whether on a local or global level. It is our belief
that this assumption is too restrictive, as large and complex data spaces may have many
2nd-order interactions which could be pertinent for performance.
The recent works [52, 88] also focus on the case of metric learning via a Frank-Wolfe
style optimization procedure. The work of [88] is a sparse compositional metric learning
technique. While similar in name to this work, the approach is quite different. They focus
finding a sparse combination of basis functions with which to construct the overall metric
matrix M . Each basis function is found as the leading eigenvector of the gradient matrix,
the expense of solving for the leading eigenvector may limit its scalability. The solution of
[88] consists of a sparse combination of basis atoms (each possibly full), while in our proposed
technique the solution is a composition of sparse atoms.
Finally, the work of [52] learns a similarity metric directly in the high dimensional feature
space. The method of this chapter shares some similarities with this work in that both
utilize Frank-Wolfe optimization techniques. Besides the obvious difference in the metric
learned(similarity vs. Mahalanobis), there are several contrasts. In [52], a single global
similarity is learned, and local information in the dataset is not considered. In our work,
we learn a set of local metrics which share a global component. The objective of [52] is to
solve a method in a high dimensional input space quickly, in this chapter we go beyond [52]




Given a subset of the sample space, we wish to learn a Mahalanobis distance metric of the
form d(x,y) = (x − y)TM(x − y), where M = MG +ML consists of a diagonal metric
MG capturing long range trends andML modeling local interactions between variables. We
constrain both matricesMG andML to be symmetric positive semi-definiteMG,ML ∈ Sd+.
Following many previous works in metric learning [65, 77], we make use of relative distance
constraints in the form of triplets (equation 3.3). In 3.3, xi and yi share the same label, and
zi has a different label.
T = {xi should be close to yi than to zi}Ti=1 (3.3)
For each point xi, a set of triplet constraints may be formed by finding the nearest
neighbors to that point, and labeling points as either similar or dissimilar, depending on the
similarity to the label of xi. Alternatively, in the case where there are too many samples
to form a distance matrix, points can be sampled randomly to form constraints. We choose
to take a large-margin approach, and constrain the distance between dissimilar points to
be larger than the distance between similar points by some margin mi. Once the triplet
constraints are formed, we guide the learning process of M with constraint violations.
Given a Mahalanobis distance function parameterized byM dM(·, ·), a set of triplet points
Table 3.1: Summary of Data Characteristics
Dataset # classes # Features # Samples
CNAE-9 9 856 1080
BBC-Sports 5 4613 737
BBC-News 5 9635 2225
TDT2-30 30 36771 9394
Madelon 2 500 2600
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(xi,yi, zi) and the corresponding margin mi, the constraint is violated when dM(xi,yi) +
mi > dM(xi, zi). This may be represented as a hinge loss function to be minimized (equation
3.4).
[dM(xi,yi) +mi − dM(xi, zi)]+ (3.4)
The hinge loss (equation 3.4) has a discontinuous gradient and is ineligible to be solved
with first-order techniques. To alleviate this we approximate the hinge loss with a smooth
version (equation 3.5). Note that equation 3.4 may accommodate different margin values by








x2 0 < x < 1
0 x ≤ 0
(3.5)
3.3.2 Sparse Compositional Local Metrics
Given L local areas, each of which contains a set of samples Xi, i ∈ {1, ..., L}, the constraint
set and associated margins may be constructed. The set of constraints associated with
each sample set Xi is denoted as Ci. Each element of Ci is a 4-tuple consisting of three
samples x,y, z and the desired margin m. For local sample set Xi, we learn a compositional
metric which consists of an exclusive local component parameterized by the local metric
matrix M i ∈ Sd+ and a shared component MG ∈ Sd+ which is constrained such that all
non-diagonal elements are equal to zero.
Integrating the above information, the objective is formed to optimize over(equation 3.6).
Sparsity is introduced in each metric through the use of L1-regularization, with the variables
λ1, ..., λL, λG forming the boundaries of the constraint region associated with each metric
matrix. Note that in equation 3.6 the local and global portions of the metric have been







[dMG(x,y) + dM l(x,y) +m
l
i
− dMG(x, z)− dM l(x, z)]+
s.t. MG ∈ Sd+
MG(i, j) = 0, ∀i 6 =j
M l ∈ Sd+, ∀l ∈ {1, 2, ..., L}
||MG||1 < λG
||M l||1 < λl, ∀l ∈ {1, 2, ..., L}
(3.6)
3.3.3 Maintaining Feasibility of Iterates
A pair-wise variant of the Frank-Wolfe (a visualization of the Frank-Wolfe update is shown
as Figure 3.1) procedure was selected to minimize equation 3.6. Besides removing the need
for projection operators, the pair-wise variant only requires the update of two atoms per
iterate, in contrast with vanilla Frank-Wolfe, which requires the weights of all atoms to
be updated at every iteration. Our objective function (equation 3.6) is a function of L+1
matrices (M 1, ...,M l,MG). The function is convex in each matrix with respect to the other
matrices. We optimize this using an alternating pairwise Frank-Wolfe method where the local
matrices are updated, followed by the global metric. We leave the variables λ1, ..., λL, λG
which determine the constraint region bounds as tunable parameters.
Projections are avoided by careful selection of the update directions and step sizes, ensur-
ing thatM 1, ...,ML never leaves the constraint region. We use the following rank-1 update
matrices P (i,j),N (i,j) in updating M 1, ...,ML and restrict the updates of MG to P
(i,j)
λ
where i = j. These update types were first proposed by [36] and subsequently used in [52].
Updating the matrices in this manner allows us to maintain the positive semi-definiteness of
M 1, ...,M l,MG while still producing a sparse iterate. This is key to the scalability of our
algorithm with respect to the size of the feature space.
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Figure 3.1: Visualization of Frank-Wolfe update procedure. f(x) is the objective with x
being the current iterate, s is a point on the simplex and D represents the constraint region.
Credit to Stephanie Stutz for contribution to public domain, labels added by Martin Jaggi,
CC BY 4.0, https://commons.wikimedia.org/w/index.php?curid=35484532
P
(i,j)
λ = λ(ei + ej)(ei + ej)
T =

· · · · ·
· λ · λ ·
· · · · ·
· λ · λ ·




λ = λ(ei − ej)(ei − ej)
T =

· · · · ·
· λ · −λ ·
· · · · ·
· −λ · λ ·
· · · · ·

The design of the update steps handles the constraint, leaving a smooth unconstrained
objective function to minimize 3.7, where h(·) denotes the smooth hinge loss function 3.5.
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The gradient for eachM i is calculated on a per-constraint basis, with each constraint viola-
tion contributing a direction and a scaling factor determined by the gradient of the smooth






h(dMG(x,y) + dM l(x,y) +m
l
i












0 < x < 1




= (x− y) · (x− y)T − (x− z) · (x− z)T (3.9)
3.3.4 Algorithm
Given the desired number of local metrics c, we begin by clustering the samples into c distinct
groups. This may be accomplished via any clustering method, in our experiments we use
either a sparse k-means approach or k-means clustering with the cosine distance. Constraints
are formed for each point, this is done by taking the nearest neighbors which are “friends”
(same label) and “impostors” (different label), then generating relative distance constraints
in the form of triplets.
Given the metric matrices M i, i ∈ {1, .., c} corresponding to each cluster and the global
metric matrixM g, the task is to minimize the objective. The objective is convex with respect
to each M i when the others are held constant, allowing us to conduct the optimization in
an alternating fashion. (Note that the local components M 1, ...,M c are independent when
M g is held constant and may be updated simultaneously if desired.)
The iterates M 1, ...,M c,M g must be initialized to lie within the feasible set. This is
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accomplished by initializing each M i to any valid atom in S+d and assigning it a weight
of one. Note that the matrices M 1, ...,M c,M g are never formed explicitly, instead each
matrix M i is represented by a set of atoms Ai and atom weights Wi such that
∑
Wi = 1.
This allows the addition, removal, and weight manipulation of individual atoms in a fast and




S(i, j) = 0, ∀i 6= j s.t. S ∈ S+d
(3.10)
Once each M i has been initialized, the algorithm proceeds by alternating through each
local metric and the shared diagonal metric, updating each in turn. Each update consists of a
calculation of the gradient, then solving the corresponding global or local linear minimization
oracle (equation 3.10 & 3.11, respectively) for the Frank-Wolfe direction dFW . In the pairwise
variant of Frank-Wolfe, the best atom is identified from which to pivot weight away from. The
advantage of this approach is that only two atoms must be manipulated for each iteration,
this is in contrast to the full Frank-Wolfe method in which the weight of every atom in the




s.t. S ∈ S+d
(3.11)
The global linear minimization oracle is simple to optimize, as it consists of p Frobenius
inner products between each P (i, i) ∀i ∈ {1, .., d} and the elements of the gradient. The
linear minimization oracle for each local metric does not scale as easily, as there are p2
atoms to consider. In cases where p is rather large, we use the heuristic proposed in [52].
The general idea of the heuristic is to randomly select a row of the matrix, and consider all
columns. Once the column containing the lowest LMO score is found, that column is used
while all rows are considered. This technique has order O(p) complexity and we find that it
works relatively well in practice.
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Once an atom SFW has been selected to increase the weight on, an atom must be selected
to remove weight from (the “away” atom ). This problem is extremely similar to the linear
minimization oracle problem, and consists of calculating the inner Frobenius norm between
the gradient and each atom in the active set, taking that which has the maximum value.
This is shown as the following, with G representing the gradient at the current iterate.
max
S
〈G,S〉, ∀S ∈ A
Within a small number of iterations of the algorithm, it is common for the number of
active constraints to quickly drop to a fraction of the original number. Inactive constraints
have no contribution to the gradient and may be ignored. We leverage this fact in our
implementation which results in significant speedups.




The proposed metric learning technique, Sparse Compositional Local Metric (SCLM) learn-
ing is evaluated under a classification scenario using a K-Nearest Neighbors(K-NN) approach.
There are few sparse metric learning techniques capable of handling high dimensional data.
The high dimensional similarity learning (HDSL) algorithm developed in [52] is selected as
the current state of the art algorithm for comparison. The support vector machine (SVM)
with a linear kernel is included in the experimental evaluations to serve as a baseline al-
gorithm. In our experiments the implementation provided by the LIBSVM library [14] is
used.
3.4.1 Datasets for Evaluation
Five datasets were selected to run the experimental evaluations on, the characteristics of
these datasets are summarized in Table 3.1.




The classification nacional de atividae econamicas(CNAE) dataset2 consists of 1080 doc-
uments of text business descriptions from Brazilian companies. Each of the companies is
placed into one of nine categories, based on their national economic activities. The data is
preprocessed such that punctuation and the most frequently occurring words are removed.
Each document is then represented as a vector with each entry weighted occurring to word
frequencies.
3.4.1.2 BBC-Sports & BBC-News
The BBC-Sports and BBC-News datasets[28]3 originate from BBC News. The BBC-Sports
dataset consists of 737 documents, and the BBC-News dataset consists of 2225 documents.
We use the provided pre-processed form, where each dataset is given as a term-document
frequency matrix. Each of the two datasets have five distinct classes.
3.4.1.3 TDT2-30
The TDT2-30 dataset4 is a subset of the original NIST Topic Detection and Tracking corpus.
The version we use was prepared by [12], and contains only the 30 most frequently appearing
labels. The dataset consists of 9,394 documents, each with 36,771 features.
3.4.1.4 Madelon
The Madelon5 dataset is an artificial dataset created for the NIPS 2003 feature selection
challenge. It consists of 2500 samples which form 32 separate clusters, each cluster is located
on a vertice of a five-dimensional hypercube. The data points are randomly assigned a binary






3.4.2 Classification Experimental Setup
A cross validation procedure is utilized to separate the model selection and model evaluation
processes. The dataset is partitioned into training and testing sets using a five fold cross
validation procedure. The training set is then further partitioned into additional training
and validation sets using an internal round of cross validation. The training and validation
sets are used optimize the model using a grid search over the parameter space. After the
best performing model is located, it is trained on the combined training and validation sets,
and predictions are made and evaluated on the test set. This is repeated for each of the five
folds of cross-validated data.
The Support Vector Machine is trained using a linear kernel with the regularization
parameter c is tuned to the best value such that c ∈ {1c − 6, 1e − 5, 1e − 5, 1e − 4, 1e −
3, 1e − 2, 1e − 2, 1e0, 1e1, 1e2, 1e3, 1e4, 1e5}. The high dimensional similarity learning al-
gorithm does not have many tunable parameters, we vary the scaling parameter γ such
that γ ∈ {1e0, 1e1, 1e2, 1e3, 1e4}. The proposed algorithm has two tunable parameters
(λglobal, λlocal) controlling the balance between local adaptivity and global consistency, we
Figure 3.3: Reported micro-averaged F1 scores of classification experiment on Madelon
dataset.
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allow both parameters to vary on the set of {1e0, 1e1, 1e2, 1e3, 1e4}.
The proposed and state of the art techniques (SCLM and HDSL, respectively) both utilize
a Frank-Wolfe style optimization technique. It is well known that Frank-Wolfe optimization
converges at a sublinear rate when the solution lies on the boundary region [46]. We observed
that for SCLM and HDSL, the objective value is quickly reduced in the first hundred or so
iterations and then makes minimal progress towards the solutions. The maximum allowable
number of iterations was set to 500 to ensure both algorithms terminated in a reasonable
amount of time.
The SCLM algorithm relies on an external technique to provide the subset of samples
which correspond to each local metric. In the experiments we cluster the data using unsuper-
vised clustering methods. The CNAE-9, BBC-Sports, and Madelon datasets were clustered
using the Sparse and Robust K-means Clustering (RSKC) algorithm of [44]. We found that
RSKC had difficulty operating on the larger datasets, so the k-NN clustering algorithm with
the cosine similarity function was utilized to cluster the BBC-News and TDT2-30 datasets.
The HDSL and SCLM algorithm share several similarities, our aim was to train them
in the same fashion. Both algorithms are trained using relative distance constraints in the
form of triplets, which are formed for each point using 3 friends (same-label points) and
8 impostors (different label points). After training, test points are classified using a k-NN
approach based on the learned metric with k = 3.
We evaluate each classfier using the micro-averaged F1-score. The vanilla F1-score is the
harmonic mean of precision and recall. Precision and recall may be calculated on a per-class
basis by taking the predicted and true label values and calculating the number of positive
(P) and negative (N) samples, and the number of true positive (TP), true negative (TN),









Figure 3.4: Reported micro-averaged F1 scores of classification experiment on BBC-Sports
dataset.
The F1-score is the harmonic mean of precision and recall, and is calculated as shown
below:
F1-score = 2 · precision · recall
precision + recall
(3.12)
Typically, the F1-score is calculated on a per-class basis, simple averaging may bias the
score towards the classes which contain fewer samples. This effect is alleviated by calculating
the micro-averaged F1-score, which is the F1-score found by calculating precision and recall
in a global manner (by summing the TN, TP, FN, FP from each class). Finally, the micro-
averaged F1-scores for each cross validation fold are averaged, which is how the reported
metric is calculated for each experiment.
3.4.3 Classification Results
In the results, we refer to our proposed method as Sparse Compositional Local Metrics
(SCLM) and the method of [52] as High Dimensional Sparse Learning (HDSL). When com-
pared with the support vector machine baseline algorithm, our proposed technique was able
to outperform it on all datasets except for BBC-News. Though support vector machines
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typically perform well on sparse datasets, we found that it had a particularly hard time on
the CNAE-9, Madelon and TDT2-30 datasets. It was observed that in these cases, it had a
tendency to make predictions nearly all of one type, which brought the performance measure
averages down significantly.
An inspection of the results show that for the CNAE-9, BBC-Sports, and TDT2-30
datasets, the HDSL method has a clear advantage. The Madelon dataset was particularly
challenging, with HDSL and SCLM producing around the same level of performance on
average. We note that the performance of SCLM on the Madelon dataset was extremely
good for some folds, and comparative to the HDSL method on others. Finally, in the BBC-
News dataset, the SCLM method appears to have the advantage. The complete performance
results of all methods and datasets are shown as Figures 3.2, 3.3, 3.4, 3.5, and 3.6.
3.4.4 Visualization Experiment
To demonstrate the ability of the proposed distance metric to learn local trends in the data,
we ran an experiment on the BBC-News dataset using three local metrics. After learning
Figure 3.5: Reported micro-averaged F1 scores of classification experiment on BBC-News
dataset.
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Figure 3.6: Reported micro-averaged F1 scores of classification experiment on TDT2-30
dataset.
the metrics, we extracted the (sparse) interactions from each local metric and created a
“word-cloud” where the size of word reflects the influence of that word on the metric. This is
shown as figure 3.7. We observe trends in the metrics of 3.7, the local metric #1 appears to
honed in on “e-sports/video games”, local metric #2 is focused more on digital entertainent
(e.g. hiphop, music charts, cinema, portable playerm, etc), local metric #3 appears to be
more political and budget oriented. The global metric does not appear to have any strong
trends, which indicates that the local trends may not have much in common.
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Figure 3.7: Word clouds for each of the local metrics learned on the BBC-News dataset.
Top-Left: Local Metric #1, Top-Right: Local Metric #2, Bottom-Left: Local Metric #3,
Bottom-Right: Global Metric
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3.5 Discussion and Future Work
3.5.1 Impact of Top-level Clusterings
The HDSL method outperformed the SCLM method by a good margin on the TST2-30 and
BBC-Sports datasets, in these cases the SCLM method demonstrated a larger variance. One
source of this phenomenon could be the overlying clustering algorithm which determines the
”local groupings” or clustering of the data. Clustering algorithms are typically not convex
and are often sensitive to the initialization. Widely varying clusterings of the data between
cross validation folds could be one source of the variance in classification performance.
In cases where SCML underperformed HDSL, one explanation could be that the data
may not be multi-model. Given a dataset which exhibits a single mode, one can expect that
splitting the data and training two (or more) classifiers will not produce the same results as
training a single classifier on the complete data, especially in the case of a high-dimensional
feature space. A less extreme version of this scenario could be a mismatch between the
number of modes and the target number of local groups. In summary, the top-level clustering
method has no knowledge of the labels and the metric to be learned, and could be creating
local groups which are not useful.
A promising direction for future work is the integration of the top-level clustering proce-
dure with the local metric learning algorithm. The ability to exchange information between
the clustering and the local metrics could result in local groups which are meaningful with
respect to the metric learning task.
3.5.2 Algorithm Acceleration
To accelerate the runtime of the HDSL algorithm and our own, we both make use of a
stochastic estimate of the gradient. As noted in [52], the accuracy of this approximation is
bounded and works relatively well in practice. However, we point out that this approximation
also serves to prevent the gradient matrix from “filling-in”. This is particularly noteworthy,
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as it may be infeasible to store a non-sparse gradient matrix. For the diagonal matrix in our
technique, we only calculate the diagonal elements of the gradient, upper bounding the space
complexity to O(p). However, for the local metric matrices(and that in [52]), as the number
of constraints grows, it could be possible to get a full gradient matrix. Placing a limit on
the number of constraints used in estimating the gradient could prevent this, depending on
the sparsity level of each sample.
The proposed work and others [36, 52] make use of updates using “Jaggi atoms”. An-
other promising direction of research could be the development of a specialized Frank-Wolfe
technique which takes advantage of updates with this structure. This type of work would




In this chapter, we presented an algorithm for sparse compositional local metric learning,
where each local metric consists of a local and shared global component. A pairwise alter-
nating Frank-Wolfe style optimization algorithm was used to optimize the objective in an
efficient projection-free manner. The proposed method was able to maintain sparsity of the
solution through the optimization process, which allowed scaling to datasets with over 30,000
features. An empirical evaluation of the proposed technique was executed against a solid
baseline algorithm and the current state of the art in sparse similarity metric learning. The
results of the empirical evaluation demonstrate that our method is more effective than the
baseline measure, and is comparable to the competing method for some datasets. Finally, a
discussion was presented and directions for future work in this area was outlined.
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Chapter 4




Distance metric learning is concerned with learning how objects are similar in a pairwise
manner. The metric is typically in the form of the Mahalanobis distance function and is
parameterized by a positive semidefinite matrix M . The classic approach to distance met-
ric learning suffers from two major computational restrictions; the vast number of pairwise
constraints, and ensuring thatM is positive semi-definite. Regressive Virtual Metric Learn-
ing (RVML) [59] is a new approach to distance metric learning based on regression. The
advantage of RVML is that it only requires a linear number of constraints andM is learned
in a projection-free manner. However, RVML has no mechanism to discard or reduce the
influence of noisy, corrupted, or irrelevant features. In this chapter, we present a new method
for robust regressive virtual distance metric learning with structured sparsity.
Under the classic metric learning approach, it is often desirable that the metric M be
low-rank. A low-rankM limits the model complexity and in many cases improves the predic-
tion accuracy. This is often referred to as output sparsity, as a low-rank M is equivalent to
projecting the data into a low-dimensional subspace and measuring using the Euclidean dis-
tance, which typically results in a sparse representation in the output space. Previous works
have focused on the concept of output sparsity [87]. However, the problem of optimizing a
matrix subject to a low-rank constraint is a problem known to be NP-hard [5].
The regressive virtual metric learning approach has a natural mechanism for output
sparsity, as the rank of M is upper-bounded by the trailing dimension of the virtual point
matrix. If the dimension of the virtual points is low, this results in reduced model complexity
without a low-rank constraint. Ideally, a low-rank M should induce a subspace where
irrelevant features have little to no influence. It is known that popular metric learning
algorithms often suffer rather severe performance degradation when non-informative or noisy
features are introduced [50].
An alternative to output sparsity is that of input sparsity, where only a portion of the
input features are selected by the metric. Because M must be positive semi-definite, most
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metric learning algorithms take an iterative approach which alternates between updating
M and then projecting M onto the positive semi-definite cone. Because a projection could
destroy any input sparsity of M produced in the update, promoting sparsity of the input
requires careful structuring ofM such that the positive semi-definiteness is preserved during
the update cycle. Several recent works accomplish this using a variety of structured update
schemes ([36], [52], [69]). However, these methods are often slow and have been shown to
converge at a sublinear rate [37].
In this chapter, we build upon the regressive virtual metric learning approach and propose
a new regression-based distance metric learning method which is robust to the influence of
irrelevant features. In our approach we can control the amount of input sparsity applied
through our use of a penalty which induces structured sparsity of the metric. Our method
is based on linear multiple regression and only requires constraints which are linear in the
number of samples. Additionally, we can guarantee that our metric matrix M is positive
semidefinite by construction. We present an empirical evaluation where we demonstrate the
performance of our model, and show that the metric is often much more interpretable than
other popular approaches. Specifically, in this chapter we claim the following contributions:
1. A new algorithm for robust regressive virtual metric learning with structured sparsity.
Our proposed model learns a metric in an indirect manner and through use structured
sparsity inducing penalties has the ability to select and reweight features.
2. We provide an experimental evaluation of our proposed approach on five noise-augmented
real-world datasets in a classification scenario. This comparison demonstrates that even
in the case of low-noise, our method is comparable to the current state of the art in
terms of classification performance.
3. We provide a second empirical evaluation where we augment the datasets with irrel-
evant features. In this evaluation we demonstrate that in this scenario our method
excels and is superior to the state of the art on all evaluation datasets.
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4. Finally, we produce insightful visualizations to show each algorithms learned metric.
This demonstrates that in most cases the proposed method is easy to interpret.
4.2 Background
Distance metric learning is a rich and varied topic that has been well-studied over the years.
For a comprehensive overview we recommend the surveys [5, 45]. By far the most popular
metric to learn is that of the Mahalanobis distance (equation. 4.1), where M defines the
parameters of the metric and is positive semi-definite.
dM (x,y) = (x− y)TM (x− y) (4.1)
The typical approach is to constrain the problem in a weakly-supervised manner by
specifying points which are “must-link” and “cannot-link” in a pairwise manner, as shown in
equation 4.2.
S = {(xi,xj) : xi similar to xj}
D = {(xi,xj) : xi similar to xj}
(4.2)
4.2.1 Large-Margin Approach
One of the most popular and widely used approaches to metric learning is the Large Margin
Nearest Neighbors (LMNN) method of [77]. LMNN extends pairwise constraints such that a
third point is introduced. Given a triplet of samples (xi,xj,xk) such that xi,xj are similar
and xi,xk are dissimilar. The goal of the large margin approach is to ensure that the distance
dM (·, ·) between the similar points is smaller than the distance between the dissimilar points
by at least some margin amount m, as can be seen in equation 4.3.
{dM (xi,xj) < dM (xi,xk) +m : (xi,xj) similar,(xi,xk) dissimilar} (4.3)
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A shared weakness of learning with pairwise and triplet constraints is the excessive num-
ber of constraints required. For example, in a two class classification scenario with nA samples
having label “A” and nB samples having label “B”, the total number of triplet constraints are
(nA + nB) · nA · nB. Virtually all large-margin based methods approximate the constraints
by only enforcing a select subset, as enforcing all of them is infeasible for even a moderate
amount of samples.
Selecting a constraint subset is typically accomplished by limiting the number of con-
straints per points. The Euclidean distance is used to find the nearest neighbors for each
point and form constraints only for those neighbors. It is well known that this approach
to metric learning is particularly sensitive to the ability of the Euclidean distance to select
good target neighbors to form constraints with.
4.2.2 Regression-Based Approach
A recent work by [59] proposes a new approach to distance metric learning within a regression-
based framework. In lieu of forming pairwise or triplet distance constraints, the idea is to
pull each instance to a separate “virtual point”. The method takes an indirect approach to
learning the metric and finds an L such that M = LLT , which may be solved for by mini-








||XL− V ||2F + λ||L||2F (4.4)
Similar to pairwise or triplet constraints, the virtual points may be viewed as a form of
weak supervision, as learning the metric does not interact with the labels directly. While
the regression-based approach to learning the metric is rather straightforward, there is still
the question of how to determine the virtual points.
In [59], two methods for determining the virtual points are proposed. The first being a
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class-based representation, where the virtual point assigned to each instance is the one-hot
encoding of that instances label. The second suggested method is to first extract a set of
landmark points via a variation of the landmark selection problem [41] and then compute the
optimal transport from the set of instances to the landmark points using the Sinkhorn-Knopp
algorithm [17]. Unfortunately, the landmark selection heuristic depends on the ability of the
Euclidean distance to select good landmarks. As the Euclidean distance treats all features
equally, we believe the ability to select good landmarks may degrade as a function of how
many features in the data are irrelevant.
A favorable characteristic of the regression-based approach is that the number of con-
straints are linear in the number of samples. Additionally, the metric parameters are learned
indirectly through L, where M = LLT . Meaning that M is positive semi-definite by con-
struction. We identify some new opportunities for research in this area: 1) new forms of the
metric M ; 2) other means for determining the virtual points. The work of this chapter is
focused on the first point.
4.3 Related Work
Regressive Virtual Metric Learning (RVML) [59] is the only other regression-based approach
to metric learning. The key difference between RVML and the proposed method is that
RVML has no mechanism for discarding irrelevant features. It does has the potential to
limit the rank of M , but this ability is tied to the dimension of the virtual points and it is
not clear how to manipulate that dimension. Additionally, low-rank constrained metrics do
not typically excel in these situations.
The work of [86] proposed a Feature-AwaRe distance Metric (FARM), the metric consists
of two parts DM where D is a diagonal matrix. The formula in non-convex and requires
an optimization strategy which updatesM and D in an alternating fashion. Because of the
non-convexity of FARM, it is particularly sensitive to the initialization of D and M . The
FARM method fits under the classic relative-distance metric learning approach and requires
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constraints which are quadratic in the number of samples. Additionally, FARM learns M
directly and must make a projection onto the positive semi-definite cone at every iteration.
4.4 Methodology
Our method operates under the typical multi-label learning scenario. Given a set of samples
X ∈ Rn×p, the associated labels Y ∈ Rn and virtual points V ∈ Rn×q we are interested in
learning a regressive virtual type metric which is capable of feature selection. This requires
that the metric matrix M is a combination of 4-sparse hermetian positive semi-definite
matrices. This same structured sparsity pattern can be reproduced in terms of the Cholesky
decomposition L ofM , whereM = LLT , by placing a group-sparse penalty[89] along each
row of L. This is shown as equation 4.5, where L(i, :) represents the ith row of L.
1
n




To obtain the virtual points V , we refer to [59, Section 3.3.1], where V is constructed as
a class-based representation or learned by solving a problem of optimal transport. We call
our proposed method Robust Regressive Virtual Metric Learning with Structured Sparsity
(RRVMLSS) and present two variants, RRVMLSS-class and RRVMLSS-transport, which
denote using virtual points found as a class-based representation or via solving a problem
of optimal transport, respectively. Recall that the purpose of this work is to focus on the
robustness of the metric M to irrelevant inputs, we leave other methods for determining V
as a future research topic.
4.5 Algorithmic Robustness
The proposed method for metric learning may be interpreted as an instance of robust linear
regression and as such is subject to guarantees in term of algorithmic robustness. The general
problem of robust linear regression is to assume that the design matrix has been corrupted
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by a possibly malicious source and then show that the method of interest is equivalent to a





||y − (A+ ∆)β||2 (4.6)
We can show that equation 4.5 is equivalent to a problem of robust linear regression, all
that is required is to rearrange the equation into a vector form. Let y ∈ Rnq and β ∈ Rpq be
the vector equivalents of the matrices A and L, respectively, that have been “flattened” by
stacking the columns of each matrix. Let A ∈ Rnq×pq be a block-diagonal matrix equivalent
of X where each block is a column of L.
Let ∆g be a disturbance associated with group g ∈ G, where G specifies the groupings
as the rows of matrix L. Also, let the norm of each group be upper bounded such that
||∆g|| ≤ cg, ∀g ∈ G. Finally, define α = [sign(β1) · ||∆1||2, ..., sign(βpq) · ||∆pq||2]. With
these assumptions consider the problem of robust linear regression (4.7) which is equivalent










Equation 4.5 is convex with respect to L and may be minimized using a variety of off-the-
shelf optimization techniques. We have selected a first order method called Fast Iterative
Shrinkage-Thresholding Algorithm (FISTA). All that is required to apply FISTA is to cal-
culate the gradient of the loss function and the proximal operator for the group-sparsity
constraint. The gradient of the loss of 4.5, and the proximal operator for λ
∑p
i=1 ||L(i, :)||2










||L(i, :)||2 ≤ λ, L(i, :) = 0
else, L(i, :) = (1− λ||L(i,:)||2 ) ·L(i, :)
(4.9)
We have implemented the FISTA optimization algorithm applied to equation 4.5 in C++,
the implementation was bridged with Python using Cython[3] and a wrapper built for the
algorithm to operator as a classifier in the Scikit-Learn [58] Python machine learning library.
To foster research reproducability, we make an implementation of our algorithm available
for download on github1.
4.6 Experiments
4.6.1 Setup and Evaluation
In our experiments we compare against some baseline methods and also state of the regressive
metric learning methods. The kNN algorithm with the Euclidean distance and k = 1 is used
as our baseline metric. The Large-Margin Nearest-Neighbors (LMNN) [77] algorithm is
arguably one of the most popular and effective metric learning algorithms and is chosen
as a good representation of relative-distance based metric learning. In our experiments we
configure the LMNN constraints by setting the number of similar samples to three and the
number of dissimilar samples to five.
We also compare with RVML [59], which is the current state of the art in regression-
based metric learning. We experiments with two variants of RVML known to perform
well, RVML-class, and RVML-transport. These methods vary in how the virtual points
are selected, RVML-class constructs the virtual points as a one-hot encoding of the labels.
RVML-transport learns the virtual points as a problem of optimal transport. Both RVML
variants contain a L2 regularization parameter which we tune for best results in the range of
1× 10k, k ∈ {−5,−2, ..., 3}. The two variants of the proposed method, RRVMLSS-class and
1https://github.com/jstamand
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Table 4.1: Summary of dataset statistics.
Dataset # Features # Instances # Classes
Balance 4 625 3
Credit 15 690 2
German 20 1000 2
Segment 19 2310 7
Urban Land Cover 148 168 9
RRVMLSS-transport, each contain a regularization parameter controlling the level of group
sparsity which we tune in the range of 1× 10k, k ∈ {−5,−2, ..., 3}.
In all experiments, we shuffle the dataset and partition into 60% training, 20% validation,
and 20% test. Hyper-parameters are tuned for best performance using the training and
validation partitions, for final evaluation each method is trained on the combined training
and validation set, then evaluated on the test set. For each experiment this process is
repeated 20 times and the average across the 20 trials is taken. We use a two-sided t-test to
determine the significance of results. The performance metric we use for evaluation is the
F1-score, as a good F1-score requires both good recall and precision. For datasets with more
than one possible label we report the micro-averaged F1-score (micro-F1). This process is
followed for both of the following experiments.
4.6.2 Classification Scenario
The purpose of our first experiment is to demonstrate the performance of the proposed
method on datasets on which metric learning is known to perform well. We have selected
five datasets from the UCI machine learning repository from a variety of domains; Balance,
Credit, German, Segment, and Urban Land Cover. Summary statistics (e.g. # features) for
these datasets are shown in Table 4.1.
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Table 4.2: Summary of experimental results, displayed metric is the micro-F1 score averaged
over 20 trials. The best results as measured by the F1-score (which is micro-averaged in
the case of multi-class data) for each dataset are highlighted in bold. The number of
stars(*) denotes the significance level as measured by the p-value in a two-sided t-test,
∗ ⇒ (p < 0.05) and ∗∗ ⇒ (p < 0.01).
KNN LMNN RVML-class RVML-transport RRVMLSS-class RRVMLSS-transport
Balance 0.9222 0.9462** 0.9030 0.9158 0.9022 0.9182
Credit 0.6778 0.7377 0.6848 0.7179 0.7949 0.8067**
German 0.6291 0.6755* 0.6414 0.6518 0.5240 0.5711
Segment 0.7095 0.8464 0.8143 0.6762 0.8310 0.7281
Urban Land Cover 0.3348 0.6352 0.5007 0.4194 0.7281** 0.6654
Table 4.3: Summary of experimental results on noise augmented data, displayed metric is
the micro-F1 score averaged over 20 trials. The best results as measured by the F1-score
(which is micro-averaged in the case of multi-class data) for each dataset are highlighted in
bold. The number of stars(*) denotes the significance level as measured by the p-value in a
two-sided t-test, ∗ ⇒ (p < 0.05) and ∗∗ ⇒ (p < 0.01).
KNN LMNN RVML-class RVML-transport RRVMLSS-class RRVMLSS-transport
Balance 0.8286 0.8848 0.8984 0.9016 0.9026 0.9100*
Credit 0.6543 0.7364 0.6721 0.7100 0.7717 0.7911**
German 0.6210 0.6806 0.6381 0.6415 0.6153 0.6623**
Segment 0.7071 0.8500 0.8387 0.6744 0.8804** 0.7423
Urban Land Cover 0.3365 0.6565 0.5172 0.4341 0.7356** 0.6580
4.6.3 Classification Scenario with Noise Augmented Data
In the second experiment our aim was to demonstrate the robustness of our algorithm in
the presence of noisy or irrelevant features. We have taken the datasets of Table 4.1 and
augmented them with uninformative features. Each augment feature is generated by draw-
ing from a normal distribution, with each distribution centered around a vertex of a p-
dimensional hypercube. Each dataset was augmented with a number of features which is
equal to the number of features it already contains, the result being that after augmentation
each dataset contains twice as many features than it did previously.
After completing the classification portion of the experiment, for each dataset we took the
matrix parameterizing each metric (M ) and plotted them to observe the features selected
by the metric. In this visualization activity we expected that the robustness of each metric
should relate to the propensity it has in selecting features in the upper-left quadrant, as
selections in the other three quadrants indicate the selection of uninformative features.
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4.6.4 Results and Discussion
The results of the classification scenario experiment (section 4.6.2) are shown in Table 4.2.
The LMNN method provided the best performance on three out of the five datasets with
two results being statistically significant. The proposed methods produced the best perfor-
mance on two datasets, with significant results on both. We observe that on four out of the
five datasets, the proposed methods (RRVMLSS-class and RRVMLSS-transport) produce
approximately equal or better performance to their regression-based counterparts (RVML-
class and RVML-transport). We attribute this to the ability of the proposed methods to
better filter out noisy or irrelevant features occurring naturally in the data.
The results of the classification experiment on the noise-augmented data are shown in
Table 4.3. We found that the proposed algorithms were able to outperform all of the compet-
ing methods. RRVMLSS-transport produced the best performance on three of the datasets,
while RRVMLSS-class performed best on the remaining two. Four of the results were signif-
icant on the 1% level and the fifth result was significant on the 5% level.
Although one of the proposed methods always produces the best results on the noise-
augmented data, we observed that the other proposed method sometimes produces poor
performance. A good example is the experiment on the noise-augmented German dataset,
where RRVMLSS-transport performed the best out of all methods, and RRVMLSS-class
performed the worst. We observed similar trends for the previous works in regressive virtual
metric learning (RVML-transport and RVML-class). This leads us to believe that the virtual
points play a significant role in the performance of the model.
The plots visualizing the best performing metrics for each method on the Balance and
Segment datasets are shown as Figures 4.1 and 4.2 respectively. We also produced figures for
the remaining datasets, these may be found in the chapter Appendix. We observed that on
the Balance and Segment datasets, the proposed methods are clearly the most interpretable
and select the least amount of features. We observed that in most cases the proposed
methods are able to produce sparser metrics than competing methods. The exceptions to
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this are RRVMLSS-class on the German dataset (Figure 4.4), and RRVMLSS-transport on
the Urban Cover dataset (Figure 4.5). The result of the RRVMLSS-transport method on
the Urban Cover dataset is especially interesting as it has selected almost all features. We
see that it has induced sparsity specifically in the upper-left quadrant and has selected all
augment features. We interpret this as some select features in the data being more harmful
for classification than the augment features. There are some other similar cases (see [29])
where methods have selected all features including irrelevant or generated ones, and we still
able to produce good results.
4.7 Conclusion and Future Work
In this chapter, we proposed a new structured sparse metric learning technique with virtual
regression. Our method builds upon the current state of-the-art in regressive virtual metric
learning through the introduction of structured sparsity. This gives our method the ability
to select informative features while discarding irrelevant or noisy ones. In our experimental
evaluation, we demonstrated the efficacy of our method in a predictive task against the
current state of-the-art. When presented with noise-augmented data, our method produced
extremely good performance.
We identify several avenues for future work based on the scalability, virtual points, and
structure of the metric. With the recent focus on big-data methods, we believe our regres-
sion based metric learning with structured sparsity could be a prime candidate for big-data
applications. Further research could be done using graphics processing units(GPU) for ac-
celeration, or with a distributed implementation under a framework like SPARK [90].
Other opportunities for further research include other methods for determining the virtual
points, especially in the case of high dimensional feature spaces, where the concentration of
distances effect comes in to play. Finally, traditional large-margin metric learning techniques
have explored many different forms of structure in a distance metric [5]. It may be beneficial
to explore these under the regression-based metric learning framework where structure may
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Figure 4.1: Graphical representation of metric learned on noise-augmented Balance dataset.
59
Figure 4.2: Graphical representation of metric learned on noise-augmented Segment dataset.
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be present in both the virtual points and the metric.
4.8 Appendix
4.8.1 Metric Visualization
The appendix contains additional figures visualizing the learned matrices on the noise-
augmented data experiments. Figures are shown for datasets Credit (Figure 4.3), German
(Figure 4.4), and Urban Cover (Figure 4.5).
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Figure 4.3: Graphical representation of metric learned on noise-augmented Credit dataset.
Figure may be difficult to view due to large matrix size. LMNN, RVML-class, RVML-
transport and RRVMLSS-transport all have entries in the upper left quadrant.
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Figure 4.4: Graphical representation of metric learned on noise-augmented German dataset.
Figure may be difficult to view due to large matrix size. LMNN, RVML-class, RVML-
transport and RRVMLSS-transport all have entries in the upper left quadrant.
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Regressive virtual metric learning [59] is a new approach to learning a distance metric within
a regression-based framework. The regression-based approach to distance metric learning re-
quires constraints which are only linear in the number of instances. This gives it an advantage
over the more traditional relative distance or “large-margin” based approaches (see [77] and
derivative works). In lieu of enforcing relative distance constraints between instances, each
instance under the learned metric should instead be located near a corresponding “virtual
point”. In this chapter, we propose a new approach to learning the virtual points which
consider the factors of label discrimination and the compatibility of the virtual points with
the metric.
The current state of the art in regressive virtual metric learning [59] employs three tech-
niques to learn the virtual points: 1) virtual point selection via a class-based representation,
2) learning of the virtual points via a problem of Optimal Transport [17, 73], 3) random se-
lection of virtual points1. Our main concern with the state of the art is that the methods to
obtain the virtual points and learn the distance metric are treated as two separate processes.
The weakness of this approach is that it admits no feedback mechanism from the distance
metric, learning the virtual points is treated as an isolated process. A contribution of this
chapter is the integration of the virtual point and distance metric learning processes into
a single objective. This allows the distance metric to influence the virtual point locations
during the learning process and vice-versa.
We make the following observation which serves to highlight the drawbacks of current
methods in obtaining virtual points. The placement of the virtual points determines the
discriminative potential of the distance metric, while the actual discriminative power is de-
termined by the ability of the metric to transport2 the instances to their associated points
with low error (compatibility). Current approaches do not explicitly consider the compatibil-
1This technique is included in the supplementary material of [59]
2We often find it useful to talk about the metric in terms of the associated embedding (L inM = LLT ),
where M parameterizes the distance metric.
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ity between the virtual points and the metric. In these cases the mapping from the instances
to virtual points may be highly nonlinear and can never be satisfied by a linear metric. One
may consider using the “kernel trick” to introduce a nonlinear metric, we point out that un-
der the Akaike and Bayesian Information Criterion simpler models are often preferred [11].
As such, in this chapter we only consider the case of linear distance metrics, and leave more
complex metrics for future work.
Learning the virtual points via optimal transport[59] is dependent on a variation of
the landmark selection heuristic of [41] and relies on the ability of the Euclidean distance
to select good landmarks. It is well known that classic metric learning methods have a
particular sensitivity to the ability of the Euclidean distance to select good target neighbors
[5]. One explanation for this is that the Euclidean distance has no mechanism to reject
noisy or irrelevant features. We believe that the landmark selection heuristic has the same
sensitivity to the Euclidean distance, which could render learning the virtual points via
optimal transport as ineffective. In our proposed method, we obtain the virtual points as
part of the process of learning the metric. As such, our method has no potential sensitivity
to, nor relies on a naive metric like the Euclidean distance for initialization.
To address the limitations of regressive virtual metric learning, we propose a new inno-
vative method which learns the virtual points and the metric jointly. In this method we
explicitly integrate a label discrimination factor and a virtual point compatibility factor into
the loss function of our distance metric. The discrimination factor takes into account the
label value associated with each virtual point and encourages separation between points of
different labels. The compatibility factor encourages the virtual points to be an approx-
imately linear transformation of the instances, which is done by constructing the virtual
points as a sparse representation of the input data. A notable innovation in this approach
is that the responsibility of rejecting noisy or irrelevant features is taken up by the vir-
tual points. To the best of our knowledge this contrasts all other works in metric learning,
where noise rejection is accomplished by placing a regularization penalty on the metric, or
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enforcement of the metric to be low-rank.
Specifically, in this chapter we claim the following contributions:
• A new method for regressive virtual metric learning which smoothly integrates the
learning of the virtual points and the distance metric under a single multi-convex loss
function.
• A theoretical analysis of our method demonstrating consistency where appropriate.
We highlight the connection between our method an classical metric learning and
show that our algorithm may be interpreted under the classical metric learning setting
as a dynamic margin adjustment.
• A comprehensive empirical evaluation with the state of the art regressive virtual metric
learning methods. We demonstrate the effectiveness of our algorithm in a classifica-
tion scenario. We also demonstrate competitive scaling abilities, and an insightful
visualizing under a clustering scenario.
• In the spirit of reproducible research, we provide a freely available implementation of




Distance metric learning is a rich and varied topic that has been well-studied over the years,
for a comprehensive overview we refer to the surveys [5, 45]. The main objective in metric
learning is to learn a distance function d(·, ·) : Rp × Rp → R+ mapping two vectors to a
distance in an effective manner. The effectiveness of a metric is determined by the ability
of the metric to produce a small distance given similar examples (sharing same label) and a
larger distance given dissimilar (having different labels) examples.
Much recent work [25, 26, 75, 76] has focused on the Mahalanobis [55] distance func-
tion (equation 5.1), where M must be positive semidefinite to ensure the properties of
the distance metric. Learning M directly is computationally expensive due to the positive
semidefiniteness ofM . Most techniques projectM to the feasible constraint set with cubic
cost, though there are some methods with clever update schemes which avoid this projection
entirely [69]. A popular alternative is to factorize M such that the distance function is
(x− y)TLLT (x− y) = ||xTL− yTL||2. An indirect approach to learning M is to learn L,
this avoids additional computation as M is then positive semidefinite by construction.
dM (x,y) = (x− y)TM(x− y) (5.1)
One approach to learning the metric is to guide the learning process via pairwise con-
straints (equation 5.2), specifying which points are “must-link” and “cannot-link” via simi-
larity/dissimilarity sets (S and D respectively).
S = {(xi,xj) : xi similar to xj}
D = {(xi,xj) : xi similar to xj}
(5.2)
5.2.1 Large-Margin Approach
One of the most popular and widely used approaches to distance metric learning is the Large
Margin Nearest Neighbors (LMNN) method [75, 76, 77]. LMNN extends pairwise constraints
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such that a third point is introduced. Given a “triplet” of samples (xi,xj,xk) such that xi,xj
are similar and xi,xk are dissimilar. The goal of the large margin approach is to ensure that
the distance dM (·, ·) between the similar points is smaller than the distance between the
dissimilar points by at least some margin amount m, as can be seen in equation 5.3.
{dM (xi,xj) < dM (xi,xk) +m
: (xi,xj) similar,(xi,xk) dissimilar}
(5.3)
A shared weakness of learning with pairwise and triplet constraints is the excessive num-
ber of constraints required. For example, in a two class classification scenario with nA samples
having label “A” and nB samples having label “B”, the total number of triplet constraints are
(nA + nB) · nA · nB. Virtually all large-margin based methods approximate the constraints
by only enforcing a select subset, as enforcing all of them is infeasible for even a moderate
amount of samples. This is done by retaining a set of close “target neighbors” for each point,
as measured by the Euclidean distance. A well known vulnerability of LMNN is particularly
sensitive to the ability of the Euclidean distance to select relevant target neighbors [5].
5.2.2 Regression-Based Approach
A recent work by [59] proposes a novel approach to distance metric learning within a
regression-based framework. In lieu of forming pairwise or triplet distance constraints, the
aim is to pull each instance to an associated “virtual point”. The method takes an indirect
approach to learning the metric and finds an L such thatM = LLT . This indirect approach
conveniently makesM positive semidefinite by construction. Solving for L is easily done by
minimizing a simple regression problem (equation 5.4) which has a closed-form solution.
min
L




||XL− V ||2F + λ||L||2F (5.4)
Akin to pairwise or triplet constraints in the traditional approach, the virtual points may
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be viewed as a form of weak supervision or side information. In [59], several methods for
determining the virtual points are proposed. The first is a class-based representation, where
the virtual points are a one-hot encoding of the labels. The second suggested method is to
first extract a set of landmark points via a variation of the landmark selection heuristic [41]
and then compute the optimal transport from the set of instances to the landmark points
using the Sinkhorn-Knopp algorithm [17].
The connection between traditional and regression-based metric learning is highlighted
by the following theorem from [59], showing that the risk of the traditional metric learning
loss may be bounded by the empirical risk of the regressive approach (denoted by R̂(L))
multiplied by a constant.
Theorem 5.2.1. Let D be a distribution over X × Y. Let V ⊂ Rd′ be a finite set of virtual
points and fv is defined as fv(xi, yi) = vi,vi ∈ V.
Let ||v||2 ≤ Cv for any v ∈ V and ||x||2 ≤ Cx for any x ∈ X . Let γ1 = 2maxxk,xl,ykl=1d2(vk,vl)
and γ−1 = 2maxxk,xl,ykl=1d































A key insight is gleaned by noting that in theorem 5.2.1, the ideal margins in the classic
formulation correspond to the distances between virtual points in the regressive formulation.
Similar examples are located in a hypersphere of diameter γ̂1 = 2 ·max(x,v)||xTL−vT ||2, and
distances between hyperspheres of dissimilar examples is ˆγ−1 = 2 ·minv,v′,v 6=v′||xTL−vT ||2.
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5.3 Related Work
Regressive virtual metric learning is a relatively new topic and to the best of our knowledge
[59] is only closely related work. The primary innovations of [59] are the proposal to use
virtual points to learn a distance metric in lieu of pairwise or triplet constraints, and the
theory connecting the regressive and classical metric learning approaches. Three4 techniques
are suggested to obtain the virtual points; 1) selection via class-based representation, 2)
learning virtual points via a problem of optimal transport, 3) random selection of virtual
points. The key differentiating factor from our work is that none of these techniques to
obtain the virtual points integrate feedback from the metric during the learning procedure.
We mention a related work in sparse coding [38]. In [38], the goal is to learn a dis-
criminative sparse coding and a classifier in a simultaneous manner. Our work shares some
similarities, namely the use of a label discrimination matrix and the joint learning of a sparse
representation and classifier/regressor. However, there several significant differences. In [38],
the sparse representation plays the role of the design matrix in the classification loss, the
end goal is to learn a discriminative classifier under the strongly-supervised learning setting.
In our work, the sparse representation plays the role of the labels in our regression loss. Our
end goal is to learn a discriminative distance metric, we do not use the labels directly – our
method operates under the weakly supervised learning setting.




Given the design matrix X ∈ Rn×p, each instance x ∈ Rp needs to be mapped to a corre-
sponding virtual point v ∈ Rk. The mapping is given as L ∈ Rp×k and corresponds to the
metric matrix M ∈ Rp×p which is positive semi-definite by construction (M = LLT ). The
primary goal of this work is to simultaneously learn the distance metric indirectly via L and
the virtual points V ∈ Rn×k.
In our method, we balance the potential discriminability of the metric by encouraging
label consistency in the virtual points. Likewise, we wish for the metric to meet the “tar-
get level” of discriminability specified by the virtual points5. Our observation is that the
instances need to be transported to their associated virtual points under the learned met-
ric with relatively low error, otherwise they learned metric may not be very informative or
useful.
5.4.2 Model
We begin with the regressive virtual metric learning loss of [59], shown as equation 5.6. The
aim is to learn the distance metric through an indirect approach by optimization of L.
||XL− V ||2F (5.6)
Next, we consider the characteristics of the virtual points and make the following obser-
vation: under the well-known concentration of distances phenomenon [7] the virtual points
lose their discriminative power as the dimension of each v ∈ V increases. We place a spar-
sity inducing regularization penalty on each virtual point. This shifts the responsibility of
rejecting noisy and irrelevant features to the virtual points. To the best of our knowledge
this is a paradigm shift from previous works in metric learning, where the responsibility of
5We refer to this as compatibility.
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noise reduction is taken up by regularization of L or the application of the trace norm to
make L low-rank [34].
Considering the compatibility aspect, we may expect an approximately linear relationship
fromX → V (and vice-versa). We consider a reverse view of equation 5.6 where the objective
is to predict the data using the virtual points by minimization of ||X −V D||2F . Combining
this term with equation 5.6, and the proposed regularization on V , yields equation 5.7.
||XL− V ||2F +
∑
v∈V
||v||1 + ||X − V D||2F (5.7)
Inspecting equation 5.7, one may observe that the terms ||X −V D||2F +
∑
v∈V ||v||1 are
an approximation of the well-known problem of dictionary learning and sparse coding [2].
We take inspiration from recent work in the sparse coding literature [38] and introduce a
final term to our model to promote label discrimination in the virtual points (equation 5.8).
minimize
L,V ,A
||XL− V ||2F + ||X − V D||2F + ||Q− V A||2F
s.t. ||vi||1 ≤ TV ∀i
(5.8)
In equation 5.8, the matrix Q promotes the virtual points to be discriminative with
respect to the labels6. In the term ||Q−V A||2F , Q is best viewed as the “ideal” discriminative
virtual points, A introduces some flexibility into the model by allowing the virtual points
to be only a linear transformation away from ideally discriminative. This added flexibility
may allow the model to assign different amounts of separation between points with different
labels. For example, in an image classification scenario, we may expect a larger separation
between “fish” and “bird” images than between “fish” and “whale” images.
To summarize the model, we present a concise description of each term below7. The
variable descriptions and their associated sizes are described in Table 5.1.
• ||XL−V ||2F is the regression loss and learns the metrics indirectly through the mapping
6Details on construction of Q given in section 5.4.3
7The L1 penalty has been converted to a closed-form.
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Table 5.1: Description and associated sizes of matrix variables.
Variables Size Description
X n× p Design Matrix
D k × p Dictionary Elements
V n× k Virtual Points
L p× k Metric s.t. M = LLT
Q n× k Label Consistency Matrix
A k × k Transforms V → Q
from instances to virtual points L : X → V .
• ||X−V D||2F +λV
∑
v∈V ||v||1 is the learning of the virtual points V as a sparse repre-
sentation of the instances X through the dictionary D. This encourages compatibility
between the virtual points and the metric.
• ||Q − V A||2F enforces label consistency of the virtual points and encourages that the
virtual points (V ) are discriminative.
An interpretation of this model is that of learning a distance metric and sparse represen-
tation of the data, a combination which has recently garnered much success in other fields,
most notably deep learning [6, 31] .
5.4.3 Algorithm and Optimization
The aim of our algorithm and optimization routine is to minimize equation 5.8, which is in
general non-convex. We observe that it exhibits a block multi-convex structure with V , L
and A representing the separate blocks. Our optimization approach is to exploit the block
multi-convex structure via a block-coordinate descent style algorithm (sometimes referred to
as sequential convex optimization). Our algorithm fits under the umbrella of general block-
coordinate update methods for multi-convex problems and as such is able to converge to a
local minimum [82], even though some blocks (V ) are non-smooth.
We begin by constructing the sub-problem and feasible sets associated with each of
the block variables, these are shown as equations 5.9a, 5.9b and 5.9c. Note that we have
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added an L2 regularization component to the A-block and L-block (equations 5.9a and 5.9b
























||XL− V ||2F +
1
2




s.t. V i ≤ βV ∀i ∈ [1, 2, ..., N ]
(5.9c)
Each of the subproblems are convex with respect to their corresponding block variable.
We observe that two of the subproblems (equations 5.9a and 5.9b) are instances of the
well-known ridge regression problem [71] and have closed-form solutions. The sub-problem
corresponding with the V-block update is seen to be a set of independent lasso[70] problems,
each centered on a column of V .
Given the design and label matrices (X and Y respectively), our approach is to begin
by initializing the dictionary D and constructing the label discrimination matrix Q. The
optimization proceeds by updating the blocks V , A, and L in a deterministic round-robin
fashion during each iteration until a termination condition is reached. Details of the initial-
ization, construction, and updates of each of the blocks are described as follows.
5.4.3.1 D – Construction
The elements d ∈ D are constructed as class-specific dictionary elements. The instances
x ∈ X are sorted according to their associated label value and the K-SVD algorithm [1] is
applied to each set to extract the dictionary elements specific to each label. This procedure
is done in such a manner that the distribution of class-specific dictionary elements is roughly
equivalent to the distribution of label values. Each dictionary element d ∈ D is assigned a
fixed class label matching the class label of the instances it was initialized from.
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5.4.3.2 Q – Construction
Given the dictionary D and the design matrix X, the label discrimination matrix is con-
structed as a zero-one matrix encouraging label-consistency [38] between the virtual points
V . For example, given that {x1,x2,d1,d2} are associated with the label A and




1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 1 1 1
0 0 1 1 1 1
0 0 1 1 1 1
0 0 1 1 1 1

5.4.3.3 A – Update
Update of A is done by minimization of equation 5.9a, which is converted to the uncon-
strained equivalent (equation 5.10) with parameter λA controlling the regularization strength




||Q− V A||2F + λA||A||2F (5.10)
5.4.3.4 L – Update
The update of L is calculated by solving a separate multivariate ridge regression problem
(equation 5.11) in the same manner as the A update procedure.
8Although Q is best understood with the labels, we note that explicit knowledge of the label values is




||XL− V ||2F + λL||L||22 (5.11)
5.4.3.5 V – Update
Given X,Y ,D,Q, the V block is updated by minimization of equation 5.9c. We choose
to minimize this equation by application of the Alternating Direction Method of Multipliers
[10] (ADMM), which takes the general form of equation 5.12.
min
V
F (V ,Z) = f(V ) + g(Z)
s.t. V −Z = 0
(5.12)
Taking the V-update problem shown as equation 5.9c, we let f(V ) = 1
2
||XL − V ||2F +
1
2
||X − V D||2F + 12 ||Q − V A||
2
F and f(Z) =
1
2
λV ||V ||1 to arrive at the problem-specific
ADMM formulation. Minimization of equation 5.9c involves a three-step iterative process
(shown as equation 5.13) updating the virtual points matrix V and the associated dual
variables Z at each step k. In equation 5.13, the step size is determined by ρ and the matrix
U is an intermediate variable.













U k+1 ← U k + V k+1 −Zk+1
(5.13)
The ADMM V -update consists of a separate smooth convex minimization problem. Set-
ting the gradient of each component of f(V ) to zero produces a linear equation (eq. 5.14)
with a closed-form solution. In our implementation we solve this equation by application
of the Cholesky decomposition (1
3
n3 FLOPS) to the left hand side, followed by forward and
backward substitutions (n2 FLOPS each). The left hand side of equation 5.14 does not
change between iterations. This means we can save a considerable amount of computations
by calculating the Cholesky decomposition on the first iterate and caching the result. All
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that is needed on subsequent iterations is to load the cached factorization and apply forward
and backward substitutions.
(
DDT +AAT + (1 + ρ)I
)
V = X(L+DT ) +QAT + ρ(Z −U )I (5.14)
The ADMM Z-update is calculated by the application of a projection operator onto
the current iterate Zk. We are ultimately interested in the creation of sparsity via L1-
regularization, the associated projection function is the soft-thresholding operator (equation
5.15), applied to each element of Zk.
Πλ(v) =

v − λ if v > λ
v + λ if v < −λ
0 if v ∈ [−λ, λ].
(5.15)
To determine algorithm convergence, we monitor the primal and dual feasibility residuals
as suggested in [10]. For our specific problem, the primal feasibility residual is given as Rk =
V k−Zk and the dual feasibility residual is Sk+1 = Zk+1−Zk. The optimization procedure
is terminated when the residuals become small enough relative to given absolute(εabs) and
relative(εtol) tolerances (equation 5.16). The
√
n scales the termination criteria relative to
the number of samples(n).
||Rk||F ≤
√
nεabs + εrelmax {||V k||F , ||Zk||F}
||Sk||F ≤
√
nεabs + εrel||ρU k||F
(5.16)
5.4.3.6 Algorithm Summary
The main algorithm alternatively updates each block V ,A and L in a round-robin fash-
ion. The only complex portion if the update of the V -block, which requires a separate
optimization routine. We provide a pseudo-code listing for this routine as Algorithm
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Algorithm 1 Pseudo-code describing the V -update ADMM optimization routine.
Require: max_iter ≥ 0, ρ > 0, tolrel > 0, tolabs > 0
Require: D ∈ Rk×p . Constructed as described in Section 5.4.3.2
Require: Q ∈ Rn×q . Constructed as described in Section 5.4.3.1
k = 0
V k ⇐ Q
Zk ⇐ Q
U k ⇐ Q
while k < max_iter do
k ⇐ k + 1
V k+1 ⇐ solve eq. 5.14
Zk+1 ⇐ Π λV
rho
(V k+1 +U k)
U k+1 ⇐ U k + V k+1 −Zk+1
rprim ⇐ ||V k+1 −Zk+1||F
rdual ⇐ ||ρ · (Zk+1 −Zk)||F
V k ⇐ V k+1
Zk ⇐ Zk+1
U k ⇐ U k+1
if ||V k||F > ||Zk||F then
εprim ⇐
√








n · tolabs + tolrel · ||ρ ·U k||F
if rprim < εprim and rdual < εdual then




5.4.4 Theoretical Analysis and Interpretation
In this section we provide a rudimentary theoretical analysis of the proposed method. In
comparison to convex models, relatively little is known about the stability or generalization
error abilities of non-convex models. We proceed by analyzing the resulting subproblems
defining the update of each block variable (equations 5.9a, 5.9b, 5.9c).
The L-block update (equation 5.9b) is equivalent to the loss function in [59] and is
consistent under the uniform stability framework of [9], we reproduce the theorem here for
completeness. In the below theorems R(L) represents the true risk and R̂(L) represents the
empirical risk9.
Theorem 5.4.1. Let ||v||2 ≤ Cv for any v ∈ V and ||x||2 ≤ Cx for any x ∈ X . With
probability 1− δ, for matrix L optimal solution of L-block update (eq. 5.9b) we have:


























The A-block update (equation 5.9a) yields a similar consistency result(Theorem 5.4.2)
via a direct application of Theorem 5.4.1.
Theorem 5.4.2. Let ||q||2 ≤ Cq for any q ∈ Q and ||v||2 ≤ Cv for any v ∈ V. With
probability 1− δ, for matrix A optimal solution of A-block update (eq. 5.9b) we have:

























9For more details see [59]
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It is well known that sparsity and algorithmic stability contradict each other [81], leading
us to believe that the V-Block update is not consistent under the uniform stability framework
[9]. Theoretical guarantees of this update step are left for future work.
Referring back to the connection between regressive and classic metric learning (Theorem
5.2.1), we observe that the ideal margin amounts γ1 and γ−1 in the classic formulation are
influenced by the virtual point placement. Our interpretation of the proposed method is
that in the classic sense, each update of V may be viewed as a dynamic adjustment of the
ideal margin amounts γ1 and γ−1.
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Table 5.2: Summary of data characteristics. The citations associated with each dataset
denote where the data may be downloaded and the original work (if known).
Dataset # Samples # Features # classes
Balance [68, 49] 625 4 3
Credit [62, 49] 690 46 2
Digits [42, 58] 1797 64 10
German [49] 1000 61 2
Segment [49] 210 19 7
Wisconsin [56, 58] 569 30 2
5.5 Experiments
We conducted an experiment to demonstrate the effectiveness of our proposed algorithm
in a classification scenario. We also provide a useful visualization illustrating the relative
placement of instances and their respective virtual points.
5.5.1 Classification Experiment
In the classification experiment, we selected datasets from a variety of domains includ-
ing measurement (Balance), imaging (Segmentation), finance (Credit, German), and biolo-
gy/medicine (Wisconsin). The datasets used in our experiments may be found in either the
UCI Machine Learning Repository [49] or as part of the scikit-learn python package [58]. A
summary of the dataset characteristics including samples, features and size of the label set
are arranged in Table 5.2.
In our evaluation we used the K-Nearest Neighbors [16] algorithm (using the Euclidean
distance) as a simple baseline measure. The Large-Margin Nearest Neighbors (LMNN) [77]
approach is arguably the most popular of the margin-based metric learning approaches and
serves as a good representation of methods of this type. Finally, we also compare with the
current state of the art in Regressive Virtual Metric Learning (RVML) [59]. Including two
styles of RVML which use different methods of selecting/learning the virtual points. RVML-
class uses a class-based representation of the virtual points and RVML-transport learns the
virtual points as a problem of optimal transport.
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In the classification experiment we randomly divided the data into 60% training, 20%
validation, and 20% testing. The training and validation sets are used for parameter tuning
and estimation of training error. Once hyper-parameters are tuned, the model is trained
on the combined training and validation sets, and predictions made on the testing set.
Separating the model selection and model evaluation procedures in this manner is a well-
known technique to help prevent any biasing of the model evaluation by the model selection
process [13].
For all algorithms, we classified new instances by projecting them into the learned space
and using k-NN with k = 3. We refer to our proposed algorithm as Regressive Virtual Metric
Learning with Dynamic Margins (RVML-DM). For RVML-class and RVML-transport, the
regularization parameter λ was searched over the set λ ∈ 1× 10k, where k ∈ {−6,−5, ..., 3}.
For RVML-DM we set λL = 1e−5 and λA = 1e−5. We tune the regularization parameter
on the virtual points λV ∈ 1 × 10k, where k ∈ {−6,−5, ...,−1}. The LMNN algorithm has
no regularization hyper-parameter available to tune.
All algorithms in our experiment were implemented in Python. We used the implemen-
tation of k-NN available in the scikit-learn python package. For the LMNN algorithm, we
used the popular python implementation called PyLMNN10. The implementation of RVML-
class and RVML-transport was obtained from the authors of [59]11 and modified slightly to
fit our experimental setup. Finally, we implemented our algorithm using Python, with the
optimization portions in C++. In the spirit of reproducible research, we make our imple-
mentation available for download12. All experiments were executed on a 14-core Intel Xeon
E5 series processor with 64 GB of memory.
We report the classification experiments performance results using the F1 score, which
is the harmonic mean of precision and recall. The F1-score was chosen as the production of






case of multi-class data we report the micro-averaged F1-score, which is the harmonic mean
of the F1-score from each class label.
5.5.2 Visualization Experiment
The location of the virtual points and their relationship to the location of the samples
is unclear when viewing the data directly. We conducted some experiments to visualize
the relationship between instances and their respective virtual points. We took the best
hyper-parameters for each algorithm as found in the classification experiment to train each
algorithm on each dataset, the learned embedding function associated with each metric was
extracted and used to project the samples and virtual points into the embedding space.
We reduced the dimension of the embedding space using the T-Stochastic Neighborhood
Embedding (T-SNE) [72] algorithm. T-SNE is a probabilistic technique which aims to pre-
serve the similarity between each pair of points and is extremely popular for the generation
of visualizations. The results for the experiment are shown in section 5.5.3.2.
5.5.3 Results and Discussion
5.5.3.1 Classification Results
The results of the classification experiment are shown in Table 5.3. We found that on four
of the six datasets, the proposed method (RVML-DM) yielded the highest average micro
F1-score. We calculated the significance of the results using Welch’s two-sided t-test [78].
On the Urban dataset the results was significant on at least the 5% level and for the German
dataset it was significant at least on the 1% level. Additionally, the proposed method yielded
the highest F1-score when averaged across all the datasets (shown in the far right column
of Table 5.3). The proposed method under performed another method on two datasets,
we found that in these cases the performance of the leading method was not statistically
significant, with p-values were calculated to be 0.195 (Segmentation) and 0.204 (Wisconsin).
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Table 5.3: Experimental evaluation of RVML-DM vs. competing method in a classification
scenario on datasets from different domains. Reported results are the micro-averaged F1-
score (F1Micro) over 20 trials. A ∗ denotes significance on the 5% level and a ∗∗ denotes
significance on the 1% level.
Dataset KNN LMNN RVML-Class RVML-Transport RVML-DM
Balance 0.9218 0.9446 0.9034 0.9184 0.9484
Credit .6769 0.7350 0.7979 0.8092 0.8140
German 0.6303 0.6771 0.6471 0.6402 0.7100∗∗
Segmentation 0.7177 0.8536 0.8744 0.7798 0.8572
Urban 0.3354 0.6444 0.7120 0.6478 0.7289∗
Wisconsin 0.9055 0.9496 0.9057 0.9086 0.9450
Ave.F1Micro .6978 .8007 .8067 .7840 .8340
We also observe that when the proposed method was not the best performing, it was always
the second best.
5.5.3.2 Visualization Results
The results of the visualization experiment are shows as Figures 5.1 (Balance), 5.2 (Credit),
5.3 (German), 5.4 (Segment), 5.5 (Urban), 5.6 (Wisconsin).
We observe in the experiments on the Urban and Wisconsin datasets (Figures 5.5 and 5.6
respectively), that RVML-DM appears to be better at separating the clusters of instances.
This is particularly apparent when observing the results on the Urban datasets, where we
can clearly see the classes are much better separated than the competing methods. We also
note that there is also a much clearer separation of the clusters in the Wisconsin dataset.
Although the performance of RVML-DM was not the best on the Segmentation dataset,
there is still a clear effort in Figure 5.4 to separate the instances.
We made some interesting observations on the Credit and German datasets, (Figures 5.2
and 5.3 respectively). On the German dataset we see that the samples from the different
classes are well-mixed and form some type of long and thin ribbon structure. This means that
the samples may smoothly vary between several different modes, making it a particularly
challenging task. The RVML-class and RVML-transport methods produce virtual points
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which are all located in a tight cluster, possibly containing a single mode. In our proposed
method RVML-DM, we see that the learned virtual points themselves form a similar ribbon-
like structure. These virtual points are clearly much more effective at separating the two
classes. We hypothesis that the virtual points could have learned to smoothly vary between
different modes in a way similar to how the data is represented.
Finally, we observe that in the results on the credit dataset (Figure 5.2), for the RVML-
class and RVML-transport methods, there is a small cluster of instances isolated from the
rest of the instances. One explanation for this is that the instances demonstrate two distinct
modes. It can be seen that the RVML-class dataset has trouble representing this as the
virtual points are fixed. The RVML-transport method and RVML-DM both produce more
interesting virtual points. RVML-transport produces a small separate section of red virtual
points on the far left, and the separate cluster of instances is still present. For RVML-DM,
there is learned cluster of blue virtual points (on the far right) which is clearly separated
from the rest. Interestingly, the separate cluster of instances appears to have begun to merge
with the rest. One explanation for this is that the RVML-DM method was better able to
pick up on the two-mode nature of the dataset and that is reflected in the learned virtual
points.
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Figure 5.1: Visualization of virtual points and instances in the space induced by the learned
metric. Reduction to two dimensions using T-SNE. Tunable parameters for each method
chosen as those yielding the best performance in the classification experiment. Colors indi-
cate class label and shapes denote instance / virtual point. All points drawn with partial
transparency for better visualization of points in overlapping clusters. Figure best viewed in
color.
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Figure 5.2: Visualization of virtual points and instances in the space induced by the learned
metric. Reduction to two dimensions using T-SNE. Tunable parameters for each method
chosen as those yielding the best performance in the classification experiment. Colors indi-
cate class label and shapes denote instance / virtual point. All points drawn with partial
transparency for better visualization of points in overlapping clusters. Figure best viewed in
color.
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Figure 5.3: Visualization of virtual points and instances in the space induced by the learned
metric. Reduction to two dimensions using T-SNE. Tunable parameters for each method
chosen as those yielding the best performance in the classification experiment. Colors indi-
cate class label and shapes denote instance / virtual point. All points drawn with partial
transparency for better visualization of points in overlapping clusters. Figure best viewed in
color.
90
Figure 5.4: Visualization of virtual points and instances in the space induced by the learned
metric. Reduction to two dimensions using T-SNE. Tunable parameters for each method
chosen as those yielding the best performance in the classification experiment. Colors indi-
cate class label and shapes denote instance / virtual point. All points drawn with partial
transparency for better visualization of points in overlapping clusters. Figure best viewed in
color.
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Figure 5.5: Visualization of virtual points and instances in the space induced by the learned
metric. Reduction to two dimensions using T-SNE. Tunable parameters for each method
chosen as those yielding the best performance in the classification experiment. Colors indi-
cate class label and shapes denote instance / virtual point. All points drawn with partial
transparency for better visualization of points in overlapping clusters. Figure best viewed in
color.
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Figure 5.6: Visualization of virtual points and instances in the space induced by the learned
metric. Reduction to two dimensions using T-SNE. Tunable parameters for each method
chosen as those yielding the best performance in the classification experiment. Colors indi-
cate class label and shapes denote instance / virtual point. All points drawn with partial
transparency for better visualization of points in overlapping clusters. Figure best viewed in
color.
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5.6 Conclusion and Future Work
We proposed a new method for discriminative regressive virtual metric learning where the
goal is to promote discriminability and compatibility of the virtual points with the metric.
We demonstrated through several experiments that our method is capable of outperforming
the current state of the art on 4/6 datasets from a variety of domains. In the visualization
experiment we used T-SNE to cluster the embedded data in a two dimensional space. We
found that RVML-DM yielded transformed instances and virtual points which were easy
to cluster, while RVML-class and RVML-transport produced results which were unable to
be fully disentangled. In comparison to the well-established baseline LMNN, the proposed
method is much faster and yields better performance on average. While in comparison with
the state of the art in regressive metric learning, our method falls in the middle of the road
in terms of scalability, while providing a moderate increase in performance.
Our plans for future work in this direction is to further enhance the scalability of RVML-
DM through more efficient optimization and establish additional theory evaluating the sta-
bility and robustness of our algorithm from a global perspective. Additionally, we believe
that a method for learning the virtual points under the assumption of multi-modal data
could be a good future research direction.
5.7 Appendix
In the interest of comparing the proposed RVML-DM algorithm with the work of the previous
chapter, we ran an additional experiment under the same conditions and data as that in
section 5.5.1. The results of this experiment are shown in Table 5.4.
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Table 5.4: Summary of experimental results, displayed metric is the micro-F1 score averaged
over 20 train/validation/test splits of the data. The best results as measured by the F1-score
(which is micro-averaged in the case of multi-class data) for each dataset are highlighted in
bold. A ∗∗ denotes a p-value on the 1% significance level (p < 0.01).
Method Balance Credit German Segmentation Urban Wisconsin
KNN 0.9218 0.6769 0.6303 0.7177 0.3354 0.9055
LMNN 0.9446 0.7350 0.6771 0.8536 0.6444 0.9496
RVML-Class 0.9034 0.7979 0.6471 0.8744 0.7120 0.9057
RVML-Transport 0.9184 0.8092 0.6402 0.7798 0.6478 0.9086
RRVMLSS-Class 0.9052 0.7922 0.6215 0.8738 0.7372 0.9081
RRVMLSS-Transport 0.9258 0.8096 0.6143 0.8077 0.6602 0.9184
RVML-DM 0.9484 0.8140 0.7100∗∗ 0.8572 0.7289 0.9450
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Chapter 6
Conclusion and Future Work
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We presented three algorithms for distance metric learning under two different general
strategies: the large-margin approach, and the new regressive virtual metric learning ap-
proach. Under the large-margin strategy, we developed a new method for learning a dis-
tance metric in a high-dimensional feature space. We specifically addressed the case of
high-dimensional heterogeneous data, where different portions of the input space could have
different dominating factors. Our developed metric took a local approach and was composed
of both global and local components. We successfully applied this technique to a distance
metric learning problem with over 1 billion parameters to learn.
Under the regressive virtual metric learning approach, we proposed and developed two
improvements. The first improvement was the addition of structured sparsity to the distance
metric which allowed it to reject noisy, corrupted, or irrelevant inputs by relying on a few
select components. We showed under a classification scenario that our structured sparse
approach to regressive distance metric learning was more effective at learning in the presence
of irrelevant features. Although we learned the metric in an indirect manner, our structured
sparse approach resulted in a sparse metric, which was more interpretable than the competing
approaches.
We investigated the influence of virtual points in the regressive virtual metric learning
scenario. We discussed two ideas we believed to be important when considering virtual
points: (1) virtual point compatability, and (2) virtual point discrimination potential. Based
on these ideas we proposed a new objective which is able to learn the virtual points and
the metric jointly. We showed a connection to sparse dictionary learning and found that by
selecting the dimension of the sparse representation, we can control the output sparsity(rank)
of the distance metric. Finally, we put forth an interpretation of our approach, that it is
similar to learning a distance metric under the large-margin approach, where the margins
are dynamically adjusted. This method proved very effective and we showed that it was able
to outperform competing methods on datasets from several different domains.
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In our first distance metric learning approach, we learned a high-dimensional local metric.
Due to the structured sparse updates in this approach, the memory access patterns are
particularly scattered. We wonder if there is a more efficient approach to running our
algorithm with more effective memory access patterns. This would enable our method to run
on a Graphics Processing Unit (GPU). GPUs have become the de-facto hardware for deep
learning and are now commonly found in many devices. The ability to run our algorithm on
this type of device would allow us to scale to datasets with even higher dimensions.
In conclusion, we believe that a combination of our last two approaches on the regressive
virtual metric learning problem could yield further improvements in performance. In addi-
tion, we are specifically interested in different ways of learning the virtual points. In this
dissertation we explicitly considered learning the virtual points as structured sparse linear
representation of the data. An interesting direction for future research would be to consider
ways of integrating nonlinear features into the representation. In particular, we would like
to consider whether or not a deep neural network could be used to extract nonlinear features
which can be leveraged by a distance metric.
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