We present two novel methods for approximating minimizers of the abstract Rayleigh quotient Φ(u)/ u p . Here Φ is a strictly convex functional on a Banach space with norm · , and Φ is assumed to be positively homogeneous of degree p ∈ (1, ∞). Minimizers are shown to satisfy ∂Φ(u) − λJ p (u) ∋ 0 for a certain λ ∈ R, where J p is the subdifferential of 1 p · p . The first approximation scheme is based on inverse iteration for square matrices and involves sequences that satisfy
Introduction
We begin with an elementary, motivating example. Let A be a real symmetric, positive definite n × n matrix. The smallest eigenvalue σ of A is given by least value the Rayleigh quotient (Av · v)/ v 2 may assume. That is,
where · is the Euclidean norm on R n . It is evident that for w = 0 Aw = σw if and only if σ = Aw · w w 2 .
(1.1)
We will recall two methods that are used to approximate σ and its corresponding eigenvectors. The first is inverse iteration:
for a given u 0 ∈ R n . It turns out that the limit lim k→∞ σ k u k exists and satisfies (1.1) when it is not equal to 0 ∈ R n . In this case,
The second method is based on the large time limit of solutions of the ordinary differential equationv (t) + Av(t) = 0 (t > 0).
3)
It is straightforward to verify that lim t→∞ e σt v(t) exists and satisfies (1.1) when it is not equal to 0 ∈ R n . In this case,
The purpose of this paper is to generalize these convergence assertions to Rayleigh quotients that are defined on Banach spaces. In particular, we will show how these ideas provide new understanding of optimality conditions for functional inequalities in Sobolev spaces. Let X be a Banach space over R with norm · and topological dual X * . We will study functionals Φ : X → [0, ∞] that are proper, convex, lower semicontinuous, and have compact sublevel sets. Moreover, we will assume that each Φ is strictly convex on its domain Dom(Φ) := {u ∈ X : Φ(u) < ∞}, and is positively homogeneous of degree p ∈ (1, ∞). That is Φ(tu) = t p Φ(u) for each t ≥ 0 and u ∈ X. These properties will be assumed throughout this entire paper. Moreover, we will always assume p ∈ (1, ∞) and write q = p/(p − 1) for the dual Hölder exponent to p. In our motivating example described above, X = R n equipped with the Euclidean norm and Φ(u) = 1 2 Au · u. In the spirit of that example, we consider finding u ∈ X \ {0} that minimizes the abstract Rayleigh quotient Φ(u)/ u p . To this end, we define λ p := inf p Φ(u) u p : u = 0 (1.4) to be the least Rayleigh quotient associated with Φ. We will argue below that minimizers of Φ(u)/ u p exist and that for w = 0 ∂Φ(w) − λ p J p (w) ∋ 0 if and only if λ p = p Φ(w) w p .
Here ∂Φ(u) := {ξ ∈ X * : Φ(w) ≥ Φ(u) + ξ, w − u for all w ∈ X} is the subdifferential of Φ at u and J p (u) is the subdifferential of 1 p · p at u ∈ X. We are using the notation ξ, u := ξ(u) and we will write ξ * := sup{| ξ, u | : u ≤ 1} for the norm on X * . It is straightforward to verify 5) see for instance equation (1.4.6) in [1] . We also remark that the Hahn-Banach Theorem implies J p (u) = ∅ for each u ∈ X. For some functionals Φ, any two minimizers of Φ(u)/ u p are linearly dependent. In the motivating example above, where X = R n equipped with the Euclidean norm and Φ(u) = 1 2 Au · u, this would amount to the eigenspace of the first eigenvalue of A being one dimensional. This observation leads to the following definition and terminology, which is central to the main assertions of this work. Definition 1.1. λ p defined in (1.4) is said to be simple if
for u, v ∈ X \ {0}, implies that u and v are linearly dependent.
In analogy with (1.2), we will study the inverse iteration scheme: for u 0 ∈ X ∂Φ(u k ) − J p (u k−1 ) ∋ 0, k ∈ N.
(1.6)
We will see below that solutions of this scheme exist and satisfy
for each k ∈ N provided u 0 ∈ Dom(Φ) \ {0}. An important number that is related to this scheme and that will appear throughout this paper is
The following theorem asserts that if we scale u k by appropriate powers of µ p , the resulting sequence converges to a minimizer of Φ(u)/ u p .
Theorem 1.2.
Assume that λ p is simple and that (u k ) k∈N satisfies (1.6) with u 0 ∈ X. Then the limit w := lim k→∞ µ k p u k exists and w ∈ Dom(Φ). Moreover,
If w = 0, w is a minimizer of Φ(u)/ u p ,
, and µ p = lim
Next we will present a convergence result for a flow analogous to the differential equation (1.3) . To this end, we will study the large time behavior of solutions of the doubly nonlinear evolution
The main reason we will study this flow is that the function
is nonincreasing on any interval of time for which it is defined. However, instead of restricting our attention to paths v : [0, ∞) → X that satisfy (1.7) at almost every t > 0, we will study p-curves of maximal slope for Φ; see Definition 4.1 below. These are locally absolutely continuous paths such that t → Φ(v(t)) decreases as much as possible in the sense of the chain rule. It turns out that p-curves of maximal slope for Φ satisfy (1.7) when they are differentiable and they have been shown to exist in general Banach spaces for any prescribed v(0) ∈ Dom(Φ) (Chapter 1-3 of [1] ). While most of the Banach spaces X we have in mind satisfy the Radon-Nikodym property, which guarantees the almost everywhere differentiability of absolutely continuous paths (Chapter VII, Section 6 of [18] ), our proof does not rely on this assumption. Theorem 1.3. Assume that λ p is simple and that v is a p-curve of maximal slope for Φ with v(0) ∈ Dom(Φ). Then the limit w := lim t→∞ e µpt v(t) exists and w ∈ Dom(Φ). Moreover,
If w = 0, then w is a minimizer of Φ(u)/ u p and Our primary motivation for this work was in approximating optimal constants and extremal functions in various Sobolev inequalities. See Table 1 for the examples we will apply our results to. In each case and throughout this paper, Ω ⊂ R n is bounded, open and connected with C 1 boundary ∂Ω; the mapping T :
is the Sobolev trace operator and σ is n − 1 dimensional Hausdorff measure. The organization of this paper is as follows. In Section 2, we will present some preliminary information and discuss examples. Then we will prove Theorem 1.2 and Theorem 1.3 in Sections 3 and 4, respectively.
Preliminaries
In this section, we will show that the functional Φ(u)/ u p has a minimizer w ∈ X \ {0} that satisfies
Note that (2.1) holds if there are ξ ∈ ∂Φ(w), ζ ∈ J p (w) such that ξ − λ p ζ = 0 or equivalently if ∂Φ(w) ∩ λ p J p (w) = ∅. Next we shall discuss the projection of elements of X onto rays in the direction of nonzero vectors. Finally, we will present some examples of homogeneous functionals on Hilbert and Sobolev spaces that will be revisited throughout this work. Let us first begin with a basic fact about the degree p homogeneous convex functionals Φ we are considering. For each u ∈ Dom(Φ) and ζ ∈ ∂Φ(u), pΦ(u) = ζ, u .
(2.2) (Lemma 3.9 in [3] ). However, the following proposition, which is equivalent to (2.2), will be more useful to us.
Proposition 2.1. Assume u, v ∈ Dom(Φ) and ζ ∈ ∂Φ(u). Then
Equality holds in (2.3) if and only if u and v are linearly dependent.
Proof. If u = 0, Φ(0) = 0 and
for each t > 0. Dividing by t and sending t → 0 + , gives ζ, v ≤ 0. Therefore, the claim holds for u = 0 and it trivially holds for v = 0, so we assume otherwise.
Rayleigh Quotient

Space
Functional Inequality Suppose that pΦ(u) = pΦ(v) = 1. Then by (2.2) and the convexity of Φ
The inequality above is strict when u = v, as Φ is strictly convex on its domain. In general, we observe that if ζ ∈ ∂Φ(u), then the homogeneity of Φ implies that ζ/c p−1 ∈ ∂Φ(u/c) for each c > 0. Therefore, 
There exists w ∈ X \ {0} for which
Moreover, λ p > 0 and thus (2.4) holds.
Proof. Suppose (u k ) k∈N is a minimizing sequence for λ p . Without any loss of generality, we may assume u k ∈ dom(Φ), u k = 0 for each k ∈ N and
Set v
k := u k / u k , and notice v k = 1 and sup k∈N Φ(v k ) < ∞. By the compactness of the sublevel sets of Φ, there is a subsequence (v k j ) j∈N that converges to some w ∈ X that satisfies w = 1. Since Φ is degree p homogeneous and lower semicontinuous,
Thus, w satisfies (2.5). Since w = 0 and Φ is strictly convex with Φ(0) = 0, Φ(w) > 0. Thus,
3. An element w ∈ X \ {0} satisfies (2.5) if and only if w satisfies (2.1).
Proof. Suppose w satisfies (2.5) and ξ ∈ J p (w). Then for each u ∈ X
Thus λ p ξ ∈ ∂Φ(w). Conversely, suppose that (2.1) holds and select ξ ∈ J p (w), ζ ∈ ∂Φ(w) such that 0 = ζ − λ p ξ. By (2.2) and (1.5)
Remark 2.4. The first part of the proof above gives the slighter stronger implication: if w ∈ X \ {0} satisfies (2.5), then λ p J p (w) ⊂ ∂Φ(w). The second part of the proof can be used to establish the following inequality.
So in this sense, λ p is the "smallest eigenvalue" of ∂Φ.
An important tool in our convergence proofs will be the projection onto the ray {βw ∈ X : β ≥ 0} for a given w ∈ X \ {0}. Let
The following is a basic proposition. Proposition 2.5. Assume w ∈ X \ {0} and u ∈ X. (i) The P w (u) is non-empty, compact, and convex.
(ii) For each γ ∈ R, P w (γw) = {γ + w}.
is continuous and tends to ∞ as β → ∞, this function attains its minimum value. Thus,
In particular, α k w ≤ u + α k w − u ≤ 2 u and so 0 ≤ α k ≤ 2 u / w . It follows that (α k ) k∈N has a convergent subsequence (α k j ) j∈N with limit α ≥ 0. Then
Consequently, αw ∈ P w (u) which implies that P w (u) is compact.
Suppose α 1 w, α 2 w ∈ P w (u) and c 1 , c 2 ≥ 0 with c 1 + c 2 = 1. Then
for each β ≥ 0. As a result, P w (u) is convex.
(ii) Suppose γ ≤ 0 and α > 0. Then
(iii) Assume s > 0 and observe v ∈ P w (su) if and only if
This inequality, in turn, holds if and only if (v/s) ∈ P w (u).
By the above proposition, P w (u) is a compact line segment in {βw ∈ X : β ≥ 0}. We define α w (u) := inf{α > 0 : αw ∈ P w (u)}, which represents the distance between this line segment and the origin 0 ∈ X. Below we state a few properties of α w , the most important being that α w is continuous at each γw ∈ X.
Proposition 2.6. Assume w ∈ X \ {0}.
(ii) α w is lower semicontinuous.
(iii) α w is continuous at each γw ∈ X, γ ∈ R.
Proof. (i) follows from part (iii) of the previous proof. Indeed
and thus has a convergent subsequence (α k j ) j∈N with limit α ∞ . Note that for each β ≥ 0
As a result, |γ − α ∞ | = min β≥0 |γ − β| and so α ∞ = γ + . As this limit is independent of the subsequence (α k j ) j∈N , it must be that lim k→∞ α w (u k ) = γ + = α w (γw).
Let us now discuss some examples.
Example 2.7. Let X = R n with the Euclidean norm · . It is straightforward to verify that J p (u) = { u p−2 u} for each u ∈ R n . In this case, (2.1) is
where N is a strictly convex norm on R n .
Example 2.8. Let p = 2 and X be a separable Hilbert space over R with inner product (·, ·). Here u 2 = (u, u), and by the Riesz Representation Theorem, we may identify X with X * and J 2 with the identity mapping on X. Assume (z k ) k∈N ⊂ X is an orthonormal basis for X and (σ k ) k∈N is a nondecreasing sequence of nonnegative numbers that satisfy
and also observe that Φ is strictly convex on Y if σ 1 > 0. Direct calculation gives
otherwise .
Note in particular that
and that (2.1) takes the form Aw = λ 2 w. It is also plain to see that λ 2 is simple if and only if
Recall that Φ has compact sublevel sets by Rellich-Kondrachov compactness in Sobolev spaces. For this example, it has been established that λ p is simple [7, 24, 29] . The inequality (2.4)
is known as Poincaré's inequality and ubiquitous in mathematical analysis. Moreover, (2.1) takes the form of the following PDE
Here ∆ p ψ := div(|Dψ| p−2 Dψ) is called the p-Laplacian. When p = 2, λ 2 is the first eigenvalue of the Dirichlet Laplacian.
Example 2.10. We may also extend the above example to fractional Sobolev spaces. Specifically, we can take For this example, it has also been verified that λ p is simple [25] . In this case, (2.1) is
Here the operator (−∆ p ) s is defined as the principal value
Also note when p = 2, (−∆ p ) s is a power of the Dirichlet Laplacian.
is the Sobolev trace operator and σ is n − 1 dimensional Hausdorff measure.
The least Rayleigh quotient λ p is simple and minimizers of Φ(u)/ u p satisfy
for each φ ∈ W 1,p (Ω) (see [12] for a detailed discussion). Integrating by parts we find that (2.10) is a weak formulation of the Robin boundary value problem
Here and in what follows ν is the outward unit normal vector field on ∂Ω.
e. x ∈ Ω}. That is, for any two u, v ∈ L p (Ω) with u − v constant almost everywhere, the equivalence classes of u and v are the same X. We will take the liberty of identifying equivalence classes in X with a representative in L p (Ω). Recall that X is equipped with the quotient norm
Note that for each u ∈ X,
is strictly convex and tends to +∞ by sending c to either +∞ or −∞. Therefore, for each u ∈ X, there is a unique c = c
It is also routine to verify that
We define
+∞, otherwise for u ∈ X. Note that Φ is strictly convex on its domain and Φ(u + c) = Φ(u) for each constant c. In particular,
Minimizers in (2.12) satisfy the boundary value problem
in the weak sense, and of course, Ω |w| p−2 wdx = 0. Therefore, λ p is the first nontrivial Neumann eigenvalue of the p-Laplacian. Moreover, λ p is the optimal constant in another version of Poincaré's inequality
Simple examples show λ p is not simple in general. However, there are conditions that can be assumed on Ω which results in a simple λ p (see, for instance, Proposition 1.1 of [5] ).
Example 2.13. Let K ⊂ R n be compact and X = C(K) be equipped with the norm u ∞ := sup{|u(x)| : x ∈ K}. By a theorem of Riesz, X * is the collection of signed Radon measures on K equipped with the total variation norm [20] ). We leave it as an exercise to verify that ξ ∈ X * belongs to J p (u) if and only if
for each h ∈ X. Now assume K = Ω and define Φ as in (2.6). Additionally suppose p > n and recall that each function in W 1,p 0 (Ω) has a continuous representative C 1−n/p (Ω); so without loss of generality we consider W 1,p 0 (Ω) ⊂ C(Ω). In particular, we note that this embedding is compact in X by the Arzelá-Ascoli theorem. Therefore, minimizers exist for the infimum
Computing the first variation of Ω |Du| p dx/ u p ∞ we find
for each φ ∈ W 1,p 0 (Ω). Notice that the left hand side of (2.14) is a linear functional of φ. As a result, for each pair
It follows that |u| achieves its maximum value at a single x 0 ∈ Ω and so
. We remark that λ p is simple when Ω = B r (x 0 ). In this case, functions u ∈ W 1,p 0 (B r (x 0 )) that minimize Br(x 0 ) |Du| p dx/ max Br(x 0 ) |u| p are necessarily of the form
for a ∈ R [11, 13] . We have not determined whether or not this simplicity is restricted to balls. However, we can show that any two minimizers
Example 2.14. Recall that the trace operator T :
is a bounded linear mapping. We can use the methods in this paper to estimate the operator norm of T T := sup
In particular, we can use the fact that T is a compact mapping [8] and that W 1,p (Ω) is reflexive to show that there is at least one maximizer in (2.16). Finding such a maximizer is also known as the "Steklov problem" [4, 16, 19, 32] .
Here λ p := T −p , and observe that this is a weak formulation of the PDE
Moreover, it has been established that the collection of maximizers is one dimensional [19] , and so in this sense we say λ p is simple.
Inverse Iteration
In this section, we will study the convergence properties of solutions of the inverse iteration scheme (1.6)
Here u 0 ∈ X is given. Once u k−1 is known, u k ∈ Dom(Φ) can be obtained by selecting ξ k−1 ∈ J p (u k−1 ) and defining u k as the unique minimizer of the functional
We now proceed to derive various monotonicity and compactness properties of solutions that will be used in our proof of Theorem 1.2.
and
2) and (1.5),
Combining this bound with inequality (2.4) gives
Inequality (3.1) now follows. We may assume u 0 ∈ Dom(Φ); or else (3.2) clearly holds for k = 1. Moreover, if Φ(u k ) = 0, (3.2) is immediate, so we assume otherwise. Continuing from (3.3) and again applying inequality (2.4) gives
1−1/p and we have verified (3.2).
As mentioned in the introduction, solution sequences of (1.6) admit the following fundamental monotonicity properties.
Proof. 1. Assume that u 1 = 0. By inequality (2.3), ξ, v = 0 for any ξ ∈ ∂Φ(u 1 ) and v ∈ Dom(Φ). Selecting ξ ∈ ∂Φ(u 1 ) ∩ J p (u 0 ) gives 0 = ξ, u 0 = u 0 p by (1.5). As a result, if u 0 ∈ Dom(Φ) \ {0}, u 1 ∈ Dom(Φ) \ {0}. By induction on k ∈ N, we conclude that u k ∈ Dom(Φ) \ {0}.
2. We now proceed to verify (3.4) .
by (1.5) and inequality (2.3). Combining (3.3) and (3.6) gives 
We then conclude (3.5).
Remark 3.3. Without the assumption u 0 ∈ Dom(Φ) \ {0}, the inequalities (3.4) and (3.5) are still valid provided their denominators are nonzero.
It is straightforward to check that if u 0 is a minimizer of Φ(u)/ u p , then
is a "separation of variables" solution of (1.6). We show in fact that this solution is unique. We will assume that λ p is simple for the remainder of this section.
is the unique solution sequence of (1.6).
Proof. By induction, it suffices to verify this claim for
Therefore µ p u 1 p = ξ, µ p u 1 , which implies ξ ∈ J p (µ p u 1 ). It follows that µ p u 1 = u 0 , and as λ p is simple, Theorem 1.2 asserts that general solution sequences (u k ) k∈N of (1.6) behave like (3.7) for large k. Two final ingredients in our proof will be a fundamental compactness assertion and a lemma involving the projection of solution sequences onto rays determined by minimizers of Φ(u)/ u p . We now establish these two claims and then proceed directly to a proof of Theorem 1.2.
Lemma 3.5. Assume (g j ) j∈N ⊂ X converges to g and u j is a solution of
for each j ∈ N. Then there is a subsequence (u j ℓ ) ℓ∈N that converges to a solution u of
and Φ(u) = lim ℓ→∞ Φ(u j ℓ )
Proof. As u j is a solution of (3.8), we can mimic (3.3) and exploit (2.4) to derive
for each j ∈ N. Therefore, there is a subsequence (u j ℓ ) ℓ∈N that converges to some u ∈ Dom(Φ). Moreover, there is ξ ℓ ∈ ∂Φ(u j ℓ ) ∩ J p (g j ℓ ) with
By Alaoglu's theorem, there is a subsequence (ξ ℓm ) m∈N of (ξ ℓ ) ℓ∈N that converges weak- * to some ξ ∈ X * . By the convexity and lower semicontinuity of Φ and · p /p, it is routine to verify that ξ ∈ ∂Φ(u) ∩ J p (g). That is, u satisfies (3.9). Moreover,
Lemma 3.6. Assume w ∈ X \ {0} is a minimizer of Φ(z)/ z p and C > 0. There is δ = δ(w, C) > 0 with the following property. If g ∈ X and u ∈ Dom(Φ) satisfy (3.9) and
Proof. Assume the assertion is false. Then there is a w 0 ∈ X \ {0} minimizing Φ(z)/ z p and C 0 > 0 such that: for each j ∈ N there are g j ∈ X and u j ∈ Dom(Φ) satisfying (3.8) and
As (Φ(g j )) j∈N is bounded, (g j ) j∈N has a subsequence (that we will not relabel) that converges to g ∈ X. Moreover, it is straightforward to verify that g = 0, g minimizes Φ(z)/ z p and Φ(g) = lim j→∞ Φ(g j ). By Lemma 3.5, there is a subsequence (u j ℓ ) ℓ∈N that converges to some u satisfying (3.9) and Φ(u) = lim ℓ→∞ Φ(u j ℓ ). As g = 0, u = 0 and by inequality (3.4),
Thus u minimizes Φ(z)/ z p and by Corollary 3.4, it must be that u = g/µ p .
Since λ p is simple, g and w 0 are linearly dependent and g = γw 0 for some γ ∈ R. By part (ii) of Proposition 2.5, α w 0 (g) = γ + . By part (iii) of Proposition 2.6 and (ii) above
Moreover,
and so g ≥ w 0 . This forces γ ≥ 1.
However, by (3.10) and part (iii) of Proposition 2.6
We are able to conclude by this contradiction.
Proof of Theorem 1.2. Set w k := µ k p u k and observe that
Define S = lim k→∞ pΦ(w k ) and L = lim k→∞ w k ; these limits exist by Lemma 3.1. If S = 0, lim k→∞ w k = 0; so let us now assume S > 0. As Φ has compact sublevel sets, (w k ) k∈N has a convergent subsequence w k j j∈N with limit w. We also have w = L, and by the lower semicontinuity of Φ, pΦ(w) ≤ S. Selecting ξ k−1 ∈ J p (w k−1 ) and ζ k ∈ ∂Φ(w k ), such that ζ k − λ p ξ k−1 = 0 for each k ∈ N, and using (2.2) and (1.5), gives
As a result, S = pΦ(w) and λ p w p = pΦ(w). Furthermore
We are only left to verify that the limit w is independent of the subsequence (w k j ) j∈N . To this end, we will employ Lemma 3.5 and Lemma 3.6. We first claim w = lim j→∞ w k j +m (3.12) for each m ∈ N. Observe that
By Lemma 3.5, (µ −1 p w k j +1 ) j∈N has a subsequence that converges to w 1 ∈ Dom(Φ) and ∂Φ(w 1 ) − J p (w) ∋ 0. It follows that w 1 = 0, and by inequality (3.4), λ p w 1 p = pΦ(w 1 ). Corollary 3.4 then implies that w 1 = µ −1 p w and so (3.12) holds for m = 1. The general assertion follows similarly by induction on m ∈ N.
Next we claim that there is a j 0 ∈ N such that
whenever j ≥ j 0 , for each m ∈ N. We will argue that any j 0 ∈ N chosen so large that
for j ≥ j 0 will suffice; here δ := δ( u 0 , w) is the positive number in the statement of Lemma 3.6. That such a j 0 exists follows from (3.11) and the continuity of α w at w (part (iii) of Proposition 2.6). By the monotonicity inequality (3.1), w k j ≤ u 0 =: C for j ∈ N and by (3.4), Φ(w k j ) ≥ Φ(w) for j ∈ N. Therefore,
Now suppose (3.13) holds for some m ∈ N and
hold for m ∈ N. By the monotonicity inequalities (3.1) and (3.4),
for j ≥ j 0 . We appeal to Lemma 3.6 again to conclude
By induction, the claim (3.13) follows. Now let (w k ℓ ) j∈N be another subsequence of (w k ) k∈N that converges to some w 1 ∈ Dom(Φ). The arguments above imply that w 1 = L and pΦ(w 1 ) = S; in particular, w 1 = 0 and λ p w 1 p = pΦ(w 1 ). Since λ p is simple, w 1 = w or w 1 = −w. Now suppose w 1 = −w and choose a subsequence (k ℓ j ) j∈N of (k ℓ ) ℓ∈N so that
by (3.13) for j ≥ j 0 . Passing to the limit and using the continuity of α w at −w (part (iii) of Proposition 2.6) gives
But this cannot be the case as α w (−w) = 0. As a result, every subsequence of (w k ) k∈N has a further subsequence that converges to w. It follows that the sequence (w k ) k∈N converges to w.
Remark 3.7. Without assuming that λ p is simple, our proof above verifies that if
Furthermore, we did not need to suppose that λ p is simple in order to deduce the existence of a convergent subsequence (µ
Remark 3.8. It may be that lim k→∞ µ k p u k = 0. To see this, we recall example that we discussed in the introduction with X = R n equipped with the Euclidean norm, p = 2 and Φ(u) = 1 2 Au · u. Here A is an n × n, symmetric, positive definite matrix with eigenvalues
In this case, µ 2 = λ 2 = σ 1 . If u 0 is an eigenvector for A corresponding to σ 2 , then
Example 3.9. Let us continue our discussion of Example 2.8 and assume 0 < σ 1 < σ 2 which ensures that λ 2 is simple. Observe that inverse iteration (1.6) takes the form
as k → ∞; the interchanges of sum and limit follow routinely by dominated convergence. Let us assume now that a 1 = (u 0 , z 1 ) = 0. In this case,
Consequently,
Similarly, direct computation gives
As σ 1 = λ 2 = µ 2 , these calculations offer an alternative proof of Theorem 1.2.
Example 3.10. We continue Example 2.9, where inverse iteration involves the study of the sequence of boundary value problems
The function u 0 ∈ L p (Ω) is given and k ∈ N. By Theorem 1.2,
(Ω); and if w = 0, then w satisfies (2.7),
This result first verified in our previous work [21] and was motivated by the paper of R. Biezuner, G. Ercole, and E. Martins [9] .
Example 3.11. Let us reconsider Example 2.10. It is known that for this example that λ p is simple [25] . Moreover, inverse iteration involves the study of the sequence of PDE
Since λ p is simple, Theorem 1.2 implies
And if w = 0, w satisfies (2.15),
Example 3.12. Regarding Example 2.11, inverse iteration takes the form:
Example 3.13. Let us revisit Example 2.12. In this case, the inverse iteration scheme starts with a given u 0 ∈ L p (Ω) with Ω |u 0 | p−2 u 0 dx = 0. Then we must solve
(Ω) and satisfies (2.13) and
Example 3.14. Inverse iteration related to Example 2.13 is as follows: for u 0 ∈ C(Ω), solve
As we previously explained, λ p is simple when Ω is a ball. In this case, w(x) = lim k→∞ µ k p u k (x) exists uniformly for x ∈ Ω. If w does not vanish identically, w satisfies equation (2.15),
Example 3.15. Let us recall Example 2.14, which involves the norm of the trace operator
. We now describe an inverse iteration scheme for this example. For a given u 0 ∈ W 1,p (Ω) with
. This version of inverse iteration is a weak formulation of the sequence of boundary value problems
Such a solution sequence exists and u k minimizes the functional
It is possible to verify that
Moreover, we have the following monotonicity formulae As we discussed in the introduction, our plan is study the large time behavior of a more general class of paths called p-curves of maximal slope for Φ. These paths satisfy (1.7) when they are differentiable almost everywhere. This goal will require us to recall the concepts of absolute continuity in a Banach space, the metric derivative of an absolutely continuous path and the local slope of a convex functional. Our primary reference for this background material is the monograph by L. Ambrosio, N. Gigli, and G. Savaré [1] , which gives a comprehensive account of curves of maximal slope in metric spaces. Other results for the large time behavior of doubly nonlinear flows can be found in [2, 27, 28, 30] . 
for almost every t ∈ [0, T ]. A useful fact is that if the product (
We now have all the necessary ingredients to define a curve of maximal slope.
for almost every t > 0.
Observe that for any p-curve of maximal slope for Φ, Φ • v is nonincreasing. Therefore, Φ • v is differentiable at all but countably many times t > 0, provided v(0) ∈ Dom(Φ). Combining (4.3) with (4.4) gives that
for almost every t > 0. Consequently, equality holds in (4.4) and
for almost every t > 0. In particular,
2. An important point that will be used below is as follows. Suppose v is a p-curve of maximal slope. Since |∂Φ| • v ∈ L q loc [0, ∞), |∂Φ|(v(t)) is finite for almost every t ≥ 0. It must be that ∂Φ(v(t)) = ∅ at any such time; for if ∂Φ(v(t)) = ∅, then |∂Φ|(v(t)) = ∞ by (4.2).
Let us now argue that differentiable p-curves of maximal slope for Φ satisfy (1.7) and conversely; see also Proposition 1.4.1 of [1] . Along the way, we will use a routine fact that if v ∈ AC loc ([0, ∞); X) is differentiable almost everywhere, then v(t) = |v|(t) for almost every t > 0. Proof. Suppose v is an almost everywhere differentiable p-curve of maximal slope for Φ. As indicated in Remark 4.2, there exists ξ(t) ∈ ∂Φ(v(t)) for almost every t ≥ 0. By the chain rule and (4.5),
for almost every t > 0. This implies, −ξ(t) ∈ J p (v(t)) and so v satisfies (1.7). Conversely, suppose that v satisfies (1.7) and select ξ(t) ∈ ∂Φ(v(t)) ∩ (−J p (v(t))) for almost every t ≥ 0. By the chain rule and (4.2),
We now resume our goal of proving Theorem 1.3, which characterizes the large time behavior of p-curves of maximal slope for Φ. We will not discuss the existence of such curves as this already has been established (see Chapters 1-3 in [1] ) and because there has been a plethora of existence results for doubly nonlinear evolutions [3, 6, 14, 15, 26] . However, crucial to our proof of Theorem 1.3 is a compactness result (Lemma 4.9) which is inspired by previous existence results. We begin our study by deriving various estimates on p-curves of maximal slope for Φ. We assume for the remainder of this section that λ p is simple.
Lemma 4.4. Suppose that v is a p-curve of maximal slope for Φ with v(0) ∈ Dom(Φ). Then
for almost every t ≥ 0.
Proof. Select ξ(t) ∈ ∂Φ(v(t)) such that ξ(t) * = |∂Φ|(v(t)) for almost every t ≥ 0; such a ξ(t) exists by Remark 4.2 and the fact that ∂Φ(v(t)) is weak- * closed (Proposition 1.4.4 in [1] ). We have by (2.2) and (4.5)
Consequently, (4.7) holds for almost every t > 0.
Corollary 4.5. Assume that v is a p-curve of maximal slope for Φ with v(0) ∈ Dom(Φ).
for almost every t ≥ 0. In particular,
Proof. From the previous claim
and so
[e pµpt Φ(v(t))] ≤ 0 for almost every t ≥ 0. The inequality (4.8) is now immediate.
It will also be important for us to estimate the derivative of t → v(t) p , where v is a locally absolutely continuous path. By (4.5), we have for almost every t ∈ (0, T ),
As a result,α(t) = −µ p α(t) and thus α(t) = e −µpt . Consequently, v(t) = e −µpt v(0) for t ∈ [0, T ). However, v(T ) = e −µpT v(0) = 0 and therefore T = +∞. We conclude that
Lemma 4.9. Assume (v k ) k∈N is a sequence of p-curves of maximal slope for Φ such that
Then there is a subsequence (v 16) and lim
Moreover, v is a p-curve of maximal slope for Φ with v(0) ∈ Dom(Φ).
Proof. By (4.6),
for each t ≥ 0 and k ∈ N. Combining this identity with assumption (4.13) gives
As a result, the sequence (v k ) k∈N is equicontinuous and (v k (t)) k∈N is precompact in X for each t ≥ 0. It follows from a variant of the Arzelà-Ascoli Theorem (Lemma 1 of [31] ) that there is a subsequence (v k j ) j∈N converging to some v : [0, ∞) → X locally uniformly on [0, ∞). That is, (4.14) holds; and since Φ(v(0)) ≤ lim inf k→∞ Φ(v k (0)) by lower semicontinuity, v(0) ∈ Dom(Φ).
As
Thus, |v| ≤ h and v ∈ AC For j ∈ N, select ξ j (t) ∈ ∂Φ(v k j (t)) such that ξ j (t) * = |∂Φ|(v k j (t)) for almost every t ≥ 0. Note that
for almost every time t > 0. Since (|∂Φ|(v k j )) j∈N is bounded in L q loc [0, ∞) and v k j converges to v locally uniformly, 
As a result, lim j→∞ E Φ(v k j (t))dt = E Φ(v(t))dt. Since E was only assumed to be bounded and measurable, lim inf j→∞ Φ(v k j (t)) = Φ(v(t)) (4.20) for almost every t ≥ 0. As each function t → Φ(v k j (t)) is nonincreasing and bounded, we may apply Helly's selection principle (Lemma 3. > 0, it must actually be that γ ≥ 1. However, we may use part (iii) of Proposition 2.6 to send j → ∞ in (4.22) to get γ = α w 0 (v(0)) = lim j→∞ α w 0 e µpt j v j (t j ) ≤ 1 2 .
As a result, the hypotheses of this lemma could not hold. Therefore, we have verified the claim.
We are now finally in position to prove Theorem 1.3.
Proof of Theorem 1.3. We define S := lim t→∞ Φ(e µpt v(t)). Recall that this limit exists by Corollary 4.5. If S = 0, we conclude. So let us now assume S > 0, and let (s k ) k∈N be a sequence of positive numbers that increase to +∞. Set w k (t) := e µps k v(t + s k ), t ≥ 0.
By the homogeneity of (4.4), each w k is p-curve of maximal slope for Φ with w k (0) = e µps k v(s k ). By (4.8), Φ(w k (0)) ≤ Φ(v(0)) for each k ∈ N. See our previous work [22] for a detailed discussion.
