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CANTOR SPECTRUM FOR CMV AND JACOBI
MATRICES WITH COEFFICIENTS ARISING FROM
GENERALIZED SKEW-SHIFTS
HYUNKYU JUN
Abstract. We consider continuous cocycles arising from CMV and Ja-
cobi matrices. Assuming the Verblunsky and Jacobi coefficients arise
from generalized skew-shifts, we prove that uniform hyperbolicity of the
associated cocycles is C0-dense. This implies that the associated CMV
and Jacobi matrices have Cantor spectrum for a generic continuous sam-
pling map.
1. Introduction
Let X be a compact metric space and let T : X → X be a strictly ergodic
homeomorphism (i.e., T is minimal and uniquely ergodic), which fibers over
an almost periodic dynamical system (generalized skew-shifts). This means
there exists an infinite compact abelian group G and an onto continuous map
f : X → G such that T (f(x)) = T (x)+g for some g ∈ G.We consider CMV
matrices and Jacobi matrices whose Verblunsky coefficients and respectively,
Jacobi coefficients are obtained by a continuous sampling map along an orbit
of T. Our interest is to investigate spectral properties.
By the nature of dynamically defined Verblunsky and Jacobi coefficients,
our results rely on a connection between spectral properties and dynamics of
linear cocycles, which is first established by Johnson [9], often called John-
son’s theorem. Roughly speaking, Johnson’s theorem provides a connection
between the spectrum of self-adjoint linear differential operators and uniform
hyperbolicity of the associated linear cocycles referred to as “an exponential
dichotomy” in Johnson [9].
Two similar results, which are directly connected to our work are Damanik
et al [5] for CMV matrices and Marx [10] for Jacobi matrices. In [5], the
authors show that the uniform spectrum of a CMV matrix consists of uni-
modular complex numbers whose associated cocycles are not uniformly hy-
perbolic. Likewise, in [10], the author proves that the uniform spectrum
of a Jacobi matrix consists of energies whose associated cocycles are not
uniformly hyperbolic.
In this paper, we consider the continuous cocycles arising from CMV
and Jacobi matrices and show that uniform hyperbolicity is C0-dense in
both cases. Together with the results in [5] and [10], this implies that the
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uniform spectrum of a CMV or a Jacobi matrix is a Cantor set for a generic
continuous sampling map.
Let us discuss a paper, which is intimately related to our work. In Avila
et al [1], the authors consider continuous SL(2,R)-cocycles with the same
base dynamics as in the present paper. The authors prove that if a cocycle is
not uniformly hyperbolic and its homotopy class does not display a certain
obstruction, it can be C0-perturbed to become uniformly hyperbolic. Using
this and “a projection lemma”, which is also proved in [1], the authors
show that uniform hyperbolicity is C0-dense for the cocycles arising from
Schro¨dinger operators. In turn, the C0-density implies Cantor spectrum for
a generic continuous potential.
Our work fully utilizes their results on the general SL(2,R)-cocycles. In
addition, the proof of the Jacobi case is a direct application of the projection
lemma. From our point of view, the applicability of the projection lemma
is related to the solvability of a system of equations. We were unable to
find a possible solvability for the case of CMV matrices. Thus, another
constructive way of proof will be provided.
The spectral theory of Schro¨dinger operators and Jacobi matrices with
dynamically defined potentials and coefficients respectively, has been exten-
sively studied for the past few decades in a variety of settings, e.g., random
potentials, almost periodic potentials, subshift potentials, etc. (see [4] and
[11] for surveys.) On the other hand, the case of CMV matrices is much less
understood. Damanik and Lenz [6] consider ergodic families of Verblunsky
coefficients generated by minimal aperiodic subshifts, thus a sampling map
in [6] may be regarded as a simple function taking finitely many values.
Conspicuously absent while interesting was the case of almost periodic
Verblunsky coefficients; see [14], pp. 706–707. Bourget et al [2] studied
some almost periodic case but their model is modified so that it is dis-
tinguished from true CMV matrices. Recently, Wang and Damanik [16]
consider quasiperiodic Verblunsky coefficients with analytic sampling maps
and show Anderson localization in the regime of positive Lyapunov expo-
nents. Also, in the forthcoming companion paper, the authors show that the
spectrum is purely absolutely continuous at a small coupling. Our work con-
siders generalized skew-shifts, which include the almost periodic case with
continuous sampling maps.
2. Statement of results
Let X be a compact metric space and let T : X → X be a homeomor-
phism. Given a continuous map A : X → SL(2,R), a continuous cocycle
(T,A) : X × R2 → X × R2 is defined as (x, v) → (T (x), A(x)v). For n ∈ Z,
An is defined by (T,A)n = (T n, An).
Definition 1. A continuous cocycle
(T,A) : X × R2 → X × R2, (x, v)→ (T (x), A(x)v)
CANTOR SPECTRUM 3
is uniformly hyperbolic if there are C > 0 and λ < 1 and, for every x ∈ X,
there exist one dimensional subspaces Esx and E
u
x of R
2 such that
(1) A(x)Esx = E
s
T (x) and A(x)E
u
x = E
u
T (x)
(2) ||An(x)vs|| ≤ Cλn||vs|| and ||A−n(x)vu|| ≤ Cλn||vu||
for every vs ∈ Esx, vu ∈ Eux , x ∈ X and n ≥ 1.
Equivalently, it is well-known that (T,A) is uniformly hyperbolic if and
only if there exist constants c > 0 and σ > 1 such that ||An(x)|| > cσn for
all x ∈ X and n ≥ 1. (See [15], for example.)
In fact, Esx and E
u
x are unique if they exist and depend continuously on
x ∈ X. (compare [15].) Thus, we may choose a continuous map u from X
to the unit circle in R2 such that u(x) ∈ Eux .
2.1. CMV matrices. Let D := {z ∈ C : |z| < 1}. Let µ be a nontrivial
probability measure on ∂D, i.e., it is not supported on a finite set. Then,
we may define the n-th monic orthogonal polynomial Φn := Φn(z; dµ) by
Φn ⊥ zl for l = 0, 1, · · · , n − 1.
Thus, we have 〈Φn,Φm〉 = 0 for all m 6= n in L2(∂D, dµ). Naturally,
orthonormal polynomials φn are defined as φn(z) = Φ(z)/||Φ(z)||.
It is well known that the monic orthogonal polynomials are generated by
the Szego¨ recursion,
Φn+1(z) = zΦn(z)− αnΦ∗n(z)
where {α0, α1, α2, · · · } ⊂ D are suitably chosen parameters, called Verblun-
sky coefficients. Conversely, given a sequence {α0, α1, α2, · · · } ⊂ D we may
define monic orthogonal polynomials with respect to a nontrivial probability
measure on ∂D by the Szego¨ recursion. In fact, Verblunsky’s theroem says
there is a one-to-one correspondence between nontrivial probability mea-
sures and sequences in D.
The standard CMV matrix associated to the measures µ is a matrix rep-
resentation discovered by Cantero et al [3] for multiplication by z ∈ ∂D in
L2(∂D, dµ). The matrix is given by:
C =


α0 α1ρ0 ρ1ρ0
ρ0 −α1α0 −ρ1α0
α2ρ1 −α2α1 α3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α3α2 −ρ3ρ2
α4ρ3 −α4α3 α5ρ4
ρ4ρ3 −ρ4α3 −α5ρ4
. . .
. . .
. . .


where ρn = (1− |αn|2)1/2.
The basis for the representation is obtained by orthonormalizing
{1, z, z−1, z2, z−2, z3, z−3, · · · }.
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Note that the basis for the representation is not the orthonormal polyno-
mials. The matrix representation based on the orthonormal polynomials is
called GGT representation; see [13], Section 4.1.
Let us briefly discuss why the CMV representation is a more suitable
choice for spectral analysis. First of all, the set of orthonormal polynomials,
{1, φ1, φ2, · · · }, may not be a basis of L2(∂D, dµ). Indeed, the orthornomal
polynomials form a basis if and only if
∑∞
j=0 |αj |2 = ∞ where αj’s are the
corresponding Verblunsky coefficients ([13], Theorem 1.5.7). Even for the
case when the orthonormal polynomials form a basis, a row of its GGT
representation has infinitely many nonzero terms. The five diagonal form of
a CMV matrix allows us to connect the solution u of Cu = zu, z ∈ ∂D, to
2× 2 matrices and this provides very useful tools for spectral analysis. On
the other hand, we do not have this connection for GGT representation as
its rows are not finite (see [13], Sections 4.1 and 4.2 for more discussion.)
Now, let us discuss CMV matrices over dynamical systems. Let (X, ν) be
a probability measure space and let T : X → X be an invertible measure
preserving transformation. Under this setting, we may consider dynamically
defined Verblunsky coefficients with a measurable function f : X → D. That
is, our coefficients {αn}n∈Z+ are defined by αn = f(T nx) for some x ∈ X.
As T is an invertible map, we may also consider a bi-infinite sequence,
{αn}n∈Z = {f(T nx)}n∈Z. This leads to a bi-infinite CMV matrix, called an
extended CMV matrix:
Ex =


. . .
. . .
. . .
−α0α−1 α1ρ0 ρ1ρ0
−ρ0α−1 −α1α0 −ρ1α0
α2ρ1 −α2α1 α3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α3α2 −ρ3ρ2
α4ρ3 −α4α3 α5ρ4
ρ4ρ3 −ρ4α3 −α5ρ4
. . .
. . .
. . .


where, again, ρn = (1− |αn|2)1/2.
Extended CMV matrices are useful tools to study spectral properties. Let
us now assume that T : X → X is an ergodic invertible measure preserv-
ing transformation. With the associated extended CMV matrix, we have
σ(Ex) = σ(Ey) for ν-almost every x, y ∈ X. Moreover, the almost sure spec-
trum is purely essential. On the other hand, with the standard CMV matrix,
what we obtain is that the essential spectrum coincides for ν-almost every
x ∈ X and the discrete spectrum may depend on x ∈ X. ([14], Theorem
10.16.1 and Theorem 10.16.2.) Moreover, we may draw more conclusions
from Kotani theory with the extended CMV matrix. ([14], Theorem 10.11.1
– 10.11.4.)
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The spectrum of extended CMV matrices associated to the dynamically
defined Verblunsky coefficients are closely related to the Szego¨ cocycle de-
fined as (T,Az(x)) = (T,A(f(x), z)), z ∈ ∂D, where
A(f(x), z) :=
1
z1/2
√
1− |f(x)|2
[
z −f¯(x)
−f(x)z 1
]
.
Az(x) is an element of SU(1, 1), which may not be in SL(2,R). However,
there is a canonical conjugacy between SU(1, 1) and SL(2,R), which we will
explain later in more detail.
Let X be a compact metric space. If T : X → X is a minimal home-
omorphism and f ∈ C0(X,D), there is a uniform compact set Σ ⊂ ∂D
with σ(Ex) = Σ for every x ∈ X. Damanik et al [5] show that the uniform
spectrum is given by Σ = ∂D \ U , where
U = {z ∈ ∂D : (T,Az) is uniformly hyperbolic}.
Note that under the same hypothesis, the spectrum of standard CMV ma-
trices may depend on x ∈ X.
Our strategy is to show that, given ǫ > 0, if (T,A(f, z)) is not uniformly
hyperbolic, there exists f ′ ∈ C0(X,D) such that ||A(f, z)−A(f ′, z)||C0 < ǫ
and (T,A(f ′, z)) is uniformly hyperbolic. By combining with the result
above, the following theorem holds.
Theorem 1. Let T : X → X be a strictly ergodic homeomorphism such
that h(T (x)) = h(x) + g for some g ∈ G where h : X → G is an onto
continuous map and G is an infinite compact abelian group. For a generic
f ∈ C0(X,D), we have that U = ∂D \ Σ is dense; that is, the associated
CMV operators have a Cantor spectrum.
2.2. Jacobi matrices. Let µ be a nontrivial probability measure on R (not
supported on a finite set) with a compact support. Then we may define the
n-th monic orthogonal polynomial Pn(x) by Pn ⊥ xl for all l = 0, 1, · · · , n−1.
Naturally, the n-th orthonormal polynomial is given as pn := P
n/||Pn||. It
is well known that the orthonormal polynomials obey the Jacobi recursion,
xpn(x) = an+1pn+1(x) + bn+1pn(x) + anpn−1(x)
with suitably chosen real valued sequences an > 0 and bn, called Jacobi
coefficients. Conversely, given real valued bounded sequences {an} and {bn}
with an > 0 for all n ∈ Z+, the Jacobi recursion gives us a set of orthonormal
polynomials with respect to a nontrivial probability measure with a compact
support.
The Jacobi matrix associated to the measure µ is the matrix repre-
sentation for multiplication by x in L2(R, dµ) with respect to the basis
{p0, p1, p2, · · · }.
6 H. JUN
J =


b0 a0
a0 b1 a1
a1 b2 a2
. . .
. . .
. . .


Let (X, ν) be a probability measure space. Let fa, fb : X → R be measur-
able maps with fa(x) > 0 for all x ∈ X and let T : X → X be an invertible
ergodic transformation.
As for the case of Verblunsky coefficients, we may consider dynamically
defined Jacobi coefficients under this setting. Specifically, two-sided Ja-
cobi coefficients {an}n∈Z and {bn}n∈Z are defined by an = fa(T n(x)) and
bn = fb(T
nx), respectively. Then, an associated bi-infinite Jacobi matrix
naturally arises. As in the case of CMV matrices, there are many advantages
of bi-infinite Jacobi matrices to study spectral properties. Given x ∈ X, the
bi-infinite Jacobi matrix Hx is given by
Hx =


. . .
. . .
. . .
a−2 b−1 a−1
a−1 b0 a0
a0 b1 a1
a1 b2 a2
. . .
. . .
. . .


It is well known that the spectrum of the Jacobi matrix is closely related
to the solutions of the difference equation, (Hx − E)u = 0 where E ∈ R.
Notice that a sequence {un} is a solution of (Hx − E)u = 0 if and only if
anun+1 + (bn −E)un + an−1un−1 = 0
for all n ∈ Z.
Equivalently, {un} obeys[
un
an−1un−1
]
= AnE,a,b(x)
[
u0
a−1u−1
]
where
AE,a,b(x) =
1
fa(x)
[
E − fb(x) −1
fa(x)
2 0
]
Let X be a compact metric space. If we assume that fa, fb ∈ C0(X,R)
and T : X → X is a minimal homeomorphism, σ(Hx) coincides for all x ∈ X.
Let Σ be the spectrum of Hx. Marx [10] shows that
R \ Σ = {E ∈ R|(T,AE,a,b) is uniformly hyperbolic}.
In fact, Marx [10] considers both singular and non-singular cocycles. For
singular cocycles, uniform hyperbolicity is not applicable and, thus, “a dom-
inated splitting” is introduced in [10]. For SL(2,R)-cocycles, dominated
splitting is equivalent to uniform hyperbolicty. (See [10].)
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Later, given ǫ > 0, we will prove that if (T,AE,a,b) is not uniformly
hyperbolic, there exists fb′ ∈ C0(X,R) such that ||AE,a,b − AE,a,b′ ||C0 < ǫ
and (T,AE,a,b′) is uniformly hyperbolic where b
′
n = fb′(T
nx). Together with
the result in [10], this implies the following theorem.
Theorem 2. Let T : X → X be a strictly ergodic homeomorphism such that
h(T (x)) = h(x) + g for some g ∈ G where h : X → G is an onto continuous
map and G is an infinite compact abelian group. Let fa ∈ C0(X,R) with
fa(x) > 0 for all x ∈ X. For generic fb ∈ C0(X,R), we have that R \ Σ is
dense; that is, the associated Jacobi matrices have Cantor spectrum.
2.3. Discussion of the results. In addition to the results for general con-
tinuous SL(2,R)-cocycles, the C0-genericity of Cantor spectrum for Schro¨dinger
operators proved in Avila et al [1] was striking. Especially for the stan-
dard skew-shift with a sufficiently regular nonconstant potential function
V : T2 → R, it had been widely expected to have pure point spectrum,
which is not a Cantor set, with exponentially decaying eigenfunctions.
After the work, an obvious expectation for CMV and Jacobi matrices gen-
erated by the same base dynamics is to also have generic Cantor spectrum.
The present paper, to the best of our knowledge, first provides a proof for
the statement.
We would like to mention that the spectrum of quasiperiodic Schro¨dinger
operators with analytic potentials behaves in a very different way. For the
case of shifts on the one-dimensional torus, Goldstein and Schlag [7] proved
that Cantor spectrum is obtained for analytic potentials in the regime of
positive Lyapunov exponents with typical shifts, i.e., with x ∈ T and n ∈ Z,
shifts x + nα for Lebesgue almost every α ∈ T. For the case of shifts on
a multidimensional torus, it turned out to be harder to study and, thus, is
much less understood. However, for a two-dimensional shift, Goldstein et al
[8] show that the spectrum consists of a single interval for large real analytic
potentials satisfying certain restrictions.
3. Results for SL(2,R)-cocycles
As noted in the introduction, our work is closely related to the results
in Avila et al [1]. In this section, we discuss the results in [1] for general
continuous SL(2,R)-cocycles over the same base dynamics as in the present
paper, i.e., with a strictly ergodic homeomorphism T : X → X such that
h(T (x)) = h(x) + g for some g ∈ G where h : X → G is an onto continuous
map and G is an infinite compact abelian group.
We say that two cocycles (T,A) and (T, A˜) are conjugate (respectively,
PSL(2,R)- conjugate) if there exists a conjugacy B ∈ C0(X,SL(2,R))
(respectively, B ∈ C0(X,PSL(2,R))) such that A˜(x) = B(T (x))A(x)B(x)−1.
We say (T,A) is reducible if it is PSL(2,R)−conjugate to a constant
cocycle. We say (T,A) is reducible up to homotopy if there exists a reducible
cocycle (T, A˜) such that the maps A and A˜ : X → SL(2,R) are homotopic.
Let Ruth be the set of all A such that (T,A) is reducible up to homotopy.
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In Avila et al [1], the authors show that if an SL(2,R)-cocycle is not
uniformly hyperbolic, it can be approximated by one that is conjugate to
an SO(2,R)-cocycle. Using this, it is proved that if a cocycle is in Ruth,
then it can be approximated by a uniformly hyperbolic cocycle. As a uni-
formly hyperbolic cocycle is always reducible up to homotopy, this shows
that uniform hyperbolicity is dense in Ruth. ([1], Theorem 2.)
We will observe that a cocycle associated to a CMV matrix or a Jacobi
matrix is homotopic to a constant cocycle, hence in Ruth. Therefore, it
can be C0-perturbed so that it is a continuous SL(2,R)-cocycle, which is
uniformly hyperbolic. For the purpose of our work, a difficulty is that the
perturbed cocycle need not be in the form of one associated with CMV
matrices or Jacobi matrices.
The difficulty is nicely overcome for the case of Schro¨dinger operators
in Avila et al [1] by using “a projection lemma”, which is also proved in
their work. On the one hand, it makes the perturbed SL(2,R)-cocycle con-
jugate to a cocycle associated to Schro¨dinger operators (one may say the
perturbed SL(2,R)-cocycle is projected). Of course, the conjugacy pre-
serves the uniform hyperbolicity. On the other hand, the associated cocyle
can be arbitrarily close to the original cocycle, which is not uniformly hyper-
bolic. In conclusion, it provides a uniformly hyperbolic cocyle associated to
Schro¨dinger operators such that it is arbitrarily close to the original cocycle,
which was not uniformly hyperbolic.
Our proof for the case of Jacobi matrices is a direct application of the
above procedure. We were unable to find a possible way of application
for the case of CMV matrices and we will explain in more detail this dif-
ficulty during the proof for the case of Jacobi matrices. However, we still
use half of the projection lemma in [1]. We first need to introduce some
notation. Given A ∈ C0(X,SL(2,R)) and a nonempty subset V ⊂ X, let
C0A,V (X,SL(2,R)) ⊂ C0(X,SL(2,R)) be the set of all B ∈ C0(X,SL(2,R))
such that B(x) = A(x) for x /∈ V.
Lemma 1. ([1], Lemma 10)
Let V ⊂ X be any nonempty open set, and let A ∈ C0(X,SL(2,R) be
arbitrary. Then there exist an open neighborhood WA,V ⊂ C0(X,SL(2,R))
of A and continuous maps
Φ = ΦA,V :WA,V → C0A,V (X,SL(2,R))
and
Ψ = ΨA,V :WA,V → C0(X,SL(2,R))
satisfying
Ψ(B)(T (x)) ·B(x) · [Ψ(B)(x)]−1 = Φ(B)(x),
Φ(A) = A and Ψ(A) = id.
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4. Proof of results
4.1. Proof for CMV matrices. Let J =
[
1 0
0 −1
]
. Recall U(1, 1) is the
group of all 2× 2 matrices obeying
A∗JA = J
and SU(1, 1) := {A ∈ U(1, 1) : detA = 1}.
Let J be a matrix such that J
∗
= J = J
−1
and Tr(J) = 0. Then, we
may choose a unitary matrix W such that WJW−1 = J. Thus, if we define
SU(1, 1;J ) := {A : A∗JA = J}, we have
WSU(1, 1;J )W−1 = SU(1, 1).
We introduce an important result here:
Lemma 2. ([14], Proposition 10.4.1)
With Jr :=
[
0 i
−i 0
]
, we have
SU(1, 1, Jr) = SL(2,R).
For our purpose, this may be read as
W−1SU(1, 1)W = SU(1, 1, Jr) = SL(2,R)
where W = 1√
2
[
1 i
1 −i
]
. Let f ∈ C0(X,D) and let z ∈ ∂D be given. Note
that A(f, z) ∈ C0(X,SU (1, 1)). Thus, given x ∈ X, we have an SL(2,R)
matrix,
W−1A(f(x), z)W
=
1
2z1/2
√
1− |f(x)|2
[
z − f¯(x)− f(x)z + 1 i(z + f¯(x)− f(x)z − 1)
i(−z + f¯(x)− f(x)z + 1) z + f¯(x) + f(x)z + 1
]
.
Let z = eiψ and let f(x) = r(x)eiφ(x). Then, we have
W−1A(f(x), z)W =
1
2
√
1− r(x)2×[
exp( iψ2 )− r(x) exp(− iψ2 − iφ(x)) − r(x) exp( iψ2 + iφ(x)) + exp(− iψ2 )
i
(
− exp( iψ2 ) + r(x) exp(− iψ2 − iφ(x))− r(x) exp( iψ2 + iφ(x)) + exp(− iψ2 )
)
i
(
exp( iψ2 ) + r(x) exp(− iψ2 − iφ(x)) − r(x) exp( iψ2 + iφ(x)) − exp(− iψ2 )
)
exp( iψ2 ) + r(x) exp(− iψ2 − iφ(x)) + r(x) exp( iψ2 + iφ(x)) + exp(− iψ2 )
]
.
Thus, by a simple observation, we have following.
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Lemma 3. Let z = eiψ ∈ ∂D and let f ∈ C0(X,D) be given by f(x) =
r(x)eiφ(x). Then W−1A(f(x), z)W is equal to
1√
1− r(x)2
([cos θ′ − sin θ′
sin θ′ cos θ′
]
+ r(x)
[− cos θ(x) sin θ(x)
sin θ(x) cos θ(x)
])
where θ′ = ψ2 and θ(x) =
ψ
2 + φ(x).
Given z ∈ eiψ ∈ ∂D with θ′ := ψ/2, define S′ ⊂ SL(2,R) as
S′ =
{ 1√
(1− s2)
([
cos θ′ − sin θ′
sin θ′ cos θ′
]
+ s
[− cos θ sin θ
sin θ cos θ
])
: s ∈ [0, 1), θ ∈ R
}
.
Let A(x) := W−1A(f(x), z)W . Then, we have A ∈ C0(X,S′) and we may
write it as in Lemma 3.
We assume that f ∈ C0(X,D) is not identically zero. Let y ∈ X be an
element such that f(y) 6= 0. We may choose a nonempty open set V ⊂ X
so that y ∈ V and f(x) 6= 0 for all x ∈ V . In fact, there exist r1, r2 ∈ [0, 1)
such that r1 ≤ |f(x)| ≤ r2 for all x ∈ V . Thus, r1 ≤ r(x) ≤ r2 for all x ∈ V .
By Lemma 1, we may choose a uniformly hyperbolic cocycle (T,B) such
that B ∈ C0
A,V¯
(X,SL(2,R)) is arbitrarily C0− close to A. Write B as
B(x) =
1√
1− r(x)2
( [cos θ′ − sin θ′
sin θ′ cos θ′
]
+ r(x)
[
b11(x) b12(x)
b21(x) b22(x)
] )
.
Set B′(x) := B(x) for x ∈ X \ V . For x ∈ V , we define B′ ∈ C0(X,S′) as
follows:
(I) Denote Rη as the 2× 2 rotation matrix with the angle η ∈ R. Recall
since (T,B) is uniformly hyperbolic there exists a continuous map
u from X to the unit circle in R2 such that u(x) ∈ Eux . Let R−τ(x) ·
u(x) = (1, 0). Consider the matrix
(1)
[
y11(x) y12(x)
y21(x) y22(x)
]
:=
[
b11(x) b12(x)
b21(x) b22(x)
]
·Rτ(x).
(II) Normalize the vector (y11(x), y21(x)) (then, we may write it as (− cos θ˜, sin θ˜)
for some θ˜ ∈ R) and replace the vector (y12(x), y22(x)) by (sin θ˜, cos θ˜).
(III) Set B′ as
B′(x) =
1√
1− r(x)2
( [cos θ′ − sin θ′
sin θ′ cos θ′
]
+ r(x)
[− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
]
R−τ(x)
)
.
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Observe that, as an element in the projective line of R2, we have[− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
]
R−τ(x) · u(x) =
[− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
] [
1
0
]
=
[
y11(x) y12(x)
y21(x) y22(x)
] [
1
0
]
=
[
b11(x) b12(x)
b21(x) b22(x)
]
u(x).
Lemma 4. Given ǫ > 0, there exists δ > 0 so that ||A −B||C0 < δ implies
||B −B′||C0 < ǫ.
Proof. It suffices to show that given ǫ > 0, there exists δ > 0 so that∣∣∣∣∣∣ [b11(x) b12(x)
b21(x) b22(x)
]
−
[− cos θ(x) sin θ(x)
sin θ(x) cos θ(x)
] ∣∣∣∣∣∣
C0
< δ
implies
∣∣∣∣∣∣ [− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
]
R−τ(x) −
[
b11(x) b12(x)
b21(x) b22(x)
] ∣∣∣∣∣∣
C0
< ǫ.
Set δ = ǫ/4. Then,
∣∣∣∣∣∣ [y11(x) y12(x)
y21(x) y22(x)
]
−
[− cos θ(x) sin θ(x)
sin θ(x) cos θ(x)
]
Rτ(x)
∣∣∣∣∣∣
C0
< ǫ/4.
In particular, we have
∣∣∣∣∣∣ [y11(x)
y21(x)
]
−
[− cos(θ(x) + τ(x))
sin(θ(x) + τ(x))
] ∣∣∣∣∣∣ < ǫ/4
and ∣∣∣∣∣∣ [y12(x)
y22(x)
]
−
[
sin(θ(x) + τ(x))
cos(θ(x) + τ(x))
] ∣∣∣∣∣∣ < ǫ/4.
This implies that ∣∣∣∣∣∣ [ y21(x)−y11(x)
]
−
[
y12(x)
y22(x)
] ∣∣∣∣∣∣ < ǫ/2.
Therefore, we have∣∣∣∣∣∣ [y11(x) y21(x)
y21(x) −y11(x)
]
−
[
y11(x) y12(x)
y21(x) y22(x)
] ∣∣∣∣∣∣
C0
< ǫ/2.
If necessary, choose a C0− closer B to A (so, smaller δ) so that∣∣∣∣∣∣ 1√
y11(x)2 + y21(x)2
[
y11(x) y21(x)
y21(x) −y11(x)
]
−
[
y11(x) y21(x)
y21(x) −y11(x)
] ∣∣∣∣∣∣
C0
< ǫ/2
for all x ∈ X.
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Then, by the triangle inequality,∣∣∣∣∣∣ 1√
y11(x)2 + y21(x)2
[
y11(x) y21(x)
y21(x) −y11(x)
]
−
[
y11(x) y12(x)
y21(x) y22(x)
] ∣∣∣∣∣∣
C0
< ǫ.
In conclusion,
∣∣∣∣∣∣ [− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
]
−
[
y11(x) y12(x)
y21(x) y22(x)
] ∣∣∣∣∣∣
C0
< ǫ,
which implies
∣∣∣∣∣∣ [− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
]
R−τ(x) −
[
b11(x) b12(x)
b21(x) b22(x)
] ∣∣∣∣∣∣
C0
< ǫ.

Let N be the closed annulus on the R2-plane centered at the origin with
radius r1/
√
1− r21 ≤ ρ ≤ r2/
√
1− r22. That is,
N := { r√
1− r2 (cos η, sin η) ∈ R
2 : r1 ≤ r ≤ r2, η ∈ R}.
Note that
1√
1− r2 −
r√
1− r2 < 1.
Let ǫ < 1 be a number such that
1√
1− r21
− ǫ · r1√
1− r21
< 1
and let ǫ > 1 be a number such that
1√
1− r22
− ǫ · r2√
1− r22
> 0.
Given ǫ < ǫ < ǫ, we define hǫ : N → [0, 1) and gǫ : N → [−π, π] as follows:
Given t ∈ N with |t| = r/√1− r2. we may choose η ∈ R such that
t =
r√
1− r2
[− cos η sin η
sin η cos η
]
·
[
1
0
]
Consider the vector
(2)
1√
1− r2
( [−1
0
]
+ r
[− cos η sin η
sin η cos η
]
·
[
ǫ
0
])
.
Then, there exist unique s ∈ [0, 1) and β ∈ [−π, π] so that
1√
1− s2
( [−1
0
]
+ s
[− cos η sin η
sin η cos η
]
· Rβ ·
[
1
0
])
coincides with (2). We define hǫ(t) = s and gǫ(t) = β. Here are some
properties of hǫ :
Lemma 5. (a) hǫ is continuous.
(b) given t ∈ N with |t| = r/√1− r2, we have hǫ(t)→ r as ǫ→ 1.
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(c) let t ∈ N with |t| = r/√1− r2 and let ǫ′ ≤ ǫ ≤ 1. Then, we have
hǫ′(t) ≤ hǫ(t) ≤ r.
(d) let t ∈ N with |t| = r/√1− r2 and let ǫ′ ≥ ǫ ≥ 1. Then, we have
hǫ′(t) ≥ hǫ(t) ≥ r.
(e) let h : N → [0, 1) be the function defined by h(t) = r if |t| =
r/
√
1− r2. Let {ǫn} be a sequence such that ǫn → 1 and ǫn ≤ ǫn+1
(or ǫn ≥ ǫn+1) for all n. Then, {hǫn}converges uniformly to h.
Proof. Parts (a) to (d) are easy to check. For part (e), suppose that {ǫn} is
a sequence such that ǫn → 1 and ǫn ≤ ǫn+1 ≤ 1 for all n. By part (b), {hǫn}
pointwise converges to h. By part (c), hǫn(t) ≤ hǫn+1(t) for all n and for all
t ∈ T.
Thus, by Dini’s theorem, {hǫn} uniformly converges to h. A similar ar-
gument shows the uniform convergence of {hǫn} with ǫn ≥ ǫn+1 ≥ 1 for all
n. 
Here are some properties of gǫ :
Lemma 6. (a) gǫ is continous.
(b) given t ∈ N, we have gǫ(t)→ 0 as ǫ→ 1.
(c) let t = ρ(cos η, sin η) ∈ N with η ∈ [0, π]. If ǫ′ ≤ ǫ ≤ 1, we have
gǫ′(t) ≤ gǫ(t) ≤ 0. If ǫ′ ≥ ǫ ≥ 1, we have gǫ′(t) ≥ gǫ(t) ≥ 0.
(d) let t = ρ(cos η, sin η) ∈ N with η ∈ [π, 2π]. If ǫ′ ≤ ǫ ≤ 1, we have
gǫ′(t) ≥ gǫ(t) ≥ 0. If ǫ′ ≥ ǫ ≥ 1, we have gǫ′(t) ≤ gǫ(t) ≤ 0.
(e) let {ǫn} be a sequence such that ǫn → 1 and ǫn ≤ ǫn+1 (or ǫn ≥ ǫn+1)
for all n. Then, {gǫn} uniformly converges to g = 0.
Proof. Parts (a) to (d) are easy to check. For part (e), suppose that {ǫn}
is a sequence such that ǫn → 1 and ǫn ≤ ǫn+1 ≤ 1 for all n. By part (b),
{gǫn} converges pointwise to g = 0. By part (c), gǫn(t) ≤ gǫn+1(t) for all n
if t = ρ(cos η, sin η) with η ∈ [0, π]. By part (d), gǫn(t) ≥ gǫn+1(t) for all n if
t = ρ(cos η, sin η) with η ∈ [π, 2π].
Thus, by Dini’s theorem, {gǫn} uniformly converges to g = 0. A similar
argument shows the uniform convergence of {gǫn} with ǫn ≥ ǫn+1 ≥ 1 for
all n. 
Note that by setting h(ǫ, t) := hǫ(t) and g(ǫ, t) = gǫ(t), it is easy to see
that h : (ǫ, ǫ) × N → [0, 1) and g : (ǫ, ǫ) × N → [ − π, π] are continuous
functions.
Now, set B′′(x) = B(x) for x ∈ X \ V . For x ∈ V , define B′′ ∈ C0(X,S′)
as follows:
(I) Consider
B′(x) =
1√
1− r(x)2
([
cos θ′ − sin θ′
sin θ′ cos θ′
]
+ r(x)
[− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
]
R−τ(x)
)
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and ǫ(x) =
√
y11(x)2 + y21(x)2 (see (1)). We may assume ǫ < ǫ(x) <
ǫ for all x ∈ X by taking a C0−close enough B to A.
(II) Let ω(x) ∈ [0, 2π] be such that Rω(x) · Rθ′ · u(x) = (−1, 0). Define
t(x) ∈ N as
t(x) = ρ(x) ·Rω(x) ·
[− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
]
R−τ(x)u(x)
where ρ(x) = r(x)/
√
1− r(x)2.
(III) Define B′′(x) as
B′′(x) =
1√
1− s2
([
cos θ′ − sin θ′
sin θ′ cos θ′
]
+ s
[− cos θ˜(x) sin θ˜(x)
sin θ˜(x) cos θ˜(x)
]
R−τ(x)Rβ
)
where s = hǫ(x)(t(x)) and let β = gǫ(x)(t(x)).
Note that, by construction, we have B′′ ∈ C0(X,S′) and
(3) B(x)u(x) = B′′(x)u(x)
for all x ∈ X.
Lemma 7. The cocycle (T,B′′) is uniformly hyperbolic.
Proof. Recall that B ∈ C0
A,V
(X,SL(2,R)) is chosen so that (T,B) is uni-
formly hyperbolic. By the condition (2) in the definition 1, we have
||B−n(T n(x))u(T n(x))|| ≤ Cλn
for all x ∈ X and n ≥ 1.
Recall Bk(x) where k ∈ Z is defined by (T,B)k = (T k, Bk). Therefore,
we have
B−n(T n(x)) = B(x)−1 · · ·B(T n−1(x))−1
and
Bn(x) = B(T n−1) · · ·B(x).
In other word,
(4) [Bn(x)]−1 = B−n(T n(x)).
Thus,
||Bn(x)B−n(T n(x))u(T n(x)|| = ||u(T n(x))|| = 1.
On the other hand, by the condition (1) in the definition 1, we have
Bn(x)Eux = E
u
Tn(x),
which is equivalent to
B−n(T n(x))EuTn(x) = E
u
x
by the equation (4).
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This implies
B−n(T n(x))u(T n(x)) = ±||B−n(T n(x))u(T n(x))||u(x).
Thus, by applying Bn(x) on both sides and taking norm,
||Bn(x)B−n(T n(x))u(T n(x)|| = ||B−n(T n(x))u(T n(x))|| · ||Bn(x)u(x)||
≤ Cλn||Bn(x)u(x)||
for all x ∈ X and n ≥ 1 where the last inequality holds by the condition (2)
of the definition 1.
Together with ||Bn(x)B−n(T n(x))u(T n(x)|| = 1, this implies
||Bn(x)u(x)|| ≥ C−1λ−n
for all x ∈ X and n ≥ 1.
Therefore,
||(B′′)n(x)|| ≥ ||(B′′)n(x)u(x)|| = ||Bn(x)u(x)|| ≥ C−1λ−n
for all x ∈ X and n ≥ 1 where the equality holds by the equation (3). This
implies that (T,B′′) is uniformly hyperbolic.

Proposition 3. Let f ∈ C0(X,D) with f(x) 6= 0 for some x ∈ X and let
A =W−1A(f, z)W ∈ C0(X,S′). Suppose that (T,A) is not uniformly hyper-
bolic. Given ǫ′ > 0, there exists B′′ ∈ C0(X,S′) such that ||A −B′′||C0 < ǫ′
and (T,B′′) is uniformly hyperbolic.
Proof. Write A as in Lemma 3. Let ǫ′ > 0 be given. Let y ∈ X be such that
r(y) := r 6= 0. Choose an open set V ⊂ X such that y ∈ V and r(x) 6= 0
for all x ∈ V . We may assume that r1 ≤ r(x) ≤ r2 for all x ∈ V where
r1, r2 ∈ [0, 1).
Choose δ1, δ2 > 0 so that |s− r2| < δ1 and |β| < δ2 imply
∣∣∣∣∣∣ 1√
1− r22
[
cos θ′ − sin θ′
sin θ′ cos θ′
]
− 1√
1− s2
[
cos θ′ − sin θ′
sin θ′ cos θ′
] ∣∣∣∣∣∣
+
∣∣∣∣∣∣ r2√
1− r22
[− cos η sin η
sin η cos η
]
− s√
1− s2
[− cos η sin η
sin η cos η
] ∣∣∣∣∣∣
+
∣∣∣∣∣∣ s√
1− s2
[− cos η sin η
sin η cos η
]
− s√
1− s2
[− cos η sin η
sin η cos η
]
Rβ
∣∣∣∣∣∣ < ǫ′
3
for all η ∈ R.
Then, given r ∈ [r1, r2], s¯ with |r − s¯| < δ1 and |β| < δ2. we have∣∣∣∣∣∣ 1√
1− r2
( [
cos θ′ − sin θ′
sin θ′ cos θ′
]
+ r
[− cos η sin η
sin η cos η
])
− 1√
1− s¯2
([cos θ′ − sin θ′
sin θ′ cos θ′
]
+ s¯
[− cos η sin η
sin η cos η
]
Rβ
)∣∣∣∣∣∣ < ǫ′
3
for all η ∈ R.
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Let N ⊂ R2 be the annulus of radius r1/
√
1− r21 ≤ ρ ≤ r2/
√
1− r22.
Define l : N → [0, 1) as l(t) := r when |t| = r/√1− r2 and define hǫ : N →
[0, 1) and gǫ : N → [−π, π] as above. By parts (c),(d) and (e) of Lemmas 5
and 6, we may choose δ > 0 so that |1 − ǫ| < δ implies |hǫ(t) − l(t)| < δ1
and |gǫ(t)| < δ2 for all t ∈ N .
By Lemma 1, we may choose B ∈ C0
A,V
(X,SL(2,R)), which is arbitrarily
close to A and (T,B) is uniformly hyperbolic. Let B ∈ C0
A,V
(X,SL(2,R))
be close enough to A so that |ǫ(x) − 1| < δ for all x ∈ X where ǫ(x) :=√
y11(x)2 + y21(x)2. (See (1).) Define B
′ ∈ C0(X,S′) and B′′ ∈ C0(X,S′)
as previously. Then, we have |hǫ(x)(t(x)) − r(x)| < δ1 and |gǫ(x)(t(x))| < δ2
for all x ∈ X. (Note that l(t(x)) = r(x).) With such B, we have ||B′ −
B′′||C0 < ǫ′/3.
From here, choose a C0−closer B (if necessary) so that ||A−B||C0 < ǫ′/3
and ||B −B′||C0 < ǫ′/3. In conclusion, we have
||A−B′′||C0 ≤ ||A−B||C0 + ||B −B′||C0 + ||B′ −B′′||C0 < ǫ′
while B′′ ∈ C0(X,S′) and (T,B′′) is uniformly hyperbolic.

Proof of Theorem 1:
Let f ∈ C0(X,D) and suppose that f is not identically zero. Let A :=
W−1A(f, z)W ∈ C0(X,S′) and suppose that (T,A) is not uniformly hyper-
bolic. Choose B ∈ C0(X,SL(2,R)), B′ ∈ C0(X,S′) and B′′ ∈ C0(X,S′) as
in the proof of Proposition 3.
Define β : X → D as β(x) = hǫ(x)(t(x))eiη(x) where
η(x) = θ˜(x)− τ(x) + gǫ(x)(t(x)) − θ′.
Note that we have β ∈ C0(X,D) and
W−1A(β(x), z)W =W−1
1
z1/2
√
1− |β(x)|2
[
z −β¯(x)
−β(x)z 1
]
W
= B′′(x).
Since W is unitary and ||A−B′′||C0 < ǫ′, we have
||WAW−1 −WB′′W−1||C0 = ||A(f, z)−A(β, z)||C0 < ǫ′.
This implies that we may choose β ∈ C0(X,D), which is arbitrarily C0−close
to f and (T,A(β, z)) is uniformly hyperbolic.
Now suppose that f ∈ C0(X,D) is identically zero. Then, we may choose
f ′ ∈ C0(X,D) such that it is not identically zero and arbitrarily C0−close
to f. With f ′, we may repeat a similar procedure as above.
Now, for z ∈ ∂D, consider the set
UHz = {f ∈ C0(X,D) : (T,A(f, z)) is uniformly hyperbolic}.
Then, UHz is open and dense by the previous argument. Thus, we
may choose a countable dense subset {zn} of ∂D to conclude that for f ∈
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n UHzn , the set ∂D \Σ is dense. Together with the result in [5], the asso-
ciated CMV operators have Cantor spectrum for a generic f ∈ C0(X,D).
4.2. Proof for Jacobi matrices. Let fa, fb ∈ C0(X,R) with fa(x) > 0
for all x ∈ X. Fix x ∈ X and let Hx be a two-sided Jacobi matrix with
an = fa(T
nx), bn = fb(T
nx).
Define J ⊂ SL(2,R) as
J =
{[
t − 1a
a 0
]
∈ SL(2,R)|t, a ∈ R, a > 0
}
.
Then, we have AE,a,b ∈ C0(X,J).
Lemma 8. Let K ⊂ X be a compact set such that K ∩ T (X) = ∅ and
K ∩ T 2(X) = ∅. Let A ∈ C0(X,J) be such that for every x ∈ K, we have
trA(x) 6= 0. Then there exist an open neighborhood WA,K ⊂ C0A,K(X,SL(2,R))
of A and continuous maps
Φ = ΦA,K :WA,K → C0(X,J)
and
Ψ = ΨA,K :WA,K → C0(X,SL(2,R))
satisfying
Ψ(B)(T (x)) ·B(x) · [Ψ(B)(x)]−1 = Φ(B)(x),
Φ(A) = A and Ψ(A) = id.
Proof. LetB ∈ C0A,K(X,SL(2,R)). Let Φ(B)(x) = A(x) if x /∈
⋃1
i=−1 T
i(K).
Fix x ∈ K. Let
B(T (x))B(x)B(T−1(x)) =
[
t1 − 1a1
a1 0
] [
p q
r s
] [
t3 − 1a3
a3 0
]
=
[
t1(pt3 + qa3)− rt3+sa3a1 −
pt1
a3
+ ra1a3
a1(pt3 + qa3) −pa1a3
]
and let
A(x) =
[
t2 − 1a2
a2 0
]
.
For x ∈ ⋃1i=−1 T i(K), our goal is to define Φ(B)(x) so that
Φ(B)(T (x))Φ(B)(x)Φ(B)(T−1(x)) =
[
t1(pt3 + qa3)− rt3+sa3a1 −
pt1
a3
+ ra1a3
a1(pt3 + qa3) −pa1a3
]
while we have Φ(B)(x) ∈ J.
By a simple calculation,[
t′1 − 1a′
1
a′1 0
] [
t′2 − 1a′
2
a′2 0
] [
t′3 − 1a′
3
a′3 0
]
=

t′1(t′2t′3 − a′3a′2 )− a′2a′3a′1 − t′1t′2a′3 + a′2a′1a′3
a′1(t
′
2t
′
3 − a
′
3
a′
2
) − t′2a′1a′
3

 .
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Set a′1 = a1, a
′
2 = a2 and a
′
3 = a3. We may write t
′
i, i = 1, 2, 3 as
t′i =
E − b′i
a′i
where E, b′i ∈ R. Set
b′2 = E − pa2,
b′3 = E − a′3
pt3 + qa3 +
a′3
a′
2
t′2
and
b′1 = E −
a′1a
′
3
t′2
( a′2
a′1a
′
3
+
pt1
a3
− r
a1a3
)
.
Note that we have p 6= 0 by choosing a proper neighborhood WA,K of A
since we assume trA(x) 6= 0 for all x ∈ K. This, in turn, implies that t′2 6= 0.
By setting
Φ(B)(T (x)) =
[
t′1 − 1a′
1
a′1 0
]
,Φ(B)(x) =
[
t′2 − 1a′
2
a′2 0
]
and
Φ(B)(T−1(x)) =
[
t′3 − 1a′
3
a′3 0
]
,
we have
Φ(B)(T (x))Φ(B)(x)Φ(B)(T−1(x)) = B(T (x))B(x)B(T−1(x)).
Let Ψ(B)(x) = id for x /∈ K ∪ T (K) and let
Ψ(B)(x) = Φ(B)(T−1(x)) · [B(T−1(x)]−1
for x ∈ K. Let
Ψ(B)(x) = Φ(B)(T−1(x)) · Φ(B)(T−2(x)) · [B(T−2(x)]−1 · [B(T−1(x)]−1
for x ∈ T (K). All properties are easy to check.

By combining Lemma 1 and Lemma 8, we obtain
Proposition 4. Let A ∈ C0(X,J) be a map whose trace is not identically
zero. Then there exist an open neighborhood W ⊂ C0(X,SL(2,R)) of A and
continuous maps
Φ = ΦA :W → C0(X,J) and Ψ = ΨA :W → C0(X,SL(2,R))
satisfying
Ψ(B)(T (x)) ·B(x) · [Ψ(B)(x)]−1 = Φ(B)(x),
Φ(A) = A and Ψ(A) = id.
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Proof. Let x ∈ X be such that trA(x) 6= 0. Let V be an open neighborhood
of x such that with K = V¯ , we have trA(x) 6= 0 for x ∈ K, K ∩ T (X) = ∅
and K ∩ T 2(X) = ∅.
Let ΦA,V :WA,V → C0A,V¯ (X,SL(2,R) and ΨA,V :WA,V → C0(X,
SL(2,R)) be given by Lemma 1. Let ΦA,K :WA,K → C0(X,J) and
ΨA,K : WA,K → C0(X,SL(2,R)) be given by Lemma 8. Let W be the
domain of Φ := ΦA,K ◦ΦA,V , and let Ψ = (ΨA,K ◦ΦA,V ) ·ΨA,V . With Φ and
Ψ, the result follows.

Remark. Let us discuss why we do not apply the above procedure in the case
of CMV matrices. To make a similar argument as in the proof of Lemma 8,
one essential part is to construct Φ(B) ∈ C0(X,S′) such that
B(Tm(x)) · · ·B(x) · · ·B(T−n(x))
= Φ(B)(Tm(x)) · · ·Φ(B)(x) · · ·Φ(B)(T−n(x))
for some m,n ∈ Z+. The conjugation property almost automatically follows
then. As we observed in the proof of Lemma 8, the construction is related
to the solvability of a system of equations.
If we write Φ(B) as in Lemma 3, the product of matrices,
Φ(B)(Tm(x)) · · ·Φ(B)(x) · · ·Φ(B)(T−n(x))
may be very complicated. In addition, we have many constraints since a
matrix as in Lemma 3 has a very particular form while 0 ≤ r(x) < 1.
Alternatively, we may consider a product of matrices as in the form of
SU(1, 1). In this case, the product involves complex numbers and conjuga-
tions of those while solutions must be in the complex unit disk. Moreover,
we anticipate it is unlikely that solutions are written as linear forms.
Now, we are ready to prove Theorem 2. Let A ∈ C0(X,J). Recall if A
is not uniformly hyperbolic, we may choose B′ ∈ C0(X,SL(2,R)) such that
B′ is arbitrarily C0−close to A and (T,B′) is uniformly hyperbolic.
Proof of Theorem 2:
For E ∈ R, define the set
UHE := {fb ∈ C0(X,R)|(T,AE,a,b) is uniformly hyperbolic}.
Suppose that a cocycle (T,AE,a,b) is not uniformly hyperbolic. If fb(x) 6=
E for some x ∈ X, (T,AE,a,b) can be approximated by a uniformly hyperbolic
cocycle (T,AE,a,b′) for some fb′ ∈ C0(X,R) by Proposition 4.
Suppose that fb(x) = E for all x ∈ X. Then, we may find b′ ∈ C0(X,R)
such that fb′ is arbitrarily C
0-close to fb and fb′(x) 6= E for some x ∈ X.
From (T,AE,a,b′) we may choose a uniformly hyperbolic cocycle (T,AE,a,b′′)
for some fb′′ ∈ C0(X,R), which is arbitrarily C0-close by Proposition 4.
This shows the set UHE is open and dense. Thus, there exists a countable
dense subset {En} ⊂ R so that for all fb ∈
⋂
n UHEn , the set R \Σ is dense.
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