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This research project is to investigate the control of the wave power device, known as 
the “Manchester Bobber” (MB), and to optimise the output by tuning its drive-train 
parameters. The work starts with building a numerical model and developing a control 
strategy. The work sequentially progressed to obtain the experimental results from a 
physical model in order to make a comparison with the numerical results. 
 
An assessment of three different control strategies is made. These are reactive control, 
latching control, and two methods of torque control based on either time-averaged 
velocity or a pre-defined static characteristic. It is found that reactive control and 
latching control are not feasibly applicable to the MB wave energy device due to the 
configuration of the device. It is also found that the historical data approach is able to 
reduce the problem of high rate of change of electromagnetic torque but with a subdued 
output performance. A method based on a static characteristic, similar to the approach 
used to control wind turbines, is shown to significantly enhance the power output 
performance although this imposes a high rate of change of electromagnetic torque. 
 
The findings of the numerical simulation are supported by experimental measurements 
obtained in the wave tank. The parameters used in the numerical model (i.e. 
hydrodynamic damping co-efficient, added mass co-efficient and Froude-Krylov force 
co-efficient) are calibrated by comparing with the experimental measurements. 
 
Two drive-train parameters, the number of generator poles and flywheel inertia, are 
optimised in order to both maximise output power and minimise rate of change of 
electromagnetic torque. The proportional gain and integral time constant of the PI 
controller are tuned to further reduce the maximum rate of change of electromagnetic 
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torque, so that the device is protected from the high mechanical stress. It is found that 
the annual energy production from the device at a range of locations is found to be 
almost linear with the annual average significant wave height of each site. 
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Chapter 1 Introduction 
Since the energy crisis in 1970’s, renewable energy sources have been considered more 
seriously as a possible partial replacement for conventional forms of energy production. 
The main problems related to these are environmental effects, sustainable, social and 
political. The sustainability problem is due to possible fuel shortage in the future, the 
increasing cost of fossil fuels, the limits on carbon emissions, and the difficulty of 
transport between certain countries due to political differences [1] [2]. 
 
Increasing electricity demand, an average annual predicted increase of 1.6 % from 2006 
to 2030 [3], is another major issue for which the introduction of renewable energy is 
considered as a possible solution. Perhaps the main motivation for the development of 
renewable energy technologies is the reduction of greenhouse gas emissions. For many 
renewable technologies, local environmental impact is also expected to be significantly 
smaller than conventional fossil fuel generation [1] [2].  
 
To accelerate deployment of renewable energy in the UK, the government introduced 
the Renewable Obligation scheme in 2002. This encourages suppliers to increase the 
quantity of electricity generated from renewable sources. The UK government 
committed an increase in electricity generation from renewable sources to 20% by 2020 
in Energy White Paper (2007) [4]. Five sixths of the 2020 target are expected to be met 
by wind energy. Presently the installed capacity of wind turbines is around 2GW [4] and 
increasing rapidly. Another 700 MW capacity is currently under construction whilst 
approximately 3500 MW onshore and offshore projects have been approved [5]. The 
remainder of the 2020 target (i.e. 3% of total UK electricity generation) is anticipated to 
be met by marine renewables (wave and tidal stream) [26]. 
 
Motivated by the oil crisis, extensive research was conducted during the 1970s to 
investigate the feasibility of extracting energy from ocean waves [2] [6] and to assess 
the energy cost if used on a large scale to meet UK demands. The latter aim was 
interpreted as a design brief for a 2000 MW power station located off South Uist in the 
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Outer Hebrides of Scotland. Several wave energy devices were developed at this time, 
with several technologies undergoing large-scale testing in the marine environment. 
Notable devices include, Duck [7] [8] [9], French Flexible Bag [10] [11], Clam [12], 
Oscillating Water Column (OWC) [13] [14], with most technologies requiring 
significant infrastructure for relatively low electrical output. Predictions of high capital 
cost for these first generation devices, combined with a decreasing oil price led to a 
reduction of research and development during the 1980s and 90s. With hindsight, the 
UK governments aim of a 2000 MW wave power station could be considered over 
ambitious. 
 
Following the conclusion of the research in the early 1980s, the Department of Trade 
and Industry (DTI) continued to finance R&D on smaller devices, which were thought 
to be potentially more economic. This paved the way for wave energy being developed 
in a more systematic way [15]. The devices, such as PS Frog [16], Circular SEA Clam 
[17] [18] [19] the Solo Duck [20] [21] and Shoreline Oscillating Water Column (OWC) 
[22], benefited from this programme. A 75 kW OWC device was installed [23] on the 
island of Islay in Scotland. A large amount of useful information was obtained for 
improving the design of future shoreline OWCs during the testing. An independent 
review released in 1992, however, indicated that the unit cost of electricity generated by 
these devices was likely to be considerably more expensive than conventional fossil fuel 
generation despite improvements in device design [25]. 
 
In contrast to wind-power, wave-power technologies have not yet been developed to a 
common conceptual design and a large diversity of designs remain (73 designs 
remained worldwide in 2007 [24]). Part of the challenge in wave power research is in 
reaching a generally accepted conceptual design or agreeing a small number of design 
types that are appropriate for different types of site [6] [26] [27] [28] [29]. Faster 
development may be obtained if greater international collaboration on the pre-
competitive aspects of R&D of wave energy devices is established, and collaboration is 
encouraged by the European Union (EU) present funding opportunities [24]. 
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1.1 Potential of Wave Power 
The worldwide wave power resource is approximately 1-10 TW, which is equivalent to 
an annual available energy resource of 8000-80000 TWh per annum [30]. In 
comparison to other renewable energy resources wave energy is concentrated, “15-20 
times more available energy per square meter than either wind or solar” [30]. Fig. 1.1 
shows the average wave energy in various worldwide locations. In some countries, such 
as the UK, the abundant wave energy source does offer an opportunity for exploiting the 
wave power. 
 
 
Fig. 1.1: Average wave energy in kW/m of crest length for various worldwide locations [31]. 
 
In 2006, the unit cost of energy produced by wave energy devices is substantially higher 
than conventional and other renewable power plants. This is mostly due to the high 
capital costs and uncertain operating costs associated with these early stage technologies. 
Fig. 1.2 (a) shows energy cost of eight leading offshore wave energy converters 
calculated by consultant engineers in 2006.  
 
It is seen that the cost of energy of offshore wave energy converters varies between 12 
p/kWh and 44 p/kWh, with central estimates in a sub-range of 22 p/kWh to 25 p/kWh, 
depending upon designs [26]. This wide cost range is caused by the diversity of design 
concepts studied. The study only considered two near-commercial designs for which 
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cost-estimates were low (10-15 p/kWh) whereas the other designs were still in their 
R&D stage and exhibited high costs (around 40 p/kWh).  
 
The four prices indicated in Fig. 1.2 (a) & (b) represent the energy costs of Combined 
Cycle Gas Turbine (CCGT) with different accounted factors: the energy cost of 2.5 
p/kWh represents the mean energy cost of CCGT in the UK over the few years before 
the report was produced while an estimated constant increase in fossil fuel added on to 
form the energy cost of 5 p/kWh. The costs of 6 p/kWh and 8.5 p/kWh are constituted 
by adding an additional cost imposed by the Renewable Obligation Certificate (ROC) 
on the top of the CCGT costs defined earlier. 
 
These four cost points are future target cost for the wave energy converters identified by 
the Carbon Trust. At present the cost of electricity from wave energy converters are far 
above those cost points mainly due to tailor-made device and components, limited 
experience of installing and operation and maintenance (O&M), and limited economies 
of scale. To reduce these costs, a fast learning rate, which is defined as the fraction of 
cost reduction per doubling of cumulative installed capacity, is important [26].  
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(a). Cost of energy of offshore wave energy converters in 2006 [32]. 
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(b). Estimated offshore wave energy cost reductions with different starting points and learning rates [33]. 
Fig. 1.2: The cost of energy of offshore wave energy converters and the estimated offshore wave energy cost 
reductions. 
 
Fig. 1.2 (b) shows predicted reduction of the cost of wave energy over a range of 
cumulative installed capacities for assumed starting costs of 25 p/kWh and 22 p/kWh 
with learning rates of 10 and 15 %. These learning rates represent the slow and fast 
development of wave energy devices. (Learning rates ranging from 0% to 20% are 
thought to be reasonable for the analysis of future cost development for renewable 
power generation [34]). It is seen that about 4.5 GW of capacity, if a 10 % learning rate 
is assumed, 5 GW capacity would need to be installed before the high fossil fuel and 
ROC supported level (8.5 p/kWh) is achieved, whereas only approximately 600 MW 
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capacity is required to reach the same level if a 15 % learning rate is presumed. This 
comparison directly emphasises the benefit of progressing at a learning rate of 15 % 
over 10 %. In addition, two implications are found that the energy cost of offshore wave 
energy may become competitive due to an increase in base electricity costs, and at least 
hundreds of megawatts of capacity is required to make wave energy attractive against 
conventional generation. 
1.2 Wave Energy Converters 
Wave energy converters (WECs) are often categorized by their interaction with the 
wave field [2]. Each moving body within a WEC can be labelled as a displacer or 
reactor: a displacer is defined as the body moved by the waves whereas a reactor is 
defined as the body which provides reaction to the displacer, it can be a floating 
structure or body fixed to the seabed. According to these generalities, WECs can be 
divided into six main types as shown in Fig. 1.3. 
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(a) Oscillating Water Column [2]. (b) Overtopping [2]. 
  
(c) Terminator [2]. (d) Attenuator [2]. 
  
(e) Internal reaction point absorber [35]. (f) External reaction point absorber [2]. 
Fig. 1.3: Schematic representations of different types of wave energy converter. 
 
The oscillating water column (OWC) consists of a partly water submerged chamber, 
which has an opening to the sea under the water surface and incident waves force 
motion of air in a chamber. Therefore, the water in the chamber can either enter or exit 
according to the wave motions. The air, which is trapped above the surface of the water 
column, is forced out of and into a duct containing a turbine which drives a generator. 
Typically a Wells or Impulse turbine is used in an OWC since these turbines rotate in 
only one direction irrespective of the direction of air flow [2]. 
 
An overtopping device (such as WaveDragon [36]) comprises a structure which collects 
waves with a reservoir to collect the water when the waves overtop it. The contained 
water passes through a hydro turbine installed at the bottom of the reservoir before it 
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flows back out to sea. The electricity is produced by the generator coupled with the 
hydro turbine [2]. 
 
A terminator (such as the Duck [7]) refers to devices comprising a structure which 
moves close to the water surface with their principal axis parallel to the direction of the 
in-coming wave crests when in operation. Wave energy is absorbed from a narrow 
range of directions and the devices actually intercept the waves [2]. 
 
Attenuators (such as Pelamis [37]) refer to devices having a long floating structure like 
a terminator. However, these devices absorb the wave energy parallel to the in-coming 
waves direction rather than perpendicular to it. The wave energy is gradually drawn into 
the devices as the waves pass over it [2]. 
 
A point absorber is mounted on either a floating or fixed structure that absorbs energy in 
all directions by virtue of its movement close to the water surface. It can be classified 
into two types; internal reaction (e.g. FROG [35]) and external reaction (e.g. AWS [38]). 
For internal reaction devices, the displacer contains the reactor and the reactor moves in 
a similar way to the displacer, whereas external reaction devices have a reactor external 
to the displacer. These devices have a small horizontal geometry compared to the 
predominant wavelength and typically have a narrow bandwidth, which is defined as the 
frequency range to give half maximum absorbed power [39], compared to the other 
types of WEC. Since point absorbers are small they can be designed to attain a high 
ratio of power output to structural volume [39] [40]. This is a desirable feature since 
lower structural volume implies lower capital cost and this is typically the dominant 
factor in renewable energy projects. Although a point absorber would generate 
maximum power output when undergoing a resonant response, devices would normally 
operate off resonance because wave excitation occurs over a wide range of frequencies. 
It is desirable to control the oscillating motion to near resonance in order to optimise 
power conversion.  
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1.3 Ocean Waves 
Fig. 1.4 shows the characteristics of an idealised wave and the behaviour of water 
particles under the surface. Regular waves are characterized by their wave length L, 
wave height H, and wave period T. Most of the energy contained in waves is close to 
the water surface and the energy decays exponentially with the depth below the surface. 
This is the reason why most wave energy conversion devices are designed to float and 
pierce the water surface in order to capture the maximum energy [2].  
 
 
Fig. 1.4: Characteristics of an idealised wave, behaviours of water particles under the surface [2] and wave-
induced pressure [41]. 
 
The pressure field can be considered as the sum of two components: hydrostatic 
pressure and wave-induced pressure A downward dynamic pressure gradient is formed 
under the wave crest and upward under the wave trough. Halfway between the wave 
crest and wave trough the water particles are accelerating horizontally and the pressure 
distribution is hydrostatic only. The pressure regularly decreases to zero at the water 
surface (i.e. no pressure above the mean water level). The wave-induced pressure 
decays exponentially with the water depth below the surface and approaches to near 
zero where z ≈ L/2 in deep water [41] [42] . 
 
It is well known that the waves are not regular in real sea-states, which contain waves 
with different heights and period as shown in Fig. 1.5. 
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Fig. 1.5: A typical wave record. 
 
The concept of Significant Wave Height Hs was developed for characterising an 
irregular wave field. The significant wave height can be defined in relation to the 
standard deviation of sea surface displacement as [41] [42] [51], 
24sH = ⋅ ζ         (1.1) 
where ζ is the water elevation with respect to the mean water level and √ζ2 is the 
standard deviation of water surface elevation. The upward zero-crossing period Tz is 
defined as the average time between upward movements of the surface through the 
mean water level. 
 
For a regular wave, maximum power output occurs when the device response is 
resonant with the waves (i.e. the device natural frequency is close to the wave 
frequency). Due to the variation of zero-crossing period between sea-states, the device 
natural frequency needs to be adjusted in order to maintain resonance, this process is 
called tuning. Tuning can include adjustment of system mass and, or, stiffness and this 
can be achieved by changing float geometry or drive-train characteristics [46]. In a 
wave climate, the average wave period changes over a period of hours. This is the 
timescale for the wave devices to vary their natural frequency and is classified as slow 
tuning. Within a sea-state, successive waves have different heights and periods, such as 
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shown in Fig. 1.5, so a tuning system must be capable of adjusting device properties 
over timescales of the order of 5 – 15 s in order to maximise energy extraction. This is 
known as fast tuning. Implementation is not straightforward since specification of the 
device properties requires precise knowledge of both excitation force and device motion 
which are not typically available. Although fast tuning may be capable of capturing 
more energy than slow tuning, the fast tuning is, however, hard to practically implement 
due to the difficulty of accurately predicting the wave characteristics over a short 
timescale and rapidly changing the device properties accordingly. Some WECs may 
possess control systems which are able to implement both tunings [39] [46]. 
1.4 Manchester Bobber 
Manchester Bobber (referred to as MB), as shown in Fig. 1.6, is a float based, point 
absorber extracting wave energy. The float of mass mf is connected to a pulley by a 
supporting cable at one end. The other end of the supporting cable connects to a 
counter-weight mc, which is always above water. This counter-weight is used to 
maintain tension on the cable and modification provides some control on the natural 
frequency of the device. 
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Fig. 1.6: Main components of Manchester Bobber. 
 
The float experiences vertical motion due to the excitation force from waves and the 
force Ff is transmitted through the supporting cable causing oscillatory rotation ωp of 
the input shaft. A clutch and freewheel converts oscillatory rotation to uni-directional 
rotation ωm of the output shaft. This uni-directional rotation is geared up to ωr to drive 
the squirrel cage induction generator.  
 
When the float mass is descending, the free-wheel clutch is engaged such that the input 
and output shaft are connected and the whole drive-train is accelerated, while the clutch 
becomes disengaged when the float is ascending. Under this arrangement, the output 
shaft will continue to rotate whilst the pulley decelerates and reverses during ascent of 
the float. The rate at which the output shaft decelerates is determined by the system 
inertia and the rate of energy extraction (i.e. the power output) during the freewheel 
disengaging period. 
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1.5 Research Objectives 
The main objectives of this research are to develop control strategies for the MB wave 
device and to identify drive-train parameters such that annual energy output is 
optimised. The device comprises a heaving float whose oscillatory motion is rectified 
through a mechanical clutch to drive an induction generator. 
 
The specific objectives of this research are: 
i. To analyse the steady-state and dynamic drive-train characteristics of this wave 
energy converter. 
ii. To develop a numerical model which can be used for performance studies. 
iii. To examine the feasibility of implementing control strategies that have been 
proposed for other wave energy devices. 
iv. To examine the feasibility of implementing control strategies that have been 
employed for wind turbine control. 
v. To quantify enhancement of device performance by drive-train parameter 
selection. 
vi. To evaluate the capability of the numerical model by comparing numerical 
results with experimental results. 
1.6 Thesis Outline 
Chapter 2 System Configurations of Manchester Bobber 
An overview of the MB wave energy device is provided. Both the configuration and 
operation of the system are described and particular attention is given to the interaction 
between hydrodynamic and mechanical systems. Subsequently, the electrical generator 
system is described and appropriate modelling assumptions identified. A numerical 
ElectroMagnetic Transient including DC (EMTDC) model includes the MB mechanical 
system and the simplified electrical interface is presented based on an earlier model 
written in FORTRAN. The EMTDC code is validated against the FORTRAN code at 
the end of this chapter. 
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Chapter 3 Control Strategies 
An overview of three control strategies is given. Firstly, a feasibility study is done on 
latching control to show whether it is suited to the device. It will be shown that latching 
control is not viable for the MB device. Secondly, the static characteristic method, 
which is similar to the maximum power curve implemented in wind energy, is 
examined. A sub-section also presents the optimisation tuning of drive-train parameters. 
It will be demonstrated that the power extraction is considerably improved if these 
drive-train parameters are properly tuned. Thirdly, an historical data approach is 
implemented in which the average generator rotor speed is used to obtain the reference 
value of electromagnetic torque. The final sub-section illustrates that the high rate of 
change of electromagnetic torque, caused by implementing the static characteristic 
strategy, is significantly reduced by use of a proportional-integral controller. 
 
 
 
Chapter 4 Experiments in the Wave Tank 
The configurations of the wave tank and experimental model are introduced. The 
experimental results carried out in the wave tank are presented and used to support the 
modelling of the device performance by comparing the results from experiments and 
numerical computation. 
 
Chapter 5 Power Output Predictions 
The numerical model is employed to obtain the device performance either in regular or 
irregular wave conditions with tuning. Linear wave theory is assumed. For irregular 
wave conditions, the model is used to generate average output in a pre-defined range of 
sea-states and hence defines a device power matrix. It is assumed that wave-fields 
follow either a JONSWAP or Gaussian spectrum. These power matrices are multiplied 
with the probability wave occurrence matrices to estimate the annual average output 
power Pav,an. 
 
Chapter 6 Conclusions & Future Work 
In the conclusion, the results, achievements and contributions of the research topics are 
summarized. Suggestions for future work are made. 
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Chapter 2 System Configurations of Manchester 
Bobber 
2.1 Introduction 
This section provides an overview of the MB wave energy device. Both the 
configuration and operation of the system are described and particular attention is given 
to the interaction between hydrodynamic and mechanical systems. Subsequently, the 
electrical generator system is described and appropriate modelling assumptions are 
identified. A numerical EMTDC model including the MB drive-train and the simplified 
electrical interface is presented based on an earlier drive-train model written in 
FORTRAN. The EMTDC code is validated against the FORTRAN code at the end of 
this chapter. 
2.2 System Configurations and Operating Principles 
The system configuration of the MB with its squirrel cage induction generator is shown 
in Fig. 2.1. In this configuration the induction generator is connected to the power 
network through a variable frequency converter system that controls the speed of the 
generator and the power flow to the grid. The converter system consists of two IGBT-
based back-to-back voltage source converters (VSCs) coupled with a DC link. This 
configuration allows the generator to be decoupled from the power network, such that 
the electrical frequency of the generator can vary as the sea state changes, whilst the 
network frequency is fixed at a particular value, say 50 or 60 Hz [48]. 
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Fig. 2.1: Block diagram of the Manchester Bobber. 
 
It is seen that the system is divided into two sub-systems. The left hand side is the 
mechanical drive-train whilst the right hand side is the electrical system. 
2.2.1 Hydrodynamic Forcing  
As the float is partly submerged, motion of the float is due to hydrodynamic forcing and 
mechanical forcing due to the mechanical system. The forces acting on the float are 
displayed in Fig. 2.2. 
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Fig. 2.2: Forces exerting on the float in mean float position (dashed) and maximum vertical float 
displacement (solid). 
 
The time-varying wave-induced force (excluding buoyancy) is modelled using the 
Froude Krylov assumption applied to the instantaneous wetted geometry. Forces due to 
float motion are thus modelled as the Froude-Krylov and buoyancy force associated 
with the instantaneous wetted volume with empirical estimates included for added mass 
and damping [49] as described below. For simplicity, float motion is assumed to be in 
the vertical plane only. Tethers are employed to ensure that motion of the float is nearly 
vertical and so a vertical tether force Ftether is also included in the system model. The 
force transmitted through the suspended cable Ff is estimated by summation of resolved 
forces. The numerical model has been tested against laboratory experiments with 
regular waves in [49]. 
2.2.1.1Buoyancy Force 
Buoyancy represents the upward force on an object caused by the hydrostatic pressure 
difference of the fluid between the top and bottom of the float as illustrated in Fig. 2.3. 
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Fig. 2.3: The buoyancy force of the float. 
 
The magnitude of the buoyancy force is always equal to the weight of the fluid 
displaced by the object. In other words, the buoyancy force of an object is dependent on 
two factors: the immersed volume of the object, and the density of the surrounding fluid. 
Based on the statements above, an expression of buoyancy force on an object is 
formulated as, 
buoyF g V= −ρ⋅ ⋅        (2.1) 
where ρ is the density of the fluid, V is the submerged volume of the object and g is the 
acceleration due to gravity. The minus sign reflects the fact that the buoyancy force acts 
against gravitational acceleration.  
2.2.1.2Wave Pressure 
Other than the hydrostatic pressure, the float is affected by the dynamic pressure 
induced by the waves. In this application the hydrodynamic force is based on the 
Froude-Krylov force determined from the pressure distribution within the incident wave 
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in the absence of the body. The force due to the scattered wave-field is assumed 
negligible. Effects due to drag and added mass, resulting from the distortion of the flow 
around the body, are added, in effect modifying the Froude-Krylov force. The formula 
defining force as the sum of drag, Froude-Krylov and added mass is often referred to as 
the Morison formula. This approach is generally applicable where the structure is 
relatively small compared to the wave length, as discussed in [51] [52]. Employing 
linear wave theory, the general formula in Cartesian co-ordinates for the dynamic 
pressure beneath a sinusoidal free-surface is: 
( ) ( )cosh, , cos
2 coshw
gH kzp x y z kx t
kd
ρ
ω= −
    (2.2) 
in which ρ is density of water, g is gravitational acceleration, H is wave height, k is 
wave number, ω is angular wave frequency, d is the water depth. Equation (2.2) is valid 
over the range z < d.. The wave number k satisfies the linear dispersion relation: 
2 tanh( )g k kdω = ⋅ ⋅        (2.3) 
 
To calculate the force on a hemisphere, it is convenient to convert equation (2.2) to a 
spherical co-ordinate system. A spherical coordinate system with origin at the centroid 
of the sphere (x0, y0, z0) in which θ is the angle measured from the positive side to the 
negative side in the vertical z-axis and α is the rotation about the z-axis measured from 
the x-axis in the x-y plane, is illustrated in Fig. 2.4. 
 
 
Fig. 2.4: Spherical coordinate system. 
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In spherical co-ordinates, each cartesian ordinate is written:  
0
sin cos
sin sin
cos
x a
y a
z a z
θ α
θ α
θ
=
=
= +
 
where a is the radial distance. The outward normal vector to the sphere is, 
( ) ( ), , sin cos ,sin sin , cosnx ny nz θ α θ α θ=     (2.4) 
Therefore, the pressure distribution in spherical coordinates is, 
( ) ( ) ( )0cosh cos, , cos sin cos
2 cosh
k a zgHp a ka t
kd
θρθ α θ α ω ϕ+= − +  (2.5) 
As the motion of the float is restricted to mainly vertical by use of tethers, only the 
vertical force on the body is considered and obtained by integration of the undisturbed 
pressure field about the body as, 
,FK z w zF p n dS= ∫∫        (2.6) 
Substitution of Equation (2.5) for the pressure pw and the z-axis normal of Equation (2.4) 
and expanding the integral of Equatiton (2.6) gives Equation (2.7) for the Froude-
Krylov force on a sphere of radius a with centroid at depth z0, which is measured from 
the mean water level (MWL), in water of depth d can be estimated as the following 
equation, 
( )
( )0
2
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0
2
0
2cosh
cosh cos cos sin
cos sin cos
FK z
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k a z
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ka t d
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= ⋅
  + ⋅  
  
− +   
  
∫
∫
    
(2.7) 
 
In Equation (2.7) the integral in θ is taken over θ0 < θ < pi only, that is a line along a 
right-handed semi-circle in x-z plane, since θ is rotated about z-axis by incrementing α. 
If the sphere is wholly submerged, then θ0 = 0 as z0 +a < d. If the sphere is partly 
immersed, as z0 + a > d, 
1 0
0 cos
d z
a
θ − − =  
 
       (2.8) 
For the application of the MB, only the lower hemisphere is considered, so θ0 should be 
integrated between pi/2 and pi. The wave pressure formula is only valid under the mean 
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water level (still water level) [49] and zero wave pressure is assumed above. However 
the hemi-spherical base is generally below mean water level for the cases studied here. 
 
The wave force will be modified from the Froude-Krylov force by the oscillatory fluid 
flow around the float caused by the presence of the float. This is known as an added 
mass effect and an adjustment is made in the form of a force co-efficient CFK [53]. The 
value of CFK is dependent upon the shape of the float and the flow field. For the 
hemispherical ended cylinder considered in this study, CFK is specified as 0.7 as 
suggested in [49] from comparison with experiments. Equation (2.7) becomes, 
( )
( )0
2
,
0
0
2cosh
cosh cos cos sin
2 cos sin cos
FK z FK
gHaF C
kd
k a z
d
ka t d
pi
pi
θ θ
ρ
θ θ θ
θ
θ α ω ϕ α=
= ⋅ ⋅
  + ⋅  
  
− +   
  
∫
∫
    
(2.9) 
2.2.1.3Viscous Hydrodynamic Damping Force 
This viscous force can be treated as a drag force, which represents a force exerted on a 
body as a function of the fluid density and the velocity of the body relative to the fluid. 
The drag force on the float is estimated as, 
1
2d d
F C A v vρ= − ⋅ ⋅ ⋅ ⋅ ⋅
      (2.10) 
where Cd is a drag coefficient, ρ is the density of the medium, A is cross-sectional area 
perpendicular to the fluid, v is the velocity of the body relative to the medium. The 
minus sign in Equation (2.10) indicates that this drag force is always opposite to the 
direction of the body's velocity. The drag coefficient of an oscillating body is dependent 
on several factors including fluid viscosity, shape and roughness of the body. The drag 
coefficient Cd here is determined by best-fit to data from experimental tests in which the 
float was dropped freely to the water and undergoes a response of decaying amplitude 
[49]. The empirical results suggested that the values of Cd (between 0.015 and 0.02) are 
similar to those for the friction coefficient for a flat plate in a sinusoidal flow with 
similar Reynolds number, which is a dimensionless number describing the ratio of the 
inertial force to viscous force, 
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2
0Re zω
ν
⋅
=         (2.11) 
where ω is angular wave frequency and ν is kinematic viscosity. The value of Reynolds 
number in this application should be of between 104 and 105 [49]. Damping is due to 
wave radiation as well as drag but the similarity of friction coefficient with that for a flat 
plate suggests that radiation damping is small in relation to friction drag. Based on this, 
the drag is normalised by the wetted area of the float as illustrated in Fig. 2.5. However 
it should be remembered that this is an empirical coefficient representing all forms of 
damping. 
 
 
Fig. 2.5: Viscous hydrodynamic damping force. 
2.2.2 Wave Spectra 
Although the real sea surface is irregular and consists of a series of wave-cycles of 
different length and period, an irregular wave free-surface can be described 
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approximately by using the concept of an energy spectrum. The distribution of wave 
energy among various wave frequencies is illustrated in Fig. 2.6. 
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(b). Sinewaves derived by applying Fourier series (f
,15th = 0.0676 Hz (upper), f,30th = 0.1294 Hz (second upper), f,40th 
= 0.1706 Hz (second bottom), f
,60th = 0.2529 Hz (bottom)). 
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(c). Amplitude spectrum. 
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(d). Wave spectrum. 
Fig. 2.6: The conversion process between wave record and spectrum. 
 
The concept of the wave spectrum is based on Fourier analysis. The irregular water 
surface, shown in (a), will be converted to the sum of sinusoidal waves as shown in (b). 
This is converted into the power spectrum as shown in (c) where the area under the 
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curve represents the variance. The wave spectrum, shown in (d), can be obtained from 
the amplitude spectrum, shown in (c), by using the following equation, 
( ) ( )( )
2
2
wA fS f f= × ∆        (2.12) 
where ∆f is the increment between successive discretised frequencies within the energy 
spectrum. 
This process can be conducted vice versa (i.e. from (d) to (a)) although phase 
information is lost. In this application, two different ocean spectra, such as one shown in 
(d), were applied to generate the irregular water surface with components having 
uniformly random phases. 
2.2.2.1Gaussian Spectrum 
Gaussian spectrum is the simplest version to describe reasonably the probability 
distributions of water surface elevation zw and of wave height H respectively, and is 
especially suitable for generating swell waves. The probability density of the Gaussian 
spectrum is given as, 
( ) ( )2/ 11 exp 22
pf fS f
σσ pi
 
−
 = −
  
     (2.13) 
where fp is the peak frequency of the spectrum and σ is the standard deviation of the 
spectrum. 
2.2.2.2JONSWAP Spectrum 
A wide range of empirical functions have been developed to define the power spectral 
density of a wave-field. The JONSWAP spectrum, developed by Hasselmann et al. 
(1973) as a best-fit to data collected as part of the Joint North Sea Wave Observation 
Project (JONSWAP), is widely used in offshore engineering. The formulation of the 
spectrum is based on the Pierson and Moskowitz (1968) spectrum describing a fully 
developed sea. The JONSWAP project showed that the Pierson-Moskowitz spectrum is 
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never fully attained. The spectrum maintains its development through non-linear, wave-
wave interactions even for very long times and distance. JONSWAP spectrum is 
defined by the following formula, 
( )
2
4
4 5
5( ) exp ( )
42
p rfgS f ff
α γ
pi
 
= ⋅ − ⋅ 
 
    (2.14) 
Where 
2
2 2
( )
exp
2
p
p
f f
r fσ
 
−
= − 
  
       (2.15) 
The values of the constants in Equations (2.14) and (2.15) are given as:  
0.222
100.076 U
F g
α
 
= ⋅ 
⋅ 
       (2.16) 
1
2 3
10
3.5p
gf
U F
 
= ⋅ 
⋅ 
       (2.17) 
3.3γ =         (2.18) 
0.07
0.09
p
p
f f
f fσ
← ≤ 
=  ← > 
       (2.19) 
where U10 is the wind speed 10m above the sea level, F is the distance over which the 
wind blows over with constant velocity and g is acceleration due to gravity.  
 
Fig. 2.7 shows a JONSWAP spectrum with the peak frequency fp and energy frequency 
fe and the relevant water surface (Hs = 2m, Tp = 10s) while a Gaussian spectrum with the 
peak frequency fp and energy frequency fe and relevant water surface elevation (Hs = 2m, 
Tp = 10s) is displayed in Fig. 2.8 for ease of comparison. By applying the process 
illustrated in Fig. 2.6, the random water surface can be constructed by extracting the 
information contained in the spectra. 
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(a). JONSWAP spectrum. 
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(b). Water surface elevation. 
Fig. 2.7: JONSWAP spectrum with peak frequency fp and energy frequency fe and water surface elevation. 
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(a). Gaussian spectrum. 
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(b). Water surface elevation. 
Fig. 2.8: Gaussian spectrum with peak frequency fp and energy frequency fe and water surface elevation. 
 
It is seen, in Fig. 2.7, that the peak frequency fp represents the frequency at the 
maximum value of the spectral density S(f) while the energy frequency fe is the 
frequency at the centroid of the JONSWAP spectrum. The irregular water surface 
displayed in (b) is widely varied in amplitude and “lumpy” in shape, which represents 
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the typical wind waves [41] [47] [52]. However, it is realised, in Fig. 2.8, that the peak 
frequency fp and energy frequency fe are coincident at the maximum spectral density of 
the Gaussian spectrum in (a). The water elevation in (b) is substantially regular and 
smooth in shape with various wave heights and wave periods. This corresponds to the 
swell sea-states mentioned in the Introduction. 
2.2.3 Mechanical Aspect 
The mechanical system of the MB is depicted in Fig. 2.9. The input shaft and the float 
can be considered as a mechanical oscillator. Oscillatory motion is generated when the 
float responds to the excitation force from waves and is transmitted to the pulley in the 
drive-train. This motion is rectified to a uni-directional rotation by the clutch, which the 
engagement is determined by two criteria: 
ωp ≥ ωm → Engaged 
τc ≤ 0 → Disengaged 
where τc is the torque transmitted through the freewheel. 
It is recognised that the oscillating power on the input shaft is dependent on the 
combined weight of the float mass mf and the counter-weight mass mc (i.e. mf + mc), 
which also determines the natural frequency of the device f0, which will be seen, in next 
chapter, as an important factor to maximise the power extraction.  
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Fig. 2.9: The mechanical system of the Manchester Bobber. 
 
The device natural frequency f0 can be derived from the rate of change of restoring force 
with displacement Sr and the total mass of the system m when in still water: 
2
0rS mω=         (2.20) 
Re-arranging this, 
0
1
2
r
Sf
mpi
=         (2.21) 
For many wave energy converter systems (e.g. [39]), the buoyancy force varies linearly 
with displacment and so Sr may be interpreted as the rate of change of buoyancy force 
with infinitesimal displacement about the mean water line and f0 is constant. However, 
for the MB, Sr is a summation of the rate of change of buoyancy force Fbuoy and the 
tether force Ftether. Both of these forces may vary with float displacment and so the 
restoring stiffness is not linear. As a result, the device actually has a small range of 
nearly natural frequencies instead of having a fixed natural frequency. Fig. 2.10. shows 
the hydrostatic stiffness with draft for different WECs with a same diameter of 10 m. 
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Fig. 2.10: Stiffness curve of two different WECs (hemispherical-bottom cylinder (dashed) and flat-bottom 
cylinder (solid)). 
2.2.3.1Gravitational Force and Tether Force 
There is always a downward gravitational force Fg = mfg acting on the float as shown in 
the figure below, 
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Fig. 2.11: The gravitational force Fg. 
 
The motion of the float is restricted to mainly vertical in waves by the implementation 
of tethers. As stated in [49], the tethers can slightly enhance the vertical motion of the 
float. The tether force, Ftether, is generated when the float goes up and down. Fig. 2.12 
displays the plan view of the float with tethers. Due to only heave motion considered 
and displacement of the tethers, the horizontal components of Ftether cancel each other. 
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Fig. 2.12: The top view of the float with tethers. 
 
Three horizontal components of Ftether are arranged approximately 120 degrees apart 
and pointing outward from the float. Therefore, they cancel each other under normal 
circumstances. The analysis of the vertical component of Ftether is shown in Fig. 2.13, 
 
 
Fig. 2.13: Tether force when the float at its vertical extreme (solid) and mean position (dashed). 
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From Fig. 2.13, two equations can be derived to describe ∆l by applying the 
trigonometric relation between α and β, shown in the following, 
sinvl l β∆ =         (2.22) 
(1 cos )∆ = − αhl l        (2.23) 
Using the trigonometric identity of 1 cossin
2 2
A A−
= ± , Equation (2.23) becomes, 
22sin
2h
l l α∆ =
        (2.24) 
Combining Equation (2.22) and (2.24), 
2sin 2sin
2v h
l l αβ =
       (2.25) 
α and β are both assumed very small, so two approximations can be made, 
sinα α≈
        (2.26) 
sin β β≈         (2.27) 
Hence, Equation (2.22)and (2.24) become, 
vl l β∆ = ⋅         (2.28) 
2
2( )
2h
l l α∆ =         (2.29) 
Therefore, Equation (2.25) would turn out to be, 
2
2
h
v
ll αβ ⋅⋅ =         (2.30) 
After that, the forces on the tethers will be examined. As all tethers are the same, only 
one tether is depicted below for ease of illustration. 
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Fig. 2.14: The free-body diagram of the forces on a tether at vertical extreme (solid) and mean position 
(dashed). 
 
By Newton’s law, three equations can be obtained as, 
sin cos
h vy l l tether
F F F m gα β⇒ + =∑     (2.31) 
cos sin
h vx l l
F F Fα β⇒ =∑       (2.32) 
3 sin
htether l
F F α= ⋅        (2.33) 
Note that Equations (2.31) and (2.32) are the sum of vertical force and horizontal forces 
respectively, the number of three in (2.33) represents the number of tethers around the 
float. From Equation (2.32),  
cos
sinv hl l
F F αβ=         (2.34) 
Substitute Equation (2.34) into Equation (2.31), 
cos
sin cos
sin
cos(sin cos )
sin
h h
h
l l tether
l tether
F F m g
F m g
α
α ββ
β
α α β
+ =
+ =
 
cos(sin cos )
sin
h
tether
l
m gF β
α α β
=
+
      (2.35) 
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By applying the fact that α and β are close to zero, Equation (2.35) can be further 
reduced to, 
, as cos  and cos 1
1
sin 1
sin
h
tether
l
m gF α β
α β
⇒ = ≈
 
+ × 
 
 1
, as sin
sin1
sin
h
tether
l
m gF αβ
β
⇒ = >>
 
 
 
 
sin
hl tether
F m g β= ×        (2.36) 
Then, Equation (2.36) is substituted into Equation (2.33) to estimate Ftether, 
3 sin sintetherF mg β α= ⋅ ⋅ ⋅       (2.37) 
According to Fig. 2.13, it is recognised that sin f
h
z
l
∆
α = , and β is very small, so sin β ≈ 
β and Equation (2.30) becomes applicable as,  
2
2
2
1 ( )
2 2
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v v h
f
h v
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l l
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⋅
∆
∴ ≈
 
Equation (2.37) is developed into, 
2
3
2
f f
tether tether
h h v
z z
F m g
l l l
∆ ∆
= ⋅ ⋅ ⋅
 
3
2
3
2
tether
tether f
h v
m gF z
l l
= ⋅ ∆        (2.38) 
From Equation (2.38), Ftether is clearly zero when the float is static at the mean water 
level. The magnitude of Ftether is dependent upon the vertical float displacement, tether 
mass, and the length of tether cables. The heavier the tether mass, the greater Ftether will 
be. The horizontal tether cables have more influence on Ftether than that in the vertical 
tether cables. The characteristic of Ftether is plotted in Fig. 2.15. It is seen that the force 
is roughly linear where the angles α and β are small as assumed in the derivation. 
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Fig. 2.15: Tether force Ftether of various float displacements. 
2.2.3.2Force Transmitted from Tension in Supporting Cable 
It is worth mentioning that the dynamics of the counterweight are not analysed. 
Therefore, the counterweight pulley is assumed to be locked effectively to the main 
float pulley with the counterweight support cable being taut at all times. As mentioned 
in [49], there is a possibility that the float support cable becomes slack, as this directly 
relates to Ff. It is, thus, necessary to model the slackness of the cable. However, only the 
changes from slack to taut of the cable are examined, because the opposite change has 
nearly no effect on the velocity of the float. The approach taken is to consider the cable 
as a spring S of stiffness ks with a damper RD of a constant damping kds to represent the 
elasticity of the cable, as illustrated in Fig. 2.16. 
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Fig. 2.16: The representation of slack cable modelling. 
 
In Fig. 2.16, the position of the float is specified by zf (from the mean water level to the 
bottom of the float) and the extension of the spring ∆z is represented by (zf – zs), where 
zs is the equivalent position relevant to the rotational position θp on the pulley.  
 
From Newton’s law, an equation can be derived to describe the situation, 
f f R Sm z F F F
••
∆ = + +        (2.39) 
in which the spring force is FS = - S ∆z and the damper force is FR = - R∆z 
Assuming the spring and the damper have linear characteristics, ks and kds are 
coefficients of proportionality, independent from the displacement and from the velocity 
vf = z
‧
f. Therefore, a linear differential equation with constant coefficients is obtained by 
applying Newton’s law, 
f f f fF Sz R z m z
• ••
= + +       (2.40) 
in which an overdot denotes differentiation with respect to time t. 
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Some simplification can be made before applying Equation (2.40) into the MB. Since 
the supporting cable is connected to a pulley, the pulley will be rotating when an 
external force applied to the bottom of the float. Thus, the effect from the term of 
f fm z
••
 in Equation (2.40) becomes very small and can be ignored. Therefore, the force 
transmitted through the cable can be defined as, 
( )f s f s ds f p f pF k x x k v r v rθ θ• • = − + − − 
 
    (2.41) 
where f sx x−  and f pv r
•
− θ
 are equivalent to z and v respectively. The modulus sign 
indicates that the system is oscillatory. The slack cable condition starts when Ff is 
negative and finishes at the point of zs ≥ rpωp. There are two possibilities happening 
when the cable is slack,  
, if s f f sv v z z= <        (2.42) 
or when the cable is relaxing, 
( )
, if s f ss f f s
ds
k z z
v v z z
k
−
= + =
     (2.43) 
The latter possibility represents the spring relaxing. 
 
In Equation (2.41), Ff is dependent upon the elasticity of the suspended cable (ks and 
kds). Ff is also subjected to the slack cable conditions: Ff is clearly zero when the cable is 
relaxing and it is assumed that Ff is zero when the cable is being slack. 
2.2.4 Electrical Aspect 
Due to the time scale difference between the hydrodynamics and electrical dynamics, 
high frequency fluctuations within the electrical system will not influence the 
mechanical system. Therefore, the generator and converter reduces to a simplified 
mechanical representation as shown in Fig. 2.17. 
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Fig. 2.17: The simplified mechanical representation of full-converter topology [48]. 
 
The induction generator and its converter are represented in the Laplace domain. The 
forward loop gain 1/(Js) combines with the difference between mechanical torque τm 
and electromagnetic torque τe to give the rotor speed of the generator ωr. The output 
power from the generator P is the product of the rotor speed ωr and generator 
electromagnetic torque τe. Fig. 2.18 shows the simulations of the active power from 
different generator models. The graph contains the outputs from a 5th-order model 
(stator and rotor transients included), 3rd-order model (only rotor transient considered) 
and 1st-order model (steady state model). A disturbance is applied at t = 0.2 s and 
removed at t = 0.35 s. It is seen that the 5th-order model and 3rd-order model oscillate at 
50 Hz and 9 Hz respectively whilst recovering from the disturbance but no oscillations 
are observed in the 1st-order model. However, the active powers from the models are the 
same in steady state. Since oscillations within the mechanical system occur at 
frequencies less than 1 Hz (typically around 0.1 Hz), high frequency oscillations are not 
expected to affect device performance. In view of this, a 1st-order generator model is 
employed for computational efficiency.  
 
Chapter 2: System Configurations of Manchester Bobber   
 
 
 
 - 65 - 
0 0.2 0.4 0.6 0.8 1
200
300
400
500
600
700
800
t [s]
P  
[kW
]
1st-order model
3rd-order model
(9 Hz)
5th-order model
(50 Hz)
 
Fig. 2.18: Comparison of active power from different generator models [54]. 
2.3 Validation of the EMTDC Numerical Model 
The numerical MB models, for regular and irregular waves, built in EMTDC 
(ElectroMagnetic Transient including DC) are based on the numerical MB model 
written in FORTRAN, which has been validated by the experimental results in [49]. 
Therefore, the FORTRAN code is used as a foundation to the validation of the EMTDC 
code, which is utilised for the simulations in this project. Fig. 2.19 shows the float 
responses from both codes in a regular wave condition (H = 2 m, T = 7 s). 
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Fig. 2.19: The output comparison of shaft (solid) and pulley (dashed) velocity from FORTRAN (thick) and 
EMTDC (thin) model in regular waves (H = 2 m, T = 7 s). 
 
It is seen that there is no noticeable deviation found. Therefore, it is said that the 
EMTDC code works acceptably in regular wave conditions. Fig. 2.20 shows the float 
responses from both codes in an irregular wave condition (Hs = 2 m, Tp = 9 s). 
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Fig. 2.20: output comparison of shaft (solid) and pulley (dashed) velocity from FORTRAN (thick) and EMTDC 
(thin) model in irregular waves (Hs = 2 m, Tp = 9 s). 
 
There is not any significant difference appearing on the graph. Hence, an interim 
conclusion is drawn to say that the EMTDC model works satisfactorily either in regular 
and irregular wave conditions. 
2.4 Conclusions 
The system configuration and operation of the MB wave energy converter are described. 
The interaction between hydrodynamic and mechanical systems is examined. The 
modelling assumptions of the electrical generator system are presented. By using these 
assumptions, the electrical interface can be simplified to a first-order representation in 
order to increase the calculation efficiency. The numerical EMTDC model consists of 
the MB drive-train and the electrical system is presented and the code is validated 
against the earlier model written in FORTRAN. 
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Chapter 3 Control Strategies 
3.1 Introduction 
This section provides an overview of four control strategies, which have been under 
scrutiny. Firstly, two major control strategies, reactive control and latching control, are 
reviewed. A feasibility study is done on both strategies to determine whether they are 
suited for the device. It will be shown that both control strategies are not viable for this 
device. Secondly, the static characteristic method, which is similar to the maximum 
power curve implemented in wind energy, is examined. Within this section the 
optimisation of the drive-train parameters is also undertaken. It will be demonstrated 
that the power extraction is considerably improved if these drive-train parameters are 
properly tuned. Thirdly, an historical data approach is implemented in which the 
average generator rotor speed is used to obtain a reference value of electromagnetic 
torque. The final sub-section illustrates that the high rate of change of electromagnetic 
torque, caused by implementing the static characteristic strategy, is significantly 
reduced by the use of a PI controller with a proper selection of PI terms. 
3.2 Review of Control Strategies 
In order to maximise the energy extraction from waves, two conditions must be satisfied: 
these are referred to by Falnes [39] as amplitude- and phase-conditions. The phase 
condition requires that the velocity of the body has to be in phase with the wave-
induced excitation force acting on the body. This condition is inherently achieved in 
regular waves if the natural frequency of the oscillating body is equal to the wave 
frequency. The optimum amplitude condition is achieved where the amplitude of the 
radiated waves (i.e. the waves generated by the oscillating body radiating back into the 
Chapter 3: Control Strategies   
 
 
 
 - 69 - 
sea) is exactly half the amplitude of the incident waves. References [45] [39] [40] 
describe the amplitude and phase-conditions. References [57] [58] [59] [60] provide 
applications of control techniques. 
 
In practice, the amplitude control of WECs is limited [39]. Because of the physical 
limits imposed on the optimum amplitude control, most control strategies proposed 
have been focused on the optimum phase control. The optimum phase condition can be 
approximately achieved by shifting the WEC’s resonance bandwidth to contain the 
wave frequency as shown in Fig. 3.1.  
 
Half peak power
Peak power
Frequency (Hz)
Original resonant 
bandwidth
Regular wave 
spectrum
Shifted resonant 
bandwidth
 
Fig. 3.1: The bandwidth of a WEC with reactive control. 
 
It is seen that the resonant bandwidth is shifted to contain the wave spectrum peak in 
order to achieve the resonant condition. The resonance bandwidth is dependent on the 
geometry of the WEC. However, the trend of WEC design has tended towards smaller 
physical size due to lower capital cost. This leads to the resonance bandwidth becoming 
relatively narrow [39]. The working principle of a phase control strategy is aimed at 
introducing a phase shift to compensate for the difference between the device natural 
frequency and wave frequency. There are two main phase control strategies; continuous 
and discrete control. The continuous control means that the phase shift is continuously 
adjusted according to the wave conditions, for example using reactive control described 
below. Instead of using reactive control, discrete control, such as latching control, 
provides an alternative to obtain the approximate “sub-optimum”.  
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3.2.1 Reactive Control 
Reactive control was developed by Salter in the middle of 1970’s for his wave energy 
converter, the Edinburgh Duck [40]. The efficiency band of the WECs can be widened 
to either side of the resonance band by implementing this strategy. The resonant period 
of the primary moving part (i.e. the float in this case) is required. The inertia of this 
primary moving part includes the inertia of the adjacent water (i.e. the added mass). Fig. 
3.2 shows a simple schematic of a wave energy converter, consisting of a single float 
restricted to oscillate in heave only. 
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Fig. 3.2: The generic wave energy converter. 
 
The system is shown as a simple mechanical oscillator, which includes a spring and a 
damper with spring constant ks and damping constant kds. The spring represents the 
buoyancy of the float. If the system is resonating in waves, the maximum potential 
energy stored in the spring and the maximum kinetic energy of the mass are the same. 
The amplitude will solely depend upon the damping and the wave force is in phase with 
the body’s velocity. Off resonance the efficiency will decrease . Finally there is also 
damping due to wave radiation. Reactive control attempts to introduce continuously a 
phase shift through the power take-off force, so the device will continue to act as a pure 
damper. 
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The reactive control sounds robust and simple. However, the implementation of the 
reactive control is substantially challenging in practice due to two factors. Reactive 
control in an off-resonance device and, firstly, requires a reverse operation of the power 
conversion mechanism; it means that the generator may act as a motor for parts of a 
cycle whilst the wave frequency is higher than the natural frequency of the system. 
Therefore, it is not suitable for devices in which reverse power operation is impossible 
or undesirable, such as the present WEC. Secondly, this control requires knowledge of 
approaching waves. Hence, the performance of the device will depend on the accuracy 
of the wave prediction. It thus appears that reactive control is unlikely to be useful for 
the present wave energy device.  
3.2.2 Latching Control  
Latching control is a particular type of “phase control” which was originally proposed 
by Budal and Falnes (1978) [39] [40] [43] [44] to improve the performance of their 
heaving buoy. The working principle is to lock the motion of the oscillating body as its 
velocity vanishes at the end of one oscillation, and release the body at a later time, such 
that its velocity will be in phase with the excitation force whilst maximum. Fig. 3.3 
illustrates how the latching control works during a regular wave condition. 
 
 
Fig. 3.3: The buoy displacement, buoy velocity and regular waves [56]. 
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It is seen that the float is stationary for a short period during every cycle (e.g. t = 11 to 
14 s, 23 to 27 s), and during this interval the applied force passes through zero. It is then 
released at a point that will make the velocity of the float in phase with the wave force 
whilst the wave force is near maximum. Under these circumstances, the determination 
of the latching period will be the critical factor especially in irregular wave conditions. 
Determining the latching period requires accurate knowledge of the incoming waves 
into the near future [39] [57] [58] [59]. According to [60], the shortest length of the 
incoming wave prediction time window is approximately equal to the device natural 
period 1/f0. 
 
The latching control strategy is only possible if an external force can be arbitrarily 
specified, and such a system was used by AWS [43] [39] [60]. For the drive-train 
studied here, the damper and float are only coupled whilst the float descends. In this 
case, the velocity is only reduced over part of the wave cycle rather than maintained at 
zero for a defined interval as illustrated in Fig. 3.4. 
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Fig. 3.4: The shaft velocity ωm (solid) and the pulley velocity ωp (dashed). 
 
One way in which the float could be held stationary is to apply sufficient 
electromagnetic torque τe, to counteract mechanical torque τm, through the generator. 
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The float would be stationary as it is latched just after the top of a crest as depicted in 
Fig. 3.5, 
 
 
Fig. 3.5: System under a regular wave condition. 
 
When the waves move to the right from t0 to t1, the float will be stationary. If the 
induction generator is a 4-pole, 500 kW machine, the rated speed of the generator is 
typically 1500 rpm or 157.08 rad/sec. When the freewheel is engaged, the 
electromagnetic torque τe required in the generator shaft to hold the float stationary can 
be estimated as, 
( )2m out in c c f p c c l f
e
r
d J J m r m gr m gr
dt
g
ω
τ τ
τ
+ + + − − −
=
  (3.1) 
where τf is the frictional torque of the input shaft and τl is the torque required at clutch 
side of gearbox to overcome friction in gearbox, flywheel, generator and all bearings, 
which both have a value of 20 Nm as the drive-train is stationary. gr is the gear-box 
ratio (20:1). 
 
The relevant current required to hold the float stationary can be estimated by analysing 
the equivalent circuit of the induction machine [67] [68] [69]. Fig. 3.6 shows the exact 
and approximate equivalent circuit for an induction machine referred to its stator 
(primary).
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(a) Exact equivalent circuit. 
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(b) Approximate equivalent circuit. 
Fig. 3.6: Exact and approximate per-phase equivalent circuit of the induction machine. 
 
The exact equivalent circuit can be simplified by moving the magnetising branch to the 
stator terminals as shown in Fig. 3.6 (b). Although the exact equivalent circuit should be 
used for accurate performance predictions, it is however more complicated to analyse. 
For the purposes of this study, the approximate per-phase equivalent circuit is used.  
 
The relation between the torque and slip dependent rotor current is expressed in the 
equation. 
'2 '
2 23e
sync
I R
s
τ
ω
= ×
        (3.2) 
where s is the slip which represents the relative speed given by, 
sync m
sync
s
ω ω
ω
−
=         (3.3) 
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where ωsync is the synchronous speed which represents the angular speed of the rotating 
electromagnetic field in the stator. 
Rearranging Equation (3.2) and substituting the relevant values for the parameters, the 
secondary current I2’ can be calculated, 
'
2 '
23
e syncsI
R
τ ω
=
⋅
       (3.4) 
where R2’ is the rotor resistance referred to the primary which is assigned a value of 7.5 
mΩ [68]. 
'
2 13689.4 13.7  at slip 1I A kA s= = =  
The generator power rating Prate will be, 
3
rate line lineP V I= × ×        (3.5) 
It reasonably assumes that I2’ ≈ Iline due to (R1 + R2’) + jx) << (RM + jXM) when the slip s 
= 1. Therefore Equation (3.5) is further simplified as, 
'
23 690rateP I≈ × ×  
3 690 13689.4 16.4 MW
rateP ≈ × × =
 
As the calculation indicates, it is unlikely to be feasible to apply latching control in the 
device if the generator rating of 500kW is used. A larger rating generator may be able to 
sufficiently stop the float. However, it may not be economically desirable (i.e. greater 
capital cost). Power loss may be caused when the drive-train re-rotates after the latching 
period due to larger friction experienced while the drive-train is stationary. Therefore, a 
conclusion is drawn here to say that the latching control is not viable for the wave 
energy converter studied here. Instead of holding the float stationary, it will be shown 
that slowing the float to close the gap between wave frequency and device frequency is 
a solution to the control problem in the Section 3.3. 
3.2.3 Control Strategy Used in Wind Energy 
The, reactive and latch control strategies presented in the previous sections are designed 
to control the motion of the body relative to the waves. However, the control of the 
body in the MB WEC is limited due to lack of a direct control mechanism to the body. 
The wind turbine control strategy, which addresses the control of the force (i.e. the 
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electromagnetic torque applied to the generator) due to the reactor (i.e. the blades), will 
be discussed in this section because of its similarity to the MB WEC.  
 
Fig. 3.7 shows the block diagram of a variable speed wind turbine with a squirrel-cage 
induction generator. This configuration allows a de-coupled operation of the generator 
and grid side converter. It, therefore, facilitates the implementation of effective controls 
and results in higher efficiency [54] [55].  
 
 
Fig. 3.7: The block diagram of a variable speed wind turbine based on induction generator. 
 
It is recognised that the control is dependent on the reference torque τref from the 
maximum power curve. Indeed, the control strategy for variable speed wind turbines is 
aimed at operating the system on the maximum power curve, which is constructed by 
the performance curve of the tip speed ratio λtip against the power co-efficient Cp as 
shown in Fig. 3.8 (a). 
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(a) Power co-efficient curve. 
 
(b) Wind turbine. 
Fig. 3.8: The performance curve of an 80 m diameter wind turbine.  
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The co-efficient Cp is the ratio of the power extracted from the wind by the wind turbine 
to the available power in the air, and is given by, 
Power extracted
Power available
ex
p
wind
PC
P
= =      (3.6) 
where the available power in the air Pwind is given by, 
31
2wind r
P A Uρ=        (3.7) 
The tip speed ratio is defined as, 
b r
tip
r
U
ωλ =         (3.8) 
where ωb is the blade velocity. rr is the radius of the rotor. U is the wind speed. 
By multiplying the gearbox ratio gr, the generator rotor speed ωr can be acquired, 
r b rgω ω= ⋅         (3.9) 
By substituting different values for the wind speed into Equation (3.7) and (3.8), the 
extracted power for different wind speeds can be obtained and plotted against the 
generator rotor speed as illustrated in Fig. 3.9 (a). 
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(a) Maximum power curve (-■-) for an 80m diameter wind turbine. 
 
(b) Extracted power against wind speed. 
Fig. 3.9: The operating regions of variable speed wind turbines [55]. 
 
It is realised in Fig. 3.9 (a) that the maximum power curve is constructed by linking the 
highest point of every power curve in different wind speeds. By using the equation of Pe 
= τeωr, the corresponding electromagnetic torque τe can be obtained for the maximum 
power curve. This electromagnetic torque curve is input into a look-up table to give the 
control required for the generator rotor speed. An advantage is its simplicity because the 
derivation of the reference value under different operating conditions has been defined 
off-line considerably reduces the complexity of the control system.  
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Fig. 3.9 (b) shows the operating regions for a variable speed wind turbine. The 
operating point is kept on the maximum power curve by implementing the fast power 
electronic converter. When the extracted electrical power Pe reaches the rated power of 
the generator, the pitch control will activate to reduce the input power from the wind 
and keep the extracted power at the rated power level for higher wind speeds. The wind 
turbine is stopped from operating when the wind speed is higher than 25 m/s in order to 
prevent it from damage. 
3.3 Static Characteristic 
In this control strategy, a system parameter is measured and stored in a look-up table to 
provide the required control action. Static characteristic control is used in many 
applications including wind energy [61] [62] [65] and High Voltage Direct Current 
(HVDC) in electric power transmission systems [63]. 
 
The shape of the static characteristic curve cannot be constructed in the same way as the 
maximum power curve used in wind energy since the wave power is dependent on 
several parameters and the relationship of these to device power capture is not clearly 
defined. Therefore, a different approach was taken to develop the static characteristic 
for the MB device [64]. The static characteristic is shown in Fig. 3.10. The static 
characteristics can be divided into three regions; the first region is the linear ramp-up 
and it is given by, 
r
ref rate
rate
K ωτ τ
ω
= × ×        (3.10) 
where ωrate is the rated speed of the generator. The co-efficient K is defined as the 
gradient of the ramp-up in τref in per-unitised (normalised) value. 
, . .
, . .
ref
ref p urate
r r p u
rate
K
τ
ττ
ω ω
ω
∆
∆
= =∆ ∆
       (3.11) 
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The second region is the plateau at the rated electromagnetic torque τrate. The third is 
constant power region, where τref is decreased according to, 
rate
ref
r
P
τ
ω
=         (3.12) 
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 Fig. 3.10: Different regions in static characteristic. 
 
It is realised that these three regions are determined by the co-efficient K, which 
controls the rate of change of τref in region 1 and consequently determine the extent of 
region 2 and 3. Any value of K below 1 would result that τref never reaches τrate while 
higher values of K would shift the interface between region 1 and 2 to the left. The 
system configuration and the simplified representation for the generator and its 
controller are shown in Fig. 3.11, 
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(a) The block diagram of the electrical interface. 
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(b) The block diagram of the first-order representation of the electrical interface. 
Fig. 3.11: System configuration and simplified electrical interface model with static characteristic. 
 
The generator rotor speed ωr is measured on-line and substituted into the static 
characteristic curve to give the electromagnetic torque reference τref. The difference 
between the mechanical torque τm and electromagnetic torque τe is divided by the 
system inertia J to determine the acceleration of generator rotor dωr/dt. An integrator 1/s 
(shown in Laplace domain) is used to calculate ωr and the output power P is only the 
product of ωr and τε as illustrated in Fig. 3.11 (b). Fig. 3.12 depicts a simulation run to 
show the electromagnetic torque and output power from two different values of K. 
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(c). Power P. 
Fig. 3.12: Time variation of generator response due to irregular wave defined by JONSWAP spectrum with 
significant wave height 2 m and peak period 10 s. For K = 1 (thin) average power output Pav = 92 kW and 
maximum rate of change of torque dτe,max/dt = 8 kNm/s. For K = 10 (thick) Pav = 126 kW and dτe,max/dt = 30 
kNm/s. 
 
Fig. 3.12 illustrates the different system response to an irregular wave excitation when 
the static characteristic gradient K is increased by a factor of 10. The average power Pav 
from K = 10 is approximately 36 % more than that from K = 1. However, this power 
increase is accompanied by an increase of the rate of change of electromagnetic torque 
dτe,max/dt. The maximum rate of change of electromagnetic torque increases by a factor 
of 2.75 which may damage the device. Hence, optimisation is aimed at increasing Pav 
while keeping dτe,max/dt low. A series of simulations has been carried out to decide a 
suitable value for K and the results are plotted in Fig. 3.13. 
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(a) The average output power Pav. 
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(b) The maximum rate of change of electromagnetic torque dτe,max/dt. 
Fig. 3.13: Average output power P and Maximum rate of change of electromagnetic torque dτe,max/dt of 
different values of gain K under various sea-states. 
 
It is evident that dτe,max/dt generally increases with K. Therefore, the value of K has to be 
decided to prevent the device from damage due to the high value of dτe,max/dt whilst 
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attaining relatively high power output. Based on this consideration, the value of 5 is 
chosen for K for a sensible balance between P and dτe,max/dt. Higher values of K do not 
provide any noticeable increase of power output but result in a linear increase of 
dτe,max/dt.  
3.3.1 Generator Poles 
The number of poles in a machine determines the synchronous speed nsyn, which 
represents how fast the magnetic field rotates in the stator [67] [68] [69]. The relation 
between them is expressed as, 
120 a
syn
f
n
p
×
=         (3.13) 
Where fa is the applied grid frequency in Hz, p is number of poles, nsyn is in rpm.  
If fa was fixed at 50 Hz, nsyn would be purely dependent on p. Fig. 3.14 illustrates 
graphically the variation of torque speed characteristics in generators with different 
number of poles, 
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Fig. 3.14: Torque speed characteristics. 
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The synchronous speed nsyn decreases as the number of poles p, which is always an even 
number, increases. The maximum torque τmax, also called pullout torque, as contained in 
the torque speed characteristics, increases when p increases as long as the machine 
rating is unchanged. The static characteristic for different generator poles is shown in 
Fig. 3.15.  
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Fig. 3.15: Static characteristics of different generator poles. 
 
Although the value of K, equal to 5, is unchanged, the ramp-up of τe becomes steeper 
due to the increase of τrate. A simulation run to show the electromagnetic torque and 
power variation from two different generator poles for a sea state is displayed in Fig. 
3.16. 
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(b). Electromagnetic torque τe. 
t [s]
150 160 170 180 190 200 210 220 230 240 250
0
200
400
600
P 
[k
W
]
t [s]
 
(c). Power P. 
Fig. 3.16: Time variation of generator response due to irregular wave defined by JONSWAP spectrum with 
significant wave height 2 m and peak period 10 s. For 4-pole generator (thin) average power output Pav = 126 
kW and maximum rate of change of torque dτe,max/dt = 13 kNm/s. For 6-pole generator (thick) Pav = 144.1 kW 
and dτe,max/dt = 30 kNm/s. 
 
It is seen that a significant increase in average output power Pav and maximum rate of 
change of electromagnetic torque dτe,max/dt occurs. A series of simulation was 
performed for different numbers of generator poles. The results indicate that the more 
poles produce the higher output power, P. However, the maximum rate of change of 
electromagnetic torque dτe,max/dt also increases with more poles. Fig. 3.17 shows the 
simulation results. 
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(a) The average output power Pav. 
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(b) The maximum rate of change of electromagnetic torque dτe,max/dt. 
Fig. 3.17: Average output power and maximum rate of change of electromagnetic torque from different 
numbers of generator poles and wave periods (Hs = 2 m). 
 
As results suggested, an 8-pole generator is a compromise in terms of balance between 
Pav and dτe,max/dt, as mentioned in the previous section. 
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3.3.2 Flywheel Inertia 
The flywheel is used as short-term kinetic energy storage in the drive-train. The stored 
energy maintains the rotation of the drive-train in the period of disengaged free-wheel. 
The rate of drive-train deceleration is dependent on the electromagnetic torque τe 
applied to the generator. To facilitate the comparison, time-histories of generator load 
and output for two different flywheel inertias are displayed in Fig. 3.18. The same 
wavefield is shown for ease of comparison. 
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(b). Electromagnetic torque τe. 
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(c). Power P. 
Fig. 3.18: Time variation of generator response due to irregular wave defined by JONSWAP spectrum with 
significant wave height 2 m and peak period 10 s. For 250 kgm2 flywheel (thin) average power output Pav = 
188 kW and maximum rate of change of torque dτe,max/dt = 27 kNm/s. For 500 kgm2 flywheel (thick) Pav = 214 
kW and dτe,max/dt = 19 kNm/s. 
 
A significant improvement in the average output power Pav and reduction in the 
maximum rate of change of electromagnetic torque dτe,max/dt is found by implementing 
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a heavier flywheel. Four different flywheel inertias Jfw have been tested in the numerical 
model. The results are plotted in Fig. 3.19, 
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(a) The average output power Pav. 
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(b) The maximum rate of change of electromagnetic torque dτe,max/dt. 
Fig. 3.19: Average output power and maximum rate of change of electromagnetic torque from different 
flywheel inertias and wave periods (Hs = 2 m). 
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Based on the results, a heavier flywheel increases power output and reduces the 
maximum rate of change of electromagnetic torque. Although a 750 kgm2 flywheel 
provides maximum average power, a 500 kgm2 flywheel has been chosen which shows 
little change and is more economical. Fig. 3.20 shows the physical dimensions of 
different flywheel inertias. 
 
 
Fig. 3.20: Dimensions of different flywheel inertias. 
 
It is assumed that the flywheel comprises a solid cylinder. 
The flywheel density ρfw is given by, 
fw
fw
fw
m
V
ρ =         (3.14) 
where mfw is the mass of the flywheel and Vfw is the volume of the flywheel. 
The inertia of the flywheel (cylinder shaped) Jfw is defend as, 
21
2fw fw fw
J m r= ⋅ ⋅
       (3.15) 
where rfw is the radius of the flywheel. 
Combining Equations (3.14) and (3.15), the volume of the flywheel Vfw is given by, 
2
2 fw
fw
fw fw
J
V
rρ
⋅
=
⋅
        (3.16) 
The volume of the cylinder shaped flywheel is obtained by, 
2
fw fw fwV w rpi= ⋅ ⋅        (3.17) 
where wfw is width of the flywheel. 
If wfw is decided and Equations (3.16) and (3.17) are combined, the radius of the 
flywheel rfw is determined, 
4
2 fw
fw
fw fw
J
r
wpi ρ
⋅
=
⋅ ⋅
       (3.18) 
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It is assumed that the flywheel is made up of lead, which has density value of 11340 
kg/m3 and the width of the flywheel is fixed at 0.1 m. The physical dimensions of 
different flywheel inertias are tabulated in Table 3.1. 
 
Flywheel 
inertia (kgm2) 
Width of the 
flywheel (m) 
Radius of the 
Flywheel (m) 
Volume of the 
flywheel (m3) 
Weight of the 
flywheel 
(tonne) 
100 0.1 0.4868 0.0744 0.8437 
500 0.1 0.7279 0.1644 1.8643 
750 0.1 0.8055 0.2039 2.3122 
Table 3.1: Dimensions of different flywheel inertias. 
 
A 500 kgm2 flywheel is chosen because its performance is only slightly lower (around 5 
%) than that in a 750 kgm2 flywheel (Figure 3.14) but the material needed is 22.5 % less 
than a 750 kgm2 flywheel. 
3.3.3 Proportional-Integral (PI) Controller Studies 
The preceding sections show that by use of a static characteristic and appropriate 
selection of generator poles and flywheel inertia average power outputs in the range of 
92-214 kW may be obtained whilst the maximum rate of change of electromagnetic 
torque is limited to 8-19 kNm/s, in the sea-state of Hs = 2 m and Tp = 10 s. However, the 
maximum average power is only obtained when the rate of change of electromagnetic 
torque is high (18 kNm/s at 214 kW). In this section, it is shown how a Proportional 
Integral (PI) controller may be employed to maintain high power output whilst reducing 
the infrequent but large rates of electromagnetic torque change associated with a static 
characteristic.  
 
The PI controller is an important element in a closed loop control system [70]. Its output 
is dependent on the input, which is essentially the difference between the reference 
value and the actual system output value, as shown in Fig. 3.21. 
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Fig. 3.21: The block diagram of a closed loop control system. 
 
It can be seen in Fig. 3.21 that the whole system can be divided into a number of basic 
subsystems. The overall input to the system is the required value of the variable (i.e. the 
reference torque τref from the static characteristic in this case) and the output is the 
actual value of the variable (i.e. electromagnetic torque τe). The comparison element is 
used to generate the error signal from the reference and actual output signal. This error 
signal is then fed to the control element to decide the required action to eradicate the 
error. When a required action is decided, the controller will produce a change in the 
process to remove the error. This corrective signal u is then used to control the process 
element, which in this case is the MB system. It can be seen that the PI controller 
constitutes two controller components; proportional and integral controller. Its output is 
given by, 
( ) ( ) ( )
0
t
p iu t K e t K e t dt= + ∫       (3.19) 
where Kp is the proportional gain. Ki is the integral gain. 
 
The electrical system configuration and the simplified generator model with the PI 
controller are depicted in Fig. 3.22. 
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(a) The block diagram of the electrical interface with PI controller. 
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(b) The first-order representation of the electrical interface with PI controller. 
Fig. 3.22: Electrical system configuration and simplified generator model with PI controller. 
 
The reference electromagnetic torque τref is compared with the calculated 
electromagnetic torque τcalc, which is given by, 
int
int
r
P
τ
ω
=         (3.20) 
The error signal ∆τ = τref - τint is fed through the PI controller to control the induction 
generator.  
 
Tuning a PI controller involves adjusting its proportional (P) gain Kp and integral (I) 
gain Ki. It is found that no significant effect is seen by changing Kp. Therefore, Kp was 
kept at 0.01, a low value, throughout the simulations. Fig. 3.23 shows the difference 
between the presence and absence of the PI controller in the system.  
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Fig. 3.23: Static characteristics with and without PI controller. 
 
When a PI controller is not used, the system operating point would always be situated 
on the solid line. However, if a PI controller is used, the system operating point could be 
located at any point in the shaded region (including the line and square shaded regions 
above the static characteristic). The extent of the system operating region is dependent 
on the PI terms. A fast response PI (a large value of Ki) would have a narrower 
operating region. A slow response PI setting may cause damage when the system is 
operating in the square shaded regions. A simulation run to illustrate the effect of using 
Ki = 10 is shown in Fig. 3.24.  
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(b). The rate of change of electromagnetic torque dτe,max/dt without the PI controller. 
t [s]
150 160 170 180 190 200 210 220 230 240 250
-20
0
20
t [s]
dτ
e/d
t [
kN
m
/s]
 
(c). The rate of change of electromagnetic torque dτe,max/dt with the PI controller (Kp = 0.01, Ki = 10). 
Fig. 3.24: Surface elevation and maximum rate of change of electromagnetic torque variation with (Pav = 214 
kW) and without (Pav = 209 kW) the PI controller (Hs = 2 m, Tp = 10 s). 
 
It is evident that the maximum rate of change of electromagnetic torque dτe,max/dt is 
reduced by nearly 4 times below that with no PI controller involved. Although the 
average output power Pav is slightly decreased, it is still a good solution to much reduce 
the high value of dτe,max/dt. Numerous simulations were carried out for various sea-
states (Hs = 2 m, Tp = 8 – 12 s) to examine the overall performance. The results are 
plotted in Fig. 3.25. 
 
Chapter 3: Control Strategies   
 
 
 
 - 97 - 
 
8 8.5 9 9.5 10 10.5 11 11.5 12
140
160
180
200
220
240
260
280
T
p
 [s]
P a
v 
[k
W
]
 
 
No PI controller
Ki=10
Ki=5
Ki=3.3
Ki=2.5
 
(a) The average output power Pav. 
8 8.5 9 9.5 10 10.5 11 11.5 12
0
2
4
6
8
10
12
14
16
18
20
No PI controller
Ki=10
Ki=5
Ki=3.3 Ki=2.5
T
p
 [s]
dτ
e/d
t [
kN
m
/s]
 
(b) The maximum rate of change of electromagnetic torque dτe,max/dt. 
Fig. 3.25: Average output power and maximum rate of change of electromagnetic torque with and without PI 
controller (Hs = 2 m). 
 
There is no significant power drop (less than 8 kW) when the PI controller is included 
in the system. However, dτe,max/dt is dramatically decreased, from 76 % (Hs = 2 m, Tp = 
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12 s, Ki = 10) to 95% (Hs = 2 m, Tp = 8 s, Ki = 2.5), even when the integral gain used is 
relatively big (i.e. Ki = 10). This appears to be a feasible method for avoiding torque 
spikes that may damage the system whilst retaining high average output power. 
3.4 Historical Data Approach  
Although the static characteristic method gives a satisfactory performance in terms of 
output power P, it does not provide a good solution in terms of rate of change of 
electromagnetic torque dτe,max/dt without a PI controller. An alternative method has also 
been investigated to solve this problem. The method is to utilise the historical data for 
average generator rotor speed ωr,av to control the electromagnetic torque τe. The value of 
K is kept constant while the rated electromagnetic torque τrate is variable, called τflat 
according to ωr,av. Therefore, the plateau part of the static characteristic (region 2 in 
Figure 4.4.) becomes variable as illustrated in Fig. 3.26, 
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Fig. 3.26: Variable characteristics. 
 
τflat is determined by, 
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,r av
flat rate
rate
ω
τ τ
ω
= ×        (3.20) 
Then, the electromagnetic torque reference τref is obtained from, 
,r av
ref rate
rate
K
ω
τ τ
ω
= × ×        (3.20) 
In Equation (3.20), τflat is directly proportional to ωr,av, which is related to the moving 
average time window twin. Thus, the time window controls τe indirectly in this control 
strategy. The electrical system configuration and simplified generator model of this 
approach are shown in Fig. 3.27.  
 
,r av
ref rate
rate
K
ω
τ τ
ω
= × ×
 
(a) The electrical interface. 
( )1r m eddt J
ω
τ τ= −
,r av
ref rate
rate
K
ω
τ τ
ω
= × × intref
r
P
τ
ω
=int r refP ω τ= ×
2
r ep
ω τ
2
p1
s
 
(b) The first-order representation of the electrical interface. 
Fig. 3.27: Electrical system configuration and simplified generator model in historical data approach. 
 
The on-line measured ωr is fed to the moving average block to obtain the average 
generator rotor speed, ωr,av, which is dependent on the moving time window twin. τe is 
obtained from Equation (3.20). τe will be reduced if the internal calculated instantaneous 
output power Pint exceeds the rating of the generator (region 3 in Fig. 3.10). A 
simulation run is displayed in Fig. 3.28. 
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(c). Average generator rotor speed ωr,av. 
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(e). Power P. 
Fig. 3.28: Time variation of generator response due to irregular wave defined by JONSWAP spectrum (Hs = 
2m, Tp = 10s). For twin = 10 s (thin) average power output Pav = 88.4 kW and maximum rate of change of 
torque dτe,max/dt = 5.7 kNm/s. For twin = 50 s (thick) Pav = 86.8 kW and dτe,max/dt = 6.7 kNm/s. 
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For twin = 50 s, τe is not sensitive to the sudden change in ωr (shown in 200 s < t < 230 s) 
while the response of that for twin = 10 s is relatively significant. However, the average 
power output and maximum rate of change of torque in different averaging window 
durations are seen to be similar. Simulations were performed under different sea-states 
and time windows. The results are plotted with the results of static characteristic for 
ease of comparison in Fig. 3.29. 
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(a) The average output power Pav. 
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(b) The maximum rate of change of electromagnetic torque dτe,max/dt. 
Fig. 3.29: Comparison of electrical power and maximum rate of change of electromagnetic torque between 
different time windows and ramp-up gradients in static characteristic (Hs = 2 m). 
 
It is recognised that the performance of this approach is substantially subdued to that in 
static characteristic (K = 5) but similar to that in static characteristic (K = 1). This is 
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because the system operating point is floating across different static characteristics as 
shown in Fig. 3.30. 
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Fig. 3.30: System operating point in historical data approach (K = 5). 
 
It is realised that variable rated electromagnetic torque τflat is determined by the moving 
average generator rotor speed ωr,av. However, the electromagnetic torque reference τref 
depends upon the instantaneous generator rotor speed ωr. Therefore, the system 
operating point will be on the dashed line, and the shape of this operating path is 
identical to the static characteristic (K = 1). That explains the observation stated in the 
previous paragraph. 
 
It is found that this control strategy is able to reduce dτe,max/dt considerably (from 15 
kNm/s to 7 kNm/s in the sea state of Hs = 2 m and Tp = 8 s). Nevertheless, the output 
power P is significantly lower than that in static characteristic (from 170 kW to 124 kW 
in the sea state of Hs = 2 m and Tp = 8 s). Hence, a conclusion is made here that this 
strategy is not a good solution to the controlling problems. Therefore, the static 
characteristic with PI controller has remained to be the choice of control strategy. 
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3.5 Conclusions 
Optimal control strategies for WECs were presented. For optimum phase control there 
are two main control strategies, reactive control and latching control. It was shown that 
neither control strategy was suitable for the WEC studied here. The control strategy 
implemented in wind energy was reviewed and this idea was further developed and 
modified to give a control strategy, based on the static characteristic, shown to be 
suitable for the MB WEC. It was illustrated that a significant enhancement in output 
power may be obtained by optimising the drive-train parameters. The use and tuning of 
the PI controller in the system was then shown to reduce substantially the problem of 
high rate of change of electromagnetic torque. An historical data approach was also 
examined. However, it was demonstrated that the power output performance was 
considerably inferior compared to that provided by the static characteristic approach, 
although it was able to effectively ease the problem of high rate of change of 
electromagnetic torque. Based on these results, the control stategy adopted for this study 
was the static characteristic with PI controller. 
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Chapter 4 Experiments in the Wave Tank 
4.1 Introduction 
This chapter presents an experimental study of an implementation of a wave device 
control strategy. Tests were conducted at approximately 1:70th geometric scale in a wide 
wave tank at the University of Manchester. The numerical simulations obtained by 
using the EMTDC numerical MB model are compared with the experimental 
measurements in order to evaluate the conclusions drawn in the previous chapters. The 
experimental apparatus and data collection methods are first presented. Subsequently, 
the experiments and results for supporting the conclusions are also described. 
4.2 Experimental Apparatus 
The experimental equipment used for performing the experiments can be split into two 
main parts; the wave tank including including LabVIEW datalogging system and the 
lab-scaled MB model with a control circuit board (as described in Appendix A and 
Appendix B).  
4.2.1 Wave Tank Configurations 
The experimental work has been conducted in a combined wave and current tank at the 
University of Manchester. Fig. 4.1 shows a plan view of the wave tank. Waves are 
generated from a line of eight piston type paddles (Edinburgh Design) on the left hand 
side of the tank. Different wave conditions are defined by specification of wave 
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characteristics in the OCEAN control panel [71]. The generated waves propagate (along 
the x direction) across the testing area, located approximately 3.6 m from the paddles, to 
an artificial beach on the right hand side, which is installed to prevent waves from 
reflecting back to the testing area, which may lead to a change in shape in the assigned 
wave profile. The wave profile is measured at several locations around the device but in 
the following study of time-varying response, comparison is based on the wave gauge 
located at the same x-coordinate position as the float. 
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Fig. 4.1: The configurations of the wave tank. 
4.2.2 Experimental Manchester Bobber Model 
The experimental MB model consists of a set of simple mechanical components with a 
customised control circuit board. Fig. 4.2 shows the full-scale and lab-scale model. The 
geometry of the experimental model of the float is scaled down by a factor of 67, 
compared to a nominal full-scale system. Masses, rated power and wave conditions are 
obtained by applying Froude’s scaling law. To simplify manufacture, the lab-scale 
drive-train operates at a fixed gearing ratio rather than the 20:1 ratio of the full-scale 
device and so an additional scale factor is also applied to the drive side of the generator. 
As a result, the flywheel of the experimental model is much larger than would be 
obtained by applying Froude scaling only.  
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(a). Full-scale model. (b). Lab-scale model [73]. 
Fig. 4.2: The drive-train of Manchester Bobber. 
 
By comparing Fig. 4.2 (a) and (b), the squirrel cage induction generator suggested for 
the full-scale model is replaced by a DC motor in lab-scale model. The pulley ωp and 
drive ωd velocity are each measured using angular position encoders which provide a 
resolution of pi/300 and are sampled at a rate of 20 Hz. The lab-scale drive-train 
essentially acts as a dynamometer, which is able to measure the torque applied to the 
generator τgen represented by the relationship τgen = Igenkτ where Igen is the assist current 
which develops τgen and kτ is the torque constant of the machine. Instantaneous power is 
thus obtained as the product of applied torque and velocity: 
gen dP τ ω= ×         (4.1) 
Another measured parameter, the rate of change of generator electromagnetic torque 
dτgen,max/dt, is calculated by simply taking the highest value in the specified sampling 
period. 
 
Froude’s scaling law is used, because both the fluid (i.e. water) and the acceleration due 
to gravity are assumed to remain the same at all scales [74]. Therefore,the ratio between 
inertia and gravity forces at full-scale is equivalent to those at experimental scale. The 
physical quantities are summarised in Table 4.1. 
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Variables Unit Scale factor 
Length M λ 
Time S λ1/2 
Frequency 1/s λ-1/2 
Velocity m/s λ1/2 
Angular velocity rad/s λ-1/2 
Acceleration m/s2 1 
Angular acceleration rad/s2 λ-1 
Volume m3 λ3 
Mass Kg λ3 
Force N λ3 
Power W λ7/2 
Moment of inertia kgm2 λ5 
Table 4.1: Froude’s scaling of various physical quantities with scale factors λ. 
 
By using these relations, the proper dimension of the float and the static characteristic 
properties of the lab-scaled model can be obtained. Table 4.2 shows the device 
dimensions of the full-scaled and lab-scaled model. 
 
Drive-Train Parameters Full-scale Lab-scale 
Scale 
factor 
Float radius rf 5 m 0.075 m λ 
Float diameter D 10 m 0.15 m λ 
Float height fh 7 m 0.1045 m λ 
Water depth d 31.49 m 0.47 m λ 
Float mass mf 356404 kg 1.185 kg λ3 
Counterweight mc 120305 kg 0.4 kg λ3 
Flywheel inertia Jfw 194 kgm2 3.85x10-3 kgm2  λ5 
Generator rated speed ωrate 
157.08 rad/s (4p), 
78.54 rad/s (8p) 
19.19 rad/s (4p),  
9.6 rad/s (8p) 
λ
1/2
 
Generator rated torque τrate 
63661.98 Nm (4p), 
127323.95 Nm (8p) 
0.2117 Nm (4p), 
0.4233 Nm (8p) 
λ
4
 
Generator rated power Prate 500kW 0.2031 W λ7/2 
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Table 4.2: The physical quantities of full-scaled and lab-scaled model at the scale factor of 1/67. 
 
The torque is derived from the rated power Prate and the rated speed ωrate of the 
generator. It is given by, 
7
2
,,
, 1
, 2
,
rate fullrate lab
rate lab
rate lab
rate full
PP λ
τ
ω λ ω−
⋅
= =
⋅
     
4
, ,rate lab rate fullτ λ τ= ⋅        (4.2) 
where the scale factor λ in this case is 1/67. 
 
For ease of manufacture and to minimise mechanical friction, the pulleys and motor are 
not scaled by Froude’s scaling law. Most of the friction torque and gearbox inertia are 
neglected since the gearbox is excluded from the scale model to minimise mechanical 
friction. Table 4.3 lists the drive-train parameters that do not follow Froude scaling.  
 
Drive-Train Parameters Full-scale Lab-scale 
Pulley radius rp, rc 0.3 m 17.5x10-3 m 
Motor inertia Jm 25 kgm2 1.1x10-5 kgm2 
Freewheel inertia Jf 0.5 kgm2 0.0 kgm2 
Pulley inertia Jp 15 kgm2 9.22x10-6 kgm2  
Gearbox inertia Jgr 811 kgm2 0 kgm2 
Shaft friction τf  20 Nm 0 Nm 
Freewheel friction τfw  1 Nm 0 Nm 
Pulley friction τfp  15 Nm 0 Nm 
Load friction τl  3.125x10-3ωm Nm 0 Nm 
Table 4.3: Non-Froude’s scaled and neglected physical quantities. 
 
Fig. 4.3 shows the static characteristic of the motor as integrated in the customised 
control circuit board. The shape of the static characteristic is equivalent to that used in 
the full-scale model. However, the curve is shifted down by an assist torque τfr to 
compensate for the mechanical friction on the drive. Thus, for zero rotational speed, the 
sum of torque due to mechanical friction and the torque developed by the motor is zero 
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whereas above rated speed, ωmin, the sum of both mechanical and applied torque is 
equivalent to the specified rated torque.  
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Fig. 4.3: Static characteristic (torque) in the lab-scale model. 
 
In Fig. 4.3, the net applied generator torque is a function of the generator torque τgen and 
assist torque τfr which acts in the direction of rotation. The generator torque reference 
τref, in region 1 (i.e. 0 ≤ ωd ≤ ωmin), is a linear ramp-up function of drive velocity ωd, 
rated drive velocity ωrate and rated torque τrate and is given by, 
d
ref rate fr
rate
K ωτ τ τ
ω
= × × +       (4.3) 
where K is the gradient of the linear ramp-up and is defined in Equation (3.11). 
Throughout region 2 the electromagnetic torque reference τref is kept constant as the 
sum of the rated torque value τrate and the assist torque τfr and is defined by, 
rate
ref fr
rate
P
τ τ
ω
= +        (4.4) 
where Prate is the power rating of the generator. If the drive-train velocity ωd exceeds the 
rated generator speed ωrate (region 3), the reference torque τe will be decreased 
according to, 
rate
ref fr
d
P
τ τ
ω
= +        (4.5) 
Since the reference torque applied by the motor is a linear function of the current 
applied to the motor, it is more convenient to plot the static characteristic in terms of 
current since this can be accurately measured and specified. The calibration factor 
between torque and current is the torque constant kτ, which is given by the motor 
manufacturer’s data sheet as 0.0772 Nm/amp [75]. The same motor is used in all tests to 
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ensure no variation of this parameter. Thus the reference generator current Iref is 
obtained by applying the torque constant kτ, 
ref
ref frI Ik
τ
τ
= +        (4.6) 
Again, this generator current is offset by the assist current Ifr that is required to 
compensate for mechanical friction.. 
4.3 Implementation Tests 
Before conducting experiments in the wave tank, a series of tests was conducted to 
confirm that the experimental model and experimental equipment were correctly 
implemented. In addition, empty wave tank tests were conducted to measure the 
undisturbed wave fields, which were subsequently used as an input to the numerical 
model.  
4.3.1 Drive-Train Friction Test 
The friction torque on the drive-train τfr is compensated by assist current Ifr due to the 
fact that friction is large relative to the output power. The magnitude of the assist 
current is determined by a series of drive retardation tests. In each test, the drive 
velocity ωd is increased to 15 rad/s and the time-varying angular displacement φd is 
recorded until the drive velocity has reduced to zero. During the test, the float pulley is 
held stationary (i.e. ωp = 0) such that the clutch is disengaged and so deceleration is 
caused by the combined friction of the clutch, motor and drive side bearings. In Fig. 4.4, 
the drive-train is decelerated from 15 rad/s, which is chosen based on the fact that the 
drive velocity ωd is below this velocity in all tests, except the tests for a 4-pole generator. 
The drive-train deceleration is obtained by differentiating the angular displacement φd 
twice. This approach assumes that the deceleration is constant, i.e. a straight line is a 
good approximation to the decay shown in Fig. 4.4. 
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Fig. 4.4: The measured drive velocity ωd in a friction test (Ifr = 111 mA). 
 
As shown in Fig. 4.5, the drive-train deceleration period is determined by the assist 
current value, i.e. the lower assist current the shorter the deceleration period. The tests 
were conducted from 100 mA to 115 mA. The assist current is selected where the 
deceleration period is approximately 60 seconds, which is based on the fact that all tank 
tests are finished within 60 seconds. Since the mechanical friction may vary due to 
ambient conditions and due to wear, the mechanical friction is determined using the 
retardation method described above prior to each test.  
 
 
Fig. 4.5: The variation of drive-train deceleration time ta using different assist current Ifr. 
4.3.2 Implementation of Static Characteristic 
The tests conducted to validate the inplemented static characteristic are reported in this 
section. In each test, the drive is rotated up to 15 rad/s and both the net applied 
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generator current Inet and drive velocity ωd are recorded until the drive velocity has 
returned to zero. Fig. 4.6 shows the measured and reference static characteristic during 
one test. 
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Fig. 4.6: Measured (dotted) and reference (solid) static characteristic in generator current Igen with a PI 
controller setting (Kp = 0.01, Ki = 500). 
 
The measured static characteristic closely follows the reference static characteristic. The 
system with the PI controller is operating around the reference static characteristic 
instead of operating exactly on the solid line. The width of the system operating region 
is dependent on the PI controller settings, i.e. slower controller results in a wider 
operating region. These observations are consistent with the statement made in Section 
3.3.3 regarding Fig 3.23.  
4.3.3 Implementation of Proportional Integral Controller 
The proportional integral (PI) controller was integrated into the control circuit board as 
described in [75]. The circuit is explained graphically in Fig. 4.7, which indicates that 
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the system is essentially a simple closed-loop control with negative feedback. This part 
of the circuit operates at 7 kHz such that 350 iterations of the PI controller are 
conducted between each sample of velocity. 
 
 
Fig. 4.7: The block diagram of the tested PI controller circuit. 
 
A series of tests was conducted to validate the implementation of the PI controller with 
different proportional and integral settings. In each test the drive-train is rotated above 
the minimum speed ωmin from rest and maintained in the range ωmin < ω < ωrate. The 
angular displacement φd and generator current Igen are recorded. The angular 
displacement is then differentiated to obtain the drive velocity ωd, which is used to 
calculate the generator current reference Iref in the numerical model. The numerical PI 
controller response is then calculated based on this generator current reference Iref. Fig. 
4.8 shows the comparison of the numerical and measured PI controller response due to a 
rise in drive velocity over a 0.6 s interval. As described in Section 4.2.2, velocity is 
sampled at 20Hz and this results in step changes of the target generator current, Igen, at 
0.05 s increments. Between these step changes, both the numerical- and circuit-board PI 
controller converge to the target value of Igen.  
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(a) The time variation of drive velocity ωd (solid) and minimum drive velocity ωmin (dashed). 
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(b) The variation of reference torque current Igen,ref (thick solid), numerical calculated torque current I,gen,c (dashed), 
and measured torque current Igen,m (thin solid). 
Fig. 4.8: The responses of a bench test (Igen = 100 mA, Ifr = 100 mA) (Kp = 0.01, Ki = 50). (amended) 
 
When the drive velocity ωd reaches the minimum speed ωmin, the reference torque 
current increases to its rated value (i.e. Igen - Ifr = 0 mA). The measured torque current 
Igen is consistent with the numerical calculated torque current Igen,num throughout the 
transient period (i.e. 4.45s - 4.85s). Most importantly, the convergence periods in both 
cases are consistent.  
4.3.4 Torque Current and Wave Gauge Calibration Test 
The generator torque τgen is represented in terms of generator current Igen, which is 
measured by the current transformer (CT) built into the control circuit board. The output 
of the CT is an analogue voltage channel. The magnitude of the measurement signal 
may reduce or be distorted as it is transmitted along the cable, which links between the 
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LabVIEW control panel and the CT. Therefore, a series of calibration tests is required to 
determine the relation between the generator current and the torque voltage.  
 
Two sets of implementation tests were performed using a short cable between circuit 
board and datalogger (~0.5 m) and a long cable (~25 m) as required for tests in the wave 
tank. In both cases the assist current Ifr is kept at 100 mA and a fast PI controller is 
implemented (i.e. Kp = 0.01, Ki = 500) while the generator current Igen is varied from 50 
mA to 250 mA. The drive-train was rotated at a speed in the range ωmin < ω < ωrate such 
that the generator current Igen would represent rated torque (i.e. the region 2 in the static 
characteristic curve). The torque voltage Vtorq corresponding to net generator current Inet 
(i.e. Igen – Ifr) was measured and the average calculated after convergence. Fig. 4.9 
displays the resultant variation of measured voltage with the reference current providing 
a calibration (amp per volt). 
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Fig. 4.9: Torque current calibration test on bench (solid with ‘x’) and in the tank (solid with ‘o’). 
 
Using a short cable, as used for torque-constant and PI convergence tests described in 
the preceding sections, the relation between the torque voltage Vtorq and net generator 
current Inet is linear. However, the curve becomes bi-linear when the drive-train is tested 
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in the tank. Hence, a bi-linear best-fit was applied to avoid errors at low-speed that 
would otherwise occur if the straight-line best fit obtained from the bench-tests was 
applied without modification (see Fig. 4.10). 
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Fig. 4.10: Time varying generator current using a linear straight fitted line (solid) and bi-linear curve (dashed). 
 
Wave gauge calibration constants were obtained by recording voltages corresponding to 
still-water immersions over the range 0 to 240 mm about a mean still water level of 120 
mm. Calibration constants listed in Table 4.4 are the gradients of a linear best-fit to the 
measured variation of voltage with depth of immersion as shown in Fig. 4.11. 
 
Wage gauge 1 2 3 4 5 6 7 
KWG  16.5445 19.4948 17.761 14.7842 17.6745 16.4198 20.8626 
Table 4.4: Calibration factor of the wave gauge KWG. 
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Fig. 4.11: Measured wave gauge voltage VWG in various wave gauge water depth dWG. 
4.3.5 Empty Wave Tank Test 
Prior to measuring the time-variation of float and drive-train response, the incident 
wave profiles were measured at the centreline of the device without the device in 
position. These undisturbed wave profiles were used, at subsequent stages, as the inputs 
to re-produce the waves in the numerical model. Both regular and irregular waves are 
considered. Regular waves, are specified by amplitude A and frequency f. Although 
regular waves are hardly ever seen in reality, it is still useful to conduct tests in regular 
waves to validate numerical analysis assuming harmonic forcing. Irregular wave 
conditions are generated following a Bretschneider spectrum defined in terms of the 
significant wave height Hs (= 4√m0 where m0 is the total variance of the wave elevation) 
and the peak frequency of the spectrum. A set of wave conditions, which correspond to 
a range of peak frequencies and a corresponding free-surface variance to real ocean 
waves, has been selected and tabulated in Table 4.5 and Table 4.6.  
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f (Hz) [T (s)] 
 0.688 
[1.455] 
0.781 
[1.28] 
0.813 
[1.231] 
0.859 
[1.164] 
0.969 
[1.032] 
0.0112 √ √ √ √ √ 
0.0149 √ √ √ √ √ Aw (m) 
0.0224 √ √ √ √ √ 
f (Hz) [T (s)] 
 1.016 
[0.985] 
1.094 
[0.914] 
1.172 
[0.853] 
1.266 
[0.790] 
1.359 
[0.736] 
0.0112 √ √ √ √ √ 
0.0149 √ √ √ √ √ Aw (m) 
0.0224 √ √ √ √ √ 
Table 4.5: Experimental regular waves. 
fp (Hz) [Tp (s)] 
 0.688 
[1.455] 
0.781 
[1.28] 
0.813 
[1.231] 
0.859 
[1.164] 
0.969 
[1.032] 
0.00203 √ √ √ √ √ 
0.00375 √ √ √ √ √ m0 (m2) 
0.00844 √ √ √ √ √ 
fp (Hz) [Tp (s)] 
 1.016 
[0.985] 
1.094 
[0.914] 
1.172 
[0.853] 
1.266 
[0.790] 
1.359 
[0.736] 
0.00203 √ √ √ √ √ 
0.00375 √ √ √ √ √ m0 (m2) 
0.00844 √ √ √ √ √ 
Table 4.6: Experimental irregular waves. 
 
It can be seen that three regular wave heights (H/2 = 0.0112, 0.0149 and 0.0224 m) and 
ten wave frequencies (0.688 ≤ f ≤ 1.36 Hz) are tested. These wave conditions are 
equivalent to wave heights between 1.5 and 3 m and wave periods from 6 to 12 s at full-
scale.
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4.4 Wave Field Experiments 
The experiments were split into regular waves (Section 4.4.1 to 4.4.3) and irregular 
waves (Section 4.4.4). The time-varying undisturbed water surface elevation ζ(t), pulley 
φp(t) and drive φd(t) displacements, and generator torque current in terms of voltage 
Vtorq(t) were measured during each experiment. In order to compare with the numerical 
findings, these measurements were subsequently processed as described in the 
following sections. 
4.4.1 Ramp-up Gradient in Static Characteristic in Regular 
Waves 
To understand the effect of altering the ramp-up gradient K on the output, response and 
power output of the experimental model are measured in a range of regular wave 
conditions using several different ramp-up gradients K. The tests are concentrated on 
two ramp-up gradient values (K = 1 and 5) and a fast PI controller (Kp = 0.01, Ki = 500) 
is implemented to ensure that the static characteristic is followed. The generator rated 
speed and power are specified as 9.6 rad/s and 0.203 W respectively representing an 8-
pole, 500 kW generator at full-scale. The wave conditions considered are listed in Table 
4.7 and the corresponding drive-train settings are tabulated in Table 4.7. 
 
 Prate (W) 
τrate 
(Nm) 
Igen (A) 
ωrate 
(rad/s) 
ωmin 
(rad/s) 
p Kp, Ki 
K = 1 0.2031 0.0212 0.274 9.6 1.92 8 0.01,500 
K = 5 0.2031 0.0212 0.274 9.6 9.6 8 0.01,500 
Table 4.7: The system configurations in ramp-up gradient tests. 
 
Fig. 4.12 shows the measured static characteristics with different values of ramp-up 
gradient K in a regular wave field (Aw = 0.0149m, f = 0.813 Hz, T = 1.23 s). 
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(a). Measured (solid line with ‘x’) and reference (solid) static characteristics in K = 1. 
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(b). Measured (solid line with ‘x’) and reference (solid) static characteristics in K = 5. 
Fig. 4.12: Measured static characteristic with different values of ramp-up gradient K. 
 
It can be seen in Fig. 4.12 that the MB model works satisfactorily in both cases as the 
model is able to operate close to the reference static characteristic. The operating region 
around the static characteristic is dependent on the PI controller setting as mentioned in 
Section 3.3.3. 
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(a). Empty tank measured (thin) and numerical re-produced (thick) water surface elevation ζ. 
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(b). Measured drive ωd (solid) and pulley ωp (dash-dotted) velocity. 
Fig. 4.13: Time variation of a regular wave field (Aw = 0.0149 m, f = 0.813 Hz, T = 1.231 s) and drive-train 
response due to this regular wave field. 
 
The wave field is disturbed by the reflected waves after approximately 30 s from the 
start of wave generation and this causes a change in wave amplitude. For consistency, 
measurements are only compared (i.e. average power and generator torque) during the 
interval 0 to 30 s and average values are calculated over eight complete wave cycles, as 
illustrated in Fig. 4.13 (b), after the first five cycles in every wave field. Fig. 4.14 shows 
the time variation of drive velocity, generator torque and instantaneous power during a 
regular wave field (Aw = 0.0149 m, f = 0.8125 Hz, T = 1.231 s).  
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(a). Measured drive velocity ωd of different ramp-up gradients K = 1 (thin) and 5 (thick). 
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(b). Generator torque τgen of different ramp-up gradients K = 1 (thin) and 5 (thick). 
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(c). Instant power P of different ramp-up gradients K = 1 (thin) and 5 (thick). 
Fig. 4.14: Time variation of generator response due to a regular wave field (Aw = 0.0149 m, f = 0.859 Hz, T = 
1.164 s). For K = 1 (thin) average power output Pav = 0.0365 W and maximum rate of change of torque 
dτgen,max/dt = 0.2898 Nm/s. For K = 5 (thick) Pav = 0.0718 W and dτgen,max/dt = 1.1666 Nm/s. 
 
It is seen in Fig. 4.14 that the oscillating range of drive velocity and generator current 
(proportional to torque) with K = 1 is significantly smaller than that with K = 5. 
However, both the average output power and the rate of change of generator torque are 
larger with K = 5 than with K = 1. These observations are consistent with the 
conclusions drawn in Section 3.3 
4.4.2 Generator Poles in Regular Waves 
Further experiments were performed to examine the influence of the number of 
generator poles on the device performance. For a particular frequency of electrical 
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output, the number of generator poles is proportional to the rated torque and inversely 
proportional to the rated speed of the generator. The tests were begun by applying two 
different combinations of rated generator torque τrate, rated generator speed ωrate and 
minimum generator speed ωmin. The system configurations used in this series of tests are 
shown in Table 4.8. 
 
 Prate (W) 
τrate 
(Nm) 
Igen (A) 
ωrate 
(rad/s) 
ωmin 
(rad/s) 
K Kp, Ki 
p = 4 0.2031 0.0106 0.137 19.19 3.84 5 0.01,500 
p = 8 0.2031 0.0212 0.274 9.6 1.92 5 0.01,500 
Table 4.8: The system configurations in generator pole tests. 
 
As for the tests concerning the ramp-up gradient (Section 4.4.2), a 500 kW generator 
(full-scale) is assumed, a fast PI controller employed and the regular waves of Table 4.5 
considered. However, in both of these tests a ramp-up gradient K = 5 was employed. Fig. 
4.15 shows the experimental measurements in a regular wave field (Aw = 0.0149 m, f = 
0.813 Hz, T = 1.231 s).  
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(a). Drive velocity ωd of different generator poles p = 4 (thin) and 8 (thick). 
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(b). Generator torque current Igen of different generator poles p = 4 (thin) and 8 (thick). 
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(c). Instant power P with different generator poles p = 4 (thin) and 8 (thick). 
Fig. 4.15: Time variation of generator response due to a regular wave field (Aw = 0.0149 m, f = 0.859 Hz, T = 
1.164 s). For generator poles p = 4 (thin) average power output Pav = 0.0415 W and maximum rate of change 
of torque dτe,max/dt = 0.2791 Nm/s. For p = 8 (thick) Pav = 0.0718 W and dτe,max/dt = 1.1666 Nm/s. 
 
It can be observed in Fig. 4.15 that the average power Pav is significantly enhanced by 
implementing an 8-pole generator compared with a 4-pole generator while a noticeable 
increase in maximum rate of change of generator torque dτgen,max/dt is seen with this 
choice of generator pole. These observations are consistent with the conclusions drawn 
from numerical simulations of the full-scale system in Section 3.3.1.  
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4.4.3 PI Controller in Regular Waves 
To support the conclusion drawn on the use of PI controller in Section 3.3.3, the 
integrated PI controller was tested to evaluate the effect of PI settings on response and 
performance of the experimental model. The experiments were conducted with three 
sets of different PI controller setting (i.e. different combinations of Kp & Ki). Since the 
proportional term causes a constant offset from the target value, a value of 0.01 has 
been used in both tests such that solutions converge to the same accuracy. No 
significant change of convergence rate was observed by altering the Kp term. The 
system configuration used in this section is tabulated in Table 4.9.  
 
 
Prate 
(W) 
τrate 
(Nm) 
Igen (A) 
ωrate 
(rad/s) 
ωmin 
(rad/s) 
K 
p 
(poles) 
Kp=0.01, Ki=50 0.2031 0.0212 0.1 9.6 1.92 5 8 
Kp=0.01, Ki=500 0.2031 0.0212 0.1 9.6 1.92 5 8 
Table 4.9: The system configurations in PI controller tests. 
 
It is seen in Table 4.9 that an 8-pole 500 kW generator (full-scale) is assumed and the 
ramp-up gradient K is applied during the tests. The time variation of the system 
response in a regular wave field (Aw = 0.0149 m, f = 0.688 Hz, T = 1.455 s) is shown in 
Fig. 4.16. For both Ki values, the average power Pav, is similar but a significant 
reduction of the maximum rate of change of generator torque dτgen,max/dt is observed. 
This result again corresponds to the assertion made in the previous chapter. 
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(a). Drive velocity ωd of different PI settings Ki = 50 (thin) and 500 (thick). 
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(b). Generator torque current Igen of different PI settings Ki = 50 (thin) and 500 (thick). 
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(c). Maximum rate of change of electromagnetic generator torque dτgen,max/dt different PI settings Ki = 50 (thin) 
and 500 (thick). 
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(d). Instant power P with different PI settings Ki = 50 (thin) and 500 (thick). 
Fig. 4.16: Time variation of generator response due to a regular wave field (Aw = 0.0149 m, f = 0.688 Hz, T = 
1.455 s). For a fast controller setting Ki = 500 (thick) average power output Pav = 0.0323 W and maximum rate 
of change of torque dτe,max/dt = 0.9271 Nm/s. For a slow controller setting Ki = 50 (thin) Pav = 0.0322 W and 
dτe,max/dt = 0.2581 Nm/s. 
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4.4.4 Tank Tests of Ramp-Up Gradient in Static Characteristic, 
Generator Pole Number and PI Controller Use in 
Irregular Waves 
Following the sequence of Sections 4.4.1 to 4.4.3, measurements are presented in this 
section of drive-train performance in irregular waves for alternative values of static 
characteristic gradient, number of generator poles and integral gain of PI controller. The 
irregular wave fields studied are listed in Table 4.6 and the drive-train parameters 
employed are listed in Table 4.7. 
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(a). Measured drive velocity ωd of different ramp-up gradients K = 1 (thin) and 5 (thick). 
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(b). Generator torque current Igen of different ramp-up gradients K = 1 (thin) and 5 (thick). 
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(c). Instant power P of different ramp-up gradients K = 1 (thin) and 5 (thick). 
Fig. 4.17: Time variation of generator response due to an irregular wave field (Hs = 0.030 m, fp = 0.859 Hz, Tp 
= 1.164 s). For K = 1 (thin) average power output Pav = 0.0208 W and maximum rate of change of torque 
dτgen,max/dt = 0.3778 Nm/s. For K = 5 (thick) Pav = 0.0225 W and dτgen,max/dt = 1.2441 Nm/s. 
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By observing Fig. 4.17, the drive velocity in K = 1 is higher than that in K = 5 for most 
of the time due to the fact that the generator torque applied in K = 1 is smaller than that 
in K = 5. For K = 1, the drive speed remains lower than the minimum speed (ωmin = 9.6 
rad/s) indicating that the generator operates in region 1 of the static characteristic and 
does not reach region 2 (see Fig. 4.3). The average power in K = 1 is noticeably lower 
than that in K = 5 while the maximum rate of change of generator torque is smaller than 
that in K = 5. These observations agree with the conclusions made in Section 3.3. 
 
To assess variation of performance to number of generator poles, the drive-train 
parameters of Table 4.8 were considered. In Fig. 4.18, an increase of average power is 
seen in the case of implementing an 8-pole generator. However, a lower maximum rate 
of change of generator torque is observed when a 4-pole generator was employed. These 
findings support, again, the conclusions of Section 3.3.1. 
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(a). Drive velocity ωd of different generator poles p = 4 (thin) and 8 (thick). 
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(b). Generator torque current Igen of different generator poles p = 4 (thin) and 8 (thick). 
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(c). Instant power P with different generator poles p = 4 (thin) and 8 (thick). 
Fig. 4.18: Time variation of generator response due to a regular wave field (Hs = 0.03 m, fp = 0.859 Hz, Tp = 
1.164 s). For generator poles p = 4 (thin) average power output Pav = 0.0209 W and maximum rate of change 
of torque dτe,max/dt = 0.39 Nm/s. For p = 8 (thick) Pav = 0.0225 W and dτe,max/dt = 1.2441 Nm/s. 
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Finally, the employment of the PI controller for reducing the high rate of change of 
generator torque dτgen/dt was tested in irregular wave fields. The system configurations 
used in the tests are identical to those tabulated in Table 4.9 and the tested waves are 
listed in Table 4.6.  
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(a). Drive velocity ωd of different PI settings Ki = 50 (thin) and 500 (thick). 
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(b). Generator torque current gen of different PI settings Ki = 50 (thin) and 500 (thick). 
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(c). Maximum rate of change of electromagnetic generator torque dτgen,max/dt different PI settings Ki = 50 (thin) 
and 500 (thick). 
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(d). Instant power P with different PI settings Ki = 50 (thin) and 500 (thick). 
Fig. 4.19: Time variation of generator response due to an irregular wave field (Hs = 0.030 m, fp = 0.688 Hz, Tp 
= 1.455 s). For a slow controller setting Ki = 50 (thin) average power output Pav = 0.0214 W and maximum rate 
of change of torque dτe,max/dt = 0.2792 Nm/s. For a fast controller setting Ki = 500 (thick) Pav = 0.0222 W and 
dτe,max/dt = 1.1 Nm/s. 
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To scrutinise Fig. 4.19, there are no significant differences found in terms of drive 
velocity, generator torque current and power when the drive is implemented with a fast 
or slow PI controller. Nevertheless, the maximum rate of change of generator torque is 
significantly reduced (about 75 % decrease) when a slow PI controller is employed.  
4.5 Comparison of Predicted and Measured Responses 
Section 4.4.1 indicates that the hardware implementation of the generator controller 
reproduces the specified static characteristic and that the behaviour of the PI controller 
is consistent with numerical predictions. In this section, measured response is compared 
to predicted response. This requires reproduction of the incident wave-field as described 
in Section 4.4.1 and calibration of the empirical terms of the hydrodynamic model. 
Section 2.2.1 describes two empirical parameters, the hydrodynamic damping factor kd 
and the added mass co-efficient Cam presented in [49], that need to be calibrated. This is 
achieved by the comparison of experimental measurements either on a time varying and 
time averaged basis. The approach taken is to obtain values for both damping and added 
mass on the basis of regular wave predictions and employ these values to predict 
response in irregular waves.  
4.5.1 Regular Wave Empty Tank Test 
Fig. 4.20 shows the simulation circuit in EMTDC/PSCAD for re-producing the wave 
shapes measured in the wave tank. It can be seen that the circuit comprises two 
predefined function blocks, the file reader and FFT, from the master library in 
EMTDC/PSCAD, the configurations of these function blocks are given in Appendix C, 
and two user-constructed function blocks, “Amp & Phase Components” and “Frequency 
Components”. 
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Fig. 4.20: Simulation circuit for wave shapes in EMTDC/PSCAD. 
 
The file reader reads the data file containing the measured empty tank wave data. The 
output of the file reader is the tank-measured waves represented in terms of voltage. 
Therefore, a calibration factor is multiplied with these values to give the water surface 
elevation in millimetres. This converted wave data is then fed to the FFT function block 
to generate the relevant amplitude and phase spectra. The frequency components within 
the spectra are derived from the user-constructed function block, Frequency Component. 
The spectral frequency components as well as the magnitude and phase spectra are fed 
to another user-constructed function block, Amp & Phase Components, to generate the 
numerical re-produced waves. Fig. 4.21 shows the comparison of the tank-measured 
and numerical re-produced waves. 
 
Chapter 4: Experiments in the Wave Tank   
 
 
 
 - 133 - 
 
5 10 15 20 25 30 35 40 45
-20
-10
0
10
20
t [s]
ζ  [
m
m
]
 
(a). The empty tank measured (thin) and numerical re-produced (thick) water surface elevation ζ. 
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(b). The absolute error Ε between measured and numerical re-produced water surface elevation. 
Fig. 4.21: The comparison of the tank-measured waves and the numerical re-produced regular waves (Aw = 
0.0149 m, f = 0.813 Hz, T = 1.231 s). 
 
In Fig. 4.21 (a), the tank-measured waves reduce in amplitude in latter cycles (from 30 s 
onward). This is caused by reflection of the first few wave cycles from the artificial 
beach located 12 m upwave of the test area. The numerically re-produced waves are 
shown to be very similar to the tank-measured waves. This is demonstrated in Fig. 4.21 
(b), which shows the absolute error Ε between the tank-measured and numerical re-
produced waves. It can be seen in the figure that the maximum absolute error is less 
than 0.8 mm (i.e. approximately 2.7 % of the wave height). 
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4.5.2 Time Averaged Comparison 
Fig. 4.22 shows the frequency variation of average power for both experimental 
measurements and numerical simulation in different regular wave conditions. In the 
experiments, the lab-scale model was configured to have a rated generator current Igen of 
100mA (i.e. rated torque of 0.00772 Nm), a rated speed ωrate of 9.6 rad/s, a minimum 
speed ωmin of 1.92 rad/s (i.e. ramp-up gradient K is 5), and PI settings of Kp = 0.01 and 
Ki = 500 (i.e. fast PI controller). The hydrodynamic damping co-efficient kh and added 
mass co-efficient Cam used in the numerical model are 0.175 and 0.158 respectively. 
Those values are obtained empirically and will be used in the simulations in this thesis. 
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Fig. 4.22: Average power comparison of experimental measurement and numerical simulation in regular 
wave conditions. 
 
It is seen in Fig. 4.22 that three regular wave heights were assessed. The comparison 
shows that there is relatively good agreement between numerical simulations and 
experimental measurements of average power output, particularly in lower wave heights 
(i.e. H = 22.4 mm and 29.8 mm). However, overpredictions of increasing magnitude are 
observed with increasing frequency in all cases such that the experimental 
measurements indicate that maximum power occurs at a lower frequency than the 
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numerical simulations. This disagreement at higher frequencies can be attributed to the 
simplifying assumptions of the numerical model. Particular limitations are that the float 
is assumed to oscillate in heave only whereas observations of the experiments indicate 
that the float also oscillates in surge (in low wave frequencies) and pitch (in high wave 
frequencies). In addition, the radiation damping, which is included as part of a 
frequency independent damping coefficient in the numerical model, would be expected 
to be significant at higher wave frequencies where the response is near-resonant and the 
device response amplitude is large relative to the wave amplitude. Those two constraints 
may lead to the noted power losses. Over the range of wave frequencies 0.7 to 1.2 Hz 
the assumptions of the model appear reasonable.  
4.5.3 Irregular Wave Empty Tank Test 
The irregular waves are generated using the OCEAN software according to a 
Bretschneider spectrum defined in terms of the peak frequency fp and total variance of 
the wave spectrum m0. As for the regular wave tests, comparisons are drawn between 
experimental measurements and numerical predictions of response and power output 
where the input to the numerical model represents the measured wave elevation in the 
absence of the device. By using the simulation circuit shown in Fig. 4.20, two spectra 
were generated and further used for re-producing the waves in the numerical model. For 
ease of comparison, the numerical re-produced wave and tank-measured waves are 
plotted in the same graph as shown in Fig. 4.23.  
 
Chapter 4: Experiments in the Wave Tank   
 
 
 
 - 136 - 
 
5 10 15 20 25 30 35 40 45
-40
-20
0
20
40
t [s]
ζ  [
m
m
]
 
(a). The empty tank measured (thin) and numerical re-produced (thick) water surface elevation ζ. 
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(b). The absolute error Ε between measured and numerical re-produced water surface elevation.  
Fig. 4.23: The comparison of the tank-measured waves (thick) and the numerical re-produced irregular waves 
(thin) (Hs = 0.030 m, fp = 0.813 Hz, Tp = 1.23 s). 
 
Clearly, the numerical re-produced waves are matched with the tank-measured waves. It 
is demonstrated in Fig. 4.23 (b), which shows the absolute error Ε between those two 
wave profiles. The maximum absolute error during the experimental run is kept within 3 
mm (about 10 % of the assigned significant wave height). Therefore, it can be 
concluded that the simulation circuit is capable of emulating the input signal (i.e. either 
in regular and irregular waves) with a relatively low level of error. 
 
Fig. 4.24 shows the average power comparison of experimental measurement and 
numerical simulation in various irregular wave conditions. During the experiments, the 
configuration of the lab-scaled model was identical to that used in the regular wave tests. 
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Fig. 4.24: Average power comparison of experimental measurement and numerical simulation in irregular 
wave conditions. 
 
As indicated in Fig. 4.24, the numerical predictions are similar to the experimental 
measurements at the low frequency side (i.e. 0.688 Hz – 1.09 Hz) at the significant 
wave heights of 22.9 mm and 44.8 mm (i.e. approximately 2 m and 3 m in full-scale). 
However, the numerical model over-predicts the average output power over the whole 
range of peak frequencies at the smallest significant wave height of 22.4 mm (i.e. 1.5 m 
in full-scale). Observations of the time-variation of response, the overprediction at all 
tested frequencies for low significant wave height (i.e. Hs = 22.4 mm) may be caused by 
the power loss from the drive-train start-up during the tests – the drive-train is not stable 
when the velocity is close to zero (as observed in the drive-train friction tests in Fig. 
4.4). Furthermore, for the high peak frequencies (from 1.1 Hz – 1.36 Hz), over-
estimations of output power are observed at all three significant wave heights. These 
discrepancies may be caused by motion in other modes (e.g. pitch) caused by the high 
frequency components in the tail of the wave spectrum. For regular waves, 
overpredictions are observed at frequencies above 1.1 Hz and so overpredictions may be 
expected for irregular spectra which convey a significant fraction of their energy at 
higher frequencies.  
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4.5.4 Time Varying Comparison 
Fig. 4.25 shows the time varying plots of generator response due to a regular field (H = 
0.030 m, f = 0.859 Hz, T = 1.164 s). In this test the drive velocity remains between the 
minimum speed ωmin and rated speed ωrate therefore, the generator torque was at the 
plateau part in the static characteristic. 
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(a). Numerical (thick) and experimental (thin) drive velocity ωd (solid) and pulley velocity ωp (dashed). 
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(b). Numerical (thick) and experimental (thin) generator torque current Igen. 
t [s]
20 20.5 21 21.5 22 22.5 23 23.5 24 24.5 25
0
0.05
0.1
P 
[W
]
t [s]
 
(c). Numerical (thick) and experimental (thin) instant power P. 
Fig. 4.25: Time variation of generator response due to a regular wave field (Aw = 0.0149 m, f = 0.859 Hz, T = 
1.164 s). For the experimental measurement average power output over the display period Pav = 0.0351 W. 
For numerical simulation average power output over the display period Pav = 0.0353 W. (Igen = 100 mA, Ifr = 
112 mA). 
 
In terms of drive velocity, the clutch engages at a similar time in both the numerical and 
experimental models. However, the disengaging point in the numerical simulation is 
slightly later than the experimental measurement. The drive-train acceleration and 
deceleration in the numerical simulation are very similar to the measured behaviour. In 
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terms of pulley velocity, the numerical simulations have a considerable agreement with 
the experimentally measured values. The small discrepancy in pulley velocity every 
cycle (such as 15 s < t < 16 s) may be caused by the assumption of neglecting the 
friction in the pulley bearing in the numerical model. For instantaneous power, the 
oscillations in the numerical simulation are substantially similar to those experimentally 
observed. The average power in both cases is very similar. 
 
Fig. 4.26 shows the time variation plot of generator response due to an irregular wave 
field (Hs = 0.030 m, fp = 0.859 Hz, Tp = 1.164 s). It is seen in Fig. 4.26 (b) that the drive 
operates over region 1 and region 2 in the static characteristic due to the irregular wave 
field consisting of successive waves of different height and period.  
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(a). Numerical (thick) and experimental (thin) drive velocity ωd (solid) and pulley velocity ωp (dashed). 
25 30 35 40
0
0.005
0.01
τ g
en
 
[N
m
]
t [s]
0.1
 
(b). Numerical (thick) and experimental (thin) generator torque current Igen. 
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(c). Numerical (thick) and experimental (thin) instant power P. 
Fig. 4.26: Time variation of generator response due to an irregular wave field (Hs = 0.030 m, fp = 0.688 Hz, Tp 
= 1.453 s). For the experimental measurement average power output over the display period Pav = 0.0177 W. 
For numerical simulation average power output over the display period Pav = 0.0189 W. (Igen = 100 mA, Ifr = 
112 mA). 
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In Fig. 4.26, the numerical predictions of drive and pulley velocities are showing a 
similar trend to the experimental measurements (such as 25 s – 32 s) but there are 
differences, particularly when the torque reduces from the rated value. The differences 
(such as 35 s – 38 s) may be caused by the observed pitch float motions. The clutch 
engaging period is similar to the experimental measurements. The generator torque is 
only consistent when the simulated and experimental drive velocity are matched due to 
the fact that the generator torque is dependent on the instantaneous drive velocity. The 
instant power is substantially consistent from 25 s to 35 s. The average power from the 
numerical simulation is slightly over-predicted compared to that from the experimental 
measurements (6.7 % over-predicted).  
 
Examining the comparisons conducted, the output predictions from the numerical model 
are close to the experimental measurements if the response of the float due to the waves 
is mainly vertical. This implies that the introduction of tether system coupled with an 
accurate estimation of radiation damping may increase the accuracy of the numerical 
model. 
4.6 Conclusions 
The experimental apparatuses were presented as well as the lab-scale MB model. An 
assist torque was introduced to compensate the friction on the drive-train. The static 
characteristic and PI control were successfully integrated into the lab-scale model and 
validated by the implementation tests. The conclusions resulting from analysis of the 
numerical simulations were demonstrated by comparing these findings with the 
experimental measurements. Two hydrodynamic coefficients in the numerical model, 
the hydrodynamic damping factor and the added mass coefficient were therefore 
calibrated. Consistently good argeements were observed in the time averaged and time 
varying comparisons of numerical simulations and experimental measurements in both 
regular and irregular wave fields. 
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Chapter 5 Power Output Predictions 
5.1 Introduction 
In this chapter, the numerical model of a full-scale device is employed to obtain the 
average annual output in a range of sea-states and hence determine a device power 
matrix as described below. Initially regular wave conditions are considered and the 
predicted output is compared with average power output of a single degree of freedom 
wave device obtained using a simple point-absorber model. Subsequently, irregular 
wave conditions in the range 3 s < Tp < 20 s and 0.25 m < Hs < 9.75 m are considered 
assuming that all wave-fields follow either a JONSWAP or a Gaussian spectrum. The 
resultant irregular wave power matrices are multiplied by sea-state occurrence matrices 
to estimate the annual average output power Pav,an for several wave climates. 
5.2 Regular Wave Studies 
The optimised numerical model is simulated in regular wave conditions, and the results 
are plotted with the theoretical maximum absorbed power in order to make a close 
examination of the device performance. In Linear Wave Theory, there is a theoretical 
maximum absorbed power from a regular wave of known period and amplitude [78]. 
Assuming deep water waves, this has the following form: 
2 2
max 2
1
8 2 2
wg A gP f f
ρ
pi pi pi
= × ×       (5.1) 
where ρ is water density, g is the acceleration due to gravity. Aw is the wave amplitude, f 
is the angular wave frequency. 
In Equation (5.1), the first term represents the wave power conveyed per unit width of 
wave front, the second term is the wave length and the final term represents the fraction 
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of the length of wavecrest from which energy is absorbed. This average power capture 
is only obtained if the capture element response is resonant and the total mechanical 
damping on the float is equal to the radiation damping according to linear theory.  
5.2.1 Linear Theory Comparison 
For ease of comparison, in this section the theoretical maximum absorbed power from 
the waves Pmax is plotted against the predicted average power from the numerical model 
and experimental measured power, as shown in Fig. 5.1. 
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Fig. 5.1: The numerical predicted average power with the theoretical maximum absorbed power. 
 
The measured power increases when the wave frequency approaches the natural 
frequency of the drive-train (i.e. f0 ≈ 1.17 Hz in Fig. 5.1). After that, the absorbed power 
starts to reduce. For the numerical predicted power, a good degree of agreement (about 
10 % descrepancy) with the measured power is obtained (i.e. 0.688 Hz < f < 1.17 Hz). 
However, the peak power is shifted towards the higher frequecies (i.e. about 1.27Hz). 
Fig. 5.1 indicates that the numerical model over-predicts the power in the high wave 
frequencies. It may be caused by the fact that the radiation damping becomes higher at 
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high wave frequencies, which the numerical model does not consider, coinciding with 
the multiple modes of motion involved in the float response [79].  
5.3 Irregular Wave Studies 
Simulations have been conducted to estimate device performance due to a range of 
irregular wave conditions. Two different wave energy spectra, Gaussian and JONSWAP, 
were used to generate the irregular water surface. The climate data in [80] was used to 
predict the average energy output per annum, and hence average annual power output, 
that could be obtained if the optimised numerical model was deployed in various 
locations around the UK. Fig. 5.2 shows the locations at which the wave climate 
measurements were available around the UK.  
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Fig. 5.2: Wave climate data measuring points around the UK [80]. 
 
There are 50 measuring locations in 8 different regions. However, only the data from 8 
most representative sites, as highlighted in Fig. 5.2, have been selected to produce the 
occurrence matrices. 
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5.3.1 Performance Studies 
In this section, the numerical model with the drive-train parameters defined in Chapter 3 
was tested in an irregular wave condition. The irregular waves are generated from a 
JONSWAP and Gaussian spectrum. An example of the time-varying free-surface 
elevation for an irregular wavefield with Hs = 2 m, Tp = 10 s is shown in Fig. 5.3 (a). 
The spectrum is defined over a frequency range of 0.005 Hz to 0.3 Hz (depending on 
the peak frequency Tp assigned in the spectrum) and so the wave profile has a 200 
second repeat cycle. In all simulations the float is stationary at zero time so initial 
response is not representative. Average measures of response and power output are 
therefore calculated over the interval 50 to 250 seconds (i.e. from fifth to twenty-fifth 
cycle).  
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(a) The water surface ζ. 
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(b) The power matrix. 
Fig. 5.3: Irregular waves from a JONSWAP spectrum (Hs = 2 m, Tp = 10 s) and power matrix (in W) using a 
JONSWAP spectrum. 
 
Fig. 5.3 (b) shows the power matrix generated from the average power output obtained 
from each irregular wave-field. Sea-states within the dark blue patch on the top left 
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hand side of the power matrix have not been considered since their average steepness 
exceeds the theoretical steepness of breaking waves (Hs / L > 1/7) [47] [72] and so these 
conditions are unlikely to occur. The peak wave periods corresponding to significant 
wave heights can be obtained by applying the following expression, 
1/2
,max
2 s
p
m
HT
gS
pi 
=   
 
       (5.2) 
 
Fig. 5.4 (a) shows the water surface elevation from a Gaussian spectrum (Hs = 2 m, Tp = 
10 s). In comparison to Figure 5.4 (a), it is seen that the wave profile is smoother and 
there is smaller variation of period between successive cycles than for a JONSWAP 
spectrum with similar characteristics. As with the simulations conducted for a 
JONSWAP spectrum, average powers are calculated from the response in the interval 
50 to 250 s and the early stages of motion (0 – 50 s) are neglected. 
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(a) The water surface. 
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(b) The power matrix. 
Fig. 5.4: Irregular waves from a Gaussian spectrum (Hs = 2 m, Tp = 10 s) and power matrix (in W) from a 
Gaussian spectrum. 
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The average output power is calculated from the summation of the product of average 
output power during each sea state (Pav) and duration per annum (twave) of each sea state 
as given by, 
( )av wave waveP P t= ×∑        (5.3) 
The average output power from different sites is plotted against the annual average 
significant wave height Hs,av and annual average peak wave period Tp,av. It is convenient 
to express the device performance in terms of capacity factor, which is given as, 
Mean output powerCapacity factor 
Rated generator power
av
F
rate
PC
P
= =    (5.4) 
Fig. 5.4 (b) shows the power matrix generated from the Gaussian spectrum. The 
capacity factor is calculated by applying Equation (5.3). Fig. 5.5 shows the capacity 
factor curves from irregular wave firlds generated from using a JONSWAP and a 
Gaussian spectrum. 
 
Chapter 5: Power Output Predictions   
 
 
 
 - 150 - 
 
1 1.5 2 2.5 3 3.5
0
0.1
0.2
0.3
0.4
0.5
0.6
H
s,av
 [m]
C F
 
[p
.
u
.
]
Irish
Sea
Southern
North
Sea
Central
North
Sea
English
Channel
Northern
North
Sea
West
Shetland
Shelf
Hebrides
Shelf
(15609)
Hebrides
Shelf
(15354)
 
(a) The capacity factor against the average significant wave height. 
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(b). The capacity factor against the average significant wave period. 
Fig. 5.5: Capacity factors using a Gaussian spectrum (-o-) and a JONSWAP spectrum (-x-) from average 
significant wave height and average peak wave period. 
 
Fig. 5.5 shows the capacity factor for a 500 kW generator using a JONSWAP and a 
Gaussian spectrum from different sites, which are represented by the annual average of 
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significant wave height Hs,av and annual average of peak wave period Tp,av. It is seen 
that the average capacity factor of the device is, approximately, proportional to the 
annual average of the significant wave height. However, there is a slight increase of 
capacity factor close to an average significant wave height of 2 m. This corresponds to 
sites with average peak period of 6.5 s and so a large fraction of the sea-states at this site 
will have peak periods close to the natural period of the device. 
 
The capacity factor due to wavefields defined by a Gaussian spectrum is slightly higher 
than for wavefields defined by a JONSWAP spectrum at sites where the annual average 
wave period is short (Tp,av < T0 or Tp,av < ~8 s). For both types of wave spectra, similar 
capacity factors are seen around around 7.5 s but average output power is lower in a 
Gaussian sea-state for large values of peak period (Tp,av > 9 s). This trend can be 
explained by consideration of the total fraction of energy conveyed at component 
frequencies close to the natural frequency of the device. There is no high frequency 
‘tail’ in a Gaussian spectrum, which is seen between 0.115 Hz and 0.25 Hz in Fig. 2.7 (a) 
(i.e. in Page 51). Therefore, Gaussian wave-fields with high values of Tp have much 
lower energy density at periods close to the WEC’s natural period T0 than a JONSWAP 
spectrum with the same peak period Tp. For example: for a peak frequency of 10 s, 
energy density at 6.7 s is approximately 10% of the peak energy density of a 
JONSWAP spectrum but is negligible for a Gaussian spectrum (compare Fig. 2.7 (a) 
and Fig. 2.8 (a), Pages 51 – 52). 
 
For the wind-waves of small peak periods (i.e. Tp < 10 s), a JONSWAP spectrum is 
more suitable whereas a Gaussian spectrum is more suitable for swell-waves of large 
peak period (i.e. Tp >10 s). In preference to this condition, the lowest point on both 
curves in Fig. 5.5 (b) are considered for a conservative estimate of the device 
performance. 
5.4 Conclusions 
Average power output from a wave device with dimensions identified in Chapter 3 was 
calculated in a range of sea-states to obtain a scatter plot of device performance. 
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Average power from each sea-state was obtained by numerical simulation of both 
JONSWAP and Gaussian wave spectra to understand the influence of spectral shape on 
annual energy production. Performance matrices were subsequently combined with sea-
state occurrence matrices for a number of sites to infer the variation of annual energy 
production with typical site conditions. The annual energy production, expressed in 
terms of the capacity factor, of the MB WEC exhibits an approximately linear 
relationship with the average significant wave height of a site. The device performs 
better when the annual average peak wave period is close to the device natural period. It 
was found that, if sea-states are modelled using a Gaussian spectrum, the device 
capacity factor is slightly higher at sites with an annual average wave period shorter 
than the wave period of 7.5 s compared to that from a JONSWAP spectrum. In contrast, 
higher output powers were observed in longer wave periods if the wave conditions 
conform to a JONSWAP spectrum. This is because a Gaussian spectrum contains 
negligible energy at the natural period of a device if this is more than 2 s less than the 
the peak frequency of the spectrum whereas the long-tail of a JONSWAP spectrum 
contains energy at these frequencies. A conservative estimate of the device performance 
was obtained by only considering the lowest point on the capacity factor curves in Fig. 
5.5 (b) due to the wave fields of interest in this thesis. 
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Chapter 6 Conclusions & Future Work 
The achievements and conclusions of this research are presented. The contributions to 
the field of wave energy are summarised. Suggestions are given for future revelant 
research.  
6.1 Conclusions 
The following sections summarise the conclusions drawn in this thesis. 
6.1.1 Modelling of the Manchester Bobber 
The system configuration and operation of the MB wave energy converter were 
described. The interaction between hydrodynamic and mechanical systems was 
presented. The modelling assumptions of the electrical generator system are presented. 
The computational efficiency of the EMTDC numerical model was improved by 
simplifying the electrical interface to a first-order representation. The numerical 
EMTDC model including the MB drive-train and the electrical system was presented 
and the code was validated against the earlier model written in FORTRAN. 
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6.1.2 Assessment of Applicability of Different Control 
Strategies to the Manchester Bobber 
Two control strategies, reactive control and latching control, were assessed for their 
applicability to the MB WEC. The reactive control was assessed and concluded to be 
not suitable to the MB WEC since it may require a reverse operation of the power 
conversion mechanism; which is undesirable for the MB WEC. It is also found that the 
latching control is not applicable to the device, because a) the float support mechanism 
can only be locked whilst the float is at maximum positive displacement and b) 
incapability of holding the float by using current system specifications. The conclusion 
was drawn that these two control strategies are not applicable to the MB WEC.  
 
A control strategy called “Static Characteristic”, similar to the control strategies 
presently used in wind power generation and HVDC applications, was successfully 
applied to the MB WEC. It was demonstrated that it provides an acceptable 
performance in terms of output power. However, it couples with the high maximum rate 
of change of electromagnetic torque, i.e. generating high mechanical stress in the drive-
train. 
 
For the problem of high mechanical stress in the drive-train, a method was investigated 
in which the static characteristic was defined in terms of a time-averaged historical 
velocity rather than the instantaneous angular velocity of the generator shaft. However, 
although this historical data method appears to reduce dτe,max/dt, a considerable 
reduction of power capture is also observed. Hence, the static characteristic remains the 
choice of control strategy. 
6.1.3 Drive-Train Parameter Optimisation 
Three parameters on the drive-train (ramp-up gradient, generator pole and flywheel 
inertia) were optimised. It was found that greater power output can be obtained with a 
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steeper ramp-up gradient. However, this comes with a high rate of change of 
electromagnetic torque. The value of 5 was chosen as any bigger value of ramp-up 
gradient does not provide any significant enhancement in output power while the rate of 
change of electromagnetic torque was increased substantially. It was demonstrated that 
a significant increase in output power was gained by using a generator with more poles. 
Nevertheless, it also increases the rate of change of electromagnetic torque, which is not 
desirable. Therefore, an 8-pole generator was chosen due to the good balance between 
output power and rate of change of electromagnetic torque. The flywheel inertia study 
shows that increasing flywheel inertia increases power whilst reducing the rate of 
change of torque. Although the simulations suggest that the 750 kgm2 gives the best 
performance, it, however, was decided that the flywheel inertia should be about 500 
kgm2 in the interest of economy, since it was shown the material needed for a 750 kgm2 
flywheel is 22.5 % more than that for a 500 kgm2 flywheel whilst only a slight 
improvement on the power output can be gained by utilising the 750 kgm2 flywheel. 
 
It was demonstrated that the high rate of change of electromagnetic torque is 
considerably reduced by tuning the terms in the PI controller, which is a feedback 
controller to govern the system according to the difference between the system output 
and the desired reference value. 
6.1.4 Comparions of Numerical Simulation and Experimental 
Measurement 
The validation of the integrated static characteristic and PI controller in the lab-scale 
model was demonstrated by the implementation tests. The experimental measurements 
validate the conclusions made in the simulations. The comparisons of the numerical 
simulation and experimental measurement show a good degree of agreement. Two 
hydrodynamic parameters, hydrodynamic damping co-efficient and added mass co-
efficient were calibrated by comparing the numerical simulation and experimental 
measurement. 
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6.1.5 Investigation of Device Performance in Various Locations 
The tuned numerical model was firstly simulated in regular wave conditions with a 
linear theory comparison. The results indicated that a significant enhancement in device 
performance can be seen. After that, the simulations of irregular wave conditions were 
conducted where the tuned numerical model was simulated with the wave data collected 
from different locations around the UK. The results suggested that the annual energy 
production from the device at a range of locations is found to be almost linear with the 
annual average significant wave height of each site. 
6.2 Suggestions for Future work 
The suggested future work given in this section can be divided into two categories; the 
control aspect and electrical aspect. 
6.2.1 The Implementation of the Lab-Scale Model at Higher 
Generator Torque Current Level 
For the experiments presented in this thesis, the generator torque current Igen was 
configured to 100 mA. The rated power of the generator is approximately 0.0741 W 
(182.5 kW in full-scale), which is far below the rated power (500 kW in full-scale) 
assumed in numerical simulation in previous chapters. However, a discrepancy was 
found if the net applied generator current Inet (i.e. Igen > Ifr) becomes positive as shown 
in Fig. 6.1. 
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(a). The time variation of drive velocity ωd (solid) and minimum drive velocity ωmin (dashed). 
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(b) The variation of reference torque current Igen,ref (thick solid), numerical calculated torque current I,gen,c (dashed), 
and measured torque current Igen,m (thin solid). 
Fig. 6.1: The responses of a bench test (Igen = 250 mA, Ifr = 100 mA) (Kp = 0.01, Ki = 50). 
 
Although this discrepancy may not introduce significant errors to the experimental 
measurements if only time average measurements are considered, it becomes significant 
when the time varying measurements are included. This issue may need to solved if 
higher rated power experiments are required. 
6.2.2  Investigation of Implementation of the Significant Wave 
Height as the Input 
As suggested in this thesis, the annual energy production from the device at a range of 
locations is found to be almost linear with the annual average significant wave height of 
each site. Therefore, the significant wave height can be used as the input to the MB 
wave energy converter. The possible system configuaration is shown in Fig. 6.2. 
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Fig. 6.2: The suggested system configuration with the input of predicted significant wave height. 
 
As the prediction of significant wave height can be predicted several hours ahead, the 
performance of the WEC may be enhanced. 
6.2.3 The Investigation of Implementation of a Common Grid-
Side Voltage Source Converter 
As the MB WEC may be employed in arrays, it may be worth investigating the 
implementation of a common grid-side voltage source converter (VSC) for arrays of 
WECs generating power in parallel as indicated in Fig. 6.3. 
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Fig. 6.3: The system configuaration of implemetation of WEC array connected to a common grid-side voltage 
source converter. 
 
Each WEC is connected with its own generator side VSC. The power is fed to a 
common grid side VSC with the DC link capacitor. This system configuaration is very 
popular in HVDC as shown in [76]. It may imply savings in the converter costs. 
However, research should be conducted to make its feasibility and be able to comply 
with the grid code, which is the requirement for any electricity generating unit 
connected to the power grid. 
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Appendices 
Appendix A Data Collection Method 
The experimental equipment implemented for this project can be split into three main 
areas; a desktop PC with Ocean software installed, the paddles, and the MB drive-train 
model as illustrated in Fig. A.1. The Ocean software transfers the numerical elements of 
a regular, irregular or focused wave spectrum to machine code for the paddle 
mechanism in the wave tank. The result of this is a Tank Transfer Function (*.ttf and 
*.cfg files), which contains the output signals of physical wave height, tank depth with 
the number of paddles and sample devices.  
 
 
Fig. A.1: Experimental equipment 
 
A wave file (*.wav) is initially written at the starting point (or a previous version is 
copied and then modified) declaring the parameters of the wave spectrum including; the 
number of wave fronts, wave amplitudes, frequencies and phases. This information is 
then converted into an experiment sea file (*.sea), which also contains data sampling 
instructions. It is used by the RUN part of the program to carry out the experiment in 
the wave tank and collect the data in a (*.dat) file. 
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Four sets of measurements are recorded during the experiments. Three of them are 
measured from the drive-train, with the remainder are from six wave gauges located in 
front of and behind the WEC as shown in Fig. 4.1. In the drive-train, a digital encoder is 
mounted on either side of the clutch is used to record float and drive shaft angular 
displacements. The electromagnetic torque (as a function of current) is also measured 
from the DC motor at the end of the drive-train. 
 
Prefix Descriptions 
fp  Peak frequency in the wave spectrum (irregular waves) 
fe  Energy frequency in the wave spectrum (irregular waves) 
f  Wave frequency (regular waves) 
Table A.1: Prefixes used in the data file naming conventions 
 
All measurements described above are processed using another desktop-based device 
with LabVIEW recording software at a specified sampling rate (256 Hz in this case). 
The output data file contains readings from all channels, with columns 1-7 representing 
the raw (uncalibrated) wave gauge data. The remaining columns are representing the 
angular displacement of the float and drive shaft, and electromagnetic torque as a 
function of current respectively on the device. A sampling period of 64 seconds is 
typically used. The total number of results for each channel is 16,384 due to the 
specified sampling rate. A naming convention is used for data file names to avoid 
confusion; the prefixes for which are listed in Table A.1.  
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Appendix B LabVIEW System 
It should be noted that this LabVIEW System has been decribed in and cited from [75] 
[77]. The measured data is processed by the LabVIEW system installed in the desk PC. 
The LabVIEW system used here are divided into two main areas; the front panel 
graphical user interface (GUI) and the block diagram as shown in Fig. B.1. It is seen in 
Fig. B.1 (a) that the front panel can be split into two main parts; the recording part on 
the left and instantaneous displaying part on the right. The float- and drive- 
displacement are recorded through the digital channels in the top left corner of the panel. 
Next to the digital channels is the analogue channels, which are used to record the 
measurements from the wave gauges and the applied electromagnetic torque represented 
in terms of current. Under the analogue channels, this is time parameters panel used to 
configure the sampling frequency and sampling period. In bottom left corner, there is a 
window, which is used for specifying the file path of the recorded data file. On the right 
side of the panel, there are six graph frames displaying the instantaneous measured float 
displacement, drive displacement and the raw (uncalibrated) wave gauge data. The 
system is able to obtain and display the float- and drive-velocity by differentiating the 
float- and drive- displacement. 
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(a) LabVIEW front panel Graphical User Interface (GUI). 
 
(b) LabVIEW block diagram. 
Fig. B.1: LabVIEW front panel (a) and block diagram (b). 
 
The Labview block diagram can be treated as a link between a circuit diagram and an 
executable program. For the clarity reason, the block diagram is divided into four main 
components. Component A consists of the sampling parameters, such as sampling rate 
and source, configured in the front panel. The DAQmx element within this component 
reads the physical address of the analogue signals and is controlled by the smapling 
clock. In component B, the for loop is to assigns a sampling task, which is fed from 
Component A, to each digital counter. The number of specified loop iterations 
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represents the number of counters exist. This operation lasts until sufficient read cycles 
completed. The DAQmx element in this component reads the angular displacements 
from the digital encoders at the sampling frequency controlled by the sample clock 
within the loop, which is synchronised with the clock within Component A. These 
measured signals are fed to Component C, where contains a for loop and a while loop. 
It can be realised that the for loop is contained by the while loop, which is controlled by 
one of two stop conditions seen at the bottom of the structure; either when the large 
Stop button is pressed on the front panel or when the number of completed read cycles 
equals the required limit. The measured signals are analysed, complied and finally 
written to the specified output data file within this component. Component D is seen 
constructed by two parts. The upper part consists of a simple for loop, where the digital 
counter values are erased with each iteration of the previously mentioned embedded 
loop after these values have been written to the compiled array. The lower part contains 
a subroutine, which is only operated after the while loop has stopped running. At this 
point, the data file is read back in from the specified directory, and the data is split into 
two smaller arrays; one for the wave gauge data, another for the angular displacement 
values (for a specified drive). These signals are displayed on the graph frame in the 
front panel . 
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Appendix C EMTDC Function Blocks 
Fig. C.1 shows the FFT function block and its configuration page in EMTDC. It can be 
seen that the FFT is able to provide magnitude and phase spectrum respectively as well 
as dc (i.e. average) quantity of the input signal. Due to its original usage, the FFT can 
analyse up to three input signals. However, only one signal type is used in the 
simulations. 
 
Mag
Ph
dc
F F T
F = 0.02083 [Hz]
  
(a). FFT function block. (b). Configuration page of FFT function block. 
Fig. C.1: The FFT function block in EMTDC. 
 
The number of harmonic components within the spectra can be configured discretely 
(i.e. n = 7, 15, 31, 63, 127 or 255). The base frequency represents the lowest frequency 
within the input signal. Peak or root mean square (RMS) value can be selected for the 
magnitude output as well as radian or degree available for the phase output. The phase 
output reference determines if the phase output is referenced to a sine wave or a cosine 
wave (sine was chosen throughout the simulations). The function block also contains an 
internal anti-aliasing filter for filtering out the unwanted noise [81]. 
 
Fig. C.2 illustrates the file reader function block and its configuration page in EMTDC. 
This function block can read data from a pre-formatted text file, and then input this data 
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directly into an EMTDC/PSCAD simulation. The data file may contain up to 11 
columns of data, each column containing information representing an individual scalar 
control signal. 
 
File reader
  
(a). File reader function block (b). Configuration page of File reader function block. 
Fig. C.2: File reader function block in EMTDC. 
 
In the configuration page, the file name and the corresponding containing directory have 
to be specified. The number of columns of data contained in the file has to also be 
selected. It provides two options for sampling time; the first option is to assume the first 
column of the file containing the sampling time. Another option is to specify the 
sampling frequency. If the latter option was chosen, the last row in the configuration 
page would have to be filled for specifying the sampling frequency. If neither the time 
step in the time column of the data file or the sampling frequency for that matter is an 
integer multiple of the EMTDC/PSCAD simulation time step, then this function block 
will linearly interpolate the data to a value corresponding to the EMTDC/PSCAD 
simulation time step [81]. 
 
When the end of the data file is reached during the simulations, three different actions 
can be taken according to the settings. The function block will continue to extrapolate 
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the data based on the last 2 sets of data as the end of the file is reached, if the option of 
extrapolation is taken [81]. 
 
 
