The inference of consensus from a set of evolutionary trees is a fundamental problem in a number of fields, such as biology and historical linguistics, and many models for inferring this consensus have been proposed. In this paper we present a model for deriving what we call a local consensus tree T from a set of trees, 1. The model we propose presumes a function f, called a total local consensus rule, which determines for every triple A of species the form that the local consensus tree should take on A. We show that all local consensus trees, when they exist, can be constructed in polynomial time, and that many fundamental problems can be solved in linear time. We also consider partial consensus rules and study optimization problems under this model. We present linear time algorithms for several variations. Finally we point out that the local consensus approach ties together many previous approaches to constructing consensus trees.
Introduction
An evolutionary tree (also called a phylogeny or phylogenetic tree) for a species set S is a rooted tree with ISJ = n leaves labeled by distinct elements in S. Because evolutionary history is difficult to determine (it is both computationally difficult as most optimization problems in this area are NP-hard, and scientifically difficult as well since a range of approaches appropriate to different types of data exist), a common approach to solving this problem is to apply many different algorithms to a given data set, or to different data sets representing the same species set, and then look for common elements from the set of trees which are returned. Several methods are described in the literature for deriving one tree from a set of trees. In this paper, we propose a new model, called the local consensus. This model is based upon functions, called local consensus rules, for inferring the rooted topology of the homeomorphic subtree induced by triples of species. We will show that any local consensus function can be computed in polynomial time, and that many of the natural forms of the local consensus can be computed in linear time. We also analyze optimization problems based upon partial local consensus rules and show that many of these can also be solved in polynomial time.
Preliminaries

Definitions:
Let S = (sr, 232,. . . , s,} be a set of species. An evolutionary tree for S (also known as a phylogenetic tree or, more simply, a phylogeny) is a rooted tree T with n leaves each labeled by a distinct element from S. The internal nodes denote ancestors of the species in S. For an arbitrary subset 5" c S we denote by TIS' th e h omeomorphic subtree of T induced by the leaves in S'. In particular, for a specified triple {a, b, c} c S we denote by Tla, b, c the homeomorphic subtree of T induced by the leaves labeled by a, b, and c. This topology is completely determined by specifying the pair of species among a, b, and c whose least common ancestor (lea) lies furthest away from the root. If (a, b) is this pair then we denote this by ((a, b), c), and T is said to be resolved on the triple a, b, c. If T is not binary it may happen that all three pairs of species have the same least common ancestor. In this case we will say that a, b, c is unresolved in T and denote this topology by (a, b, cl-
The set of input trees { Tl , . . . , Th} to a consensus problem is sometimes referred to as the profile.
Let 7(a, b, c) represent the set of rooted subtrees on the leaf set {a, b, c}. A local consensus rule is a function f : X C_ 'T(u, b, c)" + I(u, b,c). Given a local consensus rule f and a set R of k evolutionary trees for S, the f-local consensus (if it exists) is a tree Rf such that for all triples A E S, Rf [A = f(Tl IA, T214.. . ,TkIA) if (TIIA,T~[A,. . . ,TklA) E X.
When X = 7(a, b, c)" then f is said to be a total local consensus, and otherwise f is said to be a partial local consensus. The problem of determining if the flocal consensus exists and constructing it if it does is called the f-local consensus problem.
We will also consider optimization versions of the local consensus problem which will be discussed in subsequent sections. Having set up this general machinery, we will look at the special case where we need to build a consensus of two trees and describe specific local consensus functions f for which we produce efficient algorithms.
Particular
Local Consensus Rules: We define the Optimistic Local Consensus and Pessimistic Local Consensus problems below. The Optimistic Local Consensus and Pessimistic Local Consensus models take as input two trees which are not necessarily binary. Both of these are examples of total local consensus rules.
Each of these local consensus rules has the property that if the local consensus rule specifies that Tl{a, b, c} be resolved for a particular profile, then no tree in the profile resolves {a, b, c} differently from T. We will call this the conservative property.
When the trees are not necessarily binary, the local consensus rule has to interpret an unresolved triple in one of two distinct ways: supposing that any resolution of the three way split is possible or supposing that the unresolved node represents a three-way speciation event. Depending upon the interpretation, therefore, the local consensus rule may decide if Tl is resolved and T2 is unresolved on some triple, the output should be resolved identically to Tl or unresolved. We call the first type of local consensus rule optimistic and the second type pessimistic.
We now define these two consensus rules. ,b) ,c). These differences are each appropriate for particular tvDes of data.
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Given the above definitions of the two models, the local consensus tree may not exist. In Sections 3, and 4, we will give linear time algorithms that either constructs the tree we are looking for if it exists or concludes that no such tree exists. However, practicing biologists and linguists need to build some kind of consensus tree, and we therefore have considered variants of the local consensus tree problem which always have solutions. To this end, we will define the notion of a relaxed-accord local consensus and relaxed-discord local consensus as follows. DEFINITION 2.3. Let T1 and Tz be two rooted binary trees on the same leaf set S. A rooted tree T (which is not necessarily binary) is called a relaxedaccord local consensus of Tl and T2 if whenever a triple a, b, c has diering topologies on Tl and Tz, that triple is unresolved in T and T preserves the topology of a maximal set of triples on which T1 and T2 agree.
To prove the existence of a relaxed-accord local consensus tree it is sufficient to show that there exists a tree where every triple on which T1 and T2 disagree is unresolved. The set of trees with this property can be partially ordered based on the set of triples (on which Tl and Tz agree) whose topology they preserve. Once this partial order is known to be non-empty, we have proved the existence of a relaxed-accord local consensus since any maximal element in this partial order is such a consensus tree.
We note that if T has the star topology it leaves unresolved all triples on which Tl and T2 disagree. Hence the partial order is non-empty and the relaxedaccord local consensus tree always exists. In Section 5 we show that this tree is unique. DEFINITION 2.4. Let Tl and T2 be two rooted trees (not necessarily binary) on the same species set S. A rooted tree T is called a relaxed-discord local consensus of TI and TZ if T preserves the topology of all triples on which Tl and T2 agree. In addition, T should leave unresolved a maximal set of triples on which Tl and T2 disagree.
Using an argument similar to the one used to prove the existence of a relaxed-accord local consensus and noting that Tl (or T2) itself preserves the topology of all triples on which Tl and T2 agree, we conclude that the relaxed-discord local consensus always exists. In Section 5 we show that the relaxed-discord local consensus is also unique.
Before we look further into the problems, we give some standard definitions available in the literature. DEFINITION 2.5. Let T be a rooted tree with leaf set S. Given a node v E V(T), we denote by C(T,) the set of leaves in the subtree T, of T rooted at v. This is also called the cluster at v. and is revresented bu a~.
The set C(T) = {cr, : v E V(T)} is called the cluster encoding of T.
Every rooted tree in which the leaves are labeled by S contains all singletons and the entire set S in C(T); these clusters are called the trivial clusters. We define a maximal cluster to be the cluster defined by the child of the root. (Here we allow for a maximal cluster to be defined by a leaf also.)
We also define the notion of compatibility of a set of clusters.
v is any set {x1,x2,. . . , xk} such that xi E CY,~. We denote by rep(v) one such representative set. We now state a theorem, which will be used in the later sections. Ul,UZ,**-7 Uk and representatke set x1,22,. . . , xk, we replace T(v) in the following manner: We replace N(w) by an isomorphic copy of Tz/rep(v).
Next, we replace xi by the subtree of Tl rooted at ui. Then the resultant tree T* satisfies C(T*) = C(Tk) U C(T,l,).
Proof. Suppose not and suppose without loss of generality that C(T) U C(Tl) is not a compatible set. Proof.
Since C(T,l,) U C(T,) is compatible, all we need to show is that T,l,Irep (v) cannot be a proper refinement of T2 [rep(v).
If it were, then for some a, b, c c rep(v), T,lcl{a, b, c) would be resolved while Tzl{a, b, c} is unresolved.
Since {a, b,c} C rep(u), TI I{a, b, c} is also unresolved, forcing T,,lc to be also unresolved.
Note that we have reduced the problem of constructing T* to the problem of discovering Tzlrep(v) for each v E TI.
Optimistic
Local Consensus
In this section we look at the problem of finding the Optimistic Local Consensus (OLC) tree of two trees defined in the previous section. Note that the Optimistic Local Consensus of two trees may not exist.
To have a linear time algorithm, however, we need to be able to compute T2lrep(v) quickly. We cite the following result from [12] which will be useful to us in this case.
LEMMA 3.2. [12] Given a left-to-right ordering of the leaves of a tree and the ability to determine the topology of any triple of leaves a, b, c in constant time, we can construct the tree in linear time. Since the optimistic local consensus rule is conservative, if the tree TOlc exists, then C(T,l,) U C(Tl) is a compatible set of clusters, and hence there exists a tree T* satisfying C(T*) = C(Tl) U C(T,l,).
If we can construct T* by refining Tl, we can then reduce T* by contracting all the unnecessary edges, and thus obtain T Olc. This is the approach we will take.
Note that this approach breaks the construction into two stages: refinement and contraction. Refining Tl :
1.
2.
To use this lemma we need two things:
that we be able to determine the topology of any triple in T2 in O(1) time, and that we have for each node in Tl, an ordered representative set, where the ordering is consistent with the left-to-right ordering of the leaves in TX. To accomplish (l), we first preprocess T2 for lea
The main objective is to refine Tl so as to include all the clusters from T,l,. Before we explain how we do this precisely, we will introduce some notation and lemmas from previous works which enable us to do this efficiently.
queries. Then, to determine the topology for the triple a, b, c, we simply compare the Ica's of (a, b), (b, c) and (a, c). The second requirement is more challenging, but can also be handled, as we now show. Computing all ordered representative sets in O(n) time: 1. Trace a path in Ti from the leaf for s towards structs the OLC of two trees Tl and TZ if the OLC exists. the root, until encountering either the root or a node which has already been labeled.
Proof. If the optimistic local consensus TOlc exists, then the final form for T,' would be identically Tolcr since 2. Append s to the ordered set for each such node C(T*) = C(T,l,) is ensured by the steps above, and in the path traced (including the first node trees with the same encoding are isomorphic [18] . encountered which has already been labeled a tree T* such that C(T*) = CV'l) U CP",Z,) whenever TOlc exists in O(n) time.
phase II. Contracting edges
The rest of the task of constructing T,,lc is in the This stage clearly takes only O(n) time.
contraction of unneeded edges. Thus, all in all, the construction of the optimistic Contracting T: Now that T* satisfies C(T*) = C(Tl) U local consensus tree can be done in O(n) time.
C(T,l,), we can simply go through each edge in T' and check if it needs to be kept or must be deleted. Note that edges that were added during the refinement phase are required and do not need to be checked. Therefore we need only check the original tree edges. Let (u, v) be such an edge with v = parent(u). #Yom our representative sets for u and v we can easily choose three species a, b,c such that Ica(a,b) = u and Zca(b,c) = v. If the topology of this triple in T2 is differently resolved than ((a, b), c) then we know that edge (u, V) will have to be contracted; if on the other hand Tz((a, b, c) is either (a, b, c) or ((a, b), c) then (u, u) will have to be retained in any optimistic local consensus tree. OLC Construction Algorithm Phase 0: Preprocessing:
Make copies Tl and Ti of Tl and Tz respectively. For each node v in each tree Ti (i = 1,2), compute ordered representative sets ordered by the left-to-right ordering in the other tree. Preprocess each tree Ti to answer lea queries for leaves as well as internal nodes. Proof. We define f(v) = Zcap(a,). Clearly, C(T*) U C(T) is a compatible set of clusters. Therefore there is a subset S, of the children of f(v) such that UVtE~,av~ = cxyu.
We need some definitions that we use in the verification. same leaf set are said to be oppositely oriented iflfor
Phase II: Contract Ti all k, the k smallest elements of X are contained among the k + 1 largest elements of Y and vice versa. Contract edges e E E(T) such that c,, the cluster below e, lies in C(Tl) -C(T,j,), producing tree T*.
LEMMA 3.5. Suppose T is the OLC of Tl and T2 (on a leaf set S containing at least 5 species). Then T THEOREM 3.3. This algorithm stated above con-is a star in either one of the following holds 1. both Tl and Tz are oppositely oriented caterpillars, 07-2. both Tl and T2 are stars Proof. The "if" direction is easy to see. We now assume that the OLC, T, is a star. If Tr contains a triple (a, b, C) that is unresolved, T2 must also be unresolved on (a, b, c). Conversely whenever Tr is resolved on (a, b, c), Tz must be (differently) resolved on (a, b, c). Thus either both Tl and T2 are binary or both are not.
In the case that both TI and Tz are binary, suppose Tl is not a caterpillar.
The it contains two pairs of sibling leaves (a, This implies that if there is a non-binary node v that is not the root of Tr, we can find two species (a, b) under v and a species c above v such that the triple (a, b, c) is identically resolved in Tl and Tz. Thus the root must have three or more children in this case. But this means that if any character defined by a child of the root contains two or more species, then there is a triple on which TI and T2 agree. Thus, TI and TZ must be stars.
The verification proceeds as follows : Phase 0 Suppose the tree constructed by refining Tl and then contracting the edges in the resulting tree is T. We will do the same modification on T2, i.e. refine Tz using the information from Tr and then contract the edges in the resulting tree as before. Call this tree T'. Clearly, if T is not isomorphic to T', we can terminate and output that the OLC does not exist. This is because we know that a compatible set of clusters defines a unique tree KANNAN ET AL. Proof. We need only show that T handles every triple properly. Each of the following cases is handled assuming T has passed the isomorphism test. Case 1
If T passes the isomorphism test with T', then any triple a, b,c such that the two trees resolve a, b,c differently, will be unresolved in T. This follows since T is created by refining and then contracting both Tl and Tz, and these actions can not take a resolved triple into a different resolution.
Case 2
This involves a triple a, b, c having the same topology ((a, b), c) in both TI and T2. We claim that the first step of Phase 1 will pass only if the topology of this triple is ((a, b) , c). To see why, suppose a, b, c is unresolved in T. ( a, b, c cannot be resolved as (a, (b, c)) or ((a,~), b) in T.) Look at the nodes u and v, which are the Icu's of a, b in Tl and T2, respectively. The node w in T, which is the Icu(u, b, c), is also Ica(a, b) (since a, b, c is unresolved).
We infer that f(u) = w, where f is the function as defined in lemma 3.4. This is because, any node above w will contain the species c and any node beIow w will not contain either a or b. By a similar argument, f(v) = w. Now, when we look at rep(w) and compute the homeomorphic subtrees of Tl and T2 induced by rep(w), in both of these induced trees, there will exist three species Z, y, z such that z, y are both below u (and V) in TI (and Tz) and z is not in the character defined by u (and v). Thus in both the induced trees, the triple z, y, z will have the same topology ((2, y), 2). That is, these induced trees will neither be both stars nor both oppositely oriented caterpillars. and we know that the OLC, if it exists, is uniquely Thus the verification process will terminate and output that the OLC does not exist. Case 3 This involves a triple a, b, c which is resolved as ((a, b), c) in one tree and unresolved in the other. The proof of this case essentially follows the lines of the proof of case 2. Case 4 able to verify whether T is actually the pessimistic local consensus in the case that T is a star. If TI or Tz is already a star then there is nothing to verify since T is the true pessimistic local consensus. So assume that this is not the case.
This involves a triple a, b, c which is unresolved in both the trees. We claim that the second step of Phase 1 will pass only if this triple is unresolved in T. To see why, suppose a, b, c is resolved as ((a, b) , c) in T. In T, let &(a, b, c) be 2 and let lca(u, b) be y and also suppose without loss of generality that x is the parent of u. Let yi be the child of y containing a and let ys be the child of y containing b. Let z # y be the child of z such that c E a,.
There are two cases which we will consider. The first is when either of Tl or Ta (say Tl) has at least two children of the root which are not leaves. The second case is when both TI and T2 have exactly one child of the root which is not a leaf.
In TI, let Zca(u, b,c) be u and in T2, lcu(a, b,c) be V.
LEMMA 4.1. Suppose TI and T2 are two trees on the same leaf set S, with TI having at least two children of the root which are not leaves. Let al, .., ~1 be the maximal clusters of Tl and ,&, .., ,& be the maximal clusters of Tz. Then T, their pessimistic local consensus, is a star iflVi,j ]Lyi n /3jj 5 1.
We will look at functions fi and fz defined by lemma 3.4 from V(T) to V(Tl) and V(T2) respectively. Clearly jr(y) = u and fs(y) = v. Note that any child of u can have a non-empty intersection with at most one of aY1 and ay2. Similarly for 21. Thus any representative chosen from under yi and y2 have their least common ancestor at IJ in TI and at v in Ts. However, fi (z) lies at or below u and f2 (z) lies at or below w. Thus any representative chosen from under z will lie below u and w in Tl and Tz respectively, causing us to conclude that the OLC does not exist.
Proof. Suppose Vi, j lai n&( 5 1. This means that Vx,y, if lcu(x, y) in TI is below the root, then in T2, lcu(x, y) is the root. Thus for any triple x, y,z, their topologies in TI and Tz do not agree. Thus T is a star.
Suppose 3&j I&i nPj] > 1. Thus, ai is defined by a node which is not a leaf. Look at an CY~, lc # i, such that the node in TI defining o!k is not a leaf node. There are two cases to handle here. Either, at least one species in (Y~C is not in & or all species in crk are in pj (i.e., @k c pj).
Pessimistic Local Consensus
In the former case, pick that species z, which is in ok but not in &. Also pick those two species 5, y which are in cri np,. Both Tl and T2 agree on the triple x, y, z; namely this triple has topology ((2, y), .z) in both the trees: Thus, T cannot be a star. DEFINITION 4.1. The strict consensus of a set of trees Tl,T2,. . . , Tk is defined to be the tree T such that C(T) = n;=,C(Ti).
The strict consensus has been widely considered in the literature and an efficient algorithm fo computing it was given by Day [5] .
In the latter case, since we know that ,8j # S, we can pick two species x, y, from (Yk and another species z, from S -,&. In both TI and Tz, the topology of this triple is ((z, y), z). Thus, T cannot be a star.
The following theorem characterizes the PLC tree of two trees Tl and T2.
Since each species belongs to at most one of these maximal clusters in each tree, this test can be done in linear time. The following lemma handles the case when both Tl and Tz have exactly one child of the root which is not a leaf.
4.1
Construction Phase: By Theorem 4.1, the pessimistic local consensus tree, if it exists, is identically the strict consensus tree. Thus to construct the pessimistic local consensus tree it suffices to use the O(n) algorithm in [5] for the strict consensus tree.
4.2
Verification Phase: Let TI and T2 be the input trees, and let T be the strict consensus tree LEMMA 4.2. Suppose Tl and T2 are two trees on the same species set S and T and their pessimistic local consensus, is a star.
Suppose both TI and T2 have exactly one child of the root each which is not a leaf. Let 31,.
.', sk be leaves in Tl which are children of the root. Let v be the lcu in Ta of ~1,. . . , sk. Then every child of v contains at most one species x E s -{sl, . . . , Sk}.
Moreover,foranypairofspeciesx,y E S-{sl,...,sk}, the least common ancestor of x and y in T2 lies on the path from v to the root. constructed using the algorithm in [5] . We want to be Proof. Suppose 3 a child of v which contains at least two species from S -{si , . . . , sk}. Then by picking x, y such that they both lie under this child if v in Tz and picking an si out of sr, . . . Sk that lies under a different child of v, we find that both trees have the same topology for the triple 2, y, si. Thus T cannot be a star. Furthermore, if %,y E S -{sr, . . . ,sk} such that Zca(z, y) in T2 does not lie on the path from v to the root, then the triple x,3, si would have identical topologies in both trees and T wouldn't be a star. DEFINITKON 4.2. A rooted tree T is'a millipede if the set of internal nodes of T defines a single directed path.
Thus all species in S -{si, sp,. . . ,sk} form a millipede (say, T,*) in T2.
Let Si = S -{si, 32,. . . ,sk} and let ~1, . . . . 'ZLZ be the children of the root in Tz+, which are leaves. Look at TI ]sl, (say, Tf). Either, TT has one non leaf child or it has at least two non leaf children. In the former case, we can apply the previous lemma and infer that T~Is~-{~~,,.,~~) will be a millipede. In the later case, we can apply lemma 4.2 to check if the pessimistic local consensus is a star. LEMMA 4.3. Suppose TI and T2 are two millipedes on the same species set S. Then their pessimistic local consensus, T, is a star ifl there exists no triple such that both trees have the same topologies on the triple.
Checking that Tl and T2 have no triple on which they agree can be done in O(n) time.
Relaxed Versions
5.1
Relaxed-Accord Local Consensus:
In this subsection we will show that the relaxed-accord local consensus of two binary rooted trees Tl and TX is actually the strict consensus of these two trees.
THEOREM 5.1. If Tl and Tz are two rooted binary trees then their relaxed-accord local consensus T always exists, and is identically the strict consensus of Tl and T2. As a consequence, the relaxed-accord local consensus can be constructed in O(n) time using the algorithm in [5] , and there is no need to verify that the tree constructed is correct.
The proof of this theorem is omitted due to space constraints.
5.2
Relaxed-Discord local consensus:
In the relaxed-discord local consensus (RDLC) problem we require that any triple on which the trees TI and TZ agree must have its topology preserved in the consensus tree T. Further T should leave unresolved a maximal set of triples on which Tl and T2 disagree.
Previously we showed that the RDLC exists. Now we will show that it is unique.
The construction of the RDLC can be accomplished by defining the set A = {((a,bLc) : TIla,b,c == Tzla,b,c = ((a,b)c)}. This set of rooted triples can then be passed to the algorithm of [l] , which computes a tree (if it exists) having the required form on every triple in the set, and resolving a minimum number of additional triples outside that set. The algorithm in [l] takes O(pn) time where p = IAl. Since in our case, p E O(n3), the use of the algorithm of [I] would result in a running time of O(n4). We will obtain a speed-up to an O(n2) algorithm (which includes the verification) for the construction of the relaxed-discord tree, by using the fact that the tree necessarily exists. Our algorithm however takes advantage of the ideas in [ 11, and so we begin by briefly describing how that algorithm works. The Aho et al. Algorithm
In [l] , Aho et al. describe algorithms which determine if a family of constraints on least common ancestor relations can be satisfied within a single rooted tree. We describe here the simple algorithm they give for the case where the constraints are given as rooted resolved triples, ((x, y), .z). For such input the algorithm works top-down figuring out the clusters at the children of the root before recursing. To do this the algorithm maintains disjoint sets. Initially all leaves are in singleton sets. For each rooted triple ((2, y), z) the algorithm unions the sets containing x and y to indicate that x and y must lie below the same child of the root. This algorithm never unions sets unless this is forced. Recursive calls include constraints that are on species entirely contained in the same component discovered in the previous call. If all the species are seen to be in the same component (either initially or during a recursive call), the algorithm determines that the constraints cannot be simultaneously satisfied. This simple algorithm has a worst case behavior of O(pn), where there are p lea constraints and the underlying set S has n elements which will be leaves in the final tree.
We will now describe an algorithm to solve the RDLC in O(n2) time. Since Tl is itself consistent with all triples on which they agree, it is clear that T, the tree produced by the Aho et aE. algorithm, is a refinement of this tree in the following sense. Each child of the root of Tl (as well as T2) represents a cluster which is the union of some of the clusters represented by children of the root of T. Let A be the cluster of a child of the root of Tl and let B be a cluster of a child of the root of T2. A and B are unions of the clusters of some of the children of the root of T. In fact, if A n B is non-empty, then A n B is also the union of some of the clusters of the children of the root of T. We will show that except in one special case A n B is in fact the cluster of exactly one child of the root of T. Since find homeomorphic subtrees of Ti and Ta whose leaf
Ai n Ai* = 0 and Bj n Bj* = 0, we have that Ai G Bj* set is Comp and recurse on these subtrees. This task and Bj* c A; thus Ai = Bj* and Ai = S -Ai.. is common to both cases and is described after the Similarily, Bj = Ai* and Bj = S -Bj*. That is, roots discussion on &se 1. of Tl and Ts each have exactly two children. This is a TO handle Case 1 it is important not to waste time contradiction. on empty intersections. So we consider each species in
The case for A U B = S can be handled as follows. turn and label the intersection that this species lies in.
Identify the Zca, say u, of the species in S -A in Ta Thus we will identify at most n non-empty intersections.
and similarly, the Zca, say V, of the species in S -B in Let A n B be one such intersection. We need to find a Tl. Clearly, in Ta, '11 will be a descendent of the node homeomorphic subtree of Tl that has A n B as the leaf defining B and in Tl, v will be a descendent of the node set. We will show how to do this in time proportional time if a tree T exists such as described above, recursively compute the tree that T/t is homeomorphic to t for all t E A. for each component of the partition and make the In [14] , an algorithm is given for the problem roots of these trees children of the root of T.
addressed in [l] for the case where all the triples are resolved. In this case a faster algorithm can be obtained.
LEMMA 6.2. (KING, RAUCH, WARNOW [14])
Let A be a multi-set of k resolved rooted triples on a species set S, with ISI = n. We can determine in min{O(kfi), O(k + n2.5)} time whether a tree T exists such that T[{u, b, C} is homeomorphic to the rooted triple(s) in A on {a, b, c} (if such a triple exists in A). THEOREM 6.1. Let f be an arbitrary partial local consensus function and 7 a set of k evolutionary trees on S, with 15'1 = n. Then we can determine if the local consensus tree exists and construct it if it does in 0( kn3) time.
Proof. Given f, 7, and a triple A, we can determine the form of 7flA (for those triples A for which T'lA has a restricted form) in O(kn3) time. By the previous lemma, we can determine if partial local consensus tree exists, and construct it if it does, in O(n2.5 + k) time. The total time is therefore bounded by the cost of computing the triples.
While partial local consensus trees can be constructed in O(kn3), total local consensus trees can be computed even faster.
LEMMA 6.3 . [Kannan, Lawler, Warnow [12] ] Given an oracle 0 which can answer queries of "What is the form of Tl{a, b, c} for a species set {a, b, c}?", we can construct in O(n") time a tree T consistent with all the oracle queries (if it exists), and O(rnlog n) time if the tree T has degree bounded by r. THEOREM 6.2. Let f be a total local consensus function. Then given a set of k rooted trees on n species, we can construct in O(kn2) time the f-local consensus tree 7f if it exists. If f always returns resolved subtrees, then we can compute 7I in O(kn log n) time.
Proof. We can implement the oracle determining the form of the homeomorphic subtree of If on a triple a, b, c by first preprocessing the trees to answer least common ancestor (lea) queries in constant time, using [ 171. Then, answering a query needs only O(k) time. By [12] , we need only O(n2) queries and O(n2) additional work, for a total cost of O(kn2) in the general case. When 7j has degree bounded by T, we have total cost O(krnlog n). If f always returns resolved subtrees, then 7j will be binary, so that the total cost is O(knlogn).
Discussion and Conclusions
Several approaches have been taken to handle the problem of resolving multiple solutions. One approach has been to find a maximum subset So & S inducing homeomorphic subtrees; this subtree is then called a Maximum Agreement Subtree[lS, 9, 161. The primary disadvantage of this approach is that it does not return an evolutionary tree on the entire species set.
There is however a connection between this problem and one of the local consensus methods. The tree produced by -the relaxed discord local consensus method contains the maximum agreement subtree as a homeomorphic subtree. This is not too hard to see.
The other approach which we take here, requires that the resolution of the inconsistencies be represented in a single evolutionary tree for the entire species set. A classical problem in this area is the Tree Compatibility Problem (also called the Cladistic Character Compatibility Problem) [6, 7, 81 The Tree Compatibility Problem says that the set 7 of trees is compatible if a tree T exists such that for every triple A c S, T resolves A if and only TI A = Ti IA for every Ti E 7 which resolves A. This problem can be solved in linear time [ll, 181. The weakness of this approach is that in practice, many data sets are incompatible, and it is therefore necessary to be able to handle the case where some pairs of trees resolve triples differently.
Some other approaches of this type are the strict consensus and the median tree problems. These models are stated in terms of unrooted trees, so that instead of clusters, characters (i.e. bipartitions) on the species set are used to represent the trees. Using the character encoding of the consensus tree as a measure of fitness to the input, the strict consensus seeks a tree with only those characters that appear in every tree in the input.
The median tree, on the other hand, is defined by a metric, d(Tl,Tz), between rooted trees which is defined to be the cardinality of the symmetric difference of the character sets of Tl and T2. Given input trees Tl,..., Tk, T is the median tree if it minimizes xi d(T, Ti).
Th e median tree can be computed in polynomial time and has a nice characterization in terms of the character encoding [3, 15, 5] Both the above notions are related to versions of the local consensus problem, and the relevant local consensus trees always contain at least as much 'information' as these trees. The work represented in this paper can be extended in several directions.
As we have noted, for all local consensus functions the local consensus tree of a set of k trees can be computed in time polynomial in k and n = ISI. Many of these local consensus trees can be constructed in O(kn) time.
