Despite the importance of the mammalian neocortex for complex cognitive processes, we still lack a comprehensive description of its cellular components. To improve the classification of neuronal cell types and the functional characterization of single neurons, we present Patch-seq, a method that combines whole-cell electrophysiological patch-clamp recordings, singlecell RNA-sequencing and morphological characterization. Following electrophysiological characterization, cell contents are aspirated through the patch-clamp pipette and prepared for RNA-sequencing. Using this approach, we generate electrophysiological and molecular profiles of 58 neocortical cells and show that gene expression patterns can be used to infer the morphological and physiological properties such as axonal arborization and action potential amplitude of individual neurons. Our results shed light on the molecular underpinnings of neuronal diversity and suggest that Patch-seq can facilitate the classification of cell types in the nervous system.
Since Ramon y Cajal and others first systematically investigated the cellular structure of the brain more than a century ago 1 , it has become increasingly clear that different brain regions contain distinct neuronal cell types arranged in stereotypical circuits that underlie the functions that each brain area performs 2 . The gold standard for classification of neuronal cell types has been their complex and diverse morphology [1] [2] [3] . In particular, axonal geometry and projection patterns have been the most informative morphological features for predicting how a neuron is integrated into the local circuit (i.e., which other neurons it will connect to) 3, 4 . In addition, different morphological cell types often display unique physiological properties such as distinctive firing patterns in response to sustained depolarizing current injection 5 . Cellular morphology and physiology can be directly correlated at the single-cell level using whole-cell patch-clamp recording 6 .
Recent advances in molecular biology, particularly high-throughput single-cell RNA-sequencing (RNA-seq) 7, 8 have begun to reveal the genetic programs that give rise to cellular diversity 9 and have enabled de novo identification of cell types 10 , including neuronal subtypes in the neocortex and hippocampus 11, 12 . However, as these approaches require dissociation of tissue to isolate single cells, it has been difficult to link molecularly defined neuronal subtypes to their corresponding electrophysiological and morphological counterparts. The integration of physiology with gene expression profiles has primarily relied on single-neuron reverse transcription PCR (RT-PCR) of neurons recorded in patch-clamp mode 13 , which is restricted to only a small number (up to ~50) 14 of prespecified genes, or on spotted cDNA array 15 , which has a limited dynamic range, sensitivity and specificity compared to sequencing-based approaches and cannot detect novel transcripts or splice variants 7 . Previous attempts at unbiased, whole-transcriptome profiling using single-neuron RNA-seq after patch-clamp recording have so far been unsuccessful: one study sequenced in total three neurons from acute slices with a mean correlation of ~0.25 across samples 16 , reflecting difficulties in maintaining RNA integrity throughout electrophysiological recordings.
We thus set out to develop a protocol for combining whole-cell patch-clamp recordings with high-quality RNA-seq of single neurons, and focused on layer 1 (L1) of the mouse neocortex (Fig. 1a) . L1 is known to contain only two main morphological classes of neurons, both of which are inhibitory interneurons, with their own distinct firing patterns and connectivity profiles: elongated neurogliaform cells (eNGCs) and single bouquet cells (SBCs) 4 . Using standard electrophysiology techniques and cortical slices, we first used a dataset of 72 L1 interneurons 4 , whose firing pattern we had recorded in response to sustained depolarizing current and for which we had also reconstructed their detailed morphology using avidin-biotin-peroxidase staining (Fig. 1b) . Using this as training data, we built an automatic cell type classifier based on electrophysiological properties that could predict morphological cell class with ~98% accuracy (Fig. 1d,e) . In a separate set of experiments, we carried out patch-clamping on an additional set of 67 L1 interneurons in acute cortical slices using the Patch-seq protocol. The protocol was developed to improve RNA yield by making use of an optimized mechanical recording approach (e.g., electrophysiological, transcriptomic and morphologic profiling of single neurons using Patch-seq l e t t e r s tip size, volume inside pipette) as well as a modified intracellular recording solution to extract and preserve as much full-length mRNA from each cell as possible (Supplementary Figs. 1 and 2) . We recorded their firing patterns (Fig. 1c) and extracted their cell contents until the cell had visibly shrunken (Fig. 1g) for downstream RNA-seq analysis. Each neuron from this RNA-seq dataset was assigned to a neuronal class of either eNGC or SBC by blinded expert examination of the firing pattern and using the automated classifier described above. 
l e t t e r s
Both classifications were carried out independently and led to very similar cell type labels (Fig. 1f , r = 0.85, P < 10 −12 , n = 44). In addition, we recorded the electrophysiological properties of 32 L1 interneurons in vivo in anesthetized animals and extracted their cell contents for RNA-seq. Large fluctuations in the resting membrane potential, likely due to ongoing activity in the local circuit and/or fluctuations in cortical state 17 , made it difficult to classify neurons recorded in vivo based on their electrophysiological properties. Thus, these cells did not receive a cell type label. Although we aimed to target L1 interneurons, we occasionally recorded an excitatory neuron (n = 1 ex vivo and n = 7 in vivo) or astrocyte (n = 1 in vivo) near the L1/L2 border. Rather than discarding these samples, we proceeded with RNA-seq in the same manner as for the L1 interneurons and used them as additional controls to validate cell type-specific markers (see below). In addition, each experiment included at least one negative control, in which a recording pipette was inserted into the tissue but no cell was patched. The negative controls were processed in the same manner as the rest of the samples to determine the amount of contamination during sample collection and amplification ( Supplementary Fig. 3 ).
After harvesting the cell contents, single-cell mRNA was converted to cDNA and used to generate sequencing libraries following a protocol similar to that of Smart-seq2 (ref. 18 ). Libraries with low cDNA yield (<200 pg/µl) or poor quality (<1,500 bp mean size) were excluded from further analysis (Supplementary Fig. 3 ; 50/108 cells and 32/32 negative controls). A higher fraction of in vivo samples was excluded (31/40) compared to ex vivo (19/68; Supplementary Fig. 3 ), likely owing to there being lower amounts of cDNA obtained as well as increased contamination during in vivo sample acquisition (i.e., the pipette must traverse more tissue and penetrate the dura to reach the target cell). We sequenced the 58 single-cell libraries that met our inclusion criteria; they corresponded to the following, all of which were recorded in patch-clamp mode, as indicated: 48 L1 interneurons in slices, 5 L1 interneurons in vivo, 1 pyramidal neuron in slices, 3 pyramidal neurons in vivo and 1 astrocyte in vivo. Analyses of the sequenced libraries revealed that, on average, 65% of reads mapped uniquely to the mouse genome, and 60% of those mapped within exons ( Supplementary Fig. 4 and Supplementary Table 1) . As expected, the pyramidal neuron and astrocyte samples showed clear differences in gene expression compared to the L1 interneurons ( Fig. 2a and Supplementary Fig. 5) , consistent with known cell type-specific markers [19] [20] [21] [22] . We subsequently focused our analyses on the L1 interneurons, which expressed interneuron markers including Gad1, Reln and Cplx3 (refs. 23, 24 ; Supplementary Figs. 5 and 6) . We detected approximately 7,000 genes per interneuron (Fig. 2b) , with an average Spearman correlation of 0.59 and 0.56 between ex vivo and in vivo cells, respectively (Fig. 2c) , a higher number of genes detected per cell than a recent study using dissociated neurons 12 .
To explore the interneuron transcriptomes and to resolve the molecular cell classes in an unbiased manner, we performed clustering and dimensionality-reduction analysis using the 3,000 most variable genes (Supplementary Table 2 ). Affinity propagation was employed to cluster cells in this high-dimensional gene space (without prespecifying the number of clusters). We reduced the dimensionality of the data to visualize the resulting clusters using t-distributed stochastic neighborhood embedding (t-SNE). We identified two molecular interneuron clusters ( Fig. 2d) with high correspondence to the eNGC and SBC l e t t e r s classification (41/47 cells, 87%; Fig. 2d,e) . Random subsampling of the data demonstrated that the two cell classes could be robustly distinguished using as few as 31 cells (Supplementary Fig. 7 ). In addition, we asked whether we could predict cell class based on single-cell gene expression using a regularized generalized linear model (GLM; Supplementary Table 3) . The classifier performed at approximately 86% accuracy for predicting cell type (Fig. 2f) . Although our sample size was clearly sufficient to identify the two major physiological cell classes in L1, it is still possible that additional molecular subclasses exist within each of these broad groups. Together, these results demonstrate a strong agreement between cell type assignments based on morphological, electrophysiological and transcriptional profiles. Next we asked whether specific physiological properties could also be predicted using single-neuron gene expression data. We trained a sparse, regularized GLM for each of seven quantitative electrophysiological measurements using the single-cell transcriptome data as input (using the most variable 50-250 genes across cells as input). Three of these (after-hyperpolarization amplitude (AHP), after-depolarization amplitude (ADP) and action potential amplitude (Amp)) could be predicted based on differential gene expression, as shown by the correlation between cross-validated predictions and the ground truth for individual neurons ( Fig. 2g-i and Supplementary Table 3 ). The remaining variables (membrane time constant, adaptation index, action potential width and resting membrane potential) could not be modeled using gene expression data, suggesting that variability along these features may reflect factors other than differential gene expression, or that a larger dataset is needed to infer these properties from single-cell gene expression.
Transcriptome analyses of cells collected in vivo assigned many of them to a specific cell class ( Fig. 2e) and suggested a shift in gene expression compared to cells collected ex vivo (Fig. 2e , t-SNE, second component) that may reflect an increased stress response in the acute slice preparation (e.g., increased Fos expression ex vivo compared to in vivo; Supplementary Fig. 8 ).
Notably, these results demonstrate that highquality whole-transcriptome data can be obtained even from single neurons in intact animals, and that the gene expression profile within a cell class is largely preserved across in vivo and ex vivo preparations. Extension of cell type classification to include dynamic functional properties such as receptive fields and tuning properties, which can only be measured in vivo, may ultimately lead to better understanding of cell types in terms of their role in information processing in the cortex.
Previous studies suggest that late-spiking eNGCs express Reelin whereas burst-spiking SBCs express vasoactive intestinal peptide (VIP) 25 . However, other studies show that Reelin is found in similar proportions in both cell types, and only about 20% of burst-spiking cells express VIP 26 . We found that neither of these markers was very useful for distinguishing eNGCs from SBCs at the mRNA level ( Fig. 3a and Supplementary Fig. 6 ), calling into question whether single-neuron RT-PCR and protein-level studies are well suited for predicting which transcripts show the greatest differences in expression between cell types. Single-cell differential expression analysis (SCDE) 27 identified several genes that are differentially expressed between the two cell types (Fig. 3b, Supplementary Fig. 9 and Supplementary Table 4) . In addition, gene set enrichment analysis (GSEA) revealed that genes involved in cell-cell signaling (transmembrane and extracellular proteins, receptors, ion channels and intracellular signaling molecules) were particularly upregulated in SBCs, whereas genes involved in RNA processing and mitochondrial function were upregulated in eNGCs ( Fig. 3c and Supplementary Table 5 ). These findings are consistent with previous reports that eNGCs communicate nonspecifically with all cell types using volume transmission, whereas SBCs form highly selective synapses onto particular neuronal types 4, 28, 29 . In particular, our results predict that increased expression of cell adhesion molecules including Cdh18, Cdh4 and ALCAM, and synaptic regulatory proteins such as Syndig1 (ref. 30 ) may play an important role in the shaping of the synaptic specificity of SBCs 4, 28 . Taken together, these results demonstrate that whole-transcriptome profiling of patch-clamp-recorded neurons is a useful approach to identify novel molecular markers for well-defined physiological and morphological cell classes, and to generate hypotheses regarding the molecular mechanisms of cell type diversity.
A number of the identified differentially expressed genes are also associated with human disease. For example, the transcription factors Npas1 l e t t e r s and Npas3 are highly expressed in SBCs but not in eNGCs (Fig. 3b) . Notably, these proteins have been implicated in autism spectrum disorders and schizophrenia and were previously shown to regulate the generation of specific neocortical interneurons 31, 32 . SBCs also preferentially express Dpp6 and Cplx2 (Fig. 3b) . Dpp6 (Dipeptidyl-peptidase 6) is an auxiliary subunit of the Kv4 family of voltage-gated K + channels implicated in autism spectrum disorders that regulates channel function and dendrite morphogenesis 33 , whereas Cplx2 (Complexin-2) is a presynaptic protein linked to schizophrenia that controls neurotransmitter release and presynaptic differentiation 34 . Our observation that four disease genes implicated in neuropsychiatric illness are significantly (P-adjusted < 0.05) upregulated in SBCs, in combination with previous studies suggesting that SBCs may play an important role in the detection of salient sensory information and the mediation of topdown influences 28 , raises the question of whether dysfunction of SBCs may contribute to the pathophysiology of these disorders. The ability to map disease-associated genes onto specific neuronal cell types will open entirely new lines of inquiry and pave the way for a more precise, circuit-level understanding of neuropsychiatric disorders.
In summary, Patch-seq is a technique that enables whole-cell patch-clamp recordings and high-quality RNA-seq of individual neurons. Using this approach, we demonstrate that cellular morphology, physiology and gene expression can be integrated at the single-cell level to generate a comprehensive profile of neuronal cell types, using neocortical L1 interneurons as a test case. In addition, we identify several molecular markers that can be used to target these cell types for further study, generate new hypotheses regarding their differentiation and link specific cell types to neuropsychiatric illness. Our approach can be used broadly to characterize neuronal cell types in any brain region, in different mouse models of disease and even in nongenetically tractable organisms such as primates. The ability to perform unbiased, wholegenome transcriptome analysis and physiological characterization of individual neurons might help to resolve long-standing questions in the field of neuroscience and will enable new directions of investigation.
MeThODs
Methods and any associated references are available in the online version of the paper. 
ONLINe MeThODs
Animals. All experiments were carried out in accordance with, and with approval from, the Animal Care and Use Committee (IACUC) at Baylor College of Medicine (BCM). The dataset for electrophysiological and morphological characterization of L1 interneurons came from a much larger study of neuronal cell types across all cortical layers 4 .
For the RNA-seq experiments, we aimed to collect approximately 20-30 samples of each cell type, because previous studies have demonstrated that this number is typically sufficient to separate different cell classes within highdimensional gene space 12 . A total of ten mice (seven males and three females) aged 15-70 d were used for these experiments (five for ex vivo and five for in vivo experiments). The majority were wild-type C57Bl/6 mice obtained from the BCM Center for Comparative Medicine (CCM, n = 7/10 mice). A few animals (n = 3/10) were Viaat-Cre; ROSA26-LSL-tdTomato (Ai9) double heterozygotes, in which all interneurons express the fluorescent reporter tdTomato 35 , in order to facilitate targeted patch-clamp recording of L1 interneurons. The Viaat-Cre line was obtained from H. Zoghbi (BCM) and maintained on an Fvb background. The Ai9 line was obtained from the Jackson Laboratory (JAX stock #007909). Thus, the Viaat-Cre/Ai9 offspring used for experiments were on a mixed C57Bl6/Fvb background. The differences in gene expression we observed between cell types were unrelated to the genetic background, sex or age of the animals (data not shown).
Slice electrophysiology and RNA extraction. Brain slices were prepared as previously described 4 with modifications to improve recovery from adult (>P20) tissue 36 . Animals were deeply anesthetized with 3% isoflurane. Following decapitation the brain was quickly removed and placed into cold (0-4 °C) oxygenated physiological solution. For juvenile tissue, a standard physiological solution was used containing (in mM): 125 NaCl, 2. 4 . Parasagittal slices 300 µm thick were cut from the tissue blocks using a microslicer (Leica VT 1200). For adult tissue, slices were kept in oxygenated NMDG solution for 10-15 min, and then transferred to oxygenated standard physiological solution. For juvenile tissue, slices were immediately stored in oxygenated standard physiological solution. All slices were kept at 37.0 ± 0.5 °C in oxygenated physiological solution for ~0.5-1 h before recordings. During the recording sessions the slices were submerged in a custom chamber. The slices were stabilized with a fine nylon net that was attached to a platinum ring. The recording chamber was perfused with oxygenated physiological solution throughout the experiments. The half-time for the bath solution exchange was ~6 s, and the temperature of the bath solution was maintained at 34.0 ± 0.5 °C.
To collect an initial dataset of only morphology and electrophysiology for a large number of neurons, we carried out whole-cell recordings according to previously described techniques 4 . Patch recording pipettes (5-7 MΩ) were filled with intracellular solution containing 120 mM potassium gluconate, 10 mM HEPES, 4 mM KCl, 4 mM MgATP, 0.3 mM Na 3 GTP, 10 mM sodium phosphocreatine and 0.5% biocytin (pH 7.25). Whole-cell recordings were made using a Quadro EPC 10 amplifier (HEKA Electronic, Lambrecht, Germany). A built-in LIH 8+8 interface board (HEKA) was used to achieve simultaneous A/D and D/A conversion of current, voltage, command and triggering signal. PatchMaster software (HEKA) and custom-written MATLABbased programs (Mathworks) were used to operate the recording system and perform online and offline analysis of the electrophysiology data. For each cell, we also recorded its spiking response to a sustained depolarizing current.
To obtain electrophysiology and transcriptome data from single neurons, we made additional modifications to improve RNA recovery 37 . A series of pilot experiments were carried out to test various protocol modifications, including (i) the inclusion of RNase inhibitor in the intracellular patch-clamp solution, (ii) silanization of the glass capillaries 37 used for patch-clamping, (iii) dNTP concentration of the lysis buffer, (iv) inclusion of the nucleus during the extraction process, (v) pipette tip size and (vi) volume of intracellular solution (Supplementary Fig. 1 ). Here we describe the final protocol used for sample acquisition from L1 interneurons in this study. Glass capillaries (2.0 mm OD, 1.16 mm ID, Sutter Instruments) were autoclaved prior to pulling patch-clamp pipettes, all work surfaces including micromanipulator pieces were thoroughly cleaned with DNA-OFF (Takara Cat. #9036) and RNase Zap (Life Technologies Cat. #AM9780) and great care was taken to maintain an RNase-free environment during sample collection. Recording pipettes of 2-4 MΩ resistance were filled with RNase-free intracellular solution containing: 123 mM potassium gluconate, 12 mM KCl, 10 mM HEPES, 0.2 mM EGTA, 4 mM MgATP, 0.3 mM NaGTP, 10 mM sodium phosphocreatine, 20 µg/ml glycogen, and 1 U/µl recombinant RNase inhibitor (Takara Cat.no. 2313A), pH ~7.25. To maximize RNA recovery, it was critical to use a small volume of intracellular solution in the patch-clamp pipette (ideally less than 0.3 µl, but certainly less than 1 µl, Supplementary Fig. 1f) . Loading the pipette with such a small volume could be done reliably by hand using a standard backfilling approach with some practice, but raises additional challenges such as ensuring the patch-clamp electrode reaches the internal solution. Addition of EGTA to the intracellular solution scavenges free calcium and thus reduces the activity of any RNases present in the solution, and glycogen serves as an RNA carrier 13, 37 . Addition of RNase Inhibitor directly to the internal solution significantly improved cDNA yield (Supplementary Fig. 1a) . Importantly, recordings could be carried out using this modified internal solution for up to 60 min without affecting the health of the cells as indicated by their resting membrane potential (Supplementary Fig. 2 ). RNA was collected at the end of the recording (typically 2-3 min from break-in to RNA extraction) by applying light suction until the cell had visibly shrunken (Fig. 1g) . Often, the entire nucleus and most of the cytoplasm could be seen entering the pipette (Fig. 1g) and this was associated with a high yield of cDNA (Supplementary Fig. 1d ). We achieved an optimal balance between maintaining stable recordings (easier with small pipette tips) and obtaining high quality RNA samples (easier with large pipette tips, see Supplementary Fig. 1e ) when the tip of pipette was approximately one-quarter to one-third the size of the cell body. For experiments where it is necessary to hold the cell for longer than ~20 min, smaller pipette tips may be required. If any extracellular contents were observed to enter the pipette, the pipette and its contents were discarded. Otherwise, the contents of the pipette were ejected using positive pressure into an RNase-free PCR tube containing 4 µl of RNase-free lysis buffer consisting of: 0.1% Triton X-100, 5 mM (each) dNTPs, 2.5 µM Oligo-dT 30 VN (5′-AAGCAGTGGTATCA ACGCAGAGTACT 30 VN-3′, where 'N' is any base and 'V' is either A, C or G), 1 U/µl RNase inhibitor, and 1 × 10 −5 dilution of ERCC RNA Spike-In Mix (Life Technologies Cat. #4456740). We aimed to collect approximately equal numbers of each cell type from individual animals and/or experiments, so that any differences between the cell types could not be attributed to interanimal or interexperimental differences.
Morphological reconstruction.
Following slice recordings, morphological examination was carried out using light microscopy according to previously described protocols 4 . In brief, the slices were fixed by immersion in freshly prepared 2.5% glutaraldehyde/4% paraformaldehyde in 0.1 M phosphatebuffered saline (PBS) at 4 °C for at least 48 h, and subsequently processed with the avidin-biotin-peroxidase method in order to reveal cell morphology 4 . The morphology of the cells was reconstructed and analyzed using a 100× oil-immersion objective lens and camera lucida system (Neurolucida, MicroBrightField).
Surgical procedure for in vivo experiments.Anesthesia was induced with 3% isoflurane and maintained with 1.5-2% isoflurane during the surgical procedure. Anesthetized mice were placed in a stereotaxic head holder (Kopf Instruments) and body temperature was maintained at 37 °C throughout the surgery using a homeothermic blanket system (Harvard Instruments). After shaving the scalp, bupivicane (0.05 cc, 0.5%, Marcaine) was applied subcutaneously, and after 10-20 min an approximately 1 cm 2 area of skin was removed above the skull and the underlying fascia was scraped and removed. The wound margins were sealed with a thin layer of surgical glue (VetBond, 3M), and a headbar was attached to the skull with dental cement (Dentsply Grip Cement). At this point, the mouse was removed from the stereotax and the skull was held stationary on a small platform by means of the newly attached headbar. Using a surgical drill and HP 1/2 burr, a ~3 mm craniotomy was made over V1 (2.7 mm lateral of the midline, contacting the lambdoid suture), npg and the exposed cortex was washed with artificial cerebrospinal fluid (ACSF) containing (in mM): 125 NaCl, 5 KCl, 10 Glucose, 10 HEPES, 2 CaCl 2 and 2 MgSO 4 , pH ~ 7.4. The craniotomy was sealed with a coverslip containing a 500 µm-diameter hole that had been previously drilled with a diamond-tipped burr (Coltene/Whaledent) to allow access with patch-clamp pipette(s).
In vivo electrophysiology and RNA extraction.Patch-clamp pipettes were pulled from borosilicate glass (1.5 mm OD × 0.86 mm ID, Sutter Instruments) to an impedance of 4-7 MΩ. Pipettes were filled with the same RNase-free modified internal solution used for slice electrophysiology (see above) with the addition of Alexa 488 or 598 (10-50 µM) to allow visualization of the pipette and extracellular space. A manometer (Fisher Scientific 06-664-19 ) and custom-built pressure manifold allowed fast switching between high pressures while entering the bath and penetrating the dura (~150 mbar), and low pressures (~20-50 mbar) while advancing the pipette through the cortex under two-photon guidance, which helped to reduce the overall volume of intracellular solution ejected from the pipette. Bias currents were zeroed once the pipette was placed in the bath. Gigaseals were allowed to stabilize for 3-5 min before break-in. Compensating for tissue distortion by retracting the pipette ~10 µm during this time resulted in improved access and more stable recordings. Membrane potential (V m ) was not adjusted for the liquid junction potential. The procedure for RNA extraction was essentially identical to that described for slice recordings, relying on two-photon guidance in this case to visualize when the cell contents had entered the pipette (Fig. 1g) .
Library construction and sequencing. We converted the RNA collected from patch-clamped neurons into complementary DNA (cDNA) using the Smartseq2 protocol 38 . Briefly, poly(A) + RNA was reverse transcribed using a tailed oligo(dT) primer (5′-AAGCAGTGGTATCAACGCAGAGTACT(30)VN-3′, where V represents A, C or G) and Moloney murine leukemia virus reverse transcriptase (MMLV RT). When the reverse transcriptase reaches the 5′ end of an RNA molecule, the terminal transferase activity of MMLV adds several nontemplated C nucleotides to the 3′ end of the cDNA molecule. These additional C nucleotides base-pair with the template switching oligo (TSO, 5′-AAGCAGTGGTATCAACGCAGAGTACATrGrG+G-3′, where rG indicates riboguanosines and +G indicates a locked nucleic acid (LNA)-modified guanosine), allowing the reverse transcriptase to switch templates and continue transcribing to the end of the TSO. The resulting first-strand cDNA molecule thus contains the full-length mRNA as well as universal priming sites. After 18 cycles of amplification, 1 ng of purified cDNA was used to construct sequencing libraries using our in-house Tn5-mediated tagmentation 39 . Briefly, cDNA was fragmented by Tn5 transposase at 55 °C for 8 min, followed by incubation with 5 µl 0.2% SDS for 5 min at room temperature. Whole volume (25 µl) was then used for enrichment PCR with ten cycles of amplification. The PCR master mix included 10 µl of Fidelity Buffer (5×), 1.5 µl dNTPs (10 mM), 1 µl KAPA HiFi DNA polymerase (1 unit/µl, all three reagents from KAPA Biosystems) and 1 µl each of Index i7 (0.1 µM) and Index i5 (0.1 µM). Quality control was performed on both the amplified cDNA and the final library using a Bioanalyzer (Agilent). cDNA samples containing less than 200 pg/µl cDNA from 300-9,000 bp (15 µl total volume), or with an average size (considering the band from 300-9,000 bp) less than 1,500 bp were not sequenced (n = 50/108 samples). The DNA were sequenced from single end (43 bp) together with both i5 and i7 indices (6 bp each) using an Illumina HiSeq 2000. Investigators were blinded to cell type during library construction and sequencing.
Read processing and quantification of gene expression. Reads were aligned to the mouse genome (mm10 assembly) using STAR (v2.4.1c) 40 , with default settings except for the use of the automatic two-pass alignment strategy (--twopassMode Basic) to increase the sensitivity of splice junction identification and quantification. We discarded cells (n = 2) with less than 50,000 sequenced reads. We next verified that uniquely aligned reads in the Patch-seq libraries came from mRNAs by overlaying aligned read coordinates with annotated NCBI RefSeq genes. All libraries had >68% of reads mapping to known exons and introns, in line with standard single-cell RNA-seq libraries generated from lysed whole cells. Uniquely aligned reads were used to quantify gene expression levels using rpkmforgenes 41 . Expression levels were normalized to the number of reads per kilobase of transcript per million total reads (RPKM value), using NCBI RefSeq (downloaded on 24th of June 2014) gene and transcript models. We detected on average ~7,000 genes per L1 interneuron above 1 RPKM. To filter out noise from the expression data, we omitted genes that did not have an expression value of at least 1 RPKM in more than one sample. After the noise extraction, the dimensionality of the complete dataset was reduced to ~16,000 genes, and when considering only L1 interneurons it was reduced to ~15,000 genes. We next log 2 transformed the RPKM values, and performed all computational analyses in log 2 -space. Investigators were blinded to cell type during read processing and quantification of gene expression.
Identification of highly variable genes. We ranked genes according to biological variation across the L1 interneurons, after controlling for the relationship between mean expression and technical variability 42 . We made an in-house R implementation of the method previously described 42 , with the addition of first replacing the largest positive outlier with the second highest value (performed to reduce the occurrence of genes with expression in a single cell from being selected in the most variable genes). The ranked list of genes is available in Supplementary Table 2 and, as expected, contains many genes with important functions in interneurons or genes that have been linked to psychiatric disorders.
Clustering analysis. The hierarchical clustering based on marker gene expression (Fig. 2a) was performed using the clustermap implementation in the python package seaborn, with Pearson correlation as metric and average linkage for calculating cluster distances. The package internally uses the scientific python module cluster (scipy.cluster) for clustering and the matplotlib packages for visualization. We employed the affinity propagation algorithm to cluster L1 interneurons based on their gene expression similarities using the negative Euclidean distance as metric (MATLAB implementation, available at the authors homepage: http://www.psi.toronto.edu/index.php?q=affinity%20prop agation). The clustering was performed in the high-dimensional space spanned by the 3,000 most variable genes (described in the above section). In order to treat every cell as a potential cluster center, the preference parameter was set to the median similarity. The algorithm partitioned the interneurons into two main groups and additionally four clusters containing only one cell each (those four cells were labeled as outliers). The resulting clustering (Fig. 2d) is in good agreement with both the output of the automatic classifier and the blinded expert classification of the L1 interneurons to eNGCs and SBCs (Fig. 2e,f) . In order to test if the number of samples analyzed is sufficient to distinguish the two cell types and provide a robust classification, we repeated the clustering analysis using subsets from the 46 ex vivo L1 interneurons (Supplementary Fig. 7) . The number of sample sizes tested ranged from 41 to 11 cells, with a decrement step of 5 and 250 iterations for each different sample size. In each subsampling, cells were selected at random and used as input to the affinity propagation algorithm. The resulting clustering was compared with the clusters obtained initially from the whole dataset to score the cells that were classified correctly. The same procedure was repeated considering all the L1 interneurons, yielding similar results (data not shown).
Dimensionality reduction techniques.
To reduce the dimensionality of the gene expression data in an unbiased manner, we employed both Principal Component Analysis (using the pca function in MATLAB) and t-Distributed Stochastic Neighbor Embedding (t-SNE) (using the MATLAB implementation of t-SNE) to project the gene space onto two dimensions. For t-SNE analyses we adjusted the default parameters according to the dimensionality of our dataset and provided the principal components as input for the initialization of cells. The number of principal components was selected so that the 60% of total variability in the data will be retained during the preprocessing step, corresponding to the first 28 principal components when analyzing all 58 cells and to 23 principal components when considering only L1 interneurons. The parameter for the perplexity of the Gaussian distributions (number of neighboring cells considered effective in the algorithm) was set to 20 when analyzing all 58 cells and to 10 when comparing L1 interneurons. Very similar two-dimensional maps were generated with different numbers of genes or parameters indicating that the separation is robust. The dimensionality reduction of all 58 cells (Supplementary Fig. 5a,b) used as input the normalized npg expression of all 16,000 genes, whereas the analyses of the L1 interneurons (Fig. 2d,e) used as input the 3,000 most variable genes.
Cell type classifier based on electrophysiological properties. To build an automatic cell type classifier based on electrophysiological properties, we trained an L1-regularized logistic regression 43 with 20-fold cross-validation on a set of 72 cells, for which cell-type labels were inferred from reconstructed morphologies (Fig. 1b) . As input, we used resting membrane potential, input resistance, action potential (AP) decay constant, AP threshold, AP amplitude, after-depolarization, adaptation index, presence of delayed spiking and presence of bursting. All variables were z-scored before training the classifier. We used the implementation provided by lassoGlm in MATLAB with a binomial output distribution. We applied the "1 SE" rule 43 and chose the most strongly regularized decoder within 1 SE of the decoder with the best decoding performance. Most weight was placed on after depolarization amplitude and delayed spiking (Fig. 1e) . We verified the performance of the classifier by training the classifier only on a randomly selected stratified subset of the data (46 cells) and evaluated it on a held-out validation set (26 cells). On the training set the classifier performs at nearly 100% correct, on the validation set it achieves a performance of ~92%.
We then applied the decoder to the electrophysiological data collected during the RNA extraction process and classified the cells. The correlation between a manual expert classification and our automatic classification was very high (correlation between nonthresholded classifier output and manual score: 0.91). Both the manual expert classification and the automatic cell type classification were carried out blinded to the gene expression profiles of the neurons.
Predicting cell type and physiological properties from gene expression. We used regularized generalized linear models with a binomial output distribution (i.e., logistic link function) to predict cell type, or with a normal output distribution (i.e., linear link function) to predict continuous physiological properties (after-depolarization amplitude, after-hyperpolarization amplitude, membrane time constant, AP width, AP amplitude, natural log of the adaptation index (second/first inter-spike interval), and resting membrane potential). As input we used between 50 and 250 genes with highest relative variability (see section "Identification of highly variable genes," above). We used the elastic-net algorithm with alpha = 0.95 (i.e., a high degree of sparsity in the weights), regularizing the weights with a mix of L2 and L1 regularization. The elastic-net penalty is particularly well suited for coping with highly correlated predictors 43 . The genes used for predicting each physiological property are reported in Supplementary Table 3 .
To obtain a realistic estimate of how well we can predict cell type or physiological properties, we used nested cross-validation. In the outer crossvalidation loop, we iterated over each individual cell, evaluating the prediction for that cell with a model trained on all but that cell ('leave-one-out crossvalidation'). Cross-validation in the inner loop was used to select the optimal amount of regularization. The evaluated model is selected based on the 1-SE rule to prevent overfitting 43 . As sparse models can have a substantial bias in their outcome, we refit the model using only the selected genes. Performance was measured using percent correct for binary features (Fig. 2f) and Spearman rank correlation for continuous features (Fig. 2g-i) . 95%-confidence intervals on percent correct scores (Fig. 2f) are Clopper-Pearson intervals 44 .
Differential gene expression analysis. To identify genes that drive the separation of L1 interneurons into two distinct molecular classes (Fig. 3) , we performed differential expression analysis between the two main clusters identified by the affinity propagation clustering. We further extended the analysis to test for differential expression between the ex vivo and in vivo interneurons, plus between the different cell groups based on the electrophysiological properties. In particular, we tested for genes that differ between the two cell types as classified by blinded expert examination of the firing pattern, delayed-spiking and nondelayed-spiking interneurons, as well as the burstspiking and non-burst-spiking interneurons. The results obtained from all these comparisons are summarized in Supplementary Table 4 . For the differential analysis, we used the R/Bioconductor package SCDE 27 with the default settings, except for increasing the transcription magnitude to 500 for increased sensitivity. The raw read counts were provided as input, as the SCDE algorithm requires integer values that should not be normalized. Genes with zero reads across the samples being compared were discarded. We fit the error models using either a common set of genes ("common fit") or two different sets of genes, one for each group ("independent fit"). Both approaches generated very similar results and we report the results from the independent fit. We used the MATLAB toolbox aboxplot for drawing boxplots.
Gene set enrichment analysis. We investigated whether the differentially expressed genes within the two neuronal clusters (clusters A and B) were enriched for those that coded for proteins annotated with particular biological functions. We used three different types of tests and all results are summarized in Supplementary Table 5 . First, we performed gene set enrichment analysis (GSEA), which is a threshold-independent (and therefore list-independent) method for finding gene set enrichments. The method was used with default settings except for providing a pre-ranked list of genes, as the differential expression test in GSEA was not designed for single-cell RNA-seq data. Therefore, we used the z-score from the SCDE analysis between the two cell types as gene ranking metric. Leading Edge Analysis (LEA) was performed afterwards using the output (FDR < 5%) from the GSEA, to identify the genes that were members of more than one significantly enriched set: the leadingedge subsets. The significant categories (FDR < 5%) are reported in Figure 3c and in sheet 1 of Supplementary Table 5 . Second, we tried two variants of list-based gene ontology enrichment analyses. To this end, we selected the top 100 or 200 differentially expressed genes from each cell-type and computed the overlaps within the Gene Ontology annotations (Biological Process, Cellular Component and Molecular Function). We performed these analyses either using interneuron-expressed genes (sheets 2-3, Supplementary Table 5 ) or all genes as background (sheets 4-5, Supplementary Table 5) using DAVID. Using all genes as background is the standard procedure, but has the drawback that significant gene categories might resemble more interneuron-expressed genes than the differential expression between the two cell types. To alternatively use interneuron-expressed genes as background should preclude such confounding effects, but can be less powerful and instead depends on how the background set is chosen. Therefore, we generated the background set of interneuron-expressed genes to include those with expression above 5 RPKM in at least 20 cells (resulting in 6,300 genes) and uploaded these to DAVID to perform the gene set enrichment tests.
