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ABSTRAK 
 
Saat ini, statistika telah banyak diterapkan di segala bidang. Salah satu metode 
statistika yang banyak digunakan adalah persamaan regresi yang digunakan untuk 
peramalan. Salah satu masalah yang sering terjadi pada persamaan linier regresi berganda 
adalah multikolinieritas atau adanya hubungan di antara peubah-peubah bebas pada 
persamaan regresi. Masalah multikolinieritas dapat diatasi dengan menggunakan metode 
ridge regression. Pada umumnya penentuan parameter  k pada metode ridge regression 
dengan menggunakan ridge trace yang bersifat subjektif sehingga penentuan nilai 
parameter k dapat berbeda-beda antara individu yang satu dengan yang lain. Penulis 
melihat masalah ini dan menawarkan solusi untuk menentukan nilai optimum dari 
parameter  k dengan menggunakan algoritma yang berdasarkan metode Newton-Raphson 
dengan meminimumkan fungsi mean squared estimation error dan fungsi mean squared 
prediction error. 
Tujuan dari penulisan skripsi ini adalah untuk menganalisis penentuan nilai  
parameter ridge regression k yang optimum sehingga dapat mengestimasi persamaan  
yang tepat pada regresi linier berganda dengan masalah multikolinieritas di antara 
peubah-peubah bebasnya. 
Tahapan analisis yang dilakukan meliputi studi kepustakaan, perencanaan 
prosedur analisis dan perancangan program statistika yang digunakan untuk membantu 
pengolahan data agar hasil analisis lebih tepat dan akurat. 
Hasil yang diperoleh dari analisis ini adalah estimasi koefisien regresi linier 
berganda yang tepat dengan menggunakan metode ridge regression dan nilai parameter  k 
optimum sebagai solusi dari masalah multikolinieritas di antara peubah-peubah bebas 
persamaan tersebut. 
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