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We design a quantum repeater architecture, necessary for long distance quantum networks, using
the recently proposed microwave cat state qubits, formed and manipulated via interaction between
a superconducting nonlinear element and a microwave cavity. These qubits are especially attractive
for repeaters because in addition to serving as excellent computational units with deterministic gate
operations, they also have coherence times long enough to deal with the unavoidable propagation
delays. Since microwave photons are too low in energy to be able to carry quantum information
over long distances, as an intermediate step, we expand on a recently proposed microwave to optical
transduction protocol using excited states of a rare-earth ion (Er3+) doped crystal. To enhance the
entanglement distribution rate, we propose to use spectral multiplexing by employing an array of
cavities at each node. We compare our achievable rates with direct transmission and with two other
promising repeater approaches, and show that ours could be higher in appropriate regimes, even in
the presence of realistic imperfections and noise, while maintaining reasonably high fidelities of the
final state. Thus, in the short term, our work could be directly useful for secure quantum commu-
nication, whereas in the long term, we can envision a large scale distributed quantum computing
network built on our architecture.
I. INTRODUCTION
Quantum networks will enable applications such as se-
cure quantum communication based on quantum key dis-
tribution [1, 2], remote secure access to quantum com-
puters based on blind quantum computation [3, 4], pri-
vate database queries [5], more precise global timekeep-
ing [6] and telescopes [7], as well as fundamental tests
of quantum non-locality and quantum gravity [8]. If
the total distance through which entanglement needs to
be distributed is greater than a few hundred kilome-
tres, then direct transmission through fibers leads to pro-
hibitive loss. This can be overcome using quantum re-
peaters [9, 10], which require small quantum processors
and quantum memories at intermediate locations. The
development of quantum computers has recently seen
many impressive accomplishments [11–14]. Networking
quantum computers is of interest both in the medium
term, when individual processors are likely to be limited
in size due to technical constraints, and in the long term,
where one can envision a full-fledged quantum internet
[15–17], which would be similar to the classical internet
of today, but much more secure, and powerful in certain
aspects.
Out of different architectures for quantum computa-
tion being pursued [18–22], superconducting circuits are
currently one of the leading systems. Easy addressabil-
ity, high fidelity operations, and strong coupling strength
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with microwave photons [23–26] are some of their most
attractive features. Until recently, one challenge for us-
ing superconducting processors in a network context were
the relatively short coherence times of superconducting
qubits (SQs) [27]. Long absolute coherence times are im-
portant for quantum networks because of the unavoidable
time delays associated with propagation. However, a re-
cent development could help circumvent this limitation.
Instead of the states of a SQ, one can use the states of the
coupled microwave cavity as logical qubits, and manipu-
late these cavity states using strong SQ-cavity interaction
[28–38]. The coherence time of these cavities can be much
higher than 100 ms [39–41], whereas that of the best SQ
is only close to 0.1 ms [27]. Moreover, the infinite di-
mensional Hilbert space of a cavity can allow new error
correction codes which are more resource efficient than
the conventional multi-qubit codes [29, 31, 42–44]. Since
photon loss is the only prominent error channel here, un-
like other architectures, it is also relatively easier to keep
track of these errors.
Out of several cavity based architectures for quantum
computation, the approach introduced in ref. [33, 34]
seems to be one of the most promising candidates be-
cause of the relative experimental ease in preparing and
manipulating their system. They use coherent states of
a microwave cavity as qubits. A nonlinear superconduct-
ing element comprising of Josephson junction(s) is placed
inside the cavity, and the whole system is driven using a
two-photon drive, which generates superpositions of co-
herent states, also known as cat states, and stabilises
them against amplitude decay, even in the presence of
single photon loss. Gates can be performed using de-
tunings and additional single photon drives. Two or
more cavities can be coupled easily, e.g. using a trans-
mon [29, 32, 38, 45].
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FIG. 1. (color online) Schematic diagram to demonstrate the generation of entanglement between distant 3-D microwave
cavities. At each node, there is a pair of cavities, coupled using a transmon with two antenna pads, one in each cavity. All the
cavities have a nonlinear superconducting element, e.g. another transmon, which provides the necessary Kerr nonlinearity for
microwave photons. One of the pair of cavities at each node (cavity ‘a’ in node A and cavity ‘c’ in node B) acts as the stationary
qubit, while microwave to optical transducers generate telecom wavelength flying qubits from the other cavity (cavity ‘b’ in
node A and cavity ‘d’ in node B). The flying qubits are interfered on a beamsplitter located midway between the nodes, and
single-photon detection events herald entanglement between the stationary qubits ‘a’ and ‘c’.
Let us consider a possible scenario where the quan-
tum processors at each node are based on the microwave
cavity architecture discussed in ref. [33, 34]. Since the
energies of the microwave photons exiting these cavities
are lower than the thermal noise at room temperature,
they cannot be used to carry quantum information over
long distances. We need quantum transducers to convert
these microwave photons to telecom wavelengths, which
can then be transported via optical fibres or in free space.
In addition, we also need a way to encode and send in-
formation that is robust to the realistic noise and losses
incurred in long distance transmission. In this paper,
we propose a novel scheme to generate robust entangle-
ment between cat state qubits of distant microwave cav-
ities mediated via telecom photons (see Fig. 1). There
has been a great deal of work related to microwave-to-
optical transduction by hybridising different physical sys-
tems with superconducting circuits and microwave res-
onators, e.g. NV centers in diamond [46], cold gases [47],
rare-earth ions [48–50], and optomechanical systems [51–
54]. Some of us recently developed a protocol to achieve
transduction in a rare-earth ion (Er3+) doped crystal
[55], which has an advantage of easier integration with
the current telecom fibers, mainly because of its address-
able telecom wavelength transition. We use that protocol
in our scheme and discuss it in greater detail here.
Unlike in classical communication, where one can am-
plify signals at intermediate stations, in quantum com-
munication, the no cloning theorem prohibits this kind of
amplification. One solution is to use quantum repeaters,
where the total distance is divided into several elemen-
tary links and entanglement is first generated between
the end points of each elementary link, and then swapped
between neighbouring links in a hierarchical fashion to
ultimately distribute it over the whole distance [9, 10].
Many repeater protocols rely on using atomic ensembles
[10, 56] at the repeater nodes. But the success probabil-
ity of their swapping operation based on linear optics is
limited to a maximum of 50% [57], which hampers the
performance over long distances and complex networks.
It is possible to increase the success probability using
auxiliary photons [58, 59]. But this makes the system
more complicated and error-prone, limiting its practical
utility. Repeater approaches using deterministic swap-
ping operations have been proposed in different systems
to overcome this limitation, e.g. in trapped ions [60], Ry-
dberg atoms [61, 62], atom-cavity systems [63, 64], and
individual rare-earth ions in crystals [65]. Some compo-
nents of such a repeater have been implemented exper-
imentally in a few systems, e.g. NV centers in diamond
[66], trapped ions [67], and quantum dots [68].
Deterministic two-qubit gates are easily achievable
in the microwave cavity architecture proposed in ref.
[33, 34]. So, instead of relying on one of the above
systems to build a repeater, we leverage the quantum
advancements of superconducting processors, and de-
3velop a new repeater scheme using microwave cavities
and transducers. This could also be useful in allocating
some resources of relatively nearby quantum computing
nodes to serve as repeater links to connect more dis-
tant nodes. We calculate the entanglement distribution
rates, and compare those with direct transmission, with
the well-known ensemble-based Duan-Lukin-Cirac-Zoller
(DLCZ) repeater protocol [56], and with a recently pro-
posed single-emitter-based approach in rare-earth (RE)
ion doped crystals [65]. We conclude that our approach
could yield higher rates in suitable regimes. We also es-
timate the fidelities of our final entangled states in the
presence of realistic noise and imperfections, and we find
them to be sufficiently high to perform useful quantum
communication tasks, even without entanglement purifi-
cation or quantum error correction. The latter protocols
are likely to be needed for more complex tasks such as
distributed quantum computing, and we anticipate that
it should be possible to incorporate them in the present
framework.
The paper is organised as follows: In Sec. II, we briefly
describe the qubit and the gates, following ref. [33, 34]. In
Sec. III, we discuss the entanglement generation scheme
between distant qubits, which includes a description of
the transduction protocol. Sec. IV deals with our pro-
posal for a quantum repeater with the same architecture.
In Sec. V, we provide some additional implementation de-
tails pertinent to our proposal. In Sec. VI, we estimate
the rates and fidelities of our final entangled states, and
make pertinent comparisons with other schemes. In Sec.
VII, we draw our conclusions and enumerate a few open
questions and avenues for future research.
II. THE QUBIT AND THE UNIVERSAL SET
OF GATES
A. Theoretical model
An individual physical unit of the quantum processor
is a nonlinear microwave cavity. The nonlinearity arises
because of the interaction of the cavity with a nonlinear
superconducting element, e.g. a transmon placed inside
(see Fig. 1). The system is driven by a two-photon drive.
The Hamiltonian of the system with two photon driving,
in a frame rotating at the resonance frequency of the
cavity is
H0(t) = −Ka†2a2 + (Ep(t)a†2 + E∗p (t)a2) (1)
Here, a is the annihilation operator of the cavity mode,
K is the magnitude of Kerr nonlinearity, and Ep(t) is
the time dependent pump amplitude of the two photon
parametric drive.
The coherent states |α〉 and |−α〉, where α =√Ep/K,
are instantaneous eigenstates of this Hamiltonian. Un-
der an adiabatic evolution of the pulse amplitude Ep(t),
the photon number states (Fock states) |0〉 and |1〉 are
mapped to the states |C+α 〉 and |C−α 〉 respectively. These
so called cat states are equal superpositions of coherent
states: |C±α 〉 = N±α (|α〉±|−α〉), where the normalization
constant N±α = 1/
√
2(1± e−2|α|2). Faster non-adiabatic
evolution is possible with high fidelity using a transition-
less driving approach [34, 70] (see Sec. V A 1 for a detailed
discussion).
There are several advantages of forming and manip-
ulating cat states this way using Kerr nonlinearity, as
compared to other techniques, e.g. using the engineered
dissipation approach [29, 30]. The system is easier to im-
plement experimentally, has better stabilization against
losses, has effectively longer coherence times, and since
all the processes are unitary, it is possible to trace back
a path in phase space, e.g. between cat states and Fock
states, which is an important requirement for our en-
tanglement generation scheme discussed in Sec. III. For
conciseness, we shall refer to the mapping from photon
number states to cat states as ‘driving’ and from cat to
photon number states as ‘undriving’.
We pick |C+α 〉 and |C−α 〉 as our logical qubits, denoted
by |0¯〉 and |1¯〉 respectively. We pick α large enough
such that the coherent states |α〉 and |−α〉 have negli-
gible overlap. Continuous rotation around X axis can
be implemented using an additional single photon drive,
described by the Hamiltonian
Hx = H0 + Ex(a+ a†) (2)
Here Ex is the amplitude of the additional drive. Ro-
tation around Z axis can be achieved by switching off
the two photon drive, and evolving the system under the
Hamiltonian
Hz = −K(a†a)2 (3)
To complete a universal set of gates, we need a two
qubit entangling operation. The Hamiltonian for the sys-
tem of two linearly coupled cavities is
Hc = H01 +H02 + Ec(a†1a2 + a1a†2) (4)
H01 and H02 are the Hamiltonians of the individual
cavities (given by Eqn. 1), a1 and a2 are the annihila-
tion operators for their respective microwave photonic
modes, and Ec is the coupling strength. The cavities can
be coupled using a transmon with two antenna pads, one
in each of these cavities, overlapping with the microwave
fields inside [32, 38, 45] (see Fig. 1).
III. ENTANGLEMENT GENERATION SCHEME
BETWEEN TWO DISTANT NODES
Next, we discuss our scheme to generate entanglement
between distant cat state qubits, which involves applica-
tion of a few of the gates discussed in the previous section.
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FIG. 2. (color online) Quantum circuit to explain the entanglement generation protocol. In addition to the standard symbols
for quantum operations, we denote the cavity driving operation by Epd, the undriving operation by Epu, microwave to optical
transduction by Umo and the beamsplitter operation by UBS. The driving operation takes the Fock states |0〉 and |1〉 to the cat
states |C+α 〉 ≡ |0¯〉 and |C−α 〉 ≡ |1¯〉 respectively. The protocol is divided into two steps; the second step is undertaken to discard
the noise terms and to stabilize the protocol against path length fluctuations of the fiber, following Barrett-Kok’s original
proposal [69]. The state at the end of the protocol is either 1√
2
(|1¯a0¯c〉 + |0¯a1¯c〉) or 1√2 (|1¯a0¯c〉 − |0¯a1¯c〉) depending on whether
the same or different detector(s) clicked during each step.
The scheme is inspired from Barrett-Kok’s (BK) original
theoretical proposal [69] for entanglement generation be-
tween distant atomic spins. The protocol is robust to
path length fluctuations of the fiber connecting the dis-
tant spins. Minor variants of the BK protocol have been
implemented in a few recent experiments [66, 71, 72];
probably the most notable one was the demonstration
of loophole-free violation of Bell’s inequality [66]. The
novelty of our work is in bringing a promising contender
for quantum computation, i.e. microwave cat qubits, and
probably the only feasible carrier for long distance quan-
tum communication, i.e. optical photons, together in a
single platform, with a robust BK like entanglement gen-
eration protocol. We rely on microwave cavity cat states
for computational and storage tasks, and on optical Fock
states for communication.
A. Entanglement generation protocol
Our goal is to entangle one qubit at one node, let’s call
it node ‘A’, with another qubit at another node, let’s call
it node ‘B’. For this, we start with a set of two coupled
cavities at each node, e.g. cavities ‘a’ and ‘b’ at node ‘A’
and cavities ‘c’ and ‘d’ at node ‘B’, as shown in Fig. 1.
We shall perform a sequence of operations such that at
the end, one of these cavities at each node (cavity ‘a’ at
node ‘A’ and cavity ‘c’ at node ‘B’) are entangled. Our
approach for remote entanglement generation is some-
what similar in spirit to those suggested for NV centers
in diamond [73, 74], where the aim is to entangle distant
long-lived nuclear spins of 13 C (analogous to our cavi-
ties ‘a’ and ‘c’), by performing spin-photon operations on
the optically addressable electronic spins of NV centers
and using the hyperfine interaction between the nearby
electronic and nuclear spins. A similar approach has also
been proposed recently in a rare-earth ion based repeater
architecture[65]. Here, individual Er3+ spins in crystals
are manipulated to generate spin-photon entanglement,
and the state of Er3+ is then mapped to the long lived
nuclear spins of the nearby Eu3+ ions, which serve as the
storage qubits.
Following the BK’s proposal, we incorporate a two step
protocol, depicted in Fig. 2. Step (II) helps in discard-
ing the noise terms and in stabilizing against path length
fluctuations. In step (I) of the protocol shown in Fig. 2,
we first set out to generate entanglement between the two
neighbouring cavities at each node. Let’s focus on cavi-
ties ‘a’ and ‘b’ at node ‘A’. The cavities are initially in
vacuum state. They are driven using suitable microwave
pulses and an Xpi/2 rotation on cavity ‘a’ prepares the
system in the state 1√
2
(|0¯a〉+ |1¯a〉)⊗|0¯b〉. As a reminder,
|0¯〉 and |1¯〉 are the cat states |C+α 〉 and |C−α 〉 respectively.
We then perform a CNOT operation (see Sec. V A 2 for
the sequence of gates needed), with the first qubit as the
control and the second as the target, to reach the en-
tangled state 1√
2
(|0¯a〉 ⊗ |0¯b〉 + |1¯a〉 ⊗ |1¯b〉). Cavity ‘b’
is then undriven coherently (see Sec. V A 1), such that
|0¯b〉 → |0b〉 and |1¯b〉 → |1b〉, where |0b〉 and |1b〉 are the
microwave Fock states of cavity ‘b’. A quantum trans-
ducer is then used to convert microwave photons to prop-
agating optical photons at telecom wavelength. We dis-
cuss one possible transduction protocol in the next sub-
section. To avoid usage of more complicated notations,
telecom Fock states obtained after transduction shall also
be represented by |0b〉 and |1b〉; the distinction between
microwave and telecom Fock states should be clear from
the context.
The same procedure is followed in a distant set of two
5cavities ‘c’ and ‘d’ at node ‘B’. The cat states stored in the
cavities ‘a’ and ‘c’ shall be referred to as the ‘stationary
qubits’, and the telecom Fock states as the ‘flying qubits’.
The combined state of the system, including the station-
ary and flying qubits at this point is 12 (|0¯a0¯c〉 |0b0d〉 +|0¯a1¯c〉 |0b1d〉 + |1¯a0¯c〉 |1b0d〉 + |1¯a1¯c〉 |1b1d〉). The tele-
com photons are directed to a beamsplitter placed mid-
way between those distant nodes. Detection of only
a single photon in either of the output ports of the
beamsplitter would imply measuring the photonic state
1√
2
(|1b0d〉+e−iφ |0b1d〉) or 1√2 (|1b0d〉−e−iφ |0b1d〉). Here
φ is the phase difference accumulated because of the dif-
ferent path lengths of those photons. The detection event
projects the stationary qubits into either of the maxi-
mally entangled odd Bell states 1√
2
(|1¯a0¯c〉+ e−iφ |0¯a1¯c〉)
or 1√
2
(|1¯a0¯c〉 − e−iφ |0¯a1¯c〉).
If the detectors can’t resolve the number of photons,
or if both the nodes emitted a photon each and one of
those photons was lost in transmission, then instead of
the above pure entangled state of stationary qubits, the
projected state would be a mixture, with contribution
from the term |1¯a1¯c〉. To get rid of this term, and to make
the protocol insensitive to phase noise which is greatly
detrimental to the fidelity of the final state, we follow
BK’s approach [69], and perform step (II).
In step (II), we flip the stationary qubits (Xpi rotation),
drive the cavities ‘b’ and ‘d’ from vacuum states to |0¯b〉
and |0¯d〉 respectively, and then perform the same oper-
ations as in step (I), i.e. CNOT operation, followed by
undriving of the cavities ‘b’ and ‘d’, followed by trans-
duction to telecom photons which leave the cavity, and
finally single photon detection in one of the output ports
of the beamsplitter. Successful single photon detection
heralds the entanglement, and the state of the stationary
qubits is either 1√
2
(|1¯a0¯c〉+ |0¯a1¯c〉) or 1√2 (|1¯a0¯c〉− |0¯a1¯c〉)
depending on whether the same or different detector(s)
clicked during each step. Once the two nodes A and B
share an entangled state, it can also be used to teleport
a quantum state from one node to the other using only
classical bits and local operations [75].
The main reason that we undrive one of the two cavi-
ties at each node to generate Fock states, which we then
transduce to telecom wavelengths, instead of the more
obvious route of directly transducing these microwave
cat states to telecom cat states and then transporting
it over a fiber is that cat states dephase because of pho-
ton loss and it’s complicated to correct for those errors
over long-distances where fiber loss could be greater than
90% [76, 77].
B. Transduction protocol
Microwave to telecom transduction has attracted sig-
nificant attention in recent times for various applica-
tions involving hybridising different systems [78]. Cou-
pling superconducting circuits with spin based systems
e.g. NV centers [46], cold gases [47] and rare-earth ions
[48, 49, 79, 80], or optomechanical systems [51–54] are
a few possible ways to achieve desired frequency conver-
sions. Our entanglement generation protocol does not
rely on a specific implementation of the transducer. How-
ever as a concrete example, we elaborate on the protocol
some of us proposed in ref. [55] using a rare-earth ion
(Er3+) doped crystal. High efficiency conversion due to
ensemble enhanced coupling strengths, and easy integra-
tion with the current fiber optics owing to its available
telecom wavelength transition, are a few of the attractive
features of this system.
In this section, we shall explicitly describe only the
one-way microwave to telecom frequency conversion,
since we only need this in our entanglement generation
scheme. The opposite conversion can be achieved by
running the pertinent steps of our transduction proto-
col in reverse. The protocol is implemented in an Er3+
doped Y2SiO5 crystal, which could be placed inside a mi-
crowave cavity (see cavities ‘b’ and ‘d’ in Fig. 1). Er3+
is a Kramers ion and as such has doubly degenerate en-
ergy eigenstates. An external constant magnetic field,
#  »
B0, splits the ground state (
4I15/2) into the Zeeman lev-
els |1〉 and |2〉, and the excited state (4I13/2) into |3〉
and |4〉. The energy level diagram of the ensemble of
Er3+ ions is shown in Fig. 3. The optical transitions
between ground and excited states are at telecom wave-
lengths (around 1536 nm), whereas the Zeeman splitting
is in GHz range for magnetic field strength (| #  »B0|) of the
order of tens to hundreds of mT depending on the field’s
directions [55, 79].
The transduction approach is inspired from the Con-
trolled Reversible Inhomogeneous Broadening (CRIB)
memory protocol [81, 82] and is similar to the previous
transducer proposal by O’Brien et al. [49]. The idea is to
first map the microwave photon to a spin excitation and
then map this spin excitation to an optical excitation fol-
lowed by its eventual read-out. We assume that initially
all the ions are in the ground state |1〉. As in the CRIB
memory protocol, a narrow absorption line from the in-
homogeneously broadened |1〉−|4〉 transition is prepared
by transferring the rest of the population to an auxil-
iary level, e.g. level |2〉. At a later stage of the protocol,
this narrow absorption line is artificially broadened using,
for example, a one-dimensional magnetic field gradient,
#  »
δB(z), where the ‘z’ direction can be suitably chosen.
In contrast to the original proposal [49], we propose
to use the excited state Zeeman levels |3〉 and |4〉 (see
Fig. 3 (b)) to transfer a microwave photon from the cav-
ity into a collective spin excitation. The excited state
spin transition of Er3+ is less susceptible to the various
spin-dephasing sources, such as spin flip-flop and instan-
taneous spectral diffusion, and can thus have consider-
ably longer coherence lifetimes than the ground state spin
transition [55]. The spin transition |3〉 − |4〉 is initially
detuned from the microwave cavity by an amount δ. A pi
pulse is applied to transfer all the population from |1〉 to
|3〉. The spin transition is now brought in resonance with
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FIG. 3. (color online) Reversible microwave to telecom transduction.(a) Energy level diagram of an ensemble of Er3+ ions in
Y2SiO5 crystal. A narrow spectral feature is selected from the naturally broadened |1〉 to |4〉 transition, which is later artifically
broadened by ∆ao using a magnetic field gradient, ~δB. The spin transition |3〉 to |4〉 is used for the microwave side of the
transduction process. A sequence of pi pulses (Ωpi) is applied between |1〉 to |3〉 at different times to transfer the population
and control the dephasing and rephasing of the collective dipole. An optical photon of frequency ωo, described by the field
E is emitted during the final step of transduction from microwave to optical wavelength. (b) Transfer of a microwave photon
to a collective spin transition. On resonance, the collective spin transition (|3〉 − |4〉) couples strongly to a single mode of the
microwave cavity. The enhanced coupling strength is g′
√
N , where N is the number of participating spins in the ensemble,
and g′ is the single spin-cavity coupling strength. The spin decay rate (γ1) and the cavity decay rate (κ) are also shown. (c)
Variation of the dynamical phase of the collective dipole as a function of time to illustrate the role of various pi pulses applied
between |1〉 and |3〉. The dipoles dephase because of the induced inhomogeneous broadenings (spin broadening between |3〉−|4〉
and optical broadening between |1〉 − |4〉). As the direction of the magnetic field gradient is reversed ( ~δB → − ~δB), the dipoles
rephase leading to a collective emission of a single optical photon. Although, in the figure, we do not show the effect of the
intrinsic inhomogeneous broadening, the decay linewidth, and the homogeneous linewidth of the spin transition for simplicity,
we do consider them for our calculation of the transduction efficiency.
the cavity. The dynamics of the system can be described
by the following Hamiltonian:
H =
∑
j
~
ωj
2
σ(j)z +
∑
j
~g′(a†σ(j)− +aσ
(j)
+ )+~ωma†a (5)
where σ
(j)
− is the spin flip operator, σ
(j)
z is the spin popu-
lation operator and ωj is the spin transition frequency of
the jth spin, and a is the annihilation operator of the cav-
ity mode and ωm is the resonance frequency of the cavity.
The collective spin S− = 1√N
∑N
j=1 σ
(j)
− strongly couples
to the cavity mode with an enhanced coupling strength
g′
√
N , where N is the total number of participating
spins. The free evolution of the coupled cavity-spin sys-
tem transfers the cavity excitation into the collective spin
excitation in time TS = pi/(2g
′√N). The efficiency of the
process is primarily limited by the natural spin inhomo-
geneous broadening, denoted by ∆ns. For realistic values
of g′
√
N = 2pi×34 MHz, ∆ns = 2pi×10 MHz, the homo-
geneous linewidth of spin transition γ2 = 2pi × 100 kHz,
the spin decay rate γ1 = 2pi × 160 Hz, and the cavity
decay rate κ = 2pi × 10 Hz [55], the efficiency of transfer
is 99.04%.
The emission of a telecom photon is controlled by the
dephasing and rephasing of the collective spin and optical
dipoles. The change of the dynamical phase as a func-
tion of time is depicted in Fig. 3 (c). After the microwave
photon has been transferred to the spin excitation, the
spin transition is detuned from the cavity, and the field
gradient,
#  »
δB(z), is applied. This artificially broadens the
optical and spin transitions by ∆ao and ∆as respectively.
After some spin-dephasing time τ1, a pi pulse (pi1 pulse
in Fig. 3 (c)) is applied to transfer all the population
back from |3〉 to |1〉. The collective excitation now de-
phases at a rate ∆ao on the optical transition. To initiate
the rephasing process required for emission of a photon,
the direction of the magnetic field gradient is reversed
(
#  »
δB(z) → − #  »δB(z)). The population from |1〉 is again
taken to |3〉 (pi2 pulse) and is kept there for some time
to allow spin rephasing. Afterwards, the population is
brought back to |1〉 (pi3 pulse) and the optical dipoles
rephase, leading to a collective emission of a single pho-
ton corresponding to the |1〉 − |4〉 transition frequency,
ω0. The efficiency of the overall transduction process
also depends on the total time spent in the rephasing
and dephasing operations, the finite optical depth of the
crystal, and the coupling of the generated photon to the
fiber. The overall efficiency can be greater than 85% for
realistic values [49]. Higher efficiencies are possible with
a more optimized pi pulse sequence. It is worth mention-
ing here that even though these transduction operations
may look complicated, they can be compatible with the
kind of 3-D microwave cavities we have in mind. See Sec.
V B 2 for a discussion on this.
The fidelity of the final entangled state between the
nodes depends on the indistinguishability of the pho-
tons interfering at the beamsplitter. Interestingly, for
photon-echo based quantum memories in big atomic en-
7sembles, this value can approach unity, as decoherence
predominantly affects only the efficiency of the photon
generation process, but not the purity of the generated
photons [83]. Possible imperfections in the setup, e.g.
scattering of the pump laser, might cause some optical
noise, but these could be almost entirely filtered out, as
was shown in similar systems [84, 85]. We realistically
assume that the temperature in the dilution refrigera-
tor is low enough (≈ 20 mK) to neglect contribution of
thermal microwave photons [32, 38]. However generation
of spurious microwave photons possibly because of the
noisy microwave circuit components and heating caused
by lasers would adversely affect the overall process. This
needs to be overcome with better experimental control
or alternative theoretical approaches [53, 54].
IV. QUANTUM REPEATER ARCHITECTURE
BASED ON MICROWAVE CAVITIES
Quantum repeaters are essential for distributing entan-
glement over long distances [9, 10] for quantum compu-
tation and quantum communication applications. Many
repeater proposals involve using atomic ensembles as sta-
tionary qubits mainly because good optical quantum
memories can be built using them [86–89]. However,
one drawback is their probabilistic swapping operation,
which hampers the entanglement distribution rate, and
this prompted several single-emitter based approaches
[60–68]. Since nonlinear microwave cavities have suffi-
ciently long coherence times, are easy to address, and
have deterministic two-qubit gates, in addition to a quan-
tum computing architecture, one can also envision a
quantum repeater architecture based on them. Moreover,
this also allows relatively nearby quantum computing
nodes to serve as repeater nodes to connect more distant
quantum computers. Here we discuss a ground based
quantum repeater architecture with microwave cavities
and transducers.
A. Single set of cavities in an elementary link
A repeater architecture with a few elementary links
using microwave cavities and transducers, connected via
optical fibers, is shown in Fig. 4 (a). Entanglement is
distributed in multiple steps in a hierarchical way. In the
first step, entanglement is generated between individual
links of length L0, possibly after several independent at-
tempts, e.g. after the first step, stationary qubits ‘1s’ and
‘2s’, ‘3s’ and ‘4s’, and so on, are entangled. However, not
all the links need to be successfully entangled at the same
time. We keep trying until the neighbouring links are
entangled, and in the subsequent steps, entanglement is
distributed over the whole length by performing the en-
tanglement swapping operations. For instance, in the
second step, stationary qubits ‘1s’ and ‘4s’, ‘5s’ and ‘8s’,
and so on are entangled by performing Bell state mea-
surement (BSM) on qubits ‘2s’ and ‘3s’, ‘6s’ and ‘7s’, and
so on. It takes ‘n’ such steps (known as nesting levels)
to distribute entanglement over the total length, L, com-
prising of 2n elementary links, L = 2nL0.
B. Multiplexed repeater architecture
An important metric for quantifying the usefulness of a
repeater architecture is the rate of distribution of entan-
gled states between distant nodes. One way to increase
this rate is to use a spectrally multiplexed architecture
[10, 65, 90, 91]. A part of that architecture is shown in
Fig. 4 (b). An array of cavities is employed at each end of
the elementary link. There are ‘m’ number of the pair of
coupled cavities (the storage cavity and the cavity gen-
erating the flying qubit) in this array. Each of the cavity
generating the flying qubits at each node is coupled to
a corresponding cavity at the next node independently
via a quantum channel. To distinguish each of these m
channels spectrally, a frequency translator which spans
tens of GHz can be optically coupled to the output ports
of the cavities generating the flying qubits [92]. These
photons with different carrier frequencies are then cou-
pled to the same spatial mode of a fiber using a tunable
ridge resonator filter with ≈ 1 MHz resonance linewidths
[93], thus allowing a very large multiplexing in principle.
At the measurement station, there is a beamsplitter, two
sets of ridge resonators for demultiplexing, and 2m single
photon detectors.
Independent attempts are made to distribute entan-
glement along each set of identical channels of frequency
ωj . There are m such sets and each set comprises of
2n identical channels. Our approach requires entangling
operations (for entanglement swap) only between neigh-
bouring storage cavities, as shown in Fig. 4 (b)). A more
complicated multiplexing approach that requires all-to-
all connectivity between the storage qubits at each node
would yield higher rates [90], but we do not adopt that
approach here because all-to-all connectivity is difficult
to be realised experimentally with good fidelities [36, 37].
Our protocol is successful if entanglement is successfully
distributed over the total distance L in at least one set
of identical channels.
In sec. VI, we discuss our achievable rates for distribu-
tion of entanglement, compare those rates with direct
transmission and with two other repeater approaches,
and provide the fidelities for our final entangled states.
Before proceeding to that section, we list the realistic val-
ues adopted for some of the experimental parameters and
calculate the fidelities of the relevant operations in the
next section. This would be necessary for a proper dis-
cussion on the achievable rates and fidelities, and hence
the slight detour.
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FIG. 4. (color online) Schematic diagram of our repeater architecture. (a) Repeater architecture using microwave cavities at
each node. Independent attempts to generate entanglement are made in 2n elementary links, each of length L0. Each pair of
coupled cavities are denoted by the same number. The stationary qubits shall have the subscript ‘s’ while the flying qubits
shall have the subscript ‘f’. In the first step, the neighbouring sets of stationary qubits, e.g. ‘1s’ and ‘2s’, ‘3s’ and ‘4s’, and so
on, are entangled. Not all the links need to be entangled at the same time. As soon as the neighbouring links are entangled,
we go to the second step, where entanglement is swapped using Bell state measurement (BSM) and classical communication,
such that the qubits ‘1s’ and ‘4s’, ‘5s’ and ‘8s’, and so on are entangled. It takes n steps to distribute entanglement over the
total length L = 2nL0. (b) Part of a spectrally multiplexed repeater architecture. An array of cavities is placed at each node.
A frequency translator is placed at the output port of each cavity generating the flying qubits, and independent attempts are
made to distribute entanglement in m spectrally distinct channels in each elementary link. The coupler (CPLR) couples light
from those m channels to the same fiber, while the decoupler (DECPLR) decouples it, followed by 2m single photon detectors
for heralding entanglement. The greyish shaded boxes represent the possible BSM between neighboring storage cavities (for
the entanglement swap operation), needed to distribute entanglement hierarchically over the total length, L, in the same set of
identical channels (same frequency). There are m sets of 2n identical channels. The protocol is successful when entanglement
is distributed over the total length in at least one set of identical channels.
K(2 π × MHz),
κ (2 π × Hz)
K/ κ
ratio
Fidelity,
Time (μs)
Driving
Fidelity,
Time (μs)
Xπ/2
Fidelity,
Time (μs)
Zπ/2
Fidelity,
Time (μs)
Gπ/2
Fidelity,
Time (μs)
CNOT
0.025,25 103 0.9997, 3.18 0.9961, 8.84 0.9975, 10.00 0.9926, 9.38 0.9498, 84.73
0.517, 51.7 104 0.99994, 0.15 0.99898, 0.85 0.99975, 0.48 0.99848, 0.76 0.98948, 6.11
0.521, 5.21 105 0.99997, 0.31 0.99982, 1.91 0.99997, 0.48 0.99967, 1.65 0.99863, 11.20
TABLE I. Time and fidelities of different operations for different values of Kerr nonlinearity K and cavity decay rate κ. The
driving operation takes the Fock state |0〉 (|1〉) to the cat state |C+√
2
〉 (|C−√
2
〉). Xpi/2, Zpi/2 , and Gpi/2 are pi/2 rotations about
X axis, Z axis, and a suitable axis in the two qubit Hilbert space respectively. The values of K and κ are chosen such that the
ratio K/κ is 103, 104, and 105 in the three rows. For conciseness, we shall often refer to these ratios instead of specifying the
explicit values.
V. SOME IMPLEMENTATION DETAILS
A. The qubit and the gates
One way to realise the Hamiltonian (1) using 3-D cav-
ities is to place a non-linear element, e.g. a transmon
inside the cavity (see Fig. 1), and drive it using suitable
microwave tones [29, 30, 34]. In 2-D, one could use a
λ/4 transmission line resonator (TLR) terminated by a
flux-pumped SQUID [34, 94].
Next, we quantify the performance of the qubits in the
presence of realistic losses. Most of the simulations incor-
9porating such losses have been carried out using an open
source software, QuTiP (Quantum Toolbox in Python)
[95]. The most prominent loss mechanism for the cavities
is individual photons leaking out of the cavity at a rate
κ.
Through most of the paper, we have tried to illustrate
our points with the help of explicit examples. We have
chosen 3 sets of experimentally realisable values for Kerr
nonlinearity K [96], and cavity decay rate κ [39–41],
which are listed in Table I-II. Although the individual
values of K and κ are all different, these are chosen such
that the ratios of K/κ are 103, 104 and 105 in increasing
order. These will often represent the different rows of our
tables. The fidelities of most of the operations depend
on these ratios, rather than their individual magnitudes.
For the sake of brevity, we’ll often refer to these values
by referring to the ratios.
1. Driving and undriving of the cavity
The pulse amplitude Ep(t) can be increased adiabati-
cally to evolve the state of cavity from the Fock states
|0〉, and |1〉 to the cat states |C+α 〉 and |C−α 〉 respec-
tively, preserving parity, where α =
√Ep/K. As an ex-
ample suggested in ref. [34], we take the pulse Ep(t) =
E0p (1 − e(−t/τ)
4
), Ep(t = 0) = 0, Ep(t) = E0p = 2K for
t τ to create a cat state with α = √2. For K/κ = 103,
|0〉 is mapped to |C+α 〉 with 99.62% fidelity in the dura-
tion 1.3τ = 0.04 ms. To undrive the cavity, we simply
apply the time reversed control pulse, to get back to |0〉
with the same fidelity.
Since this was just a smooth pulse obtained after some
guess work, it need not be optimized to reach the final
state with the highest possible fidelity in the fastest pos-
sible way. Faster mapping with higher fidelity is pos-
sible with an additional orthogonal two photon drive
iE⊥p (t)(a†2 − a2) [34] using the non-adiabatic transition-
less driving approach propopsed in ref. [70]. The shape
of both of these pulses (Ep(t) and E⊥p (t)) is optimized
with Gradient Ascent Pulse Engineering (GRAPE) algo-
rithms [97, 98]. Fig. 5 (a) shows the two orthogonal drive
pulses applied for mapping |0〉 to |C+√
2
〉 in t = 0.5/K
with 99.97% fidelity for K/κ = 103. Fig. 5(b) shows the
pulses required for undriving the cavity from |C+√
2
〉 to |0〉
in t = 0.5/K. Table I gives the drive times and fidelities
for different ratios of K/κ.
Values of K≥ 2pi × 10 MHz, much higher than those
we have considered, are possible, and would make the
process much faster [96]. However, the ideal platforms for
very large K are usually the 2-D TLRs. But, at present,
since the quality factors of 3-D cavities are reported to be
much higher than those of 2-D TLRs, they seem to be a
better choice for long distance entanglement distribution
as long coherence time is more important than the speed
of operations (see Sec. VI). Our entanglement generation
scheme, however, is independent of the type of cavity.
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FIG. 5. (color online) Optimised GRAPE pulses for driving
and undriving the cavities. (a) The pulses needed to drive the
cavity from |0〉 to |C+√
2
〉 in time 0.5/K with 99.97% fidelity
for K/κ = 103. The red solid curve is the original two photon
drive (Ep(t)) while the blue dashed curve is the additional
orthogonal drive (E⊥p (t)). (b) The pulses needed to undrive
the cavity from |C+√
2
〉 to |0〉 in time 0.5/K with 99.97% fidelity
for K/κ = 103.
2. Single and two qubit gates
Rotation around X axis can be implemented with an
additional single photon drive Ex (see Eqn. (2)). The
drive amplitude Ex should however be much smaller than
the two photon drive drive strength E0p = |α|2K to stay
within the qubit space. Under that approximation, Xpi/2
is accomplished in t = pi/(8 |α| Ex). In the absence of
noise due to single photon loss, taking a very small value
of Ex would yield a very high fidelity, but noise forces
one to be fast to minimise decoherence, even if it means
going a little bit out of the qubit space. Thus one has
to optimise between reduction in fidelity because of noise
and because of leaking out of the qubit space, keeping the
operations sufficiently fast. See Table I for the fidelities
and gate times, taking Ex = E0p/10, Ex = E0p/20, and
Ex = E0p/45 for the three K/κ ratios respectively.
Zpi/2 is achieved in time pi/(2K) by the free evolution
under the Kerr Hamiltonian in Eqn. 3. Tables I shows
the fidelities and times for our parameters.
For a two qubit entangling gate (see Eqn. (4)), we start
with the state |0¯〉 ⊗ |0¯〉 and evolve it under the Hamilto-
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nian described by Eqn. 4. The rotation in the two-qubit
space is denoted by Gθ, where θ is the same angle as
that disscussed in ref. [33]. When θ = pi/2, we arrive at
the maximally entangled state (1+i)|0¯〉⊗|0¯〉+(1−i)|1¯〉⊗|1¯〉2 in
t = pi/(8 |α|2 Ec), where Ec is the coupling strength be-
tween the two cavities. As was the case for Xφ rotation,
to remain in the Hilbert space of the two qubits, a small
Ec is preferable, but time and noise considerations pushes
us to be fast. See Table I for the times and fidelities for
Ec = E0p/15, Ec = E0p/25, and Ec = E0p/55 for the three
ratios of K/κ respectively.
This set of values for the single photon driving am-
plitude Ex and the coupling strength Ec has been cho-
sen after running many simulations, and taking differ-
ent values in each of these simulations to arrive at a set
which gave reasonably good fidelities. But optimum am-
plitudes, possibly in the form of time dependent func-
tions, can be obtained using GRAPE, and they might
yield slightly higher fidelities.
In addition to the two-qubit rotations Gθ, we need ad-
ditional single qubit operations to perform a CNOT gate
in our chosen basis of |C+α 〉 and |C−α 〉. One of the se-
quence of operations which yields a CNOT gate with the
first qubit as the control and the second qubit as the
target is
X2pi/2X
1
−pi/2Z
1
pi/2Gpi/2X
1
−pi/2Z
1
−pi/2X
1
pi/2 (6)
Here Xφ and Zφ are the respective single qubit rotations
around those axes. The superscript denotes the qubit
on which those gates act. Table I shows the resulting
fidelities and time taken for different parameters.
B. Compatibility of 3-D microwave cavities with
additional elements and operations
1. Effect of a Kerr nonlinear element on the decay rate of
a microwave cavity
The Hamiltonian of a weakly anharmonic SQ coupled
to a cavity can be expressed in the form
H = ωca
†a+ ωqb†b−Kqb†2b2 + g(a†b+ ab†) (7)
Here, a is the annihilation operator for the cavity mode
with frequency ωc, and b is the annihilation operator for
the SQ mode with ωq as the transition frequency between
its ground state and the first excited state. Kq is the
anharmonicity of the SQ mode, and g is the coupling
strength between the cavity and qubit modes.
The qubit-cavity interaction hybridizes these modes,
and in the dispersive regime, where the coupling g is
much less than the detunings between the cavity and
qubit transition frequencies, the cavity acquires a bit of
the SQ component and vice-versa. Consequently, a part
of the nonlinearity of the SQ mode (Kq) is also inherited
by the cavity and in the dressed picture, there appears
a Kerr nonlinearity term of the form −Ka†2a2 (see the
Hamiltonian in Eqn. 1), where the mode a now has a
small SQ component. K can be estimated by observing
the energy spectrum of the eigenstates of the full Hamil-
tonian given in Eqn. 7. We do so numerically by diagonal-
ising the above Hamiltonian and observing the energy dif-
ference between consecutive cavity levels ω|i+1,0〉−ω|i,0〉.
Here, |i, j〉 denotes an eigenstate of the above Hamilto-
nian with i and j number of excitations in the dressed
cavity and SQ mode respectively. We verify that the en-
ergy difference between consecutive cavity levels follow
the trend expected from a Kerr nonlinearity term in the
Hamiltonian. Our way of obtaining the Kerr nonlinear-
ity numerically agrees well with those seen in experiments
[99].
The coherence times mentioned in ref. [39–41] are for
a bare cavity. But due to the hybridization of the cavity-
SQ modes, the lifetimes of both the cavity and the SQ
change. Since a SQ has a shorter coherence time than
our desired kind of cavities, the SQ-cavity interaction
will shorten the lifetime of the cavity. We therefore need
to take this effect into account.
To the lowest order in g/∆, the ‘inverse-Purcell’ en-
hanced decay rate of the cavity κ ≈ (1 − (g/∆)2)κc +
(g/∆)2γ [100–102]. Here, g is the qubit-cavity coupling
strength, ∆ = ωq−ωc is the detuning between the cavity
and the qubit, and κc and γ are the decay rates of the
bare cavity and the SQ respectively. Taking the above κ,
the effective coherence time of a cat state in the cavity in
the presence of the two photon drive, κeff , is numerically
found by fitting the evolution of coherence as a decaying
exponential. It is approximately equal to 2κ |α|2, where
|α| is the size of the coherent state.
For experimentally conceivable values of κc [39–41], γ
[27, 103], g [25, 99, 104], ∆ [99, 101], and Kq [96, 101,
105, 106], the calculated K and κ are listed in Table II.
We note that due to the difference of as much as four
orders of magnitude between κc and γ, κ is practically
determined by γ. On the one hand, this relaxes the re-
quirement on the quality factor of the bare cavity that
is needed for our implementation. As an example, for
K/κ = 104, instead of taking κc = 2pi × 0.32 Hz, if we
assume an order of magnitude larger κc = 2pi × 3.2 Hz,
the resulting κ stays almost the same (aprox. 5% varia-
tion). But on the other hand, large γ makes achieving
large K/κ ratios difficult, as both K and (the effect of
γ on) κ increase simultaneously, though not exactly in
the same way. Since the dependence of K and κ on the
experimental parameters is not identical, it is still pos-
sible to obtain high K/κ ratios with appropriate values
for these parameters (see Table II). It should be pointed
out that our selection of these values is based on run-
ning multiple simulations, ensuring that we stay in the
dispersive regime, and from the intuition derived indi-
rectly from approximate perturbative expressions in ref.
[99, 105, 107]. It is likely that a proper optimization of
the relevant parameters might yield slightly better val-
ues for K and κ than the ones we have used. However,
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Bare decay
rate
Cavity (κc)
(2 π × Hz)
Coupling
(g)
(2 π × MHz)
Detuning
(Δ)
(2 π × GHz)
Anharmonicity
SQ (Kq)
(2 π × MHz)
Decay rate
SQ (γ)
(2 π × kHz)
Enhanced
decay rate
Cavity (κ)
(2 π × Hz)
Effective
decoherence rate
Cat state [α=√2]
(κeff)
(2 π × Hz)
Kerr
nonlinearity
Cavity (K)
(2 π × MHz)
1.59 200 1.65 95 1.59 25 100 0.025
0.32 485 2.70 325 1.59 51.7 206.8 0.517
0.08 490 2.80 350 0.17 5.21 20.8 0.521
TABLE II. Estimating the effect of a SQ placed inside the cavity on its coherence time and on the Kerr nonlinearity for photons.
The decay rate of the cavity (κ) is affected by the SQ-cavity coupling strength (g), the detuning (∆), and the decay rate of
the SQ (γ). The decay rate of the bare cavity (κc) is shown in column 1. The effective coherence time of the cat state (κeff ),
with α =
√
2, is tabulated in the second-last column. The last column provides the estimated magnitudes of Kerr nonlinearity
K, which is related to the above parameters and the anharmonicity of the SQ (Kq).
even with the values we have taken, we still manage to
obtain high entanglement generation rates and fidelities,
as discussed in the next section (Sec. VI).
It is worth noting that improving γ of the SQs will
significantly improve the achievable K/κ ratios. If the
SQs were as long-lived as the cavities, then K/κ ratios of
the order of 107 should be achievable with the parameters
in Table II.
2. Compatibility of 3-D microwave cavities with the
transduction operations
Here we discuss the compatibility of high quality fac-
tor (high Q) 3-D superconducting cavities with the trans-
duction operations, specifically those involving magnetic
fields necessary for our protocol.
There is an increasing effort towards designing 3-D mi-
crowave cavities that would permit magnetic field manip-
ulation of SQs [108, 109], and spin systems [110, 111] in-
side them. The two most common elements used to build
high Q superconducting cavities are Aluminium (Al) and
Niobium (Nb) [39–41]. The demand for magnetic field at
least in tens of mT for our transduction protocol [55, 79]
is difficult for cavities made out of pure Al, which loses its
superconductivity at a criticial magnetic field strength,
Hc ≈ 10 mT [112], unless one includes a pathway for the
magnetic field lines to escape without interacting much
with the Al walls, e.g. by making a hybrid cavity includ-
ing Copper (Cu) [108]. However, many of these designs
would still result in slightly lower Q cavities for high mag-
netic fields. As a better alternative, one can opt for cav-
ities made out of Nb, whose Hc ≈ 200 mT [112, 113] can
sustain the magnetic field strengths needed in our proto-
col. Another concern here is that the SQs (placed inside
these cavities) themselves are predominantly made of Al,
and it is important to shield them from strong magnetic
fields. The fields generated in some experiments, e.g.
in ref. [110] have a gradient like character, and we can
therefore place SQs close to regions of weak magnetic field
while the transducer close to the more intense regions.
It should be pointed out that since the transducer is
placed in the cavity generating the flying qubits, and not
the one which is supposed to act as a memory, the re-
quirement of long coherence time is less stringent on this
cavity. If, however, these operations turn out to be too
difficult to be performed in the cavity while maintaining
reasonably good coherence, one can adopt an alterna-
tive route. After the undriving operation to a microwave
Fock state, one could transfer the microwave photon to
a lower finesse cavity, possibly even a planar resonator,
and perform transduction there. To make the operation
faster, it should be possible to tune the decay rate of the
original cavity to approximately 4 orders of magnitude
higher than its intrinsic value [114, 115].
VI. ENTANGLEMENT DISTRIBUTION RATES
AND FIDELITIES
In the previous section, we presented some experi-
mental values which will be relevant here to calculate
the possible entanglement distribution rates for our re-
peater protocol, and to estimate the fidelities of the fi-
nal states. We shall compare the rates with those possi-
ble with direct transmission, with the popular ensemble
based DLCZ repeater approach [56], and with a recently
proposed repeater approach using single rare-earth (RE)
ions in crystals [65].
The average time to distribute entanglement over
length L using a quantum repeater scheme with 2n el-
ementary links, each of length L0 is [10, 60, 65, 116] (see
the Supplementary Information for a brief explanation of
the formula)
〈T 〉L = (
3
2
)n(
L0
c
+ To)
1
P0P1P2....Pn
(8)
Here, To is the time taken for the local operations at
one node for one elementary link, P0 is the success prob-
ability of generation of entanglement in an elementary
link, and Pi is the success probability of entanglement
swapping in the ith nesting level. The local operations
include the gates and the driving, undriving, and trans-
duction operations (see Fig. 2) at each node. For our
protocol, P0 =
1
2ηtpηo
2. The transmission efficiency in
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FIG. 6. (color online) Entanglement distribution rate as a
function of distance for different schemes. ‘A’ is direct trans-
mission in a fiber with a 1 GHz entangled photon source, ‘B’
and ‘C’ are the multiplexed (m = 200) versions of our cat
scheme and the rare-earth (RE) scheme [65] respectively, and
‘D’ and ‘E’ are the non-multiplexed versions (m = 1) of these
schemes. ‘F’ and ‘G’ are the multiplexed and non-multiplexed
versions of DLCZ scheme. The number of nesting levels, n = 3
for all the repeater schemes.
the fiber is ηt = e
− L0Latt , where Latt is the attenuation
length. The probability of emitting a telecom photon
from a cavity into the fiber mode is denoted by p. For
our system, it is primarily the transduction efficiency.
And ηo is the single (optical) photon detection efficiency.
Pi is mainly governed by the (stationary) qubit readout
efficiency. Cat states can be read out in a Quantum Non-
Demolition (QND) fashion with close to unit efficiency by
measuring the parity [31, 117] (see section S1.G in the
Supplementary Information for a brief discussion on par-
ity measurements). Another way to read-out cat states,
is to un-drive them to Fock states, and then read out
the number of photons non-destructively, using a similar
technique as before [118]. Since two such measurements
are needed for entanglement swap, Pi = ηm
2, where ηm
is the QND efficiency. Values close to unity are expected
for our long storage-time cavities.
The entanglement distribution rate is the inverse of
the average time needed to distribute entanglement. For
the multiplexed architecture the rate is multiplied by m,
since there are m independent sets of channels operating
in parallel.
In Fig. 6, we plot entanglement distribution rates for
our proposed protocol as a function of the total distance
L and compare these with the rates possible using direct
transmission and a source producing entangled photons
at 1 GHz [119], with the rates achieved using the DLCZ
protocol [56, 120], and with those achieved using single
RE ions (RE) in crystals [65]. We choose K/κ = 105
and n = 3 for our repeater protocol. In the Supplemen-
tary Information, we discuss the rationale behind choos-
ing this particular nesting level, and also show the rates
and fidelities for other nesting levels and other ratios of
K/κ. We take realistic values for other pertinent exper-
imental parameters, e.g. p = 0.8, Pi = 0.9, ηd = 0.9, and
Latt = 22 km. The relevant parameters for DLCZ include
the single photon generation probability and the memory
efficiency, which too have been taken realistically as 0.01
and 0.9 respectively [10, 56, 120]. Since the operation
times for DLCZ protocol can in principle be fast enough
to be ignored [120], we do not include those here. For the
single RE ion based approach, apart from the parameters
already considered for the rate calculation in ref. [65], we
have taken into account a realistic operation time of 0.1
ms. The figure also depicts the increased rates obtained
by multiplexing (m = 200) for all three repeater proto-
cols. Our protocol yields higher rates than the other two
repeater protocols.
Quantum repeaters would be practically more useful
when the rate of distribution of entanglement surpasses
that of direct transmission at the so called ‘cross-over’
point. From the plot, the cross-over points for our pro-
tocol for m = 1 and m = 200 are 387 km and 244 km
respectively. The fidelity of the final entangled state can
be estimated by subsequently multiplying the fidelities
of different operations and the residual coherence of the
storage cavities.
Ftot = (Felem)
l × (Fswap)l−1 × CR (9)
Here, Ftot is the fidelity of the final entangled state,
Felem =
∏
i FOi is the fidelity of generation of entan-
glement in an elementary link, where Oi are the various
local operations, e.g. the gates, the driving and undriv-
ing of the cavities, and the transduction from microwave
to optical frequencies. Fswap is the fidelity of entangle-
ment swap, and l = 2n is the number of elementary links,
where n is the nesting level; the number of entanglement
swaps needed to distribute entanglement over the whole
length, L, is l − 1. CR is the residual coherence of the
storage cavities, only taking into account the decoherence
because of the non-zero waiting times.
The residual coherence (CR) for cat states is approx-
imated as e−κeffT , where keff is the cat’s decoherence
rate and T is the average time needed to distribute en-
tanglement. One relatively simple way to have a larger
CR is by undriving the storage cavities from the cat basis
to the Fock basis before the waiting times. The decoher-
ence rate in the Fock basis is approximately κ, which is
less than the decoherence rate (keff ≈ 2κ|α|2) of our cat
states. The cavities would then be driven back to the
cat basis when the additional operations need to be per-
formed. Moreover, since even κ is much greater than the
decay rate of the bare cavity, κc, because of the relatively
lossy SQ coupled to it, one could increase CR further by
transferring the Fock state to an effectively longer lived
microwave cavity for storage [114, 115, 121, 122]. The
residual coherence can also be enhanced with appropriate
error-correction codes [13, 28–31, 42–44, 123]. For suit-
ably encoded cat states, error-correction has been exper-
imentally implemented to increase the coherence time by
a few times [31], and error detection has been performed
13
in a fault-tolerant way [13]. Note that our present pro-
tocol would require quantum error correction for qubits
encoded in states of different parity. See the Supplemen-
tary Information for a discussion on different approaches
to increase the residual coherence.
In addition to the fidelities of the different operations
calculated explicitly using QuTip (see the Supplementary
Information for a list of all the operations considered), if
we take the fidelity for transduction as 99.95%, compa-
rable to the fidelities of several of the gate operations in
Table I, the highest fidelities of the final entangled states
calculated for m = 1 and m = 200 at the cross-over
points are approximately 91% and 92% for m = 1 and
m = 200 respectively (see the Supplementary Informa-
tion for details).
Considering only factors such as a non-zero single pho-
ton generation probability, and imperfect memory and
detection efficiencies, and using the already mentioned
realistic values for them (0.01, 0.9 and 0.9 respectively),
the fidelity of the final state for DLCZ repeater protocol
with n = 3 would be roughly 75% [10]. However this
should be treated as kind of an upper bound, since we
have not considered the finite fidelities of other opera-
tions, e.g. the read and write processes, the finite coher-
ence times of the memories, and the effect of the phase
fluctuations of the fibers, which would all contribute to-
wards bringing down the final fidelity. For the RE ion
based approach, an upper bound on fidelity, estimated
considering only entanglement swapping and spin map-
ping (Er3+ − Eu3+) operations, is roughly 80%.
Using established protocols of entanglement purifica-
tion, the fidelity of our final states can be significantly
increased as they cross the threshold above which purifi-
cation is possible [124]. Here, however, we do not in-
corporate error-correction or entanglement purification
in our architecture, but we believe that those should be
possible (see the Supplementary Information for a brief
discussion on error-correction).
VII. CONCLUSION AND OUTLOOK
Recently, orthogonal cat states in microwave cavities
[33, 34] have been proposed as promising qubits for quan-
tum computation. Their long coherence times also make
them attractive in a quantum network context. Here,
we proposed a robust scheme to generate entanglement
between distant cat-state qubits, mediated by telecom
photons in conventional optical fibers. As an impor-
tant step of this entanglement generation scheme, we
expanded on a specific microwave to optical transduc-
tion protocol some of us recently proposed using a rare-
earth ion (Er3+) doped crystal [55]. We also designed
a quantum repeater architecture using these cat state
qubits and rare-earth ion based transducers. Our calcu-
lations show that higher entanglement distribution rates
than that possible with direct transmission or with two
other repeater approaches, including the well-estalished
DLCZ approach, can be achieved, while maintaining a
high fidelity for the final state in the presence of realistic
noise and losses, even without entanglement purification
or quantum error correction. By increasing the size of the
local quantum processing nodes, our proposed approach
can naturally be extended to a full-fledged distributed
quantum computing architecture, thus paving the way
for the quantum internet [15–17].
We hope that our results will stimulate new experimen-
tal and theoretical work involving these cat state qubits
and transducers. It would be useful to think about ways
to generate higher Kerr nonlinearities and to diminish
the effect of the SQ on the decay rate of the cavity, pos-
sibly by engineering novel Hamiltonians and by designing
novel forms of filters respectively [96, 125, 126]. Regard-
ing cat state qubits, future work may include develop-
ing and incorporating efficient quantum error-correction
codes [30, 43, 123], and possibly envisioning schemes to
protect against phase decoherence. It is worth mention-
ing that although we have chosen microwave cat-state
qubits, rather than the more obvious (microwave) Fock
state qubits as our computational units, since quantum
computation with error correction seems to be currently
more mature with cat states, our entanglement genera-
tion protocol, and hence the overall repeater framework
can straightforwardly be applied to Fock state qubits.
Recently, new error correction codes have been proposed
for Fock state qubits [127, 128]. There have consequently
been a few experiments to demonstrate error-correction
[129], as well as single and two qubit gates [38, 45, 129]
on suitably encoded Fock state qubits. The recent work
thus tightens their competition with cat state qubits, and
it will be interesting to see how the field progresses.
Within the areas of modular and distributed quantum
computing, it is of interest to think about how best to
connect different computational units to efficiently dis-
tribute an arbitrary computational task [130–133]. Re-
garding the quantum communication aspect, one would
need to figure out efficient repeater architectures for
a truly global quantum network, possibly using both
ground based and (quantum) satellite links [17, 134–136].
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S1. ENTANGLEMENT DISTRIBUTION RATES AND FIDELITIES
In this section, we present the entanglement distribution rates and fidelities for different ratios of K/κ and for
different nesting levels n. We will try to build an intuition for the realistic distances over which entanglement can be
distributed, and how best to beat direct transmission, for different experimental parameters. We shall consequently
provide a justification for choosing n = 3 for K/κ = 105 in the main text.
A. Description of the rate formula
For a quantum repeater, it is intuitive to expect the average time required to distribute entanglement over the total
distance L to be of the form [S1]
〈T 〉L = (
L0
c
)
f0f1f2....fn
P0P1P2....Pn
(S1)
when the time needed to perform the operations is negligibly small compared to the communication time L0/c
to and from the beamspitter placed in between the neighbouring nodes. P0 is the probability that entanglement
is generated in one elementary link in a single attempt, determined primarily by the losses in the fiber and the
inefficiencies of the detectors. Pi is the probability of successful entanglement swap in the i
th nesting level. If all the
components are ideal and lossless, and the operations are all deterministic, then P0 = P1 = P2 = ....Pn = 1. Non-unit
efficiency of realistic operations obviously increases the average time. The factors fi arise because one has to have
two neighbouring links entangled in the nesting level i− 1 before attempting the swap operation for the nesting level
i. They should all thus be in the range 1 ≤ fi ≤ 2. To our knowledge, an analytic expression for a general fi has not
been derived so far, but to the lowest order in P0, all the fi’s can be well approximated to be 3/2 [S1].
Now, if one takes into account the finite times for performing all the local operations, then in addition to the
communication time L0/c, one has to spend an additional time To every time one makes an entanglement generation
attempt in an elementary link. Thus, we obtain the formula used in the main text of the paper (Eqn. 7 in the main
text), i.e.
〈T 〉L = (
3
2
)n(
L0
c
+ To)
1
P0P1P2....Pn
The entanglement distribution rate is the inverse of the average time needed to generate entanglement. For a mul-
tiplexed architecture, where ‘m’ spectrally distinct sets of channels operate in parallel, the entanglement distribution
rate is simply m times the rate obtained in a single set of channels.
B. Entanglement fidelity
The fidelity of the final entangled state, Ftot, can be estimated by subsequently multiplying the fidelities of all the
individual operations and the residual coherence of the memories, as shown in the following equation.
Ftot = (Felem)
l × (Fswap)l−1 × CR
Here, Felem =
∏
i FOi is the fidelity of generation of entanglement in an elementary link, where Oi are the various
local operations, e.g. the gates, the driving and undriving of the cavities, and the transduction from microwave to
optical frequencies. Fswap is the fidelity of entanglement swap, and l = 2
n is the number of elementary links, where
n is the nesting level; the number of entanglement swaps needed is l − 1. CR is the residual coherence of the storage
cavities, taking into account the decoherence because of the non-zero waiting times.
21. Residual coherence of the storage cavities
While waiting for entanglement to be established in neighbouring links, the cat states in the storage cavities decohere
at the rate keff = 2κα
2, where κ is the single photon decay rate and α is the amplitude of the coherent state. If
the average time needed to distribute entanglement is T , then the residual coherence left in the storage cavities is
approximately CR = e
−κeffT . For α =
√
2, keff = 4κ. Although error-correction can, in principle, correct these
errors (see Section S1 G), currently an easier way to increase the residual coherence (CR) is to undrive the cavity
from the cat basis to Fock basis while waiting. Once entanglement is confirmed to be generated in the neighbouring
links, one can then drive the cavity back to the cat basis to perform the logical operations. The trade-off in doing so
would be a slight reduction in Felem and a slight increase in Toper because of the additional driving and undriving
operations. But since these operations are quite fast and proceed with very high fidelity (see Table I in the main
text), we find that, as compared to storing the photonic states in the cat basis, taking this route increases the final
fidelity in almost all the cases. Therefore, unless stated otherwise, we shall adopt this route here to estimate our final
fidelities. However, this interconversion is not a necessity, and keeping the photonic states in the cat basis will yield
good fidelities for many cases as well.
We saw in the main paper that because of the difference of as much as four orders of magnitude in the loss rates
of the cavity and the SQ coupled to it, κ is essentially determined by the decay rate of the SQ, γ (see Table II in
the main text). We need strong dispersive coupling to the SQ to generate high Kerr nonlinearities, which makes the
dependence of κ on γ stronger too. Under such a scenario, κ  κc, where κc is the decay rate of the bare cavity
without the SQ. However, for storage in the Fock basis without error-correction, in principle, we do not need the
qubit cavity interaction (g) at all. So, ideally we would want to switch off the interaction during storage to keep
κ ≈ κc during the waiting times, and switch it on when the gates need to be performed. But, turning g on and off
is likely not possible in the (circuit-QED) experimental setup. One could work with the detunings between the SQ
and the cavity, and that will reduce κ to a certain extent. But significant detuning is also experimentally challenging.
Another solution could be to transfer the photons (in Fock basis) from these cavities used for computation to other
long-lived cavities, whose κ ≈ κc, using the techniques available [S2–S5]. As an illustration of how much better the
final fidelity gets if the transfer happens perfectly to and from these cavities, in the tables below, we shall also list
the final fidelities assuming storage in the best currently available 3-D microwave cavities.
One could enhance the residual coherence further by integrating our storage cavities with other solid-state quantum
memories, e.g. phosphorus spins in silicon [S6], or rare-earth ensembles [S7], where coherence times up to hours are
possible. Alternatively, one could still use our entanglement generation scheme to implement a more complicated
multiplexed repeater protocol which is mostly insensitive to the short coherence times of the storage cavities [S8]. It
however needs more resources and more complicated operations, which would be experimentally challenging.
C. One elementary link (n = 0)
For entanglement generation in one elementary link, we need 6 driving operations, 2 Xpi/2 rotations, 4 CNOT gates,
4 undriving operations, 4 transduction operations, and 2 Xpi rotations (see Fig. 2 in the main text). Inter-converting
the photons from cat basis to Fock basis for storage adds 4 more undriving and undriving operations. Taking the
fidelity for a single transduction operation to be 99.95%, and calculating the others numerically with QuTiP, the
fidelities for an elementary link of length 50 km for the three sets of values of K and κ are presented in Table S1(a)-
(b). Table S1(a) is for the case when we store in the Fock basis in the same cavity, and Table S1(b) is when we transfer
the photon perfectly to another cavity, whose lifetime is 10 s, which is comparable to the highest quality factor (Q)
3-D cavities available currently [S9].
The first column of Table S1 gives the values for the Kerr nonlinearity and the decay rate of the cavity. The next
two columns have broken down the fidelity of the final state into its two important parts: (i) the fidelity of the local
operations, which includes all the gates, driving and transduction operations, and (ii) the residual coherence of the
storage cavities as they wait for local operations and communication tasks to be finished. We have the final fidelity in
the next column, followed by one showing the possible entanglement generation rates. There are two sets of the above
values, one for multiplicity m = 1 and the other for m = 200. We observe that for all these values, the fidelity exceeds
the entanglement purification bound 50% by a significant margin, such that even with imperfect local operations, the
fidelity of the distributed entangled states can be further enhanced, however at the expense of the distribution rate
[S10]. We see that though the transfer of photons to a long lived cavity improves the coherence and hence the final
fidelity, the final fidelity even without doing this is sufficiently high, and thus this additional step is not necessary
here. This table might be pertinent if one were to design an architecture to distribute entanglement within a relatively
short distance, e.g. a city.
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(Hz)
0.025, 25 0.7896 0.9282 0.7328 56 0.7896 0.9282 0.7328 11252
0.517, 51.7 0.9507 0.9172 0.8719 100 0.9507 0.9172 0.8719 20064
0.521, 5.21 0.9910 0.9908 0.9819 95 0.9910 0.9908 0.9819 19013
K(2 π × MHz),
κ (2 π × Hz)
Fidelity and rate
m=1
Fidelity and rate
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operations
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Fidelity
Entangled
state
Rate
Entanglement
generation
(Hz)
0.025, 25 0.7896 0.99995 0.7895 56 0.7896 0.99995 0.7895 11252
0.517, 51.7 0.9507 0.99997 0.9506 100 0.9507 0.99997 0.9506 20064
0.521, 5.21 0.9910 0.99997 0.9909 95 0.9910 0.99997 0.9909 19013
(a)
(b)
TABLE S1. Fidelities and entanglement distribution rates in an elementary link of length 50 km for different values of K and
κ.(a) The photonic states are stored in the Fock basis in the same cavities used for computation. (b) Additional longer-lived
cavities, whose lifetimes are 10 s, are used to store the photonic states (in Fock basis) during the waiting times. The fidelity
of the final entangled state is estimated to be the product of the coherence of the cavity and the fidelity of local operations.
One set of reading is for the non-multiplexed architecture (m = 1), and another set is for the multiplexed architecture with
multiplexing m = 200.
D. Two elementary links (n = 1)
The next table, i.e. Table S2 shows the fidelities for nesting level n = 1, keeping the length of an elementary link
the same, i.e. 50 km. Here too, Table S2(a) is for the case when the photons are stored in the same cavity, and Table
S2(b) is for the case when they are transferred to effectively longer lived cavities for storage. In addition to a couple
of sets of the above local operations required for an elementary link, we need to perform an entanglement swap, which
includes a CNOT and a Hadamard at the sender and a rotation at the receiver. We include the fidelities of all these
operations. We assume an X-Z rotation at the receiver as a worst case scenario. As compared to the previous table
(Table S1), we notice a drastic drop in coherence of the storage cavity for m = 1 in Table S2(a). This difference in
coherence is because of the difference in the time duration for which the storage cavity needs to store entanglement.
Even though the communication times remain the same, in a repeater, one has to wait till entanglement has been
successfully established in a neighbouring link before one can perform the swap. For the previous case (n = 0), there
was no such waiting time required. This highlights the role of a good memory for repeaters. This also highlights
the importance of multiplexing, where because of several parallel attempts, this wait time is reduced, and we get
reasonable fidelities, for the same values of K and κ (see the column for m = 200 in the first row). Since the cavities
in Table S2(b) have effectively much longer coherence times, they have good residual coherence even for m = 1. Thus,
if one wants high fidelity entangled states using multiplexing, one need not use the additional longer lived cavities,
but if one wants high fidelity for m = 1 as well, one would need to store the states in additional high-Q cavities.
A quantum repeater would practically be more useful when the rate of entanglement distribution using repeaters
exceeds that of direct transmission using, for example, a 1 GHz source of entangled photons. The distance at which
this occurs is known as the cross-over point. For n = 1, we numerically calculate that value to be close to 700 km for
m = 1 and 450 km for m = 200 (see Table S3). However, we find that if we store the states in the same cavities that
we use for computation, then even the cavity with our best set of values of K and κ would decohere by the time we
finish the operation. Instead, if we transfer the states to the longer lived cavities for storage, then the multiplexed
version still yields usable rates and fidelities for higher K/κ ratios. Table S3 shows the fidelities for that scenario. In
the tables, fidelities smaller than 10−4 are written as 0.
For (low enough nesting levels in) our architecture, as we increase the number of nesting levels, this cross-over
distance becomes smaller and so does the waiting time. Therefore we need to increase the nesting level and hope that
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0.025, 25 0.5775 0.0095 0.0055 34 0.5775 0.9770 0.5642 6752
0.517, 51.7 0.8909 0.0045 0.0040 60 0.8909 0.9734 0.8672 12038
0.521, 5.21 0.9800 0.5633 0.5520 57 0.9800 0.9971 0.9772 11408
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0.025, 25 0.5775 0.9970 0.5758 34 0.5775 0.999985 0.5775 6752
0.517, 51.7 0.8909 0.9983 0.8894 60 0.8909 0.999992 0.8909 12038
0.521, 5.21 0.9800 0.9983 0.9783 57 0.9800 0.999991 0.9800 11408
(a)
(b)
TABLE S2. Fidelities and entanglement distribution rates for nesting level n = 1, taking different values of K and κ. The length
of an elementary link is 50 km. (a) The photonic states are stored in the Fock basis in the same cavities used for computation.
(b) Additional longer-lived cavities are used to store the photonic states during the waiting times. The first set of reading is for
the non-multiplexed architecture (m = 1), and the second set is for the multiplexed architecture with multiplexing m = 200.
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(Hz)
0.025, 25 0.5775 0 0 721, 10-5 0.5775 0.8158 0.4711 472, 0.491
0.517, 51.7 0.8909 0 0 716, 10-5 0.8909 0.8669 0.7723 464, 0.700
0.521, 5.21 0.9800 0 0 716, 10-5 0.9800 0.8634 0.8462 464, 0.681
TABLE S3. Fidelities and entanglement distribution rates for nesting level n = 1, taking different values of K and κ. The
cross-over distances are listed in the fifth and ninth columns for different values of K and κ. Additional longer-lived cavities
are used to store the photonic states during the waiting times.
we might be able to beat direct transmission with good fidelities. However, since the fidelity for local operations for
the first set of K and κ is 57.75% for n = 1, adding another nesting level would drop it below 50%, rendering the
generated entangled state unuseful for most quantum communication tasks. Therefore, we focus only on our second
and third set of values of K and κ from now on.
E. Four elementary links (n = 2)
Table S4 shows the fidelities for n = 2 at the cross-over distances for the two sets of values of K and κ. In addition
to the fidelities, the table also shows the different cross-over distances. Without multiplexing (m = 1), the average
time needed to distribute entanglement (over the cross-over distance) for all K/κ ratios considered is so large that
the storage cavities decohere almost completely, yielding very low residual coherence and final fidelities (see Table
S4(a)). But with multiplexing (m = 200), we see that the fidelity of the final entangled state for even our moderately
good values of K and κ (K/κ = 104) at the cross-over point (291 km) is 65.31%, which is well above the purification
threshold. For the K/κ ratio of 105, the final fidelity at the cross-over point (292 km) is 94.01%.
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0.517, 51.7 0.7824 0 0 459, 0.854 0.7824 0.8348 0.6531 291, 1799
0.521,5.21 0.9584 0 0 460, 0.825 0.9584 0.9809 0.9401 292, 1701
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0.517, 51.7 0.7824 0.8896 0.6960 459, 0.854 0.7824 0.99994 0.7824 291, 1799
0.521, 5.21 0.9584 0.8859 0.8490 460, 0.825 0.9584 0.99994 0.9583 292, 1701
(a)
(b)
TABLE S4. Fidelities and entanglement distribution rates for different cross-over points for nesting level n = 2. (a) The
photonic states are stored in the same cavities used for computation. (b) Additional longer-lived cavities are used to store
the photonic states during the waiting times. The cross-over distances are listed in the fifth and ninth columns for different
values of K and κ. One set of reading is for the non-multiplexed architecture (m = 1), and another set is for the multiplexed
architecture with multiplexing m = 200.
If we transfer the photonic states to additional longer-lived cavities, then we find that the coherence of the cavities
is not negligible anymore (see Table S4(b)) for m = 1. Even for the non-multiplexed version, one can beat direct
transmission with useful fidelities.
F. Eight elementary links (n = 3)
In Table S4, we observe that for our best set of values of K and κ, the multiplexed version beats direct transmission,
but the non-multiplexed version fails to do so because of the loss in coherence of the memory. An intuition to make
the waiting time smaller is to reduce the length of an elementary link. We do so by increasing the nesting level to 3.
Table S5 lists the fidelities, rates, and cross-over points for the two sets of values of K and κ.
The additional set of local operations cost us the advantage gained in coherence of the cavity for K/κ = 104,
and brought down the highest fidelity possible to approx. 60%. Therefore, if one were to design a repeater with
K/κ = 104, then the optimum number of nesting levels is 2. For our best set of values of K and κ, the difference
in fidelities of local operations is not too significant. Though we can comfortably beat direct transmission with the
multiplexed version without needing additional storage cavities, we could still not beat direction transmission without
needing those longer lived cavities for m = 1. We can, in principle go for higher n to make the waiting time shorter,
such that the repeater beats direct transmission with a useful fidelity for m = 1 without needing to transfer the
photons to additional longer lived cavities (e.g. for m = 1 and n = 4, the final state fidelity at the cross-over point is
approx. 57% without requiring additional cavities). But the fidelity of the multiplexed version would reduce because
of the additional operations needed. It’s also practically more reasonable to use additional cavities for m = 1 rather
than adding another nesting level with shorter elementary links. We choose n = 3 in the main text (see Fig. 6
in the main text) while comparing different schemes to distribute entanglement because both the multiplexed and
non-multiplexed versions beat direct transmission with greater than 90% fidelities here. This is possible even without
needing to convert from cat basis to Fock basis for storage. For the multiplexed version, we do not need additional
longer lived cavities for storage, while for the non-multiplexed version, we need those. Compared to n = 2, n = 3
yields much higher entanglement distribution rates (see the last column in Table S4 and Table S5). However, our
scheme still outperforms the other schemes mentioned in the main text, with good fidelities, even for n = 2.
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0.517, 51.7 0.6034 0 0 386, 24 0.6034 0.9810 0.5920 242, 16961
0.521, 5.21 0.9166 0.2370 0.2172 387, 23 0.9166 0.9979 0.9146 244, 15264
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0.517, 51.7 0.6034 0.9959 0.6009 386, 24 0.6034 0.999994 0.6034 242, 16961
0.521, 5.21 0.9166 0.9956 0.9126 387, 23 0.9166 0.999993 0.9166 244, 15264
(a)
(b)
TABLE S5. Fidelities and entanglement distribution rates for different cross-over points for nesting level n = 3. (a) The
photonic states are stored in the same cavities used for computation. (b) Additional longer-lived cavities are used to store
the photonic states during the waiting times. The cross-over distances are listed in the fifth and ninth columns for different
values of K and κ. One set of reading is for the non-multiplexed architecture (m = 1), and another set is for the multiplexed
architecture with multiplexing m = 200.
G. Error-correction for cavity qubits
One of the most attractive features of working with cat states is the relatively more efficient error-correction codes
designed for them [S11–S19]. However, the hardware-resource efficiency of the implementation of these codes depends
on the way the qubits are encoded. If the qubits are encoded in cat states of the same parity, then single photon loss,
which is the most prominent source of errors, is easy to keep track of and correct [S12, S13, S15, S18]. Single photon
loss turns the states of even (odd) parity into odd (even) parity, and Quantum Non-Demolition (QND) measurements
on the parity (of individual cavities) can track this leakage out of the qubit space. One way to measure parity is
by using an ancillary transmon qubit and a fast-decaying readout cavity coupled to the storage cavity [S15, S20]. A
Ramsey type measurement is performed. Here, two pi/2 pulses are applied on the transmon (initially prepared in its
ground state), separated by a period of dispersive interaction with the storage cavity (equivalent to a Controlled-Phase
gate). These operations take the transmon to either its ground or excited state, depending on the photon-number
parity in the storage cavity. The state of the transmon is then read-out projectively using the other cavity.
On the other hand, if the qubit is encoded in states of different parity, as is true of our qubits (|C±α 〉 = N±α (|α〉 ±
|−α〉)), then error-correction turns out to be more challenging. However, if there is protection against amplitude decay
of the coherent states, and the qubits are encoded in cat states, then one needs to worry only about bit-flip errors,
which can be corrected with joint parity measurements on several cavities [S14, S16, S17]. Joint parity measurements
would be more hardware-resource consuming than parity measurements on single cavities, but a few experiments
have demonstrated their feasibility, e.g. the one in ref. [S21]. Similar challenges rise in applying error correction when
encoding the qubits in the different parity Fock states, |0〉 and |1〉 [S22, S23].
The instantaneous eigenstates of our Hamiltonian H(t) = −Ka†2a2 + (Ep(t)a†2 + E∗p (t)a2) are the coherent states
|α〉 and |−α〉, where α =√Ep/K. It is interesting to note that a general Hamiltonian of the form H(t) = −Ka†nan+
(Ep(t)a†n + E∗p (t)an) would have ‘n’ different coherent states as their eigenstates, e.g. for n = 4, the eigenstates are
|α〉, |−α〉, |iα〉, and |−iα〉, where α = (Ep/K)1/4. Different cat states, i.e. superposition of these coherent states can
be reached by driving the Fock states, |0〉 − |3〉 with a 4-photon drive. Using these 4 coherent states, it is possible
to encode a qubit in states of the same parity, e.g. the logical qubits |0¯〉 and |1¯〉 could be N (|C+α 〉 + |C+iα〉) and
N (|C+α 〉− |C+iα〉) respectively, where N is a normalization constant. The well developed cat codes for error-correction
could be directly used in such a system, however it is experimentally difficult to generate a reasonably high value for
this higher order nonlinearity, Ka†4a4. Even if one were to achieve this, it is unclear how to use the then undriven Fock
7states of same parity, e.g. |0〉 and |2〉, for robust distribution of entanglement after transduction to optical frequencies.
Photon loss in the fiber and the detector inefficiencies make it difficult to envision a robust scheme similar to the one
we used in our paper (for Fock states |0〉 and |1〉). Coming up with schemes to efficiently distribute entanglement
between cavity states of the same parity would likely be interesting and useful.
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