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MODULAR FORMS ON G2 AND THEIR STANDARD L-FUNCTION
AARON POLLACK
Abstract. The purpose of this partly expository paper is to give an introduction to modular forms
on G2. We do this by focusing on two aspects of G2 modular forms. First, we discuss the Fourier
expansion of modular forms, following work of Gan-Gross-Savin and the author. Then, following
Gurevich-Segal and Segal, we discuss a Rankin-Selberg integral yielding the standard L-function of
modular forms on G2. As a corollary of the analysis of this Rankin-Selberg integral, one obtains
a Dirichlet series for the standard L-function of G2 modular forms; this involves the arithmetic
invariant theory of cubic rings. We end by analyzing the archimedean zeta integral that arises from
the Rankin-Selberg integral when the cusp form is an even weight modular form.
1. Introduction
If a reductive group G over Q has a Hermitian symmetric space G(R)/K, then there is a notion
of modular forms on G. Namely, one can consider the automorphic forms on G that give rise to
holomorphic functions on G(R)/K. However, if G does not have a Hermitian symmetric space,
then G has no obvious notion of modular forms, or very special automorphic forms. The split
exceptional group G2 is an example: its symmetric space G2(R)/ (SU(2)× SU(2)) has no complex
structure. Nevertheless, Gan-Gross-Savin [GGS02] defined and studied modular forms on G2 by
building off of work of Gross-Wallach [GW96] on quaternionic discrete series representations.
The purpose of this paper is to give an introduction to modular forms on G2, with the hope that
we might interest others in this barely-developed area of mathematics. Indeed, very little is known
about G2-modular forms. For example, as pointed out in [GGS02], one does not even know the
smallest positive integer k for which there is a nonzero level-one cuspidal modular form on G2 of
weight k.
Besides recalling for the reader some basic facts about the group G2 and the definition of its
modular forms, we focus on two aspects of G2-modular forms. The first thing we focus on is their
Fourier expansion. Using a certain multiplicity one result of Wallach [Wal03] on “generalized Whit-
taker vectors”, Gan-Gross-Savin defined the (generic) Fourier coefficients of a G2 modular form.
This involves Wallach’s multiplicity one result and the arithmetic invariant theory of cubic rings.
Using their definition of Fourier coefficients, Gan-Gross-Savin computed the Fourier coefficients of
an explicit theta function and (using [JR97]) some Eisenstein series, and also computed how Hecke
operators act on these Fourier coefficients.
The paper [Pol18] makes explicit the Fourier expansion of modular forms, i.e., it involves func-
tions on G2(R) and not just the Fourier coefficients, which are complex numbers. Furthermore, as a
consequence of loc cit one can also define the non-generic Fourier coefficients of G2-modular forms.
The first result we discuss is this Fourier expansion of G2-modular forms. This is the G2-special
case of the main result of [Pol18]. Because the constructions and arguments in loc cit cover all the
exceptional Dynkin types, they rely on sometimes lengthy Jordan algebra computations. For G2
one does not need Jordan algebras, so we give a treatment that is simpler, and that we expect is
easier for the non-expert to follow.
This work supported by the Schmidt fund at IAS. We thank the IAS for its hospitality and for providing an
excellent working environment. We also thank the Simons Foundation for its support of the symposium on the
Relative Trace Formula, where some aspects of this work were discussed.
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The second aspect of G2-modular forms that we discuss is their standard L-function. Here we
rely on the exceptional papers [GS15] and [Seg17] of Gurevich-Segal and Segal. These works give
a Rankin-Selberg integral yielding the degree 7 standard L-function of automorphic cusp forms on
G2. Moreover, the integrals of loc cit are non-vanishing for G2-modular forms, and in fact rely on
the same type of Fourier coefficients mentioned above. (The older Rankin-Selberg integral [Gin93]
of Ginzburg relies on a Whittaker coefficient and vanishes identically for G2-modular forms.)
The beautiful results of the papers [Seg17] and [GS15] have somewhat involved proofs. We give
a streamlined account of the integrals of loc cit by simplifying a bit some of the computations. We
then use this analysis of the Rankin-Selberg integral to a give a Dirichlet series for the standard
L-function of modular forms on G2. The Dirichlet series has a nice expression in terms of cubic
rings and the Fourier coefficients of modular forms.
The Dirichlet series comes from analyzing the local zeta integrals at the good finite primes
that arise from the global Rankin-Selberg convolution. One can also ask for an analysis of the
archimedean zeta integral, when the cusp form involved is a modular form. Given our computation
of the Fourier expansion of modular forms, this question becomes tractable. In the final section,
we analyze this archimedean zeta integral and relate it to products of gamma functions.
We now give an outline of the rest of the paper. In section 2, we review the octonions and basic
facts about the group G2. Next, in section 3, we recall the definition from [GGS02] of modular
forms on G2 and their Fourier coefficients. We also state the results about the Fourier expansion
(Theorem 3.4) and Dirichlet series (Theorem 3.5) of G2-modular forms. In section 4, we prove
Theorem 3.4, after [Pol18]. In section 5 we discuss the Rankin-Selberg integral of [GS15] and
[Seg17], and also the Dirichlet series for the standard L-function. In particular, we prove Theorem
3.5. Finally, in section 6, we apply our results on the Fourier expansion of modular forms to analyze
the archimedean zeta integral that arises from the Rankin-Selberg integral of loc cit when the cusp
form is a modular form.
2. Octonions and the group G2
In this section, we define the group G2 as the automorphisms of the split octonions, and review
basic structural information about G2: its Lie algebra, Heisenberg parabolic subgroup, Cartan
involution, and maximal compact subgroup.
2.1. The octonions. In this subsection we very briefly review the octonions, following the discus-
sion in [PWZ18, Section 1.1]. The reader might see [SV00] for a more thorough treatment.
Thus suppose F is field of characteristic 0. We denote by Θ the split octonions over F . Let V3
denote the defining representation of the group SL3, and V
∨
3 the dual representation. As a vector
space,
Θ =
{(
a v
φ d
)
: a, d ∈ F, v ∈ V3, φ ∈ V ∨3
}
.
This is the so-called Zorn model of the octonions.
As an F -algebra, Θ is non-commutative and non-associative. Because V3 is considered as a
representation of SL3, we assume given an identification ∧3V3 ≃ F , which induces ∧2V3 ≃ V ∨3 and
∧2V ∨3 ≃ V3. The multiplication in Θ is given as(
a v
φ d
)(
a′ v′
φ′ d′
)
=
(
aa′ + φ′(v) av′ + d′v − φ ∧ φ′
a′φ+ dφ′ + v ∧ v′ φ(v′) + dd′
)
.
The octonions also come equipped with a quadratic norm N : Θ → F defined by N ( a vφ d ) =
ad − φ(v). If x, x′ ∈ Θ, then N(xx′) = N(x)N(x′). Associated to the norm N is a symmetric
bilinear form defined by (x, y) = N(x+y)−N(x)−N(y). For x =
(
a v
φ d
)
and x′ =
(
a′ v′
φ′ d′
)
,
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one has
(x, x′) = ad′ + a′d− φ(v′)− φ′(v).
This bilinear form is non-degenerate, and is split. I.e., there are isotropic subspaces of Θ of dimen-
sion four.
Like a ring of quaternions over F , the octonions come equipped with a conjugation ∗ : Θ →
Θ, which is an order-reversing involution on Θ. The conjugate x∗ of x =
(
a v
φ d
)
is x∗ =(
d −v
−φ a
)
. One has xx∗ = N(x)1 inside Θ. Define the trace of x ∈ Θ as tr(( a vφ d )) = a+ d. For
x ∈ Θ, one has the quadratic equation x2 = tr(x)x−N(x).
Write V7 for the elements of Θ with trace 0. Thus (
a v
φ d ) ∈ V7 if and only if a+ d = 0. The trace
0 elements are the perpendicular space to the line generated by the element 1 ∈ Θ. For x ∈ Θ, we
write Im(x) = 12(x− x∗), so that x = tr(x)/2 + Im(x). This is the orthogonal decomposition of x
into F · 1⊕ V7.
The split algebraic group G2 over F is defined to be the automorphisms of Θ:
G2(F ) = {g ∈ GL(Θ) : g(x · y) = gx · gy for all x, y ∈ Θ}.
One has g1 = 1, and g(x∗) = (gx)∗. Since G2 stabilizes the element 1, it acts on V7, preserving the
induced quadratic form. This representation G2 → GL(V7) factors through SO(V7).
The group G2 has two conjugacy classes of maximal parabolic subgroups. Their associated flag
varieties can be neatly described in terms of subspaces of Θ with particular properties under the
multiplication on Θ. See, for example, [PWZ18, Proposition 1.3].
2.2. The Lie algebra g2. One can write down the Lie algebra of G2 relatively easily inside the
Lie algebra of SO(V7). To do this, first recall that if V is a non-degenerate quadratic space, then
so(V ) ≃ ∧2V . In this identification, an element w ∧ x acts (on the left) of V as
(w ∧ x) · v = (x, v)w − (w, v)x.
The Lie bracket in this notation is
(1) [w ∧ x, y ∧ z] = (x, y)w ∧ z − (x, z)w ∧ y − (w, y)x ∧ z + (w, z)x ∧ y.
The multiplication on Θ defines a map V7 ⊗ V7 → V7 via w ⊗ x 7→ Im(wx). This map is
alternating, i.e., Im(xw) = −Im(wx) for x,w ∈ V7, and thus induces a map ∧2V7 → V7. This map
is surjective and G2-equivariant. Denote by g the kernel of ∧2V7 → V7. Then g is closed under the
Lie bracket induced from (1), and is the Lie algebra of G2.
We now give an explicit basis for g, and make some special notation which we will use throughout.
First, denote by e1, e2, e3 a fixed basis of V3, and write e
∗
1, e
∗
2, e
∗
3 for the basis of V
∨
3 dual to the
ei. Set u0 =
(
1
−1
) ∈ V7. We will abuse notation and also let ei, e∗j denote elements in V7. Thus
(ei, e
∗
j ) = −δij, (u0, u0) = −2, and (u0, ei) = (u0, e∗j ) = 0 for all i, j.
We set Ekj = e
∗
j ∧ ek, vj = u0 ∧ ej + e∗j+1 ∧ e∗j+2, and δj = u0 ∧ e∗j + ej+1 ∧ ej+2 (indices taken
modulo three). One checks immediately from the definition of multiplication in Θ that the elements
vj and δj are in the kernel of ∧2V7 → V7, and thus in g. The same goes for Ekj so long as j 6= k.
A sum α1E11 + α2E22 + α3E33 is in g if and only if α1 + α2 + α3 = 0.
The above elements span g. We write
h = {α1E11 + α2E22 + α3E33 : α1 + α2 + α3 = 0}.
This is a Cartan subalgebra of g. The Cartan subalgebra h acts on Ekj by αk − αj , i.e.,
[
∑
i
αiEii, Ekj] = (αk − αj)Ekj.
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These are the long roots for h. Together with h, the Ejk span the Lie algebra sl3. The Cartan h
acts on vj via αj and δj via −αj . These are the short roots.
One has the following Lie bracket relations, which can be checked easily.
• [δj−1, vj ] = 3Ej,j−1
• [vj−1, δj ] = −3Ej−1,j
• [δj−1, δj ] = 2vj+1
• [vj−1, vj ] = 2δj+1
• [δj , vj ] = 3Ejj − (E11 + E22 + E33).
All indices here are taken modulo 3. We will choose a positive system on g by letting E12 and v2
be the positive simple roots.
Abstractly, g = g2 = sl3 ⊕ V3 ⊕ V ∨3 , and this is a Z/3-grading. See, e.g., [FH91, chapter 22].
In fact, all the (split) exceptional Lie algebras have Z/3-grading that generalizes this one. See
[Rum97] or [Sav99]. In this Z/3-model, the Lie bracket is given as follows:
(1) the commutators [sl3, V3] and [sl3, V
∨
3 ] are given by the action of sl3 on V3 and V
∨
3 ;
(2) the commutators [V3, V3] and [V
∨
3 , V
∨
3 ] are given by
1 [x, y] = 2x ∧ y ∈ V ∨3 for x, y ∈ V3 and
[γ, δ] = 2γ ∧ δ ∈ V3 for γ, δ ∈ V ∨3 ;
(3) if x ∈ V3 and γ ∈ V ∨3 then2 [γ, x] = 3x⊗ γ − (x, γ)13, which is in sl3.
The elements Eij, vj, δk of g defined above are simply the standard basis vectors for sl3, V3 and
V ∨3 in the decomposition g = sl3 ⊕ V3 ⊕ V ∨3 .
2.3. The Heisenberg parabolic subgroup. We now describe the Heisenberg parabolic subgroup
P = MN of G2. This is the subgroup that stabilizes the two-dimensional subspace of V7 spanned
by e∗3 and e1. The unipotent radical N is two-step, N ⊇ N0 ⊇ 1, with N/N0-four-dimensional
abelian, and N0 = [N,N ] one-dimensional. The Lie algebra n of N is spanned by v1, δ3, and the
strictly upper triangular matrices in sl3. The element E13 of sl3 spans N0.
We chose the Levi subgroup M of P by requiring it to have Lie algebra spanned by v2, δ2, and
the Cartan h. This Levi subgroup M of the Heisenberg parabolic is isomorphic to GL2. The
isomorphism M ≃ GL2 is chosen so that Ad(m)E13 = det(m)E13. The conjugation action of M on
N/N0 is the representation Sym
3(V2)⊗det(V2)−1 of GL2. On the Lie algebra level, the isomorphism
M2(F ) ≃ m is given by
(2)
(
a b
c d
) 7→ dE11 + (a− d)E22 − aE33 + bv2 − cδ2.
2.4. Cartan involution. Before defining a Cartan involution Θ on g and a maximal compact
subgroup K of G2(R), we briefly discuss the Killing form on g. If V is a quadratic space, then
the Killing form on so(V ) ≃ ∧2V is proportional to the quadratic form given by (w ∧ x, y ∧ z) =
(w, z)(x, y)−(w, y)(x, z). This pairing on ∧2V7 induces one on g which is proportional to the Killing
form on g.
Denote ι : Θ→ Θ the involution given by ι
((
a v
φ d
))
=
(
d −φ˜
−v˜ a
)
. Here e˜i = e
∗
i , e˜
∗
j = ej
and ·˜ is extended by linearity. The involution ι has ±1 eigenspaces on Θ each with dimension 4,
and the quadratic form (·, ·) on Θ is positive-definite on the +1-eigenspace, and negative-definite
on the −1 eigenspace.
The element 1 ∈ Θ is fixed by ι, and abusing notation we denote by ι the restriction of this
involution to V7. Then ι induces an involution θ on ∧2V7 via θ(w ∧ x) = ι(w) ∧ ι(x). Since
ι(u0) = −u0, ι(ei) = −e∗i , and ι(e∗i ) = −ei, it is clear from our basis above that θ preserves
g ⊆ ∧2V7.
1The 2 here is 1J × 1J = 21J
2The 3 here is trJ(1J )
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Claim 2.1. The involution θ is a Cartan involution on g.
Proof. Because ι ∈ O(V7), θ preserves the bracket on so(V7), and thus also on g. It is clear as well
that θ is an involution, because ι is. That θ is a Cartan involution now follows easily from the
definition: I.e., Bθ(x, y) := −B(x, θ(y)) is positive-definite on g, where B is the Killing form. 
The maximal compact subgroup of G2(R) is (SU(2)×SU(2))/µ2. Below we will see this explicitly
on the Lie algebra level.
3. Modular forms on G2
In this section we define modular forms on G2, after [GGS02]. We then discuss their “abstract”
Fourier expansion in terms of cubic rings, which follows from a multiplicity one result of Wallach at
the archimedean place and the arithmetic invariant theory of GL2(Z) acting on Sym
3(Z2)⊗ det−1
(the orbits parametrize cubic rings). We then state the two main theorems that we will prove:
(1) An explicit, or refined Fourier expansion. This is a purely archimedean result. It is the
G2-special case of the main result of [Pol18].
(2) A Dirichlet series for the standard L-function of a modular form on G2, away from finitely
many bad primes. This is really a p-adic result (for p finite). With a small amount of work,
it can be extracted from the papers [GS15] and [Seg17]. Namely, these papers give Rankin-
Selberg integrals for cusp forms on G2, and the Dirichlet series is essentially equivalent to
the unramified computation in these two papers.
We hope people will be interested in this beautiful Rankin-Selberg integral of Gurevich-Segal and
Segal. However, the computations in loc cit are rather difficult (at least for this author!). Thus we
give a new presentation of these Rankin integrals, following the same outline as [GS15, Seg17] but
with a few technical simplifications. We explain below the manner in which we accomplish these
simplifications.
3.1. Quaternionic discrete series. The definition of modular forms on G2, from [GGS02], relies
on that of the quaternionic discrete series representations [GW96]. These are a family of certain
discrete series representations πn of G2(R), for integers n ≥ 2, singled out by Gross and Wallach
[GW94, GW96]. In this subsection, we briefly discuss these representations, and the definition of
modular forms on G2.
By way of analogy, first consider the group Sp2g, and the Siegel modular forms. The group
Sp2g(R) has holomorphic discrete series representations, and the automorphic representations of
Sp2g(A) that have these as their infinite components give rise to the Siegel modular forms. More
precisely, the maximal compact subgroup of Sp2g(R) is the unitary group U(g). Consider the holo-
morphic discrete series representation σn of Sp2g(R), whose minimal K-type is the one-dimensional
representation det⊗n of U(g). The representations σn on Sp2n(R) have the smallest Gelfand-Kirillov
dimension of the discrete series on Sp2n [Wal15], and simplest minimal K-type. These representa-
tions are responsible for the Siegel modular forms on Sp2g of weight n.
The discrete series representations πn on G2(R) are analogues of the representations σn; they
too have the smallest Gelfand-Kirollov dimension among the discrete series on G2(R) [Wal15], and
have the simplest minimal K-type. More precisely, set K ≃ (SU(2) × SU(2))/µ2 the maximal
compact subgroup of G2(R), that corresponds to the Cartan involution θ defined in subsection 2.4.
From [GW96], one has the K-type decomposition
(3) πn|K =
⊕
k≥0
Sym2n+k(C2)⊠ Symk(WC).
Here C2 is the defining two-dimensional representation of the “long root” SU(2), which is the first
SU(2)-factor in K = (SU(2)×SU(2))/µ2, andWC is the four-dimensional irreducible representation
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of the “short root” SU(2), which is the second SU(2)-factor in K. (The summands in (3) are not
generally irreducible.) Thus the minimal K-type of πn is Vn := Sym2n(C2)⊠ 1. Note that K has
no nontrivial one-dimensional representations, and thus there are no discrete series of G2(R) with
one-dimensional minimal K-types.
Roughly, the modular forms on G2 of weight n correspond to certain automorphic forms in
automorphic representations π = πf ⊗ π∞ with π∞ = πn. More precisely, one defines3 modular
forms on G2 as follows. Denote by A(G2) the space of automorphic forms on G2(A). Then,
following [GGS02], one sets
MF(G2)n = HomG2(R)(πn,A(G2))
the space of modular forms of weight n on G2. More concretely, associated to a homomorphism
ϕ ∈ HomG2(R)(πn,A(G2)), one gets a “vector-valued” function Fϕ on G2(A) by restricting ϕ to the
minimal K-type Vn of πn. That is, one defines Fϕ : G2(A) → V∨n as Fϕ(g)(v) = ϕ(v)(g). We will
think about MF(G2)n, the modular forms on G2 of weight n, concretely through their associated
vector-valued functions Fϕ.
3.2. Wallach’s result and Fourier coefficients. Suppose ϕ is a modular form of weight n on G2.
We now discuss the definition of the Fourier coefficients of ϕ, or equivalently the Fourier coefficients
of Fϕ. We will consider characters of N(Q)\N(A), where recall N denotes the unipotent radical of
the Heisenberg parabolic. Thus suppose χ : N(Q)\N(A)→ C× denotes a unitary character of N .
(In particular, χ is trivial on N0(A), because N0 = [N,N ] is the commutator subgroup of N .) If ξ
is an automorphic form on G2, then ξχ(g) :=
∫
N(Q)\N(A) χ
−1(n)ξ(ng) dn is a function G2(A)→ C
satisfying ξ(ng) = χ(n)ξ(g) for all n ∈ N(A). Similarly, we define Fϕ,χ : G2(A)→ V∨n as
Fϕ,χ(g) =
∫
N(Q)\N(A)
χ−1(n)Fϕ(ng) dn.
Of course, for general automorphic forms ξ on G2(A), not much can be said about the function
ξχ on G2. However, when ϕ is a modular form, it turns out that the function Fϕ,χ restricted to
the real points of the Levi subgroup M(R) = GL2(R) is a particular nice function, and that much
arithmetical information about ϕ can be extracted from Fϕ,χ. Elaborating on these claims is what
this paper is about.
The first nontrivial fact in this direction is the following multiplicity one result of Wallach, which
is a special case of the main result of [Wal03]. In the following theorem, a character χ : N(R)→ C×
is called generic if it is in the open orbit for action of M(C) on Nab(C)∨.
Theorem 3.1 (Wallach). Suppose that χ : N(R)→ C× is a generic character. Then
dimHomN(R)(πn, χ) ≤ 1,
i.e., there is at most a one-dimensional space of χ-equivariant moderate growth linear functionals
on πn.
In fact, the single open orbit of M(C) on Nab(C)∨ breaks up into two orbits of M(R) on
Nab(R)∨, a “positive” one and a “negative” one. Wallach proves that HomN(R)(πn, χ) = 0 if
χ is in the negative orbit, HomN(R)(πn, χ) is one-dimensional if χ is in the positive orbit, and
furthermore determines HomN(R)(πn, χ) as a representation of the stabilizer of χ in M .
3In the paper [Pol18] we generalize slightly the definition of modular forms on G2; for example, one can also define
modular forms of weight 1.
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From now on we denote W = Nab, so that4 W = Sym3(V2) ⊗ det−1 as a representation of
M ≃ GL2. Using the above results of Wallach, Gan-Gross-Savin [GGS02] defined a notion of
Fourier coefficient for modular forms ϕ on G2, as follows.
Fix χ0 : N(R) → C× a non-degenerate character in the “positive” orbit of M(R), and a basis
ℓ0 of HomN(R)(πn, χ0). Suppose that χ : N(Q)\N(A) → C× is a non-degenerate character, and
that χ|N(R) is in the positive orbit. Then using χ0 and Wallach’s result on the stabilizer, one can
make a canonical basis element ℓχ ∈ HomN(R)(πn, χ) (that depends on χ0.)
Now, suppose ϕ is a modular form on G2 of weight n. Then integration
v ∈ πn 7→
∫
N(Q)\N(A)
χ−1(n)ϕ(v)(n) dn
defines an element Iϕ,χ of HomN(R)(πn, χ). Thus, there is aϕ(χ) ∈ C such that Iϕ,χ = aϕ(χ)ℓχ as
elements of HomN(R)(πn, χ).
Definition 3.2 (Gan-Gross-Savin). Suppose ϕ is a modular form on G2 of weight n, and χ0, ℓ0
have been fixed as above. Then the complex number aϕ(χ) is called the χ-Fourier coefficient of ϕ.
If χ|N(R) is in the negative orbit, then the χ-Fourier coefficient of ϕ is 0.
It is a consequence of the first main result that we will prove that the definition of Fourier
coefficients of ϕ can also be extended to the characters χ on N(Q)\N(A) that are not-necessarily
generic, so long as they are not the trivial character. Cusp forms, however, only have generic
Fourier coefficients.
3.3. Cubic rings and Fourier coefficients. We have now briefly explained the analytic result
of Wallach that goes into defining the Fourier coefficients of modular forms on G2. Using the
arithmetic invariant theory of cubic rings, which parametrize the orbits of GL2(Z) on W (Z) =
Sym3(Z2) ⊗ det−1, Gan-Gross-Savin refined and enriched the above notion of Fourier coefficients
of modular forms.
To understand this, first fix the standard additive character ψ : Q\A → C×. With ψ fixed,
characters χ on N(Q)\N(A) correspond to elements w ∈ W (Q). Namely, W has a symplectic
form 〈 , 〉 satisfying 〈gw1, gw2〉 = det(g)〈w1, w2〉 for all w1, w2 ∈W and g ∈ GL2. Then, associated
to w ∈ W (Q) one defines χw : N(Q)\N(A) → C× as χw(n) = ψ(〈w,n〉), where n is the image of
n in Nab ≃W . For w ∈W (Q) generic and ϕ a modular form, we set aϕ(w) := aϕ(χw).
Now, suppose that ϕ is a modular form of weight n and level one for G2. That ϕ is level one
means that Fϕ(gk) = Fϕ(g) for all k ∈ G2(Ẑ). It then follows easily that aϕ(w) 6= 0 implies
w ∈ W (Z). Furthermore, if ϕ is of weight n, then aϕ(k · w) = det(k)naϕ(w) for all k ∈ GL2(Z)
[GGS02, pg 125]. Consequently, if the weight n of ϕ is even, the Fourier coefficients of ϕ are
invariants of the orbits of GL2(Z) acting on W (Z).
As mentioned, the orbits of GL2(Z) onW (Z) parametrize cubic rings over Z. A cubic ring T over
Z is a commutative ring that is isomorphic to Z3 as a Z-module. The parametrization is as follows
[DF64, GGS02, GL09]. An element of W (Z) is binary cubic form f(x, y) = ax3+bx2y+cxy2+dy3,
with a, b, c, d ∈ Z. Associated to f , one sets T = Z⊕ Zω ⊕ Zθ, with multiplication table
• ωθ = −ad
• ω2 = −ac+ aθ − bω
• θ2 = −bd+ cθ − dω.
The basis 1, ω, θ of T has the special property that ωθ ∈ Z. One calls bases 1, ω, θ of cubic rings T
with this property good bases. It is easily seen that every cubic ring has a good basis. The above
4The Levi subgroup M of P is conjugate in G2(C) to the short root SU(2), and through this conjugation, W ⊗C
becomes identified with the WC appearing in the K-type decomposition of pin. This is why we use the same letter
for both spaces.
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association f(x, y) 7→ (T, {1, ω, θ}) induces a bijection between binary cubic forms and isomorphism
classes of cubic rings with a good basis. There is an action of GL2(Z) on the set of good bases
of a fixed cubic ring T , and the association f(x, y) 7→ (T, {1, ω, θ}) is equivariant for the action of
GL2(Z) on both sides. It induces a bijection between orbits of GL2(Z) on W (Z) and isomorphism
classes of cubic rings.
One can also see [Pola, Section 2.3] for a discussion of the parametrization of cubic rings, from
the point of view of “lifting laws”. The lifting law will appear when we consider the Rankin-Selberg
integral in section 5.
As a consequence of the above discussion, one can parametrize the Fourier coefficients of a
modular form on G2 in terms of cubic rings.
Definition 3.3 (Gan-Gross-Savin). Suppose that ϕ is a modular form on G2 of level one and
even weight, and that T is a non-degenerate cubic ring over Z, i.e., assume T ⊗Z Q is an e´tale
Q-algebra. Define aϕ(T ) := aϕ(w), where w ∈ W (Z) is any element of the GL2(Z)-orbit on W (Z)
that corresponds to the ring T .
Over R, there are two types of non-degenerate cubic rings: R ×R ×R and R ×C. The first
type corresponds to the “positive” orbit of GL2(R) on W (R), and the second to the “negative”
orbit. Thus, if T is a cubic ring and T ⊗R = R×C, then aϕ(T ) = 0.
3.4. The theorems. We now state the two main results that we will prove below.
3.4.1. The Fourier expansion. The first theorem is the analytic description of the Fourier expansion
of modular forms of weight n on G2. To setup the result, if F = Fϕ : G2(A) → V∨n is associated
to a modular form ϕ on G2 of weight n, set F0(g) =
∫
N0(Q)\N0(A)
F (ng) dn. Then we can Fourier
expand F0 along W = N/N0.
To do this, first recall that the representation W of GL2 has an invariant symplectic form 〈 , 〉,
mentioned above. If w ∈W corresponds to the binary cubic form f(x, y) = ax3+bx2y+cxy2+dy3,
and w′ ∈W corresponds to the binary cubic f ′(x, y) = a′x3 + b′x2y + c′xy2 + d′y3, then 〈w,w′〉 =
ad′− 13bc′+ 13cb′−da′. Instead of writing out binary cubic forms, from now on we write elements ofW
as four-tuples w = (a, b3 ,
c
3 , d); this element corresponds to the binary cubic ax
3+bx2y+cxy2+dy3.
Associated to an element w ∈W (R), we have the polynomial hw(z) = az3 + bz2 + cz + d on C.
We write w ≥ 0 if hw(z) has no roots on the upper (equivalently) lower half-plane H±1 . This notion
plays an important role in the statement of Theorem 3.4, i.e., in the Fourier expansion of modular
forms on G2.
Here are some facts, examples and non-examples:
(1) Suppose w = 13(0, 1,−1, 0). Then hw(z) = z2 − z = z(z − 1), which has only real roots.
Thus w ≥ 0.
(2) Suppose w = (1, 0, 0, d). Then hw(z) = x
3 + d. Hence if d 6= 0, w is not ≥ 0, but if d = 0,
then w ≥ 0.
(3) The condition w ≥ 0 is equivalent to the binary cubic fw(x, y) = ax3 + bx2y + cxy2 + dy3
factoring into three linear factors over R, and thus is an invariant of the orbit GL2(R)w.
(4) If w is in the open orbit for GL2(C) on W (C), so that associated to w is a cubic etale
Q-algebra Ew, then w ≥ 0 if and only if Ew ⊗R = R×R×R.
(5) Note that the degree of the polynomial hw can change in the GL2(R)-orbit, even though
the condition w ≥ 0 is invariant. The reason we define the condition w ≥ 0 in terms of the
single variable polynomial hw not having 0’s, as opposed to the binary cubic fw factoring,
is that the condition hw not having 0’s on H±1 generalizes nicely to the larger quaternionic
exceptional groups.
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Just like the Fourier expansion of Siegel modular forms on Sp2n(R) involves the special functions
e2πi tr(TZ) on the Siegel upper half-space, the Fourier expansion of modular forms on G2 involves
some special functions. In preparation for the statement of Theorem 3.4, we now define these
functions.
Fix a positive integer n. For w ∈ W (R) with w ≥ 0, and an integer v with −n ≤ v ≤ n, define
the function Wvw : GL2(R)→ C as
(4) Wvw(m) =
( |j(m, i)hw(z)|
j(m, i)hw(z)
)v
det(m)n|det(m)|Kv(|j(m, i)hw(z)|).
Here, Kv denotes the v
th K-Bessel function. Furthermore, for m ∈ GL2(R), z = m · i in H±1 and
j(m, i) = (ci+ d)3 det(m)−1 if m =
(
a b
c d
)
. Note that it is important that hw(z) has no zeros on H1
for this function to be defined, because the Bessel function Kv is not defined at 0.
Now, fix the standard basis x, y of weight vectors of the defining representation of the long-root
SU(2), so that {xn+vyn−v}−n≤v≤n are a basis of Vn = Sym2n(V2)⊠ 1. Define Ww : GL2(R)→ V∨n
as
Ww(m) =
∑
−n≤v≤n
Wvw
xn+vyn−v
(n+ v)!(n − v)! .
The function Ww is the special function that controls the Fourier expansion of modular forms on
G2, as stated in Theorem 3.4.
Finally, denote n : W → N/N0 the identification of the Q-vector space W with the unipotent
group N/N0. With this preparation, we have the following result, from [Pol18]:
Theorem 3.4. Suppose F = Fϕ corresponds to a modular form ϕ on G2 of weight n. Denote by
F00 the constant term of F along N . Then there are complex numbers aF (w) for w ∈ 2πW (Q),
such that for all x ∈W (R) and m ∈M(R) ≃ GL2(R) one has
F0(n(x)m) = F00(m) +
∑
w∈2πW (Q),w≥0
aF (w)e
−i〈w,x〉Ww(m).
Furthermore, the constant term F00 is of the form
F00(m) = Φ(m)x
2n + βxnyn +Φ(mw0)y
2n
with β ∈ C, w0 =
(
−1
1
) ∈ GL2, and Φ associated to a holomorphic modular form of weight 3n on
GL2.
Theorem 3.4 gives the explicit Fourier expansion of modular forms ϕ on G2 of weight n. This
result is the G2-special case of the main result of [Pol18]. Note that the sum over w in the theorem
is only over those w with w ≥ 0, just like, for example, the fact that Siegel modular forms on
Sp2n(R) only have Fourier coefficients corresponding to positive semi-definite matrices T .
3.4.2. The Dirichlet series. The second main result we discuss is a Dirichlet series for the stan-
dard L-function of cuspidal representations π associated to modular forms on G2. This Dirichlet
series follows from [GS15] and [Seg17] without too much work; it is more-or-less equivalent to the
unramified computation in these two papers.
Theorem 3.5. Suppose π = πf⊗πk is a cuspidal automorphic representation of G2(A), unramified
at all finite places, and ϕ is the level one modular form of weight k on G2 associated to π. Suppose
that k is even. Furthermore, suppose that E is a cubic e´tale Q-algebra with E ⊗R ≃ R×R×R,
and OE is the maximal order in E. Finally, denote by S the set of places of Q consisting of 2, 3
and all the primes that ramify in E. Then
(5)
∑
T⊆OE ,n≥1, both prime to S
aϕ(Z+ nT )
[OE : T ]s−k+1ns = aϕ(OE)
LS(π, Std, s − 2k + 1)
LS(E, s − 2k + 2)ζSQ(2s− 4k + 2)
.
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Here L(E, s) = ζE(s)/ζQ(s) is the ratio of the Dedekind zeta functions of E and Q; that T and n
are both prime to S means that [OE : T ] and n are not divisible by primes in S; and the superscript
S on the L-functions on the right-hand side of (5) means that the local factor at primes in S have
been removed.
Note that if T is a cubic ring, then Z+nT is again a cubic ring, so the expression on the left-hand
side of (5) makes sense. Also, it would of course be desirable to improve this result so that the
places in S are accounted for.
It is a fact (see [Pol17, Corollary 4.2]) that the Dirichlet series for the Spin L-function of Siegel
modular forms on PGSp6 has a remarkably similar expression. In the case of Siegel modular forms
on GSp6, the Fourier coefficients turn out to be parametrized by orders in quaternion algebras that
are ramified at infinity (see, e.g., [GL09]), and the Dirichlet series for the Spin L-function turns out
to be a very similar sum as appears in the left-hand side of (5).
4. The generalized Whittaker function
In this section we sketch the proof of Theorem 3.4. This section is completely independent of
section 5; thus the reader interested in the contents of that section may now skip there.
Recall that ϕ : πn → A(G2(A)) is a G2(R)-equivariant homomorphism, and
F = Fϕ : G2(Q)\G2(A)→ V∨n
is defined as Fϕ(g)(v) = ϕ(v)(g). Because F is defined through the minimal K-type Vn of πn, it
is annihilated by a certain first-order linear differential operator Dn. We will shortly describe this
operator, which is commonly referred to as the Schmid operator.
Suppose χ : N(R) → C× is a character. The Fourier expansion of F along N/N0 is controlled
by functions Wχ satisfying Wχ(ng) = χ(n)Wχ(g) for all n ∈ N(R) and Wχ(gk) = k−1 · Wχ(g)
for all k ∈ K ⊆ G2(R) the maximal compact. In order to prove Theorem 3.4, we find all these
functions Wχ that are annihilated by Dn and have moderate growth. It turns out that so long as
χ is nontrivial, there is at most a one-dimensional space of such functions, and that the differential
equations DnWχ = 0 allow one to solve for this function explicitly. The outcome of this calculation
immediately results in Theorem 3.4.
Let us now describe the differential operator Dn more precisely. Recall the Cartan involution θ,
and let g = k⊕ p denote the decomposition into θ = 1 and θ = −1 parts. Suppose {Xi}i is a basis
of p, and {X∗i }i the dual basis of p∨. Set
D˜F (g) =
∑
i
XiF (g) ⊗X∗i ,
a function G2(A)→ V∨n ⊗ p∨. It is independent of the choice of basis Xi.
Now, as a representation of SU(2) × SU(2), p ≃ V2 ⊠W , where W is the symmetric cube of
the defining two-dimensional representation of the short-root SU(2). Thus, V∨n ⊗ p∨ surjects onto
Sym2n−1(V2)
∨
⊠W∨. The composition of D˜ with this projection is the operator Dn. It induces a
map (
C∞(G(R)) ⊗ Sym2n(V2)∨ ⊠ 1
)K → (C∞(G(R)) ⊗ Sym2n−1(V2)∨ ⊠W∨)K .
Because the K-type Sym2n−1(V2)⊠W does not appear in πn|K , see (3), one sees that DnFϕ = 0.
A good bit of the work to prove Theorem 3.4 will be to make explicit the equations DnWχ = 0.
See [KO95], [Yam90, Yam91], and [YY96a, YY96b, Yos99] for some related work.
10
4.1. The Cartan decomposition. In this subsection, we make some explicit computations with
the Cartan decomposition g = k⊕p. As mentioned, k ≃ sl2⊕sl2, and p ≃ V2⊠W as a representation
of k. The purpose of this subsection is to record these isomorphisms explicitly.
First, observe that θ(vj) = δj , and θ(Ei,j) = −Ej,i. Thus p = gθ=−1 is spanned by the Cartan
h, Ei,j + Ej,i for i 6= j, and vj − δj . One finds k = gθ=1 is spanned by vj + δj and Ei,j − Ej,i. To
make explicit the equation DnWχ = 0, we will need bases of k and p that make clear the k-action.
4.1.1. Basis of k. To do this, for j ∈ {1, 2, 3}, and indices taken modulo 3, set
uj =
1
4
(Ej+2,j+1 − Ej+1,j+2 + vj + δj)
rj =
1
4
(3Ej+2,j+1 − 3Ej+1,j+2 − vj − δj) .
The elements uj and rj for j = 1, 2, 3 span k. In fact, the uj span the long-root sl2 and the rj span
the short-root sl2. As the reader may check by explicit computation, they satisfy the following
commutation relations:
• [ui, rj ] = 0 for all i, j;
• [uj , uj+1] = uj+2
• [rj , rj+1] = rj+2.
Write i =
√−1. For later use, we set
• hu = 2iu2
• eu = u1 − iu3
• fu = −u1 − iu3
• hr = 2ir2
• er = r1 − ir3
• fr = −r1 − ir3.
These are sl2-triples. I.e., [hu, eu] = 2eu, [hu, fu] = −2fu, [eu, fu] = hu, and similarly for the r’s.
4.1.2. Basis of p. In this paragraph, we write down a good basis of p. For j = 1, 2, 3, set yj = vj−δj ,
and fj = Ej+1,j+2+Ej+2,j+1, with indices taken modulo 3. Together with the split cartan h, these
elements span p. We will now explicitly describe a basis of p that is well-suited to our sl2-triples
above. Here is that basis.
d3 := f1 − y1 + i(f3 + y3) h3 := 2(E33 − E11) + 2if2
d1 := −2
3
(E11 − 2E22 + E33) + 2
3
iy2 h1 :=
3f1 + y1
3
+ i
(
3f3 − y3
3
)
d−1 := −3f1 + y1
3
+ i
(
3f3 − y3
3
)
h−1 := −2
3
(E11 − 2E22 + E33)− 2
3
iy2
d−3 := 2(E33 − E11)− 2if2 h−3 := y1 − f1 + i(f3 + y3).
Denote by xℓ, yℓ a standard basis for the standard 2-dimensional representation of the sl2 spanned
by eu, hu, fu, and denote by xs, ys a standard basis for the standard 2-dimensional representation
of the sl2 spanned by er, hr, fr. (The “ℓ” and “s” are for long and short.) As a representation
of sl2, the triple {eu, hu, fu} spans a copy of Sym2(V2). We normalize the choice of xℓ, yℓ by the
correspondence eu 7→ x2ℓ , hu 7→ −2xℓyℓ, and fu 7→ −y2ℓ .
Proposition 4.1. The map p→ V2 ⊠ S3V2 sending h3−2i 7→ xℓ ⊠ x3−is yis, and d3−2i 7→ yℓ ⊠ x3−is yis
is an isomorphism of sl2 ⊕ sl2 modules. In particular, hu acts on h∗ by the eigenvalue 1 and d∗ by
the eigenvalue −1. The element hr acts on dk and hk by the eigenvalue k.
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Proof. Again, this is just explicit computation. 
We will also need to know how the Killing form restricts to the hi and dj ’s. This is recorded in
the following lemma. Recall from subsection 2.4 the pairing (·, ·) on g2, which is restricted from
so(V7) ≃ ∧2V7.
Lemma 4.2. One has d3 = −h−3, d1 = h−1, d−1 = −h1, and d−3 = h3. Futhermore, one has the
following pairings:
• (h−3, h−3) = 16
• (h−1, h−1) = 16/3
• (h1, h1) = 16/3
• (h3, h3) = 16.
Finally, (hi, hj) = (hi, hj) = 0 for all i, j and (hi.hj) = 0 if i 6= j.
Remark 4.3. In [Pol18], we can replace some of the above explicit computation, as follows. As
described above, g = g2 has a Z/3-grading, and one can define the Lie algebra structure through
this Z/3-model. The Lie algebra g also has a Z/2-grading, g = g0 ⊕ g1 and one can define the
structure through this Z/2-model. All of the larger quaternionic exceptional Lie algebras also have
both a Z/3 and Z/2 model. Denote by G the adjoint group associated to the Lie algebra g. In
[Pol18, section 5] we write down an explicit element C ∈ G(C) with the property that C(g0⊗C) = k
and C(g1 ⊗ C) = p. One gets good bases for k and p and all their associated structure from the
structure of g0 and g1 and the fact that C is an automorphism of g⊗C.
In order to define C, we use both the Z/3-model, the Z/2-model, and an explicit isomorphism
between them. This element C is a sort of explicit, exceptional “Cayley” transform. The reason
for the name is that classical Cayley tranform has an analogous property: On sp2n, the Cayley
transform is an element C ∈ Sp2n(C) that conjugates the decomposition n⊕m⊕ n to p+ ⊕ k⊕ p−,
where m is the Lie algebra of the Levi of the Siegel parabolic, n is its unipotent radical, and n is
the opposite unipotent. A more abstract Cayley transform for the quaternionic Lie algebras can be
found in [GW96]. To keep things as elementary as possible, we have defined g2 through the trace
0 octonions V7 and used the Z/3-model of g, and thus not introduced the Cayley transform C.
4.2. Iwasawa decomposition. To write down the equations DnWχ = 0, and to utilize the equiv-
ariance properties of the functions Wχ, we will make use of the Iwasawa decomposition on g. That
is, if X ∈ g, one can write X = n +m + k for n ∈ n the Lie algebra of N(R), m ∈ gl2 the Lie
algebra of the Levi M(R) of the Heisenberg parabolic P , and k ∈ k.
Because the abelianization of N is Sym3(V2), we have a map n→ Sym3(V2) sending an element
X ∈ n to a binary cubic polynomial pX in the two variables u, v. Specifically, one sends
X = aE12 +
b
3
v1 +
c
3
δ3 + dE23 + µE13 7→ pX = au3 + bu2v + cuv2 + dv3 = (a, b
3
,
c
3
, d).
We now record the Iwasawa decomposition of the elements hi using this polynomial map. (Because
Wχ(exp(µE13)g) = Wχ(g), the loss of the information about E13 spanning N0 = [N,N ] will not
cause any problem.)
Set ǫ1 = E22 −E33 and ǫ2 = E11 −E22. These are a basis of h. In fact, under the map gl2 → g2
from (2), ǫ1 is the image of ( 1 00 0 ) and ǫ2 the image of (
0 0
0 1 ).
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We have
h3 ≡ −2(ǫ1 + ǫ2)− (hu + hr)
h1 ≡ 2(v + iu)2(v − iu)− 4
3
fr
h−1 ≡ 2
3
(ǫ1 − ǫ2 − 2iv2) + 1
3
(3hu − hr)
h−3 ≡ −2(v + iu)3 − 4eu.
We are here employing the map n → Sym3(V2) just described. One obtains the Iwasawa decom-
position of the hj’s by taking the complex conjugate of the above expressions.
4.3. Actions of Lie algebra elements. To write down the equations DnWχ = 0 concretely, we
coordinatize the Levi subgroup M ≃ GL2 of the Heisenberg parabolic, and make explicit how the
Lie algebra elements appearing in the Iwasawa decomposition above act in these coordinates.
First, because Wχ has equivariance properties with respect to N(R) and the maximal compact
subgroup K of G2(R), it suffices to choose coordinates for B(R)
0, the connected component of
the identity of the real points of the uppertriangular Borel subgroup of M ≃ GL2. We use the
coordinates g =
(
1 x
1
)(
y1/2
y−1/2
)(
w
w
)
for x ∈ R, and y,w ∈ R×>0.
More precisely, suppose Wχ is a generalized Whittaker function for χ annihilated by Dn. That
is, assume that Wχ : G2(R) → V∨n is a smooth function of moderate growth, with DnWχ = 0,
and that Wχ(ngk) = χ(n)k−1 · Wχ(g) for all n ∈ N(R), k ∈ K and g ∈ G2(R). We define
φ : R×R×>0 ×R×>0 → V∨n as
φ(x, y, w) =Wχ
((
1 x
1
)(
y1/2
y−1/2
)(
w
w
))
.
We will translate the condition DnWχ = 0 into explicit equations for φ.
Now, becauseWχ(gk) = k−1 ·Wχ(g) for all k ∈ K, if X ∈ k then (XWχ)(g) = −X ·Wχ(g). The
character χ on N(R) is of the form χ(x) = ei〈ω,px〉 for a unique ω ∈ W . It follows that if X ∈ n
and m ∈M(R), one has (XWχ)(m) = i〈ω,m · pX〉Wχ(m). Finally, by definition, one has
(ǫ1 + ǫ2)φ(x, y, w) = w∂wφ(x, y, w)
(ǫ1 − ǫ2)φ(x, y, w) = 2y∂yφ(x, y, w)
v2φ(x, y, w) = y∂xφ(x, y, w).(6)
4.4. Schmid equation. In this subsection we write down the equation DnWχ = 0 explicitly in
coordinates. First, recall that Dn = pr− ◦ D˜, where
pr− :
(
Sym2n(V2)⊠ 1
)⊗ V2 ⊠W → Sym2n−1(V2)⊠W
is the non-trivial K-equivariant map (unique up to scalar multiple). We fix the map Sym2n(V2)⊗
V2 → Sym2n−1(V2) as
xaℓy
b
ℓ ⊗ v 7→ a〈xℓ, v〉xa−1ℓ ybℓ + b〈yℓ, v〉xaℓ yb−1ℓ
where 〈·, ·〉 is the invariant symplectic form on V2 with 〈xℓ, yℓ〉 = 1.
Thus, for any function F : G2(R)→ V∨n we have
D˜F = −d3F ⊗ h−3 + 3d1F ⊗ h−1 − 3d−1F ⊗ h1 + d−3F ⊗ h3
+ h3F ⊗ d−3 − 3h1F ⊗ d−1 + 3h−1F ⊗ d1 − h−3F ⊗ d3.
Applying the Iwasawa decomposition of the elements hi, hj computed above, and the equivariance
properties of Wχ we obtain the following for D˜Wχ:
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D˜Wχ = −2i〈ω,m · (v − iu)3〉Wχ ⊗ h−3 − 4fu · (Wχ ⊗ h−3) + 4Wχ ⊗ d−3
− 2(ǫ2 − ǫ1 − 2iv2)Wχ ⊗ h−1 + (3hu − hr − 4) · (Wχ ⊗ h−1)
+ 6i〈ω,m · (v − iu)2(v + iu)〉Wχ ⊗ h1 − 4er · (Wχ ⊗ h1) + 4Wχ ⊗ h3
− 2(ǫ1 + ǫ2)Wχ ⊗ h3 − (hu + hr − 4) · (Wχ ⊗ h3)
− 2(ǫ1 + ǫ2)Wχ ⊗ d−3 + (hu + hr + 4) · (Wχ ⊗ d−3)
− 6i〈ω,m · (v + iu)2(v − iu)〉Wχ ⊗ d−1 − 4fr · (Wχ ⊗ d−1) + 4Wχ ⊗ d−3
− 2(ǫ2 − ǫ1 + 2iv2)Wχ ⊗ d1 + (hr − 3hu − 4) · (Wχ ⊗ d1)
+ 2i〈ω,m · (v + iu)3〉Wχ ⊗ d3 − 4eu · (Wχ ⊗ d3) + 4Wχ ⊗ h3.
Write [xrℓ ] to mean
xr
ℓ
r! , and similarly for y. For k ∈ Z with −n ≤ k ≤ n, defineWχ,k : G2(R)→ C
via Wχ(g) =∑−n≤k≤nWχ,k[xn+kℓ ][yn−kℓ ]. Then applying the contraction pr−, we get
DnWχ =
∑
k
Dn,k3,0Wχ,k[xn+kℓ ][yn−k−1ℓ ]⊠ x3s +
∑
k
Dn,k2,1Wχ,k[xn+kℓ ][yn−k−1ℓ ]⊠ x2sys
+
∑
k
Dn,k1,2Wχ,k[xn+kℓ ][yn−k−1ℓ ]⊠ x1sy2s +
∑
k
Dn,k0,3Wχ,k[xn+kℓ ][yn−k−1ℓ ]⊠ y3s
for functions Dn,ki,j Wχ,k that are as follows:
1
2
Dn,k3,0Wχ,k = (ǫ1 + ǫ2 − (2n + 2)− k)Wχ,k + i〈ω,m · (u− iv)3〉Wχ,k+1
1
2
Dn,k0,3Wχ,k = −(ǫ1 + ǫ2 − (2n+ 2) + k)Wχ,k+1 + i〈ω,m · (v − iu)3〉Wχ,k
1
2
Dn,k2,1Wχ,k = −3i〈ω,m · (v − iu)2(v + iu)〉Wχ,k − (ǫ2 − ǫ1 + 2iv2 + 3(k + 1))Wχ,k+1
1
2
Dn,k1,2Wχ,k = −3i〈ω,m · (v + iu)2(v − iu)〉Wχ,k + (ǫ2 − ǫ1 − 2iv2 − 3k)Wχ,k.
Since DnWχ = 0, the above expressions yield differential-difference equations satisfied by the
Wχ,k. Recall that we defined φ(x, y, w) =Wχ
((
1 x
1
)(
y1/2
y−1/2
)(
w
w
))
, and sim-
ilarly define φk(x, y, w) : R×R×>0 ×R×>0 → C as
φk(x, y, w) =Wχ,k
((
1 x
1
)(
y1/2
y−1/2
)(
w
w
))
.
Applying the identities (6), we obtain the following differential equations for the φk.
Proposition 4.4. Write m ∈ GL2(R) for the element
(
1 x
1
)(
y1/2
y−1/2
)(
w
w
)
. The
φk satisfy the following differential-difference equations:
(1) (w∂w − (2n+ 2)− k)φk + i〈ω,m · (v + iu)3〉φk+1 = 0
(2) −(w∂w − (2n + 2) + k)φk+1 + i〈ω,m · (v − iu)3〉φk = 0
(3) −3i〈ω,m · (v − iu)2(v + iu)〉φk − (−2y∂y + 2iy∂x + 3(k + 1))φk+1 = 0
(4) −3i〈ω,m · (v + iu)2(v − iu)〉φk+1 + (−2y∂y − 2iy∂x − 3k)φk = 0.
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4.5. The formula. In this subsection we analyze the equations of Proposition 4.4. We find that
if ω 6= 0 then there is at most a one-dimensional space of solutions to these equations that are of
moderate growth, and that the solutions are given as in (4). In particular, we prove Thereom 3.4.
First, set z = x + iy, ∂z =
1
2 (∂x − i∂y) and ∂z∗ = 12 (∂x + i∂y). As is clear from Proposition
4.4, this variable change will help solve the above differential equations. Furthermore, we note that
if f is a polynomial in u, v, and m ∈ GL2, as we have in Proposition 4.4, then (m · f)(u, v) =
det(m)2f
(
m−1
(
u
v
))
. To go further, we give expressions for the terms in Proposition 4.4 of the
form 〈ω,m · f〉 for the binary cubics f appearing in this proposition.
The following lemma may be checked by direct computation.
Lemma 4.5. Let the notation be as above. Then m · (u − iv)3 = wy−3/2(u − zv)3. Furthermore,
suppose ω = −(a, b3 , c3 , d), and define pχ(t) = at3 + bt2 + ct+ d, a cubic polynomial. Then
(1) 〈ω,m · (−v + iu)3〉 = −iwy−3/2pχ(z∗)
(2) 〈ω,m · (−v − iu)3〉 = iwy−3/2pχ(z)
(3) 〈ω,m · 3(−v − iu)2(−v + iu)〉 = −wy−3/2(2yp′χ(z) + 3ipχ(z)) = −2wy−5/2∂z
(
pχ(z)y
−3
)
(4) 〈ω,m · 3(−v + iu)2(−v − iu)〉 = −2wy−5/2∂z∗
(
pχ(z
∗)y−3
)
.
Applying the variable change and the lemma, we obtain the following simplified differential
equations. Define a function Gk by the equality φk = w
2n+2Gk.
Corollary 4.6. The Gk satisfy the following differential-difference equations.
(1) (w∂w + k + 1)Gk+1 = −wy−3/2pχ(z∗)Gk
(2) (w∂w − k)Gk = −wy−3/2pχ(z)Gk+1
(3) (4iy∂z + 3k)Gk = −2iwy5/2∂z(pχ(z)y−3)Gk+1
(4) (4iy∂z∗ + 3k)Gk = −2iwy5/2∂z∗(pχ(z∗)y−3)Gk−1.
To solve the equations of Corollary 4.6, we require a couple preliminaries. First, set u =
|pχ(z)|y−3/2w. Note that, for a function f ,
(1) (4iy∂z + 3v)(y
−3v/2f) = y−3v/2(4iy∂zf)
(2) (4iy∂z∗ + 3v)(y
3v/2f) = y3v/2(4iy∂z∗f)
(3) ∂z∗(u) =
1
2wy
3/2 pχ(z)
|pχ(z)|
∂z∗(pχ(z
∗)y−3)
(4) ∂z(u) =
1
2wy
3/2 pχ(z
∗)
|pχ(z)|
∂z(pχ(z)y
−3).
The solution to the equations of Corollary 4.6 will involve K-Bessel functions. We recall the
following standard facts regarding these functions:
Theorem 4.7. The K-Bessel functions satisfy the following identities:
(1) ((z∂z)
2 − v2)Kv(z) = z2Kv(z)
(2) −z−v∂z(zvKv) = Kv−1
(3) −zv∂z(z−vKv) = Kv+1
(4) −(z∂z − v)Kv = zKv+1
(5) −(z∂z + v)Kv = zKv−1.
We now come to the proof of the explicit formula.
Proof of Theorem 3.4. Applying the differential equations in w, one gets
(w∂w + v)(w∂w − v)Gv = (w∂w + v)
(
−wy−3/2pχ(z)Gv+1
)
= −wy−3/2pχ(z)(w∂w + v + 1) (Gv+1)
= (wy−3/2pχ(z))wy
−3/2pχ(z
∗)Gv = u
2Gv.
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It follows that Gv is a Bessel function in w. More precisely, since Gv cannot grow exponentially as
w →∞, Gv = Kv(u)Yv(z, z∗) for some function Yv of z, z∗.
Now, using this, one gets
wpχ(z)y
−3/2Yv+1(z, z
∗)Kv+1(u) = −(w∂w − v)Gv = |pχ(z)|y−3/2wYv(z, z∗)Kv+1(u).
Hence Yv+1 =
|pχ(z)|
pχ(z)
Yv(z, z
∗) =
pχ(z)∗
|pχ(z)|
Yv(z, z
∗). One concludes that, on an open set where pχ(z) 6=
0, Yv(z, z
∗) =
(
|pχ(z)|
pχ(z)
)v
Y0(z, z
∗).
It remains to understand the function Y0. To do so, one applies the differential equations with
∂z and ∂z∗ to show ∂zY0 = ∂z∗Y0 = 0. Thus, Y0 is constant. It follows that on an open set where
pχ(z) 6= 0, one obtains that φk is proportional to
(
|pχ(z)|
pχ(z)
)v
w2n+2Kv(|pχ(z)|y−3/2w). Note that if
w stays constant but pχ(z)→ 0, this function diverges. Hence, in order for there to be any nonzero
solutions to the equations DnWχ = 0, we require that pχ(z) is never 0 on the upper half-plane H1.
One obtains the exact expression for the functions Ww(m) by imposing the K-equivariance
Ww(gk) = k−1Ww(g). Finally, one can check that the solutions found really do satisfy all the
differential equations. 
Remark 4.8. The reader wishing to analyze the constant term of modular forms on G2 must simply
take ω = 0 in Proposition 4.4. Substantial simplification occurs immediately.
5. The Rankin-Selberg integral
In this section we prove Theorem 3.5. In fact, this Dirichlet series is more-or-less equivalent
to the unramified computation of the Rankin-Selberg integrals in [GS15, Seg17], so we also recall
these integrals.
5.1. The global integral. We now recall the global Rankin-Selberg integrals of [GS15] and [Seg17].
Fix F a number field, and set G = G2 the split exceptional group over F . The global integral
depends on an auxiliary cubic e´tale extension E of F . Out of E, one can define a reductive
F -group GE which is of type D4, and for which there is a natural inclusion G ⊆ GE .
5.1.1. The group GE. More precisely, first suppose E = F ×F ×F is split, and Θ denotes the split
octonions over F . Denote by (·, ·, ·) the trilinear form on Θ given by (x1, x2, x3) = tr((x1x2)x3) =
tr(x1(x2x3)). Then G
sc
E = Spin(8) is the group of triples of automorphisms g = (g1, g2, g3) ∈ SO(Θ)3
satisfying (g1x1, g2x2, g3x3) = (x1, x2, x3) for all x1, x2, x3 ∈ Θ. The group G = G2 embeds in
diagonally GscE as g 7→ (g, g, g).
For a general cubic e´tale extension E of F , one defines GscE as follows. The F -vector space E⊗FΘ
has a unique linear form ℓ that is the descent of the linear form (·, ·, ·) : (F × F × F ) ⊗F Θ → F
defined using the trace on Θ. The form ℓ satisfies ℓ(xv) = NE/F (x)ℓ(v) for all x ∈ E and v ∈ E⊗Θ.
Then one defines GE to consist of the E-linear automorphisms g of E⊗Θ in SOE(E⊗Θ) satisfying
ℓ(gv) = ℓ(v) for all v ∈ E ⊗ Θ. The group G = G2 embeds in GscE as the E-linear extension of
F -automorphisms of Θ.
Alternatively, instead of the using a simply-connected group of type D4, one could use the
adjoint group of type D4 to define the Rankin-Selberg integral. For this, one considers gE =
sl3 ⊕Etr=0 ⊕ (V3 ⊗E)⊕ (V3 ⊗E)∨. One can define the structure of a Lie algebra on gE, for which
sl3 ⊕ Etr=0, (V3 ⊗ E), and (V3 ⊗ E)∨ are the pieces of a Z/3-grading. See [Rum97, section 1], or
also [Pol18, section 4]. One then defines GadE as the adjoint group associated to this Lie algebra.
The Lie algebra of g of G = G2 embeds in gE as sl3 ⊕ V3 ⊕ V ∨3 . This embedding yields an action
of g on gE, which gives rise to a map G → GadE . (The group G2 is simply-connected and adjoint.)
In fact, denote by E0 the elements of E with trace equal to 0. Then one has an isomorphism of
g2-modules gE = g2 ⊕ V7 ⊗ E0 with E0 a trivial g2-module. Here the map V7 ⊗ E0 → gE is given
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as follows: for j ∈ {1, 2, 3} and ǫ ∈ E0, ej ⊗ ǫ 7→ −vj ⊗ ǫ, e∗j ⊗ ǫ 7→ δj ⊗ ǫ, and u0 ⊗ ǫ 7→ Φǫ,1 in the
notation of [Pola, section 3].
Now set GE = G
sc
E or G
ad
E . The Rankin-Selberg integral is formed by defining a degenerate
Eisenstein series on GE for the Heisenberg parabolic, and pulling it back to G. Because we have
G → GscE → GadE , and this Eisenstein series on GscE is the pullback of the degenerate Eisenstein
series on GadE , one can use either G
sc
E or G
ad
E to define the global integral. We have described
both the simply-connected and the adjoint form of the group GE , because both are convenient for
calculating with this integral: The simply-connected group is convenient for unfolding the integral
and doing orbit calculations, while the adjoint group is useful for doing certain calculations once
the integral is unfolded.
5.1.2. The global integral. Let us now define the global integral precisely. Define PE to be the
subgroup of GE preserving the line spanned by E13 ∈ sl3 ⊆ gE . Then PE is the Heisenberg
parabolic subgroup of GE , and the action of PE on E13 gives the similitude character ν : PE → GL1,
Ad(p)E13 = ν(p)E13. The modulus character of PE is δPE (p) = |ν(p)|5.
The Eisenstein series on GE is defined as follows. Suppose that Φ is a Schwartz-Bruhat function
on gE ⊗A. Define
f(g,Φ, s) =
∫
GL1(A)
Φ(tAd(g)−1E13)|t|s dt.
If p ∈ PE , then f(pg,Φ, s) = |ν(p)|sf(g,Φ, s). The Eisenstein series is
E(g,Φ, s) =
∑
γ∈PE(F )\GE(F )
f(γg,Φ, s).
Defining f(g,Φ, s) as an integral of a Schwartz-Bruhat function Φ on gE is one of the modifications
we make to the computation in [GS15, Seg17]. The use of Φ will lead to simplifications later.
Suppose that π is a cuspidal automorphic representation on G(A), and ϕ is a cusp form in the
space of π. The global integral is
I(ϕ,Φ, s) =
∫
G(F )\G(A)
ϕ(g)E(g,Φ, s) dg.
With our normalizations, the main results of [GS15] and [Seg17] imply that this integral represents
the ratio of partial L-functions L
S(π,Std,s−2)
LS(E,s−1)ζS
F
(2s−4)
.
5.2. Embedding in SO(7). Before unfolding the global integral I(ϕ,Φ, s), we dispense with a
preliminary that we will need below. Namely, we describe explicitly how the Heisenberg parabolic
subgroup P = MN of G2 embeds in SO(7). Of course, the SO(7) is SO(V7), with quadratic form
coming from the norm on the octonions.
Fix the ordered basis
e1, e
∗
3, e
∗
2, u0,−e2,−e∗1,−e3
of V7. With this ordered basis, the Gram matrix for the bilinear form (·, ·) on V7 is 12S
12
 with S =
 1−2
1
 .
Denote by V2 the defining representation of GL2 ≃M . Then, as a representation of GL2, we have
V7 ≃ V2 ⊕M tr=02 ⊕ V ∨2 . The quadratic form S on M tr=02 is given by the determinant. Put another
way, one embeds GL2 ≃ M into SO(V7) as g 7→ diag(g,Ad0(g), tg−1). Here Ad0(g) is the map
M tr=02 → M tr=02 given by x 7→ gxg−1. In this setup, the identification Span(e∗2, u0, e2) with M tr=02
is given by e∗2 7→
(
0 −1
0 0
)
, u0 7→
(
1 0
0 −1
)
, and e2 7→
(
0 0
−1 0
)
.
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Caution: Our identification M ≃ GL2 is not the same identification that was described in sections
2 or 4. The identification M ≃ GL2 just described differs from the previous ones by a conjugation
by the matrix
(
1
−1
)
. We will use this new identification of M with GL2 for the rest of this section.
Now, if one associates to the element X = u1E12+
u2
3 v1+
u3
3 δ3+u4E23 the polynomial fX(x, y) =
u1x
3 + u2x
2y + u3xy
2 + u4y
3, and if g ∈ GL2 ≃M , then fg·X(x, y) = det(g)−1f((x, y)g).
Claim 5.1. Write (α, β, γ, δ) for the element αE12 + βv1 + γδ3 + δE23 of g. The Heisenberg Lie
algebra n is embedded as
µE13 + (α, β, γ, δ) 7→
 0 h′ −µJ20 0 h
0 0 0
 with h′ = − thS
and h =
 α ββ γ
γ δ
. Here J2 = ( 1−1 ).
Proof. Recall that v1 = u0 ∧ e1 + e∗2 ∧ e∗3 and δ3 = u0 ∧ e∗3 + e1 ∧ e2. Thus
αE12 + βv1 + γδ3 + δE23 = αe
∗
2 ∧ e1 + β(u0 ∧ e1 + e∗2 ∧ e∗3) + γ(u0 ∧ e∗3 + e1 ∧ e2) + δe∗3 ∧ e2.
Evaluating this Lie algebra element on −e∗1 and −e3 we get
(αE12 + βv1 + γδ3 + δE23) (−e∗1) = αe∗2 + βu0 + γ(−e2)
and
(αE12 + βv1 + γδ3 + δE23) (−e3) = βe∗2 + γu0 + δ(−e2).
The claim follows. 
The Heisenberg subgroup N consists of elements of the form 12 h′ x13 h
12
 with thSh+ x+ tx = 0.
5.2.1. Unfolding. For the detailed unfolding of the integral I(ϕ,Φ, s), we refer the reader to [Seg17,
Theorem 3.2]. We will content ourselves with just indicating the lines of the proof, because we
state the unfolding a bit differently than it appears in loc cit.
As preparation, denote by OE the maximal order in E, and recall from subsection 3.3 the notion
of a good basis of OE . Suppose 1, ω, θ is a good basis of OE , with multiplication table as in
subsection 3.3 with the constants a, b, c, d. Set
vE = aE12 +
b
3
v1 +
c
3
δ3 + dE23 ∈ g = sl3 ⊕ V3 ⊕ V ∨3
and
v˜E = aE12 − v1 ⊗ ω + δ3 ⊗ θ + dE23 ∈ gE = (sl3 ⊕Etr=0)⊕ (V3 ⊗E)⊕ (V ∨3 ⊗ E).
The element v˜E is the “rank one lift” of the element vE in the sense of [Pola, Section 2.3].
One can show that v˜E is in the GE(F )-orbit of E13; say γ
−1
0 E13 = v˜E. In fact, one has
exp (ad (−aE32 + v3 ⊗ ω + δ1 ⊗ θ + dE21)) (E13) = E13 + v˜E
and from this the existence of γ0 follows easily. Finally, define N
0,E ⊆ N ⊆ G2 = G the subgroup
of the unipotent radical of the Heisenberg parabolic N consisting of those n with 〈vE , n〉 = 0. Here
n is the image of n in Nab ≃W and 〈·, ·〉 is the symplectic form on W .
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The global integral unfolds as follows. For a cusp form ϕ on G, and a character χ onN(Q)\N(A),
define
ϕχ(g) =
∫
N(Q)\N(A)
χ−1(n)ϕ(ng) dn.
Theorem 5.2 (Gurevich-Segal, Segal). Fix an additive character ψ : F\A → C×, and define a
character χ = χE on N as χ(n) = ψ(〈vE , n〉). One has
I(ϕ,Φ, s) =
∫
N0,E(A)\G(A)
f(γ0g,Φ, s)ϕχ(g) dg
=
∫
N0,E(A)\GL1(A)×G(A)
|t|sΦ(tg−1v˜E)ϕχ(g) dg
=
∫
N(A)\GL1(A)×G(A)
|t|sΦχ(t, g)ϕχ(g) dg
where
Φχ(t, g) =
∫
N0,E(A)\N(A)
χ(n)Φ(tg−1n−1v˜E) dn.
Proof. Denote by NE the unipotent radical of the Heisenberg parabolic PE . The element v˜E is
“rank one” (see [Pola, section 2.3]) in the abelianization NabE of NE . As mentioned above, this fact
is equivalent to the fact that v˜E is in the GE(F )-orbit of E13, which is the minimal orbit of GE on
its Lie algebra gE . The line F v˜E gives rise to a double coset in PE(F )\GE(F )/G2(F ), represented
by γ0. One obtains a contribution to I(ϕ,Φ, s) of the form∫
(G2(F )∩γ−10 PE(F )γ0)\G2(A)
ϕ(g)f(γ0g,Φ, s) dg.
The group G2(F )∩γ−10 PE(F )γ0, which is the stabilizer of the line F v˜E in G2(F ), can be computed
without much difficulty, using the explicit decomposition of gE as a G2-module described above.
One obtains the integral as in the statement of the theorem.
The other double cosets in PE(F )\GE(F )/G2(F ) give rise to integrals that vanish because ϕ is
a cusp form; see [GS15] and [Seg17] for this. 
We will begin the unramified computation of this integral in the next subsection. By defining
the Eisenstein section f(g,Φ, s) through the Schwartz-Bruhat function Φ, we were able to write
the unfolding integral in terms of Φ and the element v˜E. This small tweak on [GS15, Seg17] will
enable us to simplify some the computations of loc cit.
Remark 5.3. The Dirichlet series of Theorem 3.5, the arithmetic invariant theory of cubic rings,
the Rankin-Selberg integral of Theorem 5.2, and the lifting law of [Pola, section 2.3] are all tied
together. Namely, out of the cubic ring OE, one constructs the group GE and the Rankin-Selberg
integral. This Rankin integral yields the standard L-function on G2, whose Dirichlet series, given
in Theorem 3.5, is most neatly expressed in terms of the arithmetic invariant theory of cubic rings
and binary cubic forms. Finally, the lifting law vE  v˜E controls the Rankin integral, relating the
Eisenstein series on GE to the cusp form on G. It also controls the arithmetic invariant theory of
cubic rings; see [Pola].
5.3. The unramified computation: Overview. In this subsection we give an overview of the
proof that the integral of Theorem 5.2 represents the partial standard L-function LS(π, Std, s).
The technique to evaluate I(ϕ,Φ, s), following [GS15, Seg17], is that of “non-unique models”,
due to Piatetski-Shapiro and Rallis [PSR88]. Ultimately, it boils down to expressing the Fourier
coefficients of automorphic forms in terms of Hecke eigenvalues.
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For the rest of this section, everything is local at a finite prime unless explicitly mentioned to
the contrary. Thus F denotes a p-adic local field, O its ring of integers with uniformizer p, and E
is a cubic e´tale extension of F . Furthermore, we assume that p is prime to 2, 3 and that OE is an
unramified extension of O. Here is the statement of the unramified computation. Define the lattice
gE(OE) = (sl3(OE)⊕Otr=0E )⊕ (V3(Z)⊗OE)⊕ (V3(Z)∨ ⊗OE).
Theorem 5.4. Suppose the representation πp is unramified, and denote by Vp the space of πp.
Suppose that v0 is a spherical vector in Vp, and L : Vp → C is a linear functional satisfying
L(nv) = χ(n)L(v) for all n ∈ N(F ) and v ∈ Vp. Furthermore, suppose that Φ is the characteristic
function of gE(OE). Then
(7)
∫
N(F )\GL1(F )×G(F )
|t|sΦχ(t, g)L(gv0) dg = L(v0) L(π, Std, s − 2)
L(E, s − 1)ζF (2s − 4) .
The reader can no-doubt easily convince themselves that combining Theorem 5.4 with Theo-
rem 5.2 shows that the global integral I(ϕ,Φ, s) represents the ratio of global partial L-functions
LS(π,Std,s−2)
LS(E,s−1)ζS
F
(2s−4)
. The formal argument that one makes to conclude this from Theorem 5.4 is spelled
out in many places, e.g. [BFG95, GS15, PS17].
The first step in applying the technique of “non-unique models” is to write down what can be
called an approximate basic function. A basic function is, roughly speaking, the precise way one
encodes a local L-function into Hecke operators, and an approximate basic function is a Hecke op-
erator that encodes an approximation to a local L-function. In practice, making computations with
basic functions is very difficult, but approximate basic functions can be much easier to manipulate,
which is why they are useful.
In [GS15], the authors construct an approximate basic function on G2 by pulling back to G2
(a well-known) approximate basic function ∆SO(7) on SO(V7). We make a small modification to
this construction, as follows: We define an approximate basic function for GL1×G2, as opposed to
just G2. Namely, for t ∈ GL1 and h ∈ G2, define ∆(t, h) = char(t · r7(h) ∈ End(V7(O))), where
r7 denotes the representation of G2 on the trace 0 elements V7 of Θ. That is, ∆(t, h) = 1 if the
endomorphism t · r7(h) preserves the integer lattice V7(O) and is 0 otherwise. The approximate
basis function we will use going forward is the function ∆(t, h)|t|s.
Because GL1×G2 has a natural character GL1×G2 → GL1, this modification aligns with the
philosophy of [BK00, Ngo14] and the theme of the paper [Polb]. That ∆(t, h)|t|s is an approximate
basic function is made precise in the following proposition.
Denote by q the order of the residue field O/p. Define the Hecke operator T on G2 to be q−3
times the characteristic function of those g ∈ G2(F ) with p · r7(g) ∈ M7(O) = End(V7(O)). For
ease of notation, set z = q−s.
Proposition 5.5. Recall that v0 ∈ Vp is a spherical vector for πp, and suppose that ℓ : Vp → C is
a linear funtional. Then∫
GL1(F )×G(F )
|t|s+3∆(t, g)ℓ(gv0) dg dt = (1− z)(1 − q−1z)L(πp, Std, s)ℓ(N0 ∗ v0)
= (1− z)(1 − q−1z)N0(πp, s)L(πp, Std, s)ℓ(v0).
Here
N0 = 1 + (q
−1 + 1)z +
z2
q
+ (q−2 + q−1)z3 +
z4
q2
− z
2
q
T
and N0(πp, s) is the meromorphic function of s defined by the equality N0 ∗ v0 = N0(πp, s)v0.
Proof. This follows from [GS15, Proposition 7.1] by integrating over the t ∈ GL1. 
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The proposition says that applying the Hecke operator ∆(t, h)|t|s+3 to the function ℓ(hv0) yields
the standard L-function of πp, up to a correction factor that is a polynomial in q
−s. We will apply
Proposition 5.5 to the case ℓ = L where L is as in Theorem 5.4.
It follows from Proposition 5.5 that in order to prove Theorem 5.4, it suffices to prove that
(8)∫
GL1(F )×G(F )
|t|s+2∆(t, g)L(gv0) dt dg =M(πp, s)
∫
N(F )\GL1(F )×G(F )
|t|s+1Φχ(t, g)L(gv0) dt dg
where
M(πp, s) = (1− qz)(1 − z)N0(πp, s − 1)L(E, s)ζF (2s− 2).
One does this by explicitly manipulating the two-sides of this expression. This is the technique
of non-unique models, in this particular case. The rest of the paper is concerned with doing this
manipulation.
5.4. Local unramifed integral. To begin to analyze the left-hand side of (7), one needs to
compute Φχ explicitly. Denote by m : GL2 → G2 our chosen identification of the Levi subgroup of
the Heisenberg parabolic with GL2. Furthermore, for h ∈ GL2, set h˜ = det(h)h−1.
Lemma 5.6. Let the assumptions and notation be as in Theorem 5.4. For t ∈ GL1 and h ∈ GL2,
define λ = λ(t, h) = det(h)/t. Then
Φχ(t,m(h)) = |λ| char(λ ∈ O, λ−1h ∈M2(O), λ−1h˜v˜E ∈ gE(OE)).
Here and below, by char(P ) for a property P we mean the function that is 1 if P is satisfied and
0 otherwise.
Proof. Suppose n ∈ N , and denote by n the image of n in Nab ≃W . Then
(9) th−1n−1v˜E = th
−1v˜E + t det(h)
−1〈vE , n〉E13.
The lemma now follows easily from (9). 
For λ ∈ GL1 and h ∈ GL2, define
A0(λ, h) = char(λ ∈ O, λ−1h ∈M2(O), λ−1h˜v˜E ∈ gE(OE)).
This function A0 is related to cubic rings over O that are subrings of OE. To make this precise, we
setup some notation and review elements of the arithmetic invariant theory of binary cubic forms
and cubic rings.
First, for a cubic ring T over O, we denote by c(T ) the p-adic content of T . This is the largest
integer c so that T = O+ pcT0 for a cubic ring T0 over O. If T is a free rank three O-module in E
of the form T = O ⊕Oω′ ⊕Oθ′, then c(T ) is also defined, but could be negative. We will use this
more general notion moving forward.
Next, for an element x =
(
α β
γ δ
)
of GL2(F ), denote by T (x) the O-module spanned by 1, δω−βθ
and −γω + αθ. Here 1, ω, θ is the good basis of the maximal order OE fixed above. Then T (x)
is a ring, i.e., T (x) is closed under multiplication, if and only if x˜v˜E ∈ gE(OE). This is closely
connected to [Pola, section 2.3]. As a consequence of this fact, one has
A0(λ, h) = char(λ ∈ O, T (λ−1h) a ring) = char(λ ∈ O, λ|pc(T (h))).
For ease of notation, we now set c(x) := c(T (x)) for x ∈ GL2(F ). Denote by I(s) the left-hand
side of (7), and recall that z = q−s. The local unramifed integral to be computed is as follows.
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Applying the Iwasawa decomposition, one obtains
I(s + 1) =
∫
GL1 ×GL2
δ−1P (m(h))|λ||det(h)/λ|s+1A0(λ, h)L(m(h)v) dλ dh
=
∫
GL2
|det(h)|s−2L(m(h)v)
(∫
GL1
|λ|−sA0(λ, h) dλ
)
dh.
We convert this integral into a sum as follows. The integral over λ becomes∫
GL1
|λ|−sA0(λ, h) dλ =
∑
0≤j≤c(h)
z−j = z−c(h)
(
1− zc(h)+1
1− z
)
.
For an element h ∈ GL2(F ), write [h] for the coset hGL2(O). Whether or not T (x) is closed under
multiplication is idependent of the element x ∈ hGL2(O). Thus
I(s+ 1) =
1
1− z
 ∑
[h] cubic ring
L(m(h)v)|det(h)|−2zval(det(h))−c(h)(1− zc(h)+1)

=
1
1− z
 ∑
[h] cubic ring
L(m(h)v)|det(h)|−2Ph(z)
(10)
with
Ph(z) = z
val(det(h))−c(h)(1− zc(h)+1),
a polynomial in z. The sum is over all cubic subrings of OE . In order to prove the equality in (8),
we will further manipulate the expression (10) and the left-hand side of (8).
5.5. The Fourier coefficient of the approximate basic function. In this subsection, we
manipulate the left-hand side of (8). More precisely, for t ∈ GL1(F ) and h ∈ GL2(F ) set
Dχ(t, h) =
∫
N(F )
χ(n)∆(t, nm(h)) dn.
Then the left-hand side of (8) is
D(s) :=
∫
GL1×GL2
δ−1P (m(h))|t|s+2Dχ(t, h)L(m(h)v) dh dt.
One of the main computations is the expression for Dχ(t, h). Set fmax(x, y) = ax
3 + bx2y +
cxy2 + dy3, the binary cubic form corresponding to the maximal order OE, together with its good
basis 1, ω, θ. For a binary cubic form V with coefficients in O, define N(V ) to be the number of
0’s of V in P1(Fq). Also, for an element h ∈ GL2(F ), define val(h) ∈ Z to be the largest integer n
so that p−nh ∈M2(O).
Proposition 5.7. Define x0(h) by h = p
val(h)x0(h), and as before λ = det(h)/t. Write D
′
χ(λ, h) =
Dχ(t, h), i.e., D
′
χ is the same function as Dχ, except expressed in terms of the new variables λ, h.
Finally, define
ǫ(x0(h)) =
{
1 if x0(h) ∈ GL2(O)
2 if x0(h) /∈ GL2(O).
Then
D′χ(λ, h) = |det(λ−1h)|−1 char(h ∈M2(O), val(λ−1h) ∈ {0, 1}, T (x0(h)) a ring)
×
{
1 if val(λ−1h) = 0
N(fmax)− ǫ(x0(h)) if val(λ−1h) = 1.
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Proof. We sketch the proof. From subsection 5.2, we have that r7(nm(h)) is of the form h y′Ad0(h) z th−1Ad0(h) y th−1
th−1

with y of the form
 α ββ γ
γ δ
, y′ = − tyS with S given in subsection 5.2, and z satisfying z+ zt+
tySy = 0.
Because the character χ corresponds to the maximal order OE of E, one can show that in order
for Dχ(t, h) to be nonzero, one needs h ∈ M2(O). Thus assume for the rest of the proof that
h ∈M2(O). Set x = t th−1. Thus, ∆(t, nm(h)) 6= 0 if and only if
(1) x ∈M2(O);
(2) yx ∈M3,2(O);
(3) zx ∈M2(O).
The element z above is of the form µ
(
1
−1
)− 12 tySy for some µ ∈ F . Note that for y as above,
µ
(
1
−1
)
− 1
2
tySy =
(
β2 − αγ 12(βγ − αδ) + µ
1
2(βγ − αδ) − µ γ2 − βδ
)
.
Denote by W ′ the set of 3× 2 matrices of the form
 a′ b′b′ c′
c′ d′
. Now, for x ∈ GL2(F )∩M2(O),
define
V (x) =
{
y ∈W ′ : yx ∈M3,2(O) and ∃µ ∈ F s.t.
(
µ
(
1
−1
)− 1
2
tySy
)
x ∈M2(O)
}
.
We thus have that
(11) Dχ(t, h) = ||x||−1
∫
W ′
χ(y) char(y ∈ V (x)) dy
where x = t th−1 and ||x|| = |p|val(x).
Suppose that x = k1
(
pj
pk
)
k2 with j ≥ k and k1, k2 ∈ GL2(O). Note that V (x) = V (xk−12 ).
Furthermore, by changing variables in the integral in (11) to eliminate k1 and by replacing χ by an
equivalent character, we can assume that x = diag(pj, pk) with j ≥ k ≥ 0. We therefore obtain
Dχ(t, h) = q
k
∫
w=(α,β,γ,δ)∈W (F )
ψ(〈ω,w〉) char(pjα, pk(β, γ, δ))
× char(pj(β2 − αγ) ∈ O, pj(αδ − βγ) ∈ O, pk(γ2 − βδ) ∈ O)) dw.
Here ω = (a, b3 ,
c
3 , d) ∈W (O) is a binary cubic form representing the maximal order OE of E. Set
r = j − k, so that x = pk diag(pr, 1). For any α0 ∈ O, making a change of variable α 7→ α+ p−rα0
on the one hand fixes this integral, but on the other hand multiplies it by ψ(−p−rdα0). It follows
that for Dχ(t, h) to be nonzero, we must have p
r|d. This is equivalent to T (x0(h)) is a ring, so we
have checked this condition of the statement of the proposition.
From now assume that pr|d. Making a change of variables, we obtain
(12) Dχ(t, h) = q
j
∑
w=(α,β,γ,δ)∈W (O)/pk,∗∗
ψ
(〈ω, (p−rα, β, γ, δ)〉
pk
)
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where the conditions ∗∗ mean that
αγ − prβ2 ∈ pkO, αδ − prβγ ∈ pkO, γ2 − βδ ∈ pkO.
In case k = 0 or k = 1, this sum can be directly evaluated by hand, and one obtains values as
in the statement of the proposition. One is left to consider the case k ≥ 2, i.e., the when p2|x.
In the following lemma, we show that
∫
V (x) χ(y) dy vanishes if p
2|x, completing the proof of the
proposition. 
Lemma 5.8. The sum on the right-hand side of (12) vanishes if k ≥ 2.
Proof. The sum breaks up into two pieces, consisting of those w with p|w and those w with p ∤ w.
Consider first the subsum consisting of those w with p|w:
Dpχ :=
∑
w=(α,β,γ,δ)∈W (O)/pk ,p|w and ∗∗
ψ
(〈ω, (p−rα, β, γ, δ)〉
pk
)
.
If w0 = (0, b0, c0, d0) ∈W (O) is fixed, then making the variable change w 7→ w + pk−1w0 preserves
Dpχ. However, this changes the sum by ψ(〈ω,w0〉/p). Because ω is non-degenerate modulo p, there
is w0 with ψ(〈ω,w0〉/p) 6= 1. Hence Dpχ = 0, and it suffices to evaluate
D1χ :=
∑
w=(α,β,γ,δ)∈W (O)/pk,p∤w and ∗∗
ψ
(〈ω, (p−rα, β, γ, δ)〉
pk
)
.
In case r = 0, the evaluation of the sum D1χ now becomes a fun exercise, which we leave to the
reader; it can be analyzed by the same method that we will use to handle the case r ≥ 1. Thus
assume r ≥ 1. In this case, if w = (α, β, γ, δ) satisfies ∗∗, one finds that there are three disjoint
cases:
(1) α ∈ (O/pk)×. In this case, w ≡ α(1, β, prβ2, p2rβ3) for β ∈ O/pk.
(2) δ ∈ (O/pk)×. In this case, w ≡ δ(prγ3, γ2, γ, 1) for γ ∈ O/pk.
(3) Neither α nor δ are units. In this case, w ≡ β(α, 1, γ, γ2) with αγ ≡ pr (mod pk) and both
α and γ divisible by p.
Consider first the case where δ ∈ (O/pk)×. Define the polynomial g(x) = a − bx + cx2 − dx3.
Then the subsum of D1χ corresponding to δ ∈ (O/pk)× becomes∑
δ∈(O/pk)×,γ∈O/pk
ψ
(
δg(γ)
pk
)
.
If γ is such that g(γ) is a unit, then the sum over δ with γ fixed is 0, because k ≥ 2. Thus one need
only sum over those γ with g(γ) ≡ 0 (mod p). Now, fix a root γ0 of g modulo p, and consider the
sum ∑
δ∈(O/pk)×,γ≡γ0 (mod p)
ψ
(
δg(γ)
pk
)
.
The domain of this sum is preserved under γ 7→ γ + pk−1γ′ for some fixed γ′. But
g(γ + pk−1γ′)
pk
≡ g(γ)
pk
+
g′(γ0)
p
γ′.
Thus the sum over γ ≡ γ0 vanishes unless g′(γ0) ≡ 0 (mod p). But then g(x) modulo p has a double
root at γ0, which implies that the binary cubic f(x, y) ≡ µℓ2x (mod p) for some µ ∈ (O/p)× and
line ℓ. But this contradicts the assumption that f is non-degenerate modulo p, so there are no such
γ0 with g(γ0) ≡ g′(γ0) ≡ 0 (mod p). It follows that the subsum consisting of those w with δ a unit
vanishes.
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Next consider the case where α ∈ (O/pk)×. Set
ω′ = (p2ra,
prb
3
,
c
3
, p−rd) = (a′,
b′
3
,
c′
3
, d′)
and define the polynomial h(x) = a′x3 − b′x2 + c′x − d′. Note that ω′ is integral. Furthermore,
because f is non-degenerate but p|d, we must have p ∤ c and thus c = c′ is a unit. Now, the subsum
of D1χ corresponding to α ∈ (O/pk)× becomes∑
α∈(O/pk)×,β∈O/pk
ψ
(
αh(β)
pk
)
.
Just like in the previous case, this sum immediately reduces to the subsum consisting of those β
equivalent to some β0 modulo p with h(β0) ≡ h′(β0) ≡ 0 (mod p). But since p divides a′ and b′,
but c′ is prime to p, there are no double roots β0. Hence this subsum of D
1
χ vanishes as well.
We are left with the final case, in which neither α nor δ is unit. Set d′ = p−rd, which is in O. In
this case, we must evaluate ∑
β∈(O/pk)×,α,γ∈O/pk∗∗∗
ψ
(
β(aγ2 − bγ + c− d′α)
pk
)
where the conditions ∗ ∗ ∗ are that αγ ≡ pr (mod pk) and both α and γ are divisible by p. But
note that, as mentioned above, c is a unit. Thus the fact that α ≡ γ ≡ 0 (mod p) imply that
aγ2 − bγ + c− d′α is a unit mod p. Hence the sum over β, with α and γ fixed vanishes. Thus this
subsum of D1χ vanishes, and the proof of the lemma is complete. 
We now reconsider the condition “T (x0(h)) a ring” from the above proposition. We claim that
this condition is equivalent to val(h) = c(h). Clearly, T (x0(h)) a ring means that c(h) ≥ val(h).
Recall fmax(x, y) = ax
3 + bx2y + cxy2 + dy3, the binary cubic form corresponding to the maximal
order OE , together with its good basis 1, ω, θ. By assumption fmax(x, y) is non-degenerate modulo
p. It follows from this that c(x0(h)) must be 0. Indeed, suppose x0(h) = k
(
pr
1
)
k′ with k, k′ ∈
GL2(O), and f ′ = f · k = a′x3 + b′x2y + c′xy2 + d′y3. Then T (x0(h)) is represented by the binary
cubic
1
pr
fmax((x, y) ˜diag(pr, 1)k˜) =
1
pr
a′x3 + b′x2y + prc′xy2 + p2rd′y3.
Thus, if c(x0(h)) ≥ 1, then pr+1|a′ and p|b′, so that f ′ and then fmax is degenerate modulo p.
We therefore obtain
D(s) =
∑
[h] cubic ring
L(hv)|det(h)|−2 char(val(h) = c(h))zval(det(h))−c(h)(1 + (N(fmax)− ǫ(h0))z).
This is the expression that we will have to compare to the Hecke-manipulated local integral. Define
N ′(fmax, h0) = N(fmax)− ǫ(h0) + 1. We thus have
D(s) =
∑
[h] cubic ring
L(hv)|det(h)|−2 char(val(h) = c(h))zval(det(h))−c(h)(1− z +N ′(fmax, h0)z).
For later use, we set
B0(z) = 1 + (q + 1)z + qz
2 + (q2 + q)z3 + q2z4
so that N0(s− 1) = B0(z)− qz2T .
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5.6. The Hecke operator S. Define the Hecke operator S on G2(F ) to be the bi-G2(O) invariant
function on G2(F ) that is the characteristic function of those g ∈ G2(F ) with p · r7(g) ∈ M7(O) \
pM7(O). Thus T = q−3(S + 1G2(O)), where 1G2(O) denotes the characteristic function of G2(O).
In order to evaluate the right-hand side of (8), we will need a coset decomposition of S. This was
given in [GGS02, sections 13 and 14].
We require some notation for Hecke operators on the Levi GL2 of the Heisenberg parabolic.
Define
T (p) = GL2(O) ( p 1 )GL2(O)
and
T (p−1) := GL2(O)
(
p−1
1
)
GL2(O).
One has the following proposition regarding L(m(h)S ∗ v0), which is a conglomeration of [GGS02,
Corollary 13.3, Proposition 14.2 and Proposition 14.5], or essentially equivalent to [GGS02, Propo-
sition 15.6].
Proposition 5.9 (Gan-Gross-Savin). Suppose h ∈ GL2(F ) and L(m(h)v0) 6= 0. Then
L(m(h)S ∗ v0) = L(m(hp−1)v0) + qL(m(h ∗ T (p−1))v0) + q4L(m(h ∗ T (p))v0) + q6L(m(hp)v0)
+
(−1 + q2(N(fmax · h)− 1))L(hv0).
5.7. Hecke operator applied to local integral. We can now apply N0(s−1) to the local integral
I(s+ 1). First, note that for g ∈ GL2(F ),∑
[h]
L(m(hg)v)|det(h)|−2Ph(z) =
∑
[h]
L(m(h)v)|det(h)|−2|det(g)|2Phg−1(z).
We thus have that
q−2
∑
[h]
L (m(h)(S + 1) ∗ v) |det(h)|−2Ph(z) =
∑
[h]
L(m(h)v)|det(h)|−2Mh(z)
with
Mh(z) = q
2Php(z) + qPh∗T (p)(z) + Ph∗T (p−1)(z) + Php−1(z) + (N(fmax · h)− 1)Ph(z).
Here, for a Hecke operator Y on GL2 with coset decomposition Y =
∑
i ai [yiGL2(O)], Ph∗Y (z) =∑
i aiPhyi(z). Hence
N0(s− 1)I(s + 1) = 1
1− z
∑
[h]
L(m(h)v)|det(h)|−2(B0(z)Ph(z)− z2Mh(z))
 ,
and thus
(1− qz)(1 − z)N0(s− 1)I(s + 1) = (1− qz)
∑
[h]
L(m(h)v)|det(h)|−2(B0(z)Ph(z)− z2Mh(z)).
5.8. The cubic ring identity. Thus, to prove the equality of equation (8) and thus that global
integral represents LS(π, Std, s − 2), we need to verify the identity
ζF (2s − 2)L(E, s)(1 − qz)(B0(z)Ph(z)− z2Mh(z)) = char(val(h) = c(h))zval(det(h))−c(h)(13)
× (1− z +N ′(fmax, h0)z).
There is one immediate simplification here: ζ(2s− 2)(1 − qz) = (1 + qz)−1.
To verify (13), we need to know how the content of cubic rings change under the action of the
Hecke operator T (p). That is, we must understand how the multiset {c(hyi)}i is related to c(h),
where T (p) = ⊔yiGL2(O) is the coset decomposition of T (p).
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Slightly more canonically, one can reformulate this in terms of O-lattices Λ in F 2. Namely, fix
the lattice Λ0 = O2 ⊆ F 2, with F 2 thought of as row vectors. Now, for any y ∈ GL2(F ) and lattice
Λ in F 2, we get a new lattice Λy. Identifying Λ0 with the rank two O-module OE/O, one can
consider the rank three O-module T (Λ) corresponding to Λ, defined by T (Λ) = T (h) if Λ = Λ0h.
We also write c(Λ) = c(T (Λ)) for the content of T (Λ). In this setup, the Hecke operator T (p)
replaces a lattice Λ with the q + 1-sublattices of Λ of index q. We thus need to understand the
multiset {c(Λ′)} where Λ′ ⊆ Λ is an index q sublattice.
Suppose h = pch0, with fmax · h0 integral and not divisible by p, so that the content of h is c,
i.e., c(h) = c. Set f0 = fmax · h0. Then f0 is one of three types modulo p:
(1) f0 is irreducible modulo p;
(2) f0 = ℓq with ℓ a line and q irreducible modulo p;
(3) f0 = ℓ1ℓ2ℓ3 with ℓi distinct lines modulo p;
(4) f0 = ℓ
2
1ℓ2 with ℓ1, ℓ2 distinct lines modulo p;
(5) f0 = αℓ
3, with ℓ a line modulo p and α ∈ (O/p)×
One has the following lemma.
Lemma 5.10. Suppose f = pcf0, with f0 in each of the cases enumerated above. Denote by Λf the
rank two O-lattice corresponding to f . The content c(Λ′) of the index q sublattices of Λf are given
as follows, in each of the various cases:
(1) f0 irreducible mod p: all q + 1 index q sublattices Λ
′ have c(Λ′) = c− 1;
(2) f0 = ℓq mod p: 1 sublattice Λ
′ = Λℓ has c(Λℓ) = c; the other q sublattices have c(Λ
′) = c−1;
(3) f0 = ℓ1ℓ2ℓ3 mod p: Three lattices Λ
′ = Λℓi, i = 1, 2, 3, have c(Λℓi) = c; the other q − 2
sublattices have c(Λ′) = c− 1.
(4) f0 = ℓ
2
1ℓ2 mod p: 1 lattice Λ
′ = Λℓ2 has c(Λℓ2) = c; one lattice Λℓ1 has c(Λℓ1) = c+ 1; the
other q − 1 lattices have c(Λ′) = c− 1.
(5) f0 = αℓ
3 mod p: 1 lattice Λℓ has c(Λℓ) = c+ 2; the other q lattices have c(Λ
′) = c− 1.
Proof. This is straightforward. 
From the lemma, and the fact that T (p−1) = p−1T (p), it is straightforward to evaluate Mh(z).
For example, if c = c(h) ≥ 2, then there are no “boundary conditions”, and one obtains the
following for each of the 5 possible cases. Set v = val(det(h)) and g(z) = q2zv−c+1(1 − zc+2) +
zv−c−1(1− zc) + qzv−c(1− zc+1). Then
f0 irred : g(z) + q(q + 1)z
v−c+2(1− zc) + (q + 1)zv−c+1(1− zc−1)
f0 = ℓq : g(z) + q
(
zv−c+1(1− zc+1) + qzv−c+2(1− zc))+ (zv−c(1− zc) + qzv−c+1(1− zc−1))
f0 = ℓ1ℓ2ℓ3 : g(z) + q
(
3zv−c+1(1− zc+1) + (q − 2)zv−c+2(1− zc))
+
(
3zv−c(1− zc) + (q − 2)zv−c+1(1− zc−1))
f0 = ℓ
2
1ℓ2 : g(z) + q
(
zv−c+1(1− zc+1) + zv−c(1− zc+2) + (q − 1)zv−c+2(1− zc))
+
(
zv−c(1− zc) + zv−c−1(1− zc+1) + (q − 1)zv−c+1(1− zc−1))
f0 = αℓ
3 : g(z) + q
(
zv−c−1(1− zc+3) + qzv−c+2(1− zc))+ (zv−c+2(1− zc+2) + qzv−c+1(1− zc−1)) .
From this table, one obtains that B0(z)Ph(z)− z2Mh(z) is as follows, in each of the above cases,
when c ≥ 2:
f0 irred z
v−c
(
1 + qz − z3 − qz4) = zv−c(1 + qz)(1− z3)
f0 = ℓq z
v−c
(
1 + qz − z2 − qz3) = zv−c(1 + qz)(1− z2)
f0 = ℓ1ℓ2ℓ3 z
v−c
(
1 + qz − 3z2 + (2− 3q)z3 + 2qz4) = zv−c(1 + qz)(1 − z)2(1 + 2z)
f0 = ℓ
2
1ℓ2 z
v−c
(
1 + (q − 1)z − (q + 1)z2 − (q − 1)z3 + qz4) = zv−c(1 + qz)(1 − z)(1− z2)
f0 = αℓ
3 0.
.
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We also require the following lemma.
Lemma 5.11. One has val(h) = c(h) if and only if f0 6= ℓ3 modulo p.
Proof. First suppose that val(h) = c(h). This means p ∤ h0, and thus we can suppose (making an
appropriate change of variables) that h0 = diag(p
r, 1) with r ≥ 0. And if r = 0, f0 = fmax, so we are
done. Thus we can suppose r ≥ 1. Then f0(x, y) = 1pr fmax(x, pry) = aprx3+bx2y+cprxy2+p2rdy3.
Hence pr|a; set a′ = a/pr. Then f0 = a′x3+bx2y = x2(a′x+by) modulo p. To check this direction of
the lemma, we thus need to see that b is not 0 modulo p. But if b = 0 mod p, then fmax = cxy
2+dy3
mod p, which cannot happen by assumption. Hence this direction of the lemma is verified.
Conversely, suppose v(h) 6= c(h), so that we may assume h0 = pt diag(pr, 1) with t ≥ 1. Now,
one always has that fmax · (pr diag(pr, 1)) is integral, thus 1 ≤ t ≤ r. Hence
f0 = fmax · h0 = 1
pr−t
(ax3 + bprx2y + cp2rxy2 + dp3ry3) = a′x3 + bptx2y + cpr+txy2 + dp2r+ty3.
Since t ≥ 1, f0 = a′x3 = αℓ3 modulo p, as desired. 
Combining the previous calculations, we obtain the following proposition. Note that 1 − z +
N ′(T, h0)z = 1 + (N(Tmax)− ǫ(h0))z.
Proposition 5.12. Let the notation be as above. Then
(1 + qz)−1L(E, s)
(
B0(z)Ph(z)− z2Mh(z)
)
= char(val(h) = c(h))zv−c(1 + (N(fmax)− ǫ(h0))z).
Proof. We leave the proof of this identity in the cases c(h) = 0 and c(h) = 1 to reader. Thus,
suppose c = c(h) ≥ 2.
Now, in all but the case that f0 = ℓ
2
1ℓ2 mod p, the proposition follows immediately from the above
calculations. In case f0 = ℓ
2
1ℓ2 mod p, then we can have either E = F ×K or E = F × F × F . In
the first case, the left-hand side becomes zv−c(1−z). In the second case, the left-hand side becomes
zv−c(1+ z). In both cases, because ℓ21ℓ2 does not correspond to the maximal ring, ǫ(h0) = 2. Thus,
when E = F × K, 1 + (N(Tmax) − ǫ(h0))z = 1 + (1 − 2)z = 1 − z, and when E = F × F × F ,
1+(N(fmax)−ǫ(h0))z = 1+(3−2)z = 1+z. Thus we get agreement in both cases. This completes
the proof of the proposition. 
We have now proved (13), and with it, Theorem 5.4.
5.9. The Dirichlet series. By Proposition 5.12, one obtains that
L(πp, Std, s − 1)
L(E, s)ζF (2s− 2) =
1
1− z
∑
[h]
L(m(h)v)|det(h)|−2Ph(z)
 .
In other words, one obtains
L(πp, Std, s − 1)
L(E, s)ζF (2s− 2) =
∑
[h],[λ]
L(m(h)v)|det(h)|s−2|λ|−sA0(λ, h).
Make the change of variables h = λx. Then we finally obtain
L(πp, Std, s− 1)
L(E, s)ζF (2s − 2) =
∑
[x] cubic ring,[λ]
L(m(λx)v)|λ2 det(x)|−2|λdet(x)|s.
This is the desired Dirichlet series for the standard L-function on G2. Converting this local expres-
sion to the “classical” notation of section 3 proves Theorem 3.5.
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6. Archimedean zeta integral
In this final section, we combine our work from the previous two sections, and analyze the
archimedean zeta integral that arises from the global integral I(ϕ,Φ, s) when ϕ is a modular form
of even weight n. Throughout this section, the ground field F is the field of real numbers R. We
are able to relate this integral to products of gamma functions Γ(s) and a certain explicit integral
involving binary cubic forms, of the type considered in [Shi72].
Suppose Φ : gE → V∨n is a Schwartz function satisfying Φ(rv) = r · Φ(v) for all v ∈ gE and
r ∈ KE, the maximal compact subgroup of GE(R). Denote by {·, ·}K the symmetric KE-invariant
pairing on Vn or V∨n . In this section, we analyze the integral
I(s,Φ) =
∫
N0,E(R)\GL1(R)×G2(R)
|t|s{Φ(tg−1v˜E),Wχ(g)}K dg
for a particular choice of Φ.
6.1. Setup. We now record the setup in greater detail. Denote by prK : gE ⊗C → sl2 the KE-
equivariant surjection to the Lie algebra of the long root SU(2) ⊆ KE. As in section 4, we can
identify this sl2 with Sym
2(V2), and thus there is a n
th power map sl2 → Vn ≃ V∨n , which we
write as X 7→ Xn for X ∈ sl2. We write {eℓ, hℓ, fℓ} for the sl2-triple of this sl2 from [Pol18].
For X ∈ gE, we write ||X|| = Bθ(X,X)1/2. Here Bθ(X,Y ) = −B(X, θ(Y )) is a positive-definite
symmetric pairing on gE. See [Pol18, section 4] for the Cartan involution θ and invariant form
B(X,Y ) on gE. With these preliminaries, we define Φ(v) = prK(v)
ne−||v||
2
.
From this definition, one obtains
f(γ0g,Φ, s) =
∫
GL1(R)
|t|sΦ(tg−1v˜E) dt
=
∫
GL1(R)
|t|sprK(tg−1v˜E)ne−t2||g−1v˜E ||2 dt
= Γ
(
s+ n
2
)
prK(g
−1v˜E)
n||g−1v˜E ||−(s+n).
Here we have used that n is even.
Denote by χ : N(R)→ C× the character given by χ(n) = ei〈vE ,n〉. For z ∈ H±1 , set
r0(z) = (1,−z, z2,−z3) = E12 − zv1 + z2δ3 − z3E23
in Nab ⊗C. From Theorem 3.4, we have Wχ(m) =
∑
−n≤v≤nWvχ(m) x
n+vyn−v
(n+v)!(n−v)! with
(14) Wvχ(m) = det(m)n|det(m)|
( |〈vE ,mr0(i)〉|
〈vE ,mr0(i)〉
)v
Kv (|〈vE ,mr0(i)〉|) .
For m ∈ M(R) and n ∈ N(R) in the Levi and unipotent radical of the Heisenberg parabolic of
G2(R), we set
x(n,m) = (nm)−1v˜E = m
−1v˜E + det(m)
−1〈vE , n〉E13 ∈ gE .
Lemma 6.1. With the notation above, one has the following:
(1) prK(x(n,m)) =
1
4 det(m)
−1 (〈v˜E ,mr0(−i)〉eℓ − 〈v˜E ,mr0(i)〉fℓ − i〈v˜E , n〉hℓ);
(2) ||x(n,m)||2 = |det(m)|−2 (|〈v˜E ,mr0(i)〉|2 + |〈v˜E , n〉|2).
Proof. Denote by B the scalar multiple of the Killing form on gE normalized so that B(eℓ, fℓ) = 1.
Then for x ∈ gE, one has
prK(x) = B(x, fℓ)eℓ +
1
2
B(x, hℓ)hℓ +B(x, eℓ)fℓ.
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From this, one obtains the first statement of the lemma. For the second statement, one uses the
identity ||m−1v˜E||2 = |〈m−1v˜E , r0(i)〉|2 that holds because m−1v˜E is rank one. 
Putting the various pieces together, and applying the Iwasawa decomposition, we arrive at
I(s,Φ) = Γ
(
s+ n
2
)∫
GL2(R)
∫
(N0,E\N)(R)
|det(m)|−3ei〈vE ,n〉
||x(n,m)||(s+n) {prK(x(n,m))
n,Wχ(m)}K dn dm.
In the rest of this section we will compute this integral.
6.2. The computation. To go further, we need an expression for {prK(x(n,m))n,Wχ(m)}K . To
ease notation, set α = 〈v˜E ,mr0(i)〉 and β = 〈v˜E , n〉. The Lie algebra sl2 of the complexified
long root SU(2) ⊆ K is identified with Sym2(V2) via the map eℓ 7→ x2, hℓ 7→ −2xy and fℓ 7→
−y2. Thus x(n,m) = 14 det(m)−1(α∗x2 + 2iβxy + αy2). We normalize the pairing {·, ·}K so that
{xn−vyn+v, xn+vyn−v}K = (−1)n+v(n + v)!(n − v)!. Plugging in (14), with these normalizations
one obtains
{prK(x(n,m))n,Wχ(m)}K = n!
22n
|det(m)|
∑
j1+j2+j3=n
(−1)j3−j1 (α
∗)j1
(j1)!
(2iβ)j2
(j2)!
αj3
(j3)!
×
( |α|
α
)j3−j1
Kj3−j1(|α|)
=
|det(m)|
22n
∑
j1+j2+j3=n
(−1)j3−j1 n!
(j1)!(j2)!(j3)!
(2iβ)j2 |α|n−j2Kj3−j1(|α|).
Iterating the identity Kn+1(x) +Kn−1(x) = −2K ′n(x), one obtains∑
j1,j3≥0,j1+j3=n−j2
(n− j2)!
(j1)!(j3)!
Kj3−j1(|α|) = (−2)n−j2K(n−j2)0 (|α|).
Thus
{prK(x(n,m))n,Wχ(m)}K = |det(m)|
2n
∑
j
(
n
j
)
(iβ)j |α|n−jK(n−j)0 (|α|).
Therefore
I(s,Φ) = 2−nΓ
(
s+ n
2
)∫
GL2(R)×(N0,E\N)(R)
|det(m)|s+n−2eiβ
(|α|2 + |β|2) s+n2
×
∑
j
(
n
j
)
(iβ)n−j |α|jK(j)0 (|α|)
 dn dm.
For r, y > 0, one has
Γ(s)
2Γ(1/2)
∫
R
eirx
(x2 + y2)s
dx =
(
r
2y
)s−1/2
Ks−1/2(ry)
and thus
Γ(s)
2Γ(1/2)
∫
R
(ix)keirx
(x2 + y2)s
dx = ∂kr
((
r
2y
)s−1/2
Ks−1/2(ry)
)
.
We obtain that
Γ
(
s+ n
2
)(∫
R
eiβ(iβ)j
(|α|2 + |β|2)(s+n)/2 dβ
)
|α|n−jK(n−j)0 (|α|)
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differs from {
∂jr
((
r
2|α|
)(s+n−1)/2
K(s+n−1)/2(r|α|)
)
∂n−jr (K0(r|α|))
}
|r=1
by a nonzero absolute constant. Equivalently,
Γ
(
s+ n
2
)(∫
R
eiβ(iβ)j
(|α|2 + |β|2)(s+n)/2 dβ
)
|α|n−jK(n−j)0 (|α|)
is equal to
2−s/2|α|1−s
{
∂n−jy (K0(y)) ∂
j
y
(
y(s+n−1)/2K(s+n−1)/2(y)
)}
|y=|α|
up to a nonzero absolute constant.
We have therefore proved
(15) I(s,Φ)
·
= 2−s/2
∫
GL2(R)
|det(m)|s+n−2|α|1−s∂ny
(
y(s+n−1)/2K(s+n−1)/2(y)K0(y)
)
|y=|α| dm
where
·
= means that the two sides are equal up to an element of C×, and α = 〈v˜E ,mr0(i)〉. Recall
w0 =
(
−1
1
)
. Because w0r0(i) = r0(−i) = r0(i)∗ and the integrand in (15) only depends on the
absolute value of |α|, this integral can be replaced by an integral over GL2(R)0. Thus we can split
the integral in (15) into an integral over SL2(R) and R
×
>0.
For m = gw ∈ GL2(R), with g ∈ SL2(R) and w ∈ R×>0, set α0 = 〈v˜E , gr0(i)〉 so that |α| = w|α0|.
Thus
I(s,Φ)
·
= 2−s/2
∫
SL2(R)×R
×
>0
ws+2n−3|α0|1−s∂ny
(
y(s+n−1)/2K(s+n−1)/2(y)K0(y)
)
|y=|α| dg d×w
= 2−s/2
∫
SL2(R)×R
×
>0
ws+2n−3|α0|−(2s+2n−4)∂ny
(
y(s+n−1)/2K(s+n−1)/2(y)K0(y)
)
|y=w dg d×w
= 2−s/2
(∫
SL2(R)
|α0|−(2s+2n−4) dg
)
×
(∫ ∞
0
ws+2n−3∂ny
(
y(s+n−1)/2K(s+n−1)/2(y)K0(y)
)
|y=w dw
w
)
.
Integrating by parts on the second integral, we obtain
I(s,Φ)
·
= 2−s/2
Γ(s+ 2n− 3)
Γ(s+ n− 3) J(s+ n− 2)
∫ ∞
0
w(3s+3n−7)/2K(s+n−1)/2(w)K0(w)
dw
w
where J(ν) =
∫
SL2(R)
|α0|−2ν dg. From the Mellin transform of the K-Bessel functions and an
application of Barnes’ lemma one has the general identity∫ ∞
0
Kµ(y)Kν(y)y
s dy
y
= 2s−3
Γ
( s+µ+ν
2
)
Γ
( s+µ−ν
2
)
Γ
(s−µ+ν
2
)
Γ
( s−µ−ν
2
)
Γ(s)
,
valid for Re(s) large compared with Re(ν), Re(µ). Applying this, we get
I(s,Φ)
·
= 2sJ(s + n− 2)Γ(s + 2n− 3)Γ(s + n− 2)
2Γ((s+ n− 3)/2)2
Γ(s+ n− 3)Γ((3s + 3n− 7)/2) .
It remains to evaluate the function J(ν). In coordinates, one has
J(ν) =
∫
H1
|pE(z)|−2νy3ν dx dy
y2
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where pE is the cubic polynomial defining the cubic extension E/Q. One can also manipulate as
follows:
Γ(ν)J(ν) = Γ(ν)
∫
SL2(R)
|α0|−2ν dg =
∫
SL2(R)
(∫ ∞
0
tνe−|α0|
2t dt
t
)
dg
=
∫
GL2(R)+
|det(g)|νe−|α|2 dg
·
=
∫
V ∗
|q(v)|ν/2e−|〈v,r0(i)〉|2 dV|q(v)| .
Here q is the invariant quartic form onW = Sym3(V2)⊗det−1; V ∗ is the GL2(R)-orbit that consists
of the binary cubics with 3 distinct roots; and dV is the additive Haar measure on W , so that dV|q(v)|
is GL2(R)-invariant.
One can show that the function v 7→ e−|〈v,r0(i)〉|2 is a Schwartz function on V ∗. It follows that
this final integral if of the form considered in [Shi72]. From [Shi72, page 162], one obtains
Γ(ν)J(ν) = h(ν)Γ
(
ν
2
− 1
6
)
Γ
(ν
2
)2
Γ
(
ν
2
+
1
6
)
for some function h(ν) that is analytic in ν.
Summing up, we have proved the following result.
Theorem 6.2. Let the notation be as above.
(1) One has
I(s,Φ)
·
= 2s
(∫
V ∗
|q(v)|(s+n−2)/2e−|〈v,r0(i)〉|2 dV|q(v)|
)
Γ(s+ 2n− 3)Γ(s + n− 2)Γ((s + n− 3)/2)2
Γ(s+ n− 3)Γ((3s + 3n − 7)/2) .
(2) There is an entire function Rn(s) so that
I(s,Φ) = Rn(s)
Γ(s + 2n − 3)Γ(s+ n− 2)Γ(s + n− 3)
Γ((s+ n− 1)/2) .
Proof. The first part we have already for proved. The second follows from the first, [Shi72, page
162], and a “cubic” application of the Gauss multiplication formula for the gamma function. 
Evaluating the integral J(ν) exactly remains an interesting problem.
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