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Abstract--The wave equation ~b, = c-' [~b,, + d~,, + cb::] and the Helmholtz equation V:~b + k-~d~ = 
0 provide classic analytical models for predicting the propagation f sonar and SOFAR wave packets in 
a homogeneous "'ocean." !n this paper an analysis is first made of problems encountered in integrating 
these partial DEs numerically, especially in the presence of boundaries. Then comments are made on 
correcting such computations for known refraction. These comments center around an apparently new 
concept of a "simple" sound wave, whose particle orbits satisfy cb(x: t) = A(x) cos (to[t - r(x)]); 
the case "r(x) = const, defines "standing waves." Ray methods seem to assume implicitly that waves 
emanating from a point source are simple. Finally, attention iscalled to the problem of modelling some 
important physical phenomena ignored in most mathematical models of ocean acoustics. 
1. INTRODUCTION 
Several mathematical models have been used to explain acoustic phenomena; the deeper study 
of each suggests fascinating mathematical questions, usually having important practical impli- 
cations as well. The most basic such model is the scalar wave equation 
~b,, = c2VZ~b, where c 2 = dp/dp. (1.1) 
Clearly, a first problem of numerical ocean acoustics concerns the efficient and accurate nu- 
merical solution of the initial value problem for the hyperbolic partial differential equation 
(DE) (1.1). 
The time variable can be eliminated from (1.1) by limiting attention to simply harmonic 
("monochromatic")  waves of known frequency f = ck/2rr, for which 
d~(x; t) = qb(x) cos (ckt) + xlt(x) sin (ckt). (1.2) 
Here dp and ~ are governed by the Helmholtz equation 
~72c} + k 2c} = V2xP + K2~ = O. (1.3) 
A second problem of numerical ocean acoustics clearly concerns the efficient and accurate 
numerical solution of the elliptic DE (I .3). 
The wave equation (1.1) and the Helmholtz (or "reduced wave")  equation (1.3) have 
provided extremely successful models not only for sound waves in fluids but also for sound 
waves in elastic solids, seismic waves, electromagnetic waves (including light waves), and 
"' long" gravity waves in a tank of constant depth h much less than the wavelengths h. All of 
these kinds of waves give rise to similar phenomena of diffraction, refraction, reflection, and 
scattering, but all are free from dispersion. For example, sonar involves mathematical problems 
very like those studied in radar. 
Because of all these analogies, the construction of efficient and accurate algorithms for 
solving the DEs (1.1) and (1.3) is of central importance for computational physics. A brief 
survey of some such algorithms and the mathematical problems involved in constructing them 
will be given in Secs. 2 and 3. 
A timely and challenging related problem concerns finding accurate few-point discreti- 
zations of mixed and Neumann boundary conditions for (1.1) and (1.3). This problem will be 
taken up in Sec. 4, where the problem of achieving O(h 2) accuracy will receive special attention, 
I will then take up a notion that I have not seen discussed in the literature: that of a 
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"simple" sound wave. By this I mean a simply harmonic wave whose particle orbits ~x(x: t) 
are all linear (not elliptic)--in symbols, I mean that 
~x(x; t) = A(x) cos (eo[t - T(x)]). (1.4) 
This is clearly equivalent to the condition that qb and • in (1.2) have linearly dependent gradients 
at every point--in symbols, that Wl,(x)llV~(x) for all x. 
Ahnost by definition, all standing waves are simple in this sense. In a homogeneous 
isotropic medium, all outgoing progressive waves from a point-source of sound are also simple. 
by symmetry. From this it follows analytically that the "far field" of any localized distribution 
of acoustic sources is nearly simple, in a sense that I will make precise in Sec. 5. 
I conjecture that this is also true in inhomogeneous fluids and will discuss this conjecture 
in Sec. 6. 
In particular, I will try to relate this conjecture to the connection between "wave equations" 
like (1.1) and the "geometrical optics" of Huygens and Fresnel. I will briefly recall some of 
the literature concerning this connection in a Historical Appendix; it is very deep and still not 
well understood. Since 'ray methods' based on geometrical coustics are much easier to apply 
than numerical methods for solving wave equations like (l. 1) and (1.3), to understand this 
connection clearly is of practical as well as of general scientific interest. As will also be explained 
in Secs. 5 and 6, the connection seems to be provided by the concept of "simple" waves. 
Finally, I will comment on some modifications that must be made in the preceding models 
in order to predict realistically the attenuation, refraction, and scattering that underwater sound 
is subject o in real oceans. Thus I will comment in Sec. 7 on the problem of making realistic 
corrections to the simplified models treated in Secs. 2-6. 
2. WAVE EQUATION 
It is classic that, in a homogeneous static inviscid fluid, the propagation of sound waves 
is governed by the linear, constant-coefficient wave equation (1.1). Although (1.1) neglects 
well-known damping effects due to viscosity and heat conduction, these are far less important 
for ocean acoustics than refraction effects due to variations in sound speed c or energy absorption 
by molecular elaxation. Hence, viscosity will be ignored until Sec. 7, when all these physical 
effects can be discussed together. 
Because of the importance of wave motion in physics, it would be desirable to develop a 
cheap and general method for solving (1.1) accurately. With this goal in mind, during the years 
1972-1975, V. A. Dougalis and the author made careful comparisons of the efficiency and 
accuracy of several difference and finite element methods for integrating the hyperbolic DE 
(~tt = C2(~xx  -~" (~)yy) ,  mostly in boundary-free ( .g. periodic) domains. These comparisons were 
based both on theoretical analysis and numerical experiments; the work was continued at the 
University of Tennessee after 1975 by Prof. Dougalis, partly with the aim of developing a
package (called WAVPACK) which would solve the initial value problem for both the linear 
wave equation ~b,, = c2(d~ + ~b~.~.) and the nonlinear Burgers and Korteweg-de Vries equations, 
both including convection terms. 
The conclusions of these studies were carefully written up in V. A. Dougalis and G. 
Birkhoff, in Proc. First Int. Congress on Numerical Ship Dynamics (Edited by J. W. Schot 
and N. Salvesen), pp. 231-251. Naval Ship Research and Development Center, (1975). At the 
risk of oversimplifying the facts, I will now summarize our main conclusions as follows: 
(A) Among the many methods proposed for solving ( I. 1 ) with O(h 2) accuracy, none seemed 
more efficient han the original Courant-Friedrichs-Lewy method with maximum stable step- 
size. In R 3 this is the simple explicit eight-point formula 
n + I n n - [ 6i.j,~ = "~ ~cbi.j.k - (bi,j,k, (2.1) 
where ~b~"j.k is the sum of the six values of + at the mesh points x,+ ~.i.k, xg.i* ~.k and x~.j.k~ 
spatially adjacent o x~.j,k. (As usual, ~b,".j.~ = ~b(x,, yj, z~; t,,) = cb(ih, jh, kh; nat).) 
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(B) However, greater accuracy can be achieved by using any of several implicit formulas 
having O(h 4) accuracy discovered by Collatz, Ciment and Leventhal, and others. Unfortunately, 
these involve 27 nodal values per mesh point in R 2, and 81 in R 3. 
(C) The most effective discretizations of (1. I ) are 'reversible' (in time) and hence energy- 
conserving: they do not give rise to spurious numerical diffusion (alias "artificial viscosity"). 
(D) As a result the errors are associated exclusively with (spurious) numerical dispersion 
and numerical anisotropy. 
The recent book Fourier Analysis of Numerical Approximations of Hyperbolic Equations 
by R. Vichnevetsky and J. E. Bowles [SIAM (1982)] gives a thorough and readable study of 
these phenomena. So does the article by L. N. Trefethen in SlAM Rev. 24, 113 (1982). These 
authors lay special stress on the (spurious) difference between the group velocity and the wave 
velocity c, which arises because of this numerical dispersion. 
Although very good accuracy can be achieved in the "near field" by setting h <- h/40, 
no reasonably efficient choice of h will predict he phase reliably at a distance of 105 wavelengths 
(e.g. 10 miles through water at 10 kHz). This is true of both finite difference and finite element 
approximations, although the two (curiously enough) make errors of opposite sign. 
A model problem 
Therefore, pending the development of computers everal orders of magnitude faster and 
cheaper, it seems desirable to try out the best available methods on simple 'model problems' 
for which exact analytical solutions are known. One such problem is provided by diffraction 
around a half-plane, for which an exact solution was constructed by Sommerfeld in 1895 (Math. 
Ann. 47, 317 (1896); Proc. London Math, Soc. 28, 395 (I 897); for an outstanding exposition, 
see Ref. [1, Chap. IV]; alternatively, see Ref. [8, p. 308].) 
To approximate this on scattering from a cylinder by an initial value problem, I think the 
case of an impinging Gaussian wave packet is especially well suited to numerical methods. 
Because the wave velocity c is constant, we can assume that 
~b(x, t) = A (~ e-a~*-ko~:e2""~-c*'~ dk 
d-- (2.2) 
= A ~ e-~:~-c'~"/e 2Èik~-'-c'~ 
for t -< 0. (See [3, p. 137]. Because c is constant, Coulson's B = 0, his no = cko, and his 
n = cko ÷ c(k - ko). An alternative would be to proceed as in his Section 81, p. 130.) One 
can reduce the bandwidth k/ko = K to around 1% by setting cr = 100/k0. This makes it 
reasonable to truncate the packet outside x-ct >- 5h, where h = 2rr/ko is the wavelength. By 
this distance the amplitude of the packet has decreased by a factor of e-~0o. 
By using 40 mesh points per wavelength, which would make the packet contain about 400 
mesh lines parallel to the wave fronts, one should get an acceptably small discretization error. 
Because of partial reflection, this number will gradually increase to around 1600. After around 
4000 time steps, during which the distance traversed by the packet will be around 100h/2, or 
10/2 --= 7 packet diameters, the wave packet will have gone by the cylinder. 
In this way, after performing on the order of 10~-10 ~-' multiplications, one should obtain 
a rather complete description of the scattering of a nearly monochromatic wave packet by a 
cylinder (whose cross section could be fairly arbitrary). 
3. REDUCED WAVE EQUATION 
As is classic [cf. (1.2)], the separation of variables ~b(x; t) = ~b(x)e ick' yields the "reduced 
wave" equation (1.3) from (I. 1) for any given wave number k (and corresponding wavelength 
h = 2~r/k or frequency f = ck/2rr). Since discretizations of (1.3) eliminate the time variable, 
they involve many fewer mesh points (unknowns) than discretizations of (1.1) for given accuracy. 
However, since (1.3) is elliptic, the solution of the resulting system of linear algebraic equations 
on a given mesh may require from 10 to 100 times as many multiplications per mesh point as 
the solution of (1.1) (per time step) on the same spatial grid. This greatly reduces the gain in 
computational efficiency, especially since the coefficient matrix of the resulting equations, 
though symmetric, is not positive definite. 
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As coauthor (with Prof. R. E. Lynch of Purdue) of a recent book Numerical Solution of 
Elliptic Problems (SIAM Publication, 1984), I feel it incumbent on me to make some comments 
on methods for solving (1.3). For example, do I recommend (prefer) difference or finite element 
methods? The answer to this question is easy: In fluid mechanics neither seems generally 
superior. What about "direct" vs "iterative" methods'? My opinion is that in three dimensions, 
iterative methods are superior, but that in two dimensions with N < 104 mesh points, it makes 
little difference. Indeed, a combination of the two (e.g. preconditioned conjugate gradient) is 
often more effective than either alone. 
Actually, Lynch's and my book concentrates on (linear) source problems, and my only 
personal firsthand experience with solving the Helmholtz equation numerically dates back to 
the late 1960s. At that time George Fix and I used special finite element methods to compute 
the lowest few eigenvalues and corresponding eigenfunctions ( tanding waves) of a rhombic 
membrane. {See pp. 127-140 of S1AM-AMS Proc. [Edited by G. Birkhoff and R. S. Varga], 
Vol. II. Am. Math. Soc. (1970).} 
We did not compute the frequencies of standing sound waves, which would have required 
us to approximate normal derivatives. Still less did we tackle the more difficult scattering 
problem, of even greater interest for underwater acoustics, which would have required us also 
to approximate he Sommerfeld radiation condition, This has been discussed by C. Goldstein. 
who has written several papers on this subject (including one in Elliptic Problem Solvers. II 
(Edited by G. Birkhoff and A. Schoenstadt), pp. 233-244. Academic Press (1984)). 
Were I to work on such scattering problems, I would surely first try to improve on the 
classic analytical formulas for the scattering of plane waves by a cylinder[10, p. 265] and a 
sphere[10, p. 266]. It would be interesting to plot not only the asymptotic 'far field' power 
level as a function of direction for a given ratio h/d of wavelength to obstacle diameter but 
also the particle orbits and their phases as functions of distance and direction from the origin. 
Displaying scattered waves 
To display scattered sound waves one could draw small ellipses centered at sample grid 
points to scale, marking on each ellipse an arrowhead to show the phase and direction of motion 
at a given instant of time. Factors of (say) 4 or 10 in amplitude could be indicated by changing 
the heaviness or color of these ellipses. I think that such plots, which I have not seen in the 
literature, would help one to visualize the near field. 
Simple waves 
To understand the significance of these ellipses, recall that in a general 'separated variable' 
solution (1.2) or (1.1), we will have 
~(x; t) = qb(x) cos (ckt) + ~(x) sin (ckt), 
where • and W are solutions of the Helmhoitz DE (1.3) usually having gradients in different 
directions at most points. Correspondingly, particle orbits will be elliptical in general--linear 
or circular only on exceptional curves. The "simple" waves defined by (1.4) are those for 
which ~(x)l l~(x) for all x. 
A general description of the orbits of particles undergoing small simply harmonic oscil- 
lations can be obtained very easily as follows. By hypothesis the orbits satisfy the equation 
~x(t) = a(x) cos (kt) + b(x) sin (kt), (3.1) 
where we write the time-independent vectors a and b to the left of the scalar functions cos (kt), 
sin (kt). Each orbit is an ellipse whose apogee and perigee (principal axes) occur when (i) the 
vectors Bx and Bi = q are orthogonal or, equivalently, when (ii) II~xll 2 has a maximum or a 
minimum (i.e. is stationary). Either condition is equivalent to 
((b, b) - (a, a)) sin (kt) cos (kt) + (a, b) [cos 2 (kt) - sin-" (kt)l = O. (3.2) 
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That is, the apogee and the perigee (the principal semiaxes of the ellipse) occur at times t = 
and t = "r + 7r/2k, where 
tan (2k'r) = 2(a, a)(b, b)/((a, a) - (b, b)). (3.3) 
This equation has a unique solution in the range 0 < 2k < ~, from which the principal semiaxes 
can be computed as 
a cos (k,r) + b sin (/or), b cos (k'r) - a sin (kr), (3.4) 
where kr = ½ arctan 2(a, a){b, b)/((a, a) - {b, b)). 
4. NEUMANN CONDITIONS 
A challenging technical problem which must be faced in computing sound wave reflection 
consists of making accurate few-point difference approximations to the normal derivative Ou/On 
on the boundary of a domain. (As usual, u stands for the local pressure xcess, ~p = p - p0(x).) 
Along rigidplane boundaries, where Ou/On = O, exact boundary conditions can often be derived 
from reflection principles. But along curved cylinder boundaries, not to mention surfaces in 
three-dimensional space, this is not possible. 
After a flurry of activity around 1950, the subject has been somewhat neglected. I wish 
therefore to call attention to some recently discovered, still unpublished formulas due to Prof. 
Lynch, which approximate normal derivatives of smooth functions on general boundaries with 
O(h z) accuracy. Although they have not yet been extensively tested, they look very promising. 
For simplicity let us assume the domain of interest o be overlaid with a square mesh, which 
is usually the best procedure in solving the Helmholtz equation. 
Lynch's formulas are based on some general properties of quadratic interpolants to func- 
tions u~C 4. Given a family of geometrically similar stencils with variable diameter h > 0, 
consisting of six points not on any conic Q(x, y) = 0, there is a unique quadratic interpolant 
U(x,y) = a + bx + cy + dx 2 + 2exy + fy2 (4.1) 
satisfying U(x;, y;) = u(x;, y;) = u; for l = 1 . . . . .  6. Moreover, in the convex hull/~h of 
these points, the error made in replacing u by its interpolant will be O(h3), that made in 
replacing u by U will be O(h2), and that made in replacing any second partial derivative of u 
by the corresponding (constant) second partial derivative of U will be O(h). For all this to be 
true, it suffices that u~C 3. 
Interior points 
However, at interior points, one can say more if u~C 4, as it must be for solutions of the 
Helmholtz equation, except at comers. Namely, Ux~ and u~:,., and more generally (pUx)x and 
(pu~.),., are approximated with O(h 2) accuracy. Hence, to approximate boundary conditions also 
with O(h 2) accuracy is very worthwhile. 
To implement Lynch's idea in practice, one must consider several configurations of mesh 
line and boundary intersections. 
The case where the boundary intersects both mesh lines at the same point (therefore a mesh 
point) is very easy: Both u, and u~ can be approximated with O(h 2) accuracy by using univariate 
interpolation. In all other cases boundary mesh points will be of the form (x;, "q) or (e, y~), 
where x = x; = ih and y = yj = jh are horizontal and vertical mesh lines of the square mesh 
under consideration. We will consider only the second case, because from it the first case can 
be easily derived by the simple device of interchanging axes. Two typical configurations are 
shown in Fig. 1. 
The univariate quadratic interpolant U(x, 3)) to the values of u(0), u(P) and u(Q) ap- 
proximates ux(0) with O(h 2) accuracy. It only remains to approximate u,(0); by a translation 
we can reduce to the case 3'i = 0 without affecting u or U. The formulas become simplest if 
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Fig. 1. Boundary configurations I and II. 
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we expand in Taylor's series about P. This makes a = u(P), f = u(T)/h'-: moreover, b and 
d are then determined from u(0) and u(Q), and c and fare determined by u(R) and u(S) (where 
x = 0, since P = (0, 0)). 
The second case drawn can be handled similarly. 
5. NEARLY SIMPLE WAVES 
Sound waves are nearly simple under many circumstances. In the first place they are nearly 
simple in the 'far field' many wavelengths from a concentrated source. This can be shown (in 
a homogeneous medium) by the following formulas from classical analysis. 
Far fields 
Namely[8, p. 527; I0, p. 244], simply harmonic acoustic radiation with wave number 
to = ck from sources inside a cylinder has a pressure field expressible as a convergent series 
~p = ~ [a,, cos (m0) + b,, sin (mO)]H,,(kr)e'% 
m 
(5.1) 
In space, simply harmonic acoustic radiation produced by sources inside a sphere is given 
similarly[8, p. 508; 10, p. 233] by the expansion 
8p = ~ a,,, P~, (cos 0, sin 0) cos (nO)h,,(kr), 
m.n 
(5.2) 
In (5.1) the H m are  Hankel functions; in (5.2) the h,, are "spherical Hankel functions" j,,(kr) + 
in,,(kr). It is also classic that, at large distances, each nonzero term in the series (5.1) and (3.2) 
gives rise to predominantly radial oscillations of fluid particles. Specifically, the pressure 
gradient (which is in phase with and proportional to the particle accelerations) has a radial 
component decaying like O(r -~12) in the plane and O(r -t) in space, and its circumferential 
component decays like O(r  -3/2) in the plane and like O(r -2) in space. This is because O/Or is 
larger by a factor r than r-~O/O0 for polynomials in cos 0, sin 0 divided by powers of r. 
Multipole fields 
A related proof having interesting algebraic aspects can be given for multipole fields in 
three-dimensional space. As Poisson showed, the spherically symmetric solutions u(r, t) of the 
wave equation u,, = c2VZu in R 3 are the functions tt = r ~v(r, t), where v,, -- cZvr, It follows 
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that v = f ( r  + ct) + g(r - ct), whence outgoing simply harmonic spherical waves have 
pressure fields with distributions ~Apt(r, t) + 8Bp2(r, t), where 
and 
~Pl = ( l /r)  [cos (kr) cos (tot) + sin (kr) sin (tot)], 
bP2 = (l/r)[sin (kr) cos (tot) - cos (kr) sin (tot)]. 
(5.3) 
(5.3') 
Almost by definition, multipole fields are obtained from these simple acoustic poles by taking 
spatial partial derivatives. 
For example, the axial dipole field associated with (5.3') has the pressure distribution 
where 
~p =dp (x) cos (tot) + ~(X) sin (tot), (5.4) 
cb = (z/r z) [k cos (kr) - ( l / r)  sin (kr)], (5.4') 
= (z/r 2) [k sin (kr) + ( l / r)  cos (kr)]. (5.4") 
and 
(As in customary, we take the z-axis to be the axis of the dipole.) Note that the first term in 
each of (5.4')-(5.4") is kr = 2~rr/h times the second term, where h = k/2qr is the wavelength. 
This is a special case of the following general result. 
LEMMA ~-COS.~ (kr) 
formAny ruth partial derivative of (1/r) l sin j is a sum of a finite number of terms of the 
~k, , _ jp , / r j+ ,  ~cos~ (kr) = k"~ Pj ~'cos'~ 
j=0 / [.sin j --r j=0 (-krr~ [.sin j (kr), 
(5.5) 
where the Pj are polynomials in x/r, y/r, z/r (spherical harmonics). 
Proof. The proof (by induction on m) is straightforward if one notes that Or/Ox = x/r, 
Or/Oy = y/r, Or/Oz = z/r. The dominant erm in (5.5) is obtained by setting j = 0, giving 
clearly 
- -  Po (x/r, v/r ,  z / r )  (kr) 1 + 0 . 
r " I. sin j 
(5.6) 
The term h/r appears in (5.6) because multipole distributions have zero diameter. 
Doublet 
The preceding case should be contrasted with that of a 'doubler--e.g. two equal sources 
at a finite distance d apart. In that case the relevant ratio is the distance between the sources 
divided by the distance from them. Clearly, particle oscillations will only be linear where the 
waves from the two sources are in phase or 180 ° out of phase (or on the line through them). 
Even when they are in phase, the amplitudes and directions of particle orbits have an 
interesting pattern that I have not seen displayed in the acoustic literature, Denoting the source 
locations by S and S', the amplitudes are very small [O(r -3/2) in the plane and O(r -2) in space] 
on the hyperbolas (hyperboloids in space), where ]d(P, S) - d(P, S')I = (n + ½)L n an 
integer. Elsewhere, the orbits are asymptotically radial and much larger [O(r-1"2) or O(r- ')] .  
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When the sources are 180 ° out of phase, the field approximates that of an acoustic dipole 
when the distance d(S, S')  ~ h. But if d(S, S') > 5 tsay), then we again have a "'simple" 
sound field whose (linear) particle orbits have small amplitudes on the hyperbolas d(P. S) - 
d (P ,S ' )  = nforn  = 1 ,2 ,3 ,4 ,5 .  
The particle orbit pattern is most interesting when the two equal sources are 90 ° out of 
phase. In that case all orbits are elliptical, and the hyperbolas of maximum and minimum 
amplitudes occur when Id(P, S) - d(P, S')I = (n + 1)h and (n - ½)h. respectively, where 
n = O, ±1,  ±2 . . . . .  [h/d]. 
Reflection from smooth surfaces 
When simple waves are reflected by surfaces whose tangent plane changes only slightly 
in a wavelength, the reflected wave will also be nearly simple. 
Eikonal function 
Finally, it is easy to verify that the Sommerfeld-Runge attempt o rationalize ray theory 
in the context of the wave equation essentially assumes that waves are simple. In their ap- 
proach[4, pp. 10-14] pressure variations are assumed to be of the form 
p = A(x,  y, z) e ik°sl~'~':l. (5.7) 
Sommerfeld and Runge[15] (developing an idea of Debye) had optics in mind. In the acoustic 
analogy the surfaces S = const. (the 'wave surfaces') are the isobars: as in the optical case, 
the 'rays' normal to these surfaces are straight lines in homogeneous media. (See Sommerfeld's 
Optics, Section 35, for a fuller description of the underlying idea, assumed to be applicable in 
the limiting case of very large k.) Sommerfeld's "eikonal" theory, intended as an improvement 
of Fresnel's diffraction theory, has been widely applied to wave problems--by Schrodinger. 
for example, in developing his formulation of quantum mechanics. [See pp. 13-18 of Schro- 
dinger's Collected Papers on Wave Mechanics. Chelsea (1982).] It would be desirable to have 
a simpler, clearer, and more quantitative understanding of its validity. 
In this connection see Hadamard's survey paper in Bull. Soc. Math. France 52, 6 l 0 (1924), 
where attention is called to a historical review by Poincar6 and to P. Duhem's Hydrodynamique, 
Elastic#d, Acoustique, which "suffices to show how delicate the question is" (Hadamard). 
6. SIMPLE WAVES AND RAY THEORY 
The definition of a "simple" sound wave packet has many interesting implications. Most 
fascinating among these is its close connection with "ray theory," a connection which I will 
indicate next. 
Since all particle orbits of a "simple" wave packet are linear, the direction of the local 
pressure gradient at any point must be time independent. Therefore, if we define an "acoustic 
ray' to be a line (straight or curved) that is tangent o this pressure gradient hroughout its 
length, then the isobars (surfaces of constant instantaneous pressure) must cut these acoustic 
rays orthogonally. This implies the following result. 
THEOREM 1 
The family of instantaneous isobars of any simply harmonic "simple" sound field forms 
a one-parameter family of surfaces orthogonal to the two-parameter family of acoustic rays. 
In two dimensions (the case of cylindrical waves) the isobars and acoustic rays form 
similarly two time-independent, orthogonal families of curves. 
It seems to be to "simple" sound wave packets that the Sommert'eld-Runge ray theory, 
designed for optics (and involving the 'eikonal' function), is applicable. If we define the 
"acoustic distance" along a ray by the usual formula, 
f f"s f n(x) ds = c-~x) = dt, (6.1) 
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where n(x) = n(kx) is the index of refraction, then for the waves in adjacent tubes to stay 'in 
phase,' the surfaces of constant phase, S = So, must coincide with isobars--i.e, be surfaces 
of constant pressure. It is for this reason that simply harmonic acoustic waves must travel 
along 'acoustic rays.' Note incidentally that these rays are independent of the frequency f = 
to/2rr. 
Inhomogeneous fluids 
Note that the discussion of this section nowhere assumes homogeneity: It is applicable to 
sound waves (of 'infinitesimal mplitude') in any elastic fluid. Most models used in underwater 
acoustics treat the ocean as such a fluid, whose density p and 'stiffness' pc 2 = p(dp/dp) can 
vary with position x (because of variations in temperature and hydrostatic pressure). 
In such a fluid define a (generally curvilinear) acoustic radiation tube to be an infinitesimal 
thin tube consisting of nearly adjacent acoustic rays. The rate of acoustic energy transmission 
per unit cross-sectional rea and time through the tube will be AB = pcA 2. On the other hand, 
the time-averaged nergy per unit volume (half of it kinetic) is proportional to pA -~. Since it is 
being propagated through the tube with speed c[5], we confirm that the rate of acoustic energy 
transmission is 9cA 2 (per unit cross-sectional rea). 
Finally, by the principle of energy conservation, since no energy is transmitted across the 
tube walls (zero viscosity), the rate of acoustic energy transmission in each tube must be 
independent of the 'acoustic radius' S. But this rate is fcA2dot, where da is the (infinitesimal) 
cross-sectional rea of the tube. 
By checking the consistency of the preceding conditions, we can determine how generally 
one can expect "simple" acoustic radiation to be produced by a point-source in an inhomo- 
geneous elastic fluid. 
7. CONCLUSIONS 
We have seen in Secs. 2-6  that the accurate treatment of standard models of underwater 
sound propagation, by numerical or analytical methods, leads to many interesting mathematical 
problems. The deepest such problems concern the applicability of the "principles" of Huygens 
and Fresnel. These problems have a long history, a few high points of which will be reviewed 
briefly in the Appendix. 
Actually, Secs. 2-5 were devoted to the simplest (and, hence, mathematically most at- 
tractive) model of all: vibrations of 'infinitesimal mplitude' in a homogeneous elastic fluid. In 
such a fluid, sound propagation is governed by the wave equation (1.1), whose accurate nu- 
merical solution was therefore the main concern of this report. 
In Sec. 6 a hasty look was taken at the important refraction effects due to (mostly vertical) 
variations in temperature and hydrostatic pressure. The consideration of these leads to the 
somewhat more realistic model of a horizontally stratified ocean. However, as was pointed out 
by Tappert[6], even this model (and the 'normal mode' expansions based on it) is not realistic 
enough, and one should replace it by a different 'standard' (or preferably still another 'range 
refraction') parabolic equation [see Chaps. 5 and 6 of NUSC Technical Document 7145, Recent 
Progress in the Development and Application of the Parabolic Wave Equation (Edited by Paul 
D. Scully-Power and Ding Lee) (1984)]. Moreover, the derivations of these rely implicitly on 
"'ray theory" concepts imilar to those discussed in [6] and in the Appendix which are still not 
clearly correlated with the wave equation. To make this connection mathematically rigorous 
will clearly require great mathematical insight and skill. 
Physical realisnt 
In addition, more complicated mathematical models must be treated if numerical ocean 
acoustics is to successfully replace empiricism. Clearly, a fully realistic model should take into 
account several physical effects neglected in the "'elastic fluid" model. These are of three very 
different kinds: damping effects, finite amplitude ffects, and two-phase ffects. I shall discuss 
each of them. very briefly, in turn. 
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Damping 
The most commonly referred to cause of energy dissipation (or "'damping") is viscosin'. 
whose influence is typically augmented by turbulence ("eddy viscosity"). In air and other gases 
these are probably the main causes of sound absorption--although heat conduction is equally 
important when sound is propagated through tubes[8, pp. 359-360]. 
However, in seawater, molecular relaxation may attenuate sound wave orders of magnitude 
more rapidly (see [1 I, p. 28]). Thus, in the 1-100 kHz range the rate of sound dissipation in 
seawater is 100 times as great as in fresh water, the difference being attributable to magnesium 
sulfate in solution[ 12, pp. 54-55]. An appreciation of the complexity of the factors influencing 
sound attenuation i  real oceans can be had by reading [11, Chaps. 5-7]: this will also give 
valuable historical perspective. 
Finite amplitude ffects 
In the very "near field" around a concentrated source of sound, the "small oscillation' 
linearization of Lagrange's Mecanique Analytique may well become a poor approximation of 
reality. Thus, the sound field produced by a violin string is surely very complicated; nobody 
has yet given an adequate mathematical description of it, although the vibration of the string 
alone was analyzed fruitfully by Rayleigh himself in a famous paper. 
Rayleigh was also the first to construct a mathematical model of "acoustic streaming", 
probably the most important single finite amplitude ffect of underwater acoustics. In Chapter 
29 of his Theory of Sound he treated the simplest case, that of progressive waves travelling 
down a "Kundt tube". A model for the streaming field in the neighborhood of an oscillating 
cylinder has since been constructed by Holtzmark et al. [J. Acoust. Soc. Am. 26, 26 (1954): 
see Chapter X of R. T. Beyer, Nonlinear Acoustics. U.S. Navy Dept. (1974), for further 
discussion and references]. This model takes into account he sensitive phenomenon of flow 
separation, the exact prediction of which constitutes still another difficult mathematical problem. 
Two-phase ffects 
Ocean acoustics also involves two kinds of two-phase ffects: those associated with the 
presence of gas nuclei and dissolved gas (air) in water, and those associated with cavitation. 
The importance of gas nuclei and bubbles is illustrated ramatically by the fact that an air 
content of 0.01% (by weight) lowers the speed of sound by 40% [A. B. Wood, A Textbook of 
Sound, 3d ed., p. 362 (1955); see pp. 356 and 369 for further empirical facts whose quantitative 
explanation leads to other mathematical problems). As is also well known, a much smaller air 
content also greatly lowers the threshold for the onset of cavitation. Like the other nonlinear 
effects touched on this section, cavitation is primarily important in the "'near field" of a 
transducer or other sound-producing source. 
Cavitation is one of the main concerns of my book with E. F. Zarantonello Jets, Wakes. 
and Cavities, Academic Press (1957), which took more than five years to write. (See especially 
pp. 314-328 for miscellaneous phenomena of "real physics", whose mathematical prediction 
offers further challenges. Acoustic cavitation is also the subject of Chapter 8 in Beyer, op. tit. ) 
Therefore, this seems a good place at which to stop. 
HISTORICAL APPENDIX 
The idea that acoustic, optical and electromagnetic phenomena can be accurately and reliably 
predicted by solving the wave equation (1.1) mathematically is a bold and imaginative one. 
The 'peaceful coexistence' today of wave and corpuscular models follows three turbulent cen- 
turies of philosophical debate in which quantum theory finally produced new orientations. 
However, particle models seem more relevant for optical and X-ray phenomena than for acous- 
tics. Hence, although "'phonons" may be relevant, i shall say no more about particle models 
here. 
Solving (1.1) mathematically for general initial and boundary conditions has required 
enormous imagination and skill. Indeed. the path of progress has been uneven, and 1 thought 
it of interest o recall some classic mysteries. 
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Most relevant for acoustics is the connection between the wave equation (1.1) and the 
ideas of Huygens and Fresnel. In three dimensions the connection seems fairly clear. This is 
because by using 'retarded potentials' or Kirchhoff's formulas, all effects of the local 'state' 
at any point are propagated radially with speed c. After a time interval T they are confined to 
a thin spherical shell of radius cT having the origin of the disturbance as center. 
Hadamard's Lecons sur la propagation des ondes of 1892 says little or nothing about this 
connection. But by 1922, Hadamard was emphasizing "Huygens' minor premise", which he 
interpreted as the assertion that waves originating in a small neighborhood propagate outward 
in a thin shell, behind which no effect remains. [See also Bull. Soc. Math. France 52, 610 
(1924).] In Ref. [4, p. 177) he showed that "Huygens' minor premise (B) holds for no phe- 
nomenon governed by a linear partial differential equation of the second order with an odd 
number of independent variables," such as the wave equation u,, = c2(ux~ + u~.~.) in two space 
variables. Thus (see [ 1, p. 47]), if a thin cylinder Irl < ~ is compressed statically in an otherwise 
uniform fluid and then released suddenly, an expansion wave propagates radially behind a sharp 
front whose radius is cT = C after time T, followed by a long 'tail.' 
It would be very interesting to make precise quantitative analytical and numerical com- 
putations to determine the magnitude and importance of this tail! It would also be desirable to 
know more about the validity of Huygens' minor premise in nonhomogeneous elastic fluids. A 
major forward step in showing this was taken in 1939 by M. Matthison (Acta Math. 71,249-  
282), who showed that the one- and three-dimensional wave equations (and others equivalent 
to them by some coordinate transformation) are very likely unique in having this property. [See 
Hadamard in Ann. of Math. 43(2), 510 (1942) for a readable summary.] 
Other mathematical questions concern the extension to general odd dimensions, even in a 
homogeneous fluid, of Huygens' minor premise. Formulas (6.38) and (6.39) of Paul Garabe- 
dian's Partial Differential Equations, pp. 196-197, seem to provide such an extension, in 
principle. However, to develop effective computational gorithms from these formulas eems 
a challenging promise. 
In this domain another elevant reference is Weinstein's article on pp. 137-148 of Wave 
Equations and Vibration Theory (Edited by A. E. Heins), Proc. V Symp. Appl. Math., Am. 
Math. Soc. (1954). His formulas (3) and (4), if t is replaced by r and x by t, give a classic 
basis for obtaining solutions of ut, = Urr + (k/r)Ur for k + 2 and 2 - k from solutions for 
given k. 
in 1940 Marcel Riesz gave an alternative analytical treatment of the fundamental solution, 
which makes "all the difficulties of Hadarnard's method isappear."[ 1, p. 57]. More generally, 
Ref. [1, pp. 54-66] contains a very readable summary of what Riesz accomplished. Unfor- 
tunately, to justify his method (which is based on integrals of fractional order) required 223 
pages of formal manipulation. Moreover, Riesz's method, like Hadamard's, fails to yield 
Kirchhoff's sharper three-dimensional integral formulas (and hence Huygens' minor premise) 
as a special case. It would surely be desirable to find a simpler method for computing solutions 
of u,, = c -~ [u~ + u~,]. 
Diffraction 
The diffraction problem of 'scattering' by an obstacle is much harder to treat than the 
propagation problem in empty space, and many attempts to solve it have been only moderately 
successful. I quote from[l]: 
We have just seen that the formulae of Kirchhoff and of Larmor and Tedone 
are equivalent, in that both express the components of the electric and magnetic 
vectors as integrals over a closed surface; the two formulae differ by a quantity 
which vanishes in virtue of Green's theorem. In the application to diffraction prob- 
lems. integration is not over a closed surface but over a cap bridging the gap in the 
diffracting body: an application of Stokes's theorem shows that in this case the two 
formulae give different results. The question arises. 'Which is the correct formula 
to apply to diffraction problems?" It turns out that neither is suitable: for the vectors 
d and 17 given by either formula when S is not a closed surface do not satisfy 
Maxwell's equations. 
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A satisfactory theory of diffraction around half-planes and wedges was developed by 
Sommerfeld in the 1890s (see [1, p. 132] for references) by adroit use of multiple reflections. 
For the case of sound waves, improved versions were derived by Magnus and Copson in 1940- 
1941; for the final formulas see [1, pp. 176-177]. Surprisingly (to me), even Sommerfeld's 
approach seems to be unsatisfactory for light impinging on a black screen; see [1, p. 152]. 
Many of the mathematical difficulties involved in the preceding theories stem from the 
need to match both electrical and magnetic vector fields. Solutions should be much easier to 
derive in the acoustic case, because acoustic waves are completely described by a single scalar 
pressure field. I hope that this greater simplicity will enable some able and ambitious young 
mathematician to solve the general problem of acoustic scattering rigorously, including a de- 
termination of the (generally elliptical) particle orbits involved. 
Acknowledgement--The author wishes to thank Lloyd N. Trefethen, Jr. for valuable criticism of an earlier draft of this 
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