























































































































































































































































































































































ߜ௜ ൌ ൜1, ݂݅	ݐ݄݁	݁ݒ݁݊ݐ	ݓܽݏ	݋ܾݏ݁ݎݒ݁݀	ሺ ௜ܶ
∗ ൑ ܥ௜ሻ


































































































































































































































































































































































































































































ݕ௜ሺ݅ ൌ 1, 2, … , ݊ሻ and ݌ ൈ 1 vector ࢞௜ of covariates are measured once for the ݅௧௛ individual. In 
contrast, longitudinal data are comprised of repeated observations ݕ௜௝ሺ݅ ൌ 1, 2, … , ݊; ݆ ൌ
20 
 

























      Let ݕ௜௝ indicate the response variable of the ݅௧௛ person ሺ݅ ൌ 1, 2, … , ݊ሻ for the ݆௧௛ 
































	 , ݅ ൌ 1, 2, … , ݊,																																		 
where ࢞௜௝ᇱ  indicates the transpose of ࢞௜௝. The matrix  ௜ܺ has the form (Fitzmaurice et al., 2011): 
௜ܺ ൌ ൦
ݔ௜ଵଵ ݔ௜ଵଶ … ݔ௜ଵ௣

















































࢟௜ ൌ ௜ܺࢼ ൅ ܼ௜࢈௜ ൅ ࢿ௜,																																																																												ሺ3.1ሻ 
where 





ܼ௜ is a ሺ݉௜ ൈ ݍሻ	known design matrix corresponding to random effects ࢈௜, with ݍ	 ൑ ݌, and  












ܧ ൤࢈௜ࢿ௜ ൨ ൌ ቂ
0
0ቃ , ܸܽݎ ൤




that ܴ௜ represents the diagonal matrix,	ߪଶܫ௠೔, with an ݉௜ ൈ ݉௜ identity matrix, ܫ௠೔  (Fitzmaurice 
et al., 2011). The covariance of ࢟௜ is, therefore (Fitzmaurice et al., 2011), 
ܥ݋ݒሺ࢟௜ሻ ≡ ௜ܸ ൌ ܥ݋ݒሺܼ௜࢈௜ሻ ൅ ܥ݋ݒሺࢿ௜ሻ														 










































where ࣂ indicates the vector of all parameters divided into the subvectors ࣂᇱ  ൌ ሺߚᇱ, ߪଶ, ߠ௕ᇱ ሻ, 




























































































(pdf) ݂ሺݐሻ and cumulative distribution function (cdf)	ܨሺݐሻ ൌ ܲሺܶ∗ ൑ ݐሻ (Pintilie, 2006). Then 
the survival function ܵሺݐሻ is defined as the probability that the event occurs after time	ݐ 
(Pintilie, 2006): 






 When ݐ ൌ 0, ܵሺݐሻ ൌ ܵሺ0ሻ ൌ 1 







ܲሺݐ ൏ ܶ∗ ൑ ݐ ൅ ߜݐ|ܶ∗ ൐ ݐሻ
ߜݐ ሽ	, ݐ ൐ 0 
ൌ limఋ௧→଴ሼ
ܲሺݐ ൏ ܶ∗ ൑ ݐ ൅ ߜݐሻ




ܨሺݐ ൅ ߜݐሻ െ ܨሺݐሻ











݄ሺݐሻ ൌ െ ߜߜݐ log൫ܵሺݐሻ൯																									 
	ܪሺݐሻ ൌ െ log൫ܵሺݐሻ൯																																 
																																													ܵሺݐሻ ൌ exp൫െܪሺݐሻ൯																																																															ሺ3.7ሻ 











ߜ௜ ൌ ቊ1, ݂݅	݅
௧௛ݏݑܾ݆݁ܿݐ	݁ݔ݌݁ݎ݅݁݊ܿ݁݀	ݐ݄݁	݁ݒ݁݊ݐ	ሺ ௜ܶ∗ ൑ ܥ௜ሻ
0,																								݂݅	݅௧௛ݏݑܾ݆݁ܿݐ		ݓܽݏ	ܿ݁݊ݏ݋ݎ݁݀	ሺ ௜ܶ∗ ൐ ܥ௜ሻ  
Then the observed time for the	݅௧௛subject is (Rizopoulos, 2012) 
௜ܶ ൌ minሺ ௜ܶ∗, ܥ௜ሻ. 
In the analysis of survival data, our objective is to estimate the characteristics of the 











      Suppose ݐଵ,	ݐଶ, . . . , ݐ௡	be the observed survival times for ݊ subjects (Collett, 2003). The 
observed survival time may be same for some subjects. Consider that ݎ subjects experienced 










	݊௚ indicates the number of subjects who are alive just before time	ݐሺ௚ሻ ሺ݃ ൌ 1, 2, … , ݎሻ and are 
about to fail at this time, 
	݀௚ indicates the number who fail at time	ݐሺ௚ሻ, 























																															݄௜ሺݐ|ࢇ௜ሻ ൌ ݄଴ሺݐሻ expሼࢽᇱࢇ௜ሽ, 																																																					ሺ3.9ሻ 
where 
݄଴ሺݐሻ is the unspecified baseline hazard or baseline risk function, 











































      Suppose ݐଵ, ݐଶ, . . . , ݐ௡	are the observed survival times for ݊ individuals and ߜ௜ indicates the 
event indicator such that	ߜ௜ ൌ 0, if the ݅௧௛ survival time	ݐ௜, ݅ ൌ 1, 2, … , ݊,	is right‐ censored, and 
	ߜ௜ ൌ 1, otherwise (Collett, 2003). The likelihood function in equation (3.10) can be written in 
the following form (Collett, 2003): 































































ܫ௘ሺݐሻ ൌ ܨ௘ሺݐሻ ൌ ܲሺܶ∗ ൑ ݐ, ܦ ൌ ݁ሻ.	 
      The probability that a failure of any cause occurs until time	ݐ is called the overall distribution 
function and is equal to the sum of the CIFs, for all causes (Pintilie, 2006): 













ܲሺݐ ൑ ܶ∗ ൏ ݐ ൅ ߜݐ, ܦ ൌ ݁|ܶ∗ ൒ ݐሻ
ߜݐ ሽ, ݁ ൌ 1,… , ܭ																														ሺ3.13ሻ 
ൌ limఋ௧→଴ሼ
ܲሺݐ ൑ ܶ∗ ൏ ݐ ൅ ߜݐ, ܦ ൌ ݁ሻ
ߜݐܲሺܶ∗ ൒ ݐሻ ሽ																																																																										 
ൌ ሼܲሺܶ∗ ൒ ݐሻሽିଵ limఋ௧→଴ሼ






















































































ܲሾݐ ൑ ܶ∗ ൏ ݐ ൅ ߜݐ, ܦ ൌ ݁|ܶ∗ ൒ ݐ	 ∪ 	ሺܶ∗ ൏ ݐ ∩ ܦ ് ݁ሻሿ
ߜݐ ሽ		 
																																	ൌ ௘݂ሺݐሻ1 െ ܨ௘ሺݐሻ ൌ െ
݈݀݋݃ሼ1 െ ܨ௘ሺݐሻሽ
݀ݐ , ݁ ൌ 1,… , ܭ																																ሺ3.16ሻ 
The equation (3.16) provides the CIF as: 
                   ܨ௘ሺݐሻ ൌ 1 െ exp ቄെ׬ ݄௘∗ሺݑሻ௧଴ ݀ݑቅ.	 
      For the subdistribution hazard, Fine and Gray (1999) suggested a Cox‐type semiparametric 
proportional hazards model of the form (Bakoyannis and Touloumi, 2010; Scrucca et al., 2010):  




















































indicates the potential censoring time, ߜ௜ ൌ ܫሺ ௜ܶ∗ ൑ ܥ௜ሻ indicates the event indicator with ߜ௜ ൌ
0 when event time is right censored and ߜ௜ ൌ 1 otherwise (Rizopoulos, 2012; Wu et al., 2012). 











݄௜ሺݐ	| ௜ࣧሺݐሻ, 	ࢇ௜ሻ ൌ limఋ௧→଴ሼ
ܲሾݐ ൑ ௜ܶ∗ ൏ ݐ ൅ ߜݐ| ௜ܶ∗ ൒ ݐ, ௜ࣧሺݐሻ, 	ࢇ௜ሿ	
ߜݐ ሽ 
																																																							ൌ ݄଴ሺݐሻ expሼࢽ′ࢇ௜ ൅ ߙ݉௜ሺݐሻሽ , ݐ ൐ 0.																							ሺ3.19ሻ 











௜ܵሺݐ| ௜ࣧሺݐሻ, 	ܽ௜ሻ ൌ Prሺ ௜ܶ∗ ൐ ݐ	| ௜ࣧሺݐሻ, 	ࢇ௜ሻ																																																																		 













ݕ௜௝ ൌ ሼݕ௜൫ݐ௜௝൯, ݆ ൌ 1,2, … ,݉௜ሽ of ݅௧௛ subject (Rizopoulos, 2012). I shall emphasize the normally 
distributed longitudinal outcomes and use a linear mixed effects (LME) model (Laird and Ware, 
1982). With similar notations used in Section 3.2.2.1, we can write (Rizopoulos, 2012): 
ݕ௜ሺݐሻ ൌ ࢞௜ᇱሺݐሻࢼ ൅ ࢠ௜ᇱሺݐሻ࢈௜ ൅ ߝ௜ሺݐሻ																																																																									 
47 
 
																							ൌ ݉௜ሺݐሻ ൅ ߝ௜ሺݐሻ,																																																																																													ሺ3.20ሻ 
݉௜ሺݐሻ ൌ ࢞௜ᇱሺݐሻࢼ ൅ ࢠ௜ᇱሺݐሻ࢈௜,																																																																																							 




































































݂ሺ ௜ܶ, ߜ௜, 	࢟௜|࢈௜; ࣂሻ ൌ ݂ሺ ௜ܶ, ߜ௜	|࢈௜; ࣂሻ݂ሺ	࢟௜|࢈௜; ࣂሻ,																																					ሺ3.21ሻ	 
and  




where 	࢟௜ indicates the 	݉௜ ൈ 1	vector of longitudinal outcomes for the ݅௧௛ subject and ࣂ ൌ
















The conditional density of the survival part ݂ሺ ௜ܶ, ߜ௜|࢈௜; ࣂ௧, ࢼሻ can be written as (Rizopoulos, 
2012; Wulfsohn and Tsiatis, 1997): 
݂ሺ ௜ܶ, ߜ௜|࢈௜; ࣂ௧, ࢼሻ ൌ ݄௜ሺ ௜ܶ	|	ܯ௜ሺ ௜ܶሻ; ࣂ௧, ࢼሻఋ೔ ௜ܵሺ ௜ܶ	|	ܯ௜ሺ ௜ܶሻ; ࣂ௧, ࢼሻ
















												ൌ ሺ2ߨߪଶሻି௠೔ଶ exp	ሼെ||࢟௜ െ ࢞௜ࢼ െ ࢠ௜࢈௜||ଶ/2ߪଶሽ 
                                                              ൈ ሺ2ߨሻି௤್/ଶ|ܩ|ିଵ/ଶ expሺെ࢈௜ᇱܩିଵ࢈௜/2ሻ 












































ܳሺࣂ|ࣂሺ௜௖ሻ ൌ ܧ൛݈݋݂݃ሺ࢟; ࣂሻ|	࢟௢; ࣂሺ௜௖ሻൟ																																																																														 











݄௜ሺݐሻ ൌ ݄଴ሺݐሻ expሾࢽ′ࢇ௜ ൅ ߙሼ࢞௜ᇱሺݐሻࢼ ൅ ࢠ௜ᇱሺݐሻ࢈௜ሽሿ,																																																		 
	ݕ௜ሺݐሻ 	ൌ ࢞௜ᇱሺݐሻࢼ ൅ ࢠ௜ᇱሺݐሻ࢈௜ ൅ ߝ௜ሺݐሻ,																																																																														 
࢈௜~ܰሺ0, ܩሻ, ߝ௜ሺݐሻ~ܰሺ0, ߪଶሻ,																																																 














ൌ ෍න൛݈݋݂݃ሺ ௜ܶ, 	ߜ௜	|	࢈௜; 	ࣂ௧, ࢼሻ ൅ ݈݋݂݃ሺ	ݕ௜	|	࢈௜; 	ࣂ࢟ሻ ൅ ݈݋݂݃ሺ	࢈௜; 	ࣂ௕ሻൟ
௜
 









ߪොଶ ൌ ∑ ׬ሺ࢟௜ െ ௜ܺࢼ െ ܼ௜࢈௜ሻ
ᇱ௜ ሺ࢟௜ െ ௜ܺࢼ െ ܼ௜࢈௜ሻ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሻ݀࢈௜
ܰ  
							ൌ ∑ ሺ࢟௜ െ ௜ܺࢼሻ
ᇱሺ௜ ࢟௜ െ ௜ܺࢼ െ 2ܼ௜࢈෩௜ሻ ൅ ݐݎܽܿ݁ሺܼ௜ᇱܼ௜ݒ࢈෪௜ሻ ൅ ࢈෩௜ᇱܼ௜ᇱܼ௜࢈෩௜
ܰ ,	 






 ܰ ൌ ∑ ݉௜,௡௜ୀଵ  the total number of observations in the study, 
	࢈෩ ௜ ൌ ܧሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜;	ࣂሺ௜௧ሻሻ ൌ ׬࢈௜ ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሺ௜௧ሻሻ݀࢈௜, ݒ࢈෪௜ ൌ
ܸܽݎ݅ܽ݊ܿ݁ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሺ௜௧ሻሻ ൌ ׬ሺ	࢈௜ െ 	࢈෩ ௜ሻଶ ݂ሺ	࢈௜	|	 ௜ܶ , 	ߜ௜, 	࢟௜; 	ࣂሺ௜௧ሻሻ݀࢈௜.  
The solutions of ࢼ and the parameters in the survival submodel ࣂ௧ are obtained by Newton‐
Raphson update such that (Rizopoulos, 2012) 













ܵሺࢼሻ ൌ 	∑ ௜ܺ
ᇱ௜ ൛࢟௜ െ ௜ܺࢼ െ ܼ௜࢈෩௜ൟ




ሺݏሻߙ࢞௜ሺݏሻ expሾߙሼ࢞௜ᇱሺݏሻࢼ ൅ ࢠ௜ᇱሺݏሻܾ௜ሽሿ																																							 























































































































































































































































































































































































































ටܥܦ4 ൅௜௝ൌ ߚ଴ ൅ ߚଵݔଵ௜ ൅	ܾ଴௜ ൅ ܾଵ௜ܶ݅݉݁௜௝ ൅ ߝ௜௝,																																																															ሺ4.1ሻ 
where ඥܥܦ4 ൅௜௝ indicates the square root of the ݆௧௛ CD4+ counts measurement on the ݅௧௛ 
































































































݄௜ଵሺݐሻ ൌ ݄ଵ଴ሺݐሻ expሺߛଵଵ ∗ ܽ௜ሻ																																																				ሺ4.3ሻ 






















Estimate(SEa)  HRb (95% CIc)  Estimate(SEa)  HRb (95% CIc) 
MSM 
 
1.12 (0.55)  3.07 (1.04, 9.06)*  ‐0.63 (0.18)  0.53 (0.37, 0.76)* 
Age at diagnosis 
 
0.05 (0.02)  1.05 (1.02, 1.09)*  0.01 (0.01)  1.01 (1.00, 1.03) 
Gender(Male)$ 
 
    ‐0.62 (0.20)  0.54 (0.37, 0.79)* 
White ethnicity 
 
0.53 (0.46)  1.70 (0.69, 4.16)  ‐0.29 (0.18)  0.75 (0.53, 1.07) 
Ever ARV 
 














݄௜ଵሺݐሻ ൌ ݄ଵ଴ሺݐሻ expሺߛଵଵܯܵܯ௜ ൅ ߛଵଶܣ݃݁௜ሻ																																																ሺ4.5ሻ 











Estimate(S.E.)  HR (95% CI)  Estimate(S.E.)  HR (95% CI) 
MSM 
 
1.06 (0.55)  2.89 (0.98, 8.56)  ‐0.65 (0.18)  0.52 (0.37, 0.75)* 














Estimate(S.E.)  HR (95% CI)  Estimate(S.E.)  HR (95% CI) 
MSM 
 
1.15 (0.55)  3.17 (1.07, 9.39)*  ‐0.64 (0.18)  0.53 (0.37, 0.75)* 
Age at diagnosis 
 
0.05 (0.01)  1.05 (1.02, 1.08)*  0.01 (0.01)  1.01 (1.00, 1.03) 
Gender (Male)$ 
 
    ‐0.64 (0.19)  0.53 (0.36, 0.77)* 
White ethnicity 
 
0.55 (0.45)  1.73 (0.71, 4.21)  ‐0.29 (0.18)  0.75 (0.53, 1.06) 
Ever ARV 
 



















Covariates  Estimate(S.E.)  HR (95% CI)  Estimate(S.E.)  HR (95% CI) 
MSM  1.10 (0.55)  3.00 (1.02, 8.86)*  ‐0.66 (0.18)  0.52 (0.36, 0.73)* 





























































݄௜ଵሺݐሻ ൌ ݄ଵ଴ሺݐሻ݁ݔ݌൛ߛଵଵܯܵܯ௜ ൅ ߛଵଶܣ݃݁௜
൅ ߙ൫ߚଵ଴ ൅ ߚଵଵܯܵܯ௜ ൅ ߚଵଶܣ݃݁௜ ൅ ߚଵଷܶ݅݉݁௜௝ ൅ ܾଵ଴௜ ൅ ܾଵଵ௜ܶ݅݉݁௜௝൯ൟ,				ሺ4.8ሻ 
݄௜ଶሺݐሻ ൌ ݄ଶ଴ሺݐሻ݁ݔ݌൛ߛଶଵܯܵܯ௜ ൅ ߛଶଶܣ݃݁௜















































Estimate(SE)  p‐value  Estimate(SE)  p‐value 
Intercept 
 
19.54 (0.25)  <0.0001  16.78 (0.23)  <0.0001 
Time 
 
0.73 (0.02)  <0.0001  0.72 (0.03)  <0.0001 
MSM 
 
1.09 (0.16)  <0.0001  1.08 (0.14)  <0.0001 
Age at diagnosis 
 
‐0.07 (0.01)  <0.0001  0.03 (0.01)  <0.0001 
Survival submodel 
 
Estimate(SE)  HR (95% CI)  Estimate(SE)  HR (95% CI) 
MSM 
 
1.51 (0.56)   4.52 (1.51, 13.52)*  1.56 (0.57)   4.76 (1.54, 14.72)* 
Age at diagnosis 
 
0.05 (0.01)   1.05 (1.02, 1.08)*  0.05 (0.01)   1.05 (1.02, 1.08)* 
Association 
 

























Estimate(SE)  p‐value  Estimate(SE)  P‐value 
Intercept 
 
19.56 (0.25)  <0.0001  19.61 (0.22)  <0.0001 
Time 
 
0.72 (0.02)  <0.0001  0.71 (0.02)  <0.0001 
MSM 
 
1.10 (0.15)  <0.0001  1.18 (0.11)  <0.0001 
Age at diagnosis 
 
‐0.07 (0.01)  <0.0001  ‐0.07 (0.005)  <0.0001 
Survival sub model 
 
Estimate(SE)  HR (95% CI)  Estimate(SE)  HR (95% CI) 
MSM 
 
‐0.17 (0.19)    0.84 (0.58, 1.23 )  ‐0.20 (0.19)    0.82 (0.56, 1.19 ) 
Age at diagnosis 
 
0.01 (0.01)    1.01 ( 1.00, 1.02)  0.01 (0.01)    1.01 (1.00, 1.02) 









































































2. Failure times ܶ∗ are simulated with all‐cause hazard ݄଴.ሺݐሻ ൌ 	݄଴ଵሺݐሻ ൅	݄଴ଶሺݐሻ. 
3. A binomial experiment is performed for a simulated failure time ܶ∗, with probability 









ܨሺݐሻ ൌ ܲሺܶ∗ ൑ ݐሻ ൌ 1 െ exp൫െܪ଴.ሺݐሻ൯. 
Let  ܨሺܶ∗ሻ  be the transformed failure time. Then based on the principle of the inversion 
method, ܨሺܶ∗ሻ is uniformly distributed on [0, 1] (Bender et al., 2005; Beyersmann et al., 2012): 





















݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ 0.008ݐ ൅ 1 ,																																																																														ሺ5.1ሻ 
݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ 0.035ݐ ൅ 1 , ݅ ൌ 1, 2, … , ݊.																																											ሺ5.2ሻ 
where ܽ indicates a baseline covariate, such as the HIV risk category indicator, with values 0 
and 1. I assume the following separate proportional CSH models for the effect of ܽ ൌ 1: 
݄௜ଵሺݐ; ܽ ൌ 1ሻ ൌ 3.065 ∙ ݄௜ଵ;଴ሺݐሻ,																																																																																					ሺ5.3ሻ 
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1  2.1  2  466  1  9.4  0 
245 
 
0  5.7  2  526  1  0.2  1 
360 
 
1  5.1  0  445  1  2.8  0 
540 
 
1  2.7  0  740  1  5.7  0 
503 
 
1  0.1  1  156  0  15.4  0 
97 
 
0  0.5  1  527  1  7.9  0 
460 
 
1  6.0  0  249  0  9.1  0 
303 
 
0  1.4  0  201  0  6.5  0 
563 
 
1  10.2  0  289  0  1.2  2 
646 
 




















































Scenario 1b  500  120 (14.6%)  169 (20.5%)  1.13457  0.01452  0.24105  0.972  1.22005  0.24109 
1000  120 (14.6%)  170 (20.6%)  1.13069  0.01064  0.24089  0.965  1.21498  0.24092 
Scenario 2c  500  131 (15.9%)  206 (25.0%)  1.18576  0.06571  0.23573  0.940  1.28469  0.23577 
1000  130 (15.8%)  206 (25.0%)  1.18030  0.06025  0.23561  0.949  1.27846  0.23565 
Scenario 3d  500  132 (16.0%)  242 (29.3%)  1.20554  0.08549  0.23698  0.940  1.31526  0.23701 
1000  133 (16.1%)  240 (29.1%)  1.20410  0.08405  0.23643  0.943  1.31448  0.23646 
aTrue value, log (3.065) = 1.12005 in CSH model for cancer; ¥Standard Error; §Coverage Probability 
bCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴଴଼௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.଴ଷହ
௧ାଵ 	  
cCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴ଶଶ௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.ଵଵ଴
௧ାଵ 	  










































Scenario 1b  500  120 (14.6%)  169 (20.5%)  ‐0.64440  0.01517  0.15549  0.956  ‐0.73665  0.15556 
1000  120 (14.6%)  170 (20.6%)  ‐0.63229  0.00306  0.15522  0.957  ‐0.72328  0.15529 
Scenario 2c  500  131 (15.9%)  206 (25.0%)  ‐0.59957  0.02966  0.14045  0.954  ‐0.70509  0.14054 
1000  130 (15.8%)  206 (25.0%)  ‐0.59881  0.03042  0.14026  0.958  ‐0.70340  0.14035 
Scenario 3d  500  132 (16.0%)  242 (29.3%)  ‐0.56709  0.06214  0.12944  0.940  ‐0.67782  0.12955 
1000  133 (16.1%)  240 (29.1%)  ‐0.57385  0.05538  0.12979  0.944  ‐0.68465  0.12990 
aTrue value, log (0.533) = ‐0.62923 in CSH model for non‐cancer; ¥Standard Error; §Coverage Probability 
bCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴଴଼௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.଴ଷହ
௧ାଵ 	  
cCause‐specific baseline hazard function:  ݄௜ଵ;଴ሺݐሻ ൌ ݄௜ଵ;଴ሺݐ; ܽ ൌ 0ሻ ൌ ଴.଴ଶଶ௧ାଵ 	, ݄௜ଶ;଴ሺݐሻ ൌ ݄௜ଶ;଴ሺݐ; ܽ ൌ 0ሻ ൌ
଴.ଵଵ଴
௧ାଵ 	  


























































simulation study was performed with ߛ ൌ 0.5 and	ߚ ൌ 0.5, where ߛ and ߚ indicate the 
treatment effect on survival and longitudinal outcomes, respectively (Ibrahim et al., 2010). 






݉௜௝ ൌ ߚ଴ ൅ ߚଵ ൈ ሺݐ݅݉݁ሻ௜௝ ൅ ߚଶ ൈ ݐݎ݁ܽݐ௜ ൅ ܾ଴௜ ൅ ܾଵ௜ ൈ ሺݐ݅݉݁ሻ௜௝, 
݅ ൌ 1,2… , ݊,  ݆ ൌ 1,2… ,݉௜, 
where ܾ଴௜~ܰሺ0, 1ሻ, ܾଵ௜~ܰሺ0, 0.6ሻ, and the correlation between ܾ଴௜ and ܾଵ௜ was chosen as 
0.15. I simulated the observed longitudinal data from the model ݕ௜൫ݐ௝൯ ൌ ܰሺ݉௜൫ݐ௝൯, 	ߪఌଶሻ 
with	ߪఌଶ ൌ 0.6ଶ (Ibrahim et al., 2010). A maximum of six measurements at times ݐ௝ ൌ


























0  ‐1.54  0  1.64  0  94  0  ‐0.41  0  2.63  1 
9 
 
0.5  0.63  0  1.64  0  94  0.5  0.77  0  2.63  1 
9 
 
1.0  1.39  0  1.64  0  94  1.0  2.32  0  2.63  1 
9 
 
1.5  4.60  0  1.64  0  94  1.5  4.29  0  2.63  1 
28 
 
0  ‐0.47  0  2.18  1  94  2.0  5.46  0  2.63  1 
28 
 
0.5  0.35  0  2.18  1  94  2.5  7.42  0  2.63  1 
28 
 
1.0  1.89  0  2.18  1  122  0  ‐2.04  1  1.0  0 
28 
 
1.5  3.38  0  2.18  1  122  0.5  ‐2.31  1  1.0  0 
28 
 
2.0  4.38  0  2.18  1  122  1.0  ‐0.03  1  1.0  0 
37 
 
0  ‐0.01  0  2.0  0  175  0  ‐0.26  1  0.45  1 
37 
 
0.5  1.17  0  2.0  0  196  0  ‐0.04  0  2.25  0 
37 
 
1.0  2.22  0  2.0  0  196  0.5  1.48  0  2.25  0 
37 
 
1.5  4.58  0  2.0  0  196  1.0  3.16  0  2.25  0 
59 
 





0.5  1.42  0  1.0  0  196  2.0  3.73  0  2.25  0 
59 
 
1.0  2.15  0  1.0  0  198  0  ‐0.07  0  1.78  1 
61 
 
0  ‐0.15  1  1.69  1  198  0.5  1.97  0  1.78  1 
61 
 




























200  0.50  0.50  0.01  0.50791  0.2122  0.0079  95.6  0.5052  0.2120  0.0052  95.0 
0.50  0.50  0.10  0.55057  0.19544  0.05058  93.4  0.5054  0.1943  0.00536  95.8 
0.50  0.50  0.20  0.57954  0.18170  0.07955  92.2  0.5000  0.1801  0.00005  93.4 
0.50  0.50  0.30  0.59684  0.17243  0.09684  91.4  0.4958  0.1711  ‐0.00419  94.0 
0.50  0.50  0.40  0.60883  0.16616  0.10883  90.0  0.4985  0.1660  ‐0.00147  93.4 
0.50  0.50  0.50  0.61433  0.16155  0.11433  89.0  0.4975  0.1634  ‐0.00245  94.8 
400  0.50  0.50  0.01  0.50367  0.14919  0.00367  95.4  0.4997  0.1491  ‐0.0003  95.4 
0.50  0.50  0.10  0.54631  0.13742  0.04632  95.8  0.5009  0.1368  0.00085  96.0 
0.50  0.50  0.20  0.57680  0.12774  0.07680  91.8  0.4985  0.1268  ‐0.00145  95.4 
0.50  0.50  0.30  0.59536  0.12125  0.09536  88.4  0.4964  0.1205  ‐0.00355  95.6 
0.50  0.50  0.40  0.60615  0.11681  0.10615  85.6  0.4966  0.1169  ‐0.00343  95.4 
0.50  0.50  0.50  0.61221  0.11357  0.11221  84.0  0.5004  0.1152  0.00036  95.8 
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500  0.50  0.50  0.01  0.50265  0.13331  0.00265  94.0  0.4984  0.1333  ‐0.00163  94.2 
0.50  0.50  0.10  0.54536  0.12278  0.04536  94.6  0.4999  0.1223  ‐0.00008  94.6 
0.50  0.50  0.20  0.57554  0.11408  0.07554  89.8  0.4981  0.1133  ‐0.00192  95.8 
0.50  0.50  0.30  0.59288  0.10825  0.09288  87.2  0.4972  0.1077  ‐0.00282  95.8 
0.50  0.50  0.40  0.60391  0.10431  0.10391  82.6  0.4971  0.1045  ‐0.00292  96.2 



















































200  0.50  0.50  0.01  0.5112  0.1593  0.01117  96.2  0.5112  0.1593  0.01119  96.2 
0.50  0.50  0.10  0.5015  0.1596  0.00146  95.8  0.5024  0.1596  0.00241  96.0 
0.50  0.50  0.20  0.5070  0.1598  0.00705  96.8  0.5100  0.1598  0.01005  96.4 
0.50  0.50  0.30  0.5005  0.1602  0.00046  95.8  0.5065  0.1601  0.0065  96.0 
0.50  0.50  0.40  0.4934  0.1604  ‐0.00663  96.0  0.5028  0.1603  0.00280  95.6 
0.50  0.50  0.50  0.4916  0.1607  ‐0.00838  96.0  0.5046  0.1604  0.00455  95.2 
400  0.50  0.50  0.01  0.5070  0.1125  0.00698  95.4  0.5027  0.1126  0.00270  95.2 
0.50  0.50  0.10  0.5034  0.1128  0.003407  94.2  0.5044  0.1127  0.004417  94.2 
0.50  0.50  0.20  0.4970  0.1129  ‐0.00304  95.4  0.5000  0.1129  0.00004  95.6 
0.50  0.50  0.30  0.4973  0.1132  ‐0.00274  95.2  0.5034  0.1132  0.00342  95.2 
0.50  0.50  0.40  0.4979  0.1133  ‐0.00209  95.6  0.5074  0.1132  0.00735  95.2 
0.50  0.50  0.50  0.4875  0.1135  ‐0.01245  96.0  0.5006  0.1133  0.00055  96.4 
500  0.50  0.50  0.01  0.4996  0.1007  ‐0.00041  95.2  0.4997  0.1007  ‐0.00035  95.2 
0.50  0.50  0.10  0.5000  0.1008  0.00002  94.6  0.5011  0.1008  0.00107  94.8 
0.50  0.50  0.20  0.4966  0.1010  ‐0.00341  94.0  0.4997  0.1010  ‐0.00035  94.4 
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0.50  0.50  0.30  0.4938  0.1012  ‐0.00621  94.6  0.4999  0.1011  ‐0.00013  94.6 
0.50  0.50  0.40  0.4903  0.1014  ‐0.00974  94.6  0.4997  0.1013  ‐0.00025  94.8 






















































200  0.50  0.50  ‐0.01  0.49731  0.21622  ‐0.00269  95.8  0.5063  0.2179  0.00629  95.8 
  0.50  0.50  ‐0.10  0.45267  0.23282  ‐0.04733  95.0  0.5101  0.2343  0.01008  93.8 
  0.50  0.50  ‐0.20  0.39001  0.24691  ‐0.10999  94.8  0.5075  0.2488  0.00754  95.0 
  0.50  0.50  ‐0.30  0.32197  0.25502  ‐0.17803  91.0  0.5025  0.2578  0.00253  94.4 
  0.50  0.50  ‐0.40  0.25469  0.25883  ‐0.24531  85.6  0.5044  0.2634  0.00437  95.0 
  0.50  0.50  ‐0.50  0.19388  0.26023  ‐0.30612  77.8  0.5110  0.2675  0.01096  93.0 
400  0.50  0.50  ‐0.01  0.49190  0.15197  ‐0.00810  95.2  0.4981  0.1531  ‐0.00190  95.4 
  0.50  0.50  ‐0.10  0.44549  0.16354  ‐0.05452  93.6  0.5002  0.1647  0.00024  95.6 
  0.50  0.50  ‐0.20  0.38544  0.17325  ‐0.11456  90.4  0.4986  0.1747  ‐0.00143  95.2 
  0.50  0.50  ‐0.30  0.32046  0.17899  ‐0.17954  83.6  0.4966  0.1811  ‐0.00336  94.2 
  0.50  0.50  ‐0.40  0.25812  0.18165  ‐0.24188  74.6  0.4980  0.1849  ‐0.00198  94.6 
  0.50  0.50  ‐0.50  0.19932  0.18238  ‐0.30068  62.4  0.5008  0.1876  0.00082  94.8 
500  0.50  0.50  ‐0.01  0.49143  0.13581  ‐0.00857  93.6  0.4974  0.1369  ‐0.00263  94.0 
  0.50  0.50  ‐0.10  0.44619  0.14613  ‐0.05381  92.6  0.4999  0.1471  ‐0.00007  95.0 
  0.50  0.50  ‐0.20  0.38409  0.15478  ‐0.11591  88.0  0.4968  0.1560  ‐0.00320  95.8 
  0.50  0.50  ‐0.30  0.31930  0.15988  ‐0.18070  79.0  0.4950  0.1618  ‐0.00498  95.2 
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  0.50  0.50  ‐0.40  0.25678  0.16230  ‐0.24322  66.4  0.4965  0.1652  ‐0.00347  95.0 





























200  0.50  0.50  ‐0.01  0.5053  0.1593  0.00533  96.0  0.5053  0.1593  0.00531  96.0 
  0.50  0.50  ‐0.10  0.5079  0.1589  0.00792  96.2  0.5077  0.1589  0.00771  96.2 
  0.50  0.50  ‐0.20  0.5081  0.1585  0.00811  96.0  0.5080  0.1585  0.00801  96.0 
  0.50  0.50  ‐0.30  0.5099  0.1583  0.00990  96.2  0.5100  0.1582  0.01001  96.0 
  0.50  0.50  ‐0.40  0.5121  0.1582  0.01208  95.4  0.5123  0.1582  0.01231  95.4 
  0.50  0.50  ‐0.50  0.5097  0.1582  0.00966  96.8  0.5099  0.1582  0.00994  97.0 
400  0.50  0.50  ‐0.01  0.5032  0.1125  0.00325  95.6  0.5032  0.1125  0.00320  95.6 
  0.50  0.50  ‐0.10  0.5030  0.1122  0.00297  94.4  0.5027  0.1122  0.00266  94.4 
  0.50  0.50  ‐0.20  0.5075  0.1120  0.00750  94.5  0.5072  0.1119  0.00722  94.4 
  0.50  0.50  ‐0.30  0.5023  0.1118  0.00233  95.0  0.5022  0.1118  0.00223  95.0 
  0.50  0.50  ‐0.40  0.5035  0.1118  0.00345  96.4  0.5035  0.1117  0.00354  96.4 
  0.50  0.50  ‐0.50  0.5052  0.1117  0.00522  95.2  0.5054  0.1117  0.00536  95.0 
500  0.50  0.50  ‐0.01  0.5029  0.1006  0.00286  96.2  0.5028  0.1006  0.00280  96.2 
  0.50  0.50  ‐0.10  0.4991  0.1003  ‐0.00089  95.4  0.4988  0.1003  ‐0.00122  95.4 
  0.50  0.50  ‐0.20  0.5010  0.1001  0.00103  95.8  0.5008  0.1001  0.00076  95.8 
  0.50  0.50  ‐0.30  0.4994  0.1000  ‐0.00065  94.8  0.4993  0.1000  ‐0.00074  94.8 
  0.50  0.50  ‐0.40  0.5031  0.0999  0.00308  94.2  0.5032  0.1000  0.00319  94.4 
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  0.50  0.50  ‐0.50  0.4998  0.0999  ‐0.00020  96.0  0.5000  0.1000  ‐0.00001  96.2 
¥Standard Error; §Coverage Probability 
ߚ = Treatment effect on longitudinal outcome; ߛ = Treatment effect on survival outcome; 	
ߙ = Association parameter between longitudinal and survival outcomes;  
Note: The values of ߚ (0.5) and ߛ (0.5) are fixed. However, the values of association parameter ߙ are ‐0.01, ‐0.1, ‐
0.2, ‐0.3, ‐0.4, and ‐0.5. 
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CHAPTER 6 
DISCUSSION 
 
6.1 Introduction 
      In this thesis, I applied random effects joint models (Rizopoulos, 2012; Wulfsohn and Tsiatis, 
1997) to describe the longitudinal process and the survival process with competing risks failure 
time data. The longitudinal process was characterized by linear mixed (Laird and Ware, 1982) 
submodels, and the survival process was characterized by Cox proportional CSH (Cox, 1972) and 
proportional SDH (Fine and Gray, 1999) submodels. The dependency between the longitudinal 
and survival processes was considered using the underlying longitudinal value (Rizopoulos, 
2010; Sweeting and Thompson 2011). The proportional SDH model (Fine and Gray, 1999) is a 
semi‐parametric proportional regression model for the subdistribution hazard function (Li, 
Scheike, and Zhang, 2015). Thus, I used semi‐parametric proportional CSH and SDH submodels 
for joint modeling. The EM algorithm was used to estimate unknown parameters of the model 
(Dempster et al., 1977; Rizopoulos, 2012; Wulfsohn and Tsiatis, 1997).  
      Most studies in joint modeling of longitudinal and survival data consider a single survival 
outcome and an assumption of independent censoring (Sweeting and Thompson 2011; 
Williamson et al., 2008). Some literature extends the methodology to allow for competing risks 
survival data (Deslandes and Chevret, 2010; Elashoff et al., 2007, 2008; Hu et al., 2009; Li et al., 
2009; Williamson et al., 2008). However, most of them fitted only CSH submodels for 
competing risk events. Extension of the joint modeling approach to allow SDH submodel for 
competing risks has received limited attention to date. Only Deslandes and Chevret (2010) 
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considered SDH for competing risks submodels in their joint model. They applied the 
methodology in a study where the sequential organ failure assessment (SOFA) score and time 
of discharge and death for intensive care unit (ICU) patients were the longitudinal outcome and 
survival outcome, respectively. 
 
6.2 Objective 1: To compare the two joint modeling approaches based on (i) Cox cause‐specific 
hazards and (ii) subdistribution hazards via their application to real HIV/AIDS data. 
      Two time‐to‐event or survival outcomes cancer AIDS and non‐cancer AIDS were defined in 
our study. Similar to Shiels et al. (2008, 2010), when cancer AIDS was the main event of 
interest, then non‐cancer AIDS was the competing event and vice versa. Consequently, I 
considered Cox CSH and SDH competing risks submodels in the joint analyses. The first 
objective of this thesis was to compare results between the joint model with the CSH submodel 
and the joint model with the SDH submodel. For both cancer AIDS and non‐cancer AIDS events, 
results were numerically different in the two joint models. For a cancer AIDS event, estimates 
of the intercept were 19.54 (se = 0.25) and 16.78 (se = 0.23) in the longitudinal submodels using 
CSH and SDH, respectively (Table 4.9). Age at diagnosis and CD4+ counts were negatively 
associated in the longitudinal submodel of a CSH‐based joint model, while they were positively 
associated in the longitudinal submodel of an SDH‐based joint model. In the survival 
submodels, point estimates and the corresponding 95% confidence intervals of the hazards 
ratio of cancer for MSM were 4.52 [95% CI: 1.51, 13.52] and 4.76 [95% CI: 1.54, 14.72] in the 
CSH‐based joint model and the SDH‐based joint model, respectively.  
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      For a non‐cancer AIDS event, estimates (standard errors) of MSM effects on CD4+ counts 
were 1.10 (se = 0.15) and 1.18 (se = 0.11) in the longitudinal submodels using CSH and SDH, 
respectively (Table 4.10). However, in the survival submodels, results were similar but not 
identical in CSH‐based and SDH‐based joint models.  
      From a methodological point of view, I conclude that results can be different in the CSH‐
based and SDH‐based joint models. The magnitude of the differences in covariate parameter 
estimates could depend on the proportions of the competing risk events. The simulation study 
(Section 5.1) showed that the results could vary between CSH and SDH survival models 
depending on the proportions of the event of interest and the competing risk event. If we 
obtain different results in the CSH and SDH survival models, results can be different in their 
corresponding joint models as well. However, if results in CSH and SDH survival models are 
similar, the results between the CSH‐based joint model and the SDH‐based joint model may not 
be different. Therefore, in competing risks scenario, if results in the CSH and SDH survival 
models are different, I recommend joint modeling of longitudinal measurements using both 
CSH and SDH survival submodels. Then we can focus on the results in the model based on our 
objective or research question. For example, if our interest is to develop a clinical prediction 
model, we may consider results from the SDH‐based joint model. 
 
6.3 Objective 2: To examine the appropriateness of using cause‐specific hazards and 
subdistribution hazards models based on the simulation study. 
      In my study, the results varied between the Cox CSH and SDH approaches for cancer AIDS. 
The results were similar but not identical in the two approaches for non‐cancer AIDS. 
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Szychowski et al., 2010 reported that on some occasions, even though competing risk events 
are present but because of the fewer frequency, they have minimal impact on the SDH model 
parameter estimates. Berry, Ngo, Samelson, and Kiel (2010) indicated that if the percentage of 
individuals experiencing a competing risk is low, we may not get significantly different 
estimates in the CSH and SDH models. In my study, 22 (2.7%) individuals developed cancer‐
related AIDS, while 123 (15.0%) developed non‐cancer AIDS. Thus, in the SDH model for non‐
cancer AIDS, the proportion of the competing event (cancer AIDS) was very low. This could be 
the reason similar results were obtained in the CSH and SDH models for non‐cancer AIDS. I 
conducted a simulation study to verify the performance of the CSH and SDH techniques. For the 
simulation, I considered three scenarios using different cause‐specific baseline hazard functions 
that allowed variation in the number event and the competing event in the simulated data. 
Proportions of cancer AIDS and non‐cancer AIDS were higher in the simulated data compared 
to the real HIV data. The mean proportions of individuals with cancer AIDS, non‐cancer AIDS 
were 14.6%, 20.6%, respectively, in scenario 1; 15.8%, 25.0%, respectively, in scenario 2; and 
16.1%, 29.1%, respectively, in scenario 3 (Table 5.2). I performed CSH and SDH analyses using 
the simulated data. For both events, the results in SDH models were substantially different 
from the CSH models in all three scenarios. Thus, results from the simulation study suggest that 
proportions of both the event and competing event influence the results in the CSH and SDH 
models. If the proportion of the competing event is not much lower than the proportion of the 
event of interest, the SDH model will provide different results than the CSH model. 
      The SDH model may not be necessary when the proportion of the competing event is very 
low, and the proportion of the main event of interest is relatively high. The threshold of the 
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minimum frequency of competing risk depends on the research question (Szychowski et al., 
2010). However, we can evaluate this if we perform both the CSH and SDH analyses and 
compare the results (Szychowski et al., 2010). When analyzing the effects of clinical 
characteristics on competing risk events, Latouche et al. (2013) suggested using the Cox CSH 
and SDH models, presenting the results for all causes side by side. I also suggest routinely 
incorporating both CSH and SDH analyses in situations where competing risk events are 
common unless the proportions of the competing events are very low. 
 
6.4 Objective 3. To investigate how magnitudes of association parameter between the 
longitudinal marker and time‐to‐event outcome influence parameter estimates obtained by 
conducting separate Cox regression analysis and linear mixed effects modeling from the 
simulation study. 
      In this objective, I want to determine if magnitudes of the association parameter between 
longitudinal and survival outcomes influence the parameter estimate in separate Cox regression 
models and the linear mixed model. In this simulation study, I considered both negative and 
positive association between longitudinal and survival outcomes. Sweeting and Thompson 
(2011) used 0.20 as the modest correlation between the longitudinal and survival processes in 
their simulation study. In my simulation study, I considered several magnitudes of positive and 
negative association between the two processes. I performed 500 replications, each simulation 
with n = 200, 400, and 500 individuals. 
      In the simulation study, when there was no association between longitudinal and survival 
outcomes, the mean estimate of the treatment effect on survival outcome in separate Cox 
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model was close to the true value (ߛ = 0.50), i.e. the bias of the estimate was very minimal. This 
indicates that separate Cox regression model provides an unbiased estimate when there is no 
association between the two outcomes. However, when there was an association, the mean 
estimate of the treatment effect in separate Cox model was different from the true value. In 
other words, separate Cox model provided bias estimate. When the association parameter,	ߙ, 
was set to 0.20, the bias of the estimate was 0.08 for all sample sizes. When the association 
parameter was 0.30, the bias of the estimate was 0.10. The bias of the parameter estimates 
increased as the magnitude of the association parameter increased, meaning that there was a 
trend. Hence, I conclude that when there is an association between longitudinal and survival 
outcomes, separate Cox regression analysis provides bias estimate. The magnitude of the bias 
depends on the magnitude of the association parameter.  
      When I used negative association between longitudinal and survival outcomes, the bias of 
the estimate in separate Cox models was larger. Thus, in a study (e.g. HIV/AIDS), if longitudinal 
and survival outcomes are negatively associated, we can make serious error statistical inference 
from separate Cox regression analysis. Please note that in HIV/AIDS studies, CD4+ count and 
time‐to‐AIDS or death are negatively associated. The early evolution of joint models was also 
based on HIV/AIDS clinical studies (DeGruttola and Tu, 1994; Faucett and Thomas, 1996; 
LaValley and DeGruttola, 1996; Pawitan and Self, 1993; Taylor et al., 1994; Tsiatis et al., 1995; 
Wulfsohn and Tsiatis, 1997). 
      In the separate linear mixed model, mean estimates of the treatment effect on longitudinal 
outcome are almost equal to the true value (ߚ = 0.50) for all sample sizes and all association 
parameters. As I mentioned in Section 5.2.1, I simulated data based on the joint model where 
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the main interest is to estimate the treatment effect on the survival outcome while considering 
the impact of time‐dependent repeatedly measured outcomes on the survival outcome 
(Ibrahim et al., 2010; Rizopoulos, 2012). Thus, the setting of the joint model in my simulation 
study could be the reason for obtaining almost unbiased estimates in separate mixed models.  
 
6.5 Clinical significances: 
      In my study with the participants of lower CD4+ counts (≤ 500) at baseline, MSM had 
significantly higher hazards for cancer‐related AIDS. Several studies (Gingues and Gill, 2006; 
Orem, Otieno, and Remick, 2004) reported that the incidence of Kaposi’s Sarcoma (KS) and 
Non‐Hodgkin's Lymphoma (NHL) has been significantly decreased, and survival from these 
cancers has been improved for most patients with the initiation of Highly Active Antiretroviral 
Therapy (HAART). However, KS was frequently identified in MSM in a study from Southern 
Alberta by Gingues and Gill (2006). Suárez‐García et al. (2013) also observed the higher risk of 
KS among MSM in their recent study. MSM had higher hazards of NHL in another study 
reported by Bohlius et al. (2009). Thus, the results of my study were consistent with other study 
findings. In Canada, MSM represent about 50% of all the HIV‐infected people (Challacombe, 
2013). In my study, 481 (58.5%) participants were MSM. Therefore, my findings have 
consequences from a clinical perspective.  
      According to Gingues and Gill (2006), patients who do not come for HIV care after diagnosis 
and patients who do not receive antiretroviral therapy at the time of diagnosis are more likely 
to be diagnosed with AIDS‐defining cancers. Clifford et al. (2005) observed that the use of 
HAART might lower the risk of KS and NHL. Bonnet et al. (2006) reported that patients with 
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higher HIV RNA levels for a long time have a higher risk of NHL. In my study, the median log10 
HIV RNA level was significantly higher among MSM compared to the other group (4.8 vs. 4.4, 
respectively). Thus, higher HIV RNA levels could possibly make them more vulnerable to cancer‐
related AIDS. Since ARV treatment can keep the viral load at a low level, my results stress the 
importance of earlier ART initiation for the MSM risk group. 
 
6.6 Strength and weakness 
Strength: 
      Regarding data, my study data is from a large cohort consisting of three‐quarters of HIV‐
infected people in Ontario (Rourke et al., 2013). This cohort is a representative sample of the 
HIV‐infected population receiving HIV treatment in Ontario (Rourke et al., 2013). Follow‐up 
time was longer for those with a satisfactory number of CD4+ counts. 
      Regarding methodology, I applied joint modeling methodology, which has become popular 
in biomedical research especially in HIV/AIDS studies. I studied this methodology in competing 
risks scenarios and applied both cause‐specific hazards submodels and subdistribution hazards 
submodels. I performed simulation studies for competing risks models as well as for joint 
models. 
Weakness: 
      In terms of data, although I used data from a large HIV cohort, participants who voluntarily 
participated in this study could be different from rest of the HIV‐infected people in Ontario 
(Rourke et al., 2013). Hence the study may have recruitment bias (Rourke et al., 2013). Between 
the two time‐to‐event outcomes, the proportion of one outcome (cancer AIDS) was very low 
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(2.7%). Follow‐up data for antiretroviral therapies, as well as detailed information on ARV 
adherence, were not available. Hence, I could not incorporate that information into the model. 
      I used the JM package from R (Rizopoulos, 2010) to fit joint models. However, all options are 
not available in the current package. For example, since I used the Cox PH model as our survival 
submodel in the joint analyses, I was not able to provide Martingale and Cox –Snell residual 
plots for survival submodel diagnostics in joint modeling. This area of joint model diagnosis 
remains as future research. 
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CHAPTER 7 
CONCLUSION AND FUTURE RESEARCH 
 
7.1 Conclusion 
      In this study, MSM had significantly higher risk than the other risk group for cancer AIDS (KS 
or NHL). However, for non‐cancer AIDS, risks were not significantly different between MSM and 
the other risk group in the joint modeling analyses. Higher viral load at baseline could possibly 
make MSM vulnerable to cancer AIDS. Thus, my findings suggest earlier an ART initiation, as 
well as increased monitoring for the MSM HIV risk group, especially those with lower CD4+ 
counts at baseline (≤ 500). Regular HIV testing in individuals with HIV risk group is also vital, as 
untreated HIV infection represents a significant risk for cancer AIDS. Regular 
monitoring/screening for cancer is also important in individuals in the MSM HIV risk group. 
      In the competing risks scenario, depending on the proportion of the competing events, 
results could vary between the CSH and SDH survival models. Hence, if the results are different 
between CSH and SDH models, it is recommended to fit joint models with the CSH submodel as 
well as with the SDH submodel. We can then prefer results to the model according to our 
research question. 
      The bias in the estimate of the regression parameter in separate Cox regression analysis 
increases as the magnitude of the association between longitudinal and survival outcomes 
increases. Therefore, when longitudinal and survival outcomes are highly correlated, separate 
Cox regression analysis can provide serious error statistical inference about the regression 
parameters.  
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My main contributions in this thesis: 
      In this thesis, I applied joint modeling technique using subdistribution hazards in the 
HIV/AIDS study. I compared results between the two joint models using Cox cause‐specific 
hazards and subdistribution hazards. From this study, I identified that MSM have a higher risk 
for cancer‐related AIDS (KS or NHL) in spite of having higher CD4+ counts. 
      I simulated joint models using both positive and negative association between the 
longitudinal and survival outcomes considering a series of values for the association parameter. 
Through this study, I recommend decision strategies when a clinical study has competing risks 
in survival data with longitudinal repeated measurements. 
     
7.2 Future research 
      In this thesis, I studied joint analysis using longitudinal continuous (Gaussian) outcomes for 
the longitudinal submodel. However, in some clinical studies, we may have longitudinal binary 
outcomes. For example, in the study of respiratory illness, respiratory status (good or poor) can 
be collected longitudinally, and asthma or dropout before asthma can be recorded as time‐to‐
event outcomes. In the study of respiratory illness, dropout can be considered as a competing 
risk of asthma and, thus, joint modeling using both CSH and SDH survival submodels can be 
developed.  
      In this study, I considered single longitudinal outcomes (CD4+ counts) for the longitudinal 
submodel. The extension of this methodology is to use multiple longitudinal outcomes. In the 
study of patients with end‐stage heart failure awaiting cardiac transplantation, bilirubin, and 
glomerular filtration rates can be collected longitudinally. Death before transplant and 
120 
 
transplant can be recorded as time‐to‐event or competing risks outcomes (Kim et al., 2006). In 
the HIV/AIDS study, in addition to CD4+ counts, viral load is also collected longitudinally (Lim et 
al., 2013). In the aforementioned studies, both longitudinal outcomes can be associated with 
time‐to‐event outcomes. 
      N. Li, Elashoff, G. Li, and Tseng (2012) studied joint analysis with multiple longitudinal 
responses and multiple failures time‐to‐event data (competing risks). However, they have used 
CSH frailty submodels for competing risks. Therefore, jointly modeling of multivariate 
longitudinal data and competing risks data using both CSH and SDH survival submodels is a 
future research topic of interest. 
      Most of the joint models in literature have concentrated on the development of models 
(Henderson et al., 2000; Rizopoulos et al., 2010; Wulfsohn and Tsiatis, 1997). Limited literature 
can be found in the area of joint model diagnostics (Dobson and Henderson, 2003; Rizopoulos 
et al., 2010). Rizopoulos et al. (2010) proposed residuals‐plots based on multiple‐imputation for 
joint models diagnostics. However, their method is applicable for parametric survival submodel. 
Still, there is a lot of scope for research in the area of joint model diagnostics. 
      In objective 2 of this thesis, I simulated competing risks data based on CSH models. I would 
like to simulate competing risks data based on SDH model in future. 
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