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ABSTRACT
Chaotic diffusion is supposed to be responsible for orbital instabilities in planetary
systems after the dissipation of the protoplanetary disk, and a natural consequence of
irregular motion. In this paper we show that resonant multi-planetary systems, despite
being highly chaotic, not necessarily exhibit significant diffusion in phase space, and
may still survive virtually unchanged over timescales comparable to their age.Using
the GJ-876 system as an example, we analyze the chaotic diffusion of the outermost
(and less massive) planet. We construct a set of stability maps in the surrounding
regions of the Laplace resonance. We numerically integrate ensembles of close initial
conditions, compute Poincare´ maps and estimate the chaotic diffusion present in this
system. Our results show that, the Laplace resonance contains two different regions:
an inner domain characterized by low chaoticity and slow diffusion, and an outer one
displaying larger values of dynamical indicators. In the outer resonant domain, the
stochastic borders of the Laplace resonance seem to prevent the complete destruction
of the system. We characterize the diffusion for small ensembles along the parameters
of the outermost planet. Finally, we perform a stability analysis of the inherent chaotic,
albeit stable Laplace resonance, by linking the behavior of the resonant variables of
the configurations to the different sub-structures inside the three-body resonance.
Key words: Planetary dynamics, celestial mechanics, techniques: planets and satel-
lites: formation, resonances, diffusion, Chaos.
1 INTRODUCTION
Planetary systems constitute a paradigm of classical N-
body problems. It has long been known that a general N-
body system with N ≥ 3 is not integrable. Arnol’d (1963)
showed that a typical near-integrable Hamiltonian system
(HS) with more than 2 degrees of freedom is topologically
unstable, even for a negligible value of the perturbation.
Thus, given a sufficiently long period of time, the actions
in the phase-space could diffuse from their initial values and
lead to orbital instabilities. However, estimates for the insta-
bility time-scales are given just for extremely small pertur-
bations (Nekhoroshev 1977; Chirikov 1979; Cincotta et al.
2014), being exponentially large. General estimates of diffu-
sion time-scales for low-to-moderate perturbations are still
lacking.
In planetary systems, the diffusion timescale may be
a strong function of the initial conditions, particularly
in the vicinity of mean-motion resonances. Thus, how
long a system can last until completely destroyed is an
unsolved problem with great astronomical interest (Laskar
1989). In Hamiltonian systems, orbital instabilities (and,
consequently, strong chaotic diffusion) are generated by
the overlap of resonances (Wisdom 1980), and planetary
dynamics are no exception. Although many works in recent
times have tried to establish a relationship between chaos
and instability (Marchal & Saari 1975; Marchal & Bozis
1982; Chambers et al. 1996; Smith & Lissauer 2009;
Giuppone et al. 2013; Deck et al. 2013; Ramos et al. 2015),
no general results have been so far obtained, particularly
for the case N > 2.
As the number of detected exoplanets increased, so did
their orbital diversity. Short period with nearly circular orbit
planets are supposed to have undergone large scale orbital
migration from beyond the snow line, where giant planets
are known to be formed. Many of these short period plan-
ets are so close to their parent star that tidal dissipation
would have likely circularized their orbits (Mart´ı & Beauge´
2015). Thus, current orbital parameters of such bodies do
not provide a good indicator of their dynamical history.
On the other hand, planets in eccentric orbits are
generally believed to have formed on nearly circular or-
bits and later evolved to their presently observed large
eccentricities. Among the proposed mechanisms for pro-
ducing large eccentricities are a passing binary star
(Laughlin & Adams 1998), secular perturbations due to a
distant stellar or planetary companion (Ford et al. 2000)
and strong planet-planet scattering events (Rasio & Ford
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1996; Weidenschilling & Marzari 1996; Juric´ & Tremaine
2008; Beauge´ & Nesvorny´ 2012).
Multi-resonant configurations are supposed to be
a natural outcome of disk-driven planetary migra-
tion (Masset & Snellgrove 2001; Morbidelli et al. 2007;
Hands et al. 2014), and their orbital features are not be-
lieved to have been affected by planetary instabilities such
as planet-planet scattering or Lidov-Kozai resonance. Thus,
their configurations should be more representative of the end
product of the formation process, and thus indicative of the
stability of “dynamically quiet” systems.
Among the population of resonant and near-resonant
systems (Rivera et al. 2010; Fabrycky et al. 2012;
Wang et al. 2012; Marti et al. 2013; Rowe et al. 2014),
a large number has been discovered by the Kepler mission.
However, some of these are still awaiting confirmation, and
several key orbital parameters (including their masses) are
not known. Thus, in order to perform a detailed dynamical
analysis of resonant systems, it seems preferable to turn to
those radial velocity detections in which the inclination of
the orbital plane has been (at least qualitatively) estimated.
One of the best choices is GJ-876, and will be used as
our main target in our analysis of diffusion in extrasolar
multi-resonant planetary systems.
The GJ-876 system contains, up to date, four confirmed
planets orbiting an M-type central star (M⋆ from 0.32 to
0.334 M⊙ depending on author). The inner planet (GJ-876
d) is very small, located very close to the star, and dynami-
cally detached from the rest of the system. The three other
planets are known to be in the vicinity of a Laplace-type
resonance, and have been the subject of several investiga-
tions (e.g. Rivera et al. (2010); Baluev (2011); Marti et al.
(2013); Batygin et al. (2015)).
A detailed dynamical analysis of this system was pre-
sented in Marti et al. (2013), where it was shown that the
multi-resonant configuration displayed by GJ-876 is chaotic,
albeit long-term stable. In that paper we presented a se-
ries of dynamical maps and found stability limits on the
mass ratio of the outer planets as well as precise bound-
aries on the mutual inclination of the system, inferring that
the most likely dynamically relaxed configuration is the co-
planar case. Most important, once acknowledged that the
system is actually multi-resonant, we retrieved specific val-
ues for the angular parameters of the planets to ensure a
better representation for the plane of initial conditions. In
this way we were able to fix initial angular variables in or-
der to define a representative plane obtained via dynamical
considerations, where the Laplace resonance can easily be
identified.
In this work we aim to give a qualitative picture of
the different chaotic processes (regimes) that can be ex-
plored by the three-body resonant configuration depicted
by the paradigmatic GJ-876 system. Through this, we want
to quantify the variation of the actions of the system, associ-
ated with fundamental orbital parameters of the planets, by
means of a realistic numerical computation of the diffusion
coefficients.
2 CHAOTIC DIFFUSION
2.1 Summary of resonant perturbation theory
In order to sketch the geometry of resonant dynamics in ac-
tion space, following Chirikov (1979) and Cincotta (2002),
let I denote the N-dimensional action vector and θ its con-
jugate canonical N-dimensional angle, and H0(I) the un-
perturbed integrable non-linear Hamiltonian. Then the fre-
quency vector ω(I) = ∇IH0 is always normal to the unper-
turbed energy surface H0(I) = h. The resonance condition
k ·ω(Ir) = 0, where k is a non-zero N-dimensional vector of
integers and Ir the resonant action, leads to the resonance
surface Σk. Thus on any resonant torus, the resonant vector
k, is tangent to the energy surface.
Any perturbation to H0(I), εV (I,θ), where ε≪ 1 and
V is an analytic function introduces variations in the unper-
turbed actions or global integrals. The latter can be Fourier
expanded in the angular variables with coefficients that de-
pend on the actions as:
εV = ε
∑
k6=0
Vk(I) exp (ik · θ).
In the single resonance formulation, for sufficiently
small ε and initial conditions such that the system is close
to the resonance m · ω(Ir) = 0, retaining only the largest
(real) term corresponding to the resonant phase, m · θ, av-
eraging out all the remaining ones we get for |I−Ir| . 2√ε
the local Hamiltonian
H(I,θ) = H0(I) + εVm(I) cos(m · θ), (1)
and thus
I˙ = −∂H
∂θ
= εmVm(I) sin(m · θ). (2)
The above relation shows that the variation of I has the
direction of the resonant vector m, tangent to the energy
surface.
Since the motion is one-dimensional, it is possible to
introduce a canonical local change of coordinates (or local
change of basis) around Ir: (I,θ)→ (J ,ψ) such that ψ1 =
m · θ, and I = Ir +mJ1, where J1 . |I − Ir| ∼ O(√ε).
Since the resonant Hamiltonian is cyclic in ψ2, · · · , ψN , we
can neglect J2; · · · , JN and then keeping terms up to J21 , it
takes the well-known pendulum form
Hr(J1, ψ1) =
J21
2M
+ Vm(I
r) cosψ1 (3)
where
M−1 =
∑
i,j
mi
(
∂ωi
∂Ij
)
Ir
mj ,
is the inverse of the non-linear mass, assumed to be different
from zero. All theN−1 actions J2, · · · , JN are local integrals
of the motion whose numerical values should be zero for Ir
to be an allowed value for the perturbed motion. While J1
is the action component in the direction of m, J2 could
be taken normal to the energy surface (in the direction of
ω(Ir) ≡ ωr) and thus motion in J2 could be ignored. The
remaining N−2 components, J3, · · · , JN belong to the N−2
dimensional manifold, the diffusion manifold, defined by the
intersection of the energy and resonance surfaces.
Now, let us discuss a crucial difference between HS with
N ≤ 2 and N > 2 degrees of freedom.
MNRAS 000, 000–000 (0000)
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In low-dimensional non-degenerated HS, for instance
N = 2, the unperturbed energy surface H0(I1, I2) =
h is 1-dimensional, just a curve. The resonance surface
m1ω1(I1, I2)+m2ω2(I1, I2) = 0 is also 1-dimensional. There-
fore the intersection of both, energy and resonance surfaces
is a single point, (Ir1 , I
r
2 ), a unique torus, the resonant torus.
Then the motion takes place along the resonant vector m,
tangent to the energy surface. Thus due to the dimension-
ality of the energy surface and the invariant tori, any tran-
sition from one torus to another is only possible through all
the intermediate tori between them. Thus the motion under
a single resonant perturbation is tangent to the energy sur-
face (curve) and transverse to the resonance surface (curve).
Since the dense set of resonance surfaces do not intersect
each other over the energy surface, large chaos and possibly
diffusion is only possible if the perturbation is large enough
such that the overlap of nearby resonances takes place. For
very small perturbations, chaos is just confined to the thin
chaotic layers around the unperturbed separatrix of any res-
onance and thus the motion is mostly stable.
For N–dimensional HS with N ≥ 3, the intersection of
energy and resonance surfaces has dimension N − 2 ≥ 1.
Now it is clear that the set of all resonance surfaces inter-
sect over the whole energy surface, leading to the so-called
Arnol’d web. Focusing again on an isolated resonance, since
the motion is confined to the energy surface and has the
direction of m (J1), there are N − 2 additional directions
where motion could proceed when considering the effects of
the perturbing terms in the Fourier expansion of εV (besides
the resonant one). For instance, when N = 3 the remaining
direction could be taken along the direction of the inter-
section of the energy and resonance surface. This additional
direction for the motion corresponds to the third component
of the local action J , J3. For ε small enough and initial con-
ditions such that I ≈ Ir, retaining all (or at least the two
largest) perturbing terms in the Fourier expansion (besides
the resonant one), a slightly perturbed pendulum model is
expected, with a thin chaotic layer instead of a smooth sep-
aratrix. And moreover, motion in J3–along the resonance
could also take place.
It has been conjectured that any orbit lying in this thin
chaotic layer might visit the the whole Arnol’d web (Arnol’d
1964). Arnol’d showed the existence of motion along the
chaotic layer of a given resonance in a rigorous way, for a
rather simple near-integrable 3D Hamiltonian. He proved
that for a small enough perturbation it is possible to find
a trajectory in the vicinity of the separatrix of a given res-
onance that connects two points separated by a finite dis-
tance, i.e. independent of the size of the perturbation but
on a very long timescale. Arnol’d’s proof rests on the exis-
tence of a chain of tori along the center of this resonance
that provide a path for the orbit. If these tori are very close
to each other, this orbit could transit over the chain. Since
every torus in the chain is labeled by an action value, a
large but finite variation of this action could take place.
This mechanism, which permits motion along the resonance
chaotic layer, is known as the Arnol’d Mechanism, while
the term Arnol’d diffusion generally refers to a possibly
global phase-space instability (Giorgilli 1990; Lochak 1999;
Cincotta 2002), that is any (chaotic) orbit might visit the
full Arnol’d web in a finite time. However the problem of
how to extend Arnol’d mechanism to a generic Hamiltonian
remains unsolved. One of the main difficulties is related to
the construction of such a chain of tori.
Regardless of this severe limitation to understand
Arnol’d diffusion as a global instability, it was largely as-
sumed that Arnol’d diffusion does occur, and it is responsi-
ble for the chaotic mixing in relatively large regions of phase
space. Nevertheless, in spite of the mathematical difficulties
in dealing with this conjecture as a global instability, a local
formulation shows that exponentially large times are nec-
essary in order to observe any appreciable variation of the
unperturbed integrals. This suggests that Arnol’d diffusion
should be irrelevant in actual systems.
On the other hand, those systems exhibiting a di-
vided phase space, where the chaotic component is relevant
(and not only confined to the chaotic layers), the timescale
for any diffusion (not Arnol’d diffusion) would be much
shorter but still very long (see for instance Chirikov 1997;
Giordano & Cincotta 2004), like a power law on the pertur-
bation parameter. In the limit of completely random mo-
tion, this time-scale – the inverse of the diffusion coefficient
– should go as ∼ ε−2. When resonance overlap takes place,
any description such as the Arnol’d Mechanism is no longer
possible since the connected resonance domains become al-
most completely chaotic, and the required chain of tori does
not exist. So, we should use numerical experiments to quan-
tify any diffusion.
2.2 Diffusion
In this section we discuss the so-called chaotic mixing. In
terms of the planetary orbits, roughly speaking, chaotic mix-
ing means that trajectories starting in a very small neighbor-
hood of a given point in phase space, will loose their mem-
ory about initial conditions and, for large enough times, all
these trajectories appear uncorrelated. This expected “ran-
dom” behavior could be described as a diffusion process in
action space. In the limit of a Brownian type motion, the
variance of any action grows linearly with time and thus, a
local diffusion coefficient could be defined as the constant
rate at which the variance changes with time.
However, in any realistic HS the dynamical behavior is
rather far from a completely random motion. Thus, in or-
der to characterize and quantify diffusion we should proceed
with numerical experiments. Assume we are dealing with a
3D HS, which can be described in the following action-angle
variables: (I,ϑ). Perform a dynamical map with any chaos
indicator over a large set of initial conditions, for instance
taking a grid on the (I1, I2) plane, and keeping fixed the
values of ϑi = ϑ
0
i , i = 1, 2, 3, and I3 = I
0
3 . Any chaos indi-
cator will provide information about the local exponential
divergence around any given point of the full phase space,
in this case represented by the plane where we let the initial
values of the actions vary, (I1, I2).
With this dynamical information at hand, let us con-
sider an ensemble of np initial conditions in a small neigh-
borhood of size σ around a given point (I∗1 I
∗
2 ) on the plane
(I01 , I
0
2 ) with the very same values for the remaining vari-
ables, ϑi = ϑ
0
i , I3 = I
0
3 and where the indicator reveals an
unstable, chaotic behavior. We integrate the equations of
motion for all the np points in the ensemble. The space and
time distribution of all the points in σ would give us in-
formation about the relevance of diffusion for that point.
MNRAS 000, 000–000 (0000)
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Moreover we could compute the time evolution of the space
variance of the two action components distributions.
As it was already shown in (Cincotta et al. 2014), the
above mentioned variance computation should be done af-
ter performing a sequence of canonical transformations to a
“good” set of variables. Indeed, in that work it was shown
that using the original set of actions, particularly when the
perturbation is small, stable oscillations could hide the slow
secular growth of the variance with time and thus the local
diffusion coefficient would be largely underestimated. How-
ever this normal form computation to get the appropriate
set of variables is not easy to be done in general, and since
we will not deal with very small perturbations, we adopt
an alternative way (Guzzo et al. 2006; Lega et al. 2003), to
reduce somewhat the effect of oscillations in the drift. The
above mentioned procedure to measure the diffusion in the
action plane means considering a section of phase-space such
that all initial conditions starting in σ should satisfy at a
given time t:
|ϑ1(t)−ϑ01|+|ϑ2(t)−ϑ02|+|ϑ3(t)−ϑ03| < δ1, |I3(t)−I03 | < δ2,
with δ1, δ2 ≪ 1. This procedure, though computational ex-
pensive, will effectively reduce the presence of fast periodic
oscillations in the time evolution of the action variances.
3 HAMILTONIAN MODEL FOR A
THREE-BODY RESONANCE
Let us consider a system of three planets (masses m1, m2
and m3) orbiting a star m0 under their mutual gravitational
forces. The index is chosen such that the initial semi-major
axes satisfy the condition a1 < a2 < a3.
A canonical set of variables introduced by Poincare´ al-
lows us to write the Hamiltonian for the four-body problem.
Following Laskar & Robutel (1995), let ri be the astrocen-
tric positions of the planets, and pi be the barycentric mo-
mentum vectors. The pairs (ri,pi) form a canonical set of
variables with the Hamiltonian given by:
H = H0 +Hdir +Hkin. (4)
Here H0 is the keplerian part while the perturbations are
given by the two remaining terms.Hdir is the direct part, and
Hkin is the kinetic part of the Hamiltonian, each expressed
in terms of the canonical (pi, ri) variables as
H0 =−
3∑
i=1
(
p2i
2βi
− m0mi
ri
)
Hdir =− G
3∑
i,j=1 i6=j
mimj
∆ij
Hkin =
3∑
i,j=1 i6=j
pi · pj
m0
,
(5)
where βi = m0mi/(m0 + mi), ∆ij = |~ri − ~rj |, and G de-
notes the gravitational constant. The first term of Eq. (4)
defines the Keplerian motion of each planet around the star,
whileHdir andHkin represent the mutual interactions among
the planets. The barycentric momentum pi in the four-body
problem are defined as
pi =
mi
mT

r˙i∑
j 6=i
mj −
∑
j 6=i
mj r˙j

 , (6)
where r˙i are the derivatives of the astrocentric positions and
mT = Σ
3
i=0mi. Since we are assuming co-planar orbits, our
system contains a total of six degrees of freedom.
Performing a canonical transformation to the modified
Delaunay variables, which for the planar case are given by
Lj = βj
√
µjaj
Sj = Lj(1−
√
1− e2j)
(7)
with µj=G(m0+mj), the Keplerian part of the Hamiltonian
is simply given by the expression:
H0 = −
3∑
i=1
µ2iβ
3
i
2L2i
. (8)
In the vicinity of a Laplace-type resonance, we intro-
duce new angular variables in terms of the primary resonant
angles for each of the single resonances:
σ1 = 2λ2 − λ1 −̟1
σ2 = 2λ3 − λ2 −̟2
∆̟1 = ̟2 −̟1
∆̟2 = ̟3 −̟2.
(9)
The resonant angle of the Laplace resonance may be written
in terms of the mean longitudes as:
φlap = λ1 − 3λ2 + 2λ3. (10)
After an averaging process with respect to the short-period
terms, the resulting resonant Hamiltonian reduces to a sys-
tem of four degrees-of-freedom.
4 DYNAMICAL MAPS
4.1 Numerical Setup
For all our numerical runs we used an N-body code based on
a Bulirsh-Stoer integrator with a variable step-size in order
to control the relative error (Er) in each time-step. This
value was taken equal to Er = 10
−12.
We constructed a series of dynamical maps using a rect-
angular grid of initial conditions in the representative plane
(a3, e3). All other variables, as well as the planetary masses,
were taken from Table 4.1, which correspond to values of the
angles that lead to minimum excursions in the eccentricities
(see Marti et al. (2013) for details).
The top frame of Figure 1 reproduces the structure of
the phase-space in the (a3, e3) representative plane in the
vicinity of the 2/1 mean-motion resonance (MMR) between
m3 and m2. Black symbols correspond to the orbital fits
of (Rivera et al. 2010; Baluev 2011), each numerically inte-
grated in order to intersect the representative plane. The
dynamical map was constructed with a 82 × 82 grid, and
each initial condition was integrated for 5× 104 years. The
plot shows the value of ∆e3 obtained during this time-span,
with a color code in the range of 0.0 < ∆e3 < 0.6. The re-
gion associated to the 2/1 commensurability is clearly seen
MNRAS 000, 000–000 (0000)
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Orbital Parameters for the GJ-876 system
Parameter Planet c Planet b Planet e
P (days) 30.0881 61.1166 124.26
m (Mjup) 0.7142 2.2756 0.0459
a (AU) 0.129590 0.208317 0.3343
e 0.25591 0.0324 0.055
̟ (◦) 0.0 0.0 180.0
M (◦) 240.0 120.0 60.0
Table 1. Masses and orbital elements for the three planets of GJ-
876 involved in the Laplace resonance. The values of the angular
variables (̟ andM) were chosen to minimize the variations of the
orbital elements over time, and lead to small-amplitude librations
of the resonant angles. The (a3, e3) values correspond to those
obtained by the four-planet co-planar fit in Rivera et al. (2010).
around a3 ≃ 0.335 AU, while other resonances are also de-
tected for larger semi-major axis. This plot is analogous to
Figure 7 of Marti et al. (2013).
Initial conditions identified with red correspond to un-
stable orbits that lead to a disruption of the system within
the integration time-span. Stable orbits in the vicinity of the
2/1 MMR define a horse-shoe type region with eccentricity
reaching up to e3 ≃ 0.1. Close to the stability boundary, the
values of ∆e3 are relatively large (of the order of 0.2). We
also identified, deep inside the resonance domain, a small
region characterized by very low eccentricity variations.
The two lower graphs show the semi-amplitude of li-
bration of σ2 (middle plot) and of the Laplace angle φlap
(lower plot). Both show very similar behavior, indicating
that practically all initial conditions within the 2/1 MMR
also correspond to motion within the Laplace multi-planet
resonance.
Moreover, the region within the Laplace resonance with
∆e3 ∼ 0 corresponds to small-amplitude librations of its
critical argument, as expected.
4.2 Structure of the Laplace Resonance
In order to realistically assess the chaotic diffusion of this
system, we must first define the basic configurations with
which to compare the time-evolved parameters.
The best fit for the 3-body GJ-876 system is, according
to a variety of works (Rivera et al. 2010; Baluev 2011), a
chaotic condition; however, it has also been established that
the configuration is stable and locked in a resonant state
for extremely long timescales. In Marti et al. (2013) we pre-
sented a thorough exploration of the parameter space, yield-
ing several dynamical constrains.
For instance, we concluded that both dynamical tests
and stability considerations point towards a co-planar con-
figuration. We also showed that finite masses are necessary
in order to guarantee stability, and estimated upper bounds
for the mass ratio. Here we expand on those results and dis-
cuss in more details the evolution of both regular and chaotic
orbits with a higher resolution.
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Figure 1. Top frame shows a ∆e3 dynamical map in the vicinity
of the 2/1 MMR between m3 and m2 (corresponding to a3 ≃
0.335 AU). The middle plot shows the amplitude of libration of
the primary resonant angle σ2 of the two-body resonant, while
the bottom graph shows the amplitude of libration of the Laplace
resonance.
Figure 2 presents new dynamical maps for the cen-
tral region of the Laplace resonance, corresponding to low-
amplitude librations of φlap. Since we are interested in a
detailed analysis of the resonance structure, we increased
the resolution to a 300× 250 grid of initial conditions in the
(a3, e3) plane. The total integration time was also increased
to 105 years. The values of ∆e3 for each initial condition are
shown in the top panel, with a color code in the range of
0.0 < ∆e3 < 0.06.
It is important to recall that ∆e3 is not a chaotic in-
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Figure 2. Dynamical maps in the representative plane (a3, e3) in
the vicinity of the Laplace resonance. The color code in the top
frame corresponds to ∆e3 while the two remaining graphs plot
values of the MEGNO indicator 〈Y 〉.
dicator (e.g.Ramos et al. (2015)), although it constitutes an
important tool with which to map changes in the structure
of the phase space, such as those stemming from separatrix
crossings. The MEGNO indicator (Cincotta & Simo´ 2000;
Cincotta et al. 2003), on the other hand, is a robust and
efficient chaos indicator.
The middle panel of Figure 2 shows the same map al-
though this time the colors correspond to the MEGNO val-
ues 〈Y 〉, where 2 the lowest value, indicates regular motion.
We note a very sharp transition between moderate values
close to 2 deep within the libration domain, and highly
chaotic motion with 〈Y 〉 ≥ 1000. The low-Megno region is
located in the core of the resonant domain and corresponds
to small-amplitude librations of the Laplace angle, as dis-
cussed in Figure 1.
Although both indicators do not show exactly the same
results, they share some qualitative features. In both cases,
the phase-space appears separated into two distinct regions:
a moderately regular (〈Y 〉 < 3) domain surrounded by a
significantly more chaotic region identified with 〈Y 〉 > 10.
Hereafter we will refer to each as the inner and outer reso-
nant domains, respectively.
The lower frame presents, once again, a MEGNO color
map, only this time limited to values found in the inner
core of the resonance. We can now see a number of dynami-
cal structures deep within this commensurability. Although
similar structures may also be seen in the ∆e3 map, these
are not so clearly defined. A second interesting result of the
MEGNO map is that all initial conditions appear chaotic
(reaching a minimum value of 〈Y 〉 ≃ 2.89), even for very low
amplitudes of libration. Moreover this figure clearly shows
the very signatures of high order resonances within this do-
main as narrow channels or simply as smooth curves (see
below).
This general chaoticity is not unexpected. Indeed,
Nesvorny´ & Morbidelli (1999) considered the full three-
body-resonance as a configuration in the SS system (aster-
oid, Jupiter and Saturn), in which the time derivative of a
generic resonant angle σ satisfies:
σ˙ = j1λ˙1 + j2λ˙2 + j3λ˙3 + l1 ˙̟ 1 + l2 ˙̟ 2 + l3 ˙̟ 3 ≈ 0, (11)
where λi and ̟i denote the mean and perihelion longi-
tudes respectively. The indexes (j1, j2, j3) ∈ Z3 \ {0} and
(l1, l2, l3) ∈ Z3 are conditioned by D’Alembert’s rule:
3∑
i=1
(ji + li) = 0. (12)
For a specific three-body mean motion resonance (i.e.
λ˙i = ni yields a fixed value of ai), eq. (11) defines
several multiplets associated to different vectors of inte-
gers l, each located at slightly different resonant values
of the corresponding semi-major axis. These multiplets (or
sub-resonances) will inevitably overlap, generating an ex-
tended chaotic region in the three-body resonance. The full
(j1, j2, j3) MMR Hamiltonian (P1, P2, P3), up to second or-
der in the eccentricity of the small body (P3) can be reduced
to a four dimensional one. Indeed, after defining:
I = (N3, S1, S2, S3) , θ = (φ,̟1, ̟2,̟3) , (13)
where φ = j1λ1+j2λ2+j3λ3 and N3 = L3/j3, then following
the approach of Section 2, the local Hamiltonian reads
H(I,θ) =− 1
2j23N
2
3
− β0
(
1 +
S3
j3N3
)2
+
(j1n1 + j2n2)N3 + ν1S1 + ν2S2 + V (I,θ),
(14)
where β0 ∼ e23, ν1,2 are perihelion motions of P1 and P2 mas-
sive planets respectively. The perturbation takes the form:
V (I,θ) =
∑
l
βl(I) cos(φ+ l1̟1 + l2̟2 + l3̟3), (15)
and the small coefficients βl(I) can be given in terms
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Figure 3. Three resonances model for the (5,−2,−2) three-body
MMR. The strength of each resonances is given by the corre-
sponding width. The largest one corresponds to the resonance
(5λJ − 2λS − 2λ − ̟) while the smallest one to (5λJ − 2λS −
2λ+̟S).
of a power series of the small body’s eccentricity (see
Nesvorny´ & Morbidelli (1999)).
Considering three different multiplets of the asteroidal
three-body resonance (5,−2,−2), Cachucho et al. (2010)
applied Chirikov’s diffusion theory to investigate, among
other effects, variations of the eccentricities of the (490) Ver-
itas family. They clearly show that it is necessary to consider
at least the three strongest terms in (15) in order to explain
the observed distribution of eccentricities of this asteroidal
family. This multiplet of three resonances for this particular
MMR in the SS, given by l = (−1, 0, 0), (0,−1, 0), (0, 0, 1),
is represented in Fig. 3.
This simple model shows that the three resonances are
in overlap and thus the full domain of the MMR is expected
to be chaotic and therefore diffusion might occur. Moreover,
the above figure allows us to say that diffusion along the
resonance corresponds to variations of the eccentricity while
diffusion across the resonance measures variations of the
semi-major axis.
In the case of Gliese-876, m3 ≪ m1 < m2, and since we
are dealing with the full four dimensional resonant Hamilto-
nian in a small domain around Laplace resonance, a dense
set of resonances of the form
φ˙lap + l1 ˙̟ 1 + l2 ˙̟2 + l3 ˙̟3 ≈ 0
would appear as well as many other nearby MMR. Thus reg-
ular motion is not expected in this region but a very complex
domain of overlap of many resonances. Therefore the only
way to investigate diffusion is by numerical experiments.
In order to understand the structure of the Laplace res-
onances and the role of the different resonances in the mul-
tiplet in the diffusion process, let us write the Hamiltonian
in Chirikov’s style, taking again the same variables as de-
fined in (13) with φ = φlap. Due to the D’Alembert’s rule for
the Laplace resonance, the harmonic vector m ≡ (1, 0, 0, 0)
should be resonant, thus we take the angle m · θ = (λ1 −
3λ2 + λ3) as the resonant one. Taking away from the per-
turbation the resonant term, the Hamiltonian becomes
Hr(I,θ) =− 1
2j23N
2
3
− β0
(
1 +
S3
j3N3
)2
+ (j1n1 + j2n2)N3+
ν1S1 + ν2S2 + βm(I) cos(m · θ) + V,
(16)
where V includes all terms of the form cos(φlap + l1̟1 +
l2̟2 + l3̟3) with li 6= 0. Following the formulation of Sec-
tion 2.1, a canonical transformation or local change of basis
(I,θ)→ (J ,ψ) such that
ψk =
4∑
i=1
µikθk, Is = I
r
s +
4∑
k=1
Jkµks,
where µik are the coefficients of the transformation with
µ1k = mk, µ2k = ω
r
2/||ωr||, . . . , (so ψ1 =m · θ), allows one
to reduce the resonant Hamiltonian to
H(J ,ψ) =
J21
2M
+ |ωr|J2 +
4∑
s=1
4∑
k+s>2
JkJs
2Mks
+
βm(I
r) cosψ1 +
∑
l
βl(I
r) cos(l · θ(ψ)),
(17)
where M is the non-linear mass defined in Section 2.1 while
the Mks are similar constants to M but involving different
coefficients of the basis transformation (µik) and I
r is the
resonant action that satisfies the resonance condition
n1(I
r)− 3n2(Ir) + 2n3(Ir) = 0.
Recalling that the dot product is invariant, the replace-
ment θ→ ψ is easily done since l ·θ = r ·ψ, where now the
components of r are real numbers.
Keeping only the actual resonance (φlap) and neglecting
all the perturbation terms βl(I
r) for all l, the components
J2, J3, J4 become local integrals of motion whose value is
equal to zero if Ir is a point of the orbit. Then, the Hamil-
tonian reduces to a pendulum-like model
H˜r(J1, ψ1) =
J21
2M
+ V (Ir) cosψ1. (18)
Thus the motion across the resonance is given by J1, the
pendulum action. It librates or circulates depending on the
value of H˜r and for H˜r = V (I
r) the system lies at the sepa-
ratrix. When switching on the perturbation (βl(I
r) 6= 0) the
main effect to the pendulum model is to produce a distor-
tion of the separatrix and the motion in the neighborhood
of this asymptotic trajectory becomes chaotic leading to the
so-called chaotic layer. However a non-vanishing perturba-
tion, including at least two perturbing terms, also leads to
variation of the unperturbed local integrals J2, J3, J4, after
a simple inspection of (17). The variation of J2 has a direc-
tion normal to the energy surface and thus it can be ignored.
Changes in J3 and J4 lie in the diffusion space and therefore
along the resonance. In other words, due to the particular
geometry of the resonance (see Fig. 3), J1 measures diffusion
in the semi-major axis of P3 while, J3 and J4 lying in the dif-
fusion space, take into account diffusion in the eccentricity
of the small body.
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From the above discussion it becomes clear that if m ·
θ = (λ1 − 3λ2 + λ3) is a resonant angle, then (λ1 − 3λ2 +
λ3+ l1ν1+ l2ν2+ l3ν3) is also resonant for any integers li 6= 0
that satisfy the D’Alembert’s rule. And as we have already
shown, all these resonances are overlapping since all of them
have almost the same Ir (or ar). Hence we expect a fully
chaotic domain within the Laplace resonance and therefore
diffusion in both directions, along and across the resonance.
Moreover, since many other MMR are very close to this
Laplace resonance, a large chaotic sea should surround it.
As can be seen in Figs. 2, the correspondence between the
simple model and the full numerical experimentations is, at
least qualitatively, most evident. All this is what we observe
in Figs. 2. However, from the above discussion, nothing could
be said about the diffusion rate or if the diffusion has a
normal character.
5 DIFFUSION INSIDE THE LAPLACE
RESONANCE
Having analyzed the general structure and chaoticity of the
Laplace resonance, our next step is to estimate the diffusion
times in the different regions within this commensurability.
We performed a series of integrations of ensembles of
initial conditions at specific locations in the (a3, e3) plane.
Each ensemble consisted of a total of 256 initial conditions,
all centered around a given point in the plane, and defining
very narrow regions of at most 10−3 in ∆e3 and 2× 10−4 in
∆a3. Each initial condition was again integrated for a total
time of 2× 105 years, twice longer than the time-span used
for the original map.
During the evolution, we kept a record of every time
the particles crossed the representative plane. This was said
to occur when the following conditions were satisfied:
• Σ3i=1(|Mi −M0i |+ |̟i −̟0i |) < ǫang ,
• Σ2i=1|ei − e0i | < ǫe ,
• Σ2i=1|ai − a0i | < ǫa,
where ǫang, ǫe and ǫa are predefined values. For this set
of simulations we adopted ǫang = 6
◦, ǫa = 0.005AU and
ǫe = 0.005 .
We integrated a set of nine ensembles (hereafter referred
to as 1S, 2S, ... , 9S). The first was located in the outer res-
onant region, while the other ensembles were placed inside
the inner resonant region.
Figure 4 shows the evolution of each ensemble in the
representative plane, superimposed with the resonant struc-
ture as determined by the ∆e3 indicator. The initial condi-
tions are indicated with black rectangles while their subse-
quent diffusive evolution is depicted in colors.
As seen from the left-hand plot, the S1 ensemble suffers
a large-scale diffusion, rapidly covering all the outer reso-
nant region. Motion is highly chaotic and the times between
crossings are unpredictable. More interesting, all intersec-
tions with the representative plane occur in the red region,
which appears detached from the inner resonant zone indi-
cated in green and blue.
The remaining frames in Figure 4 correspond to initial
conditions in the inner resonant zone. In all cases the diffu-
sion is very localized, at least compared with the evolution
of 1S. Moreover, the time evolution of the ensembles never
leave the inner domain, indicating no noticeable mixing be-
tween both parts. This seems to suggest that perhaps both
regions are dynamically unconnected (at least up to the con-
sidered length of the simulations) and that the limit between
them could represent a kind of dynamical boundary inside
the resonance. In consequence, initial conditions within the
inner region seem to be characterized by very small diffusion
rates. The opposite seems to occur for initial conditions in
the outer domain.
5.1 Diffusion Coefficients
In this Section, we proceed to quantify the different chaotic
regimes within the Laplace resonance. To this end we take
advantage of the ensembles 1S to 9S described in the previ-
ous section to ensure a sufficiently representative ensemble
to compute the variances in both a3 and e3. The ensembles
labeled as i = 2, ..., 9 have a considerable number of intersec-
tions with the (a3, e3) plane that ensure a sufficiently good
approximation to the actual experimental value of the vari-
ance of (a3, e3). In the case of S1, we already noticed the
difficulty of having a significant amount of crossings with
the representative plane.
The numerical computation of the variance proceeds as
follows: i) We subdivided the total integration time of the
ensembles (i.e. Ttot = 2×105 years) into Nt time intervals of
fixed length Timp, so that Timp = Ttot/Nt. ii) At each time
interval [(i − 1)Timp, iTimp], i = 1, Nt we computed the
total plane crossings conditions (Ni) which occur at shorter
times than the extreme value of the time interval (i.e. if
Tcr < iTimp). iii) A representative value of the variances
both, for a3 and e3 is calculated using all the plane crossing
conditions in each time interval following:
σx =
1
Ni
Σ(x(Tcr)− x0)2, (19)
were x should be replaced by any of the fundamental pa-
rameters a3 or e3, and x0 is either the semi-major axis a3
or the eccentricity e3, at the center of the ensemble.
Diffusion processes are commonly characterized by a
power law relationship of the form σ2(t) = c tα, with c > 0.
If α = 1 we have normal diffusion, while in case of α < 1
the phenomenon is called sub-diffusion, or when α > 1 it
is called super-diffusion. In the normal diffusion case, that
corresponds to purely random motion, it is possible to define
a numerical diffusion coefficient, D, as the constant rate at
which the variance grows with time. The computation of the
diffusion coefficient in case of sub-diffusion or super-diffusion
for a generic HS is yet an open and difficult problem. There-
fore in this work we focus on which type of diffusion domi-
nates the different regions of the resonance discussed above.
Thus we associate to σ2x a power law
σ2x(t) = cxt
αx , (20)
where cx and αx are the fitted parameters. In case of
an exponent α ≈ 1 the parameter cx is an estimate of the
actual and standard diffusion rate coefficient, Dx . On the
other hand, if α is far from 1, nothing could be said about
the diffusion coefficient. Only a qualitative description about
the diffusion processes in phase-space could be provided.
In Figure 5 we show the time-evolutions of σe for each of
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Figure 4. Diffusion of 9 ensembles of 256 initial conditions defined in different regions of the representative plane. Total integration
time was 2× 105 yrs. Black rectangles show the location of the initial ensembles, while the color dots indicate their diffusion during this
time-span.
the ensembles 1S - 9S. We also include in the figure the cor-
responding time-evolution for the completely random case
(σ2 ∝ t) just for the sake of comparison. The figure shows
that in all cases the nine ensembles have a smaller rate than
the expected one for normal diffusion. The ensemble 1S,
taken in the outer part of the resonance, presents some sim-
ilarities with the normal case. For the rest of the ensembles,
the 4S shows the highest rate of evolution at large times,
but the computed variance for this ensemble is one order of
magnitude less than that for the ensemble 1S. This result
clearly shows that the inner region of the resonance, while
chaotic, presents a dynamical behavior that looks almost
stable and therefore the diffusion, is not well approximated
as a Brownian type motion. In Table 5.1 we show the values
of these exponents for the nine ensembles. Clearly only the
ensembles 1S and 4S present an exponent close to 1. The
associated diffusion coefficient, obtained by a linear fit for
t & 104 years results D ∼ 10−9 for both ensembles. The
rest of the ensembles are highly sub-diffusive and thus the
dynamical behavior is rather stable at least for t = 2× 105
years. The particular case of ensemble 4S might be explained
since its initial position (a0, e0) ≈ (0.335, 0.01) is also in the
outer region of the resonance but very close to the bound-
ary defined by the MEGNO computation (see for instance
Fig.6). Initially the evolution of the ensemble shows a sub-
diffusive behavior but, for moderate times, the diffusion be-
comes more normal and maybe for larger times it could reach
higher values of the eccentricity.
In this direction, Batygin et al. (2015) developed a 2-
Dimensional model and studied the diffusion on this same
system. Besides the difference between the analytic and nu-
merical approximations, they assume a normal diffusion to
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Figure 5. Variance of the eccentricity as function of time, ob-
tained for each of the ensembles 1S to 9S. The σe values are
shown in logarithmic scale in order to see how each curve moves
away from the Normal Diffusion curve, depicted in dashed black
line on the plot.
Ensemble α
1S 0.942715
2S 0.585784
3S 0.494802
4S 0.923109
5S 0.648737
6S 0.448689
7S 0.686534
8S 0.592316
9S 0.462431
Table 2. Exponents α calculated by a least-squares fit for the
data obtained by the variances from each of the nine ensembles.
derive a diffusion coefficient. Our approach shows that this
assumption for diffusion in a multi-resonant system such as
GJ-876 is not well suited, at least in the inner region of the
Laplace resonance.
6 ORBITAL STABILITY IN THE INNER AND
OUTER RESONANT REGIONS
Finally, we wanted to analyze the orbital stability and dy-
namics of a set of initial conditions in both regions of the
Laplace resonance. Figure 6 shows the Lyapunov charac-
teristic exponent (LCE) calculated for 10 initial conditions
in the representative plane. Their locations, supper-imposed
to the Megno-map, are shown in the upper frame, while the
time evolution of their LCE is shown in the bottom plot.
Along with the evolution of their LCE, we have plotted the
corresponding evolution of the initial conditions represented
by the co-planar orbital fits already mentioned in section
4.1.
All the initial conditions set in the outer resonant re-
gion (IC 7 through IC 10) are characterized by very large
values of LCE, of the order of 10−1 yrs−1, corresponding
e
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Figure 6. Bottom frame shows the Maximum Lyapunov Coeffi-
cient (LCE) for 10 initial conditions chosen in different regions of
the representative plane (identified in top graph).
to extremely chaotic motion. However, as shown in the left
panels of Figure 7 for IC 10, there is no indication of orbital
instability, at least within several 107 years. The system is
inside the Laplace resonance, although the resonant angle
displays large-amplitude librations. The resonant angles of
the individual two-body resonances are also librating, and
the behavior of ∆̟1 indicates that m1 and m2 are trapped
in an Apsidal Corotation Resonance (ACR) (Beauge´ et al.
2003). The difference in longitudes of pericenter of the outer
pair (∆̟2), however, circulates, indicating that this sub-
system is not in an ACR.
These values of LCE are very similar to those obtained
by Batygin et al. (2015), where they estimate a lyapunov
time for Rivera’s orbital fit using the aforementioned 2-
dimensional model. In fact, all orbital fits show a similar
behavior (see Figure 6), with values of LCE somewhere be-
tween those corresponding to the IC7-IC10 and IC2-IC5-IC6
groups of initial configurations.
Continuing with Figure 6, initial conditions placed in
the red streaks within the inner resonant region (IC 2, 5
and 6) have moderate values of LCEs. While these are sig-
nificantly smaller than before, they still correspond to sig-
nificant chaotic motion. Finally, the initial conditions placed
inside the relatively regular inner resonant region (IC 1,
3 and 4) all show almost identical very small values of
the Lyapunov exponent. At the end of the simulation, at
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Figure 7. Time evolution of the resonant angles corresponding
to initial conditions IC 10 and IC 4 described in Figure 6. These
show the evolution two characteristic conditions placed at the
inner (IC 4) and at the outer (IC 10) resonant regions.
T = 1.2 × 107 years, the value of LCE has yet to reach a
plateau, indicating that this region is characterized by very
regular motion. Indeed, the theoretical expected final value
of the LCE for regular motion is lnT/T ∼ 10−6.
The right-hand frames of Figure 7 shows the time evo-
lution of the resonant angles for IC 4. All, together with dif-
ferences in longitudes of pericenter, exhibit small-amplitude
librations, indicating that this configuration is not only
trapped inside the Laplace resonance but also exhibits a
double-ACR. The same is noted for the other initial con-
ditions in this region. This seems to indicate that the dif-
ference in dynamics between the inner and outer resonant
domains is defined by the behavior of the auxiliary resonant
angles, particularly that of the outer pair. Thus, it appears
that the almost regular region deep within the Laplace res-
onance corresponds to Double-ACR orbits, while the highly
chaotic outer region is associated to an ACR for the inner
pair and a σ2-libration of the outer pair of planets.
7 CONCLUSIONS
The choice of the GJ-876 system, although arbitrary, is due
to two main factors. On one hand, we want to analyze the
diffusive process and chaotic mixing in a system which could
have avoided other chaotic processes during its early stages
after gas depletion. In this sense, GJ-876 is a well charac-
terized system that displays a resonant chain of planetary
bodies. On the other hand, a natural motivation was the ex-
tensive quantity of previous works where this specific plan-
etary system has been used as prime example.
We have started our analysis by improving our repre-
sentation of the region covered by the Laplace resonance in
the (a3, e3) plane. We integrated one order of magnitude
more initial conditions than we had previously done, and
also extended the total integration time for each to 2×105
years. We therefore explored in a very precise way the main
dynamical structures that this system represents.
As was already pointed out in Marti et al. (2013), we
recognized two main regions in the surroundings of the res-
onance. The one we called inner resonant region is charac-
terized by lower values of ∆e3, a MEGNO indicator value
of 〈Y 〉 ∼ 2 and utterly very small values for the LCE which
result in seemingly large lyapunov times. The outer resonant
region is, however, dominated by extremely chaotic dynam-
ics, presenting high values of ∆e3 and 〈Y 〉, and having LCE’s
somewhat higher than in the inner region. Moreover, we also
concluded that the inner zone corresponds very well with
the region of lower libration amplitude of the resonant angle
φlap. This feature, although trivial, is extremely important
because it shows that the multi-resonant configuration of
the four-body system (m0 +mi, i = 1, 3) is responsible for
its long-term stability. The coincidence in the low-amplitude
libration regions of σ2 and φlap on the phase-space allows
us to state that the system is unable to show a libration of
the Laplace angle without being trapped in the two single
two-body resonances.
Although both the MEGNO and ∆e3 indicators point
towards chaoticity within the inner resonant region, this
characteristic should be considered with care. Indeed, we
have already stated that aside the overall chaoticity of the
system, we could still define regions with completely differ-
ent dynamical behaviors. The higher precision used in our
grid-simulations of initial conditions allowed us to perform
a much more detailed map of the inherent chaotic structure
inside the Laplace resonance. As it was shown in the bot-
tom frame of Figure 2, several thin strips of higher values
of 〈Y 〉 cross each other along the whole inner domain. This
behavior is completely expected (see section 4.2) due to the
overlapping of resonances associated with slight variations
of the the longitudes of perihelion of the planets, which are
located at the same region as the Laplace resonance.
In order to get a quantitative idea of how the different
aspects of chaotic behavior affect the dynamics of the system
and its resonant structure, we performed numerical calcula-
tions concerning the diffusive process, which occur inside
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the multi-resonance domain. Although diffusion is always
present, we show here that the rate at which the local varia-
tion of fundamental parameters (a3, e3) associated with the
actions in phase-space (see section 3), is completely limited
to the inner region of the resonance as long as their initial
values reside in that domain. In a few cases where the initial
conditions were located at the borders of the inner region
or at the strips of moderate chaos, the diffusion rate seems
to be higher. We also performed calculations of the diffusive
process for an ensemble of initial conditions located outside
the inner resonant region, yielding a time-evolution of the
variance very close to normal diffusion (i.e. α = 0.942715
in the model σ2(t) = c tα), while for any of the other en-
sembles the fit of this exponent was seemingly smaller. This
result clearly shows that the assumption of normal diffusion
(σ2(t) ∝ t) for these kinds of systems is not well sustained.
The LCE calculated for 10 different initial conditions,
chosen to represent some crucial aspects of the resonance,
are clearly in accordance with the overall analysis developed
here. There is a direct link between the lower values of LCE
and initial conditions at the inner zone. Accordingly, for
systems with initial conditions placed outside the inner part,
they not only reached higher values of LCE, but they also
reach these values at earlier times than systems with initial
conditions at the inner region. Moreover, Those conditions
which were located specifically at the moderate MEGNO
strips, show an intermediate value of LCE, and even some,
seem not to have reached its asymptotic LCE value at the
final time of the simulation.
The LCE obtained by Batygin et al. (2015) corresponds
to the outer resonant region of the Laplace resonance, as
they make use of the fit from Rivera et al. (2010) (see also
table 4.1). However, we found that the inner region, charac-
terized by a Double-ACR and small amplitude of librations
of the resonant angles, contains initial conditions which are
less chaotic, associated with Lyapunov times larger than 105
years. In fact we have run a simulation of Rivera’s orbital fit,
which led to a Lyapunov time of ∼ 100 years. Our integra-
tions for initial conditions in the inner resonant region which
are not specifically on any of the moderate MEGNO strips,
are not only stable for more than 107 years, they also show
a much more limited evolution of the libration amplitudes
of the resonant angles (see right-hand frame of Figure 7), as
well as a much regular variation. This strongly suggests that
although chaotic, the system could and in fact has long-term
stability, and that chaotic mixing should not have occurred
in systems which display resonant dynamics similar to that
of GJ-876.
Although this research was developed for a specific plan-
etary system, it seems reasonable that the main character-
istics of any system representing similar multi-resonant con-
figurations could share the main features that were described
throughout this paper. The implementations, although nu-
merically expensive, should not carry major problems, and
so, an extension to any such a system would only need
a sufficiently precise orbital fit. As the number of multi-
resonant systems is constantly increasing, this type of dy-
namical study is of fundamental importance mainly for sta-
bility considerations, and secondly because of the constrains
that multi-resonant planetary systems can impose on the
planetary formation theories.
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