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Abstract 
“Symmetry Methods for Understanding Structures of Inorganic 
Functional Materials” 
James W. Lewis May 2018 
The aim of this thesis is to develop and apply new techniques for structural 
characterisation of inorganic functional materials undergoing a phase transition. We develop 
robust, reliable and fast techniques that are demonstrated for existing known structures and 
used for new structure determinations. We hope they will be used well into the future as new 
structure characterisation needs arise. 
Chapter 1 explains the concepts of symmetry and phase transitions in crystalline materials. 
It introduces experimental characterisation methods and the challenges for robust structure 
determination from polycrystalline samples. 
Chapter 2 develops new structure determination techniques including Genetic Algorithms, 
exhaustive searches of subgroup trees and inclusion and exclusion type searches. WO3 is used 
as a test example to illustrate the techniques and give detailed analysis of the advantages and 
disadvantages of the different methodologies. 
Chapter 3 reports new structure determinations for α- and β-Bi2Sn2O7. The β-Bi2Sn2O7 
structure is the first structural model that accounts fully for high resolution diffraction data 
while the α-Bi2Sn2O7 model is considerably simpler than previously thought. Both structures 
are robustly determined using our new exhaustive search algorithms. 
Chapter 4 discusses application of our algorithms to the known but highly complex 
ZrP2O7 structure. The structure is solved with our methods using displacive symmetry-
adapted distortion modes. The new method of applying rotational distortion modes to rigid 
bodies allows us to simplify the structural description. An extremely complex search is 
undertaken which identifies the important rotational distortions. 
Chapter 5 describes the development of new routines to model the effect of stacking faults 
in layered materials on powder diffraction data, allowing unprecedented model complexity 
and speed in Rietveld refinement. The new stacking routines are applied to 
La2O2Cu0.667Cd0.667Se2 and La2O2Cu0.667Mn0.667Se2 layered oxychalcogenides, allowing the 
observed powder diffraction data to be fitted to extract both structural and microstructural 
information. The chapter also tests our new search algorithms on another oxychalcogenide, 
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(Ce0.78La0.22)2O2MnSe2 with a known low temperature magnetic structure. The important 
magnetic modes are extracted using our search algorithms allowing the magnetic structure to 
be determined. The techniques are then applied to the previously unknown magnetic structure 
of Ce2O2Fe0.75Zn0.25Se2 in order to extract important magnetic modes and try to determine the 
magnetic ordering in the low temperature phase. 
Chapter 6 summarises the work in this thesis and explains how the new techniques may 
continue to be used in the future. 
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Chapter 1 Introduction: Symmetry and Characterisation 
Methods 
1.1 Introduction 
This chapter gives an overview of structure-property relationships, their importance in 
materials chemistry and phase transitions. It covers the underpinning theory and 
characterisation techniques used in this work. Literature concerning the specific materials 
investigated can be found when those materials are introduced in individual chapters.  
The overarching aim of the work in this thesis is to develop and apply new techniques for 
structure characterisation. By better understanding the structure of materials we can design 
and tune the resultant properties and applications. Providing new tools to aid this 
understanding is the motivation for this work. 
1.2 Symmetry in Crystalline Materials 
Crystalline materials exhibit translational ordering over long range and as such can be 
defined by a finite set of atomic positions within a unit cell. The atomic positions within each 
unit cell are tessellated to describe the entire crystal. Individual atomic positions may be 
further related to each other by symmetry. This means that the long range structure of the 
crystal may also be reproduced from a subset of atomic positions called the asymmetric unit 
and a set of symmetry operations that generate all atomic sites from those in the asymmetric 
unit. 
The symmetry elements that are present in the crystalline arrangement of atoms can be 
subdivided into two types: point symmetry elements that involve no translational component; 
and space symmetry elements that involve a translational component. The collection of point 
symmetry elements present defines one of 32 possible point groups and the addition of space 
symmetry elements defines one of 230 possible space groups (for commensurate structures). 
These are tabulated in the International Tables for Crystallography Volume A1.  
Typically, for a new material, the space group is determined from diffraction (the principal 
method in this thesis) by determining whether the observed peaks are consistent with a 
proposed symmetry. The symmetry of materials imposes specific constraints upon where 
diffraction intensity may be observed known as systematic absences. If the systematic 
absences of the proposed symmetry do not exceed those observed, then the proposed 
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symmetry may be accepted even where it is too low. However, it is always possible to create 
a structural model of crystalline materials without symmetry (or, more formally, use P1 
symmetry) as this does not prevent the correct placement of atoms. While the “no symmetry” 
approach is attractive in terms of simplicity, it may be highly inefficient computationally. In 
structure solution, symmetry-based constraints that limit possible solutions to those that are 
realistic are extremely helpful in reducing complexity and therefore increasing the likelihood 
of identifying the correct model. An understanding of the true symmetry is also important for 
understanding structure-property relationships. A key advantage of the methods developed in 
this thesis is that they provide a way of dealing robustly with the true symmetry while 
retaining the simplicity of the “no symmetry” approach. 
1.2.1 Group Theory 
In our context, the word “group” refers to the fact that symmetry operations form a 
mathematical group that imposes the following four rules on them2 (where A, A-1, B and C are 
symmetry operations within the group and E is the identity, which is also within the group):  
1. The group must have closure; this means that the result of multiplication of any two 
operations (or indeed the square of one operation) in the group must be another 
element in the group, e.g. 𝐴 × 𝐵 = 𝐶. 
2. The group must have an identity; this is an operation that when multiplied by any other 
operation returns that same operation, e.g.  𝐴 × 𝐸 = 𝐴.  
3. The operations must have associativity; this means the result of their multiplication 
must not depend on the order in which they are assessed, e.g. (𝐴 × 𝐵) × 𝐶 = 𝐴 ×
(𝐵 × 𝐶). 
4. There must be an inverse of every operation in the group; this inverse is defined by the 
fact that each operation should return the identity when multiplied by its own inverse, 
e.g. 𝐴 × 𝐴−1 = 𝐸.  
Each symmetry operation within the group can be represented by a matrix so that when 
atomic positions in the asymmetric unit are multiplied by the matrix other symmetry 
equivalent atomic positions are obtained. Symmetry operations within a group may be 
combined into a larger block matrix representing the full group. If the matrix is not reducible 
by block factorisation then it is called an irreducible representation (irrep).   
As the diffraction techniques used to probe symmetry in crystalline materials collect 
information on the reciprocal (rather than direct) lattice (Von Laue3), this is where symmetry 
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operations are best considered. The direct and reciprocal lattices are related by a Fourier 
transform. The space containing all inequivalent positions can be defined as the volume 
within the locus of points that are closer to a single basis lattice point than any other. In direct 
space this is the Wigner-Seitz4 cell but in reciprocal space it is a Brillouin zone5 and each 
point within it is called a k-point. The Wigner-Seitz cell and Brillouin zone for a primitive 
cubic lattice are depicted in 2D in Figure 1.1. 
a1
a2
Direct Lattice, Wigner-Seitz Cell Reciprocal Lattice, Brillouin Zone
Fourier Transform
b1
b2
 
Figure 1.1: 2D depiction of (left) direct lattice Wigner-Seitz cell (green shading) and 
(right) reciprocal lattice (first) Brillouin Zone (purple shading) for a primitive cubic 
lattice. 
Although the space within the Brillouin zone is finite, the number of k-points is infinite 
because there is a continuum of possible positions. Adopting the language of Campbell et al6, 
there are, however, a limited number of high symmetry (“special”) k-points where symmetry 
elements are located. Each receives a unique label. Considering such “special” k-points 
allows simpler irrep matrices to be constructed by reducing the effect of some symmetry 
operations to the identity or to only the translational component in the case of space 
symmetry operations. An example of the labelling of “special” k-points for a primitive cubic 
lattice is given in Figure 1.2. A primitive cubic lattice has symmetry elements at these points 
as a minimum. There are also “non-special” k-points that lie on the line or plane of symmetry 
connecting “special” k-points. There is an infinite number on any given line or plane so they 
receive the same non-unique label. All others are called “general” k-points and are always 
non-uniquely labelled “GP”. As a result, irreps associated with “special” k-point labels are 
unique while irreps associated with “non-special” and “general” k-points are not and require 
the point in the reciprocal lattice to be specified.  
The link between k-points and symmetry is highly technical but one could consider trying 
to break symmetry in space group 𝑃1̅ as a simple example. There is just two symmetry 
Introduction: Symmetry and Characterisation Methods 
 
14 
 
elements: the identity, E; and an inversion centre, i. There are only “special” points where an 
inversion centre is located in reciprocal space and “general” points everywhere else. There 
are no “non-special” points. Clearly identity symmetry can never be broken and so the irrep 
matrix for E is the identity for all irreps at all k-points.  
Out of all the “special” points only one distortion, at the Γ point (irrep label Γ1
−), breaks 
the inversion symmetry. Here the available distortions involve displacing all symmetry 
equivalent atoms directly along either x, y or z crystallographic axes by the same degree and 
as such are described by a single parameter (a). More details are given on this 
parameterisation in Section 1.4.1. The 1D irrep matrix for Γ1
− is (-1) for i. This means the 
symmetry is reduced to P1 as the inversion centre requires positions defined by (-a). All other 
distortions, at the Γ point and all other “special” points, only allow distortions that retain 
inversion symmetry and have irrep matrix (1) for i. The symmetry remains 𝑃1̅ as the 
positions described by (a) are consistent with the inversion centre. One simple example 
involves doubling the size of the unit cell in one crystallographic direction and displacing 
atoms by the same degree but in the opposite direction in adjacent parent cells. Irrep labels 
X1
+, Y1
+ and Z1
+ describe this for doubling along x, y and z respectively.  
For the “general” point (non-unique irrep label GP1), there is an infinite number of 
positions to choose from but in all cases two parameters are available to describe the 
distortion (a, b). The first parameter describes distortions that retain i symmetry while the 
second describes distortions that break i symmetry and so the irrep matrix is (
1 0
0 −1
) for i. 
Symmetry is reduced to P1 for any non-zero b as the inversion centre requires positions 
described by (a, -b). In the vast majority of real cases the “general” point allows far more 
complex distortions than required and so simpler “special” points with fewer parameters 
should be used. As we discuss below, using high symmetry k-points is particularly useful 
way to model the breaking of symmetry through phase transitions.   
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Figure 1.2: “Special” k-points in an example triclinic lattice. The box represents the 
Brillouin zone and 𝚪, R, L, M, N, X, Y and Z  labels represent “special” high symmetry k-
points. Other points in the Brillouin zone are “general” k-points. Square brackets 
indicate the position in the Brillouin zone. Adapted from Setyawan and Curtarolo7. 
1.3 Phase Transitions 
In this thesis we mainly discuss phase transitions caused by a change in temperature 
leading to a structural (or magnetic) change in crystalline solids. These are usually phase 
transitions from a parent high temperature structure to a child low temperature structure 
where the parent “aristotype” can be described as a simplified version of the child (i.e. it has 
a superset of its symmetry elements) and the child “subgroup” can be described as a distorted 
version of the parent (i.e. it has a subset of its symmetry elements).  
Structural changes occur when the free energy of an alternative structure is lower and 
there is sufficient energy in the system to overcome kinetic barriers to reach it. In many 
systems, when the temperature is reduced the relative importance of the entropy term in the 
Gibbs Free Energy, G (Equation 1.1) is reduced and so a more ordered phase (with more 
favourable enthalpy, H and less favourable entropy, S than the parent phase) may become 
energetically favoured.    
Δ𝐺 = Δ𝐻 − 𝑇Δ𝑆  
Equation 1.1 
For crystalline materials, Landau theory8,9 can be used to approximate the free energy of 
phases close to a phase transition. It can be used for both first-order (where there is a 
discontinuity in the first derivative of the free energy) and second-order (where there is no 
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discontinuity in the first derivative of the free energy) phase transitions. However, for first-
order phase transitions a region with more than one real solution is generated. 
To begin, one must be able to construct an order parameter, ψ that describes the structural 
change at the phase transition. It is generally defined such that it has a value of zero for the 
high temperature disordered phase and some non-zero value that describes the ordering that 
occurs in the low temperature phase. As a mean-field theory, Landau theory assumes the state 
of the system can be described by a uniform order parameter and does not account for any 
localised deviations. In this thesis we will consider three types of order parameter: atomic 
displacements, rigid body rotations and magnetic ordering and discuss these parameters in 
more detail in 1.4.2.  
A key underpinning tenet of the theory is that symmetry changes in a discontinuous 
fashion. We can consider a phase transition where atoms displace from high symmetry parent 
sites as an example. When atoms are moved from high symmetry sites, symmetry elements 
are immediately removed from the structure regardless of the degree of perturbation. There is 
no gradual change in symmetry - it is either present or it is not. In reality, the movement of 
atoms through the phase transition is continuous. The order parameter measures the scale of 
distortions as it may adopt a value on a continuous scale that reflects the degree of 
displacement of atoms. An order parameter relates the continuous nature of distortions to the 
discrete process of symmetry breaking as a result of the phase transition. 
Landau theory models free energy as a function of the order parameter and temperature. 
The Landau free energy, F, approximates the Gibbs free energy per unit volume and, for 
second order phase transitions, can be expressed as a Taylor series expansion (Equation 1.2) 
in ψ. The odd order terms are usually omitted because F is normally a symmetric function of 
ψ. In order to determine the energetically favourable state of the system as temperature 
varies, one must minimise this expression.  
𝐹 = 𝐹0 + 𝐴𝜓
2 +
1
2
𝐵𝜓4 + ⋯  
Equation 1.2 
The coefficients A and B are functions of temperature (and pressure) and F0 represents the 
energy of the disordered, high temperature phase (i.e. the phase described by ψ = 0). 
Although higher order terms exist, because the order parameter will be small near to the 
phase transition, these terms can generally be omitted. Within that limit then the minimum of 
F is found when d F/d ψ = 0 as in Equation 1.3.  
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𝑑𝐹
𝑑𝜓
=  𝐴𝜓 +  𝐵𝜓3 = 0  
Equation 1.3 
The function only has a minimum if B > 0 (the second derivative may only be positive if B 
> 0) and it only has a minimum for ψ ≠ 0 where A < 0. That is to say that if A > 0 then the 
high temperature disordered phase has minimum energy and that the phase transition occurs 
at A = 0. Therefore, to a first approximation, the temperature dependence of A near the phase 
transition can be formulated as 𝐴 =  𝐴0(𝑇 − 𝑇c) where T and Tc represent the actual 
temperature and phase transition temperature respectively. By taking the first derivative of 
the free energy we can derive the minimum for F as given by Equation 1.4 (which is equal to 
zero only when ψ = 0 if T > Tc or for ψ = ±√
𝐴0(𝑇𝑐−𝑇)
𝐵
 if T < Tc). 
   
𝑑𝐹
𝑑𝜓
=  𝐴0(𝑇 − 𝑇𝑐)𝜓+  𝐵𝜓
3 = 0  
Equation 1.4 
In order to describe first-order phase transitions (where there is a discontinuity in F as 
temperature varies), one must introduce a 6th order term to the Taylor series and have B < 0 
and C > 0 to leave the first derivative as given in Equation 1.5. 
𝑑𝐹
𝑑𝜓
=  𝐴0(𝑇 − 𝑇𝑐)𝜓+  𝐵𝜓
3 +  𝐶𝜓5 = 0  
Equation 1.5 
The equation has a trivial solution of ψ = 0 if T > Tc and ±√
−𝐵+√𝐵2−4𝐴0(𝑇−𝑇𝑐)𝐶
2𝐶
 for T < Tc. 
However these latter solutions are also real for (
𝐵2
4𝐴0𝐶
+ 𝑇𝑐) > T > Tc. This creates a T region 
for which ψ = 0 and ±√
−𝐵+√𝐵2−4𝐴0 (𝑇−𝑇𝑐)𝐶
2𝐶
 are both possible solutions to Equation 1.5 and so 
a single minimum for F is not described uniquely by Landau theory. Instead the latter 
solutions represent local minima in the (
𝐵2
4𝐴0𝐶
+ 𝑇𝑐) > T > Tc  region. A graphical 
representation of solutions for first and second order phase transitions is shown in Figure 1.3. 
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Figure 1.3: Dependence of order parameter on temperature for (top) first order phase 
transition with Tc = 300 K, Ao = 0.1, B = -0.5, C = 0.8 and (bottom) second order phase 
transition with Tc = 300 K, Ao = 0.1, B = 1. Values of Ao, B, and C are chosen to normalise 
the order parameters to between 0 and 1 over the ranges shown. First order picture 
shows narrower range for a clearer view of Tc < T < 
𝑩𝟐
𝟒𝑨𝒐𝑪
+ 𝑻𝒄 region. 
The role of the order parameters is to break some of the symmetry of the high temperature 
disordered parent structure. This raises the fact that ordering almost always decreases 
symmetry and increases the complexity (number of independent parameters) of the model. 
Order and disorder refer to entropy and we do not need to go beyond the Gibbs Equation 
(Equation 1.1) to see that higher temperatures favour a higher entropy (more disordered) 
structure and vice versa. Landau theory deals specifically with the relationship to symmetry 
by introducing the continuous order parameter to the energetic calculation. For this reason it 
is useful close to a phase transition which involves disorder-order and a group-subgroup 
relationship. 
1.4 Structure Description with Symmetry-Adapted Distortion Modes 
The principal structural probe used in this thesis is powder diffraction (see 1.5.1 and 
1.5.2). To understand the symmetry of materials from this we must develop a structural 
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model and ensure that the model accounts for the observations in the powder diffraction data. 
This section discusses the parameters of that model using a symmetry-adapted distortion 
mode basis, how to create the model and how to refine it.  
1.4.1 Distortion Mode Basis 
When a material undergoes a phase transition on cooling and loses some symmetry 
elements but gains no symmetry elements (i.e. the child, low temperature phase has a subset 
of the symmetry of the high temperature parent) then it is called a subgroup of the parent 
phase. Subgroups can be subdivided into three categories10: klassengleiche where there are 
fewer translations but the crystal class is retained, translationengleiche where the translations 
are retained but the crystal class is lower symmetry and, allgemein where there is both fewer 
translations and a lower symmetry crystal class (this is sometimes considered a sub-category 
of klassengleiche).  
In traditional structural work, an independent model of the child structure would be 
developed in Cartesian coordinate space which places the relevant symmetry constraints on 
atomic positions or magnetic moments independently of the parent. However, in the case of a 
group-subgroup transition, there is an alternative model where the child structure can be 
described by the structure of the parent with some additional symmetry-adapted distortion 
modes that break some of the symmetry constraints. This distortion mode basis, described by 
Campbell et al.6, has significant benefits over the traditional Cartesian basis. Rather than 
considering the changes in fractional coordinates along individual xyz axes, distortion modes 
move atoms in a new “carrier space” defined by an order parameter direction (OPD). The 
OPD reflects how distortion modes can break the symmetry of the parent model for irreps at a 
particular k-point. The maximum symmetry breaking for a given irrep is to allow all 
associated distortion modes to act independently and have a non-zero value. This is called the 
irrep kernel. An irrep kernel therefore has a space group associated with it reflecting how 
much of the whole symmetry of the crystal is broken. It should also be noted that a distortion 
may break the symmetry relationship between “arms” of k-points. For example the X point of 
the primitive cubic cell has three arms at [½, 0, 0], [0, ½, 0] and [0, 0, ½] that are all 
symmetry equivalent. The arms are collectively referred to as the “star” of the k-point. A 
given distortion may affect all or only some of these arms depending on the symmetry 
constraints of the distorted structure. 
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For example 𝑅4
+(𝑎 𝑏 𝑐) (three independent modes with amplitudes a, b and c) is an irrep 
kernel at the R-point of a cubic perovskite (which has only one arm) which reduces symmetry 
from 𝑃𝑚3̅𝑚 to 𝑃1̅. The carrier space is designed so that, for the kernel, each independent 
mode corresponds to exactly one basis vector of the irrep. This complies with the requirement 
of Landau theory that order parameters must act with the same symmetry ‘character’ as the 
affected irrep. Where the distortion is not the maximum irrep kernel but an intermediate, the 
OPD places constraints upon the distortion modes so that they conform to an intermediate 
distorted structure symmetry. In this case a single independent mode may correspond to a 
linear combination of basis vectors of the irrep. An example is shown in Figure 1.4, where a 
single independent mode, 𝑅4
+(𝑎 𝑎 0) with amplitude a is permitted and this only reduces the 
cubic perovskite parent symmetry to Imma rather than 𝑃1̅.  
b
a
c
𝑅4
+(𝑎 𝑎 0)
𝑅4
+(𝑎 𝑏 𝑐)
 𝑚𝑚𝑎
𝑃1̅𝑃𝑚3̅𝑚
(Parent)
 
Figure 1.4: Distortion of (top left) cubic perovskite parent by a single independent 
distortion mode - 𝑹𝟒
+(𝒂 𝒂 𝟎) to create Imma child (bottom) or by irrep kernel - 𝑹𝟒
+(𝒂 𝒃 𝒄) 
to create 𝑷?̅? child (right). Large pale blue cells shows the √𝟐 × 𝟐 × √𝟐  and √𝟐× √𝟐× √𝟐  
supercells required for the respective distorted structures. The small pink cell is the 
parent unit cell.  
Where distortions occur only at the Γ point, which always lies at the centre of the Brillouin 
zone, the group-subgroup relationship must be translationengleiche because the translational 
relationship of the primitive unit cell with surrounding cells cannot be affected. Meanwhile, if 
k-points are elsewhere in the Brillouin zone (such as the R-point in the above example) the 
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group-subgroup relationship must be klassengleiche or allgemein because the changes 
through the phase transition must break the translational relationship with the adjacent unit 
cell. In both the examples in Figure 1.4 the group-subgroup relationships are allgemein but, 
for example, an 𝑋1
+(𝑎 𝑎 𝑎) distortion would lead to a klassengleiche relationship with the 
child retaining space group 𝑃𝑚3̅𝑚 but with a  ×  ×   supercell as all three arms of the star 
of X are involved in an equivalent distortion. 
Whilst examples of displacive symmetry-adapted distortion modes are given above, we 
also apply both magnetic and rotational modes in this thesis. Representations of the magnetic 
and rotational descriptions are shown in Figure 1.5. 
Magnetic 
Moment
Direction of 
rotationMagnitude 
of rotation
Rotational DescriptionMagnetic Description
 
Figure 1.5: Representation of the use of vectors (red arrows) to describe magnetic and 
rotational distortions. Left picture shows the magnetic description of the moment of a 
single atom. Right picture shows the rotational description of rigid polyhedra. The light 
green atom represents a dummy position used to define the direction of rotation about 
the pivot (dark green). 
In the case of magnetic distortion modes that describe magnetic ordering in materials, the 
irrep matrices represent symmetry operations applicable to the magnetic moments. They are 
prefixed with the letter “m” in order to differentiate them from irreps that describe the 
symmetry of atomic positions. Magnetic distortion modes act to break some of this symmetry 
depending on the constraints of the magnetic space group (Shubnikov group) of the distorted 
mode. Magnetic moments can be described using “axial vectors” (or pseudo vectors) that act 
as ordinary vectors but allow a sign flip upon reflection to account for the reversal of charge 
in the opposite direction to the vector. As with displacive modes, these vectors may be 
decomposed into conventional orthogonal components (mx, my, mz). Typically magnetic 
ordering involves limited symmetry breaking that can be described by distortion modes of a 
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single irrep and so far fewer mode amplitudes are needed than in a conventional (mx, my, mz) 
type description of each moment. 
In the case of rotational modes, we define rigid polyhedra with fixed bond lengths and 
angles so that internal distortions are excluded. These rigid bodies are bound to a dummy 
position (formally described by a fixed bond from the central position or “pivot” of the 
polyhedra to a dummy atom with zero occupancy) allowing a vector about which each rigid 
body may rotate depending on symmetry constraints of the distorted model. The rigid bodies 
may also translate which we allow using displacive modes applied to the pivot of the 
polyhedra which carries all “passenger” atoms of the rigid body with it. Both the rotational 
and translational modes acting on rigid bodies can be decomposed into the conventional 3 
orthogonal components. Although a combination of displacive distortion modes can always 
be used to achieve the same description as any rotational distortion mode, in cases where the 
distortion mainly consists of rotations of rigid polyhedra, rotation modes offer a much 
simpler description than can be achieved by displacive distortion modes.  
The distortion mode basis has the advantage of providing an “on/off” measurement of 
symmetry breaking. In the traditional xyz description it might not be immediately obvious, if 
atoms are close to high symmetry sites, whether the symmetry is truly broken. This is useful 
because it is far easier to design an algorithm that works with “on/off” parameters than with 
continuous parameters. The distortion mode basis also provides the advantage of direct 
quantification of a distortion magnitude. This is because it uses an order parameter, where 
zero amplitude means zero distortion and the amplitude scales with the magnitude of the 
distortion. This is in contrast to the traditional basis, where information on the scale of the 
distortion must be obtained indirectly by using the difference between positions or moments 
of parent and child structures. The distortion mode basis may also provide a simpler (fewer 
parameters) model if the modes more naturally model the distortions of the structure than 
atomic coordinates in Cartesian coordinate space. Given that distortion modes act directly on 
irrep basis vectors this is likely when the child structure has a subset of the parent symmetry 
(i.e. is a subgroup). The fewer order parameters that are used, then the easier it is to identify 
the global minimum energy arrangement. 
1.4.2 Generating Subgroups - ISODISTORT 
ISODISTORT6 (part of the ISOTROPY suite11) is a freely available online tool for 
generating symmetry-adapted distortion-mode descriptions of distorted systems. When a 
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parent loses symmetry via distortion, ISODISTORT is able to describe the child structure 
using parent atomic sites plus symmetry-allowed distortion modes that distort the structure as 
specified by the user. In this thesis we apply displacive, rotational and magnetic modes to 
model distorted structures, although occupational and strain modes are also available in 
ISODISTORT. When a symmetry breaking distortion is applied, ISODISTORT returns a list 
of distortion modes applied to the irreps at selected k-points where the symmetry constraints 
are relaxed in the distorted model compared to the parent. An order parameter direction 
(OPD) gives the constraints upon these modes enforced by the symmetry constraints of the 
distorted model. ISODISTORT provides 4 methods by which the user can specify the 
distortion and obtain a distorted structure: 
1. By searching for distortions over all “special” k-points; where the k-point is unique 
and constrained by the user-choice of crystal system, space group and lattice distortion 
before selecting from possible irreps and OPDs. 
2. By searching over specific k-points; specifying the variables if “non-special” or 
“general” k-points are chosen and superposing multiple k-points if required before 
choosing the irreps and OPDs. 
3. By searching for k-points or combinations of k-points that distort the structure to a 
user-specified space group and lattice before choosing from a list of allowed irreps and 
OPDs. ISODISTORT algorithms search for the simplest possible combination of 
“special” k-points. 
4. By loading a pre-existing child structure from a CIF file and allowing ISODISTORT 
to automatically match sites with the parent; specifying the basis and origin of the 
distorted lattice and selecting the distortion from allowed irreps and OPDs. 
ISODISTORT algorithms search for the simplest possible combination of “special” k-
points. 
The amplitudes of modes generated by ISODISTORT can be moderated by a 
normalisation factor (normfactor) such that the sum of the squares of the resulting 
displacement, rotation or magnetic moments of all atoms is 1 (Å, radian or 𝜇𝐵 depending on 
the mode type). The normfactor can be obtained as defined by Equation 1.6 where for all 
unique atoms, i, that are affected by the mode: mi is the multiplicity, vi is the vector along 
which the mode acts and 𝐵′ is the matrix of column vectors defining the child supercell 
before any strain is applied.  
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𝑛𝑜𝑟𝑚𝑓𝑎𝑐𝑡𝑜𝑟 =
1
√∑ 𝑚𝑖 (‖𝐵
′ .𝒗𝒊‖𝑖 )
2   
Equation 1.6  
In order to return the strain independent displacement, rotation or magnetic moment of a 
given atom resulting from a given distortion mode, Equation 1.7 may be used where A is the 
mode amplitude and B is the strained supercell column matrix (this can be eliminated where 
there is no strain). 
𝑑/𝑟/𝜇 = 𝐴 × 𝑛𝑜𝑟𝑚𝑓𝑎𝑐𝑡𝑜𝑟 × ‖𝐵. 𝒗‖  
Equation 1.7  
Once a distorted structure model is obtained from ISODISTORT, even if irrep kernels 
were selected, there is still no reason why the maximum possible symmetry breaking allowed 
by the model must be used when fitting a set of experimental diffraction data. For example, 
some mode amplitudes could be zero or some could be related in amplitude. In this case the 
actual symmetry of the model may be higher than that implied by the space group (or 
magnetic space group). This is important because it allows the use of a lower symmetry 
distorted model than the one that actually occurs at the phase transition, and the use of search 
algorithms to decide which distortion modes are really needed. This is helpful for robust 
symmetry determination because it is possible to start structural refinements with a P1 model 
and then extract the space group by deciding which modes are actually necessary to describe 
the experimental data. The best choice is usually the model that uses the fewest distortion 
modes but still fits the data. Figure 1.6 summarises this idea.  
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Figure 1.6: Graph showing balance in achieving fit to diffraction data while using the 
lowest number of distortion modes and highest symmetry possible. The best model is in 
the optimal region where the most possible symmetry constraints have been applied 
without compromising the fit. 
Once the necessary modes have been identified, the ISOTROPY suite provides another 
tool, FINDSYM12 that allows us to determine the true symmetry of our model based on the 
position of atoms, or alignment of magnetic moments that are obtained once the amplitudes 
of the refined modes have distorted the parent structure. The routine allows a tolerance (an 
allowed distance or moment variation from a higher symmetry arrangement) that we specify 
whenever FINDSYM is used in this thesis. 
As well as generating an individual child distorted model, ISODISTORT is also able to 
create a “subgroup tree” which lists structural models for all possible subsets of the 
distortions available to the child structure. This creates an additional way to determine the 
true symmetry of the sample – by trialling each subgroup model. Again the aim of this 
approach is to identify the candidate with fewest distortion modes that fits the experimental 
data. It is a similar approach to trialling distortion modes of a P1 model but avoids the 
FINDSYM step by working directly with possible space groups. Details and examples of 
both these approaches are found in Chapter 2. In every case where structures are generated 
using ISODISTORT during this thesis, there is an Appendix giving step by step instructions 
of how this was done.  
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1.5 Diffraction Methods 
Diffraction is a very powerful structural probe for studying crystalline materials, and 
almost all the structural information discussed in this thesis is derived from diffraction data. 
For many materials it is not possible to obtain single crystals for diffraction and so this thesis 
focuses on the information that can be extracted from powder diffraction techniques. This 
section discusses the fundamental theory of diffraction and how to extract structural 
information from it. 
1.5.1 Powder X-ray Diffraction (PXRD) 
Powder X-ray Diffraction (PXRD) is a powerful probe of polycrystalline structures that 
relies on the interference of X-rays scattered by electrons. In PXRD experiments the scan is 
usually performed by illuminating the sample in a monochromatic X-ray beam over a range 
of incident angles, θ, and detecting the X-rays diffracted at angle 2θ (Figure 1.7). We will be 
concerned with elastic scattering of X-rays (where the energy of X-rays is unchanged by 
diffraction) to create Bragg peaks in the diffraction pattern which probe the long range order 
of the structure. We won’t seek to derive any structural information from inelastic (Compton) 
scattering of X-rays or diffuse (disordered) scatter. Bragg’s law (Equation 1.8) relates the 
wavelength of the X-ray radiation, λ, to the d-spacing between parallel Miller planes, dhkl, and 
the incident angle of X-rays. 
𝜆 =  𝑑ℎ𝑘𝑙𝑠𝑖𝑛𝜃   
Equation 1.8 
θdhkl
λ
hkl
hkl
dhklsinθ
Incident 
X-rays
Scattered 
X-raysfrom 
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to 
Detector
θ
2θ
 
Figure 1.7: Schematic illustrating Bragg’s Law and the derivation of interplanar d-
spacing from diffraction of monochromatic X-rays. Adapted from Ainsworth13. 
Due to the interference of X-rays, whether X-ray intensity can be observed at a particular 
angle 2θ is determined by the unit cell and space group. The relationship between the unit 
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cell parameters and d-spacing is given generally for an orthorhombic unit cell by Equation 
1.9, although it is more complex or simple for other crystal classes.  
1
𝑑2
= 
ℎ2
𝑎2
+ 
𝑘2
𝑏2
+ 
𝑙2
𝑐2
  
Equation 1.9 
The structure factor Fhkl, gives the intensity observed for a given hkl reflection due to the 
contribution of all atoms j, where fj is the scattering factor of the atom and xj, yj and zj are the 
fractional coordinates of the atom (Equation 1.10).  
𝐹ℎ𝑘𝑙 = ∑ 𝑓𝑗𝑗 exp [ 𝜋𝑖(ℎ𝑥𝑗 + 𝑘𝑦𝑗 + 𝑙𝑧𝑗)]  
Equation 1.10 
The scattering factor depends on the number of electrons of the atoms in question and the 
distribution of intensity amongst different reflections probes the relative position of atoms to 
each other. There are also additional effects on the observed diffraction pattern resulting from 
the nature of the sample and the instrument. Some effects that lead to a change in intensity or 
position of peaks include (but are not limited to): thermal vibrations, where the observation of 
time-averaged atomic positions reduces observed intensity in a 2θ-dependent fashion; 
preferred orientation, where polycrystalline grains prefer to lie in a particular non-random 
orientation relative to the X-ray beam so redistributing intensity in a hkl dependent fashion; 
and sample height variation, where the position of the sample relative to the X-ray beam 
shifts the position of observed peaks uniformly. Other effects change the shape of observed 
peaks including: microstrain broadening, where the stress of the sample creates a 2θ-
dependent broadening of peaks; size broadening; where small polycrystalline grains leads to 
broadening of peaks, and asymmetry; where attempting to detect X-rays diffracted in a cone 
with a flat detector leads to a 2θ angle dependent uneven distribution of peak intensity about 
the maximum.   
All PXRD data analysed in this thesis was collected on D8 Bruker Advance laboratory 
diffractometers or on synchrotron sources at: Diamond Light Source, Harwell Science and 
Innovation Campus, Didcot, UK; at the European Synchrotron Radiation Facility (ESRF), 
Grenoble, France; at the National Synchrotron Light Source, Brookhaven National 
Laboratory, New York, US; or at the ANSTO Australian Synchrotron, Sydney, Australia  
prior to the start of this work. A detailed comparison of X-ray generation at lab and 
synchrotron sources is not provided here. However, synchrotron sources offer very intense 
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monochromatic radiation and therefore high resolution diffraction data that may, for example, 
resolve subtle peak splitting not visible using a lab source. They also offer versatility in the 
wavelength of X-rays required unlike the D8 lab source which supplies Cu Kα1 radiation at λ 
= 1.540598 Å. However, lab X-ray sources are far more readily available and are often 
sufficient for many standard characterisation needs. 
1.5.2 TOF Neutron Diffraction 
Time-of-flight (TOF) neutron diffraction data is also used throughout this thesis. All TOF 
neutron data analysed in this thesis was collected on HRPD or GEM at ISIS, Didcot, UK. 
Neutron scattering is highly complementary to X-ray diffraction data. Since X-ray scattering 
power is proportional to the number of electrons an atom has, it is very difficult to distinguish 
between atoms with a similar number of electrons and isoelectronic species are completely 
indistinguishable. Furthermore, it is difficult to accurately refine the position of atoms with a 
small number of electrons. Conversely, neutron scattering lengths vary independently of 
atomic number (they depend on the nuclear interaction distance of the isotope in question) 
and, unlike X-ray scattering, vary by isotope. This means that most atoms that cannot be 
distinguished by X-rays can be distinguished from neutron diffraction data; conversely, 
where neutron scattering lengths coincide, those atoms can usually be distinguished by X-ray 
diffraction data. 
In the TOF neutron diffraction experiment, pulsed neutron bursts with a distribution of 
neutron velocities are directed at the sample. After diffraction by the sample, these neutrons 
reach the detector banks (which are positioned at a known fixed distance and angle from the 
sample) and the time of flight for the neutron can be measured. The wavelength of the 
neutron, λ, can be determined using the de Broglie relationship (Equation 1.11, where h is 
Planck’s constant, mn is the mass of a neutron, L is the flight path length and t is the flight 
time). Defining the neutron velocity as vn = L/t, we can substitute into the Bragg equation and 
solve for dhkl as in Equation 1.12. Due to the distribution of velocities, a range of d-spacing 
can be probed from a single fixed detector bank. Lower angle detector banks typically probe 
longer d-spacing ranges but have lower resolution.  
ℎ
𝜆
=
𝑚𝑛𝐿
𝑡
  
Equation 1.11 
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ℎ
𝑚𝑛𝑣𝑛
=  𝑑ℎ𝑘𝑙𝑠𝑖𝑛𝜃  
Equation 1.12 
1.5.3 Rietveld Refinement  
The Rietveld method14 is a least squares minimisation of the squares of the difference 
between calculated and observed diffraction patterns. It specifically minimises SY as defined 
by Equation 1.13, where for each point of diffraction data, m: wm is the weight (Equation 
1.14), 𝑌𝑜 𝑚 is the observed intensity with standard error 𝜎(𝑌𝑜 𝑚) and 𝑌𝑐 𝑚  is the calculated 
intensity. 
𝑆𝑌 = ∑ 𝑤𝑚(𝑌𝑜 𝑚𝑚 − 𝑌𝑐 𝑚)
2  
Equation 1.13 
 𝑤𝑚 =
1
𝜎(𝑌  𝑚)
2  
Equation 1.14 
The calculated pattern is generated from a proposed structure and peak shape description 
so the calculated pattern can be changed by incrementally adjusting the parameters of the 
model. The parameters used to create the calculated diffraction pattern include: structural 
parameters, such as unit cell parameters and atomic positions (either directly with Cartesian 
fractional coordinates or via the distortion mode basis); and additional parameters used to 
model other experimental and instrumental effects that affect peak shape and position. A 
good model for the structure, experimental and instrumental effects is needed to generate a 
calculated pattern that closely fits the observed data.  In order to measure the quality of the fit 
to the observed data we typically quote a weighted Residual-factor (Rwp) as measured by 
Equation 1.15. Rwp is usually useful and sufficient when comparing fits to the same 
diffraction pattern over the same d-spacing range with a lower Rwp indicating a higher quality 
of fit. This is typically how Rwp will be used in this thesis. However Rwp, which is weighted to 
the inverse of the standard error squared, may sometimes give too little weight to small but 
important observed Bragg peaks and can therefore be insensitive to small improvements. 
Conversely, by including areas of the fit that contain no Bragg reflections it may give too 
much weight to merely fitting the background (i.e. a relatively low Rwp could be obtained for 
a diffraction pattern consisting mainly of background intensity even if the few Bragg peaks 
are poorly fitted). 𝑅𝑤𝑝
′  is an alternative measure that is calculated in the same way as Rwp but 
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with the background function subtracted to eliminate this problem. In cases in this thesis 
where an overall Rwp is quoted for combined refinements it is such that the contribution of 
each data set is approximately equal and the overall Rwp is the mean of the Rwp of the 
constituent fits. 
𝑅𝑤𝑝 = √
∑ 𝑤𝑚(𝑌  𝑚  −𝑌𝑐 𝑚)
2 𝑚
∑ 𝑤𝑚𝑌  𝑚 
2
𝑚
  
Equation 1.15 
We can also measure an unweighted R-factor, Rp, as defined by Equation 1.16 and RBragg, 
which measures the quality of fit only by “observed” and calculated intensities of reflections 
(Equation 1.17) where  "𝑜" 𝑘  and  𝑐  𝑘 refer to the intensity of observed and calculated 
reflection k respectively. However, it should be noted that RBragg is biased by the model for 
peaks that overlap severely. In the extreme case of two completely overlapping peaks, RBragg 
takes no account of the unequal contributions of the different reflections to the overall 
intensity.  
𝑅𝑝 = √
∑ |𝑌  𝑚  −𝑌𝑐 𝑚|𝑚
∑ 𝑌  𝑚𝑚
  
Equation 1.16 
𝑅𝐵𝑟𝑎𝑔𝑔 =
∑ |𝐼" " 𝑘 −𝐼𝑐  𝑘|𝑚
∑ 𝐼" " 𝑘𝑚
  
Equation 1.17 
As most fits presented in this thesis will compare the fit of multiple different models to the 
same diffraction data, Rwp will mainly suffice. To provide meaning to Rwp figures relative to 
the data (rather than relative to other fits to the data) we can measure the goodness of fit 
(GOF) or χ2 as defined by Equation 1.18 where the Rexp is the expected minimum possible 
value of Rwp (Equation 1.19); depending on the number of data points (including constraints), 
M, and the number of parameters (including restraints), P.  
𝐺𝑂𝐹 = 𝜒2 =
𝑅𝑤𝑝
𝑅𝑒𝑥𝑝
= √
∑ 𝑤𝑚(𝑌  𝑚 −𝑌𝑐 𝑚)
2
𝑚
𝑀−𝑃
  
Equation 1.18 
𝑅𝑒𝑥𝑝 = √
∑ 𝑀−𝑃
∑ 𝑤𝑚𝑚 𝑌  𝑚
2   
Equation 1.19  
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1.5.4 Pawley Refinement  
It is also possible to fit powder diffraction data without including a structural sites model 
(i.e. using only a unit cell and a space group). This is called a Pawley15 refinement, which 
generates allowed reflections on the basis of the unit cell and space group provided and then 
freely refines intensity of the generated reflections in order to fit the observed lineshape. This 
can be useful because it allows us to obtain a good model of the lineshape of observed peaks 
independently of the structural sites model. The Pawley refinement offers a simple check that 
the unit cell and space group provided do not result in systematic absences that are 
incompatible with the data. 
1.5.5 TOPAS Academic 
TOPAS Academic (TA)16-18 is the Rietveld refinement software that is used throughout 
this thesis. TA reads in information for Rietveld refinement from text files in the form of 
extremely versatile input files (.inp files). The text editing software Jedit19 is particularly 
useful because it can be easily configured to interact with TA and “knows” the keywords and 
formatting used in .inp files. The TA software contains countless innovations for both speed 
and ease of use across a range of refinement objectives, some of which are exploited and 
further-developed in this thesis. Refinements performed in this thesis were carried out using 
TA version 6 unless otherwise stated. 
The basic objective of the Rietveld refinement is the minimisation of SY by incremental 
change of the available parameters. Due to the incremental nature of the change the process is 
prone to finding false or local minima; where the parameter set appears to be minimised 
because any incremental change will result in increased χ2 but the global parameter space in 
fact contains a lower minima. The principal factors which dictate whether a refinement will 
find a false minimum are: the shape of the χ2 cost function in the parameter space, the size of 
incremental changes to parameters, the constraints of the parameters, and the starting values 
of parameters. Of those, all can be manipulated: the χ2 cost function by adding penalties 
(parameter restraints), and the others by changing parameters and adding limits in TA. 
However, the principal verification that a minimum is global must be by further (ideally full) 
exploration of the parameter space. For this reason it is helpful to randomise parameters to a 
new starting value once they have converged. The new set of starting parameters is then 
minimised by Rietveld refinement and again re-randomised in an iterative process called 
simulated annealing. A global minima is usually confirmed by identifying it repeatedly when 
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starting from different parts of the parameter space. It is worth noting that when seeking to 
obtain a subgroup model by refinement of a parent structure as a starting point (which is the 
fundamental approach of the distortion mode basis), the parent structure is likely to represent 
a local minimum in the fit to diffraction data. This is because at least some diffraction peaks 
are likely to be insignificantly changed by the distortion (and so well fit by the parent). 
Therefore, simulated annealing where distortion mode amplitudes are reset to a random value 
close to zero but slightly perturbed from it is useful.  
Most peak shape effects in powder patterns be approximated by using a simple pseudo-
Voigt Thompson-Cox-Hastings20 (TCHz) function. The six (u, v, w, x, y, z) parameter peak 
shape function describes Gaussian and Lorentzian components as defined by Equation 1.20 
and Equation 1.21 respectively. 
𝑇𝐶𝐻𝑧(𝐺𝑎𝑢𝑠𝑠) = √𝑢(𝑡𝑎𝑛2𝜃) + 𝑣(𝑡𝑎𝑛𝜃) + 𝑤 +
𝑧
𝑐𝑜𝑠2𝜃
   
Equation 1.20 
𝑇𝐶𝐻𝑧(𝐿𝑜𝑟𝑒𝑛𝑡𝑧) = 𝑥(𝑡𝑎𝑛𝜃) +
𝑦
𝑐𝑜𝑠𝜃
   
Equation 1.21 
Where anisotropic, hkl-dependent peak broadening is observed a Stephens21 anisotropic 
peak shape may also be appropriate. In this case an additional hkl dependent anisotropic 
broadening term, ΓA(ℎ𝑘𝑙), is included as defined by Equation 1.22 where σ is the variance of 
Mhkl. The individual components of Mhkl can vary by the refinement of A, B, C, D, E and F 
that allow a distribution of intensity about its centre with restrictions dependent on the crystal 
system. The Gaussian and Lorentzian terms are then defined by Equation 1.23 and Equation 
1.24 respectively where 𝜁 represents the relative scale between the two anisotropic 
broadening terms. 
Γ𝐴(ℎ𝑘𝑙) = √𝜎
2𝑀ℎ𝑘𝑙(
𝑡𝑎𝑛𝜃
𝑀ℎ𝑘𝑙
) , 𝑀ℎ𝑘𝑙 =
1
𝑑ℎ𝑘𝑙
2 = 𝐴ℎ
2 + 𝐵𝑘2 + 𝐶𝑙2 + 𝐷𝑘𝑙 + 𝐸ℎ𝑙 + 𝐹ℎ𝑘  
Equation 1.22 
𝑇𝐶𝐻𝑧+ 𝑆𝑡𝑒𝑝ℎ𝑒𝑛𝑠(𝐺𝑎𝑢𝑠𝑠) = √𝑢(𝑡𝑎𝑛2𝜃) + 𝑣(𝑡𝑎𝑛𝜃) + 𝑤 +
𝑧
𝑐𝑜𝑠2𝜃
+ (1 − 𝜁)2Γ𝐴
2(ℎ𝑘𝑙)  
Equation 1.23 
𝑇𝐶𝐻𝑧+ 𝑆𝑡𝑒𝑝ℎ𝑒𝑛𝑠(𝐿𝑜𝑟𝑒𝑛𝑡𝑧) =  𝑥(𝑡𝑎𝑛𝜃) +
𝑦
𝑐𝑜𝑠𝜃
+ 𝜁Γ𝐴(ℎ𝑘𝑙)  
Equation 1.24 
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TA contains command line functionality allowing TA .inp files to be read in and refined 
using external programs and commands. There is also functionality allowing information to 
be included in .inp files directly from the command line or to be read in from externally 
created files and outputs collected in external text files. This makes the software ideal for 
running Rietveld refinements as part of a larger algorithmic process governed by external 
scripting. All external scripting in this thesis, unless otherwise specified, runs TA version 6 
from command line with no graphics or console display. Chapter 2 introduces the methods 
we have developed and used in detail. 
1.6 Thesis Overview 
This thesis focuses on the development and use of structure determination tools and 
techniques. The distortion mode basis allows search algorithms to be simply and efficiently 
applied to structure solution of materials undergoing a phase transition involving group-
subgroup relationships between parent and child. This allows a more direct exploration of the 
symmetry of materials leading to both robust and fast structure determination. This in turn 
allows us to explore the limits of information that can be extracted from powder X-ray and 
neutron diffraction using new innovations. We will show how we have developed a range of 
different algorithms with the suitability and speed of each depending on the nature of the 
search space. The new techniques are applied to a range of examples including both phases 
with a known structure and those previously unknown. The thesis studies phase transitions 
involving displacive, rotational and magnetic ordering.  
In addition we develop new routines to model stacking faults in layered materials. We are 
able to develop routines offering a significant improvement in both speed and complexity of 
modelling. This allows new insights into the impact of stacking faults on a series of layered 
oxychalcogenides which will be generally applicable to other layered materials exhibiting 
similar faults.  
Several times throughout this thesis we refer to computational time taken to perform 
specific tasks. Due to computer and TA software upgrades during the course of this work, 
two different set-ups are used (the set-up is specified wherever computational times are 
given) with significantly different baseline performance. Therefore as a benchmark we have 
given the time taken for each setup to perform a complex Rietveld refinement on a Bi2Sn2O7 
structure in Appendix 9.  
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Chapter 2 Structure Solution by Exhaustive Symmetry 
Searches: Method Development and Testing on WO3 
2.1 Introduction 
This chapter introduces techniques for structure solution of materials undergoing 
symmetry loss after phase transitions from powder diffraction data. It does this by testing 
search algorithms on known phases of WO3. We start with a full analysis using an exhaustive 
subgroup search before showing how the same conclusions can be reached using a Genetic 
Algorithm approach or by simple inclusion/exclusion searches.   
When a material is cooled through a phase transition there is usually an associated loss of 
symmetry. When the remaining symmetry elements of the new child phase are a subset of the 
symmetry elements of the parent, then the phases are said to have a group-subgroup 
relationship. In this situation it can be helpful to try to determine the structure of the new 
phase by determining which of the symmetry elements are lost from the parent phase rather 
than trying to establish the symmetry elements present in the child from scratch. This 
approach helps combat the problem of low information content when determining structures 
from powder data because a model containing too many symmetry elements will give a poor 
fit to diffraction data whereas a model with either the correct or a subset of the correct 
symmetry elements would still be able to fit the data. 
The first requirement to implement this approach is to be able to describe the child as its 
parent plus a set of convenient parameters that destroy some of its symmetry. We can do this 
using symmetry-adapted distortion modes from ISODISTORT as discussed in 1.4.2.  
The second requirement, specifically for our exhaustive search approach, is to create a 
comprehensive map of all the possible pathways for loss of parent symmetry. To do this we 
need a child structure which have sufficiently low symmetry (and generally lower symmetry 
than required) that it will fit all the features of diffraction data.  We can then generate a 
subgroup tree using ISODISTORT as discussed in 1.4.2. 
A full subgroup tree generated by ISODISTORT can be broken down into sub-trees based 
on the relative volume to the parent (which is the first member of the tree). That is to say that 
group-subgroup relationships within a sub-tree are strictly translationengleiche. Sub-trees 
appear in ascending order of the relative volume. The subgroup at the base of each of these 
sub-trees has the child space group but a different supercell to other subgroups that appear at 
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the base of other sub-trees. The subgroups at the base of sub-trees are called “lattice 
subgroups”. The final lattice subgroup (and final subgroup in the entire tree) is the child 
subgroup. Figure 2.1a illustrates this arrangement. In section 2.6.2 we will show that, because 
the lattice subgroup of each sub-tree encompasses all of the degrees of freedom (DOF) within 
that sub-tree, they are useful for quickly eliminating possible structures from a subgroup tree.  
Points (in order of appearance in tree):
1. Parent subgroup
2. Parent lattice volume, child space group
3. Intermediate supercell, child space group
4. Intermediate supercell, child space group
5. Child subgroup
1
5
2
3 4
a)
 
Pm-3m (parent)
            Γ1
+(𝑎)
 𝑝𝑎𝑟𝑒𝑛𝑡 =  3 
P432
            Γ1
+(𝑎), Γ1
−(𝑎)
 =  𝑝𝑎𝑟𝑒𝑛𝑡 
P4/mmm
            Γ1
+(𝑎), Γ3
+(𝑎 0)
 =  𝑝𝑎𝑟𝑒𝑛𝑡 
P422
            Γ1
+ 𝑎  Γ3
+(𝑎 0),
Γ1
−(𝑎), Γ3
−(0 𝑎)
 =   𝑝𝑎𝑟𝑒𝑛𝑡 
P4mm
            Γ1
+(𝑎), Γ3
+(𝑎 0), 
Γ4
−(0 0 𝑎)
 =   𝑝𝑎𝑟𝑒𝑛𝑡 
P4/m
            Γ1
+(𝑎), Γ3
+(𝑎 0), 
Γ4
+(0 0 𝑎)
 =   𝑝𝑎𝑟𝑒𝑛𝑡 
P4
            Γ1
+ 𝑎  Γ3
+(𝑎 0), 
Γ4
+(0 0 𝑎), Γ1
−(𝑎), Γ3
−(0 𝑎), 
Γ4
−(0 0 𝑎)
 =   𝑝𝑎𝑟𝑒𝑛𝑡 
Γ1
−(𝑎) Γ3
+(𝑎 0)
Γ3
+(𝑎 0), Γ3
−(0 𝑎)
Γ3
+(𝑎 0), Γ1
−(𝑎)
Γ4
−(0 0 𝑎) Γ4
+(0 0 𝑎)
Γ4
+ 0 0 𝑎  Γ4
−(0 0 𝑎)
Γ1
−(𝑎), Γ3
−(0 𝑎), Γ4
+(0 0 𝑎)
Γ1
−(𝑎), Γ3
−(0 𝑎), Γ4
−(0 0 𝑎)
b)
 
Figure 2.1: Simple example of a subgroup tree. Top panel (a) shows a subgroup tree 
containing several coloured sub-trees. ISODISTORT lists all the subgroups within a 
subtree before the next sub-tree. Bottom panel (b) shows a simple example of 
distortions within a sub-tree from the HT WO3 distortion example we will use later (see 
2.7). 
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2.2 Phase Transitions in WO3 
WO3 is an excellent example of a material undergoing successive phase transitions 
involving distortions of a parent structure. Since the first description of room temperature 
WO3 in the literature by Braekken1, the structures of the multiple phases of WO3 have been 
the subject of much debate. Each phase can be described as a distortion of a 𝑃𝑚3̅𝑚 parent 
phase which, even though it is never actually found for WO3, is useful to imagine as the 
highest temperature structure. All the structures in the series are then subgroups of the parent 
structure which is perovskite-related but with the A site of the general ABX3 perovskite 
vacant.  Distortions throughout the series consist primarily of W atoms distorting off-centre 
within WO6 corner-sharing octahedra of the parent structure and, for all but the highest 
temperature structure, concerted tilts of those octahedra. Figure 2.2 shows the progressive 
distortion of the series on cooling. 
Cubic Pm-3m
Corner sharing WO6
octahedra
a  a × a
Monoclinic P21/n
Multi-dimensional W off-
centering and octahedral 
tilt
2a × 2a × 2a
Tetragonal P4/ncc
One dimensional W off-
centering and octahedral tilt
√2a × √2a × 2a cPnccPnmmPmPm KKK /2/4/43 1
10731173? ?   
PcPnPPbcn KKKK      190~230~1
623993 1/2
 
Figure 2.2: Distortions of WO3 on cooling. All the phases can be described using the 
virtual cubic parent plus symmetry-adapted distortion modes. The distortions of the HT 
P4/ncc phase can be described with just two distortion modes, while the RT temperature 
phase needs seven for a good fit to diffraction data. 
While the temperature stability ranges for each phase in the literature are still somewhat 
conflicting, it is clear that the hypothetical 𝑃𝑚3̅𝑚 parent (aparent = 3.76Å) distorts to a 
(>1173K) P4/nmm (𝑎 ≈  √ 𝑎𝑝𝑎𝑟𝑒𝑛𝑡  𝑐 ≈  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 )
2 phase then to the following phases on 
progressive cooling: P4/ncc (referred to as the high temperature structure in this chapter with 
𝑎 ~ √ 𝑎𝑝𝑎𝑟𝑒𝑛𝑡  𝑐 ~  𝑎𝑝𝑎𝑟𝑒𝑛𝑡), P21/c (√ 𝑎𝑝𝑎𝑟𝑒𝑛𝑡 × √ 𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 , β ~ 90.5˚), Pbcn 
( 𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡), P21/n (the room temperature structure with  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×
 𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 , β ~ 90.8˚; the non-standard setting is used for comparative 
consistency), 𝑃1̅ ( 𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 , α ~ 88.5˚, β ~ 90.5˚, γ ~ 90.5˚) and Pc 
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(√ 𝑎𝑝𝑎𝑟𝑒𝑛𝑡 × √ 𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 , β ~ 91.5˚)
3-7. The material has been of interest for 
colour switching,8 anisotropic conductivity9 and ferroelectricity.10 There has also been 
interest in the tungsten bronze intercalates, MxWO3, due to ferroelectricity,11 photochromic 
properties,12 superconductivity,13 and potential battery applications14.  However in this 
chapter, we look at two test phases of WO3 that illustrate the efficacy of different algorithmic 
search process in structure determination. Table 2.1 shows the important distortion mode 
contributions to each distorted structure.  
Table 2.1: Important distortions of WO3 phases. Column 3 indicates the supercell size 
relative to the cubic parent (a = 3.76 Å) excluding angles. Column 6 (n) indicates the 
number of distortion modes required for an adequate description of the distortion. 
These are indicated by bold letters in column 8. Column 7 (p) shows the number of 
traditional Cartesian xyz parameters required for the same description. This table is 
reproduced from Campbell et al.15 
A simple example with which to begin is the distortion in the P4/ncc (1073K-1173K) 
phase. The tilting distortion can be described by a single 𝑅4
+(𝑎 0 0) mode which rotates 
octahedra around the tetragonal axis (c axis of the parent). W displacements are also 
governed by just one 𝑀3
−(𝑎 0 0) mode which displaces atoms parallel to the tetragonal axis. 
A more complicated example is the room temperature phase. Campbell et al.15 have been 
able to show that the room temperature structure can be described very well by applying just 
7 distortion modes to the parent and reasonably well by just 5 distortion modes (considerably 
fewer than the 24 xyz coordinates that would be allowed to refine in the traditional 
description of this structure). In this chapter we work on the basis of the 7 mode fit. Two 
𝑀3
−(𝑎 𝑏 0) modes and two 𝑋5
−(0 0 𝑎 𝑎 𝑏 −𝑏) modes contribute to the displacement of W 
from octahedral centres. The 𝑀3
− modes correspond to an antiferroelectric distortion with W 
atoms moving out of phase with each other along all crystallographic axes while the 𝑋5
− 
modes displace W atoms in the same direction along the b axis of the cubic parent.19. 
Temp (K) Space 
Group 
Supercell 
/parent cell 
Refs. Glazer 
Tilt 
Symbol 
n p Important irreps(OPDs) 
> 1173 P4/nmm √ × √ × 1 
16
 𝑎0𝑎0𝑐0  1 2 𝑀3
−(𝒂 0 0) 
1063-1173 P4/ncc √ × √ ×   
3,16
 𝑎0𝑎0𝑐−  2 3 𝑀3
−(𝒂 0 0)+  𝑅4
+(𝒂 0 0) 
1033-1063 P21/c √ × √ ×   
16
 𝑎−𝑎−𝑐−  3 12 𝑀3
−(𝒂 0 0) + 𝑅4
+(𝒂 𝒃 𝒃);𝑋5
−(0 0 𝑎 0 0 0) 
673-1033 Pbcn  ×  ×   
3,16
 𝑎0𝑏+𝑐−  4 12 𝑀3
−(𝒂 𝑏 0) + 𝑅4
+(𝒂 0 0) + 𝑋5
−(0 0 0 0 𝒂 −𝒂);𝑀3
+(0 0 𝒂) 
290-673 P21/n  ×  ×   
3,16
 𝑎−𝑏+𝑐−  5 24 𝑀3
−(𝒂 𝑏 0) + 𝑅4
+(𝒂 𝒃 0)+ 𝑋5
−(0 0 𝑎 𝑎 𝒃 −𝒃);𝑀3
+(0 0 𝒂) 
233-290 P1̅  ×  ×   
7,17
 𝑎−𝑏−𝑐−  6 48 𝑀3
−(𝒂 𝑏 0) + 𝑅4
+(𝒂 𝒃 𝒄)+𝑋5
−(0 0 𝑎 𝑏 𝒄 −𝒅);𝑀3
+(0 0 𝑎) 
< 233 Pc √ × √ ×   
7,18
 𝑎−𝑏−𝑐−  6 24 𝑀3
−(𝒂 0 0)+ 𝑅4
+(𝒂 𝒃 𝒃) +Γ4
−(𝑎 𝑎 𝒃);𝑋5
−(0 0 𝒂 0 0 0) 
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Meanwhile, two 𝑅4
+(𝑎 𝑏 0) distortion modes describe out-of-phase octahedral tilts for 
successive octahedra along the tilt axis while a single 𝑀3
+(0 0 𝑎) mode describes in-phase 
octahedral tilting patterns leading to a Glazer tilt pattern of 𝑎−𝑏+𝑐−.  
2.3 Sample Preparation and Data Collection 
The RT WO3 diffraction data used in this chapter were collected prior to the start of this 
work. Samples for X-ray and TOF neutron powder diffraction analysis were prepared 
separately by Sarah Tallentire and Francesca Perselli respectively. In both cases, due to 
reagent grade WO3 sometimes containing triclinic impurities, WO3 (Alpha Aesar, 99.8 % 
purity) was ground in a mortar and pestle and annealed in a platinum crucible to 1273 K 
before being cooled at a rate of 0.25 K/min to 298 K. The samples were pale green/yellow 
and no evidence of impurity phases was found from lab X-ray data. 
2.3.1 X-ray Data 
X-ray powder diffraction data was collected on a Bruker AXS d8 Advance X-ray powder 
diffractometer by Sarah Tallentire. The sample was heated to 303 K by an Anton Paar 
HTK1200 furnace and data was collected for ~ 30 mins over a 10-140˚ 2θ range (d = 0.82 Å 
to 8.81 Å).  
2.3.2 TOF Neutron Data 
  TOF neutron data was collected by John Evans. The sample powder was placed in a 
10 𝑚𝑚 ×    𝑚𝑚 × 18 𝑚𝑚 slab can on the High Resolution Powder Diffraction (HRPD) 
instrument at ISIS and data collected over a 30 minute period (16.6 μAh) at 300 K. The data 
presented here was collected on the back-scattering detector bank for TOF in the range 40-
102.4 ms (d = 0.83 Å to 2.12 Å). 
2.4 Choosing a Child Subgroup 
The first step, universal to all our search processes, is to choose a child subgroup. The 
child must have a large enough cell and low enough symmetry that all the observable peaks 
in the diffraction data can be fitted (i.e. it must be a subgroup of the true structure). However, 
the child should be sufficiently simple that the searches don’t become prohibitively large and 
complex.  
For the RT phase, on which we will test all our search methods, we choose to limit the 
scale of the lattice distortion to supercells  ×  ×  times the parent size. This matches the 
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known lattice of the phase from the literature. We then choose space group P1. This 
illustrates that, in principle, nothing needs to be known or assumed about the space group 
symmetry of the phase in question (although this information can help limit the search) and 
ensures that our child structure meets the criteria above (it is a subgroup of the true structure). 
Subgroup 
#1427 child 
fit 
(S:\james_le
wis\WO3_ex
haustive\run
_29_1\Wo3_
chapter_fits\
child_subgro
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Figure 2.3: Rietveld fit to X-ray (bottom) and TOF neutron (top) data using the child 
subgroup. The model provides an excellent fit to all the features of both data sets. 
Space group P1, a = 7.29768(5) Å, b = 7.53516(5) Å, c = 7.68825(5) Å, α = 89.993(5)˚, β = 
90.8579(9)˚, γ = 90.015(3)˚. Rwp (RBragg) for X-ray / TOF neutron are 7.76 % (3.46 %) / 5.70 % 
(2.75 %). 
We can see from Figure 2.3 above that the child subgroup (P1,  ×  ×   supercell) does 
indeed provide an excellent fit to X-ray and neutron powder diffraction data as required. We 
can now use this fit to extract key, non-structural parameters for our search algorithms. This 
will save us having to redetermine these parameters when we repeatedly trial candidate 
structures and ensures differences arising in our fitness function are due to structural 
differences between candidates. Fixing these non-structural parameters also increases the 
probability of optimising the structural parameters that vary between candidates in a 
reasonable timeframe. A copy of this P1 child subgroup fit containing all non-structural 
parameters extracted from it is available in e-Appendix 1.  
For the HT phase (to which we only apply the exhaustive search) it seems more reasonable 
to limit the extent of the symmetry distortion to tetragonal cells by requiring at least retention 
of the parent 4-fold axis. The child space group is therefore P4. If the lattice distortion is 
again limited to the literature lattice then this simplifies the search significantly and illustrates 
how prior information can speed the process up. To further simplify the example and to give 
us a clear target for the exhaustive search, we use simulated X-ray data of the literature 
structure adding in noise and peakshape broadening effects similar to those found in real data. 
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Figure 2.4: Rietveld fit to simulated X-ray data using the child subgroup. The model 
provides an excellent fit to all the features of the data because it is a subgroup of the 
simulated structure. Space group P4, a = 5.27591(3) Å, c = 7.84625(7) Å. Rwp (RBragg) = 
10.88 % (1.67 %). 
We can see from Figure 2.4 that the child subgroup again provides an excellent fit to 
simulated X-ray data as expected. In this case, as the data was simulated, we do not need to 
extract non-structural parameters from this fit because we know the parameters used to 
simulate the data and can simply reuse them throughout the exhaustive search process. A 
copy of our P4 child fit to the simulated HT data can be found in e-Appendix  1. 
2.5 Exhaustive Subgroup Search 
Here we describe the steps needed to create and trial each subgroup in a subgroup tree 
against powder diffraction data sets at both RT and 1123 K. This allows us to exhaustively 
search through all the possible loss of symmetry pathways to identify the structure of each 
phase and show the result is consistent with the literature. 
2.5.1 Set Up 
For our RT child structure, ISODISTORT generates (see Appendix 1 for the method) 1427 
candidate subgroups (including the parent structure) of which 10 (subgroups #2-4, #7, #217-
219, #221, #223 and #225) have no active distortions. As it is clear that some supercell 
reflections are observed, there is no need for these to be considered in the search. This leaves 
1416 candidates to test using our exhaustive method. We will show that even this relatively 
large subgroup tree can be explored on a reasonable timescale. For reference, subgroup 
#1357 is the literature structure assignment for RT WO3. A full list of all subgroup candidates 
in the tree is given in e-Appendix 3. 
Structure Solution by Exhaustive Symmetry Searches: Method Development and Testing on WO3 
 
42 
 
For the HT phase, ISODISTORT generates (see Appendix 2 for the method) just 72 
candidate subgroups between the parent and child (including the parent structure) of which 2 
(subgroups #2 and #31) have no active distortions and are therefore not considered. This 
leaves 69 candidates to test using our exhaustive method. A full list of candidate subgroups 
can be found in e-Appendix 4. For reference, subgroup #58 is the literature structural model 
for HT WO3. 
2.5.2 Iterative Process 
The general principle of all our search methods is to test a series of candidate structures by 
Rietveld refinement of the available structural parameters against diffraction data. At the end 
we use the quality of the Rietveld refinement, as measured by Rwp, and the number of 
parameters to choose an optimal candidate. Before this can happen, we must develop a 
refinement strategy that can be applied to all candidate subgroups in our tree which will allow 
the structural parameters to converge properly in each case. We have found that this is most 
reliable when each refinement is broken down into 2 steps; one focusing primarily on the 
optimisation of unit cell parameters and one focusing on the optimisation of distortion mode 
amplitudes. Python scripting (available in e-Appendix 2) controls the creation of .inp 
instruction files for Rietveld refinement in TA. The scripting first inserts information for each 
candidate structure into a predefined template .inp file that already contains refinement 
instructions, instrumental parameters and other non-structural information before sending it 
to TA and collecting the Rwp and structural information returned after refinement. Figure 2.5 
summarises the overall process. 
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Figure 2.5: Schematic of exhaustive search process used for RT and HT WO3. 
To ensure that we find the best possible fit to the data that can be provided by each of the 
candidates, we perform a fixed number of Rietveld refinement iterations (a single step change 
in refineable parameters). We use a χ2 convergence criteria of a ≤ 0.001 improvement for two 
consecutive iterations after which parameters are randomised on convergence to new values 
and refinement continues to convergence again. Each randomisation and re-convergence 
process is known as a Rietveld cycle.  The best model found is saved at the end of each of the 
two protocols described below. 
2.5.2.1 Lattice Refinement  
In the first step the focus is to optimise the unit cell parameters of the candidate to account 
for the observed lattice distortion as well as possible. Distortion modes are included in this 
step because we cannot be sure that the optimal values of the cell parameters (in terms of Rwp) 
are not significantly different when they are excluded. In both HT and RT cases the scale of 
the distortion approaches but does not exceed a 3 % change in any given cell parameter 
relative to the cubic position. Therefore we find that a randomisation to a value within ±3 % 
of starting unit cell parameters (which are derived from the mean, undistorted cubic cell) on 
convergence (a 3 % annealing) is an effective choice. We also find it helpful to convolute an 
additional refineable parameter (ostensibly a peakshape parameter) with the unit cell 
parameters to aid their convergence. This allows calculated reflections to overlap with 
observed peaks from their cubic starting positions using an initially broad peakshape. A 
Gaussian strain parameter with FWHM initially approximately equal to the splitting in the 
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200/020/002 (RT) and 110/002 (HT) reflections is effective (see Figure 2.6). As the cell 
parameters optimise, the contribution of Gaussian strain broadening tends to zero, leaving 
only the fixed peakshape based on the child structure refinement. In this step we have found 
that 10000 iterations are sufficient to be confident of finding the right cell. We find this 
occurs for the child subgroup in 59/133 cycles and 122/180 cycles for RT and HT searches 
respectively. Given the child subgroup has more parameters than any other then we can be 
confident of efficient convergence in this step for all candidate subgroups. 
 
Figure 2.6: RT child subgroup fit to X-ray diffraction data, plotted on a logarithmic scale 
to emphasise peak tails. Top view shows initial cubic calculated model with calculated 
200, 020 and 002 reflections at the same 2θ value with a broad peakshape. Bottom view 
shows fit after initial lattice refinement stage. Due to the broad initial peakshape, the 
reflections have at least partial overlap with the observed peak positions and cell 
parameters converge to monoclinic values quickly. The peakshape then narrows to fit 
the true profile. 
2.5.2.2 Full Optimisation 
In the second step the focus is on fully optimising all parameters from the values found in 
the first step. Once the cell parameters are close to their true values it is much more likely for 
a refinement to successfully converge than if the cell begins undistorted. Therefore, the cell 
parameters need only be refined (not annealed) to allow for small changes to fully optimise as 
distortion mode parameters vary. It is useful to anneal the distortion modes by resetting their 
value close to zero after each cycle. It also aids convergence to restrain the amplitude of 
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modes to zero unless the diffraction data requires their inclusion by applying a “penalty” as a 
function of mode amplitudes throughout both steps. This, together with restricting atomic 
displacement to < ~ 0.5Å, prevents unphysical models being obtained and aids convergence.  
For the child subgroup we find that 2000 iterations for both RT and HT phases are sufficient 
to fully optimise parameters in 16/27 and 37/63 cycles respectively. Again we can then be 
confident of optimal convergence for all candidate subgroups. The repeatability of our 
experiments (see 2.6.1.3 and 2.7.1.2) gives further reassurance. 
2.6 Room Temperature Structure Solution 
2.6.1 Full Exhaustive Search Results  
The simplest and most exhaustive approach we can take for RT WO3 is to trial all 1416 
candidate subgroups with active distortions in the tree between the 𝑃𝑚3̅𝑚 parent and our  ×
 ×   P1 child. It takes around 27 hours to complete the nearly 17 million Rietveld iterations 
on a desktop PC (6th generation i7, 3.4 GHz) using tc.exe from command line with no 
graphics plotted. Figure 2.7 below shows the Rwp achieved for each of the 1416 candidates in 
our tree against X-ray and TOF neutron powder diffraction data. 
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Figure 2.7: Combined Rwp obtained for each of 1416 candidate models after Rietveld 
refinement against lab X-ray and TOF neutron powder diffraction data of RT WO3. 
Individual panels show: (a) Rwp as a function of tree candidate subgroup number; (b) Rwp 
of all candidates in ranked order; (c) Rwp of only best 30 candidates in ranked order with 
labels identifying the top five subgroups; and (d) Rwp of all candidates as a function of 
the number of structural parameters available to them. 
Structure Solution by Exhaustive Symmetry Searches: Method Development and Testing on WO3 
 
46 
 
We can see from Figure 2.7a that subgroups divide into three Rwp tiers of fitness 
depending on whether they have sufficient distortion modes available in each of the four 
(𝑋5
−  𝑅4
+  𝑀3
−  𝑀3
+) important distortion branches: very poor with Rwp > 30 % (typically 
lacking the important DOF of at least two of the four significant distortion irreps), poor with 
30 % > Rwp > 10 % (lacking the important DOF of at least one of the four significant 
distortion irreps), and good with Rwp < 10 % (all the important DOF are present). Looking at 
candidates in ranked order (Figure 2.7b and c; all candidates and best thirty respectively), 
they divide into several Rwp plateaus, the lowest of which (Figure 2.7c) contains five 
candidates. Finally, looking at the fitness of candidates by the number of structural 
parameters they have (Figure 2.7d), we can see that one of the five best candidates has far 
fewer parameters (28) than any other. This candidate is number #1357 in our tree with Rwp = 
6.75 % and matches the literature P21/n ( 𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 , β ~ 90.8˚) 
structure. While this kind of simple analysis is very useful and the correct choice appears 
obvious in this case, we can also show additional evidence for choosing this structure, which 
is useful in more complex examples. 
2.6.1.1 Visual Evidence 
The simplest evidence we can give for candidate #1357 being the correct model is that it 
gives an excellent fit to our powder diffraction data (Figure 2.8). The quality of fit is visually 
identical to the child subgroup with far fewer parameters and all the key features of the data 
are accounted for. However, this does not prove that an even simpler structure would not also 
provide an excellent fit to the data. Due to the exhaustive nature of our search, if such a 
structure exists, it must be another candidate in our tree. The next best fit to the data provided 
by a candidate with fewer parameters than #1357 is candidate #1368 (P2/n, 26 parameters, 
Rwp = 14.04 %, rank 16) and its fit is shown in Figure 2.9. It is clear that this structure 
provides an inadequate fit to the diffraction data. Assuming that no structure with higher Rwp 
provides an adequate fit to our data, we can conclude that candidate #1357 is not missing any 
symmetry elements that are present in the RT structure of WO3. 
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Figure 2.8: Rietveld fit to X-ray (bottom) and TOF neutron (top) data using candidate 
#1357. The quality of fit is comparable to that achieved by the child subgroup. Space 
group P21/n, a = 16.92183(14) Å, b = 7.53513(5) Å, c = 7.68837(5) Å, β = 154.4552(3)˚. Rwp 
(RBragg) for X-ray / TOF neutron is 7.75 % (3.51 %) / 6.59 % (3.16 %). 
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Figure 2.9: Rietveld fit to X-ray (bottom) and TOF neutron (top) data using candidate 
#1368. There are obvious deficiencies in the quality of the fit. Space group P2/n, a = 
16.5992(3) Å, b = 7.53504(11) Å, c = 7.29787(11) Å, β = 152.4124(6)˚. Rwp (RBragg) for X-ray / 
TOF neutron is 18.26 % (10.41 %) / 13.30 % (8.40 %). 
2.6.1.2 F-tests 
The Hamilton R-ratio test20 is a type of F-test designed to determine whether the fit of a 
model with more freedom (lower symmetry) is statistically better than a model with less 
freedom (higher symmetry) given the extra parameters of the less constrained model and the 
data set in question. While the test is most appropriate for structures derived from single 
crystal diffraction, we still find it can be of use with powder data. 
 A major difficulty with applying F-tests to powder data is in the counting of observations 
when there is peak overlap. Determining the number of observations is important because the 
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principle of the test is that more observations allow the selection of a lower symmetry model 
with more certainty for a given improvement in fitness.  For RT WO3 we can show that even 
with a very conservative view of the number of observations (each peak cluster in the pattern 
counts as one observation, assuming overlapping reflections are completely indistinguishable 
and discounting the mode amplitude restraints in the model), candidate #1357 is still chosen 
in preference to the higher symmetry candidate #1368 using a 95 % certainty criteria. We can 
also show that, even when a very optimistic view of the number of observations is taken 
(every predicted reflection counts as one observation, imagining there is no peak overlap and 
counting each restraint in the model as an observation), candidate #1357 is chosen over a 
lower symmetry alternative with slightly better fitness (candidate #1427, the P1 child 
subgroup, 96 parameters, Rwp = 6.00 %, rank 1) using a 95 % certainty criteria. Table 2.2 
summarises these two F-tests. While a more realistic estimate of the number of observations 
clearly lies between these two extremes, candidate #1357 would be chosen for any such 
value. This gives confidence in our assignment. 
Table 2.2: F-tests for selected candidates. Candidate X is the high symmetry model and 
candidate Y is the low symmetry model. A conservative observation count is used for 
candidate #1368 vs. #1357 while an optimistic count is used for #1357 vs. #1427. 
Candidate #X vs. #Y 1368 vs. 1357 1357 vs. 1427 
Rwp of X (%) 14.043 6.752 
Rwp of Y (%) 6.752 6.004 
observations (n) 33 444 
parameters of X (q) 26 28 
parameters of Y (p) 28 102 
p-q 2 74 
n-p 5 342 
F value (X vs. Y) 8.314 1.224 
95 % probability  1.9 1.59 
Is Y proven? Yes No 
2.6.1.3 Repeatability 
In order to verify that we have obtained the best fit to the diffraction data for each 
candidate we have repeated our search process three times (51 million Rietveld iterations) 
and found an essentially identical fit for each of the 1416 subgroup candidates in all three 
runs. Figure 2.10 is a scatter plot showing the Rwp found for each candidate in each of the 
three runs. 
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Figure 2.10: Overlay plot showing combined X-ray/TOF neutron Rwp found for each of 
the 1416 candidate subgroups on three repeats of the exhaustive search process. The 
small green triangles (run 3) lie on top of medium sized red squares (run 2) which lie on 
top of large blue diamonds (run 1). This shows that an essentially equivalent fit to our 
diffraction data is found in all three runs for all candidates. 
We also show that our chosen penalty function, which restrains the sum of the mode 
amplitudes squared (∑𝑎2  where a is the mode amplitude) to zero, is effective at producing 
repeat convergences to a similar Rwp minimum. Figure 2.11 shows the percentage of repeat 
convergences for both refinement steps for both our mode amplitude squared penalty and a 
softer logarithmic penalty on selected candidates with a very large number of distortion 
modes available. 
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Figure 2.11: Percentage of convergences achieved within: (top row) 1 % Rwp of 
minimum, (middle row) 0.5 % Rwp of minimum and (bottom row) 0.1 % of minimum for 
four of the candidates with the highest number of parameters. Left column shows 
convergences in the lattice refinement step and right column shows convergences in 
full optimisation step. Generally an 𝒂𝟐 penalty gets either a higher or a similar 
percentage success rate than an 𝐥𝐧(𝑨𝒃𝒔(𝒂) + 𝟏) penalty. Throughout our exhaustive 
runs each candidate achieves the same convergence within 1 % Rwp on at least 10 
occasions (see e-Appendix 5). All Rwp values are combined X-ray / TOF neutron. 
Using the ‘within 1 % Rwp’ criteria, we can also show that we have obtained an equivalent 
convergence in at least 10 separate Rietveld cycles for both steps of our annealing process for 
all 1416 candidates (see e-Appendix 5). Given we reset structural parameter values at the end 
of each cycle, this shows adequate internal consistency in our refinement process.  
2.6.2 Lattice Subgroup Search 
An alternative and potentially quicker approach to exhaustively trialling every candidate is 
to begin by searching only the lattice subgroups in the 1416 member tree. A lattice subgroup 
has all the symmetry elements of the parent removed and therefore has space group P1. The 
size of the lattice relative to the parent is therefore the only differentiator between them. As 
described in Section 2.1, our ISODISTORT tree is ordered such that it can be subdivided into 
several smaller trees each with a lattice subgroup at the base. In the WO3 case there are 8 
such lattice subgroups and their relationship is summarised in Figure 2.12 below. By 
searching only these candidates we can first identify the simplest lattice distortion that fits the 
data and then we only need to search amongst supergroups of that lattice subgroup. 
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Figure 2.12: Lattice-sublattice relationships amongst the 8 lattice subgroup candidates 
extracted from the tree of 1427 candidates for WO3.  For each entry, the first line shows 
the subgroup candidate number and the cell volume (relative to that of the parent cell, 
Vp = 53 Å3); the second line indicates the active k-vectors with the maximum number of 
DOF available to it; the third line shows the unit cell parameters (a/aparent, b/aparent, 
c/aparent, α, β, γ), with edge lengths presented relative to the cubic parent (aparent = 3.76 Å) 
and angles in degrees; the fourth line gives the combined Rwp resulting from the 
refinement against X-ray and TOF neutron powder diffraction data.  A given lattice is 
linked to each of its minimal superlattices and maximal sublattices with a solid black 
line. Each lattice contains a subset of the DOF of its sublattices. 
The initial search of the 8 lattice subgroup candidates takes only 18 minutes on a desktop 
PC (6th generation i7, 3.4 GHz) to complete the 96000 Rietveld iterations. Figure 2.13a, b and 
c show the Rwp of the 8 lattice subgroup candidates against candidate number, in ranked order 
and against number of parameters respectively. It’s easy to see that the correct choice must be 
candidate #1427 (i.e. the child subgroup). No other lattice subgroup provides a reasonable 
quality of fit to our data. Although the child subgroup has the most parameters we know from 
this analysis that at least some of those additional parameters are important and reflect real 
symmetry broken from the parent. 
This process then leaves us with 457 possible candidates to investigate (candidates #971-
#1427 in the full tree). Given we have already trialled candidate #1427 this leaves 456 further 
space symmetry combinations to trial within this lattice subgroup. This takes a further 11 
hours on a desktop PC (6th generation i7, 3.4 GHz) to complete the approximately 5.5 million 
Rietveld iterations. 
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Figure 2.13: Combined Rwp obtained for each of 8 lattice subgroup candidates after 
Rietveld refinement against lab X-ray and TOF neutron powder diffraction data of RT 
WO3. Individual panels show (a) Rwp as a function of tree candidate number (b) Rwp of all 
candidates in ranked order and (c) Rwp of all candidates as a function of the number of 
structural parameters available to them. 
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Figure 2.14: Combined Rwp obtained for each of 457 candidates (#971-#1427 in the 
original tree) after Rietveld refinement against lab X-ray and TOF neutron powder 
diffraction data of RT WO3. Individual panels show (a) Rwp as a function of tree candidate 
number (b) Rwp of all candidates in ranked order (c) Rwp of only best 30 candidates in 
ranked order and (d) Rwp of all candidates as a function of the number of structural 
parameters available to them. 
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Figure 2.14 shows the fit obtained for just candidates #971-#1427. It is easy to see that the 
conclusion for which is the “best” model will be the same as reached in the full exhaustive 
search (candidate #1357 has the fewest parameters of the candidates on the lowest Rwp 
plateau). This conclusion is reached in less than half the time taken by trialling all candidate 
subgroups. The time savings would be even greater if the chosen lattice subgroup was not the 
child subgroup. This would have meant the remaining candidates having fewer parameters on 
average than those with the child lattice subgroup and so the Rietveld iterations would have 
been completed more quickly. Even so, a lattice subgroup search is an effective way to 
quickly trial the full solution space of the exhaustive search without trialling every candidate 
in a large tree that spans multiple lattice distortions. 
2.7 850oC Structure Solution 
Turning to HT WO3, we selected a P4 child subgroup. This means that our tree contains 
only structures with P4 or higher space symmetry and therefore no P1 lattice subgroups. 
While it would be possible to break our search down by initially searching only amongst 
space group P4 candidates, given there are just 69 candidates to trial, we choose to just use a 
fully exhaustive approach in this instance. Furthermore, this example forms the basis of a 
step-by-step tutorial we have created for the exhaustive process, a link to which can be found 
in Appendix 4. 
2.7.1 Full Exhaustive Search Results 
It takes just 10 minutes to trial all 69 candidates with active distortions on a desktop PC 
(6th generation i7, 3.4 GHz), completing 483,000 Rietveld iterations in total. We can see from 
Figure 2.15a that candidates divide into three Rwp tiers of fitness depending on which of the 
two important distortion branches (𝑅4
+  𝑀3
−) are available to them: very poor with Rwp > 40 % 
(which have neither distortion available), poor with 30 % > Rwp > 20 % (which always lack 
the 𝑀3
− distortion), and good with Rwp < 15 % (which always have the 𝑀3
− distortion 
available). Looking at candidates in ranked order (Figure 2.15b and c), the “good” grouping 
divides further into several Rwp plateaus. Only the best of these plateaus, containing 5 
candidates with Rwp < 10.9 %, have both distortions available. All other candidates in the 
“good” grouping lack the 𝑅4
+ distortion. The presence of 𝑀3
− distortions leads to a much 
larger Rwp improvement because X-rays are more sensitive to W atomic shifts than the WO6 
rotations associated with 𝑅4
+ distortions. Finally, looking at the fitness of candidates as a 
function of the number of structural parameters (Figure 2.15d), we can see that one of the 5 
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best candidates has fewer parameters (5) than the others. This candidate is #58 in our tree, 
with Rwp = 10.88 %. This matches the literature P4/ncc (𝑎 = √ 𝑎𝑝𝑎𝑟𝑒𝑛𝑡  𝑐 =   𝑎𝑝𝑎𝑟𝑒𝑛𝑡) 
structure. In this case, as we used simulated data, we should be able to clearly support our 
assignment with visual evidence alone. 
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Figure 2.15: Rwp obtained for each of 69 candidates after Rietveld refinement against 
simulated X-ray powder diffraction data of HT WO3. Individual panels show (a) Rwp as a 
function of tree candidate number (b) Rwp of all candidates in ranked order (c) Rwp of 
only best 16 candidates in ranked order and (d) Rwp of all candidates as a function of the 
number of structural parameters available to them. 
2.7.1.1Visual Evidence 
We can start by inspecting the fit provided by candidate #58 (Figure 2.16). Unsurprisingly, 
given this is the simulated data, we have an excellent fit. We also note that the quality of fit 
(as measured by Rwp) is the same as achieved by the child subgroup to 2 decimal places. For 
real data we would expect to see the additional parameters of the child subgroup slightly 
improve the fit to the data by accounting for non-structural peakshape effects. The additional 
parameters of the child subgroup do not improve the fit here because an ideal peakshape was 
used in simulations. This allows us to immediately exclude a lower symmetry candidate 
choice because there is no candidate that provides a better fit to the simulated data than 
candidate #58, regardless of how many parameters it has. 
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Figure 2.16: Rietveld fit to simulated X-ray data using candidate #58. The model fits all 
the features of the data excellently. Space group P4/ncc, a = 5.27591(3)Å, c = 
7.84625(7)Å. Rwp (RBragg) = 10.88 % (1.68 %). 
We must also exclude the existence of a higher symmetry candidate that can provide an 
equivalent fit to candidate #58 with fewer parameters. The highest ranked candidate with 
fewer parameters is candidate #11 (P4/nmm, 4 parameters, Rwp = 10.96 %, rank  14). While 
the Rwp is only fractionally worse than candidate #58, there are some deficiencies in the fit to 
the data (Figure 2.17). The most notable of these deficiencies, arising from the lack of 𝑅4
+ 
distortions in candidate #11 to account for the octahedral tilts present in this phase, is at a 2θ 
angle of 39.9˚. The peaks arising (and the Rwp difference resulting) from this distortion are 
small because of the relative insensitivity of X-rays to O. Even plotted on a logarithmic scale 
(Figure 2.18) it is difficult to differentiate the 39.9˚ peak from the background. Only by 
removing the simulated noise is it clear the peak is a structural feature of the data. This 
illustrates the difficulty in extracting structural information from real powder data with low 
information content for some active distortions. If real X-ray diffraction data alone was used 
then the visual evidence may suggest that candidate #11 is the best choice. This illustrates the 
useful complementarity of X-ray and neutron data together. 
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Figure 2.17: Rietveld fit to simulated X-ray data using candidate #11. The model has 
slight deficiencies for some very small peaks compared to candidate #58, most notably 
at 39.9˚ 2θ. Space group P4/nmm, a = 5.27590(3)Å, c = 3.92313(7)Å. Rwp (RBragg) = 10.96 % 
(2.08 %). 
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Figure 2.18: Zoomed fits to simulated HT WO3 X-ray diffraction data on a logarithmic 
scale. Top row shows the fit to simulated data including noise while the bottom row 
shows the fit to the same simulated data without the noise. Left hand column shows the 
fit provided by candidate #58 while the right hand column shows the fit provided by 
candidate #11. The small peak at 39.9˚ is only accounted for by candidate #58 but it is 
only clear that the peak is real when noise is removed. 
2.7.1.2 Repeatability 
Again we can verify the above results are obtained from fully converged structures by 
repeating the search process three times and finding an equivalent fit for each of the 69 
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candidates in all three. Figure 2.19 shows the Rwp found for each candidate is very similar on 
each of the three runs. 
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Figure 2.19: Overlay plot showing Rwp found for each of the 69 candidate subgroups on 
three repeats of the exhaustive search process. An equivalent fit to the simulated data is 
found in all three runs for all candidates. Small green triangles (run 3) overlay medium 
red squares (run 2) which overlay large blue diamonds (run 1). 
We can also show that we have obtained an equivalent convergence on at least 9 separate 
Rietveld cycles for the first step of our annealing process for all 69 candidates and in at least 
20 separate Rietveld cycles for the second (see e-Appendix 6). This again shows excellent 
internal consistency in our refinement process.  
2.8 Structural Relationship 
As the RT structure is a subgroup of the HT structure of WO3, it is also possible to obtain 
an excellent fit to the HT simulated diffraction data using the RT model (Figure 2.20).  
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Figure 2.20: RT structure fit to HT simulated X-ray diffraction data. As the RT structure is 
a subgroup of the HT structure the fit is equivalent. Space Group P21/n, a = 17.3746(7) Å, 
b = 7.4603(7) Å, c = 7.84620(7) Å, β = 154.565(2)˚. Rwp (RBragg) = 10.88 % (1.68 %). 
This allows us to make a direct comparison of the important distortion modes in the HT 
and RT structures by comparing the active modes in the RT model when fitting each data set. 
Figure 2.21 shows mode amplitudes obtained for each of these fits. 
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Figure 2.21: Mode amplitudes obtained from RT structure fit to: (top) HT simulated X-ray 
diffraction data and (bottom) RT X-ray and TOF neutron diffraction data. The mode 
amplitudes of the minimum set required to fit the data in each case are coloured and 
labelled by irrep. W and O modes are separated by a vertical line. The two phases have a 
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group-subgroup relationship as the RT structure retains both important modes of the HT 
structure while adding an additional 5 modes. Error bars are omitted from other (grey) 
modes for clarity. 
As expected from the literature (see Table 2.1), there is a single important 𝑀3
− mode and a 
single important 𝑅4
+ mode required to account for the HT simulated data whereas the RT data 
requires an additional 𝑅4
+ mode as well as an additional 𝑀3
+ mode and three additional 𝑋5
− 
modes. The RT structure retains the HT out-of-phase octahedral tilt about the c axis resulting 
from the 𝑅4
+(𝑎 𝒃 0) mode (which is retained with equal amplitude and sign) with additional 
out-of-phase rotation about the a axis and in-phase rotation about the b axis arising from the 
𝑅4
+(𝒂 𝑏 0) mode and 𝑀3
+(0 0 𝒂) mode respectively. Meanwhile, the sign of the 𝑀3
−(𝒂 𝑏 0) 
mode is reversed in the RT structure relative to HT and so the W retains its out-of-phase 
displacement parallel to the a axis but in the opposite direction relative to the octahedral tilt. 
The addition of the W 𝑋5
−(0 0 𝒂 𝒂 𝑏 −𝑏) mode corresponds to displacement of W parallel 
to the b axis which is in-phase with respect to the c direction and out-of-phase with respect to 
the a direction. The addition of the two O 𝑋5
−(0 0 𝒂 𝒂 𝑏 −𝑏) modes corresponds to a small 
out-of-phase displacement of O parallel to the b axis leading to a minor distortion octahedral 
bond angles. 
 Figure 2.21 also illustrates that even when the best possible candidate choice is made 
there is likely to be some redundant DOF. The RT structure has an additional 17 modes that 
are not required to fit the data, however no candidate exists which has fewer redundant DOF 
while retaining the important modes. 
2.9 Exhaustive Search Conclusions 
We have shown that exhaustive searches can be used for structural assignment by trialling 
every possible loss of symmetry pathway between a parent and child structure. The process is 
widely applicable because we can guarantee that the process trials the true structure with only 
minimal assumptions: i.e. that the structure in question has a group-subgroup relationship 
with a known parent structure, and that a child structure with some subset of the symmetry of 
the true structure can be identified (e.g. a P1 model with a sufficiently large lattice). 
In some ways the least important part of the process is the final candidate choice. The real 
value of the exhaustive search lies in mapping the relationship between each symmetry 
element retained by the candidate and the quality of fit. Here we have presented examples 
where the choice of candidate (symmetry to retain) is reasonably easy. We emphasise that a 
comprehensive map of the effect of every possible combination of loss of every symmetry 
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element not present in the child structure is more valuable than which symmetry elements we 
choose to retain in our final structural assignment. 
2.10 Genetic Algorithms for Structure Solution 
Genetic Algorithms are a type of evolutionary algorithm that optimises parameters by 
artificially mimicking natural selection processes. The algorithm takes a population of 
individuals whose fitness is evaluated depending on how well their defined attributes meet 
specific criteria. Improvement in the population is driven by the selection of individuals with 
the best fitness to generate a new population. This new population undergoes a variation 
process creating new individuals which are evaluated before the best members are again 
selected, creating a new generation. Figure 2.22 shows a simple schematic of the process. 
Create Initial Population 
(e.g. at random)
Obtain New 
Population
Preferentially Select Best 
Individuals
Vary Individuals 
(mutation/crossover/etc)
 
Figure 2.22: Simple schematic for Genetic Algorithm process 
Genetic Algorithms in this form were first proposed by John Holland21,22 in the 1970s. He 
used a “cognitive maze” to illustrate the concept whereby the GA attempts to find the set of 
directions that leads to the maze exit by measuring the proximity to the exit of individual 
solutions and selecting the closest individuals. 
More recently, GA methods have been used for molecular structure problems including:  
protein folding23,24 and structural sequencing25,26, ligand docking arrangements27-29 and RNA 
secondary structures30,31. This approach has been largely effective in these fields because the 
attributes being optimised lend themselves to a binary parameterisation. Even though there 
are often a large number of permutations, the GA has proved more efficient than brute-force, 
Monte-Carlo and simulated annealing algorithms in these cases because it is able to minimise 
the fitness function by trialling fewer individuals. In some cases the GA mimics real 
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biological mutation effects and so it is unsurprisingly a powerful computational technique for 
modelling it. Until now, GAs have not been used to model symmetry changes on phase 
transition in crystalline materials. However, the distortion mode basis presents an opportunity 
to model phase transitions using a binary “on/off” parameter set and so we have developed 
GA methods with the aim of developing a quick and reliable structure solution method for 
such materials. 
2.11 GAs for Phase Transitions 
We will only be concerned with GAs where the individuals are candidate structures for 
fitting of powder diffraction data from a distorted material whose attributes are binary 
(on/off) symmetry-adapted distortion modes. Candidates in this example therefore consist of 
a string of the form “100101…” where a 1 indicates a mode is “on” and refines when the 
candidate is evaluated while a 0 indicates a mode is “off” and its amplitude is fixed to zero. 
We therefore limit the discussion of variation, evaluation and selection processes to details 
relevant to these candidates. 
In the WO3 case there are 96 available distortion modes to the P1 child structure and so 
the candidate model is defined by a string of 96 1s and 0s. The parent 𝑃𝑚3̅𝑚 model is 
indicated by a string of 96 0s (indicating all modes are “off”) and the P1 child structure is 
indicated by a string of 96 1s (indicating all modes are “on”). The string 
“00000000000100010000000000000000000011000000000000000000000100000100000000
0010000000000000000000” indicates the 7 active modes of the correct P21/n structure 
We assess the fitness of each candidate dependent on the same criteria we identified for 
the exhaustive search process; the fit to diffraction data as measured by Rwp and, the number 
of active parameters in the candidate. We therefore assess the fitness of a candidate according 
to Equation 2.1 where Rwp(min) is the lowest possible value of Rwp for the system (i.e. when 
all available modes are active), p is a fixed penalty applied for each active mode and n is the 
number of active modes.  
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 
𝑅𝑤𝑝
𝑅𝑤𝑝(𝑚𝑖𝑛)
+ (𝑝 × 𝑛)  
Equation 2.1 
We then allow the “survival of the fittest” principle of the GA to drive towards candidate 
structures that are both simple and consistent with diffraction data. Due to the correlation 
between the number of parameters available to a given candidate and its fit to diffraction 
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data, there is again a need to make a judgment as to the trade-off between the two criteria. For 
our GA this is dictated by the value of the fixed penalty per mode, p. Large values of p 
increase the relative importance of producing a simple model whereas small values of p 
increase the relative importance of the fit to diffraction data. It is not possible to know in 
advance at which level of p we can achieve the ultimate goal of fitting all the structurally 
significant features of the diffraction data with as simple a model as possible. We therefore 
run a series of GA processes with varying p in order to build a map of the relationship 
between the two criteria from which we can identify the candidate that best achieves that 
goal. For RT WO3 we have a value of Rwp(min) ~ 6 % using all 96 distortion modes available 
to the child P1 candidate model (see 2.4). This value simply acts as a normalisation of the Rwp 
contribution to the fitness function and makes it easier to gauge the relative contribution of 
the 𝑝 × 𝑛 penalty term. In general, if p is large then n is small because a given mode must 
offer a large improvement Rwp otherwise the large penalty will make it unfavourable. 
Conversely if p is small then n is large because a given mode requires a much smaller 
improvement in Rwp to be favourable.     
2.11.1 Algorithm Development 
The underlying GA process is governed by Python 2.7 scripts adapted from the open 
source Distributed Evolutionary Algorithms in Python (DEAP) package.32 Below we discuss 
the relevant DEAP tools, how they were developed and additions made to them. Figure 2.23 
shows a schematic overview of the process.  
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Figure 2.23: Schematic of GA process used to search candidate models for RT WO3. 
2.11.1.1 Evaluation of Candidate Models 
Scripting for evaluation is the main area where we have added to the DEAP package. This 
is because unique tools are required to interact the GA processes with Rwp evaluations made 
in TA via a template .inp0 file (a precursor to a .inp file that is created by adding in the active 
distortion modes of the candidate). Additionally, as the time taken by a GA used in this way 
is almost entirely spent on Rwp evaluations (rather than on variation or selection processes, 
see 2.13), we also modified the handling of candidates for evaluation to ensure repeat 
candidates are never evaluated more than once. We have also introduced an adaptable 
approach to the number of Rietveld iterations performed for a candidate depending on its 
structural complexity to ensure convergence is achieved. The extensive, multi-step approach 
to candidate evaluation of the exhaustive search is not required here because the entire search 
takes place in the child  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡 ×  𝑎𝑝𝑎𝑟𝑒𝑛𝑡  lattice and P1 space group. This 
allows us to pre-optimise the lattice and refine only the available distortion modes and a scale 
factor for each data set.  This is in addition to the steps taken to pre-optimise instrumental, 
peakshape and thermal parameters already discussed in 2.4. A Rietveld refinement based on 
allowing 10 iterations per mode with a minimum of 100 iterations is able to consistently 
converge to the same minima for every candidate trialled by our GA. There is also no need 
for an internal penalty on mode amplitudes because the GA itself penalises the complexity of 
the candidate structure. All discussion of time taken by the GA in this chapter is based on 
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running on a typical desktop PC (3rd generation i5, 3.2 GHz) using tc.exe with no graphics 
plotted. 
2.11.1.2 Variation of Candidate Models 
Variation occurs via two broad processes; crossover and mutation (Figure 2.24). In the 
crossover process the on/off status of some modes are exchanged between two “parent” 
candidates (not to be confused with the parent structure which has no distortion modes) to 
create two new candidates each with a mixture of the active modes from the parents. We also 
introduced a new block crossover process based on mode irreps that allow parents to 
exchange active modes in irrep blocks rather than individually (bit crossover). The 
probability of a candidate varying by crossover, the probabilities of block and bit crossover 
events and the probability of a given mode or block being involved in the exchange are all 
controllable parameters of the GA. In the mutation process some of a single candidate’s 
modes “flip” status to produce a single new candidate. Both the probability of a candidate 
varying by mutation and the probability that a mode flips during the mutation process are 
controllable parameters. We discuss optimal values for some of these parameters in 2.13. We 
have also created links that turn distortion modes belonging to the same branch of the same 
OPD on or off together at the end of the variation process. This means that if e.g. the 
𝑋5
−(𝑎 𝑏 𝑐 𝑑 𝑒 𝑓) c branch is on or off for W atoms it is automatically matched for O atoms. 
The determining factor in these cases is the lowest numbered mode belonging to the branch 
in question. This process gives a fuller picture of the real number of modes available if the 
given distortion is applied and can help to reach the optimal candidate quickly. We also mask 
(automatically turn off) the 3 distortion modes (1-3) that displace the W atom lying at the 
origin of the parent structure so as to avoid distortion modes simply translating the whole 
structure. Figure 2.24 gives an overview of the variation process.  
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Figure 2.24: Top: Example candidate individual with distortion modes by block irrep. 
Bottom: Overview of available variation processes. Changes are highlighted in larger 
bold font. Probability labels: probindcx; the probability of a individual being selected for 
crossover, probindmut; the probability of an individual being selected for mutation, 
probbitcx; the probability of an individual selected for crossover exchanging a given 
mode with its partner, probblkcx; the probability of an individual exchanging a irrep 
block of modes with its partner, probbitmut; the probability of “flipping” a mode in a 
mutating individual. Crossover individuals are selected for bit and block crossover on a 
50:50 basis. 
2.11.1.3 Selection of Candidate Models 
While the principle of selecting the individuals with the best fitness to derive a new 
population is simple, there is also a competing desire to retain a relatively diverse population 
to allow new, previously untested candidates to be produced by crossover. In order to achieve 
this we use a “selection tournament” scheme where the best individual is chosen from a 
randomly selected subset of the population. However the best candidate seen by the GA 
process is also always retained which ensures that if the GA variation processes destroy all 
copies of the best candidate seen, the candidate can be reintroduced to the population at the 
selection stage.  
2.11.1.4 Termination Criteria 
While a typical simple GA might be limited, and its success measured, by the number of 
generations required to find the optimal candidate this is not a useful statistic for our GA. The 
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time taken by each generation is nearly entirely dependent on the number of new evaluations 
that must be made which in turn depends on the variation probabilities and chance. 
Furthermore, before running the GA, there is no absolute measure of what the optimal 
candidate is as, without prior knowledge of the system, there is no assurance that a candidate 
with even better fitness will not emerge if the GA is allowed to continue. Therefore we stop 
the algorithm when the optimal candidate has probably emerged. Throughout the results and 
analysis for this RT WO3 GA we take this to be when no improvement in the best candidate 
is made for 10 minutes. The support for this criteria comes from the fact that (for a given p) 
the same candidate is repeatedly found over many GA runs but it is worth stating that 
whatever time criterion is chosen there is always some chance that the optimal candidate is 
not found by the GA. In all cases the time period chosen should reflect the complexity of the 
structure that is being solved and the analysis based on the evidence of repeat concordant 
results. 
2.11.1.5 Output       
We have also developed useful outputs for structure solution from the GA as well as 
interactive features that can be used to monitor and cycle through GA processes, adapt GA 
parameters as the algorithm runs or manually terminate the GA when a satisfactory result has 
been obtained. All discussion of time taken by GA runs is based on using the GA without 
interactivity. A tutorial explaining how to use the GA and some of its features on this WO 3 
example can be found in Appendix 5 and includes a copy of the full GA script with line-by-
line annotations and dependent modules. 
2.12 Structure Solution 
As we have already stated, just 7 of the 96 modes available to a 2×2×2 P1 child subgroup 
are required to obtain a good fit to the data. Figure 2.25 shows the lowest fitness candidate 
obtained by a series of GA runs where the penalty per mode (p) in the fitness function was 
varied. Each candidate found for each value of p is found on multiple separate repeats of the 
GA process. We have also identified the true symmetry of each candidate found by analysing 
the symmetry loss caused by the active modes using FINDSYM33. We allowed a tolerance of 
0.00001 Å for the cell parameters and 0.001 Å for atomic positions.  
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Figure 2.25: Number of active modes of best candidate found from GA with varying p. 
The true symmetry of the candidates is indicated by the colour. 
At very high p values we see that no distortion modes provide sufficient improvement in 
the fit to the data to overcome the penalty. As p is reduced, modes 16, 37, 38 and 77 become 
active below p = 0.75. This is already sufficient to reduce the parent symmetry to the true 
P21/n symmetry. As p is further reduced, there is a plateau before the next 3 important modes 
(12, 60 and 66) become active below p = 0.3. From this point there is another plateau until p 
< 0.1) at which point two further modes (47 and 88) that are not required for a good fit to the 
data, but are allowed by P21/n symmetry, become active. Further reduction to p < 0.02 results 
in the addition of modes that reduce the symmetry to P1. A full list of the available distortion 
modes by mode number is in Appendix 6. It is interesting that modes do not get switched on 
individually but in groups. This indicates a degree of non-separability of the distortion 
modes. The decrease in Rwp/Rwp(min) from activating groups of modes is greater than the sum 
of the individual decreases from separately activating the modes. Therefore the group of 
distortion modes of size n overcomes the penalty associated with the entire group, 𝑝 × 𝑛, 
before any mode in the group can overcome its individual penalty, p. 
Figure 2.26 shows the Rwp achieved by these candidates. We can see that the first two 
groups of modes to become active lead to large improvements in Rwp of the candidate but 
subsequent modes lead to only very minor improvements.  This matches the pre-existing 
knowledge that just these 7 modes are sufficient to provide a good fit to RT WO3 diffraction 
data and replicates the conclusion of P21/n symmetry. 
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Figure 2.26: Combined X-ray / TOF neutron Rwp achieved by best candidates found by 
GA with varying p. The true symmetry of the candidates is indicated by the colour.  
This then leads us to consider Figure 2.27 showing the Rwp achieved by candidates based 
on the number of modes available to them. The plot is analogous to Figure 2.7d in the 
exhaustive analysis but focuses only on the best possible candidates for each level of 
complexity (number of modes) as identified by the GA.  
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Figure 2.27: Combined X-ray / TOF neutron Rwp achieved by best candidates found by 
GA depending on the number of active modes. The true symmetry of the candidates 
indicated by the colour. The dotted line indicates the fit achieved by the 96 mode model 
(i.e. Rwp(min)). 
The Rwp falls sharply initially but then quickly plateaus when modes that are not needed to 
fit the diffraction data become active. Using the same arguments as in our exhaustive search 
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analysis we can say that the 7 mode candidate is the simplest model that provides a good fit 
to the diffraction data.  
2.12.1 Visual Evidence 
Figure 2.28 shows the fit of the 7 mode candidate. All of the structural features of the 
diffraction data are accounted for by this model and the fit is qualitatively as good as 
provided by using all 96 modes available (Figure 2.3). 
GA 7 
mode 
fit
 
Figure 2.28: Rietveld fit to X-ray (bottom) TOF neutron (top) data using the 7 mode 
candidate. The model provides an excellent fit to all the features of both data sets. 
Space group P1, a = 7.297720 Å, b = 7.535185 Å, c = 7.688269 Å, α = 90˚, β = 90.85533˚, γ 
= 90˚. Rwp (RBragg) for X-ray / TOF neutron are 7.96 % (3.74 %) / 7.79 % (4.07 %). 
 
Figure 2.29 shows the fit of the 4 mode candidate. There are substantial inadequacies in 
the fit to the data resulting from the lack of the important 𝑋5
− W mode as well as two 𝑋5
− O 
modes.  
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Figure 2.29: Rietveld fit to X-ray (bottom) TOF neutron (top) data using the 4 mode 
candidate. There are several unfitted features. Space group P1, a = 7.297720 Å, b = 
7.535185 Å, c = 7.688269 Å, α = 90˚, β = 90.85533˚, γ = 90˚. Rwp (RBragg) for X-ray / TOF 
neutron are 20.76 % (11.90 %) / 11.72 % (10.10 %). 
2.13 Algorithm Optimisation 
While the principal outcome of the GA is to correctly identify the same 7 mode candidate 
for RT WO3 as found previously, it is interesting to compare how quickly the optimal 
candidate can be identified. This is partially dependent on choices for the GA parameters as 
discussed below. We have performed some investigations into how the various parameters 
controlling the GA influence the route of structure solution. We are working on the principle 
that the GA process that requires the fewest sub-optimal evaluations prior to finding the 
optimal candidate will be the fastest. Figure 2.30 shows how the time taken to find the 7 
mode target candidate depends on the number of evaluations made which is only indirectly 
related to the number of generations for which the GA runs. This is a consequence of the GA 
time being dominated by evaluations and our design that a given candidate needs to be 
evaluated only once no matter how many times it reoccurs. 
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Figure 2.30: Time taken to find 7 mode target candidate by GA runs depending on 
number of evaluations for runs with p = 0.1, p = 0.2 and p = 0.3. The time taken is almost 
entirely dependent on the number of evaluations as all other processes take a negligible 
amount of time. Given each generation has a non-fixed number of new evaluations to 
make, it is not appropriate to measure the efficiency of the GA by the number of 
generations taken. 
We don’t suggest that these GA parameters are independent of each other or that the 
investigation is exhaustive; the intention is to illustrate the basic pathway the GA process 
takes to find the 7 mode target candidate. We define the time taken to identify the target 
candidate as the time at which it is first evaluated by the GA. This ignores the 10 minutes the 
GA spends after this unsuccessfully attempting to find a lower fitness candidate. All of the 
analysis below is based on averaging the time taken by at least 10 repeat GA processes. 
Standard errors assume a normal distribution. 
The variation parameters discussed here are: probindcx; the probability of a candidate 
undergoing crossover, probindmut; the probability of a candidate undergoing mutation, and 
probbitmut; the probability of a mode being flipped during mutation. We also investigate the 
candidates in the initial population. We investigate using an algorithm where crossover and 
mutation may not both occur during a single variation process (i.e. probbitcx + probbitmut ≤ 
1) and use a fixed population size of 30 throughout. We use p = 0.1 meaning the fitness of the 
7 mode target candidate is given by Equation 2.2. 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 =
7.806
6
+ 0.1 ×  =  .001  
Equation 2.2 
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2.13.1 Starting Population 
We considered three possibilities for the composition of the starting population: all modes 
are on (i.e. all P1 candidates), all modes are off (all 𝑃𝑚3̅𝑚 candidates), modes have a 50 % 
probability of being on (random symmetry candidates). The speed at which the optimal 
candidate is found is summarised in Table 2.3. 
Table 2.3: Time taken to find optimal 7 mode candidate with varying starting 
populations. Other parameters: probindmut = 1, probindcx = 0, probbitmut = 0.02, 
probbitcx = 0, probblkcx = 0 
We find that starting with all modes off gives the fastest structure solution. There are 
several reasons for this. Firstly, using 7/96 available modes represents a sparse solution (i.e. 
one where a small fraction of the available modes are active). This simple mutation-only GA 
reveals the obvious advantage of starting with a sparse candidate when looking for a sparse 
solution. There are fewer candidate evaluations that need to be made between the starting 
candidates and the target 7 mode candidate and so time is saved. Additional time is also 
saved by trialling sparse solutions first as the Rietveld refinement process is able to converge 
more quickly with fewer parameters.  
2.13.2 Probindmut / Proindcx 
This test probed the best mixture of crossover and mutation events in order to quickly find 
our 7 mode target candidate. Figure 2.31 shows the speed at which the target candidate is 
found as the mutation to crossover ratio is varied. 
Starting Population Time to find optimal candidate /s 
All modes off 550(50) 
All mode on 1610(40) 
50 % probability of each mode being on 990(30) 
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Figure 2.31: Time taken to find the optimal 7 mode candidate with varying 
probindmut:probindcx ratio. Error bars indicate standard error. Other parameters: 
probbitmut = 0.02, probitcx = 0.2, probblkcx = 0.2. 
There appears to be a minor advantage when the mutation to crossover event ratio is in the 
region of 0.2:0.8.  While this ratio does help find the target 7 mode candidate more quickly, 
the conclusion is not necessarily that crossover is more likely to create a candidate with better 
fitness than mutation. In fact, in this case, the role of crossover is predominately to spread 
any gains made by mutation over the whole population. Any further mutation of a candidate 
not matching the best candidate found by the GA at a given point greatly reduces the chance 
of identifying a new best candidate. To illustrate this we look at the pathway the GA takes to 
find the best candidate with probindmut = 0.2, probindcx = 0.8 (Figure 2.32). 
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Figure 2.32: Fitness of candidates in first 120 generations of GA with probindmut = 0.2, 
probindcx = 0.8, probbitmut = 0.02, probitcx = 0.2, probblkcx = 0.2. Subsequent 
generations lead to no further improvement on best possible candidate. 
The improvement of the best candidate in a population (labelled as minimum) improves in 
a step like fashion as the GA finds a good mutation. As soon as an improvement is made in 
fitness the algorithm removes the population diversity rapidly in the subsequent generations 
by spreading the improvement through crossover so that the average fitness (red) becomes 
very close to the minimum (blue). The fitness of the worst candidate in the population 
(maximum, green) spikes above the average as new candidates created by poor mutations of 
the best candidate are trialled and then rejected by the selection process. Plots showing the 
evolution of fitness for all 14 repeat runs of this experiment are available in Appendix 3 and 
all display a similar trend. On average over these runs the GA needs to make only 380(20) 
evaluations over 71(6) generations before finding the target 7 mode candidate. 
Conversely with probindmut = 0.75 and probindcx = 0.25 (Figure 2.33), the average 
fitness remains significantly higher than the minimum as any improvements achieved by 
mutation spread more slowly through the population. The worst candidate remains 
significantly worse than the average because more poor mutations are made from the inferior 
(on average) population. The number of poor candidates in the population remains high 
because there is insufficient crossover to spread a good mutation widely and so some poor 
candidates are selected and then may mutate again. For many GA processes (where 
evaluations are time inexpensive compared to variation and selection) this diversity would be 
an advantage; this is shown by the fact that the 7 mode target candidate has been identified in 
far fewer generations than with probindmut = 0.2 and probindcx = 0.8. However, because the 
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time taken by the GA is dominated by making new evaluations, this is a disadvantage – the 
GA (on average over 14 repeat runs) has needed to make 820(60) evaluations in just 47(4) 
generations before finding the target 7 mode candidate. This takes more time. Plots of all 14 
repeat runs are available in Appendix 3 and all show a similar trend. 
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Figure 2.33: Fitness of candidates in first 50 generations of GA with probindmut = 0.75, 
probindcx = 0.25, probbitmut = 0.02, probitcx = 0.2, probblkcx = 0.2. Subsequent 
generations lead to no further improvement on best possible candidate. 
2.13.3 Probbitmut 
Given that we believe that improvements in the best candidate during the GA are driven 
by mutation, it is worth investigating the optimal rate at which to “flip” modes. Figure 2.34 
summarises the results. 
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Figure 2.34: Time taken to find the optimal 7 mode candidate with varying probbitmut. 
Error bars indicate standard error. Other parameters: probindmut = 0.2, probindcx = 0.8, 
probitcx = 0.2, probblkcx = 0.2. 
We notice that we find the optimal 7 mode candidate fastest when probbitmut ~ 0.01. 
Given there are 96 available modes this equates to changing ~ 1 mode per mutation event on 
average. This indicates that the fastest method is similar to a simple inclusion/exclusion 
approach where the highest chance of finding a new best candidate is to try random 
possibilities of adding or subtracting a single mode from the existing best model. 
Additionally, the time taken is not severely affected by reducing probbitmut from this point 
until it is less than 0.001 at which point the algorithm stagnates because it finds no new 
candidates. A small reduction in probbitmut leads to a very small time penalty because 
passing repeat candidates through the algorithm is time inexpensive. Meanwhile increases in 
probitmut initially result in a time penalty as the probability of being forced to evaluate a bad 
mutation rises because simultaneously making multiple correct changes to the current best 
candidate is unlikely. 
2.14 GA Conclusions 
The GA represents a fast and effective structure solution technique for RT WO3. We 
effectively search only a small subset of the possible candidate structures of the exhaustive 
approach. The P1 base structure for all candidates excludes the lattice from the search space 
and saves further time. The use of FINDSYM to identify the true space group symmetry after 
the important distortion modes are found allows this approach. The best optimised set of GA 
parameters we identified in our investigations found the 7 mode best candidate in just 98(12) 
seconds on average over 14 repeat runs. The record time during our investigations was 23 
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seconds. It is important to remember that time is a measure of effectiveness in this GA 
scenario; a poorly designed GA (for a given search space) would eventually find the 
candidate with best possible fitness but take far longer. Put differently, if a GA fails to 
identify the lowest possible fitness candidate then it is almost certainly because it has not 
been run for long enough. A GA that cannot find the lowest fitness candidate could only be 
designed by deliberately ensuring a mode is excluded from all candidates. In the fastest case 
the GA has favoured a pathway resembling a much simpler algorithm where the candidates 
are incrementally improved via mutation. This goes against the typical GA improvement 
pathway which mainly finds improved candidates via crossover within a diverse population. 
However, the time taken to identify the best 7 mode candidate in a single, well optimised 
run is not the most useful statistic. If we consider the situation where we do not know which 
modes we need to identify, nor how many, then we need to consider both the time taken to 
run through a series of p values and the time allowed at the end of a given run to check if a 
lower fitness candidate is possible. There is also the need for repeat runs in order to be sure 
that sufficient time for improvement has been allowed. Furthermore, when approaching a 
search for the first time, it is unlikely to be immediately obvious what GA control parameters 
are optimal (although sensible assumptions can be made). With this consideration it is useful 
to note that the time taken to trial 15 values of p, allowing 10 minutes after the best candidate 
was found and allowing just 3 repeats of each run using a reasonably well optimised set of 
GA parameters takes just under 10 hours. This shows that the practical time saving of the GA 
approach compared to the fully exhaustive approach is not as dramatic as it first appears. 
We also note that the mutation dominated improvement pathway found may not apply to 
all attempts to use a GA to search distortion modes for structure solution following phase 
transition. A consequence of the No Free Lunch Theorem34 is that the optimal set of 
parameters for the GA is different for each different search space. Therefore the work here 
may only be partially transferable to other materials.    
2.15 Inclusion/Exclusion Searches 
Given the dominant effect of simple single mutations on the efficacy of the GA, it is 
interesting to test this algorithm explicitly. We therefore wrote an “inclusion” algorithm that 
takes a starting candidate with no active modes (i.e. the parent structure) and turns on each 
single available distortion mode one at a time. The distortion mode that leads to the greatest 
improvement in Rwp is then selected as “on”. The algorithm then sequentially tries each of the 
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remaining modes one at a time before again selecting the mode associated with the greatest 
improvement in Rwp. It continues in this fashion until all distortion modes are active. We have 
also created the corresponding “exclusion” algorithm where modes are successively turned 
off one at a time. The distortion mode removed in each case is the one that leads to the 
smallest deterioration in Rwp. The approaches are similar to the alternating 
inclusion/exclusion approach of Kerman et al.35 designed to eliminate so called ‘phantom’ 
modes. These are modes that appear to have a non-zero amplitude even when not required to 
obtain a good fit to the diffraction data, usually due to correlation with another mode. Our 
approach is simplified to include or exclude a single mode per cycle (rather than selecting 
modes above a fraction of the largest change as Kerman et al. did).  
Candidate’s fitness is evaluated purely on Rwp because the complexity (i.e. the number of 
active parameters) of the candidate is fixed for each inclusion or exclusion cycle. We have 
integrated the python 2.7 scripting required for these runs into the GA framework.  
Discussion of time taken by the algorithm is based on evaluation being made on a typical 
desktop PC (6th generation i7, 3.4 GHz) using tc.exe with no graphics. As with the GA, the 
time taken for the algorithm to produce candidate structures is negligible compared to the 
time required to evaluate them. 
This inclusion algorithm relies on the separability of the important distortion modes 
required to model RT WO3 because each mode is tested independently of other inactive 
modes. Conversely, the exclusion algorithm is very resilient to non-separable modes because 
each mode is considered alongside all other modes that have not previously been eliminated. 
We noted in 2.12 that modes became sufficiently important in groups as the GA penalty was 
lowered. In these algorithms, unlike the GA or Kerman et al. approach, there is intentionally 
no mechanism by which a ‘mistake’ (i.e. an unimportant mode turned on or important mode 
turned off) can be reversed. Therefore, these inclusion and exclusion algorithms also act as a 
measure of the degree of non-separability of individual important modes. Non-separable 
modes will appear to be less important to the fit to the data in the inclusion algorithm than the 
exclusion algorithm and so insight into separability may be obtained from a comparison of 
the results of the two algorithms.  
2.15.1 Using Symmetry-Adapted Distortion Modes 
Figure 2.35 shows the number of distortion modes active and the Rwp achieved after each 
iteration of this process for both inclusion and exclusion algorithms. 
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Figure 2.35: (Top) Combined X-ray / TOF neutron Rwp achieved by candidates in simple 
inclusion/exclusion searches using the distortion mode basis. Also plotted on a 
logarithmic scale (bottom) to show plateauing of Rwp for ≥ 7 modes. Modes are turned 
on/off one at a time based on the largest improvement/deterioration in Rwp. Inclusion 
(circles) and exclusion (squares) runs result in the same Rwp profile repeatedly. 
The fit to the data improves rapidly as the first five modes are turned on (or deteriorates 
rapidly for the last five modes turned off), then more gradually for the next two modes after 
which activating or deactivating further modes results in only a negligible change in Rwp. This 
result matches the conclusions of previous work that most features of the diffraction data can 
be fitted with five modes with a further two modes giving a small but significant 
improvement. There is also very little hysteresis between the two algorithms indicating there 
is a high enough degree of mode separability in order to identify the same order of 
importance for all significant modes regardless of whether modes are considered alone or as a 
Structure Solution by Exhaustive Symmetry Searches: Method Development and Testing on WO3 
 
80 
 
group. Figure 2.36 shows the successive change in Rwp of the 12 highest ranking modes in 
each search in the order they were turned on/off in each algorithm. Refer to Appendix 6 for a 
numbered list of distortion modes. 
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Figure 2.36: Blue/Purple (left and bottom axes): Improvement in combined X-ray / TOF neutron Rwp on 
successive inclusion of 12 highest ranking distortion modes. Red/Orange (right and top axes): 
Deterioration in Rwp on successive exclusion of 12 highest ranking distortion modes. 
Both algorithms agree on the order of importance of the 9 highest ranking modes. It is 
only when the change in Rwp is very small that the algorithms disagree (the inclusion 
algorithm ranks mode 87 as 10th most important while exclusion ranks mode 93 as 10th most 
important). It is clear that there are some cooperative effects between modes because in both 
algorithms the improvement/deterioration in Rwp does not decrease/increase for every mode 
included/excluded. However, the effect is sufficiently uniform to retain the ranking order. As 
a simple example, consider only modes 38 and 37. In the first cycle of the inclusion algorithm 
mode 38 is turned on because the improvement in Rwp (-3.15 %) exceeds that of mode 37 (-
2.91 %) and all others. In the subsequent cycle the improvement, in Rwp terms, from inclusion 
of mode 37 (-3.57 %) exceeds its earlier value and so modes 37 and 38 are, to some degree, 
non-separable in Rwp terms. Considering the penultimate cycle of the exclusion algorithm one 
might expect mode 37 (+3.57 %) to be retained due to its increased importance when mode 
38 is also active. However, the importance of mode 38 has increased by even more (to Rwp 
+3.80 %) and so the order of switching off reverses the order of switching on in the inclusion 
algorithm. The value of the modes in Rwp terms is changed depending on whether the modes 
are considered individually (inclusion) or cooperatively (exclusion) but the relative 
importance, in Rwp terms, of each mode is broadly unaffected (mode 38 is 0.24 % more 
important individually or 0.23 % more important cooperatively). 
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As a result of this, the RT WO3 example lends itself to simple and fast individual mode 
trialling such as these algorithms or the GA approach where improvement occurs largely by 
one mode at a time mutations. Exploration of a large number of permutations such as in the 
exhaustive approach is not required and takes longer.  
2.15.2 Separability 
The comparison of the inclusion and exclusion algorithms acts as a measure of separability 
for the parameter set. However the inclusion search does not consider parameters completely 
independently. It instead considers the first parameter turned on independently of all others, 
then subsequent parameters together with those that have already been turned on. Equally, 
exclusion searches only test parameters together with those that have not already been turned 
off. Therefore, a direct test of the separability of the 7 distortion modes of the best candidate 
is useful. 
Therefore we perform a simple test where we attempt to match the 7 distortion mode 
model using each parameter individually. If the parameters are separable then the amplitude 
returned will be very close to that obtained when all 7 are active. Meanwhile, if amplitudes 
are considerably different from the values used in the best 7 mode model then it shows the 
true value of the distortion mode cannot be revealed unless the mode is trialled with others 
(i.e. the parameter is not very separable). Table 2.4 shows the result of this test. 
Table 2.4: Mode amplitudes returned when attempting to match X-ray and TOF neutron 
diffraction data using only 1 of 7 important modes. The best 7 mode model returns 
combined X-ray / TOF neutron Rwp = 7.82 %. 
The sign of the amplitude obtained is not defined because there are separate domains 
which cannot be unambiguously defined by a single mode amplitude. For example if mode 
12 has positive sign then mode 16 will have negative sign, however, mode 12 may have 
Mode # Amplitudes of the best 7 
mode model /Å 
Amplitudes obtained using 
individual modes /Å 
Combined Rwp obtained using 
individual modes (%) 
12 0.636(7) ±0.77(2) 28.20 
16 -0.726(6) ±0.80(2) 27.53 
37 1.063(7) ±1.07(3) 27.23 
38 -0.794(7) ±1.11(3) 26.99 
60 0.243(10) ±0.55(4) 29.80 
66 -0.329(9) ±0.82(3) 28.57 
77 -1.047(7) ±1.14(3) 27.53 
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negative sign and mode 16 positive sign. Either way the same structure resulting in the same 
Rwp would be found. Modes 12, 16, 37 and 77 return amplitudes close to the values of the 7 
mode model. All modes return amplitudes larger than in the 7 mode model but modes 38, 60 
and 66 do so significantly. This is because they attempt to model features of the diffraction 
pattern ordinarily accounted for by other modes. Put differently, the true value of the modes 
cannot be realised unless it is trialled together with others – they are not very separable.  
Looking back to Figure 2.36, we can now see that modes have turned on or off according to 
the order of individual improvement to the fit to the data (column 4 of Table 2.4). That is to 
say, as we have discussed, that any cooperation between modes does not result in a change to 
the individual order of importance in Rwp terms. However the apparent importance is not 
clearly proportional to the mode amplitude causing that improvement (column 3 of Table 2.4) 
which illustrates the need to be cautious about making assessments about the importance of 
modes based only on amplitudes. 
With this information in mind, we can analyse in depth the exact pathway followed by 
inclusion and exclusion searches. Beginning with the inclusion search, Figure 2.37 shows 
how the important modes were included in the model. 
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Figure 2.37: Absolute mode amplitudes obtained for 7 most important distortion modes 
during inclusion search. Absolute amplitudes are shown to eliminate the effect of 
switching domains. Amplitudes shown for 7 modes in the model represent the “true” 
value in the correct P21/n model. 
Initially, mode 38 is turned on but with significantly inflated amplitude representing a 
compromise obtained due to the absence of cooperative modes. Next mode 37 is turned on 
Structure Solution by Exhaustive Symmetry Searches: Method Development and Testing on WO3 
 
83 
 
with amplitude slightly below that of its “true” value. This significantly reduces the 
discrepancy of mode 38 from its “true” value and at this point modes 37 and 38 share nearly 
the same amplitude. When mode 77 is turned on (with an amplitude close to its “true” value), 
the discrepancy of modes 37 and 38 are further reduced allowing more features of the 
diffraction pattern to be accounted for and so Rwp continues to improve sharply. Once mode 
16 is turned on, all active mode amplitudes become very close to their “true” values and this 
corresponds to the sharpest Rwp improvement of all. This means that at this point the active 
modes are only accounting for features of the diffraction pattern that they will in the final 7 
mode model. The remaining modes (12, 66 and 60) turn on at roughly their “true” amplitude 
and have very little impact on the other active modes as the Rwp improvement falls off. Mode 
60 and 66 in particular make a relatively small impact in Rwp terms as only minor features are 
not already fit. 
Turning to the exclusion search (Figure 2.38), the situation is very similar in reverse. 
Modes 60 and 66 can be turned off sequentially with a relatively small deterioration in Rwp 
because the fit to most diffraction features is not compromised (the amplitudes of the 
remaining modes are approximately unchanged). The loss of modes 12, 16 and 77 
sequentially compromises the remaining modes leading to sharp Rwp deteriorations. Finally, 
turning off mode 37 sharply changes the amplitude of mode 38 which must then attempt to fit 
as many diffraction features as possible alone. 
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Figure 2.38: Absolute mode amplitudes obtained for 7 most important distortion modes 
during exclusion search. Absolute amplitudes are shown to eliminate the effect of 
switching domains. Amplitudes shown for 7 modes in the model represent the “true” 
value in the correct P21/n model. 
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2.15.3 Using Cartesian Coordinates 
These simple inclusion and exclusion searches also allow us to contrast our distortion 
mode basis with the traditional Cartesian coordinate approach. While the traditional basis 
does not lend itself to an on/off parameterisation, we can do this by parameterising the 96 xyz 
coordinates available to our P1 structure as either included in the Rietveld refinement (“on”) 
or fixed to the parent site values (“off”). A full table showing the numbering system for 
Cartesian coordinates is available in Appendix 7. Figure 2.39 shows the change in Rwp as 
these coordinates are included or excluded from a Rietveld refinement. 
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Figure 2.39: Combined X-ray / TOF neutron Rwp achieved by candidates in simple 
inclusion/exclusion searches using the traditional Cartesian basis. Coordinates are 
turned on/off based on the largest improvement/deterioration in Rwp. 
 While a very good fit to the diffraction data is found for just 7 active distortion modes, all 
inclusion and exclusion runs find that the same Rwp is not achieved until between 43 and 44 
traditional P1 coordinates are refining in the Cartesian basis. In all cases the true symmetry of 
the structure, as identified by FINDSYM with atomic tolerance of 0.001 Å, is P1. This 
illustrates an advantage of the distortion mode basis which identifies the true P21/n symmetry 
with just 7 parameters. With a larger group of parameters required, each individual parameter 
depends more greatly on contributions of other parameters in order to apply the correct 
displacive distortion. This makes it more difficult to identify which parameters are important 
and so the searches may identify modes that are not needed and unnecessarily lower the 
symmetry if those parameters offer a greater improvement to the fit considered individually.   
Furthermore, there is considerable variation in the Rwp vs. number of coordinates between 
inclusion and exclusion searches. Exclusion searches have a consistent profile with Rwp 
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increasing smoothly for each excluded parameter. Conversely, the inclusion search profile is 
inconsistent and non-smooth due to the inclusion of parameters whose relative value is 
affected by the presence or absence of other parameters. The most important parameters 
identified by the two approaches (Figure 2.40) show that exclusion searches agree on the 
most important parameters whereas inclusion searches follow differing pathways. 
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Figure 2.40: Blue/Purple (left and bottom axes): Improvement in combined X-ray / TOF 
neutron Rwp on successive inclusion of 18 highest ranking xyz coordinates. Red/Orange 
(right and top axes): Deterioration in combined X-ray / TOF neutron Rwp on successive 
exclusion of 18 highest ranking xyz coordinates. 
The considerable difference between the inclusion and exclusion profiles when traditional 
Cartesian coordinates are used shows that the parameters are less separable than symmetry-
adapted distortion modes. This is due to the need for far more parameters to obtain a good fit 
to diffraction data when Cartesian coordinates are used. Distortions mainly described by an 
individual or small group of distortion modes must now use a larger group of traditional 
coordinates and therefore the true value of that coordinate to the fit cannot be realised unless 
other important coordinates are also able to refine. 
While we have discussed the important distortion modes earlier in this chapter, a summary 
of the Cartesian coordinates affected by these distortions is found in Table 2.5. 
Table 2.5: Cartesian coordinates moved from parent positions by 7 distortion mode 
refinement. A full list of distortion modes by number can be found in Appendix 6. 72 of 
the 96 available coordinates in P1 are affected. 
Distortion Mode # Amplitude /Å Cartesian coordinates affected (total DOF in P1) 
12 -0.647(7) y for all W (8) 
16 0.702(6) z for all W (8) 
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Although just 7 distortion modes affect 72 of the 96 available Cartesian coordinates in P1, 
this does not necessarily mean that 72 Cartesian coordinates must refine in order to obtain the 
same fit to the diffraction data in Rwp terms (as is clear from Figure 2.39). Looking at the 
effect of distortion modes on Cartesian coordinates, some components have partially contrary 
effects; for example mode 38 has a component that moves O5 and O6 along the y axis (which 
also correctly positions O3 and O4 atoms along the z direction) but mode 66 is then needed to 
move O5 and O6 atoms part way back along the y axis in the opposite direction. This, at 
least, will change the relative importance of the Cartesian coordinates compared to distortion 
modes and, in the case of a completely contrary effects, may mean that the coordinate makes 
no significant contribution at all. When working directly with a much larger group of 
Cartesian coordinate parameters the web of dependencies inevitably becomes much more 
complex and therefore mistakes in the inclusion search much more likely. 
2.16 Inclusion/Exclusion Searches Conclusions 
These searches represent a baseline for solving distorted structures by way of an 
algorithm. Inclusion searches begin with an assumption of 100 % separability of parameters 
and flatten the search space to only those permutations that add a single DOF to the current 
model. Meanwhile the exclusion searches begin with an assumption of 0 % separability and 
flatten the search space to consider only permutations that remove a single DOF from the 
current model. Table 2.6 and Table 2.7 show the time taken (6th generation i7, 3.4 GHz) by 
simple inclusion and exclusion searches to find the best model for the distortion mode basis 
and Cartesian coordinate basis.  
Table 2.6: Time taken by a simple inclusion search using distortion mode basis and 
Cartesian coordinates basis to find the best model for RT WO3. 
37 1.062(9) y for O1+O2, x for O3+O4 (16) 
38 -0.782(8) z for O3+O4, y for O5+O6 (16) 
60 -0.205(12) y for O3+O4 (8) 
66 0.304(18) y for O5+O6 (8) 
77 -0.980(9) z for O1+O2, x for O5+O6 (16) 
Inclusion Search Basis Time to find 7 mode or 43 
coordinate model /s 
Time to complete search /s 
Distortion Mode 124 7067 
Cartesian 673 1854 
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Table 2.7:Time taken by a simple exclusion search using distortion mode basis and 
Cartesian coordinates basis to find the best model for RT WO3. 
When using the distortion mode basis, two considerations favour the inclusion search: the 
true model is sparse, just 7 of 96 available modes are needed so distortion modes are quite 
separable; and the inclusion approach begins with the simplest models and increases their 
complexity, so that the sparse solution is arrived at earlier in the process. The first of these 
two observations ensures that the inclusion search arrives at the correct model consistently 
and reliably while the second ensures it does so quickly. The fact that the average time taken 
to find the optimal 7 mode model is only slightly longer than when using the GA method, 
supports the conclusion that the GA pathway resembles the inclusion approach. The GAs 
small advantage results from the advanced methods used to link distortion modes together, 
thus reducing the number of required steps. However if we consider the series of runs 
required by the GA to establish the best candidate at various possible values of p in order to 
get a complete picture, then the simple inclusion run can be considered the more efficient 
search technique for the structure of RT WO3 using a distortion mode basis. 
In the Cartesian coordinate basis the situation is slightly different. The higher number of 
coordinates required means that there is a lower degree of separability and that a good fit 
requires roughly half the available parameters, which makes the exclusion search less 
unfavourable. In terms of speed, the inclusion search is still favoured because it is faster to 
trial 43 simple models prior to obtaining the correct model than 47 complex ones, although 
the advantage is not as large as in the distortion mode basis. However, the balance is tilted in 
favour of an exclusion search in terms of consistency because the non-separability leaves the 
inclusion run vulnerable to undervaluing important modes considered without others or 
overvaluing unimportant modes in the absence of important modes. 
2.17 Conclusion 
The primary aim of this chapter was to test three novel search techniques for structure 
solution of materials undergoing phase transitions where the distorted child symmetry is a 
subset of the parent’s. In this case the distortion mode basis allows the application of new and 
Exclusion Search Basis Time to find 7 mode or 43 
coordinate model /s 
Time to complete search /s 
Distortion Mode 1453 1834 
Cartesian 984 1846 
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rigorous algorithms to establish the true symmetry of the distorted structure. All of these 
approaches have proved to be effective in establishing the known structure of our WO3 test 
systems. While our tests are on simple and previously established structures, the results 
represent a proof of concept for the techniques. They also illustrate some of the challenges in 
algorithm selection and optimisation that will arise for any system these algorithms are 
applied to. My personal preference would be to use a GA type approach in a case where I 
would expect a small number of modes to be important from a large pool (e.g. during a 
magnetic phase transition) but to rely on the slower but more predictable exhaustive tree 
search for a complex structural transition. 
In later chapters we apply these ideas to different unknown and more challenging 
problems. 
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Chapter 3 Bi2Sn2O7: Structure Solution by an Exhaustive 
Subgroup Tree Search 
3.1 Introduction 
In this chapter we will show how we have used an exhaustive search (as outlined in 
Chapter 2) to find new structural models for two phases of Bi2Sn2O7. The work clears up a 
significant literature controversy over their structures and has been published in JACS (Lewis 
et al. 20161). 
3.2 Phase Transitions in Bi2Sn2O7 
Bi2Sn2O7 belongs to the family of pyrochlore materials with general formula A2B2O6O`. 
The structure can be best understood as interpenetrating frameworks of SnO6 octahedra and 
Bi4O` tetrahedra with Bi at the centre of a BiO6 puckered hexagonal environment (Figure 
3.1). Proposed applications of the material include photocatalysis,2 carbon monoxide 
sensing,3-6 isobutene oxidation catalysis7-9 and methane coupling10. RT α-Bi2Sn2O7 was 
discovered in 195611 and later found to undergo two phase transitions: to an intermediate 
temperature β phase between 390K and 900K, and to a high temperature γ phase on further 
heating12. Each structure remains related to that of simple pyrochlore but with peak splitting 
in powder diffraction data indicating different distortions for each phase. 
 
Figure 3.1: Pyrochlore structure of Bi2Sn2O7 (Bi2Sn2O6O`) emphasising (left) the corner-
sharing SnO6/2 octahedral framework and (middle) the interpenetrating Bi4/2O` 
anticristobalite framework.  Right hand view shows one puckered hexagonal O6 ring 
that completes the BiO6O`2 coordination environment of each Bi. 
The γ-phase structure is a relatively straightforward cubic pyrochlore with cell parameter 
𝑎𝛾  = 10.73Å and space group 𝐹𝑑3̅𝑚 with local distortions moving Bi(III) ions off ideal 
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pyrochlore sites due to lone pair effects13-16. In contrast to the β and α phases, the structure 
has remained uncontroversial in the literature. 
The β phase structure was first reported to be face-centred cubic with unit cell parameter a 
= 21.4 Å (2𝑎𝛾) while the α phase was reported to be body-centred tetragonal with unit cell 
parameters a = 15.14 Å (√ 𝑎𝛾) and c = 21.4 Å (2𝑎𝛾)
12. These assignments later proved to be 
incompatible with diffraction data observations by Evans et al17. This work adopted a semi-
exhaustive type approach to solving the α structure albeit deliberately limited in scope by the 
following assumptions: α and β phases are both SHG active; the γ, β and α structures all have 
group-subgroup relationships; and the β phase has a cubic unit cell parameter twice that of 
the parent γ phase. Although the proposed α structure with 528 atomic DOF in its unit cell 
and space group Pc (which for convenience we now refer to as αold) provides a good fit to 
diffraction data, diffraction data from the β phase later revealed peak splitting that rules out a 
cubic unit cell18,19. Figure 3.2 shows this peak splitting and the unit cell parameters derived 
for both phases. No β phase structure has since been proposed that accounts for this. This 
means that not only is a new structural model required for the β phase but also, without the 
assumptions of earlier work that eliminated potentially valid candidates, the α structure 
proposed could be improved by using a higher symmetry structure with fewer DOF than αold 
(i.e. a supergroup of αold). An exhaustive search seems ideal for investigating these 
possibilities.  
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Figure 3.2: Peak splitting and cell parameters derived from synchrotron X-ray data 
showing a) α-β phase transition on heating and β-α phase transition on cooling, b) β-
Bi2Sn2O7 peak splitting observed at d ~ 1.545 Å, c) and d) cell parameters derived from 
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data collected on cooling. Cell edge parameters are normalised to show the change in 
cell parameter relative to aγ. 
3.3 Sample Preparation and Data Collection 
Sample preparation and data collection were carried out prior to the start of this work by 
Julia Payne. Bi2Sn2O7 was prepared by grinding together stoichiometric quantities of Bi2O3 
(1.214 g, 2.61 mmol) and SnO2 (0.786 g, 5.22 mmol) in a mortar and pestle and firing at 1373 
K for 16 h. RT lab X-ray powder diffraction data confirmed a single Bi2Sn2O7 phase was 
formed. 
Prior to both synchrotron X-ray and neutron diffraction data collections, the sample was 
reheated to 1223 K. In the case of synchrotron X-ray data, the sample was loaded into a 0.3 
mm capillary and measured at the Diamond I11 beamline between 2 and 140˚ 2θ at 293 K (α-
Bi2Sn2O7) over a 2 h period. The sample was also measured over the same range at 470 K (β- 
Bi2Sn2O7) over a 4 h period. In both cases an X-ray wavelength of 0.82644 Å and high 
resolution multianalyser crystal (MAC) detectors were used. TOF neutron powder diffraction 
data were collected on the HRPD instrument at ISIS over a TOF range of 30–130 ms at both 
298 K (α) and 473 K (β). In each case, data was collected for 8 h (250 μAh). 
For speed we analyse a truncated d-spacing range of 1.2-13.5 Å (3.5-40˚ 2θ) for 
synchrotron X-ray data and 1.2-2.5 Å (58.3-125 ms) for TOF neutron data in our exhaustive 
search analysis. Rietveld refinements of the final structural models over the full ranges 
collected can be found in Section 3.4.3.5.  
3.4 Exhaustive Search Process 
In this section we give details of the steps to setup the exhaustive search process by 
creating a comprehensive subgroup tree and efficiently finding the quality of fit obtainable to 
both our α and β-phase diffraction data for each candidate structure. We then use this to 
propose definitive structural models for both β and α -Bi2Sn2O7. 
3.4.1 Set Up 
The crucial limitations of the work by Evans et al.17 were the assumptions of group-
subgroup relationships between the γ, β and α structures due to the retention of the pyrochlore 
structure at all temperatures measured, and that the β structure had a cubic unit cell based on 
Pawley fits to diffraction data without the later-observed peak splitting.  In this work we 
create structural models without these assumptions. In order to produce a subgroup tree in 
Bi2Sn2O7: Structure Solution by Exhaustive Search 
 
93 
 
which we can be confident that models for both β and α phases will exist, we must ensure that 
our child subgroup fits data from both phases. A child space group choice that achieves this is 
P1. With regard to the metric of the child, previous work has indicated that a unit cell of 
√ 𝑎𝛾 × √ 𝑎𝛾 ×  𝑎𝛾 is large enough to fit all observed peaks and this therefore seems a good 
choice to ensure the child lattice encompasses the true lattice of both phases, while allowing 
the search to be conducted in a reasonable timescale. Figure 3.3 shows that this child 
structure does indeed achieve an excellent fit to both data sets. 
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Figure 3.3: Fits after Rietveld refinements of child subgroup model to synchrotron X-ray 
(lower pattern) and HRPD neutron (offset pattern) for (a) β-Bi2Sn2O7 – synchrotron X-ray 
/ TOF neutron Rwp (Rbragg) = 4.49 % (1.99 %) / 4.17 % (1.82 %) and (b) α-Bi2Sn2O7 – 
synchrotron X-ray / TOF neutron Rwp (RBragg) = 8.87 % (4.23 %) / 7.02 % (3.81 %). 
3.4.1.1 Fixed Parameters 
From the child subgroup fit we can extract some non-structural parameters to avoid the 
need to redetermine them during the iterative search process. This will speed up the search 
process and increase the probability of successful convergence as there are fewer parameters 
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to optimise. This fit, containing all of the experimental, peakshape and thermal parameters 
extracted from the P1 child fit which were fixed for the exhaustive search process, is 
available in e-Appendix 7. 
3.4.1.2 Creating the Subgroup Tree using ISODISTORT 
We can obtain a tree of all possible subsets of the distortions available to our child using 
ISODISTORT20. Full step-by-step instructions on how to do this can be found in Appendix 8. 
In this case the tree consists of 547 subgroups (including the parent γ and child structures). 
Because our child subgroup provides an excellent fit to both data sets, we can be confident 
that the structure with the fewest possible parameters that can fit these data sets will be 
amongst these 547 candidates. Of the 547, candidates #1 (the parent), #3 and #4 have no 
active distortions and so, given supercell peaks are clearly observed, can be discounted. A 
comprehensive list of the candidates can be found in e-Appendix 8 and a picture 
representation of candidates in the tree and the very complex relationships between them is in 
Figure 3.4. 
Fd-3m γ parent
P1  𝑎𝛾  ×  𝑎𝛾 ×  𝑎𝛾child
Branton
subgroup 
“Xmas” tree
1
2
3
4
6
8
12
16
24
36
48
64
96
128
192
384
768
 
Figure 3.4: Representation of the 547 candidate tree. Each red dot represents one 
candidate. Symmetry decreases on progression down the tree from the γ-parent to our 
P1 child. The numbers to the left of each ‘tier’ of the tree indicate the order of candidates 
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in that tier relative to the parent (e.g. the parent subgroup has 768 times as many 
symmetry elements as the child).  
3.4.2 Iterative Process 
For the remaining 544 candidates, a refinement scheme that ensures they all achieve the 
best possible convergence of their allowed structural parameters within a reasonable 
timescale is required. As in the case of the WO3 examples, it is helpful to divide optimisation 
of the structural parameters into two stages: a lattice refinement (that focuses on optimising 
unit cell parameters), and a full optimisation step that focuses on distortion mode 
optimisation.  
3.4.2.1 Lattice Refinement 
It is clear from the peak splitting observed in our powder diffraction patterns that the 
initial lattice refinement step here requires considerably less distortion of the unit cell 
parameters than required in the WO3 examples in Chapter 2. Table 3.1 shows the scale of 
lattice distortion required using the child subgroup fit for both phases. As the scale of the 
lattice distortion is smaller, we find we can effectively optimise unit cell parameters using a 
much smaller randomisation at the end of each Rietveld cycle of ±1 %. Furthermore, we find 
there is no need to convolute an additional “peakshape” parameter to artificially broaden 
peaks (as in Chapter 2) because calculated peaks achieve sufficient peak overlap (Figure 3.5) 
from cubic starting points without it. We have also shown (Appendix 10) that distortion 
modes can be excluded from the refinement altogether at this stage and the resulting fit to 
both data sets remains equivalent for all candidates. While this speeds up the overall search 
process by a factor of ~ 3, for consistency we present results here which include distortion 
modes in the refinement at this stage (i.e. following exactly the Chapter 2 protocol). 
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Table 3.1: Starting cubic and refined unit cell parameters for child subgroup for β and α -
Bi2Sn2O7 data sets. Percentage changes are relative to (√(𝑽𝜷/𝟒)
𝟑 × 𝟐   √(𝑽𝜷/𝟒)
𝟑 × √𝟐  , 
√(𝑽𝜷/𝟒)
𝟑 × √𝟐   𝟗𝟎  ˚ 𝟗𝟎˚ 𝟗𝟎˚) and (√(
𝑽𝜶
𝟒
)
𝟑
× 𝟐   √(
𝑽𝜶
𝟒
)
𝟑
× √𝟐   √(
𝑽𝜶
𝟒
)
𝟑
× √𝟐   𝟗𝟎˚ 𝟗𝟎  ˚ 𝟗𝟎˚) for 
β and α -Bi2Sn2O7 respectively. 
Unit Cell 
Parameter 
800˚C starting 
cell 
Refined value 
(β-phase)  
% Change 
from cubic 
Refined value 
(α-phase) 
% Change 
from cubic 
a 21.445 Å 21.40942(10) Å 0.000 21.55036(15) Å 0.703 
b 15.1639 Å 15.1390(2) Å 0.001 15.0775(2) Å 0.360 
c 15.1639 Å 15.1386(2) Å 0.001 15.0806(2) Å 0.340 
α 90˚ 89.9831(3)˚ 0.019 89.995(7)˚ 0.006 
β 90˚ 89.9677(8)˚ 0.036 90.004(5)˚ 0.004 
γ 90˚ 90.0268(7)˚ 0.030 89.958(1)˚ 0.047 
Top: beta 
child initial 
overlap
Bottom: 
alpha child 
initial 
overlap
 
Figure 3.5: Initial peak overlap of calculated cubic structure to (top) β-Bi2Sn2O7 
synchrotron X-ray data and (bottom) α- Bi2Sn2O7 synchrotron X-ray data. Both are 
shown on a logarithmic scale to emphasise peak tails. 
3.4.2.2 Full Optimisation 
This step follows the protocol laid out in Chapter 2, refining distortion modes and 
resetting to values close to zero on convergence. We can confirm, by the agreement of 
multiple convergence cycles and the overall Rwp dependence through our tree, that the global 
minimum is found for all examples. E-Appendixes 9 and 10 show we can be confident of 
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finding the global minima for all candidates as we find the same convergence minima ≥ 34 
and ≥ 26 times for all 544 candidates for β and α -Bi2Sn2O7 searches respectively.    
3.4.3 Full Exhaustive Search Results 
Figure 3.6 and Figure 3.10 show the Rwp of the model against the data set obtained for all 
544 candidates for β- (470 K) and α-Bi2Sn2O7 (293 K) respectively. This fully exhaustive 
search gives the most comprehensive understanding of the relationship between each 
distortion available in the tree and the fit to the data. It does, however, take around 232 hours 
to complete the > 3.8 million Rietveld iterations on an ordinary desktop computer (6th 
generation i7, 3.4Ghz) using tc.exe from command line with no graphics. 
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Figure 3.6: Combined Rwp obtained for each of 544 candidates after Rietveld refinement 
using synchrotron X-ray and HRPD neutron powder diffraction data of β- Bi2Sn2O7. 
Individual panels show (a) Rwp as a function of tree candidate number (b) Rwp of all 
candidates in ranked order (c) Rwp of only best 80 candidates in ranked order and (d) Rwp 
of all candidates as a function of the number of structural parameters available. β-
Bi2Sn2O7 structural model chosen is shown in red circles in all plots. Blue square shows 
α-Bi2Sn2O7 model chosen (see Section 3.4.3.3). 
Firstly, turning to β-Bi2Sn2O7 data, a simple analysis of Figure 3.6 allows us to choose the 
first reliable structural model for β-Bi2Sn2O7. Firstly, from Figure 3.6a we see that candidates 
divide roughly into two categories: those with Rwp > 15 %, and those with Rwp < 15 %. From 
Figure 3.6b we can see candidates further divide into several distinct Rwp plateaus depending 
on how many of the key distortions required to fit the diffraction peaks are available to them. 
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Amongst the best 80 candidates (Figure 3.6c), 26 have all the required distortions and lie on 
the lowest Rwp plateau with Rwp < 4.7 %. Finally, Figure 3.6d shows Rwp against the number 
of parameters available to the best candidates. Of those on the lowest plateau, candidate #152 
has fewer parameters (69) than any other, has Rwp = 4.61 % and is ranked 26th overall. It has a 
𝑎𝛾/√ ×  𝑎𝛾 × √ 𝑎𝛾 unit cell and orthorhombic space group Aba2 (see Table 3.2 for a list 
of basic structural parameters of the top 30 ranked models). Other candidates amongst the 26 
on the lowest Rwp plateau have all the parameters of candidate #152 plus additional 
parameters that provide no significant improvement in fitness – all 25 other candidates on the 
lowest Rwp plateau are subgroups of #152. We emphasise that this does not mean all 
parameters of candidate #152 are necessary to fit the data; merely that candidate #152 has the 
fewest unnecessary parameters. It is also not a requirement of any candidate on the lowest 
Rwp plateau to be a subgroup of #152 (they may differ in those parameters that are 
unnecessary to fit the data). Those candidates with Rwp > 4.7 % all lack at least one key 
distortion and so provide an inferior fit to the data. A detailed discussion of the important 
distortion modes in both β- and α-Bi2Sn2O7 can be found in section 3.5.2. 
Table 3.2: Structural parameters and combined X-ray / TOF neutron Rwp for the top 30 
ranked candidates for β-Bi2Sn2O7. The basis given in column 1 and Vfrac in column 13 are 
relative to the parent. 
Basis - origin Rank Candidate # Rwp min/% prms a/Å b/Å c/Å al/˚ be/˚ ga/˚ Volume/Å
3
Vfrac
1 P1, basis={(0,0,2),(-1,-1,0),(1,-1,0)}, origin=(0,0,0)
 1 547 4.357 1064 21.409 15.139 15.139 89.983 89.968 90.027 4906.677 4.0
7 Pc, basis={(0,0,2),(-1,-1,0),(1,-1,0)}, origin=(-3/8,-3/8,0)
 2 538 4.410 534 21.413 15.143 15.132 90.000 90.004 90.000 4906.690 4.0
7 Pc, basis={(-1,1,0),(-1,-1,0),(0,0,2)}, origin=(-3/8,-3/8,0)
 3 537 4.412 534 15.132 15.143 21.413 90.000 90.005 90.000 4906.689 4.0
1 P1, basis={(-1,-1,0),(-1,1,0),(1,0,-1)}, origin=(0,0,0)
 4 496 4.420 536 15.140 15.140 15.143 120.013 120.016 90.005 2453.330 2.0
7 Pc, basis={(0,0,-2),(-1/2,-1/2,0),(-1,1,0)}, origin=(-1/8,-1/8,0)
 5 387 4.425 270 21.413 7.572 15.132 90.000 90.006 90.000 2453.347 2.0
7 Pc, basis={(-1,1,0),(1/2,1/2,0),(0,0,-2)}, origin=(1/8,1/8,0)
 6 386 4.427 270 15.132 7.572 21.413 90.000 90.006 90.000 2453.346 2.0
7 Pc, basis={(-1/2,-1/2,1),(-1,1,0),(-1,-1,0)}, origin=(0,0,0)
 7 423 4.434 270 13.110 15.143 15.132 90.000 54.753 90.000 2453.348 2.0
7 Pc, basis={(-1,1,0),(0,0,-2),(-1/2,-1/2,0)}, origin=(0,0,0)
 8 391 4.445 270 15.132 21.412 7.572 90.000 90.011 90.000 2453.346 2.0
9 Cc, basis={(1,-2,-1),(-1,0,-1),(1,0,-1)}, origin=(0,-1/4,-1/4)
 9 491 4.448 270 26.221 15.143 15.132 90.000 54.749 90.000 4906.691 4.0
3 P2, basis={(-1,1,0),(-1,-1,0),(0,0,2)}, origin=(-1/8,1/8,1/4)
 10 542 4.457 526 15.143 15.132 21.413 90.000 89.993 90.000 4906.697 4.0
7 Pc, basis={(-1/2,1,-1/2),(1/2,0,-1/2),(-1,0,-1)}, origin=(0,0,0)
 11 174 4.462 138 13.110 7.572 15.132 90.000 54.753 90.000 1226.674 1.0
5 C2, basis={(0,0,-2),(-1,-1,0),(-1,1,0)}, origin=(-1/2,-1/4,-3/4)
 12 428 4.475 266 21.413 15.132 15.143 90.000 89.997 90.000 4906.700 4.0
9 Cc, basis={(-1,0,-1),(0,-2,0),(-1/2,0,1/2)}, origin=(-1/8,-1/4,-1/8)
 13 175 4.477 138 15.132 21.413 7.572 90.000 89.989 90.000 2453.346 2.0
4 P2_1, basis={(-1/2,-1/2,0),(-1,1,0),(0,0,-2)}, origin=(0,0,0)
 14 400 4.479 270 7.572 15.132 21.413 90.000 89.998 90.000 2453.350 2.0
3 P2, basis={(-1/2,-1/2,0),(-1,1,0),(0,0,-2)}, origin=(0,0,0)
 15 399 4.485 262 7.572 15.132 21.413 90.000 89.995 90.000 2453.349 2.0
7 Pc, basis={(1/2,1/2,0),(0,0,-2),(-3/2,1/2,0)}, origin=(0,0,0)
 16 392 4.489 270 7.572 21.412 16.923 90.000 116.593 90.000 2453.342 2.0
5 C2, basis={(1,-2,-1),(-1,0,-1),(1,0,-1)}, origin=(1/4,-1/4,-1/2)
 17 494 4.501 266 26.227 15.132 15.143 90.000 54.729 90.000 4906.698 4.0
1 P1, basis={(0,0,-2),(-1,1,0),(1/2,1/2,0)}, origin=(0,0,0)
 18 403 4.505 536 21.409 15.138 7.570 89.983 90.028 89.969 2453.335 2.0
5 C2, basis={(0,-2,0),(-1,0,-1),(1/2,0,-1/2)}, origin=(0,-1/4,-1/4)
 19 179 4.512 134 21.413 15.132 7.572 90.000 89.995 90.000 2453.349 2.0
1 P1, basis={(-1/2,-1/2,-1),(-1,1,0),(1/2,1/2,-1)}, origin=(0,0,0)
 20 432 4.512 536 13.107 15.139 13.114 90.014 70.524 90.034 2453.335 2.0
1 P1, basis={(-1/2,-1,-1/2),(-1/2,1,-1/2),(1/2,0,-1/2)}, origin=(0,0,0)
 21 184 4.537 272 13.107 13.113 7.570 89.984 90.035 109.473 1226.668 1.0
29 Pca2_1, basis={(1/2,1/2,0),(0,0,-2),(-1,1,0)}, origin=(0,0,0)
 22 343 4.564 137 7.572 21.413 15.132 90.000 90.000 90.000 2453.353 2.0
30 Pnc2, basis={(0,0,-2),(-1/2,-1/2,0),(-1,1,0)}, origin=(0,0,0)
 23 345 4.567 133 21.413 7.572 15.132 90.000 90.000 90.000 2453.352 2.0
32 Pba2, basis={(0,0,-2),(-1/2,-1/2,0),(-1,1,0)}, origin=(0,0,-1/2)
 24 342 4.570 133 21.413 7.572 15.132 90.000 90.000 90.000 2453.352 2.0
33 Pna2_1, basis={(0,0,-2),(-1/2,-1/2,0),(-1,1,0)}, origin=(0,0,-1/2)
 25 348 4.575 137 21.413 7.572 15.132 90.000 90.000 90.000 2453.352 2.0
41 Aba2, basis={(1/2,0,-1/2),(0,2,0),(1,0,1)}, origin=(-1/4,-3/4,-1/2)
 26 152 4.605 69 7.572 21.413 15.132 90.000 90.000 90.000 2453.352 2.0
7 Pc, basis={(-1/2,-1/2,-1),(-1,1,0),(1/2,1/2,-1)}, origin=(-1/8,1/8,0)
 27 424 4.742 270 13.110 15.143 13.110 90.000 70.497 90.000 2453.342 2.0
4 P2_1, basis={(-1,1,0),(-1,-1,0),(0,0,2)}, origin=(-1/8,1/8,1/4)
 28 543 4.768 534 15.132 15.143 21.413 90.000 89.993 90.000 4906.679 4.0
7 Pc, basis={(-1/2,1,-1/2),(1/2,0,-1/2),(-1/2,-1,-1/2)}, origin=(1/8,0,-1/8)
 29 173 4.778 138 13.110 7.572 13.110 90.000 109.504 90.000 1226.670 1.0
1 P1, basis={(-1/2,1,-1/2),(-1/2,0,1/2),(1/2,1/2,0)}, origin=(0,0,0)
 30 93 4.904 140 13.107 7.570 7.572 120.013 73.217 90.031 613.333 0.5  
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3.4.3.2 Visual Evidence 
In order to support this model, there are two key facts that must be proven: firstly; that 
candidate #152 provides a good fit to all the structurally related features of the diffraction 
data and, secondly; that no candidate with fewer parameters can also do this. 
Figure 3.7 addresses the first criterion, showing a fit to the diffraction data which is 
visually identical to that provided by the child subgroup (Figure 3.3a). In order to address the 
second criterion we start by identifying that candidate #170, with Rwp = 6.05 % is the highest 
ranking model with fewer parameters (66) than candidate #152. It has a  𝑎𝛾 × √ 𝑎𝛾 ×
𝑎𝛾/√  unit cell and orthorhombic space group C2221. Figure 3.8 and Figure 3.9 show the fit 
to the diffraction data of candidate #152 and #170 respectively in the d = 1.25-1.50 Å region. 
We can see that there are several inadequacies in the fit obtained using candidate #170 
compared to candidate #152 (it lacks Γ4
− distortion modes which we will later see are 
important to providing a good fit to the data). If we also accept, without inspection, that no 
other candidate with fitness worse still than candidate #170 could provide an adequate fit to 
structural features of the diffraction data then the second criterion is met. 
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Figure 3.7: Combined fit to synchrotron X-ray (bottom) and HRPD neutron (top) powder 
diffraction data of β-Bi2Sn2O7 after Rietveld refinement of candidate #152. Synchrotron 
X-ray / TOF neutron Rwp (RBragg) = 4.71 % (1.92 %) / 4.46 % (2.40 %). 
Bi2Sn2O7: Structure Solution by Exhaustive Search 
 
100 
 
Beta run_14 
#152 
subgroup fit 
(S:\james_le
wis\Reports
\Bi2Sn2O7 
chapter\Refi
nements\be
ta_run_14_
new_metho
d\subgroup
_152)
*
* *
*
 
Figure 3.8: Combined fit to d = 1.25-1.5 Å region of synchrotron X-ray (bottom) and 
HRPD neutron (top) powder diffraction data of β-Bi2Sn2O7 after Rietveld refinement of 
candidate #152. Synchrotron X-ray / TOF neutron Rwp (RBragg) = 4.71 % (1.92 %) / 4.46 % 
(2.40 %). Peaks that are well fit by candidate #152 but poorly by candidate #170 are 
marked with a *. 
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Figure 3.9: Combined fit to d = 1.25-1.5 Å region of synchrotron X-ray (bottom) and 
HRPD neutron (top) powder diffraction data of β-Bi2Sn2O7 after Rietveld refinement of 
candidate #170. Synchrotron X-ray / TOF neutron Rwp (RBragg) = 6.10 % (3.20 %) / 5.99 % 
(3.24 %). Peaks that are well fit by candidate #152 but poorly by candidate #170 are 
marked with a *. 
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3.4.3.3 α-Bi2Sn2O7 
0
5
10
15
20
25
30
35
40
45
50
0 100 200 300 400 500 600
R
w
p
 (%
)
Rank
7.5
8
8.5
9
9.5
10
0 10 20 30 40 50 60 70 80
R
w
p
 (
%
)
Rank
0
5
10
15
20
25
30
35
40
45
50
0 100 200 300 400 500 600
R
w
p
 (
%
)
Candidate #
7.5
8
8.5
9
9.5
10
0 200 400 600 800 1000 1200
R
w
p
 (
%
)
Number of parameters
(a) (d)
(b) (c)
Alpha 
Bi2Sn2O7 
new method 
run_11 
(S:\james_le
wis\bi2sn2o
7__2016\Si
mple_code_
for_exhausti
ve_search\tr
y_all_cell_ar
rangements
\alpha\run_
11)
 
Figure 3.10: Combined Rwp obtained for each of 544 candidates after Rietveld refinement 
using synchrotron X-ray and HRPD neutron powder diffraction data of α- Bi2Sn2O7. 
Individual panels show (a) Rwp as a function of tree candidate number (b) Rwp of all 
candidates in ranked order (c) Rwp of only best 80 candidates in ranked order and (d) Rwp 
of all candidates as a function of the number of structural parameters available. α-
Bi2Sn2O7 structural model chosen is shown in blue squares in all plots. Red circle 
shows β-Bi2Sn2O7 model chosen (see Section 3.4.3.1). 
 Turning to α-Bi2Sn2O7, we can see from Figure 3.10a that the candidates again divide into 
two categories; those with Rwp > 37 %, and those with Rwp < 25 %. The best solutions have 
Rwp< 8 %. Looking at the candidates in ranked order (Figure 3.10b), we can see that again 
candidates separate into several distinct Rwp plateaus the lowest two of which range from Rwp 
~ 7.5-8.0 % and contain 16 candidates (Figure 3.10c). Small improvements in fit over this 
range result from additional 𝛴, 𝛥, 𝑋 and 𝑊-point modes that are not required to fit structural 
features of the data. Figure 3.10d shows Rwp as a function of the number of structural 
parameters and reveals that of these 16 the one with the fewest parameters (72) has Rwp = 8.00 
%. This is candidate #88 in our tree, which is ranked 16 with a √3/ 𝑎𝛾 × 𝑎𝛾/√ × √3/ 𝑎𝛾 
unit cell and monoclinic space group Cc (see Table 3.3 for a list of basic structural 
parameters of the top 30 ranked models). All of the other 15 candidates on the lowest Rwp 
plateau are subgroups of #88; those with higher Rwp lack at least one key distortion. Again by 
this simple analysis we are able to obtain a new structural model for α-Bi2Sn2O7 with 
significantly fewer structural parameters than previously thought. 
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Table 3.3 Structural parameters and combined X-ray / TOF neutron Rwp for the top 30 
ranked candidates for α-Bi2Sn2O7. The basis given in column 1 and Vfrac in column 13 are 
relative to the parent. 
Basis - origin Rank Candidate # Rwp min/% prms a/Å b/Å c/Å al/˚ be/˚ ga/˚ Volume/Å
3
Vfrac
1 P1, basis={(0,0,2),(-1,-1,0),(1,-1,0)}, origin=(0,0,0)
 1 547 7.541 1064 21.550 15.077 15.081 89.996 90.004 89.958 4900.037 4.0
7 Pc, basis={(0,0,2),(-1,-1,0),(1,-1,0)}, origin=(-3/8,-3/8,0)
 2 538 7.571 534 21.550 15.081 15.077 90.000 90.040 90.000 4900.051 4.0
1 P1, basis={(0,0,-2),(-1,1,0),(1/2,1/2,0)}, origin=(0,0,0)
 3 403 7.585 536 21.550 15.077 7.541 89.999 89.994 89.959 2450.015 2.0
7 Pc, basis={(-1,1,0),(-1,-1,0),(0,0,2)}, origin=(-3/8,-3/8,0)
 4 537 7.585 534 15.077 15.081 21.550 90.000 89.959 90.000 4900.037 4.0
1 P1, basis={(-1/2,-1/2,-1),(-1,1,0),(1/2,1/2,-1)}, origin=(0,0,0)
 5 432 7.618 536 13.084 15.163 13.077 89.659 70.801 90.353 2450.016 2.0
7 Pc, basis={(-1,1,0),(1/2,1/2,0),(0,0,-2)}, origin=(1/8,1/8,0)
 6 386 7.630 270 15.077 7.541 21.550 90.000 90.041 90.000 2450.015 2.0
7 Pc, basis={(-1/2,-1/2,1),(-1,1,0),(-1,-1,0)}, origin=(0,0,0)
 7 423 7.632 270 13.155 15.081 15.077 90.000 54.997 90.000 2450.031 2.0
7 Pc, basis={(-1/2,-1/2,-1),(-1,1,0),(1/2,1/2,-1)}, origin=(-1/8,1/8,0)
 8 424 7.639 270 13.155 15.081 13.146 90.000 69.955 90.000 2450.015 2.0
7 Pc, basis={(0,0,-2),(-1/2,-1/2,0),(-1,1,0)}, origin=(-1/8,-1/8,0)
 9 387 7.707 270 21.550 7.541 15.077 90.000 90.041 90.000 2450.021 2.0
1 P1, basis={(-1/2,-1,-1/2),(-1/2,1,-1/2),(1/2,0,-1/2)}, origin=(0,0,0)
 10 184 7.789 272 13.085 13.077 7.581 90.340 90.358 109.201 1225.001 1.0
1 P1, basis={(-1,-1,0),(-1,1,0),(1,0,-1)}, origin=(0,0,0)
 11 496 7.861 536 15.081 15.078 15.166 119.854 119.838 89.985 2450.003 2.0
9 Cc, basis={(1,-2,-1),(-1,0,-1),(1,0,-1)}, origin=(0,-1/4,-1/4)
 12 491 7.871 270 26.309 15.082 15.076 90.000 54.997 90.000 4900.028 4.0
7 Pc, basis={(-1/2,1,-1/2),(1/2,0,-1/2),(-1/2,-1,-1/2)}, origin=(1/8,0,-1/8)
 13 173 7.879 138 13.155 7.541 13.146 90.000 110.044 90.000 1225.003 1.0
1 P1, basis={(-1/2,1,-1/2),(-1/2,0,1/2),(1/2,1/2,0)}, origin=(0,0,0)
 14 93 7.912 140 13.079 7.583 7.541 119.849 73.237 90.358 612.505 0.5
7 Pc, basis={(-1/2,1,-1/2),(1/2,0,-1/2),(-1,0,-1)}, origin=(0,0,0)
 15 174 7.918 138 13.146 7.541 15.077 90.000 55.051 90.000 1225.007 1.0
9 Cc, basis={(-1/2,-1,-1/2),(-1/2,0,1/2),(-1/2,1,-1/2)}, origin=(-1/4,-1/4,0)
 16 88 8.004 72 13.155 7.541 13.146 90.000 110.045 90.000 1225.008 1.0
7 Pc, basis={(1/2,1/2,0),(0,0,-2),(-3/2,1/2,0)}, origin=(0,0,0)
 17 392 8.154 270 7.582 21.324 17.016 90.000 117.059 90.000 2450.004 2.0
4 P2_1, basis={(-1,1,0),(-1,-1,0),(0,0,2)}, origin=(-1/8,1/8,1/4)
 18 543 8.181 534 15.080 15.078 21.550 90.000 89.961 90.000 4900.100 4.0
3 P2, basis={(-1,1,0),(-1,-1,0),(0,0,2)}, origin=(-1/8,1/8,1/4)
 19 542 8.193 526 15.080 15.078 21.550 90.000 89.962 90.000 4900.053 4.0
5 C2, basis={(0,0,-2),(-1,-1,0),(-1,1,0)}, origin=(-1/2,-1/4,-3/4)
 20 428 8.321 266 21.550 15.079 15.080 90.000 90.038 90.000 4900.034 4.0
4 P2_1, basis={(-1/2,-1/2,0),(-1,1,0),(0,0,-2)}, origin=(0,0,0)
 21 400 8.351 270 7.540 15.078 21.550 90.000 89.962 90.000 2450.005 2.0
7 Pc, basis={(-1,1,0),(-1,-1,0),(-1,1,2)}, origin=(-3/8,-3/8,0)
 22 539 8.387 534 15.077 15.081 26.309 90.000 54.997 90.000 4899.972 4.0
6 Pm, basis={(-1,1,0),(-1,-1,0),(0,0,2)}, origin=(-3/8,-3/8,0)
 23 536 8.400 574 15.077 15.081 21.550 90.000 90.040 90.000 4899.965 4.0
3 P2, basis={(-1/2,-1/2,0),(-1,1,0),(0,0,-2)}, origin=(0,0,0)
 24 399 8.405 262 7.540 15.078 21.550 90.000 89.962 90.000 2450.020 2.0
5 C2, basis={(-2,0,0),(0,-2,0),(0,0,2)}, origin=(-7/8,-7/8,1/8)
 25 546 8.510 528 21.325 21.325 21.550 90.000 89.960 90.000 9800.027 8.0
7 Pc, basis={(-1,1,0),(0,0,-2),(-1/2,-1/2,0)}, origin=(0,0,0)
 26 391 8.512 270 15.076 21.550 7.541 90.000 90.003 90.000 2450.017 2.0
5 C2, basis={(1,-2,-1),(-1,0,-1),(1,0,-1)}, origin=(1/4,-1/4,-1/2)
 27 494 8.518 266 26.294 15.078 15.080 90.000 55.042 90.000 4900.028 4.0
8 Cm, basis={(0,0,-2),(-1,-1,0),(-1,1,0)}, origin=(-3/8,-3/8,-3/4)
 28 420 8.528 290 21.550 15.081 15.077 90.000 90.040 90.000 4899.931 4.0
6 Pm, basis={(-1/2,-1/2,0),(-1,1,0),(0,0,-2)}, origin=(0,0,0)
 29 389 8.549 290 7.539 15.081 21.550 90.000 89.960 90.000 2449.997 2.0
7 Pc, basis={(-1/2,-1/2,0),(-1,1,0),(0,0,-2)}, origin=(0,0,0)
 30 390 8.558 270 7.539 15.081 21.550 90.000 90.039 90.000 2450.003 2.0
 
3.4.3.4 Visual Evidence 
Based on the same criteria as used in section 3.4.3.2, we can show that our structural 
model has a combined fit to our data (Figure 3.11) visually as good as the child subgroup 
#547 (Figure 3.3b). The next best fit to the data using fewer parameters than candidate #88 is 
provided by candidate #152 (our β-Bi2Sn2O7 structural model above, 69 parameters and Rwp = 
9.29 %). Figure 3.12 and Figure 3.13 show the fit to the diffraction data of candidate #88 and 
#152 respectively in the d = 1.25-1.50 Å region. The fit with candidate #152 is clearly 
inferior (it lacks the correct specific Γ4
− distortion modes). If we again assume that no 
candidate with an even worse Rwp than this can provide an adequate fit to our data then we 
have shown that candidate #88 represents the simplest possible structural model for α-
Bi2Sn2O7 that is consistent with its diffraction data. 
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Figure 3.11: Combined fit to synchrotron X-ray (bottom) and HRPD neutron (top) powder 
diffraction data of α-Bi2Sn2O7 after Rietveld refinement of candidate #88. Synchrotron X-
ray / TOF neutron Rwp (RBragg) = 8.95 % (4.28 %) / 7.65 % (4.02 %). 
*
*
*
 
Figure 3.12: Combined fit to d = 1.25-1.5 Å region of synchrotron X-ray (bottom) and 
HRPD neutron (top) powder diffraction data of α-Bi2Sn2O7 after Rietveld refinement of 
candidate #88. Synchrotron X-ray / TOF neutron Rwp (RBragg) = 8.95 % (4.28 %) / 7.65 % 
(4.02 %). Peaks that are fell fit by candidate #88 but poorly by candidate #152 are marked 
with a *. 
Bi2Sn2O7: Structure Solution by Exhaustive Search 
 
104 
 
*
*
*
 
Figure 3.13: Combined fit to d = 1.25-1.5 Å region of synchrotron X-ray (bottom) and 
HRPD neutron (top) powder diffraction data of α-Bi2Sn2O7 after Rietveld refinement of 
candidate #152. Synchrotron X-ray / TOF neutron Rwp (RBragg) = 10.44 % (5.38 %) / 8.85 % 
(5.21 %). Peaks that are fell fit by candidate #88 but poorly by candidate #152 are marked 
with a *. 
3.4.3.5 Full Structural Refinements and Peakshape Effects 
After identifying our α- and β-Bi2Sn2O7 structural models from the exhaustive search we 
are then able to perform full Rietveld refinements using data over the full d-spacing range 
collected for synchrotron X-ray and TOF neutron, including the lower resolution 90˚ bank at 
HRPD. We also see that considerable peak broadening occurs between the β- and α-phases 
which arises due to strain broadening effects resulting from the significant cell metric change 
(Δ𝑑/𝑑 ≈ 1 × 10−2). Furthermore peaks exhibit asymmetry with a slight hkl dependence. 
Therefore we introduce a Stephens-type21 peakshape to our candidate #88 α-phase final 
Rietveld fit, reducing Rwp to 5.65 % (Figure 3.15). This is not required in our candidate #152 
β-phase final Rietveld fit (Figure 3.14), with Rwp = 4.55 % over the full data ranges. A 
summary of the structural models including space group, atomic coordinates, unit cell 
parameters and isotropic temperature factors extracted from these fits together with fit quality 
indicators for each data set are given in Table 3.4. 
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Figure 3.14: Final Rietveld fit to neutron (top) and X-ray (bottom) powder diffraction data 
of β-Bi2Sn2O7. High d-spacing (d > 2.5Å) neutron data is from low resolution 90˚  bank. 
Upper right inset shows weak splitting at d ~ 1.545 Å that excludes a cubic structure. 
Upper left inset shows the structure viewed down [010] axis. 
x-ray
neutron
 
Figure 3.15: Final Rietveld fit to neutron (top) and X-ray (bottom) powder diffraction data 
of α-Bi2Sn2O7 using a Stephens-type peakshape. High d-spacing (d > 2.5 Å) neutron data 
is from low resolution 90˚ bank. Inset shows structure viewed down [010] axis. 
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Table 3.4: Structural model parameters extracted from final Rietveld fits to (left) α-
Bi2Sn2O7 and (right) β-Bi2Sn2O7 data. Individual fit quality indicators for each data set are 
summarised in lower section. 
  
We are also able to show that the peakshape effects observed in the α-phase could be 
equivalently accounted for using a series of structurally identical phases but varying the cell 
parameters and phase fractions using a 6 parameter function. This means that while 10 phases 
are included, only a small number of additional parameters are used to account for the 
peakshape effects and an even lower Rwp (4.9 %) is achieved. Figure 3.16 shows the fit to 
some of the most asymmetrically broadened peaks using the multi-phase model.  
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atom x y z B/Å
2
atom x y z B/Å
2
Bi(1) 0.2369(2) 0.2673(3) 0.01442(17) 0.858(11) Bi(1) 0.7097(2) 0.11466(9) 0.11170(13) 1.421(5)
Bi(2) 0.2743(2) 0.2245(3) 0.51155(17) 0.858(11) Bi(2) 0.2894(2) 0.36431(9) 0.36150(13) 1.421(5)
Bi(3) -0.0174(2) -0.0446(3) -0.02055(19) 0.858(11) Bi(3) 0.0255(2) 0.23624(6) 0.00458(12) 1.421(5)
Bi(4) 0.0306(2) 0.0038(3) 0.75004(19) 0.858(11) Bi(4) 0 0 0.23244(14) 1.421(5)
Sn(1) 0.7501(4) 0.2474(6) 0.7500(3) 0.485(10) Bi(5) 0 0 0.76936(14) 1.421(5)
Sn(2) 0.7436(4) 0.2512(6) 0.2420(3) 0.485(10) Sn(1) 0.7486(4) 0.37511(8) 0.12465(12) 0.602(5)
Sn(3) 0.4972(3) 0.0010(6) 0.7465(3) 0.485(10) Sn(2) 0.2473(4) 0.62452(8) 0.37231(12) 0.602(5)
Sn(4) 0.4960(3) 0.0005(4) 0.4943(3) 0.485(10) Sn(3) 0 0 -0.0003(2) 0.602(5)
O1(1) 0.6192(4) 0.2064(6) 0.7820(4) 0.738(9) Sn(4) 0 0 0.4948(2) 0.602(5)
O1(2) 0.6158(4) 0.2065(6) 0.2751(4) 0.738(9) Sn(5) 0.5021(3) 0.24797(12) 0.24736(15) 0.602(5)
O1(3) 0.1297(4) 0.3117(6) 0.0862(4) 0.738(9) O1(1) 0.4473(9) 0.6872(3) 0.3492(4) 1.050(8)
O1(4) 0.1165(4) 0.2853(6) 0.5814(4) 0.738(9) O1(2) 0.4537(9) 0.1888(3) 0.3564(4) 1.050(8)
O1(5) 0.8200(5) -0.0005(6) 0.7907(4) 0.738(9) O1(3) -0.0488(9) 0.4350(3) 0.0967(4) 1.050(8)
O1(6) 0.4222(5) -0.0126(6) 0.0849(4) 0.738(9) O1(4) -0.0536(9) 0.9394(3) 0.1065(4) 1.050(8)
O1(7) 0.8632(4) 0.3052(6) 0.9113(4) 0.738(9) O1(5) 0.0635(9) 0.1918(3) 0.1471(4) 1.050(8)
O1(8) 0.8768(4) 0.2983(6) 0.4044(4) 0.738(9) O1(6) 0.0400(9) 0.6828(3) 0.1520(4) 1.050(8)
O1(9) 0.3596(4) 0.1979(6) 0.1981(4) 0.738(9) O1(7) 0.5406(9) 0.4352(3) 0.3998(4) 1.050(8)
O1(10) 0.3563(4) 0.1915(6) 0.6966(4) 0.738(9) O1(8) 0.5552(9) 0.9410(3) 0.3983(4) 1.050(8)
O1(11) 0.1728(5) 0.0011(6) 0.2204(4) 0.738(9) O1(9) 0.7208(7) 0.3412(2) 0.0008(4) 1.050(8)
O1(12) 0.5666(5) -0.0221(6) 0.9057(4) 0.738(9) O1(10) 0.2543(7) 0.5868(2) 0.2473(4) 1.050(8)
O2(1) 0.1443(6) 0.0057(6) 0.9446(4) 1.06(3) O1(11) 0.7490(9) 0.0360(3) 0.0126(5) 1.050(8)
O2(2) 0.9004(6) -0.0047(6) 0.0692(4) 1.06(3) O1(12) 0.2541(8) 0.2866(3) 0.2608(5) 1.050(8)
O2(1) 0.7482(14) 0.1902(3) 1 2.37(4)
O2(2) 0.2472(11) 0.4394(3) 1 2.37(4)
(XRPD = 4.9334 %, PND: bs / 90˚ = 4.0717 % / 2.9444 %)
Overall: R wp  = 5.6520 %,  Rp  = 3.8367 %, gof = 1.73
(XRPD = 5.9630 %, PND: bs / 90˚ = 5.5551 % / 2.1027 %)
α-Bi2Sn2O7, Space Group Cc β-Bi2Sn2O7, Space Group Aba2
a = 7.571833(8) Å, b = 21.41262(2) Å, c = 15.132459(14) Å 
Overall: R wp  = 4.5524 %, Rp  = 3.0530 %, gof = 1.76 
a = 13.15493(6) Å, b  = 7.54118(4) Å, c = 15.07672(7) Å, β = 125.0120(3)˚
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Figure 3.16: Rietveld fit to selected α-Bi2Sn2O7 X-ray diffraction data ranges showing 
multi-phase model fit. Ten phases are generated with smoothly varying cell parameters 
and phase fractions, controlled by 6 additional parameters. 
3.4.3.6 Repeatability 
We are also able to show that we can repeat our exhaustive search three times and produce 
an equivalent result on each occasion. Figure 3.17 and Figure 3.18 show overlay plots of the 
fit achieved for each of the 544 candidates against β- and α-Bi2Sn2O7 data respectively. This 
gives us confidence that our methodology correctly and exhaustively explores the parameter 
space. 
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Figure 3.17: Overlay plot showing combined X-ray / TOF neutron Rwp found for each of 
the 544 candidates on three repeats of the exhaustive search process using β-Bi2Sn2O7 
diffraction data. An equivalent fit to the data is found in all three runs for all candidates. 
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Figure 3.18: Overlay plot showing combined X-ray / TOF neutron Rwp found for each of 
the 544 candidates on three repeats of the exhaustive search process using α-Bi2Sn2O7 
diffraction data. An equivalent fit to the data is found in all three runs for all candidates. 
3.4.4 Lattice Subgroup Search Results 
Instead of the full exhaustive search discussed in section 3.4.3 we can also considerably 
simplify our search process by first searching only amongst the P1 lattice subgroups of the γ-
phase parent within our candidate tree. Once the correct lattice subgroup is identified for each 
phase we can then search amongst supergroups for the correct point symmetry. Figure 3.19 
shows the 14 lattice subgroups within the tree and their relationship to each other. 
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Figure 3.19: Lattice-sublattice relationships amongst the 14 lattice subgroups extracted 
from the tree of 547 candidate subgroups of the γ-phase parent.  For each entry, the first 
line shows the candidate number and the cell volume (relative to that of the primitive 
parent cell, Vpp = 224 Å3); the second line indicates the active k-vectors; the third line 
shows the unit cell parameters (a/ aγ, b/aγ, c/aγ, α, β, γ), with edge lengths presented 
relative to the cubic parent (aγ = 10.72 Å) and angles in degrees.  A given lattice is linked 
to each of its minimal superlattices and maximal sublattices with a solid black line.  
Active k-vectors are numbered corresponding to their positions in Table 3.5. For 
example, the set of active k-vectors of the lattice subgroup of candidate #184 includes 
the only arm of the star of 𝚪, the second and third of four arms of the star of 𝑳, and the 
third of three arms of the star of 𝑿.  At a minimum, the set of active k-vectors of a given 
lattice must contain all of the active k-vectors of each of its maximal superlattices, 
though it will generally contain other k-vectors too. The lattice subgroups found for α- 
and β-Bi2Sn2O7 are shown in red and blue boxes respectively. 
We can identify the lattice subgroup for each phase by looking at the relationship between 
Rwp and the number of parameters in each of these lattice subgroups. Table 3.5 shows that, for 
β-Bi2Sn2O7, a good fit to the data is found for lattice subgroups with candidate numbers #184, 
#403, #432, #496 and #547. Of these, #184 has by far the fewest parameters (candidates 
#403, #432 and #496 are maximal sublattices of #184 and candidate #547 is a maximal 
sublattice of those). For α-Bi2Sn2O7, the lattice subgroups providing a good fit are those with 
candidate numbers #93, #184, #403, #432, #496 and #547. Again, given that candidate #93 
has fewer parameters than the others and that the other lattice subgroups are sublattices of it, 
it is clear this is the correct lattice subgroup. It is already clear at this stage that α-Bi2Sn2O7 
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cannot be a subgroup of β-Bi2Sn2O7 as our α-Bi2Sn2O7 lattice choice is a superlattice of our 
β-Bi2Sn2O7 lattice choice. This arises because β-Bi2Sn2O7 requires a very small X-point 
distortion in order to fit the peak splitting observed in our data that is not needed by α-
Bi2Sn2O7.  
Table 3.5: Top: The 14 lattice subgroups and their fit to both β- and α-phase data.  
Candidate models are listed in the rank order of their combined X-ray / TOF neutron Rwp 
fit to β-data from the full 547 candidate tree. The active arms of the star of each k-vector 
are denoted numerically in reference to the possible arms. Bottom: For each type of 
reciprocal-space k-vector that contributes to the sublattices of one or more of the 547 
intermediate candidates, we list the arms of the star of the k-vector.  The active k-
vectors of any candidate model must come from this list. Lattice subgroups above the 
red and blue lines have sufficient active k-points to fit the α- and β-phase data 
respectively. 
 
From this point we only need to search amongst a much smaller group of candidates to 
identify the point symmetry of each phase. For β-Bi2Sn2O7 there are 40 candidates sharing a 
lattice with candidate #184 (candidates #145-184) while for α-Bi2Sn2O7 there are 22 sharing a 
lattice with candidate #93 (candidates #72-93) and the fit provided by these candidates are 
shown in Figure 3.20 and Figure 3.21 respectively.  
Subgroup # β Rank β Rwp (%) α Rank α Rwp (%) Vfrac # Prms Γ 𝐿 𝑋 Δ Σ W min superlattices max sublattices
547 1 4.357 1 7.534 4.00 1056 1 1,2,3,4 1,2,3 3 1,2 2 292, 403, 432, 464, 496 none
403 2 4.377 4 7.582 2.00 528 1 2,3 3 3 2 184, 218, 144 547
184 3 4.385 10 7.784 1.00 264 1 2,3 3 93 403, 432, 496
496 6 4.419 11 7.859 2.00 528 1 1,2,3,4 1,2,3 184, 265 547
432 21 4.510 5 7.618 2.00 528 1 2,3 3 1 2 184, 144, 237 547
93 30 4.904 14 7.910 0.50 132 1 3 33 184
292 286 19.404 217 12.599 2.00 528 1 1,2,3 1,2 144, 265 547
144 287 19.410 225 12.758 1.00 264 1 3 1 71 403, 432, 292
464 288 19.452 207 12.270 2.00 528 1 1,2,3 3 2 237, 265 547
218 293 19.480 247 13.382 1.00 264 1 3 3 71 403
237 294 19.483 219 12.769 1.00 264 1 3 2 71 432, 464
265 302 19.521 249 13.411 1.00 264 1 1,2,3 71 292, 464, 496
71 301 19.517 273 13.828 0.50 132 1 3 33 144, 218, 237, 265
33 355 19.729 312 14.631 0.25 66 1 none 71, 93
k-point 1 2 3 4 5 6
Γ : (0,0,0)
𝐿: (1/2,1/2,1/2) (-1/2,1/2,1/2) (1/2,-1/2,1/2) (1/2,1/2,-1/2)
𝑋: (0,1,0) (1,0,0) (0,0,1)
Δ : (0,1/2,0) (1/2,0,0) (0,0,1/2)
Σ : (1/2,1/2,0) (1/2,-1/2,0) (1/2,0,1/2) (1/2,0,-1/2) (0,1/2,1/2) (0,1/2,-1/2)
W : (1/2,1,0) (1,0,1/2) (0,1/2,1)
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Figure 3.20: Combined Rwp obtained for candidates #145-184 after Rietveld refinement 
using synchrotron X-ray and HRPD neutron powder diffraction data of β- Bi2Sn2O7. 
Individual panels show (a) Rwp as a function of tree candidate number (b) Rwp of all 
candidates in ranked order (c) Rwp of only best 10 candidates in ranked order and (d) Rwp 
of all candidates as a function of the number of structural parameters available to them. 
Red circle shows chosen candidate model. 
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Figure 3.21: Combined Rwp obtained for candidates #72-93 after Rietveld refinement 
using synchrotron X-ray and HRPD neutron powder diffraction data of α- Bi2Sn2O7. 
Individual panels show (a) Rwp as a function of tree candidate number (b) Rwp of all 
candidates in ranked order (c) Rwp of only best 10 candidates in ranked order and (d) Rwp 
of all candidates as a function of the number of structural parameters available to them. 
Blue square shows chosen candidate model. 
As we were able to show earlier, it is again clear that candidates #152 and #88 are 
identifiable as the best choices for β- and α-Bi2Sn2O7 respectively. For β- Bi2Sn2O7, five 
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candidates provide similar fits to the data but #152 has far fewer parameters than any other. 
For α-Bi2Sn2O7, the situation is even simpler as only candidate #88 provides an equivalent fit 
to the lattice subgroup (candidate #93) and so is the obvious choice. By splitting the search to 
first identify the correct lattice subgroup of each phase before searching amongst supergroups 
sharing this lattice we can complete the search and identify the best candidate in ~ 148 hrs 
and ~ 145 hrs for β- and α-Bi2Sn2O7 respectively.  
3.5 Structural Discussion 
In this section we discuss the structural implications of our new models for β- and α-
Bi2Sn2O7 and the relationship between the two structures. 
3.5.1 Finding the Common Subgroup 
The structural implications of our new models are best understood by looking at the large 
amplitude distortion modes that presumably drive the phase transitions. However, 
comparison of our α and β models is made more difficult by the fact they do not have a 
group-subgroup relationship. This is most obvious from the fact that our α-phase model does 
not provide a good fit to the β-phase data (i.e. there are some symmetry-breaking distortion 
modes that are active in the β-phase but not the α-phase). The implication of our new models 
is that the lattice distortion of β-Bi2Sn2O7 is larger than that of α-Bi2Sn2O7 but the point 
symmetry of α-Bi2Sn2O7 is lower than that of β-Bi2Sn2O7. 
One way to overcome this difficulty is to find a model that is a subgroup of both β- and α-
phases – a common subgroup. In this common subgroup setting we can obtain fits to β- and 
α-phase data using the same set of distortion modes which will allow us to compare the 
important distortions in each case. One obvious choice is to use the literature αold model, 
which was derived partly on the assumption of a group-subgroup relationship with the β-
phase, however there is a simpler choice. The highest common subgroup of both structures 
(i.e. the one with the fewest structural parameters) is candidate #174 in our candidate tree. It 
has space group Pc, a √3/ 𝑎γ × 𝑎γ/√ × √ 𝑎γ, β = 54.74˚ supercell and 132 distortion 
modes, considerably fewer than the 528 of the αold model. Candidate #174 is the highest 
common subgroup because it has the larger lattice of our β-phase model and the lower 
symmetry point group of our α-phase model. To obtain easily comparable models of β- and 
α-Bi2Sn2O7 we simply have to map the lattice distortion of the α-model on to that of the β-
model and lower the point symmetry of the β-model to that of the α-model. Step-by-step 
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instructions of how to do this, including how to obtain the correct choice of domain, can be 
found in Appendix 11. 
3.5.2 Distortion Mode Comparison 
Despite being the highest common subgroup of our β- and α-Bi2Sn2O7 models, candidate 
#174 still contains 10 𝑋4 distortion modes that are present in neither. We have therefore 
omitted these modes from the analysis below. Of the remaining 122 modes, Figure 3.22 
shows that distortions are dominated by just a few large, primary Γ5
− and  2
+ modes that drive 
the phase transitions. There are also smaller, secondary Γ4
− modes which are required for a 
good fit to the data. All of the modes with amplitude in excess of 0.3 Å belong to one of these 
three irreps while the vast majority of other mode amplitudes are very close to zero. Figure 
3.23 highlights the amplitudes of these important modes for β- and α-Bi2Sn2O7 in the 
common subgroup setting. 
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Figure 3.22: Absolute mode amplitudes in β- (top) and α- (bottom) Bi2Sn2O7 when 
reduced to a common subgroup setting (Pc, #174). Modes are grouped into 0.1 Å bins 
and coloured and shaded by atom type and irrep. The small number of modes with 
amplitude > 0.3 Å drive the distortion. Insets show closer view of modes with amplitude 
> 0.1 Å. 
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Figure 3.23: Mode amplitudes in β- (top) and α- (bottom) Bi2Sn2O7 when reduced to a 
common subgroup setting (Pc, #174) with the appropriate domain and origin choice. 
Irreps not found in a structure are shown with zero amplitude. Irreps are plotted in order 
of parent atom type and colour coded by irrep (𝜞𝟒
− - green, 𝜞𝟓
− - purple, 𝑳𝟐
+ - yellow, 
others grey). Absolute mode amplitude sums α- (β-): ∑ = 𝟐.𝟖𝟏   (𝟑.𝟒𝟔  ) 𝑩𝒊  ∑ =𝑺𝒏
  𝟎.𝟕𝟎   (𝟎.𝟓𝟔  )  ∑ =  𝟑. 𝟖𝟕   (𝟑. 𝟕𝟓  ) 𝑶𝟏  ∑ =   𝟏.𝟏𝟓   (𝟎. 𝟔𝟑  )𝑶′ . 
  The large Γ5
− and  2
+ Bi modes are associated with Bi4O` tetrahedral rotations (with 
internal bond angles and distances almost unchanged from the undistorted parent). Figure 
3.24 gives a visual comparison of the two structures as described below. The phase transition 
is driven by coupled rotations of undistorted tetrahedra similar to the situation in the β- to α-
cristobalite phase transition (Fd3̅𝑚 to 𝑃  1 ).  
In both phases the specific OPD of the Γ5
− contribution is Γ5
−(0 𝑎 𝑎) which rotates 
tetrahedra about an axis parallel to the <110> of the parent. This corresponds to a 6.0˚ 
rotation about the a axis in the case of β-Bi2Sn2O7 and a 7.7˚ rotation about the c axis for α-
Bi2Sn2O7.  
The effect of the  2
+ modes, however, varies between the two structures. For α-Bi2Sn2O7 
the specific OPD is  2
+(0 𝑎 0 0) which corresponds to an 8.2˚ rotation of Bi3O`BiO`Bi3 
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corner sharing tetrahedral units about the [111] axis of the parent. This specific O`-Bi-O` 
angle remains unchanged by the rotation but others that do not lie along the parent [111] axis 
are changed. In the case of β-Bi2Sn2O7 the specific OPD is   2
+(𝑎 𝑏 0 0) although the a and b 
branches are related by 𝑎 = −𝑏 in the true (candidate #152) setting and so the OPD may be 
best understood as  2
+(𝑎 −𝑎 0 0). Note that the two active  2
+ modes have equal amplitude 
but opposite sign for β-Bi2Sn2O7 in Figure 3.23 to confirm this. The additional freedom of the 
β-phase corresponds to a rotation about the [1-11] axis of the parent. The combined effect for 
β-Bi2Sn2O7 is one Bi4O` unit rotates 10.7˚ and the other 7.5˚ about the c and a axes of the β-
cell respectively. The effect of the additional rotational freedom in comparison to α-Bi2Sn2O7 
structure can be seen from the view down the 3-fold axis of the parent structure shown in the 
middle row of Figure 3.24.  
90
109.5
β-Bi2Sn2O7 α-Bi2Sn2O7  
Figure 3.24: Views of Bi2O` framework tetrahedral rotations dominated by 𝜞𝟓
− and 𝑳𝟐
+ 
modes in α- and β-Bi2Sn2O7 shown in the common subgroup setting of candidate #174.  
Top view is down [0 1 0], middle view down [-2 0 1], lower view down [-2 0 3]; these 
correspond to [-1 0 1], [1 -1 1] and [111] of parent structure. Bi and O` atoms are shown 
in yellow and blue respectively.  Animated views (see e-Appendix 11) and equivalent 
views of γ-Bi2Sn2O7 (Appendix 12) are available. 
The overall effect of these modes on Bi displacements is shown in Figure 3.25. For β-
Bi2Sn2O7, 4 of the 5 Bi atoms are displaced towards an edge of the O puckered hexagonal 
environment. Only Bi4 is left approximately in its parent position. For the 4 other Bi atoms 
we therefore see 2 short Bi-O distances (to O on the edge the Bi moves towards) with bond 
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distances in the range 2.22-2.45Å and 4 long Bi-O distances in the range 2.47-3.19Å. For α-
Bi2Sn2O7, Bi atoms are displaced towards a vertex of the O hexagonal environment. This 
leads to 3 short Bi-O distances (to the O on the vertex the Bi moves towards and its 
neighbours) with bond distances in the range 2.10-2.45Å and 3 longer Bi-O distances in the 
range 2.85-3.17 Å. A table of bond distances and calculated bond valence sums (BVS) can be 
found in Table 3.6. 
Table 3.6: Bond distances and BVS for Bi and Sn atoms in (top) β-Bi2Sn2O7 and (bottom) 
α-Bi2Sn2O7. Distances are listed shortest to longest for each of O and O`. 
 
atom BVS
Bi1 2.239(7) 2.275(7) 2.465(7) 2.850(7) 3.111(7) 3.192(7) 2.296(8) 2.452(8) 2.83
Bi2 2.272(7) 2.287(7) 2.502(7) 2.786(7) 3.133(7) 3.142(7) 2.305(8) 2.447(8) 2.74
Bi3 2.222(5) 2.375(7) 2.466(7) 2.868(7) 2.927(7) 3.221(7) 2.315(9) 2.328(10) 2.87
Bi4 2.342(7) 2.342(7) 2.639(5) 2.639(5) 2.904(7) 2.904(7) 2.317(8) 2.317(8) 2.77
Bi5 2.361(7) 2.361(7) 2.696(5) 2.696(5) 2.983(7) 2.983(7) 2.317(8) 2.317(8) 2.61
Sn1 2.021(7) 2.027(7) 2.033(7) 2.037(7) 2.044(7) 2.066(7) 4.19
Sn2 2.053(7) 2.058(7) 2.060(7) 2.067(7) 2.088(7) 2.095(7) 3.84
Sn3 2.030(7) 2.030(7) 2.060(6) 2.060(6) 2.112(7) 2.112(7) 3.89
Sn4 2.020(7) 2.020(7) 2.055(6) 2.055(6) 2.110(7) 2.110(7) 3.95
Sn5 2.033(7) 2.044(7) 2.057(7) 2.062(7) 2.109(7) 2.113(7) 3.86
atom BVS
Bi1 2.241(5) 2.328(5) 2.453(5) 2.925(5) 3.000(5) 3.145(5) 2.239(5) 2.495(6) 2.82
Bi2 2.256(5) 2.357(5) 2.393(5) 2.853(5) 2.883(5) 3.170(5) 2.230(6) 2.514(6) 2.87
Bi3 2.252(5) 2.378(5) 2.408(5) 2.937(5) 3.025(5) 3.159(5) 2.184(6) 2.496(6) 2.87
Bi4 2.158(5) 2.384(5) 2.444(5) 2.952(5) 3.056(5) 3.162(5) 2.237(6) 2.410(6) 2.99
Sn1 2.018(6) 2.038(6) 2.042(6) 2.061(6) 2.076(6) 2.078(6) 4.04
Sn2 2.005(6) 2.022(6) 2.037(6) 2.044(6) 2.066(6) 2.068(6) 4.17
Sn3 2.027(6) 2.039(6) 2.068(6) 2.073(6) 2.113(6) 2.131(6) 3.81
Sn4 2.025(6) 2.046(6) 2.055(6) 2.063(6) 2.082(6) 2.117(6) 3.91
α-Bi2Sn2O7
β-Bi2Sn2O7
O distances/Å O' distances/Å
O distances/Å O' distances/Å
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Bi1 Bi2 Bi3
Bi4 Bi5
Bi1 Bi2
Bi3 Bi4
 
Figure 3.25: Bi coordination environments in β- (upper panel) and α- (lower panel) 
Bi2Sn2O7. Bi and O` atoms are shown in yellow and blue respectively while Sn and O are 
in grey and red respectively. 
3.6 Conclusion 
Our exhaustive search method has been able to identify the first reliable structural model 
for β-Bi2Sn2O7 as well as a new, considerably simpler, structural model for α-Bi2Sn2O7.1 In 
the case of β-Bi2Sn2O7, the exhaustive search benefits from the use of new diffraction data 
(that shows previously unobserved peak splitting). By considering all possible symmetry 
losses (as far as a √ 𝑎𝛾 × √ 𝑎𝛾 ×  𝑎𝛾 child P1 subgroup) we could be certain to identify a 
reliable and simple structural model. Our ability to identify a new α-Bi2Sn2O7 model arises 
from the removal of earlier assumptions about the β phase and the relationship between it and 
the α phase. The simpler structural model has an equivalent fit to diffraction data. However, 
as in Chapter 2, an important outcome of this work is not just the choice of structural model 
for each phase but the relationship between the symmetry of all candidate models in our tree 
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and the fit to the data (i.e. Figure 3.6 and Figure 3.10). These figures represent a “structural 
map” from which decisions can be systematically made. We have not extensively explored 
quantitative ways to make such a choice such as Hamilton tests22 or Bayesian statistics23 but 
instead rely on inspection of the fits to diffraction data. 
The exhaustive process also allows us to extract a reliable comparison between our β- and 
α-Bi2Sn2O7 models. Having discovered there is no group-subgroup relationship between the 
two phases (by finding the 𝑋-point distortion active in the β-model but not in the α-model), 
we were able to identify the highest symmetry common subgroup of the two as candidate 
#174 in our tree. We were then able to show the key distortions affecting each phase and 
show that Bi moves primarily towards a vertex or edge of its hexagonal O environment in α- 
and β-Bi2Sn2O7 respectively. The difference can also be observed in an additional rotation of 
Bi4O` about the c axis present in β-Bi2Sn2O7 but not α-Bi2Sn2O7 due to  2
+(𝑎 −𝑎 0 0) and 
 2
+(0 𝑎 0 0) OPDs respectively. The distortion mode approach allows the complex phase 
transition to be described in a very concise way. 
Our structural models identified for α- and β-Bi2Sn2O7 again show the value of our 
exhaustive structural search tool that has resolved a complex structural problem robustly and 
on a reasonable timescale. 
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Chapter 4 ZrP2O7: Structure Solution using Displacive and 
Rotational Distortion Modes 
4.1 Introduction 
This chapter introduces the use of combined displacive and rotational distortion modes to 
model the complex ZrP2O7 RT structure and develops search algorithms to identify the 
correct model from the available modes in a P1 child structure. As discussed below this 
example is considerably more challenging in its complexity. In addition to testing our 
structure solution methods, the main aim was to explore whether rotational distortion modes 
can further simplify structure solution and description. This second aim was partially 
successful. 
As with other materials in the AM2O7 family, ZrP2O7 adopts a simple cubic structure at 
high temperature as first described by Peyronel and Levi1. This structure involves corner 
connected ZrO6 octahedra and PO4 tetrahedra which in turn also share a corner with a second 
PO4 tetrahedron to create P2O7 units connected by a 180˚ P-O-P bond angle aligned along the 
3-fold axis (Figure 4.1, space group 𝑃𝑎3̅ and aparent ~ 8.25 Å). These bridging O atoms are 
referred to as O2 atoms throughout this chapter while Zr-O-P oxygens are referred to as O1. 
Like other materials in the family, ZrP2O7 is of interest for very low positive thermal 
expansion (some members of the family exhibit negative thermal expansion)2-5. The unusual 
thermal expansion in these frameworks can be described as resulting from so called quasi 
rigid unit modes (qRUMs)6. A set of dimensionless Grüneisen7,8 parameters (𝛾 =  𝑑𝑙𝑛𝑣/𝑑 ) 
can be calculated (either theoretically or from inelastic scattering) where the sign of the 
parameter indicates whether vibrational modes lead to positive or negative thermal 
expansion. Many negative parameters are associated with transverse vibrations of bridging 
oxygen atoms and involve relatively minor distortions of the constituent polyhedra. 
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Figure 4.1: High temperature structure of ZrP2O7. ZrO6 octahedra are in green, PO4 
tetrahedra are in pink. Individual atoms are: Zr – green, P – pink, O1 – red, O2 – blue. 
On cooling there is  a small 5-10˚C window around 290˚C in which an incommensurately 
modulated phase with a 3aparent×3aparent×3aparent superstructure exists9 before the material 
undergoes a phase transition to a complex RT phase with a 3aparent×3aparent×3aparent 
superstructure, space group Pbca and 136 atoms in the unit cell (Figure 4.2). The structure 
was initially thought10 to remain cubic with space group 𝑃𝑎3̅ but King et al.11 observed more 
31P signals in 2D NMR than predicted by the proposed 𝑃𝑎3̅ symmetry. They showed that the 
structure was instead consistent with Pbca symmetry. In particular, NMR showed that 13 of 
the 14 P2O74- units had inequivalent 31P positions with only one P2O74- unit having a single 
31P resonance. This uniquely defines Pbca symmetry. The structure was later solved from 
synchrotron  and neutron powder data and single crystal X-ray diffraction, confirming the 
Pbca (a = 24.7390(2) Å, b = 24.71841(19) Å, c = 24.7431(2) Å) assignment with 27 unique P 
sites12.  
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Figure 4.2: Room temperature Pbca superstructure of ZrP2O7. ZrO6 octahedra are in 
green, PO4 tetrahedra are in pink. Individual atoms are: Zr – green, P – pink, O1 – red, O2 
– blue. 
4.2 Sample Preparation and Data Collection 
ZrP2O7 was synthesised by John Evans using ZrOCl2∙6.91H2O and H3PO4 in a 2:1 molar 
ratio mixed intimately together in a Pt crucible. After drying at 350˚C, the sample was 
crushed, washed (distilled water) and separated using a centrifuge four times. The sample 
was then dried at 180˚C and heated to 850˚C (12 hours, 3˚C/minute) and reground. The 
sample was then heated again to 1000˚C (12 hours, 5˚C/minute) and pure ZrP2O7 verified by 
laboratory X-ray powder diffraction. 
Synchrotron X-ray diffraction data at RT was collected on the X7A beamline at the 
National Synchrotron Light Source, Brookhaven National Laboratory, New York by Pat 
Woodward. Data was collected using a Ge(111) monochromator (λ = 0.8013 Å) in the range 
2.00 - 67.06˚ 2θ in steps of 0.01˚. 
TOF neutron powder diffraction data was collected on HRPD at ISIS by Evans. The 
sample was loaded into a 15 mm vanadium can and data collected on all data banks at RT. 
The backscattering bank data is discussed in this thesis (d ~ 0.70 – 2.36 Å).  
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4.3 Exhaustive Search with Displacive Modes 
As a first step, we applied the exhaustive methods demonstrated in Chapter 2 to test their 
sensitivity for this more complex problem. A child model with space group P1 with a 
3aparent×3aparent×3aparent supercell was used which makes no assumptions about the space 
group symmetry of the structure and only assumes that the supercell is sufficiently large to 
describe all observed peaks (as is well established for this family of materials). This model 
has the maximum possible 3 parameters for every atom in the supercell and gives the 
expected excellent fit to the diffraction data (Figure 4.3). A small peak due to V is excluded 
in the neutron fit. Best child 
fit 76 
subgroup 
tree
 
Figure 4.3: Fit to (top) HRPD TOF neutron and (bottom) synchrotron X-ray powder 
diffraction data of ZrP2O7 at RT using child P1 model. X-ray Rwp (RBragg) = 8.74 % (2.35 %), 
TOF neutron Rwp (RBragg) = 2.18 % (1.00 %). 
This refinement provides values for the non-structural parameters to use in the exhaustive 
search. The fit also confirms that the correct model lies somewhere between the child and 
parent models and so an exhaustive search is appropriate. The subgroup tree of candidate 
models between parent and child was obtained using ISODISTORT (see Appendix 13 for 
step-by-step instructions). The resulting tree contains 76 subgroups of which only one (#1, 
the parent) has no active distortion modes and so is not considered. A full list of the subgroup 
tree with all candidate model numbers can be found in e-Appendix 12. 
As in the other exhaustive searches, it is effective to split the annealing process into two 
parts: the first of which focuses on obtaining the correct lattice distortion, and the second of 
which focuses on obtaining the correct distortion mode amplitudes. In the first step, a 1 % 
randomisation was used when annealing cell parameters (the child cell parameters above vary 
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by no more than ~ 0.5 % from the undistorted 3aparent model). In the second step, a 0.1 % cell 
randomisation was used in order to limit exploration of the search space to minor adjustments 
of near-optimal cell parameters alongside the simultaneously-annealed mode amplitudes. The 
search process otherwise follows the earlier protocol (see 2.5.2). The 112500 Rietveld 
iterations take ~ 53 hours on an ordinary desktop PC (3rd generation i5, 3.2 GHz) to 
complete. 
4.3.1 Search Results 
Figure 4.4 shows the best Rwp obtained for each candidate after the exhaustive search 
process. Figure 4.4a shows that candidates split roughly into two groups. Those with a poor 
fit (Rwp > 10 %) lack the necessary parameters of the important Λ2Λ3  distortion whereas those 
with Rwp < 10 % always contain it. Viewed in ranked order (Figure 4.4b), the models separate 
into plateaus. The lowest Rwp plateau contains 14 candidates as shown by Figure 4.4c. From 
Figure 4.4d, we can see that of those 14, candidate #67 (ranked 9 with Rwp = 4.11 %) has the 
fewest structural parameters (402). It has space group Pbca (a = 24.72604(11) Å, b = 
24.7496(4) Å, c = 24.7494(4) Å) and matches the previously established model for RT 
ZrP2O7. Figure 4.5 shows the fit to the data provided by this model is comparable to that 
provided by the child (Figure 4.3). It is encouraging that this simple analysis of diffraction 
data alone (i.e. without NMR input) is sufficient to identify the correct symmetry. 
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Figure 4.4: Combined X-ray / TOF neutron Rwp achieved by each candidate model in 
exhaustive subgroup search shown by: a) candidate number, b) ranked order, c) ranked 
order (best candidates) and d) number of parameters. The red circle indicates candidate 
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#67 – the correct Pbca model for RT ZrP2O7. The blue circle indicates the model with 
better Rwp than #67 with the fewest additional parameters (candidate #70). The green 
circle indicates the model with the best Rwp amongst those models with fewer 
parameters (candidate #55). 
Pbca best 
fit (76 
subgroup 
tree)
 
Figure 4.5: Fit to (top) HRPD TOF neutron and (bottom) synchrotron X-ray powder 
diffraction data of ZrP2O7 at RT using the candidate #67 Pbca model. X-ray Rwp (RBragg) = 
9.09 % (2.23 %), TOF neutron Rwp (RBragg) = 2.42 % (1.32 %). 
4.3.2 Visual Evidence 
The main support we have for selecting this model is a visual inspection of the fit to the 
data provided by candidate #67 and competing models. The candidate with the next lowest 
number of parameters (804) in the lowest plateau grouping of 14 with a lower Rwp is 
candidate #70 (ranked 6th with Rwp = 3.88 %, P21/c, 3aparent×3aparent×3aparent). Figure 4.6 (and 
a detailed inspection of zoomed regions) shows the fit provided by this model is no better 
than that provided by candidate #67. 
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Figure 4.6: Fit to (top) HRPD TOF neutron and (bottom) synchrotron X-ray powder 
diffraction data of ZrP2O7 at RT using candidate #70 P21/c model. X-ray Rwp (RBragg) = 8.70 
% (2.00 %), TOF neutron Rwp (RBragg) = 2.19 % (1.05 %). 
The highest ranked candidate outside the grouping of 14 with fewer parameters (264) than 
candidate #67 is candidate #55 (ranked 15 with Rwp = 4.66 %, P21/c, 
3
√5
aparent×3aparent×
3
√2
aparent). Figure 4.7 shows the fit provided by this model, while Figure 4.8 shows close up 
views of parts of the TOF neutron fit where candidate #55 is clearly inferior to candidate #67. 
The TOF neutron data offers a better differentiation between the candidates because the 
distortion predominately involves movement of O atoms and O has a low scattering factor for 
X-rays. 
Subgroup 55 
general picture 
(76 subgroup 
tree)
 
Figure 4.7: Fit to (top) HRPD TOF neutron and (bottom) synchrotron X-ray powder 
diffraction data of ZrP2O7 at RT using candidate #55 P21/c model. X-ray Rwp (RBragg) = 9.77 
% (2.62 %), TOF neutron Rwp (RBragg) = 3.04 % (1.70 %). 
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Figure 4.8: Selected close views of areas of the TOF neutron fit where candidate #55 (top 
of each pair) is significantly worse than candidate #67 (bottom of each pair). The * 
indicates a peak poorly modelled by candidate #55. 
4.4 Repeatability 
Our refinement protocol repeatedly obtains the same fit for all candidates over multiple 
runs. Figure 4.9 shows the Rwp obtained from three consecutive runs using our protocol. 
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Figure 4.9: Combined Rwp found from fit to RT ZrP2O7 TOF neutron and synchrotron X-
ray data. Repeat runs are shown as large blue diamonds underneath medium red 
squares underneath small green triangles. There is close agreement across all three 
runs for all 75 trialled candidates.  
As further verification that our refinement protocol is effective we tested convergence in 
the most complicated (child) candidate. We converge to within 0.3 % Rwp of the minimum 
value seen in 29 of 39 cycles in the first step and to within 0.3 % Rwp of the minimum value 
seen in 22 of 24 cycles in the second step. It is likely that other candidates with fewer 
parameters will converge even more effectively if they do indeed have the requisite 
parameters.  
4.5 Combining Displacive and Rotational Modes 
Whilst the exhaustive approach is successful for ZrP2O7 a further simplification of the 
model would be useful both in itself and as a test case for other AM2O7 materials with even 
higher complexity. Since the phase transition can be described in terms of tilts of essentially 
rigid polyhedra, we have investigated whether the problem can be simplified through the use 
of rotational rigid bodies.  
Rigid body symmetry modes were first used in the literature by Etter, Müller and 
Dinnebier13 who used the term “constrainable atomic group” to differentiate their rotating 
groups from truly rigid bodies where no internal distortion of bond distances and angles can 
occur. Pure rotation of connected, truly rigid bodies is generally impossible as connecting 
atoms would be split between polyhedra (although in some circumstances this can be 
resolved with unit cell strain only). However, rather than following this approach, we apply 
rigid ZrO6 octahedra and accept that some internal distortion of PO4 polyhedra will be 
required as a result.  
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4.5.1 Rigid Body Set Up 
In order to apply rotational modes to the model we must set up rigid polyhedra as 
described in Section 1.4.1. The ZrO6 octahedra are anchored to a dummy position and rigid 
bodies are defined with rotational modes that cannot distort the internal bond distances and 
angles. In order to create the rigid bodies we chose to change the symmetry of the parent 
from the true  𝑃𝑎3̅ structure to an artificial 𝐹𝑚3̅𝑚 aristotype structure by aligning all ZrO6 
octahedra such that Zr-O bonds point directly along the unit cell axes and placing the P at (¼, 
¼, ¼) (details of these changes can be found in Table 4.1 and the artificial parent is shown in 
Figure 4.10). 
Table 4.1: Comparison of artificial and real parent structures. Both have aparent  ~ 8.25 Å 
and a single symmetry unique atom of each type in the unit cell. P and O1 atoms in 
artificial parent lie on higher symmetry sites. 
 
Figure 4.10: Artificial 𝑭𝒎𝟑𝒎 parent structure created for generating rigid bodies and 
rotational distortion modes. Atoms are: Zr – green, P – pink, O1 – red, O2 – blue.  
Atom Mult Wyck x (𝑃𝑎3̅) y (𝑃𝑎3̅) z (𝑃𝑎3̅) x (𝐹𝑚3̅𝑚) y (𝐹𝑚3̅𝑚) z (𝐹𝑚3̅𝑚) 
Zr 4 a 0 0 0 0 0 0 
P 8 c 0.61100 0.61100 0.61100 ¼ ¼ ¼ 
O1 24 e -0.08978 0.06339 -0.21571 ¼ 0 0 
O2 4 b ½ ½ ½ ½ ½ ½ 
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This is advantageous because the irreps of active distortions in the child structure are more 
distinguishable from the parent (i.e. are less likely to share an irrep with the parent). When 
considering distortions of the artificial high-symmetry parent, rotational irreps are highly 
distinguishable because a single irrep will initially move atoms exactly perpendicular to Zr-O 
bond vectors as they initially lie along a cell axis direction. Conversely, in the real parent 
structure (Figure 4.1), the octahedral tilt relative to the cell axes means that the initial 
movement of atoms in a pure rotation of polyhedra is described by a mixture of irrep 
contributions. At the time the process was undertaken, this was considered necessary in order 
to allow the ISOTILT routines that generate rigid bodies in ISODISTORT to work. However, 
development is ongoing and there is some discussion of new efforts to efficiently and 
robustly apply the necessary calculations to the real 𝑃𝑎3̅ parent in order to build a simple 
model using quasi-cooperative rigid unit modes (quasi-CRUMs) in section 4.5.3.  
Working with the artificial parent, a fixed set of baseline displacive distortion modes are 
applied to correct the model back to the true 𝑃𝑎3̅ parent. These are obtained by decomposing 
the 𝑃𝑎3̅ parent relative to the 𝐹𝑚3̅𝑚 parent following instructions in Appendix 14 which 
also gives the step-by-step process for obtaining corresponding Pbca and P1 symmetry child 
structures.  
Rotational distortion modes can then be incorporated into our model using ISODISTORT 
(following step-by-step instructions in Appendix 15) to output rigid bodies for each Zr pivot 
atom along with rotational modes allowed by the symmetry constraints of space group Pbca. 
Once the rigid bodies are output by ISODISTORT the passenger atoms must then be 
determined. The undistorted structure has a 3aparent×3aparent×3aparent Pbca supercell. Each of 
the O1 atoms is attached to the correct “pivot” Zr atom automatically using scripts that read 
from a list of bond lengths and angles. Zr displacive modes are then redefined such that they 
act on the entire ZrO6 rigid body, not only Zr atoms. All O1 displacive modes are removed 
from the search space except a single Γ1
+(𝑎) mode – a “breathing mode” that allows all the 
ZrO6 units to uniformly expand or contract. The result of this is to reduce the number of 
parameters of the correct Pbca model from 402 for the fully displacive model discussed in 
Section 4.3 to a 202 parameter model here. This results from replacing 242 O1 displacive 
modes with just 42 rotational distortion modes of ZrO6 (i.e. 3 rotations per rigid body). Figure 
4.11 shows that the Rietveld fit achievable using this model is (reassuringly) very close to 
that achieved by the fully displacive model (Figure 4.5). 
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Figure 4.11: Fit to (top) HRPD TOF neutron and (bottom) synchrotron X-ray powder 
diffraction data of ZrP2O7 at RT using Pbca model but replacing 242 displacive distortion 
modes with 42 rotational distortion modes of ZrO6 octahedra. X-ray Rwp (RBragg) = 9.27 % 
(2.04 %), TOF neutron Rwp (RBragg) = 2.56 % (1.52 %). 
4.5.2 Search Algorithms 
One unfortunate consequence of using an artificially high symmetry parent to simplify the 
rotational modes is a dramatic increase in the complexity of the subgroup tree between the 
parent and P1 3aparent×3aparent×3aparent child. There are 1448 possible models in this tree 
compared to just 76 when using the real parent structure. This means an exhaustive subgroup 
search is not possible on a reasonable timescale using an ordinary desktop PC. There is also a 
considerable technical challenge in the assembly of rigid bodies and their passengers for 1448 
different subgroups and the determination of each set of artificial to real parent mode baseline 
amplitudes. 
An alternative approach is a simple inclusion type search (as discussed in Chapter 2) to see 
if it’s possible to identify the key distortion modes needed and hence determine the correct 
space group symmetry. After applying the same set up tasks as discussed above to our P1 
child model there are 1621 distortion modes (1297 displacive and 324 rotational) available to 
this search compared to 3240 for a fully displacive model.  
4.5.2.1 Only Penalties Refinement 
Given the potential complexity of the search, an initial proof-of-concept test where models 
were refined against the distance between the atomic positions of the rotational mode model 
and the known correct positions was performed. This has the advantage of being significantly 
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quicker than refinement against diffraction data and allows us to test the viability of our 
method in a reasonable time. The quantity minimised (penalty) in this simple refinement is 
the squared sum of the distance in Angstroms to the correct position as given by Equation 
4.1, where for all atoms i in the unit cell: 𝑥𝑖, 𝑦𝑖 and 𝑧𝑖 are the rotation-mode derived 
fractional coordinates and 𝑥𝑖
′, 𝑥𝑖
′ and 𝑥𝑖
′ are the target fractional coordinates. 
𝑝𝑒𝑛𝑎𝑙𝑡𝑦 =  ∑ ((
𝑥𝑖−𝑥𝑖
′
𝑎
)2 + (
𝑦𝑖−𝑦𝑖
′
𝑏
)2 + (
𝑧𝑖−𝑧𝑖
′
𝑐
)2𝑖 )  
Equation 4.1 
While the results of this approach will not derive new structural information from 
diffraction data they will still be instructive. They should indicate how many of the 1621 
possible modes are required to obtain an adequate model for RT ZrP2O7 and how separable 
the modes are in terms of the Cartesian description of the penalty function. If the important 
individual distortion modes move atoms directly towards their correct RT positions in xyz 
space, then this penalty will allow us to differentiate between “important” and “unimportant” 
modes. Conversely, if important individual distortion modes only move atoms directly 
towards ideal positions when part of a group of modes then this penalty won’t be able to 
robustly identify important distortion modes. Figure 4.12 shows how the penalty changes on 
the introduction of each distortion mode identified by an inclusion search. This involves 
repeatedly trialling all available, inactive distortion modes individually and successively 
turning on the one with the largest Rwp improvement. The computational demands, even of 
this simple approach, are significant – it took 8 weeks to include the first 133 modes into the 
model (i.e. trialling 206815 potential models of increasing complexity) on a typical desktop 
computer (6th generation i7, 3.4 GHz). 
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Figure 4.12: (Left, red): Penalty obtained by a simple inclusion search as distortion 
modes available in the P1 child model are added. The penalty is plotted on a logarithmic 
scale (right, blue) to show that the improvement in distance from the ideal displacive 
model has plateaued after 93 modes have been added. Dashed lines show the penalty = 
3.2 Å2 minimum value when all 1621 modes are included. 
The penalty initially reduces rapidly on including modes. This process continues smoothly 
with smaller decreases for each successive mode until 93 distortion modes are active at which 
point the penalty becomes essentially flat (penalty < 4.8 Å2, meaning the 1080 atoms are on 
average ~ 0.06 Å from their correct positions); only very small improvements to the penalty 
are found even when many more modes being added. We therefore stopped the process after 
133 modes had been included. The 93 mode point seems a reasonable point to declare that all 
significant modes necessary to describe RT ZrP2O7 have been activated. This is also the first 
point at which the structural model produced has space group Pbca identified by FINDSYM. 
At this point the required atomic position tolerance to identify Pbca is 0.1 Å (i.e. the furthest 
any atom is from a Pbca position is 0.1 Å). Given that we expect minor discrepancies in 
position to arise as a result of modelling polyhedra as completely rigid (as opposed to nearly 
rigid in an all-displacive mode model), this can be considered a good match to the correct 
structure. A one-off test using all 1621 available modes against the penalty function reveals a 
minimum value of penalty ~ 3.2 Å2 – a small improvement for the addition of 1528 structural 
parameters. A table of all 1621 available distortion modes can be found in e-Appendix 13 
which also gives the amplitude of those active in the 93 mode model.  
Figure 4.13 shows the symmetry identified by FINDSYM using a 0.1 Å atomic position 
tolerance criteria for each model derived in the inclusion search. It is notable that a lower 
symmetry than Pbca is found for each model up until the 93 mode point. As activation of 
distortion modes usually removes, rather than creates, symmetry the expectation might have 
Structure Solution using Displacive and Rotational Distortion Modes 
 
134 
 
been that the symmetry would decrease gradually from the 𝑃𝑎3̅ parent until Pbca is obtained. 
The contrary outcome here reveals that we activate individual distortion modes that break 
Pbca symmetry in the initial stages of the inclusion search. This can happen as space group 
P1 allows modes belonging to the same branch in Pbca to activate independently and so, for 
example, a mode (a,0) may be initially activated when (a, a) is required. It is only when both 
modes (a,b) are activated (with approximately equal magnitude) that Pbca symmetry returns.  
An alternative explanation is that modes completely disallowed by Pbca symmetry are 
initially activated but that their amplitude falls to a value close to zero once other modes are 
identified.  
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Figure 4.13: Space group symmetry identified by FINDSYM using a 0.1 Å atomic 
tolerance criteria for models identified by inclusion search. Lattice tolerance was 0.001 
Å (sufficient to find a cubic unit cell with the fixed P1 lattice parameters).  
One (time consuming) option to test whether this is the case is to attempt an exclusion 
search, starting with the 93 mode model and removing modes that are no longer important to 
the fit once other important modes are present in the model. While this is an interesting 
avenue of future work, at this stage we simply note there are 8 modes (113, 115, 1186, 1188, 
869, #871, 1489 and 1349) whose removal from the 93 mode model has a relatively minor 
effect on the penalty (it increases by < 0.3 Å2).  There are also several sets of modes whose 
amplitudes are clearly related in our 93-mode model.  In each case they belong to the same 
OPD branch in the Pbca structure. Some examples are summarised by  
 
Table 4.2. In such cases the individual effect of the modes to the penalty function may not 
be the same in the absence of paired modes and the individual modes may break Pbca 
symmetry constraints.  
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Table 4.2: Examples of individually refined mode amplitudes that belong to the same 
OPD branch in the correct Pbca structure. Active modes of P1 OPD are shown in bold. 
Modes # Amplitudes in 
93 mode model 
(Å) 
P1 Irrep(OPD) Pbca Irrep(OPD) 
869 and 871 -0.534 and 0.534 A1(a,b;c,d;e,f;g,h;i,j;k,l;m,n;o,p;
q,r;s,t;u,v;w,x) 
A1(0,0,0,0,0,0,0,0,0,0,0,0,a,0,-a,0,b,0,-
b,0,c,0,-c,0) 
870 and 872 -0.972 and 0.972 A1(a,b;c,d;e,f;g,h;i,j;k,l;m,n;o,p;
q,r;s,t;u,v;w,x) 
A1(0,0,0,0,0,0,0,0,0,0,0,0,a,0,-a,0,b,0,-
b,0,c,0,-c,0) 
1085 and 1087 0.864 and 0.864 SM2(a,b;c,d;e,f;g,h;i,j;k,l) SM2(a,0,a,0,b,0,b,0,c,0,c,0) 
1170 and 1172 -1.291 and 1.291 C1(a,b;c,d;e,f;g,h;i,j;k,l;m,n;o,p;
q,r;s,t;u,v;w,x) 
C1(a,0,a,0,-a,0,-a,0,b,0,-b,0,-
b,0,b,0,c,0,-c,0,c,0,-c,0) 
1174 and 1176 0.646 and -0.646 C1(a,b;c,d;e,f;g,h;i,j;k,l;m,n;o,p;
q,r;s,t;u,v;w,x) 
C1(a,0,a,0,-a,0,-a,0,b,0,-b,0,-
b,0,b,0,c,0,-c,0,c,0,-c,0) 
1186 and 1188 0.478 and -0.478 C1(a,b;c,d;e,f;g,h;i,j;k,l;m,n;o,p;
q,r;s,t;u,v;w,x) 
C1(a,0,a,0,-a,0,-a,0,b,0,-b,0,-
b,0,b,0,c,0,-c,0,c,0,-c,0) 
1190 and 1192 0.957 and -0.957 C1(a,b;c,d;e,f;g,h;i,j;k,l;m,n;o,p;
q,r;s,t;u,v;w,x) 
C1(a,0,a,0,-a,0,-a,0,b,0,-b,0,-
b,0,b,0,c,0,-c,0,c,0,-c,0) 
4.5.2.2 Using Diffraction Data 
The results of this inclusion search show that our search method is viable even with the 
complex ZrP2O7 structure and large number of available distortion modes. However, 
performing an equivalent inclusion search using experimental X-ray and TOF neutron data 
will be even more time consuming. This is because the calculation and comparison of the 
powder diffraction patterns by TA is considerably more demanding than merely calculating 
the result of Equation 4.1. Therefore, we conclude that this type of search is currently not 
practicable with ordinary desktop computing resources. Given the TA Rietveld refinement 
software is a single node program it is not immediately possible to accelerate the process by 
outsourcing refinements to multi-node High Performance Computing (HPC). We do however 
note that the series of separate Rietveld refinements required in each cycle of an inclusion 
type search would be extremely well suited to this computational arrangement. 
For reference, and as a starting point for future work, we note that at the time of writing 
we have been able to include 11 modes in an inclusion search using diffraction data over the 
course of 15 weeks (4th generation i5, 3.2 GHz). This 11 mode model has already broken 
sufficient symmetry to return space group P1 at the 0.1 Å atomic position tolerance level in 
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FINDSYM. This suggests, similarly to the only penalties process above, that the pathway will 
involve the initial inclusion of mode amplitudes not permitted by Pbca symmetry.  
We can, however, show how well the 93 mode-model identified using the penalty function 
fits the diffraction data (Figure 4.14). We know the model is close to that of the true Pbca 
structure at this point and there is a good fit to most diffraction features. Some features are 
not quite as well fit as they are by our full 202 or 402 parameter structural models (Figure 
4.11) but this is not significantly improved by activating more modes in pursuit of a closer 
match to atomic positions. Fit of 93 best 
modes from 
inclusion search to 
data. See 
H:\S\zrp2o7\ZrO6_r
igid_bodies\3x3x3_
P1_rotational_mod
e_fit\Single 
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Figure 4.14: Fit to (top) HRPD TOF neutron and (bottom) synchrotron X-ray powder 
diffraction data of ZrP2O7 at RT using best 93 modes identified by inclusion search. X-
ray Rwp (RBragg) = 14.38 % (5.50 %), TOF neutron Rwp (RBragg) = 5.44 % (4.20 %). 
The fact the fit is inferior to the true Pbca model suggests that the 93 modes best suited to 
matching the atomic sites of the correct model is not quite the same set of modes best suited 
to achieving the optimum fit to the data. This is despite the fact that a model that precisely 
matches the atomic sites of the correct model will give an equivalent fit (when all other 
structural, experimental and instrumental parameters are the same as they are here). This 
occurs as the processes are performed in different minimisation spaces (Equation 4.1 and the 
fit to powder diffraction data respectively). 
4.5.3 The Future: Identifying a quasi-CRUM Rigid Body Model using the 𝑷𝒂𝟑 Parent 
We have also performed preliminary analysis of how the RT Pbca structure can be 
decomposed into rotations similar to cooperative rigid unit modes (CRUMs) of both ZrO6 
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and PO4 rigid bodies. Such modes would retain near-rigidity of polyhedra present in the 𝑃𝑎3̅ 
real parent (i.e. they are quasi-CRUMs). New developments in ISOTILT have been initiated 
to identify such a quasi-CRUM description by searching for infinitesimal rotations that retain 
almost rigid polyhedra in ZrP2O7. The aim of this process is to identify a very simple model 
of the child structure consisting of only a few CRUMs and small displacive modes to 
describe internal distortions of polyhedra.  
Due to current computational issues, no quasi-CRUM type model has yet been identified. 
Given the child structure consists of polyhedra with only very little internal distortion, we 
expect such a model should exist. The challenge of this example is that the connectivity 
prevents a search for a fully CRUM model while the freedom allowed by the inclusion of 
displacive modes to describe internal distortions of polyhedra obstructs the search for a 
simple model. Future work in search of this model could involve allowing a small degree of 
splitting of oxygen sites shared by octahedra and tetrahedra, then compensating for these 
using small internal distortions. This would achieve a low-parameter quasi-CRUM model. 
Unfortunately, time constraints and challenges in the construction of such a model prevent us 
from including this work in this thesis. 
4.6 Conclusions 
In this chapter we have shown that it is possible to apply the distortion mode basis to a 
large and complex system such as RT ZrP2O7. An exhaustive search process is possible for 
the full 76 subgroup candidate tree when using displacive modes with the 𝑃𝑎3̅ parent 
structure, despite the large number of parameters involved in each candidate model (up to 
3240 for the 3aparent×3aparent×3aparent P1 child model). The process was able to identify the 
correct 3aparent×3aparent×3aparent Pbca model on a reasonable timescale on an ordinary 
desktop computer without relying on complementary information from NMR data. 
By choosing to use an artificial parent with higher 𝐹𝑚3̅𝑚 symmetry and applying ZrO6 
rigid bodies and rotational modes in place of O1 displacive modes the model is simplified in 
terms of the number of refineable parameters needed for an almost-equivalent fit to powder 
diffraction data. The choice of the artificial parent for rotational mode work does however 
considerably increase the number of candidate models in the subgroup tree to our child 
structure. An exhaustive search is therefore challenging both technically and computationally. 
Preliminary work suggests a simple inclusion type algorithm followed by symmetry 
identification in FINDSYM may be an effective alternative in this case, even though it does 
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not take the most direct route to the true symmetry. This approach allows a 93 mode 
description rather than using the 402 modes of the displacive model. 
An ultimate goal in this system would be a CRUM-like model using far fewer parameters. 
New methodology for exploring rotations of rigid bodies has allowed us to start to explore 
this possibility, but we haven’t yet identified a simple CRUM-like model. This may be a 
result of the connectivity of RT ZrP2O7 which does not allow CRUMs (only quasi CRUMs). 
Either this or another aspect of the complexity of ZrP2O7 is preventing the current algorithm 
from working.  
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Chapter 5 Stacking Faults and Magnetic Ordering in 3D 
Oxychalcogenides 
5.1 Introduction 
This chapter describes new methods we have developed to investigate important structural 
features of layered oxychalcogenide materials. In particular we describe a new method for 
modelling stacking faults that are common in these and many other systems; and how our 
search method of earlier chapters can be extended and applied to determine new magnetic 
structures. 
Oxychalcogenides are a family of mixed anion materials containing an oxide anion as well 
as another anion from group 16 of the periodic table. A number of materials in the family are 
of particular interest for superconductivity1-4 as well as magnetic, electronic and optical 
properties5-10. In this chapter we focus on quaternary oxychalcogenides of general formula 
LnO2MxSe2 where Ln = La3+ or Ce3+ or a mixture of both and M = Cu+, Mn2+, Fe2+, Zn2+ or a 
mixture of two of these four. The differing ionic radii and chemical preferences of the oxide 
and selenide anions mean that they adopt layered structures where each anion bonds 
preferentially with one of the two different metal sites. The oxide ions bond with more ionic 
character and favour the small, “hard” ions of the Ln site and the selenium bonds to the M site 
to complete the coordination sphere. 
The 2D structure found in these materials consists of separate layers of [MxSe2]2- (where x 
= 2 for a M1+ or x = 1 for a M2+ cation) and [Ln2O2]2+ units. The [MSe2]2- layers contain half 
occupied MSe4 tetrahedral sites leading to tetrahedra connected either by corners, edges or a 
mixture of the two. In [M2Se2]2- layers all sites are fully occupied.  [Ln2O2]2+ layers consist of 
more rigid A4O edge sharing tetrahedra. This is a useful description because composition-
dependent structural variation within the layers is typically limited to the [MxSe2]2- layers. 
Ainsworth et al.11 developed a naming system for the 2D ordering in the selenide layers 
where a material is referred to on the basis of the ratio of corner (C) sharing to edge (E) 
sharing units found within the layer. For example a material containing three corner-sharing 
tetrahedra to one edge-sharing is referred to as 3C-1E. We persist with that naming 
methodology here. The pattern of corner and edge sharing within [MxSe2]2- layers for each 
material investigated in this chapter is shown in Figure 5.1. 
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La2O2Cu0.667Mn0.667Se2 +
Ce2O2Fe0.75Zn0.25Se2
(La0.22Ce0.78)2O2MnSe2
 
Figure 5.1: Intra-layer structures of materials investigated in this chapter. Atom colours: 
blue - M  = Fe2+, Zn2+, Cu+ or Mn2+, yellow – Se. Reproduced in part from Ainsworth et al.11 
For all materials discussed in this chapter these individual layers are stacked in an 
alternating sequence of [MxSe2]2- and [Ln2O2]2+ (Figure 5.2). The Ce2O2Fe0.75Zn0.25Se2 RT 
structure has Fe2+ and Zn2+ disordered within each layer and the material does not appear to 
separate into distinct [FeSe2]2- and [ZnSe2]2- layers. La2O2Cu0.667Mn0.667Se2 and 
La2O2Cu0.667Cd0.667Se2 have a more complex sequence than this. They exhibit additional 
ordering of [Cu2Se2]2- and [MSe2]2- layers along the c axis which is discussed in detail in 
section 5.5.  
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Figure 5.2: Side view of the layered structure of AO2MxSe2 type oxychalcogenides 
investigated in this chapter. Variation in colour of [MxSe2]2- layers indicates ordering of 
separate [M2Se2]2- and [MSe2]2- layers. Atom colours: green – Ln = La3+ or Ce3+, red – O, 
yellow – Se, blue - M  = Fe2+, Zn2+ or Mn2+, orange – M  = Cu+. Adapted from Ainsworth12.  
5.2 Stacking Faults 
Real layered materials do not always adopt fully regular ordering over long range. One 
type of deviation from the regular pattern is caused by stacking faults. If the energetic penalty 
for the material to adopt a faulted arrangement is small then stacking faults may be 
sufficiently numerous to have a noticeable effect on powder diffraction data. For this reason, 
an accurate structural model of these materials must include stacking faults. The earliest 
attempt to construct these models is with DiffaX13, which allows the simulation of diffraction 
patterns using stacking fault probabilities on the basis of a theoretical infinitely large crystal. 
It is not, however, able to perform fitting to observed diffraction data. DiffaX+14 does allow 
least squares fitting of simulated patterns as does FAULTS15, both by modification of the 
original DiffaX algorithm. To date there is no rapid, fully functional approach to allow 
Rietveld refinement of stacking faulted materials. 
A challenge in constructing such an approach is that a finite sized model of irregular faults 
cannot be created with regular sized unit cells and a supercell must be used to allow a 
reasonable approximate model to be constructed. One method to construct a faulted model is 
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by placing layers successively in the stacking direction (c throughout this chapter). As each 
layer is placed there is an associated probability of a stacking fault occurring in the model. 
This process continues until a supercell is constructed that is believed to be a reasonable 
approximation of the real structure. The larger the supercell (the more layers that are added), 
the more accurately the model can approximate a real crystal. However, the larger the 
supercell constructed the greater the computational workload in calculation of a diffraction 
pattern due to the need for summation of a larger number of hkl reflections. Figure 5.3 shows 
a representation of how faults can be approximated using a supercell. 
1
1
1
1
1
1
2
c
Ideal Stack. Lowest 
computational 
work
2
2
2
2
2
Small supercell, 
insufficient to model 
stacking faults. Low 
computational work.
Larger supercell, better 
approximation of 
stacking faults. High 
computational work.
5c 25c
 
Figure 5.3: Example of faults in a simple 2 layer system. Two types of fault are shown: 
the first involves a change in the repeating order of layers, and the second involves the 
stack also being offset perpendicular to the stacking direction.  
There have also been attempts allow Rietveld-like refinements of large faulted structures 
by Ufer et al.16-18 using BGMN software19 and by Wang et al.20 using TA software21. The 
modelling is limited only to stacking faults resulting in intensity changes to 00l reflections 
and hk0 reflections separately (Ufer) or is severely limited in the size of supercells that may 
be modelled (Wang). More recently, at a similar time to the work presented in this chapter,  
Bette et al.22 modelled stacking faults for a 36 layer system in TA software (just a 12 fold cell 
size increase on the regular unfaulted 3 layer model). They were able to perform Rietveld 
refinements and a grid search of possible fault frequencies but refinements took 2-7 days per 
point and were limited in terms of the fault probabilities they could assess. 
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5.3 A New Approach to Stacking Faults 
Previous attempts to provide Rietveld refineable stacking fault models have been limited 
by the large increase in complexity of the calculation of the diffraction pattern for the large 
supercells required for a good approximation of stacking faults. We introduce new methods 
that allow a dramatic increase in the size of models to which Rietveld refinement can be 
applied describe how these have been integrated into the TA software. This section outlines 
the methodology improvements that have been made and uses La2O2Cu0.667Cd0.667Se2 as an 
example material. Methodology improvements in the Rietveld refinement of faulted stacks 
were made over the course of two collaborations and my contributions to each is highlighted. 
5.3.1 New Rietveld Refinement Methodology 
The first refinement methodology improvements are published in Ainsworth, Lewis, 
Wang, Coelho, Johnston, Brand and Evans (“3D Transition Metal Ordering and Rietveld 
Stacking Fault Quantification in the New Oxychalcogenides La2O2Cu2–4xCd2xSe2”)11. My role 
in this work concerned the construction of stacks using python scripting and integration of 
them into TA software rather than the Rietveld calculation speed improvements below. 
The work was enabled by four major changes to Rietveld calculations: Firstly, a 
significant computational saving can be made by recognising that the number of unique 
fractional atomic coordinates in the non-stacking directions (x and y) of a supercell is usually 
small. Therefore the summation of atomic contributions to calculate the structure factor can 
be performed over a small group of unique x and y coordinates. This achieves a significant 
saving as long as layers are stacked with a small number of xy offsets. Where there are a large 
number of different xy positions, the savings cannot be made. 
Secondly, due to the enormous unit cell, individual hkl reflections may be spaced more 
closely in 2θ than observed data points. In this case the intensity from the set of reflections 
spanning two neighbouring data points can be assigned to the two reflections at the ends of 
the set (i.e. at the positions of the two data points) with no loss in accuracy.  This process 
reduces the number of hkl reflections to be summed in the calculation of the diffraction 
pattern, saving computational work. 
Thirdly, by refining the internal geometry of each layer based on its type rather than 
allowing variation of atomic positions in each individual layer, the number of independent 
parameters refined can be considerably reduced. This means the calculation of the derivatives 
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of coordinates in the stacking direction can be done in a similar timescale to a subcell even 
with a large number of layers. 
Finally, the use of a so-called “peaks-buffer” allows efficient computational handling of 
hkl-dependent quantities needed for calculations such as peak shapes in TA. This allows 
efficient Rietveld calculations even for large numbers of hkl reflections. 
5.3.2 La2O2Cu0.667Cd0.667Se2 Example 
The ideal unfaulted structure of La2O2Cu0.667Cd0.667Se2 is shown in Figure 5.4. It involves 
[CdSe2]2- and [Cu2Se2]2- layers separated by [La2O2]2+ layers. The ideal ordering pattern can 
be described as Cu|Cd|Cd|Cu|Cd|Cd where Cu and Cd refer to [Cu2Se2]2- and [CdSe2]2- layers 
respectively while | indicates the [La2O2]2+ layer separating them. The underlining indicates 
an (±a/2, ±b/2, 0) offset of the layer from non-underlined layers in the stack. The structure of 
[CdSe2]2- layers in the ab plane has a 1C-0E ordering (i.e. fully corner-sharing tetrahedra).    
Layer 1 – Cu1
Layer 2 – Cd2
Layer 3 – Cd3
Layer 4 – Cu4
Layer 5 – Cd5
Layer 6 – Cd6
 
Figure 5.4: Structure of La2O2Cu0.666Cd0.666Se2 if an ideal stack is followed. Refer to Table 
5.1 for how the order of layers is changed by “a” and “b” faults. Atom colours: blue – 
Cd, yellow – Se, grey – Cu, green – La, red – O Reproduced from Ainsworth et al.11 
This ideal structure provides a good fit to most observed reflections in the observed 
powder diffraction data however some reflections are poorly fit (Figure 5.5). This is because 
the crystallites contain stacking faults. Two types are considered: an “a” type fault; where a 
layer is repeated such that the local stack is Cu|Cu|Cd|Cd (an extra Cu layer) or Cu|Cd|Cd|Cd 
(an extra Cd layer), and a “b” type fault; where the ab plane Cd layer offset either side of a 
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Cu layer is not retained such that the local stack is, for example, Cu|Cd|Cd|Cu|Cd|Cd. The 
variables pa and pb refer to the probability of “a” and “b” type faults occurring respectively. 
Table 5.1 gives the probabilities of each possible layer transition as the stack is progressively 
constructed. 
a) 1Cu/2Cd model, no stacking faults
b) 1Cu/2Cd model, no stacking faults
c) 1Cu/2Cd model with antiphase boundary every ~7 unit cells
d) 1Cu/2Cd model containing 1.6% pa stacking faults
 
Figure 5.5: Rietveld refinement showing fit to key peaks in synchrotron powder 
diffraction. View shows fit without stacking faults (ideal stack) and arrows indicating 
small intensity discrepancies of some calculated reflections. Reproduced from 
Ainsworth et al.11 
Table 5.1: Probability of transitioning from current layer to all possible other layers in 
La2O2Cu0.667Cd0.667Se2 stacking model. 
We note that of the 6 layers defined in Table 5.1, there are only 3 unique layers (Cu, Cd 
and Cd). The choice to define 6 layers is simply for convenience and clarity so that the ideal 
stacking order can follow the pattern 1|2|3|4|5|6|1|2|3…etc. Using pseudo-random numbers 
and the probability rules in Table 5.1 a python-scripted algorithm was written to construct a 
proposed stack for each of a list of trial values of pa and pb as outlined in Figure 5.6. The 
algorithm protects the inherent composition of the model by ensuring pa faults involving 
extra [Cu2Se2]2- layers are matched by pa faults involving extra [CdSe2]2- layers. As c 
direction ordering is restricted to [MxSe2]2- layers it is simple to construct the stack by having 
a separating [La2O2]2+ layer automatically placed whenever a selenide layer is chosen. 
TO → 
FROM ↓ 
1 – Cu 2 – Cd 3 – Cd 4 – Cu 5 – Cd 6 – Cd 
1 – Cu 0 1-pa-pb 0 pa pb 0 
2 – Cd 0 0 1-pa 0 pa 0 
3 – Cd 0 0 0 1-pa 0 pa 
4 – Cu pa pb 0 0 1-pa-pb 0 
5 – Cd 0 pa 0 0 0 1-pa 
6 – Cd 1-pa 0 pa 0 0 0 
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Therefore each of the 6 numbered, pre-defined layers also contains the sites of an adjacent 
[La2O2]2+ layer so that the [MxSe2]2--[La2O2]2+ alternating stack is constructed correctly. 
 
Begin with CL = 1. Add pre-
defined layer coordinates  
to the stack
Calculate cell length 
in stacking direction Is pseudo-random 
number < pa+pb? 
Call a pseudo-random 
number between 0 
and 1
Add pre-defined layer 
coordinates of (CL + 
3) mod 6 to the stack
Is pseudo-random 
number < pa? 
Does CL = 1 or 4 (Cu)?
No
Yes
Add pre-defined layer 
coordinates of (CL - 2) 
mod 6 to the stack
Add pre-defined layer 
coordinates of (CL + 
1) mod 6 to the stack
Is an acceptable stack 
complete?
End
No
No
Yes
Yes
Yes
No
CL = Current Layer
 
Figure 5.6: Iterative process for stacking layers from given probabilities in the 
La2O2Cu0.667Cd0.667Se2 material 
A stack of 960 layers (Nv = 960, ~ 7000 atoms in the unit cell) was constructed in this 
fashion and refined in TA for each point on a grid of pa and pb values. The process is 
repeated 100 times. The surface of minimum Rwp and points representing each stack trialled 
at each grid point is shown in Figure 5.7. The spread of Rwp found at each grid point reflects 
the variations in both the actual number of faults in each stack and their relative positions. As 
a benchmark, the grid search shown in Figure 5.7 took ~ 15 hours to complete on an ordinary 
desktop computer (6th generation i7, 3.4 GHz). Analysis of the Rwp surfaces produced show 
that the best fit to experimental data is found when 1.6 % “a” type stacking faults are 
included in the model. No evidence of “b” type stacking faults is found. The inclusion of 1.6 
% “a” type stacking faults is sufficient to allow a good fit be obtained for peaks that are 
overcalculated using an ideal stack (Figure 5.8). It also successfully models the hkl 
dependence of peak widths of reflections due to TM ordering. This method was successfully 
applied to 8 different materials in the La2O2Cu2–4xCd2xSe2 family and the probability of “a” 
and “b” type faults was found to vary systematically with x. Five of the materials trialled 
were found to have “a” or “b” type faults. All of those found to have “b” type faults lie in the 
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Cu rich region (x < 0.25) with seemingly random offsetting (pb = 0.5) reached for x = 0.2. 
The probability of “a” type faults seems to be highest for those materials furthest in 
composition from the unfaulted x = 0.25 sample apart from the x = 0 and x = 0.5 end 
members containing only [Cu2Se2]2- or [CdSe2]2- layers respectively to which “a” type faults 
clearly cannot apply.  For additional information, refer to the paper “3D Transition Metal 
Ordering and Rietveld Stacking Fault Quantification in the New Oxychalcogenides 
La2O2Cu2–4xCd2xSe2” attached at the end of this thesis . 
 
Figure 5.7: Rwp surface plot for pa and pb type faults in La2O2Cu0.667Cd0.667Se2. Top: Rwp 
plotted is the minimum of 100 stacks with 960 layers each. Bottom Left: Rwp of each 
individual stack plotted with the minimum surface as a guide. Bottom Right: Rwp of each 
individual stack but plotted as a function of the actual number of each type of fault in 
the stack created with the minimum surface as a guide. Reproduced from Coelho et al.23  
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a) 1Cu/2Cd model, no stacking faults
b) 1Cu/2Cd model, no stacking faults
c) 1Cu/2Cd model with antiphase boundary every ~7 unit cells
d) 1Cu/2Cd model containing 1.6% pa stacking faults
 
Figure 5.8: Rietveld refinement showing fit to key peaks in synchrotron powder 
diffraction. View shows fit with 1.6 % pa stacking faults (0 % pb faults). Reproduced 
from Ainsworth et al.11 
5.3.3 Further Methodology Developments 
A second, later set of methodology improvements were developed and published in 
Coelho, Lewis and Evans (“Averaging the intensity of many-layered structures for accurate 
stacking-fault analysis using Rietveld refinement”)23. My role in this work concerned the 
development and testing of direct stack generation in TA and the integration of external 
minimisation algorithms rather than Rietveld calculation speed improvements. 
While a single stacked structure gives a reasonable approximation of the collection of 
crystallites in a powder diffraction experiment, a real sample contains crystallites that will not 
have an identical distribution or frequency of stacking faults. For this reason it can be helpful 
to model multiple structures (Nstr) where each structure is a separate stack generated using the 
methodology outlined in Figure 5.6. In contrast to the earlier work, all stacks are averaged 
into a single calculated diffraction pattern and a single Rietveld refinement carried out in TA 
software. Ordinarily this would require a huge increase in computational work, however, 
further improvements to the software heavily mitigate this. 
Firstly, stacks produced on the basis of a given set of stacking fault probabilities with the 
same number of layers, are likely to have a similar c axis. It is therefore possible to calculate 
an average intensity for a large number of stacks by calculating only the structure factor for 
any given hkl peak in each stack and convoluting the peak shapes to synthesise the final ycalc 
powder pattern only once. This does require the assumption of an average c lattice parameter, 
and in reality it may vary slightly between stacks due to different c-offsets between layers 
included in the stack. This approach means the time penalty for including Nstr stacks is much 
less than Nstr fold (which would be the penalty if separate diffraction patterns were first 
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calculated and then averaged). In practice we find only a ~ 10 % time penalty for 100 stacks 
compared to a single stack in simple test examples. 
Secondly, a broadening function can be convoluted that spreads out the attributed intensity 
over the range spanning two hkl reflections. This “smooths-out” ripples in intensity 
calculated for reflections, particularly when Nv is small (i.e. a small c-axis) and reflections are 
well spaced. This permits a reasonable model of the observed data to obtained with lower 
computational work (lower Nv). 
Improvements have also been made to the generation of stacked structures. Stacks are 
generated directly in TA software using a new algorithm. This is considerably faster and 
more convenient than the earlier external python scripts. Stacks can also be generated so that 
the number of faults in a given stack precisely matches the expectation of the probabilities 
provided by the user. For example, if the probability of an “a” type stacking fault is pa = 0.1 
then stacks can be generated that have precisely 10 % “a” type stacking faults rather than a 
Gaussian distribution of faults centred on 10 % as in the python routine. Figure 5.9 compares 
the processes at each stage of development. 
Create stacked layers 
by using pseudo-
random numbers and 
given stacking fault 
probabilities. Repeat 
until Nv layersDo the final Nv layers 
in the stack have 
stacking faults in 
percentages desired?
Place structure into 
template .inp file and 
perform Rietveld 
refinement in TA. 
Return Rwp
Calculate c lattice 
parameter and 
supercell positions of 
atoms based on 
position of each layer 
in final Nv layers
Create template .inp file 
with all non-structural 
information, a and b lattice 
prms and subcell positions 
of atoms in each layer
Read in pre-
determined DiffaX
format probability 
matrix  from .inp file
User defines values of 
Nv, Nstr, pa, pb etc. to 
trial
Create a new layer
No
Yes
Have Nstr stacks been 
created?
Have all required 
probabilities been 
trialled?
No
Yes
End
Yes
No
Both pathways
Earlier pathway (Ainsworth, Lewis et al.)
Later pathway (Coelho, Lewis and Evans)
Yes
 
Figure 5.9: Python process for creating and evaluating faulted stacks. Earlier pathway 
used in Ainsworth, Lewis et al11 creates individual stacks and performs individual 
Rietveld refinements. Later pathway used in Coelho, Lewis and Evans23 performs single 
Rietveld refinement based on averaged structure of all stacks. 
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The speed increases mean we have also been able to directly integrate other minimisation 
algorithms to search for optimal fault probabilities. One successful method was a simple 
downhill greedy algorithm, which involves starting at a random position in the pa/pb search 
space and then incrementally changing parameters and accepting the change if and only if the 
change results in a reduction in the fitness (measured by Rwp here). In our example 
implementation on the La2O2Cu0.667Cd0.667Se2 material discussed above we allow for changes 
in only one of pa or pb (selected randomly) in any given step and operate only within the 0 < 
pa/pb < 0.1 search space. The degree of change in either pa or pb in each step decreases 
linearly from 0.01 to 0 over 100 steps until the algorithm terminates (this is analogous to 
reducing the simulated temperature in a Monte Carlo approach). Figure 5.10 shows that this 
simple greedy downhill algorithm could quickly identify the correct pa and pb type stacking 
fault probabilities for the La2O2Cu0.667Cd0.667Se2 material from any starting point in just a few 
minutes. More detailed discussion of computational time savings arising from this work and 
the application to other examples can be found in the paper “Averaging the intensity of 
many-layered structures for accurate stacking-fault analysis using Rietveld refinement” 
attached at the end of the thesis. 
 
 
Figure 5.10: Minimisation pathways for pa and pb using a simple greedy downhill 
algorithm from 10 random starting points in the range 0 < pa < 0.1, 0 < pb < 0.1. The 
models lie on the same surface as Figure 5.7. Reproduced from Coelho, Lewis and 
Evans23. 
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As an example of the scale of speed improvement offered by the updated methodology, a 
repeat of the earlier grid search on La2O2Cu0.667Cd0.667Se2 using Nv = 960 and Nstr = 100 (~ 
700,000 atoms) was carried out. This is directly comparable to the 100 repeats of Nv = 960 
shown in Figure 5.7 and takes just 160 s (compared to 15 hrs) and produces essentially the 
same minimum Rwp surface. 
5.4 Sample Preparation and Data Collection 
La2O2Cu0.667Mn0.667Se2 was synthesised by Chris Ainsworth using stoichiometric 
quantities of La2O3, Cu, Mn and Se. The reagents were intimately ground, sealed in a silica 
ampoule and heated in a furnace for 12 hours at 1100˚C. A 110 % molar amount of 
aluminium oxygen getter was used to control oxygen composition. The sample was later 
reground and heated for a further 12 hours at 1100˚C. Synchrotron X-ray data was collected 
on the powder diffraction beamline at the Australian Synchrotron in a 0.5 mm capillary using 
a wavelength of 0.6355792(5) Å and a Mythen microstrip detector over a 2θ range of 2-81˚. 
The experiment was repeated with a 0.5˚ offset to cover detector gaps and then the data was 
combined into a single data set. 
5.5 Stacking Faults in La2O2Cu0.667Mn0.667Se2 
 In this section we will show how we used this stacking fault methodology to try and 
model faults in a much more complex new oxychalcogenide material, 
La2O2Cu0.667Mn0.667Se2. This presents a new challenge for the methodology as the complexity 
of each layer (70 atoms per Mn layer and 80 atoms per Cu layer, both including an adjacent 
[La2O2]2+ layer) far exceeds that of the La2O2Cu0.667Cd0.667Se2 material (7 atoms per Cd layer 
and 8 atoms per Cu layer, both including an adjacent [La2O2]2+ layer, see Figure 5.1). This is 
because the in-plane structure of La2O2Cu0.667Cd0.667Se2 is a simple full corner sharing (1C-
0E) while La2O2Cu0.667Mn0.667Se2 has 4C-1E units. The structure along the stacking direction 
follows the sequence Mn|Mn|Cu|Mn|Mn|Cu where Mn refers to [MnSe2]2- layers and Cu to 
[Cu2Se2]2- layers. The underlining indicates an (±a/2, ±b/2, 0) offset relative to the non-
underlined layers. The structure is shown in Figure 5.11. 
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Figure 5.11: Left: Ideal stacking sequence for La2O2Cu0.667Mn0.667Se2. Right: 4C-1E 
structure within [MnSe2]2- layers. Atom colours: blue – Mn, yellow – Se, orange – Cu, 
green – La, red – O. Refer to Table 5.2 for how stacking faults change ideal stacking 
sequence. Reproduced from Ainsworth12. 
A model that accounts for most peaks in the La2O2Cu0.667Mn0.667Se2 synchrotron data had 
already been identified by Chris Ainsworth prior to this work (see Figure 5.12). However 
some weak 00l reflections are calculated where no intensity is observed in the powder 
diffraction pattern when using the ideal stacking sequence. 
Stacking Faults and Magnetic Ordering in 3D Oxychalcogenides 
 
153 
 
004
008 0010
 
Figure 5.12: Fit to RT La2O2Cu0.667Mn0.667Se2 synchrotron X-ray data using ideal 6 layer 
subcell structure (space group Ibam, a = 5.74117(5) Å, b = 28.6971(2) Å, c = 54.0916(3) 
Å). Rwp  =  7.42 %, RBragg = 8.44 %. 
One possibility is that these peaks are not observed due to stacking faults and so our 
stacking fault methodology was tested. As the over-calculated peaks are 00l reflections that 
are completely unobserved, the type of fault involved appears to be the “a” type fault 
discussed in 5.3.3. Any “b” type faults would not affect 00l intensities as they describe only 
the relative offset of layers in the non-stacking plane. 
In addition to overcalculated intensities of 00l reflections there are additional small 
calculated peaks (see Figure 5.13, showing the fit using the subcell model on a logarithmic 
scale) for which no intensity is observed. There is also significant undercalculated intensity 
for some subcell peaks as a result of the attempt to minimise the total difference between 
observed and calculated patterns.  
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No fault subcell fit 
to data logscale
 
Figure 5.13: Fit to RT La2O2Cu0.667Mn0.667Se2 synchrotron X-ray data using ideal 6 layer 
subcell structure on a logarithmic scale emphasising small intensity peaks that are 
poorly fit by the existing model. 
In this example only “a” type faults which, as previously discussed, result in a local excess 
of either [Cu2Se2]2- or [MnSe2]2- layers are considered as there is no diffraction evidence to 
suggest a significant effect of “b” type (stack offset in the ab plane) faults on the observed 
data. Therefore the layer transition probabilities are as given in Table 5.2. 
Table 5.2: Probability of transitioning from current layer to all possible other layers in 
La2O2Cu0.667Cd0.667Se2 stacking model. 
TO → 
FROM ↓ 
1 – Cu 2 – Mn 3 – Mn 4 – Cu 5 – Mn 6 – Mn 
1 – Cu 0 1-pa 0 pa 0 0 
2 – Mn 0 0 1-pa 0 pa 0 
3 – Mn 0 0 0 1-pa 0 pa 
4 – Cu pa 0 0 0 1-pa 0 
5 – Mn 0 pa 0 0 0 1-pa 
6 – Mn 1-pa 0 pa 0 0 0 
   
Figure 5.14 shows the result of Rietveld refinement of models containing different pa fault 
frequencies. As a result of the complexity of each layer, a stacked model generated by 
averaging 100 stacks each with 300 layers (Nstr = 100, Nv = 300, ~ 2,200,000 atoms) lies 
close to the limit of memory (16 GB) of an ordinary desktop PC in addition to being 
processor-intensive during refinement. A single Rietveld convergence cycle at each of the 23 
trial pa values in Figure 5.14 takes ~ 3 hrs.  
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Figure 5.14: Rwp obtained from fit to RT La2O2Cu0.667Mn0.667Se2 synchrotron X-ray data 
achieved using Nv = 300 and Nstr = 100 with varying pa type stacking fault probabilities. 
There is agreement between two repeat runs. 
Both runs 1 and 2 agree on how the Rwp varies with increasing pa. In addition, a third run 
showing how “a” faults affect the fit in the important 0 < pa < 0.1 region is shown. Initially 
Rwp decreases on the addition of stacking faults up to pa = 0.04 (4 % faults, Rwp = 7.16 %). 
The fit then deteriorates as a larger number of pa type faults are included, particularly at very 
high values of pa where stacks consist of large separated domains of Cu and Mn layers with 
few Cu|Mn neighbours. Due to the different layer thicknesses of Cu and Mn layers this leads 
to an incorrect prediction of the position of peaks in the pattern, with different regions within 
the stack being significantly larger (excess Cu layers) or smaller (excess Mn layers) in the 
stacking direction. The routine starts to become unstable very close to pa = 1 as stacks consist 
almost entirely of repeats of the same layer and it becomes difficult to protect the 
stoichiometry of the stack. 
Figure 5.15 shows the fit provided by each model with 0 ≤ pa ≤ 0.1. The over-calculation 
of 00l reflections is significantly reduced with 4 % faults (the maximum calculated intensity 
of the subcell 004 reflection relative to the background is 20 % of that calculated by the 
unfaulted model). By pa = 0.1 (10 % faults, Rwp = 8.80 %) nearly all intensity from over-
calculated 00l peaks has been removed (4 % of maximum intensity for the subcell 004 
reflection remains, which is comparable to the experimental noise). However this model 
offers a worse fit overall because the calculated intensity of other reflections begin to deviate 
more from the observed intensity as 6 layer units within the stack become irregularly sized. 
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Increasing Nv and Nstr may help to average out these effects but they are computationally 
inaccessible on an ordinary desktop PC. 
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Figure 5.15: Fit to RT La2O2Cu0.667Mn0.667Se2 synchrotron X-ray data achieved using Nv = 
300 and Nstr = 100 with varying pa type stacking fault probabilities. Right panel shows 
full 2θ range while left panel focuses on 004 reflection of the 6 layer subcell at ~ 2.7˚ 2θ. 
Using a very broad peaks buffer, which significantly reduces computational time by 
collating similar peak shape calculations together, and restricting the model to Nv = 120, Nstr 
= 100, a Stephens24 peakshape can be incorporated into the 4 % and 10 % fault models to 
attempt to describe hkl dependent strain broadening in the subcell. This also requires multiple 
Rietveld cycles in order to have the best chance of finding the global minimum for these 
parameters. Each Rietveld iteration takes, on average, ~ 7.5 minutes and refinements below 
are based on ~ 9 hour refinements of each model allowing 10 Rietveld refinement cycles. It is 
not possible to be sure that the 7 additional parameters have found their global minimum 
value. Figure 5.16 and Figure 5.17 show the fit obtained for the 4 % and 10 % fault models 
including a Stephens type peakshape. The logarithmic scale allows a comparison of the 
overcalculated 00l intensities relative to the other anomalies in the fit. 
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Figure 5.16: Fit to RT La2O2Cu0.667Mn0.667Se2 synchrotron X-ray data achieved using Nv = 
300 and Nstr = 100 with 4 % pa type stacking faults. Rwp = 6.99 % Pa = 0.1, Nv 120, 
Nstr 100, Rwp = 
6.82 %. Best 
with stephens
plot
*
*
 
Figure 5.17: Fit to RT La2O2Cu0.667Mn0.667Se2 synchrotron X-ray data achieved using Nv = 
300 and Nstr = 100 with 10 % pa type stacking faults. Rwp = 6.82 % 
   The fact that 10 % pa stacking faults offers a slightly better fit in Rwp terms than 4 % 
faults when a Stephens type peakshape is included may suggest that the true level of stacking 
faults is closer to 10 %. It is difficult however to make precise conclusions due to the 
computational limitations and the uncertainty of optimal convergence when the calculated 
intensity of 00l reflections is reduced to a level similar to that of other discrepancies in the 
final model. Even at 10 % pa stacking faults the above Stephens fit still has visible intensity 
calculated for 004 and 008 reflections (marked by a star) where none is observed. It appears 
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that it is not possible to further reduce the intensity of these reflections with a larger number 
of stacking faults without reducing the quality of the fit to other poorly modelled reflections 
such that the addition of faults makes the overall fit worse in Rwp terms. 
It is therefore only possible to conclude that stacking faults are likely to be present in RT 
La2O2Cu0.667Mn0.667Se2 and that they may be modelled using our stacking fault methodology 
despite the structural complexity. Further work is required to present a definitive structure 
description of this material. 
 
5.6 Low Temperature Magnetic Ordering in Oxychalcogenides 
Magnetic materials are of interest for a range of applications. This section discusses 
oxychalcogenides that show magnetic ordering as they contain one or more sites with at least 
one unpaired electron. This section discusses two materials, (Ce0.78La0.22)2O2MnSe2 and 
Ce2O2Fe0.75Zn0.25Se2 in which Mn2+ (3d5) and Fe2+ (3d6) (both high spin) order magnetically 
at low temperature. The Ln site Ce3+ (4f15d1) may also order although the magnetic moments 
arising from the 4f1 of Ce3+ is expected to be lower than that from the transition metals. 
When materials order magnetically the magnetic distortion is typically described by a 
single irrep. This is because second-order magnetic phase transitions on cooling typically 
energetically favour distortions that can be described with related vectors for any k-point and 
so the symmetry of the low temperature structure can usually be described without the need 
to superpose irreps. The use of the distortion mode basis, generating magnetic distortion 
modes in ISODISTORT25, opens up the possibility of using search algorithms to identify the 
irrep that is responsible for the magnetic distortions in these materials in a similar fashion to 
the work with displacive and rotational distortion modes. As the complex superposition of 
irreps often needed to describe displacive or rotational distortions is not likely, a 
simplification of our earlier search methodology that treats irreps rather than individual 
modes as the “on/off” attributes of each model was developed. This is described further in 
5.8.1.  
We first show how these methods can be applied to derive the previously known low 
temperature magnetic structure of (Ce0.78La0.22)2O2MnSe2 and then how the low temperature 
magnetic ordering of Ce2O2Fe0.75Zn0.25Se2 can be determined for the first time using a GA or 
inclusion type search. 
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5.7 Experimental 
(Ce0.78La0.22)2O2MnSe2 was synthesised by Dr Chun-Hai Wang using stoichiometric 
quantities of La2O3, CeO2, Mn and Se. The materials were sealed in a silica tube with a 105 
% molar amount Ti oxygen getter to control the oxygen composition. The tube was then 
evacuated to <10-2 mbar and heated to 600˚C for 24 hrs followed by 1000˚C for 48 hrs. The 
samples were reground before again heating to 1000˚C for 48 hrs. TOF neutron powder 
diffraction data was collected on GEM at the ISIS spallation source. The sample was loaded 
into an 8 mm vanadium can and neutron scattering data was collected over d ~ 0.18-36 Å 
across all 6 detector banks at RT for 2 hrs and 30 K for 3.5 hrs.  
Ce2O2Fe0.75Zn0.25Se2 was synthesised by Chris Ainsworth using stoichiometric quantities 
of CeO2, Fe, Zn and Se. The materials were intimately ground and heated in a furnace for 12 
hours at 1100˚C. A 110 % molar amount aluminium oxygen getter was used to control 
oxygen composition. The sample was later reground and heated for a further 12 hours at 
1100˚C. TOF neutron powder diffraction data was collected on GEM. The sample was loaded 
into a 6 mm vanadium can and neutron scattering data was collected on all detectors covering 
over d ~ 0.18-36 Å at RT for 2 hrs, 10 K for 2.5 hrs and for 5 mins in ~ 10 K steps between 
10 K and 255 K. 
5.8 Magnetic Ordering in (Ce0.78La0.22)2O2MnSe2: A Test Case 
The low temperature magnetic structure of (Ce0.78La0.22)2O2MnSe2 was previously 
determined10 in magnetic space group (Shubnikov group) 62.455 (Pcnma) with Mn2+ spins 
arranged antiferromagnetically within each layer with moments of equal magnitude (4.12(1) 
𝜇𝐵) pointing along the stacking direction (unusually the a direction in this Shubnikov 
setting). Mn2+ positions in successive layers (v1 and v2 in Figure 5.17b) are offset from each 
other along the stacking direction. Ce3+ moments are also all equal (0.85(1) 𝜇𝐵) and are 
aligned in the plane of the layers. Those lying close to an edge sharing MnSe4 are aligned 
directly along the a axis while those close to a corner sharing MnSe4 are aligned at 45˚ to it 
and are oppositely aligned to neighbouring 45˚ Ce3+ moments. Figure 5.18 shows the 
magnetic structure viewed from the side of the layers and looking directly down the stacking 
axis. 
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Figure 5.18: Magnetic structure of (Ce0.78La0.22)2O2MnSe2 viewed a) perpendicular to the 
layers showing Mn2+ moments (purple) aligned antiferromagnetically and b) in the plane 
of the layers showing Ce3+ moments (blue) with Mn2+ moments out of the plane (circles) 
or into the plane (crosses). Reproduced from Wang et al10. 
The distortion is driven by a 𝑚𝑌2
− irrep that allows up to 15 magnetic distortion modes (9 
Ce3+, 6 Mn2+) but, due to the equal magnetic moments and their parallel alignment, just two 
independent amplitudes are needed (1 Ce3+, 1 Mn2+). The following section explains how we 
can reproduce this result using the GA and inclusion search methods that were introduced in 
Chapter 2. 
As all the magnetic peaks observed in the low temperature model can be modelled using 
the RT nuclear unit cell, there is no need to consider a larger unit cell. However, a formulaic 
approach (required as a first step for both GA and inclusion searches discussed below) to 
magnetic structure solution dictates that, if this was unknown, the correct cell should be 
established. A P1 Pawley fit, which models only the unit cell and not a structure by 
automatically matching the intensity of peaks to the data, would be carried out. This 
establishes that a good fit to the low temperature data is possible using the proposed cell as 
long as the structure is of sufficiently low symmetry. In the present example, by reducing the 
symmetry of the nuclear-only RT Cmca structure to magnetic space group 1.1 (P1), no 
assumptions are made about the magnetic symmetry ahead of either a GA or inclusion type 
search. It is therefore likely the magnetic peaks can be modelled by a structure that lies within 
the search space of all models with symmetry between the Cmca parent (the RT structure) 
and P1 child. Appendix 16 provides a step-by-step guide on how to obtain this model in 
ISODISTORT. The resulting child structure has 216 magnetic modes amongst which there 
are 16 unique irreps available (see e-Appendix 14 for a full list). 
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5.8.1 GA Approach 
The first magnetic structure search approach discussed here is a GA. In this case instead of 
each of the 216 available magnetic modes being a changeable attribute of each candidate 
model in the GA, the irreps are the attributes. This means that all magnetic distortion modes 
belonging to an irrep will either be “on” or all will be “off”, using the fact that magnetic 
distortions can typically be modelled by a single irrep. This means that the GA contains just 
16 independent bits each related to one of the 16 available irreps in the child model. This 
leads to a significant reduction in the number of possible models within the search space from 
2216 to just 216. Our GA infrastructure is capable of activating this operation mode by a simple 
True/False switch in the control file. Furthermore, the concept of block crossover is no longer 
relevant as the exchange of groups of attributes (i.e. irrep blocks in the Chapter 2 
implementation) between two mating individual models will be handled by the bit crossover 
process (as irreps are the individual attributes in this implementation). The GA otherwise 
operates as described in Chapter 2. As was the case there, the number of iterations per 
evaluation used a criterion based on the number of active distortion modes, not irreps. We 
consistently find this is sufficient for repeated convergence to what appears to be the global 
minimum when the number of active modes is low.  
To perform the magnetic structure determination we chose to use bank 3 GEM data 
between 3.9-17 ms (1.38-6.04 Å), which contains 5 clearly identifiable magnetic Bragg peaks 
not modelled by the RT structure (Figure 5.19). Bank 3 represents a good compromise 
between covering a sufficient d-spacing range to incorporate observed magnetic peaks in the 
LT data and high resolution. 
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Figure 5.19: Fit to (Ce0.78La0.22)2O2MnSe2 bank 3 GEM data at 30 K using RT Cmca model. 
The most notable peaks resulting from magnetic ordering are at d ~ 5.6 Å, 5.5 Å, 4.8 Å, 
4.2 Å and 3.5 Å. Rwp = 15.18 %, RBragg = 1.57 %. 
The first check must be that the child model has the required parameters available to it to 
fit the data implying that a model with the correct magnetic symmetry should lie within the 
search space. Figure 5.20 shows this is the case for the magnetic space group 1.1 child model. 
Non-distortion mode parameters can be extracted from this fit and retained throughout the 
refinement of all possible models considered in the search in order to save computational 
work. 
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CeMn all modes fit
 
Figure 5.20: Fit to (Ce0.78La0.22)2O2MnSe2 bank 3 GEM data at 30 K in magnetic space 
group 1.1. a = 5.675(4) Å, b = 18.155(4) Å, c = 34.07(2) Å, α, β, γ = 90˚. Rwp = 1.46 %, RBragg 
= 0.45 % 
As before, it is helpful to normalise the Rwp term of the fitness function against the best fit 
obtainable. The fitness function is still as given by Equation 2.1 with the variation that n now 
refers to the number of active irreps and p refers to the penalty per irrep (rather than per 
mode). Rwp(min) = 1.6 % is used on the basis of reasonable preliminary P1 child model. A 
range of p values were trialled and Figure 5.21 shows the irreps activated in the model chosen 
by the GA. 
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Figure 5.21: Number of irreps identified as active by GA with varying p. 
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Initially when p is set very high (≥10) no irreps give a sufficient improvement in the fit to 
the data to overcome the penalty. Once p is reduced to 7 the 𝑚𝑌2
− irrep becomes active and it 
is not until p is much smaller (≤0.075) that additional irreps become active. While the 
particular range of p for which a single irrep is the best model is dependent on the choice of 
Rwp(min), the fact the range is broad is excellent initial evidence that the distortion is driven 
by just this one irrep. Reductions in Rwp resulting from irreps after the first are small (see 
Table 5.3) and as such p dominates the changes to the fitness in the n≥2 region. The process 
may not (and does not need to) reliably identify the correct irreps for n≥2. In the n = 1 region 
the best model is found 100 times out of 100 using our 10 minute termination criteria.  
Table 5.3: Rwp achieved by best 0, 1, 2, 3 and 5 irrep models identified by the GA. 
We did not invest significant time in optimising GA parameters for this approach. For 
comparative purposes (all times are for 6th generation i7, 3.4 GHz), the best irrep was 
identified most quickly when p = 2 (in ~ 34 s on average) while the record across all runs was 
~ 5 s. The time taken to complete each repeat of the full sweep of p values shown in Figure 
5.21, including the (overkill) 10 minute wait period after identifying the best model, was ~ 4 
hrs.  
Figure 5.22 shows that the fit provided by 𝑚𝑌2
− modes alone is as good as that provided 
by all available irreps (Figure 5.20) and is significantly better than the fit provided by no 
magnetic distortions (Figure 5.19).  
Number of Irreps Active Irreps in best model Rwp (%) 
0 None 15.18 
1 𝑚𝑌2
− 1.70 
2 𝑚𝑌1
+, 𝑚Γ3
+ 1.57 
3 𝑚𝑌2
−, 𝑚Γ4
+, 𝑚𝑌4
+ 1.47 
5 𝑚𝑌2
−, 𝑚Γ4
+, 𝑚Γ4
−, 𝑚𝑌1
−, 𝑚𝑌3
− 1.45 
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Figure 5.22: Fit to (Ce0.78La0.22)2O2MnSe2 bank 3 GEM data at 30 K using magnetic space 
group 1.1 model with only 𝒎𝒀𝟐
− modes active. Rwp = 1.70 %, RBragg = 0.78 %. 
Once the 𝑚𝑌2
− irrep has been identified as driving the phase transition the true magnetic 
space group can be directly determined to be 62.455. This can be done be loading the 
resulting structure into the FINDSYM tool and using the default magnetic moment tolerance 
of 0.001 𝜇𝐵. Alternatively the magnetic space group can be determined by directly 
superposing the 𝑚𝑌2
− onto the parent structure using ISODISTORT and following the 
instructions in Appendix 17. 
On inspection of the distortion mode amplitudes it is clear that many have the same or 
related amplitudes and, as we knew from the model of Wang et al., only 2 DOF are in fact 
required. However, the purpose of this type of search is to identify the correct magnetic space 
group symmetry of the material and not to reveal how the available DOF in that symmetry 
are used. A complete tutorial with step-by-step instructions for setting up, running and 
analysing this GA is available in Appendix 18. 
5.8.2 Simple Inclusion Approach 
As there are just 16 irreps available it is also relatively simple to try each irrep available to 
the P1 child model in turn. If the best irrep is selected and all remaining irreps are trialled in 
conjunction with it, then this is equivalent to the first two rounds of an inclusion search as 
explained in Chapter 2. Figure 5.23 shows the results of this approach. 
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Figure 5.23: Top: Rwp achieved by each of 16 available irreps individually fitting LT 
(Ce0.78La0.22)2O2MnSe2 bank 3 GEM data at 30 K. Bottom: Rwp achieved when a second 
irrep is used in addition to 𝒎𝒀𝟐
−. “None” indicates the Rwp of the 𝒎𝒀𝟐
− alone. 
We again conclude that 𝑚𝑌2
− alone is the best possible model. It provides the best fit to 
the diffraction peaks not modelled by the RT structure and any additional irreps provide only 
a negligible improvement in the fit. As the improvement has already become negligible at 
this point there is no need for any further inclusions. From this point the correct symmetry 
has been identified (as discussed above) and the only remaining task is to identify the two 
DOF required from the 15 available magnetic modes. This two-step process takes ~ 20 mins 
to the point of realising that the 𝑚𝑌2
− irrep alone is the best model. 
5.9 Magnetic Ordering in Ce2O2Fe0.75Zn0.25Se2 
Similar approaches to those discussed above have been applied to the previously unsolved 
magnetic structure of Ce2O2Fe0.75Zn0.25Se2. Previous work by Chris Ainsworth12 has 
identified the RT structure to be Bmab (a = 22.74948(10) Å, b = 5.69246(3) Å, c = 
17.63155(6) Å). However, there are several additional peaks in the low temperature data that 
are not accounted for by this model. Figure 5.24 shows the bank 3 data (2-18 ms, 0.71-6.40 
Å) which provides a good compromise between resolution and including key magnetic peaks. 
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RT fit to LT
 
Figure 5.24: Fit to Ce2O2Fe0.75Zn0.25Se2 bank 3 GEM data at 10 K using RT model. Peaks 
arising from magnetic ordering are not fit by this model. Rwp = 7.39 %, RBragg = 2.04 %. 
A P1 Pawley fit using the nuclear unit cell will fit all the additional magnetic peaks 
(Figure 5.25) and so there is no need for an increase in the size of the unit cell to account for 
magnetic ordering. The symmetry can be reduced to magnetic space group 1.1 (P1) following 
the earlier methodology (Appendix 16). There are 144 available magnetic distortion modes 
belonging to 16 unique irreps (see e-Appendix 15 for a full list). The child model clearly has 
sufficient parameters available to fit the LT diffraction data (Figure 5.26), suggesting that the 
true magnetic structure is within the search space and giving Rwp(min) ~ 3 % for our GA 
search. This fit also provides values for structural (excluding the magnetic distortion modes) 
and non-structural parameters allowing us to avoid refining these parameters during the 
search processes. 
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Fit using all modes in 
nucelar cell P1 Pawley
Figure 5.25: Pawley fit Ce2O2Fe0.75Zn0.25Se2 bank 3 GEM data at 10 K using RT nuclear unit cell in space 
group P1. The cell is able to model the LT magnetic peaks correctly.  
Fit using all modes in 1.1, 
Rietveld
Figure 5.26: Fit to Ce2O2Fe0.75Zn0.25Se2 bank 3 GEM data at 10 K using all available magnetic distortion 
modes in magnetic space group 1.1. a = 17.5689(14) Å, b = 5.6839(14) Å, c = 22.721(5) Å, α, β, γ = 90˚, Rwp 
= 3.14 %, RBragg = 1.87 %. The fit which contains all parameters used is given in e-Appendix 16. 
5.9.1 GA Approach 
A sweep through values of p shows the relative importance of different irreps in fitting the 
data. The irreps active as p varies are shown by Figure 5.27. As in the (Ce0.78La0.22)2O2MnSe2 
case, multiple runs repeatedly found the same low fitness minimum.  
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Figure 5.27: Optimal number of irreps active for varying values of p. Note that the 
optimal number does not increase past 3 because no improvement at all (to 2 decimal 
places) in the fit to the data can be found when further irreps are added. 
No modes provide a sufficient improvement in the fit to the data to be turned on until p ≤ 1 
at which point a single 𝑚𝑌1
+ irrep is activated. It is not until the penalty is very small (p ≤ 
0.01) that additional irreps are included. The broad region where a single irrep is activated 
suggests that the distortion is likely to be driven by a single 𝑚𝑌1
+ irrep. In this region, the 
single irrep 𝑚𝑌1
+ model was identified 80 times out of 80 which gives us confidence in this 
model. The addition of extra modes beyond the first has a negligible impact on Rwp (Table 
5.4). 
Table 5.4: Rwp achieved by best 0, 1, 2 and 3 irrep models identified by the GA. 
 The GA identified the best n = 1 model (𝑚𝑌1
+) most quickly when p = 0.25. It was 
identified on average in ~ 62 s and the record over all runs was ~ 13 s. Each repeat of the full 
sweep of p values shown in Figure 5.27, including the 10 minute wait time after the best 
model is identified, takes ~ 3 hrs. 
The fit provided by using the single 𝑚𝑌1
+ irrep fully accounts for the magnetic peaks in 
the data (Figure 5.28) and the fit is essentially as good as provided by all available irreps 
(Figure 5.26). It is therefore clearly superior to the zero irrep fit (Figure 5.24). Running this 
Number of Irreps Active Irreps in best model Rwp (%) 
0 None 8.19 
1 𝑚𝑌1
+ 3.21 
2 𝑚𝑌1
+, 𝑚Γ4
+ 3.15 
3 𝑚𝑌1
+, 𝑚Γ4
+, 𝑚𝑌4
− 3.14 
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structure through FINDSYM with magnetic moment tolerance of 0.001 𝜇𝐵 shows the true 
magnetic space group is 53.335 (Pcmna) where just 7 magnetic distortion modes are available 
(5 Ce3+ and 2 Fe2+). The same conclusion can be reached by directly superposing the 𝑚𝑌1
+ 
irrep onto the parent in ISODISTORT by again following the instructions in Appendix 17. mY1+ GA fit
 
Figure 5.28: Fit to Ce2O2Fe0.75Zn0.25Se2 bank 3 GEM data at 10 K using 𝒎𝒀𝟏
+ magnetic 
distortion modes in magnetic space group 1.1. Rwp = 3.21 %, RBragg = 2.03 %. 
5.9.2 Simple Inclusion Approach 
A similar conclusion can also be reached by simply trying all 16 available irreps in the P1 
child model, selecting the best and then trying to add additional irreps in a simple inclusion 
type search. Figure 5.29 shows the improvement in fit from the first irrep (for which 𝑚𝑌1
+ is 
the best choice) is very significant but the improvement becomes negligible when any other 
irrep is added to the model. Both bank 2 and bank 3 data are used for this search. This 
confirms space group 53.335 and the overall two-step process takes ~ 45 mins to the point of 
realising that the 𝑚𝑌1
+ irrep alone is the best model. 
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Figure 5.29: Top: Combined Rwp achieved by each of 16 available irreps individually 
fitting LT Ce2O2Fe0.75Zn0.25Se2 bank 2 + 3 GEM data at 10 K. Bottom: Rwp achieved when a 
second irrep is used in addition to 𝒎𝒀𝟏
+. “None” refers to the 𝒎𝒀𝟏
+ only model. 
5.9.3 Magnetic Structure of Ce2O2Fe0.75Zn0.25Se2 
Inspection of the magnetic distortion modes and further refinement of the structure (using 
all 6 detector banks) reveals that the two available Fe2+ modes have equal magnitude but 
opposite sign and that the quality of fit is unaffected by using a single parameter. The Fe2+ 
moments point along the a axis with Fe2+ ordering antiferromagnetically across corner 
sharing (C) tetrahedra and ferromagnetically across edge sharing (E) tetrahedra. All Fe2+ 
moments have the same magnitude (3.55(2) 𝜇𝐵). Figure 5.30 shows the Fe
2+ magnetic 
moments visually. 
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Figure 5.30: Magnetic moments of Fe2+ in magnetic space group 53.335 model. Ce3+ 
moments are excluded. Left view shows moments in each [FeSe2]2- layer. Right view 
shows moments in individual layers down b axis. Atom colours are: Ce green, Fe blue 
(with Zn occupancy of these sites indicated by the size of grey segment), O red, Se 
yellow. 
In order to compare our structure to the Goodenough-Kanamori26,27 rules, we consider the 
coupling of Fe2+ 3d orbitals via bridging anion p orbitals may occur via two potential 
pathways. The first, between corner-sharing FeSe4 tetrahedra, predominately involves Fe2+ 3d 
orbital overlap with orthogonal p orbitals of a single bridging Se atom with a bridging angle 
of ~ 105˚ (when adjacent to an edge sharing tetrahedra) or ~ 110˚ (between corner sharing 
tetrahedra). The second pathway, between edge-sharing FeSe4 tetrahedra, predominately 
involves Fe2+ 3d orbital overlap with orthogonal p orbitals of two bridging Se atoms with a 
bridging angle of ~ 75˚. The angles involved in both pathways is shown for a single [FeSe2]2- 
layer in Figure 5.31.   
75 ˚105 ˚110 ˚105 ˚ 105 ˚ 110 ˚ 105 ˚
 
Figure 5.31: Bond angles for Fe2+ coupling pathways in a single [FeSe2]2- layer (as 
shown in bottom right of Figure 5.30. 
In the case of 90˚ bridging angles, there can be no exchange interaction between Fe2+ d-
orbitals and the exchange interaction is instead with separate orthogonal bridging p-orbitals. 
The lowest energy arrangement is for the electrons in the orthogonal p-orbitals to have the 
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same spin (triplet state). Given both d-orbitals can exchange with these p-orbitals the most 
favourable arrangement is for them to both have opposite spin to the p-orbital electrons (so 
they are ferromagnetically aligned) in order to avoid breaking the Pauli exclusion principle 
on exchange. However, an antiferromagnetic alignment could be allowed by adopting the 
higher energy singlet state between orthogonal p-orbital electrons so the effect weakly 
favours a ferromagnetic alignment of Fe2+.   
The Goodenough rules suggest that as the bridging angle varies from 90˚ one increasingly 
expects to observe antiferromagnetic alignment. This is because coupling is increasingly 
possible between Fe2+ d-orbitals as they increasingly overlap the same bridging p-orbital. 
This leads to a strong competing antiferromagnetic effect as any exchange between 
ferromagnetically aligned Fe2+ d electrons must break the Pauli exclusion principle.  This 
effect seems to control the ordering in the corner-sharing case where antiferromagnetic 
alignment is observed but not in the edge-sharing case even though the deviation of the bond 
angle from 90˚ is similar. However, the observed ferromagnetic alignment of Fe2+ moments 
across edge sharing tetrahedra has been observed previously in Ce2O2FeSe228. In that work 
exchange interactions were probed using neutron diffraction, inelastic neutron scattering and 
DFT calculations. Both experiment and calculations concluded that ferromagnetic coupling 
of FeSe4/2 edge-sharing chains is most favourable. Our structure is therefore consistent with 
the literature, giving further support for our Fe2+ ordering pattern. 
The fit to the experimental data provided using Fe2+ magnetic distortion modes alone is 
good (Figure 5.32) but close inspection shows that a couple of reflections are overcalculated 
(d ~ 5.7 Å and 8.2 Å). A free refinement of Ce3+ moments provides a good fit to all the data 
(Figure 5.33) but each Ce3+ adopts a different moment and all point in unrelated directions. 
Furthermore, there seems to be more than one possible arrangement that will provide a good 
fit with no clear visual evidence from the fits to determine between them. Our attempts to 
constrain the model to find a chemically simple and intuitive ordering pattern were 
unsuccessful. This may be because the constraints of space group 53.335 simultaneously 
forbid some Ce3+ from having a moment with a component not pointing in the stacking 
direction and others from having a component pointing in the stacking direction. Removing 
the constraints of space group 53.335 and performing the refinement in space group 1.1 did 
not yield a more intuitive ordering pattern. One possible explanation is the very small 
influence of Ce3+ moments on the powder diffraction data has caused us to choose symmetry 
higher than that actually adopted by Ce3+ moments. Alternatively the anomalies in the Fe2+-
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only fit could arise from Zn2+ occupancy clustering effects or other structural phenomena not 
included in our model.  Best final fit with Ce
moments not allowed. 
Bank 1 shown here
Best final fit with Ce
moments not allowed. 
Bank 2 shown here
Best final fit with Ce
moments not allowed. 
Bank 3 shown here
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Best final fit with Ce
moments not allowed. 
Bank 4 shown here
Best final fit with Ce
moments not allowed. 
Bank 5 shown here
 
Best final fit with Ce
moments not allowed. 
Bank 6 shown here
 
Figure 5.32: Fit to Ce2O2Fe0.75Zn0.25Se2 GEM data at 10 K using 𝒎𝒀𝟏
+ magnetic distortion 
modes in magnetic space group 53.335. Data shown (from top to bottom): Bank 1, Bank 
2, Bank 3, Bank 4, Bank 5, Bank 6. Only the 2 available Fe2+ modes are used with a 
single DOF. The peaks at d ~ 5.7 Å and 8.2 Å cannot be correctly fit by Fe2+ modes alone. 
Rwp (combined overall / bank 1 / bank 2 / bank 3 / bank 4 / bank 5 / bank 6) = 4.15 % / 3.21 
% / 3.70 % / 3.41 % / 4.29 % / 4.50 % / 4.37 %, RBragg (bank 1 / bank 2 / bank 3 / bank 4 / 
bank 5 / bank 6) = 1.95 % / 2.05 % / 2.08 % / 2.82 % / 3.52 % / 3.61 %. 
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Best final fit with Ce
moments free. Bank 1 
shown here
 Best final fit with Ce
moments free. Bank 2 
shown here
 
Best final fit with Ce
moments free. Bank 3 
shown here
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Best final fit with Ce
moments free. Bank 4 
shown here
 Best final fit with Ce
moments free. Bank 5 
shown here
 
Best final fit with Ce
moments free. Bank 6 
shown here
 
Figure 5.33: Fit to Ce2O2Fe0.75Zn0.25Se2 GEM data at 10 K using 𝒎𝒀𝟏
+ magnetic distortion 
modes in magnetic space group 53.335. Data shown (from top to bottom): Bank 1, Bank 
2, Bank 3, Bank 4, Bank 5, Bank 6. 5 free Ce3+ modes are used in addition to the 2 
available Fe2+ modes used with a single DOF. Rwp (combined overall / bank 1 / bank 2 / 
bank 3 / bank 4 / bank 5 / bank 6) = 3.96 % / 2.99 % / 3.13 % / 3.19 % / 4.03 % / 4.45 % / 
4.37 %, RBragg (bank 1 / bank 2 / bank 3 / bank 4 / bank 5 / bank 6) = 1.73 % / 1.63 % / 
1.92% / 2.80 % / 3.51 % / 3.63 %. 
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5.9.4 Ce2O2Fe0.75Zn0.25FeSe2 Magnetic Moment with Temperature 
It is also possible to see how magnetic scattering develops with temperature to try to 
understand the Ce3+ ordering. Figure 5.34 shows variable temperature data as a 3D plot. A 
refinement of the magnetic modes of our LT model (magnetic space group 53.335) against 
powder diffraction data from GEM data banks 2-6 at each temperature was carried out. 
Magnetic mode penalties are used to ensure that non-zero magnetic moments are only 
obtained if required by the data. The magnetisation at each temperature is shown in Figure 
5.35. A critical model (𝜇 =  𝜇0(1 − 𝑇/𝑇𝑐)
𝛽) suggests that Fe2+ magnetic ordering begins to 
emerge below Tc ~ 105 K and the moment increases to 𝜇0 ~ 3.7 𝜇𝐵 as the temperature 
approaches 0 K with a critical exponent, β ~ 0.3. There is weak evidence to suggest that small 
Ce3+ moments emerge below ~ 65˚C and increase to ~ 0.8 𝜇𝐵 at 10 K. There is, however, 
significant uncertainty in the Ce3+ moment. It seems likely that if Ce3+ moments do order at 
these temperatures then, as observed by Wang et al. in the (Ce0.78La0.22)2O2MnSe2 system, the 
Ce3+ moments are induced by the larger Fe2+ moments. Regardless of whether there is 
sufficient evidence from short variable temperature data sets to conclude on the onset of Ce3+ 
ordering, Ce3+ moments are required to fully fit our long scans at LT.
Variable 
Temperature (10 K 
back to 255 K front)
Figure 5.34: Variable temperature data from bank 3 of GEM. Highest temperature (255 K) dataset is at the 
back and the lowest temperature (10 K) dataset is at the front. The most notable magnetic peaks appear 
at ~ 15.4 ms and ~ 11.4 ms with significant intensity from T < ~ 100 K. 
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Figure 5.35: Moment of Fe2+ and Ce3+ from Rietveld refinement of magnetic space group 
53.335 model against GEM bank 2-5 variable temperature data between 10 K and 255 K. 
The calculated moment shown uses a critical model using all data points for which T < 
Tc. The fit is extrapolated to the y-intercept to obtain μ0 and to the x-intercept to show Tc.  
5.10 Conclusions 
We have described a new stacking fault methodology, developed and used in collaboration 
with others, to publish a new stacking fault description for a series of layered 
oxychalcogenides. The new techniques for Rietveld refinement of large stacked structures 
extended allowed ~ 1000 stacked layers (~ 7,500 atoms for the La2O2Cu0.667Cd0.667Se2 
material) to be modelled and refined. Further developments, later published in collaboration, 
allowed unprecedented complexity in a Rietveld refinement by using models with ~ 100,000 
layers (~ 750,000 atoms) and incorporating 100 individual stacks into a single refinement. 
We have used these techniques to model stacking faults in La2O2Cu0.667Mn0.667Se2 for the 
first time. Despite the additional complexity of each layer, we were able to find “a” type 
stacking faults of ~ 4 - 10 % from averaging over 100 stacks each with 300 layers (30,000 
layers with ~ 2,200,000 atoms). The model lies on the limit of what is achievable on an 
ordinary desktop PC for extremely complex stacked structures even with powerful new 
innovations in Rietveld refinement.  
We have shown how we can solve magnetic structures using distortion modes and a GA 
type search using irreps rather than individual distortion modes as the variable attributes. We 
also used simple inclusion type searches relying on the magnetic distortions typically being 
driven by a single irrep. We verified the magnetic structure of an existing oxychalcogenide 
Stacking Faults and Magnetic Ordering in 3D Oxychalcogenides 
 
180 
 
model as a test, and then applied the same techniques to find magnetic ordering in a new 
oxychalcogenide. Magnetic ordering in Ce2O2Fe0.75Zn0.25Se2 appears to onset at ~ 120 K with 
Fe moments ferromagnetically aligned across edge sharing tetrahedra but 
antiferromagnetically aligned across corner sharing tetrahedra with a magnetic moment of 
3.55(2) 𝜇𝐵 which is consistent with the existing literature. We have created tutorials 
explaining this methodology online (see Appendix 18) as a tool available for future structure 
solution work. 
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Chapter 6 Summary 
The work in this thesis develops and uses new methods for structural characterisation 
work. In this short chapter we briefly summarise the work carried out in constructing and 
developing these methods. 
Using WO3 as a test bed, exhaustive searches, Genetic Algorithms (GAs) and 
inclusion/exclusion type searches were developed. All of these fundamentally rely on the 
distortion mode basis to allow symmetry to be broken or not broken by a simple “on/off” 
parameter. All of these processes were able to quickly and reliably solve the relatively simple 
WO3 structures tested. This was achieved through constant development, updating of the 
protocols and improvement of the functionality to efficiently integrate the algorithms with 
Rietveld refinements in TA and improve exploration of possible structures. 
The exhaustive method was used to find new structures for α- and β-Bi2Sn2O7 including 
the first reliable structure for β-Bi2Sn2O7. These searches required a large number of complex 
structures to be trialled; however the searches were completed on a reasonable timescale 
using an ordinary desktop PC. The search can be simplified by considering only lattice 
subgroups while still not making any additional prior assumptions. This approach allowed us 
to identify the simplest (highest symmetry) possible models that can account for the α- (Cc, a 
= 13.15493(6) Å, b = 7.54118(4) Å, c = 15.07672(7) Å, β = 125.0120(3)˚) and β-Bi2Sn2O7 
(Aba2, a = 7.571833(8) Å, b = 21.41262(2) Å, c = 15.132459(7) Å) diffraction data. Analysis 
of the distortion modes responsible using the highest common subgroup revealed that both 
are driven by large Γ5
− and  2
+ modes. The key difference is the α-phase  2
+(0 𝑎 0 0) 
distortion leads to Bi being displaced towards a corner of the surrounding hexagonal O 
environment while the β-phase  2
+(𝑎 −𝑎 0 0) distortion displaces it towards an edge. 
Exhaustive searches have also been applied to the complex structure of RT ZrP2O7. The 
search was fast and effective when considering only displacive distortions of the 𝑃𝑎3̅ parent 
and identified the correct Pbca structure of ZrP2O7. In order to determine whether rotational 
distortions of rigid bodies could further simplify structure solution, a new artificial 𝐹𝑚3̅𝑚 
parent was created. The greatly increased number of candidate structures in the subgroup tree 
and the technical challenge of creating the rigid bodies for all candidates ruled out an 
exhaustive search. Using this parent, the structure could be modelled with considerably fewer 
structural parameters when rigid body rotations were incorporated. It has not yet been 
possible to directly search for the important modes of this parameterisation using any of our 
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search techniques. However, an inclusion search based on attempting the match atomic 
positions of the known structure produced a reasonable structural model with just 93 
parameters. New developments in rotational distortion analysis (ISOTILT) may allow rapid 
identification of even simpler models using rigid body quasi CRUM rotations while working 
with the 𝑃𝑎3̅ parent. This would allow our search algorithms to be applied to these models, 
testing them against powder diffraction data in a reasonable timescale. 
GAs and simple inclusion searches were also applied to the low temperature magnetic 
structures of two oxychalcogenide materials. The (Ce0.78La0.22)2O2MnSe2 example was used 
to prove the techniques could be applied to magnetic structures. An adaptation of the GA 
routine to consider irreps rather than individual modes as the attributes considerably 
simplified the search process. The novel low temperature magnetic structure of 
Ce2O2Fe0.75Zn0.25Se2 was then investigated, concluding that the distortion is driven by 𝑚𝑌1
+ 
distortion modes with no distortion of the RT cell leading to magnetic space group 53.335. 
Fe2+ moments were found to be antiferromagnetically aligned across corner-sharing 
tetrahedra, although ferromagnetically aligned across edge-sharing tetrahedra with a moment 
of 3.55(2) 𝜇𝐵. The result was consistent with the literature although we were not able to 
determine the Ce3+ moment ordering with certainty. 
Finally, stacking faults in layered materials were investigated using new routines and 
improvements to Rietveld refinement. This allows unprecedented complexity in faulted 
models. La2O2Cu0.667Cd0.667Se2 was used as an example system to demonstrate the new 
capabilities, before investigating “a” type stacking faults in La2O2Cu0.667Mn0.667Se2, which is 
more complex due to the 4C-1E structure within the [MnSe2]2- layers. Stacking faults 
between 4 and 10 % increasingly reduced the over-calculated intensity of 00l reflections in 
the unfaulted structure although some other non-systematic problems with the fit have not 
been resolved. This faulted structure tests the limits of what is computationally possible even 
with the significant improvements in Rietveld methodology. 
Overall this work has produced a range of useful new methodologies which may be further 
exploited in the future. The overarching aim of these methodologies has been to provide a 
robust and efficient approach to structure determination and this has been demonstrated with 
new and existing examples in this work. Several of the examples have been published1-3 or 
are in preparation. We have also developed our methods into on-line tutorials which are 
available at https://community.dur.ac.uk/john.evans/topas_workshop/topas_user_menu.htm 
Summary 
 
184 
 
(see tutorial numbers 39, 40, 42 and 43) and include python scripts in order to make our 
methods available to others. 
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Appendixes  
1. ISODISTORT Process for WO3 Pm-3m to 2x2x2 P1 Subgroup Tree 
i) Go to http://stokes.byu.edu/iso/isodistort.php 
ii) Next to “Import parent structure from a CIF structure file”, browse to the 
wo3_pm3m_parent.cif on your computer and click “OK”. 
iii)  Under “Space Group Preferences”, check the monoclinic cell choice 2 box and 
click “Change” 
iv) Under Method 3, select space group symmetry “1 P1 C1-1”, enter the basis 
{(2,0,0),(0,2,0),(0,0,2)} row by row, and click “OK”. 
v) Choose the only option: “1 P1, basis={(0,0,2),(0,2,0),(-2,0,0)}, origin=(0,0,0), 
s=8, i=384” and click “OK”. 
vi) To obtain the subgroup tree, scroll to the bottom of the page and check the 
“Generate TOPAS.STR output for subgroup tree” box. Then return to the top 
of the page, check the “Subgroup tree” radio button, and click “OK”. 
vii) After a couple of minutes you should find that 1427 subgroups have been 
generated. Note that subgroups 1 (the parent), 2-4, 7, 217-219, 221, 223 and 
225 do not have any active distortions. Click “Download zip file” at the 
bottom of the page to download 1416 topas.str structure files of the remaining 
subgroups plus the parent. Extract them to your tutorial directory. 
2. ISODISTORT Process for WO3 Pm-3m to √2x√2x2 P4 Subgroup Tree 
i) Go to http://stokes.byu.edu/iso/isodistort.php 
ii) Next to “Import parent structure from a CIF structure file”, browse to the 
wo3_pm3m_parent.cif on your computer and click “OK”. 
i) Under Method 3, select space group symmetry “75 P4 C4-1”, enter the basis 
{(1,1,0),(-1,1,0),(0,0,2)} row by row, and click “OK”. 
ii) Choose the first of two options: “75 P4, basis={(-1,1,0),(-1,-1,0),(0,0,2)}, 
origin=(0,0,0), s=4, i=48” and click “OK”. 
iii)  To obtain the subgroup tree, scroll to the bottom of the page and check the 
“Generate TOPAS.STR output for subgroup tree” box. Then return to the top 
of the page, check the “Subgroup tree” radio button, and click “OK”. 
iv) After a few seconds you should find that 72 subgroups have been generated. 
Note that subgroups 1 (the parent), 2 and 31 do not have any active distortions. 
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Click “Download zip file” at the bottom of the page to download 69 topas.str 
structure files of the remaining subgroups plus the parent.  
3. Plots of fitness evolution for all repeats of probindmut/probindcx 
experiments  
i) probindmut = 0.2, probindcx = 0.8 
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Figure S 1: GA pathways for repeat runs with probindmut = 0.2, probindcx = 0.8 
ii) probindmut = 0.75, probindcx = 0.25 
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Figure S 2: GA pathways for repeat runs with probindmut = 0.75, probindcx = 0.25 
4. Exhaustive Search Tutorial 
We have created a tutorial that gives step-by-step instructions on implementing on the 
exhaustive search approach for the simple HT WO3 example. The tutorial is available at 
http://community.dur.ac.uk/john.evans/topas_workshop/tutorial_exhaustive_symmetry.htm 
5. Genetic Algorithm Tutorial 
A detailed GA tutorial which runs through how to use the GA script based on the RT WO3 
example is available online at 
http://community.dur.ac.uk/john.evans/topas_workshop/tutorial_GA_wo3.htm 
6. Distortion Modes available to WO3 P1 child subgroup 
Table S 1: Distortion modes available to WO3 P1 child model and their amplitudes. 
Mode 
Number 
Atom Type Irrep(OPD) Degeneracy 
Label 
Amplitude/Å 
1 W GM4-(a,b,c) T1u(a) -.39(3) 
2 W GM4-(a,b,c) T1u(b) .02(7) 
3 W GM4-(a,b,c) T1u(c) -.24(4) 
4 W R4-(a,b,c) T1u(a) .08(3) 
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5 W R4-(a,b,c) T1u(b) .04(4) 
6 W R4-(a,b,c) T1u(c) .06(4) 
7 W X3-(a,b,c) T1u(a) .03(5) 
8 W X3-(a,b,c) T1u(b) -.08(2) 
9 W X3-(a,b,c) T1u(c) .00(5) 
10 W X5-(a,b,c,d,e,f) T1u(a) -.02(5) 
11 W X5-(a,b,c,d,e,f) T1u(b) -.01(6) 
12 W X5-(a,b,c,d,e,f) T1u(c) -.65(1) 
13 W X5-(a,b,c,d,e,f) T1u(d) -.14(2) 
14 W X5-(a,b,c,d,e,f) T1u(e) .06(3) 
15 W X5-(a,b,c,d,e,f) T1u(f) .03(3) 
16 W M3-(a,b,c) T1u(a) .70(1) 
17 W M3-(a,b,c) T1u(b) -.02(7) 
18 W M3-(a,b,c) T1u(c) -.01(2) 
19 W M5-(a,b,c,d,e,f) T1u(a) .01(1) 
20 W M5-(a,b,c,d,e,f) T1u(b) -.04(4) 
21 W M5-(a,b,c,d,e,f) T1u(c) -.03(3) 
22 W M5-(a,b,c,d,e,f) T1u(d) -.04(2) 
23 W M5-(a,b,c,d,e,f) T1u(e) -.04(5) 
24 W M5-(a,b,c,d,e,f) T1u(f) .05(2) 
25 O GM4-(a,b,c) A2u(a) .00(2) 
26 O GM4-(a,b,c) A2u(b) -.03(4) 
27 O GM4-(a,b,c) A2u(c) .00(3) 
28 O GM4-(a,b,c) Eu(a) -.09(4) 
29 O GM4-(a,b,c) Eu(b) .00(4) 
30 O GM4-(a,b,c) Eu(c) .03(3) 
31 O GM5-(a,b,c) Eu(a) .01(3) 
32 O GM5-(a,b,c) Eu(b) .08(4) 
33 O GM5-(a,b,c) Eu(c) .17(4) 
34 O R1+(a) A2u(a) .05(7) 
35 O R3+(a,b) A2u(a) .01(6) 
36 O R3+(a,b) A2u(b) .09(8) 
37 O R4+(a,b,c) Eu(a) 1.06(1) 
 195 
 
38 O R4+(a,b,c) Eu(b) -.78(1) 
39 O R4+(a,b,c) Eu(c) .09(5) 
40 O R5+(a,b,c) Eu(a) -.03(1) 
41 O R5+(a,b,c) Eu(b) .00(1) 
42 O R5+(a,b,c) Eu(c) .08(6) 
43 O X1+(a,b,c) A2u(a) .01(9) 
44 O X1+(a,b,c) A2u(b) .05(4) 
45 O X1+(a,b,c) A2u(c) .00(5) 
46 O X5+(a,b,c,d,e,f) Eu(a) -.06(1) 
47 O X5+(a,b,c,d,e,f) Eu(b) -.16(1) 
48 O X5+(a,b,c,d,e,f) Eu(c) .02(5) 
49 O X5+(a,b,c,d,e,f) Eu(d) .02(6) 
50 O X5+(a,b,c,d,e,f) Eu(e) .01(5) 
51 O X5+(a,b,c,d,e,f) Eu(f) .17(4) 
52 O X3-(a,b,c) Eu(a) .03(5) 
53 O X3-(a,b,c) Eu(b) -.15(4) 
54 O X3-(a,b,c) Eu(c) -.04(5) 
55 O X4-(a,b,c) Eu(a) .04(6) 
56 O X4-(a,b,c) Eu(b) .07(4) 
57 O X4-(a,b,c) Eu(c) .07(4) 
58 O X5-(a,b,c,d,e,f) A2u(a) .13(4) 
59 O X5-(a,b,c,d,e,f) A2u(b) .00(7) 
60 O X5-(a,b,c,d,e,f) A2u(c) -.21(1) 
61 O X5-(a,b,c,d,e,f) A2u(d) .08(4) 
62 O X5-(a,b,c,d,e,f) A2u(e) .02(4) 
63 O X5-(a,b,c,d,e,f) A2u(f) .02(3) 
64 O X5-(a,b,c,d,e,f) Eu(a) .07(5) 
65 O X5-(a,b,c,d,e,f) Eu(b) .01(6) 
66 O X5-(a,b,c,d,e,f) Eu(c) .30(2) 
67 O X5-(a,b,c,d,e,f) Eu(d) .10(4) 
68 O X5-(a,b,c,d,e,f) Eu(e) -.18(3) 
69 O X5-(a,b,c,d,e,f) Eu(f) .02(3) 
70 O M1+(a,b,c) A2u(a) .04(5) 
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7. Traditional Coordinates available to WO3 P1 child subgroup 
Table S 2: Traditional coordinates in WO3 P1 child model and there perturbation from 
𝑷𝒎?̅?𝒎 parent sites 
71 O M1+(a,b,c) A2u(b) .00(1) 
72 O M1+(a,b,c) A2u(c) -.02(5) 
73 O M2+(a,b,c) A2u(a) .06(5) 
74 O M2+(a,b,c) A2u(b) .01(1) 
75 O M2+(a,b,c) A2u(c) .03(5) 
76 O M3+(a,b,c) Eu(a) -.01(6) 
77 O M3+(a,b,c) Eu(b) -.98(1) 
78 O M3+(a,b,c) Eu(c) .13(5) 
79 O M4+(a,b,c) Eu(a) -.03(4) 
80 O M4+(a,b,c) Eu(b) .02(1) 
81 O M4+(a,b,c) Eu(c) -.07(5) 
82 O M5+(a,b,c,d,e,f) Eu(a) .01(5) 
83 O M5+(a,b,c,d,e,f) Eu(b) .09(4) 
84 O M5+(a,b,c,d,e,f) Eu(c) .01(8) 
85 O M5+(a,b,c,d,e,f) Eu(d) .06(6) 
86 O M5+(a,b,c,d,e,f) Eu(e) -.02(5) 
87 O M5+(a,b,c,d,e,f) Eu(f) -.12(4) 
88 O M3-(a,b,c) A2u(a) .11(1) 
89 O M3-(a,b,c) A2u(b) .0(1) 
90 O M3-(a,b,c) A2u(c) .04(3) 
91 O M5-(a,b,c,d,e,f) Eu(a) -.03(2) 
92 O M5-(a,b,c,d,e,f) Eu(b) -.07(5) 
93 O M5-(a,b,c,d,e,f) Eu(c) -.23(3) 
94 O M5-(a,b,c,d,e,f) Eu(d) .01(4) 
95 O M5-(a,b,c,d,e,f) Eu(e) -.02(6) 
96 O M5-(a,b,c,d,e,f) Eu(f) -.02(1) 
Coordinate 
Number 
Atom Cartesian Axis Distance from Parent 
Position/Å 
1 W1_1 x -.03(4) 
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2 W1_1 y -.40(4) 
3 W1_1 z -.16(3) 
4 W1_2 x -.01(3) 
5 W1_2 y -.51(4) 
6 W1_2 z .36(3) 
7 W1_3 x .01(3) 
8 W1_3 y .00(4) 
9 W1_3 z .52(3) 
10 W1_4 x .04(3) 
11 W1_4 y -.05(4) 
12 W1_4 z -.03(3) 
13 W2_1 x -.08(4) 
14 W2_1 y -.49(5) 
15 W2_1 z -.12(4) 
16 W2_2 x -.02(3) 
17 W2_2 y -.49(5) 
18 W2_2 z .41(3) 
19 W2_3 x .01(4) 
20 W2_3 y -.03(5) 
21 W2_3 z .39(3) 
22 W2_4 x .04(3) 
23 W2_4 y .00(4) 
24 W2_4 z -.01(3) 
25 O1_1 x -.07(4) 
26 O1_1 y .00(5) 
27 O1_1 z -.17(4) 
28 O1_2 x -.08(4) 
29 O1_2 y -.08(5) 
30 O1_2 z .38(4) 
31 O1_3 x -.11(5) 
32 O1_3 y -.50(4) 
33 O1_3 z .43(4) 
34 O1_4 x -.20(3) 
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35 O1_4 y -.56(4) 
36 O1_4 z -.02(3) 
37 O2_1 x -.13(4) 
38 O2_1 y -.60(4) 
39 O2_1 z -.23(4) 
40 O2_2 x -.18(4) 
41 O2_2 y -.53(4) 
42 O2_2 z .28(5) 
43 O2_3 x -.14(4) 
44 O2_3 y -.02(5) 
45 O2_3 z .30(4) 
46 O2_4 x -.10(4) 
47 O2_4 y -.05(6) 
48 O2_4 z -.21(3) 
49 O3_1 x .20(3) 
50 O3_1 y -.29(6) 
51 O3_1 z .42(3) 
52 O3_2 x -.33(3) 
53 O3_2 y -.29(7) 
54 O3_2 z -.11(4) 
55 O3_3 x -.31(3) 
56 O3_3 y -.15(6) 
57 O3_3 z -.04(4) 
58 O3_4 x .14(3) 
59 O3_4 y -.17(6) 
60 O3_4 z .46(3) 
61 O4_1 x -.53(2) 
62 O4_1 y -.35(4) 
63 O4_1 z -.19(3) 
64 O4_2 x .14(3) 
65 O4_2 y -.31(6) 
66 O4_2 z .14(4) 
67 O4_3 x .25(3) 
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8. ISODISTORT Process for Bi2Sn2O7 𝑭𝒅?̅?𝒎 to √2x√2x2 P1 Subgroup Tree 
i) Go to http://stokes.byu.edu/iso/isodistort.php 
68 O4_3 y -.18(5) 
69 O4_3 z .16(4) 
70 O4_4 x -.20(3) 
71 O4_4 y -.17(5) 
72 O4_4 z -.09(3) 
73 O5_1 x .15(5) 
74 O5_1 y -.08(5) 
75 O5_1 z .12(4) 
76 O5_2 x -.45(4) 
77 O5_2 y -.03(5) 
78 O5_2 z .09(4) 
79 O5_3 x -.35(4) 
80 O5_3 y -.25(5) 
81 O5_3 z .18(4) 
82 O5_4 x .03(4) 
83 O5_4 y -.24(5) 
84 O5_4 z .00(3) 
85 O6_1 x .15(4) 
86 O6_1 y -.61(5) 
87 O6_1 z .13(4) 
88 O6_2 x -.41(4) 
89 O6_2 y -.52(4) 
90 O6_2 z .14(4) 
91 O6_3 x -.21(4) 
92 O6_3 y .03(5) 
93 O6_3 z .00(3) 
94 O6_4 x .09(4) 
95 O6_4 y .01(5) 
96 O6_4 z .14(5) 
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ii) Under “Import parent structure from a CIF structure file”, browse to the 
gamma_parent.cif on your computer and click “OK”. 
iii)  Under Method 3, select space group symmetry “1 P1 C1-1”, enter the basis 
{(0,0,2),(-1,-1,0),(1,-1,0)} row by row, and click “OK”. 
iv) Choose the only option: “1 P1, basis={(1,-1,0),(-1,-1,0),(0,0,-2)}, 
origin=(0,0,0), s=16, i=768” and click “OK”. 
v) To obtain the subgroup tree, scroll to the bottom of the page and check the 
“Generate TOPAS.STR output for subgroup tree” box. Then return to the top 
of the page, check the “Subgroup tree” radio button, and click “OK”. 
9. Benchmarking Computer/TA Setups 
Here we benchmark the speed of each setup using the time taken to perform a standardised 
5000 iterations of Rietveld refinement of 547th subgroup in the Bi2Sn2O7 tree (1064 
parameters) fitting to both X-ray and TOF neutron powder diffraction data from command 
line with no graphical output. 
Table S 3: Speed of computational set-ups against a benchmarking test  
10. Comparison of Fit without Distortion Modes in Lattice Refinement Step 
Setup Details Time Taken (s)  
JSOE03-2014, TA v5 Dual Core 3rd generation i5 
processor (3.2 GHz) 
92.32 
JSOE02-2016, TA v6 Quad Core 6th generation i7 
processor (3.4 GHz) 
37.86 
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Figure S 3: Overlay plot showing combined X-ray / TOF neutron Rwp found for each of 
the 544 candidate subgroups for the exhaustive search process against β-Bi2Sn2O7 
diffraction data when distortion modes are and are not included in the lattice refinement 
step. An equivalent fit is found in both cases. 
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Figure S 4: Overlay plot showing combined X-ray / TOF neutron Rwp found for each of 
the 544 candidate subgroups for the exhaustive search process against α-Bi2Sn2O7 
diffraction data when distortion modes are and are not included in the lattice refinement 
step. An equivalent fit is found for all significant candidates. A slightly improved fit is 
obtained for some poor candidates when distortion modes are included. 
11. Obtaining the Highest Common Subgroup Setting of β- and α-Bi2Sn2O7 
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The following notes describe how to obtain equivalent and easily comparable mode-
amplitude descriptions of the α and β structures in their highest common subgroup, which is 
candidate #174.   
When artificially lowering the symmetry of both structures to the highest-common subgroup, 
it is important to choose matching distortion domains for them.  The #174 subgroup has 
1   =    distinct distortion domains: 12 external orientations of the supercell basis, 4 
origin shifts, and 2 internal orientations of the point group within the supercell.  To see a 
complete list, decompose the #174 candidate relative to the γ-parent in ISODISTORT and 
view the “Domains” output. 
i) Start by creating a candidate #174 .cif file. This can be done by outputting the .cif 
from a standard .inp format file created using the candidate #174 .str file. Set all 
displacive modes  to zero amplitude so that this is just the γ-parent structure in the 
artificially-low symmetry of candidate subgroup #174. 
ii) Load the β structure into ISODISTORT as the parent.  Then use Method 4 to 
decompose #174 relative to the β parent using basis = [(0,1/2,1/2),(-1,0,0),(0,0,1)] and 
a fixed origin of (1/4,-1/8,-1/8) so that origin_z doesn't slide.  The resulting unit cell 
should be a = 13.11003 Å, b = 7.57183 Å, c = 15.13246 Å, α = β = γ = 90˚.  Manually 
zero all of the mode amplitudes on the distortion page so that the parent β-structure is 
retained, and save as beta_st174_unshifted.cif. We now have recast the β-structure in 
the lower-symmetry of candidate-#174. 
iii)  Repeat the previous step for the α structure with the following modification: use basis 
= {(1,0,1),(0,1,0),(0,0,1)} and a fixed origin at (0,0,0) so that origin_x and origin_z 
don't slide, and name the output file alpha_st174_unshifted.cif.  The resulting unit cell 
should be a = 13.14432 Å, b = 7.54118 Å, c = 15.07672 Å, α = 90˚, β = 55.05408˚, γ 
= 90˚.  We now have recast the α-structure in the lower-symmetry candidate-#174 
setting with a lattice basis and origin to match those of the β structure. 
iv) In ISODISTORT load the γ-phase structure as the parent and use Method 4 to 
decompose beta_st174_unshifted.cif with basis = {(1,1/2,1/2),(0,1/2,-1/2),(0,1,1)}.  
Use the “View Distortion” output to visualise the results with “axes on”, and see that 
shifting the origin of beta_st174_unshifted by (0,0,+¼) in the coordinate system of 
#174 will overlay the β and γ origins. To implement the origin shift, load 
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beta_st174_unshifted.cif into ISOCIF and use “Change Lattice and Origin” to slide 
the origin by (0,0,+¼), saving the result as beta_st174.cif. Do the same for 
alpha_st174_unshifted.cif and save the result as alpha_st174.cif.  Because we have 
now overlayed the α and β origins with the γ origin, the ferroelectric GM4- mode 
amplitudes will not need to take on large values to compensate for an origin 
difference. 
v) Candidate #174 (space group Pc) lacks a point symmetry (two-fold rotation) present 
in the point group of its monoclinic lattice; this missing operator toggles the α or β 
models between two distinct internal-orientations within the same unit cell.  In order 
to make our comparison of the α or β-structures most effective, we want the features 
common to both structures to be in the same internal orientation.  We already have 
one orientation for β; to generate the other, load beta_st174 into ISOCIF, apply the 
missing two-fold rotation about the monoclinic b axis [{-1,0,0},{0,1,0},{0,0,-1}], and 
save the result as beta_st174_domain17.cif.  This internal orientation of β proves to 
best match to our α-structure file. 
vi) In ISODISTORT load the γ-structure as the parent, use Method 4 to decompose 
alpha_st174.cif relative to γ, and save the result as alpha_st174-gamma.str using the 
“TOPAS.STR” output option.  Then repeat for beta_st174_domain17.cif and save the 
result as beta_st174_domain17-gamma.str.  We can now perform a detailed 
comparison of the mode-amplitudes in these two .str files in an ascii text editor. 
vii) To readily visualize the differences between the α and β structures, use Method 4 in 
ISODISTORT to decompose beta_st174_domain17.cif relative to alpha_st174.cif 
with a unit basis and fixed origin at (0,0,0).  Then use the interactive “View 
distortion” option to animate the linear evolution from one to the other. 
viii)  To isolate the key differences between α and β, which primarily affect the O`Bi4/2 
network, decompose the beta_st174_domain17.cif and alpha_st174.cif structures 
relative to γ parent in separate browser windows.  Use the grey irrep-master sliders at 
the bottom of the interactive slider panel to turn off all but the L2+ and GM5+ 
distortions, and individually explore the effects of the L2+ and GM5+ contributions to 
either structure (using the appropriate irrep-master sliders). 
 
12. Expanded View of β-, α- and γ-Bi2Sn2O7 Distorted Structures 
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90
109.5
β-Bi2Sn2O7 α-Bi2Sn2O7 γ-Bi2Sn2O7  
Figure S 5: Views of Bi2O` framework tetrahedral rotations dominated by 𝚪𝟓
− and 𝐋𝟐
+ 
modes in α- and β-Bi2Sn2O7 shown in the common subgroup setting of candidate #174.  
Top view is down [0 1 0], middle view down [-2 0 1], lower view down [-2 0 3]; these 
correspond to [-1 0 1], [1 -1 1] and [111] of parent structure. Bi and O` atoms are shown 
in yellow and blue respectively. The undistorted γ-Bi2Sn2O7 is also shown for 
comparison. 
13. ISODISTORT Process for ZrP2O7 𝑷𝒂𝟑 to P1 Subgroup Tree 
i) Go to http://stokes.byu.edu/iso/isodistort.php 
ii) Load Pa-3_real_parent.cif into ISODISTORT and click “OK” 
iii)  Under “Types of distortion to be considered” uncheck strain modes and click 
“Change” 
iv) Under Method 3 enter space group P1 and basis = {(3,0,0),(0,3,0),(0,0,3)} and click 
“OK” 
v) On the distorted structure page select “1 P1, basis={(0,0,3),(0,3,0),(-3,0,0)}, 
origin=(0,0,0), s=27, i=648” and click “OK” 
vi) To obtain the subgroup tree, scroll to the bottom of the page and check the “Generate 
TOPAS.STR output for subgroup tree” box. Then return to the top of the page, check 
the “Subgroup tree” radio button, and click “OK”. 
 
14. Methodology for Decomposition of Artificial 𝑭𝒎?̅?𝒎 Parent to Real 𝑷𝒂?̅? 
Parent 
To decompose  𝐹𝑚3̅𝑚 parent relative to 𝑃𝑎3̅ parent: 
i) Go to http://stokes.byu.edu/iso/isodistort.php 
ii) Load aristo_Zr225.cif into ISODISTORT and click “OK” 
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iii)  Under “Types of distortion to be considered” uncheck strain modes and click 
“Change” 
iv) Under Method 4 load Pa-3_real_parent.cif and click “OK” 
v) On the distorted structure page select “{(1,0,0),(0,1,0),(0,0,1)}” from the dropdown 
list and click “OK” 
vi) On the distortion page check the CIF file radio button and click “OK”. Rename this 
resulting CIF aristo_Zr225-pa-3_real_parent.cif 
To obtain Pbca child structure: 
vii) Go back to http://stokes.byu.edu/iso/isodistort.php 
viii)  Load aristo_Zr225-pa-3_real_parent.cif into ISODISTORT and click “OK” 
ix) Under “Types of distortion to be considered” uncheck strain modes and click 
“Change” 
x) Under method 3 enter space group Pbca and basis = {(3,0,0),(0,3,0),(0,0,3)} and click 
“OK” 
xi) On the distorted structure page select “61 Pbca, basis={(3,0,0),(0,3,0),(0,0,3)}, 
origin=(0,0,0), s=27, i=81” 
xii) On the distortion page check the CIF file radio button and click “OK”. Name it 
aristo_Zr225-pa-3_real_parent-Pbca_3x3x3.cif 
xiii)  Go to http://stokes.byu.edu/iso/isodistort.php 
xiv) Load aristo_Zr225.cif into ISODISTORT and click “OK” 
xv) Under “Types of distortion to be considered” uncheck strain modes and click 
“Change” 
xvi) Under Method 4 load aristo_Zr225-pa-3_real_parent-Pbca_3x3x3.cif and click “OK” 
(you may need to check the site labels match) 
xvii) On the distorted structure page select basis={(3,0,0),(0,3,0),(0,0,3)} from the 
dropdown list and click “OK” 
xviii)  On the distortion page check the topas.str radio button and click “OK” to obtain child 
structure with artificial to real parent modes. 
To obtain P1 child structure: 
xix) Go to http://stokes.byu.edu/iso/isocif.php 
xx) Load aristo_Zr225-pa-3_real_parent-Pbca_3x3x3.cif into ISOCIF and click “OK” 
xxi) Click the “Reduce Symmetry to P1” button” 
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xxii) Click “Save CIF file” at the bottom of the page and name it aristo_Zr225-pa-
3_real_parent-P1_3x3x3.cif 
xxiii)  Repeat steps 13-18 using aristo_Zr225-pa-3_real_parent-P1_3x3x3.cif in step 16 and 
selecting basis={(0,0,3),(0,3,0),(-3,0,0)} in step 17. 
15. ISODISTORT Process for ZrP2O7 𝑭𝒎?̅?𝒎 to P1 Subgroup Tree 
1. Go to http://stokes.byu.edu/iso/isodistort.php 
2. Load aristo_Zr225.cif into ISODISTORT and click “OK” 
3. Under “Types of distortion to be considered” uncheck strain modes and click 
“Change” 
4. Under Method 3 enter space group P1 and basis = {(3,0,0),(0,3,0),(0,0,3)} and click 
“OK” 
5. On the distorted structure page select “1 P1, basis={(0,0,3),(0,3,0),(-3,0,0)}, 
origin=(0,0,0), s=108, i=5184” and click “OK” 
6. To obtain the subgroup tree, scroll to the bottom of the page and check the “Generate 
TOPAS.STR output for subgroup tree” box. Then return to the top of the page, check 
the “Subgroup tree” radio button, and click “OK”. 
16. Reduce RT (Ce0.78La0.22)2O2MnSe2 / Ce2O2Fe0.75Zn0.25Se2 to Shubnikov Group 
1.1 in ISODISTORT 
1. Go to http://stokes.byu.edu/iso/isodistort.php  
2. Click browse, load find_mag_cmca_01.cif / Ce2O2Fe0_75Zn0_25Se2_CIF.cif and 
click “OK” 
3. Under “Types of distortions to be considered” uncheck strain modes and check Ce and 
Mn / Fe magnetic modes and then click “Change”. As the distortion from RT to LT 
structure is entirely magnetic, you may uncheck all the displacive distortions but the 
magnetic GA tutorial explains how you can decide whether to include the displacive 
modes in the GA if you retain them. 
4. On the distorted structure page select the option “1.1 P1, basis={(0,0,1),(0,1,0),(-
1,0,0)}, origin=(0,0,0), s=2, i=32” and click “OK”  
5. On the distortion page check the “TOPAS.STR” button and and click “OK” 
17. Determine Magnetic Space Group by Superposing Irrep in ISODISTORT for 
(Ce0.78La0.22)2O2MnSe2 / Ce2O2Fe0.75Zn0.25Se2 
1. Load find_mag_cmca_01.cif / Ce2O2Fe0_75Zn0_25Se2_CIF.cif into ISODISTORT 
and click “OK” 
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2. Under “Types of distortions to be considered” uncheck all types except for magnetic 
Ce and Mn / Fe modes 
3. Under Method 2 choose the Y point from the drop down list and click “OK” 
4. On the distorted structure page select mY2- / mY1+ from the drop down list and click 
“OK” 
5. On the order parameter direction page select “P1 (a) 62.455 P_Cnma, 
basis={(0,1,0),(1,0,0),(0,0,-1)}, origin=(1/4,1/4,0), s=2, i=2, k-active= (1,0,0)” / “P1 
(a) 53.335 P_Cmna, basis={(1,0,0),(0,0,1),(0,-1,0)}, origin=(0,0,0), s=2, i=2, k-active= 
(1,0,0)” and click “OK” 
6. On the distortion page check the “TOPAS.STR” radio button and click “OK” to obtain 
a structure file 
18. Magnetic GA Tutorial 
A full tutorial for using a GA to search magnetic space group symmetry using 
(Ce0.78La0.22)2O2MnSe2 as an example is available at 
https://community.dur.ac.uk/john.evans/topas_workshop/tutorial_GA_magnetic.htm 
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Guide to e-Appendixes 
A DVD is attached to this thesis containing the following: 
1. P1 child RT and P4 child HT WO3 fits with fixed non-structural parameters 
extracted 
The baseline .inp file for RT / HT WO3 searches is in: e-appendix\1\RT_WO3_child_fit.inp/ 
HT_WO3_child_fit.inp. 
2. Exhaustive Search Script 
This is an exhaustive search python script with line by line comments showing subgroups 
structural information is added to start files, refined in TA and outputs collected in iterative 
fashion. It can be found in: e-appendix\2\All_in_one_Exhaustive_Searcher_4.py. 
3. Subgroups in the WO3 RT Tree 
A table listing all candidates in the RT WO3 exhaustive search tree can be found in e-
appendix\3\WO3 RT Subgroups.docx. 
4. Subgroups in the WO3 HT Tree 
A table listing all candidates in the HT WO3 exhaustive search tree can be found in e-
appendix\4\WO3 HT Subgroups.docx. 
5. Convergence Cycles in the WO3 RT Search 
A table of statistics from each convergence cycle in the RT WO3 search can be found in e-
appendix\5\WO3 RT Convergences.docx. 
6. Convergence Cycles in the WO3 HT Search 
A table of statistics from each convergence cycle in the HT WO3 search can be found in e-
appendix\6\WO3 HT Convergences.docx. 
7. P1 Child Fits to β- and α-Bi2Sn2O7 
The baseline .inp file for the fit of the P1 Bi2Sn2O7 child to both β- and α- data can be found 
in e-appendix\7\beta\topas0547_best.inp and e-appendix\7\alpha\topas0547_best.inp 
respectively. 
8. Subgroups in the Bi2Sn2O7 tree 
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A table listing all candidates in the Bi2Sn2O7 exhaustive search tree can be found in e-
appendix\8\Bi2Sn2O7 Subgroups.docx. 
9. Convergence Cycles in the β-Bi2Sn2O7 Search 
A table of statistics from each convergence cycle in the β-Bi2Sn2O7 search can be found in e-
appendix\9\beta Bi2Sn2O7 Convergencess.docx. 
10. Convergence Cycles in the α-Bi2Sn2O7 Search 
A table of statistics from each convergence cycle in the α-Bi2Sn2O7 search can be found in e-
appendix\10\alpha Bi2Sn2O7 Convergencess.docx. 
11. Distorted β- and α-Bi2Sn2O7 Structure Files for ISODISTORT Visualisation 
A series of distortion files can be found in e-appendix\11 including: 
i) alpha_st174-gamma_distortion.txt (the alpha structure in common subgroup 
setting). 
ii) beta_st174_domain17-gamma_distortion.txt (the beta structure in common 
subgroup setting). 
iii)  bi2o_gamma_alpha_st174_bi4o_distortion.txt (equivalent alpha structure 
focussing on Bi2O` framework). 
iv) bi2o_gamma_beta_st174_domain17_bi4o_distortion equivalent beta structure 
focussing on Bi2O` framework). 
 
12. Subgroups in ZrP2O7 𝑷𝒂?̅? to P1 Subgroup Tree  
A table listing all candidates in the ZrP2O7 𝑃𝑎3̅ to P1 exhaustive search tree can be found in 
e-appendix\12\ZrP2O7 Subgroups.docx. 
13. All Distortion Modes Available to ZrP2O7 P1 Child 
A table listing all distortion modes available to ZrP2O7 in the rotational mode decomposition 
and their amplitude in our 93 mode model can be found in e-appendix\13\ZrP2O7 Distortion 
Modes.docx. 
14. All Distortion Modes Available to (Ce0.78La0.22)2O2MnSe2 Magnetic Space 
Group 1.1 Child 
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A table listing all distortion modes available to (Ce0.78La0.22)2O2MnSe2 in the magnetic mode 
decomposition and their amplitude in the magnetic space group 62.455 model can be found in 
e-appendix\15\Ce0_78La0_22OMn0_5Se Distortion Modes.docx. 
15. All Distortion Modes Available to Ce2O2Fe0.75Zn0.25Se2 Magnetic Space 
Group 1.1 Child 
A table listing all distortion modes available to Ce2O2Fe0.75Zn0.25Se2 in the magnetic mode 
decomposition and their amplitude in the magnetic space group 53.335 model can be found in 
e-appendix\15\Ce2O2Fe0_75Zn0_25Se2 Distortion Modes.docx. 
16. Magnetic Space Group 1.1 Ce2O2Fe0.75Zn0.25Se2 model  
The baseline .inp file for the fit of the magnetic space group 1.1 Ce2O2Fe0.75Zn0.25Se2 child 
model can be found in e-appendix\14\Ce2O2Fe0_75Zn0_25Se2_CIF-
magSG_1pt1_all_modes.inp. 
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ABSTRACT: A number of LnOCuCh (Ln = La−Nd, Bi; Ch = S,
Se, Te) compounds have been reported in the literature built from
alternating layers of ﬂuorite-like [Ln2O2]
2+ sheets and antiﬂuorite-
like [M2Se2]
2− sheets, where M is in the +1 oxidation state leading
to full occupancy of available MSe4/2 tetrahedral sites. There is also
a family of related LnOM0.5Se (Ln = La & Ce, M = Fe, Zn, Mn &
Cd) compounds built from alternating layers of [Ln2O2]
2+ sheets
and [MSe2]
2− sheets, where M is in the +2 oxidation state with half
occupancy of available tetrahedral sites and complex ordering
schemes in two dimensions. This paper reports a new family of
compounds containing both +1 and +2 metal ions in the
La2O2Cu2−4xCd2xSe2 family. We show how Cu
1+ and Cd2+ ions
segregate into distinct fully occupied and half occupied checker-
board-like layers respectively, leading to complex long-range
superstructures in the third (stacking) dimension. To understand the structure and microstructure of these new materials we
have developed and implemented a new methodology for studying low and high probability stacking faults using a Rietveld-
compatible supercell approach capable of analyzing systems with thousands of layers. We believe this method will be widely
applicable.
■ INTRODUCTION
Mixed-anion materials display a wealth of fascinating
exploitable properties based on their superconductivity,
thermoelectric behavior, optical properties, intercalation and
ion-exchange chemistry, magnetism, and others.1−14 These
properties are, of course, intimately related to their 3D
structure and inﬂuenced by the speciﬁc architectures enforced
or enabled by the simultaneous bonding requirements of
diﬀerent cation/anion combinations. We have previously
described how combining rigid-geometry oxide building blocks
with more ﬂexible or adaptive chalcogenide layers can lead to
inﬁnitely adaptive structures with remarkable structural
complexity (though governed by simple rules) in two
dimensions.14,15 Here we show that this complexity can be
extended to three dimensions in a new family of mixed-metal
oxychalcogenides. We unravel their crystal chemistry from
powder diﬀraction studies, despite stacking faults leading to
nonroutine peak shapes. We show how it is possible to
reproduce these complex experimental observations in a
quantitative Rietveld approach using a simple two-parameter
description across the entire structural series.
The compounds we report are structurally related to
LnOCuCh (Ln = La−Nd, Bi; Ch = S, Se, Te) materials16,17
(though we use a doubled La2O2Cu2Ch2 formula for
convenience in most of the paper). These adopt the tetragonal
ZrCuSiAs structure, space group P4/nmm (Figure 1, left). The
structure is built up from alternating layers of ﬂuorite-like
[Ln2O2]
2+ sheets and antiﬂuorite-like [Cu2Ch2]
2− sheets. The
oxidation state of Cu within these structures is +1, with full
occupancy of available tetrahedral sites. These materials are of
particular interest for their unusual optical/electronic properties
combining high transparency and high electronic conductivity.
For example, the La compounds are wide band gap systems
(3.1/2.8 eV for S/Se) with p-type conductivity up to 910 S
cm−1. The high conductivity arises from either Cu vacancies or
Sr doping generating holes at the largely Cu 3d/Se 4p derived
valence band maximum.16−20 Strong blue to UV emission is
also observed and a room temperature blue emitting diode has
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been demonstrated.21 Recently the low thermal conductivity
and relatively high electrical conductivity of BiOCuSe (σ ≈ 10
S cm−1, κ = 1.0 W m−1 K−1) have created signiﬁcant interest in
thermoelectric applications and = α σκ( )zT T
2
values up to 1.4
have been reported.5−7 Perhaps the most famous compounds
with this structure type are derived from LaOFeAs,
and16−20superconduct at temperatures up to 55 K.1,2
We and others have recently reported the structures of a
range of related compounds containing 2+ metals, where
charge balance leads to half the available metal sites in the
tetrahedral layers being occupied and composition
Ln2O2MSe2.
13−15,22−27 In the case of M = Cd this leads to
the simple checkerboard (or Z4
−) ordering pattern of Figure 1 in
which tetrahedra are exclusively corner-shared.23 In other
systems (M = Fe, Mn, Zn, Cd and combinations thereof), the
high rigidity of the [Ln2O2]
2+ layer can be used to tune the M2+
architecture from exclusively corner-sharing (e.g., La/Cd) to
exclusively edge-sharing (e.g., Ce/Fe). Between these extremes,
we can generate compounds with diﬀerent corner- to edge-
sharing (C:E) integral ratios such as 5:1 (e.g., (Ce,La)/Mn),
4:1 (e.g., Ce/Zn), 3:1 (e.g., La/Zn) as well as incommensurate
intermediate structures.14,15 As such, we can prepare an
inﬁnitely adaptive series with large and complex superstructures
in the ab plane.
In this work, we report the synthesis and characterization of
the ﬁrst M1+/M2+ systems, the LaOCu1−2xCdxSe or
La2O2Cu2−4xCd2xSe2 family. We again ﬁnd a remarkable degree
of long-range cation ordering, this time along the c-axis of the
structures and show that we can access each of the new
structure types shown schematically in Figure 2 for x = 0 (all
Cu) to x = 0.5 (all Cd). As might be anticipated for layered
materials with long-range periodicities, a variety of low-level
stacking faults are suggested by the widths and asymmetry of
weak superstructure peaks in the powder pattern that evidence
this ordering. To derive full information on both the structure
and microstructure of these materials has required development
Figure 1. ZrCuSiAs-derived structures reported for (left)
La2O2Cu2Se2, P4/nmm symmetry, (right) La2O2CdSe2, P42/nmc
symmetry. Top ﬁgures show the ﬂuorite-like sheets of edge-sharing
Ln4O tetrahedra (red) and antiﬂuorite-like sheets of MSe4 tetrahedra
(orange/blue). Bottom ﬁgures are the view down [001], showing the
arrangement of MSe4 tetrahedra. La
3+ cations are shown in green, O2−
anions in red, Cu1+ cations in orange, Cd2+ cations in blue, and Se2−
anions in yellow.
Figure 2. Schematic showing the unique crystallographic layers in samples prepared in the La2O2Cu2−4xCd2xSe2 solid solution. The c axis length
relative to a Ln2O2Cu2Ch2 subcell model is shown along with the fraction of pa and pb-type faults present (discussed later in the text). Direction of
blue hatching reﬂects diﬀerent positions in the ab plane of Cd-centered tetrahedra.
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of a DIFFaX-like28 approach to the treatment of stacking faults
in a Rietveld reﬁnement. We demonstrate for the ﬁrst time that
this approach is both possible and highly eﬀective with models
containing thousands of stacked layers and show how it leads to
a simple description of the diﬀraction patterns of all the
materials using two faulting probabilities.
Structure faults of this type are extremely common in a range
of diﬀerent materials and can have signiﬁcant impact on their
properties and function.29 Examples include a wide range of
battery materials,30−36 zeolites,37−44 metals,45,46 clays,47,48
diamond,49,50 ice,50,51 nitrides,52−54 carbides,55−57 catalysts,58
layered hydroxides, and other intercalation/ion-exchange
hosts.59−62 The Rietveld method we describe will be applicable
to all these systems and will allow detailed and precise
information to be obtained on the structure of individual phases
and quantiﬁcation of phase mixtures and their evolution in
operando.
■ EXPERIMENTAL SECTION
Fifteen samples in the La2O2Cu2−4xCd2xSe2 solid solution were
prepared as polycrystalline powders. All samples were prepared
according to the equation below, using the following reagents: La2O3
(99.99%, Sigma-Aldrich, heated to 1000 °C before use), Cu (99.9%,
Alfa Aesar), Cd (99.5%, Alfa Aesar), Se (99.999%, Alfa Aesar), Al
(99.5%, Alfa Aesar).
+ − + + +
→ +−
x xLa O (2 4 )Cu 2 Cd 2Se
2
3
Al
La O Cu Cd Se
1
3
Al Ox x
2 3
2 2 (2 4 ) 2 2 2 3
Reagents were intimately ground and placed in an alumina crucible. Al
powder (10% molar excess) was placed in a second alumina crucible to
act as an oxygen getter, forming Al2O3 during the reaction. These two
crucibles were placed in an evacuated (<1 × 10−3 atm) silica tube and
slowly heated to a ﬁnal dwell temperature of 1100 °C for 12 h, before
cooling to room temperature.
For Rietveld analysis, X-ray data were collected on the powder
diﬀraction beamline at the Australian synchrotron. Samples were
loaded in a 0.3 mm capillary, and data collected using the Mythen
microstrip detector from 1−81° 2θ with a wavelength of 0.6354462(7)
Å. To cover the gaps between detector modules, 2 data sets were
collected with the detector set 0.5° apart and then merged to a single
data set using in-house data processing software, PDViPeR. Standard
Rietveld reﬁnements were performed using the Academic version of
the TOPAS software.63−65
Stacking faults leading to broadening and asymmetry of peaks in the
powder diﬀraction patterns were investigated using a DIFFaX-like
Rietveld approach in TOPAS. Details of the method are included in
the Results and Discussion section. In brief, the crystal structure is
described in terms of layers containing ﬁxed blocks of atoms. These
are stacked on top of each other in a supercell of the basic 9 Å cell of
La2O2Cu2Se2 using the format deﬁned in the Topas manual.
64 This
description allows signiﬁcant simpliﬁcation of structure factor
calculations. The vectors describing possible transitions between
layers and the probability rules for diﬀerent layer-to-layer transitions
are included in the TOPAS input ﬁle using a format similar to that of
the DIFFaX software package. An external Python routine reads this
information and produces a series of input ﬁles for Rietveld reﬁnement
in which stacking probabilities are systematically varied. The Python
script submits each stack to TOPAS for Rietveld reﬁnement and
analyses and tabulates fault distributions and the model’s ﬁt to the
diﬀraction data. A large number of diﬀerent layer types can be stacked
with up to six independent layer-to-layer probabilities pn which are
expressed symbolically using the format pa, pb, 1−pa, 1−pa−pb, etc.,
such that the sum of probabilities from any layer is 1.0. This gives
suﬃcient ﬂexibility to deﬁne a variety of diﬀerent faults and memory
eﬀects. Recent speed enhancements made in TOPAS v6 mean that we
could explore large supercells with low probability faults. We discuss
investigations on supercells with up to 5000 layers, c-axis dimensions
up to 35 000 Å and up to 28 000 atoms in the primitive unit cell. Note
that despite the large number of atoms in a supercell description, the
linking of coordinates between diﬀerent layers means that complex
structural descriptions are possible with a small (e.g., just one or two
stacking fault probabilities) number of additional parameters.
■ RESULTS AND DISCUSSION
Stacking Fault Methodology. The powder diﬀraction
data of several of the new compounds described below showed
signiﬁcant hkl-dependence to peak widths and/or marked
Warren-like66 peak shapes, which are suggestive of stacking
faults.67 Such faults are commonly found in layered materials,
and although there have been various analytical and computa-
tional approaches to quantify them, readily accessible Rietveld-
like approaches are limited. One implementation is the DIFFaX
+ suite of Leoni et al., which places the Treacy, Newsam and
Deem DIFFaX algorithm in a least-squares framework to allow
reﬁnement of stacking fault probabilities, though the approach
is computationally demanding.68 A second is the FAULTS
approach of Casas-Cabanas et al.69 To fully characterize our
materials we have therefore developed and applied a DIFFaX-
like28 methodology for Rietveld reﬁnement in the TOPAS suite
which oﬀers signiﬁcant speed and ﬂexibility advantages over
previous approaches. It allows analysis of stacking faults
alongside all the other features of TOPAS (multiphase,
multidata set, user-deﬁned ﬁtting functions and convolutions,
parametric reﬁnements, symmetry mode reﬁnements, magnet-
ism, etc.). Our method builds on the supercell approach
described by Ufer and co-workers47,48,70 which has been
applied in a Rietveld-like context for systems with a limited
number of layers by Wang and Bette.71,72 In this method the
structure is described in terms of a stack of individual layers in a
supercell deﬁned along the c-axis of the basic crystallographic
cell. Individual layers in this supercell may diﬀer in terms of
chemical composition, internal structure or overall position in
x, y or z relative to a reference layer. For a perfect or unfaulted
stacking sequence the calculated pattern from the supercell will
be identical to a conventional crystallographic subcell
description (as all supercell reﬂections will have zero intensity).
As faults are introduced into the stack, the superposition of
multiple closely spaced supercell reﬂections will sum to
produce the complex peak shapes observed experimentally.
By embedding this in a Rietveld package such as TOPAS, one
can obtain simultaneous information about structure and
microstructure of new materials. In our implementation the
probabilities pn of layer-to-layer transitions are deﬁned using a
probability matrix of the format deﬁned in the DIFFaX software
package of Treacy et al.28 A python routine reads this matrix
and produces an input ﬁle suitable for Rietveld reﬁnement in
TOPAS. For structures containing layers of diﬀerent chemical
composition, the user can control the overall composition.
One of the major issues with this approach has been the size
of the supercell that can be used. There are many potential
advantages of using a large supercell: low probability stacking
faults can be identiﬁed, the closely spaced hkl reﬂections better
approximate the continuous diﬀuse scatter expected in
reciprocal space, and an individual supercell description is
likely to be a good statistical approximation of the ensemble of
diﬀerent crystallites contributing to the powder pattern. There
are, however, signiﬁcant computational bottlenecks associated
with calculating the powder pattern from a large supercell, in
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particular the large number of reﬂections that must be summed
to produce the calculated pattern, ycalc. In previous work, this
has required handling 00l and hk0 reﬂections separately for
turbostratic systems,47,48 or the use of relatively small supercells
to approximate materials.71,72 In this work, we have introduced
new approximations to the Rietveld method which circumvent
this problem. The most signiﬁcant of these impacts the peaks
buﬀer. TOPAS uses a peaks buﬀer for computational eﬃciency
when calculating peak shapes over a deﬁned narrow 2θ range.
Peak shapes only need to be calculated for reﬂections at the
start and end of a 2θ range; these end peaks are then
interpolated or stretched to realize intervening peaks, leading to
signiﬁcant speed gains. Peaks invariably comprise the
convolution of instrument and sample aberrations with the
emission proﬁle to form the ﬁnal peak shape. The number of
peaks stored in the peaks buﬀer (or the number of 2θ ranges
needed to ﬁt the whole pattern) is determined by looking at
allowed changes in these aberrations as a function of 2θ. When
changes exceed predeﬁned limits a new 2θ range is created.
These predeﬁned aberration limits can be modiﬁed but in
practice this is rarely done because of the complexity of the
procedure. In cases where aberrations are hkl-dependent,
anisotropic peak broadening for example, TOPAS traditionally
eliminates the peaks buﬀer and instead a new peak is calculated
for each reﬂection regardless of any similarities in peak shapes.
This process works well in typical Rietveld reﬁnements where a
few hundred to maybe a few thousand reﬂections are present.
In the present work, supercells can result in hundreds of
thousands to even millions of hkl reﬂections each potentially
having a unique peak shape due to a hkl-dependent aberration.
To speed up the process TOPAS now allows tolerances to be
deﬁned at the parameter level with subsequent peak groupings
handled automatically. Parameters can, for example, correspond
to peak positions, peak widths, or even the magnitude of any
hkl-dependent function. Multiple criteria can be used where
peak groups can be further subdivided. The net result is that a
whole pattern can be described using hundreds rather than
hundreds of thousands of peaks.
An additional speedup in calculation comes at the stage
where the reduced number of peaks is summed onto the
diﬀraction pattern. For a sequence of closely spaced hkl
reﬂections belonging to a particular group the peak intensities
are apportioned to a pair of hkl reﬂections at the start and end
of the sequence. The ﬁnal result is the ability to synthesize
diﬀraction patterns in a fraction of the time with little or no loss
in precision, allowing Rietveld reﬁnement with very little
impact on the ﬁt quality or the derived parameters. Of equal
importance is the reduction in computer memory usage
realized through the reduction in the size of the peaks buﬀer;
Rietveld reﬁnement without such a reduction in memory would
not otherwise be possible.
As an illustration of this approach we used the test input ﬁle
dia.dat distributed with the DIFFaX suite to calculate the
expected powder pattern for a sample of stacking-faulted
diamond containing intergrowths of the cubic diamond and
hexagonall lonsdaelite forms with a 0.7 probability (pa) of ideal
c−c and h−h stacking and a 0.3 probability (1−pa) of h−c or
c−h faults. This example is discussed in the literature and
produces the complex peak shapes shown in Figure 3.28 These
simulated data were then ﬁtted using our Rietveld approach
with a supercell containing 5000 carbon layers and unit-cell
parameters a = 2.518, b = 2.518, c = 10292 Å, giving a total of
236884 predicted hkl reﬂections from 10 to 150° 2θ. As
described in the DIFFaX manual, this cell is a superstructure of
the hexagonal setting of the diamond cell, with a 5000 ×
2.05859 Å supercell along the c-axis (parallel to [111] of the
cubic cell). Using the peaks buﬀer approach the pattern could
be well-approximated using just 285 hkl reﬂections with no
change in Rwp. Figure 3a shows the Rietveld ﬁt for this model
using just 7 reﬁned parameters (1 scale, 2 isotropic peak shape
parameters, 4 background terms) for a faulting probability of pa
= 0.7. An excellent agreement is observed between the
simulated data and the Rietveld ﬁt, and the complex peak
shapes are extremely well reproduced.
Figure 3b shows the Rietveld agreement factor Rwp as the
stacking fault probability pa is systematically varied from 0.5 to
1.0. A clear minimum in Rwp is found at pa = 0.7 showing that
the fault probability can be well quantiﬁed for this system. To
produce this ﬁgure two methods were used. In a ﬁrst run 500
models were tested as pa was changed in steps of 0.01. In a
second run, 50 repeat stacks were analyzed at pa values from
0.50 to 0.95 in 0.05 steps. The vertical scatter in Rwp above the
minimum therefore gives an indication of how diﬀerent stacks
produced using the same stacking probability inﬂuence Rwp.
The scatter in Rwp (standard deviation 0.1 close to the pa
minimum) shows that a 5000 layer stack gives a good statistical
model for the inﬁnite stack simulated by DIFFaX. These
calculations can be performed rapidly on a modest PC. On an
i7 3.4 GHz single core desktop computer each Rietveld cycle
took <0.35 s with a peak memory use of 110 Mb such that the
1000 repeat reﬁnements of Figure 3b took around 3 h. Without
the peak buﬀer improvements, 2.9 Gb of memory is needed
even for this simple system and cycles are 10 times slower.
Using fewer layers in the Rietveld model gives an increase in
the Rwp spread, but the minimum remains reasonably deﬁned
even with only 100 layers. The increased spread of Rwp arises
due to the diﬀerent superstructure peak intensities from
diﬀerent speciﬁc layer sequences in the stacks. When
investigating low probability faults in small stacks it is important
to ﬁt multiple stacks generated with a given set of transition
probabilities to the diﬀration data. The best ﬁt to the data is
typically achieved by averaging the calculated patterns of
multiple models to better represent the ensemble of crystallites
in a sample.67 This approach was applied to the diﬀerent
La2O2Cu2−4xCd2xSe2 phases prepared in this work.
Figure 3. (a) Stacking mode Rietveld ﬁt to a DIFFaX-simulated
powder pattern of faulted cubic/hexagonal diamond. 5000 layers with
a fault probability of 0.7 give excellent agreement to the simulated
data. The blue “bar” at the bottom of the ﬁgure represents tick markers
for each of the 236884 hkl reﬂections predicted over this 2θ range. (b)
Dependence of Rwp on pa. Gray open points are a series of stacks with
diﬀerent pa; closed red points are a series of 100 repeat stacks at
discrete pa values.
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New La2O2Cu2−4xCd2xSe2 Materials. Samples across the
La2O2Cu2−4xCd2xSe2 solid solution were synthesized over 12 h
at 1100 °C with an aluminum oxygen getter to control oxygen
composition. La2O2Cu2Se2 and La2O2CdSe2 were colored khaki
and sienna, respectively, whereas all other samples were yellow-
ochre. These colors are shown visually in the Table S1.
Powder X-ray diﬀraction data showed that in all cases,
layered ZrCuSiAs-related phases had formed with a unit cell a =
b ≈ 4 Å, c ≈ 9 Å (the subcell), explaining the main peaks
present. Weak additional reﬂections were observed at low
angles for all samples (with the exception of Ln2O2Cu2Ch2,
where full occupancy of the Cu site gives no supercell
reﬂections), which could not be attributed to known impurity
phases. It is shown below that these arise from transition metal
ordering. The layered phases account for >98.5% weight
percentage in all the new compounds prepared, with a minor
La2O2Se impurity. Table S2 gives the weight percentages of the
phases formed for all samples.
Unit cell volumes (Figure 4) showed a smooth variation
across the series suggesting a smooth change in structure with
composition. The a cell parameter remains relatively
unchanged across the series (see Figure S1), whereas the c-
axis expands rapidly. As in related materials, this shows the high
rigidity of Ln2O2 layers relative to MnSe2 layers. The
compositions we discuss in detail below contained a single
layered phase (the red points of Figure 4). For some other
compositions we see evidence of phase segregation. For
example at a nominal x = 0.45 we see three similar layered
phases with cell volumes corresponding to x = 0.4, x = 0.46,
and x = 0.5 in a ∼ 5:14:1 ratio as indicated by the three vertical
gray points for this nominal composition. This implies an
inherent stability of the ordered structures shown in Figure 2
and discussed below.
x = 0 (all Cu) and x = 1 (all Cd). La2O2Cu2Ch2 and
La2O2CdSe2 end members were synthesized and diﬀraction
data were fully consistent with the structures previously
reported in the literature and shown in Figure 1. PXRD data
are included in Figure 12. Minor (2%) impurities are present in
the Cd end member under these synthetic conditions. Fully
pure samples can be made at 950 K.23 For this work, we
deliberately chose a single set of synthesis conditions for all
compositions.
x = 0.25 La2O2CuCd0.5Se2 (1Cu/1Cd layer). Synchrotron
data of the x = 0.25 composition showed that a layered
ZrCuSiAs-related phase had formed with a unit cell a = b = 4.07
Å, c = 9.05 Å (the subcell), explaining the main peaks present.
Figure 5a shows a La2O2Cu2Se2 model, P4/nmm (red) reﬁned
against the experimental data (blue). Weak additional
reﬂections are clearly observed. Figure 5b shows a reﬁned
La2O2CdSe2 model, space group P42/nmc, which ﬁts some but
not all of the supercell reﬂections.
The ionic radii of Cu1+ and Cd2+ ions diﬀer considerably;
Shannon’s tables give values of 0.6 and 0.78 Å for Cu1+ and
Figure 4. Variation in cell volume of phases formed across the
La2O2Cu2−4xCd2xSe2 solid solution. Red and gray circles are explained
in the text.
Figure 5. Rietveld reﬁnement proﬁles of synchrotron powder
diﬀraction data for La2O2CuCd0.5Se2 using the structural models
discussed in the text. The correct model is that given in Figure 6, right.
A √I y-scale is used to emphasize the weaker supercell reﬂections.
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Cd2+, respectively.73 Models were therefore investigated which
have Cu and Cd in distinct layers. If this occurs, a sample with
composition La2O2CuCd0.5Se2 would need to have a 1:1 ratio
of Cu1+ layers (fully occupied) to Cd2+ layers (half occupied).
Perhaps the most likely structural model of this sort would have
alternating Cu and Cd layers, with the Cd occupying alternate
checkerboard sites either side of a given Cu layer. This model is
shown in Figure 6 (left), and would have space group P42/nmc.
Figure 5c shows this model reﬁned against the experimental
data, but it is clearly incorrect.
A second possible model would also have alternating Cu and
Cd layers, but with the Cd occupying the same sites either side
of a given Cu layer, shown in Figure 6 (right), space group
P4 ̅m2. Figure 5d shows this model reﬁned against the
experimental data. It provides an excellent ﬁt. Full crystallog-
rahic details of the ﬁnal model (and other reﬁnements in the
paper) are included as Table S3.
Cd-Rich Samples: x = 0.333, 0.375, 0.4, 0.45 (1Cu/2Cd,
1Cu/3Cd, 1Cu/4Cd, 1Cu/9Cd). Compounds expected to
contain more Cd than Cu layers were investigated for x =
0.333, 0.375, 0.4, and 0.45. In all cases the formation of
La2O2Cu2Se2-derived phases was clear from powder diﬀraction
data. For x = 0.333 a model was constructed with a 1:2 ratio of
Cu:Cd layers, with Cd occupying equivalent sites either side of
a given Cu layer as suggested by the x = 0.25 structure, and
opposite sites when in adjacent layers as found in La2O2CdSe2
(Figure 7a) This leads to space group P42/nmc.
On initial inspection, the reﬁned model seems to provide a
satisfactory ﬁt to experimental data (Figure 8a), with Rwp =
5.92%. However, upon closer inspection, several of the weak
supercell peaks show minor discrepancies in both peak intensity
and widths (Figure 8b, peaks marked with arrows). Note that
Figure 8 is drawn with a√I scale such that these reﬂections are
∼0.25% of the strongest subcell reﬂections.
Analysis of individual reﬂections showed a clear broadening
of all hkl reﬂections where l ≠ 3n. Therefore, an additional
parameter was introduced to model antiphase domain walls
perpendicular to c*, using the approach employed in the
reﬁnements of MgB2H8,
74 but with an l = 3n condition. This
leads to an improved ﬁt of supercell reﬂections (Figure 8c), Rwp
= 5.01%, and reﬁned fault domain size value of ∼380 Å,
suggesting the presence of a fault every ∼7 unit cells (42
layers).
Because the other members of the La2O2Cu2−4xCd2xSe2
series show more complex broadenings of the supercell
reﬂections, we have applied our DIFFaX-Rietveld approach to
these data. The alternating [La2O2]
2+ and either [CdSe2]
2− or
[Cu2Se2]
2− 2D units in these structures mean that we can easily
describe the structure in terms of [LaOLaSe(Cu2/Cd)Se]
layers stacked along c and that two types of stacking fault are
likely for x = 0.33 (Figure 9). First one could break the (Cu|Cd|
Cd) repeat by introducing an additional layer of either metal to
form (Cu|Cu|Cd|Cd) or (Cu|Cd|Cd|Cd) local faults. We call
this a pa-type fault throughout the paper. These correspond to
a local intergrowth of x = 0.25 and x = 0.375 phases, and
chemical composition requirements mean that their number
must be balanced. The cell volume plot of Figure 4 and single-
phase nature of this sample provide strong evidence that the
composition is that expected.
A second possibility is a fault of the type shown in Figure 6,
left, where neighboring Cd atoms layers are oﬀset by ± (a/2, b/
2) in the ab plane across a Cu layer. We call this a pb-type fault.
The structure of faulted x = 0.33 La2O2Cu0.66Cd0.66Se2 can then
be described by stacking 6 layers labeled Cd1, Cd2, Cu3, Cd4,
Cd5, Cu6 as shown in Figure 9, with transition probabilities
from layer to layer as deﬁned in the accompanying probability
matrix. In this description an underlined Cd atomic layer is
oﬀset by (a/2, b/2). The ideal structure is generated by
Figure 6. Two possible structural models for La2O2CuCd0.5Se2 with
alternating layers of Cu and Cd. The model with Cd occupying
equivalent sites either side of a Cu layer (right) is the correct model.
Cu1+ cations are shown in orange, Cd2+ cations in blue and Se2−
anions in yellow. [La2O2]
2+ layers are omitted for clarity.
Figure 7. Structural models for (a) La2O2Cu0.66Cd0.66Se2 (1Cu/2Cd),
(b) La2O2Cu0.50Cd0.75Se2 (1Cu/3Cd) and (c) La2O2Cu0.40Cd0.80Se2
(1Cu/4Cd), space groups P42/nmc, P4̅m2, and P42/nmc respectively.
Cu1+ cations are shown in orange, Cd2+ cations in blue, and Se2−
anions in yellow. [La2O2]
2+ layers are omitted for clarity.
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stacking (Cd1|Cd2|Cu3|Cd4|Cd5|Cu6)∞. A pa type fault can be
introduced by an m→ m+3 transition and a pb fault by Cu3→
Cd1 or Cu6 → Cd4. In this description a pa fault after a Cd
layer retains the Cd oﬀset pattern observed in La2O2CdSe2 and
a pa fault after a Cu layer leads to Cd’s retaining the xy position
they would have within a given layer in an unfaulted stack; by
setting pa to an m → m transition for Cu layers the alternate
fault in which Cd position is mirrored across a pa-induced Cu
double layer can be explored.
The supercell was constructed by stacking 320 Cu and 640
Cd layers with internal geometries derived from the x = 0.25
reﬁnement. The ideal thickness of each layer type along the c
axis can be estimated from the c cell parameter in x = 0 (Cu)
and x = 0.5 (Cd) series end members as 8.7975 Å and 9.3160
(= 18.6320/2) Å respectively. The thickness deﬁnes the
displacement along c from one layer to the next. For rigid
layers, the supercell should then have a c axis of 320 × 8.7975 Å
+ 640 × 9.3160 Å = 8777.44 Å, implying a subcell parameter of
9.1432 Å. Experimentally the subcell parameter is 9.1410(3) Å,
so ideal thicknesses were automatically scaled during the
reﬁnement to account for this very small discrepancy. This
supercell model gave a good ﬁt to the diﬀraction data with an
Rwp only marginally higher than a standard crystallographic
model (4.1 vs 3.9% for 2−20° 2θ), despite having no reﬁned
structural parameters. Our peaks-buﬀer approach means that
the pattern is simulated using 1530 hkl reﬂections rather than
the 54 881 predicted for this supercell size and 2θ range. As
expected, an identical Rwp is obtained for any unfaulted
supercell containing 6n layers. A grid search was then
performed with both pa and pb allowed to vary from 0 to 0.1
and 100 trial stacks tested for each pa/pb pair (approximately
15 h of computer time). Analysis of the Rwp surface (Figure 10)
indicated a signiﬁcant improvement in ﬁt (Rwp = 2.78%) for
structures with ∼18 pa faults in the 960 layer stack and no pb
faults, corresponding to a fault every ∼490 Å or 54 layers. As
shown in Figure 8d, this model reproduces the shape and
intensities of weak supercell reﬂections extremely well, with
only one additional structural parameter (pa value). Reﬁnement
of parameters deﬁning the relative thickness of Cu/Cd layers
gave essentially no change in Rwp and reﬁned values of 8.806/
9.307 Å. We also investigated models with imposed correlation
lengths between faults but found that the best ﬁts had
uncorrelated faults. In addition to the “extra layer” pa model,
we investigated a similar “missing layer” pc fault. We ﬁnd that
similar ﬁts to the data are possible with either fault type, but
that their sum remains constant.
Rietveld ﬁts for the x = 0.375 composition are included later
in Figure 12. The powder diﬀraction data are essentially
consistent with the structural model shown in Figure 7b, which
contains blocks of 3 Cd’s, within which the structural
arrangement is the same as in La2O2CdSe2, followed by a Cu
layer. This model, however, signiﬁcantly overestimates the
intensity of the weak 002 and 003 reﬂections at ∼2 and ∼3° 2θ
as well as, for example, the 01l l ≠ 2n reﬂections. A pa/pb grid
search similar to that for the x = 0.33 sample was investigated
Figure 8. Rietveld reﬁnement proﬁles of synchrotron powder
diﬀraction data for La2O2Cu0.66Cd0.66Se2 using the structural model
proposed in Figure 7a, both without and with stacking faults. The
correct model contains ∼0.16% pa stacking faults. A √I scale is used
to emphasize the weaker supercell reﬂections.
Figure 9. Layer description and stacking probability matrix for x =
0.33. Each pa fault retains the Cd oﬀset that would be adopted in an
ideal stack.
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and a signiﬁcant reduction in Rwp (5.81 to 2.78%, 2−20° 2θ)
was achieved with approximately 25 pa faults. Introduction of
pb faults caused an increase in Rwp. Reﬁnement of the Cu/Cd
slab thickness gave 8.861/9.248 Å, close to expected values.
Inspection of the powder data for x = 0.4 and x = 0.45
suggests similar basic structures with a (Cu|Cd|Cd|Cd|Cd)∞
repeat for x = 0.4, and similar pa type faults. The weak intensity
of the superstructure peaks and the likelihood of partial phase
separation precludes detailed analysis of the stacking faults. For
x = 0.45, we see evidence for partial phase segregation to x =
0.4 and x = 0.5 compositions.
Cu-Rich Samples: x = 0.167, 0.125, 0.1, 0.05 (2Cu/1Cd,
3Cu/1Cd, 4Cu/1Cd, 9Cu/1Cd). From powder diﬀraction data
we can identify 3 new discrete structure types for Cu-layer-rich
compositions. The basic structure types found are depicted in
Figure 11, though we again see marked supercell peak
broadening and signiﬁcant peak asymmetry. For x = 0.167
the supercell reﬂections are well ﬁtted with pa ≈ 0.013
suggesting a similar number of layer-repeat faults to the Cd-rich
phases. There are also a signiﬁcant number of pb-type faults (pb
≈ 0.25) corresponding to 80 faults in the 960 layer stack, or a
fault every 55 Å or 6 layers. The dependence of Rwp on pa and
pb is given in Figure 10b. As the number of Cu layers is
increased, the proportion of pb-type faults increases. At x =
0.125 (Cu|Cu|Cu|Cd) pb is ≈ 0.43 implying an almost-random
choice for the position of the Cd layers. This leads to the
triangular or Warren-like peak shape seen for the 10l-related
peaks from ∼8.9° 2θ, shown in Figure 12. This sample also
contains a signiﬁcant number of pa type defects (pa ≈ 0.06).
Without these defects 00l reﬂections have too high a peak
height. In a conventional crystallographic reﬁnement using an
average model this eﬀect is partially “mopped up” by the
thickness of Cd and Cu layers distorting.
For x = 0.1, we ﬁnd pb = 0.5 gives the best ﬁt to the data
(Figure 11e) implying full disorder of the Cd layers. For x =
0.05 (targeted to be 9Cu/1Cd), phase separation is observed,
into x = 0.05 and x = 0 compositions.
■ DISCUSSION
Our previous work on single-metal layered oxychalcogenides
has shown that the combination of a rigid oxide layer and a
more ﬂexible chalcogenide layer can lead to structures with
remarkable complexity and large superstructures in the ab
plane.14,15 In this work, we have shown that a similar level of
complexity can be built into these materials along the stacking
direction by using two metals, giving rise to the range of
materials from 4Cd/1Cu to 1Cd/4Cu shown schematically in
Figure 2. Although we use a conventional description in this
Figure 10. Dependence of Rwp on pa and pb for the x = 0.33 and x = 0.167 systems. Note diﬀerent pb scale in b.
Figure 11. Structural models for (a) La2O2Cu1.33Cd0.33Se2 (2Cu/
1Cd), (b) La2O2Cu1 . 5 0Cd0 . 2 5Se2 (3Cu/1Cd) , and (c)
La2O2Cu1.60Cd0.20Se2 (4Cu/1Cd), all space group P-4m2. Cu
1+ cations
are shown in orange, Cd2+ cations in blue and Se2− anions in yellow.
[La2O2]
2+ layers are omitted for clarity. (d) and (e) show the Rietveld
ﬁt for x = 0.1 with no faults and 0.05/0.50 pa/pb faults, respectively.
The 2θ 8.2° peak has I ≈ 0.4% of the strongest reﬂection.
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work, these can all be described in terms of a superspace group
P4/nmm(00g)s00s [129.4]. The tendency to adopt ordered
superstructures of this type is initially surprising, but again has
its origin in the rigidity of the oxide layers in the ab plane. This
rigidity forces two ﬁxed Se−Se dimensions on the MSe4
tetrahedra, and the planar layers means that they can only
adjust to coordinate a given transition metal by elongation
along their S4 axis (parallel to c). Simple bond valence
arguments75,76 for a Cu1+ or Cd2+ in this environment imply
Se−Se layer distances of ∼3.0 and ∼3.4 Å respectively. This
large diﬀerence in geometry provides a strong driving force for
segregation of Cu and Cd into separate layers.
Both our crystallographic models and stacking fault analyses
show an initially counterintuitive arrangement of Cd sites in
CdSe2 layers separated by a Cu2Se2 block. In pure La2O2CdSe2
the Cd ordering pattern can be derived from the parent Cu
structure in terms of a Z4
− ordering mode which leads to a
checkerboard ordering within layers and adjacent layers with
Cd positions oﬀset by (1/2, 1/2) in the ab plane such that
layers repeat in an ABAB sequence along c. This arrangement
would be expected purely on electrostatic grounds and is
retained within the Cd blocks of all our materials. However, the
actual structure of La2O2CuCd0.5Se2 shown in Figure 6, right,
shows that Cd positions are mirrored across the single Cu2Se2
layers in the Cd-rich materials. As such, the Cd A(B)A stacking
sequence [where (B) indicates the eﬀective position of the Cu
layer] is retained. We also ﬁnd that the pa stacking fault for the
x = 0.33 and x = 0.375 samples is best modeled such that Cd
sites alternate across a double layer, again retaining the
A(B)(A)B sequence through the fault. One possible explan-
ation for this is that the pa fault occurs within column-like
domains in a crystallite. The Cd ions immediately following a
local double-Cu layer would then be in registry with other Cd
sites within that layer following this type of fault. The only
structure in which the ABAB sequence is not followed is the x =
0.166 2Cu/1Cd composition. Because the pb type disorder is
high in the Cu-rich sequences, our observations are consistent
with Cd preferring a mirrored conﬁguration across multiple Cu
layers.
The powder diﬀraction data show that there is signiﬁcant
long-range order along the c-axis of these materials, with a
relatively low probability of faults (pa) in the Cu/Cd sequence.
There is also a strong tendency for Cd sites to adopt ordered
positions in the ab plane in Cd-rich materials but that this
tendency is reduced as the CdSe2 layers become separated by
more than 1 Cu2Se2 layers. Stacking fault probabilities pa and
pb are given for all compositions in Figure 2. The diﬀerent
types of faults lead to the characteristic changes in super-
structure peak shapes and intensities across the series shown in
Figure 12.
■ CONCLUSIONS
In conclusion, we show that we can take the design principle of
combining rigid oxide blocks with more ﬂexible chalcogenide
blocks learnt from the 2D La2O2MSe2 inﬁnitely ﬂexible
materials, and use them to produce cation-ordered materials
over a large length scale in the third dimension. This has
allowed us to produce materials with stacks of electronically
Figure 12. Rietveld ﬁts for all compositions studied using the stacking approach. Left hand panel shows all data normalized on a 0−100 scale and
oﬀset vertically by 20 units for presentation. Right hand panel shows data over a low 2θ range to emphasize the weak superstructure reﬂections,
which reveal metal ordering. Data sets are oﬀset by 2 units along the y-axis. The diﬀering backgrounds reﬂect diﬀerent capillary packings. Rietveld ﬁts
of x = 0.167 and 0.125 are averages of 100 unique stacks.
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interesting Cu2Se2 layers where we can systematically change
the number of adjacent layers and/or the separation between
them in a controlled fashion. This gives access to a large new
oxychalcogenide family, which can potentially be doped to give
p-type conductors related to the important LaOCuSe and
BiOCuSe families. By using diﬀerent metal chalcogenide layers,
we have the possibility to combine electronic and magnetically
active layers in a controllable structural family.
We also show how materials with low- and high-probability
stacking faults can be properly analyzed within the Rietveld
method for the ﬁrst time. This allows us to simultaneously
extract structural (by reﬁning atomic coordinates) and
microstructural (by analyzing stacking fault probabilities)
information on our samples. The ability to correctly ﬁt complex
peak shapes with a small number of structurally meaningful
parameters means that reﬂection intensities are correctly
modeled, which is essential for accurate structural information
or accurate quantitative analysis. The method we describe is
entirely general and will be applicable to the wide range of
materials that exhibit stacking faults. For example, we see
important applications in battery materials such as
LixMO2,
33−36 NaxFe1/2Mn1/2O2,
32 Li2FeSiO4,
31 and MnO2
30
where stacking faults are prevalent. Stacking fault Rietveld
reﬁnement will allow accurate cation distributions, detailed
structural information, and quantitative analysis of in operando
systems needed for full understanding of their chemistry.
Similar faulting precludes detailed structural studies of a range
of important zeolites.37−44 Other areas likely to beneﬁt include
materials with low temperature topotactic transformations,77
intercalation/ion-exchange hosts, a variety of layered miner-
als,78 and understanding the details and implications of
hexagonal/cubic intergrowths in diﬀerent forms of ice.50,51
Similar analysis will also be possible for layered magnetic
systems, which often order in 2D or over short length scales
prior to full 3D ordering.
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Many technologically important synthetic and natural materials display stacking
faults which lead to complex peak broadenings, asymmetries and shifts in their
powder diffraction patterns. The patterns can be described using an enlarged
unit cell (called a supercell) containing an explicit description of the layers. Since
the supercell can contain hundreds of thousands of atoms with hundreds of
thousands of hkl reflections, a Rietveld approach has been too computationally
demanding for all but the simplest systems. This article describes the
implementation of the speed-ups necessary to allow Rietveld refinement in
the computer program TOPAS Version 6 (Bruker AXS, Karlsruhe, Germany).
Techniques implemented include: a peaks buffer that allows hundreds of
thousands of hkl-dependent peak shapes to be automatically approximated by a
few hundred peaks; an averaging process for hundreds of large supercells with
minimum impact on computational time; a smoothing technique that allows for
the use of small supercells which approximate supercells ten to 20 times larger;
and efficient algorithms for stacking sequence generation. The result is Rietveld
refinement of supercells operating at speeds several thousand times faster than
traditional Rietveld refinements. This allows quantitative and simultaneous
analysis of structure and microstructure in complex stacking-faulted samples.
1. Introduction
Quantitative Rietveld analysis of layered structures exhibiting
stacking vector faulting is becoming more common as
computers become more powerful and the analytical software
more accommodating. The supercell approach (Ufer et al.,
2004; Wang et al., 2012; Lutterotti et al., 2010) uses multiple
layers in an enlarged unit cell in order to simulate faulted
layered structures; it was used alongside recursive DIFFaX
simulations (Treacy et al., 1991) using TOPAS Version 5 by
Bette et al. (2015). In that work many stacking sequences
relating to the structure of NiCl(OH) were trialled, with each
run taking days of computing time. The present work
addresses the time-consuming computational aspects of the
supercell approach and is an extension of the work by Ains-
worth et al. (2016). Bottlenecks associated with unit cells
comprising thousands of atoms resulting in hundreds of
thousands of reflections are tackled. In particular the 3 h 1000
repeat Rietveld refinements performed by Ainsworth et al.
(2016) for averaging of supercells can now be performed in
under 1 min.
Rietveld refinement (Rietveld, 1969; Young, 1993) can be
broken down into a number of steps: (i) calculation of struc-
ture factors, (ii) calculating peaks with intensities obtained
from the structure factors, (iii) forming a diffraction pattern
using the calculated peaks and (iv) calculating derivatives for
ISSN 1600-5767
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parameters that are refined. We address the challenges asso-
ciated with each of these steps and then exemplify the
computational speed gains possible.
2. Calculating structure factors
The structure factor for a particular hkl of a structure that can
be described in terms of stacked layers is the complex quantity
Fstr;hkl ¼
P
L
P
v
P
a
OL;aTL;aðfo;L;a þ f 0L;a þ if 00L;aÞ
 expf2i½h  ðrL;a þ vL;vÞg; ð1Þ
where the subscript L corresponds to the different layer types,
v to stacking vectors of layer L and a to the atoms in layer L.
rL,a corresponds to the atom vector position in fractional
coordinates, TL,a the temperature factor, OL,a the site occu-
pancy, fo,L,a the atomic scattering factor, f
0
L;a and f
00
L;a the
anomalous dispersion coefficients, h the hkl vector {h; k; l},
and vL,v the stacking vector v of each layer in fractional
coordinates. The stacking vector part of equation (1) can be
taken out of the innermost summation, as shown in equation
(2), allowing the stacking vector summation to be performed
independently of the layer summation:
Fstr;hkl ¼
P
L
nP
v
exp½2iðh  vL;vÞ
o
LayerL;hkl;
where
LayerL;hkl ¼
P
a
AtomL;a
and
AtomL;a ¼ OL;aTL;aðfo;L;a þ f
0
L;a þ if
00
L;aÞ exp½2iðh  rL;aÞ:
ð2Þ
In many cases the number of unique x and y coordinates Nuxy
amongst the stacking vectors {vL,v,x , vL,v,y} is small, and
equation (2) can be rearranged to reflect this as shown in
equation (3) where the summation over vxy corresponds to
stacking vectors with unique {vL,v,x , vL,v,y} and the summation
over u corresponds to vL,v,z values that all have the same
{vL,v,x , vL,v,y}. The resulting VL,hkl is a complex quantity derived
from all the stacking vectors as applied to layer L. Performing
the summation of equation (2) using equation (3) can speed
up the calculation of Fstr,hkl by a factor of 15–20:
Fstr;hkl ¼
P
L
VL;hklLayerL;hkl
where
VL;hkl ¼
P
vxy
exp½2iðhvx;vxy þ kvy;vxyÞ
P
u
expð2ilvz;vxy;uÞ: ð3Þ
For analyses where {vL,v,x , vL,v,y} vectors are randomly offset,
as in the work of Bette et al. (2015), then the speed gain using
equation (3) is not possible.
3. Obtaining an average intensity from many similarly
faulted crystals
To more accurately represent the probabilistic nature of
stacking faults using supercells of finite size, an average
intensity from many crystals (called structures from here on)
can be used. One could perform this averaging from Nstr
separate pattern calculations, where Nstr corresponds to the
number of structures used, which would require an Nstr-fold
increase in computational time. The process can, however, be
performed by averaging the intensities as described in equa-
tion (4) and then calculating one pattern instead of Nstr
patterns:
Iavg;hkl ¼ ð1=NstrÞ
P
str
Fstr;hkl
 2: ð4Þ
For structures comprising layer types of various thicknesses,
the thickness of each structure will vary because of faulting. A
finite and small Nv would then give Nstr slightly different
lattice parameters. Efficient use of equation (4), however,
requires the use of a single set of lattice parameters for all
structures; for stacking along the c axis this means using an
average c lattice parameter cavg. This allows the use of the
same set of hkl reflections and the same calculated peak
shapes in the Rietveld calculations, and means that summing
the calculated peaks onto the calculated pattern is performed
once and not Nstr times. The neglected smoothing due to a
differing lattice parameter can be approximated in a
smoothing function described below.
The speed at which Iavg,hkl can be calculated for 100 struc-
tures in the generation of a typical powder pattern is only two
to three times slower than Ihkl for a single structure; this is
demonstrated below. In the theoretical recursive method of
Treacy et al. (1991) the intensity for a particular faulting
probability is treated statistically. The present work achieves a
similar effect numerically using Iavg,hkl.
From equations (3) and (4) the computational effort,
O(Iavg,hkl), required to calculate Iavg,hkl scales as equation (5):
OðIavg;hklÞ ¼ NstrðNvlmax þ NuxyNhklÞ: ð5Þ
lmax corresponds to the maximum l value encountered in the
calculation of VL,hkl in equation (3).
4. Generating stacking sequences
In the generation of the stacking sequences from a particular
stacking probability matrix, it is advantageous to have Iavg,hkl
changing as little as possible. This allows the goodness of fit of
multiple Rietveld refinements to be compared as a function of
the parameters of the stacking probability matrix. Indeed, the
change in the goodness of fit can be determined as a function
of the probability parameters and optimization performed in
order to determine best-fit values.
Stacking sequences are generated from a stacking prob-
ability matrix of the type used in the DIFFaX package [Treacy
et al. (1991); see for example Fig. 9 of Ainsworth et al. (2016)].
In an initial step the probability matrix is used to generate
NavgNstrNv layers, and from this prediction run the number of
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each layer i to j transition is determined and placed in a
summation matrix S, which is then divided by Navg to give
Spred. Navg is typically set to 100. Stacking sequences for each
structure are then generated according to the steps shown in
Fig. 1. This procedure ensures that the generated summation
matrix Sgen closely matches Spred, which in turn matches the
overall faulting expressed in the transition matrix. The overall
time for generating sequences is small compared to the
Rietveld calculations. On termination of the generation
process an average c lattice parameter cavg from the Nstr
structures is determined and subsequently used in the calcu-
lation of peak positions.
5. Smoothing ripples and correcting for differing layer
thicknesses
For layer types with differing thicknesses the generation
scheme in Fig. 1 will produce supercells of slightly varying
thicknesses (varying c lattice parameters), resulting in
smearing of the peaks. This smearing is not described by Iavg,hkl
(x3) owing to the use of a finite and single cavg lattice para-
meter in the calculation of peak position. In addition,
stacking-faulted diffraction patterns calculated from small-Nv
supercells will contain ripples and oscillations from individual
hkl reflections when the instrument, emission profile and
sample aberrations are small. Using Iavg,hkl reduces ripples
caused by poor faulting statistics, but does not eliminate the
ripples caused by small Nv. Ainsworth et al. (2016) therefore
used a large supercell, Nv = 5000, to minimize both effects and
generate a smooth pattern. Being able to reduce Nv whilst (i)
reducing ripples and (ii) describing smearing due to the use of
a single c lattice parameter without degrading the faulted
pattern would be hugely beneficial; the number of reflections
would be greatly reduced, resulting in much less computer
memory allocation and far greater computational speed.
As Nv increases the number of peaks increase; in particular,
stacking along the crystallographic c axis sees peaks inserted
between the (h1, k1, l1) and (h1, k1, l1 + 1) peaks where (h1, k1,
l1) are the Miller indices when Nv = 1.
When the distance in 2 from (h; k; l) to
(h; k; l þ 1) is less than the step size of
the data for all peaks, then the resulting
diffraction pattern is smooth. For small
Nv and sharp intrinsic peaks it is
possible to produce a smooth pattern
comparable to one created with a large
Nv by inserting peaks, irrespective ofNv,
from 2h,k,l to 2h,k,l+1 with intensities
ranging from F2h;k;l to F
2
h;k;lþ1. This
introduction of peaks can be approxi-
mated by convoluting a right trapezoid
of size d2/dl = (2h,k,l  2h,k,l+1) into
each hkl reflection with intensities at its
ends corresponding to F2h;k;l and F
2
h;k;lþ1.
Similarly, a right trapezoid of size
(2h,k,l1  2h,k,l) can be convoluted to
insert peaks from 2h,k,l1 to 2h,k,l. This
twin right trapezoidal function can be approximated by a
Gaussian centred at 2h,k,l and then shifted by the centroid
shift of the twin trapezoid as shown in equation (6a).
Not all peaks should be broadened by d2/dl. For example,
if all layers have the same height, peaks with indices (0, 0, nNv)
where n is an integer would not be broadened; nor would
other categories of (h; k; nNv) peaks depending on the
faulting mechanism. When going from a no-faulting case to a
faulting case, lattice points with unchanging perpendicular
distances to a particular plane will have their corresponding
peak remain sharp. One way of testing whether (h; k; l) should
be broadened is by looking at the structure factors. If F2h;k;l1
and F2h;k;lþ1 are near zero and F
2
h;k;l is large, then little to no
broadening is expected. On the other hand if F2h;k;l1, F
2
h;k;l and
F2h;k;lþ1 are all of a similar intensity then d/dl broadening is
expected. If we assume the broadening is dependent on
1 F2h;k;l=ðF2h;k;l1 þ F2h;k;l þ F2h;k;lþ1Þ we arrive at the broad-
ening term h;k;l shown in equation (6b):
Shifth;k;l ¼
ð2h;k;l1  2h;k;lÞF2h;k;l1 þ ð2h;k;lþ1  2h;k;lÞF2h;k;lþ1
F2h;k;l1 þ F2h;k;l þ F2h;k;lþ1
 
; ð6aÞ
h;k;l ¼ d2=dl
F2h;k;l1 þ F2h;k;lþ1
F2h;k;l1 þ F2h;k;l þ F2h;k;lþ1
 
: ð6bÞ
 is a parameter that is varied in order to obtain the best fit
during refinement. h;k;l is small when F
2
h;k;l1 and F
2
h;k;lþ1 are
small and F2h;k;l is large; it is large when F
2
h;k;l1, F
2
h;k;l and
F2h;k;lþ1 are of similar intensity. h;k;l corresponds to the
FWHM in 2 of a Gaussian function convoluted into each
peak and Shifth;k;l is the shift applied to each convolution.
Equations (6a) and (6b) represent a smoothing function that
allows small supercells to approximate much larger supercells.
In addition to reducing ripples due to a small Nv, it also
approximates the smearing not seen when there are layer
types of varying thicknesses and a single set of lattice para-
meters used.
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Figure 1
Steps used in the generation of stacking sequences for all structures.
This approach produces calculated patterns comparable to
supercells ten to 20 times larger. Specifically for two cases a
and b with Nv,a and Nv,b layers, the speed gain in terms of
calculating Iavg,hkl using equation (5) is shown in equation (7):
Gain ¼ OaðIavg;hklÞ=ObðIavg;hklÞ
¼ Nstr;aðNv;almax;a þ Nuxy;aNhkl;aÞ
=½Nstr;bðNv;blmax;b þ Nuxy;bNhkl;bÞ; ð7Þ
where O(Iavg,hkl) is the computational effort to calculate
Iavg,hkl. For cases a and b to have similar faulting statistics then
Nstr,aNv,a = Nstr,bNv,b. Noting also that lmax,a/lmax,b = Nv,a/Nv,b
andNhkl,a/Nhkl,b=Nv,a/Nv,b, after substitution into equation (7)
we get the speed gain shown in equation (8):
Gain ¼ ðNv;almax;b þ Nuxy;aNhkl;aÞ=ðNv;blmax;b þ Nuxy;bNhkl;bÞ:
ð8Þ
For structures with small Nuxy equation (8) reduces to Nv,a/
Nv,b. If vL,v,x and vL,v,y were random values, then Nuxy,a and
Nuxy,b would become Nv,a and Nv,b for systems a and b,
respectively. The speed gain would then be exactly Nv,a/Nv,b.
6. Calculating derivatives of structural parameters
Derivatives of Iavg,hkl with respect to stacking vector coordi-
nates, atomic coordinates, occupancies, atomic scattering
factors, anomalous dispersion coefficients or temperature
factors are all necessary in order to refine on the corre-
sponding parameters in a nonlinear least-squares sense.
Excluding the stacking vector coordinates, these derivatives
can all be calculated using a layer-dependent Nstr  Nhkl
matrix calculated for each nonlinear least-squares iteration.
Consider the case of calculating the derivative with respect to
the fractional atomic coordinate rL,a,x for atom a of layer L.
From equation (3) we have
@Iavg;hkl=@rL;a;x ¼ 2Fstr;hklVL;hklAtomL;a2ih: ð9Þ
In each derivative the quantity 2Fstr;hklVL;hkl is used. Both
Fstr;hkl and VL;hkl are used during the calculation of Iavg,hkl and
hence do not need recalculating for the derivatives. Thus, once
Iavg,hkl is calculated, determining the derivatives for a struc-
tural parameter for a multi-structure refinement takes the
same computational effort as for a single-structure refinement.
For the stacking vector coordinates, the derivative from
equation (3) for the x coordinate of stacking vector v becomes
@Iavg;hkl=@vL;x ¼ 2Fstr;hklLayerL;hkl exp½2iðh  vLÞ2ih: ð10Þ
Again, both Fstr;hkl and LayerL;hkl are calculated during the
calculation of Iavg,hkl and hence do not need recalculation for
stacking vector coordinate derivatives. Even though these
derivatives can be calculated in a fast manner, coordinates of
the stacking vectors are typically not refined independently as
the quality of the data does not support using thousands of
such parameters. Instead, thicknesses of layer types might be
refined, resulting in fewer than a dozen or so independent
parameters.
7. Computational effort as compared to traditional
Rietveld refinement
Rietveld refinement without the use of stacking vectors
requires the explicit definition of atoms in each stacked layer.
We can consider the computational effort using a traditional
approach [e.g. TOPASVersion 4 (Bruker, 2009)] for averaging
Nstr = 100 structures each with Nv = 960 layers using the
La2O2Cu0.667Cd0.667Se2 example investigated by Ainsworth et
al. (2016). Each structure has Nhkl = 54 881 hkl reflections and
six layer types NL = 6, with four layers having seven atoms per
layer and two layers having eight atoms per layer. Each peak
shape generated requires Nops_per_pk ’ 2000 operations and
each summation of the peak shape to the calculated pattern
requires Npk_shape_sum ’ 150 operations. The value of
Nops_per_pk ’ 2000 corresponds to a pseudo-Voigt peak shape
convoluted with one emission profile line with the instrument
aberrations of axial divergence and a receiving slit width
(Cheary & Coelho, 1992). The computational effort required
to calculate Iavg,hkl, O(Iavg,hkl), and to calculate the peaks,
O(Peaks), approximately scales according to equation (11)
with all numbers originating from the program itself:
OðIavg;hklÞ ¼ NstrNhkl
P
L
NL;atoms
 
Nv=NL
¼ 100 54881 44 960=6 ¼ 3:86 1010;
OðPeaksÞ ¼ Nhkl Nops per pk þ Npk shape sum
 
¼ 54481 ð2000þ 150Þ ¼ 1:17 108: ð11Þ
The same calculation in TOPAS Version 6 with the stacking
implementations discussed above reduces to the scaling shown
in equation (12):
OðIavg;hklÞ ¼ Nhkl
P
L
NL;atoms
 
þ 2Nhkl
P
L
NL;atoms
 
þ NLðlmax þNhklÞ
¼ 54881 44þ 2 44 54881þ 6 ð4915þ 54881Þ
¼ 7:60 106
OðPeaksÞ ¼ Npks bufNops per pk þ Npks summedNpk shape sum
¼ 1348 2000þ 11000 150 ¼ 4:34 106: ð12Þ
Nhklð
P
L NL;atomsÞ corresponds to
P
L LayerL;hkl in equation
(2), which relates to the calculation of the structure factors for
the six different layers. lmax corresponds to the maximum l
value encountered in the calculation of VL,hkl in equation (3).
For hkl-dependent peak broadening traditional Rietveld
programs, for example TOPAS Version 5 (Coelho, 2015) and
earlier, would require the calculation of NstrNhkl = 2.5  108
peaks. TOPAS Version 6 uses a peaks buffer that is hkl
dependent (Ainsworth et al., 2016) to greatly reduce the
number of peaks calculated. In this example it generates
Npks_buf = 3474 peaks which is used by the Nstr structures.
Summing the peaks from the peaks buffer to form the calcu-
lated pattern is also a process that can be streamlined such
that peaks of a similar shape that lie between adjacent data
points have their intensities appropriated to the adjacent data
points. In this manner the number of peaks summed onto the
calculated pattern is typically less than the number of data
points in the pattern; in the present example Npks_summed ’
11 000 as opposed to the number of reflections which is 54 881.
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Both equations (11) and (12) are approximate in regards to
computing time as each operation can amount to four to ten
floating-point operations with the actual time taken being
hardware dependent; they do, however, give an idea of the
magnitude of the computation, especially when comparing the
values between equations (11) and (12). For derivatives the
computational effort is dependent on which parameters are
refined. The number of operations for calculating a peak
shape derivative scales by O(Peaks); for structural parameters
it scales by Nhkl [see equation (9)] and O(Npks_summed
Npk_shape_sum). Thus even though O(Npks_summed Npk_shape_sum)
is relatively small compared to Iavg,hkl of equation (12), it can
become significant when many structural parameters are
refined.
The resulting computational speed-up of equation (12)
compared to traditional Rietveld refinement [equation (11)] is
of the order of 104; this would further increase for structures
with more atoms in each layer, or for cases where more
complex peak shapes are used.
8. Test data
Fig. 2 shows the current implementation fitting data generated
with the test input file dia.dat for stacking-faulted diamond
distributed with the DIFFaX suite (Treacy et al., 1991) with a
0.7 probability (pa) for Nv = 200 and for the cases of Nstr = 1
and Nstr = 200. The much improved fit for Nstr = 200 (Fig. 2b),
Rwp = 0.51% as opposed to Rwp = 3.74%, is due to the aver-
aging procedure of equation (4) and the smoothing function of
equations (6a) and (6b). No weighting was given to the data
during refinement and the formula used to calculate Rwp is
shown in equation (13), where Yo and Yc correspond to
observed (here DIFFaX-simulated) and calculated intensities:
Rwp ¼ 100
PNdata
m¼1 ðYo;m  Yc;mÞ2PNdata
m¼1 ðYo;mÞ2
" #1=2
: ð13Þ
The time taken to perform the first eight iterations for Nstr = 1
is 1.92 s; for Nstr = 200 it is 1.99 s. Refinement times, however,
depend on what is being refined as various calculated data are
saved during refinement and calculated only once. It is
therefore more relevant to consider the time taken to calcu-
late the pattern itself; for ten pattern calculations the time for
Nstr = 1 is 0.67 s; for Nstr = 200 it is 1.26 s; or it is around twice
as slow for 200 times more structure-factor calculations.
Working with the sameDIFFaX data of Fig. 2, Ainsworth et al.
(2016) used Nv = 5000 stacking vectors but with Nstr = 1. Using
the input file of Fig. 3 but with these parameters (Nhkl =
236 902, Npks_buf = 2760) results in an Rwp of 1.28% and a time
to calculate the pattern ten times of 6.8 s. This demonstrates
the great benefit of averaging in both computing time and
accuracy.
To explore the influence of Nstr and Nv the simulated data
were initially fitted with Nstr = 200 and Nv = 5000 and without
the use of the smoothing function; five peak shape parameters,
a zero error and one Rietveld scale parameter were initially
refined. These large Nstr and Nv values result in a low Rwp of
0.465% as shown in Table 1. The peak shape parameters and
zero error were then fixed and the smoothing function of
equations (6a) and (6b) included in refinements using
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Figure 2
Fit to simulated diamond data from DIFFaX for the cases of (a) Nstr = 1
and (b) Nstr = 200. In both cases Nhkl = 9474 and Npks_buf = 2532 peaks.
Red, blue and grey lines correspond to calculated, DIFFaX simulation
and difference plots, respectively.
Table 1
Average and standard deviation of Rwp over 30 refinements each on DIFFaX-simulated diamond data for pa = 0.7 for various Nstr and Nv values.
Refinement range 10–150 2. The smoothing function was applied to all refinements except for the cases with Nv = 5000.
Nstr 1 1 200 1000 500 200 10000 5000 200
Nv 200 5000 200 100 200 500 100 200 5000
Nstr  Nv 200 5000 40000 100000 1000000
Nhkl 9474 236902 9474 2361 9474 23611 4724 9474 236902
Npks_buf 2532 2760 2532 1122 2532 5305 1122 2532 2760
Average Rwp (%) 2.90 1.28 0.509 0.498 0.489 0.483 0.471 0.458 0.465
Standard deviation Rwp (%) 0.53 0.17 0.040 0.020 0.025 0.027 0.007 0.006 0.006
different Nstr and Nv values; Table 1 shows the results. For
equivalent faulting statistics (Nstr  Nv equal) the Rwp values
are very similar. A reduction in Rwp is seen as Nstr  Nv
increases. ForNv	 100 and forNstrNv	 100 000 Rwp values
are similar. The case of Nstr = 200, Nv = 200 has a marginally
higher Rwp = 0.509%, but still with the excellent fit seen in
Fig. 2(b). These data demonstrate that small supercells (low
Nv) can approximate much larger supercells when averaging
and the smoothing function of equations (6a) and (6b) are
used.
To further test the Iavg procedure, the test structure
described in Table 2 and Fig. 4 was used to generate a complex
test pattern with pa = 0.7 and with two different layer heights
of 5 and 6 A˚ (" = 1 in Fig. 4), with the other five lattice
parameters being a = 3, b= 4 A˚,  = 90,  = 90 and  = 95. For
accuracy, a small step size of 0.01 2 was used and the peak
shape comprised a Gaussian instrument function with an
FWHM of twice the step size; this results in a pattern that is
essentially the aberration function produced from stacking
faults. The pattern was generated using a normal Rietveld
calculation averaging 200 individual
structures, each with a large supercell
comprising Nv = 2000 layers and each
with separate c lattice parameters
corresponding to the overall heights of
the stacked layers. Each unit cell
therefore comprised 2000  4 = 8000
atoms for a total of 1 600 000 atomic
sites in the calculation. The calculation
was performed out to 40 2 which
encompassed 28 325 reflections. This
translates to an innermost loop for the
calculation of structure factors that is
executed 1 600 000  28 325 =
45 176 000 000 times; the pattern calcu-
lation time was long at 1828 s. Fitting to
this test pattern using Iavg withNstr = 200
and Nv = 2000 (identical faulting statis-
tics to the generation procedure)
produces the good fit shown in Fig. 5
where Rwp = 3.27 (20)%; the calculation
time for the first iteration was only 1.2 s.
The nonzero Rwp is due to the faulting
statistics represented by the transition
probability matrix and remaining minor
ripples in the (instrument/sample
unbroadened) test pattern. Setting Nv =
400 and using the smoothing function of
equations (6a) and (6b) results in Rwp =
4.08 (25)% and a tenfold faster calcu-
lation of 0.12 s. Thus Iavg correctly
describes the Rietveld-generated
pattern with two layer heights in an
extremely fast manner when a relatively
small Nv is used together with the
smoothing function.
To further show the benefits of the
smoothing function of equations (6a)
and (6b) the same structure but with  =
75,  = 85 and  = 95 was used to
generate a test pattern out to 150 2; no
smoothing function was used and the
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Table 2
Fractional atomic coordinates used to generate test patterns.
All sites occupied with carbon atoms with an occupancy of 1.
Layer Atom x y z Beq (A˚
2)
1 C 1/3 1/6 0.125 1
1 C 1/3 1/6 0.125 1
2 C 1/3 1/6 0.125 1
2 C 1/3 1/6 0.125 1
Figure 3
Input file used for fitting to DIFFaX diamond data for Nstr = 200 and Nv = 5000.
Figure 4
Transition matrix and stacking vectors used to generate test patterns. Shifts in the ab plane are
expressed in fractional coordinates, those along the stacking direction in A˚.
pattern was again generated using Iavg with Nstr = 200 and Nv =
2000. Fitting to this test pattern with the same faulting statis-
tics (equalNstrNv) we put Nstr = 2000 andNv = 200. Fig. 6(a)
shows the poor fit when the smoothing function is not used.
Fig. 6(b) shows the fit when the smoothing function is used,
resulting in Rwp = 1.77 (13)% out to 150
 2. Setting Nstr = 200
gives an Rwp = 1.82 (5)%. Thus, the smoothing function with a
small supercell accurately describes much larger supercells for
the complex case of varying layer heights.
Fig. 7 shows the fit to a simulated pattern of the
La2O2Cu0.667Cd0.667Se2 structure reported by Ainsworth et al.
(2016) which comprised three layer types. The simulated
pattern used a step size of 0.005 2, peak shapes set to a
Gaussian with an FWHM of 0.01 2, Nstr = 200 and Nv = 2000,
and no smoothing function. The calculated pattern for Nstr =
2000 and Nv = 200 with the smoothing function resulted in
Rwp = 1.335 (39)%; setting Nstr = 200 and Nv = 200 gives Rwp =
1.63 (27)%. These Rwp values can be compared to 1.45% for
Nstr = 200 and Nv = 2000 (same values as those used for the
simulated pattern; nonzero Rwp due to the faulting statistics).
Fig. 8 shows Rwp as a function of iteration time from Rietveld
refinement using Iavg, the smoothing function, Nstr = 200 and
Nv = 200 for the La2O2Cu0.667Cd0.667Se2 test pattern. The
refinement range was set to 1.5–30 2, resulting in 41 272
reflections. The refinement comprised 15 site coordinate
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Figure 5
Fit to Rietveld-generated pattern comprising 200 structures each with
2000 layers and each with its own c lattice parameter determined from the
different layer thicknesses and faulting. The calculated pattern used the
Iavg implementation with a single c lattice parameter.
Figure 6
Fit to a simulated test pattern created with Nv = 2000 and no smoothing
function using a calculated pattern created with Nv = 200 for the cases (a)
with no smoothing function and (b) with the smoothing function.
Figure 8
Rwp versus time from Rietveld refinement of a test La2O2Cu0.667Cd0.667Se2
pattern. The refinement used Nstr = 200 and Nv = 200.
Figure 7
Fit to a simulated La2O2Cu0.667Cd0.667Se2 test pattern created with pa =
0.3, Nv = 2000 and no smoothing function using a calculated pattern with
Nv = 200 and with the smoothing function.
parameters, three layer height parameters, one lattice para-
meter, one Rietveld scale parameter and  from the smoothing
function of equation (6b). Layer height parameters were
initially set to 0.05 A˚ from their optimal values. Fig. 8 shows
the fast convergence of these stacking vector parameters. The
5 s to refinement convergence is significant as it allows for
hands-on real-time analysis of such data sets.
These test data suggest that large Nv supercells are not
necessary to fit complex patterns. In addition, real data have
considerable intrinsic broadening due to instrument, emission
profile and specimen-type aberrations such as crystallite size
and strain broadening. Thus, even though the smoothing
function of equations (6a) and (6b) is important in allowing
small-Nv fits to simulated test data with narrow intrinsic peaks,
the need with real data is lower.
9. Real data analysis
We can further explore the speed and accuracy gains enabled
by these developments using one of the data sets described by
Ainsworth et al. (2016). We choose the La2O2Cu0.667Cd0.667Se2
composition discussed above, which is a layered oxychalco-
genide that can be described in terms of alternating fluorite-
like [La2O2]
2+ slabs and either [CdSe2]
2 or [Cu2Se2]
2 anti-
fluorite-derived slabs. The ideal structure has a 2:1 ordered
sequence of metal chalcogenide layers (Cd1|Cd2|Cu3|Cd4|
Cd5|Cu6), where each underlined Cd layer is offset by (a/2, b/
2). Two types of faults were investigated: a pa-type fault
involving an additional layer of either metal to form local
(Cu|Cu|Cd|Cd) or (Cu|Cd|Cd|Cd) sequences; and a pb fault
involving Cd layers being offset by (a/2, b/2) either side of a
Cu layer. In the original paper the dependence of Rwp on fault
probabilities pa and pb was investigated using a model with six
[LaOLaSe(Cu2/Cd)Se] layers (three unique) stacked to form a
supercell with 960 layers in total (Nstr = 1, NL = 6, Nv = 960).
Firstly, we investigate the stacking generation method as a
function of the constant q described in step (2) of Fig. 1.
Fig. 9(a) shows the frequency distribution of Rwp for 500
Rietveld refinements for the cases of q = 0.5 and q =1; in the
latter case there is no constraint on the number of faults
generated in the structures and the average Rwp is slightly
larger than the value for q = 0.5. Fig. 9(b) shows corresponding
generated pa values pagen; a much
narrower spread in pagen is found for q =
0.5 as expected. For this reason q = 0.5 is
used in the analysis below.
Table 3 shows the influence of
different values for Nstr and Nv on Rwp
and pagen using our averaging approach.
Fig. 10 shows the influence of different
Nstr values for the Rwp surfaces obtained
for Nv = 960 with pa and pb values
between 0.0 and 0.1 with different
procedures. Fig. 10(a) shows the surface
of minimum Rwp values obtained from
100 Nstr = 1 trial structures for each of
64 pa/pb combinations as reported in the original paper. The
entire surface took around 15 h to calculate on an i7 3.4 GHz
single-core desktop computer. Fig. 10(b) shows the equivalent
Rwp surface determined using our averaging processes with
Nstr = 100, which took 160 s on the same computer. The speed
gain is a combination of the smaller number of refinements
required (64 versus 6400), the use of a more efficient algorithm
to create constrained stacking sequences and other improve-
ments to TOPAS. A more direct comparison of the speed gain
from averaging can be obtained by comparing the time to
perform 64 100 refinements withNstr = 1 (8000 s) with that
to carry out 64 Nstr = 100 refinements (160 s). A speed gain of
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Table 3
Average and standard deviation of Rwp and pagen over 500 refinements for La2O2Cu0.667Cd0.667Se2
[data from Ainsworth et al. (2016)] for various Nstr and Nv values.
Refinement range 1.5–20 2. The approximate relative time required for each of the 500 refinements is
given.
Nstr 1 100 200 1 25 100 200
Nv 960 960 960 192 192 192 192
Nhkl 54877 54877 54877 10973 10973 10973 10973
Npks_buf 3474 3474 3474 1326 1326 1326 1326
Average Rwp (%) 3.014 2.933 2.933 3.591 2.780 2.751 2.748
Standard deviation Rwp (%) 0.146 0.010 0.008 0.662 0.044 0.019 0.014
pagen 0.0096 0.01103 0.01101 0.009 0.0109 0.01101 0.01101
Standard deviation pagen 0.0014 0.00012 0.00008 0.006 0.0006 0.00025 0.00022
Time (s) 0.71 1.33 1.96 0.45 0.49 0.56 0.66
Figure 9
Frequency distribution from two sets of refinements, q = 0.5 and q = 1,
each comprising 500 refinements of La2O2Cu0.667Cd0.667Se2 with Nstr =
100 and Nv = 192 for (a) Rwp and for (b) pagen.
around 50-fold is observed, as expected from the discussion
above. Using the convolution approach of x5 an equivalent
surface can be calculated for Nv = 96 in around 20 s.
The averaging process with Nstr = 100 also leads to a much
better defined minimum in the Rwp surface, as shown by the
contour levels and minimum–maximum Rwp ranges in
Figs. 10(a) and 10(b) (2.80–7.02% and 2.71–8.59%, respec-
tively). The flatter surface in Fig. 10(a) arises from the range of
Rwp values encountered for different individual Nstr = 1
sequences. Fig. 10(c) shows this effect by superimposing the
single Rwp value from the Nstr = 100 refinement (large points
and surface mesh) with the 100 Rwp values from Nstr = 1
refinements (small points). For each set pa/pb combination we
see a vertical ‘rod’ of Rwp values reflecting the random nature
of the individual stacking sequences generated in each struc-
ture. Close to the overall Rwp minimum the Nstr = 100
refinements lie at the minimum of these rods. For larger pa/pb
values some Nstr = 1 refinements show a lower Rwp, but this is
due to individual structures having fewer faults than the
expectation value. Fig. 10(d) shows an equivalent plot to
Fig. 10(c), but with Rwp values for the Nstr = 1 refinements
plotted against the actual number of faults present in each
stack. On this plot Nstr = 100 models lie essentially on the
minimum-Rwp surface. This plot also shows that Nstr = 1 Rwp
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Figure 10
Three-dimensional plots showing Rwp values for refinements of different La2O2Cu0.667Cd0.667Se2 stacking models. (a) The minimum Rwp value from 100
repeat refinements of models withNv = 960 andNstr = 1 and different pa/pb values. (b) The Rwp value from single models withNv = 960 andNstr = 100. (c)
A plot of the 100 Rwp values for Nstr = 1 (small points) and the single value for Nstr = 100 (large points). (d) Same as (c) but with data plotted against the
actual number of faults generated in each sequence. The same z range and colouring are used in each plot. Lines in (c) and (d) are to guide the eye. (e)
The structure in terms of [La2O2]
2+ (green/red), [CdSe2]
2 (blue/yellow) and [Cu2Se2]
2 (brown/yellow) slabs.
Figure 11
Minimization pathway using a simple downhill algorithm. Minimization
pathways from ten different random starting points shown on an
equivalent surface to that of Fig. 10(b).
values have significant scatter; around the Rwp minimum
individual Rwp values can be up to 1% higher than the lowest
value.
As expected from the smooth Rwp surfaces in Fig. 10, it is
relatively straightforward to directly optimize values of pa and
pb. There are a number of ways of doing this based on Monte
Carlo or simulated annealing type approaches (e.g. Bette,
2015). Here a straightforward downhill or greedy algorithm is
effective. Fig. 11 shows typical minimization pathways for this
problem. Each minimization was complete in a few minutes of
computer time.
10. Conclusion
In conclusion we show how the use of efficient algorithms for
calculating structure factors, efficient pattern averaging,
speed-ups in powder pattern calculation using a peaks buffer,
a smoothing procedure that allows for the use of much smaller
supercells and efficient stacking algorithms lead to massive
speed gains in the Rietveld analysis of stacking-faulted
structures. Real speed gains of the order of 104 have been
obtained, allowing rapid combined structural and micro-
structural analysis of complex systems. These processes have
been implemented in a general way in the computer program
TOPAS Version 6, and we believe they will have wide
applicability.
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