Model uncertainty Model averaging Scenario uncertainty Scenario averaging Variance decomposition Sparse grid collocation s u m m a r y Sensitivity analysis is a vital tool in hydrological modeling to identify influential parameters for inverse modeling and uncertainty analysis, and variance-based global sensitivity analysis has gained popularity. However, the conventional global sensitivity indices are defined with consideration of only parametric uncertainty. Based on a hierarchical structure of parameter, model, and scenario uncertainties and on recently developed techniques of model-and scenario-averaging, this study derives new global sensitivity indices for multiple models and multiple scenarios. To reduce computational cost of variance-based global sensitivity analysis, sparse grid collocation method is used to evaluate the mean and variance terms involved in the variance-based global sensitivity analysis. In a simple synthetic case of groundwater flow and reactive transport, it is demonstrated that the global sensitivity indices vary substantially between the four models and three scenarios. Not considering the model and scenario uncertainties, might result in biased identification of important model parameters. This problem is resolved by using the new indices defined for multiple models and/or multiple scenarios. This is particularly true when the sensitivity indices and model/scenario probabilities vary substantially. The sparse grid collocation method dramatically reduces the computational cost, in comparison with the popular quasi-random sampling method. The new framework of global sensitivity analysis is mathematically general, and can be applied to a wide range of hydrologic and environmental problems.
Introduction
Sensitivity analysis is a vital tool in hydrological modeling to identify influential parameters for inverse modeling and uncertainty analysis. There has been a growing trend of using global sensitivity analysis, which, in comparison with local sensitivity analysis, considers entire ranges of model parameters and takes into account the interactions between different parameters (van Griensven et al., 2006; Herman et al., 2013; Mishra et al., 2009; Nossent et al., 2011; Pan et al., 2011; Saltelli, 2000; Saltelli et al., 2010; Saltelli and Sobol, 1995; Shi et al., 2014; Song et al., 2015; Yang, 2011) . Among various global sensitivity analysis methods, variance-based methods (Sobol', 1993; Saltelli et al., 1999) have gained popularity (Massmann and Holzmann, 2012; van Werkhoven et al., 2008; Wagener et al., 2009; Yang, 2011; Zhang et al., 2013a Zhang et al., , 2013b . Different from screening methods (e.g., Morris methods, Morris, 1991) , the variance-based methods provide not only ranking of parameter importance but also quantitative sensitivity measures such as global sensitivity indices for different parameters. The quantitative measures have been used recently for model structure diagnosis with respect to model complexity and model structure inadequacy (Rosolem et al., 2012; Gupta et al., 2012) . For example, van Werkhoven et al. (2008) used Sobol's variance-based global sensitivity analysis to evaluate whether moderate model complexity is adequate for modeling multiple watersheds. Herman et al. (2013) further extended the global sensitivity analysis to three different models for understanding intermodel differences in dominant model parameters and/or components. These researches have shown promise in revealing contrasting controls across individual models. This paper presents a new method that uses variance-based global sensitivity analysis beyond individual models but in the model averaging framework. New global sensitivity indices are derived for multiple models to identify influential parameters for not only individual models but also all models on average. This is necessary when model uncertainty exists, because parameter sensitivity varies (sometimes substantially) between models (Herman et al., 2013; Van Werkhoven et al., 2008) parameters identified for a single model may not be important to the processes that the model intend to simulate. The bias in parameter identification can be reduced by the new global sensitivity indices based on model averaging for addressing model uncertainty. Model uncertainty is caused by multiple plausible interpretations of the system of interest based on available data and knowledge. For the hydrological modeling, model uncertainty is often inevitable, because the open and complex hydrologic systems can be conceptually interpreted and mathematically described in multiple ways (Beven, 2002 (Beven, , 2006 Bredehoeft, 2003 Bredehoeft, , 2005 Neuman, 2003) . Model averaging is a popular method for addressing and quantifying model uncertainty by evaluating the weighted average of the simulations of alternative models. The weights are measures of model plausibility, and can be estimated using various methods (Foglia et al., 2013; Lu et al., 2013; Tsai and Elshall, 2013; Ye et al. (2010b) ; Tsai and Li, 2008; Ye et al. (2008a) ; Meyer et al., 2007; Ajami et al., 2007; Poeter and Anderson, 2005; Ye et al., 2004; Winter and Nychka, 2010; Wohling and Vrugt, 2008) . Schoniger et al. (2014) recently reported a comprehensive review and comparison of the methods used to estimate the Bayesian model averaging weights. Since our new sensitivity indices are based on the concept of model averaging (not specifically Bayesian model averaging), the indices can be evaluated by using the weights estimated via any methods. In addition, the weights can be estimated using expert judgments only or using both expert judgment and observations. The former is equivalent to prior weights and the latter to posterior weights, from a Bayesian viewpoint. In this study, only the prior weights are used, since evaluating posterior weights is beyond the scope of this work.
In addition to model uncertainty, the new method of variance-based global sensitivity analysis also considers scenario uncertainty by estimating the new global sensitivity indices for a set of scenarios in a scenario averaging framework. Scenario uncertainty is aleatory and an important source of predictive uncertainty. According to IPCC (2000, p.62) , ''scenarios are images of the future, or alternative futures. They are neither predictions nor forecasts. Rather, each scenario is one alternative image of how the future might unfold. A set of scenarios assists in the understanding of possible future developments of complex systems. '' Following Meyer et al. (2014) , a scenario of hydrologic modeling is defined in this paper as a future state or condition assumed for a system, with the emphasis on those aspects of a scenario that affect the system hydrology. Scenario uncertainty here is similar to the input uncertainty used in surface hydrology (e.g., Kavetski et al., 2006; Vrugt et al., 2008; Renard et al., 2010) , but with focus on future states and conditions. While it happens often that the same models are used for different scenarios, different models may be needed for different scenarios, when scenario uncertainty affects model formulation. On the other hand, for the same model, its plausibility may vary under different scenarios, because prior probability may change given that the model is conditioned on scenarios, although scenario uncertainty does not affect model calibration. Based on the concept that model uncertainty depends on scenario uncertainty, Draper et al. (1999) developed a scenario-and model-averaging method to first quantify model uncertainty and then scenario uncertainty. Similarly, Meyer et al. (2007 Meyer et al. ( , 2014 developed a hierarchical Bayesian framework to quantify parametric, model, and scenario uncertainty. The hierarchical framework was also used by Rojas et al. (2010) for quantifying scenario and model uncertainties for a system with multiple models and scenarios. It is for the first time that the hierarchical framework is used for global sensitivity analysis to define global sensitivity indices with consideration of multiple models and scenarios. Without loss of generality, the numerical example of this study uses the same models for different scenarios.
As discussed above, instead of considering only parametric uncertainty under a single model and a single scenario, our new variance-based global sensitivity considers the joint effect of parametric, model, and scenario uncertainties on model outputs. This is in a similar spirit of Baroni and Tarantola (2014) , who developed a general probabilistic framework to considering all uncertainty sources in global sensitivity analysis. Their framework however does not specify the hierarchical structure from model scenarios to model structures and to model parameters. Since various frameworks of uncertainty quantification have been developed for different purposes of hydrologic modeling (Matott et al., 2009; Renard et al., 2010; Refsgaard et al., 2012; Tartakovsky, 2013) , our method of global sensitivity analysis may be extended to the different frameworks to meet the various needs of global sensitivity analysis.
Another focus of this paper is to use computationally efficient methods for global sensitivity analysis, which is well known to be computationally expensive because it requires Monte Carlo (MC) simulation with a large number of model executions (Sobol', 1993; Jansen, 1999; Sobol' et al., 2007; Saltelli et al., 2010) . Various methods have been developed to reduce the computational cost. A common practice is to first conduct a Morris analysis to screen out unimportant parameters so that global sensitivity analysis is only conducted for important parameters (e.g., Chu-Agor et al. 2011; Zhao et al., 2011) . The quasi-random sampling method developed by Saltelli et al. (2010) is the most popular MC method because the number of model executions needed for Sobol' sensitivity analysis is dramatically reduced in comparison with conventional MC methods. Rakovec et al. (2014) developed a hybrid local-global sensitivity analysis method termed the Distributed Evaluation of Local Sensitivity Analysis (DELSA) to implement Sobol' sensitivity analysis. DELSA is computationally efficient, because it does not use MC methods but uses the results of local sensitivity analysis (i.e., the Jacobian matrix) to approximate the Sobol' variance terms. Another kind of widely used methods is meta-modeling to build cheap-to-compute surrogates or emulators of computationally expensive models so that performing a large number of model executions is computationally affordable (O'Hagan, 2006) . The methods of developing surrogates for sensitivity analysis include Taylor series approximation (Hakami et al., 2003) , response surface approximation (Helton and Davis, 2003) , Fourier series nonparametric regression (Helton, 1993; Storlie et al., 2009) , Kriging (Kleijnen, 2009; Borgonovo et al., 2012; Lamoureux et al., 2014) , Gauss process (Rasmussen and Williams, 2006) , polynomial chaos expansion (Garcia-Cabrejo and Valocchi, 2014; Formaggia et al., 2013; Oladyshkin et al., 2012; Sudret, 2007) , and sparse-grid collocation (Buzzard, 2012; Buzzard and Xiu, 2011) . However, the meta-modeling methods may still need a relatively large number of model executions to develop accurate surrogates, and the surrogate development is not always straightforward due to model nonlinearity (Razavi et al., 2012; Zhang et al., 2013a Zhang et al., , 2013b . Therefore, there are still urgent needs to develop new computationally efficient methods for performing global sensitivity analysis. This paper presents a use of the computationally efficient method based on sparse grid collocation (SGC) techniques for variance-based global sensitivity analysis. The SGC techniques were developed for computing multidimensional integration (Smolyak, 1963) , and have been shown to be an efficient and effective tool to overcome the curse of dimensionality for high dimensional numerical integration and interpolation (Barthelmann et al., 1999; Bungartz and Griebel, 2004; Gerstner and Griebel, 1998; Xiu and Hesthaven, 2005) . The SGC techniques are particularly suitable for variance-based global sensitivity analysis, because the mean and variance needed for the sensitivity analysis are multivariate integrals. Based on quadrature rules (e.g., Gerstner and Griebel, 1998) , SGC evaluates mean and variance of a quantity of interest at selected sparse grid points in parameter space. Since the number of sparse grid points is always small, the corresponding number of model executions is small. This use of SGC is similar to SGC applications to moment equations for estimating mean and variance using quadrature rules directly without building surrogates Tartakovsky, 2009, 2010; Shi et al., 2009) .
In the rest of this paper, we present in Section 2 the new method of variance-based global sensitivity analysis for multiple models and scenarios, followed by its SGC implementation. An example application of the new method is demonstrated using a synthetic case of groundwater flow and reactive transport modeling described in Section 3. The results discussed in Section 4 show that the new global sensitivity indices can be used to avoid biased selection of influential parameters. Section 4 also investigates dependence of the sensitivity analysis results on model and scenario probability in the numerical example. In addition, accuracy of the SGC method is evaluated by comparing the SGC results with those obtained using the quasi-random sampling method of Saltelli et al. (2010) . Conclusions of this research are given in Section 5.
Methodology
This section starts with the conventional definition of the global sensitivity indices for a single model and a single scenario, followed by the new definitions for multiple models but a single scenario and for multiple models and multiple scenarios. Subsequently, the SGC algorithm of evaluating the indices is presented together with the quasi-random sampling method of Saltelli et al. (2010) .
Conventional definition of global sensitivity indices
In the conventional variance-based global sensitivity analysis that considers a single model and a single scenario, global sensitivity indices are evaluated as a quantitative measure of parameter influence on model outputs Saltelli et al., 1998; Sobol', 1993) . For a model with the form of
where D is a scalar model output and h = {h 1 , . . ., h d } denotes the vector of model parameters, the total output variance, V, of D can be decomposed as (Sobol', 1993) VðDÞ
where V i represents the partial variances contributed by parameter h i , and V i,j to V 1,. . .,k represent the partial variances caused by interactions among the parameters. The first-order sensitivity index of parameter h i is defined as (Sobol', 1993) 
which measures the main or first-order effect of the parameter h i on the model output. The index can also be defined by using the law of total variance to express the total variance as
The first term at the right hand side is the partial variance or the main effect caused by h i , and the inner expectation is the mean of the output calculated using all the changing values of parameter vector, h $i , i.e., all parameters except fixed h i . Eq. (3) leads to the first-order sensitivity index
Homma and Saltelli (1996) introduced another important and widely used global sensitivity index, the total sensitivity index, as
It considers both the first-order effect of h i and the interactions of h i with other parameters. In order to calculate the total sensitivity index, the total variance is decomposed as
where the first term at the right hand side measures the variance induced by h $i . With Eq. (6), S T i can be defined by ruling out the partial variance as
2.2. Global sensitivity indices for multiple models and scenarios
When considering model and scenario uncertainty, the total variance of model output can be expressed as (Appendix A)
where M and S are the sets of individual models, M, and individual scenarios, S, respectively, and M|S and h|M,S indicate the hierarchical relations that models are conditioned on scenarios and that parameters are conditioned on models and scenarios. Eq. (8) does not require that different scenarios have the same models. Instead, M is a union of all the models specific to the scenarios. For example, considering that models M 1 and M 2 are associated with scenario 1 (S 1 ) and models M 1 and M 3 with scenario 2 (S 2 ), M is a union of all the models, i.e., M = {M 1 , M 2 , M 3 }. Similarly, different models can have different parameters, and
, where h (k) is the parameters of model M k . These notations are used below for evaluating the sensitivity indices. The total variance is decomposed into data variance,
, and scenario variance, V S E M|S E h|M,S E(D|h, M, S). The data variance here is treated as the variance of measurement error. Since it is independent of model parameters, structures, and scenarios (i.e.,
, the data variance is a constant and not involved in the sensitivity analysis. The E(D|h, M, S) term is the model output of D given by a model under its associated parameters and scenario. While the meaning of E(D|h, M, S) and V(D|h, M, S) may change for a stochastic model (e.g., kriging in Neuman et al., 2012; Lu et al., 2011 Lu et al., , 2012 , discussing it is beyond the scope of this study. When observations, D, of system parameters (e.g., hydraulic conductivity) and system state variables (e.g., hydraulic head) are available, they can be used in Eq. (8) to evaluate the conditional mean and variance by adding D to every term of Eq. (8). For example, V(D) and V(D|h, M, S) become V(D|D) and VðDjD; h; M; SÞ; respectively. Using the conditioning data also change the way of calculating the means and variances at the right hand side of Eq. (8). The current means and variances in Eq. (8) are unconditional evaluated using the priors; after using D to estimate the posterior weights (e.g., Schoniger et al., 2014) and conditional predictions (e.g., Lu et al., 2014) , they become conditional statistics. Since evaluating the posteriors and conditional statistics are beyond the scope of this study, the priors are used in this study to demonstrate our methods.
In this paper, the global sensitivity analysis is focused only on E s E M|S V h|M,S E(D|h, M, S), because the other three variance terms are not caused by parametric uncertainty. With the introduced hierarchical structure and notations of models and scenarios, the first-order sensitivity index and total sensitivity index are redefined below.
Global sensitivity indices for single model and single scenario
When considering a single model, M, and a single scenario, S, E s E M|S V h|M,S E(D|h, M, S) becomes V h|M,S E(D|h, M, S). Similar to Eq. (3), the variance due to parametric uncertainty is decomposed as
and the first-order sensitivity index is defined as
Similarly, Eq. (6) can be rewritten as
and the total sensitivity index is defined as
2.2.2. Global sensitivity indices for multiple models and single scenario When considering multiple models, M, but a single scenario, S,
Eqs. (15) and (16) take into account the parameter influence under the individual models, and provide a quantitative assessment of global sensitivity analysis with combined effects of uncertain parameters and models. Comparing Eqs. (15) and (16) with Eqs. (11) and (12), respectively, shows that S M T of multiple models is not a weighted average of S T of individual models, because model averaging is conducted for the variance of individual models not for the index of individual models.
The mean of multiple models, E M|S (Á), in Eqs. (15) and (16), is evaluated by the weighted average, i.e., E M|S (Á) = P k P(M k |S)(Á), where P(M k |S) is the probability of model M k under scenario S and satisfies P k P(M k |S) = 1. Based on the model averaging concept, Eq. (15) is evaluated as
If parameter h i does not belong to model M k , the
¼ 0, because uncertainty in h i does not contribute to the predictive uncertainty of model M k . Similarly, the total sensitivity index is evaluated as
Similarly, If parameter h i does not belong to model M k , the
Global sensitivity indices for multiple models and multiple scenarios
When considering multiple models, M, and multiple scenarios,
Accordingly, the first-order and total sensitivity indices for multiple models and multiple scenarios are defined as Similar to the concept of model averaging, scenario averaging is applied here by evaluating the mean for multiple scenarios, E S (Á), by the weighted average, i.e., E S (Á) = P l P(S l )(Á), where P(S) is scenario probability and satisfies P l P(S l ) = 1. Using the concepts of model averaging and scenario averaging, Eq. (21) can be evaluated as
If parameter h i does not belong to model M k and scenario S l ,
Similarly, the total sensitivity index is evaluated as
SGC-based evaluation of global sensitivity indices
Evaluation of the global sensitivity indices requires calculating the mean and variance with respect to model parameters as well as the probabilities of models and scenarios. Since various methods of estimating model and scenario probabilities have been developed, they are not discussed in this paper. This paper is focused on evaluating the mean and variance with respect to model parameters using the SGC methods. Since the SGC methods are applied in the parameter space of each model under each scenario, for the convenience of mathematical expression, we drop all the notations of conditioning on models and scenarios, and use again the notations of V h i ðE h $i ðDjh i ÞÞ and E h $i ðV h i ðDjh $i ÞÞ.
The quasi-random sampling method is the most computationally efficient MC methods so far for evaluating the first-order and total sensitivity indices. Following Jansen (1999) and Saltelli et al. (2010) , the mean and variance are evaluated via
and
where D = f(.) denote a model execution for its parameters. The calculation requires two independent parameter sample matrices, A and B, with the same dimension of n Â d, where n is number of samples and d is number of parameters. Matrix A i B is the same as matrix A except that its ith column is from the ith column of matrix B. Subscript j denotes the jth row of the corresponding matrix, i.e., the jth sample of the parameters. A MC implementation of Eqs. (21) and (22) requires (2 + d)n times of model executions, i.e., 2n executions corresponding to matrices A and B and dn executions using matrix A i B . While the total number of model executions only increases linearly with the number of model parameters, it is still computationally expensive, because the number of samples must be sufficiently large to attain convergence of the MC simulation.
Our computationally efficient SGC algorithm is rooted in the quadrature rules of numerical integration. Starting from an integral of a one-dimensional function g(x), the general quadrature formula is (Gerstner and Griebel, 1998) :
where x i are parameter values (i.e., quadrature points) chosen following a quadrature rule, x i are corresponding weights, and N is number of quadrature points. For a d-dimensional function f, the tensor product of d quadrature formulas
where x l 1 i 1 ; Á Á Á ; x l d i d are quadrature points chosen by a quadrature rule, l 1 , . . . l d are the precision levels for the quadrature rule,
of quadrature points for each dimension. The tensor product is still computationally expensive, because it suffers from the curse of dimensionality, i.e., the number of model executions increases exponentially with the number of model parameters. This problem can be resolved by using the sparse grid collocation method. Define
Instead of using the full tensor product quadrature rule, following the Smolyak or sparse grid cubature rule, a d-dimensional function integral with precision level l can be approximated by (Gerstner and Griebel, 1998) :
The number of model executions reduces from N d for the full tensor product to
for the sparse grid tensor product ). The determination of precision level l has been discussed in Gerstner and Griebel (1998, 2003) .
The SGC algorithm is flexible for global sensitivity analysis, because it allows using different quadrature rules for different shapes of parameter distributions. In this paper, the ClenshawCurtis rule is chosen for uniform parameter distribution. The quadrature points and weights of this rule for the integral R 1 À1 gðxÞdx are (Davis and Rabinowitz, 1975 ):
where N is an even number. The Gauss-Hermite rule is chosen for the normal parameter distribution. For the integral R 1 À1 e Àx 2 gðxÞdx, the quadrature points are the solution of Hermite polynomial, H N (x), and weights are (Davis and Rabinowitz, 1967 ):
In practical applications, if the integrals are different from the standard forms above for which the SGC quadrature rules were developed, change of variable is required to transform the integrals into the standard forms. Take as an example of evaluating the mean of function h(y) with respect to random variable y that follows the normal distribution N(l, r),
In order to use the Gauss-Hermite rule developed for the standard form of R 1 À1 e Àx 2 gðxÞdx, a change of variable is needed by defining
with which Eq. (32) becomes
Applying the Gauss-Hermite rule to Eq. (34) leads to
The quadrature points and corresponding weights of other parameter distributions can be found in Rabinowitz (1967, 1975) .
To evaluate V h i ðE h $i ðDjh i ÞÞ defined in Eq. (4),
for the first-order sensitivity index, three sparse grid integrations are needed. The first one approximates E h $i ðDjh i Þ as
where l 1 is the level of precision of I 1 . Note that the dimension is d À 1 for h $i , because h i is fixed. The second sparse grid approxi-
where l 2 is the level of precision of I 2 . Since the integral has only one random variable, h i , the dimension of I 2 is 1.
where I 3 is another sparse grid with precision level l 3 .
To evaluate E h $i ðV h i ðDjh $i ÞÞ for the total sensitivity index defined in Eq. (7), sparse grid I 4 is developed as: 
Therefore, the total number of model executions needed for calculating global sensitivity indices of a single parameter is m 1 m 2 + m 1 -m 3 + m 4 m 5 + m 4 m 6 , where m 1 and m 4 are the numbers of sparse grid points chosen for h $i , corresponding to levels l 1 and l 4 , respectively, and m 2 , m 3 , m 5 and m 6 are the numbers of sparse grid points chosen for h i , corresponding to levels l 2 , l 3 , l 5 and l 6 , respectively. Since the values of m 1 -m 6 are in general small, the total number of model executions is still significantly smaller than (2 + d)n used in the quasi-random sampling method of MC simulations. The SGC algorithm is general in that it allows developing different sparse grids for different mean and variance terms involved in the variance-based global sensitivity analysis. However, the algorithm can be simplified by using the same sparse grid for different variance terms. In the numerical example demonstrated below in Section 3, instead of using six different sparse grids, only two sparse grids are used to calculate the sensitivity indices by using the same precision level for the sparse grid integration with the same parameters: one sparse grid for integration with h i and the other sparse grid for integration with h $i .
Synthetic case with multiple scenarios and models
The global sensitivity indices are evaluated for a synthetic case of groundwater reactive transport modeling with three scenarios, four models, and six random parameters. Only built for the purposes of demonstration and test, the synthetic case is relatively simple, which makes it computationally affordable to have millions of model executions for evaluating the indices using the MC method of Saltelli et al. (2010) . The MC results are used as the reference to evaluate the accuracy of the SGC algorithm.
Synthetic case of groundwater reactive transport modeling
In the synthetic domain of groundwater flow shown in Fig. 1 , the unconfined groundwater aquifer of length L is under a steady-state condition and has a uniform precipitation, P, over the entire domain. Specification of the precipitation and the groundwater flow models are given below. A continuous contaminant source is placed at the center of the domain (x = 5000 m). Similar to Chen et al. (2013) , a total of five chemical species are involved in the reactive transport modeling, and they are PCE (perchloroethene), TCE (trichloroethene), DCE (dichloroethene), VC (vinyl chloride), and ETH (ethene). The single chain reactions (Fig. 2) described in the user's manual of BIOCHLOR (Aziz et al., 2000) are used in this study. The governing equations of the reactive transport modeling are: is porosity, and q [L/T] is harmonic mean of the specific discharge in the right half part of the domain (the half domain with pollution). The analytical solutions and their numerical implementation developed by Sun et al. (1999) are used in this study.
Uncertain scenarios, models, and parameters
The synthetic case considers three alternative scenarios of future precipitation. The three scenarios are wet, baseline, and dry scenarios, and they are referred to as Scenario 1, Scenario 2, and Scenario 3, respectively, for the convenience of discussion below. Precipitation of the baseline scenario (Scenario 2) is assumed to follow a normal distribution with the mean of 1,524 mm/year and standard deviation of 254 mm/year. In the wet and dry scenarios (Scenarios 1 and 3, respectively) , the amount of precipitation is assigned to be 180% and 80% of the precipitation of the baseline scenario, respectively. The three distributions are truncated at zero to ensure positive precipitation. The probability density functions (PDFs) of precipitation in the three scenarios are shown in Fig. 3 . The figure shows that both the mean and the variance increase from the dry to the wet scenario.
Two alternative groundwater flow models were built for the synthetic domain. The first model (denoted as one-zone model or Z 1 ) is based on the assumption that the domain is homogeneous with a constant hydraulic conductivity value. The corresponding mathematical model is (44) is (Fetter, 2001) :
Using Darcy's law, the analytical solution of specific discharge,
The second groundwater flow model (denoted as two-zone model or Z 2 ) was built with the assumption that the modeling domain consists of two zones with the divide at the location of x = 7000 m. The corresponding mathematical model is d dx KhðxÞ dhðxÞ dx ¼ Àw
are hydraulic conductivity of the two zones. This model was solved numerically using the finite difference method. Two alternative groundwater recharge models were considered in this study to convert precipitation to groundwater recharge. Considering recharge model uncertainty is necessary in groundwater modeling, because various techniques of recharge estimation have been developed and their recharge estimates can be substantially different (Scanlon et al., 2002 
which relies on a linear relationship between precipitation and recharge. The coefficients of the two models are chosen to give sufficiently different recharge estimates by the two models. Fig. 4 plots the PDFs of the recharge estimates of the two models (R 1 and R 2 denote models 1 and 2, respectively) under the three precipitation scenarios. The figure shows that the recharge estimate of recharge model R 1 is larger than that of recharge model R 2 . For recharge model R 2 with linear relation between precipitation and recharge, the uncertainty in the recharge estimate is proportional to uncertainty in precipitation. Six parameters of the groundwater flow and transport models are considered to be random (model input factors are also treated as parameters in this study without loss of generality). The first parameter is the precipitation, and its distributions under the three scenarios are discussed earlier. The next three parameters are hydraulic conductivity, K, K 1 and K 2 (m/d), which are assumed to follow the normal distributions N(15,1), N(20,1) and N(10,1), respectively. These three normal distributions are truncated at the lower bound of zero. Although using lognormal distributions for hydraulic conductivity is more realistic, using the normal distributions here is simply for method demonstration. Despite that the results of sensitivity analysis may change significantly, we do not expect that the change would invalidate our new sensitivity indices. The fifth random parameter is hydrodynamic dispersion coefficient (m 2 /d), and the uniform distribution U(10, 10.1) is assumed. The last parameter is first-order degradation coefficient for PCE (1/d), and the normal distribution N(0.05, 0.01) truncated at the lower bound of zero is assumed. Combining the two recharge models and the two groundwater models gives a total of four alternative models listed in Table 1 : R 1 Z 1 , R 2 Z 1 , R 2 Z 2 , and R 2 Z 2 ; each model has the same transport component given in Eq. (43). The manner of formulating the four models is similar to that of Ye et al. (2010a) for quantifying model uncertainty in conceptualizing recharge component and hydrostratigraphic framework of the Death Valley Regional Flow system. For the four models, parametric uncertainty is conditioned on Fig. 3 . Probability density functions (PDFs) of precipitation under three scenarios: Scenario 1 (wet), Scenario 2 (baseline), and Scenario 3 (dry). Fig. 4 . Probability density functions (PDFs) of groundwater recharge given by two models (R 1 and R 2 denote models 1 and 2, respectively) under three precipitation scenarios. model uncertainty, from the hierarchical viewpoint discussed before. For example, uncertainty of hydraulic conductivity K is for models R 1 Z 1 and R 2 Z 1 , and uncertainty of K 1 and K 2 are conditioned on models R 1 Z 2 and R 2 Z 2 . Our new sensitivity indices are defined general, and different models can have different parameters.
Results and discussions
Sections 4.1-4.4 discuss the total sensitivity index evaluated for hydraulic head and ethene concentration for individual models and individual scenarios, for multiple models (after model averaging) but individual scenarios, and for multiple models and multiple scenarios (after scenario averaging). Although both first-order and total sensitivity indices are used in global sensitivity analysis, only the total sensitivity index is discussed for the reason explained in Table 1 lists the values of total sensitivity index (S T ) of precipitation ðS T P Þ and hydraulic conductivity S T K , S T K 1 , and S T K 2 ) calculated for hydraulic head at the location of x = 6,000 m for the four models under the three scenarios. Because parameter K does not belong to models R 1 Z 2 and R 2 Z 2 and parameters K 1 and K 2 do not belong to models R 1 Z 1 and R 2 Z 1 , the corresponding index values are zero, as discussed in Section 2. The table shows that, for each model and scenario, the sum of the total sensitivity indices for all parameters is slightly larger than 1, indicating that the interaction between the two parameters has a negligible contribution to head uncertainty. As a result, the first-order sensitivity index is almost identical to the total sensitivity index. Therefore, only the results of total sensitivity index are presented and discussed. Table 1 shows that the index values may vary substantially for different models and scenarios. For example, S T P ranges from 5.96% for Model R 2 Z 2 under Scenario 3 to 92.98% for Mode R 2 Z 1 under Scenario 3, indicating that the importance of precipitation changes dramatically from unimportant to the most important. If identification of important parameters is based on a single model and a single scenario (without considering model and scenario uncertainty), biased identification may occur. The variation of the total sensitivity index between different models and scenarios is physically meaningful. For the homogeneous models (R 1 Z 1 and R 2 Z 1 ), the increase of the index ðS T P Þ of precipitation from Scenario 1 (wet scenario) to Scenario 3 (dry scenario) is attributed to the decrease of precipitation and thus groundwater recharge from Scenario 1 to Scenario 3 (Fig. 4) . In other words, impacts of precipitation on hydraulic head are larger, when the aquifer is relatively dry with smaller amount of precipitation (or equivalently recharge). The variation pattern of the index ðS T K Þ of hydraulic conductivity K is opposite. Also for the homogeneous models (R 1 Z 1 and R 2 Z 1 ), S T K decreases from Scenario 1 (wet scenario) to Scenario 3 (dry scenario), because hydraulic conductivity becomes more important when recharge increases so that excessive water from precipitation can be discharged to the constant head boundary (Fig. 1) .
Total sensitivity index for head under individual models and scenarios
For the heterogeneous models (R 1 Z 2 and R 2 Z 2 ), Table 1 reveals different variation patterns in the total sensitivity values from Scenario 1 to Scenario 3. It is observed that the importance of precipitation decreases in that S T P decreases from the range of 67.74-92.98% for the homogeneous models to the range of 5.96-23.75% for the heterogeneous models. Parameter K 2 becomes the most important parameter, which is reasonable because this parameter controls the amount of groundwater flow from the entire modeling domain to the river (Fig. 1) . Different from the variation pattern for the homogeneous models, S T P decreases from Scenario 1 to Scenario 3, because the small parameter value of K 2 blocks the discharge to the river and the precipitation variation determines the precipitation influence on hydraulic head at the location of x = 6000 m, recalling that the precipitation variation is larger in Scenario 1 than in Scenario 3 (Fig. 3) . This demonstrates again that parameter sensitivity indices change between the individual models and under different scenarios. Table 1 Total-effect sensitivity index of hydraulic conductivity (ST K , ST K 1 and ST K 2 ) and precipitation (ST P ) calculated for hydraulic head at x = 6000 m under four models and three scenarios. The indices for multiple models but individual scenarios are denoted as S M T ; the indices for multiple models and multiple scenarios are denoted as S MS T .
Scenario 1
Scenario 2 Scenario 3 Table 1 for the four models but three individual scenarios, equal model probability (25%) is assigned to the four models for model averaging. It should be noted that S M T of the multiple models is not a weighted average of S T of the individual models, because model averaging is conducted for the variance, not the index, of the individual models (Eq. (16) is evaluated for parameter K 2 that only belongs to models R 1 Z 2 and R 2 Z 2 , and S M T P is estimated for parameter P that exists for all the four models. The model and scenario averaging techniques make it possible to compare the importance of different parameters which do not coexist in the same models.
The total sensitivity indices, S M T , obtained after model averaging indicate that precipitation is the second most influential parameter, although it is the most influential parameter for models R 1 Z 1 and R 2 Z 1 . This demonstrates that considering multiple models in the calculation of the sensitivity indices helps to prevent biased identification of important parameters based only on a single model. In other words, an important parameter of one model may not be important for multiple models, depending on uncertainty magnitude of the parameter for the individual models.
The most influential parameter is parameter K 2 , and it can be explained by Fig. 5a which plots the PDFs of the simulated hydraulic head by the four models under the three scenarios. The figure shows that, for a given scenario, the head uncertainty of the two-zone models is larger than that of the one-zone models. For parameters K 1 and K 2 of the two-zone models, K 2 is more influential to head simulation than K 1 , because K 2 controls the groundwater flow to the river located at the right hand side of the domain. The high sensitivity values of K 2 and P are useful for evaluating relative plausibility of the models. For example, if head observations are available, they can be used to discriminate between the two recharge models and between the two groundwater flow models.
Total sensitivity index for head under multiple models and multiple scenarios
For conducting scenario averaging, equal scenario probability (1/3) is assigned to the three scenarios. Table 1 T values is that the head variance after model averaging is similar under the three scenarios, as shown in Fig. 5b . It suggests that scenario uncertainty plays a less important role than model uncertainty in terms of identifying important parameters. This however is not a general case but specific to this synthetic example. The general uncertainty framework (Eq. (8)) and the new sensitivity indices are useful to evaluate relative contributions from different uncertainty sources to predictive uncertainty, and to identify important parameters with consideration of the uncertainty sources.
Total sensitivity index for ethene concentration
The three sets (S T , S M T , and S MS T ) of total global sensitivity index are evaluated for ethene concentration at the location of x = 6,000 m after 1000 days, and their values are listed in Table 2 . The table shows again that the sum of the four indices (i.e., S T P for precipitation, S T K , S T K 1 , S T K 2 for hydraulic conductivity, S T D for dispersion coefficient, and S T k1 for first-order degradation coefficient of PCE) is slightly larger than 1, suggesting that the first-order and total sensitivity indices have similar values. Therefore, only the values of total sensitivity index are shown and discussed.
For the individual models and individual scenarios, the most important parameter is hydraulic conductivity (K for the one-zone models and K 2 for the two-zone models), indicating that hydraulic conductivity is the most influential parameters to the concentration simulation in this synthetic case. The S T values of precipitation are small, ranging from 0.02% to 5.19%, which is reasonable because the variation of hydraulic gradient with precipitation is relatively small. The S T values of dispersion coefficient are zero, which is attributed to the narrow range (10.0-10.1 m 2 /d) of the parameter and the one-dimensional flow. The S T values of degradation coefficient are also negligible, because, for most of the realizations, the plume of ethene (the last product of the chain reaction) has not reached the location of x = 6000 m within 1000 days. If S T is evaluated at another location of x = 5200 m where ethene reaches this location after 1000 days for most of realizations, the S T value of degradation coefficient can be significantly larger, e.g., 19.83% for model R 1 Z 1 under Scenario 2. These results of sensitivity analysis suggest that, in the synthetic case, the ethene transport at x = 6000 m and within 1000 days is largely affected by the flow parameters. This is reasonable because the dispersive transport is negligible and advective transport is controlled jointly by hydraulic conductivity and precipitation. Table 2 indicate that hydraulic conductivity (K for the one-zone models and K 2 for the two-zone models) is still the most important parameters after the model and scenario averaging. However, the S values are similar to the S T K2 values of the individual models. This leads to a conclusion that K 2 is significantly more important than K, which is consistent with the results listed in Table 1 for the sensitivity of hydraulic head to hydraulic conductivity. 
Impacts of model and scenario probabilities on total sensitivity index
All the results above are based on equal model probability, P(M|S) = 1/4, and equal scenario probability, P(S) = 1/3. This section investigates the impact of model and scenario probabilities on the global sensitivity indices by evaluating the indices using multiple sets of model and scenario probabilities. Following Ye et al. (2005) , the minimum and maximum probabilities of a single model are set as 5% and 85%, respectively, and the probability increment is 5%. This leads to 969 sets of model probability, considering that four models are considered in this study. In the same manner, 172 sets of scenario probabilities are obtained for the three scenarios. We here only present the results of impact analysis conducted for precipitation based on the hydraulic head simulations at x = 6000 m; the parameter of precipitation is selected because it exists for all the four models. can vary from 31.19% to 73.31%, when Model R 1 Z 1 has the probability of 5%. When the probability of Model R 1 Z 1 increases from 5% to 85%, the range of S M T P values decreases monotonically from 42.12% to 0. The reason is that the number of combinations of model probability decreases from 153 (when the probability of R 1 Z 1 is 5%) to 1 (when the probability of R 1 Z 1 is 85%). In addition, the S T values vary substantially between the models. The monotonic increase (decrease) of the minimum (maximum) value of
is not surprising, because the sensitivity index is the portion of variance of the individual model to the averaged variance. It is therefore important to use accurate model probability for model averaging. While the prior weights are used in this study, the posterior weights can be used for calculating the sensitivity indices when observations are available (see the review article of Schoniger et al., 2014) . between the three scenarios ( Fig. 5 and Table 1 ). In other words, the impact of scenario probabilities on S MS T P is insignificant because of relatively small variation of S M T P between the scenarios. Therefore, the impact of model and scenario probability on the sensitivity indices are secondary in comparison with the variability of the indices between models and/or scenarios.
Accuracy of sparse grid collocation algorithm
All the results above are based on 1,000,000 MC simulations using the quasi-random sampling method of Saltelli et al. (2010) . The results are used as the yardstick to evaluate the accuracy of the SGC algorithm described in Section 2.3. The GaussHermite and Clenshaw-Curtis rules are used for the normal and uniform distributions, respectively. The SGC precision levels l 1 -l 6 described in Section 2.3 are chosen to be the same value, ranging from 1 to 3 for the flow modeling and from 1 to 4 for the transport modeling. This reduces the number of sparse grids from six to two, which are I 1 = I 4 for h $i and I 2 = I 3 = I 5 = I 6 for h i . In this way, the number of sparse grid points is reduced from m 1 m 2 + -m 1 m 3 + m 4 m 5 + m 4 m 6 to m 1 m 2 . Table 3 lists the total sensitivity values of precipitation ðS T P Þ and hydraulic conductivity ðS T K Þ evaluated for hydraulic head and ethene concentration of Model R 1 Z 1 under Scenario 2. The S T values are evaluated for different numbers of MC samples (NMCS) and different numbers of SG points (NSGP). In addition, the numbers of model executions (NME) are also listed. For the quasi-random sampling method, as discussed in Section 2.3, NME = (2 + d)n, where d is number of parameters and n is number of samples. For the SGC method, NSGP and NME depend on precision levels (l) and number of parameters (d). For example, to evaluate NSGP for evaluating S T K of ethene concentration, if the precision levels are set as l 4 = 1 and l 5 = 1, NSGP is 21 and NME is 84, because the sparse grid calculation needs to be repeated for each of the four T , after scenario averaging) of precipitation for hydraulic head at x = 6000 m evaluated using multiple sets of scenario probabilities.
Table 3
Number of Monte Carlo samples (NMCS) and number of model executions (NME) of quasi-random sampling method used to calculate total-effect global sensitivity index for hydraulic head and ethene concentration of model R 1 Z 1 under scenario 2. The number of sparse grid points (NSGP) for different levels of precision, and corresponding NME are also listed to show that NME is dramatically reduced in the sparse grid collocation method. parameters. NSGP is significantly larger for the transport modeling than for the flow modeling, because the transport modeling involves four parameters but the flow modeling only involves two parameters. Table 3 shows that the SGC algorithm can dramatically save computational cost in comparison with the quasi-random sampling method. For the flow modeling, only 50 model executions (with 25 SGP) are needed to achieve the same results obtained from four million model executions (with one million samples). For the transport modeling, the SGC computational cost increases, and 11,880 model executions (with 2,277 SGP) are needed, which is still significantly more efficient than the quasi-random sampling method. While one million samples may not be absolutely needed for the quasi-random sampling method, at least 100,000 samples are needed due to the well-known slow convergence of MC simulation. To investigate the accuracy and convergence rate of the quasi-random sampling method and the SGC method, Fig. 8 plots the absolute errors of the total sensitivity index with number of function evaluations calculated for the head and ethene concentration of Model R 1 Z 1 and Scenario 2. The reference values used for calculating the errors are obtained from 2,000,000 MC simulations (8,000,000 of model executions) of the quasi-random sampling method. While the final errors of the two methods are as small as $10 À4 , the figure demonstrates that the convergence rate of the SGC method is significantly faster than that of the MC method. The SGC converge rate for hydraulic head is faster than that for the ethene concentration, which is attributed to the relatively smaller parameter number and smoother function for hydraulic head (Fig. 9) .
NMCS
The computational saving of the SGC method is attributed to the relatively small number of model parameters and the smoothness of hydraulic head and ethene concentration in the parameter space, as shown in Fig. (9) . When the number of model parameters increase, the number of SG points increases accordingly to yield accurate SG integration (Table 3 and Fig. 8 ). This however should not be a barrier to the applications of the SGC algorithm, because it has been shown to be computationally efficient to resolve the problem of the curse of dimensionality in the literature of applied mathematics (Bungartz and Griebel, 2004; Gerstner and Griebel, 1998; Nobile et al., 2008) . On the other hand, when smoothness of a function deteriorates, more SG points are needed to yield accurate SG integration. As shown in Fig. 9 , both the head and concentration surfaces are smooth in the parameter space of the synthetic case. It should be noted that function smoothness and nonlinearity are two different concepts. In other words, the SGC algorithm can be sufficiently efficient for a nonlinear model if its output is smooth. Special techniques are necessary for a non-smooth function. For example, Zhang et al. (2013a Zhang et al. ( , 2013b ) used optimization to identify high-probability regions before SGC surrogate was built, and adaptive SGC was used for the high probability regions to save computational cost. More research is warranted for applying SGC to highly non-smooth functions.
Conclusions
To tackle the problem that conventional variance-based global sensitivity analysis considers only parametric uncertainty, this paper defines new global sensitivity indices with consideration of parameter, model, and scenario uncertainties. With the hierarchical framework of uncertainty quantification, the first-order (S) and total-effect (S T ) sensitivity indices are defined for the three situations: (1) a single model and a single scenario, (2) multiple models but a single scenario, and (3) multiple models and multiple scenarios. The definition of the first situation is the same as the conventional one; the indices of the second situation (denoted as T , respectively. Since S and S T may vary significantly between alternative models and/or alternative scenarios, using the new indices can avoid biased identification of important parameters. This is demonstrated in the numerical example of groundwater flow and reactive transport modeling, which considers three scenarios of precipitation, four alternative models with different conceptualizations of parameterization and recharge components, and six random model parameters. The numerical example also shows that model and scenario probabilities have significant impacts on the index values, especially when the values vary substantially between alternative models and alternative scenarios.
To resolve the problem that global sensitivity analysis is computationally expensive, a computationally efficient sparse grid collocation method (SGC) is used. Instead of relying on computationally demanding MC methods, the mean and variance terms involved in the global sensitivity analysis are evaluated directly using the sparse grid integration techniques. The SGC method is flexible to allow using different sparse grids for different mean and variance terms and using different quadrature rules for different parameter distributions. The SGC results are accurate, in comparison with those obtained using the popular quasi-random sampling method. The computational cost is dramatically reduced. For the numerical example, the SGC only needs hundreds and tens of hundreds of model execution to yield the same results as the quasi-random sampling method that requires hundreds of thousands and millions of model executions.
While the new framework of global sensitivity analysis is theoretically general and numerically easy to implement, applications of the method heavily depend on the model and scenario averaging weights. While the new sensitivity indices can be evaluated using either prior or posterior model averaging weights, obtaining the weights is still an open research area. When the priors are used, it is challenging to elicit the priors due to the subjective nature of priors, as discussed in O'Hagan and Oakley (2004) and Ye et al. (2008b) . When the posteriors are used, MC methods that are necessary for estimating the posteriors are computationally expensive. The computational burden may be alleviated by using sparse grid collocation modeling to build surrogates of models or model likelihoods, as shown in Zhang et al. (2013a Zhang et al. ( , 2013b . However, computational efficiency of sparse grid methods may deteriorate when the number of model parameters. In addition, when the model outputs or functions of the outputs is highly non-smooth (Shi et al., 2014 showed a highly non-smoothed likelihood function for a groundwater reactive transport model), the sparse grid methods may not perform well until a large number of sparse grid points are used (Ganapathysubramanian and Zabaras, 2007; Ma and Zabaras, 2009) . It is expected that these problems can be resolved when more advanced numerical methods are developed in the future.
VðDjSÞ ¼ E MjS VðDjM; SÞ þ V MjS EðDjM; SÞ ð A2Þ
The first and second term at the right hand side of the equations are termed as within-model variance and between-model variance, respectively (Draper, 1995; Hoeting et al., 1999) . Substituting (A2) into (A1) and applying the law of total expectation to the latter term at the right hand side of (A1) leads to:
VðDÞ ¼ E s ðE MjS VðDjM; SÞ þ V MjS EðDjM; SÞÞ þ V s E MjS EðDjM; SÞ ¼ E s E MjS VðDjM; SÞ þ E s V MjS EðDjM; SÞ þ V s E MjS EðDjM; SÞ
ðA3Þ
Considering uncertainty in model parameters h, decompose V(D|M, S) as VðDjM; SÞ ¼ E hjM;S VðDjh; M; SÞ þ V hjM;S EðDjh; M; SÞ ð A4Þ Substituting (A4) into (A3) and applying the law of total expectation to the latter two terms at the right hand side of (A3) 
