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We consider the Hardy–Hénon equation −u = |x|aup with p > 1
and a ∈ R and we are concerned in particular with the Liouville
property, i.e. the nonexistence of positive solutions in the whole
space RN . It has been conjectured that this property is true
if (and only if) p < pS (a), where pS (a) is the Hardy–Sobolev
exponent, given by (N + 2 + 2a)/(N − 2). However, when N  3,
the conjecture had up to now been proved only for a 0. Indeed
the case a > 0 seems more diﬃcult, due to pS (a) > (N+2)/(N−2).
In this paper, we prove the conjecture for a > 0 in dimension
N = 3, in the case of bounded solutions. Next, for the conjecture in
the case a < 0, and for related estimates near isolated singularities
and at inﬁnity, we give new proofs – based in particular on
doubling-rescaling arguments – and we provide some extensions
of these estimates. These proofs are signiﬁcantly simpler than the
previously known ones. Finally, we clarify some of the previous
results on a priori estimates for the related Dirichlet problem.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This article is devoted to the study of positive solutions of the following elliptic equation
−u = |x|aup, x ∈ Ω, (1)
where p > 1, a ∈R and Ω is a domain of RN with N  2. (For the case N = 1, see Proposition A.1 and
Remark A.2 in Appendix A.) Eq. (1) is traditionally called the Hénon (resp., Hardy, or Lane–Emden)
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are considered in the class
{
C2(Ω), if a 0,
C2(Ω \ {0})∩ C(Ω), if a < 0, (2)
and are assumed to satisfy the equation pointwise, except at x = 0 if a < 0 and 0 ∈ Ω .
Our primary interest is in the Liouville property – i.e. the nonexistence of positive solution in the
entire space Ω = RN – and on singularity and decay estimates of solutions. The case a = 0 has been
widely studied by many authors. Here, the optimal Liouville-type result has been established by Gidas
and Spruck in their celebrated article [15]. Namely, Eq. (1) has no positive solution if and only if
p < pS := N + 2
N − 2 (= ∞ if N  2).
The case a = 0 is less completely understood. Let us ﬁrst recall that if a−2, then (1) has no pos-
itive solution in any domain Ω containing the origin (cf. [15], [1, Lemma 6.2] and [13]). We therefore
restrict ourselves to the case a > −2 in the rest of this article. Let us introduce the Hardy–Sobolev
exponent
pS(a) := N + 2+ 2a
N − 2 (= ∞ if N = 2).
In the case of radial solutions, we have the following complete result (stated in [15]; see [2] for a
detailed proof).
Proposition A. Let N  2, a > −2 and p > 1.
(i) If p < pS (a), then Eq. (1) has no positive radial solution in Ω =RN .
(ii) If p  pS (a), then Eq. (1) possesses bounded, positive radial solution in Ω =RN .
The Hardy–Sobolev exponent pS (a) thus plays a critical role in the radial case and this, in addition
to the above mentioned result for a = 0, supports the following natural conjecture:
Conjecture B. If N  2, a > −2 and 1< p < pS (a), then Eq. (1) has no positive solutions in Ω =RN .
The condition p < pS (a) is the best possible due to Proposition A(ii). However, apart from the
radial case, the best available nonexistence result up to now is the following.
Theorem C. Let N  2, a > −2 and p > 1.
(i) If
p <min
(
pS , pS(a)
)
, (3)
then Eq. (1) has no positive solution in Ω =RN .
(ii) The conclusion of part (i) remains true if
p  N + a
N − 2 . (4)
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treated in [2] and the result was already contained in [3], although not explicitly stated there. See
Remark 1.1(c), (d) for a discussion of earlier results in this direction. As for Theorem C(ii), it can be
found in e.g. [18, Example 3.2] (see also Remark A.1 below). The proof, based on the rescaled test-
function method, is relatively easier than that of part (i). We note that condition (4) in Theorem C(ii)
becomes better than (3) when a 2.
Theorem C(i) in particular implies Conjecture B for a < 0, since pS (a) < pS in this case. However,
the conjecture is still an open problem for a > 0. And indeed, the case a > 0 seems more diﬃcult, since
then pS (a) > pS and classical techniques from [15,4] (Bochner formula combined with delicate non-
linear multiplier arguments) and from [12] (Kelvin transform combined with moving planes) fail for
p > pS .
The ﬁrst aim of this paper is to give a contribution in this direction. Namely we shall prove Con-
jecture B for dimension N = 3 and a > 0 in the class of bounded solutions.
Theorem 1.1. Let N  2, a > 0, p > 1 and N = 3. If p < pS (a), then Eq. (1) has no positive bounded solution
in Ω =RN .
Remark 1.1. (a) The proof of Theorem 1.1 uses the technique introduced by Serrin and Zou in [23]
and further developed by the second author in [26], which is based on a combination of Pohozaev
identity, Sobolev inequality on SN−1 and a measure argument. By using additional interpolation and
feedback arguments from [26], one could extend the result to higher dimensions N  4, but at the
expense of the further restriction p < (N − 1)/(N − 3) pS . Therefore, for N  4, these techniques do
not seem to lead to any improvement of Theorem C(i).
(b) Theorem 1.1 is still true for polynomially bounded solutions, i.e. if u(x) C |x|q for x large, with
some q > 0 (see after the end of the proof). We note that, although it would be desirable to show
Theorem 1.1 without any growth restriction on the solutions, Liouville type theorems for bounded so-
lutions are usually suﬃcient for applications such as a priori estimates and universal bounds, obtained
by rescaling arguments (see [16,20]).
On the other hand, the Liouville property is not true in general if the continuity assumption in (2)
(at x = 0) is relaxed. For instance, (1) admits a distributional solution of the form u(x) = C |x|−α ,
α = (2 + a)/(p − 1), whenever N  3, p > (N + a)/(N − 2) and a > −2. However, Theorem C(ii) (for
p  (N + a)/(N − 2)) remains true for distributional supersolutions (see [18] and Remark A.1 below).
(c) Prior to [2], Theorem C(i) had been proved in the special case a  2 (with p < pS ) in [15,
Theorem 4.1]. The restriction a 2 comes from the assumption that the x-depending coeﬃcient be a
C2 function.
(d) It is claimed in [16] that the Liouville property is true for
a > −2, 1< p < pS , p = pS(a) (5)
(cf. Theorem [16, Theorem 4.2], which is not proved there but attributed for a < 0 to Ref. [3] in the
bibliography of [16], a work which doesn’t seem to have actually appeared). However, solutions in
Theorem [16, Theorem 4.2] are assumed to be in C2(RN ), which is not relevant for a < 0. Neverthe-
less, for solutions in the regularity class (2), the Liouville property is false in part of the range (5),
namely for −2< a < 0, pS (a) p < pS , as shown by Proposition A(ii).
We now turn to the second topic of this paper, which concerns the closely connected subject of
singularity and decay estimates. Namely, we will present a simpler proof, as well as an extension, of
results from [15,4] for p < pS . By the same token, we will obtain a new and much simpler proof of
Theorem C(i), hence in particular of Conjecture B for a < 0. Concerning singularity and decay esti-
mates, we have the following:
Theorem 1.2. Let N  2, a > −2 and 1 < p < pS . There exists a constant C = C(N, p,a) > 0 such that the
following holds.
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u(x) C |x|− 2+ap−1 and ∣∣∇u(x)∣∣ C |x|− p+1+ap−1 , 0< |x| < ρ/2. (6)
(ii) Any nonnegative solution of Eq. (1) in Ω = {x ∈RN ; |x| > ρ} (ρ  0) satisﬁes
u(x) C |x|− 2+ap−1 and ∣∣∇u(x)∣∣ C |x|− p+1+ap−1 , |x| > 2ρ. (7)
The ﬁrst part of estimate (6) was proved in [15, Theorem 3.1] and [4, Theorem 6.3] (cf. also [3,
Corollary 6.4] for the exterior domain case (ii)). In addition, we also estimate the gradient – a feature
that will be used for our proof of Theorem C(i).
Our proof of Theorem 1.2 is based on the observation that estimates (6) and (7) for given p,a
can be rather easily reduced to the Liouville property for the same p but with a replaced by 0.1 This
reduction relies on two ingredients:
(i) a change of variable, that allows to replace the coeﬃcient |x|a with a smooth function which is
bounded and bounded away from 0 in a suitable spatial domain;
(ii) a generalization of a doubling-rescaling argument from [20] (see Lemma 2.1 below).
We can then obtain an easy derivation of Theorem C(i) from Theorem 1.2, by combining the Po-
hozaev identity with the decay estimate (7). We note that the gradient part of estimate (7) is crucial
for the proof in order to estimate some of the terms appearing in the Pohozaev identity.
As the third topic of this paper, let us ﬁnally consider the associated boundary value problem:
{−u = |x|aup, x ∈ Ω,
u(x) = ϕ(x), x ∈ ∂Ω. (8)
Here we assume that
Ω ⊂RN is a smoothly bounded domain containing the origin (9)
and that ϕ ∈ C(∂Ω) is a nonnegative function. It is well known that Liouville-type results enable one
to derive a priori bounds for positive solutions of elliptic Dirichlet problems, via the blow-up method
of [16]. In the case of (8), this was actually done in [16, Theorem 4.1]. Unfortunately, that statement
suffers from shortcomings similar to those mentioned in Remark 1.1(d) above. Namely, it is claimed
in [16, Theorem 4.1] that, under assumption (5), positive C2 solutions of (8) satisfy a uniform a priori
bound. However, no such solutions obviously exist when a < 0, so that one probably has to interpret
this as a statement about positive solutions in the natural class C2(Ω \ {0}) ∩ C(Ω). But it turns out
(see Theorem 1.3(ii) below) that such an a priori bound is not true for −2 < a < 0, pS (a)  p < pS .
We thus provide the following corrected version of [16, Theorem 4.1].
Theorem 1.3. Let N  2, a > −2, p > 1 and assume (9).
(i) Assume (3). Let M > 0 and 0  ϕ ∈ C(∂Ω) with ‖ϕ‖∞  M. Then all positive solutions u ∈ C2(Ω \
{0}) ∩ C(Ω) of problem (8) satisfy
‖u‖L∞(Ω)  C,
where the constant C > 0 depends only on Ω,a, p,M.
1 Of course, the Liouville property for p < pS and a = 0 is a deep result, but its proof (see [15,4] and also [21, Chapter 8]) is
easier than in the case a = 0 and, furthermore, an alternative proof [12] by the method of moving planes is known.
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bk > 0 and a sequence of solutions uk of (8) with Ω = B1 and ϕk ≡ bk, such that uk(0) → ∞ as k → ∞.
In particular for a 0, it follows that the assumption p < pS (a) in assertion (i) is optimal.
We close this introduction by mentioning other work related to the boundary value problem (8).
The existence and non-existence of positive solutions of (8), especially for the case ϕ = 0, have been
studied (see for instance [14,19,22], and the references therein). More precisely, if a < 0, one ob-
tains the existence of a positive solution in H10(Ω) provided that 1 < p < pS (a), by using variational
methods and Caffarelli–Kohn–Nirenberg estimates (see [8]); if p  pS (a), one proves non-existence of
nontrivial solutions in starshaped domains as a consequence of a generalized Pohozaev-type identity.
If a  0, one obtains the existence of a solution for 1< p < pS by standard variational argument. On
the other hand, if Ω is a ball, W.-M. Ni [19] proved the existence of a radial solution in a larger range,
namely for 1< p < pS (a), by using the Mountain Pass Lemma in a space of radial functions. Recently,
the question of multiplicity and qualitative properties of solutions for the Hénon equation, such as the
symmetry-breaking, have been widely studied. If Ω is a ball and a > 0, numerical computation (see
[11]) suggested that for some values of the parameter a > 0, the ground state solutions (i.e. solutions
with minimal energy) are nonradial. It was then conﬁrmed by Smets, Su and Willem (see [25]) that,
if 1 < p < pS , there exists a∗ > 0 such that for a > a∗ , Ni’s radial solution is not the ground state
solution. Further results on the subcritical Hénon equation such as symmetry properties of solutions
and blowup proﬁle of ground states as a → ∞ or p → pS can be found in [5–7,9,10,24].
The rest of the paper is organized as follows. Section 2 is devoted to the proof of Theorem 1.2
by doubling-rescaling arguments. In Section 3 we provide a simple proof of Theorem C(i), based on
the Pohozaev-type identity and on Theorem 1.2. Section 4 is devoted to the more delicate proof of
Theorem 1.1. Finally, in Appendix A, we collect the proofs of some results which we use and are more
or less known, but whose proofs we prefer to provide, either for completeness, or because we couldn’t
ﬁnd a satisfactory proof in the literature. This includes a Pohozaev-type identity and an interpolation
lemma. The proof of Theorem 1.3, along the lines of [16], is also given there.
Notation. For R > 0, we set BR = {x ∈ RN ; |x| < R}. We shall use spherical coordinates r = |x|, θ =
x/|x| ∈ SN−1 and write u = u(r, θ). The derivative ∂/∂r = x|x| · ∇ will be denoted by ′ . The surface
measures on SN−1 and on the sphere {x ∈RN ; |x| = R}, R > 0, will be denoted respectively by dθ and
by dσR . For given function w = w(θ) on SN−1 and 1 k ∞, we set ‖w‖k = ‖w‖Lk(SN−1) . When no
confusion is likely, we shall denote ‖u‖k = ‖u(r, ·)‖k .
2. Singularity and decay estimates
In this section, we give a relatively simple proof of Theorem 1.2. We need the following lemma,
which is an extension of Theorem 6.1 in [20]. The main difference with that result is that the estimate
is uniform with respect with the (Hölder bounded) coeﬃcient c(x).
Lemma 2.1. Let N  1, 1< p < pS and α ∈ (0,1]. Let c ∈ Cα(B1) satisfy
‖c‖Cα(B1)  C1 and c(x) C2, x ∈ B1, (10)
for some constants C1 , C2 > 0. There exists a constant C , depending only on α, C1 , C2 , p, N, such that, for any
nonnegative classical solution u of
−u = c(x)up, x ∈ B1, (11)
u satisﬁes
∣∣u(x)∣∣(p−1)/2 + ∣∣∇u(x)∣∣(p−1)/(p+1)  C(1+ dist−1(x, ∂B1)), x ∈ B1.
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points yk , such that the functions
Mk = |uk|(p−1)/2 + |∇uk|(p−1)/(p+1)
satisfy
Mk(yk) > 2k
(
1+ dist−1(yk, ∂B1)
)
 2kdist−1(yk, ∂B1).
By the doubling lemma in [20, Lemma 5.1], there exists xk such that
Mk(xk) Mk(yk), Mk(xk) > 2kdist−1(xk, ∂B1),
and
Mk(z) 2Mk(xk), for all z such that |z − xk| kM−1k (xk). (12)
We have
λk := M−1k (xk) → 0, k → ∞, (13)
due to Mk(xk) Mk(yk) > 2k.
Next we let
vk = λ2/(p−1)k uk(xk + λk y), c˜k(y) = ck(xk + λk y).
We note that |vk|(p−1)/2(0) + |∇vk|(p−1)/(p+1)(0) = 1,
[|vk|(p−1)/2 + |∇vk|(p−1)/(p+1)](y) 2, |y| k, (14)
due to (12), and we see that vk satisﬁes
−vk = c˜k(y)vpk , |y| k. (15)
On the other hand, due to (10), we have C2  c˜k  C1 and, for each R > 0 and k  k0(R) large
enough,
∣∣c˜k(y) − c˜k(z)∣∣ C1∣∣λk(y − z)∣∣α  C1|y − z|α, |y|, |z| R. (16)
Therefore, by Ascoli’s theorem, there exists c˜ in C(RN ), with c˜  C2 such that, after extracting a
subsequence, c˜k → c˜ in Cloc(RN ). Moreover, (16) and (13) imply that |c˜k(y) − c˜k(z)| → 0 as k → ∞,
so that the function c˜ is actually a constant C > 0.
Now, for each R > 0 and 1 < q < ∞, by (15), (14) and interior elliptic Lq estimates, the sequence
vk is uniformly bounded in W 2,q(BR). Using standard embeddings and interior elliptic Schauder esti-
mates, after extracting a subsequence, we may assume that vk → v in C2loc(RN ). It follows that v  0
is a classical solution of
−v = C vp, y ∈RN ,
and |v|(p−1)/2(0) + |∇v|(p−1)/(p+1)(0) = 1. Since p < pS , this contradicts the Liouville-type result [15,
Theorem 1.1] and concludes the proof. 
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R
N ; |x| > ρ} and |x0| > 2ρ . We denote
R = 1
2
|x0|
and observe that, for all y ∈ B1, |x0|2 < |x0 + Ry| < 3|x0|2 , so that x0 + Ry ∈ Ω in either case. Let us thus
deﬁne
U (y) = R 2+ap−1 u(x0 + Ry).
Then U is a solution of
−U = c(y)U p, y ∈ B1, with c(y) =
∣∣∣∣y + x0R
∣∣∣∣
a
.
Notice that |y + x0R | ∈ [1,3] for all y ∈ B1. Moreover ‖c‖C1(B1)  C(a). Then applying Lemma 2.1, we
have U (0) + |∇U (0)| C , hence
u(x0) C R−
2+a
p−1 ,
∣∣∇u(x0)∣∣ C R− p+1+ap−1 ,
which yields the desired conclusion. 
Remark 2.1. Lemma 2.1 does not hold any longer if the Hölder norm in (10) is replaced with the
uniform norm, as shown by the following counter-example. Let N  3, N/(N − 2) < p < (N + 2)/(N −
2) and u(x) = (1+ |x|2)−1/(p−1) then
−u = a(x)up, x ∈RN , with a(x) =
(
2N
p − 1 −
4p
(p − 1)2
)
+ 4p
(p − 1)2
(
1+ |x|2)−1.
Since p > N/(N − 2) then 2Np−1 − 4p(p−1)2 > 0. Thus, 0 < C2  a(x)  C1 for all x ∈ RN . Let uλ(y) =
λ2/(p−1)u(λy). Then
−uλ = aλ(y)upλ, y ∈ B(0,1), with aλ(y) = a(λy),
whereas uλ(0) = λ2/(p−1) → ∞ as λ → ∞. Therefore, the conclusion of Lemma 2.1 fails. In fact, we
see that aλ(y) − aλ(0) = C > 0 for |y| = λ−1; consequently, the modulus of continuity of aλ near 0 is
not uniform w.r.t. λ → ∞, and in particular assumption (10) of Lemma 2.1 is not satisﬁed.
3. A simple proof of Theorem C(i)
A basic ingredient to the proof of both Theorems C(i) and 1.1 is the following Pohozaev-type iden-
tity. It is more or less known, but we give a proof in Appendix A for completeness, especially since
there is a slight technical diﬃculty when a < 0.
Lemma 3.1 (Rellich–Pohozaev identity). Let p > 1, N  2, a > −2 and let u be a positive solution of (1) in
R
N . For all R > 0, there holds
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2
N + a
p + 1 − N + 2
)∫
BR
|x|aup+1 dx
=
∫
|x|=R
(
2R1+a u
p+1
p + 1 + 2R
−1|x.∇u|2 − R|∇u|2 + (N − 2)uu′
)
dσR . (17)
Proof of Theorem C(i). Let u be a positive solution of (1) and deﬁne
F (R) =
∫
BR
|x|aup+1 dx. (18)
By Rellich–Pohozaev identity, we have
F (R) C
(
G1(R)+ G2(R)
)
, (19)
where
G1(R) = RN+a
∫
SN−1
up+1(R, θ)dθ (20)
and
G2(R) = RN
∫
SN−1
(∣∣Dxu(R, θ)∣∣2 + R−2u2(R, θ))dθ. (21)
Now, by (7) in Theorem 1.2, we have
u(x) C |x|− 2+ap−1 and ∣∣∇u(x)∣∣ C |x|− p+1+ap−1 , x = 0.
Due to p < pS (a), it follows that
G1(R) + G2(R) C RN−
2(p+1+a)
p−1 → 0, as R → ∞.
Therefore, u ≡ 0 by (19). 
4. Proof of Theorem 1.1
4.1. Functional inequalities and basic estimates
Lemma 4.1 (Sobolev inequalities on SN−1). Let N  2, let j  1 be integer and 1 < k < λ ∞ satisfy k =
(N − 1)/ j. For w = w(θ) ∈ W j,k(SN−1), we have
‖w‖λ  C
(∥∥D jθw∥∥k + ‖w‖1),
where C = C( j,k,N) > 0 and
{
1
k − 1λ = jN−1 , if k < (N − 1)/ j,
λ = ∞, if k > (N − 1)/ j.
See e.g. [23].
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and R > 0, we have
∫
BR\BR/2
∣∣D2x z∣∣k dx C
( ∫
B2R\BR/4
|z|k dx+ R−2k
∫
B2R\BR/4
|z|k dx
)
, (22)
with C = C(N,k) > 0.
Lemma 4.3 (An interpolation inequality on an annulus). Let N  2. For z = z(x) ∈ W 2,1(B2R) and R > 0, we
have
∫
BR\BR/2
|Dxz|dx C R
∫
B2R\BR/4
|z|dx+ C R−1
∫
B2R\BR/4
|z|dx, (23)
with C = C(N) > 0.
Lemmas 4.2 and 4.3 follow from the case R = 1 and an obvious dilation argument. For R = 1, (22)
is just the standard interior elliptic estimate. As for (23) with R = 1, this is a variant of an estimate
stated without proof in [26, Lemma 2.3]. If the L1 norms in (23) are replaced with Lk norms with
1< k < ∞, then it follows from standard elliptic and interpolation inequalities. However for k = 1, we
could not ﬁnd a reference in the literature and we therefore provide a proof in Appendix A. Note that
[26, Lemma 2.3] can be proved by a very similar argument.
The following basic integral estimates for solutions of (1) follows from the rescaled test-function
method (see [18, Section I.3]). We give a proof in Appendix A for completeness.
Lemma 4.4. Let N  2, a > −2 and u be a positive solution of (1) with Ω =RN . Then there holds
∫
BR
|x|aup dx C RN−2− 2+ap−1 , R > 0, (24)
with C = C(N, p,a) > 0.
We now deduce the following lemma.
Lemma 4.5. Let N  2, a > −2 and u be a positive solution of (1) with Ω = RN . Then, for all R > 0, there
hold
∫
BR\BR/2
u dx C RN−
2+a
p−1 , (25)
∫
BR\BR/2
|Dxu|dx C RN−1−
2+a
p−1 , (26)
∫
BR
|u|dx C RN−2− 2+ap−1 . (27)
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∫
BR\BR/2
u dx C R
N(p−1)
p
( ∫
BR\BR/2
up dx
) 1
p
 C R−
Na
p + N(p−1)p
(∫
BR
|x|aup dx
)1/p
 C RN−
2+a
p−1 ,
hence (25). Finally, adding up estimates (25) for R/2, R and 2R , we obtain (25) on B2R \ BR/4 and
this, along with (27) and Lemma 4.3 yields (26). 
4.2. Proof of Theorem 1.1
The proof consists of 4 steps. Starting from the Pohozaev inequality, which yields formulas (18)–
(21), we shall control the terms G1(R),G2(R) suitably for appropriate values of R . For sake of clarity,
although here N = 3, we shall keep the letter N in the proof. We ﬁx a number ε > 0, which will
be ultimately chosen small. In what follows, C denotes any positive constant independent of R (but
possibly depending on ε).
Step 1: Estimation of G1(R) and G2(R) in terms of suitable norms. Recall that ‖u‖k denotes
‖u(R, ·)‖Lk(SN−1) . By Lemma 4.1, since N = 3, we have
‖u‖p+1  ‖u‖∞  C
(∥∥D2θu∥∥1+ε + ‖u‖1) C(R2∥∥D2xu∥∥1+ε + ‖u‖1)
and
‖Dxu‖2  C
(‖Dθ Dxu‖1+ε + ‖Dxu‖1) C(R∥∥D2xu∥∥1+ε + ‖Dxu‖1),
‖u‖2  ‖u‖∞  C
(
R2
∥∥D2xu∥∥1+ε + ‖u‖1).
Therefore,
G1(R) C RN+a+2(p+1)
(∥∥D2xu∥∥1+ε + R−2‖u‖1)p+1 (28)
and
G2(R) C RN+2
(∥∥D2xu∥∥1+ε + R−1‖Dxu‖1 + R−2‖u‖1)2. (29)
Step 2: Control of the averages. For any R > 1, we claim that
R∫
R/2
∥∥u(r)∥∥1rN−1 dr  C RN− 2+ap−1 , (30)
R∫
R/2
∥∥Dxu(r)∥∥1rN−1 dr  C RN−1− 2+ap−1 (31)
and
R∫
R/2
∥∥D2xu(r)∥∥1+ε1+εrN−1 dr  C RN−2− 2+ap−1+aε. (32)
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boundedness of u and (27), we obtain
R∫
R/2
∥∥D2xu(r)∥∥1+ε1+εrN−1 dr =
∫
BR\BR/2
∣∣D2xu∣∣1+ε dx
 C
∫
B2R\BR/4
|u|1+ε dx+ C R−2(1+ε)
∫
B2R\BR/4
u1+ε dx
 C
∫
B2R\BR/4
|x|aεupε|u|dx+ C R−2(1+ε)
∫
B2R\BR/4
u1+ε dx
 C Raε
∫
B2R\BR/4
|u| + C R−2(1+ε)
∫
B2R\BR/4
u dx
 C RN−2−
2+a
p−1+aε + RN−2− 2+ap−1−2ε  C RN−2− 2+ap−1+aε.
Hence (32) holds.
Step 3: Measure argument. For a given K > 0, let us deﬁne the sets
Γ1(R) =
{
r ∈ (R,2R);∥∥u(r)∥∥1 > K R− 2+ap−1 },
Γ2(R) =
{
r ∈ (R,2R);∥∥Dxu(r)∥∥1 > K R−1− 2+ap−1 },
Γ3(R) =
{
r ∈ (R,2R);∥∥D2xu(r)∥∥1+ε1+ε > K R−2− 2+ap−1+aε}.
By estimate (30), for R > 1, we have
C  R−N+
2+a
p−1
2R∫
R
∥∥u(r)∥∥1rN−1 dr  R−N+ 2+ap−1 ∣∣Γ1(R)∣∣RN−1K R− 2+ap−1 = K ∣∣Γ1(R)∣∣R−1.
Consequently, |Γ1| R/4 for K  4C . Similarly, from estimates (31) and (32), we obtain |Γ2|, |Γ3| 
R/4. Therefore, for each R  1, we can assert the existence of
R˜ ∈ (R,2R) \
3⋃
i=1
Γi(R) = ∅. (33)
Step 4: Conclusion. If follows from (28)–(29) in Step 1 and (33) in Step 3 that
G1(R˜) C RN+a+2(p+1)
(
R(−2−
2+a
p−1+aε)/(1+ε) + R−2− 2+ap−1 )p+1  C(R−a1(ε) + R−a1(0)), (34)
where
a1(ε) = (p + 1)
[(
2+ 2+ a
p − 1 − aε
)
1
1+ ε − 2−
N + a
p + 1
]
,
and
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(
R(−2−
2+a
p−1+aε)/(1+ε) + R−2− 2+ap−1 )2  C(R−a2(ε) + R−a2(0)), (35)
where
a2(ε) = −N − 2+ 2
1+ ε
(
2+ 2+ a
p − 1 − aε
)
.
Let a˜ = min(a1(ε),a1(0),a2(ε),a2(0)). Combining (34) and (35), we obtain
F (R) F (R˜) C R−a˜, R  1.
By straightforward computation, we see that
a1(0) = a2(0) = N + 2+ 2a − (N − 2)p
p − 1 > 0,
due to p < pS (a). Therefore, for ε > 0 small enough, we have a˜ > 0, so that
∫
RN
|x|aup+1 = 0, hence
u ≡ 0: a contradiction. The proof is complete. 
Finally we note that the above proof still works if, instead of assuming u bounded, one assumes
that u(x) C |x|q for x large, with some q > 0. Indeed, estimate (32) above can be replaced with
R∫
R/2
∥∥D2xu(r)∥∥1+ε1+εrN−1 dr  C RN−2− 2+ap−1+(qp+a)ε
and the rest of proof is similar.
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Appendix A. Proof of Lemmas 3.1, 4.3, 4.4, Theorem 1.3, and the case N = 1
We start with the following simple Lemma.
Lemma A.1. Let N  2, a > −2, p > 1, 0 ∈ Ω and u be a positive solution of (1). For any R > 0 such that
BR Ω , we have
∫
BR
|∇u|2 dx =
∫
BR
|x|aup+1 dx+
∫
|x|=R
uu′ dσR < ∞. (A.1)
In particular,
there exists a sequence εi → 0+such that εi
∫
|x|=εi
|∇u|2 dσεi → 0. (A.2)
Moreover, u is a distributional solution of (1).
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to belong to the class (2). For 0< ρ < R such that BR Ω , we have
∫
BR\Bρ
|∇u|2 dx = −
∫
BR\Bρ
uu dx+
∫
|x|=R
uu′ dσR −
∫
|x|=ρ
uu′ dσρ
=
∫
BR\Bρ
|x|aup+1 dx+
∫
|x|=R
uu′ dσR −
∫
|x|=ρ
uu′ dσρ. (A.3)
On the other hand, we have∫
|x|=ρ
uu′ dσρ = ρN−1 f ′(ρ), where f (ρ) := 1
2
∫
SN−1
u2(ρ, θ)dθ.
Since f ∈ C1((0, R]) ∩ C([0, R]) due to (2), we infer the existence of a sequence ρi → 0+ such that
limi→∞ ρi f ′(ρi) = 0. Since N  2, passing to the limit in (A.3) with ρ = ρi , we obtain (A.1), where
the RHS is ﬁnite due to a > −2−N and (2). Since
R∫
ε=0
∫
|x|=ε
|∇u|2 dσε dε =
∫
BR
|∇u|2 dx,
assertion (A.2) follows.
Let now ϕ ∈ C∞0 (Ω) and denote Ωε = Ω ∩ {|x| > ε} for ε > 0 small. From (1), using Green’s for-
mula, we obtain
∣∣∣∣
∫
Ωε
|x|aupϕ dx+
∫
Ωε
uϕ dx
∣∣∣∣=
∣∣∣∣−
∫
Ωε
ϕu dx+
∫
Ωε
uϕ dx
∣∣∣∣=
∣∣∣∣
∫
|x|=ε
ϕ′u dσε −
∫
|x|=ε
u′ϕ dσε
∣∣∣∣.
(A.4)
We note that, by (A.2),
∫
|x|=εi
|∇u|dσεi 
(
εN−1i
∫
|x|=εi
|∇u|2 dσεi
)1/2
→ 0, as i → ∞. (A.5)
Passing to the limit in (A.4) with ε = εi and using (A.5) and the continuity of u at 0, we obtain∫
Ω
|x|aupϕ dx+
∫
Ω
uϕ dx = 0,
so that u is a distributional solution of (1). 
Proof of Lemma 3.1. Since u is a solution of (1) then
(x.∇u)u = −(x.∇u)|x|aup = −div
(
x|x|a u
p+1
p + 1
)
+ N + a
p + 1 |x|
aup+1.
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∫
BR\Bε
(x.∇u)u dx = N + a
p + 1
∫
BR\Bε
|x|aup+1 dx− R1+a
∫
|x|=R
up+1
p + 1 dσR + ε
1+a
∫
|x|=ε
up+1
p + 1 dσε.
Letting ε → 0, using the continuity of u, we obtain
∫
BR
(x.∇u)u dx = N + a
p + 1
∫
BR
|x|aup+1 dx−
∫
|x|=R
R1+a u
p+1
p + 1 dσR . (A.6)
Next, by direct computation, we have the following identity
div
(
2(x.∇u)∇u − x|∇u|2)= 2(x.∇u)u − (N − 2)|∇u|2. (A.7)
It follows that, for 0< ε < R ,
∫
BR\Bε
(
2(x.∇u)u − (N − 2)|∇u|2)dx
=
∫
|x|=R
(
2(x.∇u)∇u − x|∇u|2) x|x| dσR −
∫
|x|=ε
(
2(x.∇u)∇u − x|∇u|2) x|x| dσε.
Letting ε = εi → 0, where εi is given by Lemma A.1, we obtain∫
BR
(
2(x.∇u)u − (N − 2)|∇u|2)dx = ∫
|x|=R
(
2(x.∇u)∇u − x|∇u|2) x|x| dσR . (A.8)
From (A.6), (A.1) and (A.8) we deduce (17). 
Proof of Lemma 4.3. As mentioned before, it suﬃces to consider the case R = 1, and we can also
assume that u is smooth. For r > 0, set Ar := {r/4 < |x| < 3r/2} and let νr and dSr respectively
denote the outer unit normal and surface measure on ∂ Ar . Next we denote by Gr(x; y) the Green
kernel of the − in with Dirichlet boundary conditions. By a simple rescaling argument, we see that
Gr(x; y) = r2−NG1(r−1x; r−1 y). Also, we shall denote by x˜, y˜ the variables for G1 = G1(x˜, y˜).
Let 1/2< |x| < 1 and 1< r < 4/3. It follows from the Green representation formula that
u(x) = −
∫
Ar
u(y)Gr(x; y)dy −
∫
∂ Ar
u(y)∂νr Gr(x; y)dSr(y),
= −r2−N
∫
Ar
u(y)G1
(
r−1x; r−1 y)dy − r1−N ∫
∂ Ar
u(y) νr · ∇ y˜G1
(
r−1x; r−1 y)dSr(y),
hence
∇u(x) = −r1−N
∫
A
u(y)∇x˜G1
(
r−1x; r−1 y)dy − r−N ∫
∂ A
u(y) νr · ∇x˜∇ y˜G1
(
r−1x; r−1 y)dSr(y).r r
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It follows that
∣∣∇u(x)∣∣ C ∫
Ar
∣∣u(y)∣∣ |x− y|1−N dy + ∫
∂ Ar
∣∣u(y)∣∣ |x− y|−N dSr(y). (A.9)
Now, for |y| 2, we note that ∫1/2<|x|<1 |x− y|1−N dx ∫B3 |z|1−N dz < ∞. Moreover we have |x− y| >
1/6 for any y ∈ ∂ Ar (recalling that 1/2< |x| < 1 and 1< r < 4/3). Combining this with (A.9) and using
Fubini’s Theorem, we thus obtain, for 1< r < 4/3,
∫
1/2<|x|<1
∣∣∇u(x)∣∣dx C ∫
Ar
∣∣u(y)∣∣( ∫
1/2<|x|<1
|x− y|1−N dx
)
dy
+ C
∫
∂ Ar
∣∣u(y)∣∣( ∫
1/2<|x|<1
|x− y|−N dx
)
dSr(y)
 C
∫
Ar
∣∣u(y)∣∣dy + C ∫
∂ Ar
∣∣u(y)∣∣dSr(y).
Integrating over r ∈ (1,4/3), we obtain
1
3
∫
1/2<|x|<1
∣∣∇u(x)∣∣dx C
4/3∫
r=1
∫
Ar
∣∣u(y)∣∣dy dr + C
4/3∫
r=1
∫
∂ Ar
∣∣u(y)∣∣dSr(y)dr
 C
∫
1/4<|x|<2
∣∣u(y)∣∣dy + C ∫
1/4<|x|<2
∣∣u(y)∣∣dy
and the lemma is proved. 
Proof of Lemma 4.4. We use the rescaled test-function method (see e.g. [18]). Fix φ ∈ D(RN ), 0 
φ  1, such that φ(x) = 1 for |x| 1 and φ(x) = 0 for |x| > 2. For each R > 0, put φR(x) = φ(x/R). Let
m = 2p/(p − 1) > 2. We have
∣∣φmR (x)∣∣= ∣∣mφm−1R φR +m(m − 1)φm−2R |∇φR |2∣∣ C R−2φm−2R .
By Lemma A.1 in Appendix A, we know that u is a distributional solution. We thus have
∫
RN
|x|aupφmR dx = −
∫
RN
uφmR dx = −
∫
RN
u
(
φmR
)
dx C R−2
∫
R<|x|<2R
uφm−2R dx.
Now applying the Hölder’s inequality, it follows that
∫
RN
|x|aupφmR dx C R
N
p′ −2
( ∫
R<|x|<2R
upφp(m−2)R dx
)1/p
= C R Np′ −2
( ∫
R<|x|<2R
upφmR dx
)1/p
.
Therefore,
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|x|aupφmR dx C Rθ
( ∫
R<|x|<2R
|x|aupφmR dx
)1/p
, (A.10)
with θ = (N−2)(p−1)−(2+a)p , hence
∫
RN
|x|aupφmR dx C Rpθ/(p−1) and (24) follows. 
Remark A.1. Recall from [18] that Theorem C(ii) for N − 2 − 2+ap−1 < 0 is a direct consequence of
estimate (24); whereas, in case N − 2− 2+ap−1 = 0, (24) implies
∫
RN
|x|aup dx < ∞ and, letting R → ∞
in (A.10), we then obtain
∫
RN
|x|aup dx = 0, hence u ≡ 0. Note that, by the same token, Theorem C(ii)
remains in fact true for distributional supersolutions.
We ﬁnally prove Theorem 1.3. The proof of assertion (i) is similar to that of [16, Theorem 4.1].
However, due to the problem with that result, mentioned in the paragraph preceding Theorem 1.3,
we prefer to sketch the proof. Moreover, the proof is facilitated by the availability of the universal
bounds in Theorem 1.2 (cf. the case P = 0 below).
Proof of Theorem 1.3. (i) Suppose that assertion (i) is false. Then there exists a sequence of solutions
uk and a sequence of points Pk ∈ Ω such that
Mk = sup
x∈Ω
uk(x) = uk(Pk) → ∞ as k → ∞.
We may assume that Pk → P ∈ Ω as k → ∞.
Case 1: P ∈ Ω \ {0} or P ∈ ∂Ω . We rescale the solution according to
Uk(y) = λ
2
p−1
k uk(Pk + λk y), λk = M
− p−12
k .
Then Uk is a solution of
−Uk = |Pk + λk y|aU pk
in a rescaled domain, with 0  Uk  1 and Uk(0) = 1. Using elliptic estimates and standard embed-
dings similarly as in [16], we deduce that some subsequence of Uk converges to a solution v > 0 of
the equation −v = vp , for some  > 0, either in RN , or in a half-space with 0 boundary conditions.
Since p < pS , this contradicts one of the Liouville-type results [15, Theorem 1.1] or [16, Theorem 1.3].
Case 2: P = 0. We now rescale the solution according to
Uk(y) = λ
2+a
p−1
k uk(Pk + λk y), λk = M
− p−12+a
k .
Then Uk is a solution of
−Uk =
∣∣y + λ−1k Pk∣∣aU pk
in a rescaled domain containing B(0,ρλ−1k ) for some ρ > 0. Moreover, it follows from estimate (6)
in Theorem 1.2 that the sequence λ−1k |Pk| = |Pk|u
p−1
2+a
k (Pk) is bounded. We may thus assume that
λ−1k Pk → x0 ∈ RN as k → ∞. A similar limiting procedure as in Case 1 then produces a positive
solution v of
−v = |y + x0|av p, y ∈RN . (A.11)
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distributional solutions in virtue of Lemma A.1), the uk satisfy a local W 2,m bound for N/2 < m <
N/|a|, hence a local Hölder bound, and this is suﬃcient to pass to the limit to obtain a solution of
(A.11), with v(· − x0) in the class (2).
Since we assumed (3), after a space shift, this gives a contradiction with Theorem C(i).
(ii) Assume p  pS (a). Then we know that (1) has a bounded, positive radial solution U in RN
(see [15, Appendix A] and [2]). Moreover, as r → ∞, we have
U (r) ∼ C0
r(2+a)/(p−1)
, if p > pS(a),
U (r) ∼ C0r−N+2, if p = pS(a).
For λ > 0, let
Uλ(y) = λ(2+a)/(p−1)U (λ|y|),
then −Uλ = |y|aU pλ on B1 and Uλ|∂B1 = λ(2+a)/(p−1)U (λ) → C0 (resp. 0), as λ → ∞, if p > pS (a)
(resp., p = pS (a)). The assertion follows by observing that
Uλ(0) = λ(2+a)/(p−1) → ∞ as λ → ∞. 
In the following Proposition, we brieﬂy comment on the very particular case N = 1, where some-
what stronger conclusions can be obtained. Namely, we have a nonexistence result which is stronger
than Theorem C and Theorem 1.2(ii) becomes void for N = 1. Also we get universal bounds which
are stronger than in Theorem 1.2(i) and this in turn imposes an a priori restriction on the size of the
boundary data ϕ(ρ) in Theorem 1.3.
Proposition A.1. Assume N = 1, a > −2 and p > 1.
(i) For any b 0, there exist no nontrivial nonnegative C2 solution of −u′′  |x|aup in (b,∞).
(ii) For any ρ > 0, there exists a constant C = C(ρ, p,a) > 0 such that any nonnegative C2 solution of−u′′ =
|x|aup in (0,ρ) satisﬁes u  C in (0,ρ).
Proof. (i) Assume the contrary. Since u′′  0, there exists  = limx→∞ u′(x) ∈ [−∞,∞), and necessar-
ily  0 due to u  0. Therefore, u′  0 in (0,∞), hence u  c > 0 for x x0 > 0 large enough. For
each R > 1, deﬁne vR(x) := u(x0 + 2R + x) for x ∈ [−R, R]. The function vR satisﬁes −v ′′R  c˜RavR in[−R, R], with c˜ > 0 independent of R . Multiplying this inequality with ϕR(x) := cos(πx/(2R)), which
satisﬁes −ϕ′′R = 2−2π2R−2ϕR in [−R, R], ϕR(±R) = 0, ϕ′R(R) 0 and ϕ′R(−R) 0, we obtain
c˜Ra
R∫
−R
vRϕR dx 2−2π2R−2
R∫
−R
vRϕR dx+
(
vRϕ
′
R
)
(R) − (vRϕ′R)(−R) 2−2π2R−2
R∫
−R
vRϕR dx,
hence 4c˜Ra+2  π2, which is a contradiction with a > −2 for R large.
(ii) First note that, by the proof of Theorem 1.2(i), we have u(ρ/2) + |u′(ρ/2)|  K = K (ρ, p,a).
Since u is concave, we deduce that
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x− (ρ/2)  u
′(ρ/2) K , x ∈ (ρ/2,ρ)
and
u(x) − u(ρ/2)
x− (ρ/2)  u
′(ρ/2)−K , x ∈ (0,ρ/2).
It follows that u(x) C := K + Kρ/2 for x ∈ (0,ρ). 
Remark A.2. When a < −2, there is an important difference between the cases N = 1 and N  2,
since there exist local near 0 – and even global – solutions u ∈ C(R) ∩ C2(R \ {0}), of the form
u(x) = c|x|γ , where γ = −(a+ 2)/(p − 1) ∈ (0,1) for 1< p < −a− 1. We note that such solutions are
not distributional solutions near 0.
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