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Abstract
We generalize the classical Fourier analysis of Gelfand pairs to the setting of groups acting not transitively
on a set X. We use this analysis to determine the spectrum of several random walks on graphs. Moreover,
as byproduct, we show that, for a new urn diffusion model, the cut-off phenomenon holds.
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1. Introduction
In the 1980s, Diaconis and Shahshahani studied the rate of convergence to the stationary dis-
tribution of several stochastic processes; the most innovative papers were [10,11]. In particular,
they showed that classical diffusion processes, as the Ehrenfest model and the Bernoulli–Laplace
model, exhibit the “cut-off phenomena” (see [8] for an introduction). In these two models the
state space can be identified with a homogeneous space X = G/K , where G is a finite group and
K the stabilizer of a point x0 ∈ X. The probability distribution after k steps is given by the kth
convolution power of a probability measure μ on G which is both left and right invariant by the
action of the subgroup K . Moreover in both examples (G,K) is a Gelfand pair, i.e. the permu-
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free and one can diagonalize the measure μ by means of the spherical functions. This leads to
precise estimates for the variation distance of the convolution powers μ∗k from the stationary
distribution. Both for the Ehrenfest model and for the Bernoulli–Laplace model with n balls Di-
aconis and Shahshahani [11] showed that k = 14n logn steps are necessary and sufficient to reach
the equilibrium.
On the other hand, Diaconis et al., in their recent paper [3], determined the spectrum of cer-
tain random walks on weighted graphs when the group of symmetries of the graph does not act
transitively on it. Their method consists in showing that the spectrum can be recovered by ana-
lyzing the spectrum of several lumped chains and they ask for a possible explanation in terms of
representations of groups.
In this paper we consider the action of a finite group G on a finite set X, whose restriction
to each orbit on X gives rise to a Gelfand pair. In this setting, we give a complete analysis
of the G-invariant operators on L(X). In particular, we obtain a general method to reduce the
computation of the spectrum of such an operator to the computation of the spectrum of smaller
dimension matrices, which are obtained by restricting the operator to each isotypic component of
the decomposition of L(X) into G-irreducible representations (Corollary 2.5). The latter problem
is in general still difficult (at least if one is interested in explicit computations) and we show that
it can be solved in several cases by a suitable tool: discrete cosine/sine transforms (for which we
refer to [25,32]), Hahn polynomials, Krawtchouk polynomials (a standard reference is [24], but
we have followed the notation in Dunkl’s papers [12–15]). We recover all the results obtained
in [3] also giving a precise description of the eigenspaces (see Remark 2.12 for a comparison of
the two methods).
To estimate the rate of convergence of a random walk to the stationary distribution, computing
the spectrum does not suffice. For this reason, we generalize to our setting two classical results
on the Fourier analysis of Gelfand pairs: the inversion formula (Theorem 2.8 and Corollary 2.9)
and the celebrated upper bound lemma of Diaconis and Shahshahani (Proposition 2.13).
This allows us to show the cut-off phenomenon for the following combination of the Ehrenfest
model and the Bernoulli–Laplace model, that we call second order Ehrenfest diffusion model.
Consider two urns containing n balls numbered from 1 to n and fix 0    1. At each step,
an ordered pair of balls is chosen: if both balls belong to the same urn the first ball selected is
moved into the other urn (this is an Ehrenfest move), while if they belong to different urns they
are switched with probability  (this is a Bernoulli–Laplace move); with probability 1 −  the
balls are not moved. We allow the case that the same ball is selected twice with probability 1
n2
.
If  is chosen equal to 12 this model has the same eigenvalues of a Bernoulli–Laplace model (see
Remark 3.10), but the general case is more complicated. The state space has a natural identifica-
tion with the n-hypercube Qn and the corresponding transition matrix is invariant with respect
to the action of the symmetric group Sn. Moreover, the action of Sn when restricted to each orbit
gives rise to a Gelfand pair. The underlying graph is obtained by adding to the edges of Qn the
edges of the Bernoulli–Laplace diffusion models and a loop at each vertex. By our method, the
computations of the spectrum is reduced to an hypergeometric problem that is solved by means
of Hahn polynomials.
The plan of the paper is the following. In the first section we present an analysis of the
G-invariant operators. The key observation (already contained in [27]) is the use of Dunkl’s
intertwining functions in order to describe the intertwining operators (as the spherical functions
are associated with the orthogonal projections in the case of Gelfand pairs).
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special setting, the intertwining operators of the first section can be expressed using two opera-
tors, which are naturally associated with the poset structure of these two spaces: d and d∗. This
part can be largely read independently and actually it is all we need for the computations of the
spectrum of the graphs analyzed. First we recover the two main examples in [3]. Then we treat
the simple random walk on a q-ary tree (that can be solved explicitly only for small dimensions)
and an explicitly diagonalizable random walk on the q-ary tree (a similar example was consid-
ered by the first author in [28] and actually it was this kind of spectral analysis that suggested
that we develop our abstract analysis). We continue with a random walk on the truncated cube
and a deformation of the Ehrenfest model. The last section of the paper is devoted to the com-
putation of an upper and lower bound for the second order Ehrenfest diffusion model: while the
determination of the spectrum is obtained easily as in the previous cases, the estimates are quite
complicated and require the full strength of the method developed in the first part. We show that
there is a cut-off after k = n logn2(2+1) steps.
2. Spectral analysis of invariant operators
2.1. Intertwining operators and Fourier analysis
In this section, we develop a Fourier analysis for a G-invariant linear operator on a space with
a nontransitive G-action.
Let G be a finite group acting on a finite set X. Denote by Ω0,Ω1, . . . ,Ωn the orbits of G
on X and by L(Ωi) = {f :Ωi → C} the space of complex valued functions on Ωi . Every L(Ωi)
will be endowed with the scalar product 〈f,f ′〉L(Ωi) =
∑
x∈Ωi f (x)f ′(x). G acts on the space
L(X) of the complex valued functions on X by (gf )(x) = f (g−1x), f ∈ L(X), x ∈ X, g ∈ G.
We suppose that the restriction of the action of G to each orbit gives rise to a Gelfand pair, i.e.
L(Ωi) = V 0i ⊕ V 1i ⊕ · · · ⊕ V nii where V ji are irreducible non-equivalent G-invariant subspaces
and V 0i is the trivial representation. In other words, we have a multiplicity free decomposition of
L(Ωi) for every i = 0,1, . . . , n. Let T be a G-invariant linear operator on L(X), that is T gf =
gTf for every g ∈ G,f ∈ L(X). Let Ii :L(Ωi) → L(X) and Pj :L(X) → L(Ωj ) be respectively
the inclusion and the orthogonal projection associated to the decomposition L(X) = L(Ω0) ⊕
L(Ω1)⊕ · · · ⊕L(Ωn). In formulas, for f ∈ L(Ωi), Iif ∈ L(X) is defined by setting
(Iif )(x) =
{
f (x) if x ∈ Ωi ,
0 if x /∈ Ωi ,
while, for g ∈ L(X), Pjg ∈ L(Ωj ) is defined by setting (Pjg)(x) = g(x) with x ∈ Ωj .
Then any function f ∈ L(X) may be decomposed in the form f = I0f0 + I1f1 + · · · + Infn,
where fj = Pjf ∈ L(Ωj ), and we have (Tf )j =∑ni=0 Tj,ifi , where Tj,i = PjT Ii :L(Ωi) →
L(Ωj ).
Remark 2.1. In the rest of the paper we will make no distinction between a function f ∈ L(Ωi)
and its inclusion Iif in L(X).
Tj,i is a G-invariant operator between the multiplicity free permutation representations L(Ωi)
and L(Ωj ). The Fourier analysis for such an operator has been carried out by Scarabotti [27].
This work is based on the theory of intertwining functions in Dunkl [14]. Let us recall the most
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δy be the Dirac function at y ∈ Ωi . The kernel of the operator Tj,i is the function hj,i ∈ L(Ωi)
defined by setting
hj,i(y) = (Tj,iδy)(xj ) ∀y ∈ Ωi.
Then we have that
• hj,i is a Kj -invariant function, i.e. hj,i(ky) = hj,i(y) ∀k ∈ Kj , y ∈ Ωi ;
• for g ∈ G and fi ∈ L(Ωi) we have
(Tj,ifi)(gxj ) =
∑
y∈Ωi
fi(y)hj,i
(
g−1y
)
. (2.1)
Moreover, the correspondence Tj,i 
→ hj,i is a linear isomorphism between the space of
G-invariant operators (or intertwining operators) from L(Ωi) to L(Ωj ) and the space of
Kj -invariant functions on Ωi .
Let Ωlj,i , l = 0, . . . , n(i, j) be the Kj -orbits in Ωi . Then the corresponding characteristic func-
tions IΩlj,i constitute a basis of the space of Kj -invariant functions in L(Ωi) and thus, if we
denote by Rlj,i the intertwining operator associated with IΩlj,i , we have
Tj,i =
n(i,j)∑
l=0
hj,i
(
g
j,i
l xi
)
Rlj,i (2.2)
where gj,il ∈ G are chosen in such a way that gj,il xi ∈ Ωlj,i (recall that G acts transitively on
Ωi =∐n(i,j)l=0 Ωlj,i ). The Rlj,i are also called Radon Transforms [27].
We remark that Eq. (2.1) can be written in an equivalent form using the convolution ∗ on the
group G. Indeed, if we identify a function fm ∈ L(Ωm) with the right Km-invariant function
f˜m ∈ L(G) given by f˜m(g) = fm(gxm), we can write
(Tj,ifi)(gxj ) = 1|Ki |
(
f˜i ∗ωj,i
)
(g), (2.3)
where ωj,i(g) = hj,i(g−1xi) is a function on G which is both left Ki -invariant and right
Kj -invariant, or simply (Ki–Kj )-invariant.
The first step in the Fourier analysis of T consists in introducing a basis for the space of
Kj -invariant functions in L(Ωi) such that each corresponding convolution operator intertwines
an irreducible representation of G that appears both in L(Ωi) and L(Ωj ), and in expressing each
Tj,i as a linear combination of those operators.
To this end, let {Wk: k = 0,1, . . . ,N} be a complete list of the irreducible representations of G
that appear in the decomposition of L(X): i.e. {Wk: k = 0,1, . . . ,N} = {V ki : i = 0, . . . , n, k =
0,1, . . . , ni}, with W0 the trivial representation. We denote by
Γk =
{
m: Wk is an irreducible component of L(Ωm)
}
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Γ j,i = {k: Wk appears both in L(Ωi) and L(Ωj )}.
For each m ∈ Γk fix a Km-invariant unitary vector ukm ∈ Wk and, if both i, j ∈ Γk , define the
(Ki–Kj)-invariant function
φkj,i(g) =
〈
gukj , u
k
i
〉
Wk
, g ∈ G (2.4)
and denote by Skj,i :L(Ωi) → L(Ωj ) the corresponding intertwining operator given by Eq. (2.3),
that is
(
Skj,if
)
(gxj ) = 1|Ki | f˜ ∗ φ
k
j,i(g), ∀f ∈ L(Ωi) (2.5)
(note also that we will write simply φkj,i(x) when x ∈ Ωj to indicate the value at x of φkj,i seen
as left Ki -invariant function on L(Ωi)). The operators {Skj,i : k ∈ Γ j,i} are a basis of the space of
the G-invariant operators from L(Ωi) to L(Ωj ) and in particular, from [27, Eq. (4)], we have
Rlj,i =
|Kj ||Ki |
|G||(gj,il )−1Kjgj,il ∩Ki |
∑
k∈Γ j,i
dkφ
k
i,j
(
g
j,i
l
)
Skj,i , (2.6)
where dk denotes the dimension of the space Wk . It is immediate to deduce from Eqs. (2.2) and
(2.6) that
Tj,i =
∑
k∈Γ j,i
αkj,iS
k
j,i , (2.7)
where
αkj,i =
n(i,j)∑
l=0
φki,j
(
g
j,i
l
)
hj,i
(
g
j,i
l xi
) |Ki ||Kj |dk
|G||(gj,il )−1Kjgj,il ∩Ki |
.
The following lemma explains in which sense the operator Skj,i intertwines the irreducible repre-
sentations: it intertwines the Wk’s contained in L(Ωi) and L(Ωj ).
Lemma 2.2. Let i ∈ Γk, j ∈ Γk ∩Γl, and m ∈ Γl . Denote by P ki the projection of L(Ωi) onto its
subspace isomorphic to Wk . Then
(1) P ki = |Ki |dk|G| Ski,i .
(2) Skm,jSlj,i = |G||Kj |dk δl,kSkm,i .
(3) The kernel of Skj,i coincides with the orthogonal complement of the space isomorphic to Wk
in L(Ωi) and its image is the subspace of L(Ωj ) isomorphic to Wk .
(4) The adjoint of Skj,i is Ski,j .
(5) ‖Skj,if ‖2L(Ωj ) = |G|
2
|Ki ||Kj |(dk)2 ‖P
k
i f ‖2L(Ωi),∀f ∈ L(Ωi).
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a spherical function; see [9, pp. 98–100]. For (2.2), first suppose that k = l. Then
φkj,i ∗ φkm,j (g0) =
∑
g∈G
〈
gukj , g
−1
0 u
k
i
〉 · 〈gukj , ukm〉 (2.8)
and if {w1, . . . ,wdk } is an orthonormal basis for Wk with w1 = g−10 uki , ukm =
∑
l αlwl and ukj =∑
t βtwt then Eq. (2.8) is equal to∑
l,t,q
βtαlβ¯q
∑
g∈G
〈gwt ,w1〉 · 〈gwq,wl〉;
by the orthogonality relation for the matrix coefficients of irreducible representations this is equal
to
∑
l,t,q
βtαlβ¯q
|G|
dk
δ1,lδt,q = α1|G|
dk
= 〈u
k
m,g
−1
0 u
k
i 〉|G|
dk
= |G|
dk
φkm,i(g0).
Therefore, φkj,i ∗ φkm,j = |G|dk φkm,i . Similarly, one can prove that for k = l we have φlj,i ∗
φkm,j = 0 and part (2) of the lemma follows from Eq. (2.5). (3) follows from (1) and (2); see
also [27, Proposition 3.1]. (4) is a simple consequence of the fact that φki,j (g) = φkj,i(g−1) and
(5) is a consequence of (1), (2) and (4). 
From the preceding lemma and its proof we also get:
Corollary 2.3.
(1) 〈φk1j,i , φk2j,i〉L(G) = δk1,k2
|G|
dk1
;
(2) Skm,j (φkj,i) = |Ωj |dk φkm,i;
(3) φkm,i spans the (one-dimensional) space of the Ki -invariant functions in the subrepresenta-
tion of L(Ωm) isomorphic to Wk .
Now let ik be the smallest index in Γk . We denote by Wk itself the subspace of L(Ωik ) iso-
morphic to Wk . Therefore for h ∈ Γk the subspace of L(Ωh) isomorphic to Wk is Skh,ikWk . We
define
Uk =
⊕
h∈Γk
Skh,ikWk. (2.9)
In other words, Uk is a T -invariant subspace obtained grouping together all the subrepresen-
tations of L(X) isomorphic to Wk . It is the Wk-isotypic component of L(X). Moreover,
L(X) =
N⊕
Uk. (2.10)
k=0
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HomG(L(X),L(X)) = ⊕ni,j=0 HomG(L(Ωi),L(Ωj )). The operators {Skj,i : i, j = 0, . . . , n;
k ∈ Γ j,i} form another basis and we may write HomG(L(X),L(X)) =⊕Nk=0 HomG(Uk,Uk).
Eq. (2.7) is a kind of Fourier transform, but in general it does not give the spectral analysis of
T =∑i,j Tj,i . Indeed, the action on each subspace Uk gives rise to a matrix whose diagonaliza-
tion yields the desiderated spectral analysis.
Lemma 2.4. If B = {βkh}h∈Γk , βkh ∈ C and f kB =
∑
h∈Γk β
k
hS
k
h,ik
f, f ∈ Wk then
(
Tf kB
)
j
=
(∑
h∈Γk
α˜kj,hβ
k
h
)
Skj,ik f,
where α˜kj,h = |G|dk |Kh|αkj,h and αkj,h is as in Eq. (2.7).
Proof. Indeed, for j ∈ Γk , we have in virtue of Eq. (2.7) and Lemma 2.2
(
Tf kB
)
j
=
∑
h∈Γk
Tj,hβ
k
hS
k
h,ik
f =
∑
h∈Γk
∑
k′∈Γ j,h
αk
′
j,hS
k′
j,hβ
k
hS
k
h,ik
f =
(∑
h∈Γk
α˜kj,hβ
k
h
)
Skj,ik f. 
From Eq. (2.9) and the above lemma, we immediately deduce that Uk is T -invariant and the
following
Corollary 2.5. The spectrum (i.e. the set of eigenvalues counting each of them by their geometric
multiplicity) of the restriction of T to Uk coincides with the spectrum of the matrix (α˜kj,h)j,h∈Γk ,
counting each eigenvalue of (α˜kj,h)j,h∈Γk dk times.
Now we investigate the case in which T is selfadjoint.
Lemma 2.6. Let 〈·,·〉L(Ωi) denote the scalar product in L(Ωi) and π : {0,1, . . . , n} → (0,+∞).
Then the operator T is selfadjoint with respect to the scalar product
〈f,g〉π =
n∑
i=0
π(i)〈fi, gi〉L(Ωi) (2.11)
if and only if
π(j)
|Kj | α˜
k
j,i =
π(i)
|Ki | α˜
k
i,j , ∀i, j ∈ Γk, k = 0,1, . . . ,N. (2.12)
Proof. It is clear that the selfadjointness of T is equivalent to the selfadjointness of all the restric-
tions of T to the invariant subspaces Uk ; indeed the decomposition in Eq. (2.10) is orthogonal
with respect to the invariant scalar product in Eq. (2.11).
Suppose that fA and gB belong to Uk , that is
fA =
∑
aiS
k
i,ik
f, gB =
∑
bjS
k
j,ik
g, f, g ∈ Wk ⊂ L(Ωik )
i∈Γk j∈Γk
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Lemma 2.2
〈TfA,gB〉π =
∑
j∈Γk
π(j)
(∑
i∈Γk
α˜kj,iai
)〈
Skj,ik f, bjS
k
j,ik
g
〉
L(Ωj )
=
∑
j∈Γk
π(j)
(∑
i∈Γk
α˜kj,iai
) |G|2bj
d2k |Kj ||Kik |
〈f,g〉L(Ωik )
=
( ∑
j,i∈Γk
π(j)
α˜kj,i
|Kj |aibj
) |G|2
d2k |Kik |
〈f,g〉L(Ωik ).
Similarly,
〈fA,T gB〉π =
( ∑
j,i∈Γk
π(i)
α˜ki,j
|Ki |aibj
) |G|2
d2k |Kik |
〈f,g〉L(Ωik )
and therefore 〈TfA,gB〉π = 〈fA,T gB〉π for every choice of fA,gB ∈ Uk if and only if Eq. (2.12)
holds. 
From now on, we will suppose that T is selfadjoint with respect to a G-invariant scalar
product, as in Eq. (2.11). Then the matrices (α˜kj,h)j,h∈Γk are diagonalizable, i.e. there exists
{βkh,t ∈ C, λkt ∈ R: t, h ∈ Γk} such that∑
h∈Γk
α˜kj,hβ
k
h,t = λkt βkj,t ∀j ∈ Γk (2.13)
with the orthogonality relations
∑
h∈Γk
π(h)
|Kh| β
k
h,tβ
k
h,s = δt,s . (2.14)
Define
V kt =
{∑
h∈Γk
βkh,tS
k
h,ik
f : f ∈ Wk ⊂ L(Ωik )
}
. (2.15)
Then V kt is the eigenspace of T corresponding to the eigenvalue λkt . Moreover, we can write
L(X) =
N⊕
k=0
⊕
t∈Γk
V kt , (2.16)
and this decomposition is orthogonal with respect the scalar product in Eq. (2.11).
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the selfadjoint G-invariant operator T is also real, i.e. T (LR(X)) ⊆ LR(X). Then we can choose
the βkh,t ∈ R. This fact will be used in the analysis of invariant Markov operators.
Theorem 2.8. The orthogonal projection of L(X) onto V kt is given by
Zkt =
dk
|G|
∑
h,l∈Γk
π(l)βkh,tβ
k
l,t S
k
h,lPl,
where the projection Pl :L(X) → L(Ωl) has been used since the operators Skh,l are not defined
on the whole L(X).
Proof. If
∑
j∈Γk2 β
k2
j,t2
S
k2
j,ik2
f is a function in V k2t2 then
Z
k1
t1
∑
j∈Γk2
β
k2
j,t2
S
k2
j,ik2
f = dk1|G|
∑
h,l∈Γk1
∑
j∈Γk2
π(l)β
k1
h,t1
β
k1
l,t1
β
k2
j,t2
S
k1
h,lPlS
k2
j,ik2
f
=
∑
h∈Γk1
∑
j∈Γk2
π(j)β
k1
h,t1
β
k1
j,t1
β
k2
j,t2
δk1,k2
|Kj | S
k2
h,ik2
f
=
∑
h∈Γk2
δk1,k2
( ∑
j∈Γk2
β
k2
j,t1
β
k2
j,t2
π(j)
|Kj |
)
β
k2
h,t1
S
k2
h,ik2
f
= δk1,k2δt1,t2
∑
h∈Γk2
β
k2
h,t2
S
k2
h,ik2
f. 
The following fact is an immediate consequence of Eq. (2.16); it can be made more precise
using the above theorem.
Corollary 2.9 (Fourier inversion formula). If T is a selfadjoint G-invariant operator, Zkt is as in
Theorem 2.8 and λkt is the eigenvalue of T corresponding to Zkt then
T =
N∑
k=0
∑
t∈Γk
λkt Z
k
t .
2.2. Spectral analysis of invariant Markov operators
The linear operator T can be represented by a matrix (K(x, y))x,y∈X in such a way that,
for f ∈ L(X), Tf (x) =∑y∈X K(x, y)f (y). In the following, we will focus on Markov oper-
ators, i.e. we will suppose that K(x,y) represents the probability to pass from the point x to
the point y. This implies that K(x,y)  0 and
∑
y∈X K(x, y) = 1 and thus the constant func-
tion 1 is an eigenfunction for the operator T , with corresponding eigenvalue 1; we will always
suppose that, in our notation, λ00 = 1. Reasoning as in Lemma 2.6, it is easy to show that a G-in-
variant operator T is selfadjoint with respect to the scalar product in Eq. (2.11) if and only if
π˜(x)K(x, y) = π˜(y)K(y, x), ∀x, y ∈ X, where π˜ (x) = π(j) for x ∈ Ωj , that is if and only if K
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that π˜ is a probability distribution, that is
∑
x∈X π˜(x) = 1.
Notice that the probability after n steps starting from an initial distribution f0 is given by
Snf0, where Sf (x) =∑y∈X K(y, x)f (y). It is immediate to check that if K is reversible then
S(π˜f ) = π˜Tf ; thus these operators have the same spectrum and a function f ∈ L(X) is an
eigenvector for T if and only if π˜f is an eigenvector for S.
Proposition 2.10 (s-step iterate). Let xm be the point xm ∈ Ωm stabilized by Km and δxm the
Dirac measure at xm. If y ∈ Ωq then the probability of going from xm to y in s steps is equal to
[
Ss(δxm)
]
(y) ≡ π(q)
π(m)
[
T sδxm
]
(y) = π(q)|G|
∑
k: m∈Γk
dk
(∑
t∈Γk
(
λkt
)s
βkq,tβ
k
m,t
)
φkq,m(y). (2.17)
Proof. Applying the Fourier inversion formula and Theorem 2.8, we get
[
Ssδxm
]
(y) = π(q)
π(m)
[
T sδxm
]
(y) = π(q)
π(m)
N∑
k=0
∑
t∈Γk
(
λkt
)s[
Zkt δxm
]
(y)
= π(q)
π(m)
N∑
k=0
∑
t∈Γk
(
λkt
)s dk
|G|β
k
q,tβ
k
m,tπ(m)
[
Skq,mδxm
]
(y)
= π(q)|G|
∑
k: m∈Γk
dk
(∑
t∈Γk
βkq,tβ
k
m,t
(
λkt
)s)
φkq,m(y). 
Remark 2.11. The random walk is G-invariant. Therefore, if x ∈ Ωm and gxm = x, then we have
(Ssδx)(y) = (Ssδxm)(g−1y).
Remark 2.12. If Ω0 = {x0} (a single point) then L(Ω0) ≡ W0. Moreover, φ0q,m ≡ 1, and therefore
Eq. (2.17) (with m = 0) becomes
[
Ss(δx0)
]
(y) = π(q)|G|
n∑
t=0
(
λ0t
)s
β0q,tβ
0
0,t .
In particular, Ss(δx0) is always constant on each Ωq . More generally, this happens whenever
the initial distribution is constant on each Ωj . To explain this phenomenon, consider the random
walk on {0,1, . . . , n} with transition probability K(i, j) =∑y∈Ωj k(x, y), x ∈ Ωj . It coincides
with the “lumped” chain (or “orbit” chain) obtained by lumping together all the x that belong the
same G-orbit [3,22]. It is easy to check that K(i, j) = α˜0i,j , where α˜0i,j is as in Lemma 2.4. Our
analysis shows that the orbit chain can give only those eigenvalues corresponding to the trivial
representations of G; moreover, it can be used to study the behavior only when the initial distribu-
tion is G-invariant. The method developed in [3] consists in considering orbit chains with respect
to different group actions, in order to compute all the eigenvalues in specific examples. In par-
ticular, [3, Theorem 3.1] consider the orbit chains with respect to the stabilizers K0,K1, . . . ,Kn.
This method gives all the eigenvalues simply because if m, t ∈ Γk then V kt contains nontrivial
Km-invariant vectors; see also Proposition 2.17.
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Diaconis and Shahshahani [7]. We define a norm on L(X) by setting, for f = f0 + f1 + · · ·+ fn
with fi ∈ L(Ωi),
‖f ‖(L1(X),π) =
n∑
i=0
π(i)‖fi‖L1(Ωi)
where ‖fi‖L1(Ωi) =
∑
x∈Ωi |fi(x)|. Moreover, ‖ · ‖π will denote the norm with respect to the
scalar product in Eq. (2.11). We also recall that if ‖ · ‖T V is the total variation distance then
‖μ − ν‖T V = 12‖μ − ν‖L1(X) = 12
∑
x∈X |μ(x) − ν(x)|, if μ,ν are probability measures on X
(see [7]).
Proposition 2.13 (Upper bound lemma). Let δxm be the Dirac measure at the point xm. Then we
have
∥∥Ss(δxm)− P∥∥2L1(X)  1|G|
∑
(k,t)∈Bm
dk
(
λkt
)2s(
βkm,t
)2
, (2.18)
where Bm = {(k, t): m ∈ Γk, t ∈ Γk}\{(0,0)}.
Proof. Observe that
∥∥Ssδxm − π˜∥∥2L1(X) = ∥∥π˜[T s(π˜−1δxm)− 1]∥∥2L1(X) = ∥∥T s(π˜−1δxm)− 1∥∥2(L1(X),π)

∥∥T s(π˜−1δxm)− 1∥∥2π .
Moreover, from the s-step iterate proposition and the fact the 1 is the (normalized) eigenvector
of T s corresponding to λ00 = 1, we get that ‖T s(π˜−1δxm)− 1‖2π is equal to
1
|G|2
∑
(k1,t1)∈Bm
∑
(k2,t2)∈Bm
dk1dk2
(
λ
k1
t1
)s(
λ
k2
t2
)s
β
k1
m,t1β
k2
m,t2
×
n∑
q=0
β
k1
q,t1β
k2
q,t2
( ∑
y∈Ωq
φk1q,m(y)φ
k2
q,m(y)
)
π(q)
= 1|G|2
∑
(k1,t1)∈Bm
∑
(k2,t2)∈Bm
(dk1)
2(λk1t1 )s(λk1t2 )sβk1m,t1βk1m,t2δk1,k2 |G|dk1
(
m∑
q=0
β
k1
q,t1β
k1
q,t2
π(q)
|Kq |
)
= 1|G|
∑
(k,t)∈Bm
dk
(
λkt
)2s(
βkm,t
)2
, (2.19)
where the second step follows from Corollary 2.3 and the last step from Eq. (2.14). 
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∥∥Ss(δxm)− π˜∥∥2L1(X)  1π(m)|Ωm|
∑
(k,t)∈Bm
(
λkt
)2s
dk. (2.20)
Proof. From Eq. (2.14) it follows that
∑
m∈Γk
(
βkm,t
)2 π(m)
|Km| = 1 ⇒
(
βkm,t
)2  |Km|
π(m)
. 
Remark 2.15. In Theorem 3.14, we will use both the estimates: Eq. (2.18) will be used to bound
the terms that go to zero more slowly; Eq. (2.20) will be used to bound the remaining part.
Now we introduce a set of functions that, in the spectral analysis of T , play a role similar to
that of the spherical functions in a Gelfand pair.
Definition 2.16. For m, t ∈ Γk , we define the function ψkm,t by setting: ψkm,t (y) = βkq,tφkq,m(y) if
y ∈ Ωq with q ∈ Γk , ψkm,t (y) = 0 if y /∈
⋃
h∈Γk Ωh.
Proposition 2.17. The functions ψkm,t satisfy the following orthogonality relations
∑
y∈X
ψ
k1
m,t1(y)ψ
k2
m,t2(y)π˜(y) =
|G|
dk1
δt1,t2δk1,k2 .
Moreover the function ψkm,t spans the space of Km-invariant vectors in V kt and the functions
{ψkm,t : k = 0,1, . . . ,N; m ∈ Γk} form an orthogonal basis for the Km-invariant functions in
L(X).
Proof. The proof is easy: from the orthogonality relations in Corollary 2.3 and in Eq. (2.14) we
get
∑
y∈X
ψ
k1
m,t1(y)ψ
k2
m,t2(y)π˜(y) =
∑
q∈Γk1∩Γk2
β
k1
q,t1β
k2
q,t2π(q)
∑
y∈Ωq
φk1q,m(y)φ
k2
q,m(y)
=
∑
q∈Γk1
β
k1
q,t1β
k1
q,t2π(q)
|G|δk1,k2
dk1 |Kq |
= |G|
dk1
δt1,t2δk1,k2 .
The rest follows by taking f = φkik,m in Eq. (2.15) and applying the second point of Corol-
lary 2.3. 
Corollary 2.18. If we set, for f ∈ L(X), Es(f ) =∑x∈X f (x)[Ss(δxm)](x), then we have
Es
(
ψkm,t
)= (λkt )sβkm,t .
F. Scarabotti, F. Tolli / Advances in Applied Mathematics 38 (2007) 445–481 457Proof. Write the s-step iterate in Proposition 2.10 in the following form
[
Ss(δxm)
]
(y) = π(q)|G|
∑
k: m∈Γk
dk
∑
t∈Γk
(
λkt
)s
βkm,tψ
k
m,t (y), y ∈ Ωq
and then apply Proposition 2.17. 
3. Some examples with explicitly computable eigenvalues
3.1. The tree and the cube
In this section we describe, in a unified manner, the tree and the cube, two posets that play a
fundamental role in the theory of finite Gelfand pairs. For other related examples and an abstract
theory including all of them we refer to [31].
Let q = (q0, q1, . . . , qn−1) be an n-tuple of positive integers. We will denote by Tq the spher-
ically homogeneous tree of type q, that is the finite rooted tree in which the root ∅ has degree q0,
a vertex at distance k from the root has degree qk + 1 and a vertex is a leaf (has degree one)
if and only if its distance from the root is equal to n. Alternatively, Tq may be seen as the set
of all finite words a1a2 · · ·ak such that ai ∈ {0,1, . . . , qi−1 − 1}, i = 1,2, . . . , k, and 0 k  n.
The tree is a poset with respect to the relation: a1a2 · · ·ak  b1b2 · · ·bh if k  h and ai = bi for
i = 1,2, . . . , k. We will also say that b1b2 · · ·bh is an h − k descendant of a1a2 · · ·ak , or that
a1a2 · · ·ak is the h− k ancestor of b1b2 · · ·bh. Moreover, if x and y have a common 1-ancestor z
(the father), we will say that x is a brother of y (and they are children of z). The kth level of
the tree is Ωk = {x ∈ Tq: δ(x,∅) = k} (words of length k), where δ denotes the natural distance
on the tree (as a graph). We recall also that each level Ωk is an example of a finite ultrametric
space [16]. The group of all automorphisms of the tree Tq will be denoted by Aut(Tq); we recall
that it coincides with the iterated wreath product Sq0 Sq1  · · · Sqn−1 , where Sqj is the symmetric
group on {0,1, . . . , qj − 1}.
The n-dimensional cube Qn is the set of all binary n-tuples, i.e. Qn = {(i1, i2, . . . , in): i1, i2,
. . . , in ∈ {0,1}}. Alternatively, if we identify the n-tuple (i1, i2, . . . , in) with the set {k ∈
{1,2, . . . , n}: ik = 1}, then Qn may be seen as the family of all subsets of {1,2, . . . , n}. Therefore
Qn is a poset with respect to inclusion of subsets. We can also define a distance on Qn by setting
δ(A,B) = |A \ B| + |B \ A|, if A,B ⊆ {1,2, . . . , n}. Moreover Qn is a graph and δ coincides
with the induced distance. We define the kth level of Qn by setting Ωk = {A ∈ Qn: δ(A,∅) = k}
(k- subsets of {1,2, . . . , n}). The symmetric group Sn acts on Qn in the obvious way; it is a sub-
group (the stabilizer of ∅) of the isometry group of Qn, which coincides with the wreath product
S2  Sn.
We recall that given two elements x, y in a poset P , y covers x means that y > x but there ex-
ists no z ∈ P such that y > z > x. Define P1 as the set of all x ∈ P such that {y ∈ P : y covers x}
is nonempty. Then we can define a linear operator d :L(P ) → L(P1) by setting, if f ∈ L(P ) and
x ∈ P1
(df )(x) =
∑
f (y). (3.1)
y∈P : y covers x
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the formula (d∗f )(y) =∑x∈P : y covers x f (x). If P is the tree or the cube, there is also a natural
Laplacian k on each level Ωk . It is defined by setting:
(kf )(x) =
∑
y∈Ωk : δ(x,y)=2
f (y)
for every f ∈ L(Ωk), x ∈ Ωk . In the case of the cube, k is the natural Laplacian of the Johnson
scheme; if normalized, it is the operator of the Bernoulli–Laplace diffusion model [4]. We have
put δ(x, y) = 2 because, both on the tree and on the cube, the natural distance on Ωk is 12δ.
On the tree (respectively the cube) we have the following situation (we recall that (x)k =
x(x + 1)(x + 2) · · · (x + k − 1)):
Theorem 3.1.
(1) The permutation representation of Aut(Tq) (respectively Sn) on Ωk , k = 0,1, . . . , n, is mul-
tiplicity free;
(2) for k = 0,1, . . . , n and qk−1  2 (respectively for k = 0,1, . . . , [n/2]), Wk = L(Ωk) ∩ kerd
is an irreducible Aut(Tq) (respectively Sn) representation; dimW0 = 1 and dimWk =
q0q1 · · ·qk−2(qk−1 − 1) (respectively dimWk =
(
n
k
)− ( n
k−1
));
(3) L(Ωt) =⊕tk=0, qk−12(d∗)t−kWk (respectively =⊕min{t,n−t}k=0 (d∗)t−kWk) is the decomposi-
tion of L(Ωt) into irreducible inequivalent Aut(Tq) (respectively Sn) representations;
(4) if f ∈ L(Ωk) and 1 p  r  n then dp(d∗)rf = qk+r−1 · · ·qk+r−p(d∗)r−pf (on the tree);
if f ∈ Wk and 1 p  r  n− k then dp(d∗)rf = (r −p+ 1)p(n− 2k− r + 1)p(d∗)r−pf
(on the cube);
(5) if 0  k  m  n and f ∈ L(Ωk) then ‖(d∗)m−kf ‖2L(Ωm) = qkqk+1 · · ·qm−1‖f ‖2L(Ωk) (on
the tree); if 0  m  n, 0  k  min{n − m,m} and f ∈ Wk then ‖(d∗)m−kf ‖2L(Ωm) =
(m− k)!(n− k −m+ 1)m−k‖f ‖2L(Ωk) (on the cube);(6) k = d∗d − I (on the tree); k = d∗d − kI = dd∗ − (n− k)I (on the cube);
(7) if 0 k  t  n and f ∈ L(Ωk) then
t(d
∗)t−kf =
{−f if t = k
(qt−1 − 1)f if t > k (on the tree);
if 0 t  n, 0 k min{n− t, t} and f ∈ Wk then
t(d
∗)t−kf = [t (n− t)− k(n− k + 1)]f (on the cube).
Therefore (3.1) is also the decomposition of L(Ωt) into eigenspaces of t .
For the proof we refer to [4,12,31]. For the tree, what is not proved in [16,19,31] is just an
easy exercise. Following the standard notations in the literature, in the case of the cube, the Sn
permutation module L(Ωk) will be also denoted by Mn−k,k and the Sn irreducible module Wk
by Sn−k,k [26].
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Now we describe our general construction involving the tree and the cube. Let X be the tree Tq
or the cube Qn. Suppose to have
• An (n+ 1)× (n+ 1) tridiagonal matrix
⎛
⎜⎜⎜⎜⎝
b0 c0
a1 b1 c1
. . .
. . .
. . .
an−1 bn−1 cn−1
an bn
⎞
⎟⎟⎟⎟⎠ (3.2)
with ah > 0, h = 1,2, . . . ,m, ch > 0, h = 0,1, . . . ,m − 1 and bh  0, h = 0,1, . . . ,m. We
also set a0 = 0 and cm = 0.
• n+ 1 nonnegative numbers b′0, b′1, . . . , b′n satisfying the condition 0 b′h  bh; we set b′′h =
bh − b′h.
Then we enlarge the graph structure of X by adding: for every b′h > 0 all the edges {x, y}
with x, y ∈ Ωh and 12δ(x, y) = 1; for every b′′h > 0 all the loops {x, x} with x ∈ Ωh. In the
picture below, we show the enlarged graph in the case of the hypercube with n = 3, b0 = b′′0 > 0,
b1 = b′1 > 0, b2 = b′2 > 0 and b3 = 0.
We will write x ∼ y to indicate that the vertices x and y are connected in this enlarged graph.
We also define the incidence numbers βh, γh and ηh as follows: if x ∈ Ωh then
βh =
∣∣{y ∈ Ωh−1: y ∼ x}∣∣≡ {1 on the tree,
h on the cube;
γh =
∣∣{z ∈ Ωh+1: z ∼ x}∣∣≡ {qh on the tree,
n− h on the cube;
ηh =
∣∣{w ∈ Ωh: w = x and w ∼ x}∣∣≡
⎧⎨
⎩
{
qh−1 − 1 on the tree
h(n− h) on the cube if b
′
h > 0,
0 if b′ = 0.h
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tion
ahβh + b′hηh + b′′h + chγh = 1, (3.3)
for h = 0,1,2, . . . ,m. Then on the graph X we can consider the Markov chain with transition
probability given by:
p(x, y) = ah if x ∈ Ωh, y ∈ Ωh−1, x ∼ y,
p(x,w) = b′h if x,w ∈ Ωh, x = w, x ∼ w,
p(x, x) = b′′h if x ∈ Ωh,
p(x, z) = ch if x ∈ Ωh, z ∈ Ωh+1, x ∼ z.
The Markov operator M , associated to the above described Markov chain, may be defined
on the vector space L(X) = ⊕nk=0 L(Ωh) by setting, if f = f0 + f1 + · · · + fn and Mf =
(Mf )0 + (Mf )1 + · · · + (Mf )n, with fh, (Mf )h ∈ L(Ωh),{
(Mf )h = ahd∗fh−1 + b′hhfh + b′′hfh + chdfh+1,
h = 0,1,2, . . . , n. (3.4)
Indeed, if x ∈ Ωh then
[d∗fh−1](x) =
∑
y∈Ωh−1: y∼x
fh−1(y), [hfh](x) =
∑
w∈Ωh: w∼x
fh(w) and
[dfh+1](x) =
∑
z∈Ωh+1: z∼x
fh+1(z).
Equivalently, we may also write, for fh ∈ L(Ωh):
Mfh = ah+1d∗fh + b′hhfh + b′′hfh + ch−1dfh, h = 0,1, . . . , n.
3.3. Spectral analysis of M
It is easy to see that the Markov chain described in the preceding section is reversible; an
invariant probability measure is given by setting, for x ∈ Ωh, h = 1,2, . . . , n
π˜(x) = c0 · · · ch−1
a1 · · ·ah ·
1
1 +∑n c0···ch−1 |Ωh| (3.5)h=1 a1···ah
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versibility is equivalent to say that the operator M is selfadjoint with respect to the scalar product
defined by setting 〈f1, f2〉π =∑mh=0 π(h)∑x∈Ωh f1(x)f2(x). Now we want to study the restric-
tion of M to the isotypic components of L(X): for each irreducible representation Wk we study
the restriction of M to the sum of all the subrepresentations in L(X) equivalent to Wk .
Set Γk = {k, k + 1, . . . , n} (respectively Γk = {k, k + 1, . . . , n − k}). Then L(Ωh) contains a
subrepresentation isomorphic to Wk if and only if h ∈ Γk . Therefore, if we think of Wk as the
subspace L(Ωk) ∩ kerd (Theorem 3.1), then for every h ∈ Γk we may define an intertwining
operator S˜kh :Wk → L(Ωh) by setting, for f ∈ Wk , x ∈ Ωh
(
S˜khf
)
(x) = [(d∗)h−kf ](x) (on the tree),(
S˜khf
)
(x) = 1
(h− k)!
[
(d∗)h−kf
]
(x) (on the cube).
Since L(X) = ⊕nh=0 L(Ωh), from (3) in Theorem 3.1 we can conclude that the sum of
all the |Γk| irreducible subrepresentations of L(X) isomorphic to Wk is given by the space⊕
h∈Γk S˜
k
hWk , which coincides with
Uk =
{∑
h∈Γk
αhS˜
k
hf : αh ∈ C, f ∈ Wk
}
.
Clearly, each Uk is M-invariant. In the next theorem, we show how to reduce the spectral
analysis of the restriction of M to Uk to the eigenvalue problem of a tridiagonal matrix acting to
the coefficients αk . Note also the analogy with [29, Theorem 4.14].
Theorem 3.2. A function ∑h∈Γk αhS˜khf , with f ∈ Wk , is an eigenfunction of the operator M if
and only if the coefficients αh satisfy the following eigenvalue problem:
{
a
(k)
h αh−1 + b(k)h αh + c(k)h αh+1 = λαh,
h ∈ Γk,
(3.6)
where a(k)h , b
(k)
h and c
(k)
h are given by the following rules:(1) when the Ωk’s are levels of the tree:
a
(k)
h =
{0 if h− 1 /∈ Γk ,
ah if h− 1 ∈ Γk ,
b
(k)
h =
{
(qh−1 − 1)b′h + b′′h if h > k,
−b′h + b′′h if h = k
and
c
(k)
h =
{0 if h+ 1 /∈ Γk ,
qhch if h+ 1 ∈ Γk;
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a
(k)
h =
{0 if h− 1 /∈ Γk ,
(h− k)ah if h− 1 ∈ Γk ,
b
(k)
h = [h(n− h)− k(n− k + 1)]b′h + b′′h and
c
(k)
h =
{
0 if h+ 1 /∈ Γk ,
(n− k − h)ch if h+ 1 ∈ Γk .
Proof. The proof is a simple traduction of the eigenvalue equation M[∑h∈Γk αhS˜khf ] =
λ
∑
h∈Γk αhS˜
k
hf , keeping into account Eq. (3.4) and the identities in (4) and in (7) in Theo-
rem 3.1. For instance, in the case of the tree, if we suppose that h−1 ∈ Γk , h > k and h+1 ∈ Γk ,
then we have:
(Mf )h = ahαh−1d∗(d∗)h−1−kf + b′hαhh(d∗)h−kf + b′′hαh(d∗)h−kf + chαh+1d(d∗)h+1−kf
= {ahαh−1 + [(qh−1 − 1)b′h + b′′h]αh + qhchαh+1}(d∗)h−kf.
Note also that in the case of the cube the operator S˜kh has the factor
1
(h−k)! . 
Using (4) in Theorem 3.1, it is easy to check that the scalar product 〈,〉π restricted to Uk has
the following expression:〈∑
h∈Γk
αhS˜
k
hf,
∑
h∈Γk
βhS˜
k
hg
〉
π
=
∑
h∈Γk
αhβhπ
(k)(h)〈f,g〉L(Ωk),
where
π(k)(h) = π(h)qh−1qh−2 · · ·qk on the tree, (3.7)
π(k)(h) = π(h)
(
n− 2k
h− k
)
on the cube. (3.8)
It follows that the matrix of the eigenvalue problem in Eq. (3.6) is selfadjoint with respect to
the scalar product 〈α,β〉(k) =∑h∈Γk π(k)(h)αhβh, for α = (αh)h∈Γk , β = (βh)h∈Γk . This fact is
also easy to prove directly. These considerations lead to the following corollary of Theorem 3.2.
Corollary 3.3. Suppose that {λkt }t∈Γk are the eigenvalues of the problem in Eq. (3.6) and that the
coefficients {αkh,t }h,t∈Γk form a basis of eigenvectors, orthonormal with respect to 〈,〉(k). Then,
for each t ∈ Γk , Vt,k = {∑h∈Γk αkh,t S˜khf } is an eigenspace of M , the corresponding eigenvalue
is λkt and the decomposition Uk =
⊕
t∈Γk Vt,k is orthogonal with respect to 〈,〉π .
Remark 3.4. For k = 0 we have a(0)h = ahβh, b(0)h = b′hηh + b′′h and c(0)h = chγh. Therefore, from
the condition in Eq. (3.3) it follows that Eq. (3.6) corresponds to the eigenvalue problem for a
stochastic matrix. It is the matrix of the following birth and death chain on {0,1, . . . , n}: if you
are in h then move to h− 1 with probability ahβh, stay in h with probability b′hηh + b′′h, move to
h+ 1 with probability chγh. This is the lumped chain or orbit chain of our random walk [3,22].
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instance, if we start from the vertex belonging to Ω0), then the distribution probability of the
resulting random walk remains constant on the levels Ωh. Therefore the chain is essentially the
same things as the above described birth and death chain; see also Remark 2.12. For the other
values of k, the set Γk is a subpath of {0,1, . . . ,m}, and Eq. (3.6) is the eigenvalue problem for a
tridiagonal matrix on this subpath. In general, for k  1 this matrix is not stochastic.
3.4. Radon transforms and intertwining operators
In this section, we want to connect the analysis by means of the Radon transforms d and d∗
with the analysis by means of the intertwining functions developed in Section 2 (that is Eq. (2.7)
and its consequences). Indeed, in the setting of the cube and the tree, we have used the operators
S˜kh (see Corollary 3.3) in place of the Skh,k (see Eq. (2.15)). The basic observation is that from
Schur’s lemma it follows that S˜kh is necessarily a multiple of S
k
h,k .
In the case of the tree, the two analysis are perfectly equivalent; the role of the operators Skj,i
may be played by the operators (d∗)j−iP ki and di−jP
k
i where P
k
i denotes the projection from
L(Ωi) to the subspace isomorphic to Wk .
Proposition 3.5. On the tree we have
Skj,i =
{ qk−1qk ···qi−1
qk−1 (d
∗)j−iP ki if k  i  j ,
qk−1qk ···qj−1
qk−1 d
i−jP ki if k  j < i.
Proof. For each level m of the tree, fix the leftmost vertex xm = 00 · · ·0 and denote by Km
its stabilizer in the automorphisms group G. Notice that K0  K1  · · ·  Kn, and thus a Ki -
invariant unitary vector uki ∈ Wk is also Kj -invariant for j  i. This implies that for all l, l′  k
the intertwining function φk
l,l′ coincides with the spherical function φ
k
k,k (as a function on G).
Suppose k  i  j . Note that if fi ∈ L(Ωi) and fj ∈ L(Ωj ) then fj = (d∗)j−ifi iff
fj (gxj ) = fi(gxi) ∀g ∈ G. Therefore, applying (1) in Lemma 2.2, we have
(
Skj,ifi
)
(gxj ) = 1|Ki | f˜i ∗ φ
k
j,i(g) =
1
|Ki | f˜i ∗ φ
k
i,i (g) =
|G|
|Ki |dk
(
P ki fi
)
(gxi)
= |G||Ki |dk
(
(d∗)j−iP ki fi
)
(gxj ),
and Skj,i = |G||Ki |dk (d∗)j−iP ki =
qk−1qk ···qi−1
qk−1 (d
∗)j−iP ki . The case j < i is similar and left to the
reader; equivalently, it may be deduced by taking the adjoint. 
From the proof of the proposition and the formula for the spherical functions on a finite ul-
trametric space [16,19], we get the following expression for the intertwining functions: if y ∈ Ωl
then
φkl,m(y) ≡ φkl,l(y) =
⎧⎪⎪⎨
⎪⎪⎩
1 if 12δ(y, xl) < l − k + 1,
− 1
ql−k−1 if
1
2δ(y, xl) = l − k + 1,
0 if 1δ(y, x ) > l − k + 1.
(3.9)2 l
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k
h . But first
note that any intertwining function as in Eq. (2.4) with uki = ukj is defined up to a multiplicative
complex constant τ with |τ | = 1 (we may replace ukj with τukj ).
Proposition 3.6. On the cube we can always choose the intertwining functions in such a way that
Skh,k =
n!(
n
k
)− ( n
k−1
) ·
√
(h− k)!(n− h− k)!
h!k!(n− h)!(n− k)!(n− 2k)! · S˜
k
h.
Proof. By Schur’s lemma, there exists a constant μ (that by choosing suitably the intertwining
functions we may suppose real and positive) such that Skh,k = μS˜kh . The value of μ may be found
by using (5) in Lemma 2.2 and (5) in Theorem 3.1. 
3.5. A modified flower
Our first example is a slight modification of the flower in [3]. We have modified it in order to
get a chain with less coincidences between the eigenvalues (but our analysis applies also to the
original example). Take q = (q,2,1,1, . . . ,1︸ ︷︷ ︸
n−1
) and the tridiagonal matrix (set also b′′n = 0)
⎛
⎜⎜⎜⎜⎜⎜⎝
b0 c0
a1 b1 c1
a2 b2 c2
. . .
. . .
. . .
an−1 bn−1 cn−1
an bn
⎞
⎟⎟⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1
q
1
2 0
1
4
1
2 0
1
2
. . .
. . .
. . .
1
2 0
1
2
1
2
1
2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Then X coincides with graph obtained by taking the tree Tq and connecting each leaf of this
tree with its brother. The following is a picture for the case q = 3 and n = 4.
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= 1, then you move
to one of the neighbors with equal probability; if you are at a vertex x ∈ Ω1, then you move to
the root with probability 12 , or to one of the two children with probability
1
4 . The corresponding
invariant measure in Eq. (3.5) is obtained by taking π(0) = 12n+1 , π(1) = 2q(2n+1) and π(h) =
1
q(2n+1) , h = 2,3, . . . , n.
Now we describe the corresponding eigenvalue problems in Eq. (3.6), the eigenvectors αkh,t
and the eigenvalues λkt .
For k = 0 we have Γ0 = {0,1, . . . , n} and Eq. (3.6) coincides with the eigenvalue problem for
the (n+ 1)× (n+ 1) tridiagonal matrix
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1
1
2 0
1
2
1
2 0
1
2
. . .
. . .
. . .
1
2 0
1
2
1
2
1
2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
In the terminology of [25], this is the DCT-5. The (normalized) eigenvectors are given by
α0h,0 = 1, h = 0,1, . . . , n and α0h,t =
√
2 cos
thπ
n+ 12
, t = 1,2, . . . , n, h = 0,1, . . . , n;
the corresponding eigenvalues are: λ0t = cos tπn+ 12 , t = 0,1, . . . , n. Each of these eigenvalues has
multiplicity equal to 1 = dimW0. The coefficients in Eq. (3.7) now are equal to π(0)(0) = 12n+1
and π(0)(h) = 22n+1 , h = 1,2, . . . , n.
For k = 1 we have Γ1 = {1,2, . . . , n} and Eq. (3.6) coincides with the eigenvalue problem for
the n× n tridiagonal matrix
⎛
⎜⎜⎜⎜⎜⎝
0 12
1
2 0
1
2
. . .
. . .
. . .
1
2 0
1
2
1
2
1
2
⎞
⎟⎟⎟⎟⎟⎠ .
In the terminology of [25], this is the DST-7. The normalized eigenvectors are given by: α1h,t =√
2q sin (t−
1
2 )hπ
n+ 12
, h, t = 1,2, . . . , n and the corresponding eigenvalues are: λ1t = cos (t−
1
2 )π
n+ 12
, t =
1,2, . . . , n. Each of these eigenvalues has multiplicity equal to q − 1 = dimW1. The coefficients
in Eq. (3.7) are equal to π(1)(h) = 2
q(2n+1) , h = 1,2, . . . , n.
For k = 2 we have Γ1 = {2,3, . . . , n} and Eq. (3.6) coincides with the eigenvalue problem of
the (n− 1)× (n− 1) tridiagonal matrix
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⎜⎜⎜⎜⎜⎝
0 12
1
2 0
1
2
. . .
. . .
. . .
1
2 0
1
2
1
2 − 12
⎞
⎟⎟⎟⎟⎟⎠ .
In the terminology of [25], this is the DST-5. The normalized eigenvectors are
α2h,t = 2
√
q(2n+ 1)
2n− 1 sin
(t − 1)(h− 1)π
n− 12
and the corresponding eigenvalues are: λ2t = cos (t−1)πn− 12 , t = 2,3, . . . , n. Each of these eigenval-
ues has multiplicity equal to q = dimW2. The coefficients in Eq. (3.7) are given by π(2)(h) =
1
q(2n+1) , h = 2,3, . . . , n.
3.6. The graph Kq+1 −Kq+1
Now we want to apply our theory to the example in [3, pp. 20–21]. Set n = 2 and q = (2, q). In
the matrix in Eq. (3.2) take b0 = c0 = a1 = 0, b1, b2  0, c1, a2 > 0 and any arbitrary decomposi-
tion b2 = b′2 +b′′2 (but we take b′′1 = 0 and b′1 = b1). Then Eq. (3.3) is equivalent to the conditions
b1 +qc1 = 1, a2 +b′2(q −1)+b′′2 = 1. If these conditions are satisfied, the corresponding opera-
tor describes the following Markov chain. Take two copies H1,H2 of the complete graph on q+1
vertices. Select a point x1 ∈ H1 and a point x2 ∈ H2. Then join the two graphs by connecting x1
and x2 with an extra edge and define a transition kernel by setting: K(x2, x1) = K(x1, x2) = b1;
K(xi, y) = c1 for y ∈ Hi \ xi , i = 1,2; K(y,xi) = a2 for y ∈ Hi \ xi , i = 1,2; K(y, z) = b′2
for y, z ∈ Hi \ xi , y = z, i = 1,2; and finally K(y,y) = b′′2 for y ∈ Hi \ xi , i = 1,2. If n, A,
B , C, D are as in [3], in our notations we have: q = n − 1, b1 = AA+(n−1)B , c1 = BA+(n−1)B ,
a2 = BB+(n−2)C+D , b′2 = CB+(n−2)C+D and b′′2 = DB+(n−2)C+D . The measure in Eq. (3.5) is now
given by π(1) = a22(a2+qc1) and π(2) =
c1
2(a2+qc1) .
Applying Theorem 3.2, we get that for k = 0 Eq. (3.6) coincides with the eigenvalue problem for
the matrix (
1 − qc1 qc1
a 1 − a
)
2 2
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are (1,1) and (
√
qc1
a2
,−
√
a2
qc1
). Each of these eigenvalue has multiplicity equal to dimW0 = 1.
The coefficients in Eq. (3.7) are given by π(0)(1) = a2
a2+qc1 and π
(0)(2) = qc1
a2+qc1 .
For k = 1 we get the matrix (
qc1 − 1 qc1
a2 1 − a2
)
whose eigenvalues are λ11, λ
1
2 = c1q−a2±
√
(a2+c1q−2)2+4c1qa2
2 ; the corresponding normalized
eigenvectors are: √
2qc1(a2 + qc1)
a2qc1 + (1 − qc1 + λ1t )2
(
1,
1 − qc1 + λ1t
qc1
)
, t = 1,2.
Each of these eigenvalues has multiplicity equal to 1 = dimW1. The coefficients in Eq. (3.7) are
given by: π(1)(1) = a22(a2+qc1) and π(1)(2) =
qc1
2(a2+qc1) .
For k = 2 the matrix becomes 1 × 1, and we get the obvious thing that the unique W2 is an
eigenspace and that the corresponding eigenvalue is λ22 = −b′2 + b′′2 , with multiplicity equal to
2q − 2 = dimW2.
3.7. On the spectrum of the simple random walk on the tree
In this section, we investigate the spectrum the simple random walk on the q-ary tree Tq. It
corresponds to the data: q = (q, q, . . . , q) (n times) and to the following choice of the (n+ 1)×
(n+ 1) matrix in Eq. (3.2): ⎛
⎜⎜⎜⎜⎜⎝
0 1
q
1
q+1 0
1
q+1
. . .
. . .
. . .
1
q+1 0
1
q+1
1 0
⎞
⎟⎟⎟⎟⎟⎠ .
That is, if we are at x ∈ Tq, then the random walk moves by choosing a random neighbor
of x, and each neighbor may be chosen with probability equal to 1deg(x) . Unfortunately, not all
the eigenvalues of this random walk are explicitly computable. Indeed, for k = 0 we get that
Eq. (3.6) coincides with the eigenvalue problem for the (n+ 1)× (n+ 1) matrix⎛
⎜⎜⎜⎜⎜⎝
0 1
1
q+1 0
q
q+1
. . .
. . .
. . .
1
q+1 0
q
q+1
1 0
⎞
⎟⎟⎟⎟⎟⎠ .
This is the matrix of a birth and death chain with constant coefficients; its eigenvalues are
well known to be ±1 and 2
√
q
q+1 cos
kπ
n
, k = 1,2, . . . , n− 1; see [1, Chapter 5, pp. 9–10], or [21,
Chapter 10, Section 5(b)].
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(n− k + 1) matrix ⎛
⎜⎜⎜⎜⎜⎝
0 q
q+1
1
q+1 0
q
q+1
. . .
. . .
. . .
1
q+1 0
q
q+1
1 0
⎞
⎟⎟⎟⎟⎟⎠ . (3.10)
This is quite similar to the matrix (26) in [20] and its eigenvalues cannot be expressed in
an elementary explicit way. Indeed, if we set yh = qh/2αh and λ =
√
q
q+1μ, then the coefficients
yh satisfy the eigenvalue equation in [18, p. 102, Problem 74]; in the notation of [18] we have
N = n − k, a = 0, b = 1, μ1 = 1 and μ2 = q + 1. Therefore, the eigenvalues of Eq. (3.10) are
of the form λ = 2
√
q
q+1 cosσ where σ is a solution of the equation sin[(n− k + 1)σ ] − (q + 2)×
sin[(n− k)σ ] + (q + 1) sin[(n− k − 1)σ ] = 0. This does not seem elementary solvable.
However, for small values of n the eigenvalues are explicitly computable: we give the ex-
ample of n = 6, i.e. the spectrum of the q-ary tree of height 6. Computing the eigenvalues by
solving directly the characteristic equation of the matrix in Eq. (3.10), we have found, after some
elementary computations, that the eigenvalues are:
For k = 0 ±1 and 2
√
q
q+1 cos
kπ
6 , k = 1,2, . . . ,5, each eigenvalue with multiplicity 1.
For k = 1 the eigenvalues 0 and ±
√
q√
2(q+1)
√
q + 4 ±√q2 + 4, each with multiplicity q − 1.
For k = 2 the eigenvalues ±
√
q√
2(q+1)
√
q + 3 ±√q2 + 2q + 5, each with multiplicity q2 − q .
For k = 3 the eigenvalues 0 and ±
√
q2+2q
q+1 , each with multiplicity q
3 − q2.
For k = 4 the eigenvalues ±
√
q
q+1 , each with multiplicity q
4 − q3.
For k = 5 the eigenvalue 0, with multiplicity q5 − q4.
3.8. An explicitly diagonalizable random walk on the q-ary tree
Let Tq be again the q-ary tree of height n. Now we show that with a different choice of the
transition probabilities, we get an explicitly diagonalizable random walk.
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bility 1/2 and with equal probability (i.e. 1/2q) to one of its children; you pass from the root to
one of its children with probability equal to 1/q and from a leaf to its father with probability 1.
Looking only at the levels of the tree, we have that you bounce back at the root and at the leaves
while for the internal levels you go up with probability 1/2 and you go down with the same
probability. It corresponds to the following choice for the matrix in Eq. (3.2)
⎛
⎜⎜⎜⎜⎜⎝
0 1
q
1
2 0
1
2q
. . .
. . .
. . .
1
2 0
1
2q
1 0
⎞
⎟⎟⎟⎟⎟⎠ .
For this random walk the stationary probability measure in Eq. (3.5) is given by:
π(h) =
⎧⎨
⎩
1
nqh
if h = 1, . . . , n− 1,
1
2nqh if h = 0, n.
For k = 0 we get that Eq. (3.6) coincides with the eigenvalue problem for the (n+1)× (n+1)
matrix ⎛
⎜⎜⎜⎜⎝
0 1
1
2 0
1
2
. . .
. . .
. . .
1
2 0
1
2
1 0
⎞
⎟⎟⎟⎟⎠ .
In the terminology of [25], this is the DCT-1. The coefficients in Eq. (3.7) are given by
π(0)(h) = 12n if h = 0, n; π(0)(h) = 1n if h = 1, . . . , n− 1. The normalized eigenvectors are
α0h,t =
{
cos
(
ht
n
π
)
for t = 0, n, h = 0,1, . . . , n,√
2 cos
(
ht
n
π
)
for t = 1, . . . , n− 1, h = 0,1, . . . , n,
while the corresponding eigenvalues are λ0t = cos tnπ for t = 0, . . . , n.
For k = 1, . . . , n we have Γk = {k, k + 1, . . . , n}, and Eq. (3.6) coincides with the eigenvalue
problem for the (n+ 1 − k)× (n+ 1 − k) matrix⎛
⎜⎜⎜⎜⎜⎝
0 12
1
2 0
1
2
. . .
. . .
. . .
1
2 0
1
2
1 0
⎞
⎟⎟⎟⎟⎟⎠ .
In the terminology of [25] this is the DST-3.
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nqk
if h = k, k + 1, . . . , n − 1, π(k)(n) =
1
2nqk . The normalized eigenvectors are
αkh,t =
√
2nqk
n− k + 1 sin
(t − k + 12 )(h− k + 1)π
n− k + 1 for t, h ∈ Γk
and the corresponding eigenvalues are
λkt = cos
(
t − k + 12
n− k + 1π
)
t ∈ Γk.
In particular, note that the largest nontrivial eigenvalues is λ11 = cos π2n .
We want to specify Eq. (2.17) in this setting. Notice that in virtue of Proposition 3.5 the
coefficient βkh,t in Eq. (2.17) must be a multiple of αkh,t . To determine the right multiple, we
impose the normalization given in Eq. (2.14). Define
f (h) =
{2 if h = 1, . . . , n− 1,
1 if h = 0, n
and observe that π(h)|Kh| =
f (h)
2n|G| . Since
∑n
h=k
f (h)
2nqk (α
k
h,t )
2 = 1, we deduce that βkh,t =
√ |G|
qk
αkh,t and
thus if y ∈ Ωl then Eq. (2.17) becomes
[
Ss(δxm)
]
(y) = f (l)(q − 1)
2nql+1
min{m,l}∑
k=0
(
n∑
t=k
(
λkt
)s
αkl,tα
k
m,t
)
φkl,m(y).
The expression for the intertwining functions has been given in Eq. (3.9). Note that the prob-
ability after s steps depends only on m, l and d(xl, y).
3.9. A first example on the cube
We introduce the random walk of this example by describing it as an urn model. Take 2n balls
numbered 1,2, . . . ,2n and two urns numbered 0,1. The configuration space is made up of all
placements of the balls in the urns subject to the constraint that each urn must contain at least
n− 2 (and so at most n+ 2) balls. At each time, choose a random ball according to the following
law: if each urn contains at least n− 1 balls, then each ball has the probability 12n to be chosen; if
one urn contains n− 2 balls, then choose a ball in the other urn, each ball with probability 1
n+2 .
Once the random ball has been chosen, switch it to the other urn.
In other words, if we identify the configuration of the model with the content of urn 0, then
the model coincides with the simple random walk on the subgraph X =⋃n+2h=n−2 Ωh of the cube
Q2n = ⋃2nh=0 Ωh. That is, it is a kind of truncation of the Ehrenfest model to a configuration
space that is “near” to that of the Bernoulli–Laplace urn model (that is to Ωn).
In our notations, in this example the tridiagonal matrix in Eq. (3.2) has b0 = c0 = a1 = b1 =
c1 = · · · = an−3 = bn−3 = cn−3 = an−2 = 0, cn+2 = an+3 = bn+3 = cn+3 = · · · = a2n = b2n = 0
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⎛
⎜⎜⎜⎝
bn−2 cn−2
an−1 bn−1 cn−1
an bn cn
an+1 bn+1 cn+1
an+2 bn+2
⎞
⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
0 1
n+2
1
2n 0
1
2n
1
2n 0
1
2n
1
2n 0
1
2n
1
n+2 0
⎞
⎟⎟⎟⎟⎠ .
Indeed, each vertex in
⋃n+1
h=n−1 Ωh is connected with 2n vertices, while each vertex in Ωn−2
or in Ωn+2 is connected with exactly n+ 2 vertices.
For 0 k  n− 2 we have Γk = {n− 2, n− 1, n,n+ 1, n+ 2}, and Eq. (3.6) coincides with
the eigenvalue problem for the 5 × 5 matrix⎛
⎜⎜⎜⎜⎝
0 n−k+2
n+2
n−k−1
2n 0
n−k+1
2n
n−k
2n 0
n−k
2n
n−k+1
2n 0
n−k−1
2n
n−k+2
n+2 0
⎞
⎟⎟⎟⎟⎠ . (3.11)
The eigenvalues of Eq. (3.11) may be easily computed by restricting its action to the vectors
(αn−2, αn−1, αn,αn+1, αn+2)
that are symmetric (i.e. αn−j = αn+j ) or that are antisymmetric (αn−j = −αn+j ); after some
elementary calculations, one gets the following eigenvalues, each with multiplicity equal to
dimSn−k,k = (n
k
)− ( n
k−1
)
:
λk0 = 0, with eigenvector (−n−k+1n−k−1 ,0,1,0,−n−k+1n−k−1 );
λk1, λ
k
−1 = ±
√
(n+1)(n−k)(n−k+1)−n
n2(n+2) , with eigenvectors (
n(n−k+2)
(n+2)(n−k) ,
nλi
n−k ,1,
nλi
n−k ,
n(n−k+2)
(n+2)(n−k) ),
i = 1,2;
λk2λ
k
−2 = ±
√
(n−k−1)(n−k+2)
2n(n+2) , with eigenvectors (1,
(n+2)μi
n−k+2 ,0,− (n+2)μin−k+2 ,−1), i = 1,2.
For k = n− 1, we have Γn−1 = {n− 1, n,n+ 1} and the matrix of the problem in Eq. (3.6) is⎛
⎝ 0 1n 01
2n 0
1
2n
0 1
n
0
⎞
⎠ .
The eigenvalues are: λn−11 = 1n , with eigenvector (1,1,1); λn−1−1 = − 1n , with eigenvector
(−1,1,−1); λn−10 = 0, with eigenvector (1,0,−1).
Finally, for k = n we have Γn = {0} and the unique representation Sn,n, contained in L(Ωn),
is an eigenspace with eigenvalue λn0 = 0.
In particular, the largest nontrivial eigenvalue is: λ11 =
√
n2−1
n2+2n .
3.10. General random walks on the cube
On the cube Qn, a generic tridiagonal matrix in Eq. (3.2) with the stochasticity condition in
Eq. (3.3): ahh + b′ h(n − h) + b′′ + ch(n − h) = 1, h = 0,1, . . . , n, gives rise to an eigenvalueh h
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ah(h− k)αh−1 + {[h(n− h)− k(n− k + 1)]b′h + b′′h}αh + ch(n− h− k)αh+1 = λαh,
h = k, k + 1, . . . , n− k. (3.12)
Remark 3.7. In general, Eq. (3.12) is not explicitly solvable. An example is given by the stratified
random walks considered in [6] (see also [17] and [23]): they may be obtained by setting ah =
1
n
ph−1, b′h = 0, b′′h = 1− hnph−1 − n−hn ph and ch = 1nph, where 0 <ph  1, h = 0,1, . . . , n− 1.
In particular, the so-called Aldous cube is obtained by setting ah = h−1n(n−1) , b′h = 0, b′′h = n−hn
and ch = hn(n−1) . With such positions (Aldous cube), Eq. (3.12) becomes (h− 1)(h− k)αh−1 +
(n− 1)(n−h)αh +h(n−h− k)αh+1 = n(n− 1)λαh for h = k, k+ 1, . . . , n− k. Unfortunately,
this equation seems not elementary solvable.
In what follows, we give examples in which Eq. (3.12) is explicitly solvable because it is
an eigenvalue problem of hypergeometric type. The list in [24, Chapter 2] suggests that we can
choose Eq. (3.12) to be the eigenvalue problem for the Krawtchouk or for the Hahn polynomials.
In the first case, the coefficients ah and ch are constant; in the second case, they are first degree
polynomials in h.
3.11. A deformation of the Ehrenfest urn model
Now we consider the case in which Eq. (3.12) is solved by mean of Krawtchouk polynomi-
als. Let s  1. Consider the choice ah = 1sn , b′h = 0, b′′h = (s−1)hsn and ch = 1n . In this case, the
corresponding Markov operator from Eq. (3.4) will be denoted by Hs . After the substitutions
νl = αk+l and μ = snλ− (s − 1)k, Eq. (3.12) becomes
lνl−1 + (s − 1)lνl + (n− 2k − l)sνl+1 = μνl, l = 0,1, . . . , n− 2k. (3.13)
It is well known [12,15] that Eq. (3.13) is solved by the Krawtchouk polynomials: setting
Km(l; s/(s + 1), n) = 1(nm)
∑min{l,m}
j=max{0,m−n+l}
(
l
j
)(
n−l
m−j
)
(− 1
s
)j , the problem in Eq. (3.13) is solved
by νl = Km(l; s/(s+1), n−2k), with eigenvalue μ = s(n−2k)−m(s+1), m = 0,1, . . . , n−2k.
Therefore from Corollary 3.3 we get that
V ks,m =
{
n−2k∑
l=0
Km(l; s/(s + 1), n− 2k)(d
∗)l
l! f : f ∈ S
n−k,k
}
(3.14)
is an eigenspace of the operator Hs , and the corresponding eigenvalue is 1 − (m+k)(s+1)sn . Since
these eigenvalues depends only on m+ k, we can group them together and enunciate the follow-
ing theorem.
Theorem 3.8. If we set Vs,t =⊕min{t,n−t}k=0 V ks,t−k then Vs,t is an eigenspace of Hs , the corre-
sponding eigenvalue is 1 − (s+1)t
sn
and
L(Qn) =
n⊕
t=0
Vs,t (3.15)
is the orthogonal decomposition of L(Qn) into eigenspaces of Hs .
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V ks,m is isomorphic to Sn−k,k).
Note also that now the stationary measure in Eq. (3.5) is given by: π(h) = sh
(1+s)n and the coef-
ficients in Eq. (3.8) are π(k)(h) = sh
(1+s)n
(
n−2k
h−k
)
. The orthogonality relations for the Krawtchouk
polynomials may be used to normalize the solutions of Eq. (3.13).
The random walk corresponding to Hs has the following description as an urn model. Suppose
to have n balls, numbered 1,2, . . . , n, and 2 urns, numbered 0,1. Each ball is in one of the urns
and the configuration of the model coincides with the content of the urn 0. At each time a random
ball is chosen, each ball with probability 1
n
. If the chosen ball is in urn 0, then it is switched to
urn 1. If the chosen ball is in urn 1, then it is switched to urn 0 with probability 1
s
, while it remains
in urn 1 with probability s−1
s
.
There is a simple interpretation of the fact that the eigenspaces group together (at least when
r is an integer). Consider the Hamming scheme Hn,s+1 [4], that is the set of all placements
of n balls (numbered 1,2, . . . , n) into s + 1 urns (numbered 0,1, . . . , s). It coincides with the
homogeneous space (Ss+1  Sn)/(Ss  Sn) = {(i1, i2, . . . , in): i1, i2, . . . , in ∈ {0,1, . . . , s}}, where
 denotes the wreath product. We recall that Sn acts on Hn,s+1 by permuting the balls (that is, it
permutes the coordinates i1, i2, . . . , in) and the kth Ss+1 in Ss+1  Sn acts on the position of the
kth ball (that is on the value of ik). The natural random walk on Hn,s+1 is the following: at each
stage a random ball is chosen (n choices, each with probability 1
n
) and it is switched to another
urn (s possibilities to switch the ball, each with probability 1
s
). This random walk is (Ss+1  Sn)-
invariant and may be treated by using the spherical Fourier transform (since (Ss+1 Sn,Ss Sn) is a
Gelfand pair). In particular, if Ss Sn is the stabilizer of the configuration in which all the balls are
in urn 0, then its orbits are the sets Ξh ≡ {set of all configurations with exactly h balls into urn 0}
and the corresponding lumped chain is diagonalized by the Krawtchouk polynomials. This is well
known (see [4]). But one can consider the orbits on Hs+1,n of the subgroup Ss × Ss × · · · × Ss
(n times) of Ss  Sn. These orbits are parameterized by the points of the cube Qn: for each
A ∈ Qn, the corresponding orbit ΓA coincides with the set of all configurations in which the
content of urn 0 is exactly A. Then the lumped chain coincides exactly with that associated
to Hs . In particular, its eigenvalues coincides with those of the random walk on the Hamming
scheme (only the multiplicities changes).
Clearly, for s = 1 we get the Ehrenfest urn model, i.e. the simple random walk on Qn. Now
Eq. (3.15) is the decomposition of V 1j , which is a spherical representation of the pair (S2 Sn,Sn),
under the action of the stabilizer Sn. In particular, V 1j,0 is nothing but the subspace of V
1
j formed
by the multiples of its spherical function. Decompositions like Eq. (3.15) were used by Dunkl to
find addition theorems for spherical functions; see [15].
3.12. Second order Ehrenfest urn models
In this example, we choose the coefficients in Eq. (3.2) in such a way that Eq. (3.12) is solved
by mean of the Hahn polynomials. Now we recall some basic facts about them.
Following [13], we introduce a family of renormalized Hahn polynomials. For m, a, b, c, x
nonnegative integers satisfying: c a + b, mmin{a, b, c, a + b− c} and max{c− b,0} x 
min{a, c}, we define:
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=
min{m,x}∑
j=max{0,x−c+m}
(−1)j
(
m
j
)
(b −m+ 1)j (−x)j (a −m+ 1)m−j (x − c)m−j .
These polynomials satisfy the following finite difference equation (eigenvalue problem of
hypergeometric type):
x(x + b − c)Em(a, b, c, x − 1)+ (c − x)(a − x)Em(a, b, c, x + 1)
= [(c − x)(a − x)+ x(x + b − c)−m(a + b + 1 −m)]Em(a, b, c, x) (3.16)
and the following orthogonality relations:
min{a,c}∑
max{0,c−b}
(
a
x
)(
b
c − x
)
Em(a, b, c, x)En(a, b, c, x)
= δnm
(
a + b
c
)(
a + b
m
)−1
· a + b −m+ 1
a + b − 2m+ 1 · (−a)m(−b)m(−c)m(c − a − b)m. (3.17)
Let  be a real number in [0,1] and set ah = hn2 , b′h =  2n2 , b′′h = (1−) 2h(n−h)n2 , and ch = n−hn2 .
Denote by M the corresponding Markov operator. In this case Eq. (3.12) becomes:
h(h− k)αh−1 + 2
[
h(n− h)− k(n− k + 1)]αh + (n− h)(n− h− k)αh+1 = n2λαh (3.18)
which is essentially Eq. (3.16): indeed it is solved by setting αkh,t = Et(n,n − 2k,n − k,h) for
t = 0,1, . . . , n − 2k and h = k, k + 1, . . . , n − k. Then we obtain the following theorem on the
spectral analysis of M .
Theorem 3.9. If we set, for 0 k  [n/2] and t = 0,1, . . . , n− 2k
V kt =
{
n−k∑
h=k
Et (n,n− 2k,n− k,h) (d
∗)h−k
(h− k)!f : f ∈ S
n−k,k
}
then each V kt is an eigenspace of M (for any  ∈ [0,1]), the corresponding eigenvalue is λkt =
1
n2
[(n− 2t − 2k)(n− k + 1)+ t (t + 1)− n] and
L(Qn) =
[n/2]⊕
k=0
n−2k⊕
t=0
V kt
is the decomposition of L(Qn) into eigenspaces of M .
Note also that now the invariant probability measure in Eq. (3.5) is given by: π˜(x) = (n
h
)
/
(2n
n
)
,
for every A ∈ Ωh.
The corresponding urn model is the following. At each time, choose a random ordered pair
(i, j) of balls (i.e. two numbers in {1,2, . . . , n}). The case i = j is allowed and every pair is
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n2
. If the balls belong to the same urn, the first chosen ball i is
switched to the other urn. If they belong to different urns then with probability  both the balls
are switched and with probability 1 −  the balls are not moved. Since these urn models are all
random walks on Qn, with the role of Eq. (3.13) played by Eq. (3.18), we call them the second
order Ehrenfest Urn Models.
Remark 3.10. For  = 12 the eigenvalues of M1/2 group together: if set Vm =
⊕min{n−t,t}
k=0 V
t
m−k
then the whole Vm is an eigenspace of M1/2 and the corresponding eigenvalue is 1 − m(2n−m+1)n2 .
This has a simple interpretation, which indeed is relevant also to the case  = 12 . Consider the
Johnson graph J (n,n) = S2n/(Sn × Sn), which is the graph whose vertices are the n-subsets
of {1,2, . . . ,2n} and two vertices A,B are connected if and only if |A ∩ B| = n − 1. Assume
that in Sn × Sn the first Sn acts on {1,2, . . . , n} (which will be called blue balls) and the sec-
ond on {n + 1, n + 2, . . . ,2n} (which will be called the red balls). Color the edges of J (n,n)
in the following way. If A and B are connected, A = (B ∪ {u}) \ {v} and u,v are both blue
(red) then the corresponding edge will be blue (red); if u and v do not have the same color, the
corresponding edge will be black. This coloring is clearly (Sn × Sn)-invariant. For every fixed
0    1, we may consider the following random walk on J (n,n). If we are at A ∈ J (n,n),
with |A∩{1,2, . . . , n}| = h, then A is incident to h(n−h) red edges, to h(n−h) blue edges and
to h2 + (n−h)2 black edges. Choose a random edge incident to A and move along it; the random
edge must be chosen obeying the following rule: each red edge may chosen with probability 2
n2
,
each blue edge may be chosen with probability 2(1−)
n2
and each black edge may be chosen with
probability 1
n2
.
We do not give a complete analysis of this random walk; it would require to develop a theory
similar to that in Theorem 3.2, but for the Johnson scheme in place of the cube. A starting point
is in [13]. However, the random walk on Qn associated to M is a lumped chain of the above
described random walk on J (n,n). It is obtained by considering the orbits on J (n,n) of 1 × Sn,
where Sn is the permutation group of the red balls. Indeed, such orbits may be parameterized
by the elements in Qn: any orbit is determined by the position of the blue balls. For  = 12 , the
random walk coincides with the usual Bernoulli–Laplace diffusion model [4,11]; this explains
the reason why the eigenspaces of M1/2 group together: they come from the eigenspaces of the
Bernoulli–Laplace diffusion model.
3.13. Upper and lower bound calculations
In this section, we want to study the rate of convergence to the stationary distribution π˜ for
the second order Ehrenfest Urn Models. We take n even and the point An/2 ∈ Ωn/2 fixed by
Sn/2 × Sn/2 will be our starting point. We choose An/2 as a starting point because in this way the
s-step iterate involves all the Sn-irreducible representations Sn−k,k ; see Remark 2.12. Ss(δAn/2)
will denote the probability distribution after s-steps if we start from An/2.
First of all, we recall some basic facts on the (Sn−m×Sm)−(Sn−h×Sh)-intertwining function
on Sn. The original sources are [13,14]; we will follow the exposition in [4, Chapter 4]. The orbits
of Sn−m × Sm on Ωh are
Θh,m,l =
{
B ∈ Ωh: |B ∩Am| = h− l
}
, max{0, h−m} l min{h,n−m},
476 F. Scarabotti, F. Tolli / Advances in Applied Mathematics 38 (2007) 445–481where Am ∈ Ωm is the point stabilized by Sn−m ×Sm. We will denote by 1h,m,l the characteristic
function of Θh,m,l . We define a function Φ(n,m,h, k) ∈ Mn−h,h by setting
Φ(n,m,h, k) =
min{h,n−m}∑
l=max{0,h−m}
(−1)k
(−n+m)k(−m)k Ek(n−m,m,h, l)1h,m,l,
where the Ek(n−m,m,h, l) are still the Hahn polynomials (note that in the notation of [4, Chap-
ter 4], we have φ(n,m,h, k; l) = (−1)k
(−n+m)k(−m)k Ek(n − m,m,h, l)). The function Φ(n,m,h, k)
spans the space of (Sn−m × Sm)-invariant functions in the subrepresentation of Mn−h,h iso-
morphic to Sn−k,k . Therefore, from (2.3) in Corollary 2.3 it follows that in this setting each
Φ(n,m,h, k) is a multiple of the corresponding intertwining functions in Eq. (2.4). We need two
basic identities for the Φ’s functions:
Φ(n,m,h, k) = (d
∗)h−k
(h− k)!Φ(n,m,k, k) (3.19)
and
∥∥Φ(n,m,h, k)∥∥2
Mn−h−h =
(
n
m
)(
n
k
)− ( n
k−1
) · (m− k)!(n−m− k)!
(n− k − h)!(h− k)! . (3.20)
Now we can give an explicit formula for the ψkm,t functions (Definition 2.16) in the present
setting.
Lemma 3.11.
ψkm,t =
(n− k − t)!
n!
[
(n− 2k − t)!(2n)!m!(n−m)!(2n− 2k − 2t + 1)
t !(2n− 2k − t)!(m− k)!(n−m− k)!(2n− 2k − t + 1)(n− t + 1)t
]1/2
×
n−k∑
h=k
Et (n,n− 2k,n− k,h)
min{h,n−m}∑
l=max{0,h−m}
(−1)k
(−n+m)k(−m)k Ek(n−m,m,h, l)1h,m,l .
Proof. If we set
ψ˜km,t =
n−k∑
h=k
Et (n,n− 2k,n− k,h)Φ(n,m,h, k)
then from Theorem 3.9 and Eq. (3.19) it follows that ψ˜km,t belongs to V kt and is (Sn−m × Sm)-
invariant. Therefore from Proposition 2.17 we deduce that there exists a constant μ such that
ψkm,t = μψ˜km,t . The value of μ may be found by imposing the normalization ‖ψkm,t‖2π = n!(nk)−( nk−1)
from Proposition 2.17 and using Eq. (3.20) and Eq. (3.17) to compute the norm of ψ˜km,t . 
Corollary 3.12. Suppose that n is even. Then
(
ψ1n/2,0
)2 = √n! ψ0n/2,0 −
√
(n− 2)!√ ψ0n/2,2 +
(n− 2)!√(2n− 4)!(2n)!√ ψ2n/2,0.n− 1 (2n− 3)(n− 1) (2n− 2)! (n− 4)!
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h,l
2(h−2l)
n
1h,n/2,l is expressed by a first degree polynomial in h and l. 
Corollary 3.13. For M the coefficients βkm,t in Eq. (2.13) are equal to
βkm,t =
(n− k − t)!
n!
[
(n− 2k − t)!(2n)!m!(n−m)!(2n− 2k − 2t + 1)
t !(2n− 2k − t)!(m− k)!(n−m− k)!(2n− 2k − t + 1)(n− t + 1)t
]1/2
×Et(n,n− 2k,n− k,m).
Proof. It follows from the fact that βkm,t = ψkm,t (Am). 
Theorem 3.14 (Upper bound). Suppose that n is even. Then for s = n2(2+1) (lnn+c), with c > 0,
and n large, we have: ∥∥Ss(δAn/2)− π˜∥∥T V Ce−c,
where C is a universal constant not depending on n or .
Proof. From Proposition 2.13 we know that we have to bound the sum
1
n!
∑
(k,t)∈Bn/2
dk
(
λkt
)2s(
βkn/2,t
)2
, (3.21)
where Bn/2 = {(k, t): 0 k  n/2,0 t  n−2k} \ {(0,0)}. The dominant term in Eq. (3.21) is
d1
n! (β
1
n/2,0)
2(λ10)
2s = 2n−12 (1− 2+1n )2s , which is smaller than e−c as soon as s = n2(2+1) (lnn+c).
Note also that, for  > 12 , the largest nontrivial eigenvalue of M is λ
0
1. But using Corollary 3.13
one can prove that β0n/2,1 = 0, and therefore the term with λ01 does not appear in Eq. (3.21).
We will divide the sum in Eq. (3.21) into five parts and we will bound these part separately.
The symbol
∑∗ will indicate that the sum is restricted to the values of k, t for which λkt  0,
while the symbol
∑∗∗ will indicate that it is restricted to those values for which λkt < 0. The
constants Ci , i = 1, . . . ,9, will be independent on n and .
(I) Using the explicit formula in Corollary 3.13, one can prove that 1
n! (β
k
n/2,0)
2 is in-
creasing in k and that for k = n4 it is asymptotic to 3√6 (when n → ∞). Moreover λk0 =
1 − nk(2+1)−2k(k−1)
n2
. Therefore there exists a constant C1 such that
1
n!
n/4∑∗
k=1
dk
(
λk0
)2s(
βkn/2,0
)2  C1 n/4∑
k=1
nk
k! exp
[
−2sk(2 + 1)
n
+ 4sk(k − 1)
n2
]
. (3.22)
For s = n2(2+1) (lnn+ c), with c > 0, the right-hand side of Eq. (3.22) is equal to
C1
n/4∑
exp
[
a(k)+ b(k)], (3.23)k=1
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(2+1)n −1] and b(k) = 2k(k−1)n(2+1) lnn− lnk!. Arguing as in [11] (that is proving
that a(k) a(1) = −c and that b(k)−k for k  22) one can show that Eq. (3.23) is C2e−c .
(II) If we use the estimate in Corollary 2.14, we get
1
n!
n/2∑∗
k=n/4
dk
(
λk0
)2s(
βkn/2,0
)2  1
π˜ (n/2)|Ωn/2|
n/2∑∗
k=n/4
dk
(
λk0
)2s
. (3.24)
Since
1
π˜ (n/2)|Ωn/2| =
(2n
n
)
(
n
n/2
)2 ∼
√
πn
2
(3.25)
and
√
n
(
n
k
)
 nk
k! for k 
n
4 and n large, one can prove that for s = n2(2+1) (lnn + c) also
the right-hand side of Eq. (3.24) may be bounded by an expression like Eq. (3.23), that is∑n/2
k=n/4 exp[a(k)+ b(k)] with the same a(k) and b(k), and then conclude that it is  C3e−c.
(III) Since t + 2k  n, for t  1 we have
λkt = 1 −
(2 + 1)k
n
+ 2k(k − 1)
n2
− 2(n− k)
n2
+ (t − 1)(t + 2k − 2n)
n2
 1 − (2 + 1)k
n
+ 2k(k − 1)
n2
− 2(n− k)
n2
− (t − 1)
n
and therefore, using again the estimate in Corollary 2.14 and Eq. (3.25), we get
1
n!
n∑∗
t=1
(n−t)/2∑∗
k=1
dk
(
λkt
)2s(
βkn/2,t
)2  1
π˜(n/2)|Ωn/2|
n∑∗
t=1
(n−t)/2∑∗
k=1
dk
(
λkt
)2s
C4
√
n
n∑
t=1
(n−t)/2∑
k=1
dk exp
[
−2s(2 + 1)k
n
+ 4sk(k − 1)
n2
]
× exp
[
−4s(n− k)
n2
]
exp
[
−2s(t − 1)
n
]
. (3.26)
But for s = n2(2+1) (lnn + c) and 1  k  n/4 we have exp[− 4s(n−k)n2 ]  exp[− 2(n−k)(2+1)n lnn] 
1√
n
; we can use this estimate to kill the factor
√
n for 1 k  n/4 (and for the other values of
k simply we can use exp[− 4s(n−k)
n2
] 1). Moreover, exp[− 2s(t−1)
n
] exp[− (t−1) lnn3 ] = 1n(t−1)/3
and thus
∑n
t=1 1n(t−1)/3  2. Then one can bound Eq. (3.26) by an expression like Eq. (3.23) and
conclude, as for Eq. (3.22) and Eq. (3.24), that it is  C5e−c.
(IV) As we have already said at the beginning of this proof, using the explicit formula in
Corollary 3.13 one can prove that β0n/2,1 = 0; therefore the term with k = 0 and t = 1 does not
appear in Eq. (3.21). Moreover λ0t = 1 − 2nt−t (t−1)n2  1 − t+1n . Then, using again Corollary 2.14
and Eq. (3.25) we get, for s = n (lnn+ c),2(2+1)
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n!
n∑∗
t=2
(
λ0t
)2s(
β0n/2,t
)2  C6√n n∑
t=2
exp
[
− t + 1
2 + 1 (lnn+ c)
]
 C6e−c
n∑
t=2
1
n(2t−1)/6
 C7e−c.
(V) Allow k, t to be real numbers and set C = {(k, t) ∈ R×R: 0 k  n/2, 0 t  n− 2k}.
We have ∂λ
k
t
∂t
< 0 and therefore λkt  λkn−2k for any (k, t) ∈ C. Then, studying the function
k → λkn−2k for 0  k  n/2, it is easy to show that minC λkt − 14 if   n+22(n+1) and n is large,
minC λkt − 1n if  < n+22(n+1) . Therefore, for n large,
1
n!
∑∗∗
(k,t)∈Bn/2
dk
(
λkt
)2s(
βkn/2,t
)2  1
π˜(n/2)|Ωn/2|
∑∗∗
(k,t)∈Bn/2
dk
(
λkt
)2s
 C8
√
n
(
1
4
)2s ∑
(k,t)∈Bn/2
dk
 C8
√
n2n
(
1
4
) n
2+1 (lnn+c)
 C9e−c.
Putting together (I)–(V) the theorem is proved. 
The preceding upper bound matches with a lower bound, showing that there is a cut-off for
s = n2(2+1) lnn.
Theorem 3.15 (Lower bound). Suppose that n is even. Then for s = n2(2+1) (lnn−c), with c > 0,
we have: ∥∥Ss(δAn/2)− π˜∥∥T V  1 − 10e−c.
Proof. Normalize ψ1n/2,0 by setting ξ =
√
d1|G|ψ
1
n/2,0 =
√
n−1
n! ψ
1
n/2,0. Then, from the orthogo-
nality relations in Proposition 2.17, it follows that with respect to the stationary measure π˜ we
have:
Eπ˜(ξ) = 0 and Varπ˜ (ξ ) = 1.
Therefore, if we set Aα = {B ∈ Qn: |ξ | α}, with α > 0, applying Chebyshev’s inequality we
get
P(Aα) = 1 − P
({
B ∈ Qn:
∣∣ξ(B)−Eπ˜(ξ)∣∣ α}) 1 − 12 . (3.27)α
480 F. Scarabotti, F. Tolli / Advances in Applied Mathematics 38 (2007) 445–481On the other hand, from Corollaries 2.18, 3.12, 3.13 and Theorem 3.9 it follows that the mean
and the variance of ξ with respect to the probability distribution Ss(δAn/2) are respectively
Es(ξ) =
√
n− 1
n! β
1
n/2,0
(
λ10
)s =√2n− 1
2
(
1 − 2 + 1
n
)s
,
Vars(ξ) = Es
[
(ξ)2
]−Es(ξ)2
= 1 + 1
2
[
1 − 4
n
+ 2
n2
]s
+ (2n− 1)(n− 2)
2(n− 1)
[
1 − 2(2 + 1)
n
+ 4
n2
]s
− 2n− 1
2
[
1 − 2 + 1
n
]2s
.
Therefore, for s = n2(2+1) (lnn − c), with c > 0, we have Es(ξ) ∼ ec/2, while for any s > 0
we have Var(ξ) 1 + 12 [1 − 4n + 2n2 ]s  32 . Applying again Chebyshev’s inequality, we get that
for α = ec/22 we have
[
Ss(δAn/2)
]
(Aα) 3/2
(Es(ξ)− α)2 ∼
6
ec
and therefore from Eq. (3.27) we can conclude that∥∥Ss(δAn/2)− P∥∥T V  1 − 10e−c. 
3.14. Open problems
(1) In [31] there are other examples of finite posets that have a theory similar to that of the tree
and the cube. It should be interesting to use our methods to study random walks on these posets.
(2) Suppose that Gj acts on {0,1, . . . , qj−1} and that the corresponding permutation rep-
resentation is multiplicity free, for j = 0,1, . . . , n − 1. Consider the wreath product G =
G0  G1  · · ·  Gn−1 as a subgroup of Aut(Tq). In [5] (but see also [2]) it is shown that the
permutation representations of G on Tq is multiplicity free. It should be interesting to develop a
theory of G-invariant random walks on Tq.
(3) Let (G,K) be a Gelfand pair. It should be interesting to study random walks on X = G/K
that are invariant with respect to K . In the present paper, we have treated the case X = Qn ≡
(S2  Sn)/Sn and K = Sn. Another interesting case is X = Sn/(Sn−h × Sh), K = Sn−h × Sh; the
papers [13,14] develop a relevant theory. A concrete example is in Remark 3.10. [30] contains a
list of finite Gelfand pairs in which X is a distance transitive graph.
(4) It should be interesting to use Theorem 3.2 to obtain results for finite Markov chains for
which the eigenvalue problems in Eq. (3.6) is not explicitly solvable. Something similar is made
in [6] for the Aldous cube and a related class of finite Markov chains.
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