In a digital communication system, information is sent from one place to another over a noisy communication channel using binary symbols (bits). Original information is encoded by adding redundant bits, which are then used by low-density parity-check (LDPC) codes to detect and correct errors that may have been introduced during transmission. Error correction capability of an LDPC code is severely degraded due to harmful structures such as small cycles in its bipartite graph representation known as Tanner graph (TG). We introduce an integer programming formulation to generate a TG for a given smallest cycle length. We propose a branch-and-cut algorithm for its solution and investigate structural properties of the problem to derive valid inequalities and variable fixing rules. We introduce a heuristic to obtain feasible solutions of the problem. Our computational experiments show that our algorithm can generate LDPC codes without small cycles in acceptable amount of time for practically relevant code lengths.
Introduction and Literature Review
Telecommunication is the transmission of messages from a transmitter to a receiver over a potentially unreliable communication environment. In a digital communication system, binary code symbols (bits) represent the messages. In parallel to the rapid developments in technology, digital communication systems find several application areas: messaging via digital cellular phones, fiber optic internet, TV broadcasting or agricultural monitoring through digital satellites, and receiving high quality images of Jupiter under NASA's Juno mission [1] are some examples of digital communication.
In practice, numerous transmitter-receiver pairs share the same communication environment such as air or space. Hence, radio waves, electrical signals, and light waves over fiber optic channels accumulate some amount of noise on the medium. The noise in the environment can cause transmission errors or failures. Channel coding is the term used for the collection of techniques that are employed in digital communications to ensure that a transmission is recovered with minimal or no errors. These techniques encode the original information by adding redundant bits. When the receiver receives information, the decoder estimates the original information by detecting and correcting errors in the received vector with the help of redundant bits.
Among the codes that are used in the decoding process at receiver, low-density parity-check (LDPC) code family has received attention thanks to its high error detection and correction capabilities. LDPC codes were first proposed by Gallager in 1962 and today they are used in wireless network standard (IEEE 802.11n), WiMax (IEEE 802.16e), and digital video broadcasting standard (DVB-S2) [2] . They have sparse parity-check matrices, i.e., H matrix, and can alternatively be represented by bipartite graphs known as Tanner graphs (TG) [3] . A TG (or LDPC code) is said to be (J, K)-regular if all nodes at one side of the bipartite graph have degree J and all other nodes have degree K (see Section 2 for a formal definition). Otherwise, a TG (or LDPC code) is irregular and degrees of the nodes can be expressed with a degree distribution.
Iterative decoding algorithms, which have low complexity and low decoding latency due to the sparsity property of parity-check matrix, have been developed on TG [4, 5] . Iterative decoding algorithms decide on whether each code symbol is 0 or 1 by calculating probabilities for the code symbols to estimate the original information. The calculated probabilities are dependent on each other if there are cycles on the TG. In order to minimize code symbol estimation errors, designing LDPC codes to maximize the smallest cycle length, i.e., girth, is useful. There are different approaches in the literature for obtaining a TG with large girth.
One approach is to eliminate the cycles with length smaller than the target girth from a given TG.
In [6] , certain edges are exchanged within TG to eliminate small cycles without simultaneously creating any others. In the edge deletion algorithm of [7] , an edge that is common for the maximum number of cycles is selected. These methods are heuristic approaches and they change the degree distribution of the nodes in the TG. It is known that the degree distribution affects the error correction capability of an LDPC code [8] . Hence, it is important to eliminate as few edges from TG as possible. There are studies based on optimization techniques in the literature to find the best degree distribution of an irregular TG in terms of error correction capability [8, 9] .
Another way of designing an LDPC code is to construct a TG from scratch. Bit-Filling heuristic in [10] starts with a large girth target and decreases target as it inserts edges to TG one-by-one. The heuristic terminates when a prescribed girth is met. A randomized approach in [11] can create irregular LDPC codes by introducing new edges in a zig-zag pattern. Progressive Edge Growth (PEG) heuristic in [12] is based on adding edges to the TG iteratively without constructing small cycles. PEG algorithm is adjusted to generate a regular LDPC code in [13] and an irregular LDPC code in [14] for improving the error correction performance. Independent tree-based heuristic of [15] can iteratively construct regular LDPC codes whose girth values are better than the ones obtained by PEG. A protograph is a TG with a relatively small number of nodes. Design of LDPC codes with simple protographs is investigated in [16] to obtain infinite dimensional LDPC codes. Different studies in the literature focus on the design of LDPC codes with large girth using the protograph [17, 18] .
Algebraic construction is to construct structured LDPC with algebraic and combinatorial methods.
Turbo LDPC (T-LDPC) codes are structured regular codes whose TG includes two trees connected by an interleaver. In [19] , authors design the interleaver to avoid small cycles and obtain T-LDPC codes with high girth. Quasi-cyclic LDPC (QC-LDPC) codes consist of identity matrices whose columns are shifted by a certain amount. A method that can build QC-LDPC codes with girth at least 6 using Vandermonde matrices is introduced in [20] . A technique to generate irregular QC-LDPC codes with girth at least 8 is given in [21] . Quasi-cycle constraints are added to PEG algorithm in order to obtain regular and irregular QC-LDPC codes in [22] . Other studies also use PEG algorithm for this code family [23] - [25] . For the same code family, a lifting method is given in [26] and generalized polygones are used in [27] . Patent [28] describes a method for QC-LDPC codes, that guarantees a girth of at least 8.
The above mentioned methods are heuristic approaches and they may fail to generate a TG for a given dimension with a target girth value. On the other hand, optimization techniques are capable of finding a TG for a given girth value, or proving that there cannot be such a TG. Combinatorial approaches to design QC-LDPC codes are utilized in [29] to find the best degree distribution of the nodes in a TG. Authors obtain the degree distribution by evaluating all alternatives with respect to some performance metrics and choosing the most promising one. Then, authors construct a TG for the selected degree distribution. In [30] , the selection criteria of PEG algorithm to locate an edge in a TG is modified in order to have a better girth value than PEG. The generated TG does not necessarily have the largest girth value, since their method is a TG constructive heuristic. There are other LDPC code constructive heuristics in the literature that avoid small cycles [31] - [33] . A genetic algorithm to design a TG with a small number of nodes is given in [34] . In [35] a modified shortest-path algorithm is used to construct a TG.
Our contribution to the literature can be listed as follows:
• We investigate the LDPC code design problem, which seeks a TG of desired dimension with a target girth value, from an optimization point of view.
• We propose an integer programming formulation to generate LDPC codes with a given girth value and develop a branch-and-cut algorithm for its solution.
• We investigate structural properties of the problem for (J, K)−regular codes to improve our algorithm by applying a variable fixing scheme, adding valid inequalities and utilizing an initial solution generation heuristic. Our computational results indicate that our proposed methods significantly improve solvability of the problem.
• We also illustrate how our method can be used to find the smallest dimension n that one can generate a (J, K)−regular code (see Table 7 ).
The remainder of the paper is organized as follows: we formally define the problem and introduce our mathematical formulation in the next section. Section 3 explains the proposed branch-and-cut method and techniques to improve its performance. We test the efficiacy of our methods via computational experiments in Section 4. Some concluding remarks and comments on future work appear in Section 5. Figure 1 shows information flow in a digital communication system. In Figure 1 , let the original information be a binary vector u = (u 1 u 2 ...u k ) of k-bits, i.e., u i ∈ {0, 1}. Encoder adds redundant parity-check bits to vector u by utilizing a k×n generator matrix G. That is codeword w = (w 1 w 2 ...w n ) of n-bits, where n ≥ k and w i ∈ {0, 1}, is obtained through the operation w = uG. In a codeword w, there are k information bits and (n − k) parity-check bits, which are used to test whether there are errors in the transmission. For integrity of the communication, codeword w should be in the null space of the (n − k) × n parity-check matrix H, i.e., wH T = 0 (mod 2) holds.
Problem Definition
After transmission, the receiver gets vector v of n-bits as shown in Figure 1 . Decoder detects whether the received vector v includes errors or not by checking whether the expression vH T is equal to vector 0 in (mod 2) or not. In the case that v is erroneous, the decoder attempts to determine error locations and fix them [36] . As a result, the information u sent from the source is estimated asû at the sink. In this work, we focus on the binary symmetric channel (BSC) for modeling the noisy communication channel. As shown in Figure 2 , in a BSC, an error occurs with probability p and the transmitted bit flips, i.e., if a bit is 0, it becomes 1 and vice versa. The transmission is completed without any errors with probability 1 − p [37] . The decoder aims to find the locations of the errors in BSC. Once the decoder detects a bit is erroneous, it corrects the error by flipping the bit's value.
LDPC codes are members of linear block codes that can be represented by a sparse parity-check matrix H, i.e., the number of ones at every row and column of the H matrix is forced to be very small.
An LDPC code is regular, if there are constant number of ones at each column and row of the matrix.
As given in Figure 3 , a (3, 6)−regular LDPC code has only 3 ones at each column and 6 ones at each Figure 4 shows the TG representation of the H matrix defined in Figure 3 . Figure 4 : TG representation of the parity-check matrix given in Figure 3 It is known that iterative decoding algorithms may fail to decode in the existance of small cycles (such as (v 1 , c 3 , v 4 , c 4 ) in Figure 4 ) [38] . The length of a smallest cycle is known as the girth of the graph [39] . In this work, we will focus on designing LDPC codes whose TGs do not contain small cycles.
In particular, we aim to construct a TG with girth no smaller than a given target girth value.
Solution Methods
In this section, we introduce our integer programming formulations and propose a branch-and-cut algorithm for the solution of the problem. We investigate additional methods to improve the performance of our branch-and-cut algorithm. We summarize the terminology used in this paper in Table 1 . 
Mathematical Formulations
In our Girth Feasibility Model (GFM), our aim is to generate an H matrix of dimensions (m, n), where m = n − k, with girth no smaller than a given value T . In the GFM model given below, X ij variable represents the (i, j) entry of the H matrix, dv j is the degree of variable node j, and dc i is the degree of check node i. Constraints (2) and (3) allow generation of an irregular code with the given degree values. As a special case, one can obtain a (J, K)−regular H matrix by picking dv j = J for all j and
We introduce cycle breaking constraints (4) for the cycles with length less than the target girth T . In GFM, the objective is a constant, since the target girth T is a given value. Hence, any feasible solution of the model will be optimal.
Girth Feasibility Model (GFM):
An alternative modeling approach is to assume dv j and dc i as the target degrees of v j and c i , respectively. In Minimum Degree Deviation Model (MDD), the objective is to minimize the degree deviations dv 
One can observe that MDD is always feasible, since X ij = 0 for all (i, j), dv s j = dv j for all j, and dc s i = dc i for all i is a trivial solution. Moreover, if the optimum objective function value of MDD is zero, which means constraints (7) and (8) are satisfied without deviation, we get a feasible (optimum) solution of GFM.
As we explain in Proposition 3, GFM can be infeasible depending on the value of the target girth T .
Hence, in our study, we work with the MDD model. Since there can be an exponential number of cycles in a TG, we can have exponential number of constraints (4) in the corresponding MDD model. In order to obtain a solution in an acceptable amount of time, we add the constraints (4) in a cutting-plane fashion to MDD. This gives rise to our branch-and-cut algorithm explained in the next section.
Branch-and-Cut Algorithm
The main steps of our Branch-and-Cut (BC) algorithm are listed in Algorithm 1. In the BC algorithm, we are given a target girth value T and the dimensions of H matrix as (m, n). We initialize our algorithm by relaxing constraints (4) Select and remove a problem from L.
3.
Solve LP relaxation of the problem.
4.
If the solution is infeasible, Then prune the branch and go to Step 1.
5.
Else let the current solution be x with objective value z.
6.
End If
7.
If z ≥ z * , Then prune the branch and go to Step 1.
8.
If x is an integer solution, If Algorithm 2 finds cycles smaller than T , Then add cuts (4) and go to Step 3.
Else If Algorithm 3 generates any cuts, Then add cuts (4) and go to Step 3.
10.
Else branch to partition the problem into subproblems. Add these problems to L and go to Step 1.
11.
End While
Output: H matrix with girth at least T We can find either an integral or a fractional solution after solving the relaxed MDD. In the case we find an integral solution, we test its feasibility with respect to the relaxed constraints (4) In the integral solution separation problem, we find all cycles in the TG whose length is less than T with a depth-first-search algorithm running in O(|V | + |E|) time using Algorithm 2. In Figure 6 , we illustrate Algorithm 2 with T = 6 on the TG given in Figure 5 . In Figure 6a , the search algorithm starts with v 1 at level 0, i.e., l = 0, and it is labeled. We label c 1 at l = 1, v 2 at l = 2 and c 2 at l = 3, since they are the first untracked neighbors of their predecessors. At l = 4, we visit v 1 but it has been previously labeled. This means that we have a cycle of length-4 consisting of nodes stored in nodeT rack array and we add this cycle to C set, which keeps all cycles whose length is less than T in the current integral H matrix. Figure 6c , we see v 3 is untracked and we label it at l = 2. We label c 2 at l = 3 and v 1 at l = 4. This means we found another cycle of length-4 and add this to set C.
The time to find an optimal solution of MDD can be improved by reducing the feasible region using cuts for fractional solutions. In such a case, we have fractional X ij values in the TG. We consider finding a maximum average cost cycle in the TG with X ij as cost values. If this cycle violates constraints (4) and its length is less than T , then we can add the corresponding violated constraint.
Minimum mean cost cycle is a well known network problem in the literature and there is a polynomial time solution algorithm for the directed graphs [40] . The problem simply aims to find a directed cycle C with the smallest mean cost (i,j)∈C X ij /|C| in a graph. However, we cannot implement this algorithm directly, since a TG is undirected. For the solution, we can update best known mean cost by implementing a negative cycle detection algorithm repeatedly. Bellman-Ford algorithm can detect Figure 6 : Depth-first-search in integral solution separation negative cycles while searching 1-to-many shortest paths for directed graphs. Bellman-Ford algorithm is also applicable for undirected graphs in O(|V ||E|) time, if for an edge (i, j) the algorithm updates distance label of node j when it is not the predecessor of node i [40] . If the algorithm detects a negative cycle, we can track the predeccessor list to form the cycle.
In the fractional solution separation problem, we use the undirected Bellman-Ford algorithm to detect negative cycles within a mean cost update method. We first set edge costs as −X ij to turn our maximization problem to minimization. Let µ represent an estimation on the minimum mean cost, and µ * denote the (unknown) optimal value of µ. Then, given a µ value, we update the edge costs to (−X ij − µ) and check for the existance of a negative cycle. If we start with a µ that is an upper bound for µ * , we can face with one of these cases for the minimum mean cost µ * .
Case 1: G has a negative cycle C. In this case, (i,j)∈C (−X ij − µ) < 0. This means,
Hence, µ is a strict upper bound on µ * . We can update µ as µ = − (i,j)∈C Xij |C| in the next iteration.
Case 2: G has a zero-cost cycle C * . In this case, (i,j)∈C * (−X ij − µ) = 0. This means,
Hence, µ = µ * and C * is a minimum mean cost cycle.
Algorithm 3: (Fractional Solution Separation)
Input: A solution of MDD r with fractional X ij values, T target girth
While we can detect negative cycle C with undirected Bellman-Ford 3.
If |C| < T and C is violating (4), Then add corresponding cut (4) 4.
End While
Output: Cuts added to MDD r model
Fractional solution separation algorithm is summarized in Algorithm 3. We set initial µ = 0, since it is an upper bound on µ * . If we can find a negative cycle with length |C| < T , we can add a cut to MDD if it is violated. This means that C is a cycle with (i,j)∈C X ij > |C| − 1. We continue updating µ values until we find a minimum mean cycle.
Improvements to the Branch-and-Cut Algorithm
In this section we propose some improvements to the BC algorithm given in the previous section.
We first observe that the solution space of MDD includes symmetric solutions. Hence, we consider a variable fixing approach to decrease the adverse effect of symmetry. Secondly, we introduce some valid inequalities to improve the linear relaxation of MDD. Finally, we adapt an algorithm from the telecommunications literature, i.e., PEG, to provide an initial solution to the BC algorithm.
Symmetry in the MDD Solution Space
In combinatorial optimization problems such as scheduling, symmetry among the solutions is an important issue, which directly affects the performance of applied solution methods [41, 42] . We observe that the feasible region of MDD contains symmetric solutions. That is, there can be isomorphic representations of a TG by permuting the variable and check nodes. As an example, the variable nodes are in the order of {v 1 , v 2 , v 3 , v 4 } in Figure 7a and the names of v 2 and v 4 are swapped in Figure 7b . Figure 7 We can calculate the number of symmetric solutions for a TG as (n!)(m!), since we can permute n variable nodes as (n!) and m check nodes as (m!) different ways.
Symmetry Breaking with Variable Fixing
In the literature, ordering the decision variables, adding symmetry-breaking cuts to the formulation and reformulating the problem are some of the techniques to eliminate symmetric solutions from the feasible region [42, 43] . In our case, we propose a fixing scheme for nonzero X ij entries of H matrix that breaks symmetry and does not form any cycles in TG.
In our variable fixing method (given as Algorithm 4) we consider (J, K)-regular H matrices and two modes, i.e., basic and extended. In the basic mode, we fix first K entries in the first row to 1 and first J entries in the first column to 1. The remaining entries in the first row and column are set to 0, since constraints (2) for j = 1 and constraints (3) for i = 1 are satisfied. We illustrate the basic and extended modes in Figure 9 for a (3, 6)−regular code of dimensions (30, 60) below. Bold entries in Figure 9 are fixed with the basic mode. For i = 2, ..., rcr
End For 6.
For i = 1, ..., J − 1, j = 2, ..., ccr + 1, 7.
If 1 + j(J − 1) + i ≤ m, Then set X 1+j(J−1)+i,j = 1. 8.
End For 9. End If
Output: Some X ij values are fixed
In the extended mode, we extend variable fixing further as dimensions (m, n) of the H matrix allow.
In Figure 9 , the labels on the rows and colums show the sum of the values in that row and column, respectively. We observe that for r cr = (n − 1)/(K − 1) many rows the sum is equal to 6 and c cr = (m − 1)/(J − 1) many columns the sum is equal to 3. Hence, for c cr -columns constraints (2) and for r cr -rows constraints (3) are satisfied. We remain with a reduced rectangle of size (m−r cr )×(n−c cr ), which includes the unfixed X ij variables shown as dots. Algorithm 4 runs in O(nc cr ) time.
In practical applications, for a (J, K)−regular code J < K < n relationship is valid. In Proposition =⇒ r cr ≤ c cr .
In Proposition 2, we show that any (J, K)-regular H matrix of dimensions (m, n) that has sufficiently large girth T can be expressed as in Figure 10 by reordering its rows and columns.
Proposition 2. Let H be a (J, K)-regular code of dimensions (m, n). Let R be the reduced rectangle of size (m−r cr )×(n−c cr ) and R S be the region between the two extending 1-blocks as in Figure 10 . Let ρ(i, j) be the length of a smallest cycle that is formed when X ij = 1, and τ = max (i,j)∈S {ρ(i, j)}.Then, nonzero entries of H can be represented as two extending 1-blocks as in Figure 10 by reordering its rows and columns if it has a girth T > τ . Remaining nonzero entries are in the reduced rectangle R. 
(2) Consider Figure 10 and let (i, j) ∈ R S. Let r cr be the row such that ∀i ≤ r cr we have ρ(i, j) < T and ∃j with ρ(r cr + 1, j) ≥ T . Then
Proof. For a (J, 2J)-regular H matrix, each variable node has J neighbors and each check node has 2J neighbors in the TG. Since total variable degree should be equal to total check degree in a bipartite graph, we have nJ = m(2J) =⇒ n = 2m.
Since H is a (J, K)-regular matrix with girth at least T , we can reorder its rows and columns as in Figure 10 . Let (i, j) ∈ R S. According to Proposition 2, the maximum dimension n that this reordering is possible is such that r cr = n−1 K−1 and ∀i ≤ r cr we have ρ(i, j) < T and ∃j ≤ n with ρ(r cr + 1, j) ≥ T . From r cr = n−1 K−1 we can write r cr + K−2 K−1 ≤ n−1 K−1 to maximize n. This gives n ≥ (K − 1)(r cr + 1).
We can calculate ρ(i, j) of an entry (i, j) by carrying out a breadth-first-search starting from the variable node v j . The smallest depth which we revisit v j is ρ(i, j). From Proposition 3, we can provide lower bound on n for a (3,6)-regular code as r cr = 3, n ≥ 20 for T = 6, r cr = 13, n ≥ 70 for T = 8, r cr = 33, n ≥ 170 for T = 10 (see Figure 14 for ρ(i, j) values).
Some characteristics of the cycles in a TG can be visualized by considering the TG given in Figure   7a and the corresponding parity-check matrix H 1 in Figure 8 In Figure 13a (case 3), we have two options to start, i.e., h r or h l movements. Then the sequence
..), which does not include v u movement. In Figure 13b (case 4), v d or v u are candidates to begin the sequence. In this case, the sequence will be (
which does not include h l movement. Hence, there are no cycles in these cases either.
We can use the partial solution obtained with Algorithm 4 to generate a feasible solution of MDD.
Since partial solution does not include any cycles (see Proposition 4), setting the nonfixed entries to zero gives a feasible solution (an upper bound).
Step (I.1) of Algorithm 1 implements variable fixing with the basic or extended mode and updates the initial upper bound.
Valid Inequalities for Cycle Regions
After applying extended fixing, MDD problem reduces to locating ones in the reduced rectangle R of size (m−r cr )×(n−c cr ). That is problem size reduced by 1 − (m−rcr)×(n−ccr) m×n ×100%. We can further improve the performance of BC algorithm by introducing valid inequalities. We add the generated valid inequalities to MDD r at step (I.2) of Algorithm 1.
We observe that for given dimensions (m, n), the reduced rectangle R appears between the two extending 1-blocks as given in Figure 10 . For a (J, K)-regular code, we divide the region R S into subblocks with (J − 1)(K − 1) rows and (K − 1) columns as given in Figure 14 . For each entry (i, j)
in a subblock, we investigate the length of a smallest cycle ρ(i, j) (see Proposition 2) when there is a single 1 at entry (i, j). For example, in Figure 14 , we observe that ρ(i, j) is common for all (i, j) entries in a subblock except the subblocks at the boundaries of the extending 1-blocks. Hence, we can define Cycle-4, Cycle-6, Cycle-8, and Cycle-10 regions, which have repeating pattern due to (J, K)-regularity. In particular, when there is a 1 in a Cycle-4 region (dotted area), we have a cycle of length 4 as in the case of cycles C 1 and C 2 in Figure 15 . We note that, Cycle-4 regions repeat both horizontally and vertically. Proposition 5. Let (i, j) ∈ R, i.e., i ∈ {m − r cr , ..., m} and j ∈ {n − c cr , ..., n} and let ρ(i, j) represent the cycle region of the entry. Let S denote the number of subblocks that intersects with R and let B s , s ∈ {1, ..., S} represent the set of (i, j) entries in subblock s.
is valid.
(2) If T = 8 and (i, j) ∈ B s with ρ(i, j) = 8 or 10, then constraints
are valid.
(3) If T = 10 and (i, j) ∈ B s with ρ(i, j) = 10, then constraint
Proof. Let us consider each claim separately.
(1) There cannot be cycles of length smaller than the girth T . If X ij = 1, then we have a cycle of length ρ(i, j) < T , which is not desired. Hence, X ij = 0 in this case.
(2) If T = 8, then there should not be any cycles of length 6. Let us consider a subblock with cycle region 8 or 10, which is subdivided into (K − 1) equal subpieces each includes (J − 1) rows.
In Figure 17 , we give an example for Cycle-8 subblock with J = 3 and K = 6 where we have (K − 1) = 5 subpieces each having (J − 1) = 2 rows. As seen in figure, a cycle of length 6 forms when there is more than one nonzero entry in a subpiece. A similar case appears for Cycle-10 subblocks. Hence, constraints (15) are valid, since they force to have at most one nonzero entry in each subpiece when cycle region of the subblock is either 8 or 10.
(3) A cycle of length 8 is not allowed when T = 10. However, when there is more than one nonzero entry in a subblock with cycle region 10, there is a cycle of length 8 as given in Figure 18 . Con- 
Proof. For any dimensions (m, n), we have z * ≤ z
Modified Progressive Edge Growth Algorithm
The last improvement to our BC algorithm is to introduce a starting solution for an initial upper bound.
For this purpose, we adapt an existing algorithm from the literature known as Progressive Edge Growth (PEG) algorithm [44] . We modify this algorithm for our problem by starting PEG from a partial initial solution generated by our fixing algorithm given in Algorithm 4. We also update PEG such that the generated solution has girth at least T . Time complexity of Algorithm 6 is the same with the original PEG, which is O(|V ||E| + |E| 2 ). In Algorithm 1, we set an upper bound by applying Algorithm 6 at step (I.3).
Algorithm 6: (Modified PEG)
Input: (m, n) dimensions, dv and dc vectors, T value 0. Initialize X ← 0, dv c ← 0, dv s ← dv and dc s ← dc, I ← 0 1. Apply Algorithm 4 and update slacks dv s j ← dv s j − i X ij for all j and dc s i ← dc s i − j X ij for all i and current degrees dv c j ← i X ij for all j 2. For j ∈ {1, ..., n} set I ← 0 3.
For k ∈ {0, ..., dv c j } 4.
If
Else apply BFS from v j to reach check nodes, let tree has depth l 6.
End If 8.
Update dv c j , dv s j , dc s i as in Step 1 9.
End For 
Computational Results
The computations have been carried out on a computer with 2.0 GHz Intel Xeon E5-2620 processor and 46 GB of RAM working under Windows Server 2012 R2 operating system. In the computational experiments, we use CPLEX 12.6.2 to test the performance of BC algorithm and evaluate how different improvement strategies to BC algorithm given in Section 3.3 affect the results. We implement all algorithms in the C++ programming language. We summarize the solution methods in Table 2 . adds valid inequalities and step (I.3) provides an initial solution with modified PEG (Algorithm 6).
We list the parameters used in the computational experiments in Table 3 . We generate (3, 6)−regular H matrices with girth values T = 6, 8 or 10 in our experiments. We try nine different (m, n) dimensions from n = 20 to 1000. We report the results that CPLEX found in 3600 seconds time limit. (15, 30) , (20, 40) , (30, 60) , (40, 80) , (100, 200), (150, 300), (250, 500), (500, 1000)
Time Limit 3600 secs
From Table 4 to 6, column "z" is the objective function value of MDD and column "z l " is the best known lower bound found by CPLEX within the time limit. For each of the methods, we have an initial feasible solution (an upper bound) with objective value z i u . In BC 0 method, H = 0 is a trivial solution providing an initial upper bound. In methods from BC 1 to BC 4 an initial feasible solution is obtained from variable fixing (see Section 3.3.2) or modified PEG heuristic (see Section 3.3.4). Computational time in seconds is given with column "CPU (secs)" and percentage difference among z l and z is under column "Gap (%)". In column "Lazy" we show number of cuts added to MDD using Algorithm 2, whereas column "User" is the number of cuts added to MDD with Algorithm 3.
As discussed in Section 3.1, we have a (J, K)-regular code if z l = z = 0. We can conclude that it is not possible to have a (J, K)-regular code with given (m, n) and the girth T when we have z ≥ z l > 0 (see Proposition 3). In Table 4 , we can see that BC 0 can find a (3, 6)−regular code for 8 instances when T = 6. As T and n increase, BC 0 method cannot improve initial upper bound z i u . For T = 8 and T = 10, we observe that the number of lazy and user cuts added to MDD gets smaller as n gets larger. This is because adding a cut takes more time as n increases, which causes the algorithm to generate fewer cuts within the given time limit. values more in BC 2 with the extended mode, since we fix more entries compared to the basic mode. We observe that z l = 1 for T = 6 and n = 20 in BC 1 , which means it is not possible to have a (3, 6)−regular code for this dimension. BC 1 method is able to solve 9 instances out of 27 instances to optimality, i.e., Gap (%) value is zero. In Table 5 , we observe that we can solve 17 instances to optimality with BC 2 method. BC 2 finds z l > 0 for 11 instances indicating that there are no (3, 6)−regular codes for those dimensions. There are 7 instances such as T = 10 and n = 80 that we have z l = z > 0. This means that for n = 80 dimension, the best possible code with the girth T = 10 includes z/2 = 236/2 = 118 fewer ones than a (3, 6)−regular code (having X ij = 1 improves MDD objective by 2).
Comparing Table 5 and 6, we can see that z provides an evidence that there cannot be a (J, K)-regular code (when z l > 0) for 13 instances within the given time limit. In Table 7 , we compare the lower bounds on n provided by Proposition 3 and BC 4 for a (3,6)-regular code with girth T . In BC 4 method, the largest n that we have z l > 0 is a lower bound and the smallest n that we obtain z l = z = 0 is an upper bound. BC 4 gives tighter lower bounds than Proposition 3. BC 4 can find the smallest dimension n that one can generate a (3,6)-regular code with girth T by applying binary search on n. Taking into account that code design problem is an offline problem, one can implement BC 4 method to construct a (J, K)-regular code providing sufficiently large time.
Conclusions
In this work, we investigate the LDPC code design problem and provide an MIP formulation for the girth feasibility problem. For the solution of the problem, we propose a branch-and-cut (BC) algorithm.
We analyze structural properties of the problem and improve our BC algorithm by using techniques such as variable fixing, adding valid inequalities and providing an initial solution using a heuristic.
Computational experiments indicate that each of these techniques improves BC one step further. Among all, the method that combines all of these strategies, i.e., BC 4 method, can solve the largest number of instances to optimality and gives the smallest gap values on average in an acceptable amount of time. One important gain of the method is that it can provide an evidence whether there can be a (J, K)-regular code with the given dimensions or not.
In this study, our focus has been on (J, K)-regular codes. In telecommunication applications, irregular LDPC codes are also utilized. Hence, extending these techniques to irregular LDPC codes can be a direction of future research. Spatially-coupled (SC) LDPC codes are another code family which has become popular due to their channel capacity approaching error correction capability. Design of SC LDPC codes without small cycles will be a valuable contribution to future communication standards.
