A hypothesis testing and an interval estimation are studied for the common mean of several lognormal populations. Two methods are given based on the concept of generalized p-value and generalized confidence interval. These new methods are exact and can be used without restriction on sample sizes, number of populations, or difference hypotheses. A simulation study for coverage probability, size and power shown that the new methods are better than the existing methods. A numerical example is given with some real medical data.
Introduction
The statistical analysis that combines the results of several independent is known as metaanalysis and it is used in clinical trails and behavioral sciences.
Consider we have k independent normal populations with means aµ + bσ 2 i and variances σ 2 i . Also we have a random samples of sizes n i , i = 1, ..., k from each one. We denote these samples by Y ij ∼ N (aµ + bσ 2 i , σ 2 i ), i = 1, ..., k, j = 1, ..., n i , where a = 0, and b are constant. The problem of interest is to combine the summary statistics of samples for statistical inference about the parameter µ. The statistical analysis that combines the results of several independent used in clinical trails and behavioral sciences. In this paper, we first propose estimation of µ when the variances, σ 2 i are known. Then two methods are given that are applicable for both hypothesis testing and interval estimation for µ, based on the concepts of generalized p-value and generalized confidence interval.
These methods are based on extending the method of Krishnamoorthy and Lu (2003) and the method of Lin and Lee (2005) , which are used for the problem of common mean of several normal populations. Our methods also are applicable for the common mean of several lognormal for the interval mean of k lognormal populations. This cahpter also is devoted to a short review regarding the existing method for inference of the common lognormal mean and application of our two methods for this problem. Finally, we give a numerical example for the common lognormal mean and by Monte Carlo simulation, we compare the coverage probabilities, size and power of these methods for the common mean of two lognormal populations. 
Proof. The probability density function for
.
Since the distribution of Y ij is from exponential family, in the form
is UMVUE for µ (see Casella and Berger, 1990, page 263). It is easy to prove the rest of the theorem.
Remark 1.1. If b=0 thenμ is the best linear unbiased estimator for µ. 
Generalized inferences for µ
.., n i , where a = 0, b are constants. For the ith population, let
be the sample mean and sample variance.
In this section, by using the idea of generalized p-value and by extending (i) the method of Krishnamoorthy and Lu (2003) and (ii) the method of Lin and Lee (2005) , for the problem of common mean of normal populations, we give two generalized pivot variables for interval estimation and hypothesis testing for µ and we obtain two generalized p-values for testing hypothesis
A weighted linear combination
It is clear thatȲ i. ∼ N (aµ + bσ 2 i , σ 2 i /n i ), i = 1, ..., k. Therefore, the generalized pivot variable for estimating µ based on the ith sample is
where
and (ȳ i. ,s 2 i ) is the observed value of (Ȳ i. , S 2 i ). The generalized pivot variable for estimating σ 2 i based on the ith sample is given by
where (Weerahandi, 1995) . The generalized variable that we want to propose is a weighted average of the generalized pivot variables T * i in (2.2). The weights are inversely proportional to the generalized pivot variables R i in (2.3) for the variances, and they are directly proportional to the sample sizes.
(see Krishnamoorthy and Lu, 2003) .
, with the observed valuesȳ and v, respectively. Then, the generalized variable can be expressed as
where the weights are
The distribution of T (Ȳ , V ;ȳ, v) is an increasing function with respect to µ. Therefore, the generalized p-value for (2.2) is given by
This generalized p-value can be well approximated by a Monte Carlo simulation using the following algorithm:
γ j is a Monte Carlo estimate of the generalized p-value for (2.5).
Remark 2.1. 
and this generalized variable is introduced by Krishnamoorthy and Lu (2003) for inference on the common mean of several normal populations.
A generalized variable based on UMVUE
From theorem 1, we have
We know that
. LetȲ = (Ȳ 1. , ...,Ȳ k. ) and U = (U 1 , ..., U k ), with the observed valuesȳ and u, respectively.
We define a generalized variable for µ based on the UMVUE for µ in (1.1) by
The distribution of T (Ȳ , U ;ȳ, u) is an increasing function with respect to µ, and therefore the generalized p-value for testing (2.1) is 9) and Φ is distribution function of the standard normal variable and expectation is taken with respect to chi-square random variables with n i − 1, i = 1, ..., k, degrees of freedom.
This generalized p-value can be well approximated by a Monte Carlo simulation like the algorithm 2.1. 10) and H • can be rejected when p < α.
Methods for Common lognormal mean
Consider independent X ij with lognormal distribution, for i = 1, ..., k, j = 1, ..., n i , and
, where µ = ln ϕ, and to find a confidence interval for ϕ, it is enough to have a confidence interval for µ, and a hypothesis test for ϕ is equivalent to a hypothesis test for µ. For example the hypothesis test
is equivalent to
It is useful to review the existing methods for the problem of common lognormal mean.
Ahmed method
The estimatorθ is asymptotically normal with mean θ and asymptotic variance (
which can be estimated by (
Baklizi and Ebrahem method
The acceptance set for all θ is
This is a quadratic function in θ whose two roots can be found directly. Since the coefficient of θ 2 in this expression is positive, it follows that the set of all values of θ between the two roots is the desired confidence interval.
Gupta and Li method
Let θ = (µ, σ 1 , σ 2 ) be a vector of parameters, where µ = ln η = µ i + 0.5σ 2 i , i = 1, 2 and η is the common mean. The joint log-likelihood function based on the log-transformed data of two independent log-normal populations is given by
Letμ is MLE for µ. The asymptotic variance ofμ is
, whereσ 1 andσ 2 are MLEs for σ 1 and σ 2 . A 100(1 − α)% confidence interval for η = e µ is exp(μ ± Z α/2 × SD(μ)). 
Generalized inferences
In fact, the problem of common lognormal mean is a special case of our model when a = 1 and b = − 1 2 . Thus, the generalized variable in (2.4) becomes
and the generalized variable in (2.7) becomes
Numerical Studies
In this section, we give a numerical example and compare our methods with other methods for the problem of common lognormal mean.
An example
The data come from the Regenstrief Medical Record System (RMRS) The studies show that (i) lognormal model adequately describes the both data sets.
(ii) the variances of the two sets are not equal. (iii) the means of the two sets are equal (see Gupta and Li, 2005) . Therefore, the average medical costs for African American patients and white patients are the same. We want to test that this average medical costs is 20,000$, i.e. the hypothesis test
The p-values for this test, with different methods are given in Table 2 and the confidence intervals are given in Table 3 . Therefore, we cannot reject H • . 
Simulation study
A simulation study is performed for inference about the common lognormal mean, ϕ. The purpose of the simulation is to compare the size, power and coverage probability of each of the introduced methods with the others existing for two lognormal populations. For this purpose, several data sets from two normal distributions, with means µ − 0.5σ 2 i and variances σ 2 i , i = 1, 2, where µ = ln ϕ, were created. For each condition 10000 simulations are used. The sizes are given in table 4, and the powers in tables 5 and 6, and the coverage probability in tables 7, 8 and 9. These methods are The tables show that
• The simulated sizes of the two new methods are satisfactory since they are close to the significance level, 0.05.
• The power of the first generalized method is better than other methods when the sample • The coverage probabilities of our generalized methods are close to the significance level and they are better than the coverage probabilities of existing methods. Table 5 : Simulated powers of the tests for H • : ϕ = 1 vs H 1 : ϕ = 1 at 5% significance level when µ = 0.2 and σ 2 1 = 1. Table 6 : Simulated powers of the tests for H • : ϕ = 1 vs H 1 : ϕ = 1 at 5% significance level when µ = 1 and σ 2 1 = 1. 
