Abstract-Network Coding (NC) techniques have received a lot of attention from the research community for providing reliable broadcasting in error-prone wireless networks. The most common NC approach is segment coding, in which the packets are partitioned into segments, and linear NC is performed inside each segment. In order to increase the throughput of NC and decrease the decoding delay, dynamic coding schemes have been recently proposed. However, these methods incur many feedback messages. In this paper, we propose two dynamic NC schemes that achieve the maximum throughput and reduce the number of required feedback messages. Moreover, we propose a fair dynamic NC scheme that performs a trade-off between the throughput and the fairness in terms of decoding delay and the number of decodable packets at different destination nodes. Our simulation results show that our proposed dynamic NC method provides the same throughput as the ARQ for Network Coding (ANC) method, with up to 90% less feedback messages. Moreover, our fair dynamic NC can increase decoding delay fairness by about 80%.
I. INTRODUCTION
Random linear network coding (NC) [1] has been used in many recent works [2] - [7] to provide reliability and efficient transmission, especially in error-prone wireless networks. In random linear NC, coded packets are generated by linearly combining the original packets over a finite field. The coded packets have a form of k i=1 α i × P i , where P and α are the original packets and random coefficients, respectively. The source node generates and transmits random coded packets and the random coefficient vectors. The destination nodes buffer the received coded packets until they receive k linearly independent coded packets. The destination nodes then uses Gaussian elimination to decode the packets by solving a system of linear equations. In this scheme, once the destination nodes can decode the coded packets, they need only send one acknowledgement to stop the source node from sending more.
It is well known that using linear NC results in decoding delay, especially at the nodes with low channel quality. For this reason, it is typical to divide the packets into segments with a fixed block size, and perform random linear coding inside each block, as shown in Figure 1 (a). The source node keeps transmitting intra-segment coded packets, until all of the destination nodes receive a sufficient number of coded packets. The source node starts transmitting the coded packets of the This research was supported in part by the NSF grants ECCS 1231461, ECCS 1128209, CNS 1138963, CNS 1065444, and CCF 1028167. next segments, once all of the destination nodes decode the current segment. Segment coding has two drawbacks when the channel conditions of the receivers are diverse. First, it reduces the throughput, as the sender cannot proceed to the next segment until all of the destination nodes decode the current segment. As a result, the receiver nodes with good channel conditions need to wait for the other nodes. Second, it increases the decoding delay of the nodes with high delivery rates, as the next generation will not be transmitted until all of the nodes retrieve the current generation. That is why dynamic NC has been studied in [8] - [11] . In dynamic coding, the source node does not limit the coding to a segment, and it performs coding depending on the status of the receiver node.
The source node in the ARQ for Network Coding (ANC) method, proposed in [8] , combines the first unseen packet of each destination node in each transmission. A node has seen a packet P (original packet) if it can generate a linear combination of the form P + Q, using the received coded packets in its buffer. Consider the example in Figure 1 (b). Assume that there are two receiver nodes, d 1 and d 2 . In the first time slot, the source node transmits packet P 1 , and node d 1 receives it. Then, both of the nodes notify the sender about their status. The sender combines the first packets that have not been seen by each of the nodes, which in this case are packets P 1 and P 2 . Assuming that both of the nodes receive this coded packet, the sender codes P 2 and P 3 in the next transmission.
The Systematic online NC (SNC), is proposed in [12] . In this method, a packet that is transmitted by the sender for the first time is sent uncoded. Whenever the receiver node with the most received packets suffers a packet loss, the next packet transmitted by the sender is a linear coded packet, which contains the last unseen packet of each receiver. The authors in [13] use dynamic programming and backward induction to find the optimal coding size for scheduling realtime multimedia traffic with hard deadlines. The work in [14] analyzes the delay of dynamic coding schemes.
One of the main drawbacks of dynamic NC methods is that they incur lots of feedback messages (one feedback from each destination node in ANC after each transmission). Moreover, in the ANC method, the seen packets of the nodes with good channel conditions move faster than the other nodes. Therefore, the nodes with poor channel conditions will experience more decoding delay, which results in decoding and delay unfairness. In this work, we answer the following questions. First, how can we reduce the total number of feedback messages while achieving the maximum possible throughput? Second, how can we use dynamic NC to provide fairness between the nodes in terms of the number of decodable packets and decoding delay?
The rest of this paper is organized as follows. Section II provides the problem definition and setting. We propose our dynamic coding and fair dynamic coding methods in Sections III and III-C, respectively. We evaluate the proposed mechanisms in Section IV. Section V concludes the paper.
II. SYSTEM SETTING Similar to [8] , we consider a single transmitter (e.g., base station), which broadcasts a set of packets P 1 , P 2 , ... to a set of m receivers (users). The time is divided into slots of equal size, which are synchronized across receivers. The sender can transmit one packet per time slot, and each transmission takes one slot to be delivered to the receivers. The receivers are connected to the sender via independent erasure channels, and the erasure probability of the link between the sender and the i-th receiver is represented as µ i .
We focus on random linear NC, in which random coefficients are used to combine the packets. The receiver nodes store the received coded packets in their buffer, and they are able to decode the coded packet once they receive a sufficient number of coded packets. We assume that immediate and perfect feedback messages are available at the transmitter. The sender uses these feedback messages to decide which packets should be coded and transmitted in the next time slot. In this paper, we refer to the original and coded packets as "packets" and "coded packets," respectively.
The objective in our first proposed method is to maximize the throughput while considering the number of feedback messages. In contrast with [8] , where the sender requires a feedback message from each destination node, we want fewer feedback messages to be transmitted at each time slot. In our final proposed method, we also consider fairness, in terms of decoding delay and the number of decodable packets at the destinations. Decoding delay of packet P i is the difference between the generation time of the packet and its decoding time at a destination node. The i-th destination node/ the i-th packet µ i
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III. DYNAMIC NETWORK CODING
Our dynamic NC methods are based on the notation of seen packet, which is introduced in [8] . A node is said to have seen a packet P (original packet) if it has received a sufficient number of coded packets in its buffer to compute a linear combination of the form P + Q. Here, Q is a linear combination of the packets with a greater index than P . Consider Figure 2 (a), in which 3 packets are coded together using random coefficients α 1 to α 3 . In this example, P 1 is a seen packet, since, if we consider α 1 P 1 as P and α 2 P 2 +α 3 P 3 as Q, then the coded packet is a linear combination in the form P + Q. However, if we consider P 2 as P , there is no way to compute a linear combination that does not consist of P 1 . By the same reasoning, in Figure 2 (b), P 1 and P 2 are seen packets. In Figure 2 (c), if we multiply the first and the second coded packets with −α 1,2 and α 1,1 , respectively, and add them together we can remove P 1 . As a result, in addition to P 1 , P 2 is a seen packet. The idea behind a packet seen by a destination node is that the packet is not required to be included in the future coded packets, as it can be decoded by the coded packets received later. Therefore, the sender can drop the packet from its buffer to reduce the buffer size. In the ANC method [8] , the sender sends a linear combination of the first unseen packets of each destination node at each time slot. The index of the first unseen packet of a node is 1 plus the index of its last seen packet. Figure 3(a) shows an example of coding in the ANC method. We do not show the coefficients of the packets for simplicity, and the actual coded packet is α 1 P 1 + α 3 P 3 + α 4 P 4 + α 6 P 6 . In this way, the sender can drop the packets seen by all of the destinations. In order to inform the sender about the unseen packet, each destination needs to send a feedback message after each transmission by the sender, which incurs many feedback messages.
In contrast to the ANC method, we limit the feedback messages to the leader and behind nodes. We define the leaders as the nodes whose index of the first unseen packet is the maximum among all of the nodes. A behind node has the minimum unseen packet index. In Figure 3 , the first and the last nodes are behind and leader nodes, respectively. The idea behind our scheme is that if we code all of the packets that their index lies in the range of unseen packets by the leader and behind nodes together, there is no need for receiving feedback messages from the non-leader and non-behind nodes, and we can remove many unnecessary feedback messages.
Our dynamic NC method works as follows. The source transmits the first packet, and the leader and behind nodes specify their first unseen packet using a feedback message. Then, the source node combines the unseen packets of the destination nodes and transmits a coded packet in the form of ub i=lb α i × P i , where lb and ub are the indices of the first unseen packets with the smallest and largest indices, respectively. Symbol α i represents a random coefficient.
Consider Figure 3(a) . The first unseen packets by each destination node are shown with colored cells. In the ANC scheme, after each transmission, 5 feedback messages are required by the source node. After receiving the feedback messages, the source node codes the first unseen packets of each destination node together. Now consider Figure 3(b) . In our approach, only the leader and behind nodes transmit their first unseen packets, and the source node codes all of the packets with an index in the range of these two packets. It should be noted that, as the number of destination nodes increase, the number of non-leader and non-behind nodes increases, which increases the efficiency of our approach.
In the case of multiple leaders or behind nodes, sending the feedback messages might be a challenge. In the following sections, we propose two feedback mechanisms based on whether or not overhearing is possible among the receivers.
A. Dynamic Network Coding without Overhearing
In the case that overhearing is not possible between the receiver nodes, all of the leader receiver nodes need to transmit a feedback message. The nodes can easily check if they are a leader node. When a node receives a packet, it checks the index of its first unseen packet with the indices of the packets included in the received coded packet. If the index of its first unseen packet is equal to the index of the packet with the largest index that is included in the received coded packet, then the node is a leader node. A receiver node that has not received the last transmission cannot be a leader node. The reason is that, when a leader node sends a feedback, the sender will move the coding window to the right by adding a new packet. Therefore, in the following time slots, none of the nodes that miss the new transmission can become a leader node.
In order to find the index of the first packet that should be included in the coding set, the behind nodes that do not receive the current transmission should send a feedback to the sender. It is clear that if a behind node does not receive the current transmission, it will still be a behind node, and should send a feedback message. In the case that all of the behind nodes receive the current transmission, all of them are still behind nodes. However, they do not know it, so they do not send any feedback messages. In this case, the sender will set lb(t) = lb(t − 1) + 1, where lb(t − 1) is the lb in the previous time slot t − 1. Algorithms 1 and 2 show the receiver and sender side processes, respectively. The first unseen packet of the i-th node is represented as u(i).
B. Dynamic Network Coding with Overhearing
When the nodes can overhear each other, we can reduce the total number of feedback messages to two per time slot: one from a node in the set of leaders, and one from a behind node. For each leader node, we set a back-off time based on the erasure rate of the nodes. During the back off time, the Set ub(t) to the index of unseen packets by the leader nodes. if Did not receive feedback from a behind node then lb(t) = lb(t − 1) + 1 else lb(t) = lb(t − 1) transmit ub(t) j=lb(t) α j × b j receiver nodes should listen to the channel. When a leader node finishes its waiting time, it sends its feedback message if it has not overheard feedback from the other leader nodes. As a result, the leader node with the smallest back-off time sends its feedback when its back-off time expires. The same mechanism is used for the set of behind nodes.
The behind nodes that have received the last transmissions do not need to transmit a feedback; however, they might still be a behind node in the case that all of the behind nodes receive the current transmission. Therefore, only one of the nodes that was a behind node in the previous time slot, and missed the last transmission in the current time slot, should send a feedback message to force the sender to keep transmitting the packet with the smallest index in the coding set. The details of the receiver process are provided in Algorithm 3. The sender side algorithm is similar to that of the DNC method.
C. Fair Dynamic Network Coding Scheme
It is proven in [8] that the ANC method achieves the maximum throughput, as each transmission has innovative information for all of the nodes. In a similar way, it can be proven that our proposed schemes in Section III achieve the maximum throughput. However, all of these three methods have a drawback. The nodes with low error rates receive more coded packets than the other nodes, and become the leaders. The leaders, which have the unseen packet with the largest index among the other nodes, can decode all of the packets that are included in the coded packets. Thus, the decoding delay at these nodes is smaller than the non-leader nodes. The leader nodes force the sender to add new packets in each time slot. As a result, the nodes with higher error rates might not be able to decode the packet for a long time, and they will experience high decoding delays, which result in an unfair delay experience at different receiver nodes. In order to solve this problem, we propose the Fair Dynamic Network Coding (FDNC) scheme. Most like the DNC method, the sender receives feedback messages from the leader and behind nodes after transmitting a coded packet. However, unlike the DNC method, which adds a new packet to the coding window once a leader receives the last transmission, the sender in the FDNC scheme uses the following equation to decide whether to add a new packet or not:
Here, m and L are the number of nodes and leader nodes, respectively. The notation w is the fairness weight, and shows the importance of fairness against the throughput. In the case that x is greater than or equal to zero, the sender adds the next original packet to the coding set; otherwise, it postpones adding the next packet to the following transmission slots. If we set w to 0, the sender will add a new packet to the coding set once a leader node receives the current transmission; therefore, the FDNC will work similarly to the DNC method. On the other hand, for w = 1, the sender will not add a new packet until all of the nodes become a leader node. The sender's protocol is shown in Algorithm 4. The receivers' algorithm is similar to that of the DNC method.
Consider Figure 5 (a), and assume that w is equal to 0.4. In this case, we have a leader node and 4 non-leader nodes; thus, we have x = (1 − 0.4) − 0.4 × 4 = −1. As a result, the sender does not add packet P 3 into the coding set, although the first unseen packet by the leader node is P 3 . The coded packet in the next transmission will be α 1 P 1 + α 2 P 2 . On the other hand, the DNC and ANC methods codes P 1 , P 2 , and P 3 together. The FDNC method achieves more fairness by delaying adding P 3 until more destination nodes reach the leading state. Now consider Figure 5(b) . In this case, we have 2
Algorithm 4 FDNC Algorithm (Sender side)
Initialize: lb(1) = 1, ub(1) = 1.
Receive feedback from leader and behind nodes Set ub(t) to the index of unseen packets by the leaders if Did not receive feedback from a behind node then lb(t) = lb(t − 1) + 1 else leaders and x = (1−0.4)×2−0.4×3 = 0. Consequently, both the DNC and FDNC methods transmit α 1 P 1 + α 2 P 2 + α 3 P 3 .
IV. SIMULATIONS
In this section, we compare our methods with the proposed schemes in [8] and [11] . For this purpose, we implemented a simulator in the MATLAB environment. We run the simulations on 100 random topologies, with different link error rates. In the simulations, we assume the existence of reliable feedback messages. Also, the receiver nodes are synchronized with the sender. We first compare the DNC (Dynamic Network Coding) and DNC-OH (Dynamic Network Coding with Overhearing) methods with the proposed method in [8] , which we refer to as the ANC method. Then, we evaluate the performance of the FDNC (Fair Dynamic Network Coding) method against the ANC and MW [11] schemes.
1) Dynamic Network Coding: in the first experiment, we evaluate the throughput. We define the throughput as the average number of innovative packets received by the destination nodes in each time slot. As depicted in Figure 6 (a), the throughput of the DNC, DNC-OH, and ANC methods are the same. Our simulation shows that the number of decodable packets in the DNC, DNC-OH, and ANC methods are the same. Moreover, the average decoding delay of the packets in the DNC, DNC-OH, and ANC methods are equal. We do not show the plots because of the space limitation. We next evaluate the number of feedback messages. Figure 6(b) shows the total number of transmitted feedbacks. As expected, the ANC method has the largest number of feedback messages, since in each time slot, all of the nodes need to inform the source node about their first unseen packet. The DNC-OH method has the fewest number of feedback messages, since the source node receives just two feedbacks from a leader and a behind node. That is why the number of feedback messages does not increase as we increase the number of nodes. In the DNC method, the nodes cannot overhear each other; as a result, all of the leader and behind nodes transmit a feedback messages. Consequently, the number of feedback messages in the DNC method is more than that of the DNC-OH method. This figure shows that the number of feedback messages in the DNC-OH and DNC methods are up to 90% and 65% less than the ANC method, respectively.
2) Fair Dynamic Network Coding: Figure 7 (a) shows the decoding (number of decodable packets) fairness of the FDNC method, ANC and MW methods. It can be inferred from the figure that the decoding fairness of the ANC and MW methods are about 66% and 40% less that that of the proposed FDNC method. The reason is that our method performs a tradeoff between fairness and throughput. We show the delay fairness of the FDNC, ANC, and MW methods in Figure 8(a) . The delay fairness of the FDNC algorithm is about 80% and 20% more than that of the ANC and MW methods. It should be noted that the distortion of the plots is due to the randomness of the topologies. The ANC method does not have much distortion, since the leader nodes can always decode the packets with small decoding delay, and the other nodes experience large decoding delays. We repeat this simulation with more reliable links in Figure 8(b) .
In the next experiment, we compare the throughput of the methods and show the results in Figures 9(a) and (b) . As mentioned before, the ANC algorithm adds a new packet to the coded packet once a leader receives the last transmission. As a result, each transmitted packet is innovative to all of the receivers. That is why the ANC scheme has the highest throughput in Figure 9 (a). The figure shows that the throughput of our scheme is between that of the ANC and MW methods. We increase the delivery rate of the receiver nodes to the range of [0. 4, 1] , and repeat the previous experiment. The throughput of the methods in Figure 9 (b) are more than that of in Figure 9 (a), which is due to the existence of more reliable links.
In the last experiment, we compare the number of decodable packets of the FDNC, ANC and MW methods. Figure 10(a) shows that the number of decodable packets in the FDNC method is up to 55% and 30% more that that of the ANC and MW methods. It might be confusing that the number of decodable packets in the FDNC method is more than that of the ANC method, while its throughout is less. The reason is that throughput just tells us the average number of innovative received packets per time slot. A non-leader node might have some linearly independent packets in its buffer, but they might not be decodable at the time we measure the number of decodable packets. Figure 10(b) shows the study with more reliable links in the range of [0. 4, 1] , which results in a larger number of decodable packets at the destinations.
V. CONCLUSION
In order to increase the throughput of NC, dynamic coding schemes have recently been proposed, which incur many feedback messages. In this work, we propose two dynamic NC methods, the DNC and DNC-OH methods, to reduce the number of feedback messages. Moreover, in order to provide decoding delay and number of decodable packets fairness, we propose the FDNC method, which provides a trade-off between the throughput and the fairness. Our simulation results show that the DNC and DNC-OH methods provide the same throughput as the ANC method, which is a leading dynamic coding method, with about 90% less feedback messages. Moreover, the FDNV method can increase decoding fairness by about 80%, while sacrificing 15% of throughput.
