(1.1) <t>(y) = Jq p{x,y)<j>{x)dx, where the given kernel p(x, y) satisfies the conditions (1.2) p(x, y) > 0, 0 < x < 1, 0 < y < 1 and (1.3) j p{x,y)dy = 1, 0 < x < 1.
Jo
The solution <t>(y) is to be a non-negative function such that (1.4) £<f>(y)dy=l.
Equations of the type (1.1) have received considerable attention in the theory of probability,1,2 and the above problem has been formulated with this in mind. Although all the examples which have been considered by the authors are special cases of (1.1), the numerical method to be explained is immediately applicable to the following more general equation (1.5) <t>{y) = f(y) + £ K(x, y, X)*(«) dx, where f(y), K(x, y, X) are given functions, X is a parameter (supposed known) and a, b are constants. This integral equation includes the general non-homogeneous Fredholm equation (1) (2) (3) (4) (5) (6) My) = f(y) + X f " K(x, y)4,(x) dx may be regarded as a probability density function. It is then natural to approximate its graph by means of a histogram. The general form of this histogram will often be suggested by the particular problem or may be ascertained by a study of the kernel p(x, y). Thus, as a first approximation, we replace <t>(y) by the step-function
where « is a positive integer-the number of steps in the histogram-and the c(0)'s are a set of positive constants. It is not essential at this point that these constants should satisfy (1.4), i.e., that (2.2) £ c/°> = n.
Substituting from (2.1) in the right member of (1.1), we find an approximation to 4>(y), viz. 4>*{y), where
Since p(x, y) is known, the integral appearing in the above equation may be evaluated for any given value of y. Let the value of this integral be denoted by Aj(y). Then equation (2.3) becomes (2.4) 4>*{y) = £ c^AAy), 0 < y < 1. j-i
In particular, (2.4) provides an approximation to 4>(y) at each value y = yk (k = 1,2, •■•,«), where y* represents an arbitrary point in the ¿th interval ((k -1)/m < y < k/n). In practice, it was found convenient to take yk = (k -i)/n. The values <t>*(yk) (k = 1, 2, • • -, «), calculated from (2.4), provide a new set of constants c*(1) which in turn can be used to define a new step function <l>i(y) to replace 4>o(y). Explicitly, (2.5) c*<« = ¿ c^Aj(yk), k=\,2,---,n, and », (k -l)/w < y < k/n (2.6) 4>,(y) = .
[cnm,
(n -\)/n < y < 1.
If necessary, the constants ck(1) may be normalized to satisfy (1.4) by multiplying each cka) by n /1 £ c/1' ) . A further approximation fc{y), defined in terms of constants ckm, can be found in precisely the same way, and this procedure may be continued indefinitely.
This iterative procedure is continued until the normalized values of the constants ck(r) from two successive iterations, r = m and r = m + 1, differ by less than some pre-assigned amount. An analytical proof that this procedure converges is given by Bernier.4 In practice, the final approximation depends somewhat on the number n of steps in the approximating histogram-the larger n is, the better the approximation.
3. The Plan of Computation for Punched Cards. The numerical calculations involved in the iterative procedure described above may be performed using punched card equipment. The following IBM machines, or their equivalent, are required : (i) the card number (k -l)w + j in card columns 78-80, (ii) the numerical value of Aj(yk) in card columns 1-5, (iii) the group number j in card columns 75, 76.
The number of card columns required for each of the fields (i) to (iii) will depend on the particular problem; the positions of these fields on the card are, of course, arbitrary.
II. Prepare a second deck of n cards, to be called the C deck. On the j'th card (j = 1, 2, ••-,«), punch the following information:
(i) the card number j in card columns 75, 76, (ii) the number jn in card columns 78-80, (iii) the number c/0) in card columns 65-70, (iv) an X in card column 7.
For succeeding iterations the numbers c/0> in field (iii) will be replaced by c/r) (r = 1,2, • • •). Field (iv) serves a dual purpose; it provides a ready means of distinguishing the cards of the C deck from those of the A deck and it also provides the means of controlling multiplication (cf..Ill below).
III. Carry out the following steps in order:
(1) Place the C deck in front of the A deck and sort on card columns 75, 76. The jth card of the Cdeck, bearing the number c/0), is now followed by all those A cards in which are punched the numbers A¡{yk) to be multiplied by c/>.
(2) Using group multiplication, form the products CjmAj(yk) and punch each answer in card columns 8-15 of the corresponding A card.
(3) Sort out the C cards, place them behind the A deck and sort on card columns 78-80. The A cards are now arranged in n groups, the kth group being followed by the £th C card. The sum of the products c,(0).4j(y*) in each group will give the corresponding unnormalized value of c*(1). The cards of the C deck are here used merely to provide a break in the control and so allow a total to be taken.
(4) Add the products c,mAj(yk) and list the resulting sums cka). This step is performed on the tabulator and the next deck of C cards containing ckw in place of c*(0) may be prepared simultaneously by summary punching.
(5) Sort out the old C deck.
The first iteration is now completed. It is not necessary to calculate normalized constants ct(r) at each stage, i.e., a set of constants satisfying (3.1) £ s& = 1.
However, since the criterion for terminating the procedure depends on a comparison of normalized constants, we must eventually find such normalized values. When they are required, these are easily found. 4. Illustrative Example. Consider a point moving at random on a segment of the x-axis lying between reflecting barriers at x = 0 and x = 1. Let p(x, y) dx denote the probability density of the point moving in one step from a position in the interval (x, x + dx) to a position with abscissa y. Then 4>(y) dy is the probability of the point being in the interval (y, y + dy) after an infinite number of steps.
With regard to the actual motion of the point, we make the following assumptions :
(a) The point moves in steps whose lengths are normally distributed with mean .1 and standard deviation .02. It follows that single steps involving more than one reflection at a barrier have such small probabilities that they may be ignored. (b) Steps from the central reference point yo = .5 take place in either direction with equal probabilities.
(c) Starting from any point other than y0, steps toward y0 have probability .7 whereas steps away from y0 have probability .3.
It follows that
•7 g(y -x) + 0.3 g(y + x), 0 < x < y < y0, .3 g(x -y) + 0.3 g(x + y), 0 < y < x < y0,
.7 g(x -y), y < yo x > y0 or y > y0 x < yo or y = yo x 9^ yo,
•3 g(y -x) + 0.3 g(2 -x-y), y0 < x < y < 1, •7 g(x -y) + 0.3 g(2 -x-y), y0 < y < x < 1, .5 g(x -y), x = y0 0 < y < 1, where (4.2) g(t) = (2t)-*<7-i exp { -W -.1)2A2} (a = .02). Here, as elsewhere, r represents the number of the iteration. This means that we need only compute the ordinates of 4>{T){y) over one-half the range (0,1).
Approximate results for lim 4nT)(y) were obtained for » = 10, 20, 40 and 80. In order to obtain agreement between successive iterations to three significant figures, the numbers of iterations required were 12, 24, 33 and 32, respectively. Figure 1 shows a graph of the four limiting histograms, and it is clear that there is quite good agreement among them-they appear to be approximations to the same function. The numerical convergence is exemplified by the successive normalized values of c/r) shown in Table I for the case n = 10. 5, 6 4, 7 3, 8 2, 9 1,10 5, 6 4, 7 3, 8 2, 9 1,10 Table 1 . Normalized values of c/r) for n -10 r = the number of the iteration; cf is the value of <t>ir) (y) in the interval ({_/' -1)/» < y < j/»)- In this example, the time required per iteration was about 15 minutes for the case n = 20. For the larger values of n, the time required was only slightly longer. Since convergence was fairly rapid, a good approximation to the solution <f>(y) could be obtained in a few hours, once the initial A and C decks have been punched.
The method has been applied to about eighteen different cases of the homogeneous equation (1. Roy. Soc., Proc, v. 94A, 1918, p. 367-383. The Use of Exponential Sums in Step by
Step Integration-II [^Continued from MTAC, v. 6, 10. The error analysis for the exponential method is predicated on the convergence of the series representation of the function y/{(l +y)ln(l +y)}, y = e~™ -1 about y = 0 (see equation (13)). The radius of convergence of this series is 1. For small h, y = e~Xk -1 is small and there will be convergence for all positive h less than the least h = ho such that (32) |c-xäo -11 = i.
Such an h0 exists except when X is real and non-negative, in which case \y\ < 1 for every positive h.
