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Abstract: This paper outlines results recently obtained in the 
problem of determining when an input-output map has a 
Hamiltonian re~liT~tion. The results are obtained in terms of 
variations of the system trajectories, as in the solution of the 
Inverse Problem in Classical Mechanics. The variational and 
adjoint systems are introduced for any given nonlinear system, 
and self-adjointness defined. Under appropriate conditions 
self-adjoinmess characterizes Hamiltonian systems. A further 
characterization is given directly in terms of variations in the 
input and output rajectories, proving an earlier conjecture by 
the first author. 
Keywords: Hamiltonian system, Minimality, Lagrangian sub- 
manifolds, Symplectic. 
1. Introduction 
In this paper we present a brief review of some 
recently obtained results on the characterization 
of Hamiltonian control systems. A detailed treat- 
ment, including all the proofs, will be given 
elsewhere [6]. Consider a .nonlinear control system 
(affine in the control u) on a k-dimensional mani- 
fold M, 
*=go(~)+ ~. ujg+(~), 
j -1  
~(o) = Xo ~ M, ~ = (.x ..... . . )  ~ R ~, (1.1) 
~.= ~(~) ,  j= l , . . . ,p ,  
y = (y l  . . . . .  y . )  ~ R" .  
(1.1) is called a Hamiltonian system if it is endo- 
* Partially Supported by AFOSR #85-0224A. 
wed with the following additional structure. M 
has to be a symplectic manifold with symplectic 
form to. For any function H: M ~ R the globdlly 
Hamiltonian vector field X n is defined by 
to(X, ,  Z )= -dH(Z) ,  for any vector field Z.  
(1.2) 
By Darboux's theorem there exist local (canonical) 
coordinates (ql,- . , ,  q,, Pl . . . . .  p,) for M in which 
to = ~. dpl A dqi 
iffil 
(so k ffi 2n). Then (1.2) amounts to the familiar 
expressions 
aH ~H 
P, = Oq i , (l,= Op,' i f  1, . . . ,  n. (1.3) 
On the other hand if a vector field g satisfies 
qto = 0 (L is Lie derivative), (1.4) 
then locally there will exist a function H such that 
g= Xs, and g is called a (locally) Hamiltonian 
vector field. Now assume that in (1.1) g0 is a 
(locally) Hamiltonian vector field, Le. go = XSo 
for some locally defined function H 0 on M, and 
that -gy  is equal to the globally Hamiltonian 
vector field X~, j = 1 . . . . .  p, where p = m. Then 
(1.1) becomes the Hamiltonian system [2,10,11] 
m 
x= XHo()C)-- E ujXI"Ij(X)' 
./ffil 
x(O)=xO~.(M , to), U-- ' (Ul , . . .sUm) ER m, 
y j=~(~) ,  j= l  .... ,m,  
Y = (Y l , . . . ,  Ym) ~ Rm" (1:5) 
If H 0 in (1.5)can beglobally defined then (1.5) 
is  called a globally Hamiltonian system. Hamil:to- 
nian systems are an appealing class ofnonllnear 
systems, and are encountered in many physically 
oriented application s and also play a role in opti- 
mal control and filtering problems. 
The central question of thls paper is thefollow, 
ing. Given a nonlinear system (1,1), when is it  
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actually a Hamiltonian system (1.5), i.e., when 
does there exist a symplectic form ~ on M such 
that with respect o this ~ we have 
Lso~ = O, 
a~(gj, Z) = -dH j (Z) ,  j=  1 . . . . .  m, (1.6) 
Z a vector field? 
From a system-theoretic point of view this is a 
version of the Hamiltonian realization problem as 
initiated in [2,11]. As explained in [6,11] it can also 
be interpreted as a direct generalization of one of 
the fundamentals of mechanics, namely the In- 
verse Problem in Classical Mechanics [9]. For 
connections with a theory of quantization of con- 
trol systems to quantum mechanical control sys- 
tems we refer to [12]. In case (1.1) is a linear 
system 
Yc = Ax + Bu, y = Cx, 
the answer to the above question is simple [3]: A 
minimal inear system is Hamiltonian if and only 
if the impulse response matrix W(t )= Cea'B 
satisfies 
W(t )=-wr ( - t ) ,  t>~O. (1.7) 
It was noted [11] that (1.7) can be replaced by 
the following appealing condition: A minimal in- 
ear system is Hamiltonian if and only if for every 
two input functions u 1 and u 2 with compact sup- 
port, such that the corresponding output functions 
Yl and Y2 also have compact support, we have 
f_+ oo. T [y2(t)ul(t)-y~(t)u=(t)] dt--0. (1.8) 
This led the first author to formulate a conjecture 
for the characterization f nonlinear Hamiltonian 
systems entailing a condition similar to (1.8) for 
the variational inputs and outputs, cf. [11]. In 
Section 3 we shall state a (slightly modified) ver- 
sion of this conjecture as Theorem 3.6. In fact, 
finding necessary and sufficient conditions for a 
nonlinear input-output map to be realizable by a 
Hamiltonian system, was solved by Jakubczyk [8], 
while already in Crouch & Irving [5] conditions 
were found for a finite Volterra series to be realiz- 
able by a (nilpoten 0 Hamiltonian system. The 
connection between such an input-output ap- 
proach and the variational approach taken in this 
paper is still open (see [4,6]). However en-route to 
Theorem 3.6 an intermediate r sult is stated, The- 
orem 2.3, which explicitly characterizes Hamilto- 
rtian systems by a direct generalization of the 
classical Helmholtz conditions for the Inverse 
Problem [9]. This requires the use of the varia- 
tional and adjoint systems along every trajectory 
of the nonlinear system and the introduction of 
the notions of self-adjointness and of the prolon- 
gation and Hamiltonian extension of a nonlinear 
system. This is reviewed in Section 2. 
The reader is urged first of all to briefly review 
our final comments and formal result, Theorem 
3.8, namely a minimal system is Hamiltonian if 
and only if its external behavior set of input-out- 
put pairs is a Lagrangian submanifold of the space 
of all input-output pairs, since this is the underly- 
ing reason for the validity of the following results. 
In this paper me shall make two standing as- 
sum~ptions concerning the systems (1.1). 
Assumption 1. The manifold M, the vector fields 
go, gl . . . . .  gm and the functions H i . . . . .  Hp are 
(real-) analytic. 
Assumption 2. The vector fields 
m 
go+ ~uj& 
j= l  
for any constant ( u 1 . . . . .  u,,) ~ R m are complete. 
2. The self-adjointness criterion 
Consider a nonlinear system (1.1). Take an 
arbitrary, but fixed, input function u(t), t ~ [0, T], 
such that the solution x(t)  of (1.1) remains within 
one coordinate neighbourhood of M. This also 
yields an output y(t), t ~ [0, T]. Along this in- 
put-state-output trajectory (u, x, y), the varia- 
tional system is given by 
6(t )  = Dgo(x( t ) )v ( t  ) 
m 
+ E u j ( t )Dg j (x ( t ) )o ( t )  
j= l  
+ ~ u~(t )g j (x ( t ) ) ,  (2.1) 
j= l  
yjv(t) = Dt t j (x ( t ) )  o(t) ,  
j - -1  . . . . .  p, v (O)=O~R k, 
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where D denotes taking the Jacobian matrix. Fur- 
thermore 
u°=(u~ . . . . .  u~,) and yO=(y~ . . . . .  y ; )  
denote the inputs and outputs of the variational 
system, and are called the variational inputs and 
outputs. This nomenclature is explained as fol- 
lows. Let 
(u(t, e), x(t, e), y(t, e)), t~[O, T], 
be a one-parameter family of solutions of (1.1) 
with u(t, O) = u(t), x(t, O) = x(t) and y(t, O) -- 
~(t), t~[0,  T] (this is called a oariation of 
(u, x, y)). The following variational quantities 
then satisfy (2.1): 
o(t) = Ox(t, O) =Sx(t) ,  
Oe 
uO(t ) = Ou(t, O) = 8u(t) (2.2) 
ae 
yO(t) = ay(t, O) 
8e = ay(t). 
Along this same trajectory 
(u ( t ) ,x ( t ) ,  y(t)),  t~[O, T], 
the adjoint system is defined as the dual linear 
time-varying system 
-p ( t )  = Dg~(x(t))p(t)  
m 
+ E u j ( t )Dgf(x(t ) )p(t )  
j f f i l  
P 
+ E uy(t)DHjT(x(t)), (2.3) 
j f f i l  
yf ( t )=g~(x( t ) )p ( t ) ,  
j= l  .... ,m, p(O) fO~R k, 
with inputs u °= (u~ .. . .  , Up) and outputs y°= 
(y~' . . . .  , y~). For any input functions u°(t) and 
u°(t) it follows from (2.1) and (2.3) that 
d T -~p (t)o(t) ffi (y°(t))Tu°(t) -- (yV(t))Tu°(t). 
(2.4) 
Moreover, if a system with inputs u ° and outputs 
y° satisfies (2.4) for any u ° and yO then it is equal 
to the adjoint system [16]. Hence the adjoint sys- 
tem is uniquely determined by the variational 
system. The variational and adjoint systems axe 
only defined locally along a trajectory (u(t), x(t), 
y(t)), t ~ [a, b], such that x(t) remains within 
one coordinate neighbourhood. However, global 
(and coordinate-free) definitions can be given if 
we combine the original system together with all 
its variational or adjoint systems. Equations (1.1) 
together with (2.1) define the prolonged system, or 
prolongation, which' has state space TM (local 
coordinates (x, o)), input space TR m (local coor- 
dinates (u, u°)) and output space TR p (local coor- 
dinates (y, yO)). Equations (1.1) together with 
(2.3) define the Hamiltonian extension, which has 
state space T*M (local coordinates (x, p)), input 
space R m ×R p (local coordinates (u, u°)) and 
output space R p × R m (local coordinates (y, y°)). 
Recall that in [13] a system (1.1) is said to be 
minimal if it is observable and orbit minimal. 
Since we assume analyticity we may alternatively 
describe orbit rninimality via the Lie algebra L 
generated by go, gl . . . . .  gin, namely we require 
that the system be accessible or L(x)= TxM for 
all x ~ M. If L 0 denotes the ideal in L generated 
by gl . . . . .  gm then we say the system is strongly 
accessible if Lo(x ) = TxM for all x ~ M. 
Because an observable and accessible Hamilto- 
nian system is necessarily strongly accessible, we 
shall henceforth call a system minimal if it is 
observable and strongly accessible. 
A remarkable fact concerning the prolongation 
and Hamiltonian extension is contained in the 
following result also proved in [6]. 
Theorem 2.1. A system (1.1) is minimal if and only 
if the prolongation is minimal, if and only if the 
Hamiltonian extension is minimal 
We shall only deal with piecewise constant, 
fight-continuous input functions u. As a conse- 
quence of Assumption 2 the solution x of (1.1) 
and corresponding output y axe defined on any 
interval of time for which u is. 
The input-output map of the variational sys- 
tem along the resulting trajectory (u(t), x(t), 
y( t)), t >I O, is given by 
y°(t ) ;  o, u)u°(o) do, t, o 0, 
(2.5) 
where Wo(t, tl, u) is the p X m matrix with (i, j )-  
th element 
DH,(x(t))~u(t,  a)gj(x(a)) (2,6) 
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and ~"(t, a) is the transition matrix for the time- 
varying linear system defined by the matrix 
n! 
Dgo(x(t))+ E uj(t)Dgj(x(t)) .  
j= l  
It is easily seen that W,,(t, a, u) exists for all 
t, o >i 0 and also can be defined in a coordinate- 
free way [6]. Similarly, the input-output map of 
the adjoint system is given by 




and W~(t, a, u) is determined by Wo(t, a, u) since 
[61 
W~(t, a, u)= -W~(o ,  t, u) for all u. (2.8) 
Definition 2.2. A variational system along an input 
u is called self-adjoint if p = m and 
v¢,(t, o, , )=  wo(t, o, u) 
(2.9) 
(=-Wf(c r ,  t, u)) forall t, o>/0. 
We can now state the main result of this section 
proved in [6]. 
Theorem 2.3. A minimal system (1.1) /s Hamilto- 
nian if and only if the variational systems along all 
piecewise constant inputs are self-adjoint. 
Necessity in this result is straightforward. The 
proof of sufficiency is more involved but follows 
by applying Theorem 2.1 and Sussmann's unique- 
ness theorem on minimal realizations [13] to the 
prolongation and Hamiltonian extension. 
3. The variational criterion 
Consider again the nonlinear system (1.1), where 
we assume already that p =m. The set of all 
trajectories (u(t), x(t), y(t)), t>_. O, will be de- 
noted by Z~'(0)(x0). By omitting the state func- 
tions x(t) we obtain the set of all possible 
input-output pairs (u(t), y(t)), t >1 O, denoted by 
Z~+(0)(x0) (e from external behavior). Note that 
~+(0)(Xo) can be identified with the input-output 
map of (1.1). A variation of an element (~, .2, .~) 
Z~- (0)(Xo) will be a one-parameter family 
(u(t, e), x(t,  e), y(t, e)) ~ Zi+(0)(Xo), 
such that u(t, O) = ~(t), t >1 O, and consequently 
x(t, 0)=~(t ) ,  y(t, 0)=37(t). Since we are only 
considering piecewise constant inputs the varia- 
tions of ~ can be restricted to variations of the 
form 
u(t, e) = K(t) + eSu(t) (3.1) 
with 6u(t) an arbitrary piecewise constant right- 
continuous function. 
Recalling the definition of 8u, 8x, 8y in (2.2) 
we shall often abuse notation and refer to 
(Su, 6x, By) as a variation of (fi, .2, ~) 
Zi+(0)(x0), and (6u, By) as a variation of (fi, ~). 
The class of variations we work with is given in 
the following definition. 
Definition 3.1. (ru, 6y) is called an admissible 
variation of compact support of (~, ~) ~ Z+(0)(x0) 
if 
(i) 8u(O)= 0, and supp 8u (support of 8u) is 
compact. 
(ii) supp 8y c supp 8u. 
(iii) Let supp 6 u c (0, T), and let 
be such that ~ ' ( t )= ~(t) and hence y ' ( t )=y( t )  
for t ~ [0, T]. Define a variation u'(t, e) of ~' by 
setting 
u'(t, e) = ~'(t) + eSu(t). 
This yields a variation (u'(t, e), y'(t, e)) of 
(~', y'). We require that the resulting (infinitesi- 
mal) variation (Su', By') of (~, .~') also satisfies 
(i.i), i.e. 
supp By' c supp 8u' = supp 8u. 
Condition (iii) turns out to be exactly what is 
required in order that the variation 8x correspond- 
ing to (Su, By) in a minimal system also has 
compact support. Indeed the next result char- 
acterizes admissible variations. Since the transi- 
tion matrix ~ satisfies 
~b~(t, a) = ~( t ,  0 )~(0 ,  a), 
we may write 
Wo(t, a, ~t)= G(t, ~)H(a, ~) (3.2) 
with G(t, ~) an m ×k matrix and H(a, Ft) a 
k × m matrix (for a coordinate-free d finition see 
[6]). 
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Theorem 3.2. Let (1.1) be a minimal system. A 
oariation (Su, By) of (Vt, .~)~:e+(0)(x0) with 
supp 8u c (0, T)  is admissible if and only if 
f0r/-/(a, ~)Su(a)  do= 0. (3.3) 
Furthermore let (F~, ~, y,) be the corresponding ele- 
ment of Z+(0)(x0). Then (Su, By) is admissible if 
and only if supp 8x c supp 8u, and hence 8x(T)  
~-0. 
This result in turn demonstrates the existence 
of a great many admissible variations, since equa- 
tion (3.3) represents only a finite number of con- 
straints on the function 8u. 
The main technical result in [6] can now be 
expressed in the following way. 
Theorem 3.3. Consider a minimal system (1.1). The 
system is Hamiltonian if and only if for any (u, y) 
~+(0)(x0) and admissible variations (Siu, 8jy) 
of ( u, y) with compact support, i = 1, 2, we haoe 
fo~[ST2y(t)Sau(t) -~Ty(t)~2u(t)]  d - -0 .  
(3.4) 
Remark. Note that (3.4) may be considered to be 
the dynamical generalization f the symmetry con- 
dition for a static input-output system yj = Hi(u), 
j = 1 . . . . .  M, to be a static reciprocal system of the 
form 
OV yj= 
with V a potential. The 'only if' direction in 
Theorem 3.3 is easy. Consider a Hamiltonian 
system. Let (u, x, y )~Z~-(0) (x0)  and let 
(Siu, ~x, 8~y), i= 1, 2, be two variations. The 
following formula was proved in [10,11] (and can 
also be deduced from (2.4) and Theorem 2.3): 
d 
= 8~y(t)81u(t ) - 8~y(t)82u(t ). (3.5) 
Now let (Si u, 8~y) be admissible variations with 
compact support c (0, T). Then it immediately 
follows from Theorem 3.2 that 8ix(T) --- 8~x(O) = 
0, i = 1, 2, and so (3.4) follows. 
The 'if' direction is much harder. It is proved 
by substituting (2.5) into (3.4) and observing the 
constraints imposed by the fact that the variations 
are admissible and so satisfy equation (3.3). The 
result is the following lemma. 
Lemma 3.4. Consider a minimal system (1.1) satis- 
fying (3.4). For any "r > 0 there exists a piecewise 
constant control ~ on [0, ~) such that for any control 
u with u(t) = Ft(t), t ~ [0, ,r), we haoe 
Wo(t,a,  u )+W~(t r ,  t, u )=0,  t,a>/"r. (3.6) 
Thus if the system (1.1) is initialized at g'~0(x0) 
(with g,~ the flow of the time-varying vector field 
go +Es~lujgs), then every variational system is 
self-adjoint and so the system is Hamiltonian. 
So far we have only considered minimal sys- 
tems. However the self-adjointness a well as the 
variational criterion are expressed solely in terms 
of the (variational) input-output behavior of the 
system. Also a nonminimal system with external 
behavior ~¢+(0)(x0) has a minimal realization with 
this same external behavior (where minimal means 
observable and accessible, cf. [13]). We therefore 
deduce the following result. '
Corollary 3.5. Assume (1.1) is a nonlinear system 
satisfying go(xo) ~ L0(x0), then the following are 
equioalent: 
(a) Any minimal realization of (1.1) is Hamilto, 
nian. 
(b) The oariational systems along all piecewise 
constant controls u are self-adjoint. 
(c) For every trajectory (u, y)  ~ 2:+(0)(x0) and 
for any two admissible oariations (~iu, 8iy), i = 1, 
2, of (u, y)  with compact support, condition (3.4) 
is satisfied. 
The condition go(Xo) ~ L0(x0), or equivalently 
L(xo)  = Lo(xo) simply means that an accessible 
realization is also strongly accessible, which, as we 
noted before, is a necessary condition for a system 
to be Hamiltonian. Without this condition we 
would obtain time-varying Hamiltonian systems, 
as discussed in [7]. 
Note that for minimal Hamiltonian realizations 
the internal energy H 0 need not be globally de- 
finable. On the other hand there always exists a 
globally Hamiltonian realization, which is however 
only quasi-minimal (strongly accessible and weakly 
observable). 
In a sense, the framework of initialized systems 
(111) is not the most natural one for our purposes, 
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as illustrated by the cumbersome form of Lemma 
3.4. The variational criterion especially can be 
stated in a more natural way for non-initialized 
systems (with x(0) arbitrary). In this case, the 
behavior Zi is simply the set of all time functions 
(u(t), x(t), y(t)), t E ( -  oo, co), satisfying (1.1) 
(see also [14]). The external behavior Ze is ob- 
tained by omitting x(t). So (u, y )E  Z~ if there 
exists an x such that (u, x, y) ~ Zi. 
We may now adapt Definition 3.1 to this set- 
ting by considering admissible variations with 
compact support on arbitrary intervals of R, and 
obtain a direct analogue of Theorems 3.2 and 3.3. 
We state the corresponding version of Theorem 
3.3. 
Theorem 3.6. Consider a minimal non-initialized 
system (1.1). The system is Hamiltonian if and only 
i f  for any (u, y) ~ Z e all admissible variations 
(8~u, 8iy ) of (u, y)  with compact support, i = 1, 2, 
satisfy 
F_ [ )1 8~y(t)Sxu(t ) - 8~y(t)82u(t dt = O. 
oo  
(3.7) 
Furthermore we have: 
Theorem 3.7. Consider a minimal non-initialized 
Hamiltonian system ~,. Let (u, y)~ Z~ and sup- 
pose that (u, y) also belongs to the external behav- 
ior Z e of some other minimal (not necessarily Ham- 
iltonian ) system, with the same state space M. Let 
(Du, Dy) be an admissible variation of (u, y) of 
compact support where ( u, y) is viewed as an ele- 
ment of ~e. I f  every admissible variation (Su, By) 
of ( u, y) with compact support, where ( u, y) is 
viewed as element of Z e, satisfies 
DyT(t)Su(t)  -- 8Ty(t)Du(t dt = O, 
oo  
(3.8) 
then ( Du, Dy ) is also an admissible variation with 
compact support of (u, y) viewed as element of Z e. 
Theorems 3.6 and 3.7 have the following formal 
interpretation. Consider the 'manifold' of maps 
N~t,,,, defined as the union of all behaviour sets 
Z~ as ~ ranges over all non-initialized minimal 
systems (1.1) with state space M and input space 
R m. On this manifold we suppose the 'tangent 
space' to it at (u, y), denoted T<,. y)Nu,,, consists 
of all admissible variations (Su, By) of (u, y) of 
compact support. Define the 'symplectic form'/~ 
on ARM,,, as suggested by (3.7), i.e., 
IZt.,y)((Bl u, *lY), (a2u, a2Y)) 
(3.9) 
Consider now a Hamiltonian system Z on M with 
m inputs. Then Ze is a 'submanifold' of NM,,,. 
Now Theorem 3.6 implies that the symplectic 
form/~ is zero restricted to Z~, or equivalently, Z e 
is an isotropic submanifold of NM, .. On the other 
hand Theorem 3.7 implies that Z, is also a coiso- 
tropic submanifold. Hence the following corollary, 
stated as a conjecture in [11], is formally proven. 
Theorem 3.8. A minimal non-initialized system Z 
on M is Hamiltonian if an only if Z e is a Lagrangian 
submanifold of Ng,m~ 
Finally we remark that the theory in this paper 
can be fully generalized to nonlinear systems where 
the control does not appear in an affine way. See 
[6] for details. 
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