Keywords: Educational technology; ICT; educational effectiveness; large scale assessments 1 Introduction: Results from Large-Scale International Assessments Educational research has long been struggling to show the impact of educational technology on K12 student academic achievement in representative samples of schools (Balanskat, Blamire, & Kefala, 2006; Eng, 2005; M. Russell, 2010; Scheerens, Luyten, Steen, & Luyten-de Thouars, 2007) . Many schools and teachers are still reluctant to use educational technology and the implementation of educational technology has not necessarily led to the anticipated increases in educational quality. Given the high costs of investing in educational technology in schools, these issues have been a matter of critical debate (Cuban, 2001; Lim, Zhao, Tondeur, Chai, & Tsai, 2013; Luschei, 2014) .
Many of the pioneering experimental studies, comparing learning with a new educational technology to more traditional learning materials, resulted in the "no significant difference phenomenon" (T. L. Russell, 1999) . Although some of the early projects were able to show positive evidence (Harrison, Lunzer, Tymms, Fitz-Gibbon, & Restorick, 2004; Rockman, 1997; Schaumburg, Prasse, Tschackert, & Blömeke, 2007; Wenglinsky, 1998) , others have reported no or even negative effects (Angrist & Lavy, 2002; Ravitz, Mergendoller, & Rush, 2002) . Since then, educational technology and research methods have changed considerably. Today, meta-analyses of experimental studies show small but positive effects for educational technology applications with regard to student performance in different core subjects (Cheung & Slavin, 2012 Reimann & Aditomo, 2013) as well as for different types of educational technologies (Hattie, 2008; Tamim, Bernard, Borokhovski, Abrami, & Schmid, 2011) . In international large-scale studies, however, the impact of educational technology on student performance has remained elusive, despite intensive research efforts, as detailed below.
For primary schools, PIRLS (Progress in International Reading Study) has
repeatedly demonstrated that there is no clear correlation between the frequency of educational technology use in school and student reading scores. In PIRLS 2001, a positive relation was found for use of computers at home and a negative correlation for computer use in schools (House, 2007) . This finding has also been replicated with PIRLS 2011 data in Germany (Lorenz & Gerick, 2014) .
In the TIMSS (Trends in International Mathematics and Science Study) 1995 study, secondary students who used ICT (Information and Communication Technologies) frequently for mathematics learning tended to have lower achievements scores than students who seldom or never used ICT (Pelgrum & Plomp, 2002) . A similar negative relationship between the frequency of school ICT use and student achievement has been found in TIMSS 1999 (Papanastasiou, Zembylas, & Vrasidas, 2003) and TIMSS 2004 (Papanastasiou & Paparistodemou, 2007) . In TIMSS 2011, a study from the Netherlands reported no significant difference between students using ICT more or less often with respect to their mathematical achievement (De Witte & Rogge, 2014) .
Very similar results have been found in the PISA (Programme for International Student Assessment) studies, where ICT use has been a major option in student questionnaires. In PISA 2000, no significant correlation between computer use at home or at school and student academic achievement was found (Bielefeldt, 2005) . In PISA 2003, there was no linear relationship between frequency of ICT use in school and mathematics, reading and science test scores (Shewbridge, Ikeda, & Schleicher, 2005) . Instead, results indicated that students with an average frequency of ICT use for learning fared better than students with an either lower or higher frequency of ICT use. When controlling for numerous variables with a known impact on achievement, at least home computer use shows some impact on math achievement, but not computer use in school (Woessmann & Fuchs, 2007) . Similar results have been shown for the PISA 2006 science score (Spiezia, 2010) . The findings that there are positive effects of computer use at home and no or even detrimental effects of computer use at school, have been replicated numerous times with different PISA waves, for different countries and with different control variables (e.g. for Canada: Bussière & Gluszynski,2004; Eastern Europe: Sofianopoulou & Bountziouka, 2011; Turkey: Güzeller & Ak n, 2014; Switzerland: Ramseier & Holzer, 2005; Italy: Ponzo, 2011) .
With data from PISA 2009, only one study, Biagi & Loi (2012; , seems to succeed in finding surprisingly large positive correlations between the diversity of ICT use and PISA 2009 test scores when controlling for the intensity of educational technology use and other variables. However, these findings seem to be an artifact of the method of analysis, as diversity and intensity scores are highly intercorrelated as both scores are constructed from the same set of variables. In effect, the regression model is most likely flawed due to variance inflation. In addition, this study did not differentiate between home and school use of educational technology, so -as in previous studies -positive findings may be due to the aspect of home use rather than school use.
PISA 2012 seems to confirm previous disappointing findings. For Australia, the Netherlands, Norway, Singapore and Germany, Gerick & Eickelmann (2015) found positive effects with regard to mathematical performance in PISA 2012 test scores for ICT-related school level variables such as educational leadership or school strategies but no or even negative effects for the actual frequency of educational technology use. Skryabin, Zhang, Liu, & Zhang (2015) analyze data from PIRLS 2011 , TIMSS 2011 and PISA 2012 to determine the multilevel effects of both the national development level of ICT integration as well as the individual frequency of student ICT use in schools and at home on reading, mathematics and science test scores. Results show that the national development level as well as ICT activities at home are positively related to student test scores while computer use at schools again seem to be negatively correlated with student academic achievement. In their recent comprehensive report, the Organization for Economic Cooperation and Development (OECD, 2015) comes to the conclusion that there is no evidence for improved student achievement in schools that have invested in educational technology, nor does this investment bridge the gap between more advantaged and disadvantaged students. While moderate use of educational technology can be associated with higher achievement, both low and intensive use of educational technology seems to have a detrimental effect. Thus, the study concludes that the manifold potential of educational technology is still not being harnessed in schools. According to this interpretation, poor results might be due to poor quality of educational software as well as ineffective pedagogy when teaching with educational technology.
To sum up, according to the large majority of large-scale studies using different variables and different methodology, there seems to be a strong tendency towards the evidence that higher frequency of computer use in school is not positively correlated with academic achievement. This finding stands in stark contrast to the high number of small experimental lab studies showing the positive effects of educational technology. Although many findings try to incorporate mediating and moderating variables, there has still not been any empirical explanation why there are no positive effects for educational technology use (Ainley, Enger, & Searle, 2008) . On the theoretical and methodological sides, there are a number of possible explanations for the lack of positive effects for educational technology in large-scale studies.
Possible Explanations with Regard to Educational Technology Usage

Measures
"Educational technology" serves as an umbrella term for a wide range of devices (e.g. digital whiteboards, desktop and laptop computers, smartphones), applications (e.g. text and multimedia editors, internet search engines, learning management systems, social media platforms) and approaches (e.g. computer-supported inquiry learning, multimedia learning, computer-supported collaborative learning, digital game-based learning). In addition, specific use-scenarios exist for each school subject.
Given this huge diversity of approaches, the search for effects across the board can be regarded as very difficult -or even pointless. Almost all the studies presented above tried to find correlations between the combined frequency of all technologies used by students and their test scores, which can be seen as combining apples and oranges.
Meta-analyses are trying to solve this problem to a certain point by calculating separate effect sizes for different educational technology applications (Hattie, 2008; Tamim et al., 2011) or for different subjects (Cheung & Slavin, 2012 Reimann & Aditomo, 2013) . However, the high standard deviations for these effect sizes indicate that there is substantial variability within the effectiveness of each type of educational technology. Therefore, it can be assumed that educational technology can be more or less successful depending on how it is used. Furthermore, possible effects of educational technology use are confounded with general factors of instructional quality. Questionnaires in large-scale assessments typically focus on the quantity instead of the instructional quality of ICT use for teaching and learning (Lei, 2010; Petko, 2012) . The rating scales measuring the frequency of educational technology use typically range from "never" to "almost every day". These rating scales might be appropriate when the use of educational technology happens on a regular basis.
However, they fail to measure infrequent phases of intensive educational technology use. In PISA 2012, this is at least partially mitigated by using item response theory to take the relative difficulty of each educational technology use item into account when calculating overall scores. Still, these measures should be treated with caution and not be taken as a measure for quality of ICT use in teaching and learning.
Possible Explanations with Regard to Achievement Measures
Another important reason for the lack of positive findings might be found in the way achievement has been defined (Sjøberg, 2012) . Some authors have assumed that the main benefit of educational technology is not mere achievement, but a shift to student-centered pedagogy and 21 st Century styles of learning (Mujs et al., 2014; Voogt, 2008) . These changes in teaching and learning practices might lead to a decline in traditional performance orientation (Pelgrum & Plomp, 2002 ), but at the same time an increase in new skills that might not be adequately measured by the tests used in current large-scale assessments (Voogt, Erstad, Dede, & Mishra, 2013) . These new skills include information literacy and self-regulated learning skills. In the first PISA studies, these ICT-related literacies were not specifically tested. Large-scale studies focusing on educational technology, such as the SITES-M2 study (Law, Pelgrum, & Plomp, 2008) or ICILS (Fraillon, Ainley, Schulz, Friedman, & Gebhardt, 2013) did not include assessments in traditional school subject performance. This has changed in recent PISA studies, however. In PISA 2009 and 2012, countries had the option of testing reading and mathematics not only with pen-and-paper methodology but also with computer-based assessments, where specific test items with regard to digital reading and mathematics were used (OECD, 2015) . Nevertheless, the frequency of classroom computer use was still negatively associated with achievement scores, both in computer-based mathematics and digital reading. The relationship between computer use, computer literacy, subject-specific and unspecific skills is still unclear.
Possible Explanations with Regard to Research Design Issues
Finally, there might also be more general reasons for the lack of positive correlations between educational technology use and student academic achievement. It seems to be more difficult to show impacts on educational achievement in correlational studies than in experimental studies (Seidel & Shavelson, 2007) . All major international largescale assessments are cross-sectional instead of longitudinal with respect to individual students. Thus, it is only possible to model correlational patterns that are not necessarily causal. It might even be a viable assumption that educational technology might be employed more often with low-performing students. In this case, educational technology would not be the cause but the remedy for low test performancy, although this is pure speculation.
In general, explaining influences on achievement is a highly complex endeavor with numerous interactions between factors, and the influence of technology use compared to other factors in meta analyses of teaching effectiveness has been negligible (Mujs et al., 2014; Scheerens et al., 2007) . At best, educational technology needs to be regarded as just a piece in the puzzle of interrelated factors influencing quality of instruction, effectiveness of learning and test performance (Mujs et al., 2014; Scheerens et al., 2007; Seidel & Shavelson, 2007) and the use of digital technology in classrooms needs to be carefully "orchestrated" (Prieto, Dlab, Gutiérrez, Abdulwahed, & Balid, 2011) . As most large-scale assessments tend to have a focus on comparisons of educational systems, examining these complex multilevel patterns down to classroom and student level is very challenging. With regard to student level, OECD (2010) concludes: "… computer use can make the difference in educational performance if the student has the appropriate set of competences, skills and attitudes. Without these, no matter how intense the student's use of a computer, the expected benefits will not be realized." (p.172) All of these methodological problems are most likely interrelated. To start addressing these problems, studies need to adjust the ways in which the amount of computer and internet use is conceptualized and measured, assessing not only the frequency but also the quality of educational technology use. In addition, educational technology use needs to be seen as interrelated with other known factors of educational effectiveness. As there have been so few positive findings in large-scale studies, there is an apparent lack of theoretical models explaining achievement by means of educational technology use among other variables.
Hypothesis
As there is overwhelming evidence that the frequency of educational technology use in classrooms is negatively associated with achievement, this studies tries to look in a different direction. Instead of frequency, perceived quality of educational technology use might be among the positive predictors of student achievement. To date, only few studies exist that have analyzed the impact of student ratings with regard to the perceived quality educational technology on achievement. Papanastasiou, Zembylas, & Vrasidas (2004) found student perceptions to be negatively correlated with achievement scores in TIMSS 1995. On the other hand, Lee & Wu (2012) Thus, we will test the following hypothesis:
Student attitudes regarding the perceived benefits of educational technology for learning are a significant and positive predictor for student test scores in mathematics, science and reading in the majority of countries when controlling for frequency of educational technology use and influencial sociodemgraphic variables.
Method
The Programme for International Student Assessment (PISA) study is one of the most prominent international large-scale assessments of 15-year-old students' academic performance in core school subjects as well as several other optional topics such as problem-solving or financial literacy. Next to tests in reading, math and science, additional student and school questionnaires are administered. It has been mandated by the OECD and carried out by the International Association for the Evaluation of Educational Achievement (IEA) since 2000 in a 3-year cycle. Data is publicly available (http://pisa2012.acer.edu.au/) and documented (OECD, 2014) . It has to be noted, however, that test items for mathematics, reading and science are only in part publicly available and scaling procedures are not completely transparent (Sjøberg, 2012) . Thus, the transparency of these measures is somewhat limited.
Sample
Around 510,000 students in 65 countries/economies took part in the PISA 2012 assessment of reading, mathematics and science, representing about 28 million 15-year-olds globally. Pupils from 40 of those countries answered the ICT-related questionnaire. 26 of those 40 countries are OECD countries. Due to high standard errors of the regression coefficients, we excluded Liechtenstein from our analysis, resulting in a total of 39 countries. Table 1 summarizes the number of students and schools in each country and lists the percentage of the total number of students and schools respectively. 
Measures
The PISA 2012 ICT familiarity questionnaire was optional for countries participating in the study. Nevertheless, most countries took part. All questionnaire items and composite variables used in this paper are documented in the PISA technical report (OECD, 2014) . As dependent variables we employed the plausible values of the PISA mathematics, reading and science scores. As predictor variables, we focused on the composite variables ENTUSE (frequency of computer use at home for entertainment purposes), HOMSCH (frequency of computer use for school-related purposes at home), USESCH (frequency of computer use at school) and ICTATTPOS (positive attitude towards ICT as a learning tool). These items were treated as numerical for our analysis. The variable ICTATTNEG (negative attitudes towards ICT) was not included as these items were not as specific with regard to ICT as a learning tool.
Next to the ICT-specific items, we took into account a number of covariates, as proposed by Biagi & Loi (2012; and listed in Table 2 . 
Procedure
Statistical analyses were conducted with the publicly available PISA 2012 dataset (retrieved from http://pisa2012.acer.edu.au/). All analyses were carried out using the Table 2 . The computations according to the algorithm Figure 1 were done for each PISA domain and for each country. We used the lm() function from R core package "stats" to compute the weighted linear regression models. All regressions were checked for normal distribution of residuals, multicollinearity and homoscedasticity and we found no questionable pattern of deviation from these assumptions across countries. 
2.
Compute final regression coefficient estimates by averaging all coefficients from the five models built with the final weights.
3. Compute final sampling variance estimates by averaging the sampling variances. The sampling variances are computed as variances of the estimated coefficients over all 80 models incorporating final replicate weights and for each plausible value.
4.
Compute imputation variance (measurement error variance) by dividing the squared sum of the differences of the (averaged) final regression coefficients and each regression coefficient for each plausible value by 5−1.
Compute final error variance by summing up the final sampling variance and the imputation variance multiplied by (1+1/5).
6. Compute final standard error by drawing the square root of the final error variance.
7.
Compute t statistics und p-values for all regression coefficients. The degrees of freedom are equal to one of the computed models in step 1.
For standardization of the regression coefficients we used the R package "betas" (Cantieni, 2015) . This package offers a convenient way to compute standardized coefficients for (weighted) linear models that incorporate not only numerical variables, but also factorial variables. Although students are nested in schools, it is not possible to conduct multilevel modeling with the public PISA 2012 dataset as only student weights and no school weights are provided. The full R syntax is available upon request (please contact the corresponding author).
Results
Tables 3 We will start with summarizing the results for the PISA domain Mathematics (Table   3) More consistent results can be shown for the PISA domain Reading (table 4) . While the pattern of the ENTUSE, HOMSCH and USESCH variables is very similar, the positive attitude towards ICT as a learning tool shows significant and positive effects in 29 countries, while in the 10 remaining countries this seems to have no effect in this model. The models explain between 19.5% and 42.6% of the variance in the test scores. 
Discussion and Conclusion
As in previous studies, the frequency of technology use in schools correlates negatively with math, reading and science achievement in the large majority of countries. The use of digital technologies at home for school-related purpose predominantly shows a positive correlation with test scores in the three main subject areas in PISA 2012. Digital entertainment use at home is negatively correlated, at least in high achieving countries. These patterns are well-known from previous studies (e.g. OECD, 2015; Shewbridge, Ikeda, & Schleicher, 2005; Woessmann & Fuchs, 2007) .
In this study, these observations have been expanded with an additional aspect.
Students' ratings on how efficient they believe digital technologies are as a learning tool also have a substantial and significant positive effect for all three subject areas in most countries.
If we assume that these student ratings are based on positive experiences, this result might lead to the deduction that the quality of educational technology experiences is a positive predictor for academic achievement, while the mere quantity of technology use in schools and at home for entertainment purposes is not. This finding is rather new, as only a few studies have examined this relationship. While in TIMSS 1995 negative associations between student attitudes towards educational technology have been shown (Papanastasiou, Zembylas, & Vrasidas, 2004) , results from PISA 2009 indicate that there might be positive associations (Lee & Wu, 2012) .
However, in previous PISA studies the questions with regard to student attitudes were less specific with regard to learning. Instead, they measured general interest in digital technology. It is a novelty of PISA 2012 that the items measuring student positive attitudes with regard to ICT are worded specifically with regard to digital learning potentials. Thus, in line with general research on educational technology, the interpretation that the quality of educational technology use is more decisive that the quantity seems plausible (Hattie, 2008; Lei, 2012) . rather general and based on student self-report ratings, possible interpretations of the findings have to be treated with caution. Second, the positive associations cannot be interpreted in a causal way. As data is not longitudinal, it is not possible to discern whether student academic achievement is better because of positive experiences with digital learning or whether computers are used with increased quality when students show higher academic abilities. Furthermore, high achieving students might be more capable and willing to see the potential benefits of digital learning than lower performing students. Third, the covariates in our model are limited to students' background variables. They do not take factors which are specific to the school and classroom into account, especially those related to teaching. Thus, results do not say whether the effect of the perceived quality of computer use remains constant across different pedagogical contexts. Fourth, when looking at the coefficients for different countries, it is unclear why coefficients are higher in some countries than in others.
There does not seem to be a consistent pattern in terms of economic development or other variables. Finally, one needs to be aware of the fact that the expectation regarding overarching effects of educational technology might be questionable in itself. As pointed out in chapter 1.1, there are many particular kinds of educational technology which can be used in various ways and for many different purposes. Thus, quality of learning might have various meanings, and this calls for more specific measurements.
When students make overall judgements on the perceived quality of learning with educational technology -as done in PISA 2012 -, it remains unclear, what kinds of technologies and usage experiences they refer to. Furthermore, these judgements might not only be influenced by educational technology experiences but also by other factors such as technology-related interests and affinities.
Keeping these aspects in mind, the findings might lead the way to considering quality of educational technology use as a promising factor that needs closer inspection in large-scale studies. If these findings can be replicated and more thoroughly explained, they might have a potentially large impact on technology use in schools and related teacher education. Research needs to better understand how positive experiences with digital learning are related to student achievement and how multifaceted computer activities can enrich classrooms, not only in the quantity of educational technology use but also in the quality.
