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Abstract
The circadian clock is the mechanism responsible for generating and controlling
the biological rhythms that occur with 24 h periodicity in most living organisms. This
clock allows organisms to anticipate the environmental variation caused by the ro-
tation of the Earth such as the daily light and temperature cycles, providing them
adaptive advantages. The circadian clock is a complex network of genes interacting
with each other in regulatory processes which have been represented by mathematical
models. In the plant Arabidopsis thaliana, the mechanisms by which light regulates the
circadian clock have been widely modelled mathematically and implemented computa-
tionally permitting to explain experimental observations and to generate hypotheses,
which have led experimental investigation. However, the role of temperature and the
mechanisms of adaptation to temperature variation are poorly understood, and es-
pecially in the scenario of global climate change, modelling a temperature responsive
plant clock is of increasing importance. Here we present a framework of temperature
dependence for the Arabidopsis circadian clock by applying Arrhenius equations to
the most predominant models for the plant system and we additionally propose three
minimal models via random parameterisations to explore design principles underlying
temperature compensation. By numerical investigation, we conclude that temperature
compensation is especially sensitive to degradation processes, and that the combined
effect of light and temperature favors the robustness of the clock. We also propose to
analyse the plant clock as a whole system and under that perspective we suggest that
context graph-theoretic approaches could be a powerful tool to uncover the design
principles for temperature mechanisms.
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1.1 Clock network model. In the model [24], similar genes were merged
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1.3 Forcing functions for light variability. The top subplot shows the bi-
nary model of [24] for light variability. We adapt this model to allow smooth
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changes in light levels. The Zeitgeber time (ZT) is given for a notional unit
of an hour, where the phases ZT0 and ZT24 indicate when light is on (i.e.
dawn), and ZT12 and ZT36 when light switches off (i.e. dusk) in a 24 h cycle. 37
1.4 The clock model behaviour is robust when the equations of [24]
are forced with different models for light variability. In all cases
a qualitative agreement of model outputs is observed, but with a small
decrease in amplitude in the case of sinusoidal light forcing. Similary to
[54], the parameter of twilight of the tanh function (see equation 10) was
set to be equal to a 0.5 h duration. For the sinusoidal function (see equation
11), the parameters of amplitude and phase were set to 0.5. The Zeitgeber
time (ZT) is given for a notional unit of an hour, where the phases ZT0,
ZT24 and ZT48 indicate the beginning of the light forcing (i.e. dawn), and
ZT12, ZT36 and ZT60 when light forcing switches off (i.e. dusk) in a 24 h
cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
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1.5 More than a hundred days of entrainment are needed by the
model to reach its final oscillatory state, but stable oscillations
emerge with approximately the correct period after seven days
of entrainment. The initial free running period decreases slightly
as the length of the entrainment process increases. Results show
outputs for thermal cycles of 12 h in warm and 12 h in cold ranging from
7 to 287 days of entrainment. A) depicts the period observed in the last
cycle under entrainment and B) shows how long the clock takes to oscillate
once immediately after the release into constant warm conditions. . . . . . . 39
1.6 The phase of the CCA1/LHY mRNA follows a similar pattern
to that observed for period in Figure 1.5. Phase of the peak of
CCA1/LHY mRNA levels for thermal cycles of 12 h in warm and 12 h in
cold ranging from 7 to 287 days of entrainment. Results show the ZT hour
notation of the phase of peak observed in the last day of entrainment and
the first day in free-running conditions. . . . . . . . . . . . . . . . . . . . . 40
1.7 Hundreds of thermal cycles of entrainment are needed by the
model to reach the final state. Comparison of the standard entrainment
length (seven days of entrainment) and a long process of entrainment (182
days). The solid line depicts simulated mRNA levels over time in the last
10 days following 172 days of entrainment (top panel) before the clock
is released into free-running conditions (bottom panel). The dashed line
depicts simulated mRNA level for seven days of entrainment (top panel)
and those under free-running conditions (bottom panel). The clock model
was forced at 12 h at warm (21°C) and 12 h at cold (17°C) in a 24 h thermal
cycle under constant light. The conditions of free-running are constant
warm and light. The Zeitgeber time (ZT) is given for a notional unit of
an hour, where the phase ZT0 (and consecutively every 24 hours) indicates
the beginning of the temperature forcing (i.e. dawn), and ZT12 (followed
by phases every 24 hours from ZT12) indicates when temperature forcing
switches off (i.e. dusk). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
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1.8 More than seven days of thermal entrainment are needed for the
model to reach a stable limit cycle. Trajectories of the system in phase
plane of PRR5/TOC1 against CCA1/LHY mRNA levels. The dynamic of
seven days of entrainment in limit cycle (blue line) is compared to a longer
process of 182 days of entrainment (red line), where the last seven days
of entrainment following 175 days of a forced clock are shown. A 24 h
21°C/17°C thermal cycle was simulated. . . . . . . . . . . . . . . . . . . . . 42
1.9 Period estimates derived from the 1st and 2nd days in free-running
conditions are very unreliable. Distribution of the clock period for
different activation energy values (red, black and green boxes represent
Ei=10, 50 and 90 kJ mol−1, respectively) in four times scales: from the last
two days of entrainment following five days of those conditions to 18th−19th
days in constant temperature and light. 100 independent replications were
used. Transient behaviour is observed on the 1st and 2nd days in free-
running conditions. The higher influence of temperature on the translation
rates of the model, the higher variation in periodicity when the clock is forced. 43
1.10 Observations on the 1st and 2nd days in free-running conditions
are very unreliable. Distribution of the period length when random ac-
tivation energy values are assigned to translation rates. Each distribution
corresponds to a different time scale. Observations in entrainment con-
ditions come following five days of entrainment. All modelled outcomes in
free-running were obtained under constant temperature and light. 400 inde-
pendent replications were used from uniformly distributed random numbers
between 10 and 90. Similarly to results in Figure 1.9, transient behaviour
is observed on the 1st and 2nd days in free-running conditions. . . . . . . . . 44
1.11 Period estimates based on the 1st and 2nd days in free-running
conditions may be unreliable. Distribution of the clock period in four
times scales. Modelled outcomes under entrained conditions corresponds to
the last two days following five days of entrainment by photo cycles of 12
h in light and 12 h in dark. 100 independent replications were used. The
rhythmicity of the system did not vary in any time scales analysed. It is also
observed that the outputs obtained match exactly published results [55].
This confirms that the trough method is efficient at quantifying periodicity. 45
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2.1 Schematic diagram illustrating main features of the [24] model in
light and dark phases. In the model, similar genes were merged into the
single variables CL, P97, P51, and EL, which represent the pair of genes
CCA1/LHY, PRR9/PRR7, PRR5/TOC1, and ELF4/LUX, respectively.
Edges represent transcription factors affecting the transcription rates of a
gene in the network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.2 Incorporating the Arrhenius law allows thermal entrainment, but
only within a limited temperature range. A 24 hour 21°C/17°C ther-
mal cycle induces a functional clock, as shown by the rhythmic expres-
sion of CCA1/LHY mRNA. However, a 17°C/13°C thermal cycle induces
a markedly increased period while warmer temperatures cause faster oscil-
lations and ultradian rhythms. . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.3 Incorporating the Arrhenius law allows thermal entrainment, but
only within a limited temperature range. Periodicity of ELF4/LUX
expression behaves similarly to the other components of the clock model
under thermal conditions. A 24 h 21°C/17°C thermal cycle induces a func-
tional clock. However, faster oscillations and ultradian rhythms are ob-
served as temperature increases. In contrast, a 17°C/13°C thermal cycle
causes notably slower oscillations. . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4 Incorporating the Arrhenius law allows thermal entrainment, but
only within a limited temperature range. Periodicity of PRR9/PRR7
expression performs comparably to the other clock components under ther-
mal conditions. A functional clock is observed in a 24 h 21°C/17°C ther-
mal cycle. However, faster oscillations and ultradian rhythms are obtained
as temperature increases, and clearly slower oscillations are induced at
17°C/13°C thermal cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.5 Incorporating the Arrhenius law allows thermal entrainment, but
only within a limited temperature range. mRNA level periodicity of
PRR5/TOC1 agrees with the other clock component results under thermal
conditions. A 24 h 21°C/17°C thermal cycle induces a functional clock. A
17°C/13°C thermal cycle causes markedly slower oscillations. However, the
warmer temperature, the faster oscillations are observed. . . . . . . . . . . . 56
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2.6 Temperature stress under constant light conditions can cause a
defective clock. CCA1/LHY and PRR5/TOC1 expression responses to
freezing and heat stress conditions are consistent with results in Figure 2.2.
Faster oscillations are strongly induced by heat while a freezing thermal
cycle results in a heavily decreased period. . . . . . . . . . . . . . . . . . . . 57
2.7 Thermal entrainment is observed in the model across a range
of parameter values describing temperature dependence. Random
uniform distributed activation energy values between 40 and 60 were allo-
cated independently to each rate in the model. Results are similar to the
outputs obtained when the influence of temperature was parametrized to be
equal. A 24 h 21°C/17°C thermal cycle induces a functional clock. However,
the warmer temperatures, the faster oscillations and ultradian rhythms are
observed. In contrast, colder temperatures induce slower oscillations. . . . . 58
2.8 The model is not temperature compensated, and this failure to
compensate is driven by degradation rates. Experimental protocols
of [82] and [4] were simulated. A-C show the log period across a range of
temperature, where only one parameter is subject to temperature varia-
tion for each output. Results are grouped to show thermal dependence of
(A) translation, (B) transcription, and (C) mRNA and protein degradation
rates. Labels are in order of the size of effect and they show how the param-
eter’s effects are induced (in brackets). The resultant free-running period
when all rates vary with temperature is shown in (D). Note that thermal
dependence in translation or transcription may either increase or decrease
period, whereas changing degradation rates causes a consistent decrease. . . 59
2.9 The combined effect of photic and temperature forcing can induce
entrainment across a wide range of light-dark durations, but only
within narrow temperature limits. At 21°C the clock is correctly en-
trained even for large diurnal temperature ranges and uneven light-dark
cycles (central columns). At lower (first column) or higher (final column)
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2.10 Simulated CCA1/LHY expression qualitatively mirrors experi-
mental data contrasting warm/light and cold/dark with cold/light
and warm/dark cycles. Simulations were carried out using a 24 h cycle
combining light and temperature forcing. Light and warm, and dark and
cold phases were studied in contrast with dark and warm, and light and cold
conditions. These combined entraining cycles were designed to compare our
results with experimental observations in [88]. Similarly to protocols used
for the analysis of LHY expression in Figure 7 of [88], our results correspond
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2.11 A Q10 of period of around 2 is obtained when random activation
energy values between 40 kJ mol−1 and 60 kJ mol−1 are used.
Figure (A) shows the distribution of the modelled inputs for 200 trajec-
tories when random parametrizations were implemented. (B) displays the
distribution of the modelled outputs of those trajectories. . . . . . . . . . . 65
2.12 Incorporating temperature dependence in a more complex model
[41] supports the conclusions obtained using the [24] model. A
24 hour 22°C/18°C thermal cycle induces a functional clock. However,
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12
2.13 The [41] model is not temperature compensated, and this failure
to compensate is driven by degradation rates. Experimental pro-
tocols of [82] and [4] were simulated. A-C show the log period across a
range of temperature, where only one parameter is subject to temperature
variation for each output. Results are grouped to show thermal dependence
of (A) translation, (B) transcription, and (C) mRNA and protein degrada-
tion rates. Labels are in order of the size of effect and they show how the
parameters’ effects are induced (in brackets). The resultant free-running
period when all rates vary with temperature is shown in (D). The results
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2.14 The combined effect of photic and temperature forcing can induce
entrainment across a wide range of light-dark durations, but only
within narrow temperature limits. Similarly to the model of [24], at
22°C the clock is correctly entrained. At lower temperatures (first column),
a decreased amplitude of the gene expression is observed, and at higher
temperatures (final column) there is a general increase in amplitude and
non-circadian rhythms might emerge. . . . . . . . . . . . . . . . . . . . . . . 68
2.15 CCA1/LHY expression in prr9prr7 oscillates in response to tem-
perature cycles with a phase shift compared to wild type. Simu-
lations were carried out similarly to Figure 2.2, in order to compare the
outputs with the results obtained for wild type. Results are consistent with
[92] observations. Oscillatory behaviour is reproduced in prr9prr7 with
expression levels peaking later than in wild type. . . . . . . . . . . . . . . . 70
3.1 Eight modifications of the model [24], where PRR9 and PRR7 are
considered as separate components within the circadian oscillator.
Similar genes were merged into the single variables CL, P51, and EL, which
represent the pair of genes CCA1/LHY, PRR5/TOC1, and ELF4/LUX,
respectively, whereas the variables P9 and P7 represent PRR9 and PRR7,
respectively. Interactions that go from P51 component were kept, while
interactions between the variables CL, EL, P9 and P7 were defined arbitrary. 77
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3.2 M1 and M4 models allow functional clocks. Outputs of the proposed
models in Figure 3.1 grouped according to their clock responses to change
in light conditions. Each panel shows simulated CCA1/LHY expression in
the last two days of seven days of entrainment under a 24 h light-dark cycle
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M8 models. In neither case A or B there is a viable free-running circadian
oscillator, in sharp contrast with biological observation. C) Responses of M1
and M4 are compared with the original model in [24]. Sustained circadian
oscillations are clearly preserved in this models, in contrast to cases A and B. 78
3.3 CCA1 expression in warm-cold, but not light-dark entrained plants
is affected by geldanamycin application. Experimental observations
of CCA1 expression in WT plants treated with DMSO or with 2 µM gel-
danamycin (GDA). A) shows results for plants under light entrainment,
and B) shows results under temperature entrainment. On day six of en-
trainment (either light or temperature entrainment), plants were exposed
to the GDA treatment and were re-entrained for one day. Gene expression
is normalised to PROTEIN PHOSPHATASE 2a subunit 3A (PP2A) and
represents a mean of three biological replicas. Error bars represent standard
deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.4 LHY expression in warm-cold, but not light-dark entrained plants
is affected by geldanamycin. Experimental observations of LHY expres-
sion in WT plants treated with DMSO or with 2 µM geldanamycin (GDA).
A) shows results for plants under light entrainment, and B) shows results
under temperature entrainment. On day six of entrainment (either light or
temperature entrainment), plants were exposed to the GDA treatment and
were re-entrained for one day. Gene expression is normalised to PROTEIN
PHOSPHATASE 2a subunit 3A (PP2A) and represents a mean of three
biological replicas. Error bars represent standard deviation. . . . . . . . . . 80
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3.5 Geldanamycin regulation of CCA1 is affected in the prr7 exper-
iments, but not in the prr9 experiments. Experimental observations
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Gene expression is normalised to PROTEIN PHOSPHATASE 2a subunit
3A (PP2A) and represents a mean of three biological replicas. Error bars
represent standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.6 Geldanamycin regulation of LHY is affected in the prr7 but not
in the prr9 background. Experimental observations of LHY expression
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normalised to PROTEIN PHOSPHATASE 2a subunit 3A (PP2A) and rep-
resents a mean of three biological replicas. Error bars represent standard
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3.7 CCA1/LHY expression is not affected by GDA in light entrain-
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4.2 The eight classes of feedforward loops. Feedforward loops are classified
based on their coherent or incoherent effect of a gene X on its target Z. For
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the four types of coherent feedforward loops; from E to H, Coherent type 1,
2, 3, 4, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
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4.4 Minimal clock model structures. Figure S1 includes a three-node feed-
back loop. In S2 autoregulation patterns were added to end up with S3
structure having a feedforward loop. All clock components are character-
ized to have a repressive role within the network. . . . . . . . . . . . . . . . 100
4.5 The models P2012, P2013, F2014 and DC2016 exhibit tempera-
ture compensation. Simulations were carried out following experimental
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ture compensation. Simulations were carried out following experimental
protocols of [4] and [82]. Results show the distribution of the free-running
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obtained in Figure 4.5, where the influence of temperature was parametrized
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structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
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proves the robustness of the system against temperature changes
on translation rates. Results from random parameterisations of models
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that showed sustained oscillations and correct order of peak gene expres-
sion. B) Proportion of parameter sets that allowed the system to oscillate
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General Introduction
The circadian clock is a molecular system that generates and controls biological rhythms
that occur in cycles of around 24 h. This system consists of genes interacting with each
other to regulate their expression. External cues such as light and temperature interact
with this system, therefore gene expression is also affected by environmental changes
caused by the rotation of the earth [1]. The process by which the clock synchronizes with
the external cycle is known as entrainment [2]. After entrainment, circadian rhythms are
able to persist with a periodicity of 24 h in the absence of environmental cues, which
is known as free-running conditions [3]. The clock is also able to face fluctuations in
temperature, which means, biological rhythms are able to oscillate with a periodicity of
approx. 24 h over the physiologically relevant range of temperatures, a mechanism known
as temperature compensation [4].
The circadian clock is found in most living organisms, examples include bacteria, fungi,
flies, plants and mammals [5, 6, 7, 8, 9] and its correct performance improves the health,
fitness and well-being of the organisms [10, 11].
Circadian rhythms are the result of positive and negative feedback in a network of tran-
scription factors, which regulate the mRNA and thus protein levels of each other. These
complex systems have been modelled in diverse organisms [12, 13, 14] by mathematical
approaches in order to understand the crucial factors driving the circadian oscillations,
and to determine whether the structure of these clocks can determine functionality [15, 16].
While elucidation of the design principles behind the clock structure has been a major fo-
cus, there is also consideration of how far clock complexity reflects environmental variation
[17].
In Arabidopsis, the use of mathematical modelling has its genesis in the ODE-based
model presented by [18] in 2005 to characterise the interaction between CIRCADIAN
CLOCK ASSOCIATED 1 (CCA1), LATE ELONGATED HYPOCOTYL (LHY) and
TIMING OF CAB EXPRESSION 1 (TOC1). Because of their similarities, CCA1 and
LHY were considered as a single variable within the model so that the Arabidopsis clock
was represented as a two-node negative loop between CCA1/LHY and TOC1. This work
launched the recurrent use of mathematical modelling with experimental efforts to gener-
ate hypotheses, which have elucidated the structure and function of the plant circadian
system [19]. In addition to the ODE-based approach, Boolean [20] and linear time in-
variante (LTI) [21, 22, 23] models have been used. However, the ODE-based approach
remains the most widely used (see Chapter 4 for a description of the development of the
predominant ODE-based models for Arabidopsis).
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The rapid and invaluable progress in the understanding of the plant system, thanks to
joint modelling-experimental efforts, has resulted in an increase in the complexity of the
models (i.e. increased number of equations governing the system with a large number of
parameters) and therefore a decrease in the computational tractability of their implemen-
tations. A recent model [24] proposes a compact characterization of the plant system with
a reduced number of equations and parameters compared with prior models, granting a
more tractable mathematical alternative for modifications and computational implemen-
tation. Published works based on extensions of this model include study of the effect of
sucrose in the plant circadian system [25] and the work presented in Chapter 2 of this
thesis [26].
Three recent mathematical approaches have been developed to enrich modelling tech-
niques for the Arabidopsis circadian clock. The first addresses the optimization problem
caused by the increased number of parameters present in the latest models for Arabidopsis
[27]. This approach suggests applying the method of distributed delays in order to sim-
plify existing models, thus yielding a reduced number of parameters to fit. The second is a
minimal approach to investigate the potential role of functional structures found in other
biological networks (called motifs), specifically in Arabidopsis [28]. Finally, a stochastic
dynamical model for biochemical oscillators has been presented as an alternative to the
traditional ODE-based approach, to model the inherent stochasticity of biological systems
[29].
In Arabidopsis, mathematical models have focused mainly on characterizing the plant
clock in response to light. However, while being an important stimuli, temperature has
received less attention. This gap in the literature is necessary to fill because in the context
of climate change, characterization of temperature in the plant model system is of increas-
ing importance. Mathematical work on temperature dependence in circadian systems has
used the Arrhenius equation to characterise temperature sensitivity of the rates of the cir-
cadian models [30, 31, 32, 33], and by choosing proper activation energy values to make a
compensated model. However, little has been done to explore the design principles, which
may explain temperature compensation. The aim of this thesis is therefore to address
this gap in the literature and explore the design principles with the focus on temperature
sensitivity.
Thesis structure
This thesis is organized in four chapters. Each chapter begins with an abstract summa-
rizing its main contents. Each chapter has also an Introduction, which links the research
to key background literature and which specifies the aims and objectives of the chapter.
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For this reason, and to avoid repetition, this general introductory chapter for this thesis
does not present details of models and methods where these are contained elsewhere in
the thesis. Following the introduction, a Methods section in each chapter specifies the
procedures by which the analyses were carried out. Next, the key findings of the analyses
are shown in the Results section. Each chapter ends with a Discussion section, followed
by Supplementary Material as appropriate. A general conclusion is given at the end of
this thesis.
In Chapter 1, a numerical approach is outlined, with the aim of understanding tem-
perature dependence in the Arabidopsis circadian clock within the context of a recent
ODE-based model of the plant network by De Caluwé et al. (2016). We firstly explore
the robustness of this model to incorporate other forms of light forcing functions, rather
than being limited to the binary forcing used in the original model. We next incorporated
temperature dependence into the system by applying Arrhenius equations to the transla-
tion rates of the model, and assessing the influence of temperature on the plant system by
analysing its transient and periodic behaviour.
In Chapter 2, we extend the analysis of Chapter 1 by applying Arrhenius equations
to all parameters of the De Caluwé et al. (2016) model in order to study which processes
within the plant clock may drive compensation and entrainment. The combined effect
of thermal and photic forcing in more realistic scenarios, including those motivated by
possible future climate change, are also analysed.
In Chapter 3, we incorporate temperature dependence into a recent light-dependent
model, to investigate the possible functions of the protein HSP90 in the plant circadian
clock. To elucidate the role of HSP90 in entrainment, we simulate the effect of Gel-
danamycin, which is known as inhibitor of the function of HSP90. Moreover, we adapt
the original model to exhibit PRR9 and PRR7 as functionally independent responses and
compare the outputs of these revised models with experimental results generated by the
Davis Lab (Department of Biology, University of York). Numerical investigations lead us
to propose that HSP90 inhibits CCA1/LHY transcription, promotes ELF4/LUX transla-
tion, and inhibits the translation of PRR9 and PRR7. Our numerical results support the
hypothesis, suggested from experiments, that HSP90 influences the morning loop and is
required for proper thermal entrainment but not for light entrainment.
In Chapter 4, we explore the more general design principles of the plant clock, using
methods originally inspired by systems biology, by reviewing the most predominant models
of Arabidopsis in order to discern regulatory patterns that may explain clock function and
temperature compensation. We incorporate temperature dependence into several ODE-
based models by applying Arrhenius equations to their translation rates. Additionally,
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we propose three minimal models and explore what key features govern their function
via a series of random parameterisations and simulations, to enrich the analysis. Results
show that the highly repressive interactions between the components of the plant clock,
together with autoregulation patterns and three-node feedback loops, tend to contribute
to the function of the clock in general and to its robustness to variation in temperature
in particular. However, the fact that the networks governing clock function vary with
time, due to light and temperature forcing, reinforces the importance of studying the
functionality of the plant clock as a dynamic entirety rather than as a set of discrete static
motifs.
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1 Incorporation of temperature and analysis of transient
effects in the De Caluwé et al. 2016 model
Abstract
The circadian clock is a biological mechanism that permits living organisms to an-
ticipate daily changes in environment such as light and temperature. This chronologi-
cal system is made up of genes which interact together to generate biological rhythms
of 24 hour periodicity. In the Arabidopsis circadian system these interactions play
mostly a repressive role within the network, and forcing by light is considered an im-
portant ingredient to induce the expression of several clock genes. However, it is known
that the plant circadian clock also responds to changes in temperature; knowledge of
this phenomenon is especially important in the context of global food security and cli-
mate change. Complex mathematical models have been used to characterize the key
features of the plant oscillator and its responses to changes in light. A recent model
[24] offers a simple alternative to reproduce a wide range of behaviors in a variety of
day-night cycles. This model maintains the simplicity of the earliest mathematical
approaches, and incorporates recent structural findings regarding the plant circadian
system. Here we extend the model of [24] to incorporate temperature dependent
responses by applying Arrhenius equations to the parameters governing translation
rates of the model. To assess the influence of temperature on the plant system, we
analyse the model’s transient behaviour. We also simulate several time scales for data
collection in order to understand whether the timing of the experimental sampling
affects the results. In addition, we further adapt the model to allow for more realistic
smooth transitions between light and dark phases. This work is a starting point for
more sophisticated implementations of temperature dependent circadian clocks with
the ability to describe temperature dependence over a wider range of parameters, and
to provide insights into the biological mechanisms involved in temperature-dependent
behaviour.
1.1 Introduction
The circadian clock is made up of a complex network of genes which, interacting together,
allow organisms to anticipate daily environmental variations, thereby contributing to their
welfare. For example, the ability of the clock to track variation in light contributes to
human health by preventing incidence of cancers [34]. In plants, it grants advantages in
growth and development processes [35, 36], and in mice this clock intervenes in the aging
process [37] and cardiovascular disease [38].
The circadian clock generates molecular rhythms, and these have been modelled using
mathematical approaches so as to provide a better understanding of these rhythms. In
Arabidopsis, the first mathematical model [18] was built to characterize the first feedback
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loop identified from experiments [39]. This model [18] described a simple negative feedback
between the morning genes CIRCADIAN CLOCK ASSOCIATED 1 (CCA1 ) and LATE
ELONGATED HYPOCOTYL LHY, and the evening gene TIME OF CAB EXPRESSION
1 (TOC1 ). Explicitly, TOC1 promoted CCA1 and LHY expression, and reciprocally
CCA1 and LHY repressed TOC1 expression. Because CCA1 and LHY were found to
have similar temporal dynamics, they were modelled as a single variable resulting in a plant
model governed by a system of seven ordinary differential equations (ODEs) involving 29
parameters. Six ordinary differential equations (ODEs) formalized the evolution in time
of mRNA levels, or protein levels in the cytoplasm or nucleus, and an additional equation
formalized a light sensitive protein P via which light forcing was incorporated into the
model to promote CCA1/LHY gene expression.
Motivated by the simple model of [18], subsequent interactive mathematical-experimental
work discovered new clock components which further reformulated and refined the roles of
genes and proteins within the plant network. As a result, mathematical models increased
in complexity and their computational implementation became less tractable. For exam-
ple, in the following year, [40] considered a clock model of 16 ODEs with 60 parameters,
in 2012 [41] built a model of 28 ODEs with 107 parameters, and [42] in 2014 modelled 35
variables and 119 parameters for the plant system. This increased number of components
and parameters was necessary because these models attempted a more quantitative fitting
to experimental data and a more detailed description of molecular processes, and thereby
providing useful insights on the underlying mechanisms regulated by light.
1.1.1 A compact model
A recent model [24] proposes a minimal approach to describe the mechanism of the plant
oscillator. The model presents a reduced number of equations and parameters compared to
the previous models, without excluding recent discoveries of the plant network structure,
and it claims to capture the same features of the previous models by accounting for a more
qualitative (rather than quantitative) fitting, providing a useful mathematical tool of easy
implementation for numerical investigation of the plant system. The model consists of nine
coupled ordinary differential equations (ODEs) describing changing protein and mRNA
levels, with 34 parameters characterizing transcription, translation, and mRNA and pro-
tein degradation rates. This model, in common with previous clock models, combines
similar genes into a single variable, admitting a total of four clock components that repre-
sent eight clock genes. These four components are: CIRCADIAN CLOCK ASSOCIATED
1 and LATE ELONGATED HYPOCOTYL (CCA1/LHY ), the PSEUDO-RESPONSE
REGULATOR 7 and 9 genes (PRR9/PRR7), the evening genes EARLY FLOWERING 4
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and LUX (ELF4/LUX), and PSEUDO-RESPONSE REGULATOR 5 with TIMING OF
CAB EXPRESSION 1 (PRR5/TOC1 ). For each clock component, mRNA and protein
levels are modelled separately and are considered to be regulated by light. The effect of
light is parametrized in a binary manner: light forcing variables L and D take values L = 1
and D = 0 in light phases, and L = 0 and D = 1 in darkness. In the CCA1/LHY and
PRR9/PRR7 components, the effect of light at the transcription level is characterised via
a dark-accumulating protein P, which represents the proteins PHYTOCHROME INTER-
ACTING FACTOR 3 (PIF3) and PHYTOCHROME INTERACTING FACTOR 3-LIKE
1 (PIL1). This protein P is also affected by light, resulting in a transient induction effect
on the components regulated by interaction with this protein.
The interactions between the clock components in the model [24] are described by a
network, where each edge represents transcription factors affecting the transcription rates
of their target genes. For activation or inhibition effects, Hill functions are used to model
the increase or decrease (respectively) in transcription rate (see Chapter 4 for details).
Except regulation of PRR9/PRR7 by CCA1/LHY, all interactions involve negative regu-
lations. Figure 1.1, from Figure 1 of [24], depicts the structure of the network and shows
how the modelled interactions result in a clock structure composed by several positive and
negative feedbacks.
Figure 1.1: Clock network model. In the model [24], similar genes were merged into
the single variables CL, P97, P51, and EL, which represent the pair of genes CCA1/LHY,
PRR9/PRR7, PRR5/TOC1, and ELF4/LUX, respectively. The unique positive inter-
action of the model is depicted by an arrow, whereas blocked arrows represent negative
interactions, i.e. inhibition of a component by a transcription factor.
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In agreement with the formatting convention for Arabidopsis studies, gene names are
written in italic and protein names in roman font. The nomenclature for the variables
of the ODE system is preserved as it is in the original model of [24]. That is, variables
are shown in square brackets and have an attached subscript m or p representing mRNA
and protein concentrations, respectively. For example, [CL]m denotes mRNA levels of
the variable CL, which itself represents CCA1/LHY genes, whereas [CL]p means protein
levels of those corresponding genes.
The model is summarised by the following system of ODEs,
d[CL]m
dt
= (v1 + v1L ∗ L ∗ [P ]) ∗ 1
1 + ( [P97]pK1 )
2 + ( [P51]pK2 )
2
− (k1L ∗ L+ k1D ∗D) ∗ [CL]m
d[CL]p
dt
= (p1 + p1L ∗ L) ∗ [CL]m − d1 ∗ [CL]p
d[P97]m
dt
= (v2L ∗ L ∗ [P ] + v2A + v2B ∗
[CL]2p
K23 + [CL]2p
) ∗ 1
1 + ( [P51]pK4 )
2 + ( [EL]pK5 )
2
− k2 ∗ [P97]m
d[P97]p
dt
= p2 ∗ [P97]m − (d2D ∗D + d2L ∗ L) ∗ [P97]p
d[P51]m
dt
= v3 ∗ 1
1 + ( [CL]pK6 )
2 + ( [P51]pK7 )
2
− k3 ∗ [P51]m
d[P51]p
dt
= p3 ∗ [P51]m − (d3D ∗D + d3L ∗ L) ∗ [P51]p
d[EL]m
dt
= L ∗ v4 ∗ 1
1 + ( [CL]pK8 )
2 + ( [P51]pK9 )
2 + ( [EL]pK10 )
2
− k4 ∗ [EL]m
d[EL]p
dt
= p4 ∗ [EL]m − (d4D ∗D + d4L ∗ L) ∗ [EL]p
d[P ]
dt
= 0.3 ∗ (1− [P ]) ∗D − [P ] ∗ L
The parameter values are those fitted to experimental observations in [24] for a quali-
tative dynamics matching, summarised in the following table.
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Parameter description Name Value Units
CL transcription v1 4.6 nM.h−1
CL light-induced transcription v1L 3.0 nM.h−1
P97 transcription v2A 1.3 nM.h−1
P97 CL-induced transcription v2B 1.5 nM.h−1
P97 light-induced transcription v2L 5.0 nM.h−1
P51 transcription v3 1.0 nM.h−1
EL transcription v4 1.5 nM.h−1
CL mRNA degradation (light) k1L 0.5 h−1
CL mRNA degradation (dark) k1D 0.2 h−1
P97 mRNA degradation k2 0.4 h−1
P51 mRNA degradation k3 0.6 h−1
EL mRNA degradation k4 0.6 h−1
CL translation p1 0.8 h−1
CL light light-induced translation p1L 0.4 h−1
P97 translation p2 1.0 h−1
P51 translation p3 0.6 h−1
EL translation p4 1.0 h−1
CL degradation d1 0.7 h−1
P97 degradation (dark) d2D 0.5 h−1
P97 degradation (light) d2L 0.3 h−1
P51 degradation (dark) d3D 0.5 h−1
P51 degradation (light) d3L 0.8 h−1
EL degradation (dark) d4D 1.2 h−1
EL degradation (light) d4L 0.4 h−1
Inhibition: CL by P97 K1 0.2 nM
Inhibition: CL by P51 K2 1.2 nM
Activation: P97 by CL K3 0.2 nM
Inhibition: P97 by P51 K4 0.2 nM
Inhibition: P97 by EL K5 0.3 nM
Inhibition: P51 by CL K6 0.5 nM
Inhibition: P51 by itself K7 2.0 nM
Inhibition: EL by CL K8 0.4 nM
Inhibition: EL by P51 K9 1.9 nM
Inhibition: EL by EL K10 1.9 nM
Table 1: Parameter values.
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1.1.2 The Arrhenius approach for temperature dependence
Although light is an important stimulus, it is not the only signal regulating circadian
rhythms; temperature is also an important stimulus to regulatory factor [43]. In Ara-
bidopsis, there is evidence that a small difference of 4°C in temperature is able to reset
the clock [44]. However, the effect of temperature is less well studied than that of light,
and its incorporation within mathematical models is not fully developed.
Theoretical work on temperature dependence within the context of circadian rhythms,
has mainly used the assumption that parameters of clock models can be described by the
Arrhenius equation [45]. This equation describes a temperature dependent reaction rate
via the concept of an activation energy, defined as the minimum amount of energy needed
for a reaction to occur (see Figure 1.2).
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Figure 1.2: The larger activation energy, the higher the dependence of the
reaction rate on the temperature. Modelled Arrhenius temperature dependence of
translation rate of PRR9/PRR7 for different activation energies.
Explicitly, for a given rate ki, temperature dependence is characterised as follows,
ki = Ai exp
(−Ei
RT
)
, (1)
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where the parameters Ai and Ei are physical constants, respectively a rate constant and
an activation energy for that particular reaction, and R is the universal gas constant
(8.3145× 10−3kJ mol−1 K−1) and T is temperature (in Kelvin).
A closely related concept to the notion of activation energy is the Q10 coefficient. Q10
is defined as the ratio of the reaction rates measured at two temperatures differing by
10°C [46]. This coefficient can also be calculated for an arbitrary range of temperatures
by [47],
Q10 =
(
kT2i
kT1i
) 10°
T2−T1
, T2 > T1, (2)
where kT1i and k
T2
i represent rates of the process i at the temperatures T1 and T2, respec-
tively.
Biochemical processes usually present reaction rates that double or triple in response
to an increase in temperature of 10°C. This is quantified by equation 2 from which Q10
values between 2 and 3 are obtained. The Arrhenius equation allows us to predict a
reaction rate with an observed Q10 value by the activation energy term Ei. Explicitly, an
expression for activation energy can be determined from equation 1,
Ei =
R× log
(
k
T2
i
k
T1
i
)
1
T1
− 1T2
, (3)
where the numerator in equation 3 is a function that depends on the ratio of reaction rates
obtained at two temperatures, T1 and T2. Note that knowing the rate ki of each reaction
at a reference temperature allows us to invert equation 1 to calculate each Ai term at a
variable temperature T according to,
Ai = ki exp
(
Ei
RT
)
. (4)
Based on the Arrhenius relationship, mathematical work has been elaborated mostly in
the frame of the temperature compensation mechanism. Examples of organisms in which
temperature effects have been modelled by this equation include Neurospora [32, 48],
Chlamydomonas [49], and Drosophila [50]. In particular, temperature compensation is
explicitly introduced into mathematical models by choosing suitable values for the pa-
rameters Ei [48]. The assumption involved in this is that temperature compensation is
achieved by the trade off between reactions that lead to an increase in period and reactions
that lead to a decrease in period as temperature rises [51], so that the period p of a circa-
dian oscillator is invariant over a range of physiological temperatures (i.e. dpdT ≈ 0). The
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mathematical expression for the change in period with respect to a change in temperature
is given by [48],
dp
dT
= p
RT 2
m∑
i=1
ciEi, (5)
where the coefficients ci = d log pd log ki [32] determine whether a process contributes to increase
or decrease the period of the system as temperature varies. These coefficients can be
calculated numerically by solving the equations of a given clock model [52] for a small
change in the parameter ki while the other parameters remain fixed [32].
Note that the period p can therefore be expressed as a function of temperature through
the rate constants ki as p = p(k1(T ), k2(T ), ..., km(T )). Thus, equation 5 is easily deduced
by applying the chain rule. Specifically, one obtains,
dp
dT
=
m∑
i=1
dp
dki
dki
dT
. (6)
If ki in the term dkidT of equation 6 is substituted by equation 1, then
dp
dT
=
m∑
i=1
dp
dki
Ei
RT 2
ki. (7)
Multiplying equation 7 by the factor pp (a convenient factor to rewrite the terms of the
equation in form of derivatives of logarithmic functions), one finally has,
dp
dT
= p
RT 2
m∑
i=1
d log p
d log ki
Ei. (8)
Alternatively, equation 5 can be rewritten by the following expression [48],
d ln p
dT
= 1
RT 2
m∑
i=1
ciEi, (9)
therefore, by setting 1
RT 2
∑m
i=1 ciEi = 0 and calculating the control coefficients ci, we just
need to find suitable Ei values that fulfill this condition in order to obtain a compensated
model.
Although this approach for temperature compensation has been widely used, very
little has been done regarding modelling the temperature entrainment mechanism. In [52],
the authors incorporated temperature compensation into the Goodwin model, a generic
oscillator proposed to model processes at molecular level in cells [53], and they showed
that the modified model could be entrained by sinusoidal temperature cycles, yet, for a
limited forcing period only. Activation energy values were allowed to vary on the range 0-
150 kJ mol−1. In [49], authors proposed a model for Chlamydomonas, where temperature
compensation and entrainment by square and sinusoidal temperature waves were achieved
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for activation energies ranging from 40 to 84 kJ mol−1; however, entrainment also was
subject to a limited forcing period. Unlike the results in [52], the model for Chlamydomonas
in [49] required different activation energy values to be entrained than the needed to obtain
compensation. In both models, the ability of entrainment was assessed by comparing the
period of the external cycle with the period of the system.
In Arabidopsis, the use of the Arrhenius equation is less frequent, or is restricted
to certain narrow cases. For example, [33] incorporated temperature dependence into
[54] model by making light-dependent parameters sensitive to temperature. Activation
energy values used ranging from 1.02 to 40.59 kJ mol−1. They modified this model to be
temperature compensated following [32] ideas, so that they could fit experimental data
with the results supporting the hypothesis that light signalling is required for temperature
compensation.
Unlike the [33] approach, in this thesis we looked for a more qualitative setting in
order to understand the elemental principles behind temperature dependence in the plant
circadian clock. Our goal is to determine what structural design is needed for clock func-
tion, allowing plants to adapt daily to temperature changes. Thus, as a starting point, in
this chapter we evaluated the robustness of the model [24], firstly by modifying the model
to allow smoother transitions between light and dark phases, and secondly incorporating
a temperature response by applying the Arrhenius equation into the parameters of the
model’s translation rates. We then explored whether this simple change, namely including
the influence of temperature, is sufficient to entrain rhythmic dynamics. Different entrain-
ment regimes were simulated to analyse the role of transient behaviour, with relevence
both to future modelling studies and to the interpretation of experimental data. Finally,
we studied the rhythmicity of the clock across several simulated time scales for insights
on the effect of the sampling frequency in experimental results.
1.2 Methods
1.2.1 The model
The mathematical model under investigation is that introduced in [24], a highly intercon-
nected model with multiple light input, which has been showed to be effective in modelling
the light entrainment of the plant clock [55] (see Introduction section for details).
1.2.2 Adapting the model for changes in light
In the model [24], environmental light conditions are considered as binary phases so that
light-dark cycles are modelled unrealistically as square waves. Therefore we adapted the
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model to allow for continuous changes in light levels. Explicitly, we considered two de-
scriptions of continuously varying illumination; a simple sinusoidal function, and a function
using a tanh function to smooth transitions between light and dark as advocated in [41, 54].
The equation for tanh forcing is defined by
L(t)tanh = 0.5 ∗ ((1 + tanh((t− per ∗ floor(t/per)− dawn)/Tw))
− (1 + tanh((t− per ∗ floor(t/per)− dusk)/Tw))
+ (1 + tanh((t− per ∗ floor(t/per)− per)/Tw))), (10)
where Tw is the parameter of "twilight" duration, that is, the time taken by the system to
transit between light and dark phases; dawn and dusk are phase parameters with values
dawn = 0 and dusk = per/2 for a 24 h cycle (i.e. per, the period, is equal to 24); tanh is
the typical hyperbolic tangent function, and floor is a function of rounding operation.
The equation for sin forcing is given by,
L(t)sin = A sin
(
2pi
(1
p
)
t
)
+ 0.5, (11)
where A is the amplitude set to be equal to 0.5, and p is the period (in hours).
1.2.3 Including temperature dependence
The original model of [24] includes light as the only external stimulus, thereby limiting any
entrainment response to be purely driven by light. In order to incorporate temperature
entrainment, we introduce temperature dependence by assuming that each rate can be
described by an Arrhenius equation [30, 52, 45].
The parameter values of the model are chosen so that the model exactly matches that
of [24] at the reference temperature 21°C (Table 1). All translation rates of the model were
allowed to vary with temperature, i.e. the parameters p1, p1L, p2, p3, and p4. Each value
of each translation rate was fixed to the corresponding temperature reference of 21°C and
constrained to an arbitrary activation energy value. Then, the equation 1 was solved to
predict the values of those parameters at a temperature of 17°C after calculation of the
Ai terms from equation 4.
1.2.4 Identifying transients and quantifying rhythmic behaviour
In each of the simulations, the procedure is that the system is started with all dynamic
variables initialised to independent uniform random values between 0 and 0.1. The system
is then run forward in time for a fixed number of days under a periodic environmental
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regime (see the model equations in Introduction section) in the expectation that rhythmic
behaviour will manifest itself (entrainment). After this entrainment stage, the environmen-
tal parameters are fixed to some prescribed level (free-running) and the systems behaviour
is monitored. These simulations thereby mirror the experimental approaches common in
the circadian literature.
Initial investigations asked how many days of entrainment need to be imposed for all
systems to synchronize i.e. for any transients induced by the random initial conditions
to die out. Simulations involved up to 287 days of entrainment, with typical cycles of 12
hours at 21°C (warm) and 12 hours at 17°C (cold). To allow some initial investigation, we
set the activation energy Ei to 90 kJ mol−1, which is broadly consistent with published
estimates [32, 52].
Another important consideration involves the question of when to measure the period
of the resulting free-running oscillations. To develop reliable estimates, the periodicity
of CCA1/LHY expression was assessed by evaluating the period based on changes in
the first and second day of free-running following thermal entrainment, then between the
third and fourth days (the method used in experiments), and finally the eighteenth and
nineteenth days. Note that the equation 1 has two free parameters, Ai and Ei, and one
constraint. For this reason simulation results are presented for activation energies taking
the values Ei=10, 50 and 90 kJ mol−1. To account for any influence of initial conditions,
100 replicates of each simulation were carried out. We also carried out simulations where
each activation energy was chosen at random, independently, from a U[10,90] distribution.
In these random cases, 400 independent replications were used (Figure 1.10).
Similarly, we used three methods to calculate the period. The first method involved
observing the mRNA level at the initiation of free running, and then computing how long
it takes to reach the same amount of mRNA. The period was also calculated by measuring
the time difference between consecutive troughs, and between consecutive peaks. Because
measures were very similar (not to say identical), results shown here were obtained by the
trough method.
Simulations and analysis were perfomed in MATLAB. The integration of the system
of ODEs was computed using the ODE45 solver. Solutions were verified by other solvers
such as ODE23s.
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1.3 Results
1.3.1 Adapting the model for continuous changes in light
In order to model a more “realistic” light-dark cycle, we implemented a tanh and a simple
sinusoidal function (see equations 10 and 11) for continuous changes in light levels (see
Figure 1.3). The results show that the model [24] is robust against perturbations in light
forcing; outputs from “realistic” light functions were very similar compared to the original
square waves. Figure 1.4 provides an illustrative example of the model’s output under
different light forcing regimes. A wide variety of similar simulations were carried out for
similar forcing regimes, constrained only to be practical biologically and practically, and
in no cases was any important difference in output observed. In other words, the [24]
model is robust to different choices of light forcing functions, and the constraint of strict
light-dark dynamics in the original model is unlikely to introduce any artefacts.
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Figure 1.3: Forcing functions for light variability. The top subplot shows the binary
model of [24] for light variability. We adapt this model to allow smooth transitions between
light and dark using a tanh function as advocated in [54]. We also consider a simple
sinusoidal function to allow continuous changes in light levels. The Zeitgeber time (ZT) is
given for a notional unit of an hour, where the phases ZT0 and ZT24 indicate when light
is on (i.e. dawn), and ZT12 and ZT36 when light switches off (i.e. dusk) in a 24 h cycle.
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Figure 1.4: The clock model behaviour is robust when the equations of [24]
are forced with different models for light variability. In all cases a qualitative
agreement of model outputs is observed, but with a small decrease in amplitude in the
case of sinusoidal light forcing. Similary to [54], the parameter of twilight of the tanh
function (see equation 10) was set to be equal to a 0.5 h duration. For the sinusoidal
function (see equation 11), the parameters of amplitude and phase were set to 0.5. The
Zeitgeber time (ZT) is given for a notional unit of an hour, where the phases ZT0, ZT24
and ZT48 indicate the beginning of the light forcing (i.e. dawn), and ZT12, ZT36 and
ZT60 when light forcing switches off (i.e. dusk) in a 24 h cycle
.
1.3.2 Adapting the model for changes in temperature: transient effects
The clock model (see the model equations in Introduction section) was implemented to
simulate standard experimental conditions, i.e. entrainment of 12 hours in warm conditions
and 12 hours in cold conditions under constant light, for a 21°C/17°C thermal cycle. The
general behaviour of the system was assessed by observing periodicity and phase of the
last entrainment cycle peak, and also the phase of the first peak after the clock is released
into free-running conditions (constant warm and light).
Figure 1.5 depicts the period calculated over a range of entrainment durations. Re-
sults show that when the clock was entrained for less than a hundred cycles, the system
continually varied in rhythmicity in both entrained and initial free-running conditions. In
contrast, after two hundred entrainment cycles the periodicity was well defined and the
system reached its final state of regular periodic oscillations. Consistent with this, the
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initial free-running period was closer to the value observed in the last thermal cycle when
seven days of entrainment were implemented. The emergence of stable oscillations as a
result of a long entrainment process can also be observed in Figure 1.6. Outputs of the
peak phase of CCA1/LHY confirm the transient state of the system when it is forced for
a few thermal cycles; differences in phase between the first free-running peak and the last
peak under entrainment are minimal. However, the peak phase of CCA1/LHY remains
stable in entrained and free-running conditions.
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Figure 1.5: More than a hundred days of entrainment are needed by the model
to reach its final oscillatory state, but stable oscillations emerge with approx-
imately the correct period after seven days of entrainment. The initial free
running period decreases slightly as the length of the entrainment process in-
creases. Results show outputs for thermal cycles of 12 h in warm and 12 h in cold ranging
from 7 to 287 days of entrainment. A) depicts the period observed in the last cycle under
entrainment and B) shows how long the clock takes to oscillate once immediately after
the release into constant warm conditions.
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Figure 1.6: The phase of the CCA1/LHY mRNA follows a similar pattern to
that observed for period in Figure 1.5. Phase of the peak of CCA1/LHY mRNA
levels for thermal cycles of 12 h in warm and 12 h in cold ranging from 7 to 287 days of
entrainment. Results show the ZT hour notation of the phase of peak observed in the last
day of entrainment and the first day in free-running conditions.
Figure 1.7 presents the same information described in Figures 1.5 and 1.6, but il-
lustrated as a time series. The plot shows the last 10 cycles of 182 thermal cycles of
entrainment and contrasts those results with outputs from seven thermal cycles. In both
cases the clock was released into free-running conditions after entrainment. Although in
short and long entrainment processes the clock can be thermally entrained (i.e. it oscil-
lates approximately once per cycle), in 182 cycles case the period matches exactly the
external rhythm and remains stable. In contrast, for seven cycles of entrainment, the
system still slightly shifts at the end of the process and is not able to perfectly achieve the
rhythmicity of the external forcing. In (Figure 1.8), these trajectories (under entrainment)
are shown in the CCA1/LHYPRR5/TOC1 phase plane, highlighting the stability in limit
cycle reached by the long entrainment process.
40
12 24 36 48 60 72 84 96 108 120 132 144 156 168 180 192 204 216 228 240
ZT(hours)
0
0.5
1
1.5
2
CC
A1
/L
HY
228 240 252 264 276 288 300 312 324 336 348 360 372 384 396 408 420 432 444 456
ZT(hours)
0
0.5
1
1.5
2
CC
A1
/L
HY
Figure 1.7: Hundreds of thermal cycles of entrainment are needed by the model
to reach the final state. Comparison of the standard entrainment length (seven days
of entrainment) and a long process of entrainment (182 days). The solid line depicts
simulated mRNA levels over time in the last 10 days following 172 days of entrainment
(top panel) before the clock is released into free-running conditions (bottom panel). The
dashed line depicts simulated mRNA level for seven days of entrainment (top panel) and
those under free-running conditions (bottom panel). The clock model was forced at 12
h at warm (21°C) and 12 h at cold (17°C) in a 24 h thermal cycle under constant light.
The conditions of free-running are constant warm and light. The Zeitgeber time (ZT) is
given for a notional unit of an hour, where the phase ZT0 (and consecutively every 24
hours) indicates the beginning of the temperature forcing (i.e. dawn), and ZT12 (followed
by phases every 24 hours from ZT12) indicates when temperature forcing switches off (i.e.
dusk).
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Figure 1.8: More than seven days of thermal entrainment are needed for the
model to reach a stable limit cycle. Trajectories of the system in phase plane of
PRR5/TOC1 against CCA1/LHY mRNA levels. The dynamic of seven days of entrain-
ment in limit cycle (blue line) is compared to a longer process of 182 days of entrainment
(red line), where the last seven days of entrainment following 175 days of a forced clock
are shown. A 24 h 21°C/17°C thermal cycle was simulated.
1.3.3 Periodic behavior at different time scales
In order to understand whether the timing of the experimental data collection influences
the results, we simulated several time scales for data collection and evaluated the periodic-
ity of the system. Simulations were carried out for seven days with 12 hours in warm and
12 hours in cold, as done in standard experiments. A 21°C/17°C thermal cycle was used.
To be precise in our estimates we implemented three methods to calculate the period and
compared them. The first method implemented consisted of calculating the time taken
by the system to return to the initial free-running state; some limitations were found.
For example, the method was not compatible with cases when the amplitude of the free-
running oscillations was lower than the value observed when the clock is released, as this
level no longer is obtained (see Figure 1.7 for an example). In the other two methods,
the time differences between troughs and peaks (respectively) were calculated. The results
obtained were practically indistinguishable. However, because in this study the expression
of CCA1/LHY is considered for the analysis, and because CCA1/LHY slightly overan-
ticipates dawn and its mRNA levels rapidly decrease, we chose the trough method for all
subsequent numerical calculations. This method allowed us to obtain reliable estimates,
in particular for the initial free-running period, as the first trough phase of CCA1/LHY
occurs earlier than the first peak phase.
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Figure 1.9 shows the distribution of the period after 100 replications for three activation
energy values (Ei=10, 50 and 90 kJ mol−1) at four time scales: the closest cycles before
and after the release of the clock, and the 3rd − 4th and 18th − 19th days forward in free-
running. As expected for entrained conditions, differences in distribution are observed
between activation energy values, and a larger variability in periodicity emerges when the
values Ei=50 and 90 kJ mol−1 are used to parametrise the influence of temperature on
the system. This is explained by the Arrhenius law, as higher activation energy values
imply higher sensitivity of the rates to a change in temperature. For this reason, in the
opposite case of low temperature sensitivity (i.e. Ei=10 kJ mol−1), the variability of the
distribution of the period is smaller as the clock is less strongly forced. In agreement with
the previous results, transient behaviour was observed in the initial free-running period.
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Figure 1.9: Period estimates derived from the 1st and 2nd days in free-running
conditions are very unreliable. Distribution of the clock period for different activation
energy values (red, black and green boxes represent Ei=10, 50 and 90 kJ mol−1, respec-
tively) in four times scales: from the last two days of entrainment following five days of
those conditions to 18th − 19th days in constant temperature and light. 100 independent
replications were used. Transient behaviour is observed on the 1st and 2nd days in free-
running conditions. The higher influence of temperature on the translation rates of the
model, the higher variation in periodicity when the clock is forced.
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Results from random activation energy values (see Figure 1.10) are consistent with
those shown in Figure 1.9. When the Arrhenius parameters Ei were allowed to vary
uniformly at random on the range 10 kJ mol−1 and 90 kJ mol−1, modelled outcomes
on the 1st and 2nd days after the release of the clock also showed presence of transient
behaviour, which supports the idea that these time scales are very unreliable for data
collection.
Pe
rio
d 
(h)
Figure 1.10: Observations on the 1st and 2nd days in free-running conditions
are very unreliable. Distribution of the period length when random activation energy
values are assigned to translation rates. Each distribution corresponds to a different time
scale. Observations in entrainment conditions come following five days of entrainment.
All modelled outcomes in free-running were obtained under constant temperature and
light. 400 independent replications were used from uniformly distributed random numbers
between 10 and 90. Similarly to results in Figure 1.9, transient behaviour is observed on
the 1st and 2nd days in free-running conditions.
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To test the temperature results, the distribution of the period in different time scales
for light entrainment was also analysed (Figure 1.11). Similar to the temperature analysis,
we measured the period around the transition from photo cycles to free-running conditions
followed by measurements on 3rd − 4th and 18th − 19th days in continuous light. Seven
days of entrainment for 12 hours in light and 12 hours in dark for 100 replications were
simulated. Consistent with temperature results, observations on the 1st and 2nd days of
free-running are very unreliable. In contrast, there is minimal variability in the period
calculated under light forcing, which indicates that the temperature-dependent model
requires more time to reach its final state.
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Figure 1.11: Period estimates based on the 1st and 2nd days in free-running
conditions may be unreliable. Distribution of the clock period in four times scales.
Modelled outcomes under entrained conditions corresponds to the last two days following
five days of entrainment by photo cycles of 12 h in light and 12 h in dark. 100 independent
replications were used. The rhythmicity of the system did not vary in any time scales
analysed. It is also observed that the outputs obtained match exactly published results
[55]. This confirms that the trough method is efficient at quantifying periodicity.
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1.4 Discussion
With the aim to discuss the effect of temperature in the context of the model [24], in this
chapter we present the model from [24], and show how it can be extended to account for
continuous variation of light. We develop a framework by which temperature dependence
can be added to the model, and we implement this by hypothesizing temperature sensi-
tivity on translation rates following the established Arrhenius law. This produces some
useful preliminary results concerning the clock’s period at various time scales. This chap-
ter is best regarded as the first step in a research process which will involve interactive
mathematical and experimental efforts that together will lead to a better understanding
of how the clock is reset to match the environmental changes.
Transient analysis showed that more than a hundred thermal cycles are required to
allow the system to reach its final state. In contrast, results for periodicity of the clock
system at different time scales were obtained from simulations performed similarly to
standard experimental conditions. That is, numerical outputs for entrainment cycles of 12
hours in warm and 12 hours in cold during seven days followed free-running conditions at
constant light and warm. Results in both light and temperature forcing showed that data
obtained on the 1st and 2nd days of continuous conditions are very unreliable. Moreover,
the variability in rhythmicity of the system was dependent on the influence of tempera-
ture, which was characterized by three different activation energy values. Together, this
reaffirms the fact that the dynamics of the plant system varies due to intrinsic/extrinsic
events.
For preliminary results, we arbitrarily assumed temperature-dependent changes on
the translation rates of the model, and excluded transcription and degradation processes,
which have been proven to be temperature sensitive [56]. This simplification was enough
to provide helpful insights into how long of entrainment is needed by the plant clock
model to avoid transient behaviour. However, in the follow-up chapter we incorporate
temperature dependence in all rates of the model, which govern transcription, mRNA and
protein degradation, and translation processes, in order to identify what processes are
important in the current clock model for temperature mechanisms [26].
We have shown that temperature-dependent changes in the translation rates of the
model can entrain the system; after removing transients, the clock’s period matches exactly
the external rhythm, a stable phase is also observed, and sustained oscillations are possible
in the absence of the temperature forcing, which are elemental properties to demonstrate
entrainment [2]. Additionally, testing these properties on cycles different than 24 h length
is considered an accurate way to demonstrate the capability of a model to be entrained by
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an external cue [2]. The model [24] has been shown to possess a wide entrainment range,
being able to oscillate once per light-dark cycle in cycles with length between 17 and 32
hours, and for different hours of exposure to light and dark within a cycle (photoperiod)
[55]. In the next chapter we address these ideas in order to analyse the combined effects
of varying light and temperature in the adaptation to changing environmental conditions.
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2 Heat the clock: Entrainment and Compensation in Ara-
bidopsis Circadian Rhythms
Abstract
The circadian clock is a biological mechanism that permits some organisms to
anticipate daily environmental variations. This clock generates biological rhythms,
which can be reset by environmental cues such as cycles of light or temperature, a
process known as entrainment. After entrainment, circadian rhythms typically persist
with approximately 24 hours periodicity in free-running conditions, i.e. in the absence
of environmental cues. Experimental evidence also shows that a free-running period
close to 24 hours is maintained across a range of temperatures, a process known as tem-
perature compensation. In the plant Arabidopsis, the effect of light on the circadian
system has been widely studied and successfully modelled mathematically. However,
the role of temperature in periodicity, and the relationships between entrainment and
compensation, are not fully understood. Here we adapt recent models to incorpo-
rate temperature dependence by applying Arrhenius equations to the parameters of
the models that characterize transcription, translation, and degradation rates. We
show that the resulting models can exhibit thermal entrainment and temperature
compensation, but that these phenomena emerge from physiologically different sets of
processes. Further simulations combining thermal and photic forcing in more realistic
scenarios clearly distinguish between the processes of entrainment and compensation,
and reveal temperature compensation as an emergent property which can arise as a re-
sult of multiple temperature-dependent interactions. Our results consistently point to
the thermal sensitivity of degradation rates as driving compensation and entrainment
across a range of conditions.
2.1 Introduction
The circadian clock is an interconnected network of biological processes needed for some
organisms to anticipate daily environmental variations. The synchronization of the clock
with the night/day cycle grants advantages such as growth and development in plants [57,
58, 59, 11, 60, 61], energy balance in mammals [62], conidium development in Neurospora
[63], sleep modulation in Drosophila [64] and starvation response in Cyanobacteria [65].
This biological system generates rhythmic gene expression, and mathematical models have
helped to uncover the crucial molecular mechanisms of diverse living organisms [24, 42, 66,
67, 68, 69, 14, 70, 71, 72, 73]. For an overview of insights into the complexity of circadian
systems using mathematical and biological techniques, see [13, 8, 19, 74, 9].
In plants, mathematical models based on ordinary differential equations (ODEs) were
built in order to characterize the first feedback loop indentified by experimental observa-
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tions. Subsequenty, mathematical models have continued describing the key mechanisms
driving the plant oscillator [24, 42, 66, 41, 54, 22, 75, 76, 40, 77, 18]. These models
have motivated hypotheses which, in parallel with experimental validation, have helped to
establish not just the components of the network, but also to elucidate their role [19, 78].
Light and temperature are important stimuli to regulate circadian rhythms [79, 2].
However, most modelling efforts have only focused on incorporating the effect of light
in the plant circadian system. The influence of temperature is less clear, and is less well
studied. A better understanding of temperature dependence in the circadian clock, and its
relation to light, is needed for several reasons. While experiments necessarily concentrate
on controlled and idealised scenarios, the real physiological challenges faced by plants are
more varied. In the simplest case, global climate warming will require plants to maintain a
24 hour rhythm at an increased average temperature. Alternatively, a local environmental
warming might require a plant to disperse toward a higher latitude to maintain an optimal
temperature range. Such a latitudinal change will necessarily involve a change in the
associated light-dark cycle, with higher latitudes being subject to (in summer) longer
days and shorter nights. Similarly, for crop plants, it may be the case that potentially
productive cultivars have evolved at different latitudes or temperatures; an understanding
of how a plant’s clock will function when translocated to a new environment could be
crucial in assessing its suitability [80, 81].
An important property of many circadian clocks is that the free-running period, i.e. the
frequency of the oscillator in the absence of changing external stimuli, varies minimally
over a range of temperatures, a phenomenon known as temperature compensation. A
small number of studies consider the role of temperature in the Arabidopsis circadian
clock, seeking to combine experimental results with numerical simulations. [82] simulated
the role of GIGANTEA (GI) in temperature compensation using the model of [77]. By
modifying the transcription rates of the genes CIRCADIAN CLOCK ASSOCIATED 1
(CCA1) and LATE ELONGATED HYPOCOTYL (LHY) along with the hypothetical
gene Y, they were able to fit the experimental data and to propose that GI is a component
of Y. Also, [83] used the model [77] to test the contribution of FLOWERING LOCUS C
(FLC) on compensation observed in experiments. They could fit experimental observations
by increasing the maximum transcription rate of the hypothetical gene X in the model.
This simulated the LUX ARRHYTHMO (LUX) gene effects on the clock, which is known
to play a role in temperature compensation [84]. [33] built a temperature compensated
model by incorporating temperature dependence into the model [54]. The authors thereby
explained temperature compensation as a consequence of the architecture of the clock
network, where rates of transcription, translation and, mRNA and protein degradation
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were hypothesised to change with temperature.
Explanations of temperature compensation are centred around two hypotheses [33, 85].
The first proposes that the structure of the clock gene network, together with simple
temperature dependence of its control coefficients, have evolved in order to produce an
overall balance. The alternative hypothesis is that separate specific molecular mechanisms
have evolved in order to ensure compensation, as argued in the case of the Neurospora
circadian clock [32]. It is notable, however, that [32] hypothesised temperature dependence
of two key translation rates using idealised hyperbolic tangent functions. This is in contrast
to the Arrhenius formulation used in [33]. The latter approach, which allows for a simple
parameterisation and which can be derived from the laws of statistical mechanics, forms
the basis of this investigation.
The ability to maintain a 24 hour free-running period across a range of temperatures
may not be a property subject to evolutionary selection; of more practical ecological rele-
vance is an ability to maintain a circadian rhythm under a range of varying, and perhaps
unpredictable, light and temperature stimuli. In this sense, although the mechanisms
driving them may be related, the ability of a clock to be entrained must be separated from
the phenomenon of temperature compensation. Mathematical models allow precisely this
separation to be achieved.
Here we aimed to gain insight into clock mechanisms involved in adaptation to changing
environmental conditions. To this end, we modified a recent model [24] by hypothesising
temperature-induced changes in reaction rates, distinguishing the roles of transcription,
translation and degradation. We conducted a simulation study across a wide range of light-
dark and warm-cold regimes, and we explored the ability of our model to be thermally
entrained and to show temperature compensation. Our results generally supported the
holistic network-driven hypothesis for compensation, but they emphasised the importance
of the thermal dependence of degradation on the clock’s function. These conclusions were
generally supported when the results were challenged by allowing greater uncertainty in
the thermally sensitive parameters, and when results were compared to those from an
earlier, more complex, mathematical model [41].
2.2 Methods
2.2.1 The model
The mathematical model presented here is based on [24]. The model is considerably
simpler than earlier models [42, 66, 41, 54], but is known to replicate many key features of
the plant circadian system. Figure 2.1, adapted from Figure 1 of [24], depicts the structure
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of the network model and shows how its components interact via positive and negative
feedbacks.
Figure 2.1: Schematic diagram illustrating main features of the [24] model in
light and dark phases. In the model, similar genes were merged into the single vari-
ables CL, P97, P51, and EL, which represent the pair of genes CCA1/LHY, PRR9/PRR7,
PRR5/TOC1, and ELF4/LUX, respectively. Edges represent transcription factors affect-
ing the transcription rates of a gene in the network.
As explained in [24], the parameter values of the model are based on a fit to qualitative
dynamics, based on matching amplitude, phase and period with experimental observation.
Details of the model and its parameter values are in Chapter 1, Introduction Section.
All simulations and analysis were performed in MATLAB. The integration of the sys-
tem of ODEs was performed using the ODE23s solver, and numerical accuracy was verified
by comparing to the outputs of alternative solvers such as ODE45.
2.2.2 Including temperature dependence
We introduce temperature dependence into the model [24] by assuming that each rate
can be described by the Arrhenius equation (see Chapter 1, Introduction Section for
details). This formulation appears to introduce a further two unknown parameters for each
temperature dependent reaction. However, by requiring that the model parameters match
those fitted by [24] at their reference temperature of 21 °C, and by defining a realistic Q10
value for each reaction, this apparent uncertainty is ameliorated. Equation 3 in Chapter
1 immediately allows an indicative value of Ei to be calculated: assuming a reference
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temperature of T1 = 21°C, and a Q10 of 2 (commonly accepted value for biochemical
reactions), substituting into Equation 3 gives an approximate value of Ei = 50 kJ mol−1.
This value of the activation energy is used as a starting point in the following numerical
study. The role of the uncertainty in the values of Ei for each reaction i can be investigated
via Monte Carlo simulations spanning a range of plausible values, see Figure 2.7 in Results
Section.
In order to assess entrainment, we observe the agreement between the length of the
external temperature cycle and the modelled outputs [49, 52]. We expect the system to
oscillate once per thermal cycle. To assess temperature compensation, we evaluate the
system in terms of the temperature coefficient Q10 of the period length p [47],
Q10 =
(
pT1
pT2
) 10°
T2−T1
, T2 > T1. (12)
Therefore, overcompensation is reflected for Q10 < 1, (i.e. period length increases as
temperature rises). In contrast, for undercompensation cases, a Q10 > 1 is observed (i.e.
period length shortens with increasing temperature).
2.2.3 Combining light and temperature variation
The preceding mathematics allows simultaneous changes in both temperature and light to
be simulated in the model, and their roles to be quantified. The structure of the numerical
investigation is as follows. Initially, the behaviour of the temperature dependent model is
studied in two general contexts: temperature entrainment (i.e. can meaningful 24 h cycles
be induced by realistic daily variation in temperature) and temperature compensation
(i.e. how sensitive to temperature is the free-running period of the clock). Thereafter,
simultaneous changes in light and temperature are imposed, to investigate under what
environmental conditions a circadian rhythm is predicted to remain viable.
2.3 Results
2.3.1 Temperature entrainment
Simulations were carried out to replicate standard experimental conditions [22, 86]. These
were the model was entrained for 7 days under 12h warm/12h cold temperature cycles (a
diurnal temperature range of 4°C was simulated (4°C difference between warm and cold))
under constant light before release into free-running conditions (constant light and warm
temperature).
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Figure 2.2 shows the predicted gene expression (mRNA levels) of CCA1/LHY in the
last two thermal cycles, and for the four days following the release of the clock into
free-running conditions. The key features of the output can be divided into two regions,
referring to behaviour under thermal entrainment (up to ZT48 in the figure), and then to
subsequent free-running behaviour (after ZT48).
The second row of outputs, depicting a moderate thermal forcing of 12h at 21°C
followed by 12h at 17°C, shows that the clock can be thermally entrained; the clock
oscillates approximately once per thermo-cycle. However, thermal entrainment to a 24h
period was not observed in cooler scenarios (first row: at 17°C/13°C the observed period
is 34.3h), and nor was it observed under warmer scenarios sharing the same 4°C variation
(third row: at 25°C/21°C the clock’s period is significantly shorter than 24h; fourth row:
at 29°C/25°C the thermally entrained rhythm is approximately 15h).
A similar pattern emerges when examining the behaviour of the entrained (or oth-
erwise) clock under subsequent free-running conditions. After ZT48, the clock held at
21°C displays an approximately 24h period (second row), but systems held at cooler and
warmer temperatures display large variation from this circadian behaviour, with periods
in excess of 30h at 17°C and shorter than 14h at 29°C.
Figure 2.2: Incorporating the Arrhenius law allows thermal entrainment, but
only within a limited temperature range. A 24 hour 21°C/17°C thermal cycle
induces a functional clock, as shown by the rhythmic expression of CCA1/LHY mRNA.
However, a 17°C/13°C thermal cycle induces a markedly increased period while warmer
temperatures cause faster oscillations and ultradian rhythms.
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This behaviour is not unique for CCA1/LHY ; similar results were observed for ELF4/LUX,
PRR9/PRR7, and PRR5/TOC1 (See Figures 2.3, 2.4, and 2.5).
Figure 2.3: Incorporating the Arrhenius law allows thermal entrainment, but
only within a limited temperature range. Periodicity of ELF4/LUX expression
behaves similarly to the other components of the clock model under thermal conditions.
A 24 h 21°C/17°C thermal cycle induces a functional clock. However, faster oscillations
and ultradian rhythms are observed as temperature increases. In contrast, a 17°C/13°C
thermal cycle causes notably slower oscillations.
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Figure 2.4: Incorporating the Arrhenius law allows thermal entrainment, but
only within a limited temperature range. Periodicity of PRR9/PRR7 expression
performs comparably to the other clock components under thermal conditions. A func-
tional clock is observed in a 24 h 21°C/17°C thermal cycle. However, faster oscillations and
ultradian rhythms are obtained as temperature increases, and clearly slower oscillations
are induced at 17°C/13°C thermal cycle.
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Figure 2.5: Incorporating the Arrhenius law allows thermal entrainment, but
only within a limited temperature range. mRNA level periodicity of PRR5/TOC1
agrees with the other clock component results under thermal conditions. A 24 h 21°C/17°C
thermal cycle induces a functional clock. A 17°C/13°C thermal cycle causes markedly
slower oscillations. However, the warmer temperature, the faster oscillations are observed.
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To further test the applicability of the model, its behaviour under severe temperature
stress conditions in constant light was also analysed. Consistent with results in Figure 2.2,
at 24 hour 5°C/1°C thermal cycle (freezing stress) the clock showed a pronounced increased
period, while at 39°C/35°C thermal cycle (heat stress) the clock displayed substantially
higher frequency oscillations (Figure 2.6).
Figure 2.6: Temperature stress under constant light conditions can cause a
defective clock. CCA1/LHY and PRR5/TOC1 expression responses to freezing and
heat stress conditions are consistent with results in Figure 2.2. Faster oscillations are
strongly induced by heat while a freezing thermal cycle results in a heavily decreased
period.
The consistent story which emerges is that thermal entrainment may be possible in
the absence of light-dark forcing, but only within a limited temperature range (where the
free-running period is approximately 24 h in any case). In other words, it is the interaction
between light and temperature, rather than temperature in isolation, which is important
in understanding the robustness of circadian rhythms in varying environments. To test
that this general conclusion is not sensitive to the exact choice of the activation energies
Ei we also carried out simulations where each activation energy was chosen at random,
independently, from a U[40,60] distribution (see Figure 2.7); the results supported the
conclusion.
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Figure 2.7: Thermal entrainment is observed in the model across a range of pa-
rameter values describing temperature dependence. Random uniform distributed
activation energy values between 40 and 60 were allocated independently to each rate in
the model. Results are similar to the outputs obtained when the influence of tempera-
ture was parametrized to be equal. A 24 h 21°C/17°C thermal cycle induces a functional
clock. However, the warmer temperatures, the faster oscillations and ultradian rhythms
are observed. In contrast, colder temperatures induce slower oscillations.
2.3.2 Temperature compensation
Temperature compensation has been explained as an emergent property, happening via a
balance of network reactions each of which is not necessarily compensated[31]. That the
[24] model can in principle display temperature compensation, but that this is not the case
in general, is illustrated in Figure 2.8. Figure 2.8D shows that when each constituent reac-
tion in the network is allowed to vary with temperature with Q10 = 2, the resulting clock
has free-running period which declines markedly with temperature (undercompensation).
The resultant Q10 of period value is around 2.
The reasons for this lack of overall compensation can be elucidated by running a mod-
ified model allowing temperature dependence (with Q10 = 2) in only one rate in any given
simulation [45]. Figure 2.8A-C summarises this, where the resultant free-running periods
from allowing thermal dependence of each of the 20 parameters in isolation is plotted. The
outputs are grouped into thermal dependence of (A) translation rates, (B) transcription
rates, and (C) mRNA and protein degradation rates. Figure 2.8A and B show that trans-
lation and transcription rates can have both positive and negative effects on period. For
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example, in Figure 2.8A an increase in the translation rate of PRR9/PRR7 shortens the
period with increasing temperature, whereas the period increases with temperature for all
other represented genes. This indicates that any overall temperature compensation model
must emerge from a balance between these processes. Indeed, if the model is implemented
with thermal variation in all translation rates, or in all transcription rates, the emergent
clock is thermally compensated with a Q10 of period approximately equal to 0.97 in both
cases.
Figure 2.8C shows that, in contrast, thermal dependence of degradation rates results
in consistent reductions of period with increasing temperature, and that the influence of
these degradation rates exceeds that of the translation and transcription rates. In other
words, the overall failure of compensation in Figure 2.8D can be attributed to the thermal
dependence of degradation rates.
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Figure 2.8: The model is not temperature compensated, and this failure to
compensate is driven by degradation rates. Experimental protocols of [82] and
[4] were simulated. A-C show the log period across a range of temperature, where only
one parameter is subject to temperature variation for each output. Results are grouped
to show thermal dependence of (A) translation, (B) transcription, and (C) mRNA and
protein degradation rates. Labels are in order of the size of effect and they show how the
parameter’s effects are induced (in brackets). The resultant free-running period when all
rates vary with temperature is shown in (D). Note that thermal dependence in translation
or transcription may either increase or decrease period, whereas changing degradation
rates causes a consistent decrease.
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2.3.3 Simultaneous effects of light and temperature
We then simulated the clock in more realistic environmental conditions by simultaneously
changing light and temperature. Explicitly, simulations were carried out using a 24 h cycle
length, with this 24h divided into (light and warm) and (cold and dark) regimes of variable
durations, where the cold temperature is (respectively) 4°C, 8°C and 12°C lower than the
warm temperature. As in Figure 2.2, all rates were allowed to vary with temperature
using an assumption that Ei = 50 kJ mol−1 for each reaction.
Figure 2.9 summarises the results. The central row of the second column depicts a
circadian clock under "standard" conditions with 12h in light at 21 °C followed by 12h
dark at cold temperatures cycles, the system is entrained to a predictable 24h rhythm.
This rhythm persists, with increased amplitude, at 25°C, and also at 17°C provided the
temperature range does not exceed 8 °C. However, at 29°C the circadian functionality of
the clock is lost. Interestingly, when the temperature variation is at its largest (12°C)
this has the effect of preventing entrainment at low temperatures (where a 48h period is
induced), but conversely of restoring circadian rhythmicity at 29°C.
In contrast, the relative consistency of outputs in the second column indicates that,
even at extreme durations ranging from 6h to 21h light, the clock can be successfully
thermally and photically entrained at this temperature. The circadian rhythm is disrupted
only at the shortest light duration of 3h. The system can respond to wide changes in light-
dark cycles so long as the temperature remains close to 21°C.
The clock was again relatively entrainable at a base temperature of 25°C, but with
diminishing amplitude (and eventual failure of the circadian rhythm) at the extremes
of simulated light duration (3h or 21h). However, at the warmest (29°C, final column)
temperatures the circadian clock behaved erratically, with a general decline in amplitude
and increase in period as temperature increases. There are signs of erratic ultradian
rhythms when the light duration exceeds 12 h, but also of circadian rhythms which display
a large phase shift for the shorter light durations.
At cooler temperatures (17°C, first column), the amplitude of oscillations decreased.
In short days (3h, 6h and 9h of warm-light) the clock showed long-period oscilliations,
with a transition to circadian dynamics with low amplitude as light duration increases.
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2.4 Discussion
Using numerical investigations, we studied how the [24] model clock responds to the com-
bined effects of light and temperature. The results demonstrate that dynamics in both of
these environmental processes are instrumental in resultant clock dynamics, and that any
theoretical or empirical assessment of the robustness of the clock to these changes needs
to be viewed in an ecological context. Moreover, the results clearly distinguish between
the processes of entrainment and compensation, and they point to the key elements in the
circadian clock which drive both phenomena.
One broad conclusion is that temperature compensation cannot be explained as the
result of a balance between a set of temperature dependent reactions within the clock,
and that the reason for this is closely linked to temperature dependence of mRNA and
protein degradation rates. Note that we have assigned the same value to the Arrhenius
parameters Ei for all rate constants ki, namely, a constant E = 50 kJ mol−1. This
implies that the condition for temperature compensation from Equation 9 (Chapter 1,
Introduction Section) can be written as,
m∑
i=1
ciEi = E
m∑
i=1
ci = 0, (13)
therefore, temperature compensation attribute lies on the control coefficients only, which
gives a clear indication of what processes in the network are important for period vari-
ation (see Figure 2.8). Because each rate constant is perturbed with the same size of
change, i.e. same activation energy value, the sensitivity coefficient ci of the period faith-
fully reflects the magnitude of period control of the relevant parameter compared to the
other parameters that govern the network. This would not be the case if we allowed the
parameters Ei to vary so as to achieve temperature compensation. Moreover, this would
result in unrealistic Q10 of rates. For example, very small activation energy values should
be assigned to degradation rates, which means modelling those to be practically insensi-
tive to temperature. If degradation rates were relatively insensitive to temperature, then
the interaction between temperature dependent rates of translation and/or transcription
would be sufficient to explain temperature compensation, supporting the network hypoth-
esis of [33]. However, because there is substantial evidence that degradation rates are
temperature sensitive [56], temperature compensation must be achieved by more complex
processes (see, for example, [87]) which are beyond the scope of this model.
Because our purpose was not incorporate explicitly temperature compensation, we have
not computed the control coefficients ci nor to impose any constraint to them. Rather
we simply aimed to detect the processes responsible for period variation; therefore, our
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discussion is based on the coefficient Q10 instead.
For the clock to be functional it needs to interact with both light and temperature.
From our numerical results, we hypothesise that in nature, the function of the plant’s
circadian clock might be adversely affected by long periods of exposure to warm and light
conditions. Evidence that temperature compensation in the Arabidopsis clock results
from the interaction of light and temperature have been published [33]. Moreover, in
our approach PRR9/PRR7 is essential for temperature compensation, which agrees with
experimental results [4]. Notably, our approach allows us to present a theoretical climatic
tolerance range resulting from entraining the clock for more realistic environmental cues
involving light and temperature cycles simultaneously.
To further test whether our outputs from simultaneous photic and thermal cycles
were consistent with experimental results, we simulated the clock for a total of 15 days
under both 24 h light/warm and dark/cold cycles, and compared these to dark/warm and
light/cold cycles, following the experimental ideas of [88] and [89] (Figure 2.10). Although
there are some differences in quantitative details, our model predictions generally matched
those results. A circadian rhythm was maintained, and a higher peak expression was
observed when the clock was entrained under 25°C in light and 15°C in dark conditions,
compared to 15°C in light and 25°C in dark. Furthermore, in 25°C light and 15°C dark
the mRNA levels accumulated more rapidly in dark phases, and this increase was slightly
advanced, compared with 15°C in light and 25°C in dark entrainment cycles.
The model on which this is study based, while being based on established biological
and physical mechanisms, necessarily relies on several assumptions. Perhaps the most
restrictive of these are firstly, that each individual component reaction is subject to thermal
variation following an identical Q10 of 2, and secondly, that the underlying model of [24]
may be an over-simplification of the true biological system.
The first of these concerns can be addressed via Monte Carlo simulation. Explicitly,
in Figures 2 - 5 which are calculated under the Q10 = 2 assumption, each of the acti-
vation energies Ei in equation 1 is assumed to take a value of 50 kJ mol−1. While this
is reasonable as a first assumption, it is likely to be an over-simplification; for example
there is evidence of Q10 coefficients for degradation rates taking values around 3 [56]. This
assumption can be relaxed by choosing each Ei independently and at random, for example
from a uniform distribution between 40 kJ mol−1 and 60 kJ mol−1. Figure 2.7 summarises
example trajectories for 20 such randomisations from a total of 200 realizations. The Q10
of rate and Q10 of period distributions of those 200 random parametrizations are provided
in Figures 2.11; it is clear that, although there are differences in detail between the outputs
arising from random parameter sets, the overall qualitative story is unchanged. Naturally,
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Figure 2.10: Simulated CCA1/LHY expression qualitatively mirrors experimen-
tal data contrasting warm/light and cold/dark with cold/light and warm/dark
cycles. Simulations were carried out using a 24 h cycle combining light and temperature
forcing. Light and warm, and dark and cold phases were studied in contrast with dark
and warm, and light and cold conditions. These combined entraining cycles were designed
to compare our results with experimental observations in [88]. Similarly to protocols used
for the analysis of LHY expression in Figure 7 of [88], our results correspond to 5 days
under a forced clock after 10 days of entrainment.
simulating greater variation in activation energies induces a greater range in modelled out-
puts. While it is impractical to demand empirical work to estimate Arrhenius parameters
governing each interation, theoretical results are useful in emphasising which elements of
the circadian clock might be most relevant in driving the overall dynamics. In this case,
degradation rates play a surprisingly consistent role in the temperature dependence of
the free-running period (Figure 2.8), and these might form the basis for further useful
experimental scrutiny.
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Figure 2.11: A Q10 of period of around 2 is obtained when random activation
energy values between 40 kJ mol−1 and 60 kJ mol−1 are used. Figure (A) shows
the distribution of the modelled inputs for 200 trajectories when random parametriza-
tions were implemented. (B) displays the distribution of the modelled outputs of those
trajectories.
The simple model studied here is based on that of [24], and it is known that this
relatively simple model is in principle susceptible to non-trivial resonance and chaotic
regimes in its response to regular parametric forcing [55]; these may influence the erratic
outcomes observed in, for examples, the extreme temperatures in Figure 2.9. Therefore,
to investigate whether the choice of model is critical to the conclusions, we implemented
the same theoretical approach to include temperature in the more complex model of [41]
(Figure 2.12, 2.13, and 2.14). Again, although differing in some details, very similar re-
sults emerge. As with the [24] model, mRNA levels decrease as temperature decreases.
Importantly, degradation rates are also key in undercompensation. This supports the im-
portance of interactive work needed between modelling and experiments for future inves-
tigation. Efforts should be focused on buillding a model that is able to show temperature
compensation by including the recent experimental findings, for example, the placement
of HSP90 within the clock for temperature behaviour [90] along with ambient temperature
effects on degradation rates [56].
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Figure 2.12: Incorporating temperature dependence in a more complex model
[41] supports the conclusions obtained using the [24] model. A 24 hour 22°C/18°C
thermal cycle induces a functional clock. However, colder temperatures (18°C/14°C ther-
mal cycle) cause an increased period while warmer temperatures occasion faster oscil-
lations and a decreased amplitude of the gene expression. To allow model comparison,
temperature dependence in [41] was added to the same set of transcription, translation,
and degradation parameters as those in the simpler model [24] using the same activation
energies.
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Figure 2.13: The [41] model is not temperature compensated, and this failure
to compensate is driven by degradation rates. Experimental protocols of [82] and
[4] were simulated. A-C show the log period across a range of temperature, where only
one parameter is subject to temperature variation for each output. Results are grouped
to show thermal dependence of (A) translation, (B) transcription, and (C) mRNA and
protein degradation rates. Labels are in order of the size of effect and they show how the
parameters’ effects are induced (in brackets). The resultant free-running period when all
rates vary with temperature is shown in (D). The results are qualitatively similar to those
from the [24] model; thermal dependence in translation or transcription rates may either
increase or decrease period. This results in a Q10 of period lying in the range considered
for compensation. However, the effect of changing degradation rates is an overall loss of
compensation.
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Experimental observations for entrainment by temperature cycles have shown that
temperature is an important zeitgeber in the plant circadian clock. Even a small change
in temperature of 4°C is able to reset the clock [44]. Our results are consistent with
this. The simple model presented here has the ability to reproduce sustained oscillations
entrained by a relatively small temperature range. Temperature has an important speeding
up effect in the entrainment process, and this effect in periodicity is stronger compared
to light entrainment [91]. Our clock model mirrors these findings. The free-running
period of [24] model (i.e. after photic entrainment) is 23.6 h in constant light [55]. Our
model predicts a free-running period of 21.88 h after thermal entrainment when a 24 hour
22°C/16°C thermal cycle is simulated, as observed in [91]. Moreover, results in Figure 2.2
showed that the period observed under entrained conditions is reduced by approximately
10% (on average across the temperatures analysed) when the clock is released into free-
running conditions. In contrast, for photic entrainment, the period is reduced by only 2%.
Additionally, PRR9 and PRR7 clock components have been revealed as necessary for the
plant response to thermal cycles [92]. We simulated the clock for the prr9prr7 double
mutant by dividing the relevant transcription rate by a factor of 10 [24], and similar
results to [92] were observed (Figure 2.15). CCA1/LHY expression clearly oscillated in
the prr9prr7 double mutant, and showed longer period length compared to wild type. A
phase delay was also observed in simulations, consistent with [92].
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Figure 2.15: CCA1/LHY expression in prr9prr7 oscillates in response to tem-
perature cycles with a phase shift compared to wild type. Simulations were
carried out similarly to Figure 2.2, in order to compare the outputs with the results ob-
tained for wild type. Results are consistent with [92] observations. Oscillatory behaviour
is reproduced in prr9prr7 with expression levels peaking later than in wild type.
Although our approach gives a pragmatic solution to understand temperature mecha-
nisms in the plant clock, it is not exempt from limitations. It is important to note that,
if every rate parameter in a model (complex or otherwise) is affected in the same multi-
plicative way by changes in temperature, then this is equivalent to a re-scaling of time and
no new bifurcational behaviour can emerge. In other words, scaling all rates according
to the same Arrhenius relationship is an inappropriate method with which to model the
empirically observed entrainment and compensation phenomena.
Explicitly, suppose each rate in a model is scaled by the same factor f(T ) which depends
on temperature T , and that temperature changes according to some deterministic function
of time, T = g(t). One may then write the dynamics of each of the model’s dynamic
variables xi as
dxi
dt =
∑
all interactions
f(T )hi(x),
where the functions hi describe the modelled interactions in the absence of any temperature
dependence. Trivially, one then has
dxi
dt = f(g(t))
∑
all interactions
hi(x),
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so that if one defines a new time, τ , by
τ =
∫
f(g(t))dt,
then by the chain rule one simply arrives at
dxi
dτ =
dxi
dt
dt
dτ = hi(x),
as in the non time- (and temperature-) dependent case. Hence applying the same rate
scaling across all parameters corresponds to a (possibly non-uniform) scaling of time, and
cannot usefully describe any change in the model’s behaviour in response to forcing. Scal-
ing rates with different Arrhenius relationships, or scaling only a subset of rates where this
is experimentaly tractable and/or supported by empirical results, is therefore necessary to
allow models to display temperature entrainment and compensation.
Previous work based on the Goodwin model for Neurospora [52, 48] solved this problem
by applying small activation energy values to the degradation rates of the model (making
those practically insensitive to temperature) and large values to the production rates.
Similarly, [49] in their model for Chlamydomonas assigned smaller activation energy values
to the degradation rates compared to the values used for production rates in order to
achieve temperature compensation. That is, in both cases negative feedback regulation
on the transcription of the components of the network is crucial for robustness against
temperature changes. Because translation rates play a key role in determining protein
levels, which in turn affect transcription, and taking into consideration the results in
Chapter 1, where temperature sensitivity in translation rates was effective in entraining the
clock, in the remaining chapters we assume that translation rates vary with temperature
but that degradation rates are not influenced by temperature. This approach is taken with
the aim to obtain qualitative insights on temperature-dependent function of the clock
as a whole. However, modelling the influence of temperature in the full range of post-
transcriptional and/or post-translational processes is still an open question to answer.
The principal conclusion of this study is to distinguish between the phenomena of
entrainment and compensation; robust temperature compensation depends on the interre-
lationship of a network of temperature-dependent processes and is particularly sensitive to
details of temperature-dependent degradation, whereas entrainment to temperature alone
operates within a more confined parameter space. In more realistic conditions where both
light and temperature fluctuate, the circadian clock is predicted to show a robustness
which would be hidden if each varying factor were to be considered alone.
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3 Exploring the Role of HSP90 within the Circadian Clock
Abstract
Biological experiments and mathematical models have provided useful understand-
ing of what genes integrate the circadian system, how they interact together and how
light affects this complex system. Despite these advances, the importance of tem-
perature in circadian mechanisms, and its role in regulating clock function, is poorly
understood. HEAT SHOCK PROTEIN90 (HSP90) is an essential protein that helps
in folding, activation, stabilisation and degradation to other proteins. Recently, ex-
perimental results showed that HSP90 participates in temperature entrainment of
the Arabidopsis clock, but the pathway via which it interacts within the clock is
not precisely clear. Here we incorporate temperature dependence into a recent light-
dependent model, to investigate the possible functions of HSP90 in the plant circadian
clock. To elucidate the role of HSP90 in entrainment, we simulate the effect of Gel-
danamycin, which is known as an inhibitor of the function of HSP90. Moreover, we
adapt the original model to exhibit PRR9 and PRR7 as functionally independent
responses and compare the outputs of these revised models with experimental results
generated by the Davis Lab (Department of Biology, University of York). Numerical
investigations lead us to propose that HSP90 inhibits CCA1/LHY transcription, pro-
motes ELF4/LUX translation, and inhibits the translation of PRR9 and PRR7. Our
numerical results support the hypothesis, suggested from experiments, that HSP90
influences the morning loop and is required for proper thermal entrainment (but not
for light entrainment).
3.1 Introduction
The process of detecting diurnal changes and resetting the circadian clock by external cues
such as light and temperature is called entrainment [93, 2]. When the clock is entrained,
the biological rhythms generated by this mechanism synchronize with the 24 h day/night
cycle. A recent model [24] proposes that regular variation in light inputs, coupled with
a majority of negative regulatory interactions between the genes and their mRNA and
protein products, can explain light entrainment in the Arabidopsis thaliana circadian clock
[55]. The effect of light is proposed to act on all components of the clock during the
transcription, translation, and mRNA and protein degradation processes of the system.
This recent model not only reproduces wild type responses to light over a wide range of
regimes but is also able to reproduce clock features observed for a range of plant mutants.
Despite the enormous advances in the understanding of the inner mechanisms under-
pinning light sensitive behaviour [24, 42, 66], the underlying system that explains tem-
perature behaviour remains poorly established. Experimental observations have shown
that temperature is an important zeitgeber in maintaining syncronization with diurnal
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environmental changes [92]. For instance, an external temperature cue involving temper-
ature changes as small as 4°C can reset the clock [44]. Thus, elucidating this system that
controls plant growth and development is crucial in adapting to a changing climate. As an
example, in the climate warming scenario, agricultural production could be affected and
it might be needed to translocate crop plants to a new optimal environment to facilitate
growth and reproduction, making relevant the understanding of the clock mechanism.
Our previous mathematical work [26] has highlighted the importance of mRNA and
protein degradation processes on temperature compensation of the plant clock. We have
emphasised the need for further interactive work between modelling and experiments to
reveal the temperature system. We believe that it is needed to facilitate a more de-
tailed characterization of post-transcriptional and/or post-translational processes. It also
provides a framework within which to include new components known to contribute to
temperature entrainment, such as HEAT SHOCK PROTEIN90 (HSP90) [90].
HSP90 is an essential protein that helps in folding, activation, stabilization and degra-
dation to other proteins [94]. Diverse roles within the Arabidopsis circadian clock have
been associated to HSP90 as result of the interaction with ZEITLUPE (ZTL) and GI-
GANTEA (GI ). Examples of roles include maturation and accumulation of ZTL [95] and
thermotolerance to the plant circadian clock [96]. Recently, the Davis group (University
of York) has shown that HSP90 plays an important part in circadian periodicity via its
interaction with CCA1, LHY and PRR7. They have also shown that inhibition of HSP90
function by Geldanamycin (GDA) affects expression levels of CCA1 and LHY, and that
this effect can be observed under temperature entrainment but not under light entrainment
(not published). Additionally, their results showed that GDA does not affect transcription
of CCA1 and LHY in the prr9 mutant, disclosing a functional independence between
PRR9 and PRR7 within the plant clock.
Here we aimed to understand what mechanisms may underpin the influence of HSP90
in entrainment. For this, mathematical simulations were carried out based on the math-
ematical model of [24], which was developed for light entrainment, and was extended to
temperature entrainment by [26]. We systematically explored a range of possible modi-
fications of the original model in [24] in order to ask in which scenarios it is possible to
obtain a functional circadian clock that distinguishes PRR9 and PRR7 as functionally
independent. We proposed a clock structure where CCA1/LHY inhibits PRR9 and pro-
motes PRR7, and hypothesised that temperature affects translation rates of the model.
By simulating the effect of GDA we were able to reproduce key features observed in ex-
periments. Overall, our simulations support the hypothesis that HSP90 influences the
morning loop during thermal entrainment and not under light entrainment.
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3.2 Methods
3.2.1 The model
Experimental results of the Davis group (University of York) showed differences between
prr9 and prr7 mutants when plants were treated by Geldanamycin contrasted to plants
with no treatment in both CCA1 and LHY expression, revealing distinct roles of PRR9
and PRR7 in clock regulation by temperature. However, the model [24] combines PRR7
and PRR9 roles and represents them as a single model variable, named P97. We therefore
modified the model to separate the variable P97 in order to reproduce the experimental
observations.
The model structures investigated here come from numerical investigation of eight
modifications (M1, M2, ..., M8) of the model [24] (see Figure 3.1). Each modification was
designed to present PRR9 and PRR7 as separate components. The model M1 in Figure
3.1 shows the least modification implemented. That is, PRR9 and PRR7 as separate
components interact within the network in the same manner than PRR9/PRR7 does in
[24]. In contrast, M6 shows a clock structure where PRR9 activation by CCA1/LHY is
replaced by inhibition, and PRR7 inhibition by ELF4/LUX is missed.
The resulting models are composed of 11 ordinary differential equations (ODEs) rather
than nine as in the model [24]. Furthermore, because we firstly aimed to investigate a
clock structure suitable of having PRR9 and PRR7 separate, rather than to investigate
the impact of the parameters in the dynamics of the plant system, parameter values
were taken from the original model. In cases when PRR9 and/or PRR7 were repressed
by CCA1/LHY (M4 to M8 models), the mean of the original parameter values that go
into P97 inhibition was used for parameterization and it was named as K11 (Table 2,
Supplementary Material). That is, K11 is the mean between the Hill function parameters
K4 andK5 for inhibition of PRR9/PRR7 by PRR5/TOC1 and ELF4/LUX in the original
model, respectively. In the case when CCA1/LHY was activated by PRR9 (M3 model),
parameter values for PRR9/PRR7 activation by CCA1/LHY, which is the sole positive
interaction in the original model, were used, i.e. the Hill function parameter K3 with the
constant rate v2B.
The model chosen for this study is the clock structure presented as M4 (see Section
3.1.1 in Results). This model differs from the original model in the following key respects:
• PRR9/PRR7 is split into two separate components, PRR9 and PRR7.
• The role of PRR7 component within the network of interactions, as described by
[24], is unchanged.
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• Unlike the original model, CCA1/LHY inhibits PRR9.
The results of the model [24], and the equivalent model where PRR9 and PRR7 are
split, are indistinguishable (from a practical point of view) when thermal factors are not
included in the simulations (Figure 3.2C). This supports the idea of the model [24] being
a useful minimal model for light-dark entrainment.
To model the role of HSP90, thermal factors were included via the Arrhenius law. All
translation rates of the model were allowed to vary with temperature, i.e. the parameters
p1, p1L, p2, p3 and p4 of the model (Table 2 in Supplementary Material). The activa-
tion energy values allocated to those parameters were 50, 50, 70, 50 and 40 kJ mol−1,
respectively. These values enabled the reproduction of sustained oscillations of the plant
circadian clock and the prediction of the peak phase of CCA1/LHY at dawn observed
in experiments. prr9 and prr7 single mutants were simulated by reducing the respective
transcription rate by a factor of 10. For double mutants, both PRR9 and PRR7 transcrip-
tion rates were divided by 10. The fitting of the GDA effect observed in these experiments
was explained by the interaction of CCA1/LHY, PRR9, PRR7 and ELF4/LUX compo-
nents. GDA treatment was simulated by increasing the transcription rate of CCA1/LHY
by a factor of 10 and by increasing the translation rates of PRR9 and PRR7 by a factor of
2.5. It was also required to divide the translation rate of ELF4/LUX by 3 to observe GDA
effects. When the transcription rate of CCA1/LHY goes faster, lengthening of periodic-
ity is observe immediately due to overexpression of CCA1/LHY. This effect also requires
altering the translation processes of PRR9, PRR7 and ELF4/LUX.
All clock structures were implemented in MATLAB. Simulations were performed using
the ODE23s solver to obtain the numerical solutions of each system of ODEs.
3.2.2 Simulations vs experiments
We present experimental results of the Davis group (not published) and compare our
simulation outputs with those observations. For Figures 3.3–3.6, Arabidopsis seedlings
were grown for 7 days under warm-cold and light-dark conditions respectively. On day
6, seedlings were transferred to plates containing dimethyl sulfoxide (DMSO), an organic
solvent used as the control, and geldanamycin-treated plants were exposed to the drug.
All samples were collected every 2 hours. In wild type cases, from ZT20 to ZT12 next
morning, whereas in mutant plants, from ZT0 to ZT12. The Zeitgeber time (ZT) is given
for a unit of an hour. The phases ZT0 and ZT24 indicate the beginning of the light or
warm temperature phases (i.e. dawn), and ZT12 and ZT36 the beginning of the dark
or cold temperature phases (i.e. dusk) in a 24 h cycle. We have omitted details of the
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material used in experiments as it is beyond the core of this work.
To simulate GDA treatment, parameter values were changed at day 6 under entrained
conditions (in both light and temperature entrainment), and its effect was observed on
day 7.
3.3 Results
3.3.1 PRR9 and PRR7 as separate components
With the aim to find a functional clock structure which was best able to reproduce the
experimental observations, and yet remained faithful to plausible biological mechanisms,
we simulated the clock for eight modifications of [24] model under light-dark conditions
(Figure 3.1). Each clock structure was run for seven days in cycles of 12 h light and 12 h
dark, followed by release into free-running conditions (continuous light), using the methods
and tests developed in Chaper 1. We found three general classes of clock responses in this
scenario, as illustrated in Figure 3.2. These outputs show the simulated mRNA levels
of CCA1/LHY in the last two days under entrainment and five days after release into
continuous light.
Figure 3.2A displays CCA1/LHY gene expression for the models M2, M3, M6 and
M7. A dysfunctional clock is obtained in all cases. Although circadian oscillations are
possible when the clock is forced, they are not sustained in continuous light. The reason for
this may be the absence of ELF4/LUX repressing PRR7, a feature shared for these clock
structures. In all these models, the lost of this interaction implies that the clock system
misses at least a negative feedback loop, which is known to be essential for oscillatory
behaviour.
Figure 3.2B shows outputs for M5 and M8, which also reproduced dysfunctional clocks.
Similar to cases in Figure 3.2A, no oscillations are observed in continuous light and a 24
h period is obtained under entrained conditions. By contrast, the clock response to light-
dark cycle is nontrivial. Simulated mRNA levels show an amplitude roughly seven-fold
higher. They accumulated much faster immediately after light off, resulting in high levels
during the entire dark phase. In these cases, no positive interactions between genes were
modelled, which implied an increase in the number of positive feedback loops within the
clock networks.
Unlike previous cases, models M1 and M4 allow for functional clocks. In both models,
the clock entrains to a 24 h cycle and oscillations are maintained after the release of the
clock into free-running conditions (Figure 3.2C). Because M4 differentiates the role of
PRR9 and PRR7 in the clock network and closely matches the outputs of the original
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model, it will form the basis of this study to analyse the role of HSP90 in entrainment.
Figure 3.2: M1 and M4 models allow functional clocks. Outputs of the proposed
models in Figure 3.1 grouped according to their clock responses to change in light condi-
tions. Each panel shows simulated CCA1/LHY expression in the last two days of seven
days of entrainment under a 24 h light-dark cycle and five days in constant light. A) Sim-
ilar responses for M2, M3, M6 and M7 models were found. B) shows the simulated gene
expression for M5 and M8 models. In neither case A or B there is a viable free-running
circadian oscillator, in sharp contrast with biological observation. C) Responses of M1
and M4 are compared with the original model in [24]. Sustained circadian oscillations are
clearly preserved in this models, in contrast to cases A and B.
3.3.2 Experimental observations
Figures 3.3 and 3.4 show experimental results by the Davis Lab Group for CCA1 and
LHY expression profiles. The experiments contrasted gene expressions of CCA1 and
LHY under light-dark and warm-cold conditions in wild type plants treated and non-
treated with geldanamycin. The key point observed is that geldanamycin did not change
the expression of CCA1 (Figure 3.3A), and nor did it change LHY (Figure 3.4A) under
light-dark entrainment. However, CCA1 and LHY levels were affected by the drug under
thermal entrainment (Figures 3.3B and 3.4B). In treated plants, lower transcript levels of
both genes were observed before ZT4, followed by relatively higher gene expression levels in
comparison with non-treated. CCA1 expression was also phase shifted by geldanamycin,
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showing its highest levels between ZT4 and ZT6 rather than peaking at ZT0 (Figure 3.3B).
Figure 3.3: CCA1 expression in warm-cold, but not light-dark entrained plants
is affected by geldanamycin application. Experimental observations of CCA1 ex-
pression in WT plants treated with DMSO or with 2 µM geldanamycin (GDA). A) shows
results for plants under light entrainment, and B) shows results under temperature en-
trainment. On day six of entrainment (either light or temperature entrainment), plants
were exposed to the GDA treatment and were re-entrained for one day. Gene expression is
normalised to PROTEIN PHOSPHATASE 2a subunit 3A (PP2A) and represents a mean
of three biological replicas. Error bars represent standard deviation.
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Figure 3.4: LHY expression in warm-cold, but not light-dark entrained plants
is affected by geldanamycin. Experimental observations of LHY expression in WT
plants treated with DMSO or with 2 µM geldanamycin (GDA). A) shows results for plants
under light entrainment, and B) shows results under temperature entrainment. On day six
of entrainment (either light or temperature entrainment), plants were exposed to the GDA
treatment and were re-entrained for one day. Gene expression is normalised to PROTEIN
PHOSPHATASE 2a subunit 3A (PP2A) and represents a mean of three biological replicas.
Error bars represent standard deviation.
80
In order to know whether HSP90 affects both CCA1 and LHY expressions through
PRR7 and PRR9, the Davis Group analysed the effect of GDA on prr9, prr7, and prr9prr7
mutant plants in the morning. Results for CCA1 are shown in Figure 3.5. No differences
in gene expression were found between treated prr9 plants and non-treated (Figure 3.5A).
The same was observed for prr9prr7 double mutant plants (Figure 3.5C). However, gel-
danamycin did affect the expression levels of CCA1 in prr7. After ZT2, treated prr7
showed higher transcript levels compared to non-treated plants (Figure 3.5B). The same
results were found for LHY (Figure 3.6).
Figure 3.5: Geldanamycin regulation of CCA1 is affected in the prr7 exper-
iments, but not in the prr9 experiments. Experimental observations of CCA1
expression in prr7 (A), prr9 (B), and prr9prr7 (C). Plants were treated with DMSO or
with 2 µM geldanamycin (GDA) on day six under temperature entrained conditions, and
then were re-entrained for one day. Gene expression is normalised to PROTEIN PHOS-
PHATASE 2a subunit 3A (PP2A) and represents a mean of three biological replicas. Error
bars represent standard deviation.
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Figure 3.6: Geldanamycin regulation of LHY is affected in the prr7 but not
in the prr9 background. Experimental observations of LHY expression in prr7 (A),
prr9 (B), and prr9prr7 (C). Plants were treated with DMSO or with 2 µM geldanamycin
(GDA) on day six under temperature entrained conditions, and then were re-entrained
for one day. Gene expression is normalised to PROTEIN PHOSPHATASE 2a subunit 3A
(PP2A) and represents a mean of three biological replicas. Error bars represent standard
deviation.
3.3.3 Modelling the role of HSP90
The following is all based on model M4 (see equations in Supplementary Material) as re-
sults in section 3.1.1 demonstrated that it has the ability of characterising clock responses,
having PRR9 and PRR7 as functionally independent. The experimental results in Figures
3.3–3.6 showed that HSP90 influences the dynamics of the circadian clock explicitly by con-
tributing to entrainment via the morning loop. Here we have hypothesised that HSP90
inhibits CCA1/LHY transcription, promotes ELF4/LUX translation, and inhibits the
translation of PRR9 and PRR7. The presence of GDA (which inhibits HSP90) had the
opposite effect. Simulations based on this hypothesis showed that the M4 model was able
to reproduce the key features observed in the data for plants under both light entrainment
and temperature entrainment (Figure 3.7). Simulated GDA action did not change the
expression of CCA1/LHY under light-dark conditions, which agreed with experiments in
Figures 3.3A and 3.4A. Remarkably, simulations also agreed with experiments shown for
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warm-cold conditions in Figures 3.3B and 3.4B, namely,
• GDA damps the expression of CCA1/LHY from before dawn until ZT4.
• GDA increases mRNA levels of CCA1/LHY after ZT4 compared to WT.
• CCA1/LHY peaks between ZT4 and ZT6 in GDA treatment instead of at dawn.
These results provide mechanistically-based theoretical support for the hypothesis that
HSP90 influences the morning loop during thermal entrainment.
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Figure 3.7: CCA1/LHY expression is not affected by GDA in light entrainment,
but it is affected in temperature entrainment. Results from simulations of M4 model
during the morning of the day seven of entrainment by a 24 h light cycle in A) (12 h at
light and 12 h at dark), and by a 24 h 21°C/17°C thermal cycle in B). In both, ZT0
indicates when light or warm temperature are on. Consistent with observations in Figures
3.3 and 3.4, M4 model supports the hypothesis that HSP90 affects CCA1/LHY expression
in a temperature dependent manner.
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To explore the capability of the model to reproduce observations in mutant plants, we
implemented the model for prr9, prr7, and prr9prr7 (Figure 3.8). Results from simulations
showed that, in the prr7 mutant, GDA increased mRNA levels of CCA1/LHY after ZT6
compared to non GDA treated prr7 plants. A phase shift is also observed under simulated
GDA treatment. These results were again in qualitative agreement with experiments in
Figures 3.5B and 3.6B.
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Figure 3.8: CCA1/LHY expression is affected by GDA in prr7 mutant. Results
from simulations of model M4 during the morning of the day seven of temperature en-
trainment. A 24 h 21°C/17°C thermal cycle was used. Similarly to experiments in Figures
3.5 and 3.6, M4 model is able to reproduce the effect of GDA in prr7, and it partially
reproduces the observations in prr9. However, it fails to simulate double mutants profile.
It is notable that none of our simulations were able to reproduce the dynamics observed
in the prr9 single and prr9prr7 double mutants. Numerical results showed that GDA
does change the expression of CCA1/LHY in these double mutants, but this effect is not
observed in experiments. However, the prr9prr7 simulations show a delay in CCA1/LHY
expression, and this delay is more noticeable under the simulated application of GDA
(Figure 3.8C). The possible reasons for this discrepancy cannot be resolved without further
experimental and theoretical work, as alluded to in the Discussion.
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3.4 Discussion
The aim of this chapter is to combine experimental observations (mainly from the Davis
Lab Group at the University of York) with a range of possible models for the circadian
clock, in order to better understand the role of the heat shock protein HSP90. To this end,
we extended the simple model of [24] by characterizing PRR7 and PRR9 as functionally
independent dynamic variables, arriving at a model of the circadian network which is
consistent with the existence of an entrainable clock with a free running period close to 24
h. Moreover, we modelled the effect of geldanamycin (GDA) as it is used in experiments,
which is known to repress the effect of HSP90. Our results from simulations strongly
suggest that one of our models (M4) best describes empirical observations. Our conclusions
are consistent with experimental observations, namely that HSP90 acts in the circadian
clock through the morning loop in a temperature dependent manner. This mathematical
approach has shed light on what processes the current clock models, which are commonly
developed to explain behaviour under light-dark conditions without giving consideration to
temperature effects, need to be better characterized to explain clock responses to changes
in temperature. Overall this work points to the importance of designing a temperature
responsive circadian model that includes the latest biological findings to arrive at a better
understanding of the complex plant system.
In this analysis, experimental data showed that HSP90 regulates CCA1 and LHY ex-
pression and that this was dependent on thermal entrainment. It also revealed that PRR9
is required to observe the deregulation effects of GDA on CCA1 and LHY expressions but
PRR7 is not required. Interestingly, in [90] it is shown that the hsp90 mutant exhibits a
longer circadian period independent of the entrainment conditions. Moreover, they showed
that this effect on period lengthening was lost in cca1, lhy, and prr7. However, the prr9
plant mutant did show a longer period. Putting all these together, these results add new
evidence supporting the hypothesis that PRR9 and PRR7 are functionally independent
genes and give insights into a temperature entrainment pathway.
Because the original model of [24] combines the roles of PRR7 and PRR9 within a
single model variable, whereas the empirical results show that mutations in these clock
components have different effects, the model of [24] does not allow the experimental results
from mutants to be reproduced. It does, however, provide a modelling framework via which
the possible functions of PRR7 and PRR9 within the clock can be better understood.
We therefore modified this model to include separate PRR7 and PRR9 components to
test different functions of these genes in the clock system. Some interactions of the [24]
model were missed or their roles were changed; for example, in the model M3 the original
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repressive interaction of ELF4/LUX on PRR7 is removed and the original repressive role of
PRR9 on CCA1/LHY is changed to an activator. These modifications yielded an increase
in the number of positive feedback and a decrease in the number of negative feedback
loops. Unsurprisingly, in most cases where interactions were missed resulting in a loss
of negative feedback, the clock no longer oscillated in free-running conditions. Negative
feedback has been formally proved to be necessary for sustained oscillatory behavior,
whereas positive feedback has been formally proved to be a requirement for multiple
steady states [97, 98, 99]. Furthermore, several works have shown the effect of the number
of negative and positive feedback loops in a network and how they correlate to explain the
network dynamics [100, 101].
We have used the parameter values published in [24] in our models, rather than at-
tempting to fit or estimate alternative parameterisations. This approach is often used
in the literature. For example, [40] took the parameter values from [77] to quantify the
interactions between the components that constituted the preceding model, which account
for 52 out of the 78 parameters of the model (67%). In [41], the parameters of produc-
tion (p7) and degradation (m11) of the light-sensitive activator-protein P were taken from
the previous model, [54]. In [42], parameter values of COP1 protein (m27, m31, m33,
n5, n6, n14, p6, and p15) and the light-sensitive activator-protein P (p7), were taken from
[41]. Moreover, a large number of parameter values have been constrained to experimental
data, making models to be parameterized with a considerable number of values used in
predecessor models as they were constrained to the same data.
In our proposed models, the role of some interactions of the [24] were changed. To
parameterize the new role (repressor) of CCA1/LHY on PRR7 and/or PRR9 (M4 to
M8 models), the mean of the parameter values of the other interactions (with the same
function) as used originally (in [24]) into the PRR9/PRR7 component was used, namely,
the mean between the repressor coefficients K4 and K5 in equations (which is termed as
parameter K11 in the M4 model, see Table 2, Supplementary Material). A comparable
approach has been employed previously. In the model [54], CCA1/LHY is inhibited
by PRR9, PRR7, and PRR5 with a common repressor coefficient of the Hill function
termed g1, and a Hill coefficient equal to two; in [41], inhibition by TOC1 was added into
CCA1/LHY and this interaction was also parameterized by g1 with the same previous
value of the model [54].
We acknowledge that estimating parameter values is a challenge. To do so successfully,
even for relatively simple models such as [24], is likely to require larger datasets and sta-
tistical analyses beyond the scope of this thesis. In Arabidopsis models, parameter values
are commonly taken from previous models, or constrained/fixed to experimental data, or
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they are optimized for statistical fitting based on experimental observations. Methods
for parameter optimizations have used as a basis the cost function presented in [18] for
the first ODE-based model of Arabidopsis. This cost function measures the goodness of
the model by calculating the difference between elemental characteristics of mRNA levels
from experimental data (period, phase, and amplitude), and those characteristics obtained
from simulations. Alternatively, [42] presents a cost function where differences between
experimental data and simulations are calculated to account for fitting mRNA and protein
profiles as a whole, rather than key aspects of oscillations as [18] approach does. How-
ever, the question of what is the ‘best’ fitting method will in general be context- and
question-dependent.
The current biological knowledge states that there is a direct repressive effect, which
acts alongside an indirect activating effect, of CCA1 and LHY on PRR9 and PRR7
[102, 103]. In our attempt to include both PRR9 and PRR7 as negative regulatory tar-
gets of CCA1/LHY (M5 and M8 models), we found non-functional clocks to characterize
circadian responses to light. However, we propose a clock structure, summarised by model
M4 in Figure 3.1, which includes the direct repressor role of CCA1/LHY on PRR9, hav-
ing PRR7 activated by CCA1/LHY. This model is able to reproduce qualitatively the
experimental data not just for wild type plants, but also for prr7, and partially for prr9.
These results support the repressive role found of CCA1 and LHY on PRR9 ; however,
it also suggests that activation on PRR7 is needed. This emphasises the need of future
investigation to place this positive regulation within the clock.
One of the limitations of the model is its inability to reproduce prr9prr7 double mu-
tants observations. Figure 3.8C indicates that the model fails to reproduce the observed
phase of CCA1/LHY in these mutants (Figures 3.5C and 3.6C). Experimental data also
shows that prr9 has a slightly higher dawn peak than prr7, but that their expression
largely matches up for the rest of the day. This is not observed in any of our simulations.
Numerical outputs show a reduced CCA1/LHY expression in prr9 compared to prr7 mu-
tant, which could explain the phase shift observed in prr9prr7. Again, the possibility of
a mixture of positive and negative regulation involving PRR7, perhaps including other
as-yet uncharacterised intermediate proteins, is one which may merit future experimental
investigation.
Overall, we have demonstrated that our model is a useful tool to drive important
hypothesis: our fundamental theoretical result is that HSP90 assists the plant clock in
temperature entrainment via the morning loop, which agrees with biological findings [90].
Moreover, our approach highlights the need of designing a more accurate model oscillator
to explain temperature behaviour for the plant system. A re-design of the morning loop
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established up to date in most models is indispensable.
In [104], the authors provide four elemental conditions for biochemical oscillators: neg-
ative feedback, time delay, sufficient nonlinearity in the reaction rates of the system, and
the opposite reaction rates have to be adequately balanced. For Arabidopsis, [26] hypoth-
esize how light and temperature affect the robustness of the plant clock and emphasize
the need of characterizing post-transcriptional and/or post-translational processes in more
details for temperature mechanisms. [28] describe the role of specific interactions of ac-
tivation and inhibition (called motifs) in the plant network, and give an explanation of
how these particular structures may explain the plant clock dynamics. Current biological
results suggest that it is possible to incorporate HSP90 as a clock component to regulate
CCA1/LHY and PRR7 through an undefined protein [90]. The fact that several tem-
perature coefficient Q10 values for mRNA transcription and degradation rates have been
published [56] helps to make this ambition a realistic prospect. Although defining a mod-
elling approach to include the recent experimental findings is non-trivial, we can profit
from the advances in mathematical modelling along with the recent biological discoveries
to lead to an improved knowledge of the underlying clock structure of plants and the
complexity of its functions.
The work in this chapter helps to elucidate the design principles of the plant clock,
and emphasises the role of interdisciplinary work from biology and mathematical mod-
elling to explain its complex responses to changes in light and temperature. We believe
that analyzing and comparing the historical Arabidopsis models by incorporating temper-
ature dependence into them will give advantages for the comprehension of the underlying
structure of this clock. Because each clock model structure proposed historically differs
from others not just in mathematical complexity but also in the way they represent the
state of the biological findings in time, a systematic description of this will be beneficial to
define modelling strategies for the plant circadian community. These observations provide
a natural link to the remaining chapter of this thesis where more general principles of the
circadian clock are explored.
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3.5 Supplementary Material
The M4 model
The M4 model is summarised by the following system of ordinary differential equations.
d[CL]m
dt
= (v1 + v1L ∗ L ∗ [P ]) ∗ 1
1 + ( [P97]pK1 )
2 + ( [P51]pK2 )
2
− (k1L ∗ L+ k1D ∗D) ∗ [CL]m
d[CL]p
dt
= (p1 + p1L ∗ L) ∗ [CL]m − d1 ∗ [CL]p
d[P9]m
dt
= (v2L ∗ L ∗ [P ] + v2A) ∗ 1
1 + ( [P51]pK4 )
2 + ( [EL]pK5 )
2 + ( [CL]pK11 )
2
− k2 ∗ [P9]m
d[P9]p
dt
= p2 ∗ [P9]m − (d2D ∗D + d2L ∗ L) ∗ [P9]p
d[P7]m
dt
= (v2L ∗ L ∗ [P ] + v2A + v2B ∗
[CL]2p
K23 + [CL]2p
) ∗ 1
1 + ( [P51]pK4 )
2 + ( [EL]pK5 )
2
− k2 ∗ [P7]m
d[P7]p
dt
= p2 ∗ [P7]m − (d2D ∗D + d2L ∗ L) ∗ [P7]p
d[P51]m
dt
= v3 ∗ 1
1 + ( [CL]pK6 )
2 + ( [P51]pK7 )
2
− k3 ∗ [P51]m
d[P51]p
dt
= p3 ∗ [P51]m − (d3D ∗D + d3L ∗ L) ∗ [P51]p
d[EL]m
dt
= L ∗ v4 ∗ 1
1 + ( [CL]pK8 )
2 + ( [P51]pK9 )
2 + ( [EL]pK10 )
2
− k4 ∗ [EL]m
d[EL]p
dt
= p4 ∗ [EL]m − (d4D ∗D + d4L ∗ L) ∗ [EL]p
d[P ]
dt
= 0.3 ∗ (1− [P ]) ∗D − [P ] ∗ L
Parameter values were taken from [24]. The addition of K11 is specified in Methods,
section 3.2.1.
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Parameter description Name Value Units
CL transcription v1 4.6 nM.h−1
CL light-induced transcription v1L 3.0 nM.h−1
P9 and P7 transcription v2A 1.3 nM.h−1
P7 CL-induced transcription v2B 1.5 nM.h−1
P9 and P7 light-induced transcription v2L 5.0 nM.h−1
P51 transcription v3 1.0 nM.h−1
EL transcription v4 1.5 nM.h−1
CL mRNA degradation (light) k1L 0.5 h−1
CL mRNA degradation (dark) k1D 0.2 h−1
P97 mRNA degradation k2 0.4 h−1
P51 mRNA degradation k3 0.6 h−1
EL mRNA degradation k4 0.6 h−1
CL translation p1 0.8 h−1
CL light light-induced translation p1L 0.4 h−1
P97 translation p2 1.0 h−1
P51 translation p3 0.6 h−1
EL translation p4 1.0 h−1
CL degradation d1 0.7 h−1
P97 degradation (dark) d2D 0.5 h−1
P97 degradation (light) d2L 0.3 h−1
P51 degradation (dark) d3D 0.5 h−1
P51 degradation (light) d3L 0.8 h−1
EL degradation (dark) d4D 1.2 h−1
EL degradation (light) d4L 0.4 h−1
Inhibition: CL by P97 K1 0.2 nM
Inhibition: CL by P51 K2 1.2 nM
Activation: P7 by CL K3 0.2 nM
Inhibition: P9 and P7 by P51 K4 0.2 nM
Inhibition: P9 and P7 by EL K5 0.3 nM
Inhibition: P51 by CL K6 0.5 nM
Inhibition: P51 by itself K7 2.0 nM
Inhibition: EL by CL K8 0.4 nM
Inhibition: EL by P51 K9 1.9 nM
Inhibition: EL by EL K10 1.9 nM
Inhibition: P9 by CL K11 0.2650 nM
Table 2: Parameter values of M4 model.90
4 Exploring design principles in the Arabidopsis circadian
clock
Abstract
The biochemical interactions governing the function of the Arabidopsis circadian
clock have been systematically uncovered and explored by interdisciplinary efforts in-
volving mathematical modelling and biological experiments spanning many decades.
This process of developing understanding, which has indisputably contributed prac-
tical advances in the understanding of the plant regulatory system, is captured in a
series of consecutive mathematical ODE-based models that have been proposed since
2005. These models conceptualize the dynamics of the plant clock in terms of its
response to changes in light. However, as demonstrated in the preceding chapters,
the interaction of the inner gears of this clock for temperature adaptation is not yet
unravelled, and yet the roles of temperature compensation and entrainment are likely
to be of increasing importance in the context of global climate change. Moreover,
by considering temperature effects, it may be possible to understand the principles
governing the structure of the circadian clock’s complex biological network. Here we
explore these design principles of the plant clock, using methods originally inspired by
systems biology, by reviewing the most predominant models of Arabidopsis in order
to discern regulatory patterns that may explain clock function and temperature com-
pensation. We incorporate temperature dependence into several ODE-based models
by applying Arrhenius equations to their translation rates. Additionally, we propose
three minimal models and explore what key features govern their function via a series
of random parameterisations and simulations, to enrich the analysis. Results show
that the highly repressive interactions between the components of the plant clock to-
gether with autoregulation patterns and three-node feedback loops, tend to contribute
to the function of the clock in general and to its robustness to variation in temperature.
However, the fact that the networks governing clock function vary with time, due to
light and temperature forcing, reinforces the importance of studying the functionality
of the plant clock in its entirety rather than as a set of discrete motifs.
4.1 Introduction
The plant circadian clock is usually conceptualised as a system of interacting genes [19].
These genes typically interact by repressing the expression of other genes in the network,
creating feedback loops [18, 41]. Several mathematical models have been built to char-
acterize the structure of the plant system based on biological discoveries [18, 77, 40, 54,
41, 66, 42, 24]. As a result of this, mathematical models have been useful tools to help
generate and test hypotheses about the underlying structure of the plant system and to
understand its dynamics. In these models light has been proposed to play an impor-
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tant role, not just by promoting the expression of some key genes but also by acting at
postranscriptional and postranslational levels [77, 40, 54, 41, 66, 24]. The effect of light
has been parametrized in a variety of ways in these models, including binary variation
[18, 77, 40, 24], smooth transitions from light to dark [54, 41, 66], and via interaction with
some hypothesised protein [18, 77, 40, 54, 41, 66, 42, 24]. The result is that the properties
of the interaction network vary with time.
The mathematical models proposed to date typically seek to characterize the time evo-
lution of both mRNA and protein levels within plant cells [18, 77, 40, 54, 41, 66, 42, 24].
Equations describe these dynamics as the result of the difference between the production
rate and the degradation rate of both gene products. Hill functions are commonly used to
characterize the transcription rate terms in the equations [18, 77, 40, 54, 41, 66, 42, 24],
and in some cases Michealis-Menten equations have been used to model degradation rates
[18, 77, 40]. The models are parametrized with values fitting experimental observations
in a qualitative fashion, namely, for a circadian period, amplitude size and phase of gene
expression (induced by changes in light). However, details in the description of the molec-
ular basis differ between the models, as do the details of the principles of statistical and
qualitative fitting, leading some models to appear to offer a better quantitative fit than
others.
In biological networks, oscillatory dynamics have been explained by analysing the
feedback loops that form these networks [105, 106]. Feedback loops are believed to play
different roles within a network depending on their structure, meaning they have been
classified broadly with regards to their shape and functionality. For example, when a
transcription factor inhibits its own transcription rate, the response times of the system
are faster, and the system is more robust against variations in production rate [106]. The
opposite effect is caused when a transcription factor promotes its own transcription rate.
The former effect is called negative autoregulation (Figure 4.1A), and the latter positive
autoregulation (Figure 4.1B). Another example is the repressilator, originally a synthetic
oscillator developed in the study of E. coli, consisting of a three-component feedback of
inhibitors (Figure 4.1C). This has been shown to be fundamental for oscillatory behaviour.
In general, a feedback is defined as positive if the number of negative interactions within
the loop is even, or negative if this number is odd, and their basic functionalities can
facilitate bistability and promote sustained oscillations, respectively [106].
The feedforward loop is another three-component circuit of interactions found in bi-
ological networks, and has been studied in order to understand the dynamics of a whole
network. Unlike the repressilator, edges are not restricted to have an inhibitory role; they
also can be activators. This circuit is formed by a component that regulates directly and
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indirectly (through the another component) a target component. Thus, a total of eight
possible classes of feedforward loops can be defined (Figure 4.2). For a description of their
dynamical functions, see [107].
Figure 4.1: Examples of feedback loops. A) Negative autoregulation. B) Positive
autoregulation. C) the three-node components feedback loop, also termed as the repres-
silator.
Feedback and Feedforward loops as substructures of biological networks can be called
network motifs [108]. A network motif is an interaction pattern that is more likely to
be found in the real network rather than in random networks of the same size (i.e. the
same number of nodes and edges). The principle behind this concept is that, because the
network motif has been retained over evolutionary time, it must grant a fitness advantage
to the organism. Network motifs were first detected for the E. coli transcription network
[108], and from then the interest turned on the detection of their dynamical functions
in different organisms and different biological networks [106, 108]. In Arabidopsis, motif
analysis carried out under simulated constant light conditions has helped to explain the
dynamics observed in clock mutants [28]. However, how the plant clock network correlates
with temperature behaviour is not yet clarified.
In this chapter, we analysed the structures of a range of clock models proposed over
the past 15 years, and added temperature dependence in order to gain insights into tem-
perature behaviour. We centred our analysis in the transcription regulatory interactions
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of the plant system. We aimed to know whether network motifs commonly found in
other transcription networks are involved in temperature-dependent mechanisms in the
plant circadian system. In particular, our analysis considers temperature compensation
and numerical results are performed by allowing translation rates in the models to vary
with temperature according to the Arrhenius law. To gain a better understanding of the
key motifs driving clock function and its robustness to temperature variation, we also
performed a large-scale simulation study based on random parameterisations of three sim-
plified models, based on the principles of [28]. Taken together, the results support the idea
that the highly repressive role of transcription factors of the plant clock can be related to
the robustness of this clock against temperature changes. Our results also suggest that
plant clock networks need to be analysed as a whole, as dynamic rather than static net-
works, and future modelling-experimental efforts could be placed in a network sampling
context.
Figure 4.2: The eight classes of feedforward loops. Feedforward loops are classified
based on their coherent or incoherent effect of a gene X on its target Z. For example, in
figure A) X directly activates Z and indirectly represses it as X promotes Y, which is a
repressor of Z. This circuit is called Incoherent type 1. In contrast, F) shows a gene X
repressing its target Z and coherently X represses Y, which has an activator effect on Z. F)
is termed as Coherent type 2. The top row shows the four types of incoherent feedforward
loops; from A to D, Incoherent type 1, 2, 3, 4, respectively. The bottom row shows the four
types of coherent feedforward loops; from E to H, Coherent type 1, 2, 3, 4, respectively.
94
4.2 Methods
4.2.1 The models
A total of eight ODE-based models of different complexity are analysed. Following nomen-
clature from previous studies, we refer to these models as: L2005a [18], L2005b [77], L2006
[40], P2010 [54], P2012 [41], P2013 [66], F2014 [42], and DC2016 [24]. Because our goal is
to describe these models in terms of their structure rather than to focus on each model’s
biochemical details, we present them as transcription networks and refer the reader to the
original papers for a complete description.
Figure 4.3 depicts the clock structures of the models, including all interactions included
in each model. Note that these networks are derived by considering the mathematical
equations governing the dynamics in each case, and that this does not necessarily corre-
spond to the network diagrams published in the original papers, which were in some cases
simplified. Figure 4.3 allows one to visualize the increase in mathematical complexity of
the models as new empirical discoveries have been incorporated into the clock network.
Their relative complexity also serves to highlight the difficulty of elucidating the dynamics
of the inner transcriptional gears of the plant oscillator. In addition we present the inter-
actions as matrices, which we call transcription matrices (for an alternative representation
see Supplementary Material). The rows in each matrix display the outgoing interactions
from transcription factors in the networks, while columns represent the ingoing effect on
the transcription rates of the components of the network; the plus and minus signs mean
activation and inhibition, respectively. CL again represents CCA1 and LHY when they
are modelled as a single variable, and E34L represents ELF3, ELF4 and LUX grouped as
the evening complex, consistently with the block effect allocated in the models.
Each edge in each network is modelled by a Hill function, which characterizes the
inhibitor or activator effect of a transcription factor on the rate of production of mRNA.
The Hill function is defined by [108],
Y = β
1 +
(
X
K
)n , (14)
for a repressor, and by
Y = βX
n
Kn +Xn , (15)
for an activator, where Y is the rate of production of mRNA, β is the maximal production
rate, X is the inhibitor or activator concentration, K is the inhibition or activation coef-
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ficient, and n is the Hill coefficient. In other words, each edge in the network is governed
by at least three parameters: the repression (or activation) coefficient, the Hill coefficient
and a rate constant of transcription. In cases when the transcription of a gene is regulated
by a light transient induction effect via interaction with a protein P, a rate constant is
also considered to mediate light input.
4.2.2 Structural description of the plant transcription network
We have carried out a statistical analysis to describe the network structures that have
been hypothesised through the mathematical models for the Arabidopsis circadian clock:
L2005a [18], L2005b [77], L2006 [40], P2010 [54], P2012 [41], P2013 [66], F2014 [42], and
DC2016 [24]. This analysis consists of computing network statistics (number of compo-
nents, number of edges, density, and the average clustering coefficient), and then applying
a probabilistic approach to detect frequency of network motifs. In particular, we test the
prevalence of autoregulation, feedforward and three-component feedback loops by com-
paring their occurrences in the hypothesised circadian networks against their occurrences
in random networks of the same size, following the methodology of [108].
The average number of autoregulation (Nauto), feedforward (NFFL), and feedback
(NFback) loops in random networks can be determined by,
Nauto =
E
N
, (16)
NFFL = λ3Nn−e, (17)
NFback =
1
3λ
3Nn−e, (18)
where λ = EN is the mean connectivity, N and E are the numbers of nodes and edges in
the network, respectively, and n and e the number of nodes and edges of the particular
pattern under consideration.
The standard deviations (SD) of these estimations can be calculated by the square root
of the equations 16, 17 and 18, and a Z score is used to quantify the significance of the
occurrences of these subgraphs. The Z score tells us how many standard deviations the
number of the subgraphs observed in the network models exceeds the number expected in
random networks.
(Note that, with the exception of the [24] model where ELF4 and LUX are merged
into a single variable solely, statistical calculations in models including the evening complex
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were performed taking ELF4, ELF3 and LUX into account as individual components.)
4.2.3 Temperature dependence
Following the ideas developed in Chapters 1 and 3, we allowed translation rates only to
vary with temperature. Arrhenius equations were applied to the relevant parameters (see
Table 5, Supplementary Material) by using a temperature reference of 22°C in all models in
order to match their published parameter values corresponding to this temperature. With
the aim to assess whether temperature compensation is present, the effect of temperature
was modelled by using an activation energy value of 50 kJ mol−1 for each rate, and
simulations were carried out according to the experimental protocols of [4] and [82]. A
model was considered compensated if its Q10 of period was in the range between 0.8
and 1.2 [32] (see Section 2.2.2 in Chapter 2). To test whether these conclusions were
reliable, we introduced variability into the influence of temperature onto the clock models
by randomly choosing each activation energy value from a uniform distribution between 40
kJ mol−1 and 60 kJ mol−1. Two hundred replications of those random parameterizations
were performed for each model, and temperature compensation was assessed in each case.
Note that in [42], the authors modelled the protein production rate as equal to one
copy per mRNA for all transcription factors with the exception of ELF4 and ELF3 com-
ponents. This approach differs from the other models in that protein production is usually
characterized by p copies of mRNA that are translated (with the translation rate p not
necessarily equal to 1 h−1 in most cases). Thus, to incorporate temperature into [42]
model, we extended that model by adding parameters pj , (j representing a component
model) in the terms of protein production rates of the dynamical equations labeled by (5),
(7), (10), (12), (15), (20), (30), (45) in [42]; p1, p2, p3, p4, p5, p30, p31, and p32, respec-
tively. We fixed the pj values to be equal to 1 at the temperature reference 22°C in order
to preserve the original model and allowed them to vary with temperature as described
previously.
4.2.4 Numerical Investigation of minimal models via random parameterisa-
tion
A recent modelling study by [28] provides an interesting alternative approach towards
discovering the design principles of the circadian clock by proposing a number of pos-
sible clock structures and investigating their emergent properties by a series of random
parameterisations. Motivated by this study, and to complement the results emerging from
the more complex models L2005a [18], L2005b [77], L2006 [40], P2010 [54], P2012 [41],
P2013 [66], F2014 [42], and DC2016 [24], we additionally proposed three minimal models
98
with the aim to compare and contrast the results obtained when comparing the historical
clock models of Arabidopsis. We proposed three simplified clock structures (Figure 4.4) of
four repressor components, which represent CCA1/LHY , PRR9/PRR7, PRR5/TOC1
and ELF4/LUX, in order to assess changes in the periodicity of the plant clock when
the parameters of these models are allowed to vary with temperature under a simulated
continuous light condition (as in [28]). Because our goal is to analyse structural patterns
that may explain temperature compensation, our models are not expected to faithfully
reproduce the detailed behaviour of the plant circadian system. Rather, we ask which
structures and parameterisations allow these minimal models to show regular oscillatory
behaviour and an empirically justifiable phasing of peak expression levels (i.e. the order
of the peak mRNA levels of the clock components should agree with that observed in
reality, with CCA1 and LHY peaking at dawn before PRR9 and PRR7, followed by the
peak of PRR5 and TOC1 before ELF4 and LUX). Consistently with the more complex
models, the proposed structures are characterized by systems of ODEs for mRNA and
protein levels (see Supplementary Material for equation details). The parameter values
were assigned randomly from independently uniformly distributed numbers between 0 and
1. In the same manner, Hill coefficients were assigned from discrete uniform distributions
on the range between 2 and 4. The initial conditions of the system were fixed to be equal
to 0.1 in all cases. By using a notional unit of time of an hour, the clock was run for 20
days and the first 10 days were discarded in order to avoid transient effects. Next, we
searched for parameter sets reproducing oscillatory behaviour. The period of the system
was calculated by the trough method as explained in Chapter 1. We then selected from
those sets the parameter values that showed a subjective proper phase for the peak of the
gene expression.
To compare models, hitting rates were calculated as in [28]. This measure gives us an
averaged proportion of the parameter sets that met our criteria of selection with respect to
the total number of parameters that were generated at random in the researching scheme.
The higher the hitting rate, the more robust the model against parameter combinations.
This proportion is defined by,
P = n
√
number of obtained parameter sets
number of searched parameter sets , (19)
where n is the number of independent parameters.
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Figure 4.4: Minimal clock model structures. Figure S1 includes a three-node feedback
loop. In S2 autoregulation patterns were added to end up with S3 structure having a
feedforward loop. All clock components are characterized to have a repressive role within
the network.
4.3 Results
4.3.1 Description of the hypothesized clock plant structures
Table 3 shows the basic network statistics of the models under consideration. The networks
are all much more dense, and more clustered, than the large-scale transcription networks
typically observed in systems biology [108]. It should be noted that, as model complexity
(number of components) increases, there is no useful trend in the density or clustering
coefficient of the networks; the circadian models are all dense well-connected networks. It
is also noteworthy that the proportion of negative interactions is much higher in models
from 2012, surpassing the number of positive interactions. Table 4 extends this comparison
by looking at the frequency of network motifs in comparison to Erdos-Renyi random
graphs of the same size and density. No clear story emerges, but it may be notable that
the occurrence of three-component feedback loops is much more common in models from
2012; Z scores for L2012, L2013 and F2014 showed that they appear more often than what
is expected at random.
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Global properties
ODE model
number of
components
number of
edges density
clustering
coefficient
prop. of neg.
interactions
L2005a 2 2 0.50 - 0.50
L2005b 4 6 0.38 0.83 0.50
L2006 5 8 0.32 0.75 0.50
P2010 6 14 0.39 0.73 0.50
P2012 8 17 0.27 0.82 0.71
P2013 8 22 0.34 0.87 0.77
F2014 10 46 0.46 0.92 0.89
DC2016 4 10 0.63 1 0.90
Table 3: Network statistics of the Arabidopsis circadian models illustrated in Figure 4.3.
Figure 4.5 illustrates the main result from this comparison of models and their be-
haviour in changing temperatures; when translation rates are allowed to vary with tem-
perature, only the more recent (and more complex) models exhibit temperature compensa-
tion. The earliest clock models, L2005a, L2005b and L2006 only function within a narrow
temperature range; at lower temperatures the clock is disrupted. Temperature compen-
sation is not observed in these models, the clock slows down, or speeds up, markedly as
temperature increases in these early models before all rhythmic behaviour is lost (L2005a,
L2005b and L2006). The more complex P2010 model functions across a broader tem-
perature range, but is similarly uncompensated. However, the most complex and most
recent models P2012, P2013, F2014 and DC2016 all show temperature compensation to a
greater or lesser extent. All simulations were carried out following experimental protocols
of [4] and [82]. Figures 4.6 and 4.7 show that this finding is not an artefact of the fixed
choice of activation energy in the simulations in Figure 4.5. When activation energies are
allowed to vary between 40 kJ mol−1 and 60 kJ mol−1 the same patterns emerge; only
the models P2012, P2013, F2014 and DC2016 exhibit temperature compensation, but this
temperature compensation is robust to variability in activation energy.
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Figure 4.5: The models P2012, P2013, F2014 and DC2016 exhibit temperature
compensation. Simulations were carried out following experimental protocols of [4]
and [82]. The earliest clock models, L2005a, L2005b and L2006 allow incorporation of
temperature into the plant clock, but only function within a reduced temperature range;
at lower temperatures the clock is disrupted. Temperature compensation is not observed
in these models, and nor in P2010; the clock either slows down (L2005b, P2010) or speeds
up (L2005a,L2006) markedly as temperature increases in these early models.
103
12 14 16 18 20 22 24 26 28
Temperature (°C)
22
24
26
28
30
fre
e 
ru
nn
in
g 
pe
rio
d
P2012
12 14 16 18 20 22 24 26 28
Temperature (°C)
22
24
26
28
30
fre
e 
ru
nn
in
g 
pe
rio
d
P2013
12 14 16 18 20 22 24 26 28
Temperature (°C)
22
24
26
28
30
fre
e 
ru
nn
in
g 
pe
rio
d
F2014
12 14 16 18 20 22 24 26 28
Temperature (°C)
22
24
26
28
30
fre
e 
ru
nn
in
g 
pe
rio
d
DC2016
Figure 4.6: The models P2012, P2013, F2014 and DC2016 exhibit temperature
compensation. Simulations were carried out following experimental protocols of [4] and
[82]. Results show the distribution of the free-running period when random uniformly
distributed activation energy values between 40 kJ mol−1 and 60 kJ mol−1 were allocated
independently to the translation rates of the model. Results support outputs obtained in
Figure 4.5, where the influence of temperature was parametrized to be equal.
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Figure 4.7: The earliest clock models, L2005a, L2005b, L2006 and P2010 do not
exhibit temperature compensation. Simulations were carried out following experi-
mental protocols of [4] and [82]. Results show the distribution of the free-running period
when random uniformly distributed activation energy values between 40 kJ mol−1 and 60
kJ mol−1 were allocated independently to the translation rates of the model. Results sup-
port outputs obtained in Figure 4.5, where the influence of temperature was parametrized
to be equal.
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Although these results hint that complexity is helpful in facilitating temperature com-
pensation, it is not yet possible to attribute this phenomenon to any network motif in par-
ticular. For example, clock models presenting autoregulation motifs displayed robustness
against variation in translation rates due to temperature changes and it might be tempting
to explain this phenomenon in a causal way. This is not the case that is shown in Figure
4.8, where outputs are presented for both P2012 and DC2016 models in the absence of
their autoregulation loops; temperature compensation is maintained. Indeed, repeating
investigations similar to these but with changes to feedback and feedforward loops reveals
no clear patterns (data not shown), further underlining the differences between plant cir-
cadian oscillators and the more general networks of systems biology. Interestingly, when
temperature compensation was tested under constant dark condition in DC2016 model
(not shown), compensation was still observed; however, the Q10 of period was reduced
from 0.97 to 0.87. Note that autoregulation coupled with three-node feedback loops are
not present in the DC2016 model under dark conditions (see Figure 2.1 in Chapter 2).
Putting all these observations together, these results suggest that autoregulation combines
with three-node feedback loops to form a highly inhibiting transcription network which
might contribute to temperature compensation. These ideas are tested in the following
section.
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Figure 4.8: Autoregulation alone is inadequate to explain temperature com-
pensation. The figure shows outputs from modified P2012 and DC2016 models, where
the autoregulation loops have been removed. In both cases, temperature compensation
persists in spite of the change to the network structure.
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4.3.2 Minimal models via random parameterisation
We defined three minimal structures for numerical investigation (S1, S2 and S3 in Figure
4.4) in order to test whether the inclusion of certain well-defined regulatory patterns
may facilitate temperature compensation. Taking into account the previous results, all
proposed structures have been modelled to have negative interactions only. Model S1
includes a three-node feedback loop, model S2 is proposed to test the effect of having a
three-node feedback together with negative autoregulation loops, and the inclusion of an
incoherent feedforward circuit was tested in model S3. That is, model S3 is an extension
of S2, and model S2 is an extension of S1. Figure 4.9 depicts the main results when the
behaviours of these models are compared, using random parameterisations and the criteria
for periodicity and compensation as explained in Section 4.2.4. Surprisingly, across the
range of random parameterisations, we found no important differences between the models
S1, S2 and S3 in terms of their ability to produce sustained oscillations with the correct
ordering of peaks in gene expression (Figure 4.9A). Moreover, all structures presented
high hitting rates, indicating that a high percentage of parameter sets met our criteria
of oscillatory behaviour and proper order of peak mRNA levels. However, we did find
differences when temperature dependence was incorporated into these models. Figure
4.9B shows that the incorporation of autoregulation patterns improves the robustness of
the system across an extended temperature range; the model S2 showed a much higher
proportion of oscillating parameter sets that tolerated temperatures between 12°C and
28°C compared to the model S1. Note that the models S2 and S3 showed similar results,
which suggests that feedforward loop is not required to extend the tolerable temperature
range, but that three-node feedback and autoregulation patterns are required together to
allow the system to oscillate in extended temperature boundaries.
Figure 4.9C shows the distribution of the Q10 of period for each model under random
parameterisation. Although model S1 displays robustness against temperature changes
with 62% of its parameter sets allowing the system to achieve temperature compensation
(Q10 lying within the range 0.8-1.2), it is remarkable that adding autoregulation patterns
significantly improved this robustness. Outcomes of the model S2 showed that 83% of the
parameter sets presented Q10 values in the range for compensation. Moreover, the Q10
distribution shifted to locating closer to perfect compensation (i.e. Q10 = 1); the median of
the distribution shifted from a Q10=0.83 in model S1 to a Q10=0.90 in model S2. It is also
possible to observe a reduction in the dispersion of the distribution; the range of the Q10
values is reduced by 14%. However, this improvement was affected when a feedforward
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loop was incorporated into the system. In model S3, the percentage of parameter sets
resulting in Q10 values in the range for compensation dropped to 76% and its distribution
was more spread out, the range of the modelled outcomes increased by 43% compared to
model S2, and this increased variability is mainly caused by values below the median.
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Figure 4.9: Autoregulation together with three-node feedback structure im-
proves the robustness of the system against temperature changes on transla-
tion rates. Results from random parameterisations of models S1, S2 and S3 in Figure
4.4. A) Normalized proportion of parameter sets that showed sustained oscillations and
correct order of peak gene expression. B) Proportion of parameter sets that allowed the
system to oscillate across a 12°C - 28°C temperature range with respect to the number
of sets obtained after searching (Table 7 in Supplementary Material). C) Distribution of
the modelled outputs of the parameter sets selected to show oscillatory behaviour in the
range 12°C - 28°C.
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4.4 Discussion
Particular subgraphs in transcription networks, called network motifs, have been argued
to drive specific tasks and to favour particular behaviours in biochemical systems [108].
The interest in the study of these graph structures is founded on the hypothesis that they
are the result of evolutionary selection. We studied whether temperature compensation
can be attributable to the function of specific subgraphs of the plant network by exploring
the historical structures proposed for the Arabidopsis circadian clock and by numerical
investigation of three minimal models via random parameterisation. We found that tem-
perature compensation cannot be determined as a function of a particular substructure of
the plant network but it involves a global property of this network, where autoregulation
together with three-node feedback loops in a transcription network dominated by negative
interactions favor the clock to be robust to temperature variability.
Exploring the historical structures for the plant circadian system, we found that only
clock models presenting autoregulation patterns displayed robustness against variation in
translation rates due to temperature changes. Surprisingly, we also found that although
this is observed, it cannot be the cause of temperature robustness; results from modi-
fied P2012 and DC2016 models that exclude autoregulation structures showed that these
models still present compensated behaviour (Figure 4.8). Similarly, we observed that
compensated models have the particular feature of presenting a much higher proportion
of negative regulations compared to uncompensated models (Table 3); however, removing
the positive interactions or changing them by repressive roles in P2010 model did not
change the uncompensated dynamics of this model (results not shown). Additionally, the
results (Table 4) also suggest that the three-node feedback loop might favor the robust-
ness of the plant clock against temperature changes, as these patterns occur more often
in compensated models. We therefore attempted to understand if the junction of these
regulatory patterns rather than each one alone may contribute to temperature compensa-
tion. To this end, we proposed three minimal models to analyse the effect of adding new
interaction patterns to the plant system. We started with a highly inhibiting transcrip-
tion network having a three-node feedback loop and in the next two consecutive models
we added autoregulation loops and a feedforward circuit, respectively. The results of our
models show that the effect of adding autoregulation patterns to a network with a three-
node feedback loop improve the temperature tolerance of the plant oscillator; however,
adding a feedforward loop reduces the performance of the oscillator to face temperature
changes.
Network motif theory has been built using the principle that structures of interactions
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observed in natural systems have been maintained over evolutionary time as they grant
advantages to the organisms. Under this scenario, one would expect biologically useful
motifs to appear more frequently than they would in a random interaction network of the
same size. In [108], the authors proposed to detect network motifs by using the Erdos Renyi
model to generate random structures sharing the empirical system’s size and density, and
to assess whether empirically observed networks are significantly different. They provided
mathematical expressions to calculate the expected number of occurrences and used the E.
coli network as an example of a transcription network for calculations. Additionally, they
claimed that the transcription networks they study are sparse, the out degree distribution
has a long tail describing that very few transcription factors regulate a large number of
genes and the distribution of the incoming edges is compact; furthermore, transcription
networks have an average clustering coefficient higher than random networks, among other
characteristics.
In this research, we have applied these ideas as the basis of an exploratory analysis
of the circadian plant clock by using the hypothesised Arabidopsis clock structures as
the “real” plant transcription network. We found that autoregulation and feedforward
loops, typical regulation patterns of transcription networks defined as network motifs, are
not present in the proposed Arabidopsis networks with significant difference compared to
random networks. However, three-node feedback loops appear slightly more often in the
hypothesised transcription networks for Arabidopsis from 2012. We also found that the
hypothesised networks are not sparse but they are dense. In the context of transcription
networks, density values less than 0.001 are common, whereas the historical models of
circadian networks do not show densities less than 0.27. Out degree distributions are not
long tailed, the degree distributions are compact, and there is no clear pattern to their
shapes (data not shown). We also observed that the hypothesised transcription networks
for the plant clock are highly clustered (i.e. clustering coefficients much larger than den-
sity values), which implies that their average clustering coefficient is larger than those in
random graphs. The latter is in agreement with what has been observed in transcription
networks of other systems, but it has not proved possible to make a theoretical link from
this observation to statements about large scale clock function.
The numerical simulations carried out here use certain necessary assumptions, and
these in turn may limit the generality of the results. In particular, temperature dependence
is assumed to apply only to translation rates within the model; degradation rates are
assumed to remain constant (see Section 4.2.3), yet there is experimental evidence on
temperature dependence of degradation rates [56]. This is a reasonable assumption and
is consistent with the work in Chapters 1 and 3. It should, however, be noted that in
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Chapter 2 and [26], the degradation rates in circadian models are shown to play a large role
in determining the ranges of temperature entrainment and compensation. In this sense,
the conclusion that increased negative feedback is required for temperature compensation
is limited by the assumption of constant degradation rates, and the conclusions may be
revisited in future if more reliable data on the temperate dependence of degradation rates
become available. An alternative parsimonious assumption, whereby all rates in the model
vary according to the same Arrhenius law, would necessarily preclude any temperature
compensation for the reasons explained in Chapter 2, Discussion Section (i.e. time scaling
increasing the pace of the clock network). On the other hand, negative autoregulation has
a speeding up effect on systems [106], then one might suppose an additive acceleration
effect, which could limit as well the conclusion that increased negative feedback favors
temperature compensation. This support the importance of further investigation from
modelling and experiments efforts.
We believe that, although our models necessarily have some limitations, and indeed
they are highly oversimplified systems to represent complex plant dynamics, our theoretical
approach provides helpful insights into what design principles of the Arabidopsis transcrip-
tion network have an important role in the ability of the plant system to bear temperature
changes. The observations presented here hint that mathematical and graph-theoretic ap-
proaches may become useful in the analysis of the plant clock as a whole system, but the
full story is as yet unclear. The importance of forcing, whether of light, temperature, or
both, has the effect of enforcing dynamic networks of interaction on the plant clock, a fact
not taken into account in the traditional systems biology theories ([108]), and this is likely
to limit the applicability of the theory in general.
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4.5 Supplementary Material
L2005a→

CL TOC1
CL −
TOC1 +

L2005b→

CL TOC1 X Y
CL − −
TOC1 + −
X +
Y +

L2006→

CL TOC1 X Y PRR9/7
CL − − +
TOC1 + −
X +
Y +
PRR9/7 −

112
P2010→

CL TOC1 Y PRR9 PRR7 PRR5
CL − − + + +
TOC1 + − −
Y +
PRR9 − +
PRR7 − +
PRR5 −

P2012→

CL PRR9 PRR7 PRR5 TOC1 ELF4 ELF3 LUX
CL + + + − − − −
PRR9 − +
PRR7 − +
PRR5 −
TOC1 −
E34L − − − −

P2013→

CL PRR9 PRR7 PRR5 TOC1 ELF4 ELF3 LUX
CL + + + − − − −
PRR9 − +
PRR7 − +
PRR5 −
TOC1 − − − − − −
E34L − − − −

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DC2016→

CL P97 P51 EL
CL + − −
P97 −
P51 − − − −
EL − −

ODE model Rate constants of translation
L2005a p1, p2
L2005b p1, p2, p3, p4
L2006 p1, p2, p3, p4, p6
P2010 p1, p2, p4, p6, p8, p9, p10
P2012 p1, p2, p4, p8, p9, p10, p23, p27
P2013 p1, p2, p4, p8, p9, p10, p23, p27
F2014 p1, p2, p3, p4, p5, p16, p23, p30, p31, p32
DC2016 p1, p1L, p2, p3, p4
Table 5: Parameters of the models affected by temperature.
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The S1 model
d[CL]m
dt
= β1 ∗ 1
1 + ( [P97]pK1 )
n + ( [P51]pK2 )
n
− d1 ∗ [CL]m
d[CL]p
dt
= p1 ∗ [CL]m − d2 ∗ [CL]p
d[P97]m
dt
= β2 ∗ 1
1 + ( [CL]pK3 )
n + ( [EL]pK4 )
n
− d3 ∗ [P97]m
d[P97]p
dt
= p2 ∗ [P97]m − d4 ∗ [P97]p
d[P51]m
dt
= β3 ∗ 1
1 + ( [CL]pK5 )
n
− d5 ∗ [P51]m
d[P51]p
dt
= p3 ∗ [P51]m − d6 ∗ [P51]p
d[EL]m
dt
= β4 ∗ 1
1 + ( [CL]pK6 )
n
− d7 ∗ [EL]m
d[EL]p
dt
= p4 ∗ [EL]m − d8 ∗ [EL]p
The S2 model
d[CL]m
dt
= β1 ∗ 1
1 + ( [P97]pK1 )
n + ( [P51]pK2 )
n
− d1 ∗ [CL]m
d[CL]p
dt
= p1 ∗ [CL]m − d2 ∗ [CL]p
d[P97]m
dt
= β2 ∗ 1
1 + ( [CL]pK3 )
n + ( [EL]pK4 )
n
− d3 ∗ [P97]m
d[P97]p
dt
= p2 ∗ [P97]m − d4 ∗ [P97]p
d[P51]m
dt
= β3 ∗ 1
1 + ( [CL]pK5 )
n + ( [P51]pK7 )
n
− d5 ∗ [P51]m
d[P51]p
dt
= p3 ∗ [P51]m − d6 ∗ [P51]p
d[EL]m
dt
= β4 ∗ 1
1 + ( [CL]pK6 )
n + ( [EL]pK8 )
n
− d7 ∗ [EL]m
d[EL]p
dt
= p4 ∗ [EL]m − d8 ∗ [EL]p
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The S3 model
d[CL]m
dt
= β1 ∗ 1
1 + ( [P97]pK1 )
n + ( [P51]pK2 )
n
− d1 ∗ [CL]m
d[CL]p
dt
= p1 ∗ [CL]m − d2 ∗ [CL]p
d[P97]m
dt
= β2 ∗ 1
1 + ( [CL]pK3 )
n + ( [EL]pK4 )
n
− d3 ∗ [P97]m
d[P97]p
dt
= p2 ∗ [P97]m − d4 ∗ [P97]p
d[P51]m
dt
= β3 ∗ 1
1 + ( [CL]pK5 )
n + ( [P51]pK7 )
n
− d5 ∗ [P51]m
d[P51]p
dt
= p3 ∗ [P51]m − d6 ∗ [P51]p
d[EL]m
dt
= β4 ∗ 1
1 + ( [CL]pK6 )
n + ( [EL]pK8 )
n + ( [P51]pK9 )
n
− d7 ∗ [EL]m
d[EL]p
dt
= p4 ∗ [EL]m − d8 ∗ [EL]p
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Models
number of
parameters
sets
searched
sets
oscillating
oscillating
and phase
S1 23 500,000 2,114 (0.42%) 1,281 (0.26%)
S2 25 500,000 1,870 (0.37%) 239 (0.05%)
S3 26 500,000 1,880 (0.38%) 137 (0.03%)
Table 6: Selecting parameter sets for the clock structures in Figure 4.4. Percentages
in brackets were calculated over the number of parameter sets searched (third column).
Last column shows the number of sets including the parameters to be applied Arrhenius
equations.
Models
sets
selected
sets
in [12°C ; 28°C]
%
obtained
S1 1,281 188 14.7
S2 239 72 30.1
S3 137 38 27.7
Table 7: Parameter sets producing sustained oscillations on a
range of 12°C to 28°C. Third column shows the number of
modelled inputs for Figure 4.9C.
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Conclusion
This thesis aimed to provide the basis for modelling temperature dependence in the plant
circadian clock in order to elucidate the mechanisms of entrainment and compensation,
and to point out the elementary design principles of the plant network to drive both
processes. Overall, by numerical investigation this work contributes to the understanding
of the plant system along with mathematical modelling strategies to the plant circadian
community with the following key findings:
1. Thermal sensitivity of degradation rates is a key factor involved in temperature
mechanisms.
2. The combined effect of light and temperature forcing extends the entrainment range
of the clock.
3. HSP90 is required for correct temperature entrainment through interaction with the
morning loop.
4. The highly inhibiting feature of the transcription plant network, together with au-
toregulation patterns and three-node feedback loops, favour the robustness of the
plant clock to variation in temperature.
Firstly, in Chapter 1, we presented a recent ODE-based model and developed a founda-
tion scheme to incorporate temperature dependence into this model by applying Arrhenius
equations on the parameters of translation rates. We started exploring the robustness of
the De Caluwé model by analysing the behaviour of the model when the original square
wave light forcing is replaced by a tanh and a sin function to allow more realistic smooth
transitions between light and dark phases. We then made this clock model responsive to
temperature and examined whether the temperature dependence of translation rates via
the Arrhenius law was adequate to entrain the system. Numerical outputs showed that
this simple model was able to display circadian periodicity, a stable phase and sustained
oscillations in free-running conditions. Additionally, we simulated several time scales for
data collection in order to evaluate whether a change in periodicity may be observed as a
consequence of the timing of the sampling.
In Chapter 2, we extended the framework given in Chapter 1 by hypothesizing temper-
ature sensitivity on all rates of the model, which characterize transcription, translation,
and mRNA and protein degradation processes of the plant system. More importantly, we
analysed the combined effect of thermal and photic forcing by varying the hours of expo-
sure to light and warm and dark and cold phases in a 24 h cycle. This chapter provided
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novel and helpful insights into what processes may play important roles in temperature
entrainment and compensation. We concluded that compensation depends on the way
in which each element of the plant clock interacts, and that it is particularly sensitive
to temperature-dependent degradation in the context of observed Q10 values. Moreover,
we presented a theoretical climatic tolerance range, which highlights the need of studying
how the clock adapts to changing environmental conditions in an ecological context.
In Chapter 3, motivated by the experimental observations of the Davis Lab (De-
partment of Biology, University of York), we developed a modelling approach to eluci-
date the role of HSP90 in entrainment. We adapted the De Caluwé model to exhibit
PRR9 and PRR7 as functionally independent according to those observations and as-
sumed temperature-dependent translation rates changes. From a range of eight possible
models, we proposed a clock functional structure where CCA1/LHY inhibits PRR9 and
activates PRR7 and we simulated the effect of Geldanamacyn for both light and thermal
entrainment on this clock model. We hypothesised that HSP90 acts in thermal entrain-
ment via the morning loop. Moreover, our model predicted that HSP90 is required for
temperature entrainment and not for light entrainment, consistent with the empirical ob-
servations of the Davis group. This chapter highlights the importance of interactive work
between modelling and experiments to explain the complex clock responses and adds em-
phasis to the need for future collaborative investigation to reveal the design principles of
the Arabidopsis circadian clock.
In Chapter 4, we asked whether particular subgraphs that have been argued to carry
out specific tasks in biological networks, which could in principle explain the dynamics of
biochemical systems, are found in the Arabidopsis transcription network, and whether they
can be related to functions that would be responsible for the dynamics of the plant clock
in response to temperature variation. We performed this analysis by two theoretical ap-
proaches: 1) presenting a framework of the historical proposed transcription networks for
the plant clock and, 2) proposing three minimal models parameterised by random searches
for qualitative insights. We found that no autoregulation loops (neither feedforward nor
three-node feedback circuits) can alone explain temperature compensation. However, our
results suggested that a transcription network governed by negative interactions together
with those structural loops, rather than being considered in isolation, has to be part of
the design of a temperature-robust oscillator.
In short, this research provides a range of practical insights which can guide future
investigation into how circadian rhythms are altered by temperature forcing, and it em-
phasises how important it is to study the temporal adjustment of those rhythms in a
scenario where both light and temperature forcing are considered simultaneously. Fur-
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thermore, it has shed light on the relationship between clock function and transcriptional
network clock structure. Although no clear simple causal relationships emerge, these re-
sults in general support the need to consider new modelling approaches to better describe
plant dynamics in our attempt to understand how this clock assimilates external cues with
internal interactions.
With this aim, it may therefore be useful to turn our attention into network analysis
of ecological systems in order to profit from the advances developed in that field. For
example, in behavioral ecology, analyzing social network activity over time gives valuable
information about the causes and consequences of animal sociality [109, 110]. Thus, animal
sampling is carried out to collect social data in order to construct an underlying social
network. After collecting animal social data, temporal interactions between animals are
represented by mainly two types of networks: 1) time-ordered networks, where the duration
of the interactions is considered, and 2) time-aggregated networks (a simplification of the
time-ordered approach), where a sequence of static networks are analysed [111, 112]. In
the construction of these temporal network representations, association indices are used
to quantify the strength of the interaction between animals so that define the edges of the
social network [113]. This is a classic method designed to correct the inherent bias due
to sampling; other statistical approaches to estimate edge weights and their uncertainty
involve boostrapping methods and Bayesian inference [114]. It is also worth noting that the
emergent outcomes of simulating ecological dynamics on dynamically evolving networks
can give new insight into the robustness of systems [115]; the dynamical system may be
resilient to change in circumstances were an equivalent static time-averaged network would
not.
This network sampling approach can, in principle, be translated to the plant circadian
network context. Indeed, we have shown in chapter 2 that the De Caluwe model is in fact
a representation of a dynamic plant network governed by two different network structures
depending on the phases of light and dark (rather than one static clock structure). Thus,
the question that naturally arises is, is it possible to find other underlying structures which
potentially could explain the mechanisms of the plant clock to synchronise with the ex-
ternal environment? This could be investigated numerically, for example, by considering
the Hill function as a threshold to define a temporal dynamics edge in the 24 h cycle, as
this function quantifies the interaction strength between transcription factors and genes.
Perhaps the answer of this question might help to characterize the dynamical plasticity
mentioned in [116]. This computational approach could also help, for example, to cor-
roborate experimental observations from phase-response-curve assays. Moreover, we have
shown in Chapter 2 that the current characterization of the clock model does not allow
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the clock to show temperature compensation, and this failure comes from the temperature
sensitivity of degradation rates. A theoretical temporal approach could help to elucidate
the temperature input pathway driving clock entrainment, and eventually to clarify the
time scales governing the relationship between production and degradation of gene prod-
ucts which might explain the temperature compensation mechanism. Additionally, the
analysis of Chapter 4 could be expanded in future studies; for example, if we observed a
series of time-specific snapshots of this clock, can the clock still be regarded as a dense
highly clustered network structure as is typically hypothesised? Finally, a analysis of a
series of temporal networks representing the dynamic plasticity of the plant clock might
help to deal with other big questions of importance to the plant circadian community; for
example, is temperature compensation an emergent property of thermal entrainment?
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