We study the nonparametric estimation for the intensity of Poisson random measure in jump-diffusion CIR model based on the low frequency observations. This is given in terms of the minimization of norms on a nonempty, closed and convex subset of some special Hilbert space. We establish the measurability of the estimator and derive its consistency and asymptotic risk bound. (2010): Primary 62G05, 90A19, 60J75; Secondary 62G20, 60J85, 90A16
Introduction and main results
The Cox-Ingersoll-Ross model (CIR model) defined by the following stochastic differential equation (SDE) was firstly introduced by Cox et al. (1985) in the study of term structure of interest rate:
dY (t) = b(β − Y (t))dt + 2cY (t)dB(t), (1.1) where β, b, c > 0 are given constants and {B(t) : t ≥ 0} is a standard Brownian motion. Motivated by the study of jump risks which can not be ignored in the pricing of assets, Ahn and Thompson (1988) studied the following jump-diffusion process by adding a jump component into (1.1): 2) where N (dt, dz) is a Poisson random measure on (0, ∞) 2 with Lévy intensity n(dz) and (1 ∧ z)n(dz) is a finite measure on (0, ∞); more details can be seen Duffie et al. (2000 Duffie et al. ( , 2003 . In this paper we always assume n(dz) is absolutely continuous with respect to Lebesgue measure, i.e. there exits a non-negative function k(z) satisfying n(dz) = k(z)dz.
Actually, by Theorem 2.5 in Fu and Li (2010) , the nonnegative solution {X(t) : t ≥ 0} to (1.2) uniquely exists and is a continuous-sate branching process with immigration (CBI processes) with transition semigroup (P t ) t≥0 given by Otherwise, from Theorem 3.20 in Li (2011, p66) we have the semigroup (P t ) t≥0 is ergodic, i.e. for any x ≥ 0, P t (x, ·) converges to a probability measure η on [0, ∞) as t → ∞ and the Laplace transform of η is given by
For any finite set {t 1 < t 2 < · · · < t n } ⊂ R we can define the probability measure Q t 1 ,t 2 ,··· ,tn on R n + by
Since {Q t 1 ,t 2 ,··· ,tn : t 1 < t 2 < · · · < t n ∈ R} is a consistent family, there is a stationary Markov process {Z(t) : t ∈ R} with finite-dimensional distributions given by (1.6) and one-dimensional marginal distribution η. From Remark 2.6 in Li and Ma (2015) and Birkhoff's ergodic theorem, we have {Z(t) : t ∈ R} is ergodic. By a fairly simple (continuous time) coupling argument, with out loss of generality we always assume X(t) defined by (1.2) is a stationary and ergodic process.
Before applying (1.2) into practical problems, the key preparation is estimating (β, b, c) and n(dz). Since estimations for (β, b, c) have been given by Huang et al. (2011) , we just need to found some suitable estimations of n(dz) with other parameters known. There are a lot of works about parameter estimations for the standard CIR-model and a review had been given in Xu (2014) including the conditional least squares estimators (CLSEs) and the maximum likelihood estimators (MLEs) given by Overbeck and Rydén (1997) and Overbeck (1998) . Here we only give a summary of some known works about nonparametric estimation for jump-diffusion processes. Unfortunately, limited works have been done in the nonparametric estimation in jump-diffusion CIR models compared with Lévy processes. Watteel and Kulperger (2003) proposed and implemented an approach for estimating the jump distribution of the Lévy processes by fixed spectral cut-off procedure. The penalized projection method was applied in Figueroa In this work, based on the low frequency observations at equidistant time points {k∆ : k = 0, 1, . . . } of a single realization, we establish some nonparametric estimators for the Lévy density n(dz) by minimazing the norms of the elements of a closed and convex subset in some special Hilbert space. For simplicity, we take ∆ = 1 and denote the observation be {X k : k = 0, 1, · · · } but all the results presented below can be extended to the general case. We always assume all functions below are defined on R + . Let µ(dz) = (1 ∧ z)dz and
We say a real-valued function f ∈ V b , if for any −∞ < a < b < ∞,
where
Otherwise, a linear operator T is defined by
. By the erogidicity of X(t) and the continuous mapping theorem, for any λ > 0 we have
(1.11)
Let {k R ≥ 0 : R = 1, 2, · · · } be a increasing sequence of functions satisfying that µ(|k R |) ≤ R. For any R ≥ 1 define
Here for any fixed R ≥ 1, we establish the following estimator for k(z):
where w(λ) is a bounded and non-negative weighted function with compact support, denote by S w , and there exist 0 ≤ a < b < ∞ such that [a, b] ⊂ S w . We give the main results in the following three theorems.
Theorem 1.1 For any R ≥ 1, we havek R,n (z) is well defined, i.e.k R,n (z) exists uniquely and is measurable.
(1.14) 
This paper is organized as follows. In Section 2, we will prove Theorem 1.1. The consistency and asymptotic risk bound of estimator (Theorem 1.2 and 1.3) will be proved in Section 3. 
Existence, uniqueness and measurability
In this section, we will prove Theorem 1.1 by identifying the estimator defined by (1.12) exists uniquely and is measurable. Firstly, we recall a conclusion which can be found in many books about functional analysis.
Lemma 2.1 If S is a Banach space with norm || · ||, M is a nonempty, closed, convex subset of S, then M contains a unique element of smallest norm.
With this lemma we will give the most important theorem, which will guarantee the measurability of the estimators. Actually, least squares estimators (LSEs) and maximum likelihood estimators (MLEs) are just special cases of this theorem. Theorem 2.2 Suppose (Ω, F , P) is a probability space and S is a separable Banach space with norm · and Borel σ-algebra S . Let g be a measurable mapping from (Ω, F ) to (S, S ) and M ∈ S be a nonempty, closed and convex subset. Then
is well defined and F -measurable.
Proof. From Lemma 2.1, we have h(ω) exists uniquely. Now we prove it is F -measurable. Let m(ω) = min f ∈M f − g(ω) which is F -measurable. Indeed, since M is separable, there exists a countable subset of M , denoted by
Since f i − g(ω) and min 1≤i≤n f i − g(ω) are measurable for any i, n ≥ 1, we have m(ω) is F -measurable. Let M := {M ∩ B : B ∈ S } and G = {A ∈ M : h −1 (A) ∈ F }, both of them are σ-algebras. We just prove G is a σ-algebra.
For any a > 0 and ξ ∈ M , let A = {f ∈ M : f − ξ ≤ a} ∈ M . The desired result follows if we prove for any A ∈ G have
Since M is separable, for any i > 0 there exits a subset {f i 1 , f i 2 , . . . } ⊂ A such that for any f ∈ A there exists an element f i n with f i n − f < 1/i . Let
So it suffices to prove h −1 (A) = B. Actually, for any
≤ m(ω) + 1/i, which means ω ∈ B and h −1 (A) ⊂ B. Otherwise, for any ω ∈ B and i > 0, there exists
Since S is a Hilbert space and A is a closed and convex ball, from Theorem 2.1 we have arg min f ∈A f − g(ω) exists uniquely. Otherwise, since
and lim
So f ∈ A and B ⊂ h −1 (A). Here we have finished this proof.
which is a Hilbert Space with inner product f, g w = ∞ 0 f (λ)g(λ)w(λ)dλ for any f, g ∈ L 2 (w). Let Ψ := TK = {Tf (λ) : f ∈ K}, it is easy to see Ψ ⊂ L 2 (w). Indeed, for any f (z) ∈ K we have
Since S w is compact, there exists a > 0 such that S w ⊂ [0, θ]. We have
where C > 0 is a constant independent to f (z).
Lemma 2.3 For any two probability measures
Proof. Sufficiency is obvious, we just need to prove necessity. Since L Q 1 (λ) and L Q 2 (λ) are analytic on this strip {λ = λ 1 + iλ 2 ∈ C : λ 1 ≥ 0, |λ 2 | < 1}. By the assumption in this lemma and theorem in Brown and Churchill (2009, p 
Lemma 2.4 T : K → Ψ is a continuous bijection.
Proof. It is easy to see T is a one-to-one mapping. Indeed, for any k 1 (z), k 2 (z) ∈ K satisfying Tk 1 (λ) − Tk 2 (λ) w = 0, we have Tk 1 (λ) = Tk 2 (λ) for any λ ∈ S w . Moreover, by the definition of CBI processes, there exist two probabilities Q 1 (·) and Q 2 (·) on R + such that for i=1,2
By lemma 2.3, we have
Since T is a linear operator, its continuity follows directly from its boundedness which have been proved in (2.2).
Lemma 2.5 For any
Proof. Since T is continuous, TK R is compact and its convexity follows from the convexity of K R which is obvious. It suffices to prove K R is compact. Since k R (z) is integrable, so there must exists {z j } ∞ j=1 , such that k R (z j ) → 0 as j → ∞. For any fixed sequence {k n : n = 1, 2, · · · } in K R , we have k n (z j ) → 0 as j → ∞. There exist i 0 ∈ N and z 0 ∈ [i 0 , i 0 + 1] such that k n (z 0 ) ≤ k R (z 0 ) < 1 for for any n ≥ 1. Without loss of generality, we assume i 0 = 1. For
. Thus {k n (z) : n = 1, 2, · · · } are uniformly bounded and have bounded variation on [(i + 1) −1 , i + 1], which means there exit two sequences of nonnegative, monotone increasing and right-continuous functions {k n,1 : n = 1, 2, · · · } and {k n,2 : n = 1, 2, · · · } such that k n = k n,1 − k n,2 . Obviously, we have
Without loss of generality, we assume that k n,2 ((i + 1) −1 ) = 0, so k n,2 (i + 1) ≤ 2(i + 1)R and
Applying the diagonalization argument to k n,1 (z) and k n,2 (z), there exists a subsequence {n i j : j = 1, 2, · · · } such that k n i j ,1 and k n i j ,2 converge to some functions k i 1 and k i 2 on Q∩[(i+1) −1 , i+1] respectively. For any and l = 1, 2, define
otherwise.
Since k i 1 and k i 2 are right-continuous and nonnegative monotone increasing functions, so is k i and the number of discontinuity points of k i is at most countable. Thus k n i j → k i almost everywhere as j → ∞. Applying the diagonalization argument again, for l = 1, 2 we can find a subsequence of {k n i j ,l : j = 1, 2, · · · }, denoted by {k n From Lemma 2.5 and Theorem 2.2, we haveĝ R,n (z) is well defined, i.e. it exists uniquely and is (F n )-measurable. The desired results follows fromk R,n (z) = T −1ĝ R,n (z) and Corollary 2.6.
Consistency and asymptotic risk bound
We will prove Theorem 1.2 in this section. The consistency ofk R,n (z) comes directly from the following result.
a.s.
−→ e −Tk(λ) uniformly on any compact subset, i.e. for any compact subset A of R + , we have sup
Proof. Obviously, e −Tk(λ) is Laplace transform of the distribution η 0 of X (1), where X(t) is a CBI processes defined by (1.2) with X(0) = 0 and β = 0. For any n ≥ 1, L n (λ) is Laplace transform of some measure denoted by µ n . Since L n (λ)
−→ L η 0 (λ) for any λ ∈ R + , we have µ n → η weakly. The desired result follows from Lemma 7.6 in Sato (1999) → 0.
By the definition ofĝ R,n in (2.3),
The desired result follows from this result and Corollary 2.6.
Lemma 3.2 Suppose conditions in Theorem 1.3 hold, then there exists a constant
, where
It's easily to prove {G n (λ)} ∞ n=1 is a (F n )-martingale. Obviously, we have
2) and ergodicity of X(t) we have
It is easy to identify that W (λ) is continuous and bounded on any compact set. By the martingale central limitation theorem (see Durrett, 2010) , we have
Furthermore, by the definition of g n g n (λ) − Tk(λ) = ln 1 n Here we have finished this proof.
Proof of Theorem 1.3. Obviously, we have µ(|k R,n − k|) = µ(|T
−1ĝ
R,n − k|) = µ(|T −1 (ĝ R,n − Tk)|).
For any fixed R ≥ 1, since T −1 is a continuous and linear bijection from TK R to K R , from Corollary 2.12(c) in Rudin (1991, p49) we have µ(|T −1 (ĝ R,n − Tk)|) < C ĝ R,n − Tk w , where C > 0 is a constant determined by the norm of T −1 . The desired result follows from this and Lemma 3.2.
