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Abstract
The dissertation presents algebraic approaches to the shortest path and maximum flow
problems in stochastic networks. The goal of the stochastic shortest path problem is to find the
distribution of the shortest path length, while the goal of the stochastic maximum flow problem
is to find the distribution of the maximum flow value. In stochastic networks it is common to
model arc values (lengths, capacities) as random variables. In this dissertation, we model arc values
with discrete non-negative random variables and shows how each arc value can be represented as a
polynomial. We then define two algebraic operations and use these operations to develop both exact
and approximating algorithms for each problem in acyclic networks. Using majorization concepts,
we show that the approximating algorithms produce bounds on the distribution of interest; we obtain
both lower and upper bounding distributions. We also obtain bounds on the expected shortest path
length and expected maximum flow value. In addition, we used fixed-point iteration techniques to
extend these approaches to general networks. Finally, we present a modified version of the Quine-
McCluskey method for simplification of Boolean expressions in order to simplify polynomials used
in our work.
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Chapter 1
Introduction
Two important classes of network optimization problems are the shortest path and maximum
flow problems. The goal of the shortest path problem is to determine the length of a shortest path
between two specified locations in a directed network, whereas the goal of the maximum flow problem
is to determine the maximum amount of flow that can be sent between two specified locations in a
capacitated network. These problems arise naturally in a variety of settings including transportation
planning [24], vehicle routing [12], and scheduling [3]. Additional applications occur in distribution
problems [3], communication networks [30], open-pit mining [50], and voting [54]. When a given
network has deterministic arc values (lengths, capacities) the problem is well solved. A variety of
algorithms have been developed to efficiently solve deterministic shortest path and maximum flow
problems, including Dijkstra’s and Pape’s algorithms for shortest paths as well as the algorithms of
Edmonds-Karp and Dinic for maximum flows [3].
In practice, however, it is more realistic to formulate such problems in stochastic networks,
in which network arcs assume different values according to known probability distributions. For
example, consider transportation networks in which nodes represent distinct locations and arc lengths
represent travel times between two locations. Because travel times may be affected by factors such as
road congestion, inclement weather, and mode of transportation they cannot be accurately modeled
with known, fixed constants. Instead, it is more appropriate to model travel times as random
variables in which different travel times are realized with certain probabilities. In power distribution
systems [38], supplies must be sent along capacitated lines to satisfy demand. Since lines may
degrade over time, and possibly fail completely, line capacities are more appropriately modeled as
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random variables. Therefore, the goals of the stochastic shortest path and maximum flow problems
are to determine probability distributions for the shortest path length and the maximum flow value,
respectively.
Because these (stochastic) problems are NP-Hard, exact solution methods are limited in ap-
plication. Instead, much of the research has been devoted to approximation and bounding methods.
An important category of networks that has received much attention derives from PERT (Program
Evaluation and Review Technique) networks. PERT is a method of analyzing the individual tasks
necessary to complete a project and, most importantly, determining the minimum completion time
of the project. The key components of a PERT network are the project tasks and their completion
times. A PERT network may be formulated in one of two ways — activity-on-arc or activity-on-
node — to preserve the precedence relationships between individual tasks. In either case, the PERT
network is necessarily a directed acyclic network. In a PERT network, the goal is to find a longest
path in the network, which corresponds to the minimum project completion time. Even in the case
where the network is acyclic, the stochastic shortest path problem is known to be NP-Hard [33].
In this dissertation, we study the stochastic shortest path and stochastic maximum flow
problems via an algebraic perspective initially developed and presented by Altenho¨fer [6]. Hastings
and Shier [34, 35] expanded upon these ideas. Throughout, we model arc values (lengths, capacities)
with discrete non-negative random variables. For each problem, we discuss various algorithms that
enable exact solutions, as well as methods that enable the calculation of bounding distributions.
We also consider bounds on the expected shortest path length and expected maximum flow value.
In the remainder of this chapter we provide an overview of previous research on these problems.
We then discuss an important relationship between the maximum flow and minimum cut problems
in Section 1.2. We conclude this chapter with basic background and notation. In Chapter 2, we
introduce the algebraic structure used in our approaches by defining certain algebraic operations and
their associated properties. In Chapter 3, we discuss two exact solution methods for the stochastic
shortest path problem as well as methods for obtaining bounding distributions. We also present
lower and upper bounds on the expected shortest path length and provide illustrative numerical
results. Parallel arguments for the stochastic maximum flow problem are discussed in Chapter 4.
Here we provide one exact solution algorithm followed by approximating algorithms and bounds on
the expected maximum flow value. Chapter 5 focuses on the stochastic shortest path and stochastic
maximum flow problems in general networks. We show how fixed-point iterations can be used to
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develop exact and approximating algorithms. We also show how the Fulkerson bound for acyclic
networks mentioned earlier can be extended to general networks. In Chapter 6, we demonstrate
the technological implementation of our algebraic operations. Some issues that arise in such im-
plementation are considered and a technique for simplifying the (Boolean) coefficients of algebraic
polynomials is presented. A summary of the research presented in this dissertation, as well as
extensions and future work, is provided in Chapter 7.
1.1 Literature Review
Frank [31] presented some of the earliest work on stochastic shortest paths, using Monte
Carlo simulations to approximate the distribution of the shortest path length. By randomly sampling
arc lengths according to a specified probability distribution, the Monte Carlo approach generated
a deterministic network in which the shortest path length could be easily determined. Repeated
application of this simulation to obtain a large number of observations allowed Frank to calculate
an empirical distribution for the shortest path length. He then used a χ2 normality test to show the
shortest path length distribution can be accurately approximated by a normal distribution.
Improving upon Frank’s method, conditional Monte Carlo techniques have been presented
by a number of authors [1, 2, 15, 27, 43, 62, 63]. Burt and Garman [15] introduced a conditional
Monte Carlo method which depends on the number of unique arcs in a network, where a unique
arc is one that lies on exactly one network path. By sampling only non-unique arcs, the number of
sampling dimensions was reduced and thus the computational effort was reduced. Sampling vari-
ation was also reduced. Sigal et al. [62] showed how a cutset of the network may also be used to
reduce sampling dimensionality and variation. Fishman [27] used a Monte Carlo method based on
the theory of quasirandom points which reduced the possibility of sample clustering. He coupled the
use of quasirandom points with the cutset approach of [62] to reduce the sampling dimensionality.
Adlakha [1] combined the unique arc and cutset approaches to further reduce sampling dimension-
ality. Adlakha [1] also extended this unique arc-cutset approach to incorporate Fishman’s use of
quasirandom points.
Several authors have used Markov chains to study the distribution of the shortest path
length. Kulkarni [42] used Markov processes to study networks in which arc lengths are independent
and exponentially distributed. Given a network with source node s and sink node t, he constructed a
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continuous time Markov chain with a single absorbing state, node t, and showed that the time until
absorption is equivalent to the length of a shortest path in the network. Corea and Kulkarni [19]
considered networks with discrete arc length distributions and developed a parallel approach with
a discrete time Markov chain. Psaraftis and Tsitsiklis [53] examined networks in which arc costs
are known functions of environmental variables, which are modeled as finite-state Markov processes
with known transition matrices.
Alexopoulos [5] and Sigal et al. [63] studied criticality indices of paths, where the criticality
index of a path P is the probability that P is a shortest path from a specified source node s to a
specified sink node t. In his study of criticality indices, Alexopoulos [5] used intelligent state space
partitioning, a method first introduced by Doulliez and Jamoulle [24] in the context of stochastic
network flow problems. It is based on iterative partitioning of the network state space and allowed
Alexopoulos to obtain a sequence of bounds on a criticality index that improved at each iteration.
Various methods of bounding the longest path length (cumulative) distribution in PERT
networks have been presented by Spelde [65], Kleindorfer [40], Dodin [23], and Shogan [61]. Spelde,
Kleindorfer, and Dodin assumed independence of all arc random variables. Spelde [65] obtained
an upper bound on the cumulative distribution by using a set of disjoint paths to estimate the
distribution of the longest path length. His lower bound is obtained by treating all path length
random variables as independent, where the path length random variable is the sum of the arc
length random variables for the path’s constituent arcs. Properties of associated random variables
guarantee that taking the maximum over these presumed independent random variables produces a
lower bound on the true distribution.
Kleindorfer [40] used the topological order (to be defined in Section 3.1.2) to recursively
define both upper and lower bounds on the cumulative distribution of the longest path length.
When processing a node j, to compute the lower bound on the distribution of the longest path
length from node s to node j, he assumed independence of bounds calculated for all previously
processed nodes i. Dodin [23] used arc duplication to convert a given network into a series-parallel
network in which calculation of the longest path length distribution is simpler. It is assumed that
arcs and their duplicates have lengths that are independent and identically distributed. Calculation
of the longest path length distribution in the resulting series-parallel network provided a lower bound
on the true longest path length distribution. Dodin showed his lower bound is uniformly better than
Kleindorfer’s lower bound. Dodin’s methods, however, do not provide an upper bound.
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Unlike the three bounds discussed above, Shogan [61] did not assume complete arc indepen-
dence. Instead, he assumed that the set of arcs entering a node, which he referred to as a bundle,
exhibit dependencies, but the bundles themselves are independent. He then used the concept of as-
sociated random variables to derive bounds on the longest path length distribution. It is important
to note that under the assumption of complete arc independence, Shogan’s bounds are equivalent
to those of Kleindorfer [40].
Malcolm et al. [46] and Fulkerson [32] also studied PERT networks and developed methods
of bounding the expected project completion time. Malcolm et al. [46] were the first to provide
a bound (often referred to as the “PERT bound”) on the expected longest path length in PERT
networks. They replaced all arcs with their expected values and then calculated the longest expected
path length in the resulting deterministic network. Jensen’s inequality [14] guarantees that this
calculation provides a lower bound on the expected longest path length. Fulkerson [32] presented a
recursive estimate of the expected longest path length that calculates an expected value (length) at
each node. He showed that this estimate also provides a lower bound on the expected longest path
length; moreover, it provides an improvement on the PERT bound.
We now discuss existing approaches to the stochastic maximum flow problem. Like the
stochastic shortest path problem, the stochastic maximum flow problem is also NP-Hard. Ball et
al. [10] noted that the stochastic maximum flow problem has as a special case the two-terminal
reliability problem in which the goal is to determine the probability that there exists an operating
path between two specified network nodes. Since the two-terminal reliability problem is NP-Hard
[51, 67], the stochastic maximum flow problem is likewise NP-Hard.
Although this problem is NP-Hard, exact solution methods have been proposed. As previ-
ously mentioned Doulliez and Jamoulle [24] introduced the method of state space partitioning for
stochastic network flow problems. Evans [26] also utilized a state space partitioning technique that
required only partial enumeration of network states. Kulkarni and Adlakha [41] used Markov chains
to study networks with independent and exponentially distributed capacities in planar networks.
Similar to Kulkarni’s approach [42] for shortest paths, they constructed a continuous time Markov
chain with a single absorbing state and showed that the time until absorption is equal to the value of
the maximum flow. Somers [64] suggested a method for computing the distribution of the maximum
flow value, as well as the expected maximum flow value, in networks with only one or two random
capacities.
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Methods have also been presented to approximate the distribution of the maximum flow
value. Fishman [28, 29] proposed improved Monte Carlo sampling methods for estimating the inverse
cumulative distribution of the maximum flow value. These methods used an (easily computed) upper
bound on the inverse cumulative distribution (based on arc disjoint cutsets) to modify sampling plans
in order to reduce sampling variance. Such techniques achieve a specified accuracy in a shorter
amount of time than crude Monte Carlo sampling. Sarangan et al. [56] proposed an algorithm for
estimating the distribution of the minimum cut capacity (and thus maximum flow value). First,
they replaced all arcs with their expected capacities and then identified a minimum capacity cut K
in the resulting deterministic network. Then they calculated the distribution of the capacity of K
and used this as an estimate of the distribution of the minimum cut capacity (maximum flow value).
As noted earlier, the two-terminal reliability problem is a special case of the stochastic max-
imum flow problem. Stochastic flow networks can also be used to analyze additional performability
and reliability measures such as the probability that a flow satisfies all demands, the expected un-
met demand, and the expected maximum flow value. Various state space based methods have been
suggested to study these quantities. Daly and Alexopoulos [22] used state space partitioning to
increase the accuracy of Monte Carlo simulation. Lam and Li [44], Li and Silvester [45], and Shier
et al. [57, 59] presented partial state space enumeration techniques to generate the most probable
states. That is, states are generated in order of non-increasing probability. However, the bounds
(on the specific quantity of interest) obtained using this approach may perform poorly, especially
when the most important states occur with a low probability. (A “most important state” is one
that may significantly impact the performance measure of interest.) Jarvis and Shier [38] suggested
an algorithm for generating not only the most probable states, but also the most important states,
which in their research led to improved bounds on the expected unmet demand.
Methods of calculating and bounding the expected maximum flow value have been studied
by a number of authors. Aneja and Nair [8] used an arc-chain formulation of the problem and
proposed an algorithm based on column generation that computes an optimal solution. (In their
work, a column corresponds to a chain or s-t path in the network.) Carey and Hendrickson [17],
Nagamochi and Ibaraki [48], and Onaga [49] also presented bounds on the expected maximum flow
value in stochastic networks.
Carey and Hendrickson [17] studied networks subject to arc failures and proposed an efficient
method of obtaining a lower bound that requires solving a minimum cost flow problem. Nagamochi
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and Ibaraki [48] provided necessary and sufficient conditions for a network to have the lower bound
of [17] equal to the exact expected maximum flow value. In such a network, one can efficiently
compute the expected maximum flow value since the lower bound presented by [17] can be efficiently
computed. Onaga [49] provided an upper bound on the expected maximum flow value based on
Jensen’s inequality. He showed that replacing the capacity distributions of a subset of arcs with
their expected capacities and then solving the stochastic maximum flow problem in the resulting
network provides an upper bound. When all arc distributions are replaced with their expected
capacities, this approach is analogous to the PERT bound technique for shortest paths.
1.2 Maximum Flow and Minimum Cut Problems
Before we present notation and continue with the development of our algebraic approaches,
we first discuss the relationship between the maximum s-t flow value and the minimum s-t cut
capacity in a deterministic setting. We demonstrate their equality with an example and cite a well-
known theorem that guarantees their equality in general. Finally, we explain our approach to the
stochastic maximum flow problem.
Recall that the goal of the maximum flow problem is to find the maximum amount of flow
that can be sent between two specified nodes s and t in a capacitated network. An equivalent
problem is to find the capacity of a minimum s-t cut in the network. Let G = (N,A) be a directed
network. An s-t cut is defined by a partition of the node set N into two subsets S and S where
s ∈ S and t ∈ S. The s-t cut 〈S, S〉 is the set of all arcs (i, j) ∈ A with i ∈ S and j ∈ S. Removal of
the arcs in
〈
S, S
〉
from G separates node s from node t, i.e., there no longer exists an s-t path. The
capacity of a cut is equal to the sum of the capacities of the constituent arcs. We are interested in
finding the minimum s-t cut capacity.
Example 1.2.1. Consider the (deterministic) network with arc capacities ci,j shown in Fig. 1.1(a),
where s = 1 and t = 4. The maximum s-t flow in this network is given in Fig. 1.1(b). We see that
the maximum amount of flow being sent from s to t is 6; flow conservation is respected at nodes 2
and 3.
There are four s-t cuts Ki =
〈
Si, Si
〉
in this network, defined by S1 = {1}, S2 = {1, 3},
S3 = {1, 2, 3}, S4 = {1, 2}. Observe that removal of the arcs in any one of these cuts disconnects s
from t as expected. The capacities of these cuts are calculated as follows:
7
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(a) Capacitated network
1
2
3
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4
2
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1
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(b) Maximum s-t flow
Figure 1.1: Illustrative flow network
C(K1) = c1,2 + c1,3 = 5 + 2 = 7,
C(K2) = c1,2 + c3,4 = 5 + 6 = 11,
C(K3) = c2,4 + c3,4 = 1 + 6 = 7,
C(K4) = c1,3 + c2,3 + c2,4 = 2 + 3 + 1 = 6.
Note that the minimum s-t cut capacity is 6, which is equal to the maximum s-t flow value.
This relationship between the maximum flow value and the minimum cut capacity holds
in general. The Max-Flow Min-Cut Theorem [3] guarantees that the value of a maximum flow is
equal to the capacity of a minimum cut (in a deterministic network). Consequently, in stochastic
networks the distribution of the maximum flow value is equal to the distribution of the capacity of a
minimum cut. For this reason, along with the fact that our algebraic approach is more easily applied
to the latter problem, we study the stochastic maximum flow problem via the stochastic minimum
cut problem.
1.3 Formulation
Let G = (N,A) be a directed network with node set N and arc set A, where arc (i, j) is
directed from node i to node j. Let s and t be the distinguished source and sink nodes, respectively.
Throughout, we denote n = |N | and m = |A|. For any node j ∈ N \ {s}, an s-j path is a sequence
of arcs [(i1, i2), (i2, i3), . . . , (ik−1, ik)], where i1 = s and ik = j. We will also use i1 → i2 → · · · → ik,
where i1 = s and ik = j to represent an s-j path. In a deterministic network, each arc a ∈ A
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would have an associated value (length, capacity) ψa ∈ R. In a stochastic network, however, each
arc a ∈ A can be in one of several, or even infinitely many, states with a certain probability.
Therefore, the value of each arc a ∈ A is modeled by the random variable Ya. In this dissertation,
we assume that the arc random variable Ya follows a discrete probability distribution. Specifically,
arc a assumes a finite number of states 1, 2, . . . , σa; in state k, arc a has value ψa,k with probability
pa,k = Pr[Ya = ψa,k].
When information about the state of each arc in G is available, the state of the network is
given by the state vector x = [x1, x2, . . . , xm], where xa ∈ {1, 2, . . . , σa}. We assume that the arc
random variables Ya are independent, so the probability that the network is in state x is given by
Pr[x] =
∏m
a=1 pa,xa . This dissertation studies the distribution of the length L = L(x) of a shortest
s-t path in G as well as the distribution of the capacity C = C(x) of a minimum s-t cut in G, both
of which depend on the aforementioned arc random variables {Ya : a ∈ A}.
Observe that for any fixed state of the network, deterministic algorithms can be applied [3].
In view of this, a straightforward approach to calculating the distribution of L or C is via state
space enumeration, which involves enumerating all possible states x of the given network and their
associated probabilities. Specifically, the probability that a shortest s-t path has length ` is
Pr[L = `] =
∑
{Pr[x] : L(x) = `},
while the probability that a minimum s-t cut has capacity w is
Pr[C = w] =
∑
{Pr[x] : C(x) = w}.
Example 1.3.1. Consider the network G = (N,A) in Fig. 1.2 with N = {1, 2, 3} and A = {a =
(1, 2), b = (2, 3), c = (1, 3)}. We consider the case in which each arc has two possible states: that is,
σa = σb = σc = 2. Let arc a have value ψa,1 = 3 in state 1 and value ψa,2 = 4 in state 2. For the
remaining arcs, let ψb,1 = 0, ψb,2 = 5, ψc,1 = 3, ψc,2 = 7.
1
2
3
a
c
b
Figure 1.2: Network for Example 1.3.1
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The network G has the two 1-3 paths [a, b] and [c], as well as the two 1-3 cuts
〈
Si, Si
〉
where
S1 = {1} and S2 = {1, 2}. Also, there are σaσbσc = 8 possible network states. These states, given
by x = [xa, xb, xc], along with their associated probabilities, shortest path lengths, and minimum
cut capacities, can be found in Table 1.1.
x [1,1,1] [1,1,2] [1,2,1] [1,2,2] [2,1,1] [2,1,2] [2,2,1] [2,2,2]
L(x) 3 3 3 7 3 4 3 7
C(x) 3 7 6 10 3 7 7 11
Pr[x] pa,1pb,1pc,1 pa,1pb,1pc,2 pa,1pb,2pc,1 pa,1pb,2pc,2 pa,2pb,1pc,1 pa,2pb,1pc,2 pa,2pb,2pc,1 pa,2pb,2pc,2
Table 1.1: States of network G for Example 1.3.1
Using the information in Table 1.1 we can calculate the probability distribution Pr[L = `]
for the shortest 1-3 path length in G as follows:
Pr[L = 3] = pa,1pb,1pc,1 + pa,1pb,1pc,2 + pa,1pb,2pc,1 + pa,2pb,1pc,1 + pa,2pb,2pc,1
= pa,1pb,1 + pa,1pb,2pc,1 + pa,2pc,1,
Pr[L = 4] = pa,2pb,1pc,2,
Pr[L = 7] = pa,1pb,2pc,2 + pa,2pb,2pc,2 = pb,2pc,2.
Because each arc has two states, pα,1 + pα,2 = 1 for α ∈ {a, b, c}, which allows for simplification
of Pr[L = 3] and Pr[L = 7]. Similar calculations can be performed to calculate the probability
distribution Pr[C = w] for the minimum 1-3 cut capacity:
Pr[C = 3] = pa,1pb,1pc,1 + pa,2pb,1pc,1 = pb,1pc,1,
Pr[C = 6] = pa,1pb,2pc,1,
Pr[C = 7] = pa,1pb,1pc,2 + pa,2pb,1pc,2 + pa,2pb,2pc,1 = pb,1pc,2 + pa,2pb,2pc,1,
Pr[C = 10] = pa,1pb,2pc,2,
Pr[C = 11] = pa,2pb,2pc,2.
In the previous example, we observe that there are a fairly large number of network states
considering the small size of the network. In general, there are an exponential number of states,
so state space enumeration is not a practical method. We discuss in Section 3.1 exact algebraic
approaches to the stochastic shortest path problem that avoids enumeration of all states. A parallel
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development of one of these approaches for the stochastic maximum flow/minimum cut problem is
presented in Section 4.1.
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Chapter 2
Algebraic Formulation
In this chapter we develop the algebraic structure that forms the basis of our algebraic
approaches to the stochastic shortest path and stochastic maximum flow problems discussed in
Chapters 3 and 4. Our algebraic structure will consist of a set of elements, namely arc polynomials,
and two operations ⊗ and ⊕. We also present properties associated with these operations.
2.1 The ⊕ and ⊗ Operations
Both the arc polynomials and the algebraic operations were originally defined in [6] and
will be restated here shortly. To fully understand how the algebraic operations act on the arc
polynomials, it is important to define the notion of “state indicator.” As noted in Section 1.3, each
arc a ∈ A can be in any of σa possible states and, as demonstrated by Example 1.3.1 it is important
that we know the state of each arc. Thus, for each arc a ∈ A we use the Boolean variable xa,k to
indicate whether or not arc a is in state k for k ∈ {1, 2, . . . , σa}. We will motivate definitions for the
operations from the perspective of the stochastic shortest path problem. To do so we must define
arc length polynomials.
For simplicity (but without loss of generality), we assume that the arc lengths are non-
negative integers. With each arc a ∈ A we associate an arc length polynomial that contains all
information about the states and associated lengths of arc a:
fa =
σa∑
k=1
xa,kz
`a,k .
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This generating function (in the symbolic variable z) has as exponents the length `a,k in state k and
as coefficients the Boolean variable xa,k just described. Note that Pr[xa,k = 1] = pa,k. The goal is
to algebraically combine these arc polynomials to obtain a corresponding polynomial for the length
of a shortest s-t path:
fL =
∑
`
φ`z
`,
where φ` is a Boolean expression enumerating all states in which the shortest s-t path has length `.
More generally, we would like to calculate an analogous polynomial for the length of a shortest s-j
path:
fL(j) =
∑
`j
φ`jz
`j ,
where φ`j is now a Boolean expression enumerating all states in which a shortest s-j path has length
`j .
Before formally defining the algebraic operations ⊗ and ⊕, we will motivate logical defini-
tions for both by considering how series and parallel arcs combine when finding a shortest path in
a deterministic network. We first consider a network consisting of two series arcs.
Example 2.1.1. Consider the network G in Fig. 2.1 with N = {1, 2, 3} and A = {a = (1, 2), b =
(2, 3)}, where s = 1 and t = 3. For arcs a and b, we have the arc length polynomials fa =
σa∑
k=1
xa,kz
`a,k
and fb =
σb∑
k=1
xb,kz
`b,k , respectively. We wish to compute fL. If arc a is in state q and arc b
is in state r, then the length of the s-t path is given by `a,q + `b,r. Because the arc random
variables are independent, the previously described situation can be represented by the monomial
xa,qxb,rz
`a,q+`b,r . We must consider all possible network states so that
fL =
σa∑
q=1
σb∑
r=1
xa,qxb,rz
`a,q+`b,r =
(
σa∑
q=1
xa,qz
`a,q
)(
σb∑
r=1
xb,rz
`b,r
)
= fa · fb.
1 2 3
fa fb
Figure 2.1: Two series arcs
We now consider a network consisting of two parallel arcs.
Example 2.1.2. Consider the network G in Fig. 2.2 with N = {1, 2} and A = {a = (1, 2)1, b =
13
(1, 2)2}. Clearly s = 1 and t = 2. The polynomials fa and fb are the same as those given in
Example 2.1.1, and the goal is once again to determine fL. When arc a is in state q and arc
b is in state r, the shortest s-t path length is given by min{`a,q, `b,r}, producing the monomial
xa,qxb,rz
min(`a,q,`b,r) and overall we have
fL =
σa∑
q=1
σb∑
r=1
xa,qxb,rz
min(`a,q,`b,r).
1 2
fb
fa
Figure 2.2: Two parallel arcs
The insights provided by Examples 2.1.1 and 2.1.2 lead to the following definitions for the
algebraic operations ⊗ and ⊕.
Definition 2.1.3. For polynomials fa =
σa∑
k=1
xa,kz
`a,k and fb =
σb∑
k=1
xb,kz
`b,k ,
fa ⊗ fb =
σa∑
q=1
σb∑
r=1
xa,qxb,rz
`a,q+`b,r , (2.1)
fa ⊕ fb =
σa∑
q=1
σb∑
r=1
xa,qxb,rz
min(`a,q,`b,r). (2.2)
The above multiplication xa,qxb,r of state indicators xa,q and xb,r refers to the conjunction
of their associated states. The following properties for adding and multiplying such Boolean state
indicators are important in our calculations.
Properties 2.1.4. For arcs a, b, c ∈ A,
a. xa,q + xb,r = xb,r + xa,q and xa,qxb,r = xb,rxa,q.
b. xa,q + (xb,r + xc,p) = (xa,q + xb,r) + xc,p and xa,q(xb,rxc,p) = (xa,qxb,r)xc,p.
c. xa,qxa,q = xa,q.
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d. xa,qxa,r = 0 for q 6= r; that is, an arc cannot be in two states at once.
e.
σa∑
q=1
xa,q = 1.
Observe that combining series and parallel arcs creates new state indicators that are products
of state indicators for arcs. The notation xa,q will be used to represent not only the arc state
indicators, but also these new state indicators as well. In the latter case, a now represents a
particular set of arcs rather than a single arc a, and q represents the states associated with this
set. Therefore, in Definition 2.1.3 we may in general consider xa,q to represent a sum of products of
state indicators for several arcs and Properties 2.1.4(a)–(e) will similarly apply to this more general
situation.
2.2 Properties of ⊗ and ⊕
To use the algebraic operations ⊗ and ⊕ to their full extent we rely heavily on the following
properties established by Altenho¨fer [6]. We omit the proofs, as they can be found in [6].
Properties 2.2.1. For arc polynomials f , g, h,
a. f ⊕ g = g ⊕ f , f ⊗ g = g ⊗ f .
b. f ⊕ (g ⊕ h) = (f ⊕ g)⊕ h, f ⊗ (g ⊗ h) = (f ⊗ g)⊗ h.
c. f ⊕ (f ⊗ g) = f .
d. f ⊗ (g ⊕ h) = (f ⊗ g)⊕ (f ⊗ h).
e. f ⊕ f = f .
We note that Properties 2.2.1(a)–(b) each constitute a dual set of properties, namely com-
mutativity and associativity of ⊗ and ⊕. However, for Properties 2.2.1(c)–(e) the associated dual
properties do not hold. In general, f⊗(f⊕g) 6= f , f⊕(g⊗h) 6= (f⊕g)⊗(f⊕h), and f⊗f 6= f . We
will demonstrate shortly that corresponding majorization results hold instead. We also note that
the set of arc polynomials, together with ⊗ and ⊕, forms a commutative semiring [6]. This follows
directly from Properties 2.2.1(a)–(d).
Another important and necessary set of properties involves the neutral elements for each
operation, similar in concept to the additive and multiplicative identities in standard arithmetic.
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For ⊗ we take the neutral element to be z0 and for ⊕ we take the neutral element to be z∞. These
neutral elements satisfy the following properties.
Properties 2.2.2. For arc polynomial f ,
a. f ⊗ z0 = f .
b. f ⊕ z∞ = f .
c. f ⊕ z0 = z0.
d. f ⊗ z∞ = z∞.
To present the remaining duals of Properties 2.2.1(c)–(e), as well as other properties that
hold in a majorization sense, we first introduce the concept of stochastic majorization. This will
play a useful role throughout this dissertation.
Definition 2.2.3. Let X and Y be (real) random variables. We say that X is stochastically less
than Y (or, equivalently Y majorizes X) if Pr[X > τ ] ≤ Pr[Y > τ ] for all τ . This relation is denoted
X ≤st Y .
Suppose X and Y have generating function polynomials fX and fY respectively. If X ≤st Y
holds we write fX  fY . (To compare two polynomials, they must be converted to ordinary
polynomials by replacing all Boolean variables with their expected values. Specifically, all indicated
⊗ and ⊕ operations are carried out in terms of state indicators and then, in the final expression, all
Boolean variables are replaced with their expectations.) This relation is a partial order, satisfying
the following properties.
Properties 2.2.4. For arc polynomials f, g, h, the following properties hold:
a. f ⊕ g  f .
b. f  f ⊗ g.
c. f  f ⊗ (f ⊕ g).
d. f  g ⇒ f ⊕ h  g ⊕ h.
e. f  g ⇒ f ⊗ h  g ⊗ h.
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f. f ⊕ (g ⊗ h)  (f ⊕ g)⊗ (f ⊕ h).
Proof. We prove the majority of these properties via their probabilistic interpretations. To this end,
let X1, X2, X3 be nonnegative discrete random variables with respective generating functions f , g,
h, respectively. The operation ⊗ is equivalent to the convolution of random variables and the ⊕
operation is equivalent to the minimum of random variables.
a. This statement holds since min{X1, X2} ≤st X1 which implies f ⊕ g  f .
b. We use the following conditioning argument:
Pr[X1 +X2 > t] =
∑
x2
Pr[X1 +X2 > t|X2 = x2] · Pr[X2 = x2]
=
∑
x2
Pr[X1 + x2 > t] · Pr[X2 = x2]
=
∑
x2
Pr[X1 > t− x2] · Pr[X2 = x2]
≥
∑
x2
Pr[X1 > t] · Pr[X2 = x2]
= Pr[X1 > t] ·
∑
x2
Pr[X2 = x2]
= Pr[X1 > t].
Therefore, X1 ≤st X1 +X2 which gives f  f ⊗ g.
c. Because we have assumed X1 and X2 to be nonnegative, min{X1, X2} ≥ 0 which implies X1 ≤st
X1 + min{X1, X2}. Therefore, f  f ⊗ (f ⊕ g).
d. Assume f  g so that X1 ≤st X2. Then min{X1, X3} ≤st min{X2, X3} which implies f ⊕ h 
g ⊕ h.
e. Assume f  g so that X1 ≤st X2. Then
Pr[X1 +X3 > t] =
∑
x3
Pr[X1 +X3 > t|X3 = x3] · Pr[X3 = x3]
=
∑
x3
Pr[X1 > t− x3] · Pr[X3 = x3]
≤
∑
x3
Pr[X2 > t− x3] · Pr[X3 = x3]
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=
∑
x3
Pr[X2 + x3 > t] · Pr[X3 = x3]
= Pr[X2 +X3 > t].
Therefore, X1 +X3 ≤st X2 +X3 and so f ⊗ h  g ⊗ h.
f. We apply Properties 2.2.1 and 2.2.4:
(f ⊕ g)⊗ (f ⊕ h) = [(f ⊕ g)⊗ f ]⊕ [(f ⊕ g)⊗ h] (2.3)
= [(f ⊗ f)⊕ (f ⊗ g)]⊕ [(f ⊗ h)⊕ (g ⊗ h)] (2.4)
 [f ⊕ (f ⊗ g)]⊕ [(f ⊗ h)⊕ (g ⊗ h)] (2.5)
= f ⊕ [(f ⊗ h)⊕ (g ⊗ h)] (2.6)
= [f ⊕ (f ⊗ h)]⊕ (g ⊗ h) (2.7)
= f ⊕ (g ⊗ h), (2.8)
where (3) and (4) follow from Property 2.2.1(d), (5) follows from Properties 2.2.4(b,d), (6) and
(8) follow from Property 2.2.1(c), and (7) follows from Property 2.2.1(b).
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Chapter 3
Stochastic Shortest Paths
This chapter focuses on the development of algebraic approaches to the stochastic shortest
path problem. Section 3.1 discusses two methods for calculating the exact probability distribution
of the shortest path length, while Section 3.2 presents various methods for obtaining bounding
distributions. We then derive bounds on the expected shortest path length in Section 3.3, and
Section 3.4 provides additional numerical results.
3.1 Exact Calculation
3.1.1 Path-Based Approach
We first present a path-based approach to calculating the distribution of the shortest path
length in a stochastic network. This approach requires enumeration of all s-t paths in the given
network. Read and Tarjan [55, 66] present enumeration algorithms that are polynomial in the
number of nodes, arcs, and paths. However, since there are in general an exponential number of s-t
paths this algorithm has exponential run time.
In Section 2.1 we discussed how ⊗ and ⊕ can be used to determine the shortest path
length distribution of a path formed by two series arcs and two parallel arcs, respectively. We can
generalize these notions to series and parallel paths containing more than two arcs by extending
(2.1) to calculate the path length polynomial of any s-j path P : f(P ) = ⊗ ∏
a∈P
fa. We can then
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extend (2.2) to obtain the Path Enumeration polynomial :
fPE(j) = ⊕
∑
P∈Psj
f(P ) = ⊕
∑
P∈Psj
(
⊗
∏
a∈P
fa
)
, (3.1)
where Psj is the set of all s-j paths. It makes sense that enumerating all s-j paths and calculating
the minimum of their capacity distributions produces the exact shortest s-j path length distribu-
tion: fPE(j) = fL(j). In cases where no node j is specified (e.g., fL, fPE), then it should be
understood that we are considering the terminal node t in our calculations. Specifically, fL = fL(t)
and fPE = fPE(t). (This type of abbreviation will be employed in calculations using other algo-
rithms as well. Also, throughout the remainder of this dissertation we shall frequently abbreviate
⊗∏ to ∏ and ⊕∑ to ∑ when there is no confusion.)
1
2
3
4
fa
fb
fc
fd
fe
Figure 3.1: Bridge network
Example 3.1.1. Consider the bridge network in Fig. 3.1 and let the arc polynomials be given by
fa = xa,1z
3 + xa,2z
11, fb = xb,1z
5 + xb,2z
13, fc = xc,1z
1 + xc,2z
4,
fd = xd,1z
7 + xd,2z
9, fe = xe,1z
2 + xe,2z
12.
Using the Path Enumeration formula (3.1),
fPE(4) = fafd ⊕ fafcfe ⊕ fbfe.
For example, fafd and fafcfe can be calculated as follows:
fafd = fa ⊗ fd = (xa,1z3 + xa,2z11)⊗ (xd,1z7 + xd,2z9) = xa,1xd,1z10 + xa,1xd,2z12
+ xa,2xd,1z
18 + xa,2xd,2z
20,
20
fafcfe = fa ⊗ fc ⊗ fe = (xa,1z3 + xa,2z11)⊗ (xc,1z1 + xc,2z4)⊗ (xe,1z2 + xe,2z12)
= xa,1xc,1xe,1z
6 + xa,1xc,2xe,1z
9 + xa,2xc,1xe,1z
14 + xa,1xc,1xe,2z
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+ xa,2xc,2xe,1z
17 + xa,1xc,2xe,2z
19 + xa,2xc,1xe,2z
24 + xa,2xc,2xe,2z
27.
Since the two paths [a, d] and [a, c, e] have in common arc a, the terms fa ⊗ fd and fa ⊗ fc ⊗ fe
share dependencies, namely the arc polynomial fa. The application of ⊕ will produce a simplified
(correct) expression, using the Boolean identities xα,1xα,1 = xα,1, xα,1xα,2 = 0, and xα,1 + xα,2 = 1
for α ∈ {a, b, c, d, e}:
fafd ⊕ fafcfe = xa,1xc,1xe,1z6 + xa,1xc,2xe,1z9 + xa,1xd,1xe,2z10 + xa,1xd,2xa,2z12
+ xa,2xc,1xe,1z
14 + xa,2xc,2xe,1z
17 + xa,2xd,1xe,2z
18 + xa,2xd,2xe,2z
20.
Along with fbfe, such symbolic calculations enable us to calculate the entire polynomial fPE(4):
fPE(4) = fafd ⊕ fafcfe ⊕ fbfe
= xa,1xc,1xe,1x
6 + (xb,1xc,2xe,1 + xa,2xb,1xc,1xe,1)z
7 + xa,1xb,2xc,2xe,1z
9 + xa,1xd,1xe,2z
10
+ xa,1xd,2xe,2z
12 + xa,2xb,2xc,1xe,1z
14 + xa,2xb,2xc,2xe,1z
15 + xa,2xb,1xe,2z
17
+ xa,2xb,2xd,1xe,2z
18 + xa,2xb,2xd,2xe,2z
20.
Consider the coefficient xb,1xc,2xe,1 + xa,2xb,1xc,1xe,1 of z
7. Each term specifies a particular set of
network states in which the shortest 1-4 path length is 7. For example, xb,1xc,2xe,1 indicates that
when arcs b, e are in state 1 and arc c is in state 2, a shortest 1-4 path in the resulting deterministic
network has length 7. In this term, the absence of state indicators for arcs a and d indicate that
the states of these arcs do not affect the length of a shortest 1-4 path, given the preceding specified
states for arcs b, c, e. That is, regardless of whether arcs a and d are in their first or second state,
the shortest 1-4 path in the network will have length 7. Similarly, xa,2xb,1xc,1xe,1 indicates that
when arc a is in state 2 and arcs b, c, e are in state 1, a shortest 1-4 path has length 7. The absence
of a state indicator for arc d once again indicates that the state of this arc does not affect the length
of a shortest 1-4 path. Notice that these two terms represent disjoint sets of states since in the first
term arc c is in state 2 while in the second term arc c is in state 1.
21
Substituting the probabilities pa,k for each xa,k in the expression for fPE(4) yields a poly-
nomial in which the coefficient of z` is exactly the probability that a shortest 1-4 path has length
`.
The previous example demonstrates that the path-based approach (3.1) is a conceptually
simple method for calculating the distribution of the shortest s-t path length. However, it requires
enumeration of all s-t paths, a task easily accomplished for small networks, but one that becomes
increasingly difficult as the size of the network increases. In fact, the number of paths can grow
exponentially with the size of the network. Although an improvement on state space enumeration,
path enumeration is still not a practical approach for large networks. Therefore, it is of interest
to develop a more efficient alternative method for exact calculation which avoids this enumeration.
Since various labeling algorithms [3] have been developed to efficiently find shortest paths in deter-
ministic networks, we proceed to modify this type of algorithm to solve the shortest path problem
in stochastic networks.
3.1.2 Acyclic Algorithm
As mentioned in Chapter 1, much research has been devoted to the study of PERT networks,
which are necessarily acyclic networks. Therefore, we shall restrict our attention in the current
chapter to acyclic networks as we develop a labeling algorithm.
An acyclic network is a directed network that does not contain a directed cycle. This
property enables the determination of a topological ordering of the network nodes which can be
useful in various algorithms. A topological ordering of the acyclic network G = (N,A) is a sequential
numbering {order(i) : i ∈ N} of nodes such that for (i, j) ∈ A, order(i) < order(j). A cyclic network
cannot be assigned a topological ordering because order(i) < order(j) cannot be satisfied for all
(i, j) ∈ A. For example, consider the cycle i1 → i2 → · · · → ik → i1. Then a topological ordering
would require order(i1) < order(i2) < · · · < order(ik) < order(i1) which is impossible. Conversely,
it can be shown that every acyclic network permits a topological ordering, which need not be unique.
Such an ordering can be found in linear time [3].
A topological ordering is beneficial for labeling algorithms because it simplifies their im-
plementation by defining a processing order for nodes in which each node is scanned exactly once.
(For further discussion on this topic see [3].) In view of a topological ordering for G, we can as-
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sume that the nodes are numbered such that if (i, j) ∈ A then i < j. We modify the update
step of the reaching algorithm [3] for deterministic shortest paths to accommodate our algebraic
operations. When scanning arc (i, j) in a deterministic network the label on node j is updated via
Label(j) = min{Label(j), Label(i) + `i,j}, where `i,j is the length of arc (i, j). At each iteration,
Label(j) specifies the shortest s-j path length with respect to the current set of admissible s-j paths.
Upon termination, Label(j) will be the shortest s-j path length for all j ∈ N . Pseudocode for the
Deterministic Acyclic Algorithm is given in Fig. 3.2.
algorithm Deterministic Acyclic
Input: acyclic G = (N,A); arc lengths `i,j ; source node s
begin
Label(s) := 0; Label(j) :=∞ for j 6= s;
for i ∈ N {in topological order}
for (i, j) ∈ A
Label(j) := min{Label(j), Label(i) + `i,j};
end for
end for
end
Figure 3.2: Pseudocode for the Deterministic Acyclic Algorithm
In a stochastic setting, the corresponding update is given by
Label(j) = Label(j)⊕ (Label(i)⊗ fi,j),
where at each iteration Label(j) now specifies the distribution of the shortest s-j path length with
respect to the current set of s-j paths. Pseudocode for the stochastic version of the reaching algorithm
is provided in Fig. 3.3. Upon termination of this algorithm, the final label on node j is denoted by
fAA(j). In Theorem 3.1.3, we will show that fAA(j) = fL(j) by showing that fAA(j) = fPE(j) for
all j ∈ N .
The Acyclic Algorithm can also be implemented using a pulling approach [3] rather than
the reaching approach shown in Fig. 3.3. Namely, rather than scanning the set of outgoing arcs for
each node i and updating the labels on each of the head nodes, we scan the set of incoming arcs for
each node j and use the labels on each of the tail nodes to determine the label on j. Because nodes
are processed in topological order, we obtain fAA(j) upon processing node j. Pseudocode for the
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algorithm Acyclic (Reaching)
Input: acyclic G = (N,A); arc polynomials fi,j ; source node s
begin
Label(s) := z0; Label(j) := z∞ for j 6= s;
for i ∈ N {in topological order}
for (i, j) ∈ A
Label(j) := Label(j)⊕ (Label(i)⊗ fi,j);
end for
end for
end
Figure 3.3: Pseudocode for the Reaching Acyclic Algorithm
pulling version of the Acyclic Algorithm is shown in Fig. 3.4, where B(j) = {i ∈ N : (i, j) ∈ A} is
the set of nodes adjacent to node j.
algorithm Acyclic (Pulling)
Input: acyclic G = (N,A); arc polynomials fi,j ; source node s
begin
fAA(s) := z
0;
for j 6= s {in topological order}
fAA(j) :=
∑
i∈B(j)
(fAA(i)⊗ fi,j);
end for
end
Figure 3.4: Pseudocode for the Pulling Acyclic Algorithm
We typically use the pulling version of Acyclic Algorithm to express calculations and prove
majorization results, so for future reference we explicitly identify the final label on node j obtained
via the Acyclic Algorithm:
fAA(j) =
∑
i∈B(j)
(fAA(i)⊗ fi,j) . (3.2)
Example 3.1.2. Consider again the bridge network in Fig. 3.1 and let the arc polynomials be as
in Example 3.1.1. We shall demonstrate the Acyclic Algorithm using (3.2). Initialize fAA(1) = z
0.
Then
fAA(2) = (fAA(1)⊗ fa) = z0 ⊗ (xa,1z3 + xa,2z11) = xa,1z3 + xa,2z11.
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fAA(3) = (fAA(1)⊗ fb)⊕ (fAA(2)⊗ fc)
=
(
z0 ⊗ (xb,1z5 + xb,2z13)
)
⊕
(
(xa,1z
3 + xa,2z
11)⊗ (xc,1z1 + xc,2z4)
)
= (xb,1z
5 + xb,2z
13)⊕ (xa,1xc,1z4 + xa,1xc,2z7 + xa,2xc,1z12 + xa,2xc,2z15)
= xa,1xc,1z
4 + (xb,1xc,2 + xa,2xb,1xc,1)z
5 + xa,1xb,2xc,2z
7 + xa,2xb,2xc,1z
12 + xa,2xb,2xc,2z
13.
fAA(4) = (fAA(2)⊗ fd)⊕ (fAA(3)⊗ fe)
=
(
(xa,1z
3 + xa,2z
11)⊗ (xd,1z7 + xd,2z9)
)
⊕
(
(xa,1xc,1z
4 + (xb,1xc,2 + xa,2xb,1xc,1)z
5
+ xa,1xb,2xc,2z
7 + xa,2xb,2xc,1z
12 + xa,2xb,2xc,2z
13)⊗ (xe,1z2 + xe,2z12)
)
=
(
xa,1xd,1z
10 + xa,1xd,2z
12 + xa,2xd,1z
18 + xa,2xd,2z
20
)
⊕
(
xa,1xc,1xe,1z
6 + (xb,1xc,2xe,1
+ xa,2xb,1xc,1xe,1)z
7 + xa,1xb,2xc,2xe,1z
9 + xa,2xb,2xc,1xe,1z
14 + xa,2xb,2xc,2xe,1z
15
+ xa,1xc,1xe,2z
16 + (xb,1xc,2xe,2 + xa,2xb,1xc,1xe,2)z
17 + xa,1xb,2xc,2xe,2z
19
+ xa,2xb,2xc,1xe,2z
24 + xa,2xb,2xc,2xe,2z
25
)
= xa,1xc,1xe,1z
6 + (xb,1xc,2xe,1 + xa,2xb,1xc,1xe,1)z
7 + xa,1xb,2xc,2xe,1z
9 + xa,1xd,1xe,2z
10
+ xa,1xd,2xe,2z
12 + xa,2xb,2xc,1xe,1z
14 + xa,2xb,2xc,2xe,1z
15 + xa,2xb,1xe,2z
17
+ xa,2xb,2xd,1xe,2z
18 + xa,2xb,2xd,2xe,2z
20.
We see that fAA(4) is termwise identical to fPE(4) obtained in Example 3.1.1. Depending on how the
simplification of Boolean variables is carried out, this need not always be the case. The expressions
obtained from Path Enumeration and the Acyclic Algorithm, however, will necessarily be equivalent.
Theorem 3.1.3. For all j ∈N, fAA(j) = fPE(j).
Proof. We proceed by induction on |N |. Recall that the nodes are assumed to be numbered in
topological order. If |N | = 2, then fAA(2) = f1,2 = fPE(2).
Assume fAA(i) = fPE(i) for any i ∈ N with 1 ≤ |N | ≤ k. Let |N | = k + 1 and let T be
the set of sink nodes of G: i.e., T = {i ∈ N : A(i) = ∅}, where A(i) = {j ∈ N : (i, j) ∈ A}. Define
N ′ = N \T and let G′ be the network induced by N ′. Because G is acyclic, |T | ≥ 1 and so |N ′| ≤ k.
Thus, by induction fAA(i) = fPE(i) holds for all i ∈ N ′. Let t ∈ T . From (3.2)
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fAA(t) =
∑
i∈B(t)
(fAA(i)⊗ fi,t)
=
∑
i∈B(t)
(fPE(i)⊗ fi,t) (3.3)
=
∑
i∈B(t)
[( ∑
P∈Psi
∏
(j,k)∈P
fj,k
)
⊗ fi,t
]
=
∑
i∈B(t)
[ ∑
P∈Psi
( ∏
(j,k)∈P
fj,k ⊗ fi,t
)]
(3.4)
= fPE(t),
where (3.3) follows from the inductive hypothesis and (3.4) follows from Property 2.2.1(d).
3.2 Bounding Distributions
In Section 3.1 we presented two algebraic methods, Path Enumeration and the Acyclic
Algorithm, for calculating the exact distribution fL of the shortest s-t path length. More generally,
these methods can be used to find the distribution of the shortest s-j path length for any node
j ∈ N . However, it is possible to obtain lower and upper bounding distributions, often with much
less computational effort. We first present two lower bounds obtained by modifying our two exact
approaches. We then examine additional lower bounds obtained by altering the structure of the
original network via a transformation known as node reduction. Finally, we discuss upper bounds
obtained by considering special subnetworks of the original network.
3.2.1 The ⊕′ Operation
A readily computed lower bound is obtained by ignoring the dependencies between the terms
f(P ) in (3.1); that is, we treat these terms as representing independent random variables. Because
dependencies are ignored it is not necessary to take the states of arcs into account. Therefore, we
can immediately replace each Boolean arc indicator xa,k appearing in fa by its expected value pa,k
and then carry out the indicated ⊗ and ⊕ operations. (In this case, the ⊗ operation corresponds
to ordinary multiplication of polynomials.) To indicate that we are now taking the minimum of
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presumed independent variables, this operation is denoted ⊕′. Replacing ⊕ with ⊕′ in (3.1) produces
the modified Path Enumeration (MPE) polynomial :
f ′PE(j) = ⊕′
∑
P∈Psj
(∏
a∈P
fa
)
. (3.5)
We will show later that (3.5) produces a lower bound on (3.1).
Another readily computed lower bound is obtained by ignoring the dependencies that may
arise in the update step of the Acyclic Algorithm. Replacing ⊕ with ⊕′ in the update step of
the Acyclic Algorithm, or equivalently in (3.2), produces the modified Acyclic Algorithm (MAA)
polynomial :
f ′AA(j) = ⊕′
∑
i∈B(j)
(f ′AA(i)⊗ fi,j). (3.6)
Again, all operations are carried out on ordinary polynomials. Equation (3.6) is actually an algebraic
equivalent of the Kleindorfer [40] and Shogan [61] bounds mentioned in Chapter 1.
Although fPE(j) = fAA(j) for all j ∈ N , it is now the case that f ′PE(j)  f ′AA(j) for all
j ∈ N . Moreover, f ′PE(j)  f ′AA(j)  fL(j) holds for all j ∈ N . The proof of these majorization
results is based on certain properties of ⊕′ as well as the concept of associated random variables.
Properties 3.2.1. For arc polynomials f , g, h,
a. f ⊕′ g = g ⊕′ f .
b. f ⊕′ (g ⊕′ h) = (f ⊕′ g)⊕′ h.
c. f ⊕′ g  f .
d. f ⊕′ (f ⊗ g)  f .
e. (f ⊗ g)⊕′ (f ⊗ h)  f ⊗ (g ⊕′ h).
f. f  f ⊗ (f ⊕′ g).
g. f ⊕′ (g ⊗ h)  (f ⊕′ g)⊗ (f ⊕′ h).
h. f  g ⇒ (f ⊕′ h)  (g ⊕′ h).
Proof. We approach this proof in the same manner as that for Properties 2.2.4, via the probabilistic
interpretations of the properties. Let X1, X2, X3 be as in the proof of Theorem 2.2.4. Recall that
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the ⊕ operation is equivalent to taking the minimum of two random variables. The ⊕′ operation,
however, is a bit more complicated. We must remember to treat its operands as independent random
variables in the following derivations.
a. This property holds since min{X1, X2} = min{X2, X1}.
b. This property also holds since min{X1,min{X2, X3}} = min{X1, X2, X3}= min{min{X1, X2}, X3}.
c. The proof of this statement is identical to that of Property 2.2.4(a).
d. This is a special case of (c).
e. Let X1 and X̂1 be independent and identically distributed so that X1 and X̂1 both have generating
function f . (This is necessary because we treat f ⊗ g as independent of f ⊗ h in the term
(f ⊗ g)⊕′ (f ⊗ h).) Then
Pr[min{X1 +X2 , X̂1 +X3} > t] = Pr[X1 +X2 > t , X̂1 +X3 > t]
= Pr[X1 +X2 > t] · Pr[X̂1 +X3 > t] (3.7)
= Pr[X1 +X2 > t] · Pr[X1 +X3 > t]
=
∑
x2
∑
x3
Pr[X1 +X2 > t|X2 = x2] · Pr[X2 = x2]
· Pr[X1 +X3 > t|X3 = x3] · Pr[X3 = x3]
=
∑
x2
∑
x3
Pr[X1 > t− x2] · Pr[X2 = x2]
· Pr[X1 > t− x3] · Pr[X3 = x3]
≤
∑
x2
∑
x3
Pr[X1 > max{t− x2 , t− x3}] · Pr[X2 = x2]
· Pr[X3 = x3]
=
∑
x2
∑
x3
Pr[min{X1 + x2 , X1 + x3} > t}] · Pr[X2 = x2]
· Pr[X3 = x3]
= Pr[min{X1 +X2 , X1 +X3} > t]
= Pr[X1 + min{X2 , X3} > t].
To obtain (3.7) we use the fact that g and h (and thus X2 and X3) are assumed to be independent.
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So, min{X1 +X2, X̂1 +X3} ≤st X1 +min{X2, X3} which implies (f ⊗g)⊕′ (f ⊗h)  f ⊗ (g⊕′ h).
f. This is a special case of Property 2.2.4(b).
g. We use the following conditioning argument:
Pr[min{X1, X2}+ min{X1, X3} > t]
= Pr[X1 +X1 > t, X1 +X2 > t, X1 +X3 > t, X2 +X3 > t]
= Pr[X1 >
t
2
, X1 > t−X2, X1 > t−X3, X2 +X3 > t]
=
∑
x2
∑
x3
Pr[X1 >
t
2
, X1 > t− x2, X1 > t− x3, x2 + x3 > t|X2 = x2, X3 = x3]
· Pr[X2 = x2, X3 = x3]
=
∑
x2+x3>t
Pr[X1 >
t
2
, X1 > t− x2, X1 > t− x3|X2 = x2, X3 = x3]
· Pr[X2 = x2, X3 = x3]
=
∑
x2+x3>t
Pr[X1 > max{ t
2
, t− x2, t− x3}|X2 = x2, X3 = x3]
· Pr[X2 = x2, X3 = x3]
≥
∑
x2+x3>t
Pr[X1 > t|X2 = x2, X3 = x3] · Pr[X2 = x2, X3 = x3]
=
∑
x2+x3>t
Pr[X1 > t] · Pr[X2 = x2, X3 = x3] (3.8)
= Pr[X1 > t] ·
∑
x2+x3>t
Pr[X2 = x2, X3 = x3]
= Pr[X1 > t] · Pr[X2 +X3 > t]
= Pr[min{X1, X2 +X3} > t], (3.9)
where (3.8) and (3.9) follow from assumed independence of f and {g, h}, i.e., f ⊕′ (g ⊗ h).
Therefore, min{X1, X2 + X3} ≤st min{X1, X2} + min{X1, X3} which yields f ⊕′ (g ⊗ h) 
(f ⊕′ g)⊗ (f ⊕′ h).
h. Assume f  g so that X1 ≤st X2. Then
Pr[min{X1, X3} > t] = Pr[X1 > t,X3 > t]
= Pr[X1 > t] · Pr[X3 > t] (3.10)
≤ Pr[X2 > t] · Pr[X3 > t]
29
= Pr[X2 > t , X3 > t] (3.11)
= Pr[min{X2, X3} > t],
where (3.10) and (3.11) follow from assumed independence of f and h (f ⊕′ h) as well as g and
h (g ⊕′ h), respectively. Thus, min{X1, X3} ≤st min{X2, X3} which yields f ⊕′ h  g ⊕′ h.
Definition 3.2.2. Random variables T = (T1, T2, . . . , Tk) are associated if Cov[f(T), g(T)] ≥ 0 for
all non-decreasing functions f and g for which E[f(T)], E[g(T)], and E[f(T)g(T)] exist.
The following properties of associated random variables [25] are of particular interest:
Properties 3.2.3.
a. Independent random variables are associated.
b. Non-decreasing functions of associated random variables are associated.
c. Let T = (T1, T2, . . . , Tk) be associated and let Wi = φi(T) where φi is non-decreasing for i =
1, 2, . . . , k. Then
i. Pr[W1 ≤ w1, . . . ,Wk ≤ wk] ≥
k∏
i=1
Pr[Wi ≤ wi]
ii. Pr[W1 > w1, . . . ,Wk > wk] ≥
k∏
i=1
Pr[Wi > wi]
We now show f ⊕′ g  f ⊕ g for path polynomials f and g.
Proposition 3.2.4. For path polynomials f and g, f ⊕′ g  f ⊕ g, where the result f ⊕ g has been
converted to an ordinary polynomial by replacing all Boolean variables with their expected values.
Proof. Let X be the random variable representing the distribution of f and let Y be the random
variable representing the distribution of g. Then X and Y are obtained by taking ordinary sums
and minima of independent arc length random variables. By Properties 3.2.3(a,b) X and Y are
associated and Property 3.2.3(c) then guarantees
Pr[min{X,Y } > τ ] = Pr[X > τ, Y > τ ] ≥ Pr[X > τ ] · Pr[Y > τ ].
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Note that f ⊕ g is equivalent to min{X,Y } and f ⊕′ g is equivalent to min{X,Y }, where X and Y
are treated as independent. Thus, the inequality above along with Definition 2.2.3 gives f ⊕′ g 
f ⊕ g.
We are now prepared to prove f ′PE(j)  f ′AA(j)  fL(j) for all j ∈ N .
Theorem 3.2.5. For all j ∈N, f ′PE(j)  f ′AA(j)  fL(j).
Proof. Assume that the nodes have been numbered in topological order and proceed via induction.
If |N | = 1, then f ′PE(1) = f ′AA(1) = fL(1) = z0. We first show f ′PE(j)  f ′AA(j) for all j ∈ N .
Let |N | = k+1 and let T be the set of sink nodes of G. Define N ′ = N \T and let G′ be the
network induced by N ′. Because G is acyclic, |T | ≥ 1 and |N ′| ≤ k. By induction f ′PE(i)  f ′AA(i)
for all i ∈ N ′. Let t ∈ T . Then
f ′PE(t) = ⊕′
∑
P∈Pst
( ∏
(i,j)∈P
fi,j
)
= ⊕′
∑
i∈B(t)
[
⊕′
∑
P∈Psi
( ∏
(j,k)∈P
fj,k ⊗ fi,t
)]
 ⊕′
∑
i∈B(t)
[
⊕′
∑
P∈Psi
( ∏
(j,k)∈P
fj,k
)
⊗ fi,t
]
= ⊕′
∑
i∈B(t)
[
f ′PE(i)⊗ fi,t
]
 ⊕′
∑
i∈B(t)
[
f ′AA(i)⊗ fi,t
]
= f ′AA(t),
where the first majorization follows from Property 3.2.1(e) and the second majorization follows from
the inductive hypothesis, Property 2.2.4(e), and Property 3.2.1(h).
Also, by induction f ′AA(i)  fL(i) for all i ∈ N ′. Let t ∈ T . Then
f ′AA(t) = ⊕′
∑
i∈B(t)
[
f ′AA(i)⊗ fi,t
]
 ⊕′
∑
i∈B(t)
[
fL(i)⊗ fi,t
]
 ⊕
∑
i∈B(t)
[
fL(i)⊗ fi,t
]
= fL(t),
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where the first majorization follows from the inductive hypothesis, Property 2.2.4(e), and Prop-
erty 3.2.1(h), while the second majorization follows from Proposition 3.2.4. Therefore, we obtain
f ′PE(j)  f ′AA(j)  fL(j) for all j ∈ N .
We now consider a numerical example that demonstrates the relationships in Theorem 3.2.5.
The cumulative distribution function (CDF) FL(`) is the probability that the length L of a shortest
s-t path is less than or equal to `: Pr[L ≤ `]. We denote the CDFs of f ′PE(t) and f ′AA(t) by F ′PE(`)
and F ′AA(`), respectively. In light of Definition 2.2.3, it is convenient to consider the inverse CDFs
FL(`) = Pr[L > `] = 1− FL(`), F ′PE(`), and F
′
AA(`).
We can display the inverse CDF in two distinct manners. We can either fix a value of ` and
consider F (`) as a function of p, or we can fix a value of p and consider F (`) as a function of `. We
consider both in the next example.
Example 3.2.6. Consider the bridge network shown in Fig. 3.1 and let the arc polynomials be
as given in Example 3.1.1. Assume that each arc has probability p of being in its first state and
probability 1 − p of being in its second state. Then the corresponding modified Path Enumeration
and modified Acyclic Algorithm polynomials are given by
f ′PE(4) = fafd ⊕′ fbfe ⊕′ fafcfe
= (pz3 + (1− p)z11)(pz7 + (1− p)z9) ⊕′ (pz5 + (1− p)z13)(pz2 + (1− p)z12)
⊕′ (pz3 + (1− p)z11)(pz1 + (1− p)z4)(pz2 + (1− p)z12)
=
(
p2z10 + (p− p2)z12 + (p− p2)z11 + (1− 2p+ p2)z20
)
⊕′
(
z2z7 + (p− p2)z15
+ (p− p2)z17 + (1− 2p+ p2)z25
)
⊕′
(
p3z6 + (p2 − p3)z9 + (p2 − p3)z14 + (p2 − p3)z16
+ (p− 2p2 + p3)z17 + (p− 2p2 + p3)z19 + (p− 2p2 + p3)z24 + (1− 2p+ 3p2 − p3)z27
)
= p3z6 + (p2 − p5)z7 + (p2 − p3 − p4 + p5)z9 + (p2 − 2p4 + p6)z10 + (p− p2 − 2p3 + 2p4
+ p5 − p6)z12 + (p2 − 2p3 + 2p5 − p6)z14 + (p− 2p2 − p3 + 5p4 − 4p5 + p6)z15 + (p2
− 3p3 + 3p4 − p5)z16 + (2p− 7p2 + 8p3 − 2p4 − 2p5 + p6)z17 + (p− 4p2 + 5p3 − 5p5
+ 4p6 − p7)z18 + (p− 6p2 + 15p3 − 20p4 + 15p5 − 6p6 + p7)z19 + (1− 6p+ 15p2 − 20p3
+ 15p4 − 6p5 + p6)z20,
f ′AA(4) = fafd ⊕′ (fb ⊕′ fafc)fe
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= p3z6 + (p2 − p4)z7 + (p2 − 2p3 + p4)z9 + (p2 − 2p4 + p5)z10 + (p− p2 − 2p3 + 3p4
− p5)z12 + (p2 − 3p3 + 3p4 − p5)z14 + (p− 4p2 + 6p3 − 4p4 + p5)z15 + (p2 − 2p3 + p4)z16
+ (p− 2p2 + 2p4 − p5)z17 + (p− 3p2 + 2p3 + 2p4 − 3p5 + p6)z18 + (p− 5p2 + 10p3 − 10p4
+ 5p5 − p6)z19 + (1− 5p+ 10p2 − 10p3 + 5p4 − p5)z20.
Here f ′PE(4) and f
′
AA(4) will be estimates of the true shortest 1-4 path length distribution fL(4).
Therefore, the coefficient of z` in each expression is the estimated probability that a shortest 1-4 path
has length `. For example, modified Path Enumeration estimates the probability that a shortest
1-4 path has length 12 to be p − p2 − 2p3 + 2p4 + p5 − p6, while the modified Acyclic Algorithm
estimates this probability to be p − p2 − 2p3 + 3p4 − p5. The exact probability can be calculated
from fPE(4) in Example 3.1.1 by replacing the Boolean variables xα,1 and xα,2 with p and 1 − p,
respectively. This reveals the exact probability that a shortest 1-4 path length has length 12 to be
p(1− p)(1− p) = p− 2p2 + p3.
We can determine FL(12), F
′
PE(12), and F
′
AA(12) by summing the appropriate probabili-
ties, then obtaining
FL(12) = 1− p− p2 + p3
F
′
PE(12) = 1− p− 2p2 + 2p3 + p4 − p5
F
′
AA(12) = 1− p− 2p2 + 3p3 − p4
Fig. 3.5 plots FL(12), F
′
PE(12), and F
′
AA(12) as functions of p. We see that the results are consistent
with the predicted majorization: F
′
PE(12) ≤ F
′
AA(12) ≤ FL(12) for all 0 ≤ p ≤ 1.
Alternatively, Table 3.1 provides the values FL(`), F
′
AA(`), and F
′
PE(`) as functions of the
length ` when p is fixed at 0.3. For each ` we observe that FL(`) ≥ F ′AA(`) ≥ F
′
PE(`). Note that
p could have been fixed at any value between 0 and 1 and this relationship would have been seen.
However, some values of p yield more “interesting” data in which the relationship is more readily
apparent.
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Figure 3.5: Lower bounding distributions on FL(12)
` 6 7 8 9 10 11 12 13 14 15
FL(`) 0.9730 0.8911 0.8911 0.8470 0.7840 0.7840 0.6370 0.6370 0.5929 0.4900
F
′
AA(`) 0.9730 0.8911 0.8911 0.8470 0.7708 0.7708 0.5929 0.5929 0.5620 0.4900
F
′
PE(`) 0.9730 0.8854 0.8854 0.8281 0.7536 0.7536 0.5797 0.5797 0.5395 0.4150
` 16 17 18 19 20
FL(`) 0.4900 0.3430 0.2401 0.2401 0
F
′
AA(`) 0.4459 0.3121 0.2185 0.1681 0
F
′
PE(`) 0.3842 0.2185 0.1529 0.1176 0
Table 3.1: Lower bounding distributions on FL(`) for p = 0.3
3.2.2 Node Reductions
Some network problems, including the stochastic shortest path problem, are provably dif-
ficult to solve for general networks. It is often the case, however, that they are easily solved in
series-parallel networks. (A two-terminal series-parallel network is one that can be reduced to a
single arc between the terminals via successive series and parallel reductions.) For example, the
minimum cost flow problem is (efficiently) solved by a greedy algorithm if and only if the network
is series-parallel [11]. Various authors [11, 36, 39] have explored methods of reducing the struc-
tural complexity of a given network G to ease computational efforts of solution algorithms. We will
consider the method of node reduction employed in [11].
A node reduction works as follows. Suppose G = (N,A) has been fully series-parallel
reduced. One first selects a candidate node for processing. A candidate node is a node j ∈ N \ {s, t}
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that satisfies one of two conditions. Either j has exactly one entering arc (Indegree(j) = 1), or
j has exactly one leaving arc (Outdegree(j) = 1). Suppose j satisfies the former condition with
B(j) = {i}; the distribution of this entering arc is fi,j while the distribution of a leaving arc is fj,k
for all k ∈ A(j). To perform a reduction at node j, we remove node j and replace arcs (i, j) and (j, k)
with the single arc (i, k) for all k ∈ A(j). The distribution of arc (i, k) is then fi,jfj,k. Similarly, if
j satisfies the latter condition with A(j) = {k} then we replace arcs (i, j) and (j, k) with the single
arc (i, k) for all i ∈ B(j). This process is similar to carrying out simultaneous series reductions as
discussed in Section 2.1. It is often the case that series and parallel reductions are now possible
as a result of such a node reduction. Performing these subsequent reductions further reduces the
complexity of the network structure, so it is desirable to perform such reductions whenever possible.
We demonstrate this process in Example 3.2.7.
Example 3.2.7. Consider the 5-node 8-arc network G in Fig. 3.6(a) with s = 1 and t = 5. We see
that nodes 2 and 4 are candidate nodes for reduction since Indegree(2) = 1 and Outdegree(4) = 1.
Fig. 3.6(b) shows the resulting network after a reduction at node 2, but prior to any subsequent
series or parallel reductions, and Fig. 3.6(c) shows the result after the parallel reduction of the arcs
between nodes 1 and 3.
As a result of the reduction at node 2, node 3 has now become a candidate node in Fig 3.6(c).
(Note that node 4 is still a candidate as well.) Performing a reduction at node 3 produces a series-
parallel network, and performing the necessary series and parallel reductions results in the network
consisting of a single arc shown in Fig. 3.6(d).
In the completely reduced network of Example 3.2.7 shown in Fig. 3.6(d) there exists a
single s-t path, namely the single arc (1, 5). The shortest path length distribution for this path (arc)
is given by fafd ⊕ (fb ⊕ fafe)fg ⊕ (fc ⊕ (fb ⊕ fafe)fh)fi. This expression happens to be identical
to fAA(5) calculated in the original network, and is therefore equal to fL(5). In general, a node
reduction, or a sequence of node reductions, coupled with series and parallel reductions with respect
to the algebraic operations ⊗ and ⊕, produces a reduced network that possesses the same shortest
s-t path length distribution as the original network. We will prove this statement later.
However, if the parallel reductions are performed with respect to ⊕′ (henceforth referred to
as a ⊕′ parallel reduction) the shortest path length distribution in the reduced network is not equal
to fL. For example, consider once again the original network of Example 3.2.7 given in Fig. 3.6(a)
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Figure 3.6: Networks for Example 3.2.7
and suppose we performed the same sequence of node reductions with respect to ⊕′. Then we would
obtain the same final network consisting of the single arc (1, 5), but the shortest s-t path length
distribution obtained in this network would be given by
fafd ⊕′ (fb ⊕′ fafe)fg ⊕′ (fc ⊕′ (fb ⊕′ fafe)fh)fi,
and Proposition 3.2.4 guarantees this gives a lower bound on the true distribution. We will show
later that performing a node reduction, along with series and ⊕′ parallel reductions, will necessarily
produce a lower bound on fL.
In order to establish some general results for node reductions we first introduce additional no-
tation. With respect to ⊕, we define fPE:(i1,i2,...,ik)(j) to be the shortest s-j path length polynomial
obtained by performing successive node reductions at nodes i1, i2, . . . , ik (along with series and ⊕
parallel reductions) and then applying Path Enumeration to the resulting network; fAA:(i1,i2,...,ik)(j)
is the polynomial obtained when the Acyclic Algorithm is applied rather than Path Enumeration.
It should be clear that fAA:(i1,i2,...,ik)(j) = fPE:(i1,i2,...,ik)(j) since this follows directly from The-
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orem 3.1.3. (We will prove that fPE:(i1,i2,...,ik)(j) = fL(j) and thus fAA:(i1,i2,...,ik)(j) = fL(j) for
all j ∈ N .) Likewise, with respect to ⊕′, define f ′PE:(i1,i2,...,ik)(j) and f ′AA:(i1,i2,...,ik)(j) to be the
shortest s-j path length polynomials obtained by performing successive node reductions at nodes
i1, i2, . . . , ik (along with series and ⊕′ parallel reductions) followed by modified Path Enumeration
and the modified Acyclic Algorithm, respectively.
We will show the following relations hold for all j ∈ N :
f ′PE(j)  f ′PE:(i1)(j)  f ′PE:(i1,i2)(j)  · · ·  f ′PE:(i1,i2,...,ik)(j)  fL(j) (3.12)
f ′PE:(i1,i2,...,ik)(j)  f ′AA:(i1,i2,...,ik)(j)  fL(j). (3.13)
To do so, we first determine the effects of series and parallel reductions on certain calculations.
Lemma 3.2.8. Let G be a directed acyclic network. Performing a series reduction does not affect
the calculation of fL(j), f
′
PE(j), or f
′
AA(j) for all j ∈ N .
Proof. Recall that fL(j) = fPE(j) for all j ∈ N . It is convenient to show fL(j) is not affected by
a series reduction by showing that fPE(j) remains unaffected. Suppose there exist two series arcs
(v1, v2) and (v2, v3) in G. Since B(v2) = {v1} and A(v2) = {v3}, any path containing v2 must contain
the subpath [(v1, v2), (v2, v3)]. Let j ∈ N and suppose that node v2 occurs along path P ∈ Psj .
Performing a series reduction replaces arcs (v1, v2) and (v2, v3) with the single arc (v1, v3) whose
distribution is given by fv1,v2fv2,v3 . We observe that this reduction impacts the structure of path
P , but not its distribution. The distribution of the subpath v1 → v2 → v3 of P in G is equal to the
product of the distributions of its constituent arcs, namely fv1,v2fv2,v3 . In the reduced network Ĝ,
the subpath v1 → v3 has exactly the same distribution. Therefore, the distribution of any s-j path
remains the same in both G and Ĝ, and so fPE(j) remains unaffected. This, however, implies that
fL(j) and f
′
PE also remain unaffected.
Now consider f ′AA(j) for j ∈ N . To show that the modified Acyclic Algorithm produces
equivalent results in G and Ĝ it suffices to show that f ′AA(v3) is calculated identically in both G and
Ĝ. Using (3.6), the shortest s-v3 path length distribution in Ĝ is given by f
′
AA(v1)⊗ (fv1,v2fv2,v3),
whereas in G the shortest s-v3 path length distribution is f
′
AA(v2)⊗fv2,v3 = (f ′AA(v1)⊗fv1,v2)⊗fv2,v3 .
By associativity of ⊗, these quantities are identical.
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Lemma 3.2.9. Let G be a directed acyclic network. Performing a ⊕ parallel reduction does not
affect the calculation of fL(j) for all j ∈ N .
Proof. Similar to the proof for Lemma 3.2.8, this statement is most easily proved by showing that the
calculation of fPE(j) is not affected by a ⊕ parallel reduction. Suppose there exist two parallel arcs
(v1, v2)1 and (v1, v2)2. Let j ∈ N and consider a pair of s-j paths P1 and P2 that are identical except
that P1 travels from v1 to v2 along (v1, v2)1 and P2 travels along (v1, v2)2. Suppose we perform the
parallel reduction in G to obtain Ĝ in which arcs (v1, v2)1 and (v1, v2)2 have been replaced with the
single arc (v1, v2) whose distribution is f(v1,v2)1 ⊕ f(v1,v2)2 . This produces in Ĝ a single path P that
is identical to P1 and P2 except it travels from v1 to v2 along (v1, v2). To see that the shortest s-j
path length distribution in Ĝ is equal to that in G, it suffices to show that the distribution of path
P is identical to the distribution of P1⊕P2. To this end, let f(P ) be the distribution of path P and
let f(Pi) be the distribution of path Pi for i = 1, 2. Also, let
Fs,v1 =
∏
(i,k)∈P
s≤i<k≤v1
fi,k
be the distribution of the subpath of P from s to v1 and let
Fv2,j =
∏
(i,k)∈P
v2≤i<k≤j
fi,k
the distribution of the subpath from v2 to j. Note that Fs,v1 and Fv2,j are common to P1, P2, and
P so it is appropriate to use P in the indexing above. This yields
f(P ) = Fs,v1
(
f(v1,v2)1 ⊕ f(v1,v2)2
)
Fv2,j
= Fs,v1f(v1,v2)1Fv2,j ⊕ Fs,v1f(v1,v2)2Fv2,j
= f(P1)⊕ f(P2)
as desired.
We demonstrate the validity of Lemmas 3.2.8 and 3.2.9 with an example.
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Example 3.2.10. Consider the network G in Fig. 3.7(a). We can calculate
fL(5) = fafe ⊕ (fb ⊕ fafc)fg ⊕ fafdfh
f ′PE(5) = fafdfh ⊕′ fafe ⊕′ fafcfg ⊕′ fbfg
f ′AA(5) = fafe ⊕′ (fb ⊕′ fafc)fg ⊕′ fafdfh,
where fL(5) is obtained using the Acyclic Algorithm.
Performing the series reduction with arcs d and h produces the network in Fig. 3.7(b). In
this new network
fL(5) = fafdfh ⊕ fafe ⊕ (fb ⊕ fafc)fg
f ′PE(5) = fafdfh ⊕′ fafe ⊕′ fafcfg ⊕′ fbfg
f ′AA(5) = fafdfh ⊕′ fafe ⊕′ (fb ⊕′ fafc)fg
which we see are identical to the previous calculations. As predicted by Lemma 3.2.8, performing a
series reduction does not affect the calculations of fL(5), f
′
PE(5), or f
′
AA(5).
Finally, consider the network in Fig. 3.7(c) which has been obtained from Fig. 3.7(b) by
performing the ⊕ parallel reduction of the two arcs between nodes 2 and 5. Applying the Acyclic
Algorithm in this network produces
fL(5) = fa(fe ⊕ fdfh)⊕ (fb ⊕ fafc)fg = fafe ⊕ fafdfh ⊕ (fb ⊕ fafc)fg,
where distributivity of ⊗ over ⊕ has been applied. Therefore, performing a ⊕ parallel reduction
does not change fL(5). We will see shortly that performing ⊕′ parallel reductions does affect the
calculations of f ′PE(j) and f
′
AA(j).
Using Lemmas 3.2.8 and 3.2.9 we now show that performing a node reduction with respect
to ⊗ and ⊕ does not have an effect on fL(j).
Theorem 3.2.11. For a directed acyclic network G, fL(j) = fPE:(k)(j) = fAA:(k)(j) for any node
k for which a node reduction is feasible and for all j ∈ N .
Proof. Assume that G has been fully series-parallel reduced and has distinguished source node s.
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Figure 3.7: Networks for Example 3.2.10
We proceed by showing that fPE:(k)(j) = fPE(j), and thus fPE:(k)(j) = fL(j), for any node k for
which a node reduction is feasible.
Let k be a node with a single incoming arc (i, k) and outgoing arcs {(k, v) : v ∈ A(k)}. We
first make a few observations that result from G being fully reduced: namely, |B(i)| ≥ 2 for i 6= s
and |A(k)| ≥ 2. Suppose a node reduction is now performed on node k to obtain the network G(k).
Then in G(k), node k has been eliminated and arcs (i, k)∪{(k, v) : v ∈ A(k)} have been replaced by
arcs {(i, v) : v ∈ A(k)}. For each v ∈ A(k), arc (i, v) ∈ G(k) has the distribution fi,kfk,v. Observe
that the reduction at node k can be viewed as a series reduction of arcs (i, k) and (k, v) for each
v ∈ A(k), which does not alter the distribution of any s-j path. If no parallel reductions are possible
following the node reduction at k, then the distributions of the s-j paths in G(k) are identical to the
distributions of the s-j paths in G which implies fPE:(k)(j) = fPE(j).
If series and/or ⊕ parallel reductions are possible in G(k), then let Ĝ(k) be the network
obtained from G(k) by performing these reductions. Lemmas 3.2.8 and 3.2.9 guarantee fPE:(k)(j) =
fPE(j). (Note that it is not possible for only series reductions to occur following a node reduction
as this would contradict the assumption that G was fully reduced.) We also note that if node k
does not occur along some s-j path, then fPE:(k) = fPE(j). A similar argument can be made in the
case where |B(k)| ≥ 2 and |A(k)| = 1. The second equality is a direct result of Theorem 3.1.3 since
fPE:(k)(j) = fAA:(k)(j) in Ĝ(k).
Repeated application of Theorem 3.2.11 guarantees
fL(j) = fPE(j) = fPE:(i1)(j) = fPE:(i1,i2)(j) = · · · = fPE:(i1,i2,...,ik)(j)
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for all j ∈ N . Likewise, fL(j) = fAA(j) = fAA:(i1)(j) = fAA:(i1,i2)(j) = · · · = fAA:(i1,i2,...,ik)(j).
We now turn our attention to node reductions performed with respect to ⊕′ and consider
first the effects of a ⊕′ parallel reduction.
Recall the network in Fig. 3.7(b) and suppose we perform the parallel reduction with respect
to ⊕′. Then in the reduced network, modified Path Enumeration yields
fa(fe ⊕′ fdfh)⊕′ fafcfg ⊕′ fbfg  fafe ⊕′ fafdfh ⊕′ fafcfg ⊕′ fbfg = f ′PE(5),
and the modified Acyclic Algorithm gives
fa(fe ⊕′ fdfh)⊕′ (fb ⊕′ fafc)fg  fafe ⊕′ fafdfh ⊕′ (fb ⊕′ fafc)fg = f ′AA(5).
These results hold, in general, when performing a ⊕′ parallel reduction. We consider first the effects
of a ⊕′ parallel reduction in conjunction with modified Path Enumeration and then explore results
related to node reductions followed by modified Path Enumeration.
Lemma 3.2.12. Let G be a directed acyclic network. Performing a parallel reduction with respect
to ⊕′ and then applying modified Path Enumeration to the reduced network produces a shortest s-j
path length distribution that majorizes f ′PE(j) for all j ∈ N .
Proof. Let (v1, v2)1, (v1, v2)2 be as in Lemma 3.2.9, with P1, P2 being the associated s-j paths. It
suffices to consider the effects of a ⊕′ parallel reduction on P1 and P2. Suppose we perform the
parallel reduction in G to obtain Ĝ′ in which arcs (v1, v2)1 and (v1, v2)2 have been replaced with
the single arc (v1, v2) whose distribution is f(v1,v2)1 ⊕′ f(v1,v2)2 . As in Lemma 3.2.9, this produces in
Ĝ′ a single path P that is identical to P1 and P2 except it travels from v1 to v2 along (v1, v2). Let
f ′(P ) be the distribution of P and define f(P1), f(P2), Fs,v1 and Fv2,j as in Lemma 3.2.9. Then
f ′(P ) = Fs,v1
(
f(v1,v2)1 ⊕′ f(v1,v2)2
)
Fv2,j
 Fs,v1f(v1,v2)1Fv2,t ⊕′ Fs,v1f(v1,v2)2Fv2,j
= f(P1)⊕′ f(P2).
This relationship, along with Property 3.2.1(h), proves the statement.
We are now prepared to prove (3.12).
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Theorem 3.2.13. For a directed acyclic network G, f ′PE(j)  f ′PE:(k)(j) for all nodes k for which
a node reduction is feasible and for all j ∈ N .
Proof. Let G, k, G(k) be as in Theorem 3.2.11 and let Ĝ
′
(k) be the network obtained from G(k) by
performing any possible series and/or ⊕′ parallel reductions. As before, if no parallel reductions
are possible, then Ĝ′(k) = G(k) and the distributions of the s-j paths in Ĝ
′
(k) are identical to the
distributions of the s-j paths in G, so f ′PE(j) = f
′
PE:(k)(j). If at least one parallel reduction is
possible in G(k), then after performing these reductions with respect to ⊕′, Lemma 3.2.12 guarantees
f ′PE(j)  f ′PE:(k)(j).
Theorem 3.2.14. For a directed acyclic network G, suppose successive node reductions, along with
the appropriate series and ⊕′ parallel reductions, are performed at nodes i1, i2, . . . , ik. Then
f ′PE(j)  f ′PE:(i1)(j)  f ′PE:(i1,i2)(j)  . . .  f ′PE:(i1,i2,...,ik)(j)
for all j ∈ N . Moreover, f ′PE:(i1,i2,...,ik)(j)  fL(j) for all j ∈ N .
Proof. Repeated application of Theorem 3.2.13 gives the first statement. To obtain the second
statement, consider fPE:(i1,i2,...,ik)(j), the shortest s-j path length polynomial obtained by perform-
ing successive node reductions followed by any possible series and ⊕ parallel reductions at nodes
i1, i2, . . . , ik. Repeated application of Theorem 3.2.11 gives fPE:(i1,i2,...,ik)(j) = fL(j). Proposi-
tion 3.2.4 guarantees f ′PE:(i1,i2,...,ik)(j)  fPE:(i1,i2,...,ik)(j), thus proving the second statement.
Example 3.2.15. Consider the 6-node 10-arc network in Fig. 3.8(a). One can calculate the shortest
1-6 path length polynomial as well as the modified Path Enumeration polynomial:
fL(6) = fafcfg ⊕ (fk ⊕ fafd ⊕ fafcfe)fi ⊕ (fb ⊕ (fk ⊕ fafd ⊕ fafcfe)fh) fj
f ′PE(6) = fafcfg ⊕′ fafcfefi ⊕′ fafcfefhfj ⊕′ fafdfi ⊕′ fafdfhfj ⊕′ fbfj ⊕′ fkfi ⊕′ fkfhfj ,
where fL(6) is obtained using the Acyclic Algorithm.
Performing successive node reductions with respect to ⊕′ at nodes 2 and 3 produces the
networks in Fig. 3.8(b,c). A further node reduction at node 4 results in a network consisting of the
single arc (1, 6) and thus is not shown. The successive node reductions yield the following:
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f ′PE:(2)(6) = fafcfg ⊕′ fafcfefi ⊕′ fafcfefhfj ⊕′ (fk ⊕′ fafd)fi ⊕′ (fk ⊕′ fafd)fhfj ⊕′ fbfj
f ′PE:(2,3)(6) = fafcfg ⊕′ (fk ⊕′ fafd ⊕′ fafcfe)fi ⊕′ (fk ⊕′ fafd ⊕′ fafcfe)fhfj ⊕′ fbfj
f ′PE:(2,3,4)(6) = fafcfg ⊕′ (fk ⊕′ fafd ⊕′ fafcfe)fi ⊕′ (fb ⊕′ (fk ⊕′ fafd ⊕′ fafcfe)fh) fj ,
where f ′PE(6)  f ′PE:(2)(6)  fPE:(2,3)(6)  f ′PE:(2,3,4)(6) holds by Property 3.2.1(e), thus illustrat-
ing Theorem 3.2.14.
Let us consider the specific case when the arc polynomials arc given by
fa = xa,1z
3 + xa,2z
12, fb = xb,1z
9 + xb,2z
14, fc = xc,1z
3 + xc,2z
10,
fd = xd,1z
4 + xd,2z
11, fe = xe,1z
2 + xe,2z
12, fg = xg,1z
4 + xg,2z
6,
fh = xh,1z
5 + xh,2z
14, fi = xi,1z
5 + xi,2z
9, fj = xj,1z
1 + xj,2z
15,
fk = xk,1z
6 + xk,2z
14.
(The polynomials fL(6), f
′
PE(6), f
′
PE:(2)(6), f
′
PE:(2,3)(6), f
′
PE:(2,3,4)(6) for this data set can be found
in Appendix A.) Fixing ` = 14 we obtain the following inverse CDFs:
FL(14) = 1− 3p2 − 2p3 + 6p4 + 4p5 − 11p6 + 6p7 − p8,
F
′
PE(14) = 1− 3p2 − 2p3 + p4 + 5p5 + 6p6 + p7 − 6p8 − 11p9 − 6p10 + 4p11 + 10p12 + 10p13
+ 4p14 − 6p15 − 11p16 − 6p17 + p18 + 6p19 + 5p20 + p21 − 2p22 − 3p23 + p25,
F
′
PE:(2)(14) = 1− 3p2 − 2p3 + 2p4 + 5p5 + 4p6 − 2p7 − 7p8 − 3p9 − p10 + 9p12 + 5p13 − 5p14
− 2p15 − 2p16 − 5p17 + 4p18 + 6p19 − 3p20 − 2p21 + p22,
F
′
PE:(2,3)(14) = 1− 3p2 − 2p3 + 2p4 + 6p5 + 5p6 − 5p7 − 12p8 − 4p9 + 10p10 + 12p11 − p12
− 11p13 − 6p14 + 6p15 + 6p16 − 3p17 − 2p18 + p19,
F
′
PE:(2,3,4)(14) = 3p
2 − 2p3 + 3p4 + 6p5 + 2p6 − 7p7 − 9p8 + 3p9 + 10p10 + 3p11 − 5p12 − 6p13
+ 6p15 − 3p17 + p18.
Fig. 3.9 plots these inverse CDFs as functions of p. Observe that F
′
PE(14) ≤ F
′
PE:(2)(14) ≤
F
′
PE:(2,3)(14) ≤ F
′
PE:(2,3,4)(14) ≤ FL(14) for all 0 ≤ p ≤ 1, as expected.
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Figure 3.8: Networks for Example 3.2.15
In Example 3.2.15, we observe that
f ′PE:(2,3,4)(6) = fafcfg ⊕′ (fk ⊕′ fafd ⊕′ fafcfe)fi ⊕′ (fb ⊕′ (fk ⊕′ fafd ⊕′ fafcfe)fh) fj = f ′AA(6).
In general, if successive node reductions, along with all subsequent series and ⊕′ parallel reductions,
are performed in the given topological order until there exists a single path from s to j (namely, the
arc (s, j)), then the distribution of the shortest s-j path length will be equivalent to f ′AA(j).
Thus far, we have concerned ourselves with applying modified Path Enumeration after a
node reduction, or a sequence of node reductions. We now turn our attention to the case where the
modified Acyclic Algorithm is applied instead.
Theorem 3.2.16. Let G be a directed acyclic network. Performing a ⊕′ parallel reduction and then
applying the modified Acyclic Algorithm to the reduced network produces a shortest s-j path length
distribution that majorizes f ′AA(j) for all j ∈ N .
Proof. Suppose there exist two parallel arcs (v1, v2)1 and (v1, v2)2 in G. The existence of these
parallel arcs does not affect f ′AA(j) for any j < v2. Therefore, it suffices to show that performing
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Figure 3.9: Inverse CDF plots for Example 3.2.15
the ⊕′ parallel reduction and then applying the modified Acyclic Algorithm to calculate the shortest
s-v2 path length distribution in the reduced network produces a result that majorizes f
′
AA(v2). In
the original network,
f ′AA(v2) = ⊕′
∑
i∈B(v2)
(f ′AA(i)⊗ fi,v2)
= ⊕′
∑
i∈B(v2)
i6=v1
(
f ′AA(i)⊗ fi,v2
)
⊕′
(
f ′AA(v1)⊗ f(v1,v2)1
)
⊕′
(
f ′AA(v1)⊗ f(v1,v2)2
)
.
Suppose we perform the ⊕′ parallel reduction of (v1, v2)1 and (v1, v2)2 to obtain Ĝ. Application of
the modified Acyclic Algorithm in Ĝ produces a label on v2 given by ⊕′
∑
i∈B(v2)
i6=v1
(f ′AA(i) ⊗ fi,v2) ⊕′
(f ′AA(v1)⊗ (f(v1,v2)1 ⊕′ f(v1,v2)2)). Properties 3.2.1(e,h) guarantee
⊕′
∑
i∈B(v2)
i6=v1
(
f ′AA(i)⊗ fi,v2
)
⊕′
(
f ′AA(v1)⊗ (f(v1,v2)1 ⊕′ f(v1,v2)2)
)
 ⊕′
∑
i∈B(v2)
i6=v1
(
f ′AA(i)⊗ fi,v2
)
⊕′
(
f ′AA(v1)⊗ f(v1,v2)1
)
⊕′
(
f ′AA(v1)⊗ f(v1,v2)2
)
= f ′AA(v2).
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We have seen that a series reduction does not affect the calculation of f ′AA(j) and a ⊕′ par-
allel reduction followed by the modified Acyclic Algorithm produces a result that majorizes f ′AA(j).
These facts may suggest that a node reduction, along with all series and ⊕′ parallel reductions,
followed by the modified Acyclic Algorithm would also lead to majorization results. In general,
however, a reduction at node k followed by the modified Acyclic Algorithm does not necessarily
produce a result (denoted f ′AA:(k)(j)) that majorizes f
′
AA(j).
Consider the bridge network in Fig. 3.1. We have
f ′AA(4) = fafd ⊕′ (fb ⊕′ fafc)fe.
A reduction at node 3 along with all series and ⊕′ parallel reductions results in a network composed
of the single arc (1, 4). The distribution of this arc is given by fa(fd ⊕′ fcfe)⊕′ fbfe which implies
f ′AA:(3)(4) = fa(fd ⊕′ fcfe) ⊕′ fbfe. Trying to compare f ′AA(4) and f ′AA:(3)(4) yields inconclusive
majorizations:
f ′AA:(3)(4) = fa(fd ⊕′ fcfe)⊕′ fbfe  fafd ⊕′ fafcfe ⊕′ fbfe  fafd ⊕′ (fb ⊕′ fafc)fe = f ′AA(4).
In fact, there are examples in which no majorization exists between f ′AA(4) and f
′
AA:(3)(4). There-
fore, we cannot in general establish majorization results between f ′AA:(i1,i2,...,ik)(j) and f
′
AA(j) for
a sequence of node reductions at i1, i2, . . . , ik. (Recall that if a sequence of node reductions are
performed in the given topological order then f ′AA:(i1,i2,...,ik)(j) = f
′
AA(j).) We can, however, show
that fPE:(i1,i2,...,ik)(j)  fAA:(i1,i2,...,ik)(j)  fL(j) for all j ∈ N and any sequence of node reductions
i1, i2, . . . , ik.
Theorem 3.2.17. Let G be a directed acyclic network. Then f ′PE:(k)(j)  f ′AA:(k)(j)  fL(j) for
all j ∈ N and for all nodes k for which a node reduction is feasible.
Proof. The first relation follows directly from Theorem 3.2.5. To obtain the second relation, first
consider the implication of Theorem 3.2.11. This theorem guarantees that a node reduction with
respect to ⊕ does not affect calculation of the shortest path length distribution fL(j). There-
fore, if a reduction with respect to ⊕ is performed at node k, then subsequent application of the
Acyclic Algorithm will guarantee that we obtain the (true) shortest path length distribution. That
is fAA:(k)(j) = fL(j). Now, fAA:(k)(j) and f
′
AA:(k)(j) are identical expressions except that f
′
AA:(k)(j)
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Figure 3.10: Successive node reductions
uses ⊕′ rather than ⊕. Proposition 3.2.4 guarantees f ′AA:(k)(j)  fAA:(k)(j) for all j ∈ N and we
have f ′AA:(k)(j)  fL(j) as desired.
Corollary 3.2.18. For all j ∈ N and any sequence i1, i2, . . . , ik of node reductions, f ′PE:(i1,i2,...,ik)(j) 
f ′AA:(i1,i2,...,ik)(j)  fL(j).
Proof. Repeated application of Theorem 3.2.17 proves the statement.
Example 3.2.19. Consider once again the network in Fig. 3.8(a) where s = 1, t = 6, and let the
arc polynomials be as given in Example 3.2.15. Performing a reduction at node 5 produces the
network in Fig. 3.10(a) and a successive reduction at node 3 produces the network in Fig. 3.10(b).
We apply modified Path Enumeration and the modified Acyclic Algorithm to each of these networks
to obtain the estimates f ′PE:(5)(6), f
′
PE:(5,3)(6), f
′
AA:(5)(6), and f
′
AA:(5,3)(6) of the shortest s-t path
length polynomial.
Assuming that each arc is in state 1 with probability p and state 2 with probability 1− p,
one can verify f ′PE(6)  f ′PE:(5)(6)  f ′AA:(5)(6)  fL(6) and f ′PE(6)  f ′PE:(5,3)(6)  f ′AA:(5,3)(6) 
fL(6). In this example, we actually have f
′
AA:(5)(6)  f ′AA(6) and fAA:(5)(6)  fAA:(5,2)(6); however,
neither f ′AA(6) nor fAA:(5,2)(6) is uniformly better than the other for 0 ≤ p ≤ 1.
Fig. 3.11(a) plots the inverse CDFs FL(14), F
′
PE(14), F
′
AA(14), F
′
PE:(5)(14), and F
′
AA:(5)(14)
as functions of p, while Fig. 3.11(b) plots FL(14), F
′
PE(14), F
′
AA(14), F
′
PE:(5,3)(14), and F
′
AA:(5,3)(14)
as functions of p. In both cases, we observe the relationships suggested by Corollary 3.2.18; namely,
F
′
PE(14) ≤ F
′
PE:(5)(14) ≤ F
′
AA:(5)(14) ≤ FL(14), and F
′
PE(14) ≤ F
′
PE:(5,3)(14) ≤ F
′
AA:(5,3)(14) ≤
FL(14).
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(a) Bounding distributions for FL(14): single node reductions with MPE and MAA
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(b) Bounding distributions for FL(14): successive node reductions with MPE and MAA
Figure 3.11: Bounding distributions obtained from node reductions
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3.2.3 Series-Parallel Subnetworks
We now consider upper bounds on the shortest path length distribution that can be obtained
from shortest path length distributions in subnetworks of the original network. To see that this
approach does in fact yield an upper bound, let G = (N,A) be the given network and let H = (N,A)
with N ⊆ N and A ⊂ A be a subnetwork of G. Then H contains only a subset Psj ⊆ Psj of the
s-j paths in G for all j ∈ N . Calculating a shortest s-j path length distribution in H produces
an upper bound fL(j) for all j ∈ N since
∑
P∈Psj
f(P ) ≤ ∑
P∈Psj
f(P ), which follows directly from
Property 2.2.4(a). Therefore, fL(j)  fSP (j) for all j ∈ N , where fSP (j) is the shortest s-j path
length polynomial obtained in H.
We focus on series-parallel subnetworks since calculation of the exact shortest path length
distribution in such a network is simplified. Recall that a two-terminal series-parallel network is one
that can be reduced to a single arc between the terminals via successive series and parallel reductions.
When these elementary reductions are carried out with respect to the algebraic operations ⊗ and
⊕, the distribution of the (single) resulting arc is expressed as a sequence of sums and minima of
independent terms (random variables). Because the minimum operator acts on independent terms
we can actually use ⊕′ in place of ⊕.
To demonstrate, consider the series-parallel network in Fig. 3.12. First, we combine the
series arcs g and j, which then enables a parallel reduction with arc h. This process is continued
until a single arc (1,7) results. The distribution of this arc is fa(fd⊕fc(fh⊕fgfj))⊕fbfefi. Because
we have assumed arc independence, in this expression ⊕ is operating on independent terms: fh
is independent of fgfi so fh ⊕ fgfi can be replaced with fh ⊕′ fgfi; then fd is independent of
fc(fh ⊕′ fgfi) and fa(fd ⊕′ fc(fh ⊕′ fgfj)) is independent of fbfefi. Therefore, replacing ⊕ with
⊕′ throughout this expression does not affect the final probabilistic answer. That is, calculating
fa(fd ⊕ fc(fh ⊕ fgfj)) ⊕ fbfefi in terms of state indicators and then appropriately substituting
probabilities for each Boolean variable produces the same result as fa(fd⊕′ fc(fh⊕′ fgfj))⊕′ fbfefi.
Therefore, we can reduce a series-parallel subnetwork via successive series and ⊕′ parallel reductions.
It seems reasonable that the larger the subnetwork H of G chosen the more s-j paths are
included in Psj , and thus the better the estimate of the shortest s-j path length distribution. For
this reason, it would be desirable to find maximum series-parallel subnetworks of G, i.e., a series-
parallel subgraph that contains a maximum number of arcs. Cai and Maffray [16], however, showed
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Figure 3.12: A series-parallel network
this problem to be NP-Hard. Instead, we consider maximal series-parallel subnetworks. A maximal
series-parallel subnetwork is one that has a maximal number of arcs, i.e., addition of another arc
would result in a subnetwork that is no longer series-parallel.
Example 3.2.20. Consider the network G of [37] shown in Fig. 3.13(a) and let the arc polynomials
be given by
fa = xa,1z
3 + xa,2z
9, fb = xb,1z
5 + xb,2z
10, fc = xc,1z
4,+xc,2z
12
fd = xd,1z
4 + xd,2z
9, fe = xe,1z
2 + xe,2z
8, fg = xg,1z
6,+xg,2z
13
fh = xh,1z
3 + xh,2z
11, fi = xi,1z
4 + xi,2z
9, fj = xj,1z
4,+xj,2z
12
fk = xk,1z
4 + xk,2z
11, fl = xl,1z
2 + xl,2z
7, fm = xm,1z
2,+xm,2z
9,
fn = xn,1z
1 + xn,2z
12.
The shortest 1-7 path length distribution fL(7) can be calculated in terms of state indicators.
Assuming each arc is in state 1 with probability p and state 2 with probability 1− p, we can replace
the Boolean variables with the appropriate probabilities to obtain
fL(7) = p
3z9 + (2p3 + p4 − 3p5 − 2p6 + p7 + 2p8 − p9)z10 + (p3 + p4 − 3p5 − 3p6 + 3p7 + 6p8 − 7p9
+ 2p10)z11 + (3p4 − 4p5 − 8p6 + 12p7 + 10p8 − 25p9 + 15p10 − 3p11)z12 + (2p4 − 2p5 − 8p6 + 10p7
+ 13p8 − 32p9 + 24p10 − 8p11 + p12)z13 + (3p5 − 12p6 + 12p7 + 15p8 − 45p9 + 42p10 − 18p11
+ 3p12)z14 + (3p2 − 3p3 − 10p4 + 4p5 + 32p6 − 24p7 − 36p8 + 56p9 − 22p10 − 4p11 + 5p12 − p13)z15
+ (p2 − 10p4 + 9p5 + 32p6 − 67p7 + 29p8 + 40p9 − 59p10 + 33p11 − 9p12 + p13)z16 + (3p2 − 6p3
− 11p4 + 51p5 − 66p6 + 18p7 + 46p8 − 60p9 + 33p10 − 9p11 + p12)z17 + (3p2 − 7p3 − 6p4 + 46p5
− 91p6 + 105p7 − 77p8 + 35p9 − 9p10 + p11)z18 + (2p3 − 13p4 + 42p5 − 88p6 + 127p7 − 126p8
+ 84p9 − 36p10 + 9p11 − p12)z19 + (p− 3p2 − 3p3 + 40p4 − 123p5 + 208p6 − 214p7 + 136p8 − 52p9
+ 11p10 − p11)z20 + (p2 − p3 − 8p4 + 16p5 + 6p6 − 46p7 + 56p8 − 32p9 + 9p10 − p11)z21 + (p− 3p2
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− p3 + 11p4 − p5 − 42p6 + 78p7 − 69p8 + 34p9 − 9p10 + p11)z22 + (p− 5p2 + 9p3 − 4p4 − 12p5
+ 30p6 − 40p7 + 36p8 − 21p9 + 7p10 − p11)z23 + (p− 4p2 + 5p3 − 2p4 + 4p5 − 10p6 + 4p7 + 10p8
− 13p9 + 6p10 − p11)z24 + (2p− 10p2 + 16p3 − p4 − 20p5 + p6 + 50p7 − 71p8 + 46p9 − 15p10
+ 2p11)z25 + (p− 6p2 + 13p3 − 7p4 − 21p5 + 49p6 − 49p7 + 27p8 − 8p9 + p10)z26 + (p− 7p2 + 20p3
− 28p4 + 14p5 + 14p6 − 28p7 + 20p8 − 7p9 + p10)z27 + (p− 9p2 + 36p3 − 84p4 + 126p5 − 126p6
+ 84p7 − 36p8 + 9p9 − p10)z28 + (1− 9p+ 36p2 − 84p3 + 126p4 − 126p5 + 84p6 − 36p7 + 9p8
− p9)z30.
A maximal series-parallel subgraph H of G is shown in Fig. 3.13(b). Performing the series and
parallel reductions in H produces the single arc shown in Fig. 3.13(c); the associated shortest path
length polynomial for this arc is
fSP (7) = (fafg(fb ⊕′ fcfi)fh)(fm ⊕′ flfn)
= p3z10 + (p3 + p4 − 2p5)z11 + (p4 − p5 − p6 + p7)z12 + (p4 − p5 − p6 + p7)z13 + (p5 − 2p6 + 2p8
− p9)z14 + (p2 − p3 − 2p4 + 2p5 + p6 − p7)z15 + (2p3 − 4p4 + 4p6 − p7 − 2p8 + p9)z16 + (2p2
− 3p3 + 2p6 − p7)z17 + (3p2 − 6p3 + p4 + 4p5 − 2p6)z18 + (2p3 − 6p4 + 6p5 − 3p6 + 3p7 − 3p8
+ p9)z19 + (p3 − 3p4 + 2p5 + 2p6 − 3p7 + p8)z20 + (p2 − 2p3 − 3p4 + 11p5 − 9p6 + 3p8 − p9)z21
+ (p− 3p2 + p3 + 6p4 − 10p5 + 9p6 − 7p7 + 4p8 − p9)z22 + (p− 3p2 + p3 + 6p4 − 9p5 + 5p6
− p7)z23 + (p− p2 − 8p3 + 21p4 − 18p5 + p6 + 8p7 − 5p8 + p9)z24 + (2p− 9p2 + 16p3 − 14p4
+ 6p5 − p6)z25 + (p3 − 6p4 + 15p5 − 20p6 + 15p7 − 6p8 + p9)z27 + (p2 − 6p3 + 15p4 − 20p5 + 15p6
− 6p7 + p8)z28 + (p− 6p2 + 14p3 − 14p4 + 14p6 − 14p7 + 6p8 − p9)z29 + (1− 6p+ 14p2 − 14p3
+ 14p5 − 14p6 + 6p7 − p8)z30.
It can in fact be verified that fL(7)  fSP (7). This relationship is demonstrated in Fig. 3.14 which
plots FL(17) and FSP (17) as functions of p.
It is important to note that a special type of series-parallel subnetwork is one comprised
of disjoint paths. (A set of paths P is said to be disjoint if no two paths in P share a common
arc.) In such subnetworks it is not necessary to perform the series and parallel reductions to reduce
the subnetwork to a single arc. Due to the natural independence of the disjoint paths, we can
actually implement our modified approaches without complete reduction. In fact, modified Path
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Figure 3.13: Network for Example 3.2.20
Enumeration and the modified Acyclic Algorithm produce equivalent results in this case, and they
are both equivalent to the result obtained when the subnetwork is completely reduced to a single
arc. Spelde [65] considered disjoint paths to obtain a lower bound on the cumulative distribution of
the longest path length in PERT networks.
3.3 Bounds on Expected Length
We now discuss bounds on the expected value µ(j) of the shortest s-j path length. Recall
the PERT bound introduced by Malcolm et al. [46] and discussed in Chapter 1. This is the simplest
bound to calculate since replacing each arc with its expected length results in a deterministic network
where calculation of the shortest path length is easy.
Let Psj = {P1, P2, . . . , Pr} be the set of all s-j paths in G and let Y = (Y1, Y2, . . . , Ym)
be the vector of arc length random variables. The length `k of path Pk is a linear function of
Y : `k = `k(Y) =
∑{Ya : a ∈ Pk} and so the shortest s-j path length L = min{`1, `2, . . . , `r} is a
concave function of Y. By Jensen’s inequality [14], L(E[Y]) ≥ E[L(Y)]. In other words, replacing
each arc distribution by its expected value produces a shortest path length µ(j) that is an upper
bound on the true expected (shortest) path length µ(j). This fact is well known.
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Figure 3.14: Upper bounding distribution for FL(17) from series-parallel subgraph
The bounding distributions discussed in Section 3.2 easily yield bounds on the expected
length µ(j). We obtain lower bounds from our modified and node reduction approaches. Let
µ′PE(j) = E[f
′
PE(j)] and µ
′
AA(j) = E[f
′
AA(j)]. By taking expectations of the result f
′
PE(j) 
f ′AA(j)  fL(j) in Theorem 3.2.5 we obtain µ′PE(j) ≤ µ′AA(j) ≤ µ(j) for all j ∈ N . Letting
µ′PE:(i1,i2,...,ik)(j) = E[f
′
PE:(i1,i2,...,ik)
(j)], Theorem 3.2.14 guarantees
µ′PE(j) ≤ µ′PE:(i1)(j) ≤ µ′PE:(i1,i2)(j) ≤ · · · ≤ µ′PE:(i1,i2,...,ik)(j) ≤ fL(j) (3.14)
for any sequence i1, i2, . . . , ik of node reductions. In a similar fashion, if we define µ
′
AA:(i1,i2,...,ik)
(j) =
E[f ′AA:(i1,i2,...,ik)(j)], then we obtain µ
′
PE:(i1,i2,...,ik)
(j) ≤ µ′AA:(i1,i2,...,ik)(j) ≤ fL(j) for any sequence
i1, i2, . . . , ik of node reductions. Because ⊕′ ignores dependencies, ordinary polynomials with coef-
ficients pa,k can be combined to calculate these lower bounds.
Similarly, we obtain upper bounds on µ(j) from the upper bounding distributions coming
from series-parallel subnetworks of G. Let µSP (j) = E[fSP (j)]. Then µ(j) ≤ µSP (j) for all j ∈ N .
Because ⊕′ can be used in calculating the expression for fSP (j), ordinary polynomials can be used
here as well to calculate µSP (j).
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3.3.1 Fulkerson Bound
We present an upper bound analogous to the lower bound on expected longest path lengths
in acyclic networks introduced by Fulkerson [32]. The basic idea is that instead of replacing arc
lengths by expected values, we compute an expected value µF (j) at each node j based on the length
distributions for all arcs (i, j) and the node expected values µF (i). Because this method is described
for acyclic networks, nodes are processed in the specified topological order. Therefore, µF (j) can be
readily calculated since each µF (i) for i ∈ B(j) has previously been calculated and the topological
order ensures that i has been processed before j.
We can translate Fulkerson’s method into our algebraic language by appropriately modifying
the pulling algorithm in Section 3.1.2 to compute expected shortest path lengths µF (j) at each node
j. Here we denote by {α} the degenerate distribution with all probability concentrated at the single
value α, i.e.,
Pr[{α} = a]

1 a = α
0 a 6= α
Pseudocode for the Fulkerson bound is presented in Fig. 3.15.
algorithm Fulkerson Bound for Shortest Paths
Input: acyclic G = (N,A); arc polynomials fi,j ; source node s
begin
µF (s) := 0;
for j 6= s {in topological order}
µF (j) := E[⊕
∑
i∈B(j)
({µF (i)} ⊗ fi,j)];
end for
end
Figure 3.15: Pseudocode for the Fulkerson bound
Because the {µF (i)} are degenerate for all i ∈ N and we have assumed arc independence,
it is possible to implement the Fulkerson algorithm described above using ⊕′ rather than ⊕.
Example 3.3.1. We apply the Fulkerson bound to the acyclic bridge network in Fig. 3.1 where
s = 1, t = 4, and the arc length polynomials are given by
fa = xa,1z
1 + xa,2z
4, fb = xb,1z
2 + xb,2z
6, fc = xc,1z
3 + xc,2z
5,
fd = xd,1z
5 + xd,2z
11, fe = xe,1z
4 + xe,2z
7.
54
Assuming that each arc assumes its shorter length with probability p and its longer length with
probability q = 1 − p, we can rewrite these polynomials as fa = pz1 + qz4, fb = pz2 + qz6,
fc = pz
3 + qz5, fd = pz
5 + qz11, and fe = pz
4 + qz7. Initializing µF (s) = 0, we obtain
µF (2) = E[{µF (s)} ⊗ fa] = E[fa] = 4− 3p.
µF (3) = E[({µF (s)} ⊗ fb) ⊕ ({µF (2)} ⊗ fc)] = E[fb ⊕ ({4 − 3p} ⊗ fc)]. The results of the
implied minimization depend on the value of p, yielding
µF (3) =

6− 4p 0 ≤ p ≤ 13
6− 3p− 4p2 + 3p3 13 ≤ p ≤ 1 .
µF (t) = E[({µF (2)}⊗ fd)⊕ ({µF (3)}⊗ fe)]. Since µF (t) depends on µF (3), we must perform
“piecewise” calculations over the intervals [0, 13 ] and [
1
3 , 1]. This yields
µF (t) =

13− 11p+ 4p2 0 ≤ p ≤ 13
13− 10p− p2 + 7p3 − 3p4 13 ≤ p ≤ 0.767592
13− 10p+ 7p3 − 7p4 + 3p5 0.767592 ≤ p ≤ 1 .
Theorem 3.3.2. For all j ∈ N , µ(j) ≤ µF (j).
Proof. The proof of this theorem follows from the proof found in [32] for longest paths where max
is replaced with min and ≥ is replaced with ≤.
Theorem 3.3.3. For all j ∈ N , µF (j) ≤ µ(j).
Proof. Assume that the nodes are numbered in topological order. When j = 1, µF (1) = 0 = µ(1).
Assume µF (i) ≤ µ(i) for 1 ≤ i ≤ j. Then
µF (j + 1) = E
[
⊕
∑
i∈B(j+1)
({µF (i)} ⊗ fi,j+1)
]
≤ ⊕
∑
i∈B(j+1)
E[{µF (i)} ⊗ fi,j+1]
≡ min
i∈B(j+1)
(E[{µF (i)}] + E[fi,j+1])
= min
i∈B(j+1)
(µF (i) + E[fi,j+1])
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≤ min
i∈B(j+1)
(µ(i) + E[fi,j+1])
= µ(j + 1),
where the first inequality follows from Jensen’s inequality and the second inequality follows from the
inductive hypothesis. To obtain the third line above, we used the fact that ⊗ corresponds to the
convolution of distributions, so E[f ⊗ g] = E[f ] + E[g].
In addition to the sequence of lower bounds on the expected shortest s-j path length given
in (3.14) and the upper bound obtained from a series-parallel subnetwork, we have the following:
µ′PE(j) ≤ µ′AA(j) ≤ µ(j) ≤ µF (j) ≤ µ(j), for all j ∈ N. (3.15)
3.4 Additional Numerical Results
In this chapter, we have presented various methods for obtaining bounds on the true ex-
pected shortest s-j path length µ(j). Sections 3.2.1 and 3.2.2 derived lower bounds on the distribution
of the shortest s-j path length, which allowed us to compute lower bounds on µ(j). Upper bounds
on the distribution obtained from series-parallel subnetworks were presented in Section 3.2.3 and
enabled calculation of upper bounds on µ(j). Additional methods for obtaining upper bounds on
µ(j) were discussed in Section 3.3. Recall that the upper bound µ(j) is obtained by replacing arc dis-
tributions by their expected values and then finding a shortest s-j path in the resulting deterministic
network. This distinguishes it from the Fulkerson upper bound µF (j), as well as the upper bound
µSP (j) derived from series-parallel subnetworks, because it is not calculated using our algebraic
operations.
As an example, we apply the various methods for calculating bounds on µ = µ(t) to the 10-
node, 21-arc network [22, p. 97] shown in Fig. 3.16(a) where s = 1 and t = 10. This network contains
30 s-t paths. We observe that nodes 2, 5, 6, 8, 9 are candidates for node reductions. Performing the
sequence of node reductions on 2, 5, 6, 8, 9, along with series and ⊕ parallel reductions, produces the
network Ĝ(2,5,6,8,9) in Fig. 3.16(b). We shall use this sequence of node reductions to illustrate a lower
bound on µ. To demonstrate the upper bounding methods, a maximal series-parallel subnetwork is
provided in Fig. 3.16(c).
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(c) A maximal series-parallel subnetwork
Figure 3.16: 10-node, 21-arc network
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Once again, for ease of presentation we suppose that each arc has two possible states,
assuming its shorter length with probability p and its longer length with probability 1 − p. This
allows us to plot the true expected shortest s-t path length µ, as well as various lower and upper
bounds on that value as a function of p. We consider the specific case where
fa = xa,1z
6 + xa,2z
14, fb = xb,1z
7 + xb,2z
12, fc = xc,1z
3 + xc,2z
10, fd = xd,1z
7 + xd,2z
9,
fe = xe,1z
3 + xe,2z
11, fg = xg,1z
7 + xg,2z
10, fh = xh,1z
1 + xh,2z
6, fi = xi,1z
2 + xi,2z
13,
fj = xj,1z
1 + xj,2z
4, fk = xk,1z
2 + xk,2z
5, fl = xl,1z
6 + xl,2z
13, fm = xm,1z
4 + xm,2z
10,
fn = xn,1z
4 + xn,2z
12, fo = xo,1z
5 + xo,2z
6, fp = xp,1z
4 + xp,2z
15, fq = xq,1z
5 + xq,2z
12,
fr = xr,1z
4 + xr,2z
10, fu = xu,1z
9 + xu,2z
11, fv = xv,1z
5 + xv,2z
12, fw = xw,1z
4 + xw,2z
9,
fy = xy,1z
8 + xy,2z
15.
The results are displayed in Fig. 3.17. As predicted from (3.15), both µ′PE = µ
′
PE(t) and
µ′AA = µ
′
AA(t) provide lower bounds on µ with µ
′
PE ≤ µ′AA, while µF = µF (t) and µ = µ(t) provide
upper bounds with µF ≤ µ. We see that µ′PE:(2,5,6,8,9) = µ′PE:(2,5,6,8,9)(t) provides a lower bound
on µ as well with µ′PE ≤ µ′PE:(2,5,6,8,9) as predicted by (3.14). In this example, we happen to have
µ′PE:(2,5,6,8,9) ≤ µ′AA for all 0 ≤ p ≤ 1. We also observe that an additional upper bound on µ is
provided by µSP = µSP (t). However, this example suggests that µSP cannot in general be compared
to µ. We note that µ′AA provides a fairly accurate estimate of µ.
We also applied our methods to the PERT network [20, p. 52] shown in Fig. 3.18 where
s = 1 and t = 12. This network contains 12 nodes, 20 arcs, and 10 s-t paths. We assigned the
following arc length distributions:
fa = xa,1z
3 + xa,2z
11, fb = xb,1z
7 + xb,2z
13, fc = xc,1z
4 + xc,2z
11, fd = xd,1z
2 + xd,2z
10,
fe = xe,1z
8 + xe,2z
10, fg = xg,1z
5 + xg,2z
7, fh = xh,1z
2 + xh,2z
9, fi = xi,1z
3 + xi,2z
8,
fj = xj,1z
7 + xj,2z
10, fk = xk,1z
4 + xk,2z
9, fl = xl,1z
6 + xl,2z
12, fm = xm,1z
2 + xm,2z
5,
fn = xn,1z
5 + xn,2z
10, fo = xo,1z
7 + xo,2z
11, fp = xp,1z
4 + xp,2z
7, fq = xq,1z
5 + xq,2z
11,
fr = xr,1z
2 + xr,2z
7, fu = xu,1z
2 + xu,2z
9, fv = xv,1z
4 + xv,2z
7, fw = xw,1z
2 + xw,2z
10.
The results are displayed in Fig. 3.19. As in the previous example, we observe µ′PE ≤ µ′AA ≤
µ ≤ µF ≤ µ. We also see that µ ≤ µSP as expected. In both of these examples, it happens that
µF ≤ µSP . However, there are examples where this relationship does not hold and so µF and µSP
cannot in general be compared. As demonstrated by these two examples, neither µSP nor µ is
uniformly better than the other over 0 ≤ p ≤ 1. Therefore, µSP and µ also cannot be compared in
general.
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Figure 3.17: Bounds on the expected shortest s-t path length in the 10-node, 21-arc network
For this data, a single node reduction, as well as sequential node reductions, tended to
produce results indistinguishable from those of the modified Acyclic Algorithm (i.e., µ′PE:(i1,i2,...,ik) ≈
µ′AA for some sequence of node reductions i1, i2, . . . , ik). Therefore, expected value bounds obtained
from node reduction techniques have been omitted from Fig. 3.19.
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Figure 3.18: PERT network
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Figure 3.19: Bounds on the expected shortest s-t path length in the PERT network
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Chapter 4
Stochastic Maximum Flows
In this chapter, results analogous to those presented in Chapter 3 for the stochastic shortest
path problem are developed for the stochastic maximum flow problem. As previously stated, we
study the stochastic maximum flow problem from the perspective of the stochastic minimum cut
problem. Section 4.1 presents a method for calculating the exact probability distribution for the
minimum cut capacity (maximum flow value). Unlike the situation for shortest paths, in which there
were two distinct algebraic methods for exact calculation of the shortest path length distribution, we
only provide one algebraic method for calculating exactly the distribution of the minimum cut ca-
pacity. Section 4.2 focuses on methods for obtaining bounding distributions and Section 4.3 presents
bounds on the expected minimum cut capacity. Numerical results are provided in Section 4.4.
4.1 Exact Calculation
Assume the arc capacity levels ca,k are nonnegative integers. To avoid confusion with arc
length polynomials we denote the arc capacity polynomial for arc a ∈ A by
ga =
σa∑
k=1
xa,kz
ca,k .
In this case, the exponent ca,k on z indicates the capacity of arc a in state k rather than its
length. The coefficient is once again a Boolean variable indicating whether arc a is in state k and
Pr[xa,k = 1] = pa,k. The objective is to combine the arc capacity polynomials in order to obtain a
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Figure 4.1: s-t cut versus s-t cutset
corresponding polynomial for the capacity of a minimum s-j cut:
gC(j) =
∑
wj
φwjz
wj ,
where φwj is a Boolean expression enumerating all states in which the minimum capacity s-j cut
has capacity w.
In the expression for gC(j) above, the minimum cut capacity wj for each state φwj is
determined by considering the capacities of all s-j cuts. Although an s-j cut separates (disconnects)
s from j it need not be a minimal such disconnecting set. (An s-j (arc) disconnecting set is a set
of arcs whose removal disconnects s from j.) For example, consider the network [58, p. 68] shown
in Fig. 4.1 where s = 1 and t = 5. Taking S = {1, 2, 4} we obtain the s-t cut 〈S, S〉 = {b, c, f, g}.
However,
〈
S, S
〉
is not a minimal disconnecting set since {b, c, f} also separates s from t and has
smaller cardinality. A minimal s-j disconnecting set is called an s-j cutset. While every s-j cutset
is an s-j cut, not every s-j cut is an s-j cutset. However, any minimum capacity s-j cut must be
a minimum capacity s-j cutset. Therefore, we can restrict our attention to the smaller collection of
s-j cutsets.
In the deterministic case, the capacity of a cutset is the sum of the capacities of its con-
stituent arcs. In the stochastic case, the distribution of the capacity of a cutset is the sum of the
capacity distributions of its constituent arcs. We can again use the operations ⊗ and ⊕ given in Sec-
tion 2.1 to algebraically formulate this problem. Namely, the desired minimum s-j cutset polynomial
can be expressed using the Cutset Enumeration polynomial:
gCE(j) =
∑
K∈Ksj
(∏
a∈K
ga
)
, (4.1)
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where Ksj is the set of all s-j cutsets. This expression is the natural analogue of equation (3.1)
for shortest s-j path lengths. Similar to Path Enumeration in Chapter 3, (4.1) provides an exact
method to calculate gC(j) in terms of the s-j cutsets (i.e., gCE(j) = gC(j)). These cutsets can be
enumerated in pseudopolynomial time [52].
Example 4.1.1. Consider the network in Fig. 4.2 with s = 1, t = 5 and let the arc capacities be
given by the following polynomials:
ga = xa,1z
3 + xa,2z
13, gb = xb,1z
10 + xb,2z
13 + xb,3z
18, gc = xc,1z
5,
gd = xd,1z
2 + xd,2z
8, ge = xe,1z
2 + xe,2z
3, gf = xf,1z
1 + xf,2z
2 + xf,3z
4,
gh = xh,1z
2 + xh,2z
5, gi = xi,1z
1 + xi,2z
3.
Since the s-t cutsets are {a, b}, {b, c, d, e}, {b, d, e, f, h}, {b, c, e, i}, and {b, e, h, i}, formula (4.1)
computes gCE(t) as
gCE(t) = gagb ⊕ gbgcgdge ⊕ gbgdgegfgh ⊕ gbgcgegi ⊕ gbgeghgi
= xa,1xb,1z
13 + xa,2xb,1xe,1xh,1xi,1z
15 + (xa,1xb,2 + xa,2xb,1xe,1xh,1xi,1)z
16
+ xa,2xb,1xe,1xh,1xi,2z
17 + (xa,2xb,1xe,1xh,2xi,1 + xa,2xb,1xe,2xh,1xi,2
+ xa,2xb,2xe,1xh,1xi,1)z
18 + (xa,2xb,1xe,2xh,2xi,1 + xa,2xb,2xe,2xh,1xi,1
+ xa,2xb,1xd,1xe,1xh,2xi,2)z
19 + (xa,2xb,2xe,1xh,1xi,2 + xa,2xb,1xd,1xe,2xh,2xi,2
+ xa,2xb,1xd,2xe,1xh,2xi,2)z
20 + (xa,1xb,3 + xa,2xb,2xe,1xh,2xi,1 + xa,2xb,2xe,2xh,1xi,2
+ xa,2xb,1xd,2xe,2xh,2xi,2)z
21 + (xa,2xb,2xe,2xh,2xi,1 + xa,2xb,2xd,1xe,1xh,2xi,2)z
22
+ (xa,2xb,3xe,1xh,1xi,1 + xa,2xb,2xd,1xe,2xh,2xi,2 + xa,2xb,2xd,2xe,1xh,2xi,2)z
23
+ (xa,2xb,3xe,2xh,1xi,1 + xa,2xb,2xd,2xe,2xh,2xi,2)z
24 + xa,2xb,3xe,1xh,1xi,2z
25
+ (xa,2xb,3xe,1xh,2xi,1 + xa,2xb,3xe,2xh,1xi,2)z
26 + (xa,2xb,3xe,2xh,2xi,1
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+ xa,2xb,3xd,1xe,1xh,2xi,2)z
27 + (xa,2xb,3xd,1xe,2xh,2xi,2 + xa,2xb,3xd,2xe,1xh,2xi,2)z
28
+ xa,2xb,3xd,2xe,2xh,2xi,2z
29.
The interpretation of gCE(t) parallels that of fPE(t) in Section 3.1.1. For example, the coefficient
xa,1xb,3 + xa,2xb,2xe,1xh,2xi,1 + xa,2xb,2xe,2xh,1xi,2 + xa,2xb,1xd,2xe,2xh,2xi,2 of z
21 specifies an en-
coding of all network states in which the minimum s-t cut capacity is 21. Substituting probabilities
pa,k for each xa,k in the expression for gCE(t) yields a polynomial in which the coefficient of z
w is
exactly the probability that a minimum s-t cut has capacity w.
4.2 Bounding Distributions
As previously stated, equation (4.1) permits us to calculate the exact distribution gC(j) of
the minimum s-j cut capacity by enumerating all s-j cutsets. Similar to Section 3.2.1, if dependencies
present in the terms of (4.1) are ignored then a lower bound on gCE(j) is obtained. Replacing ⊕
with ⊕′ in (4.1) produces the modified Cut Enumeration polynomial:
g′CE(j) = ⊕′
∑
K∈Ksj
(∏
a∈K
ga
)
. (4.2)
The following is a direct result of Proposition 3.2.4.
Theorem 4.2.1. For all j ∈ N , g′CE(j)  gCE(j).
We now consider methods of obtaining upper bounds on the distribution of the minimum
s-j cut capacity. The first is derived from path enumeration, while the second is based on a la-
beling algorithm. The remaining upper bounds come from node reduction techniques described in
Section 3.2.2.
4.2.1 Inverted Path Enumeration
To develop a bounding distribution based on path enumeration we first consider the rela-
tionship between cutsets and paths. The s-j cutsets and s-j paths are duals of one another, in the
sense that each s-j cutset must intersect every s-j path. One method of ensuring that a set of arcs
K intersects each s-j path (i.e., forms an s-j disconnecting set) is by explicitly including one arc
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from each s-j path P ∈ Psj . Because we are interested in a minimum capacity cut, it makes sense
to select an arc a ∈ P with minimum capacity (⊕). Consequently, in the stochastic case we obtain
an algebraic analogue of the path enumeration expression (3.1) by interchanging the operations ⊗
and ⊕ to obtain the Inverted Path Enumeration (IPE) polynomial :
gIPE(j) =
∏
P∈Psj
(∑
a∈P
ga
)
. (4.3)
Unlike the situation for stochastic shortest paths, where fPE(j) = fL(j), we do not have
gIPE(j) = gC(j). Rather, the majorization result of Property 2.2.4(f) produces a majorization
between these polynomials as the following example illustrates.
Example 4.2.2. Consider the network in Fig. 4.2 where s = 1 and t = 5. The s-t paths are [b],
[a, e], [a, d, i], [a, c, h], and [a, c, f, i].
gIPE(t) = gb(ga ⊕ ge)(ga ⊕ gd ⊕ gi)(ga ⊕ gc ⊕ gh)(ga ⊕ gc ⊕ gf ⊕ gi)
 gb(ga ⊕ ge(gd ⊕ gi)(gc ⊕ gh)(gc ⊕ gf ⊕ gi))
= gagb ⊕ gbge(gd ⊕ gi)(gc ⊕ gh)(gc ⊕ gf ⊕ gi)
 gagb ⊕ gbge(gd ⊕ gi)(gc ⊕ gh(gf ⊕ gi))
= gagb ⊕ gbgcge(gd ⊕ gi)⊕ gbgegh(gd ⊕ gi)(gf ⊕ gi)
 gagb ⊕ gbgcge(gd ⊕ gi)⊕ gbgegh(gdgf ⊕ gi)
= gagb ⊕ gbgcgdge ⊕ gbgcgegi ⊕ gbgdgegfgh ⊕ gbgeghgi = gCE(t),
where the majorizations above follow from Property 2.2.4(f). In this example, the IPE polynomial
majorizes the cutset enumeration polynomial. It will be shown later that this holds in general: i.e.,
gIPE(j)  gCE(j) for all j ∈ N .
4.2.2 Inverted Acyclic Algorithm
We can also obtain an appropriate algebraic analogue of the (pulling) Acyclic Algorithm by
interchanging the operations ⊗ and ⊕ in the labeling step. The initialization of labels must also be
appropriately modified. In this case, the labels gIAA(j) are defined with respect to the s-j cutsets
rather than the s-j paths. Pseudocode for the pulling version of the Inverted Acyclic Algorithm is
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algorithm Inverted Acyclic Algorithm
Input: acyclic G = (N,A); arc polynomials gi,j ; source node s
begin
gIAA(s) := z
∞;
for j 6= s {in topological order}
gIAA(j) :=
∏
i∈B(j)
(gIAA(i)⊕ gi,j);
end for
end
Figure 4.3: Pseudocode for the Inverted Acyclic Algorithm
shown in Fig. 4.3.
The Inverted Acyclic Algorithm is most easily explained from a deterministic viewpoint.
Suppose we are processing node j. Then each node i with i < j has already been processed and
gIAA(i) has been calculated, where gIAA(i) estimates the minimum cost of disconnecting node s
from node i. To disconnect s from j, for each i ∈ B(j) we must either select the (minimum cost) set
of arcs that disconnects s from i, or select arc (i, j). Of the two, we select the one with minimum
capacity (⊕). We then numerically add (⊗) the capacities of the chosen arcs.
Example 4.2.3. We apply the Inverted Acyclic Algorithm to the network in Fig. 4.2 using the
topological order s = 1 < 2 < 3 < 4 < 5 = t. Initialize gIAA(s) = z
∞. Then we have
gIAA(2) = gIAA(1)⊕ ga = ga,
gIAA(3) = gIAA(2)⊕ gc = ga ⊕ gc,
gIAA(4) = (gIAA(2)⊕ gd)(gIAA(3)⊕ gf ) = (ga ⊕ gd)(ga ⊕ gc ⊕ gf ),
gIAA(t) = (gIAA(1)⊕ gb)(gIAA(2)⊕ ge)(gIAA(3)⊕ gh)(gIAA(4)⊕ gi)
= gb(ga ⊕ ge)(ga ⊕ gc ⊕ gh)((ga ⊕ gd)(ga ⊕ gc ⊕ gf )⊕ gi).
Using Property 2.2.4(f), we obtain
gIAA(t) = gb(ga ⊕ ge)(ga ⊕ gc ⊕ gh)((ga ⊕ gd)(ga ⊕ gc ⊕ gf )⊕ gi)
 gb(ga ⊕ ge)(ga ⊕ gc ⊕ gh)(ga ⊕ gd ⊕ gi)(ga ⊕ gc ⊕ gf ⊕ gi)
= gIPE(t).
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Moreover,
gIAA(t) = gb(ga ⊕ ge)(ga ⊕ gc ⊕ gh)((ga ⊕ gd)(ga ⊕ gc ⊕ gf )⊕ gi)
= gb(ga ⊕ ge)(ga ⊕ gc ⊕ gh)(ga ⊕ gd)(ga ⊕ gc ⊕ gf ) ⊕ gb(ga ⊕ ge)(ga ⊕ gc ⊕ gh)gi
 gb(ga ⊕ ge(gc ⊕ gh)(gc ⊕ gf )gd) ⊕ gb(ga ⊕ ge(gc ⊕ gh))gi
= gagb ⊕ gbgdge(gc ⊕ gh)(gc ⊕ gf ) ⊕ gagbgi ⊕ gbgegi(gc ⊕ gh)
= gagb ⊕ gbgdge(gc ⊕ gh)(gc ⊕ gf ) ⊕ gbgegi(gc ⊕ gh) (4.4)
 gagb ⊕ gbgdge(gc ⊕ gfgh) ⊕ gbgegi(gc ⊕ gh)
= gagb ⊕ gbgcgdge ⊕ gbgdgegfgh ⊕ gbgcgegi ⊕ gbgeghgi = gCE(t).
To obtain (4.4), we use Property 2.2.1(c) where gagb ⊕ gagbgi = gagb.
The previous example demonstrates that the Inverted Acyclic Algorithm avoids the need
to enumerate paths as is necessary in (4.3) and provides an improved upper bound on gCE(t). The
following theorem shows that this majorization result holds in general.
Theorem 4.2.4. For all j ∈ N , gCE(j)  gIAA(j)  gIPE(j).
Proof. We begin by showing inductively that gIAA(j)  gIPE(j) holds for all j ∈ N . If |N | = 2,
then gIPE(2) = f1,2 = gIAA(2).
Assume gIAA(i)  gIPE(i) for any i ∈ N with 1 ≤ |N | ≤ k. Let |N | = k + 1 and let T be
the set of sink nodes of G. Define N ′ = N \ T and let G′ be the network induced by N ′. Because G
is acyclic, |T | ≥ 1 and so |N ′| ≤ k. Thus, by induction, gIAA(i)  gIPE(i) for all i ∈ N ′. Let t ∈ T .
Then
gIPE(t) =
∏
i∈B(t)
[ ∏
P∈Pi
( ∑
(j,k)∈P
gj,k ⊕ gi,t
)]

∏
i∈B(t)
[( ∏
P∈Pi
∑
(j,k)∈P
gj,k
)
⊕ gi,t
]
=
∏
i∈B(t)
[gIPE(i)⊕ gi,t]

∏
i∈B(t)
[gIAA(i)⊕ gi,t]
= gIAA(t),
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using Property 2.2.4(f) and the inductive hypothesis. Therefore, gIAA(j)  gIPE(j) for all j ∈ N .
As illustrated in Example 4.2.3, we can begin with gIAA(j), which is in product-of-sums
form, apply both distributive laws, and then expand the polynomial. The result will be a sum-
of-products form whose summands represent the s-j cutsets. That is, the resulting polynomial is
gCE(j) and so we have gIAA(j)  gCE(j).
Example 4.2.5. Consider again the network in Fig. 4.2 with s = 1 and t = 5. For graphing
purposes we now consider the case in which each arc has two states. Let the arc capacities be given
by the following polynomials:
ga = xa,1z
3 + xa,2z
12, gb = xb,1z
10 + xb,2z
18, gc = xc,1z
5 + xc,2z
6,
gd = xd,1z
2 + xd,2z
8, ge = xe,1z
2 + xe,2z
3, gf = xf,1z
1 + xf,2z
3,
gh = xh,1z
2 + xh,2z
5, gi = xi,1z
1 + xi,2z
3.
The minimum 1-5 cut capacity polynomial gCE(5), as well as the Inverted Acyclic Algorithm and
Inverted Path Enumeration polynomials gIAA(5) and gIPE(5), can be calculated in terms of state
indicators. Assuming that each arc is in state 1 with probability p and state 2 with probability 1−p,
we can replace the Boolean variables in each expression with the appropriate probabilities to obtain
gCE(5) = p
2z13 + (p4 − p5)z15 + (p3 − 2p4 + p5)z16 + (p3 − 2p4 + p5)z17 + (p2 − 2p3 + p4)z18
+ (p2 − 3p3 + 4p4 − 4p5 + 3p6 − p7)z19 + (p2 − 2p3 − 2p4 + 8p5 − 7p6 + 2p7)z20 + (2p
− 5p2 + 5p3 − 5p5 + 4p6 − p7)z21 + (p3 − 2p4 + p5)z23 + (p2 − 3p3 + 3p4 − p5)z24 + (p2
− 3p3 + 3p4 − p5)z25 + (p− 3p2 + 3p3 − p4)z26 + (p− 4p2 + 7p3 − 8p4 + 7p5 − 4p6
+ p7)z27 + (p− 3p2 + 10p4 − 15p5 + 9p6 − 2p7)z28 + (1− 5p+ 9p2 − 5p3 − 5p4 + 9p5
− 5p6 + p7)z29,
gIAA(5) = p
4z15 + (p3 − p5)z16 + (2p3 − 3p4 + p5)z17 + (p2 − 3p4 + 2p5)z18 + (2p2 − 6p3 + 6p4
− 2p5)z19 + (p2 − 3p3 + 3p4 − p5)z20 + (p− 4p2 + 6p3 − 4p4 + p5)z21 + (p3 − p4)z23
+ (p2 − p3 − p4 + p5)z24 + (2p2 − 5p3 + 4p4 − p5)z25 + (p− p2 − 3p3 + 5p4 − 2p5)z26
+ (2p− 8p2 + 12p3 − 8p4 + 2p5)z27 + (p− 4p2 + 6p3 − 4p4 + p5)z28 + (1− 5p+ 10p2
− 10p3 + 5p4 − p5)z29,
gIPE(5) = p
4z16 + (p3 − p6)z17 + (p3 − 2p5 + p7)z18 + (2p3 − 2p4 − 4p5 + 6p6 − 2p7)z19 + (p2
− 5p4 + 5p5 − p7)z20 + (p2 − 10p4 + 20p5 − 15p6 + 4p7)z21 + (2p2 − 9p3 + 16p4 − 14p5
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+ 6p6 − p7)z22 + (2p2 − 10p3 + 20p4 − 20p5 + 10p6 − 2p7)z23 + (p− 6p2 + 16p3 − 21p4
+ 15p5 − 6p6 + p7)z24 + (p2 − p3 − p5 + p6)z25 + (p2 − p3 − 2p4 + 2p5 + p6 − p7)z26
+ (2p2 − 4p3 − 2p4 + 10p5 − 8p6 + 2p7)z27 + (p− p2 − 5p3 + 10p4 − 5p5 − p6 + p7)z28
+ (p− p2 − 10p3 + 30p4 − 35p5 + 19p6 − 4p7)z29 + (2p− 11p2 + 25p3 − 30p4 + 20p5
− 7p6 + p7)z30 + (2p− 12p2 + 30p3 − 40p4 + 30p5 − 12p6 + 2p7)z31 + (1− 7p+ 21p2
− 35p3 + 35p4 − 21p5 + 7p6 − p7)z32.
We can also calculate the modified Cut Enumeration polynomial in terms of ordinary polynomials:
g′CE(5) = p
2z13 + (p4 − p6)z15 + (p3 − p4 − p5 + p6)z16 + (p3 − p4 + p6 − p7 − 2p8 + p9 + 2p10
− p11)z17 + (p2 − p3 + p4 − 4p6 − p7 + 5p8 + p9 − 2p10 + 2p11 − 2p12 − p13 + p14)z18
+ (p2 − 5p5 − p6 + 5p7 + p8 + 12p9 − 14p10 − 6p11 + 10p12 − 13p13 + 15p14 + p15 − 11p16
+ 6p17 − p18)z19 + (2p2 − 7p4 − 8p5 + 16p6 + 18p7 − 3p8 − 41p9 − 4p10 + 33p11 + 13p12
− 46p14 + 22p15 + 21p16 − 23p17 + 8p18 − p19)z20 + (2p− 2p2 − 10p3 + 10p4 + 14p5
+ 4p6 − 43p7 − 2p8 + 49p9 − p10 − 21p11 − 22p12 + 14p13 + 30p14 − 23p15 − 10p16
+ 17p17 − 7p18 + p19)z21 + (2p− 8p2 + 12p3 − 13p4 + 24p5 − 34p6 + 12p7 + 28p8 − 42p9
+ 26p10 − 8p11 + p12)z22 + (p2 − 6p3 + 17p4 − 29p5 + 27p6 − 2p7 − 24p8 + 24p9 − 11p10
+ 8p11 − 9p12 + 5p13 − p14)z23 + (p2 − 4p3 + 2p4 + 13p5 − 23p6 + 6p7 + 14p8 − 8p9
− 3p10 − 2p11 + 8p12 − 5p13 + p14)z24 + (p2 − 3p3 − 2p4 + 13p5 + 2p6 − 44p7 + 44p8
+ 6p9 − 11p10 − 47p11 + 78p12 − 51p13 + 16p14 − 2p15)z25 + (p− 2p2 − 11p3 + 40p4
− 25p5 − 58p6 + 65p7 + 85p8 − 185p9 + 99p10 − 8p11 + 10p12 + 37p13 − 156p14 + 201p15
− 135p16 + 52p17 − 11p18 + p19)z26 + (2p− 12p2 + 20p3 + 22p4 − 114p5 + 103p6 + 116p7
− 333p8 + 315p9 − 202p10 + 183p11 − 116p12 − 124p13 + 339p14 − 334p15 + 187p16
− 63p17 + 12p18 − p19)z27 + (2p− 12p2 + 6p3 + 141p4 − 521p5 + 721p6 + 142p7 − 2101p8
+ 3443p9 − 2453p10 − 198p11 + 2187p12 − 2331p13 + 1391p14 − 526p15 + 125p16 − 17p17
+ p18)z28 + (1− 9p+ 28p2 − 5p3 − 210p4 + 639p5 − 754p6 − 273p7 + 2288p8 − 3575p9
+ 2574p10 + 65p11 − 2158p12 + 2469p13 − 1590p14 + 661p15 − 177p16 + 28p17 − 2p18)z29.
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Figure 4.4: Bounding distributions on FC(17)
The inverse CDFs FC(17), F IAA(17), F IPE(17), and F
′
CE(17) are plotted as functions of p
in Fig. 4.4. As predicted by Theorems 4.2.1 and 4.2.4, F
′
CE(17) ≤ FC(17) ≤ F IAA(17) ≤ F IPE(17).
4.2.3 Node Reductions
We now consider the node reduction techniques presented in Section 3.2.2 in the context of
minimum cut capacities (and thus maximum flow values). Recall that a node j is a candidate for
reduction if j satisfies one of the following two conditions: 1) Indegree(j) = 1 or, 2) Outdegree(j) =
1. Suppose j satisfies the first condition with B(j) = {i}; the capacity distribution on this entering
arc is gi,j , while the distribution of each leaving arc is gj,k for all k ∈ A(j). If a reduction is performed
on node j, then we remove node j and replace arcs (i, j) and (j, k) with the single arc (i, k) for all
k ∈ A(j). In this case, the distribution of arc (i, k) is given by gi,j ⊕ gj,k. The reduction is carried
out similarly if j satisfies the second condition.
As in Section 3.2.2, we first consider the case in which a network G is not fully series-parallel
reduced, i.e., there exist possible series and/or parallel reductions. This allows us to determine the
effects of basic series and parallel reductions on certain calculations.
Lemma 4.2.6. Let G be a directed acyclic network. Performing a series reduction does not affect
the calculations of gC(j), gIPE(j), or gIAA(j) for all j ∈ N .
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Proof. Similar to the proof for Lemma 3.2.8 we show that gC(j) remains unaffected by a series
reduction by showing that gCE(j) remains unaffected. To this end, suppose there exist two series
arcs (v1, v2) and (v2, v3). An s-j cutset K may contain either (v1, v2) or (v2, v3). Let K1 and K2 be
identical cutsets except that (v1, v2) ∈ K1 and (v2, v3) ∈ K2. Let
g(K1) =
∏
a∈K
a 6=(v1,v2)
a 6=(v2,v3)
ga
be the capacity distribution of K1 = K1 \{(v1, v2), (v2, v3)}. Observe that K1 is common to K1 and
K2, which implies
g(K1) = g(K1)gv1,v2 and g(K2) = g(K1)gv2,v3 ,
where g(K1) and g(K2) are the capacity distributions of K1 and K2, respectively. It suffices to show
that the portion of gCE(j) contributed by g(K1) and g(K2) remains unaffected by a series reduction.
Suppose the series reduction of (v1, v2) and (v2, v3) is performed in G to obtain the reduced
network Ĝ. Then in Ĝ, (v1, v2) and (v2, v3) are replaced by the single arc (v1, v3) whose distribution
is given by gv1,v2 ⊕ gv2,v3 . In Ĝ, there exists a cutset K identical to K1 and K2 in G except it
contains arc (v1, v3) rather than (v1, v2) or (v2, v3). We wish to show that the capacity distribution
of K is equal to g(K1)⊕ g(K2). The capacity distribution of K is given by
g(K) = g(K1)gv1,v3
= g(K1)(gv1,v2 ⊕ gv2,v3)
= g(K1)gv1,v2 ⊕ g(K1)gv2,v3
= g(K1)⊕ g(K2).
Therefore, gCE(j) = gC(j) is not affected by a series reduction for all j ∈ N .
We now turn our attention to gIPE(j) and gIAA(j). Using similar reasoning as in Lemma 3.2.8
we can show that gIPE(j) and gIAA(j) are not affected by a series reduction. Suppose that v2 oc-
curs along path P ∈ Psj in G. Replacing arcs (v1, v2) and (v2, v3) in G to obtain the reduced
network Ĝ impacts the structure of path P , but not its distribution. The distribution of the sub-
path v1 → v2 → v3 of P in G is equal to gv1,v2 ⊕ gv2,v3 , and in Ĝ the subpath v1 → v3 has exactly
the same distribution. Therefore, the capacity distribution of any s-j path remains the same in G
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and Ĝ, so gIPE(j) remains unaffected.
As in Lemma 3.2.8 it suffices to show that gIAA(v3) is calculated identically in G and Ĝ.
Using the Inverted Acyclic Algorithm, the minimum s-v3 capacity distribution in Ĝ is estimated
by gIAA(v1) ⊕ (gv1,v2 ⊕ gv2,v3), whereas in G the minimum s-v3 capacity distribution is estimated
by gIAA(v2) ⊕ gv2,v3 = (gIAA(v1) ⊕ gv1,v2) ⊕ gv2,v3 . By the associativity of ⊕ these quantities are
identical.
Lemma 4.2.7. Let G be a directed acyclic network. Performing a parallel reduction does not affect
the calculation of gC(j) for all j ∈ N .
Proof. We once again consider calculation of gCE(j). Suppose (v1, v2)1 and (v1, v2)2 are two parallel
arcs in G and let j ∈ N . Any s-j cutset K that contains (v1, v2)1 must also contain (v1, v2)2. So,
the capacity distribution of cutset K is given by
g(K) = g(v1,v2)1g(v1,v2)2
∏
a∈K
a 6=(v1,v2)1
a 6=(v1,v2)2
ga.
Suppose the parallel reduction of (v1, v2)1 and (v1, v2)2 is performed in G to obtain the reduced
network Ĝ. Then in Ĝ, (v1, v2)1 and (v1, v2)2 are replaced by the single arc (v1, v2) whose distribution
is given by g(v1,v2)1g(v1,v2)2 . Also, in Ĝ there exists a cutset K̂ identical to K in G except it contains
the single arc (v1, v2). It suffices to show that the capacity distribution of K̂ in Ĝ is identical to the
capacity distribution of K in G. The capacity distribution of K̂ is given by
g(K̂) = g(v1,v2)
∏
a∈K
a6=(v1,v2)1
a6=(v1,v2)2
ga = g(v1,v2)1g(v1,v2)2
∏
a∈K
a6=(v1,v2)1
a6=(v1,v2)2
ga = g(K).
Lemma 4.2.8. Let G be a directed acyclic network. Performing a parallel reduction and then
applying Inverted Path Enumeration to the reduced network produces a minimum s-j cut capacity
distribution that is majorized by gIPE(j) for all j ∈ N .
Proof. Suppose there are two parallel arcs (v1, v2)2 and (v1, v2)2 in G. Let j ∈ N and consider a
pair of s-j paths that are identical except that P1 travels from v1 to v2 along (v1, v2)1 while P2
travels along (v1, v2)2. Suppose we perform the parallel reduction in G to obtain Ĝ in which arcs
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(v1, v2)1 and (v1, v2)2 have been replaced with the single arc (v1, v2) whose distribution is given by
g(v1,v2)1 ⊗ g(v1,v2)2 . This produces in Ĝ a single path P that is identical to P1 and P2 except it
travels from v1 to v2 along (v1, v2). To see that the calculation of gIPE(j) in Ĝ is majorized by
that in G, it suffices to show that g(P ) is majorized by g(P1)⊗ g(P2), where g(P ) is the minimum
capacity distribution of path P in Ĝ and g(Pi) is the minimum capacity distribution of path Pi in
G for i = 1, 2. Let
Gs,v1 =
∑
(i,k)∈P
s≤i<k≤v1
gi,k
be the minimum capacity distribution of the subpath of P from s to v1 and let
Gv2,j =
∑
(i,k)∈P
v2≤i<k≤j
gi,k
be the minimum capacity distribution of the subpath of P from v2 to j. Note that Gs,v1 and Gv2,j
are common to P1, P2, and P . Then
g(P ) = Gs,v1 ⊕ (g(v1,v2)1g(v1,v2)2)⊕ Gv2,j
 (Gs,v1 ⊕ g(v1,v2)1 ⊕ Gv2,j)(Gs,v1 ⊕ g(v1,v2)2 ⊕ Gv2,j)
= g(P1)g(P2),
where the majorization follows from Property 2.2.4(f).
Theorem 4.2.9. For a directed acyclic network G, gIPE(j)  gIPE:(k)(j) for any node k for which
a node reduction is feasible and for all j ∈ N .
Proof. Let j ∈ N and let G, k, G(k), and Ĝ(k) be as in Theorem 3.2.11. If no parallel reductions
are possible in G(k), then Ĝ(k) = G(k) and the minimum capacity distributions of the s-j paths in
Ĝ(k) are identical to those in G. This implies gIPE:(k)(j) = gIPE(j) for all j ∈ N . If at least one
parallel reduction is possible in G(k), then Lemma 4.2.8 guarantees gIPE:(k)(j)  gIPE(j) for all
j ∈ N , where gIPE:(k)(j) is calculated in Ĝ(k).
Theorem 4.2.10. For a directed acyclic network G, gIPE(j)  gIPE:(i1)(j)  gIPE:(i1,i2)(j) 
· · ·  gIPE:(i1,i2,...,ik)(j)  gC(j) for any sequence i1, i2, . . . , ik of node reductions and for all j ∈ N .
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gb
gc
gd
ge
gf
gh
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(a) Original network
1 3
4
5
ga ⊕ gd
gb(ga ⊕ ge)
gc
gf
gh
gi
(b) Reduction at node 2
1 5
(ga ⊕ gd)(gb(ga ⊕ ge) ⊕
gf )(gc(gb(ga⊕ge)⊕gh)⊕gi)
(c) Reduction at node 3
Figure 4.5: Successive node reductions with Inverted Path Enumeration
Proof. The first set of majorizations, gIPE(j)  gIPE:(i1)(j)  · · ·  gIPE:(i1,i2,...,ik)(j), follows from
repeated application of Theorem 4.2.9. We will prove the majorization gIPE:(i1,i2,...,ik)(j)  gC(j)
in Theorem 4.2.16 once we discuss node reductions followed by Cutset Enumeration.
Example 4.2.11. Consider the network in Fig. 4.5 where s = 1, t = 5 and let the arc capacity
polynomials be given by
ga = xa,1z
3 + xa,2z
12, gb = xb,1z
8 + xb,2z
9, gc = xc,1z
5 + xc,2z
11,
gd = xd,1z
2 + xd,2z
8, ge = xe,1z
5 + xe,2z
7, gf = xf,1z
1 + xf,2z
10,
gh = xh,1z
4 + xh,2z
9, gi = xi,1z
3 + xi,2z
7.
The original network in Fig. 4.5(a) has eight s-t cutsets — {a, b, c}, {a, b, i}, {a, f, i}, {d, f, i},
{b, c, d, e}, {a, c, f, h}, {c, d, f, h}, and {b, d, e, i} — and six s-t paths — [a, d], [a, e, f ], [a, e, h, i],
[b, f ], [b, h, i], and [c, i]. Assume each arc is in state 1 with probability p and state 2 with prob-
ability 1 − p. After a reduction at node 2 (followed by series and parallel reductions) there ex-
ist four s-t paths; see Fig. 4.5(b). After a subsequent reduction at node 3 (followed by series
and parallel reductions) there exists a single s-t path; see Fig. 4.5(c). Fig. 4.6 plots the in-
verse CDFs FC(19), F IPE(19), F IPE:(2)(19), and F IPE:(2,3)(19) as functions of p. We see that
FC(19) ≤ F IPE:(2,3)(19) ≤ F IPE:(2)(19) ≤ F IPE(19) as predicted by Theorem 4.2.10.
We now turn our attention to node reductions followed by Cutset Enumeration rather than
Inverted Path Enumeration. The next example provides insight into the reasoning used in the proofs
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Figure 4.6: Bounding distributions for FC from node reductions with IPE
of later theorems.
Example 4.2.12. Consider the network G in Fig. 4.7(a) with s = 1 and t = 5. The distribution
of the capacity of a minimum s-t cut in G is given by gCE(5) = gagb ⊕ gbgcgdge ⊕ gbgdgegfgh ⊕
gbgcgegi⊕gbgeghgi. Suppose a node reduction (without any subsequent series and parallel reductions)
is performed at node 3 to obtain the network G(3) shown in Fig. 4.7(b) and let gCE:(3)(5) be the
minimum s-t cut capacity polynomial obtained using the cutset enumeration formula (4.1) in G(3).
Then
gCE:(3)(5) = gagb ⊕ gbgdge(gc ⊕ gf )(gc ⊕ gh) ⊕ gbge(gc ⊕ gh)gi
 gagb ⊕ gbgdge(gc ⊕ gfgh) ⊕ gbge(gc ⊕ gh)gi
= gagb ⊕ gbgcgdge ⊕ gbgdgegfgh ⊕ gbgcgegi ⊕ gbgeghgi
= gCE(5),
where the majorization follows from Property 2.2.4(f). The two cutsets in G whose distributions give
rise to this majorization are K1 = {b, c, d, e}, K2 = {b, d, e, f, h}. Note that K1 and K2 are identical
except that K1 includes arc c (the single incoming arc to node 3) and K2 includes arcs f, h (the two
arcs leaving node 3). As shown above, the remaining parts (gagb⊕ gbge(gc ⊕ gh)gi) of gCE:(3)(5) can
be expanded using Property 2.2.1(d) to “recover” the remaining portion (gagb⊕gbgcgegi⊕gbgeghgi)
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of gCE(5).
Also, note that no subsequent series or parallel reductions were performed in G(3). These
subsequent reductions, however, do not affect the distribution gCE:(3)(5). Suppose series and parallel
reductions are performed in G(3) to obtain Ĝ(3) shown in Fig. 4.7(c). The distribution of the capacity
of a minimum s-t cut in Ĝ(3) is given by
gb(ga ⊕ (gd(gc ⊕ gf )⊕ gi)ge(gc ⊕ gh)) = gagb ⊕ gb(gd(gc ⊕ gf )⊕ gi)ge(gc ⊕ gh)
= gagb ⊕ gbgdge(gc ⊕ gf )(gc ⊕ gh)⊕ gbge(gc ⊕ gh)gi
= gCE:(3)(5).
The above relationship holds in the general case. Namely, suppose a reduction is performed at node
k to obtain G(k) and let Ĝ(k) be the network obtained from G(k) by performing any subsequent
series and parallel reductions. Then Lemmas 4.2.6 and 4.2.7 guarantee that the minimum s-t cut
capacity distribution in Ĝ(k) is equal to the minimum s-t cut capacity distribution in Ĝ. We use
this fact in the proof of the following theorem since it is easier to prove majorization between gC(j)
and gCE:(k)(j) if we consider calculation of gCE:(k)(j) in G(k) rather than Ĝ(k).
1
2
5
3
4
ga
gb
gc
gd
ge gf
gh
gi
(a) Original network G
1
2
5 4
ga
gb
gd
g
c ⊕
g
fge
g
c ⊕
g
h
gi
(b) G(3)
1 5
gb(ga ⊕ (gd(gc ⊕ gf )⊕ gi)ge(gc ⊕ gh))
(c) Ĝ(3)
Figure 4.7: Successive node reductions with Cutset Enumeration
Theorem 4.2.13. For a directed acyclic network G, gC(j)  gCE:(k)(j) for any node k for which a
reduction is feasible and for all j ∈ N .
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Proof. Assume that G has been fully series-parallel reduced and the nodes are topologically ordered.
We use the fact that gC(j) = gCE(j) for all j ∈ N and proceed to show gCE(j)  gCE:(k)(j) for any
node k for which a reduction is feasible and for all j ∈ N .
Let j ∈ N and let k ∈ N be a node with a single incoming arc (i, k) and outgoing arcs
{(k, v) : v ∈ A(k)} where |A(k)| ≥ 2. Assume that k < j. Suppose there exists at least one pair of
cutsets K1 and K2 in G that are identical except that K1 contains arc (i, k) and K2 contains the
set of arcs {(k, v) : v ∈ A(k)}. Let Ak = {(k, v) : v ∈ A(k)} and define
g(K1) =
∏
a∈K1
a 6=(i,k)
ga and g(K2) =
∏
a∈K2
a/∈Ak
ga.
Then g(K1) = g(K2) and the capacity distributions of K1 and K2 are given by g(K1) = g(K1)gi,k
and g(K2) = g(K2)
( ∏
a∈Ak
ga
)
= g(K1)
( ∏
a∈Ak
ga
)
.
Suppose a node reduction is now performed on node k to obtain the network G(k). Then
in G(k), node k has been eliminated and arcs (i, k) ∪ {(k, v) : v ∈ A(k)} have been replaced by
arcs {(i, v) : v ∈ A(k)}, each of whose distributions is given by gi,k ⊕ gk,v. Also, in G(k) there
exists a cutset K identical to K1 and K2 except it includes arcs {(i, v) : v ∈ A(k)} rather than
(i, k) or {(k, v) : v ∈ A(k)}. Therefore, the distribution of cutset K in G(k) is given by g(K) =
g(K1)
( ∏
v∈A(k)
gi,v
)
. Since the distributions of all other cutsets in G may be “recovered” in G(k)
using the distributive property of ⊗ over ⊕, it suffices to show that g(K)  g(K1)⊕g(K2). We have
g(K) = g(K1)
( ∏
v∈A(k)
gi,v
)
= g(K1)
( ∏
v∈A(k)
(gi,k ⊕ gk,v)
)
 g(K1)
(
gi,k ⊕
∏
v∈A(k)
gk,v
)
(4.5)
= g(K1)gi,k ⊕ g(K1)
( ∏
v∈A(k)
gk,v
)
(4.6)
= g(K1)⊕ g(K2),
where (4.5) follows from Property 2.2.4(f) and (4.6) follows from Property 2.2.1(d). Recall that
performing series and parallel reductions in G(k) to obtain Ĝ(k) and then applying (4.1) in Ĝ(k)
produces a result equivalent to gCE:(k)(t) calculated in G(k).
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Theorem 4.2.14. For a directed acyclic network G, gC(j)  gCE:(i1)(j)  gCE:(i1,i2)(j)  · · · 
gCE:(i1,i2,...,ik)(j) for any sequence i1, i2, . . . , ik of node reductions and for all j ∈ N .
Proof. Repeated application of Theorem 4.2.13 proves the statement.
Example 4.2.15. Consider again the network in Fig. 4.5 where s = 1, t = 5, and let the arc
polynomials be as given in Example 4.2.11. As stated in Example 4.2.11, there are eight s-t cutsets
in the original network. After a reduction is performed at node 2 (coupled with subsequent series
and parallel reductions) there are four s-t cutsets in the remaining network (Fig. 4.5(b)). The cutset
enumeration polynomial in this network is given by
gCE:(2)(t) = gbgc(ga ⊕ gd)(ga ⊕ ge) ⊕ gc(ga ⊕ gd)gfgh ⊕ gb(ga ⊕ gd)(ga ⊕ ge)gi ⊕ (ga ⊕ gd)gfgi.
Following a subsequent reduction at node 3 the network is reduced to a single s-t arc. In this
network, there exists a single s-t cut, namely the single arc (s, t) whose capacity distribution is
given by (ga ⊕ gd)(gb(ga ⊕ ge) ⊕ gf )(gc(gb(ga ⊕ ge) ⊕ gh) ⊕ gi). Therefore, the distribution of the
minimum s-t cut capacity gCE:(2,3)(t) in this network is given by the distribution of this arc. Fig. 4.8
plots the inverse CDFs FC(18), FCE:(2)(18), and FCE:(2,3)(18) as functions of p. We see that
FC(18) ≤ FCE:(2)(18) ≤ FCE:(2,3)(18) for all 0 ≤ p ≤ 1. For this data set, we also notice that
a subsequent reduction at node 3 provides a bound FCE:(2,3)(18) on FC(18) that performs nearly
as well as FCE:(2)(18). However, FCE:(2,3)(18) is more easily calculated than FCE:(2)(18) since
gCE:(2,3)(t) is more easily calculated than gCE:(2)(t). That is, calculation of gCE:(2)(t) requires
cutset enumeration, whereas calculation of gCE:(2,3)(t) is easy since Ĝ(2,3) consists of a single arc.
We now revisit Theorem 4.2.10 and prove the remaining majorization.
Theorem 4.2.16. For a directed acyclic network G, gIPE:(i1,i2,...,ik)  gC(j) for any sequence
i1, i2, . . . , ik of node reductions and for all j ∈ N .
Proof. Suppose we perform a sequence of node reductions at i1, i2, . . . , ik followed by series and par-
allel reductions to obtain Ĝ(i1,i2,...,ik). Then in Ĝ(i1,i2,...,ik), gIPE:(i1,i2,...,ik)(j)  gCE:(i1,i2,...,ik)(j)
is guaranteed to hold by Theorem 4.2.4, and Theorem 4.2.14 guarantees gCE:(i1,i2,...,ik)(j)  gC(j),
thus giving gIPE:(i1,i2,...,ik)(j)  gC(j) for all j ∈ N .
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Figure 4.8: Bounding distributions on FC(18) from successive node reductions with cutset enumer-
ation
4.3 Bounds on Expected Capacity
We now consider bounds on the expected value of the minimum cut capacity, and conse-
quently the maximum flow value, in a two-terminal flow network. Once again, the simplest bound on
the expected minimum s-j cut capacity (denoted λ(j)) is derived from the PERT bound. Each arc
distribution is replaced with its expected capacity and the resulting deterministic s-j flow problem
is solved. Using the same reasoning (and Jensen’s inequality) as in Section 3.3, this produces a
minimum cut capacity λ(j) that is an upper bound on the true expected (minimum) cut capacity
λ(j).
Another easy upper bound is derived from the IPE polynomial (4.3) using the fact that
E[g ⊗ h] = E[g] + E[h]. Thus,
λIPE(j) = E[gIPE(j)] = E
[ ∏
P∈Psj
(
⊕
∑
a∈P
ga
)]
=
∑
P∈Psj
E
[(
⊕
∑
a∈P
ga
)]
=
∑
P∈Psj
E[min
a∈P
ga]. (4.7)
Since the arc polynomials ga are assumed to be independent, calculation of the last expectation
can be done using ordinary polynomials with pa,k substituted for xa,k. The majorization result
gCE(j)  gIPE(j) of Theorem 4.2.4 guarantees λ(j) ≤ λIPE(j) for all j ∈ N . Moreover, gCE(j) 
gIAA(j)  gIPE(j) implies λ(j) ≤ λIAA(j) ≤ λIPE(j) for all j ∈ N , where λIAA(j) = E[gIAA(j)].
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Calculation of λIAA(j) can be done using ordinary polynomials since
λIAA(j) = E[gIAA(j)] = E
[ ∏
i∈B(j)
(gIAA(i)⊕ gi,j)
]
=
∑
i∈B(j)
(gIAA(i)⊕ gi,j)
and gIAA(i) is independent of gi,j as a result of the assumed arc independence.
The bounding distributions obtained from node reduction methods yield additional upper
bounds on λ(j). Theorem 4.2.10 guarantees
λIPE(j) ≥ λIPE:(i1)(j) ≥ λIPE:(i1,i2)(j) ≥ · · · ≥ λIPE:(i1,i2,...,ik)(j) ≥ λ(j)
for all j ∈ N , where λIPE:(i1,i2,...,ir)(j) = E[gIPE:(i1,i2,...,ir)(j)]. Similarly, Theorem 4.2.14 yields
λ(j) ≤ λCE:(i1)(j) ≤ λCE:(i1,i2)(j) ≤ · · · ≤ λCE:(i1,i2,...,ik)(j)
for all j ∈ N , where λCE:(i1,i2,...,ir)(j) = E[gCE:(i1,i2,...,ir)(j)].
From Theorem 4.2.1 we obtain the lower bound λ′CE(j) ≤ λ(j) for all j ∈ N , where λ′CE(j) =
E[g′CE(j)]. As with calculation of µ
′
PE(j) and µ
′
AA(j) for stochastic shortest paths, λ
′
CE(j) can be
calculated using ordinary polynomials.
4.3.1 Fulkerson Bound
We present a bound analogous to the Fulkerson bound on expected shortest path lengths
developed in Section 3.3.1. Once again nodes are processed in topological order. Here, instead of
replacing arc capacities by expected values, we recursively compute an expected value λF (j) at each
node j based on the capacity distributions for all arcs (i, j) and the node expected values λF (j).
We can translate this into our algebraic language by appropriately modifying the Inverted Acyclic
Algorithm in Section 4.2.2 to compute expected minimum capacities λF (j) at each node j, relative
to the s-j cuts. The degenerate distribution with all probability concentrated at α is again denoted
{α}. Pseudocode for the Fulkerson bound (for cutsets) is shown in Fig. 4.9 where we have once again
used the fact that E[g ⊗ h] = E[g] + E[h]. Note that in the calculation of λF (j), the summation
over i ∈ B(j) represents ordinary addition rather than ⊕∑.
Example 4.3.1. Consider the capacitated bridge network in Fig. 4.10 where s = 1, t = 4. Assuming
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algorithm Fulkerson for Cutsets
Input: acyclic G = (N,A); arc polynomials gi,j ; source node s
begin
λF (s) :=∞;
for j 6= s {in topological order}
λF (j) :=
∑
i∈B(j)
E[{λF (i)} ⊕ gi,j ];
end for
end
Figure 4.9: Pseudocode for the Fulkerson bound for cutsets
that each arc assumes its lower capacity with probability p and its higher capacity with probability
q = 1−p, let the arc capacity polynomials be given by ga = pz8+qz29, gb = pz4+qz6, gc = pz2+qz7,
gd = pz
10 + qz17, ge = pz
3 + qz16. Initializing λF (s) =∞, we obtain
λF (2) = E[{λF (s)} ⊕ ga] = E[ga] = 29− 21p.
λF (3) = E[{λF (s)} ⊕ gb] + E[{λF (2)} ⊕ gc] = (6− 2p) + (7− 5p) = 13− 7p.
λF (4) = E[{λF (2)}⊕gd]+E[{λF (3)}⊕ge]. Once again, the results of the implied minimizations
depend on the value of p, yielding
λF (t) =

30− 24p+ 7p2 0 ≤ p ≤ 47
42− 57p+ 28p2 47 ≤ p ≤ 1921
42− 38p+ 7p2 1921 ≤ p ≤ 1 .
1
2
3
4
ga
gb
gc
gd
ge
Figure 4.10: Bridge network
The Fulkerson bound λF (j) can be compared in general with the bound λIAA(j) obtained
from the Inverted Acyclic Algorithm.
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Theorem 4.3.2. Let G = (N,A) be a directed acyclic network. Then λIAA(j) ≤ λF (j) for all
j ∈ N .
Proof. We assume the nodes are numbered in topological order and proceed by induction on n = |N |.
If n = 1, then gIAA(1) = z
∞, giving E[gIAA(1)] =∞ = λF (1). Let |N | = k+ 1 and let T be the set
of sink nodes of G. Define N ′ = N \ T and let G′ be the network induced by N ′. By induction, we
can assume λIAA(i) ≤ λF (i) for all i ∈ N ′. Let t ∈ T . We first consider the conditional expectation
E[gIAA(t)|gi,j : i, j ∈ N ]:
E[gIAA(t)|gi,j : i, j ∈ N ] = E
[
⊗
∏
i∈B(t)
(gIAA(i)⊕ gi,t)|gi,j : i, j ∈ N
]
=
∑
i∈B(t)
E[gIAA(i)⊕ gi,t|gi,j : i, j ∈ N ]
≡
∑
i∈B(t)
E[min{gIAA(i), gi,t}|gi,j : i, j ∈ N ]
≤
∑
i∈B(t)
min{E[gIAA(i)|gi,j : i, j ∈ N ], E[gi,t|gi,j : i, j ∈ N ]}
=
∑
i∈B(t)
min{λIAA(i), gi,t}
≤
∑
i∈B(t)
min{λF (i), gi,t}
≡ ⊗
∏
i∈B(t)
({λF (i)} ⊕ gi,t) .
To obtain the second equality, we have used the fact that the ⊗ operation corresponds to the
convolution of random variables, so E[g ⊗ h] = E[g] + E[h]. The first inequality follows from
Jensen’s inequality, while the second inequality follows from the inductive hypothesis, as well as
Properties 2.2.4(d,e). Taking the expectation of both sides,
λIAA(t) ≤ E[⊗
∏
i∈B(t)
({λF (i)} ⊕ gi,t)] =
∑
i∈B(t)
E[{λF (i)} ⊕ gi,t] = λF (t).
Notice that Theorem 4.2.4 guarantees λ(j) ≤ λIAA(j) ≤ λIPE(j) while Theorem 4.3.2 shows
λ(j) ≤ λIAA(j) ≤ λF (j) for all j ∈ N . In general, neither λIPE(j) nor λF (j) is uniformly better
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than the other. We summarize these results as follows:
λ′CE(j) ≤ λ(j) ≤ λIAA(j) ≤ min{λIPE(j), λF (j)}, for all j ∈ N. (4.8)
In the case of shortest paths, Theorem 3.3.3 guarantees that the Fulkerson bound µF (j)
improves on the expected shortest path length bound µ(j). In the case of cutsets, however, this
relationship need not hold: neither λF (j) nor λ(j) is uniformly better than the other. Moreover,
examples show that λ(j) and λIAA(j), as well as λ(j) and λIPE(j), are not in general comparable.
4.4 Numerical Results
In addition to providing exact methods for calculating the expected maximum flow value/minimum
cut capacity, we have discussed various bounds on these quantities. Section 4.2 derived bounds on
the distribution of the capacity of a minimum s-t cut, which then allowed us to compute upper and
lower bounds on λ = λ(t). Additional bounds on this expected value were developed in Section 4.3.
The only lower bound λ′CE = λ
′
CE(t) presented is obtained from Theorem 4.2.1 by taking
expected values. It is a comparatively easy bound to compute because it is based on the operation ⊕′
rather than ⊕, thus ignoring the dependencies among cutsets. In addition to λ = λ(t) we presented
three additional upper bounds on λ, all of which are based on the algebraic operations ⊕ and ⊗.
Although all three upper bounds λIAA, λIPE , and λF are expressed in terms of ⊕, they can in fact
be implemented using the simpler ⊕′ operation in view of the assumed arc independence.
The methods of this chapter have been applied to the 10-node 18-arc network in Fig. 4.11(a)
with s = 1 and t = 10. This network was obtained from the cyclic network of [19] by removing two
arcs; it has 14 s-t paths and 70 s-t cutsets. In this network, nodes 2, 5, 6, 7, 8, 9 are candidates for
immediate node reduction. Performing the sequence of node reductions on 2, 5, 6, along with series
and parallel reductions, produces the network Ĝ(2,5,6) in Fig. 4.11(b). We use this sequence of node
reductions to demonstrate an upper bound on λ.
Let the arc capacity polynomials be given by
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1 2
3
4
5
6
7
9
8
10
fa
fb
fc
fd
fe
fg
fh
fi
fj
fk
fl
fm
fn
fo
fp
fq
fr
fu
(a) Original network G
1
3
4
7
9
8
10
f b
(f
a
⊕ f
d
)
f
c (f
a ⊕
f
e )
(fa ⊕ fg ⊕ fm)(fa ⊕ fh ⊕ fn)
fj
fi ⊕ fm
fl
fk
⊕ fn
fo
fp
fq
fr
fu
(b) Ĝ(2,5,6)
Figure 4.11: 10-node 18-arc network
fa = xa,1z
3 + xa,2z
11, fb = xb,1z
5 + xb,2z
12, fc = xc,1z
10 + xc,2z
12, fd = xd,1z
2 + xd,2z
9,
fe = xe,1z
3 + xe,2z
8, fg = xg,1z
1 + xg,2z
6, fh = xh,1z
5 + xh,2z
6, fi = xi,1z
2 + xi,2z
3,
fj = xj,1z
4 + xj,2z
13, fk = xk,1z
3 + xk,2z
10, fl = xl,1z
8 + xl,2z
11, fm = xm,1z
1 + xm,2z
9,
fn = xn,1z
4 + xn,2z
5, fo = xo,1z
2 + xo,2z
7, fp = xp,1z
6 + xp,2z
7, fq = xq,1z
3 + xq,2z
4,
fr = xr,1z
1 + xr,2z
5, fu = xu,1z
2 + xu,2z
10.
Assume that each arc assumes is lower capacity with probability p and its higher capacity with
probability 1 − p. Results for this network are shown in Fig. 4.12. The upper bound λIPE is
not shown, as it is substantially dominated by the other upper bounds. As expected, we see that
λIAA, λF , and λ all provide upper bounds on the true λ, with λIAA ≤ λF . Here, we also have
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Figure 4.12: Bounds on the expected minimum s-t cut capacity in the 10-node, 18-arc network
λF ≤ λ; examples, however, show this relationship does not hold in general. Notice that λIAA
provides a fairly accurate estimate of λ for all 0 ≤ p ≤ 1. For this example, we have used the Cutset
Enumeration polynomial (4.1) in Ĝ(2,5,6) to obtain an upper bound on λ. Like λIPE , we see that
λCE:(2,5,6) is also significantly dominated by the upper bounds λIAA, λF , and λ over the entire range
0 ≤ p ≤ 1.
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Chapter 5
General Networks
In Chapters 3 and 4, we restricted attention to acyclic networks which enabled us to develop
labeling algorithms for the stochastic shortest path and stochastic maximum flow problems. Namely,
the Acyclic, Modified Acyclic, Inverted Acyclic, and Fulkerson algorithms all depend on the topo-
logical ordering available for acyclic networks. Path Enumeration, Modified Path Enumeration, and
Inverted Path Enumeration do not depend on a topological ordering and can be applied to general
networks. However, as we have seen, these algorithms can be computationally expensive since they
require enumeration of all s-t paths.
This chapter considers the stochastic shortest path and stochastic maximum flow problems
in general networks. For the stochastic shortest path problem, we present an approach based on fixed-
point iterations for calculating the exact shortest s-j path length distribution in general networks.
As in Section 3.2.1, using ⊕′ in place of ⊕ in these calculations leads to a lower bounding distribution.
We also develop an analogous method for calculating Fulkerson’s bound in general networks and
show that this provides an upper bound on the true expected shortest s-j path length. Once again
we approach the stochastic maximum flow problem via the stochastic minimum cut problem. Here,
we develop an approach that provides an upper bound on the distribution gCE(j) of the minimum s-j
cut capacity. The Fulkerson bound for cutsets presented in Section 4.3.1 is then extended to general
networks. The iterative updates used in these formulations are based on our algebraic operations ⊗
and ⊕ (⊕′), as well as concepts from min-plus algebra. Therefore, we begin with a brief overview
of min-plus algebra (defined with respect R ∪ {∞}) and show how it can be used to develop an
approach to the stochastic shortest path problem.
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5.1 Min-Plus Algebra
In min-plus algebra [21], traditional multiplication and addition are replaced by addition
and minimization, respectively. Specifically, min-plus multiplication (denoted ⊗) is equivalent to
ordinary addition and min-plus addition (denoted ⊕) is equivalent to ordinary minimization. For
example,
8⊗ 3 = 8 + 3 = 11
8⊕ 3 = min{8, 3} = 3.
The (min-plus) multiplicative identity is then the ordinary additive identity 0 and the (min-plus)
additive identity is ∞.
Notice that the definitions of min-plus multiplication and min-plus addition correspond
exactly to the deterministic analogues of our algebraic operations ⊗ and ⊕ formulated in Definition
2.1.3. Therefore, min-plus multiplication and min-plus addition have as stochastic analogues the
algebraic operations ⊗ and ⊕, respectively.
Of particular interest to us in developing formulations for the general labeling and Fulkerson
algorithms is matrix multiplication. In the min-plus algebra, the product of an m×n matrix A and
an n× r matrix B is defined by
(A ? B)ij = min
1≤k≤n
(Aik +Bkj),
where Aik, Bkj ∈ R for 1 ≤ i ≤ m, 1 ≤ k ≤ n, 1 ≤ j ≤ r.
Example 5.1.1. Let A =

3 11
6 0
8 4
 and B =
 2 5
6 8
. Then
A ? B =

3 11
6 0
8 4
 ?
 2 5
6 8
 =

min{5, 17} min{8, 19}
min{8, 6} min{11, 8}
min{10, 10} min{13, 12}
 =

5 8
6 8
10 12
 .
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The stochastic analogue of matrix multiplication is given by
(A ? B)ij = ⊕
n∑
k=1
(Aik ⊗Bkj),
where Aik and Bkj are (distribution) polynomials for 1 ≤ i ≤ m, 1 ≤ k ≤ n, 1 ≤ j ≤ r.
Example 5.1.2. Consider A ? B where A and B are given by
A =
 xa,1z3 + xa,2z8 xb,1z1 + xb,2z5
xc,1z
1 + xc,2z
9 xd,1z
6 + xd,2z
7
 ,
B =
 xe,1z3 + xe,2z8 xf,1z1 + xf,2z5
xg,1z
1 + xg,2z
4 xh,1z
6 + xh,2z
10
 .
Then we can calculate
(A ? B)11 = (A11 ⊗B11)⊕ (A12 ⊗B21)
=
(
(xa,1z
3 + xa,2z
8)⊗ (xe,1z3 + xe,2z8)
)⊕ ((xb,1z1 + xb,2z5)⊗ (xg,1z1 + xg,2z4))
= xb,1xg,1z
2 + xb,1xg,2z
5 + (xb,2xg,1 + xa,1xb,2xe,1xg,2)z
6 + (xa,2xb,2xe,1xg,2
+ xb,2xe,2xg,2)z
9,
(A ? B)12 = (A11 ⊗B12)⊕ (A12 ⊗B22)
=
(
(xa,1z
3 + xa,2z
8)⊗ (xf,1z1 + xf,2z5)
)⊕ ((xb,1z1 + xb,2z5)⊗ (xh,1z6 + xh,2z10))
= xa,1xf,1z
4 + (xb,1xf,2xh,1 + xa,2xb,1xf,1xh,1)z
7 + (xa,1xf,2xh,2 + xa,1xb,2xf,2xh,1)z
8
+ (xa,2xf,1xh,2 + xa,2xb,2xf,1xh,1)z
9 + (xa,2xb,2xf,2xh,1 + xa,2xb,1xf,2xh,2)z
11
+ xa,2xb,2xf,2xh,2z
13,
(A ? B)21 = (A21 ⊗B11)⊕ (A22 ⊗B21)
=
(
(xc,1z
1 + xc,2z
9)⊗ (xe,1z3 + xe,2z8)
)⊕ ((xd,1z6 + xd,2z7)⊗ (xg,1z1 + xg,2z4))
= xc,1xe,1z
4 + (xd,1xe,2xg,1 + xc,2xd,1xe,1xg,1)z
7 + (xd,2xe,2xg,1 + xc,2xd,2xe,1xg,1)z
8
+ xc,1xe,2xg,2z
9 + xc,2xd,1xg,2z
10 + xc,2xd,2xg,2z
11,
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(A ? B)22 = (A21 ⊗B12)⊕ (A22 ⊗B22)
=
(
(xc,1z
1 + xc,2z
9)⊗ (xf,1z1 + xf,2z5)
)⊕ ((xd,1z6 + xd,2z7)⊗ (xh,1z6 + xh,2z10))
= xc,1xf,1z
2 + xc,1xf,2z
6 + xc,2xf,1z
10 + xc,2xd,1xf,2xh,1z
12 + xc,2xd,2xf,2xh,1z
13
+ xc,2xf,2xh,2z
14,
to give
A ? B =

xb,1xg,1z
2 + xb,1xg,2z
5 + (xb,2xg,1 +
xa,1xb,2xe,1xg,2)z
6 +(xa,2xb,2xe,1xg,2 +
xb,2xe,2xg,2)z
9
xa,1xf,1z
4 + (xb,1xf,2xh,1 +
xa,2xb,1xf,1xh,1)z
7 + (xa,1xf,2xh,2 +
xa,1xb,2xf,2xh,1)z
8 + (xa,2xf,1xh,2 +
xa,2xb,2xf,1xh,1)z
9+(xa,2xb,2xf,2xh,1+
xa,2xb,1xf,2xh,2)z
11
xc,1xe,1z
4 + (xd,1xe,2xg,1 +
xc,2xd,1xe,1xg,1)z
7 + (xd,2xe,2xg,1 +
xc,2xd,2xe,1xg,1)z
8 + xc,1xe,2xg,2z
9 +
xc,2xd,1xg,2z
10 + xc,2xd,2xg,2z
11
xc,1xf,1z
2 + xc,1xf,2z
6 +
xc,2xf,1z
10 + xc,2xd,1xf,2xh,1z
12 +
xc,2xd,2xf,2xh,1z
13 + xc,2xf,2xh,2z
14

.
Theorem 5.1.3. Let f and g be 1 × n vectors of polynomials and let A be an n × m matrix of
polynomials. If f  g (i.e., f(i)  g(i) for all entries i), then f ? A  g ? A.
Proof. Assume that f  g. Then for 1 ≤ j ≤ n, Properties 2.2.4(d,e) give
f ? A(j) = ⊕
n∑
i=1
(f(i)⊗Aij)  ⊕
n∑
i=1
(g(i)⊗Aij) = g ? A(j).
Now that we understand how matrix multiplication works in the (stochastic) min-plus alge-
bra, we consider exact calculation of the shortest s-t path length distribution in general stochastic
networks.
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5.2 Shortest Paths
In this section we consider the stochastic shortest path problem in general networks. We
begin by discussing an exact solution algorithm that uses fixed-point iterations and then show how
this approach can be modified to calculate a lower bound on the shortest s-j path length distribution.
We also discuss bounds on the expected shortest s-j path length distribution and show how the
Fulkerson bound for acyclic networks presented in Section 3.3.1 can be adapted to general networks.
We then apply these methods to a general network and provide numerical results.
5.2.1 Exact Calculation
In a deterministic network G = (N,A) with arc lengths `i,j , exact calculation of the shortest
s-t path length can be done using a general labeling algorithm [3]. We briefly describe such an algo-
rithm and discuss issues that arise in designing an appropriate stochastic version. A deterministic
labeling algorithm employs a vector Dist which stores the current node labels: Dist(j) is the “cur-
rent” shortest path distance from s to j and is determined relative to a set of permissible s-j paths.
There is also a dynamic list (List) of nodes to be processed. Dist is initialized with Dist(s) = 0 and
Dist(j) =∞ for j 6= s, while List is initialized with the source node s.
One begins by removing the node i = s from the top of List and scanning its set of outgoing
arcs (i, j). The current label Dist(j) on node j is compared to Dist(i) + `i,j . (Here we are checking
if there exists an s-j path using arc (i, j) whose length is shorter than all of the current permissible
s-j paths.) If Dist(j) > Dist(i) + `i,j , then we have found a new tentative shortest s-j path length
and so we update the label on j via Dist(j) = Dist(i) + `i,j . Because the label on node j has
changed it must be added to List to be processed since its new label may improve the labels on
nodes in A(j) = {k : (j, k) ∈ A}. Therefore, when the label on a node j is updated we add node j
to the bottom of List for subsequent processing. We continue in this manner — selecting a node i
from the top of List, checking for updates using arcs (i, j), and adding node j to the bottom of List
when necessary — until List is empty. Upon termination, Dist(j) is the shortest s-j path length
for all j ∈ N . Pseudocode for the Deterministic Labeling Algorithm is shown below.
For deterministic networks, comparing Dist(j) to Dist(i) + `i,j and updating Dist(j) as
necessary is easily accomplished since bothDist(j) andDist(i)+`i,j are real numbers. In a stochastic
analogue of the Deterministic Labeling Algorithm, however, issues arise in this comparison since we
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algorithm Deterministic Labeling Algorithm
Input: G = (N,A); arc lengths `i,j ; source node s
begin
Dist(s) := 0; Dist(j) :=∞ for j 6= s;
List := {s};
while List 6= ∅
i := List(1);
Remove node i from List ;
for (i, j) ∈ A
if Dist(j) > Dist(i) + `i,j
Dist(j) := Dist(i) + `i,j ;
Add node j to List if j /∈ List;
end if
end for
end while
end
Figure 5.1: Pseudocode for the Deterministic Labeling Algorithm
must now compare distributions. In practice, one would analogously compute Dist(j)⊕ (Dist(i)⊗
fi,j), where Dist(i) and Dist(j) are now polynomials rather than real numbers, and compare this
resulting expression to Dist(j) to determine if an update occurred. One quick verification of an
update is by comparing the set of exponents in the two expressions. If they are not identical, then
Dist(j) must have been updated and node j should be added to the bottom of List. If the sets of
exponents are identical, however, it is not clear whether an update occurred. In this case, it would
be necessary to compare the polynomials Dist(j) and Dist(j)⊕ (Dist(i)⊗ fi,j), whose coefficients
are Boolean expressions. However, determining the equivalence of two Boolean expressions is a non-
trivial task; e.g., see [18]. Therefore, we develop another approach to implement the (Stochastic)
General Labeling Algorithm.
As stated earlier, the following formulation for the General Labeling Algorithm is based on
fixed-point calculations. The use of fixed-point iterations was originally motivated by our investiga-
tion of Fulkerson bound for general networks (detailed in Section 5.2.3).
For the remainder of this chapter, we assume that G = (N,A) is a general network with a
single source node s. Without loss of generality, we assume that s = 1 and for the terminal node
t of interest t = n, but the remaining n − 2 nodes can be numbered arbitrarily. The n × n matrix
W is a weighted node-node adjacency matrix where the (i, j)th entry is the arc length distribution
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Figure 5.2: Cyclic bridge network
(polynomial) for (i, j) ∈ A: Wij = fi,j . (Note that fi,j = z∞ if (i, j) /∈ A.) Let es denote the 1× n
unit vector in which es(s) = z
0 and es(j) = z
∞ for j 6= s. Let f be a 1 × n vector and define f
recursively:
f (0) = es;
f (k+1) = (f (k) ? W )⊕ es. (5.1)
We will show later that the recursive definition of f above can be used to calculate the
shortest s-j path length distribution after a finite number of iterations. We first demonstrate this
recursive definition with an example.
Example 5.2.1. Consider the cyclic bridge network in Fig. 5.2 with s = 1 and t = 4. There are
four simple s-t paths: [a, d], [b, e], [a, c, e], [b, g, d]. (A simple path is one that does not contain a
cycle. Because we have assumed the arc lengths to be nonnegative, any shortest s-j path will be a
simple path.) Therefore, fPE(4) = fafd ⊕ fbfe ⊕ fafcfe ⊕ fbfdfg. This expression will be useful as
we proceed to recursively calculate f .
The matrix W is given by
W =

z∞ fa fb z∞
z∞ z∞ fc fd
z∞ fg z∞ fe
z∞ z∞ z∞ z∞

.
and we initialize f (0) =
[
z0 z∞ z∞ z∞
]
. Using (5.1),
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f (1) =
[
z0 z∞ z∞ z∞
]
?

z∞ fa fb z∞
z∞ z∞ fc fd
z∞ fg z∞ fe
z∞ z∞ z∞ z∞

⊕
[
z0 z∞ z∞ z∞
]
=
[
z∞ fa fb z∞
]
⊕
[
z0 z∞ z∞ z∞
]
=
[
(z∞ ⊕ z0) (fa ⊕ z∞) (fb ⊕ z∞) (z∞ ⊕ z∞)
]
=
[
z0 fa fb z
∞
]
f (2) =
[
z0 fa fb z
∞
]
?

z∞ fa fb z∞
z∞ z∞ fc fd
z∞ fg z∞ fe
z∞ z∞ z∞ z∞

⊕
[
z0 z∞ z∞ z∞
]
=
[
z0 fa ⊕ fbfg fb ⊕ fafc fafd ⊕ fbfe
]
f (3) =
[
z0 fa ⊕ fbfg fb ⊕ fafc fafd ⊕ fbfe
]
?

z∞ fa fb z∞
z∞ z∞ fc fd
z∞ fg z∞ fe
z∞ z∞ z∞ z∞

⊕
[
z0 z∞ z∞ z∞
]
=
[
z0 fa ⊕ (fb ⊕ fafc)fg fb ⊕ (fa ⊕ fbfg)fc (fa ⊕ fbfg)fd ⊕ (fb ⊕ fafc)fe
]
=
[
z0 fa ⊕ fbfg fb ⊕ fafc fafd ⊕ fbfgfd ⊕ fbfe ⊕ fafcfe
]
The last equality of f (3) is obtained by expanding each expression using Property 2.2.1(d) and
then simplifying each expansion when possible using Property 2.2.1(c). As a result, the labels on
nodes 2 and 3 did not change in the third iteration: i.e., f (3)(2) = f (2)(2) and f (3)(3) = f (2)(3).
As stated earlier, only simple s-j paths are shortest s-j paths. The absorption property of ⊕
(Property 2.2.1) guarantees that any non-simple path is absorbed with respect to its simple path
counterpart. Continuing, we obtain
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f (4) =
[
z0 fa ⊕ fbfg fb ⊕ fafc fafd ⊕ fbfgfd ⊕ fbfe ⊕ fafcfe
]
?

z∞ fa fb z∞
z∞ z∞ fc fd
z∞ fg z∞ fe
z∞ z∞ z∞ z∞

⊕
[
z0 z∞ z∞ z∞
]
=
[
z0 fa ⊕ fbfg fb ⊕ fafc fafd ⊕ fbfgfd ⊕ fbfe ⊕ fafcfe
]
In the fourth iteration, none of the node labels have been updated, i.e., f (4) = f (3). Since
any subsequent iterations would be identical to the fourth, no further updates will occur and we can
terminate this process. In fact, we could have stopped after the third iteration.
In the first iteration, nodes 1 and 2 are assigned labels fa and fb, respectively. Each of these
labels is determined by an s-j path having exactly one arc for j = 1, 2. In the second iteration, nodes
2, 3, and 4 are assigned labels fa⊕fbfg, fb⊕fafc, and fafd⊕fbfe, respectively. We see that each of
these is determined by the set of s-j paths having at most two arcs for j = 2, 3, 4. Likewise, after the
third iteration the labels on nodes 2, 3, and 4 are determined by all simple s-j paths having at most
three arcs for j = 2, 3, 4. Because all simple s-t paths in the cyclic bridge network contain at most
three arcs, they must all be considered in the calculation of f (3)(4). Specifically, f (3)(4) = fPE(4).
Therefore, in this example it took n − 1 = 3 iterations to exactly calculate the shortest s-j path
length distribution for all j ∈ N . The following theorems show that in general n − 1 iterations of
(5.1) are needed to calculate the shortest s-j path length distribution for all j ∈ N .
Theorem 5.2.2. The shortest s-j path length distribution f (k)(j) after the kth iteration is deter-
mined by the set of all simple s-j paths consisting of at most k arcs for all j ∈ N .
Proof. We proceed by induction on k. Consider k = 1. Because s is a source node with B(s) = ∅,
there are no s-s paths so we need only concern ourselves with j 6= s. Then
f (1)(j) =
n∑
i=1
(f (0)(i)⊗ fi,j)⊕ es(j)
=
(
(f (0)(s)⊗ fs,j)⊕
n∑
i=2
(f (0)(i)⊗ fi,j)
)
⊕ es(j)
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=(
(z0 ⊗ fs,j)⊕
n∑
i=2
(z∞ ⊗ fi,j)
)
⊕ z∞
= fs,j ⊕ z∞ ⊕ z∞
= fs,j .
So, for k = 1 the distribution f (1)(j) is determined by the single simple s-j path consisting of one
arc, namely arc (s, j), for all j ∈ N .
Inductively, assume that f (k)(i) is determined by s-i paths consisting of at most k arcs for
1 ≤ r and all i ∈ N . Then for j 6= s,
f (r+1)(j) = (f (r) ? A)(j)⊕ es(j)
=
n∑
i=1
(f (r)(i)⊗Aij)⊕ z∞
=
n∑
i=1
(f (r)(i)⊗ fi,j)⊕ z∞
=
n∑
i=1
(f (r)(i)⊗ fi,j) .
The inductive hypothesis guarantees that f (r)(i) is determined by s-i paths consisting of at most r
arcs for all i ∈ N . The expression f (r)(i)⊗ fi,j involves extending each of the s-i paths by one arc,
namely (i, j), so f (r)(i)⊗ fi,j is determined by s-j paths that utilize arc (i, j) and consist of at most
r + 1 arcs. Therefore, f (r+1)(j) =
n∑
i=1
(f (r)(i) ⊗ fi,j) is determined by all s-j paths consisting of at
most r + 1 arcs for all j ∈ N .
Theorem 5.2.3. For k ≥ 0, the sequence {f (k)} is non-increasing.
Proof. We proceed by induction on k. For k = 0, f (0) = es and for k = 1 Property 2.2.4(a)
guarantees
f (1) = (f (0) ? W )⊕ es  es = f (0).
Inductively, assume f (k)  f (k−1) for all 1 ≤ k ≤ r. Then
f (r+1) = (f (r) ? W )⊕ es  (f (r−1) ? W )⊕ es = f (r),
where the majorization follows from Theorem 5.1.3 and Properties 2.2.4(d,e).
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Theorem 5.2.4. For all j ∈ N , fL(j) = f (n−1)(j).
Proof. From the previous theorem, f (n−1)(j) is determined by all s-j paths consisting of at most
n − 1 arcs. Because we have assumed nonnegative arc lengths, any shortest s-j path must be a
simple path (i.e., it does not contain a cycle). Since |N | = n, any simple path will contain at most
n− 1 arcs. Therefore, f (n−1)(j) is determined by all simple s-j paths, and thus calculates the exact
shortest s-j path length distribution fL(j) for all j ∈ N .
Corollary 5.2.5. For 0 ≤ k ≤ n− 1, {f (k)(j)} provides a non-increasing sequence of upper bounds
on fL(j) for all j ∈ N . Namely,
fL(j) = f
(n−1)(j)  f (n−2)(j)  · · ·  f (1)(j)  f (0)(j), for all j ∈ N.
Proof. Theorem 5.2.4 and repeated application of Theorem 5.2.3 prove the statement.
Before we discuss an approximating algorithm, we consider some characteristics of the Gen-
eral Labeling Algorithm (5.1) and how it compares to the algebraic analogue of the Deterministic
Labeling Algorithm. In Example 5.2.1, the absorption property of ⊕ (Property 2.2.1(c)) was used
to simplify the shortest s-j path length polynomials f (k)(j) at each iteration k. However, in practice
this may be difficult to do since these polynomials will be expressions with Boolean coefficients.
Determining absorption would require one to determine if one Boolean expression is a subset of
another. In practice, one would compute the ⊕ sum of two polynomials and apply the simplification
techniques discussed in Section 6.3 to determine the resulting expression. For example, one would
compute fa ⊕ fafb rather than immediately identifying fa ⊕ fafb = fa.
Although (5.1) may not utilize the absorption law of ⊕ to its fullest potential, it does offer
advantages over the algebraic analogue of the Deterministic Labeling Algorithm. Unlike the General
Labeling Algorithm, (5.1) does not require the comparison of two Boolean expressions Dist(j) and
Dist(i) ⊗ fi,j . Also, a list of nodes to be processed need not be maintained. Instead, all nodes are
updated simultaneously using the current node labels.
We now consider a method for obtaining a lower bound for the shortest s-j path length
distribution.
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5.2.2 Bounding Distributions
As in Sections 3.2.1 and 4.2, we can obtain a lower bound by ignoring dependencies that
may exist in (5.1). Namely, we replace ⊕ with ⊗ in (5.1) to produce a modified General Labeling
Algorithm:
f ′(0) = es;
f ′(k+1) = (f ′(k) ?′ A)⊕′ es, (5.2)
where ?′ indicates that ⊕′ is now used to carry out the matrix multiplication. Namely,
f ′(k+1)(j) = ⊕′
n∑
i=1
(f ′(k)(i)⊗ fi,j)⊕′es(j).
Proposition 3.2.4 guarantees the following theorem.
Theorem 5.2.6. For k ≥ 0, f ′(k)  f (k).
Corollary 5.2.7. For all j ∈ N , f ′(n−1)(j)  fL(j).
Proof. From Theorems 5.2.4 and 5.2.6, f ′(n−1)(j)  f (n−1)(j) = fL(j).
Corollary 5.2.7 implies that n−1 iterations of the modified General Labeling Algorithm are
needed to ensure a lower bound on the exact shortest s-j path length distribution is obtained for all
j ∈ N . Similar to the situation for f (k), it can be shown that f ′(k)  f ′(k−1) for all k ≥ 1, i.e., for
k ≥ 1, {f ′(k)} is a non-increasing sequence. In general, f ′(k)(j) cannot be compared to fL(j) unless
k ≥ n− 1.
5.2.3 Bounds on Expected Length
We now discuss methods of bounding the expected shortest s-j path length µ(j) = E[f (n−1)(j)].
As with acyclic networks, the PERT bound µ(j) provides an upper bound on µ(j) for all j ∈ N .
In general networks G, however, we need consider only the set Qsj of simple s-j paths rather than
the set Psj of all s-j paths in G. The same reasoning using Jensen’s inequality applies to produce
µ(j) ≤ µ(j) for all j ∈ N . In the next section, we show how µ(j) can be computed using a recursive
definition based on (5.1).
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From the majorization result f ′(n−1)(j)  fL(j) in Corollary 5.2.7 we obtain µ′(j) ≤ µ(j)
for all j ∈ N , where µ′(j) = E[f ′(n−1)(j)]. Because ⊕′ is used to calculate f ′(n−1)(j), we can use
ordinary polynomials to calculate µ′(j).
We now show how (5.1) can be modified to calculate µ(j) for general networks. Recall that
the PERT bound is obtained by replacing all arcs with their expected lengths and then solving the
resulting deterministic shortest s-t path problem. Therefore, rather than considering the weighted
node-node incidence matrix W which contains arc length distributions, we consider the weighted
node-node incidence matrix W , where W ij = E[fi,j ] = f i,j . Also, rather than calculating shortest
s-j path length distributions at each iteration k using f (k), we calculate shortest s-j path lengths at
each iteration k using µ(k). Let es = E[es] and recursively define the PERT bound as follows:
µ(0) = es;
µ(k+1) = (µ(k) ? W )⊕ es. (5.3)
Because all of the calculations in (5.3) involve real numbers rather than algebraic polynomials, we
can perform the indicated operations using traditional addition and minimization: i.e., ⊗ acts as
traditional addition while ⊕ acts as the traditional minimum operator.
Example 5.2.8. We consider general calculation of the PERT bound in the cyclic bridge network
shown in Fig. 5.2. Here, the matrix W is given by
W =

∞ fa fb ∞
∞ ∞ fc fd
∞ fg ∞ fe
∞ ∞ ∞ ∞

and we initialize µ(0) =
[
0 ∞ ∞ ∞
]
. Using (5.3),
µ(1) =
[
0 ∞ ∞ ∞
]
?

∞ fa fb ∞
∞ ∞ fc fd
∞ fg ∞ fe
∞ ∞ ∞ ∞

⊕
[
0 ∞ ∞ ∞
]
=
[
∞ fa fb ∞
]
⊕
[
0 ∞ ∞ ∞
]
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=[
(∞⊕ 0) (fa ⊕∞) (fb ⊕∞) (∞⊕∞)
]
=
[
0 fa fb ∞
]
,
µ(2) =
[
0 fa fb ∞
]
?

∞ fa fb ∞
∞ ∞ fc fd
∞ fg ∞ fe
∞ ∞ ∞ ∞

⊕
[
0 ∞ ∞ ∞
]
=
[
0 (fa ⊕ fbfg) (fb ⊕ fafc) (fafd ⊕ fbfe)
]
,
µ(3) =
[
0 fa ⊕ fbfg fb ⊕ fafc fafd ⊕ fbfe
]
?

∞ fa fb ∞
∞ ∞ fc fd
∞ fg ∞ fe
∞ ∞ ∞ ∞

⊕
[
0 ∞ ∞ ∞
]
=
[
0 fa ⊕ (fb ⊕ fafc)fg fb ⊕ (fa ⊕ fbfg)fc (fa ⊕ fbfg)fd ⊕ (fb ⊕ fafc)fe
]
=
[
0 (fa ⊕ fbfg) (fb ⊕ fafc) (fafd ⊕ fbfgfd ⊕ fbfe ⊕ fafcfe)
]
.
The last equality in µ(3) follows from the distributive law of multiplication and the fact that
min{α, αβ} = α for α, β > 0 (Properties 2.2.1(c,d)).
Similar to the calculation of f (k)(j), we see that µ(k)(j) is determined by s-j paths of length
at most k for all j ∈ N . As before, at most n− 1 iterations are needed to ensure that we obtain the
(true) PERT bound µ(j) for each j. Using Jensen’s inequality, in the previous calculations we can
see that E[f (k)(j)] ≤ µ(k)(j) for all j ∈ N and all iterations k. We formally prove this statement
below.
Theorem 5.2.9. For k ≥ 0, E[f (k)] ≤ µ(k).
Proof. For k = 0, E[f (0)] = E[es] = µ
(0). Inductively, assume E[f (k)] ≤ µ(k) for all 1 ≤ k ≤ r. Then
for j ∈ N ,
µ(r+1)(j) = ⊕
n∑
i=1
(
µ(r)(i)⊗W ij
)
⊕ es(j)
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= ⊕
n∑
i=1
(
µ(r)(i)⊗ f i,j
)
⊕ es(j)
≥ ⊕
n∑
i=1
(
E[f (r)(i)]⊗ f i,j
)
⊕ es(j)
= ⊕
n∑
i=1
(
E[f (r)(i)⊗ fi,j ]
)
⊕ E[es(j)]
≥ E
[
⊕
n∑
i=1
(
f (r)(i)⊗ fi,j
)
⊕ es(j)
]
= E[f (r+1)(j)],
where the first inequality follows from the inductive hypothesis and Properties 2.2.4(d,e), while the
second inequality follows from Jensen’s inequality. The third equality follows from the fact that
E[f ⊗ g] = E[f ] + E[g]. (Recall that f i,j = E[fi,j ].)
We now consider formulation of the Fulkerson bound in general networks. Recall that the
Fulkerson bound was originally defined for acyclic networks and is given by
µF (s) = 0;
µF (j) = E[
∑
i∈B(t)
({µF (i)} ⊗ fi,j)].
Because nodes are processed in the specified topological order, we are guaranteed that µF (i) has
been previously calculated for all i ∈ B(j) upon processing node j. In general networks, however,
this need not hold since there is no obvious processing order for nodes due to the lack of a topological
ordering. One could define a processing order for nodes and use the above definition to calculate
µF (j). However, it would not suffice to process each node exactly once since some i ∈ B(j) may
actually be processed after j. Namely, µF (j) may depend on values that are calculated after µF (j)
has been calculated. Therefore, multiple iterations of the processing order would be needed. The
number of required iterations will depend on the specific problem instance as well as the chosen
processing order.
The interdependency of calculations for general networks (µF (i) and µF (j) may depend upon
one another for i, j ∈ N) suggests use of a fixed-point type approach for calculating the Fulkerson
bound. Therefore, we recursively define the Fulkerson bound for general networks as follows.
Let µF be a 1 × n vector and let W be the weighted node-node adjacency matrix defined
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in Section 5.2.1. Define the general Fulkerson bound by
µF
(0) = es;
µF
(k+1) = E[({µF (k)} ? W )⊕ es], (5.4)
where {µF (k)} indicates the vector of degenerate distributions {µ(k)F (j)} for all j ∈ N . Here,
µ
(k)
F (j) is the Fulkerson estimate of the expected shortest s-j path length after the k
th iteration.
This formulation also eliminates the problem of determining a processing order for nodes since it
simultaneously updates the label of each node using the current information available at each node.
Example 5.2.10. Consider again the cyclic bridge network in Fig. 5.2 and let the arc length
polynomials be given by
fa = xa,1z
1 + xa,2z
5, fb = xb,1z
2 + xb,2z
6, fc = xc,1z
3 + xc,2z
4,
fd = xd,1z
2 + xd,2z
4, fe = xe,1z
1 + xe,2z
5, fg = xg,1z
1 + xg,2z
3.
Each arc assumes its shorter length with probability p and its longer length with probability 1− p.
We initialize µF
(0) =
[
0 ∞ ∞ ∞
]
. Then
µF
(1) = E

[
{0} {∞} {∞} {∞}
]
?

z∞ fa fb z∞
z∞ z∞ fc fd
z∞ fg z∞ fe
z∞ z∞ z∞ z∞

⊕
[
z0 z∞ z∞ z∞
]

= E
[[
z∞ fa fb z∞
]
⊕
[
z0 z∞ z∞ z∞
]]
= E
[[
z0 fa fb z
∞
]]
=
[
0 5− 4p 6− 4p ∞
]
,
µF
(2) = E

[
{0} {5− 4p} {6− 4p} {∞}
]
?

z∞ fa fb z∞
z∞ z∞ fc fd
z∞ fg z∞ fe
z∞ z∞ z∞ z∞

⊕
[
z0 z∞ z∞ z∞
]

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= 0

5− 4p, 0 ≤ p ≤ 1
2
5− 2p− 6p2 + 4p3, 1
2
≤ p ≤ 1

6− 4p, 0 ≤ p ≤ 1
2
6− 2p− 6p2 + 4p3, 1
2
≤ p ≤ 3
4
9− 12p + 5p2, 3
4
≤ p ≤ 1
9− 8p + 2p2
 .
Because calculation of µF
(3) depends on µF
(2) we perform piecewise calculations on the
intervals [0, 12 ], [
1
2 ,
3
4 ], and [
3
4 , 1]. For example, when 0 ≤ p ≤ 12 ,
µF
(3) = E
[[
{0} {5− 4p} {6− 4p} {9− 8p+ 2p2}
]
?

z∞ fa fb z∞
z∞ z∞ fc fd
z∞ fg z∞ fe
z∞ z∞ z∞ z∞

⊕
[
z0 z∞ z∞ z∞
]]
= E
[[
z∞ fa ⊕ ({6− 4p} ⊗ fg) fb ⊕ ({5− 4p} ⊗ fc) ({5− 4p} ⊗ fd)⊕ ({6− 4p} ⊗ fe)
]
⊕
[
z0 z∞ z∞ z∞
]]
=
[
0 5− 4p 6− 4p 9− 8p+ 2p2
]
.
Performing similar calculations for [ 12 ,
3
4 ] and [
3
4 , 1] yields
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[µF
(3)]T =

0

5− 4p, 0 ≤ p ≤ 1
2
5− 2p− 4p2 − 4p3 + 10p4 − 4p5, 1
2
≤ p ≤ 3
4
5 + p− 17p2 + 17p3 − 5p4, 3
4
≤ p ≤ 1

6− 4p, 0 ≤ p ≤ 1
2
6− 2p− 4p2 − 4p3 + 10p4 − 4p5, 1
2
≤ p ≤ 1

9− 8p+ 2p2, 0 ≤ p ≤ 1
2
9− 6p− 4p2 + 4p3, 1
2
≤ p ≤ 3
4
9− 3p− 14p2 + 15p3 − 4p4, 3
4
≤ p ≤ 1

where [µF
(3)]T is the transpose of µF
(3). We can show that for all j ∈ N the general Fulkerson
bound µ
(k)
F (j) provides a non-increasing sequence of upper bounds on the expected shortest s-j path
length.
Theorem 5.2.11. For k ≥ 0, the sequence {µF (k)} is non-increasing.
Proof. We proceed by induction on k. Note that for k = 0, µF
(0) = es. For k = 1, Property 2.2.4(a)
guarantees
µF
(1) = E[({µF (0)} ? W )⊕ es] ≤ E[es] = µF (0).
Inductively, assume µF
(k) ≤ µF (k−1) for all iterations k with 1 ≤ k ≤ r. Let j ∈ N and consider
iteration r + 1. Then
µF
(r+1) = E
[
({µF (r)} ? W )⊕ es
]
≤ E
[
({µF (r−1)} ? W )⊕ es
]
= µF
(r),
where the inequality follows from the inductive hypothesis, as well as Theorem 5.1.3 and Proper-
ties 2.2.4(d,e).
Theorem 5.2.12. For k ≥ 0, E[f (k)] ≤ µF (k).
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Proof. We again proceed via induction on k. For k = 0, E[f (0)] = E[es] = µF
(0). Inductively,
assume E[f (k)] ≤ µF (k) for all iterations k with 0 ≤ k ≤ r. Then E[f (k)(i)] ≤ µ(k)F (i) for all i ∈ N .
We first consider the conditional expectation E[fr+1(j)|fi,j : i, j ∈ N, es]. For j ∈ N ,
E[f (r+1)(j)|fi,j : i, j ∈ N, es] = E
[
⊕
n∑
i=1
(fr(i)⊗ fi,j)⊕ es(j)|fi,j : i, j ∈ N, es
]
≤ E
[
⊕
n∑
i=1
(fr(i)⊗ fi,j)|fi,j : i, j ∈ N, es
]
⊕ E
[
es(j)|fi,j : i, j ∈ N, es
]
≤ ⊕
∑(
{E[fr(i)|fi,j : i, j ∈ N, es]} ⊗ fi,j
)
⊕ es(j)
≤ ⊕
n∑
i=1
(
{µ(r)F (i)} ⊗ fi,j
)
⊕ es(j) .
The first and second inequalities follow from the multivariate version of Jensen’s inequality, while
the third inequality follows from the inductive hypothesis, as well as Theorem 5.1.3 and Proper-
ties 2.2.4(d,e). Therefore, E[f (r+1)|fi,j : i, j ∈ N, es] ≤ ({µF (r)} ? W )⊕ es. Taking the expectation
of both sides,
E[f (r+1)] = E[E[f (r+1)|fi,j : i, j ∈ N, es]] ≤ E
[(
{µF (r)} ? W
)
⊕es
]
= µF
(r+1).
Corollary 5.2.13. For 0 ≤ k ≤ n−1, {µ(k)F (j)} provides a non-increasing sequence of upper bounds
on µ(j) for all j ∈ N . Namely,
µ(j) ≤ µ(n−1)F (j) ≤ µ(n−2)F (j) ≤ · · · ≤ µ(1)F (j) ≤ µ(0)F (j), for all j ∈ N.
Proof. Since Theorem 5.2.4 guarantees fL(j) = f
(n−1)(j), we have µ(j) = E[f (n−1)(j)] for all j ∈ N .
From Theorem 5.2.12, E[f (n−1)(j)] ≤ µ(n−1)F (j), and repeated application of Theorem 5.2.11 gives
the remaining inequalities.
Theorem 5.2.14. For k ≥ 0, µF (k) ≤ µ(k).
Proof. We proceed by induction on k. For k = 0, µF
(0) = E[es] = µ
(0). Inductively, assume
µF
(k) ≤ µ(k) for all 1 ≤ k ≤ r. Then for j ∈ N ,
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µ
(r+1)
F (j) = E
[
⊕
n∑
i=1
({µ(r)F (i)} ⊗ fi,j)⊕es(j)
]
≤ E
[
⊕
n∑
i=1
({µ(r)(i)} ⊗ fi,j)⊕es(j)
]
≤ ⊕
n∑
i=1
(µ(r)(i)⊗ E[fi,j ])⊕E[es(j)]
]
= ⊕
n∑
i=1
(µ(r)(i)⊗ E[fi,j ])⊕es(j)
]
= µ(r+1)(j).
The first inequality follows from the inductive hypothesis and Properties 2.2.4(d,e), while the second
inequality follows from Jensen’s inequality.
In summary, we have the following:
µ′(j) ≤ µ(j) ≤ µF (j) ≤ µ(j) for all j ∈ N, (5.5)
where µF (j) = µ
(n−1)
F (j).
5.2.4 Numerical Results
In Section 5.2.1 we presented a method for obtaining the exact shortest s-t path length
distribution, and thus the expected shortest s-t path length µ = µ(t), in general networks based on
fixed-point iterations. Section 5.2.2 derived a lower bound on the distribution of the shortest s-t
path length, which then enabled us to compute a lower bound µ′ = µ′(t) on µ. We also showed
in Section 5.2.3 how the Fulkerson bound for acyclic networks described in Section 3.3.1 can be
extended to general networks using fixed-point iterations. We then proved that this approach can
be used to calculate an upper bound µF = µ
(n−1)
F (t) on µ, where n = |N |.
Fig. 5.3 shows these bounds, as well as the true µ and the PERT bound µ, applied to the
cyclic bridge network of Example 5.2.10. Each arc assumes its shorter length with probability p and
its longer length with probability 1− p. We observe that µ′ ≤ µ ≤ µF ≤ µ as guaranteed by (5.5).
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Figure 5.3: Bounds on the expected shortest s-t path length in the cyclic bridge network
5.3 Maximum Flows
We now consider the stochastic maximum flow problem in general networks. As in Chap-
ter 4, we study instead the equivalent stochastic minimum cut problem to develop exact and ap-
proximating solution algorithms. Recall that Inverted Path Enumeration (Section 4.2.1) and the
Inverted Acyclic Algorithm (Section 4.2.2) were derived from Path Enumeration and the Acyclic
Algorithm by inverting the ⊗ and ⊕ operations. We employ the same approach here by inverting
these operations in (5.1) to develop the Inverted General Labeling Algorithm.
5.3.1 Labeling Algorithm
Once again, we assume that G = (N,A) is a general network with a single source node s = 1
and a single terminal node t = n, where n = |N |. The remaining n − 2 nodes can be numbered
arbitrarily. Here, the n× n matrix W is a weighted node-node adjacency matrix where the (i, j)th
entry is the arc capacity polynomial for (i, j) ∈ A: Wij = gi,j . (In this case gi,j = z0 for (i, j) /∈ A.)
Finally, let es denote the 1× n unit vector in which es(s) = z∞ while es(j) = z0 for j 6= s, and let
g be a 1× n vector defined recursively as follows:
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g(0) = es;
g(k+1) = (g(k) ∗W )⊗ es, (5.6)
where ∗ indicates the matrix multiplication defined in Section 5.1 with the operations inverted: i.e.,
(g(k) ∗W )(j) = ⊗
n∏
i=1
(g(k)(i)⊕ gi,j).
Before demonstrating this recursive definition we present the following theorem regarding
matrix multiplication.
Theorem 5.3.1. Let f and g be 1 × n vectors of polynomials and let A be an n × m matrix of
polynomials. If f  g, then f ∗A  g ∗A.
Proof. The proof is similar to that for Theorem 5.1.3 except that ⊗ and ⊕ are interchanged.
We now provide an example that demonstrates the recursive calculation of g.
1
2
3
4
ga
gb
gc
gd
ge
gf
Figure 5.4: Cyclic bridge network for cutsets
Example 5.3.2. Consider the cyclic bridge network in Fig. 5.4 with s = 1 and t = 4. This network
has four s-t cutsets: {a, b}, {d, e}, {a, e, f}, {b, c, d}, so gCE(t) = gagb ⊕ gdge ⊕ gagegf ⊕ gbgcgd.
This expression will be useful as we recursively calculate g. Here, the weighted node-node adjacency
matrix is given by
W =

z0 ga gb z
0
z0 z0 gc gd
z0 gf z
0 ge
z0 z0 z0 z0

and we initialize g(0) =
[
z∞ z0 z0 z0
]
. Using (5.6),
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g(1) =
[
z∞ z0 z0 z0
]
∗

z0 ga gb z
0
z0 z0 gc gd
z0 gf z
0 ge
z0 z0 z0 z0

⊗
[
z∞ z0 z0 z0
]
=
[
z0 ga gb z
0
]
⊗
[
z∞ z0 z0 z0
]
=
[
z∞ ga gb z0
]
,
g(2) =
[
z∞ ga gb z0
]
∗

z0 ga gb z
0
z0 z0 gc gd
z0 gf z
0 ge
z0 z0 z0 z0

⊗
[
z∞ z0 z0 z0
]
=
[
z0 ga(gb ⊕ gf ) gb(ga ⊕ gc) (ga ⊕ gd)(gb ⊕ ge)
]
⊗
[
z∞ z0 z0 z0
]
=
[
z∞ ga(gb ⊕ gf ) gb(ga ⊕ gc) (ga ⊕ gd)(gb ⊕ ge)
]
,
g(3) =
[
z∞ ga(gb ⊕ gf ) gb(ga ⊕ gc) (ga ⊕ gd)(gb ⊕ ge)
]
∗

z0 ga gb z
0
z0 z0 gc gd
z0 gf z
0 ge
z0 z0 z0 z0

⊗
[
z∞ z0 z0 z0
]
=
[
z0 ga(gb(ga ⊕ gc)⊕ gf ) gb(ga(gb ⊕ gf )⊕ gc) (ga(gb ⊕ gf )⊕ gd)(gb(ga ⊕ gc)⊕ ge)
]
⊗
[
z∞ z0 z0 z0
]
=
[
z∞ ga(gb(ga ⊕ gc)⊕ gf ) gb(ga(gb ⊕ gf )⊕ gc) (ga(gb ⊕ gf )⊕ gd)(gb(ga ⊕ gc)⊕ ge)
]
=
 z∞ gagb(ga ⊕ gc)⊕ gagf gbga(gb ⊕ gf )⊕ gbgc gagb(gb ⊕ gf )(ga ⊕ gc)⊕ gage(gb ⊕ gf )
⊕ gbgd(ga ⊕ gc)⊕ gdge


[
z∞ gagb ⊕ gagf gagb ⊕ gbgc gagb ⊕ gage(gb ⊕ gf )⊕ gbgd(ga ⊕ gc)⊕ gdge
]
=
[
z∞ gagb ⊕ gagf gagb ⊕ gbgc gagb ⊕ gagegf ⊕ gbgcgd ⊕ gdge
]
.
In the above calculation for g(3), the majorization follows from Property 2.2.4(b), which states
f  f ⊗ g. The last equality results from the distributive property of ⊗, as well as the absorption
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property of ⊕, Properties 2.2.1(d,c).
In this example, we observe that for all j ∈ N Properties 2.2.1(c,d), along with Prop-
erty 2.2.4(c), were used to transform the expression for g(k)(j) to a cutset enumeration polynomial
g
(k)
CE(j), where the cutsets are blockers [52] with respect to all simple s-j paths of cardinality at most
k. For example, when k = 2 there are two s-t paths of cardinality at most two — [a, d], [b, e] — and
four blocking s-t cutsets with respect to these paths, namely {a, b}, {a, e}, {b, d}, {d, e}. We see
that g(2)(t) = (ga ⊕ gd)(gb ⊕ ge) = gagb ⊕ gage ⊕ gbgd ⊕ gdge = g(2)CE(t). Similarly, when k = 3 there
are four s-t paths of cardinality at most three — [a, d], [b, e], [a, c, e], [b, f, d]. The four blocking
s-t cutsets with respect to these paths are {a, b}, {d, e}, {a, e, f}, {b, c, d}. Above, we showed that
g(3)(t)  g(3)CE(t). Here g(3)CE(t) = gCE(t), so k = n− 1 = 3 iterations of (5.6) were needed to obtain
g(k)(j)  gCE(j) for all j ∈ N . In general, g(n−1)(j)  gCE(j) holds for all j ∈ N . We will prove
this later.
Theorem 5.3.3. For k ≥ 0, the sequence {g(k)} is non-decreasing.
Proof. For k = 0, g(0) = es and for k = 1,
g(1) = (g(0 ∗W )⊗ es  es = g(0),
where the majorization follows from Property 2.2.4(b). Inductively, assume g(k−1)  g(k) for all
1 ≤ k ≤ r. Then
g(r+1) = (g(r) ∗W )⊗ es  (g(r−1) ∗W )⊗ es = g(r).
The majorization results from Theorem 5.3.1 as well as Property 2.2.4(e).
We now prove that (5.6) provides an upper bound on gCE(j) for all j ∈ N after a finite
number of iterations. To do so, we introduce the following notation. Define |P | to be the cardinality
of path P , i.e., |P | equals the number of arcs in P . Let P(k)sj = {P ∈ Psj : |P | ≤ k} and let D(k)sj =
{D ⊆ A : D is an s-j disconnecting (blocking) set with respect to P(k)sj }.
Theorem 5.3.4. For j 6= s and k ≥ 1, g(k)(j) is the distribution of a minimum capacity s-j blocking
(disconnecting) set with respect to paths of cardinality at most k.
Proof. For k = 1, if j ∈ A(s), then there exists exactly one path of length k, namely arc (s, j). With
respect to P(1)sj , there is exactly one blocking set, i.e., D(1)sj = {(s, j)} which has minimum capacity
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distribution gs,j . If j /∈ A(s), then there are no s-j paths of length one and D(1)sj = ∅. Here the
distribution of a minimum capacity s-j blocking set is z0. We see that for j 6= s,
g(1)(j) =
n∏
i=1
(g(0)(i)⊕ gi,j)⊗ es(j)
= (g(0)(s)⊕ gs,j)⊗
n∏
i=2
(g(0)(i)⊕ gi,j)⊗ es(j)
= (z∞ ⊕ gs,j)⊗
n∏
i=2
(z0 ⊕ gi,j)⊗ z0
= gs,jz
0z0
=

gs,j , j ∈ A(s)
z0, j /∈ A(s) .
Inductively, assume g(k)(i) is the distribution of a minimum capacity s-i blocking set with respect
to P(k)si for 1 ≤ k ≤ r. Then for j 6= s,
g(r+1)(j) =
n∏
i=1
(g(r)(i)⊕ gi,j)⊗ es(j)
=
( ∏
i∈B(j)
(g(r)(i)⊕ gi,j)
)( ∏
i/∈B(j)
(g(r)(i)⊕ gi,j)
)
es(j)
=
( ∏
i∈B(j)
(g(r)(i)⊕ gi,j)
)( ∏
i/∈B(j)
(g(r)(i)⊕ z0)
)
z0
=
∏
i∈B(j)
(g(r)(i)⊕ gi,j).
The final expression above extends all s-i paths P ∈ P(r)si from node i to node j via the single arc
(i, j) for i ∈ B(j). Thus, g(r+1)(j) considers all s-j paths of cardinality at most r + 1.
From the inductive hypothesis, g(r)(i) is the distribution of a minimum capacity s-i blocking
set with respect to P(r)si . Note that to block all paths in P(r+1)sj , one can block all subpaths from s to
i of cardinality at most r (namely, P(r)si ), or one can block the subpath from i to j of cardinality one
(namely, arc (i, j)) for all i ∈ B(j). Therefore, the last expression above computes the distribution
of a minimum capacity s-j blocking set with respect to P(r+1)sj .
Theorem 5.3.5. For any D ∈ D(n−1)sj , D blocks (disconnects) s from j in G for any j 6= s.
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Proof. Let j ∈ N \ {s} and let D ∈ D(n−1)sj . Then D blocks all simple s-j paths. (Recall that any
simple path P has |P | ≤ n − 1 where n = |N |.) It suffices to show that D necessarily blocks any
non-simple s-j path in G. Let P ∈ Psj be non-simple. Then P must contain as a subpath a simple
s-j path Q. Since Q is simple, we necessarily have |Q| ≤ n− 1 and Q ∈ P(n−1)sj , so D must block Q.
Subsequently, D must also block P . Thus, D is an s-j blocking set in G.
Theorems 5.3.4 and 5.3.5 guarantee that n− 1 iterations of (5.6) are sufficient to compute
the distribution of a minimum capacity s-j blocking set in G. The following theorem proves that
performing n − 1 iterations of (5.6) guarantees that we obtain an upper bound on the distribution
gCE(j) of a minimum capacity s-j cutset for all j ∈ N .
Theorem 5.3.6. For any j ∈ N , gCE(j)  g(n−1)(j).
Proof. From Theorem 5.3.4, g(n−1)(j) gives the distribution of a minimum capacity s-j disconnecting
in G for all j ∈ N . Recall that an s-j cutset is a minimal s-j blocking (disconnecting) set. If D is
an s-j blocking set in G, then D is either minimal, in which case D = K for some K ∈ Ksj . Here
the capacity distribution g(D) of D is equal to the capacity distribution g(K) of K: g(D) = g(K).
If D is not minimal, then K ⊂ D for some K ∈ Ksj , which gives g(K)  g(D). Thus, since for any
s-j disconnecting set D g(K)  g(D) for some K ∈ Ksj , we are guaranteed that ⊕
∑
K∈Ksj
g(K) 
⊕ ∑
D∈D(n−1)sj
g(D), i.e., gCE(j)  g(n−1)(j).
Also of interest is the expected minimum s-j cut capacity λ(j) for j ∈ N . We discuss various
methods for obtaining bounds on λ(j) in the next section.
5.3.2 Bounds on Expected Capacity
As in Section 4.3, an easily calculated upper bound on λ(j) is λ(j), which is derived from the
PERT bound. However, unlike the situation for stochastic shortest paths in general networks, there
is no fixed-point formulation for the exact calculation of the PERT bound with respect to stochastic
minimum cuts. Another upper bound on λ(j) can, however, be calculated by taking the expectation
of g(n−1)(j). From Theorem 5.3.6, gCE(j)  g(n−1)(j) for all j ∈ N . Taking the expectation of both
sides, we obtain λ(j) ≤ λILA(j), where λILA(j) = E[g(n−1)(j)] is the bound obtained by taking the
expectation of the Inverted General Labeling Algorithm polynomial.
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We now show how the Fulkerson bound for cutsets (Section 4.3.1) can be extended to general
networks and provide a formulation based on fixed-point iterations. We then prove that this iterative
scheme can be used to find an upper bound on λILA(j) and thus on λ(j) for all j ∈ N .
Analogous to the general Fulkerson bound for shortest paths (5.4), let λF be a 1×n vector
and let W be the weighted node-node adjacency matrix with Wij = gi,j for (i, j) ∈ A. Recursively
define
λF
(0) = es;
λF
(k+1) = E[({λF (k)} ∗W )⊗ es], (5.7)
where es = E[es] and {λF (k)} denotes the vector of degenerate distributions {λ(k)F (j)} for all j ∈ N .
Similar to the Fulkerson calculations presented in Section 5.2.3, λ
(k)
F (j) provides an estimate of the
expected minimum s-j cut capacity after the kth iteration. We demonstrate this recursive definition
in the following example.
Example 5.3.7. Once again consider the cyclic bridge network in Fig. 5.4 and let the arc capacity
polynomials be given by
ga = xa,1z
4 + xa,2z
11, gb = xb,1z
2 + xb,2z
8, gc = xc,1z
5 + xc,2z
6,
gd = xd,1z
1 + xd,2z
10, ge = xe,1z
3 + xe,2z
12, gf = xg,1z
2 + xg,2z
3
and initialize λF
(0) =
[
∞ 0 0 0
]
. Then if each arc assumes its lower capacity with probability
p and its higher capacity with probability 1− p,
λF
(1) = E

[
{∞} {0} {0} {0}
]
∗

z0 ga gb z
0
z0 z0 gc gd
z0 gg z0 ge
z0 z0 z0 z0

⊗
[
z∞ z0 z0 z0
]

= E
[[
z0 ga gb z
0
]
⊗
[
z∞ z0 z0 z0
]]
= E
[[
z∞ ga gb z0
]]
=
[
∞ 11− 7p 8− 6p 0
]
,
λF
(2) = E

[
{∞} {11− 7p} {8− 6p} {0}
]
∗

z0 ga gb z
0
z0 z0 gc gd
z0 gg z0 ge
z0 z0 z0 z0

⊗
[
z∞ z0 z0 z0
]

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= E
[[
z0 ga({8− 6p} ⊕ gf ) gb({11− 7p} ⊕ gd) ({11− 7p} ⊕ gd)({8− 6p} ⊕ ge)
]
⊗
[
z∞ z0 z0 z0
]]
=
 ∞

14− 8p, 0 ≤ p ≤ 5
6
19− 19p + 6p2, 5
6
≤ p ≤ 1

14− 7p, 0 ≤ p ≤ 5
7
19− 19p + 7p2, 5
7
≤ p ≤ 6
7
19− 13p, 6
7
≤ p ≤ 1

18− 20p + 6p2, 0 ≤ p ≤ 1
7
19− 28p + 13p2, 1
7
≤ p ≤ 5
6
19− 23p + 7p2, 5
6
≤ p ≤ 1
 .
Like the case for shortest paths, we must perform piecewise calculations over the intervals [0, 57 ],
[ 57 ,
5
6 ], [
5
6 ,
6
7 ], and [
6
7 , 1] to determine λF
(3). Doing so yields
[λF
(3)]T =

∞
14− 8p
14− 7p
22− 18p, 0 ≤ p ≤ 2
7
24− 27p+ 7p2, 2
7
≤ p ≤ 1
2
28− 39p+ 15p2, 1
2
≤ p ≤ 5
7
33− 56p+ 34p2 − 7p3, 5
7
≤ p ≤ 5
6
38− 72p+ 51p2 − 13p3, 5
6
≤ p ≤ 1

.
The following theorem establishes that (5.7) produces a non-decreasing sequence of estimates
for the expected minimum s-t cut capacity.
Theorem 5.3.8. For k ≥ 0, the sequence {λF (k)} is non-decreasing.
Proof. We proceed by induction on k. When k = 0, λF
(0) = es, and when k = 1,
λF
(1) = E[({λF (0)} ∗W )⊗ es] ≥ E[e(s)] = λF (0).
The inequality above results from the majorization ({λF (0)} ∗ W ) ⊗ es  es which follows from
Property 2.2.4(b). Inductively, assume λF
(k−1) ≤ λF (k) for 1 ≤ k ≤ r. Then
λF
(r+1) = E[({λF (r)} ∗W )⊗ es] ≥ E[({λF (r−1)} ∗W )⊗ es] = λF (r),
where the inequality follows from Theorem 5.3.1 as well as Property 2.2.4(e).
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We now prove that the Fulkerson estimate λF
(k) provides an upper bound on the expected
value of g(k) for all k ≥ 0. We then show how the Fulkerson iterations (5.7) can be used to obtain
an upper bound on the expected minimum s-j cut capacity λ(j) for all j ∈ N .
Theorem 5.3.9. For all k ≥ 0, E[g(k)] ≤ λF (k).
Proof. The proof is similar to the proof for Theorem 4.3.2, so the details are omitted. Here, however,
we begin by considering the conditional expectation E[g(r+1)(j)|gi,j : i, j ∈ N, es].
Theorem 5.3.10. For all j ∈ N , λ(j) ≤ λ(n−1)F (j).
Proof. From Theorem 5.3.9, λILA(j) ≤ λ(n−1)F (j) for all j ∈ N . The majorization gCE(j) 
g(n−1)(j) proved in Theorem 5.3.6 implies λ(j) ≤ λILA(j). Therefore, λ(j) ≤ λILA(j) ≤ λ(n−1)F (j)
for all j ∈ N .
Because n − 1 iterations of (5.7) guarantee that an upper bound on λ(j) is obtained, we
can denote the (general) Fulkerson bound by λF (j) = λ
(n−1)
F (j) for all j ∈ N . We maintain this
notation in Section 5.3.3.
5.3.3 Numerical Results
Section 5.3.1 developed a fixed-point formulation for obtaining an upper bounding distribu-
tion for gCE(j). In Section 5.3.2 we focused on bounding the expected minimum s-j cut capacity and
presented a recursive definition for the Fulkerson estimate of this value. Similar to acyclic networks,
the Fulkerson definition has been shown to yield an upper bound on the expected minimum s-t cut
capacity λ = λ(t) after a finite number of iterations. We now apply these methods to the cyclic bridge
network of Example 5.3.7. Fig. 5.5 plots λ = λ(t), λILA = λILA(t), and λF = λF (t). Although
fixed-point formulations are not provided for obtaining g′CE(t) and the PERT bound λ = λ(t), we
also plot λ′CE = E[g
′
CE(t)] and λ for comparison.
As predicted by Theorems 5.3.6 and 5.3.9, we have λ ≤ λILA ≤ λF . Results analogous to
those in Chapter 4 also show that λ′CE ≤ λ and λ ≤ λ. Fig. 5.5 also demonstrates that λ is not in
general comparable to λILA or λF .
115
ΛILA
ΛF
ΛCE
¢
ΛΛ
0.0 0.2 0.4 0.6 0.8 1.0
0
5
10
15
20
p
Ex
pe
ct
ed
Ca
pa
ci
ty
Figure 5.5: Bounds on the expected minimum s-t cut capacity in the cyclic bridge network
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Chapter 6
Implementation Issues
Throughout this dissertation we have studied various algebraic approaches to some stochas-
tic optimization problems. Algorithms for shortest paths (Path Enumeration and the Acyclic Al-
gorithm), as well as for minimum cuts (Cutset Enumeration, Inverted Path Enumeration, and the
Inverted Acyclic Algorithm) require that we perform symbolic computations on polynomials involv-
ing state indicator variables. Manual computation of such expressions restricts the size of problems
that can be easily analyzed. Therefore, it is important to be able to implement these algebraic
algorithms using computerized techniques.
Throughout the remainder of this chapter we provide an overview of how the ⊗ and ⊕
operations can be implemented and discuss simplification techniques that utilize Properties 2.1.4.
We do not go into extensive technical detail of how these operations or the algorithms themselves
are coded; rather we explain their implementations via demonstrations.
6.1 Representation of Arc Polynomials and Node Labels
For this dissertation, the computing package of choice for algorithms involving ⊗ and ⊕
was MATLAB [47]. As we will see, MATLAB is a useful tool since it is particularly well suited
for vector and matrix calculations. To implement the algebraic operations and various algorithms,
it was necessary to first devise an appropriate representation for the state indicators. Recall that
each arc r ∈ A has σr possible states. Each state indicator xr,k for 1 ≤ k ≤ σr is represented by
a 1 ×m state indicator vector vr,k with m = |A|. The only non-zero entry in vr,k is the rth entry
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vr,k(r). Specifically, vr,k(r) = k, indicating that arc r is in state k. (The remaining entries, which
correspond to arcs other than r, are 0 which represents the notion that the states of these arcs are
not specified. From our assumption of the independence of arc random variables these arcs do not
affect the state of arc r and thus can be in any of their states.)
An arc length/capacity polynomial for arc r is represented by a σr × (m + 1) matrix Φr,
which is a collection of state indicator vectors vr,k along with the associated lengths/capacities.
Namely, row k of Φr is given by [vr,k|ψr,k], where vr,k indicates that arc r is in state k as stated
earlier, and ψr,k specifies the corresponding length or capacity in state k. (Thus far, we have
presented polynomials in non-decreasing order by exponent (length, capacity). We maintain the
same convention when representing polynomials in matrix form and order the rows in non-decreasing
order by exponent.)
Example 6.1.1. Consider the network in Fig. 4.2 where the arc capacity polynomials are given
in Example 4.1.1. In particular, the capacity distribution of arc b is specified by gb = xb,1z
10 +
xb,2z
13 + xb,3z
18. Because arc b has three possible states and there are |A| = 8 arcs in the network,
we represent the distribution of arc b using the 3× 9 matrix
Φb =

0 1 0 0 0 0 0 0 10
0 2 0 0 0 0 0 0 13
0 3 0 0 0 0 0 0 18
.
By contrast to these (static) arc polynomial matrices, our algorithms typically involve ma-
nipulating and updating node labels, represented by node polynomial matrices, which we now define.
The polynomial label f (g) on a node is represented by a q × (m + 1) matrix Θf (Θg) for some
q ∈ N , where each row of Θf (Θg) consists of a unique sequence of m numbers that specifies a state
(or set of states) of the network, and the (m+ 1)st entry is the corresponding shortest path length
(minimum cut capacity).
Example 6.1.2. Consider again the network in Fig. 4.2 with s = 1 and t = 5, with arc capacity
polynomials specified in Example 4.1.1. The final polynomial label g = gCE(t), also shown in
Example 4.1.1, can be represented by the node polynomial matrix
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Θg =

1 1 0 0 0 0 0 0 13
2 1 0 0 1 0 1 1 15
1 2 0 0 0 0 0 0 16
2 1 0 0 2 0 1 1 16
2 1 0 0 1 0 1 2 17
2 1 0 0 1 0 2 1 18
2 1 0 0 2 0 1 2 18
2 2 0 0 1 0 1 1 18
2 1 0 0 2 0 2 1 19
2 2 0 0 2 0 1 1 19
2 1 0 1 1 0 2 2 19
...
2 3 0 2 2 0 2 2 29

.
6.2 Implementation of the Operations ⊗ and ⊕
A critical component in carrying out the ⊗ and ⊕ operations is the “multiplication” of
Boolean state indicator variables. In order to discuss how the ⊗ and ⊕ operations are implemented
using this new matrix representation, we first discuss how to perform “multiplication” of the corre-
sponding state indicator vectors.
Let v1 and v2 represent two distinct state indicator vectors. When multiplying these vectors,
Properties 2.1.4(c) and (d) play important roles. (Although Properties 2.1.4 are defined explicitly for
calculations with Boolean state indicators for single arcs, recall that in Section 2.1 we stated these
properties could be extended to sets of arcs. Therefore, they can be employed in the multiplication
of state indicator vectors.) In applying these properties, it is important to determine whether an
arc r is in the same state or in different states in v1 and v2. (The case where the state of arc r is
specified in only one of v1 or v2 is not of concern. The state of arc r in the resulting term will be
the state of arc r that was specified.) In particular, if arc r is in two different states in v1 and v2
then the rule for multiplication of v1 and v2 follows from Property 2.1.4(d): v1v2 = 0.
Example 6.2.1. Let G be a network with five arcs and consider two polynomials f = xb,3xc,1xd,2z
5
and g = xa,1xc,1xd,2z
4 + xa,2xb,3xd,3z
7. In f , let v1 be the state indicator vector representation
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of the coefficient of z5: v1 = [0 3 1 2 0]. Similarly, let v2 and v3 be the state indicator vector
representations of the coefficients of z4 and z7, respectively, in g: v2 = [1 0 1 2 0], v3 = [2 3 0 3 0].
Suppose we wish to compute f ⊕ g. From Definition 2.1.3, we must multiply v1 and v2 to
determine the state indicator vector representation of the resulting coefficient of z4. We see that
the only arcs that have specified states in both v1 and v2 are c and d. Since the states of these arcs
agree in both v1 and v2, we can compute v1v2 as the componentwise maximum vector:
v1v2 = [ 1 3 1 2 0 ].
So, v1v2 ≡ xa,1xb,3xc,1xd,2, consistent with Property 2.1.4(c). To compute the state indicator vector
representation of the resulting coefficient of z5, we must multiply v1 and v3. Here, b and d are the
only arcs with specified states in both v1 and v3. However, the state of arc d in v1 is not the same
as that in v3, i.e., v1(d) 6= v3(d). Therefore, Property 2.1.4(d) implies that the multiplication of v1
and v3 is empty, i.e., no resultant state indicator vector is produced, so the set of coefficients of z
5
in the resulting polynomial is empty.
The ⊗ operation is critical to the implementation of the algebraic algorithms since it allows
us to calculate the length (capacity) distribution of an individual path (cutset). In general, it is used
for combining series arcs (paths) in shortest path calculations and parallel arcs (paths) in minimum
capacity cut calculations. Given two polynomials f and g, f ⊗ g is obtained by “multiplying”
each term of f by every term of g using the previously defined multiplication of state indicator
vectors. The corresponding lengths (capacities) are combined as indicated in the definition of ⊗.
Example 6.2.2 demonstrates the implementation of ⊗ in the context of minimum cut calculations.
Example 6.2.2. Consider the bridge network in Fig. 4.10 with s = 1 and t = 4. There are three
s-t paths: P1 = [a, d], P2 = [a, c, e], P3 = [b, e]. We consider a portion of the calculations needed to
compute the Inverted Path Enumeration polynomial, namely g(P1) ⊗ g(P2), where g(Pi) =
∑
a∈Pi
ga
for i = 1, 2, 3. Suppose g(P1) = (xa,1 + xa,2xd,1)z
1 + xa,2xd,2z
3 + (xa,2xd,3 + xa,2xd,4)z
4 and
g(P2) = xc,1xe,1z
1 + xa,2xc,1xe,2z
5. The matrix representations of g(P1) and g(P2) are
Θg(P1) =

1 0 0 0 0 1
2 0 0 1 0 1
2 0 0 2 0 3
2 0 0 3 0 4
2 0 0 4 0 4

, Θg(P2) =
 0 0 1 0 1 1
2 0 1 0 2 5
.
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Consider h = g(P1) ⊗ g(P2). Using distributive law of traditional multiplication, we multiply the
first term in Θg(P1) by the first term in Θg(P2) to obtain [1 0 1 0 1]. The corresponding capacity of
the resulting term is determined by summing the capacities of these two terms. Thus far,
Θh =
[
1 0 1 0 1 2
]
.
We then multiply the first term in Θg(P1) by the second term in Θg(P2). Here we see that arc a is
in two different states in these two terms. Therefore, there is no resultant product, so no new term
is added to Θh. We continue in this manner, distributing term k of Θg(P1) over the two terms in
Θg(P2) for 1 ≤ k ≤ 5, and adding non-empty resulting terms to Θh as necessary. Upon completion,
Θh =

1 0 1 0 1 2
2 0 1 1 1 2
2 0 1 1 2 6
2 0 1 2 1 4
2 0 1 2 2 8
2 0 1 3 1 5
2 0 1 3 2 9
2 0 1 4 1 5
2 0 1 4 2 9

.
In the above calculations, we encounter situations where the product of two state indicator vectors
is empty due to a “conflict” in the state of at least one arc. This situation occurs often during the
application of ⊗ in Inverted Path Enumeration and the Inverted Acyclic Algorithm where we are
combining dependent terms using the ⊗ operation. However, it does not occur during the imple-
mentation of ⊗ in shortest path calculations or in Cutset Enumeration since ⊗ acts on independent
terms in such calculations.
Since polynomials (and their matrix representations) are in written in non-decreasing order
by length (capacity), we would like the matrix Θh resulting from h = f ⊗ g to be arranged in non-
decreasing order by exponent as well. One way of achieving this is to generate individual terms using
the distributive law of (traditional) multiplication as demonstrated above and then sort these terms
by non-decreasing exponent. However, this is not very efficient for the large matrices obtained in our
work. A more efficient method for generating terms of f ⊗ g in non-decreasing order by exponent is
described in [34]. We omit the details here.
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We now discuss implementation of the ⊕ operation. In general, this operation allows us to
combine parallel arcs (paths) in shortest path calculations and series arcs (paths) in cutset calcula-
tions. Like ⊗, the ⊕ operation involves all possible pairings of terms from the two input polynomials.
In this case, however, the output is generated by identifying the minimum length (capacity) associ-
ated with the two terms and performing the “multiplication” of the corresponding state indicator
vectors. We are once again interested in producing the resultant matrix in order of non-decreasing
length (capacity). This is more easily achieved when applying ⊕ than when applying ⊗. We briefly
describe the idea next.
To identify the minimum length (capacity) at each iteration we employ a modified merge
sort [13]. The ordered lengths (capacities) from f and g can be considered as the two input lists for
a merge sort algorithm with respective heads. The head of each list is defined to be the first term
in the polynomial that has not yet been processed using the ⊕ operation. At each iteration, we
select from the two heads one with the minimum exponent and then distribute the corresponding
term over the remaining terms of the other polynomial, i.e., from its current head to the end of that
polynomial’s list. We continue in this manner until all paired computations between f and g have
been considered. In the following example, we demonstrate implementation of the ⊕ operation in
the context of shortest path calculations.
Example 6.2.3. The bridge network in Fig. 3.1 has three s-t paths: [a, d], [a, c, e], [b, e]. Here we
consider a portion of the calculations involved in calculating the Path Enumeration polynomial.
Let f(Pi) =
∏
a∈Pi
fa be the path length polynomial for path Pi, i = 1, 2, 3. Suppose f(P1) =
xa,1xd,1z
2 +xa,1xd,2z
4 +xa,2xd,1z
6 +xa,1xd,3z
7 +xa,2xd,2z
8 +xa,1xd,4z
10 +xa,2xd,3z
11 +xa,2xd,4z
14
and f(P2) = xa,1xc,1xe,1z
6 + xa,1xc,1xe,2z
9 + xa,2xc,1xe,1z
10 + xa,1xc,2xe,1z
11 + xa,2xc,1xe,2z
13 +
xa,1xc,2xe,2z
14 + xa,2xc,2xe,1z
15 + xa,2xc,2xe,2z
18. The corresponding matrices are given by
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Θf(P1) =

1 0 0 1 0 2
1 0 0 2 0 4
2 0 0 1 0 6
1 0 0 3 0 7
2 0 0 2 0 8
1 0 0 4 0 10
2 0 0 3 0 11
2 0 0 4 0 14

, Θf(P2) =

1 0 1 0 1 6
1 0 1 0 2 9
2 0 1 0 1 10
1 0 2 0 1 11
2 0 1 0 2 13
1 0 2 0 2 14
2 0 2 0 1 15
2 0 2 0 2 18

.
Let fi and gj represent the i
th term of Θf(P1) and the j
th term of Θf(P2), respectively. Consider
h = f(P1)⊕ f(P2) and denote the output at iteration k by Θ(k)h . In the first iteration, we consider
the exponents of f1 and g1. Because f1 has the smaller exponent of the two, we distribute f1 over
f(P2) to obtain
Θ
(1)
h =

1 0 1 1 1 2
1 0 1 1 2 2
1 0 2 1 1 2
1 0 2 1 2 2

.
In the second iteration, we compare the exponents of f2 and g1; f2 has the smaller exponent.
Distributing f2 over f(P2) yields
Θ
(2)
h =

1 0 1 1 1 2
1 0 1 1 2 2
1 0 2 1 1 2
1 0 2 1 2 2
1 0 1 2 1 4
1 0 1 2 2 4
1 0 2 2 1 4
1 0 2 2 2 4

.
The exponents of f3 and g1 in the third iteration are equal, so we can choose either f3 or g1 to
distribute over the remainder of the other polynomial. Here we distribute f3 over f(P2) to obtain
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Θ
(3)
h =

1 0 1 1 1 2
1 0 1 1 2 2
1 0 2 1 1 2
1 0 2 1 2 2
1 0 1 2 1 4
1 0 1 2 2 4
1 0 2 2 1 4
1 0 2 2 2 4
2 0 1 1 1 6
2 0 1 1 2 6
2 0 2 1 1 6
2 0 2 1 2 6

.
Continuing in this manner until we have exhausted all terms from one polynomial yields
124
Θh = Θ
(11)
h =

1 0 1 1 1 2
1 0 1 1 2 2
1 0 2 1 1 2
1 0 2 1 2 2
1 0 1 2 1 4
1 0 1 2 2 4
1 0 2 2 1 4
1 0 2 2 2 4
2 0 1 1 1 6
2 0 1 1 2 6
2 0 2 1 1 6
2 0 2 1 2 6
1 0 1 3 1 6
1 0 1 4 1 6
1 0 1 3 2 7
1 0 2 3 1 7
1 0 2 3 2 7
2 0 1 2 1 8
2 0 1 2 2 8
2 0 2 2 1 8
2 0 2 2 2 8
1 0 1 4 2 9
1 0 2 4 1 10
1 0 2 4 2 10
2 0 1 3 1 10
2 0 1 4 1 10
2 0 1 3 2 11
2 0 2 3 1 11
2 0 2 3 2 11
2 0 1 4 2 13
2 0 2 4 1 14
2 0 2 4 2 14

.
Using the properties of state indicators, the above can be simplified to
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
1 0 0 1 0 2
1 0 0 2 0 4
2 0 0 1 1 6
1 0 1 3 1 6
1 0 1 4 1 6
1 0 0 3 2 7
1 0 2 3 1 7
2 0 0 2 0 8
1 0 1 4 2 9
1 0 2 4 0 10
2 0 1 3 1 10
2 0 1 4 1 10
2 0 0 3 2 11
2 0 2 3 1 11
2 0 1 4 2 13
2 0 2 4 0 14

.
As in Example 6.2.2, we once again encounter situations where the product of two state
indicator vectors is empty. Here we see this situation arise in the implementation of ⊕ in shortest
path calculations and Cutset Enumeration where ⊕ is acting on two dependent polynomials.
Observe that the simplification that occurs among the terms corresponding to exponents 2
and 4 results in f1 and f2 (the original terms of f(P1) corresponding to exponents 2 and 4) occurring
as terms of the polynomial f(P1)⊕ f(P2). When term f1 was distributed over every term in f(P2),
this was equivalent to performing the coefficient “multiplication” f1 ·
8∑
j=1
gj which results in f1. This
simplification is a direct result of Property 2.1.4(e). Thus, we can be assured that when a term fi
is distributed over an entire polynomial g, the result is fi.
We incorporate this rudimentary simplification technique directly into the implementation
of ⊕. To do so, we include a “simplification check” that allows us to immediately determine when
a term is being distributed over an entire polynomial. For this reason, it is imperative that the
input polynomials are listed in non-decreasing order by exponent; this ensures that if a term has an
exponent less than or equal to the exponent of the term with which it is being compared, its exponent
must be no larger than than the exponents of all subsequent terms. Given input polynomials f and
g, we compare the exponents of the first terms (f1 and g1) of f and g to identify the term, say
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f1 with the smaller exponent. Because f1 would be distributed over the entire polynomial g, we
may immediately output f1 as a result of distribution. Such simplification may occur more than
once if multiple leading terms of one polynomial, in this case f , have exponents that are no larger
than the smallest exponent of the other polynomial g (since in this case each chosen term would be
distributed over all of g). If g1 is the chosen term at some subsequent step, however, it must be
individually distributed among the remaining terms of f .
The simplification technique just described is easily incorporated into the ⊕ algorithm and
would be applied at just the first few iterations. However, in most cases, this simplification technique
is only of minor significance when considering the size of a generated polynomial. Typically, a
resultant polynomial can be further simplified by applying the properties of state indicators, the
most important of which is Property 2.1.4(e). Performing simplification within our algorithms
requires a conversion of the properties of state indicators to equivalent forms that coincide with our
matrix representation of polynomials, namely our vector representation of state indicators. Recall
that a zero appearing in these arrays represents a “don’t care” state. For example, in the state
indicator vector [1 4 2 0 3 2], the zero appearing in the fourth position indicates that the state of
arc d does not affect (say) the shortest s-t path length given that arc a is in state 1, arc b is in state
4, arcs c, f are in state 2, and arc e is in state 3. With this interpretation, we are able to apply a
variation of the Quine-McCluskey method [7] for simplification of Boolean expressions in order to
reduce the size of resultant polynomials. In the following section we describe how we can modify the
Quine-McCluskey method to simplify coefficients of polynomials obtained in our calculations and
discuss important differences between our version and the traditional Quine-McCluskey method.
6.3 Simplification of Polynomials
Given a polynomial in its matrix representation, each row specifies a unique state (or set
of states) of the network and the corresponding shortest path length or minimum cut capacity.
Although we have mainly restricted ourselves to the two-state case for presentation purposes in
Chapters 3-5, we consider the general case where each arc a has any (finite) number σa of states; all
arcs need not have the same number of states. We wish to apply the properties of state indicators
to simplify the coefficients occurring in polynomials. For a path length or cut capacity polynomial,
we can only perform simplification on terms with the same corresponding exponent (length, capac-
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ity). Thus, we can consider performing simplification on each such “block” of the polynomial. In
particular, we are interested in summing coefficients associated with the same exponent using the
property
σa∑
q=1
xa,q = 1.
For example, consider a network with arcs a, b, c, d, e and σa = σc = 2, σb = 3, σd = 5,
σe = 4. Let xa,1xb,3xc,1xd,2xe,4z
9 + xa,1xb,1xc,1xd,2xe,4z
9 + xa,1xb,2xc,1xd,2xe,4z
9 be a portion of a
shortest path length polynomial corresponding to a path length of 9. Symbolically, we can simplify
xa,1xb,3xc,1xd,2xe,4+xa,1xc,1xb,1xd,2xe,4+xa,1xb,2xc,1xd,2xe,4 = xa,1(xb,3+xb,1+xb,2)xc,1xd,2xe,4 =
xa,1xc,1xd,2xe,4 since xb,1+xb,2+xb,3 = 1. In matrix form, the original subset of terms are represented
as 
1 3 1 2 4 9
1 1 1 2 4 9
1 2 1 2 4 9
.
We observe that the state indicator vectors above are identical except for position 2, which corre-
sponds to arc b. Recall that each of these state indicator vectors represents a particular state of the
network in which a shortest path has length 9. Given that arcs a, c are in state 1, arc d is in state
2, and arc e is in state 4, we see that arc b can be in any one of its three possible states. Since there
are σb = 3 state indicator vectors that are identical except the position corresponding to arc b, we
can simplify these terms with respect to arc b:
1 3 1 2 4 9
1 1 1 2 4 9
1 2 1 2 4 9
 −→
[
1 0 1 2 4 9
]
.
Here we use a 0 to represent a “don’t care” state, consistent with Property 2.1.4(e) for state indicator
variables. We now describe a general procedure for simplification of multi-state polynomials which
is based on the Quine-McCluskey method.
Consider the bridge network in Fig. 3.1 and let the arc length polynomials be given by
fa = xa,1z
4 + xa,2z
7 + xa,3z
8, fb = xb,1z
2 + xb,2z
3 + xb,3z
5 + xb,4z
7, fc = xc,1z
2 + xc,2z
4,
fd = xd,1z
4 + xd,2z
5 + xd,3z
9, fe = xe,1z
5 + xe,2z
8.
The shortest 1-4 path length polynomial can be found in Appendix B. The only simplification that
has been performed in the calculation of fL(4) is the rudimentary simplification incorporated into
the implementation of ⊕; there are 82 terms present in this polynomial.
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Let M be the matrix representation of fL(4). We observe that there are eight possible
shortest s-t path lengths depending on the state of the network, namely 7, 8, 9, 10, 11, 12, 13, 15.
Because we wish to simplify the coefficients corresponding to a given length, we partition M into
eight submatrices based on a common length. Each submatrix Mi, 1 ≤ i ≤ 8, contains all state
indicator vectors corresponding to a given length, but not the length itself: here M1 contains all state
indicator vectors corresponding to length 7, M2 contains all state indicator vectors corresponding
to length 8, etc. To illustrate, we consider simplification of the coefficients corresponding length 8,
where the associated matrix is given by
M2 =

1 2 0 1 1
1 1 0 1 2
1 3 0 1 1
1 2 0 1 2
1 4 1 1 1
1 4 2 1 1
1 3 0 1 2
1 4 1 1 2
1 4 2 1 2
1 2 0 2 1
2 2 0 1 1
2 2 0 2 1
3 2 0 1 1
1 2 0 3 1
3 2 0 2 1
2 2 0 3 1
3 2 0 3 1

.
Certain criteria must be satisfied for simplification to occur. A set of terms can be simplified
with respect to a given arc r if there are exactly σr terms and all these terms differ in exactly one
position, namely the position corresponding to arc r. Consequently, this set of terms must contain
the same number of 0s in their state indicator vector representations. (Recall that as we perform
simplifications we replace specified arc states with a “don’t care” state represented by a 0. Therefore,
the more 0s that occur in a state indicator vector the more “simplified” we consider a term.) We will
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use a “simplification table” to keep track of original terms and all possible simplified terms. This
table is organized in sections with respect to the “simplification level” of terms. Terms that are the
least simplified (have the least number of 0s in their state indicator vectors) are contained in the
first section, while terms that are the most simplified (contain the most 0s in their state indicator
vectors) are in the last section.
To initialize the simplification table we first reorder M2 based on the simplification level of
its terms:
M2 =

1 4 1 1 1
1 4 2 1 1
1 4 1 1 2
1 4 2 1 2
1 2 0 1 1
1 1 0 1 2
1 3 0 1 1
1 2 0 1 2
1 3 0 1 2
1 2 0 2 1
2 2 0 1 1
2 2 0 2 1
3 2 0 1 1
1 2 0 3 1
3 2 0 2 1
2 2 0 3 1
3 2 0 3 1

.
Here, terms in M2 either have no 0s or exactly one 0. We consider the terms with no 0s to be “Level
1” terms since they are the least simplified and the terms with one 0 to be “Level 2” terms. (As
we build the table, terms with two 0s will be considered “Level 3” terms, those with three 0s will
be “Level 4” terms, etc.) We initialize the simplification table with the terms of M2, sequentially
numbering the terms as they are added to the table. We also identify the “factors” of each term.
Each initial term has as a factor only itself, represented by its assigned sequential number. Table
6.1 shows this initialization.
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Level 1 Level 2
Factor(s) State Indicator Factor(s) State Indicator
1 1 4 1 1 1 5 1 2 0 1 1
2 1 4 2 1 1 6 1 1 0 1 2
3 1 4 1 1 2 7 1 3 0 1 1
4 1 4 2 1 2 8 1 2 0 1 2
9 1 3 0 1 2
10 1 2 0 2 1
11 2 2 0 1 1
12 2 2 0 2 1
13 3 2 0 1 1
14 1 2 0 3 1
15 3 2 0 2 1
16 2 2 0 3 1
17 3 2 0 3 1
Table 6.1: Initial simplification table
To build the table, we begin with the Level 1 terms and consider simplification with respect
to each arc. Before we present the general procedure we define a “bucket.” When considering
simplification with respect to an arc r, a bucket is an abstract object that contains a set of terms
that are identical in all positions except for position r. For example, consider the set of Level 1
terms in M2 found in Table 6.1 and suppose we wish to simplify with respect to arc c. Ignoring
the third position (which corresponds to arc c), there are two distinct buckets “1411” and “1412”
associated with arc c. We see that terms 1 and 2 are placed in bucket “1411,” while terms 3 and 4
are placed in bucket “1412.” In general, each arc r will have multiple associated buckets and each
bucket may contain a different number of terms, not necessarily equal to σr.
In the brief demonstration above, determining the buckets and appropriately adding terms
is easy since each of the two buckets is comprised of consecutive terms (1, 2 and 3, 4). In general,
terms are not arranged “nicely” with consecutive terms forming a single bucket. We can, however,
rearrange terms so that buckets can be efficiently identified by sorting the rows in semi-lexicographic
order for each arc r (i.e., ignoring the entry in the position corresponding to arc r, we arrange the
terms in lexicographic order.) Once such sorting is complete, terms to be placed in a single bucket
will automatically be grouped together. We now give the general procedure for simplifying a given
set of terms.
To simplify with respect to an arc r, we perform the following steps:
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1. Sort the rows in semi-lexicographic order and create the buckets.
2. Determine if the number of terms in each bucket is equal to σr; if so, compute the simplified
term, add it to the table, and indicate its factors. (The factors of a term v are all of the
original terms that are combined to create v, where an original term is one that appears in the
pre-simplified polynomial.)
We see that all Level 1 terms have arcs a and d in state 1 and arc b in state 4, so it is not
possible to simplify these terms with respect to arc a, b, or d. Simplification with respect to arcs c
and e, however, may be possible. We first consider simplification with respect to arc c. In this case,
the rows are already in semi-lexicographic order with respect to arcs a, b, d, and e:
1 : 1 4 1 1 1
2 : 1 4 2 1 1
3 : 1 4 1 1 2
4 : 1 4 2 1 2
Terms 1 and 2 are identical in every position except that corresponding to arc c so they are placed
in bucket “1411”. Since there are σc = 2 terms in this bucket we can combine these terms to create
a Level 2 term [1 4 0 1 1] with terms 1 and 2 as its factors. Also, terms 3 and 4 are placed into
bucket “1412” and since there are σc = 2 terms in this bucket, we can create another Level 2 term
[1 4 0 1 2] with terms 3 and 4 as its factors. The current table is shown in Table 6.2.
We now consider simplification with respect to arc e. Resorting the Level 1 terms in semi-
lexicographic order gives
1 : 1 4 1 1 1
3 : 1 4 1 1 2
2 : 1 4 2 1 1
4 : 1 4 2 1 2
Here, we observe that terms 1 and 3 are identical in all positions except that corresponding to arc e,
so they are placed in bucket “1411.” (Note that we are now considering simplification with respect
to node e, so this bucket is different from the bucket “1411” used in simplification with respect to
arc c.) Since bucket “1411” contains σe = 2 terms, we can simplify the terms in this bucket to
produce a Level 2 term [1 4 1 1 0] with factors (1,3). Similarly, terms 2 and 4 comprise a bucket
“1421” and we can combine these terms to create a Level 2 term [1 4 2 1 0] with factors (2,4). Since
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Level 1 Level 2
Factor(s) State Indicator Factor(s) State Indicator
1 1 4 1 1 1 5 1 2 0 1 1
2 1 4 2 1 1 6 1 1 0 1 2
3 1 4 1 1 2 7 1 3 0 1 1
4 1 4 2 1 2 8 1 2 0 1 2
9 1 3 0 1 2
10 1 2 0 2 1
11 2 2 0 1 1
12 2 2 0 2 1
13 3 2 0 1 1
14 1 2 0 3 1
15 3 2 0 2 1
16 2 2 0 3 1
17 3 2 0 3 1
(1,2) 1 4 0 1 1
(3,4) 1 4 0 1 2
Table 6.2: Current simplification table
we have considered simplification of Level 1 terms with respect to all arcs, we have exhausted the
Level 1 terms and move on to simplification of Level 2 terms. The simplification table after all Level
1 simplifications is given in Table 6.3.
Using the same procedures described in the simplification of Level 1 terms, we consider all
possible simplifications of Level 2 terms. Any resulting simplified terms, along with their factors,
are added to a Level 3 block and we proceed with simplification of Level 3 terms. We continue in
this manner until we have exhausted all possible simplifications — that is, until no new terms are
produced when we consider simplification of Level k terms for some k. The final simplification table
is given in Table 6.4.
Now that we have completed construction of the simplification table and have identified
all possible candidate terms for inclusion in the simplified expression, we decide on an appropriate
selection of terms to include. In the traditional Quine-McCluskey method, a set of covering terms
is chosen from the simplification table so that each of the original terms is covered at least once.
Therefore, some of the original terms may appear as “factors” in more than one covering term.
For our purposes, however, it is necessary to select a disjoint set of covering terms because we
cannot have one term being used in the creation of two or more distinct covering terms. (This
would be equivalent to adding a coefficient multiple times.) This restriction applies here because
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Level 1 Level 2
Factor(s) State Indicator Factor(s) State Indicator
1 1 4 1 1 1 5 1 2 0 1 1
2 1 4 2 1 1 6 1 1 0 1 2
3 1 4 1 1 2 7 1 3 0 1 1
4 1 4 2 1 2 8 1 2 0 1 2
‘9 1 3 0 1 2
10 1 2 0 2 1
11 2 2 0 1 1
12 2 2 0 2 1
13 3 2 0 1 1
14 1 2 0 3 1
15 3 2 0 2 1
16 2 2 0 3 1
17 3 2 0 3 1
(1,2) 1 4 0 1 1
(3,4) 1 4 0 1 2
(1,3) 1 4 1 1 0
(2,4) 1 4 2 1 0
Table 6.3: Simplification table after Level 1 simplification
the addition and multiplication operations + and ×, occurring in the coefficients of path length
(cut capacity) polynomials are the standard arithmetic operations rather than the logical “OR”
and “AND” operations. (Recall that we eventually substitute probabilities for the symbolic state
indicators, so we need to be able to multiply and add as usual.)
When selecting a disjoint set of covering terms we opt for a “greedy” approach in which we
choose at each step from the most simplified terms possible. We begin by selecting a term, say T1,
from the set of most simplified terms (terms from the highest available simplification level). Because
we need our covering set to be disjoint, we identify the component factors of T1 and remove all terms
containing such factors from the table. We then select the next most simplified term T2, i.e., a term
from the highest simplification level of the remaining table, and remove the necessary terms from
this table. We continue in this manner, working backwards through the simplification table (from
right to left), until all original terms have been covered. The resulting covering set is composed of
various-sized products of the original terms. By removing all factors and products of factors of the
term chosen at each iteration we are guaranteed that at any succeeding iteration the chosen covering
term will not contain these factors, and so the covering set must be disjoint.
Consider the complete simplification table for M2 (whose terms correspond to a shortest
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Level 1 Level 2 Level 3 Level 4
Factor(s) St. Ind. Factor(s) St. Ind. Factor(s) St. Ind. Factor(s) St. Ind.
1 1 4 1 1 1 5 1 2 0 1 1 (5,11,13) 0 2 0 1 1 (5,10,11,12,13 0 2 0 0 1
2 1 4 2 1 1 6 1 1 0 1 2 (10,12,15) 0 2 0 2 1 14,15,16,17)
3 1 4 1 1 2 7 1 3 0 1 1 (14,16,17) 0 2 0 3 1
4 1 4 2 1 2 8 1 2 0 1 2 (3,4,6,8,9) 1 0 0 1 2
9 1 3 0 1 2 (1,2,3,4) 1 4 0 1 0
10 1 2 0 2 1 (5,10,14) 1 2 0 0 1
11 2 2 0 1 1 (11,12,16) 2 2 0 0 1
12 2 2 0 2 1 (13,15,17) 3 2 0 0 1
13 3 2 0 1 1 (5,8) 1 2 0 1 0
14 1 2 0 3 1 (7,9) 1 3 0 1 0
15 3 2 0 2 1
16 2 2 0 3 1
17 3 2 0 3 1
(1,2) 1 4 0 1 1
(3,4) 1 4 0 1 2
(1,3) 1 4 1 1 0
(2,4) 1 4 2 1 0
Table 6.4: Complete simplification table
path length of 8) in Table 6.4. Using the previously described method for selecting a set of covering
terms, we begin the selection process with the Level 4 terms. Since there is only one such term, we
select the term [0 2 0 0 1]. We then remove from the table all terms containing 5, 10, 11, 12, 13, 14,
15, 16, or 17 as a factor and consider the Level 3 terms. Moving down the list of remaining Level 3
terms we first select the term [1 0 0 1 2] for inclusion and remove all terms containing 3, 4, 6, 8, or
9 as a factor. Continuing in this manner we obtain the following simplification M ′2 of M2:
M ′2 =

0 2 0 0 1
1 0 0 1 2
1 3 0 1 1
1 4 0 1 1

.
There are two ways in which we can implement simplification of polynomial coefficients. We
can either perform simplification on the final desired polynomial, or we can perform simplification
at each iteration of our algorithms. For example, in the Acyclic Algorithm we can either implement
simplification of the final shortest s-t path length polynomial fAA(t), or we can implement simpli-
fication after each update fAA(j) =
∑
i∈B(j)
(fAA(i) ⊗ fi,j) for all j ∈ N . Although simplification of
the final desired polynomial does reduce its size, it can often be reduced further if simplification is
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implemented at each iteration to reduce the sizes of the intermediate polynomials used in subsequent
computations. Simplification at each iteration is also beneficial in that it reduces the storage re-
quirements for intermediate polynomials. Therefore, we have implemented the previously described
simplification technique at each iteration of our algebraic algorithms.
Example 6.3.1. Consider the 10-node 21-arc network in Fig. 3.16 and let the arc length polynomials
be as given in Section 3.4. With only the rudimentary simplification used in the implementation
of ⊕ described in Section 6.2, the shortest s-t path length polynomial fL (calculated using the
Acyclic Algorithm) had 167,175 terms. However, when the simplification process of Section 6.3 was
implemented at each step of the Acyclic Algorithm, fL was reduced to 585 terms.
The PERT network shown in Fig. 3.18 of Section 3.4 with arc length polynomials given in
Section 3.4 has 177,874 terms appearing in fL prior to simplification, where fL was calculated using
the Acyclic Algorithm. With complete simplification there are only 856 terms.
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Chapter 7
Conclusions and Extensions
This dissertation has applied an algebraic approach to the formulation and solution of two
fundamental network optimization problems in stochastic networks (shortest s-t paths and maximum
s-t flows). Such an approach provides a unifying framework for expressing both known and new
theoretical results for these stochastic problems. Moreover, this algebraic approach enables the
development of algorithms to calculate the exact distribution of the shortest s-t path length and
the maximum s-t flow value (minimum s-t cut capacity) in a stochastic network. Upper and lower
bounding distributions on these quantities are also developed and compared using majorization
concepts. As a byproduct, we also obtain bounds on the expected length of a shortest s-t path and
the expected capacity of a minimum s-t cut (expected maximum s-t flow value).
The majority of this study has focused on acyclic networks where the implementation of
algorithms is easier. Acyclic networks also allow us to exploit assumed arc independence in develop-
ing algorithms based on the ⊕′ operation instead of the ⊕ operation. However, we also considered
the stochastic shortest path and stochastic maximum flow problems in general networks. For the
stochastic shortest path problem we developed both exact and approximating algorithms based on
the concept of fixed-point iterations. Using this approach we were able to extend a well-known upper
bound on the expected shortest s-t path length, originally presented for acyclic networks, to general
networks. For the stochastic maximum flow problem we developed an approximating algorithm and
extended the Fulkerson bound presented in Section 4.3.1 to general networks.
Finally, we discussed some issues related to the implementation of our algebraic operations
and algorithms. We briefly described how the algebraic operations can be implemented using com-
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puterized technology. We then presented a variation of the Quine-McCluskey method to simplify
the coefficients of polynomials arising in our work and provided quantitative evidence of the power
of this simplification process.
While the approaches presented in this dissertation considered only the case in which arc
lengths or capacities are modeled by discrete random variables, future research will study the use of
continuous random variables in conjunction with the algebraic approach. Also, additional research
on general networks, especially the stochastic maximum flow problem in general networks, is planned.
We also hope to apply the algebraic approach discussed here to other network optimization problems,
such as matching problems, in which arc values are only known stochastically.
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Appendix A Shortest Path Length Polynomials for Example
3.2.15
fL(6) = (p
2 + p3 − p5)z10 + (p2 − p4 − p5 + p7)z11 + (p2 + p3 − 6p4 + 2p5 + 5p6 − 3p7)z12 + (p4
− 4p5 + 6p6 − 4p7 + p8)z13 + (2p− 3p2 − 3p3 + 4p4 + 7p5 − 12p6 + 6p7 − p8)z15 + (p2
− 4p3 + 6p4 − 4p5 + p6)z16 + (p2 − 4p3 + 6p4 − 4p5 + p6)z17 + (2p− 7p2 + 9p3 − 5p4
+ p5)z19 + (p− 5p2 + 10p3 − 10p4 + 5p5 − p6)z21 + (1− 5p+ 10p2 − 10p3 + 5p4 − p5)z23
f ′PE(6) = (p
2 + p3 + 2p4 + 3p5 + 4p6 + 6p7 + 8p8 + 12p9 + 4p10 + 12p11 + 8p12 + 12p13 + 8p15)z10
+ (p2 + p4 − p5 + 4p6 − p7 + 4p8 − 4p9 + 4p10 − 4p11 + 4p12 − 4p13 − 4p15)z11 + (2p3
+ 4p5 − 3p6 + 10p7 − 6p8 + 17p9 − 15p10 + 18p11 − 24p12 + 21p13 − 24p14 + 16p15 − 24p16
+ 8p17 − 12p18 + 8p19 + 4p21)z12 + (2p4 + 4p6 − 6p7 + 5p8 − 12p9 + 12p10 − 15p11 + 15p12
− 20p13 + 15p14 − 13p15 + 18p16 − 5p17 + 9p18 − 6p19 − 3p21)z13 + (p5 + 2p7 − 3p8 + 3p9
− 6p10 + 7p11 − 9p12 + 9p13 − 13p14 + 11p15 − 11p16 + 13p17 − 9p18 + 9p19 − 7p20 + 6p21
− 3p22 + 3p23 − 2p24 − p26)z14 + (1 + 2p2 − 3p3 + 3p4 − 7p5 + 7p6 − 11p7 + 12p8 − 16p9
+ 17p10 − 18p11 + 22p12 − 18p13 + 22p14 − 18p15 + 17p16 − 16p17 + 12p18 − 11p19 + 7p20
− 7p21 + 3p22 − 3p23 + 2p24 + p26)z23
f ′PE:(2)(6) = (p
2 + p3 − p5)z10 + (p2 − p4 − p5 + p7)z11 + (p2 + p3 − 3p4 − 3p5 + 2p6 + 4p7 + p8 − 3p9
− p10 + p11)z12 + (2p4 − p5 − 6p6 + 8p8 + 4p9 − 4p10 − 5p11 − 4p12 + 4p13 + 6p14 − 3p15
− 2p16 + p17)z13 + (p5 − 3p7 − 2p8 + 2p9 + 6p10 + 4p11 − 5p12 − 9p13 − p14 + 5p15 + 4p16
+ 4p17 − 4p18 − 6p19 + 3p20 + 2p21 − p22)z14 + (2p− 3p2 − 2p3 + p4 + p5 + 7p6 − p7 − 5p8
− 2p9 − 2p10 − 3p11 + 7p12 + 6p13 − 4p14 + p15 − 3p16 − 4p17 + p18 + 5p19 − 3p21 + p22)z15
+ (p2 − 3p3 + 2p4 + p5 − 2p6 + 5p7 − 6p8 + 4p10 − 5p11 + 2p12 + 6p13 − 6p14 − p15 + 6p16
− 8p17 + 3p18 + 4p19 − 4p20 + p21)z16 + (p2 − 2p3 − p4 + p5 + 6p6 − 3p7 − 4p8 − p9 + 8p11
− 7p12 − p13 + 10p14 − 3p15 − 14p16 + 9p17 + 7p18 − 8p19 + 2p20)z17 + (2p− 6p2 + 3p3
+ 3p4 + 2p5 − 12p7 + 4p8 + 7p9 − 7p11 + 7p12 + 3p13 − 8p14 − 6p15 + 6p16 + 11p17 − 10p18
− 2p19 + 4p20 − p21)z19 + (p2 − 4p3 + 2p4 + 11p5 − 12p6 − 16p7 + 27p8 + 12p9 − 42p10
+ 10p11 + 39p12 − 32p13 − 20p14 + 36p15 + p16 − 24p17 + 9p18 + 6p19 − 5p20 + p21)z20 + (p
− 4p2 + 2p3 + 13p4 − 25p5 + 17p6 − 11p7 + 25p8 − 31p9 − 11p10 + 97p11 − 137p12 + 53p13
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+ 67p14 − 89p15 + 35p16 + 2p17 − 5p18 + p19)z21 + (2p3 − 13p4 + 32p5 − 32p6 + p7 + 9p8
+ 36p9 − 68p10 + 17p11 + 91p12 − 176p13 + 160p14 − 37p15 − 85p16 + 108p17 − 60p18
+ 17p19 − 2p20)z22 + (1− 5p+ 7p2 + 2p3 − 5p4 − 18p5 + 20p6 + 35p7 − 57p8 − 24p9
+ 118p10 − 117p11 + 7p12 + 146p13 − 204p14 + 97p15 + 52p16 − 99p17 + 59p18 − 17p19
+ 2p20)z23
f ′PE:(2,3)(6) = (p
2 + p3 − p5)z10 + (p2 − p4 − p5 + p7)z11 + (p2 + p3 − 3p4 − 3p5 + 2p6 + 4p7 + p8 − 3p9
− p10 + p11)z12 + (2p4 − 2p5 − 6p6 + 4p7 + 8p8 − 7p10 − 6p11 + 5p12 + 6p13 − 3p14 − 2p15
+ p16)z13 + (p5 − p6 − 4p7 + 3p8 + 7p9 − 2p10 − 7p11 − 4p12 + 5p13 + 9p14 − 4p15 − 7p16
+ 3p17 + 2p18 − p19)z14 + (2p− 3p2 − 2p3 + p4 + 2p5 + 6p6 − 8p8 − 8p9 + 6p10 + 9p11 + p12
− 4p13 − 6p14 + 6p16 − 3p18 + p19)z15 + (p2 − 3p3 + 2p4 + p5 − p6 + 2p7 − 3p8 − p9 + 6p11
− 3p12 − 4p13 + 4p14 − p15)z16 + (p2 − 2p3 − p4 + p5 + 6p6 − 3p7 − 3p8 − 2p9 − 5p10 + 12p11
+ 5p12 − 7p13 − 12p14 + 9p15 + 7p16 − 8p17 + 2p18)z17 + (2p− 6p2 + 3p3 + 3p4 + 2p5 − 10p7
+ 18p10 − 2p11 − 17p12 − 2p13 + 8p14 + 10p15 − 10p16 − 2p17 + 4p18 − p19)z19 + (p2 − 5p3
+ 7p4 + 3p5 − 12p6 + 5p8 + 17p9 − 16p10 − 16p11 + 17p12 + 5p13 − 12p15 + 3p16 + 7p17
− 5p18 + p19)z20 + (p− 4p2 + 2p3 + 13p4 − 24p5 + 12p6 + 6p8 − 3p9 − 16p10 + 22p11
− 11p12 + 2p13)z21 + (p3 − 7p4 + 20p5 − 29p6 + 21p7 − 6p8 + 6p10 − 21p11 + 29p12 − 20p13
+ 7p14 − p15)z22 + (1− 5p+ 7p2 + 4p3 − 16p4 + p5 + 23p6 − 15p7 − 3p8 − 7p9 + 17p10
+ 2p11 − 22p12 + 19p13 − 7p14 + p15)z23
f ′PE:(2,3,4)(6) = (p
2 + p3 − p5)z10 + (p2 − p4 − p5 + p7)z11 + (p2 + p3 − 4p4 − 2p5 + 4p6 + 3p7 − 2p8 − 2p9
+ p10)z12 + (2p4 − 3p5 − 4p6 + 5p7 + 6p8 − 3p9 − 7p10 + 6p12 − 3p14 + p15)z13 + (p5 − 2p6
− 2p7 + 5p8 + 2p9 − 4p10 − 3p11 − p12 + 6p13 + 3p14 − 7p15 + 3p17 − p18)z14 + (2p− 3p2
− 3p3 + 3p4 + 4p5 + 3p6 − 4p7 − 10p8 + p9 + 11p10 + 3p11 − 5p12 − 6p13 + 6p15 − 3p17
+ p18)z15 + (p2 − 3p3 + 2p4 + 2p5 − 3p6 + p7)z16 + (p2 − 2p3 − p4 + 2p5 + 5p6 − 6p7 − 3p8
+ 6p9 − 2p10)z17 + (2p− 6p2 + 3p3 + 5p4 − 2p5 − 3p6 − 4p7 + 7p8 − 3p10 + p11)z19 + (p
− 5p2 + 9p3 − 6p4 + 6p8 − 9p9 + 5p10 − p11)z21 + (1− 5p+ 9p2 − 6p3 + 6p7 − 9p8 + 5p9
− p10)z23
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Appendix B Shortest Path Length Polynomial for the Sim-
plification Example
fL(4) = xb,1xe,1z
7 + (xa,1xb,2xd,1xe,1 + xa,1xb,1xd,1xe,2 + xa,1xb,3xd,1xe,1 + xa,1xb,2xd,1xe,2
+ xa,1xb,4xc,1xd,1xe,1 + xa,1xb,4xc,2xd,1xe,1 + xa,1xb,3xd,1xe,2 + xa,1xb,4xc,1xd,1xe,2
+ xa,1xb,4xc,2xd,1xe,2 + xa,1xb,2xd,2xe,1 + xa,2xb,2xd,1xe,1 + xa,2xb,2xd,2xe,1
+ xa,3xb,2xd,1xe,1 + xa,1xb,2xd,3xe,1 + xa,3xb,2xd,2xe,1 + xa,2xb,2xd,3xe,1
+ xa,3xb,2xd,3xe,1)z
8 + (xa,1xb,1xd,2xe,2 + xa,1xb,3xd,2xe,1 + xa,1xb,2xd,2xe,2
+ xa,1xb,4xc,1xd,2xe,1 + xa,1xb,4xc,2xd,2xe,1 + xa,1xb,3xd,2xe,2 + xa,1xb,4xc,1xd,2xe,2
+ xa,1xb,4xc,2xd,2xe,2)z
9 + (xa,2xb,1xd,1xe,2 + xa,2xb,1xd,2xe,2 + xa,3xb,1xd,1xe,2
+ xa,1xb,1xd,3xe,2 + xa,3xb,1xd,2xe,2 + xa,2xb,1xd,3xe,2 + xa,3xb,1xd,3xe,2 + xa,2xb,3xd,1xe,1
+ xa,2xb,3xd,2xe,1 + xa,3xb,3xd,1xe,1 + xa,1xb,3xd,3xe,1 + xa,3xb,3xd,2xe,1 + xa,2xb,3xd,3xe,1
+ xa,3xb,3xd,3xe,1)z
10 + (xa,2xb,2xd,1xe,2 + xa,2xb,4xc,2xd,1xe,1 + xa,2xb,4xc,1xd,1xe,1
+ xa,2xb,3xd,1xe,2 + xa,2xb,4xc,2xd,1xe,2 + xa,2xb,4xc,1xd,1xe,2 + xa,2xb,2xd,2xe,2
+ xa,3xb,2xd,1xe,2 + xa,1xb,2xd,3xe,2 + xa,3xb,2xd,2xe,2 + xa,2xb,2xd,3xe,2 + xa,3xb,2xd,3xe,2
+ xa,1xb,4xc,1xd,3xe,1)z
11 + (xa,2xb,4xc,2xd,2xe,1 + xa,2xb,4xc,1xd,2xe,1 + xa,2xb,3xd,2xe,2
+ xa,2xb,4xc,2xd,2xe,2 + xa,2xb,4xc,1xd,2xe,2 + xa,3xb,4xc,2xd,1xe,1 + xa,3xb,4xc,1xd,1xe,1
+ xa,3xb,3xd,1xe,2 + xa,3xb,4xc,2xd,1xe,2 + xa,3xb,4xc,1xd,1xe,2 + xa,1xb,4xc,2xd,3xe,1
+ xa,3xb,4xc,2xd,2xe,1 + xa,2xb,4xc,2xd,3xe,1 + xa,3xb,4xc,2xd,3xe,1 + xa,2xb,4xc,1xd,3xe,1
+ xa,3xb,4xc,1xd,2xe,1 + xa,3xb,4xc,1xd,3xe,1)z
12 + (xa,1xb,3xd,3xe,2 + xa,1xb,4xc,1xd,3xe,2
+ xa,1xb,4xc,2xd,3xe,2 + xa,3xb,3xd,2xe,2 + xa,3xb,4xc,2xd,2xe,2 + xa,3xb,4xc,1xd,2xe,2
+ xa,2xb,3xd,3xe,2 + xa,3xb,3xd,3xe,2)z
13 + (xa,2xb,4xc,2xd,3xe,2 + xa,3xb,4xc,2xd,3xe,2
+ xa,2xb,4xc,1xd,3xe,2 + xa,3xb,4xc,1xd,3xe,2)z
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