This article describes a simple unsupervised system for automatic extraction and classification of named entities in French novels. The solution presented combines a set of different standalone classifiers within a meta-recognition system. The system is tested on 35 classic French novels, representing 5 million words and 3,700 names of people and places. The results demonstrate that although none of the standalone methods clearly outperforms the others, their combined classification offers a robust solution in this context.
The systematic extraction of characters and places from novels could potentially contribute to new analyses and ultimately better understanding of fictional stories and the way they were written. The ability to view the authors' narrative strategies by plotting the interleaved presence of recurring characters and places opens new forms of distant visualization and facilitates a distant reading comparison of novels (Moretti, 2013) . Similarly, connecting distinct novels by the places and characters they share may offer interesting and innovative navigation and exploration means, as already suggested by some real-world applications (Albanese, 2011) . This paper presents a simple system for automatically extracting named entities within French novels. Named Entity Recognition (NER) has become reasonably well developed, driven notably by the needs for machine translation and automatic information extraction out of flows of news articles (Hirschberg and Manning, 2015) . However, only a small number of systems perform well on languages other than English, and in particular, as in our case, on French contents (Azpeitia et al., 2014) . Previous initiatives targeted specifically old French newspapers corpora (Mosallam et al., 2014) ; however, fictional novels are challenging in a different way since their referents are typically not listed in databases commonly used by many NER systems, like DBPedia, 1 Wikidata, 2 or YAGO.
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One additional difficulty with non-English languages is the limited amount of readily available sets to train machine learning recognizers. Therefore, solutions that can achieve good results without the need of training beforehand are highly relevant. Our solution 4 combines a set of different standalone unsupervised recognition strategies feeding a meta-recognition system. This approach, whose concept was first described aiming for improved accuracy needs in biometrics, has proven to be effective in various other fields (Scheirer et al., 2011) , and among them notably NER (Si et al., 2005) . The rationale behind meta-recognition is to reach 1 http://wiki.dbpedia.org. 2 http://www.wikidata.org. 3 http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago. 4 Made available at https://github.com/dhlab-epfl/3n-tools/.
out for a set of independent classifiers, each looking at different features and possibly using different strategies. One would then expect that although none of the standalone method clearly outperforms the others, their combined judgment offers a robust solution to the tackled recognition problem, as their individual errors will tend to cancel out.
The next sections describe the performances obtained with state of the art tools compared to each of our classifiers on a 5M tokens test corpus, and the overall gain brought by averaging their results using a fixed weight and a meta-recognition algorithm. The conclusion outlines some applications for analyses of novels that can be performed on the outputted categorization.
Test procedure
We built a test corpus made out of 35 classic works (5M tokens) in French, stemming from digitized books part of Project Gutenberg. 5 The works were handpicked in a way to get a mix of different genres and narration types. They include 3 sagas, 6 classical books that were translated from other languages and 25 French classical novels. For each piece of work, we produced a corresponding reference file by extracting the proper nouns occurring more than five times and manually labeling each of them with the category they fall in (character, place, or other). The resulting database references about 3,700 categorized named entities, along with the work they come from and their number of occurrences.
Given our further needs, we considered names referring to pets, companies, and groups of persons as regular characters whenever they serve the same narrative purpose (people mostly interacting with corporations or groups of people). Conversely, they were considered places in the case of names used to qualify where actions take place (as with corporations considered as locations), or ethnical groups used to name their originating place (as in "le pays des Oreillons"). This differs a lot from most knowledge databases, as the very bounds between characters and places might be fuzzy and context dependent. For instance, if the word "France" is part of the expression "Roi de France, " we do not want it to be labeled as a place, but the whole entity as a character instead.
For the actual test procedure, we ran each classifier on our corpus and computed the averagely yield precision (positive predictive value), recall (true positive rate) and F1 score of the classification task. Section 2 shortly discusses state of the art of existing tools under the same constraints, and sections 3.2 to 3.6 give the details of the implementations of each classifier, and the obtained performances.
neR In noVelS
The field of NER is evolving quickly, as big data approaches and access to increasingly large corpora brought up several projects promising interesting results. However, these tools remain mainly purposed to summarize, categorize, and extract meaning out of short texts that relate to the outside world (e.g., news articles, encyclopedias, or otherwise informative texts). Analyses on big portions of self-contained texts like entire chapters or full fiction books, whose named entities are difficult to look up and interpret out of their context, remain a challenging endeavor. Novels in particular are different from traditional applications for NER techniques for at least two reasons:
• Novels create a world of their own, with own recurring characters and places that can be hard to understand out of their context. Many traditional NER methods do not exploit this characteristic as they on the contrary rely on external databases to identify and classify named entities (Jovanovic et al., 2014 ).
• Each novel tends to be characterized by specific stylistic features whose purpose precisely is to give the narration a unique taste. On the one hand, a novelist's writing diverges in nature from journalistic, academic, or other forms of non-fiction writings, and on the other hand, it is usually purposely meant to introduce noticeable differences compared to the style of other authors. This phenomenon is obvious enough that it was shown to allow to confidently attribute texts to their authors in many contexts (Stamatatos, 2009 ). This intrinsic diversity makes a one-size-fits-all approach to NER difficult and is problematic for pattern-inducing machine learning algorithms.
In order to establish a baseline for our study, we conducted an initial evaluation with one of the current widely used NER systems. OpeNER 6 is a multilingual and powerful NER pipeline, promising state of the art results on French corpora (Azpeitia et al., 2014) . Even if it was not designed to handle big amounts of text, 7 its processing routine is efficient and produces XML result files that can easily be processed and compared to our reference data. Since OpeNER is extracting a wider range of entities than the ones we considered (such as date and time information), we only considered the relevantly tagged words and manually resolved naming differences in order to keep the comparison fair and accurate.
A SeT oF SIMple RUleS

preprocessing
In general, spotting proper nouns in French texts is a rather easy task due to capitalization rules, that are quite similar to English if not simpler due to less false positives (e.g., words related to languages, or days and months are written in lower case) (Geno, 1992) . Still, the task is not entirely trivial, because we need to filter out capitalization due to sentences starts and miscellaneous stylistic effects (such as subtitles, quotes, and verses). Additionally, we want full names extracted as single entities and remove false positives, like honorific titles or named time periods (Grevisse and Lenoble-Pinson, 2009 ). In order to do that, we designed a two-pass method:
• First, our scripts extract a list of all proper nouns that are not leading sentences. To do this, we compute all 1, 2, and 3 g of each sentence while letting out the first word. We then keep all isolated proper nouns (i.e., capitalized words surrounded by lower cased ones), pairs of juxtaposed proper nouns, and triplets of proper nouns joined by an hyphen or a nobiliary particle, 8 each of them as if they were single entities.
• Then, we run a second pass on the full text, where we look for all sentences containing each noun we identified in the first run to include legitimate nouns leading sentences we had left out. For each of them, we store an index of the sentences they appear in for further processing.
This approach allows to recover all occurrences of each capitalized word, as long as they are not systematically at the start of sentences. In practice, the resulting list needs to be refined thereafter, as some capitalized common nouns still happen to end up in it. The reasons for this may be multiple, ranging from sentence tokenization errors, typos in the source text or other stylistic effects that may influcence punctuation and case. This refining can be done accurately and efficiently by combining three strategies:
• by computing and comparing the mean positions of each word in the sentences they were found in. As we may expect, the distribution of words that are usually capitalized only when leading the sentences will concentrate toward 0, whereas the real proper nouns' will tend to even out. Figure 1 illustrates that the typical distributions often allow for easy separation, with very few outliers.
• The said outliers being usually connection words (e.g., pronouns and prepositions) that are often capitalized in different contexts, they can be filtered out using a simple French stopwords list.
• Third, words related to nationalities or ethnic groups can be easily filtered out as they are usually present in both their singular and plural forms, whereas genuine proper nouns will usually not follow this characteristic. Hence, we remove the words ending in "s" that can also be found without the "s" throughout the same text.
Once identified, proper nouns usually fall in three main categories that serve different purposes to narration: they can namely be characters, places, or others (brands, abstract concepts, acronyms…). We designed and evaluated six independent classifiers. Each classifier gets one word at a time as an input as well as the context that is necessary and relevant for its way of processing data, and returns the predicted category (namely character, place, or other). We first present the implementation characteristics of each component before looking in details at the resulting scores. For this classifier, we compiled a simple list of obvious context classifiers that allow to make good guesses about the nature of the immediately or next to following proper noun:
• In the case of characters, the list is basically the usual name titles of the French language, such as madame or docteur.
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• For places, we considered the most common predicates used to qualify toponyms, as for instance ville, avenue, or rue.
• For other words we wanted specifically to filter out, we added a short list of terms referring to deities (dieu, jésus, marie, vierge, saint) .
classifier #2: naive position
In French, like in many other languages, the grammatical structure makes it more likely for sentences to follow a pattern that puts the subject of the action at the beginning, and the location toward the end. This characteristic can be used when one looks at enough examples to make a simple, yet quite powerful guess about the global roles of the proper nouns. The accuracy of this classifier is indeed strongly dependent on the writing style of the author, as the frequent use of specific figures of speech may break its work hypothesis, and longer sentences may narrow the gap between the categories or blurry the bounds. This can be seen clearly in Figure 2 , where we show the relative positions of identified classes of names for three different stories. In those examples, we can see the effectiveness of a separation guess at around 45% of sentences' length, which is expected to yield quite good results for the first two books, yet a bit more disappointing ones for the third one.
classifier #3: Semantics out of neighboring Words
Inspired by Latent Semantic Analysis (Dumais, 2005) , in which it is hypothesized the meaning of words are the result of their neighbors' , a slightly more sophisticated approach consists of a broader look at neighboring words semantics. This approach is very different from section 3.2 in that we are not expecting the surrounding words to qualify the noun per se but to hint at its nature due to the actual meaning of the near context. For this implementation, we compiled lists of words that are more likely (but not exclusively) to appear, respectively, nearby characters, places, or abstract concepts. For instance, we expect names of characters to be more often surrounded by words related to emotions, body functions, speech, or professions, whereas names of places would be more closely related to motion verbs, place features, and prepositions. Starting from common nouns that are unambiguously related to one of the categories we are interested in, we used a French synonyms dictionary service 10 to put up a list aiming to be as extensive as possible. The final files resulted in 4,500 words for characters, 670 for places and 50 for concepts (see Appendix B for the complete list). The script then looks for these words in the neighborhood of the nouns to be disambiguated and returns the most probable category.
10 http://www.synonymo.fr.
classifier #4: grammatical Structure
As characters and places serve different narrative purposes, one may expect the grammatical constructs surrounding them to differ in a significant way. For instance, place names are often preceded with prepositions or determiners, whereas it is expected for character names to be more often directly followed by verbs. We thus introduced a script classifying names based on its knowledge of the full text, grammatically tagged using TreeTagger, 11 and VER, verb; NAM, proper noun, PRP, preposition; DET, determiner; PUN, punctuation. tokenized in sentences. To guess the nature of the names, it then matches all sentences containing them against a set of rules that are typical constructions one uses when writing about a person or a place. We tried out a set of seven manually established rules covering the most straightforward grammatical constructs (described in details in Table 1 ), plus two that help filter out tokenization errors at a sentence level by flagging words that are preceded by a punctuation mark or that are alone in their sentence. Formally, rules are patterns possibly matching the set {ti−2, ti−1, ti+1, ti+2} of grammatical tags attributed to up to four neighboring tokens {wi−2, wi−1, wi+1, wi+2} for each proper noun wi. When matched, they increase or decrease the probability score for one or several classifications, and the category yielding the highest score is chosen and returned in the end.
classifier #5: online-Querying
A lot of proper nouns can be non-ambiguously or with a high probability related to one or several categories based on general knowledge. For instance, a human could make a guess that "Elisabeth" will most likely refer to a person, whereas "Manhattan" is likely to be a place and "Amour, " a concept. But the same knowledge may equivocally tell that those same words could also potentially be related to the ship (RMS Queen Elisabeth), an abstract concept (project Manhattan), or a place (Amur river), probably with a lower likelihood if no other context is available.
For many nouns, the knowledge we are looking for is well captured in the categorization of their related Wikipedia pages. Using categories instead of the text of the articles also presents the advantages of being very straightforward and reduces a lot noisy signals related to text processing techniques. To test this idea, we implemented a simple algorithm that gathers the categories of the page whose name is closest to the noun we are looking for and looks for ones tagging people, places, or abstract concepts. In the case no category gives a hint (which tends to happen both with very complex or very precise pages), it tries to recursively walk up the hierarchy until the necessary clues are found.
classifier #6: Quotes-Based
Several works already showed the relevance of locating direct and indirect speech parts to identify characters in novels (Glass and Bangay, 2007; Goh et al., 2012; Karsdorp et al., 2012) . Most of these approaches rely heavily on the lexical database WordNet 12 to find out speech-related verbs and refine their accuracy, but for performance reasons and since we wanted the classifiers to remain efficient even on very long texts we implemented a simpler version that simply checks the proximity of detected proper nouns to quotation marks. For each proper noun w appearing mw times, the system would essentially count the number qw of mentions that appear near quotations. It then computes: 
the median value of all ratios, to be considered the differentiation threshold for this book. Each noun w is then assigned the character class if rw is higher than  t or place otherwise.
MeTA-clASSIFIcATIon
Once all classifiers returned their answer for a given word, the last step is to compare these results and to decide on a final answer. This meta-classification step can be done by voting systems, choosing the final result according to the majority of predictions using various strategies, or by a meta-recognition system, aiming to discard classifiers that seem to have encountered a problem on the considered text file. We implemented and discussed the performance of four distinct meta-classification methods.
Simple Vote
The easiest and most obvious solution to average the different classifications is a simple voting system (i.e., the classification who gets the majority of results wins). However, since there is an even number of classifiers, ties are to be expected. This situation is quite unlikely since it would require exactly three classifiers deciding correctly, and the three others agreeing incorrectly on a wrong categorization. Still, in case, this situation occurred the final choice would be non-deterministic by lack of model to support one option or the other. For this reason, we introduced a second meta-classification, which involves for each classifier to compute a confidence self-assessment score.
Self-Assessed confidence
For most classifiers, their internal mechanics allow themselves to evaluate to which extent the strategy they are using seems likely to return reliable results, given the current work context. Hence, a simple strategy to help the voting process in the case of ties is for each classifier to return a confidence index, between 0 and 1. The used self-assessing strategies are as follows:
• For Obvious Context, Semantic, and Wikipedia classifiers (sections 3.2, 3.4, and 3.6), we use
where Cmax is the count of most and Cmin of least represented categories for which we found clues. For instance, if the Semantic classifier finds 6 neighboring words related to places, 3 to people and 1 to abstract concepts, the confidence index will be ( ) . This index is thus expected to equal 1 if the decision was made with no ambiguity and 0 if the clues were equally distributed. = . . Again, this index is expected to see its value tend toward 0 for ambiguous cases and toward 1 for the more definite ones.
On top of that, some classifiers are given the possibility to return 0 to mark their results as known to be invalid, and thus irrelevant at voting time. This can happen for instance when we do not find any known title preceding a word throughout the text, if no grammatical rule could be matched, or if Wikipedia does not have any result for the searched word.
The improved voting algorithm then first discards all classifications that have a confidence mark of 0 and proceeds to a simple vote between the remaining ones for each noun. In case of a tie, the results rated with the highest confidence will be privileged.
Fixed Weighting
Not all classifiers exhibit the same behavior regarding precision and recall. It thus can be justified to put more confidence on some of them in cases when we know they are more likely to succeed. For this test, we used manually set weights putting more importance to the obvious context classifier (section 3.2), due to its high precision rate, all others being treated equally. With the help of confidence rating (section 4.2), we know the low recall rate will not impact negatively on the other classifiers because it will return a confidence score of 0 if it could not find any classification clue. Hence, those cases will be discarded regardless of the coefficient. A good compromise can be reached by giving 3 times more weight to the obvious context classifier, allowing the others to still easily overpower it in the unlikely case a majority of them reach a contradictory agreement.
Meta-Recognition Approach to optimized Weighting
A meta-recognition algorithm follows the idea of improving its accuracy by entirely removing one classifier if it detects it is consistently failing, typically due to stylistic biases or other broken assumptions on the considered book. Given the global classification results, one can easily compute an agreement score between the different classifiers, for instance using the Fleiss' Kappa method (Fleiss and Cohen, 1973) . In case this indicator hints at discrepancy, we can simply recompute all averages by systematically letting out one of the classifiers, until the new Fleiss' Kappa value increased. Our hypothesis here is that since the remaining classifiers reached a higher agreement, the discarded one must have globally failed in some way and needs to be put aside. Figure 3 the precisions vs. recall results that each of the six classifiers achieved on our test corpus. One can immediately see a typical pattern in any information retrieval system: one parameter is detrimental to the other, and no two classifiers behave in a similar way. We can also see that for each Table 2 , those are almost never the same, confirming our hypothesis that some methods may work way better (or worse) on some texts, giving a strong justification for the multi-classifier Mcapproach. The averaged results seem to confirm this intuition. In Figures 4 and 5, we can see that all meta-classification schemes overall pushed the results toward the top, and at the same time made the clustering denser, hence reducing the differences between the books and output more consistant results by removing the worse outliers. By looking at the numerical results (Tables 2 and 3) , several interesting facts can be stated about each classifier:
ReSUlTS
Let us consider in
• Classifier #1: as one may expect with this kind of simple implementation, the resulting predictions usually translate to a very high precision (100% in nearly 2/3 of the cases, and on average 0.949) but a poor recall rate (only 0.239), as the presence of enough context words leaves little doubt on the categorization, though unlikely to happen for most of the nouns we would want to disambiguate. It is also interesting to see that its highest score was achieved on La Comédie Humaine, one of our longest samples, with an F1 score of 0.596. Actually, all three sagas ranked quite high compared to the shorter books (Les Misérables and Les Mystères de Paris both got an F1 score higher than 0.5).
• Classifier #2: unsurprisingly, this classifier is one of those that have the overall worst performance when compared to the others. However, one has to note that with a precision and recall of respectively 0.654 and 0.773, this very simple method still outperforms possible more complex ones. • Classifier #3: the semantics approach surprisingly did not perform as well as one may have expected. Its precision of 0.769 is the second highest, but it comes with a cost of a recall of 0.651, which brings its F1 score down even below the one of #2. • Classifier #4: the grammar classifier resulted in the overall highest F1 score (0.807), with a precision of 0.750 and a recall of 0.879. One can notice it performed best, with a very satisfying 0.909 F1 score, on Les Malheurs de Sophie, which could be explained by since the book was written for children, its syntax might be more regular than other novels. • Classifier #5: the quotes classifier did not perform very well. Its F1 score (0.568) is the one to lowest and it has the lowest precision rate of all (0.528). Yet it still achieved a very good score on the novel Thérèse Raquin, where it actually got the highest precision, recall, and F1 scores amongst all classifiers.
• Classifier #6: this method resulted in a rather disappointing overall precision and recall of 0.644 and 0.597, respectively, which can be explained by the expected lack of fictional entities represented on Wikipedia, and among those who seem to be there, many would actually relate to real-world counterparts that may be very different from the fictional use of the same word.
Regarding the meta-classification schemes ( precision and recall of 0.609 and 0.754, respectively. This may seem surprisingly low compared to the standards usually set by this tool, but actually is a good illustration of how difficult it may get to find the correct tagging in fictional texts. The two worst cases (Les Malheurs de Sophie and Germinie Larcerteux) are shown in details in Tables A1 and A2 (Appendix A), and show that those problems are about as much related to bad classifications as missing entities. Our meta-classification methods system to fail, like the systematic extraction limited to capitalized proper nouns. Future works may focus on coreference resolution by merging entities that refer to the same character, or conversely, disambiguation of homonyms, even if this does not happen very often in closed environments like fictional works. In parallel to a reliable extraction of the characters networks, further textual analytics may try to uncover the nature of the relations between them.
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perform on average better than that, and we can see an encouraging trend that the various strategies we tried out tended to get increasingly better results and to close the standard deviation gap. That being said, as far as SD is concerned and taken into account, this improvement was not statistically significative. Yet, the meta-recognition method managed a F1 score no worse than 0.674 and as high as 0.99 on one of the books, on which it basically found all entities and only misclassified one of them.
conclUSIon AnD FUTURe WoRKS
The contribution of this paper is to establish a set of efficient and autonomous tools that can be run in a limited environment (such as a web server), on any French novel without the need of training or manual user input, yet keeping reliable results. We showed that combining different classifiers, especially using a meta-recognition technique, allowed to attain an overall better score than each of them would separately, and to outperform some state-of-the-art tools in the very narrow considered use case. Yet, we are aware this process implies several hard assumptions that may break under certain circumstances and cause the altesse, émir, archiduc, évêque, célébrité, cardinal, dauphin, diadoque, empereur, gloire, grand-duc, hospodar, infant, kronprinz, landgrave, maharadjah, maharajah, maharaja, margrave, monarque, monseigneur, principicule, rajah, rhingrave, roi, sire, souverain, autocrate, césar, chah, despote, dynaste, mogol, kaiser, 
