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5BEVEZETŐ
Tanulmányunkban sztochasztikus szűrési és irányitási al­
goritmusok konvergenciájának bizonyítási módszereivel foglal­
kozunk. Az első részben összefoglaljuk a Ljapunov módszereket, 
melyek e problémák kezeléséhez az irodalomban található leg­
hatékonyabb eszközt jelentik. A második részben ezek alkalma­
zásaként konkrét algoritmusokat és közelitő eljárásokat vizs­
gálunk.
A tanulmány elsősorban az emlitett algoritmusokat fel­
használó, nem matematikus végzettségű szakemberek /mérnökök/ 
számára készült. Az olvasóról feltételezzük Prékopa András: 
Valószinüségszámitás cimü könyvének, szürés-irányitás téma­
köréből pedig Aström: Introduction to stochastic control cimü 
müvének ismeretét. Mivel a téma a sztochasztikus folyamatok 
elméletének egyik legkifinomulabb fejezete, ezért azokat a 
fogalmakat, tételeket, melyeket felhasználunk, részben a be­
vezetőben részben pedig a függelékben összefoglaltuk, magya­
rázó jelleggel, bizonyítások nélkül. A sztochasztikus folya­
matok mélyebb fejezeteiben járatlan olvasó számára először a 
bevezető majd a függelék elolvasását ajánljuk, és csupán ez­
után a stabilitási fejezeteket. A téma feldolgozása matemati­
kusok részére is hasznos lehet, mert áttekintést nyújt a 
sztochasztikus stabilitás témaköréről és alkalmazásairól. A 
tételeket, bizonyításokat matematikailag preciz formában ir­
tuk le. Alkalmazók számára különösen a II. rész fontos.
Bevezetőnk további részében a tárgyalt módszer alap­
бgondolatát Írjuk le röviden és egyúttal rámutatunk a matema­
tikai megfogalmazás legalapvetőbb eszközére.
7ELŐSZÓ A SZTOCHASZTIKUS LOAPUNOV MÓDSZERRŐL
A sztochasztikus Lajpunov módszer megértéséhez induljunk 
ki a determinisztikus Ljapunov módszerből.
Tegyük fel, hogy az G/— ^ lokális Lipschitz-
féle feltételnek eleget tevő függvénnyel felirt
X /0.1/
differenciálegyenlethez megadható a 0 C R_r~ körül egy olyan 
korlátos zárt környezet, hogy tetszőleges ï £^
esetén a /0.1/ egyenletre vonatkozó xfo| - kezdetiérték- 
feladat ^ ( t ^ megoldása teljesiti a
A U1 "> О 1 -il СХЭ /0.2/
feltételt. А /0.1/ egyenlet ^оН)з=0 megoldását aszimpto­
tikusan stabilnak nevezzük /0.2/ teljesülése esetén. Ha 
a t -tői is függ, akkor az aszimptotikus stabilitás fogal­
mához /0.2/ mellett a
X: Ld * b,-»)]. U {^ (tlUtlíJ /0-3/
V- C*
halmaz korlátosságát is megköveteljük. Ez utóbbi a /0.1/ és 
/0.2/ teljesüléséből következik, nevezetesen belátható, hogy 
a /0.3/-ban szereplő К korlátos és zárt, és a ~t > G ,
! X. é icj halmazcsalád teljesiti az alábbi
feltételeket :
1/ ^  (c ^  t ~t -2 i
2/ 0  ^  1 0 ]
t> о
Képezhetjük e halmazcsalád segítségével a
8V  И  ■ = « f  [ tVí
V n—i  c_+
X £ lct j
/0.4/
folytonos függvényt, melyre teljesülnek az
а/ V  > O v V f  n) - О  X - o ,
b/ esetén V ( 4^(é)) \  0 szigorúan monoto­
nen.
Könnyen meggondolható, hogy ha a /0.1/ egyenlethez meg 
tudunk adni egy a/ és b/ tulajdonságokkal rendelkező V  
függvényt, akkor a /0.1/ egyenlet 0  megoldása aszimptoti­
kusan stabil, és а V  függvény I -L > О nivóhalmazai ren­
delkeznek az 1/, 2/ tulajdonsággal, azaz a
V t ~ {* I V (X) < yvv Î , ^ > 0 /0*5/
halmazcsalád teljesiti 1/ és 2/-t.
A determinisztikus Ljapunov módszer leglényegesebb ész­
revétele egy olyan kompakt halmazokból álló hal­
mazcsalád illetve egy V  О függvény megadásában áll, 
melyek teljesitik az 1/, ill. a b/ feltételeket. Az 1/ fel­
tétel a későbbiek szempontjából fontos alábbi formába is át- 
irható :
e k.* - = V  A W
A /0.6/ tulajdonság sztochasztikus átfogalmazásához 
olyan valószínűségelméleti eszközökre lesz szükségünk, melyek 
az idézett irodalmakban nem találhatók meg, vagy ottani tár­
gyalásmódjuk nem éri el a számunkra szükséges mélységet.
Ezért a Ljapunov módszer átfogalmazásával párhuzamosan e fo­
galmakat szemléletesen összefoglaljuk, és precizen definiáljuk.
9A valószínűségelmélet - mint ez ismeretes - olyan rend­
szerek - kisérletek - matematikai modelljéül szolgál, melyek­
re vonatkozó mérések, kisérletek eredményei a rendelkezésünk­
re álló információk alapján
А/ nem jósolhatók meg előre, de
В/ információink lehetővé teszik az összes lehetséges 
kimenetel felsorolását /ezek halmazát -val je­
löljük/ és
D/ az eredmények rendszerünk, kísérletünk szempontjából 
fontos tulajdonságainak felsorolását /e halmazt T-vel
jelöljük/.
Ha a mérési eredmények maguk nem is jósolhatók, azok 
D-beli tulajdonságaira rendelkezünk előzetes információval 
az alábbi értelemben:
Е/ minden D/-beli tulajdonsághoz tartozik egy 0 és 1 
közötti szám, mely megmutatja, hogy egy adott kime­
netelre a szóbanforgó tulajdonság teljesülése milyen 
mértékben valószinü és mint a tulajdonságok függvénye, 
rendelkezik a később felsorolandó, és különben jól 
ismert tulajdonságokkal.
Például tegyük fel, hogy rendszerünk mérési eredményei 
valós számok. /Ilyenre vezethet áramerősség, feszültség, 
nyomás stb. megfigyelése./
A valós számok fontos tulajdonságainak 1 halmazát nagy­
ságuk segítségével adjuk meg:
Legyenek Û, b £ R-. valós számok.
Ezekkel képezhetjük Л mérési eredmény
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I f  4 а / Д  ~íaj  Д  < b ] I [ Д э b i /0.7/
tulajdonságait. Fontos egy fenti tulajdonság ellentéte is 
/azaz, hogy a mérés eredménye nem teljesiti a kivánt felté­
telt/ :
-  4 a] - >  b } r. /0.8/
A fenti /0.7/, /0.8/ tulajdonságok logikai "és" illetve 
"vagy" jelekkel való összekapcsolása további tulajdonságokat 
e redményez:
- [ b í  1 écij = [ ^ & [b.alj
1 V  «J V  И г i7 ^  ^ £ ^ я 3 u  C b | - ’i
/0.9/
Tulajdonságokat nyerünk akkor is, ha T  egy-egy
tulajdonság, és ezeket a logikai "és" "vagy" illetve negálás 
jelével összekapcsoljuk:
Л-ЦС T   ^ í„ V/ ii_ £~T J — tc € i ■•= /, L /о . Ю /
A /0.9/ jobb oldalát tekintetbe véve minden egyes /0.10/-ben 
nyert tulajdonságot egyértelműen megkaphatunk a számegyenes 
intervallumaiból véges számú halmazművelet útján nyerhető 
halmazzal. Ha &  -rel jelöljük e halmazok rendszerét, akkor 
a i tulajdonságok halmaza és között kölcsönösen
egyértelmű és az alábbi értelemben müvelettartó leképezést 
kapunk :
e \ <—  ^ Ae Cü
amely következő tulajdonságokkal rendelkezik:
/0.11/
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V 't A, £ T esetén и лл ± Аг~ £ 5L
2/ I a, fUlé T esetén a fc..
3/ Le -TA esetén - bA --* й а  л с 5b
V 0 ( T £ T esetén IIM<ac , Ао =  Ф c  3L.
a ;logikai egység és üres tulaj donság hozzátartozik T-hez
/az egyiket minden valós szám. a másikat egyik sem t<sljesiti/
A T halmaz a fenti műveletekké 1 Boole algeibrát alkot , mig az
halmazalgebrát, és ezek között a /0.11/ hozzárendelés
izomorfizmus.
A D/-ben megadott tulajdonságok rendszerétől megkövetel­
jük, hogy ezek a logikai műveletekre nézve zártak legyenek, 
azaz Boole algebrát alkossanak.
Elemi eseményeknek a lehetséges kimenetelek halmazának 
elemeit nevezzük.
Eseménynek adott D/-beli tulajdonsága elemi esemény be­
következését nevezzük.
Ez a megfogalmazás lehetővé teszi az elemi események ScL 
halmazának részhalmazaiból álló esemény halmazalgebra 
- eseményalgebra - megadását úgy, hogy minden I tulaj­
donsághoz hozzárendeljük a L tulajdonsággal rendelkező 
ÍL -beli elemi események i halmazát. Könnyen belátható, 
hogy:
V t, ,t,€T esetén ---- - л л^  - L, П
2/ 1 A  ^  ' esetén .,r ".А Л
3/ iCT esetén
4/ O ^ é T esetén
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Eddig tehát azt láttuk, hogy egy valószinüségi eseménytér 
е9У párból áll, ahol az elemi események hal­
maza , ^  pedig az Sl_ részhalmazaiból álló eseményalgeb­
ra. /Láttuk, hogy az eseményeket jelentő részhalmazok rend­
szere hasonló tulajdonságú, mint a Boole algebrák, tehát 
halmaz-Boole algebra. Ezért nevezzük ezt az esemény-Boole 
algebrát eseményalgebrának./
Az Е/ szerint minden A £ ^  eseményhez - azaz adott tu­
lajdonságú elemi esemény bekövetkezéséhez - tartozik egy 
О ^ Г(Д)<= Á szám, melyet az esemény valószinüségének ne­
vezünk, ha teljesiti az alábbi feltételeket:
1/ A fi £- ^  I А Г\ % = <ф mellett
p ( au -  p(a)+ p(e>).
2/ p ( íiyH , p (ф ) - о.
Az eseménytérre és a valószinüségre pusztán matematikai 
szempontból célszerű az alábbi megszoritásokat tenni:
1/ Az A halmazalgebrából a megszámlálható egyesités 
ne vezessen ki, azaz
OQ
ez ^  U Ac € P? . /0.12/V. ~ I С - V
Az olyan halmazalgebrát, melyre ez is teljesül, P — algebrá­
nak nevezzük.
2/ A P valószinüség teljesítse 
folytonossági feltételt, nevezetesen 
esetén a
az <p -on az alábbi
oo
l A , - U  <c А  О
( A  Ac ] ■= оЦ.—à-TO V С- i
/0.13/
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E két megszorítással leszűkítjük modelljeinket prakti­
kus szempontból kezelhetőbb, "jó" modellekre.
Valószinüségi modellen ezután egy^Sl v ^ ,P  1 hármas meg-
л Оadását értjük, ahol -j az -iL halmaz részhalmazaiból
álló p7 -algebra, P pedig <5 -en értelmezett /0.13/-t
teljesítő valószinüség - az ilyeneket valószinüségi mértékek­
nek nevezzük. Az ( pedig valószinüségi mértéktér.
Térjünk most vissza a valós számokra vezető mérések le- 
i rásához.
Ha az eseményektől megköveteljük a /0.12/ teljesülését, 
célszerű ezt a valós számok tulajdonságait generáló -beli 
részhalmazosztálytól is megkövetelnünk. Pontosan: legyen IBCP) 
az a legszűkebb P -algebra, amely tartalmazza az halmaz­
algebrát. PS (jP) -et a számegyenes Boréi halmazainak nevezzük.
A legszűkebb P  -algebra fogalmával kapcsolatban nézzük 
meg az alábbi példát :
Legyenek
I* ' és
L
û
ha y 4 О
ha у ~ о
Legyen az a halmazrendszer, amelyet az intervallu­
mok véges egyesítéseiből álló halmazalgebra elemeinek -el
л Лképezett ősképei határoznak meg. Аг ugyanez -vei.
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Könnyen látható, hogy e két halmazalgebra közös elemei
az ф к (-<*> , oo)( ( о ^ ) é s  a(-oo(0) halmazok lesznek.
Azt is könnyű végiggondolni, hogy a Co(oo) összes rész­
halmazainak halmaza, a C-00 , o) és (-с» oo ) halmazokkal együtt 
olyan ^-algebrát alkot . melynek elemei magukba foglal­
ják ■ *-
-I
(\ -et, azaz ? c  <S4IГ . Hasonlóan képezhetjük az 
-t is, melyre \  á11 fenn. Ha pedig vesszük az (\c
összes részhalmazainak halmazát, ez olyan $ ÇA-algebra, amely 
nyilvánvalóan teljesiti az C_ CZ ^  illetve
jA ^ (а С::Г ^ relációkat. Másrészt nyilván tar­
talmaz sok olyan halmazt /pl. elemeit/, melyeket az
függvényen keresztül nem tudunk megfigyelni. Ezért célszerű 
a 6“(í.)-.« úgy definiálni, hogy vesszük az összes olyan "5
rv , ,
halmaz- 3 -algebrát , melyek -et tartalmazzák, és
H Ç . b  A Z  . A metszetre is igaz lesz, hogy f Cl K) (^ 
könnyen látható, hogy ^  -algebra lesz, továbbá ha -A olyan 
(ф' -algebra, hogy „ЛL ^  A , akkor O. <5* is következik,
tehát tényleg legszűkebb.
Most pedig rátérünk a valószinüség fogalmára.
л
A fenti I 3 t —is -L £ о és Л £ AbÖL]-*1 4Л£ T  kölcsönösen 
egyértelmű müvelettartó leképezéseket tekintetbe véve azt 
mondhatjuk, hogy a valós számokat eredményező kísérleteket 
egy 3 ( ^ V —-a "Â halmazművelet ta rtó leképezés segítségével 
modellezhetjük. Ha ez a halmazművelet tartó leképezés egy 
--£ Q_, függvény segítségével
Ac — * \ v*r \ t A | d /0.14/
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formában megadható, akkor a leképezést generáló egyértelműen 
meghatározott ij függvényt valószinüséqi változónak nevezzük. 
A /0,14/ leképezés - müvelettartó lóvén - kijelöl <ï -ben 
egy rész 1 -algebrát , amelyet a íj valószinüséqi változó 
által generált legszűkebb 0 -algebrának nevezünk és s-d) -vei 
jelölünk. /А /0. l4/-beli [vj-( í(uj\ <c A ] jelölést a további­
akban röviditve c 1 6 A ] alakban is h asználj uk./
Bizonyos valószinüségi változóknak definiáljuk a várható 
értékét az alábbiak szerint:
Ъ О akkorV  \
-I / /0.15/
p  i:' V íy - \
/Megjegyezzük, hogy ha létezik a limesz az a felosztástól
független./
2/ Ha ^ tetszőleges, akkor képezhetjük a
'|Г(|лг\~ KO.X C ^  ^ 0 ^  és |(w|- (-f(iAT) c V alószinüsé9i
változókat /belátható, hogy ha  ^ teljesiti a /0.14/ fel­
tételt, akkor ez fennáll és -ra is/. Ha a /0.15/-
tel definiált e ( V )  és Н И ' közül legalább az egyik
véges, akkor a t -nek van várható értéke, és ez
E ( S) - & [ y) - £(Y) /°'16/
Véges a várható érték, ha mind Е ( У )  és E Í V )  vé9 esek.
A /0.15/ definícióban szeref î Sx c -í a) Z.' ÎJ esemé-j-
nyek -nak egy felbontását adják, és igy a limeszjel mö­
götti összeg egy integrálközelitő összegnek tekinthető. Ezért 
a várható értéket - mint a fent definiált határértéket integ­
rálként kezeljük, és használjuk az
16
e.(i)= ( jc^) Р С о Ц
.9- /0.17/
jelölést is.
Természetesen, ahogy képezhetjük -ben egy függvény
adott részhalmazon vett integrálját, itt is beszélhetünk ese­
ményen vett integrálról, éspedig ha A €  ^  egy rögzitett ese­
mény, és
ha ОТ £ A
ha c/r ф  A /0.18/
akkor
í ) P(oU»- } - E  ( У А ~ ^  У 19/
A J jl_ ;
 ^ о к.Vektor változókról akkor beszélünk, ha olyan ^ : .il —  
leképezésünk van, melynek minden komponense valószinüségi vál­
tozó, azaz teljesitik a /0.l4/-et.
Sztochasztikus folyamaton olyan f . ji x I — -b Sí  ( а д  
leképezést értünk /Т az egészek halmaza, vagy intervallum/, 
melyből t £ T  tetszőleges rögzitése mellett a ^ (w 
függvény valószinüségi változó.
Ha T  int ervallum, célszerű feltennünk, hogy а (V)
Оt ra.jektoriák tetszőleges ure^L rögzitése mellett "t -ben 
jobbról folytonosak legyenek. Az ilyen folyamatokat nevezzük 
jobbról folytonosnak.
A n-dimenziós jobbról folytonos sztochasztikus
folyamatot a 0 e $ >  -ben aszimptotikusan stabilnak nevezzük, 
ha £.> О -hoz megadható a 0  -nak olyan ^  és 
korlátos zárt környezete, hogy
17
P ( ( 1 l €  IC, t 4: 1. £ C £ l°))j
V  ' £  és /0.20/
2/ U g Í 5 o)n(lo^Q(o)j) акко г
^ О  ^ -t— i oo esetén. /0.21/
Az első feltétel azt jelenti, hogy azok a trajektóriák , 
amelyek a "t-O -ban a 0 elég kis környezetében vannak, elég 
nagy valószinüséggel /viszonyítva természetesen a 0 -beli 
feltétel teljesülésének valószinüségéhez/ a (/c környezetben 
haladnak. A második feltétel a determinisztikus aszimptotikus 
stabilitás fogalmához hasonlóan a korlátosság feltételét tel­
jesítő trajektóriáktól megköveteli a 0 -hoz tartást.
Megjegyezzük, hogy ha k_C (2Л nyilt vagy zárt halmazok, 
^  vektor valószinüségi változó, akkor az \ vJj ■f (v~)£ G  ^és j
^ Gr ( (wr )  ^  ^J C Z  Sl halmazok -^> -beliek, tehát
események. A folyamat jobbról folytonossága és ^
-algebra volta pedig maguk után vonják, hogy
£ (ü- -fc. > o^CZ JL is esemény.
Ahogy a determinisztikus Ljapunov módszerben az aszimp­
totikus stabilitást definiáló feltételeket egy szigorú egyen­
lőtlenség /Id. V  -re vonatkozó b/ feltétel/ illetve alkalmas 
halmazcsaládon a /0.6/ feltétel teljesülésére vezettük vissza, 
itt is szeretnénk a /0.20/ illetve /0.21/ feltételpárra köny- 
nyen ellenőrizhető átfogalmazást adni /vagy legalábbis ele­
gendő feltételt/.
Tegyük fel, hogy a /0.6/ feltételben szereplő |<^ ^  hal­
maz egy ytc sugarú zárt gömb, azaz ■а -Гу III* I < A. j.ahol
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»и4 -  Ш / Г  •
a /0.20/-al analóg
A ^ vektorfolyamatunkra /0.6/ 
átfogalmazását
feltétel
K C Í t €
alakban Írhatjuk fel.
/0.22/
Vegyük észre, hogy a /0.6/-hoz képest egy sztochasztikus 
folyamatnál nem követeljük meg minden, a feltételt teljesítő 
trajektóriától azt, hogy a halmazban maradjon. Ez túl­
ságosan erős megszorítás lenne /független növekménye folya­
matokra már csak igen erős korlátozás mellett teljesülhetne/. 
Csupán annyit követelünk meg, hogy a feltétel valószínűségé­
hez képest elég "nagy" valószínűséggel teljesüljön a kívánt 
tulajdonság.
Egyszerűség kedvéért vizsgáljuk meg egy rögzített t*Ъ t - 
re egy /0.22/ típusú feltétel teljesülésének feltételét.
Képezzük a t| ^t' ( valószínűségi változóknak a 
eseményre vett /0.19/ alakú integrálját:
S Имм Кл.-). /0-23/
Megpróbálunk becslést adni a
valószínűségre az И-t* felhasználásával:
су л - A Z ill 1i.ll dP á Hv
19
/Megjegyezzük, hogy e becslés az integrálnak azon az igen egy­
szerű és könnyen belátható tulajdonságán alapszik, hogy
Ь I ^  ^  4 ( és konkrétan a /0.19/ formulán, és mind-
~ ~ '~r- /1 Оössze azt vettük tekintetbe, hogy ha /1C 4L -n teljesül a
A akkor й  1 t. I d P = l y A -|| £  Хл U P - A R a ))
A jr_ Jl
Ebből azonnal adódik 0^  \ becslése A -val való osztás 
útján. Bennünket természetesen az érdekel, hogy h- к eseté­
re С P \ j teljesüljön, vagyis
Л
/0.26/
Ha már most az egyenlőtlenség második felét átrendezzük, 
akkor a
N V
m P P T í ^  /0-27/
egyenlőtlenséghez jutunk, amely maga után vonja a /0.22/ tel­
jesülését. A norma konvexitását felhasználva a /0.6/ alábbi 
analóg felirását kapjuk í'Vt rögzitése mellett:
? í i i d v
U P I i  £
e  k: /0.28/
Mint ez az idézett irodalmakból jól ismert / Г7!7 , J / 
a /0.22/ és /0.27/ és /0.28/-ban szereplő hányadosok épp a 
^ C  Ptj eseménnyel mint feltétellel vett feltételes va- 
lószinüség/ек/ ill. feltételes várható értékek.
Értékelve a /0.27/ ill. /0.28/ feltételeket azt mond-
20
ha juk, hogy sztochasztikus folyamatok trajektóriáinak visel­
kedését f-' 1 -ben nem határozzák meg azok t -beli tulaj­
donságai. Valamilyen ~t időpontbeli feltételt teljesitő 
trajektóriasereg f -beli viselkedésére csupán valószinü-
ségi természetű kijelentéseket tehetünk. Ezért a Ljapunov 
módszernél a /0.6/-nak megfelelő tartalmazást nincs értelme 
megkövetelni. Helyette a /0.28/-nak megfelelő feltételes vár­
ható érték tartalmazását követeljük meg. Ljapunov függvények 
esetében úgyszintén a folyamat Ljapunov függvényének
/esetünkben a V =il ((szerepelt/ feltételes várható értékével 
dolgozunk /Id. a /0.28/ feltétel/. Természetesen amennyivel 
a /0.22/ feltételes valószinüség bonyolultabb eseményre vo­
natkozik a most vizsgált /0.24/-beli eseménynél, annyival mé­
lyebb egyenlőtlenségeket használunk fel majd tanulmányunkban 
a felvetett kérdéskör tanulmányozásakor.
A dolgozatunkban felhasznált legfontosabb fogalmak egyike 
a feltételes várható érték. Mivel a feltételes várható érték 
fogalmának az előismeretként megadott irodalomban található 
tárgyalásnál mélyebb ismeretére lesz szükségünk, bevezetőnk 
hátralévő részében ezt foglaljuk össze.
Mint a /0.27/ és /0.28/-ban szereplő formulák mutatják, 
adott eseménnyel mint feltétellel képezett feltételes várható 
érték a feltételt jelentő eseménytől függ. A feltételes vár­
ható érték tehát az eseményalgebra elemein értelmezett valós 
illetve -beli értékű függvény. Ez azt jelenti, hogy a
feltételes várható érték az elemi események minden egyes 
"T -beli tulajdonságát egy számszerű jellemzéssel egésziti ki.
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Bár példát adhatunk olyan valószinüségi mezőre és valószínű- 
ségi változóra, ahol az események és a feltételes várható ér­
tékek fenti kapcsolata kölcsönösen egyértelmű és igy beszél­
hetünk e számértékek bekövetkezési valószínűségéről is, a 
kísérletek kimeneteleinek ilyen számszerű jellemzése mégsem 
határoz meg valószinüségi változót. Ugyanis a számértékek 
eseményekhez és nem elemi eseményekhez vannak hozzárendelve, 
és egy elemi esemény több eseményhez is tartozhat.
Ha azonban veszünk egy tetszőleges olyan í  ^ C
megszámlálható eseményből álló feltétel rendszert, mely ren­
delkezik az
а/ А, ^  i
Ь / U Ac = S I
tulajdonságokkal, akkor I Ac ) -vei jelölve a való­
szinüségi változó AiJ feltétellel vett feltételes várható 
értékét, egy valószinüségi változót adhatunk meg
А И  ha ixr£ Ai x /0.29/
ilakban. /Azaz az az Ac -beli elemi eseményeken az
E (1 Ifti értéket veszi fel, [- s mellett/. Az va­
lószinüségi változót nevezzük a / valószinüségi változó 
I A  U m  eseményrendszerrel mint feltétellel vett felté­
teles várható értékének. Az í valószinüségi változó éppen 
annak a kísérletnek a leírására szolgál, amelyben az /K)
értékeket "sorsoljuk ki". Ha az / A, halmazok egy meg­
számlálható ért ékkészletü 7^ valószinüségi változó értékei­
hez tartozó nivóhalmazok /azaz - í ^  ^ ^
akkor az -et E (Д )\) val jelöljük, és az 7 valószinüségi
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változóval mint feltétellel vett feltételes várható értéknek 
nevezzük.
Képezve az = ( 1 At halmazokat tartalmazó
legszűkebb B'-algebrát /az  ^ esetén J -t/, a /0.29/
definícióval egyenértékű, ha az alábbi
f PGU-) - S / 4 1 RTtXw-)
"ft 5
egyenlőség fennáll minden b e  (iA ill 'a(q) 
tetszőleges V<^ Bb ( ÇL] Boréi halmazra teljesül
/0.30/
esetén, és
a
( "ív ] a i w | h  ^ \ l\C r  ( ü l .  0 4 ^ )  J /0.31/
reláció.
Az, hogy a /0.29/-ből, és az /Ai) •=  ^^
A,
definícióból következnek a /0.30/ és /0.31/ tulajdonságok, 
könnyen belátható.
Nézzük először a /0. ЗУ-et:
Miután az -f(vî-) a /0.29/-el van definiálva, igy ha V € B> C Ü.) 
tetszőleges Boréi halmaz, és  ^ X v)-- ) fcT ( f(>') ezért
■f (v)-"> ^ , ha £(^/Яс)(г V . Másrészt ha
<1
ikT G . akkor 1(Ы) & V  , de Кг в valamilyen  ^ -re,
és mivel -n az a /0.29/ miatt állandó, igy
is teljesül. Ez azt jelenti, hogy f Yv)= ^  , ami -beli
L-Ct/AjtV A ^
halmazok legfeljebb megszámlálható egyesítése, igy I ( BJ6 áд.
Legyen most "Eő ^  egy tetszőleges halmaz, ez előáll
U  /1^ alakban, ami legfeljebb megszámlálható, és Gj- Ц
AiC В
mint tudjuk(páronként diszjunktak. Ezért
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5 - X  c(t> - JZ 5 E ( l / ^ U p -
£
= X  EA  <^  ß \
С В Л3
'(
A,C1 ßAJ
( 1 »LP —
_ S 4 c(P i 
s
ahol felhasználtuk az integrál ^  -additivitását /а /0.19/-е1 
definiált integrál megszámlálható felbontásra additiv/, és a 
feltételes várható érték definícióját.
Az állitás megfordítását a Radon-Nikodim tétel biztosítja 
nevezetesen : ha . \ egy integrálható valószinüségi változó,
^  cS "3* egy <0^  -algebra, akkor 1 valószinüséggel egyértelműen 
létezik olyan ^ valószinüségi változó, melyre
1/ tetszőleges V £ ”53 ( fL) esetén f \ v ) é  T,
2/ Î -l(yr) P ((ÍM' ) ~ J minden -re.
E tétel lehetőséget nyújt arra, hogy egy ^  integrál­
ható valószinüségi változónak ^  CL tetszőleges ^-algeb­
rával képezett feltételes várható értékét definiálhassuk, mint 
a Radon-Nikodym tételt által biztosított 1/, 2/-t teljesítő 
-| valószinüségi változót. Ezt E (Д / ET) -el jelöljük, 
ill. ha X - ^  Д  I , ahol ^  egy tetszőleges valószinüségi
változó, akkor ^ (i b. 1 •
Integrálható ill. olyan valószinüségi változót feltéte­
lezve, melynek létezik a várható értéke, az alábbi formális 
tulajdonságok igazak a feltételes várható értékre:
1/ £ ( Д  Д )  - M^Cï) I aho1 Ц ÍL—A /0.32/
alkalmas függvény, melyre minden ß A? R-) esetén
чДв) é 3(R-) *
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/0.33/
£ К  1*0 ), akkor
/0.34/
В
valószinüségi változó
2/ На I teljesiti a ^ (B j ç feltételt minden
Boréi halmazra akkor
£ ( 1  i t ) = 1  ■
3/ Ha ^  eloszlása F és
%Kb ) Ti ^
minden Bér .
Megjegyezzük, hogy egy 
eloszlásfüggvénye, mint ez ismeretes nem más, mint F(x)- 
- P  ^ ^ X j , és igy a feltételes eloszlásfüggvény
F(x (Д < x \% ) -
4/ Ha ^ teljesiti a 2/ feltételét, d? pedig tetsző­
leges integrálható valószinüségi változó, akkor
 ^(1 4 i  E (у I 7). /0.35/
Végül pedig bevezetve egy speciális valószinüségi válto­
zó tipust, az esemény karakterisztikus függvényét: A C ^
esetén
№
В ha
ha
/0.36/
te G A
0{ ha to i Д,
könnyű utánagondolni, hogy ennek feltételes várható értéke 
épp a feltételes valószinüség lesz:
ill.
, /0.37/
е С У л i t t)- K a  I T )
^ ( У-Д I f  ) Ä P К  / x) ^ if (л \
Ezek mint A  függvényei rögzitett ÿj~~ ill. 4/ ~ С  
mellett valószinüségi mértékek /pontosabban ezzel az esettel 
foglalkozunk, mert automatikusan nem teljesül/, és fennállnak
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az
ill.
£ ( 1 1 ? ) -  5, 1 < ^  Р(л-
Vuj-\ ( w- )  ^ y j ~
,ö'r\ ~ /0.38/
= ) ■
Ezen összefoglalás után rátérünk a stabilitási vizsgá­
latokra, melyekhez szükséges további alapfogalmak a függe­
lékben találhatók meg.
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I. Fejezet
1. HOMOGÉN MARKOV FOLYAMATOK SZTOCHASZTIKUS L3APUN0V FÜGGVÉNYEI
1,1 Alapfeltevések
Az 1, pontban a sztochasztikus folyamatok egy speciális 
szabályának, a homogén Markov folyamatoknak trajektóriáit 
vizsgáljuk, abból a szempontból, hogy adott halmazból inditva 
milyen feltételek mellett biztosítható, hogy a trajektóriák 
valamilyen rögzített halmazhoz tartsanak. Mint a bevezetőben 
láttuk, annak megkövetelése, hogy a trajektóriák elég nagy 
valószinüséggel adott halmazban haladjanak, a /0.28/ reláció­
hoz, illetve Ljapunov függvények alkalmazása esetén egy a 
Ljapunov függvény feltételes várható értékére vonatkozó re­
lációhoz vezetett.
Az 1.1 pontban a sztochasztikus Ljapunov módszer pontos 
kidolgozásához szükséges alapfeltevéseket adjuk meg. A függe­
lékben megtalálható azoknak a fontosabb fogalmaknak a definí­
ciója, amelyekről a bevezetőben nem esett szó. Az erre vonat­
kozó utalásokat zárójelben adjuk meg.
Legyen  ^51 v ^  valószinüségi mező és )_ \ Q/
4 51_  ^0 4 { d Q3 n-dimenziós , jobbról folytonos, erős ér-
telemben vett Markov folyamat /Id. F. 3- pont/. Tegyük fel, 
hogy adott egy V ■. £3(•!_ folytonos függvény és egy ^(^3 
nyilt halmaz, úgy, hogy
i x |  X £  Sl4 ( /1.1/
ahol ^  <2 U5 alkalmas pozitiv szám és \j\ "> О ha У € C\
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Mint látható, С\^ a V<X) folytonos függvény egy nivóhalma .a 
és a determinisztikus eset /0.5/-tel megadott IC t halmazá­
nak a megfelelője. A G ^  halmaz és V függvény megválasztá­
sához itt most csak annyit, hogy rendszerint а V függvény­
hez választjuk meg a G halmazt, de a forditott feladat 
is előállhat.
Fontos szerepet játszik a i 11<£ Markov folyamat­
nak a halmazból való első kilépési ideje, amely tehát
a következő Т'лч, valószinüségi változó:
 ^u 4  1 ' V '"4 /!*2/
Ha egy trajektória végig a G G  halmazban halad, akkor a
• Оhozzátartozó V  G 1'- -ra igy a
halmaz éppen a Gv4_ -ben haladó t ra jektóriákat jelöli ki.
Tegyük fel most , hogy adott egy jobbról folytonos
monoton növő -algebra család,
melyre nézve i-t mérhető minden "t £ ÍLT mellett. Akkor
erre nézve Markov pont /Id. F. 2. pont/. Tudjuk to­
vábbá, hogyha homogén Markov folyamat, akkor a
И  * л Хч J i £ -, 4 folyamat is az /Id. F.3. pont/. Azok he­
lyett a trajektóriák helyett tehát, amelyek a GG_ halmaz­
ból kilépnek , a 'f ^ A ^  "m egállitott" folyamatot vizs­
gáljuk /ezért van szükségünk az erős Markovitás feltételezé­
sére/, alapvetően pedig tipusú halmazok valószinüségóre
illetve az ezekhez tartozó trajektóriák viselkedésére vonat­
kozó állításokat mondunk ki.
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A tételek bizonyítását a téma iránt különböző mélységben 
érdeklődő olvasókra való tekintettel a megfelelő pont végén 
közöljük.
1.2 Homogén Markov folyamatok stabilitása
A stabilitási tételek mind azon alapulnak, hogy a 
[V * AT^ Я+ folyamat bizonyos feltételek
teljesülése esetén pozitiv szupermartingált alkot, és ennek 
következtében alkalmazhatók a martingálok elméletéből jól is­
mert konvergenciatételek illetve a martingálokra vonatkozó 
egyenlőtlenségek. Ezt a tényt mondja ki az alaplemma , a fel­
tételek megfogalmazásában pedig a homogén Markov folyamat in- 
finitezimális generátora játszik fontos szerepet.
Ha a J t 1 folyamat homogén Markov folyamat, 
akkor a \ ^ £_+ i s az. /А jelölések ugyanazok, mint az
1.1 pontban/. így ha Cx t ч Сч. a halmaz infinitezimá-
^  * r *lis generátora, akkor bevezethetjük a - схуч. jelölést
/Id. F. 3.?). tételét/. Tegyük még fel, hogy az 1.1 pontban 
megadott V függvény benne van értelmezési tartományá­
ban.
1.1 Alaplemma Ha Cá  ^  \í(^ )CO minden X<£ C,^ mellett,
а к ко г
1/ A \ v ( l t <\х*Д a folyamat jobbról folytonos
pozitiv szupermartingál.
2/ i/ч. esetén
- 29 -
p \ ^ V(*7Л /1.3/
3/ p (  I V  И . - * )  >  <- O p /1.4/
V (vy £ 3 W  mellett — -ь , azaz
У ( V  ( 4 0  — ^  С  [ -  1 í — ^
Az alaplemma 3/ állítása az х ^ С ч  tetszőleges pontban 
induló és C'v4. -ben haladó trajektóriák mértékére ad becslést, 
a 4/ állítás pedig azt mondja, hogy majdnem minden 3,^ -beli 
t ra j ektó riá га V Oî1 ) egy konstanshoz tart 4 . ^ ^  esetén.
Elnevezés Az 1.1 alaplemma feltételeinek eleget tevő 
V függvényt a [ I f p -r homogén Markov folyamattal 
megadott rendszer Ljapunov függvényének nevezzük.
Tételeink kimondásához most már csak a stabilitás fo-
*
galmának valószínűségi keretek között használható defini­
álására van szükség.
1,1 Definíció Az n-dimenziós Markov folyamattal leirt 
rendszer stabil a \ Q., И v ^  I. ~  ^ hármas­
ra nézve, ha * c C  esetén
1° ■i T.-x I /1.15/
1.2 Definíció Az У О  tér 0 pontját 1 valószínűséggel 
stabilnak nevezzük, ha megadható tetszőleges ^ > C és 
£ > о számhoz a O-nak olyan H í * í ) környezete, hogy ha
Il X И гП>| í) akko r
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р г„ГЛ- HtU s t I \ j . /Ы6/
Az 1.1 és 1.2 definíció alkalmazásával könnyű meggondol­
ni, hogy az 1.1 alaplemma egyszerű következményeként rögtön 
adódik az
1.1 Tétel Tegyük fel, hogy a rendszert jellemző homogén 
Markov folyamat Ljapunov függvénye eleget tesz a \í(c) — ö  
feltételnek /azaz O C G  1Лл_ /. Akkor a rendszer stabil a 
\C{ G.**. . I — x hármasra nézve, valamint
V  ^  i í 1 valószinüséggel a halmazon.
На Х:ф 0 esetén V(X) О  ( akkor О  1 valószinüséggel 
stabil.
1.3 Definíció Az n-dimenziós Markov folyamattal leirt 
rendszer aszimptotikusan stabil a ^  il, ^  hármasra nézve,
Q C  H <LT G<^ < Л ha Kefi mellett
P I n) > 's , /1.17/
és 1 valószinüséggel aszimptotikusan stabil, ha /1.17/ (ö= ^ 
mellett teljesül.
Az aszimptotikus stabilitási tételek fő problémája,mint 
az a definícióból látható, éppen a CT halmaz megadása 
lesz. A sztochasztikus Ljapunov módszer alkalmazása miatt 
várható, hogy az 1.3 definícióban szereplő |-f halmaz szere­
pét általában C  rw. játssza majd, a ^ számot az 1.1 alaplemma 
sugallja.
A probléma megoldásához néhány eddig még nem emlitett
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fogalomra is szükségünk lesz. Mindenekelőtt bevezetjük a kö­
vetkező jelöléseket.
Legyen
W ^ \ =r  ^kj ^  £ H I /1.20/
azaz egy Ц<Г CL"- halmaz Q  CQj^ -beli £- -környezete.
/Adott И  és (X esetén külön nem jelöljük, hogy H i a 
(X -beli környezetet jelenti, hacsak ez félreértéshez nem ve­
zet./ Hasonlóan fl (X -beli lezárásán a
H /1.21/
halmazt értjük.
1.1 Megjegyzés Egy tetszőleges ? sztochaszti­
kus folyamatot sztochasztikusan folytonosnak nevezünk, ha 
minden -í С. \ХЛ mellett -hoz megadható olyan
if (íx Г ) > 0  , hogy
P ( H - i  s II > é ) ^ ö /1.22/
ha 1 t - M  -4 ^ ^  V °r)-
Markov folyamatokra ezt a tulajdonságot a következő mó­
don adhatjuk meg az átmenet valószinüségek segítségével: egy 
I t G Markov folyamatot sztochasztikusan folytonosnak 
nevezünk a (-tv*) £ pP x Q_V pontban, ha ^PSo-hoz meg­
adható olyan , hogy
P 5 H ^ X l l  P ^ И *  = 4 / C ü^  /1.23/
minden iv ( £ v <T ^ S - -t 0 mellett.
Az egyenletes folytonosság pedig Markov folyamatok
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es. tén az alábbiakat jelenti: a Î ft|t t p. t folyamat egyen­
letesen sztochasztikusan folytonos a j 1 { x M  C  j2G X (2,4- hal­
mazon, ha í > o  és o > o  -hoz létezik olyan ScCG O >0 szám, 
hogy
xé Va
r G G L H . - n n i  ?r Л \ /
/1.24/
1.1a Megjegyzés Könnyen látható, hogy homogén Markov fo­
lyamatok esetén a -L-О -beli sztochasztikus folytonosság­
ból /illetve egyenletes sztochasztikus folytonosságból/ kö­
vetkezik, hogy a folyamat minden V^&-T -re sztochasztikusan 
folytonos /illetve egyenletesen sztochasztikusan folytonos/ 
lesz.
1.2 Megjegyzés Ha adott egy kompakt halmaz és
a ^  Markov folyamat a halmazon sztochasztikusan foly­
tonos, akkor ott egyenletesen sztochasztikusan folytonos is.
1.2 Tétel A T'ftl homogén Markov folyamattal leirt rend­
szernek legyen V a sztochasztikus Ljapunov függvénye és te­
gyük fel, hogy teljesülnek a következő feltételek:
1/ c V4_ korlátos halmaz, és a ^ ^ д folyamat —en
sztochasztikusan folytonos.
2/ Legyen ~ (Gw- V ) ( G  Z О ( X G i ^
3/ Legyen TG - Gv^ ГЛ  ^x ( G xl =° .
4/ tegyük fel, hogy létezik olyan cG Xc, hogy minden 
<r, Д dl 4. oi0 mellett alkalmas -vei
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lu'M d  . W к 41 c ~ \ ( p ,2 Lío( /1.25/
Akkor
PL I 1. = *) 2 3- V(*l*4. /1.26/
A Ljapunov függvényre tett feltételek némileg gyengit- 
hetők, pontosabban tekintsük a  ^ { homogén Markov folya­
matot és tegyük fel, hogy adva van egy olyan V  f2_ ^ ^  
nem szükségképpen korlátos függvény melyre teljesülnek a kö­
vetkezők :
1/ ^  minden Y4_ - P G  mellett benne van G  ^  ér­
telmezési tartományában.
2/ Jelöljük G  -vei az <J c  *л. nyilt halmazt.
vu-~ (
3/ Legyen V Ljapunov függvény a GG -en és le-
-gyen —  G^(x) = (Ql_
4/ Legyen
Л ^  I L~o\ -o /
?0 . a £ ( G ,  /2, mellett.
/1.27/
5/ Legyen
P  = D  Р ч  - /1.28/-w = (
Ezen feltevések után az 1.2 tételből közvetlenül következik 
az
1.3 Tétel Tegyük fel, hogy az 1.2 tétel feltételei 
minden m = l,2 ,...-re teljesülnek az /1.27/-ben szereplő 
G  ^  ®s G  -re. Akkor XL C  esetén
>2 ( 1t-P ll' x) = i.
/1.29/
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1.3 Megjegyzés Mivel a Cu^ halmazok monoton halmazsoro­
zatot alkotnak az 1.3 tétel valóban az 1.2 tétel nyilvánvaló 
következménye.
1.4 Megjegyzés Ha a átmenet valószinüség min­
den (\, A) (L 0_4 X mellett о -ban differenciálható,
akkor ' У-С.1М. minden Ÿ > О -ra /Id. F.4.7 megjegy­
zését/. Ebben az esetben a CG relációk is teljesülnek.
1.5 Megjegyzés На V nem korlátos és С^£!Лакког /1.29/ 
feltétel nélkül is érvényes.
1.6 Megjegyzés Ha az 1.2 tételben a lc(K) függvény 
_en /az 1#з tételben G^ .0<)/ egyenletesen folytonos,és
van olyan , hogy G G  + O /£*/><-)f<V^  ez biztosítja a
kivánt d u~> О szám létezését.
1.7 Megjegyzés A G u*. halmaz korlátosságát csupán azért 
kellett feltennünk, hogy az 1.2 megjegyzést felhasználhassuk 
az egyenletes sztochasztikus folytonosság teljesüléséhez.
Ennek elkerülésére két lehetőség adódik:
1/ Ha CG, nem korlátos, feltesszük az egyenletes 
sztochasztikus folytonosságot GG. -en.
2/ C G  -et előállítjuk kompakt halmazok egyesítéseként:
СУЭ r----
Gvw - U  G /О) Л С * .  f /1.51/\r~ \
és minden Av — Cf(c) Г\ -en megköveteljük az 1.2 tétel
feltételeit. Ebben az esetben minden
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(P éL ч V /1.52/
t га j ektó riá га érvényes, hogy П Gr (c) -hoz tart -fc ^  
mellett / (GT(G) а О körüli г sugarú zárt gömb/.
Ha még az is teljesül, hogy
U  Ъ  wc x у - ^ /1.53/
V'\
/ez /1.52/ miatt akkor és csak akkor igaz, ha
P \ H ^ ( И  I I .о, (C- £ Ъч I \  -- X ] -- О  /1. 54//
akkor a következő tételt kapjuk:
1.4 Tétel Tegyük fel, hogy az 1.2 tétel 2/ és 3/ felté­
tele teljesül, ezenkivül hogy
1'/ ^ л 'Tv sztochasztikusan folytonos a nem szükség­
képpen korlátos -en.
4'/ Teljesüljön az 1.2 tétel 4/ feltétele minden Air -en 
£ r -rel.
Ha emellett még /1.54/ is fennáll, akkor
1.5 Tétel Tegyük fel, hogy érvényes az 1.2 tétel 2/,3/ 
és 4/ feltétele, valamint
1"/ egyenletesen sztochasztikusan folytonos
-en, ami nem szükségképpen korlátos, akkor
/1.55/
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Az aszimptotikus stabilitás bizonyitásának egy másik, igen 
fontos esetét vizsgáljuk ezek után. Kiindulási feltételeink 
az 1.1 tételben már megismert környezetből kerülnek ki. Az 
aszimptotikus stabilitást lényegében a VcM mennyiségre
adott, az 1.1 tételhez képest szigorúbb feltevés biztosítja.
1.6 Tétel Legyen homogén Markov folyamat, és te­
gyük fel, hogy Ljapunov függvényére a következők teljesülnek:
a/ V(^ \ -0 azaz í t G k
b/ V k ) - — valamilyen számra min­
den к £_ mellett.
Akko r
V
ом A u - 4 V(X)
-'4 I «L
^ A
2/ Ha b/ teljesül tetszőleges akkor
VI. 55/
P  (. I t ç  Vt ^  V  Ы  > A ] ( i -  /  4 Ак) V  п .  К /
A
1.8 Megjegyzés Az 1.6 tétel a/ feltétele legfeljebb 
Vf*} = О -re gyengithető. Ugyanis ha V/W>6>o akkor ebből 
következik, hogy V  к*. V  ^(к') A C(v,ACminden X -re a tétel
b/ feltétele szerint, akkor az 1.2 lemma szerint I =
/Az 1.2 lemma az 1.2 tétel bizonyításához csatolva az 1. pont 
végén található/. Ez pedig ellentmond az 1.1 alaplemmának. Az 
a/ feltétel helyettesítésére természetesen olyan Í2V  pont
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létezése is elegendő, melyre Vc>0 ~
1.9 Megjegyzés *| jelöléssel az
1.6 tételből következik, hogy
P  У  z1-60/
1.3 A tételek bizonyításai
Az 1.1 Alaplemma bizonyítása,
Bizonyítás ; 1/ A V  ( ^ A t ^ )  7 0 , ez nyilvánvaló. 
Ki kell számítanunk a
£ (V [ 1 l'AlJ - V Cit Л T«^ ) I /1.5/
feltételes várható értéket.
Ez azonban éppen
& [y [il'A-cJ) I '^t^TvK.V  ^íifcA-r^)
4 S-U v)(_^ лГч)— $ V t aATw.) /1.6/
ahol a UA^ "hoz tartozó ъ О^ л ^ -en ható
időeltolási fólcsoport /ld. Függelék 4. pontját/. Alkalmazzuk 
most a Dynkin formulát /ld. Függelék 4.7 megjegyzését/, vagy 
használjuk fel a
oi s
/1.7/
formulát, amivel
1 43
Ha itt tekintetbe vesszük azt, hogy
( S'LvOjGc) » ^  ЬЛТЫ * )  I és azt, hogy
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E  ^ 6 а « ) л ( г 2  J  t >  ( A ,  I  - f t / l T i _ )
akkor az 5 és r  szerinti integrálok cseréjével
..8/E f i? Q - V) ( U KT>  1^4
Tekintetbe véve, hogy \Ax) ha ^ éfi ( meg­
kaptuk az 1/ állítást. Ha még azt is figyelembe vesszük, hogy 
I /lT-i jobbról folytonos és V  folytonos, úgy
\ V U t A T^) е9У 3°bbrÓ1 f°lyt°nOS P°zitlv
szupermartingál.
A pozitiv szupermartingálok, mint ismeretes, 1 valószi- 
nüséggel konvergálnak, és definícióját figyelembe véve,
ЧТ ^  mellett
=  V Ü t C - ) ) . ,
és igy valóban -en a \J(^t)tart egy C  függvényhez.
A 2/ és 3/ állitás bizonyításához felépítjük a feltéte­
les valószinüség és megszorítás segítségével az alábbi való-
szinüségi mezőt: ha X ^ C  akkor
Six- И -  *!.
Ъ -  Í A I A í ^
PtCA) = h CA f 1- = K ) , A£ Te . /b9/
Vegyük ezután a
/ 1 Л 0 /
Çfi"-algebracsaládot , továbbá a
V l í  -  \J (jft A-C^ j /  £ /1Л1/
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folyamatot. Könnyű meggondolni, hogy ^  д Markovitása 
folytán a
P , i . ' X . )  В I
egyenlőség fennáll tetszőleges t’>^->о mellett. Másrészt 
^ 4  ^  minden te P-4 -ra, ezért /1.10/ figye
lembevételével és hogy 'f (. л T m é r h e t ő  rTA л nc^ ~reJ
^  í V   ^ItA'rJI ) - £ ( v  ( ^  t' AT»-.) \У Ц., - XÎ 1 ^ fc-A^ r
=  £ -t Ve** Î Ь *1 4 -tA 'Tu^
-  t  ( V С ■'f i \  ^  k I
Az /1.8/-ból ezért következik, hogy
E - ( v Чй'лт«*) 9 ч л т £ -  V  * H  tA-rJ é ° /1Л2/
Ezért alkalmazha tjuk az /1.9/-cél definiált valószinüségi 
mezőn a szupermartingái egyenlőtlenséget, ami épp a kivánt
A A A  V  t u ^ )  i a | u j  é ÉJ £ i £  w í  /i.
Л A
13/
összefüggést szolgáltatja.
3/-hoz azt kell csupán figyelembe venni, hogy V/ ( f-t a Tw)^1'4" 
minden -te PL^ mellett a ~ r>6 j halmazon. Ezért
/1.13/-Ы51 A -  *n. re megkapjuk a kivánt
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P ( M i - x ) ï  4- ^ /1,14/
egyenlőtlenséget.
Az 1.2 tétel bizonyítása
Az aszimptotikus stabilitásra vonatkozó tétel előkészí­
téseként egy lenmát bizonyltunk be adott kiindulási feltéte­
leknek eleget tevő trajektóriák egy halmazban "töltött” össz- 
idejéről.
1.2 Lemma ; Legyen Q ÍG nyilt halmaz, és legyen /'L
I
a G  -bői való első kilépési idő. Legyen továbbá V  a 
G -n egy Ljapunov függvény / C nem szükségszerűen nivó- 
halmaza V-nek és V  sem szükségszerűen korlátos G  -n/ 
a Q q  -re nézve. Legyen továbbá G  egy olyan
nyilt halmaz, melyen G c  Vo4 - — ^ X <£ P  . Ha a
i-t л P \ halmaz karakterisztikus függvényét
^ f -vei jelöljük, akkor X £ C  mellett
/1.18/
minden i c ß G  mellett
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Bizonyítás : Alkalmazzuk az /1.8/ formulát az /1.9/-cel 
megadott valószinüségi mezőn értelmezett /1.11/ folyamatra, 
figyelembe véve, hogy /1.12/ következtében Q q és l IseCí 
nem változnak. Ezért
V oO-E ( у Ч К л т )  II-
/ tAT /1.19/
Ha tekintetbe vesszük, hogy V > о , máris megkapjuk a
kivánt állitást.
Az 1.2 tétel bizonyítása:
1/ Ha I/O) = C\ x£ Cv^ , úgy az 1.2 tétel triviális kö­
vetkezménye az 1.1 alaplemmának.
2/ Ellenkező esetben legyenek cí0 > О számok a 
hozzájuk tartozó £< > pedig a tétel feltételeiben biz 
tositott pozitiv számok. Az £* miatt
( p - k  C
és y £. С ч р д ,, esetén
Il x - ^ i\ ^ - é i. ^ o ■
Legyen most xé rögzített.
Képezzük a
eseményt, jelöljük karakterisztikus függvényét
/1.30/
/1.31/
/1.32/
У (4^l(ur)-val,
УГ Q. -IL .
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Képezzük a
T ^ ^ . Í H  /1.33/
t A T[M.
valószinüségi változót, mely rögzített <xr mellett a 
CUXC^lfc -ben töltött ossz időt adja meg a ^  x felté­
tellel.
Az 1.2 lemma következtében e valószinüségi változók 1 
valószínűséggel véges értékűek az /1.9/-cel megadott felté­
teles valószinüségi mértékre nézve.
Ez egyúttal maga után vonja a
т к C 8j t ur) л c — i oo /1.34/
határérték létezését 1 valószínűséggel. 
Át fogalmazva
P ( ^  ^   ^ 6. G^.XtP'v.) 5, ;
azaz minden trajektória 1 valószínűséggel kilép a
-be.
□elöljük А  -val azon "Bu*. -beli 1лг" -к halmazát,
melyek trajektóriái oszcillálnak végtelenhez а G >4 \ C < v k  
és ( X )  között. Megmutatjuk, hogy
P ( A  I i,- *) = O. /1.36/
□elöljük -el az x ^ G  ua_ pont távolságát
Í X  X  -tői. Képezzük az
r*c*i-- S u í l t A ^ )
valószinüségi változót. Ez V folytonossága miatt jobbról 
folytonos.
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Képezzük az alábbi három Markov pontot:
= .<Ц é о $
^rtz(ur) -*• ú \ { ( + í Q^) > _ í
= í S I  ^ о l ,
/1.37/
Az /1.35/ következtében mindhárom valószinüsógi változó 
1 valószinüséggel véges értékű.
A jobboldali folytonosság következtében minden -
beli Der -ra Ч*г( И  ^ 4  W  sőt s e  [r/2-(w‘
esetón teljesül a
\ л1 ^ Сл**- ^  PJ) £3
<>")
/1.38/
tartalmazás, utóbbi mindén lw'é / , ha C^ ' > / ‘ C ^  (m -) .
Ezért az /1.33/ definició alapján
П: 4t O )  ~ 4  o" b T x C-t, £*,«-) , w - c ^ - x , /1.39/
és lé £ A  í, , ?í. esetén
V1 <T <Jr 2. valamint
4/- Cwr )
A ^  t
/1.40/
folyamat sztochasztikusan folytonos a 
-on / ^  csak Ci -en/, ami kompakt, ezért az 1.2 meg­
jegyzés szerint itt egyenletesen is sztochasztikusan folyto­
nos.
fs^
Ez azt jelenti, hogy a tetszőleges előre adott -hoz
megadható olyan , hogy a
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\[ {
fc+ÍA- ^S Ax, 1“ > V ^  l w ^  J < ^ /1.41/
és homogenitása folytán ez t-től független.
Válasszuk meg ezután az /1.39/-ben szereplő t-t olyan 
nagyra, hogy az /1.34/ alapján
P $ Т , К  kr) i h Ц , . *  /1-42/
legyen.
Bontsuk fel az halmazt az alábbiak szerint:
\ f] [Tx (>,?„ I
Az /1.42/ miatt
P (,A’ I ^ ,x) í <fr
Az
Á 1 C  1 0 i %{'-t/ 1 <1 ti 5
halmaznak, az /1.39/ miatt.
Ámde
\o  ^ ^ - ^ ^ ! A Î V < 3 / n K  =
1 C í ^ 4 S4 (c  ^^  Лп: ^  ^ ^  ^  ? П  ^ I S
/1.43/
/1.44/
/1.40/ alapján ezért
I P  (  { o  /  T / "  -  ч / - *  a  in j  I f  "  ‘j  V -  s  J  г :  c T
méghozzá у és s-ben egyenletesen.
így
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P t { O i  Xi'- X Cí w] !1.= X -
Où
= Í 5 P (° Д ' - ' г Д ь  |s,s) P ( ^ s = x) г
Tehát
/1.45/
/1.46/
/1.47/
P ( a 1 x) ^ ^
/1.44/ miatt, és ezért -
P ( A btíL I ^ „ - x)
/ /1.43/ és /1.46/ miatt/.
Mivel cP tetszőleges pozitiv szám volt ,
l ' V  = К) e
következik.
Ez azt jelenti, hogy a -beli trajektóriákra
p ( i - »  p w  = -í /:l-49/
/1.48/
és
P С в ^ I f* = vJ > á Í4^ /1.50/
Ez pedig maradéktalanul bizonyltja az 1.2 tételt.
Az 1.6 tétel bizonyítása
Az 1.2 tétel bizonyításában beláttuk, hogy V  (^лТ, 
szuperma rtingái.
Az /1.12/-ben írjuk be az egyenlőség jobb oldalát, fi­
gyelembe véve \ < д -£• markovitását, a következőt kapjuk:
, Д -t
* c = x
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Fölhasználva a 2/ feltételünket, a feltételes várhatóérték­
képzést az /1.8/ előzménye szerint az idő szerinti integrá­
lással felcserélve /a Fubini tétel ad erre lehetőséget/:
E *(4 V*Cli-rtr.4 4
4 -<* Ç E (v * ( I - -  M st A L
Legyen most t=0, ekkor azt kapjuk , hogy
V-fc
J E 11 = 0  dis
Az V/*(^t'A^K ) függvényre alkalmazhat­
juk a Gronwall-Bellman egyenlőtlenséget, és igy nyerjük az
t C v  t'AT-) = V CX) eT** /1.57/
becslést. Ha ezt most alkalmazzuk a \J (| szupermar-
tingálra, akkor az /1.9/-cel megadott valószinüsógi mezőn 
érvényes a
p I t £ L V ( W ) s  л  И . *  и  - E  ( v ' C w J  И . » * ) <1
V/öx) g_г A
A /1.58/
becslés. Figyelembe véve, hogy
K Î  1 * л т . +  U с У W )
könnyen látható, hogy:
\Л*|_ l/cjc (
A /1.59/
ami a tételt bizonyltja.
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2» INHOMOGÉN MARKOV FOLYAMATOK SZTOCHASZTIKUS LJAPUNOV 
FÜGGVÉNYEI
2.1 Homogén és inhomogén Markov folyamatok kapcsolata
Tekintsük a £ "f -t i n-dimenziós Markov folyamatot a
átmenet
valószinüségekkel. Képezzük a
\ t  ' L \ b^) /2.1/
К. + Л dimenziós folyamatot. A 2.1 pontban azt fogjuk meg-
<n ->
mutatni, hogy ^ b e v e z e t é s é v e l  tetszőleges kiindulási 
folyamatból homogén Markov folyamatot kapunk, amelyre 
tehát bizonyos módositásokkal természetesen, de alkalmazha­
tók az 1. fejezet eredményei. Módositások azért kellenek, 
mert 2.1-ben az -dik dimenziót az idő szolgáltatja,
azaz az 1. fejezetbeli tételeket időtől függő Ljapunov függ­
vényekre kell kimondani. A 2.2 pontban tehát az inhomogén 
Markov folyamatok stabilitásával illetve az időtől függő 
Ljapunov függvénnyel rendelkező homogén Markov folyamatok 
stabilitásával foglalkozunk.
(—S
Nézzük meg először a ^^ folyamat tulajdonságait. A 
folyamat átmenet valószinüségei a következők lesznek:
Y  >t , ÁS mellett
lf(.= G,x|) -P(l, X, Ч1, U'fx , /2.2/
ahol 2.2 jobb oldalán a H J  inhomogén Markov fo­
lyamat átmenetvalószinüsóge áll. Vezessük be az  ^= 
jelölést. Ezzel a jelöléssel és mivel 4 ^ Markov folyamat,
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fe tnàll a
^ ^  A ' !ч,^\ ' -■ v ^ 4 ^ 0 ~ H S At'( /2.3/
összefüggés, azaz tetszőleges t > t < ■ > о feltétel-
rendszert előirva, a /2.3/ valószinüség csak t-től függ, te-
hát Markov folyamat. De ^  homogén Markov folyamat
\_
is, ugyanis legyen A € 15 C&>\ ~ (V(t) és  ^ ^
Акко г
*Ог\Р,У P(v^ (ÍV^ys, ^RvQl^sJ1 X £.^a )| /2.4/
ahol Т>Ц^^*=- £ ( /tehát ez az ßJ^4  ^ -ben az utolsó
komponensre való vetitést jelenti/. /2.4/-ből viszont
következik, vagyis a folyamat átmenet valószinüségei va­
lóban csak az időkülönbségtől függenek. Nyilvánvaló, hogy ha 
^  erős értelemben vett Markov folyamat volt, akkor 
is az lesz, és ha ^  jobbról folytonos, akkor 4 -t is jobb­
ról folytonos lesz.
Vizsgáljuk meg most, hogyan változik meg Д -t infinite- 
zimális generátora a folyamatéhoz képest.
Legyen Q-fc a \ k folyamat infinitezimális generátora 
és vegyünk egy i £ Ъ  (УУ függvényt, amelyről tegyük
fel, hogy az ^  ^ (Дк. (^ ) függvény minden mellett
a értelmezési tartományában van és minden rögzitett féQA
mellett t-ben egyenletesen differenciálható.
Ha felirjuk az alábbi különbségi hányadost:
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ь ( f  S - iv
Й.11--------- ------и
3>
к
- U(M 1 ^ ( m  ^ 5u(f Ым)~t M)tft,
 ^ ( Г /2.5/
& | (  ~  а ;  и  + ^ /2.6/
összefüggést kapjuk. Ugyanis a /2.5/ összeg első tagja fel­
tevéseink mellett -hez tart 4.— ь о mellett, a
második tag pedig PC^K, ^  Ц/) )_* JÍ^CM miatt és az
egyenletességi feltételek következtében /2.6/ második tagját 
adja.
A ^ folyamat trajtktóriáinak viselkedése szempont­
jából számunkra az olyan Q  GcZ~ i2_bL"r’( nyilt halmazok érde­
kesek amelyek előállnak
G . - G * t t . \  C e t 1.
alakban. Oelöljük ^  -vei a 
mázból való első kilépési idejét, akkor a
\  1 A =  í  1 4 A ^  ( 4  Л К о  )
megállitott folyamatot kapjuk. Ha a ^ átmenet valószinü-
ségei a О-ban differenciálhatók, akkor a megállitott folya­
mat infinitezimális generátorara a
/2-9/
összefüggés áll fenn, egyébként /2.9/ jobb oldalába a 
szorzó kerül.
A jelölések egyszerűsítése érdekében a 'c ^  infinitezimális
G nyilt /2-8/
fV-x
^  folyamatnak a CTo hal-
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generátorát Q *  -gal, a megállított folyamatét Qíe -val 
illetve Q £  -vei jelöljük.
Itt tárgyalunk még egy az aszimptotikus viselkedés szem­
pontjából igen fontos feltételt az inhomogén Markov folyamatok 
Ljapunov függvényeinek nivóhalmazaival kapcsolatban.
Legyen V folytonos, az egész téren értel­
mezett, nem szükségképpen korlátos függvény, i^l"> О tetszőle­
ges rögzített valós szám. Képezzük a
G * c \ СX ,-t) 1 -t) <  ^  1
halmazt. Jelöljük a t folyamatnak a C •orv -bői való el-
ső véletlen kilépési idejét -el és jelentse a ^
folyamat infinitezimális generátorát.
2.1 Lemma Ha V benne van a értelmezési tar
tományban és
( q í ■V)) 4 0 , /2.11/
valamint Cayv\^ П6Ш ürés , akko r
Pr ( G „  ) U ~ )
valamilyen alkalmas T  -vei . /Р-v (x ^ -t)- t ha Os "t )é p/'x 0/ /
2.1 Következmény A 2.1 lemma azt jelenti, hogy ha \J G (G) 
egy inhomogén Markov folyamat Ljapunov függvénye, akkor a
I V CXtt) < rvv ] nem üres nyilt halmaz nem le­
het korlátos, és ha egy (y,t) G + ^ pont beletartozik,
P v  ( C ^ )  = ?  Í R 00) ■
akkor
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2a2 Következmény Ha az 1.1 pontban megadott V' PLU— ъ függvény helyett egy időtől is függő V  ß-f Ljapu-
nov függvényt veszünk, amelyre teljesül, hogy a
G K I \J О  ,t)  ^ halmazzal megállított
folyamat G(.^ infinitezimális generátorával minden 
(xv-t ) £ G -re fennáll, hogy
(  QJi V ] tx ,+ ) 4  0 /2.18/
akkor az alábbi kijelentést tehetjük:
Az időtől is függő Ljapunov függvények és az inhomogén 
Markov folyamatok Ljapunov függvényeinek vizsgálata ugyan­
ahhoz a problémához vezet.
2.2 Inhomogén Markov folyamatok stabilitása
Ebben a pontban az 1. fejezetben tárgyalt stabilitási 
tételek megfelelőit adjuk meg az inhomogén Markov folyamatok 
esetére, vagyis a 2.2 következmény figyelembevételével időtől 
is függő Ljapunov függvényekre.
Kezdjük az 1.1 alaplemma átfogalmazásával.
Tekintsük a 1 ^  -t \ -t £ рт nem szükségképpen homogén n-dimenziós 
jobbról folytonos erős értelemben vett Markov folyamatot.
Legyen 
vegyük a
a 2.1 pontban leirt homogén Markov folyamat és
V  d " * ’ ___» gjr
G~- ^  ft'“ '
/2.19/
folytonos függvényt a
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G V*. ^  0e ( ^ ) [ V ^ *  V A ) ^  VY\_ ^ /2.20/
nivóhalmazával. Legyen I > 0 olyan szám, melyre létezik 
X € G T  , hogy
0,-0 e C
~r ^
Jelöljük -vei а ч -r+S folyamat
kilépési idejét és képezzük a
/2.21/
G >4. -bői való első
X V4, -
Markov pontot valamint
+ PrG
t ->~i mellett a
\ t  ^ 1  t л (t í - TG )
megállított folyamatot. Legyen a \ k A'T**.
infinitezimális generátora és tegyük fel, hogy V  
van a ÍTvvl értelmezési tartományában.
/2.22/
/2.23/
folyamat
benne
2.2 Alaplemma Tegyük fel, hogy
( O vÍ. G ) ( ^ 0 minden ^ G G ►К/ /2.24/
Akkor
V  A I v l t  t j L^-r f0lvamat jobbról folytonos
nem negativ szupermartingái.
2/ Á < w v  és ( I j t G  "4- esetén
? 1т Л' асо ^  ClbATu.\ > A I Ï-T = <
з / На 1  K7 I 1  t €  C V  , i  T  T  ]
V C x . T )p (Вл. 1 ( \ t )) > T
л
^ G , T )  /2.25/X
akko r
/2.26/
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4/ Minden U r mellett I /(. (иоО) “-* Our) , azaz
l b ^ )  - ■  /2-27/
A 2.2 alaplemma nyilvánvaló következménye az 1.1 alaplemmának, 
ez utóbbit az ^ ^ s  folyamatra kell alkalmazni, a
Г—'
megállított folyamat lesz.
Elnevezés
A /2.19/-ben megadott és /2.24/-et teljesitő V függvényt a 
í il 1 folyamat sztochasztikus Ljapunov függvényé­
nek nevezzük.
Az 1.1 tétel is szinte változatlanul érvényes időtől 
függő Ljapunov függvények esetén is.
2.1 Tétel: Legyen V a j  jobbról folytonos erős
értelemben vett Markov folyamat olyan Ljapunov függvénye, 
amelyre teljesül a V [c>\^)-0minden í G tZ mellett. Ekkor
a rendszer stabil a (C t-v G***- ( A--£r)hármasra nézve tetszőle­
ges f Á ítw ( -re , ha (x » 1 ) éL G r  .
Ezenkivül majdnem minden w  <3 "B *4, esetén
X/íl^ATví^O mellett.
Az 1.2 tétel feltételei a 2.1 lemma miatt időtől függő
Ljapunov függvények esetében nem biztosithatók, a 2.1 követ­
kezmény szerint ugyanis О  ы. nem korlátos halmaz. Ezért az
1.2 és 1.4 tételek analógjait egy tételben mondhatjuk ki a 
következő feltételek mellett:
Legyen G G G  ^  ÍG4- az n-dimenziós térben 0 körüli zárt
/2.28/
r-sugarú gömb, és jelöljük Иг -el a
= * й . ^
zárt halmazt.
А/ Legyen a ^  folyamatból képezett folyamat
egyenletesen sztochasztikusan föl tonos minden H k halmazon 
r=l,2 .... , és
PC« ! -t(w OQ ( -C -à OO ( ÜÛ" € "B Vu. = О
В/ Legyen a ^ folyamatból képezett 
^  Ljapunov függvényével definiál t 
egyenletesen sztochasztikusan folytonos.
/2.29/
folyamat a 
halmazon
2.2 Tétel: Legyen a folyamat Ljapunov függvénye V
a Q ym. C  Cf4'*'* halmazon. Legyen T  G  olyan, hogy lé­
tezik X £. C-4- amelyre ) £. •
Teljesülnek az alábbi feltételek:
1/ A ^  folyamat teljesitse az А/ vagy В/ feltételt.
2/ Legyen megadható egy 1блОО x О függvény úgy, hogy
-  ( Q  Í V )  (* VH  = > O  /2.29/
teljesüljön minden (x \ & С ч  esetén.
3/ Definiáljuk a halmazt a következőképpen:
— í X I fe,(>0 =oj fl [ X I V(* \ A <VK* , valamilyen
/2.30/
4/ Tegyük fel, hogy megadható olyan о és minden
X  <> <á ■> O -hoz olyan ^ 4 ^  ° /az А/ feltétel esetén 
és €df ^ О / , hogy
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k.4o) ^ dl
minden X Q  ^ ^ V  (G ■*=) <*4, alkalmas t Ъ» T  -re
és  ^ (ъ yPP^ € 4 ^ esetén /az А/ feltétel esetén még 
az (I X (I “=- ^  feltételre is szükség van/.
Akkor
f i t t — » \ i T -(xtTj) > ^ - lI /2-31/1 1 ; KV\y
A 2.2 tétel az 1.4 tétel közvetlen következménye, ha ez utób­
bit az ^  ~ "fT  ^S folyamatra alkalmazzuk. A bizonyításhoz 
szükséges P G  halmazt a /2.30/-cal definiált T G  -bői 
Pw. ~ АС\л^ alakban nyerjük.
А V Ц Р — (X+ folyt onos függvény legyen most minden 
\ta. - v-- mellett a halmazon a  ^ L c í 2_ + erős
értelemben vett, jobbról folytonos Markov folyamat Ljapunov 
függvénye. Vezessük be a következő jelöléseket.ooi/ G = U C(^  •
2/ Tegyük fel, hogy О 4 Id*,* (%) £ t , - t )  ' = (б? V  ) (*. t) 
minden mellett.
з/ (x, t ) £ G 'лс -re definiáljuk a következő halmazt :
Ç  [ * |  Vc m H ^ vv, valamilyen “ rej
/2.32/OO
4/ Legyen P T ^ U  .W<_- Л
Ezekután kimondhatjuk az 1.3 tétel inhomogén változatát, 
amely azonnal következik a 2.2 tételből.
2.3 Tétel Tegyük fel, hogy a 2.2 tétel feltételei min­
den <4, - * [2. ^ mellett teljesülnek. Akkor tetszőleges
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Çé.t)£C esetén
P  C l r *  р т И т - * ^ ’ ^  • / 2 - з з /
Az 1.6 exponenciális sztochasztikus stabilitási tétel inhomo­
gén változatához vegyük a ^ ^ folyamat V/ &P4-—  ^(2_+ Ljapunov 
függvényét és jelöljük P”7" -vei a következő RJ*" -beli 
halmazt :
Oc
Р"Г- У  Q l* lVú,s) --oj, /2.34/
ahol о olyan, hogy létezi к 'Ъ в Q_> melyre (b fr) e Qv^ ,
Nyilvánvaló, hogy p 1 t O  , ha van olyan X<£ CG és olyan ^  
hogy V/ s) - О S^Sjmellett.
2.4 Tétel Tegyük fel, hogy a 2.1 tétel feltételei tel­
jesülnek, valamint
1/ P о
2/ f ű i  V  ) U  I ^ 4  V(y(tyalamely ^ О valós számra 
minden (x(t ) e C  mellett.
Akko r
V
tit) - flT=(V,-r))< ^ 1 TÍ 5  ^  Í/2.35/
A,
2/ Ha a tétel 2/ feltétele tetszőleges m. о -га 
fennáll, akkor
3/
^ Ví^-T)
\
/2.36/
yvu /2.37/
A 2.4 tétel következik az 1.6 tételből.
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2.1 Megjegyzés Természetesen az 1.8 Megjegyzés itt
érvényes. Az . \li + ,k)'=0 szükséges feltétele annak
(MKCw-
2/ biztosítsa az aszimptotikus stabilitást.
is
hogy
2.3 A 2.1 lemma bizonyítása
Tegyük fel, hogy a R*(C<wJ nem összefüggő. Miután a 
Cj и*, nyílt, vetülete is nyílt lesz. /А projekció nyílt leké­
pezés/. Ámde az egyenesen minden nyílt halmaz előáll megszám­
lálható diszjunkt nyílt intervallum egyesítéseként. Vegyünk ki
egy ilyen intervallumot a PrÍCo -bői.
Ha ezt (Cib) -vei jelöljük, о ^  Cl t b véges pozitív 
számok, akkor biztos, hogy У b ( /Л C( ív.
Legyen Q. Á T Z. b rögzített időpont. A j TfS homogén 
Markov folyamatot s-sel mint időparaméterrel képezve az át­
meneti valószínűségek változatlanok maradnak. Jelöljük a 
СГн. -bői való véletlen első kilépési időt ‘X ^ -el. Vilá­
gos, hogy a jobbról való folytonosság miatt Ф о hiszen
0 *T b és 
TP \ y l  <= 1°-a I 3 £ G*. j ~  4. /2.13/
Továbbá a 1l-tSÁTv homogén Markov folyamatra alkal-
m
nem
azhatjuk az 1.1 alaplemmát, hiszen a bevezetett V függvény-
/V V
nyel valamennyi feltétele teljesül. Ezért V T+çлrcC / 
negativ jobbról folytonos szupermartingál, amelyre /2.13/ 
miatt
/2.16/
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teljesül, ami viszont ellentmond az alaplemma
Л
I 14- X л 'X. b
állításának, hiszen V/C^  i és legyen <vo / W  V (>
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5. DISZKRÉT MARKOV FOLYAMATOK STABILITÁSA
3.1 Homogén és inhomogén diszkrét Markov folyamatok
Tekintsük a n-dimenziós Markov folyamatot,
ahol i a nemnegativ egészek halmazát jelenti. A 
vel megadott folyamatnál a 2.1 pontban leirtakhoz hasonlóan 
belátható, hogy homogén Markov folyamat. Ugyanis, jelentse P 
az eredeti folyamat átmenet valószinüségeit és vegyünk
egy Ъ  О  3 > C ß-k X. I 4 ) Boréi halmazt. "В előállítható
00 ç ?
az alakban, ahol Bj al­
kalmas Boréi halmazok.
Legyen i i és i > ^  mellett j — C = 1<L , valamint
f y l v ) - *  4 Я 4(у,с)~ t ^ ü 6 Q~Yltakkor az f Jel0-
léssel
P V  ь I M - P((1j.i)e В  Л  ( к >  к 5 j Î) í% . =  , )) -
tv,(ftn(e.'x ){Ц) í t i ) ) -
- - P ( v ^ ß ) .  /зл/
Ha most a V t \ r -  — ^ а т folyt onos függvény integrálható 
minden ^ € R_4 у "X r mellett, akkor az is könnyen látható, 
hogy
f  VCi) P , И , oUj - f  V (ixv i + < ) p( t v x( L + <y cÍm )  ,
P - \ T + ß >  /3.2/
ahol г - (>, wJ)e d \  I f és ^ fc (x (tje i2B  к т +
A diszkrét idejű Markov folyamatok esetében a ^ f o l y a m a t  
bevezetésére nem elsősorban a homogenitás miatt van szükség, 
hanem azért mert egy \J. -- ь P.r függvény
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I С* I С ) 1 \f (у t L ) c 1 I 4- ■> о /з.з/
nivóhalmazából való kilépéssel megállított folyamat igy egy­
szerűbben kezelhető.
Pontosabban legyen H P  , amelyhez létezik X в Í2-4"
hogy(Yvlc)£ Gkvu . Képezzük ekkor az ^  ^  f Л folyamatot, 
ami nyilvánvalóan homogén Markov folyamat és vegyük ennek 
véletlen első kilépési idejét a Círyv halmazból.
Legyen ezután
l'y
* ÍílLtt)/V ^
Erről a folyamatról tudjuk, hogy homogén Markov folyamat, és
A x t (У )
£ < G  (U>)
l v >  /3‘4/
Ha íjgG ^  - akkor /3.4/ szerint ^ 1 C<ctt)A = J l+G^], 
emiatt HTvw ^  (h--t L). Ebből viszont ur £ [ t G*- í ~ ^ j eseté
N—
t (.L* Í_m )a  J ~ "f I L t <Cur) /3.5/
következik, vagyis a következő eredményhez jutunk:
3.1 Lemma Az átmenetvalószinüségekre  ^ esetén a
következő összefüggés áll fenn:
P ( t  [ Ю _ 4 - С ч 4 ) л ^ л с €  ^  I i  B  И
- РСЪЛ'В). /3.6/
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3.2 Diszkrét Markov folyamatok Ljapunov függvényei
3,2 Alaplemma : Tekintsük a  ^с I  te  T + diszkrét Markov 
folyamatot, és a V  ; (G X 1 * - --à (2_r folytonos függvényt. Le­
gyen G M. a V-hez 3.3-mal rendelt nivóhalmaz, és teljesüljön«
minden ц £ -re az
I V G )  P ( v ' v c G ) -  V/(m ; _ —  Gen ) 
d M  +
/ О /3.7/
feltétel. Ha ekkor olyan szám, melyre íx(l )
акко г
v/í^ l )
KVv
/3.8/
2/ Van olyan О é zltw- valószinüségi változó, hogy
J- V'U 'tJ /3.9/
IfYV.
3,1 Következmény; Ha egy V Ljapunov függvényre a /3.7/- 
tel definiált к függvény egy M  CT G ac halmazon teljesiti 
a
Ц) > cl > О  /3.19/
feltételt, akkor e halmazba \ b trajektóriái
nél nagyobb valószinüséggel -tói függő véges számszor
metszenek bele.
62
3.2 Következmény: На V teljesiti а 3.1 alaplemma felté­
teleit, akkor nem lehet ^ t €  X  olyan, hogy
G acG ^ R X  X ф ь а  G^n X  <Ф . Ugyanis ekkor (X.lXcG^
C G  7 7esetén P \'Туч.^ °о \ ^  ^ lenne , ami ellentmond az 1.1
alaplemmaának , mely szerint P ^ T ^ - 00 I L~ V 1 ^ Л —  V(x^ L)^
Elnevezés : Ha egy \y ß X x X f— d RX folytonos függvény­
re minden lE X + mellett a íí,jí,j'eX + folyamat átme­
neti valószinüségeivel teljesül az X £- ÎZ I V U  Л) <L УЧ. J ^ ímG  О 
halmazon az
Г kV U , 4 ( )  t/i l-í и (СЦ -  V(*( 0 4 0 /3-22/
egyenlőtlenség, akkor V-t a ^ folyamat Ljapunov függ­
vényének nevezzük. /3.2/ miatt e feltétel nyilvánvalóan ekvi­
valens a /3.7/ feltétellel.
Ezután a 3.1 alaplemma felhasználásával sorra kimond­
hatjuk homogén és inhomogén esetben az 1. és 2. pontok ered­
ményeit .
3. la Tétel : Legyen homogén Markov folyamat,
és legyen V (X—i. ß X  a folyamat i-től független Ljapunov 
függvénye, melyre V/ (c| - G , azaz c G G vk. . Ekkor a rend­
szer a ( G g  G kc v ) hármasra nézve stabil, továbbá
V  (_ ^  (Ur ) )— ъ СрхГ) majdnem minden r ê  -re,
^ X^C'g J - о б {
Ha még V(< I X  G  is teljesül К ^  о mellett, akkor а 
О 1 valószinüséggel stabil.
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A tétel teljes egészében következik a 3.2 alaplemmábcl. 
Annyit jegyezzünk meg csupán, hogy itt T=0 vehető, mert V nem 
függ i-től.
3.1b Tétel: Legyen \J . R ^ x X 4—  ^ PX 3 ['í il i 6 1 + homo­
gén vagy inhomogén Markov folyamat olyan Ljapunov függvénye, 
melyre V ( o li)& 0 1 (.-ov<v2(--. mellett. Ekkor a folyamat 
stabil a (G v^ G w. V í ívC) hármasra nézve, továbbá 
^   ^ c G X  4 Vvu majdnem minden nézve.
Ha még az is igaz, hogy \/(*^)4с\ c e X +v О esetén, 
és V i-ben egyenletesen folytonos a О-ban, akkor a 0 1 való- 
szinüséggel stabil.
Ez a tétel szintén a 3.2 alaplemma következménye. T=0 
itt is választható, mert \í(c^ o)-= C mi.at:t.
Ezután az aszimptotikus stabilitási tételek következnek.
3.2a Tétel : Legyen а X + homogén Markov folya­
mattal leirt rendszerünknek adott ^ > 0  mellett \J (Xй—A (X+ 
a sztochasztikus időtől független Ljapunov függvénye.
1/ Jelöljük P  IP -el az
X \ \f C* I Z_ J  ^ WL. ЪО о
С 4 ХХх) ^
- Г  v w p f K . í . o i O W f .  с /г'гз/
СХ
Г* / ^  * t-UJ ( X е [\J(K] á Hv J
függvényt.
2/ Legyen Руч. - \ G(x) = о ] f\  ^V(V) <L ч.  ^.
Ekko r
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V t X \ esetén.
Ha még V Ljapunov függvény tetszőleges m mellett, és 
9 .U PA , akkor«Г v
P р Ц и х ) ' 1  /3-25/
*t C_*- .
Tételünk közvetlen következménye a 3.1 alaplemmának, de 
a 3.1 következménynek is. Ugyanis a {L(x ) "> ci halmazt c G  о 
esetén majdnem minden Gb i*W trajektória véges számú X *  - 
beli pont kivételével elkerüli minden d > C  mellett.
3.2b Tétel : Legyen a i V í  homogén vagy inhomo­
gén folyamat adott T>О -hoz tartozó Ljapunov függvénye
V/ ßX* X +'— * . Teljesüljön a G n- = \ V(k, û) С|гч. ^ C|ß_ y J_
halmazon, hogy
o < VlU
Î v U vu<)?(cl *, 4 9  cX) 4 y(X i x (x, vj £ Gm.
О V.
/3.26/
0 I w*.G v c) ^  G
V  ti к, 0 GXG
hető függvénnyel.
Ц
2/ Legyen \ a  pj4- az
adott Boréi mér-
L G X  ) = О I í\ b ( G é  i f hogy \I(k {í)
/3.27/ egyenlőséggel megadott halmaz.
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На к_€т"£+ olyan, hogy van * ^  hogy (к ( k.) 4L G ^ ,  akkor
о
p ( V - »  P- H L -x) > j Г*\_
Ha 1/ és 2/ teljesülnek minden m mellett,
т  ( u -  p h t * * ) =  1
/3.28/
akkor
/3.29/
mellett.
A tétel teljes egészében következik a 3.2 alaplemmából, illet­
ve a 3.1 következményből.
Az exponenciális stabilitás diszkrét változatának elő­
készítéseként egy lemmát mondunk ki.
3.3 Lemma: Legyenek az £-f-«^ v=o számok nem negativak, 
és teljesítsék az
((u.) - i(.| 4 G {(,) /3-30/
i"
egyenlőtlenséget. Ekkor érvényes az
4 (c-<) i | M  e.'* (c+'l /3.31/
becslés.
Az aszimptotikus stabilitásra vonatkozó tételt ismét két 
változatban mondjuk ki.
3.3a Tétel: Legyen homogén Markov folyamat és
legyen ennek V ß_u— -3 egy adott О -hoz tartozó Lja-
punov függvénye, mely teljesiti az alábbiakat:
1/ A |V(jc )■* о j d  nem üres.
2/ Minden esetén teljesüljön az
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 ^ \l il) P ( x vav oI * J _  V a  j £ — ©< V(x) / 3 . 3 5 /
O
feltótel valamilyen oi > о -val.
Ekkor igazak a következő állitások:
1/ Rögzitett x£ Gv^ és tetszőleges
p [рЛШ> л И.., j4 XV *
Л
2/ Ha a fenti 1/, 2/ érvényes tetszőleges
akkor
p l p a v u a  a H . . k ] í
A
tetszőleges A ^ o  és X в 0У mellett.
3/ Igaz továbbá, hogy
P t l c - P ) V * ) 5  A '  ^  '
illetve a 2/ állitás esetében
P C l c - * p l  - 4
Az inhomogén Markov folyamatokra vonatkozó aszimptotikus 
stabilitási tétel pedig a következő:
3.3b Tétel : Legyen homogén vagy inhomogén
Markov folyamat, melynek V R* * ~p—  ^RJ Ljapunov függvénye tel­
jesiti az alábbiakat:
1/ A
oo c
P L V U  П  1*1 V/Osj) (2>
I. -= (
Л > О esetén
/3.36/
rvv>o mellett ,
/ 3 . 3 7 /
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halmaz nem üres, ahol -Lr -hez van к G , hogy
fy-X) <= G k , .
2/ Minden  ^ mellett
,1 (л, »,<**)- Kui c-« Vu) /3-39/
(L%1 ‘ »
teljesüljön valamely t< O -val.
Ekkor
1/ Tetszőleges és А ъ. о mellett
! t - x j í ^ k b J ü  + \ A x , t ) C Ü i  / 3 .4 0 /
n\_
2/ Ha az 1/, 2/ feltétel érvényes tetszőleges »x, >o 
mellett f akkor
'b' /3.41/
3/ Teljesül továbbá, hogy
/3.42/
illetve a 2/ állításnak megfelelő esetben
P l i -  P l  H L - x )  ” 4 /3.43/
3.3 A tételek bizonyításai
A 3.2 alaplemma bizonyítása:
Először is /3.7/-ből következik, hogy a | л
folyamat nem negativ szupermartingál. /3.5/ miatt ugyanis
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L-(v(t Ци1-н)л C (c+OA'Vm.) - V^"f (Í4(.) ЛХч ) -
' [íi^L) <: 0, /3.11/
(2/ ч I*
p—
ha a /3.7/-et felhasználjuk, és f (.lo 0 £ Р(кч. • Ellenkező
esetben Ц^м-С^  Ï *L , ezért Tvu/uH / itt az át­
menet valószínűség az egypont mérték, ezért a különbség 0. A
I CiO
hozzá tartozó Q'"' -algebra család [ лХи^  ^l=- lesz.
Ha
Г} ç n, -,
most képezzük az __iL = 1^ У с = |£ u ^ ( halmazon az
^ - T n í l j  b  -algebrával és feltételes mér­
tékkel az ^ ^ ^  I \ valószínűségi mezőt , és ezen
tekintjük a 1 (let M  Л'Х^ У- P íj megszorított folyamatot, ez 
Markov folyamat lesz, változatlan átmeneti valószínűségekkel, 
és így e mezőn is a
у  о  ^  ) /3.12/V  ^ i c i t t O / Y o r í p  } )  - V  C t c ^ q A T ^  J  r  - I l i иT  i :rw
folyamat nem negatív szupermartingál az = T(^^)Ax4”^°
(P-algebra családdal, ugyanis а У szorzó kiemelhető a 
/3.11/ feltételes várhatóérték mögül, és igy a különbségre is
érvényes marad a ^ q .
1
-al való szorzás.
E feltételes mezőn alkalmazva a szupermartingál egyen­
lőtlenséget, azt kapjuk, hogy
Ÿ ^ k l l - о У  ^ A ^ ) )  ^ x \ \  b.»(xvL)) ' /3.13/
t'v ó Х'ъ о .
Ámde Qvw és ''tvu. definícióját figyelembe véve az eredeti
folyamattal is igaz, hogy /3.13/ teljesül, amit kiirva 
épp a bizonyitandó 3.8 állitás adódik.
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л v n f  (.U.+ C)) szupermartingál konvergenciája a már
bizonyított /3.8/-cal együtt /3.9/-et adja.
Marad tehát a /3.10/ bizonyítása.
Induljunk ki ehhez a /3.11/-ből felhasználva a /3.7/-et
^ (V11 1iwe.-*<) Л^  | l  ( * * ^ л ~ V(f  Ск-чО aT uv) = _ ^  ( T ( ^ 0 ^
Képezzük másrészt a
^  \ (VV (Д Uctt+i'i)- V tS tüLATuj) ‘
i c- ^- ÍV L í ClL-U M ^A 1чЗ ("I CLuiATu^ ) 3 /^* -*-5/C -O
előállításnak feltételes várható értékeit rendre az
((илб\ AT»«. ' \ ^  -algebrák szerint. Miután ezek mo­
noton fogyó rendszert alkotnak, igy a k-ik lépésben már az 
összeg minden tagjának -i^  feltételes várható értékét
nyerjük. Másrészt
E ( v ( l a K - u ) ^ ^ ' l -  V C t a + O A ' ü i l  ^ о л ^ )  ^  ( I c ^ u t J -
Ezért a /3.16/ különbség ÜL^ T
/3.16/
feltételes várható értéké
re azt kapjuk, hogy
ло:  ^) 11 MTu, ~ ^]~  V C1 ^ ) ~
^  E (k ( U u t J ^ j H l L A W -  })■ /3.17/L-О W
A /3.17/ jobb oldala a bal oldal korlátossága és a jobb olda 
li összeg tagjainak állandó előjele következtében korlátos
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i~\ mellett, 
telmében, hogy 
1 valószinüséggel
Ez azonban azt jelenti a
2 a
konvergens. Ebből pedig
Beppo-Lévi tétel ér-
- ° n  /P,_ rvv -WL. /
következik, hogy
^ ( 1 C\L )^ / V T ^ H j  —  ^ o,
és a bizonyitandó /3.10/.
/3.18/
A 3.1 következmény bizonyítása
Legyen vl) azon C ) párokon 1, ahol
U ^ O ’» м  V fj«-)* 1 ’ ^ л ) -
Ekkor a /3.17/ összeg jobb oldalát növelhetjük, ha belül 
a feltételes várható érték alatt
к- C W - K  ) /v-cw.Cw_0 ( ^ ' 0  - t
Írunk а к helyett. Ámde e halmazon 
valószinüséggel minden W  -га
^  lej
rw
/3.20/ 
-nél nagyobb
/3.21/
és igy az összeg korlátos csak végessóge esetén maradhat.
A 3.3 lemma bizonyítása
Képezzük a tÇ [c\ûg)— ^ (2_+ függvényt az alábbi definíció-
«
val :
Ц М -  fi ha L 4 -fc i -f ^ / 3 . 3 2 /
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Ekkor érvényes a
Ct (
' о
becslés. Ezért a Gronwall-Bellman lemma szerint
4  (c+<) 4 Ч И  (
ami /3.32/ figyelembevételével éppen /3.31/.
/3.33/
/3.34/
A 3.3b tétel bizonyítása
A két állítást együtt bizonyítjuk. Ha alkalmazzuk a szu- 
permartingál egyenlőtlenséget a V  ( k+i )л Tt« ) szupermar- 
tingálra a 3.2 alaplemma bizonyításában bevezetett feltételes 
valószínűségi mezőn, akkor
-^ - * /3.44/
Ha pedig ezen ^ mellett beírjuk /3.39/-et a /3.17/ 
becslése, kapjuk, hogy a 3.3 lemma szerint
t(vl |(, /3.45/
Ha /3.44/-et és az alaplemma /3.9/ állítását figyelembe 
vesszük, megkapjuk a 3.3a és 3.3b tételek állításait.
A P -hoz tartás pedig abból következik, hogy /3.44/ 
épp annak az eseménynek a valószínűségét becsüli, hogy van 
olyan C i c  . amire a í C («-) t rajektória
oo r
и  w >  v (k ,c ) ^  c l m + /3.46/
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halmazba belemetsz. Annak a valószinüsége , hogy ez minden 
/0 -ra igaz /azaz ezek metszetére/ 0 minden mellett.
Ezzel a tételeket beláttuk.
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4. PERTURBÁLT RENDSZEREK
Legyenek és [ *11 I ^ g+homogén vagy inhomo­
gén jobbról folytonos erős értelemben vett olyan n-dimenziós 
Markov folyamatok, melyekből képzett »^Ж-dimenziós
folyamat is erős értelemben Markov folyamat.
4.1 Tétel ; Legyen a Markov folyamatnak a
aV íc\Q_+— * Q G  függvény Ljapunov függvénye 
Grv, ~ [G i^í P )IV4x i t ) \ halmazon, és teljesülnek az alábbi­
ak :
1/ Legyen a folyamat egyenletesen sztochasz­
tikusan folytonos C kyv -en.
2/ Legyen VX/ •' Q _ G ( G \\XG )- О  szigorúan monoton folyto­
nos függvény és jelöljük ki a Q.- ^ j ( \k) (.4 K~ ^  H
halmazt.
3/ Legyen
w  (u - ^ ii) 4 v ( *  i^ i-t) /4.1/
minden (x (t) £  ßirG Q G  esetén.
4/ Legyen továbbá
v)(K,4 ,-t)— L C x . i j . t i é é o  /4-2/ 
minden СК| ; e G  4^  esetén.
5/ Definiáljuk a P L d  PG"4“ ha Imazt :
Рч >^tJ/4.3/
ahol T £  CG olyan, hogy van hozzá (x,^ ^  R_
fy ( u,t ) 6 G . melyre
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4
6/ Létezzék с10"> ° , hogy cf0 >oíb>0 esetén meg­
adható olyan £c| > О ' hogy
Ví_4( t ) ъ  ^  ( b | i t ) ^ G A P ^ £í< /4.4/
Ekkor a 2/, 3/, 4/ feltételek teljesülése esetén
^  oo il X t ti ^  ^  [( y ^ ) \ L \ r ,  \ x ) ~  (?• u <"
^  ^  t ) >  Vk . jt/ Ц  V )  =  (*
4- V  ( *■ V  /4.5/
Ï4.
Ha még az 1/ és 5/ is teljesül akkor
P Í H - u H  Ы ^ М 1 С 1 т д тЫ * ^ Ь  i -
A tétel teljes egészében következik a 2.2 tételből. 
Annyit kell csupán meggondolni, hogy К lß_+ és hogy
PG -en V. л(_~ ^l|)~ O,
Ugyanezen tétel diszkrét változatát a következőképpen 
mondhatjuk ki:
Legyen 1 Ы  c e l + és c £. n-dimenziós homo­
gén vagy inhomogén Markov folyamat, melyekből képezett 
2_vv-dimenziós folyamat is Markov folyamat.
4.2 Tétel: Legyen a £ f Cé: X+ Markov folyamatnak a
\f: __ folytonos függvény Ljapunov függvé­
nye a G vu> \ halmazon, és teljesül­
jenek az alábbiak:
1/ Legyen \Л/ ; (2/— ^(Gv \X/(o)=0 szigorúan monoton foly­
tonos függvény, és jelöljük ki a Q =  (^) [ 00(ux-yi V ^ o r í 4'
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halmazt.
2/ Legyen
/4.6/
minden ^. C ) е Ц 2Ч  a + mellett.
3/ Teljesüljön a
О * Ц ^ -jn) ^  V- \ (y(^ ^ CCiVK.
[ o  И<Я. »C ) ^  C(M. /4.7/
egyenlőtlenség а (й_<С^ ) Boréi mérhető függvénnyel.
4/ Legyen d  ßj2"^  a
* V K incCjy
/4.8/
egyenlőséggel definiált halmaz.
Ha V_£ olyan, hogy van hozzá (V, M ) e  melyre
(\ \ Y  k~) é Rj^X I +, akkor
P  Î Â *  ^ í . i > 4 j 4 | ( 1 u ) = u ,v / í
V ~ ' .  VU-i"!-NÍR^I». ,n ,
'\L>4 t1 4 ü d , /4-9/*rvvtovábbá
р [ « ! с лИ - > Н и т ) - о Л ( ^ д „ ) = ( х ^ Ч  X  ^ Clt^ ~ -/4# X0/
A tétel egyenes következménye a 3#2b tételnek.
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I JL « Fejezet 
1.DISZKRÉT RENDSZEREK
Ebben a részben a sztochasztikus Ljapunov módszer alkal­
mazásait mutatjuk be. Három témakörrel foglalkozunk:
1/ Diszkrét rendszerek komponenseinek aszimptotikus 
viselkedése.
2/ Diszkrét rendszerek stabilitása.
3/ Közelitő algoritmusok aszimptotikus viselkedése.
Az első fejezet eredményeit illetve azoknak kis bővitését 
alkalmazzuk itt. A bővitést az tette indokolttá, hogy a Lja­
punov módszer első fejeztbeli eredményei elsősorban a szto - 
Plasztikus approximációs folyamatok vizsgálatára alkalmasak 
/ld [Al / mig a gyakorlatban előforduló rendszerek ezeknél 
bonyolultabbak. Az 1.1.2 alaplemma, 1.1.1 alaptétel új ered­
mények, itt a legegyszerűbb formáját alkalmazzuk.
Alkalmazásként bizonyítást adunk L. Ljung aszimptotikus 
stabilitási tételére is /ld [A-\ ] /, mely pontos, és az erede­
tinél lényegesen egyszerűbb. Az itteni bizonyításnál a rend­
szer nem függ az időtől, de megjegyezzük, hogy olyan bizonyí­
tást adtunk, mely az utóbbi esetre is szó szerint átvihető.
A többi bizonyításban és az 1.6 alaplemmában időtől függet­
len Ljapunov függvény szerepel, de az első fejezettel analóg 
módon minden itteni módszer érvényben marad időtől is függő 
Ljapunov függvényre.
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1.1. A STABILITÁSI ALAPLEMMA ÁLTALÁNOSÍTÁSA
( ILegyen cPie J ^ egy m-dimenziós vektorfolyamat. Legyen 
V- К 5 ß olyan függvény, mely teljesiti = ír({ )
mellett az
. V( -  V ( ß k)\^k )— Ук У(^к) + A  ^  f k ï  ко/1.1/
egyenlőséget , ahol
1/ tß(!b)4 0 folytonos függvény, mely —  Cjp (ß) <  Cf(ß')
esetén \ ' ( ß )  ‘С  V  (ß') -t teljesiti, fb'è  Is esetén.
2/ Vlß)-^00, - ^ ^ 00 ha Hßll— > “O.
3/ h (ll скЦ1) ^  C k-tól függetlenül -ra.
4/ Е('/(Лк)) ,л° minden к 'lïko esetén.
5/ У ' \ ^ ^  mellett.
1,1.1 Lemma : Tetszőleges 
re teljesül az
S I í j d P  й
Á
egyenlőtlenség.
A<=-3^ ' j P(A)> esemény-
PG4) • c ■ j /1.2/
Bizonyítás :
[f £k /c/P 
A
í^ -llí j d ? <  Í m - E ( i u  f lé
.a4  P M ' E  p í  í . /1.3/
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Ezután az első stabilitási alaplemmát készitjük elő: 
Legyen
Q l - = { f i i - /1.4/
és legyen a -bői k ^ >//> utáni első kilépési idő
Képezzük a
A
V;  -7 /1.5/
megállított folyamatot.
1.1.2 Alaplemma: Az /1.5/-tel megadott folyamatra tel­
jesülnek az alábbi állitások:
1/ P[ М л ф  Vj > ^ j  A  Í=-QiJ +  í
es
?/ P í V ... ■i
ha 2  = oö4
'jA A,« ( Г  \ Q t)} é  £
/1.6/
/1.7/
Bizonyítás :
1/ Legyen Д  (Г olyan esemény, amelyre teljesül a
J
p(í f(/?,k-(e+iK]r)/i)> 1
feltétel. Ekkor
Í V í + r ú f P é  í  /  c / P  -  ^Д  Л  ^
Ugyanis a /2.5/ megállítás miatt
'/, +< - & ) < #  ■ -  ÍE(i{-4-ví-j3fjefP=
/1.8/
/1.9/
= 9V ■ í / 1 . 1 0 /
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éa alkalmaztuk a /2.1/ tulajdonságot.
Az /1.10/ első tagjára alkalmazzuk azt a nyilvánvaló 
becslést, hogy Cp{ß<. ) mig a másodikra alkalmazhatjuk
az 1.1.1 lemmát, és igy
i ( v , tl- v j u p  í  - u ) 4
t
ahol tekintetbe vettük az /1.8/-at.
/1.11/
Állítsuk elő ezután a Í^UfO V/ ^  /i] eseményt
k
U o  vv >я|» Ü  { V, >я] - , V  {  /  > Э Ш  ‘f i  {  У  с
1гЛ * J j к i 3 --k ' \:-i<
alakban.
Vezessük be az
^ - \ ч -
1 /1
У.-4. ti
/1.12/
/1.13/
és a
ß*: = { Vj >Я] Л A j W /1.14/
halmazokat, és képezzük a
V * =  Д  ‘ ^  1 /1.15/
valószinüségi változó sorozatot, melyre nyilvánvalóan telje­
sül a
{ УУир Vf >/l| - L 
1:4 ( { (y
vf >a]
/1.16/
összefüggés, és
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Legyen most }\У0 tetszőleges. 
Tudjuk, hogy
Pí. Víc "
\/*+4Vegyük V-
V, = ve.
Ь ( Vk) , 
Я
 ^ -t. Ha a
1/ Ь л 1К  -íP ( [ ^ K ) < - ^ W ( V C V A } j >  £  ,
akkor az
E(V^ -V^ )- Í(C,- Vk)dP<~Q±
és ezért
1 ^ Ч £ « 1 с ) Л { 1 / ^ Я }
P ( v aw > a K  i í A J ,
vagy a R ^ * ) ) - ( ( « № {  >  -  í
/ 1 . 1 7 /
/1.18/
/1.19/
/2.20/
/1.21/
/1.21/
valószi-hisz a komplementerbe csak legfeljebb ii) +■и d t
nüséggel tartozhat a . Miután a folyamat megállított,
igy a /1.21/ érvényes marad
i í * 4 >  V < í ? i } )  P  f  ^  - ín /1.22/
alakban, ami a tételt bizonyltja.
Az /1.20/-nak megfelelő esetet folytatva nézzük most a
я]) = :Ры / 1 . 2 3 /
valószinüséget. Ha erre а
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fy+/f ^
I
ег /1.24/
teljesül, akkor /1.20/-hoz hasonlóan
и I, „ /\
E ( V ^ ~  / f )  í. - 2W  /ьзьу
m/q elen Icezpy ^
/ecetben a /1.21/-et és /2.26/-ot felhasználva ismét /1.22/-t
nyerjük.
Teljes indukcióval folytatva az eljárást, ha
a
Pt- > i
e
feltételt teljesiti, akkbr
mig
esetén a
p. <  A. 
P ( V ‘a >51} á
/1.27/
/1.28/
/1.29/
/1.30/
/1.31/
és /1.30/ együtt az /1.22/ egyenlőtlenséget eredményezi, 
tekintetbe véve a megállitást, és ez a tétel 1/ állításának 
bizonyítását adja.
Érvényes másrészt az /1.29/ egyenlőtlenség szukcesszív 
alkalmazásával a
Ой E( V» ) é  b ( k ) ~  f i / , ' /1.32/
egyenlőtlenség. Ha a ü" ^ t' -
4 '
akkor ez azt jelenti, hogy
eljárásunk véges lépésben ilyen esetben /2.6/-hoz vezet , és
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eoyúttal /2.32/ minden ^ >0-ra érvényes lévén azt kapjuk, 
hogy a folyamat ^~ ^  valószinüsóggel megáll, ami a 2/ 
állitást bizonyitja.
2/
is teljesül, akkor
p f y y u f  $ ( @ 4  £-4)}= 4. 
b ^  U
Bizonyítás :
Képezzük az
U  i ß ,  & Fe] =  Bj-
J-* °o
halmazcsaládot, és vegyük a f ] ßj’ = ßo> ' ^  •
J ” k
Az alaplemma 2/ állitása alapján
p{ F(|>ö(Wé Jl\6/)< A
ami minden j-re érvényes, és ßj'.j.f*'- ßj'. Ezért
/1.33/
1.1.1 Következmény:
yvi
Vezessük be a %Cß l A^ j( kompakt, pont és halma;
távolságot.
Vezessük be az
Ft  =  R * \ G e
jelölést. Ekkor
Ы)
1/ 06 esetén
P í w  4 -  í
és ha még ^£ ( / í r P j V^  C f
/1.34/
/1.35/
/1.36/
/1.37/
/1.38/
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P{ A^f Ibj  ^(ßi'i^i Ы)УО, ^ 6  ./1\ ß°o)4 £l
ia (?]' / 1 . 3 9 /
ami az állitást adja.
Az /1.35/-ben definiált Cj -vei az F^  halmazra azt 
kapjuk, hogy az (Í^)C -(jcW) Cc' -bői kapott
IfM = -vei teljesülni fog  ^^  (, -re a
P{ l/»u| ç((]^ [u)){ Fe)>0} ^  9 ^ /1 .38/
ahol a ß  -к monotonitásából következik, hogy 4
p £ рЛ  ^(У2>у G) - 0 j — ^  .
ÙU j>t /1.39/
Sőt definíciójában C helyett Q  -t irva, l —5 °o mellett
/1.36/-ot nyerjük.
Ezután a /3t- sorozat konvergenciájának bizoryit ását 
készítjük elő az alábbi lemmával:
1.1.3 Lemma : Tegyük fel, hogy valamely C>k -tói kezdve 
teljesül a
- Ç • tz (yífo)) > E  ( £c~)
feltétel. Ekkor az
^  = í  < ^ t-й
*1
«*> im . ГУ].
/1.40/
/1.41/
es integrálható.
B i z o n y í t á s  : J ^L - re f e l í r h a t j u k  az
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= Е ( ь т ' ) +  ъ ч )  = i y  ( £ ( m ) - £f  +  £/ ) k
< 0-?)E(cf(ßi)) + Щ :)< (!-Г)£(Щ))<р,
/1.42/
ahol felhasználtuk a /1.40/-et.
Ebből következik, hogy
ЕС V t - - V e )  >  -  2  E Í V J /1.43/
és E ( V / - V V J -  Z . E Í V n . r ^ ) -
<
p ti
Í H )  f^ p E C v C ß p ) ) .
/1.44/
Tekintetbe véve, hogy Cf(ßp)^0 és /1.43/-at, azt kapjuk, 
hogy
~ ^  O V  В (if(ßp)) <  °° (
t-k /1.45/
ami /1.40/-el együtt a /1.41/ állításhoz vezet.
2.1.1 Alaptétel : Tegyük fel, hogy a /1.1/ előállításra 
teljesülnek azöO
1/ zT =od és
2/ 0< 4 -val
- < $ • £ ( < ? № > ) ) > £ ( £ ? )  t I } t . > k  /1-46/
feltételek.
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Екко г
А/ Е( esetén а
Р{  L ^  j f / V j F * )  -  с ]  ^
t'V»  ^ ^
Ь/ F(|£ /г)^г_? 0 mellett pedig
Р { ^   ^ F-^)=o} - ^
teljesül.
/1.47/
/1.48/
Bizonyítás : Az 1.1.1 következmény miatt elegendő meg­
mutatnunk, hogy /1.46/ teljesülése esetén ha Q < b é" C 
számok, ezeknek megfelelő és {_<jp(ß) è b] nivó-
halmazok közötti átmetszések száma véges, 1 valószinüséggel.
Képezzünk ezért egy valószinüségi változó sorozatot :
ta = l<
гА = I И / п>л, ^ q ]
гг  ^rv,*{ni n 'ix*, u>(ß«) >ь]
/1.49/
ÎT0(.+<= ГИ|и{и| И i ^ b}
Lecver. ezután a 'Ъ • az alábbi karakterisztikus fiinc-
V env
A  Ы = 4 ,
С/
% t1( ^  U  r2ft4Y)^ ), frö.Y,
, tn 'L»)4 C < \ C+4LV) /1.50/
Értelmezzünk egy másik valószinüségi változót, mely egy 
trajektóriára megadja az átmetszések számát:
/1.51/
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Mint ez jól ismert, az átmetszések számát becsülhetjük 
az alábbi úton: A V  és Cf függvények közötti l/-ben meg­
követelt kapcsolat következtében legyen az a , ill.
b-nel< megfelelő pozitiv számok , Ve, • Ezért
(V - v 0) f (л,u é  ?  Vtu). /1.52/
Ha meg tudjuk mutatni, hogy a jobb oldal várható értéke 
véges, akkor az / a ,b/ közti átmetszések száma is véges, 1 
valószinüséggel.
Miután a 2.1.3 lemma feltételei fennállnak, képezzük az
Ч.-- í.tc-t? /1.53/
L 1
nem negativ valószinüségi változók sorozatát, és ezekkel a
sorozatot.
/1.54/
Az /1.53/ felhasználásával könnyen látható, hogy
E ( VC/j h  - W j  I ff) = E ( V; « - /  £ / 1 f f ) -
= /1-55/
minden J ^  /<; -ra.
Felirhatjuk ezért az
F(V/-h - 4' If/)1- fi Л  /1>56/
egyenlőséget.
írjuk be ezt az /1.52/ egy szeletének várható értékébe:
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k±P
£
к
V'L V p -Vívj) =  JT Ь  ( % ' £  ()/г- V i'h ) £f)
1 к
k-f-p V2  £ ( % •  £ № -  Я - + р с ) )  -  E f c ü - t f )
/1.57/
Ha felhasználjuk /2.55/-öt, azt kapjuk, hogy
E (  Г r M  - V r j é  Ï PE  ( W t - W(H ) ' / i .5b/
k к
ahol tekintetbe vettük a korrekciós rész negativitását. Innét
t ( é  E ( W k ) ~  b ( W k
* < 2 E( W*)
tekintetbe véve /1.55/-öt. Ezért /1.52/-ben
<
/1.59/
B(ßa,lo)Щ Ш  
Vb" Vo
ami állításunkat bizonyltja.
/1.60/
1,1.1 Megjegyzés: Nyilvánvalóan szó szerint ugyanigy 
bizonyíthatunk monoton fogyó algebra család mellett is, 
mindkét tételünk érvényben marad.
1.1.2 Megjegyzés; Nyilvánvalóan
hoz egy { V Tt Vio J /)-r függvénysorozatot
hogy az 1-5 feltétel teljesüljön.
vehetünk a ß  sorozat­
ié, csupán az a lényeg,
1.1,3 Megjegyzés: Az cL- sorozat nem szükségképpen áll
rrbelő ß { függvényeként, csupán mérhető.
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1.1.4 Megjegyzés : A { folyamatnak nem kell
sem független növekményünek, sem Markov folyamatnak lennie.
1.2. LOUNG TÉTEL ÉS TÉMAKÖRE
Legyen A- R xR egyenle tesen folytonos leképezés
melyre
1/ tetszőleges (Xtß),i%ß>) £  R " *  R ™ mellett teljesül
az
|j A h *  fi) - A(y,fiilé f-Hr-yi f O é  <!<4 /1.61/
és
2/ ß C  R tetszőleges rögzítésével nyert A ß  , fi) 
kontrakciónak a fix pontja essék egy l ^ d R n kompakt halmaz­
ba.
Legyen Q ß X R —-5» R folytonos leképezés.
Legyen független, azonos eloszlású О várható
értékű véges szórású folytonos sürüségfüggvónyü valószínűségi 
változók sorozata, legyen továbbá, Itykli pozitiv szó-
mokból álló számsorozat, melyre -=5 0 ha
□elöljük 9^  -val a (T( {  ^Jj monoton növekedő 
(Г -algebra sorozatot.
Legyen R0 egy rögzített egész, (Хь,/3^) pedig egy
7j^  mérhető, И+м - dimenziós vektorváltozó, melynek nor­
manégyzete véges várható értékű.
Képezzük t< ^  bj esetén a
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ßfc-ц ~ ßk + Л  ' Q( xkH, ßk)
Xk-H ~
/1.62/
Markov folyamatot.
Tegyük fel, hogy az /1.62/ Markov folyamat P((Jü<lßk),l<+{l A)f 
X komponensre vonatkozó átmenet valószinüségére teljesül,
hogy Г iiQCtu+i,Ы Н гР ( (ъ М ^ L  (h k ll1r /l)
R* /1.63/
felöljük -val a rögzítésével kapott
Хкн ~ + £й+1 /1.64/
egyenlet stacionárius megoldásának 
szinüségi mmértékót, és képezzük az
/(/&):= f1 ЛИ
n* *K -en értelmezett függvényt.
-en generált való-
/1.65/
1.2.1 Tétel Tegyük fel, hogy a
f i  * fi/*) /1.66/
egyenlet megoldásai globálisan aszimptotikusan stabilak egy 
RcrR kompakt vonzási tartománnyal. Akkor
V  f  < - esetén az /1.62/ folyamat trajektóriái
1 valószinüséggel korlátosak.
2/ Z  00 esetén a trajektóriák 1 valószinüség-
k-ko
gél tartanak a H-hoz.
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E tétel L. Ljung nevéhez fűződik. Tanulmányunkban ezt 
módosított alaplemmánk illetve tételünk segítségével bizonylt­
juk.
Tanulmányunk bevezetőjében láttuk, hogy egy /1.66/ alakú 
differenciálegyenlet H vonzási tartományához mindig megadható 
egy folytonos Ljapunov függvény, legalább is H egy kompakt 
környezetében.
Megmutatjuk, hogy tetszőleges (b m-dimenziós valószínű­
ségi változóhoz megadható olyan V Ljapunov függvény az /1.66/ 
egyenlethez, hogyi/ E(V(fl)
2/  E Í Í S É p f í U l f H - -
1.2.1 Lemma : Megadható tetszőleges ß  ; .fi — R.1*1 mellett 
olyan V Ljapunov függvény a globálisan aszimptotikusan stabil 
/1.66/ egyenlethez, mely teljesiti l/-et és 2/-t.
Bizonyítás : Tudjuk, hogy a H körüli kompakt környezetben 
létezik folytonos Ljapunov függvény. Akkor ezen kompakt kör­
nyezetnek alkalmas, H £ -sugarú környezetén kívüli részén 
megadható egy végtelenhez differenciálható Ljapunov függvény 
is, legyen ez V0 . Vegyük e V0 -nak egy £v£= M  szintvona­
lát , ami egy végtelenhez differenciálható görbe, melyet
az /1.66/ minden megoldása pontosan egy pontban metsz át.
Vegyük a ^ß)= £  ^ függvényt, és képezzük a
 ^R függvényt az alábbi definícióval:
Legyen Z 6 ß \ И f vegyük az /1.66/ egyenlet
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ßCo) ~ г /1.67/
kezdeti feltételnek eleget tevő megoldását, melyet jelöljünk
(Ki , 0, Z) -vel-
A fentiek szerint van egyetlen olyan J j hogy
ß ( i ( i ) , 0 , z )  6 Sh /1.68/
teljesül. Legyen
me
K/fí"2)- ií" t(Z)) • /1.69/
Ha már most a 1/^ függvényt integráljuk a trajektóriák 
ntén, önmagát kapjuk, ha a -t a K ipz)-4 azaz
$h -ba választjuk, és itt az integrandus 1 értéket kap.
Ha a (ß j  véges várható értékű, akkor készen
vagyunk. Ha nem, akkor először nézzük meg, hogy mi a kapcso­
lat egy Cp- R ~^  R monoton függvényre a Cf és az ál­
tala generált V között:
Ha t egy, a О-ban -ról induló megoldásgörbe para­
métere, akkor К /j definícióját tekintetbe véve,
t ‘г~Ь
\L(m- %(№)-- = /1.70/
Természetesen ebből nyilvánvaló becslés segítségével 
kapjuk, hogy
midőn Ь  °° , avagy ||ß(i)l| —
/1.71/
- oO
Vegyük most tehát a függvény F(x) eloszlás függ­
vényét , ami
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F  С »  =  P {  к л <■ Я ]  ,
és ^ О -га képezzük а
c ft í* ) -  * Q X { "  ( * } ,  y i ö
/1.72/
/1.73/
függvényt ( X — ^ ~ c,° . Ha sima függvényre van igényünk, ve- 
együnk egy sima függvényt, mely az pfö* és közé
esik /ilyen bizonyosan található/.
£ (pa függvénnyel az /1.70/-es formula előállítja a ki- 
vánt Y  _t> mely differenciálható éppen annyiszor, ahány­
szor f. Szükség esetén simítható.
Ha a Cp négyzetesen integrálhatóságára is igényt tar­
tunk, akkor c<< _et választunk, ha pedig minden momentum­
ra szükségünk van, akkor az $w£(V) -et kell választani.
1,2,1 Megjegyzés A simításra a jól ismert
C(S)‘ £ ^ ( (xt't)eQ.*xR'*1 / 1.75/
függvény alkalmas, melynek rögzitett x mellett у-ban az in­
tegrálja 1 ( C(í) -t ez határozza meg/, és az ezzel felirt
simitó konvolució igen jól kezelhető a deriváltak, maradék- 
tagok becslésénél.
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1.2.1 Az átmenetvalószinüségek aszimptotikus viselkedése
Jelöljük -al az /1.62/-ben szereplő valószi-
nüségi változó által az R*1 Boréi halmazain generált való- 
szinüségi mértéket.
Ha Be feCR") és X*, [\ rögzítettek, akkor az
/1.62/ folyamat %I(+1 komponensére vonatkozó átmenetvaló- 
szinüségét a
P i c é ü l A(ßu,Xk)) /1.76/
adja meg.
Ha pedig A * ß £  &(R x^ )  Boréi halmazokat rögzítünk, 
akkor a folyamat átmenet-valószinüsége a
p( í* A ) , fr« И* В )= P ( B -A  J,(3J I ч , A  ) /1.77/
alakot ölti, ahol a jobb oldalon szereplő teljes inverz ké­
pet a Ол 6Ф -  Q(x, /\) leképezés re értjük.
* к
1.2.2 Lemma: Legyenek , c f  >  C7 és ) tet­
szőlegesek. Ezekhez létezik olyan í<0 hogy minden le >R, 
esetén
1/ ( РЙ*ЬД),Ы 'AxG^fiu)) - P(A !xkyßu)\<£ cf 
2/ /178/
teljesül. Tetszőleges Г >  (9 -hoz megadható R*, úgy is, 
hogy /1.78/ egyenletesen teljesül tetszőleges
(Xk ,/?>k) £ X R -ben.
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Bizonyítás : Miután О ^ а
(<St( ß>u)-ßk)^i,^ R és
( о г х а д )  Z1-79/
Az /1.78/-beli ősképekre tehát
0  ((^(ßui-ßu)^ I ßk) és
(3 ' (((^^\ Gif ßic))“ ^ ) ^ ,  ß*<) / 1 . 8 0 /
teljesül. A mérték üres halmazon veló monoton folytonossága 
folytán tehát A G (?) ÍRh) mellett érvényes a
Р((Ч/ЦЬ<, / Ы Г \ 6 £(/5„)))« P(Ukl/s„)(t+í| ß V ß " \ < * Ы М
ami az állitást teljes egészében bizonyltja.
a Gyfo) X R"11 -en való egyenletesség részben az /1.61/ 
részben az /1.62/-beli A(x, fb) leképezés egyenletes foly­
tonosságának következménye.
Legyenek
Ы  fik íGtCfi)}
C£A ={colßke R" \ Gt(/s)} és
: - {oui g  A)
ahol A  €  eCR41) Boréi halmaz.
Belátjuk az alábbi lemmát :
1,2.3 Lemma : Tetszőleges £>ö, Ó?0 , p >0
A  í № ' \  -hez és tOÖ valóshoz létezik olyan 
hogy к > ic0 esetén
/1.81/
/1.82/
/1.83/
egészhez/
k0 ,
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i/ ÍP(Ak+pil fl B ^ K a ) “  P ^ +pk ) U ^
Ь-* 4 у
2/ Р(А^17)Ск£+Р Л (1 'В1/* ( (*,, А,)} < сГ /1.34/
£*k.
egyenletesen (jfk> /Jk ) £ Gyföjx R™
Bizonyítás : Természetes következménye az 1.2.2 lemmának,
szukcessziven alkalmazva a Chapmen-Kolmogorov egyenletet.
1.2.2 Megjegyzés: д ( A^j -X^ ) az /1.64/ egyenlettel
megadott folyamat p-lópóses átmenetvalószinüsége.
1.2.4 Lemma: Tetszőleges £ > 0  és p>0 -hez meg­
adható olyan le > i<0 hogy
P {  ÚUp И (^Ы~ ßk+t'h ^  ^ * /1.85/
Bizonyítás : Elegendő ezt belátni a p-/ -re, mert
Cakkor p-re --vei az állítás már következik.
p-4-re pedig induljunk ki az 1.2.2 Lemmából. Mivel az 
/1.62/ egyenlet X komponense az
~ A ÍXíc ,/5^)-b £
/1.86/
egyenletnek tesz eleget, figyelembe véve az A kontrakció 
voltát, érvényes az
E ( l x < H f ) Vl éJ ■ £ (II *<< f)Vi+ b Í M 1/*
/1.87/
becslés, a m i b ő l  elég n a g y  k -ra
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ahol az
Ezért
d-' = £ ( X » f '2
f/?
/1.88/
nem függ k-tól.
Р ( Ш > * ) 4 <!+_ $ ; Р
/1.89/
a Csebisev egyenlőtlenség alapján.
Ebből következik, hogy elég nagy к У ко esetén
\ р(дм Л ßkt'I # /1.90/
ahol 0? tetszőlegesen kicsi pozitiv szám.
Ámde ekkor a 2.2.2 lemma második egyenlőtlenségét te­
kintetbe véve /ld. /1.78//
f  P f C ^ '  ' fll' U itfik ) P  {d*k,c(fik) é
ß'/ß“
<: f p ( с£ы 'ß k  I<k fik) ? и * ь М
<%(o)x R1"
< (/
ha U akkora, hogy az 1.2.2 lemma feltételei teljesülnek 
Г mellett. Mivel ^  és (/ tetszőlegesbe lemmát
beláttuk.
Diszkretizáljuk most a valószinüsógi vektor válto­
zókat £ pontossággal. Alkalmazzuk R™ -en a 2 6 ß"1 --í>
-- I^(2.l(= il^cl normát, és legyen ^6 ,
egészekből álló szám W\ -es, A /3^ -t az alábbi egyenlőség 
adja meg:
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ï-t , Ьа° > 6 { l h - j - e U § ]
/1.91/
Kiszámítjuk p-hez a
Р б Д ^ Р 1 $Íip fßbp«, - •• • /1.92/
feltételes várható értéket, ami itt feltételes valószinüsóg.
Ez, mint ismeretes, kiszámítható, mint a
P ( M  fl 8 ‘" ' U A )
P ( 7 f  £ K a )Ofc ^
ahol a ß -ban szereplő ^  -t a
adja meg, ahol N az egészeket jelöli.
/1.93/
1.2.5 Lemma : Az /1.93/-mal definiált 
P( J (Г( {^р }с-^+Р, t Xk, /\)) feltételes várható értékhez
A<=- (^(ß*1) -ben egyenlet esen megadható tetszőleges £^>0 - 
hoz olyan к У ко .hogy ß > ß«? esetén
в  о/ р(Ак'рт и ^  pß i
Ti'Л< г .
/1.94/
/Megjegyezzük, hogy Р£ xJ a 2.2.2-ben definiált való-
szinüség a ftl(tp helyen./
Bizonyítás : Először is az /1.93/-mal definiált valószí­
nűségi változó értékei О és 1 között vannak minden Cú -ra. 
Nézzük meg ezután az /1.93/ nevezőjében szereplő ki-
fejezést a m e l l e t t  :
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Az 1.2.3 lemmából következik, hogy tetszőleges f\S SC^) 
mellett ha értelmezzük а valószínűségi változót
a
4(/Ы:= Р ( А ^ А П  I
U  c o e { ^ £ <  /1-95/
akkor a
Ф к(Д,Со) ----> /1.96/
1 valószinüséggel. Ebből következik, hogy megadható 
hoz és cf^O-hoz olyan к У kç hogy
Р 1 Ф к0?,«})< 4-£,}<cf< .
/1.97/
Ebből következik, tekintetbe véve az /1.93/-at és 
/1.96/-ot, hogy:
,jrfc|/sO- í W A‘tpk k k ^ ,
/1.98/
az P  A f i l r  &  1 ßi,ei«iG (Ё/еЖ^ -г,)
halmazon. Tekintetbe véve az /1.91/-ben szereplő normát az 
/1.98/ érvényben marad 2 c -vei a jobb oldalon a
{ l l ß k H - ß U j ll г f j\{ $  (ßl w)<M- £<j
oAj^p /1.99/
halmazon is, ha £/z elég kicsi.
Ámde az 1.2.4 lemma értelmében a
P ( { ^ p  IIß M -Aw.'IKi]\{4iß»^^£«jJ >-k ! -к I
p 0
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ahol /1,98/-at tekintetbe vettük.
Ezért tehát az /1.99/-ből következik, felhasználva a 
+ р U klí<;) folytonosságát, hogy k-Ъ00 ese­
tén az /1.93/-al definiált feltételes valószinüség А-ban egyen­
letesen mértékben tart az /1.94/-ben szereplő 
valószinüségi változóhoz. Tekintetbe véve azonban, hogy az 
egész valószinüségi változó legfeljebb 1 értéket vehet fel, 
következik az /1.94/-es állitás.
1.2.2 Tétel: Ha (Г(А,Аь<(...) - ? k  , akkor
\*k
az
E (l! P(j(k eAltf) -  г-з>o, /1.100/
ahol P a rögzítésével nyertf/1.64/-nél definiált
mérték.
Bizonyítás :
Ehhez elegendő azt meggondolni, hogy p ^ 00 -re a
/1.101/
hiszen az /1.64/ folyamat stacionárius megoldásának mértéké­
hez tart, és azt, hogy a feltételes várható érték L 2. -ben 
folytonos. Ezért, ha az /1.100/-ban a várható értéket először
3 F(í fà-àlo t fik-Pt ч-p) - r e  végezzük el, és te-
kintetbe vesszük, hogy X^_p -tői az /1.99/ az /1.101/ kon­
vergencia miatt elég nagy p-re alig függ, ezért a 2.2.5 lemmá- 
ból /1.100/ következik.
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1.2,2 A Ljung tétel bizonyítása
Tegyük fel, hogy megadható olyan V : Ljapunov
függvény, melyre teljesülnek az alábbiak:
1/ ]/(&)-?*• ha 1(6/1 -^ > 06
2/ ha llf i l l — ’ “  ■
3/ E(| £ ^■Qí*Mlfik)P(d^ Kß^ fj < c
a folyamatra, és legyen 
egyenletesen integrálható.
4/ Legyen továbbá az
M f / V ,  /!(,)••= (VY/V,)- ^  *  ■ Q ( * " ,  fik) - V ( f i 4 l f a
c/>(? -val korlátos négyzet-integrálú, azaz:
E  (  M V Ä hA ) ) <4^ C5/
- g £ (  ■( (fik))> b ( i  ( £ ( Ml ß^ ,  f i * ) l h ) \ ) .
Állítás : Ha az /1.66/ egyenlethez található 1-5-öt tel­
jesítő Ljapunov függvény, akkor
OÛ
21 — >oo . (fib-* О esetén a
ко U
folyamat 1 valószínűséggel konvergál az^ '^ égyenlet konvergen­
ciahalmazához.
Bizonyítás : Miután a 3/ pont szerint az
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O) (bu , ßu) P ( d x  к И l^U, ßw)J ■ /1.102/
függvény egyenletesen integrálható, ezért -hoz van
olyan R(s) , hogy
1<р&к1/зк|>ка)]
E( q\ßk,*k))
Rés) /1.103/
másrészt van olyan elég nagy k~>ka > hogy a 2.2.2 Tétel 
miatt az
t ( l E ( c f ( x kli\ )%{ £  ) f f ( b
/1.104/
Az /1.103/ és /1.104/ együtt adja, hogy a?
ha
0
/1.105/
írjuk fel most az
E (У(Лы) -  Vf/3.) I T?) = Л  £ ( w  < 3 Л ) I ? '>  
-  1 Ш  m 4)\ + ^  £ f  М('|Зы,ГчЯ # )
Q /bt< Ч /
= / к  • . -^i/Sfc) + Я Ч  4
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ahol a 4/ feltételből és az /l.l05/-ből következik, hogy
tételei, és az 5/ tulajdonság biztosítja az 1.1.1 alaptétel 
feltételeit. így a folyamat 1 valószinüsóggel tényleg kon­
vergens.
annyit láthatunk be, hogy a trajektóriák 1 valószinüséggel 
korlátosak, mert ekkor az /1.104/ nem teljesül.
Megjegyzések : Olyan V-t , amely -re teljesiti a
tételünk feltételeit, lehet konstruálni egy globálisan aszimp­
totikusan stabil rendszerhez. Ennek további csökkentésével 
megadható olyan \Z(*i n) amire szükségünk van. Az egyen­
letes integrálhatósági feltétel viszont biztositható, ha a 
Q  függvény globális Lipschitz-féle feltételnek tesz eleget,
Ezért teljesülnek az 1.1.2 alaplemma fel-
Ha — Z"5* 0 < akkor az 1.6 alaplemma alapján csak
és Q(0,ß)=0 , v a g y  k o r l á t o s  / 1 . 6 3 /  f e l t é t e l /
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1 3 SZTOCHASZTIKUS ALGORITMUSOK ASZIMPTOTIKUS VISELKEDÉSE
Legyen egy tetszőleges (и + ип) - dimenziós
sztochasztikus folyamat. Teljesüljenek a folyamat fi kom­
ponensére az alábbiak:
V  R* — ? foiyt<Létezzék olyan ionos függvény, mellyel
VíftJ- V ( A ) é  М - у Ш  +  К - е *  ,
/1.106/
ahol I ^  , és í^  -ra az alábbiak teljesülnek:
1/ CfC/Ь) ^ C folytonos függvény az к -en.
2/ if (ß) a VC/i) monoton függvénye.
3/ - , ha I fik I — * °°'
4/ [£ ( V(ßl<)) ^  °° minden k >ko esetén.
5/ V k ^ 0! k > L  ~ra •
6/ Legyen négyzetének várható értéke véges.
Vezessük be az íj,-- tr£ U a C i } illetve 
ï ^ =  < г { { М * Г )  jelöléseket.
Adjunk meg az -ra három feltóteltipust ; melyek
mindegyike három alternativ feltételből áll:
A1 feltétel:
al/ E d t f i é C
Ы/ £(ÉÍ4líi,)2fVc, fesíío
c l /  E ( E Í 4 ! í f j 7 V c ^ ^
esetén, vagy 
esetén, vagy 
esetén.
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A2 feltétel:
al/
Ь2/
с2/
ЕС ^
Мг
'0 ,*<-> ° esetén, vagy
Е (  £(£к /Тк)Т^о, (с-»~ esetén, vagy
Ь ( Е ( I 3^) ) — ^0{к~^ >°° esetén.
A3 feltétel: Q £ ^ < A mellett
аз/ - f - £ ( c p ( ß j ) b  k i k .  esetén, vagy
ЬЗ/ _ $£(<p(ßk)) (E(£k\$k)*), esetén, vagy
сЗ/- J-EiCfißk]) 'Z E(E(£k\$uf),U>k, esetén.
Legyen P =  F{ = { -£ c}
2.3.1 Tétel : Tegyük fel, hogy ^  ekkor
1/ Az A1 feltétel teljesülése esetén
2/ az A2 feltétel teljesülése esetén
/1.107/
P í ^  '4 § ( A T j -  0 } - 4 /1.108/
3/ az A1 és A3 feltételek teljesülése esetén
Pl клъ J (fii, í )  -  С} ^ /I -
L /1Л09/
4/ az A2 és A3 feltéelek teljesülése esetén
p{fe- f N )  = f  /i-uo/
Bizonyítás : A bizonyitáshoz elegendő meggondolni, hogy 
ï j c î k . továbbá
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E ( s f ! > ь(Е(£МТ>E(E(b№T) /1.111/
nyilvánvaló állításokat, illetve az
E (  E(íbl /1.112/
állításokat, melyekből kiderül, hogy az alternatívák fokoza­
tosan egyre gyengébb feltételeket szabnak a tételhez.
Az /1411/ és /1412/ pedig megmutatják, hogy az Al, A2 
feltételek a 2,1.2 alaplemma feltételeit biztosítják, mig az 
A3 a 2,1.1 alaptétel feltételeit biztosítja. Az /1.108/ és 
/1410/ állítások a 2.1.1 következményből illetve ehhez a már 
idézett 2.1.1 alaptételből következnek.
Miután a műszaki alkalmazásokban igen gyakoriak a Markov 
folyamatok, ezért célszerű Markov folyamatok átmeneti való­
színűségével is megfogalmazni a 2.3.1 tételt.
Az , mint ez az /l.l06/-ból kiderül, £k(ßu+i, ßk)
alakú függvény lesz. Vezessük be a Markov folyamatunk átmenet- 
valószinüségére a
k+1, ^ xß):= P(fo+<,ßic+06/4xß| %) /1.113/
jelölést.
Legyen
( ß b , Yk) = f^k ( ß k H  I ß k )  i ß d ß + l i  d ß ) l c 4 J /1.114/
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2.3.2 Tétel : < ^ ^ =0° esetén ha
1/ £(0^ ) C ( akkor igaz /1.107/
2/ E 0 , akkor igaz /1.108/
з/ E ( ó u ) á - esetén és 1/ feltétele
teljesül akkor igaz /1.109/
4/ Végül E(dk]4 ~ $£(tf(ßt<}) és 2/ feltétele teljesül
akkor igaz /1.110/.
A továbbiakban hasznos lesz bevezetni két m-dimen
ziós valószinüségi változó; Vy eltérését, az alábbi defi­
nícióval ;
ahol egy (Г-algebra.
Ezzel analóg módon bevezetjük a
/1.115/
/1.116/
2 'feltérést is. Megjegyezzük, hogy is, is Pszeudo~
metrika , melyre
2/ 9) = Sv.sf c9t+) , ^
3/ ?í,«f (/.*»)+ ?í(f^ . 4
axiómák teljesülnek, csupán az nem teljesül, hogy
ból ÍÍ/^ íá) ~ ^  I L~^ ^ ^ -bó’1 következzék.
Ezután egy gyécorlatban hasznos tételt bizonyltunk be, 
mely bizonyos értelemben analóg a determinisztikus rendszerek 
re érvényes olyan tipusú tétellel, hogy ha a linearizált
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rsndszer elég stabil, akkor az eredeti rendszer is stabil.
Legyenek ф- Œ/r '• ^ adott folytonos függ-lj I ,í ^
vények, és legyen í^'j j - е9У nem szükségképpen stacio­
nárius véges szórású n-dimenziós folyamat.
Tegyük fel, hogy a
(ßj I < ^  + /1.117/
folyamathoz megadható /1.106/-nak eleget tevő V Ljapunov függ­
vény.
Képezhetjük a
$  j *  s ^  I % * » )  ( «> <  ^ /1.118/
folyamatot is.
Legyen 3^- (Г{ és Ï  a teljes (T-algebra. 
Bevezetünk három feltételtipust.
Ki feltétel:
^  e s e t é n '
K2 feltétel:
4  ^  * % №í i % * i1 — >c>í j'-» esetén
КЗ feltétel: У 0 -val teljesül az
'r ' j  . /1.119/
Ekkor érvényes az alábbi tétel:
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2.3.3 Tétel; Tegyük fel, hogy az /1.117/ folyamat V Lja- 
punov függvénye olyan, hogy
1/ Teljesiti az A1, illetve A2 feltételt, és teljesül I<1 
feltétel. Ekkor igazak a
^  /1.120/
illetve
/1.12V
állitások.
2/ teljesül az A2 és l<2 feltétel, akkor
/ 1 Л 2 3 /
3/ Ha az 1/ teljesülése mellett teljesül még A3 és КЗ,
akkor
illetve
/1.124/
/1.125/
4/ Végül ha 2/ teljesülése mellett КЗ is igaz, akkor
Р { А ж ,  £(/?/, f J = ö } /1.126/
Bizonyitás: Elegendő megjegyezni, hogy
W i M  ■-  Щ )  -- W j * J -  - m l ./1.127/
alakban Írhatjuk a szóban forgó eltérést, és ezután Kl, l<2 
épp annak feltételei, hogy mikor nem romlik el A1 ill. A2.
CxO А КЗ feltételnél kihasználtuk azt, hogy tudjuk, hogy
j ' konvergens 1 valószinüsóggel, és a konvergencia-
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tételhez ezt elegendő biztosítani /Id. a 2.1.1 alaptételt/.
Megjegyzés : A tétel erőssége abban áll, hogy feltételei 
várható értékekre vonatkoznak, és konvergenciát lehet velük 
bizonyítani.
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1-4, KÖZELÍTŐ alg oritmusok
Sztochasztikus algoritmusoknak, de különösen szűrési al­
goritmusoknak jellegzetessége, hogy nem konvergálnak sem pon­
tonkénti értelemben, de általában még normában sem.
Azt azonban ilyen esetekben is fontos tudni, hogy két 
ilyen algoritmus különbsége hogyan viselkedik.
Képezzünk az előző pont /1.117/ folyamatából most egy 
2 \n\ -dimenziós folyamatot az alábbi úton:
Tegyük fel, hogy az Xj, ^  folyamatok eleget tesznek 
 ^> i<0 esetén az /1,118/ egyenletnek. Ekkor az
fc* 1 Ч ш  - Vw) = (ФкК  % н) ,<£<>, % tl) - фкх,)) /1.128/
2m-dimenziós folyamat ekvivalens az
folyamatpárral.
Tegyük fel, hogy az /1.128/ folyamat kompo­
nensének létezik a 2.3.1 tétel szerinti V Ljapunov függvénye. 
Képezhetjük most az /1.118/ folyamattal az
^  Л Л  / 1 Л 3 0 /
folyamatot is.
Tegyük fel, hogy а V Ljapunov függvénnyel képezett
л
$ (*ék+4 J ßkii k^fi)
?V( ? I fök+i ~ ty tl)
és
/1.131/
Ill
pszeudo-távolságok teljesitik az előző pont Ki, l<2 és КЗ 
feltételek valamelyikét. Ekkor az alábbi tétel érvényes:
2.4.1 Tétel: Tegyük fel, hogy az /1.128/ folyamathoz 
tartozó V Ljapunov függvényre az /l.l06/-ban szereplő ^  -ból 
képezett sor divergens.
Ha teljesül
1/ az Al illetve A2 feltétel és /1.131/-ге a Ki feltétel,
akko r
P{ !'■« /X. 132/
illetve
Ь Ц )  = о] > 4- /1.133/
igaz.
2/ Ha az A2 és K2 feltételek teljesülnek, akkor
P {  4 ^ * /  F)-ö} = /f /1.134/t
3/ Ha az 1/ feltételeinek teljesülése mellett A3 és КЗ 
is teljesül, akkor
p{ íjm -XV, = A*
illetve
P {& > 4 < /& -x v ( {c p > -b -c < } ) -o ]
4/ végül ha A3 és КЗ teljesülnek, akkor
p f & K  J F )  = o J = 4
igaz.
/1.135/
/1.136/
/1.137/
igaz
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2.4.1 Megjegyzés: Ha a — О  csak esetén,
akkor а 2.4.1 tétel az algoritmusok egymáshoz tartását bizo­
nyítja.
2.4.2 Megjegyzés: Ha itt az /1,118/ algoritmus az /1.117/ 
egy közelítése, és a közelitő algoritmusról be tudjuk látni, 
hogy stabil, akkor a 2.4.1 tétel szerinti felbontásban az 
eredeti algoritmus is stabil, ha a két algoritmus V-távolsá- 
gai elég kicsik, és a közelítés jó lesz.
2.4.1 Következmény; Az 1979-es OMFB tanulmányunkban fog­
lalkoztunk az £lOj-ben is tárgyalt
%км ~ Ф  &U Л  ) +
2.1<=<•><*, I«) + К  /1Л38/
rendszer szűrési problémájával. Legyenek itt ф (-, Q"— ?
Иí• Iíc); — 9 P*** háromszor folytonosan differenciálható
függvények, Vk független azonos eloszlású, egymástól is
független Gauss folyamatok.
Ha ill. Vtf jelöli a \X/k ill. Vk kovariancia
mátrixait, és \/_ invertálható, továbbá a г М Лu о A
mátrix is invertálható, akkor a , z m e g f i g y e l é s ­
ből a maximum likelihood módszerrel az Xk- -ra kapott előre­
jelzés az alábbi peremértókfeladat megoldásaként kapható meg:
^íco, U)> íco esetén legyenek
,\  к i§  ($(, к,к) - V» ■ 4( к) ' У,к
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« Ä  ; 4 « i *')'= WA'2;,k + -Vf X
/1.141/
ahol
\
C~Q)
-4
/1.142/
peremórtékfeladatnak megoldása a maximum likelihood probléma 
megoldása is, melynek létezését bizonyítottuk.
Mint ez az [lO]-ben is megtalálható, az /l.l4l/-hez adót 
problémát megoldhatjuk invariáns beágyazás segítségével kö­
zelítően, és az alábbi közelitő algoritmust nyerjük:
И  П  / у Л  /  , \ ss /  < Л  SS / \
folyamatot között. A
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Megmutattuk, hogy az egzakt megoldását az /1.141/-пек az
Л
с л ) ^ Pít-+<)
Qí(nc,k), C,!<)(
9 C  IC*o
szolgáltatja, ahol
|6c,c«fc) ~ fór. ^ 0 - /1.144/
alakú, és ]^_Cc) és, első deriváltja pontonként 0-hoz tar­
tanak, ha az /l.l38/-ban az első három derivált 0-hoz tart.
Ha az /1.142/ és /1.143/ algoritmuspár teljesiti a 2.4.1 
tétel feltételeit , akkor a két algoritmus eltérése
1/ Korlátos vagy
2/ 1 valószínűséggel ugyanabba a konvergenciahalmazba
tart.
Figyelembe véve, hogy a maximum likelihood probléma meg­
oldásai kielégítik az /1.141/ peremértékproblémát, ezek, ha 
a rendszer aszimptotikusan "eléggé" lineáris /О-hoz tartás 
teljesül az /l.l44/-ben adott függvényre/, akkor mind ugyan­
abba a konvergenciahalmazba tartanak.
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2. Folytonos rendszerek
Ebben a részben a II. fejezet diszkrét rendszerekről szó 
ló részének eredményeit fogalmazzuk meg folytonos rendszerek­
re. Ahogy a diszkrét esetben is az egyik legfontosabb újdon­
ság az I, fejezethez képest a nem független növekményü, nem 
Markov folyamatok stabilitásának vizsgálata volt, itt is ezen 
lesz a hangsúly. Természetesen, éppen ezért lesz ez a fejezet 
technikailag kicsit bonyolultabb.
Kiindulásként itt is egy módositott alaplemmát és egy 
módositott alaptételt látunk be.
Alkalmazásként sztochasztikusan folytonos folyamatok 
aszimptotikus viselkedését illetve közelitő folyamatoknak az 
eredetitől való eltérésit vizsgáljuk meg.
Hasonlóan a determinisztikus részhez az időtől függő 
Ljapunov függvényekre csupán utalunk, minden eredmény szó sze 
rint átvihető lesz.
2.1. A stabilitási alaplemma általánosítása
Legyen egy m-dimenziós sztochasztikusan fcly
tonos jobbról folytonos vektorfolyamat az 
szinüségi mezőn.
való-
Legyen egy monoton növekedő O'-al­
gebra család.
Legyen 'tp 5 egy F c  fi zárt halmazból az SéR
időpont utáni első kilépési idő. 
Ekkor képezhető a megállított folyamat,
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amaly -^t/\TFS mérhető. Jelöljük az <^b'$ -vei.
Legyenek > p az F (Z R* halmaz, pedig a ÍA 6fJ
halmaz karakterisztikus függvényei, azaz
Л , ha X 6 F <Z R**
0 { ha л ф(~ c  R1*
és
V
Tegyük fel, hogy megadható olyan kétszer folytonosan 
differenciálható V' R*— } R+ függvény, amely teljesiti az 
alábbiaka t:
Jelöljük VÍ . -vei a
§|í:
VPs(tW : =  VißtAVfJ /2-3/
/2.1/
/2.2/
jobbról folytonos sztochasztikusan folytonos folyamatot.
1/ Minden véges T e  R -re létezzék az 
([o.Tjxil, <ß(C0irj)x?, U ? )  feletti L z normában és majdnem
minden 6)6 fi -ra pontonként a
iw h = L *  V. /2.4/
2/ Tegyük fel, hogy az L ‘t V  felirható
(lf-; i/j(wi= fű) ч ( . № ) -ÿf +
/2.5/
alakban.
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Az /2.5/-ben szereplő valószinüségi változók illetve függ- 
vények teljesítsék az alábbiakat:
a/ Q^((í)áO folytonos függvény, mely a Y(ß) függ­
vénynek monoton függvénye.
b/ -Cf(/3)—> 00 , ha I
с/ PCR**1 esetén az € ^ S -0.
d/ Legyen E ( J ^^ C ( Ъ2Ь0 és t 0 ha
e/ ECVC fik)) ^  00 minden esetén,
f/ > О I t 6 ^ folytonos függvény.
2.1.1 Megjegyzés: A d/ pontból következik, hogy
s c/^7 £T ( (££ f "^J ^  - C
és az is, hogy
/2.6/
E d í f c + í ' Í T f 1 é c, , t á t , /2.7/
esetén. A dolgozatnak ebben a részében nem tesszük fel, hogy 
a megállított folyamat létező differenciálja karakterisztikus 
függvényszorzóval kapható meg a V(ßt) folyamat differen­
ciáljából. Csupán a korrekciós tag nagyságára teszünk kikö­
tést. A d/ feltételt az indokolja hogy az tagot könnyebb
meghatározni, mint az £^'5 korrekciót. Ha azonban ez utóbbi 
a d/ feltételt teljesiti, akkor az aszimptotikus viselkedésben 
csak az -nek lesz szerepe, és igy jobban használható
eredményhez jutunk.
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Jelen pont fő eredményeinek előkészítéseként belátunk egy 
fontos lemmát:
2.1.1 Lemma: Ha a ß  ^ folyamat és V" teljesitik az 1/
feltételt, akkor fennáll az
№ v ) d < l7 -ti
b s
-ь< /2.8/
egyenlőség.
Bizonyítás : Miután a /2.4/ limesz Lj. norma értelemben 
létezik, ezért ugyanilyen norma értelemben létezik az
im í  L  s £  (if VI r**)
bvo h J /2.9/
is, és igaz a /2.9/ egyenlőség is, mert a feltételes várható 
érték képzés folytonos az L_2 -normára nézve /négyzetes kö­
zépben való konvergencia/.
Miután minden véges 7~ -re továbbá az integ­
rálható а (ÚVTjxJij &(0iT)x3-(Ях Р) mértékre nézve, könnyen látha­
tó, hogy LFf V  integrálható lesz majdnem minden t06-fL -
(Со,Т]хЛ, &(C0,rj)xÇ Ях PC' I mértéktéren is,ra a
és ebből a Fubini tétel alkalmazásával kapjuk az /1.9/-ből az
U =  f e a \ w Z ) d f -
U  -fi-
= ^ V) PCdolTfr)*! = j  (| l^ sW  V  =
= £ ( f  b t v ) d t i ^ : s)
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előállítást , ami már tételünket igazolja.
Ezután előkészítjük a módosított stabilitási alaplemmán-
kat :
Legyen
es
G>'= (ßl cf(ß] <
F. •■= ( Г\й, .
/2.11/
/2.12/
Legyen (J -bői az S €• R utáni első kilépés 't>.4(s
Képezzük a
и
V ' = /2.13/
megállított folyamatot.
2.1.2 Alaplemma; A /2.13/-mal megadott, 1/, 2/ és a/-f/- 
et teljesítő folyamatra teljesülnek az alábbi állítások:
V  P [  \/t  A /2.14/
és oO
2/ Î Cb) olt = esetén
/2.15/
Bizonyítás : Képezhetjük a £ \/( ß)  ^  ^j nivóhalmazt , 
és a ( ß ^ J folyamatna : e halmazból való 5 utáni
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első kilépési idejét.
Legyen > S , könnyen látható, hogy
{ Vt > ;} = { VfcH ra s ».л]
i^t>s 1 /2.16/
fennáll. /Bizonyítást elegendő a jobbról folytonosság miatt 
racionális t-kre elvégezni, és ilyen esetre а II. fejezet
1.1.1 alaplemma bizonyításában látható, az /1.12/-nél./
Az is következik a jobbról folytonosságból, hogy
= /2.17/
és igy bevezethetjük
и
£/t V2,S /2.18/
folyamatot, mely éppen a { \/ < f] [ ~ (£+4) C*}=: %(£ hal­
mazból való kilépéssel megállított folyamat.
Tegyük fel, hogy
Píf l Г /2.19/
és mivel érvényes a
P(\/s >^)á
becslés is, igy
P(ßs € ^  J ” E(^ s) _ ±  . Д Г
/2.20/
/2.21/
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Ha azonban ez nem teljesül, akkor a sztochasztikus foly­
tonosság következtében va. olyan £5,£*]( ti>£ intervallum, 
hogy ott
p í ß t « p|,« ; ■ /2 .22/
Becsüljük meg ez esetben az
E(K]-Vs ) Е О Л ) /2.23/
várhatóértéket felülről:
E  ( V l  A) =  E ( £ ( v ? l \ e* s ) - & ) /2.24/
és /2.17/, /2.13/ miatt a /2.8/ előállitást beirhatjuk a
/2.24/ jobb oldalába, és /2.5/-tel az
£ (-vl ~ K )  = f(£( + -S Я/t * Hj c
= E-( í  1 7 Ш ( Ф щ ( ^ + & l,s) ) & é
>5 5
< — ; sé-bibj- q  -|í
+  1^ШсИ)-P(foé %; S í t u 4) -e-Ci =
=  -  P ( / i * 6 ( v  J
*1é  - % •  í  yífejof*6 5
/ 2 . 2 5 /
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ahol az első azonos átalakítás után a (f{ß) integrálásánál a
О második tagra.
Qp definícióját vettük tekintetbe, é sVa1к a1m a z tuк a /2.22/ 
alapján а II. fejezet 1.1.1 lemmáját. A második tag becslé­
sekor még azt vettük számításba, hogy a megállítás miatt 
a { /%£ F-1(£ ' 5 < -fc < } halmazon kivül 0.
A /2.25/-ből következik, hogy
p{ ^  v4 > я] á
я я /2.26/
Legyen • Ha 6* végtelen, akkor /1.26/ bi-
zonyitja a tétel állítását.
4-*Ha ^ véges, akkor, fennállnak a
p[ К
ъ * ш ь
/2.27/
és
P l  ßb e I Síí-Ui*} é j; /2.23/
egyenlőtlenségek /különben a sztochasztikus folytonosság mi­
att nem lenne supremum/.
Ez azonban azt jelenti, hogy a folyamat b* -ig 
valószinüséggel megáll, igy
P f  * *  V t > Л ]  é  i l i i  H - l✓I f /2.29/
öö
Ez a tétel első állítását bizonyltja, mig S у &)«£*«« 
esetén /2.23/ és /2.25/ mutatják, hogy í* szükségképpen
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véges, éspedig minden Я >0 -га. Ámde ez azt jelenti, hogy 
a 2/ állitás integrálfeltételének teljesülése esetén Á~~ yL 
valószinüséggel a folyamat megáll, ami a 2.
állitást bizonyitja.
'Ç.S
2.1.1 Következmény: Legyen U C  ß*1 kompakt halmaz, je­
lölje %(ß(H) a ß> pontnak H-tól való távolságát.«О
1/ esetén a
fc'>5 b>b'
ahol Fe = { (f ^  - ( M c )
/2.30/
2/ На E ( U £-àl(7) 1г =-; 0 ( -b S> -o esetén.
-fc>4
a !< kor
4  í ( h  = ° )
t‘>S *>i' /2.31/
Bizonyítás : Szó szerint megegyezik а II. fejezet 1.1.1 
következmény bizonyításával. Az -ben Cj -et C _re
a /2.6/ miatt változtathatjuk.
Most rátérünk alaptételünk bizonyításának előkészítésére.
2.1.3 Lemma: Tegyük fel, hogy valamely £ >S -tői kezd 
ve teljesül a
_ ?• Ff à EíffcJ
/ 2 . 3 2 /
feltétel valamilyen 0 £ $ ^ 4 mellett.
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Ekkor az
S /2.33/
és várható értéke véges.
Bizonyítás ; írjuk fel az várható ér­
téket a /2.8/ felhasználásával:
E (  V ü k ) - V i ß s p  E ( E ( V ( M  -  V ( f i s ) l ? s ) )  =
=  E ( E (  l l l f N V l ß J  +  ïï(h)-£0<))c(l>  I % ) ) -
= e ( + =
s
t
<  t f - f j  J y ( ( i )  E C < f ( ß d ) c ( h
s
/2.34/
ahol felhasználtuk az E ( E ( f - l i f i ) =  E ( f j azonosságot,
az integrál és várható érték feleserélhetősógét, és végül a 
/2.32/ feltételt, és hogy negativ tag elhagyásával növelünk,
Ebből azonnal következik, az
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£ ( V ( h l - V ( M )  i  - M ß , ) )
/ 2 . 3 5 /
miatt, hogy
_ j q*(k). E k f (  ßh))db  £  ~ v_ (f -
S * j /2.36/
igy /2.32/ miatt ugyanez áll fenn az
eO
í E( Ejt) dí
S
/2.37/
b
függvényre. Miután az \ f N 4  monoton növekedő sorozat, 
igy pontonként konvergens, sőt véges intervallumokon integ­
rálható is a valószínűségi mérték szerint, igy ez érvényes a 
Beppó Levi tétel értelmében a /2.37/-tel értelmezett függ­
vényre is. Ez pedig a lemmát bizonyítja.
2.1.1 alaptétel: Tegyük fel, hogy a és V“
vei definiált V ( f i t ) folyamat az 1/, 2/ és a/-f/ feltételei 
mellett teljesiti az
í/ ? у  Щ  - <*> ;
2/ 0< 4 -re a
_ q - E ( c e ( / h í ) >  £ ( 4 )  , t  i s
/2.38/
feltételeket.
Ekkor
А/ Е(|£б|1)'/г C esetén
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Pl I.* !(ь,ь).о) M -
ahol = { çp ^  ~ .
В/ — ;> £> esetén pedig
Píiliü ?С(**(^ Р=вУ=°)=^
teljesül.
Bizonyítás ; Képezzük a
/2.39/
/2.40/
\XL((ú]s \/Г/3*0)) + J 'flW't'l Cw) űfí, /2.41/
valószínűségi változót, amely képezhető a 2.1.3 lemma miatt.
Ha
* /2.42/
akkor minden t-re mérhető, és igy
U  iX/fc ^ 0, /2.43/
ugyanis
Lfc = " * /2.44/
Ámde akkor pozitív szupermartingál mely konvergens,
az és igy V (ßt) is konvergens. Miután
а V monoton függvénye, ezért Cß(ß^) is konvergens.
Az első esetben érvényben van /2.30/, vagyis a qP 
nivóhalmazában van a távolság alsó limesze. Másoldalról azon­
ban a ßt) konvergál, és ~Cß(ßJ —* , í/ /S Л ~^  igy nivó-
halmazai kompakt halmazok. De akkor a /2.30/-ban szereplő tá-
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volságnak a felső limesze is O-hoz
valószinüséggel. 
jük tételünk В/ állítását is.
tezik ^ ~ \x
tart, és igy a limesz lé- 
Hasonló okoskodással nyer-
2.1.2 Megjegyzés: Monoton fogyó (Г* -algebra család 
esetében tételeink szó szerint igy bizonyithatóak, és igazak.
2.1.3 Megjegyzés : Ha a folyamathoz egy {VtJte£
függvénycsaládot találunk, mely teljesiti 1/-2/ ill. a/-f/-et 
akkor a két tétel szó szerint igaz, ha feltesszük, hogy a
-ben szereplő függvények minden kompakt
halmazon ekvifolytonosak, és egyenletesen korlátosak,
2,2 Sztochasztikus differenciálegyenletek aszimptotikus 
viselkedése
Ebben a pontban a sztochasztikus differenciálegyenletek 
aszimptotikus viselkedését vizsgáljuk. Ezek a folyamatok, mint 
tudjuk, egy Wiener-folyamat szerinti integrált tartalmaznak, 
és igy speciális növekményü folyamatok. A diszkrét rendszerek­
nél azt láttuk, hogy elég tág folyamatosztály kezelhető a sta­
bilitási tételünkkel. Először megmutatjuk, hogy a most szóban- 
forgó folyamatosztály tényleg elég bő.
Legyen egy folytonos trajektoriájú n-dimenziós
folyamat, melyre az
l,„ 1 t _  . *  (tl w)
h vo b /2.46/
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petft'q
határérték létezik pontonként majdnem mindig, és/а /2.4/-nél 
megkövetelt négyzetes közép-norma értelemben. /Legyen
?b:Ml1s]síi} //.
Képezhetjük az
b
- J ^CS(Co) cts /2.47/
különbségfolyamatot. Ez 0 várható értékű négyzetesen integ­
rálható, és martingái, azaz b1 esetén
£(%■ IK) - %  £(le'IÜ - %  - 4 * l  ^  = 0 /2. да/
/Id. a 2.1.1 lemmát/.
Ámde akkor az %  négyzetesen integrálható martingái­
hoz megadható olyan Wiener folyamat, és QÍb, col min­
den b € Q -re Tç -mérhető, mïidir«, T  >0 mellett az JLxtoJj -n 
a P X - r a  négyzetesen integrálható valószinüsógi vektor­
folyamat, hogy
-fc
= 0l(o\ -f í /2.48/
/ld. C ? J , 5.12 tétel/.
Ez azt jelenti, hogy az Ito differenciálegyenletre való 
korlátozódás nem jelenti az általánosság túlzott csökkentését.
Legyen ezért folyamatunk sztochasztikus differenciál­
egyenlete
d x b ^  (хСъ^ъ) d b  + lo(b(xb ) d w b / 2 . 4 9 /
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ahol Q *.Rei+<—^ ft*1 I b '• të , t rögzítése mellett globális
Lipschitz-féle feltételnek eleget tevő függvények, melyek rá­
adásul IlQ + líb(M)f^ L('l+UU') feltételnek eleget
tesznek, és mint n+1 változós függvények Boréi mérhetőek, a
folyamat pedig egy n-dimenziós Wiener folyamat. Mint ez 
a függelék 7. pontjából kiderül, a /2.44/-nek tetszőleges 
n-dimenziós négyzetesen integrálható valószinüségi vek­
torváltozóra mint XLo)~ kezdetiértékfeladatra létezik lo-
kálisferős értelemben vett megoldása. Tegyük fel, hogy a 
/2.49/-nek létezik a intervallumon erős megoldása min­
den négyzetesen integrálható kezdetiértékfeladatra.
Vezessük be a b mátrixból képzett
< r ( M j  = b 1- b
/2.50/
mátrixot, ahol b' a b  mátrix transzponáltját jelöli.
Ha már most a függvény kétszer folytonosan dif­
ferenciálható, akkor a V(**) folyamatra a /2,4/ határ-
érték
L b V(4*) = +
/2.51/
alakban irható fel, és megjegyezzük, hogy Ito és Poisson fo­
lyamatokra az = /€P,s-t ld. /2.6/-nál, mig a /2.5l/-hez
Id. a függelék 4. i% 8. -t/,
gIdőtől függő V esetében /2.5l/-hez még hozzájön egy ^
tag is azaz
Ц М Ы  - ^  t) * I- =рР ^  •
/2.52/
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Tegyük fel, hogy
L t l K í,h )é +  ■ £t / 2 . 5 3 /
úgy, hogy
1/ foly tonos függvény j
2/ qp(X) <0 és ~Ц(к) °° ha Кxfl —  ^*o,
ha ((//(—9°o minden Ьб R melleti.
3/ CÇLx]~ Ц^ (Ь/ V(tíX)) előállítás érvényes, ahol tyfa') 
t rögzítése mellett monoton függvény, b€ R* -ra, és Q 
{ ^ (h *)] I>t £0<j<$vtKyhalma.T. minden kompakt halmazon ekvi-
folytonos, és t-ben pontonként konvergens.
4/ V/Ct, X) — ъ °° ha llAt/—*> eo.
Két feltételtipust vezetünk be:
Fi/ B ( £ m i n d e n  fc^ .'éo vagy 
F2/ — 9 0 ( b — ?> °-o esetén.
G/ 0< S< A mellett teljesül a
-  S - E ( < ? C x t ) ) é  Е ( Ц ) /2.54/
Az alábbi tétel érvényes:
#o
2.2.1 Tétel : Ha j* , akkor
1/ Az Fi/ feltétel teljesülése esetén
P {  /Гим'и f - (^Jc }J ~ 0  j  > /2.55/
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2/,Az F2/ teljesülése esetén
pf U . U  ç ( x t  i Í V = o ) ) = o ]  = A
C > . /2.56/
3/ Ha Fi/ mellett G/ is teljesül, akkor
p{ U  <i(xt;{4i--(.t*<M)*<>}ï4- /2 57/
4/ Ha pedig F2/ mellett teljesül Ос/ akkor
pf lm /2.58/
Bizonyítás : Ez közvetlenül következik a 2.1.2 alaplemmá- 
bél, 2.1.1 alaptételből, és a 2.1.1 következményből.
A /2.49/ folyamattal kapcsolatban a gyakorlat szemszö- 
gévől fontos kérdés az, hogy ha a
/2.59/
közönséges differenciálegyenlet globálisan aszimptotikusan 
stabil egy kompakt halmazzal mint vonzási tartománnyal,
akkor a /2.49/- el megadott zajos folyamat milyen b zajmátrix­
szal marad stabil, vagy legalábbis mikor tart "fc-^  -re, H 
egy környezetébe?
Tegyük fel, hogy a /2.59/ egyenlethez megadható egy 
V- R* Ljapunov függvény, hogy
Q \/ (btX) *}V061X) , Q  J ^  (í) • ф  (x) ( t /
^  /2.60/
ahol a 9^i és V teljesitik az e pontbeli l/,2/,3/ és 4/
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feltételeket.
Megadunk két feltételtipust :
А1/ E" (( s p ( - , tíO vagy
^  fa )  E ({ sp {  • <Tf
és
В/ Létezik olyan 0 < f ^ , hogy
- f  e ( í)
^ /2.61/
2.2.2 Tétel: Az  ^ «* mellett
Ъо
1/ А1/ teljesülése esetén /2.55/ igaz ;
2/ А2/ teljesüléséből /2.56/ következik;
3/ А1/ és В/ teljesüléséből /2.57/ következik;
4/ А2/ és В/ teljesülése /2.58/-at eredményezi.
2.2.1 Megjegyzés: Tehát a /2.59/ rendszert "elég kis" 
zajjal torzitva a stabilitás nem romlik el.
A stabilitás vizsgálatánál mindig nehéz kérdés a Ljapu- 
nov függvények megadása. Az alábbi tétel a determinisztikus 
rendszerekre vonatkozó olyan tipusú tétel analógja, hogy ha 
egy determinisztikus rendszernek van globálisan aszimptotikusan 
stabil linearizálása, akkor ez a rendszer stabil.
Legyenek az folyamatok a
c(xt = Q4(i, х*)с&  + Ы tt(Xt) ($Щ /2.62/
és
c[ÿt Â Qt(í,ijt)dt * /2.63/
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sztochasztikus differenciálegyenletek megoldásai, ahol t
( C~ /, Z mellett teljesitik a /2.49/ egyenletnél ki­
rótt feltételeket.
Tételezzük fel, hogy a /2.62/ egyenlethez megadható olyan 
V Ljapunov függvény, mely teljesiti a 2.2.1 tétel feltételeit., 
és emellett az (L^ Vlfax) « £ (eke! p S  a /2.62/ és
/2.63/ egyenletek megoldásainak terén négyzetes - közép nor­
mában t-ben egyenletesen folytonos.
2.2.2 Megjegyzés; Ennek elegendő feltétele, hogy a /2.62/ 
ill. /2.63/ Cl/, fc?<\ C=<i 1 vektor i 11. mátrix függvényeire az
ifllQsfax)-
™  /2.64/
feltétel és a vektorra is a
egyenlőtlenség teljesül.
Bevezetünk ezután két feltételtipust:
К1/ ÉdUfc " - Q  vagy
К2/ F O U *  -’M T *  --
és
Gl/ Megadható olyan Г>0 pozitiv szám, hogy
- Г. £ ( à  В ( ( ц  V(<jt )  -  L t V C n f )
teljesül minden esetén.
/2.66/
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2.2.3 Tétel:
1/ На а /2.62/ folyamat teljesiti а 2.2.1 tétel 1/ vagy 
2/ állításának feltételeit, és К1/ teljesül, akkor
Pl SÍ4*i (Я> г - (1«)(C+L/ # D //
2/ Ha teljesülnek a 2.2.1 tétel 2/ állításának feltételei 
a /2.62/ folyamatra, és а К2/ feltétel, akkor
pfi.w.f \ l r =■<?}) = 0}=4.
/2.68/
3/ Ha a 2.2.1 tétel 3/ állításának feltételei teljesül­
nek a /2.62/ folyamatra a Ki és a 6/ feltételekkel együtt, 
akkor
p{ /Г*и $(ч* • C cf } - L'C<)})=o) Z 4- fi •
‘ л /2.69/
4/ Ha a 2.2.1 tétel 4/ állításának feltételei teljesül­
nek a /2.62/ folyamatra és emellett a &?/ és G/feltételpár 
is, akkor
p{ U  ?(^i ÍV = o}) = 0} = Y.
/2.70/
Bizonyítás ; Szinte teljes egészében az előzőek következ­
ménye, egy nyilvánvaló becslés után.
2.2.3 Megjegyzés: Az 1/ ill. 3/-ban szereplő L általában 
függ a C4 -tői. A /2.64/ ill /2.65/ teljesülése esetén azon­
ban kifejezhető az ott szereplő L-el, tehát független a C^-től.
2. 2. 4 Megjegyzés : Az utóbbi tételekhez becsülni kell az 
és folyamatok négyzetes középbeli eltérését. Ez
azonban a pontonkénti konvergenciánál könnyebb. Egy elegendő 
feltétel a korlátosságra ill. az esetleges О-hoz tartásra a
á O /2.71/
dif ferenciál-egyenlöt lenség teljesülése.
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2.Z. Közelitő differenciálegyenletek
E pontban azt a gyakorlatban fontos kérdést vizsgáljuk 
meg, hogy ha a /2,62/ differenciálegyenlet megoldásai nem 
stabilak abban az értelemben, hogy -re a trajektóriák
nem konvergálnak, milyen feltételek mellett tartanak az 
trajektóriák /ahol ^  a /2.63/ megoldása/ egy kompakt hal­
mazba, vagy legalábbis a megoldások eltérése mikor lesz kor­
látos.
Legyenek a /2.62/ egyenletek az Хь( Z^ megoldásai. 
Képezzük a
d (y* -Zt) - fa*(it**) ~ 04&!**))dt + - bjfazt,))
= ^ í - b ^ t - Z b ^ ^ o L i  + Éf (Ь{х * 'Ц  , Z-*)clWb /2e72/
Ito differenciálegyenletet.
Ennek az egyenletnek létezik egyértelmű erős értelemben 
vett megoldása.
Tételezzük fel, hogy megadható /2.72/-höz egy V:ß-t4,e+ 
kétszer folytonosan differenciálható Ljapunov függvény úgy, 
hogy erre teljesülnek a 2.2.1 tétel feltételei.
Képezzük a
~ Q<(4>Zt))cU + (btfcÿ*)- biLb&tjld'Vt- 
~ Q t V* ~^ t< + k**. fa' /2.73/
egyenletet.
Tételezzük fel, hogy a /2.72/-höz létező V Ljapunov
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függvény olyan, hogy az L^V a /2.72/ ill. /2.73/ megoldd
sainak halmazán négyzetes közép-norma értelemben t-ben egyen­
letesen folytonos.
Ekkor az alábbi tételt láthatjuk be:
A bevezetett jelölésekkel, és feltételekkel beláthatjuk 
a /2.62/ ill. /2.63/ egyenletekre vonatkozó alábbi tételt:
2.3.1 Tétel:
1/ Tegyük fel, hogy a /2.72/-re teljesülnek a 2.2.1 té­
tel 1/ vagy 2/ állításénak feltételei és а К1/ feltétel. Akkor
2/ На /2.72/-ге a 2.2.1 tétel 2/ állításának feltételei 
teljesülnek, és К2/ , akkor
3/ На /2.72/-ге a 2.2.1 tétel 3/ állításának feltételei 
érvényesek, és К1/ és G/ is fennállnak, akkor
4/ На /2.72/-ге a 2.2.1 tétel 4/ állításának feltételei 
igazak, és К2/ teljesül G/-vel együtt, akkor
P l  ?(*í.-> ; {?è-( M ( c ■ /2 74/
P l  ' r  H <p=4)=°3 =f- /2.75/
Pf fa* ,• {<?£
/2.77/
Bizonyítás : teljes egészében következik a 2.2.3 tételből
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1. MARKOV FOLYAMATOK
FÜGGELÉK
Kiindulásként vizsgáljuk meg a műszaki irodalomban gyak­
ran előforduló folyamattipust :
T-vel ill. R-rel jelöljük a nem negativ egészek illetve
a valós számok halmazát.
Legyenek ill. '( AT’(/<)j. ^valószinüségi váltó-
zók sorozatai egy ^  P] valószinüségi mező felett.
Tegyük fel, hogy az alábbiak teljesülnek e sorozatokra: 
1/ o<( független az -tői és K jI -tői és
j é Ц Ц б Т  esetén minden Le f -re.
2/ Megadható egy ÍX R ÍR  ^ alkalmas rögzitett
Boréi mérhető függvény /minden folytonos függvény ilyen/, 
melyre fennáll a
íkd ~ Í ^ ’% 1  «) ! k= 0,4:1..  / V
összefüggés.
Megjegyezzük, hogy az igen széles körben elterjedt és 
isme rt
/2/
alakú autoregressziós folyamatok láthatóan teljesitik fel­
tételeinket.
Az /1/ összefüggés ismételt alkalmazásával ' b j í11*£ / 
mellett a
<KtVíf / з /
előállítást kapjuk, ahol g az f-ből véges számú helyettesítés­
sel egyértelműen megkapható.
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Nézzük meg most a ^3) -bain szereplő folyamatokhoz tar­
tozó valószinüségi mértékeket.
Oelöljük ( T í * ^ )  -el illetve -vei az ^ | у
illetve f t valószinüségi változók által generált legszü- 
kebb \Г -algebrát /azaz pl. azon J -beli esemé­
nyek halmaza , amelyeket a i valószinüségi változó nivó-
halmazaival azonosítani, jellemezni tudunk/.
A p valószinüségi mérték megszorítását a 0 ( -re 
1^, ^  -el, a -re pedig P ^ f -vei jelöljük.
A bevezetett jelölések segítségével az 1/ függetlenségi 
feltevést az alábbi formában írhatjuk fel:
Ha Be .ak,<or
= / V
Megjegyezzük, hogy a /3/-ban szereplő valószinü­
ségi változó épp ilyen Л/1В alakú események által generált 
legszűkebb СП -eseményalgebrára nézve mérhető /azaz (í]
nivóhalmazai ilyen halmazok egyesítései és metszetei segít­
ségével állíthatók elő/.
A /4/-ből azonnal következik, hogy a pí* ( * t ~S 
feltételes valószinüségi mértéket a
p ( Ш  -  f y * / i 8 L p  ,pvP W )  ' f e ü f ' W
H'
/5/
mérték generálja, amely láthatóan nem függ a ^ ~  ^  -tói.
Térjünk most át az /l/-el definiált folyamat u.n. át­
meneti valószínűségeinek vizsgálatára. Az átmeneti valószinü-
ség arra a kérdésre ad választ, hogy ha a j (f/J —  ^ egy
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röezitett érték, akkor e feltétel mellett milyen valószinüség 
gél esik a 'f(i) valószinüségi változó értéke egy adott 
H ^  R  Boréi halmazba /azaz pl. egy f | c  R  intervallumba/ 
A választ a ^ ft j) valószinüségi változó
Ë( feltételes várható értéke adja meg,
ahol a függvény a H halmaz u.n. karakterisztikus függ­
vénye , amit a
Ь (* ={
A
0
ha
ha xe ß\ff /6/
utasitás ad meg.
Ha az átmeneti valószinüséget P(&i y( H -val je­
löljük, ezt épp az /5/-ben kiszámított feltételes valószinü­
ségi mérték és a "fij ennek megfelelő /3/ előállítása segít­
ségével számíthatjuk ki:
P(t', r. *«= i Ví«') ' V*J =
/7/
Látható, hogy az átmeneti valószinüség a
valószinüségi változó feltétel
nélküli várható értéke lesz, mert az /5/-ben kiszámított fel­
tételes mérték nem függ a feltételtől /azaz У - tói/*
Megmutatjuk most, hogy az /l/-el definiált dinamikus 
rendszer átmeneti valószinüségei is eleget tesznek a dinami­
kus rendszerek legalapvetőbb tranzitivitási sajátosságának, 
ami azt jelenti, hogy ha <1 $ t/(t,5,V£rp akkor a •£-*> 5
és 5 U átmenetek törvényszerűségének kompozíciója meg­
adja a t -т> V átmenet törvényszerűségét.
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Ha tehát Ь\ S , U £ T  teljesitik a fenti feltételeket, 
és a W C 2 Boréi halmazra vonatkozóan ki akarjuk számitani a 
P(€iyf‘ V, И) átmeneti valószinüséget , ezt megtehetjük a 
/3/ előállitás alapján a
/8/
segítségével. Ehhez azonban meg kell határoznunk a 
P^ jC ' ) feltételes valószinüségi mértéket a /8/
argumentumában szereplő ) vektor való­
szinüségi változó koordinátáival kifejezve. Ez az /1/ függet­
lenség felhasználásával épp
P ( M í £ /9/
lesz.
A /7/ várható értéket ezután a Fubini tétel segítségé 
vei kiszámíthatjuk az alábbi felbontásban:
= Х з д м м  «wtiPfaíHs.ttf)-
< / 10/
A belső integrálás rögzített Zeß mellett a /7/ 
figyelembevételével az
fP(s,z;v,(l) P( i ,< y ,s ,d z )  = P ( b , y ; u , U )
R / и /
összefüggést eredményezi, ami mutatja, hogy az átmeneti va- 
lószinüségek tényleg teljesen jellemzik az átmenet törvény- 
sze rüségeit.
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1.1 Megjegyzés: Ha az /5/ feltételes valószinüségi mér­
ték kiszámításánál feltételként a íífr/í Sát\S&r valószí­
nűségi változók családja szerepelt volna, az 1/ függetlensé­
gi feltevés alapján feltételes valószinüségi mértékként vál­
tozatlanul az /5/-ben foglalt eredményre jutunk. így az át­
meneti valószínűségekre az alábbi többletet kaphatjuk:
□elöljük ^  -vei a m  Sü-t\S&T~ valószinüségi vál­
tozók által generált legszűkebb (Г -algebrát, legyen tovább 
H e ß  egy 3orel halmaz, és U . Ekkor a
p(fcu)etf |?J) = P(t<Л w)
eredményre jutunk, amit másképp úgy fogalmazhatunk, hogy tét 
szőleges M  = J/0 ( fel tétel mellett annak a va­
lószínűsége, hogy csak az ^  -tői függ:
PCfMfcf/Kfya,,..., P(ъ>% ;и, ti) /12/
A valószinüségi folyamatoknak azt az osztályát, amelye­
ket átmeneti valószínűségeik a fent írottak szerint jelle­
meznek, Markov folyamatoknak nevezzük.
i.i Definíció: л p: ß+* e v  в*, «rév —
leképezést általános értelemben vett Markov folyamatnak ne­
vezzük, ha teljesülnek az alábbi feltételek:
1/ Tetszőleges SsR , S ét ( és ße(S> C R*1) Boréi
halmaz rögzítése mellett a PC^i^i^iß) mint "ZGR4 függ­
vényre mérhető.
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2/ Tetszőleges 5 i és Zéf?*1 mellett a
P(i-|Z; S, B>) mint ß é ßfß'’) Boréi halmazokon értelme­
zett függvény valószinüségi mérték.
3/ A leképezésre teljesül a Chapmen-Kolmogorov egyenlet: 
■i < S < U ( 'ZÇ.Ç-'' és B é<&C04) mellett
p(b^iOt £) = ^P(styiv < ^  P(^iг (' *s, dy) /13/
1.2 Megjegyzés: Nyilvánvaló, hogy az 1.1 definícióval 
valójában egy folyamatosztályt határoztunk meg csupán, mely­
nek egyes elemeit а t-0 -beli kezdeti eloszlás megadásával 
határozhatjuk meg. Ez természetesen teljes összhangban van a 
bevezetőben szereplő /l/-el megadott folyamattal, amely az £ 
megadása után kezdeti feltétel erejéig egyértelmű csupán.
1.3 Megjegyzés: Ha egy b ,  folyamatra tetsző­
leges t'^tj esetén a
/14/
összefüggés érvényes, és az 6f valószinüségi változó
független a ^  -tői, akkor a folyamat Markov
folyamat lesz. Az ^ : Pt* ß V  P adott Boréi mérhető függ­
vény.
A továbbiakban e pont jelölései érvényben maradnak, a
Ш mindig n-dimenziós folyamatot fog jelölni.
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2. MEGÁLLÍTOTT MARKOV FOLYAMAT, MARKOV PONT
Mint ezt a bevezetőben láttuk, stabilitási vizsgálatok­
nál alapvető kérdés az, hogy ha egy folyamat a
időpontban egy adott nyilt halmazban van, akkor
innét mikor és hol lép ki.
Esetünkben a folyamat Markov folyamat, ezért a
kilépés helye és időpontja is az I)_ -beli elemi események 
függvénye. Pontosan fogalmazva minden rögzitett LOG S L elemi 
eseményen a realizációhoz tartozik egy 'VCuí) kilépési
időpont, melyre а £^o/)6 Gr ha (9 ^  és tetszőleges
cbo -ra van olyan Séfau), + , h ogy a Js(ü>)4 Q  feltéte­
lek teljesülnek. A pontot célszerű az со -hoz
tartozó kilépési pontnak tekinteni.
Ahhoz, hogy adott feltétel melletti kilépés eseményének 
bekövetkezési valószinüségét az {*-/2-, P ) valószinüségi 
mezővel felépített modellben kiszámíthassuk, az szükséges, 
hogy a szóbanforgó esemény az -ben benne legyen /ugyanis
e modellben csak -beli események valószinüségéről beszél­
hetünk/. Formulákra áttérve, ha iA Cif y ß+ és Bettel
egy Boréi halmaz /pl. n-dimenziós intervallum/ akkor az
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£ соI -fc* < és &  I & У* ta rtalmazások
teljesülése szükséges. /Az első a "b/\ , ti. időpontok közötti, 
a második pedig a S halmazba való kilépés eseménye./ Az utóbbi 
két feltétel épp azt követeli, hogy a 'fc' és valószi-
nüségi változó illetve vektorváltozó legyen.
Ahhoz, hogy egy adott Gr nyilt halmazból való ki­
lépéshez kapcsolódó valószinüségi kérdésekkel foglalkozhassunk, 
modellünkre feltételt kell szabni.
2.1 Feltétel : Tegyük fel, hogy a {"Tfj Markov folyamat 
trajektóriái jobbról folytonosak, azaz Hiúdén шбЛ-ra és t & e f- 
ra teljesül a
lítn "f
t’vt J / I V
2.1 Megjegyzés: A /14/ feltétel az átmeneti valószinü- 
ségekre ró ki követelményeket , és azok teljesülése esetén a 
kezdeti eloszlástól ill. feltételtől független.
A most felvetett kilépési problémák vizsgálatánál fon­
tos szerepet játszik az 1.1 megjegyzésben definiált 
(Г -algeb ra család, melyről könnyű belátni, hogy
1/ -bjf < -bi mellett 3^ О  cF^ és
2/ ^  mérhető -re nézve minden mellett.
/Azaz ^  nivóhalmazai T j  -beli események/.
Annak érdekében azonban, hogy a kilépéssel kapcsolatos 
eseményeket is kényelmesen kezelhessük, szükségünk lesz a fen- 
-  család elemeinél általában bővebb esemény­
algebrákból álló 
alábbit :
rendszerre, melyek teljesitik az
2.2 Feltétel:
1/ 3^  о  ibi ha '^Ьг. .
2/ "1^ legyen 3^. mérhető
3/ Az £ ^ Ite-íZ* család jobbról folytonos, azaz 11 $3 .
s>t
2.2 Megjegyzés: A 2.2 Feltétel 2/ pontjából következik 
az mig a 3/ az családra még folytonosan
differenciálható trajektóriájú folyamatok esetén sem igaz 
általában.
E pont bevezetőjében Írottaknak megfelelő kilépési időt 
az alábbiak szerint definiáljuk:
Ha G nyilt halmaz, vegyük a lezárását, G = D és ennek 
komplementerét, C “ ß \D ,ami nyilt halmaz.
Legyen tbfísI % C^€^] és ennek megfelelő­
en
"f. Ы} Ф  (x
/15/
megadja a kilépési helyet. A /l5/-nél felhasználtuk a 2.1 
feltételt és hogy
2.1
2.1 Tétel : Ha 
feltevés, akko 
függvények
Markov folyamatra teljesül a
r a G  
mérhetők ^
nyilt halmazhoz tartozó ^  és
-re nézve.
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Bizonyítás ; Ehhez elegendő megmutatni, hogy a
€ 4  . Felh asználva a jobbról folytonosságot és
a D halmaz zártságát,
f < « / r 5 5 f r } = £ ^ / Í 5 e D ,  П Ы % е Ojr rcoWíi's / 1 6 /
ahol látszik, hogy a szóbanforgó nivóhalmaz előáll megszám­
lálható ^  -beli halmaz metszeteként, ni'nién te -ra.
Ámde ha 'L- mérhető, megadható tetszőleges -hoz
egy fBí'j • ^  ^  US>i'=Jí diszjunkt felbontása SL -nak,v- yi=0 ' (/г/
és ÍCVta pozitív számsorozat úgy, hogy a
40
f £0 ) -  ?  C,-%Br.lu)t=o /17/
teljesiti a £ > v ^ - г ы г о
feltételt.
Miután diszkrét értékeket vesz fel У  -beli hal­
mazokon , a függvény mérhető, és miután
£ —>í? esetén, továbbá a folyamat jobbról
folytonos, igy ^ ~fvCu)^ ami mér"
hető függvények limesze , tehát maga is mérhető.
A definíciókból pedig kiderül, hogy tényleg Уо,)
vagy (x határpontja, vagy annak külsejében halad, és tet­
szőleges kis cf'PO mellett van olyan S € ÜífyCu), i^ fal+cfj 
hogy € R. \ G-.
Ahogy az esemény -algebra elemei olyan У
beli események összessége, melyek a Ш о м *  valószí­
nűségi változó családra kirótt feltételek teljesülését je­
lentik, a /16/ alapján kézenfekvő lenne az a gondolat, hogy
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a halmazból legfeljebb t időpontig való kilépés is az
3^ -ben legyen /azaz á't-] £
Ámde a /16/-ból csupán a { Ц5. < ~t] € 3\^  következik
és iSY *>
00
ahol a 2.2 megjegyzés szerint általában П tel­est i+й X.
jesül, és egyenlőség csak jobbról folytonosság esetén.
Ez indokolja a 2.2 feltételbeli jobbról folytonos bőví­
tést , amivel olyan t e } « * -  eseményalgebracsaládot kapunk, 
ahol a legfeljebb t-ig való kilépés eseményeiről is szá
mot ad.
2,1 Definíció : Egy X" • -Q. —> valószínűségi
változót Markov pontnak nevezünk az monoton
növekedő (Г -algebra családra nézve, ha é ^ •
Még egy, a továbbiakban fontos, és logikailag is ide 
kívánkozó kérdést kell a kilépésekkel kapcsolatban megvála­
szolnunk :
Melyek a kilépés helyével kapcsolatos feltételek bekövet 
kezését jelentő -beli események?
E probléma vizsgálatánál induljunk ki a /17/ formulából, 
méghozzá úgy, hogy egy rögzített t e  ß+ mellett nézzük 
meg, mit állíthatunk a legfeljebb t időpontig bekövetkezett 
kilépések térbeli eseményeiről.
Ha képezzük a
Ь А  V S:~ /19/
függvényeket / E, paraméterrel/, akkor ezek tartanak a
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függvényhez, és a ÍVq halmazon a ~t A'Vq  = L& . 
Ha már most képezzük a függvényhalmazt, ezek a 
függvények minden adott £-20 mellett a [~fs] való­
színűségi változókból állnak elő úgy, hogy a függ-
vény n mérhető és igy 5^. mérhető is. Ámde a fentiek
miatt ] is % mérhető, és a {,‘Uç.étj halma
zon a 1 egyenlőség is teljesül.
Ez tehát azt jelenti, hogy a valószínűségi vál­
tozó nivóhalmazai olyanok, hogy ha Astf egy ilyen nivóhal- 
maz, ennek a é tj é У  esemén nyel való metszete -
beli, azaz
/4 /1 C 'C'q. ü~t] € • /20/
Ez indokolja egy Markov ponthoz az esemény
(Г -algebra alábbi definícióját:
2.2 Definíció: Ha és egy monoton (p-
algebra család illetve Markov pont erre nézve, akkor
T ^ I A I A e V ,  А П  { V í i } e 7 t [  b e t * }  /2]у
Könnyen belátható, hogy 3>£- ^  O'- algebra.
Fontos lesz számunkra az alábbi könnyen belátható állí­
tás :
2.2 Tétel : Legyenek V ( í Markov pontok az
jobbról folytonos (Г -algebra családra nézve.
Екко г
1/ V A t  Markov pont, !ecj<tS Ь в - ra 1
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2/ шах ^  V'E’i Markov pont J
3/ Tt Markov pont,
4/ sup TV Markov pont't' 1
5/ inf tT/ Markov pont;
6/ lim sup T (* Markov pont;i
7/ lim inf TTt* Markov pont'I/
8/ Ha létezik, akkor lim VL' is Markov pont;
9/ Tetszőleges rögzitett Ьв 2-^  mint jQ_ -n állandó 
függvény, Markov pont.
Valójában e tétel azt mutatja, hogy a véletlen kilépési 
időpontokkal, azaz Markov pontokkal mindazokat a műveleteket 
megtehetjük, amit magával az idővel /R+ elemeivel/.
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3. ERŐS MARKOVITAS
Az erős értelemben Markov folyamatok fogalma is igen 
fontos a stabilitási kérdések vizsgálatainál.
gáljuk meg, hogy egy folyamat hogyan viselkedik egy adott 
halmazból való kilpés után.
Láttuk, hogy egy G  nyilt halmazból, azaz pontosabban 
ennek G  lezárásából való kilépést a 2.1 és 2.2 feltéte­
lek teljesülé se mellett egy Markov ponttal /véletlen­
től függő kilépési idővel/, egy valószinüségi válto-
J 45-
zóval /véletlen kilépési hely/ és az utóbbira tett feltéte­
lek bekövetkezésének eseményeiből álló (Г- esemény-
6r
algebrával jellemezhetjük.
Miután a 2.2 tétel értelmében tetszőleges 
mellett a ^ Markov pont lesz, és definíciója
folytán a 'Cq C^ )'f-t minden Cú £ Ti mellett a G  -ból
való kilépés eseménye utáni időpontot jelöl, a -ból
való kilépés utáni viselkedését a folyamatnak célszerű a 
<7 j , folyamat segítségével vizsgálni. Ehhez ter- 
mészetes módon kapcsolódik az *^-66 a^Sebr3család
/Könnyen belátható a 2.2 definíció alapján, hogy ha
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akkor T t 1 CZ ±хг /•
Eredetileg egy Markov folyamatunk volt. Felvetődik az a 
kérdés, hogy az újonnan definiált 
folyamat Markov folyamat lesz-e?
Ennek feltétele az 1.1 megjegyzésben foglaltak szerint 
pontosan az, hogy ha А e ÉCe") , é s e 'tz (
akkor a
~ i b l i A) /22/
teljesüljön a feltételes valószinü-
ségre. /Vagyis a ~ S é tg. közötti 'fvQ+S
valószinüségi változó családra szabott feltételek teljesülésé­
nek eseményeiből csak a legutolsóhoz kapcsolódó események be­
folyásolják az A-ba való átmenet valószinüségét/.
5,1 Definíció: Ha a L^irt^b)-b6 í?^  Markov folyamat
olyan, hogy tetszőleges "V Markov pontra a 
al definiált folyamat Markov folyamat, akkor a a ,  % i  6 £ f 
folyamatot erős értelemben Markov folyamatnak nevezzük.
3.1 Tétel : Minden diszkrét idejű Markov folyamat erős 
értelemben Markov folyamat.
A folytonos idejű folyamatokra azonban általában már 
nem teljesül ez a tulajdonság.
A folytonos idejű esetben egy széleskörben ismert ele­
gendő feltétel megfogalmazásához bevezetünk egy, a következő
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pontban felhasználásra kerülő fogalmat:
□elöljük ßC£4\$J -vei az 12.^  -en értelmezett kor­
látos, Boréi mérhető függvények osztályát /a folytonos, kor­
látos függvények mind ilyenek/. Az 1.1 definicióbeli átmenet 
valószinüségek meghatároznak minden i<( t? >£/ mellett
egy 3 transzformációját a 8 6 /2  ^ö> ) -nek az
alábbi definicióval:
Ha Cp* 6 fé) . akkor
3.2 Tétel : Ha minden folytonos és korlátos cp.’ 5> R
függvényre és i<( ix G R f, i-t < -re a függ­
vény korlátos, folytonos, akkor az S  -et generáló Markov 
folyamat erős értelemben is Markov folyamat.
Megjegyezzük, a műszaki és fizikai alkalmazásokban fel­
lépő Markov folyamatok általában erős értelemben Markov fo­
lyamatok .
3.3 Tétel: Ha a í f Mti t h e  (2* erős értelemben Markov
folyamat és Markov pont az 3^ monoton növő jobbról
folytonos (^-algebra családra nézve, akkor a f
is erős értelemben vett Markov folyamat.
Ezután áttérünk a Markov dinamikáját más szempontból 
bemutató módszerre, amelyek egyben lehetőséget adnak ilyen 
folyamatok felépítésére.
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4. ERŐS ÉS GYENGE INFINITEZIMÁLIS GENERÁTOROK
E pontban az a célunk, hogy módszert adjunk az 1.1 de­
finícióban meghatározott átmeneti valószinüségek felépítésé­
re.
Módszerünk alapját e valószinüségek differenciálegyen­
leteinek felállítása képezi. Természetesen, az átmeneti va­
lószinüségek időfüggésének simaságára tett feltevésekkel ki 
kell jelölnünk azt a folyamatosztályt, melyen ezt megtehet­
jük.
Előzetesen azonban gondoljuk végig, hogy a diszkrét
•&S
esetben /l/-el megadható dinamikájú folyamatoknáltálában 
miért nem lehet az /l/-el analóg trajektóriákra vonatkozó 
differenciálegyenletet felirni, és miért közelitjük a prob­
lémát az átmeneti valószinüségek oldaláról.
Az első kérdésre a válasz igen egyszerű:
Legyen Со 6 Ti egy rögzített elemi esemény. Tudjuk, 
hogy a trajektória mint t függvénye csupán jobb­
ról folytonos, és megjegyezzük, hogy e függvényele még igen 
jó tulajdonságú folytonos trajektóriájú folyamatok esetén is 
1 valószinüséggel nem differenciálhatók. Ez azt jelenti, hogy
/24/
alakban az ilyen rendszerek dinamikája a folyamatoknak csu­
pán igen szűk osztályára irható le. Az is könnyen érthető, 
hogy általában a folyamat lineáris transzformáltjai
sem lesznek simák.
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ma
A /7/ összefüggés segítségével megadtunk a ~f(tj folya­
tnak egy nem lineáris transzformációját minden (b't kez­
deti feltétel párhoz, amelyek az R ill. Boréi halmazain
minden t-hez egy valószinüségi mértéket rendelnek. Az jól is- 
rt tény, hogy a 1 Ы  valószinüségi változó és a neki meg-me
felelő - a fenti valószinüségi mértékből származtatható - 
feltételes eloszlásfüggvény kölcsönösen egyértelmű kapcsolat­
ban állnak egymással. Ezért az utóbbi - mint ezt az 1. pontban 
láttuk is - a dinamikával kapcsolatos információkat magában 
hordozza.
Ha most a t'-ben kezdeti feltételként nem az у-t Írjuk 
elő, hanem egy ~f(^ \ valószinüségi változót /mint ez az 
/l/-nél igen természetes/, akkor az 1. pont jelölései mellett 
а Щ  valószinüségi változó eloszlásából származtatható
valószinüségi mértékkel az alábbi összefüg­
g j  v
géshez jutunk:
Tiíb\t]
/25/
jelöli azt a leképezést, amely a /25/-tel a
Г) , . u-hoz hozzá rend el jVamkor a /l3/-as Chapmen-Kolmogo- 
rov egyenlet az alábbi formában irható fel:
•b* <C S <£ b ( b\ S(t akkor
T C í|tJ  o T Ci''sl =  T H U J  /26/
Ha
ahol a e jelölés egymás utáni alkalmazást jelöl, azaz:
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(t w , .ta's]KPîwl()l-
U ]
PCt't](ß
laiЛС-)}
/27/
ami a /26/-ot igazolja.
c-rC-i'.tJlA 1* mértéktranszformációknak hasonló a
л A (4 —4'\ Iszerepe a Markov folyamatok esetében, mint az \ß, 
nxn-es mátrixoknak az
/= Ax /28/
n ismeretlenes közönséges differenciálegyenlet-rendszer meg­
oldásainak előállításában:
x M - - e A(t-v> /29/
és teljesül а /26/-nak megfelelő
ACt-s) eАО-*1 Ji-t-tl6 * € s= & /30/
összefüggés.
Annak érdekében, hogy a /30/-ból /28/-ra /illetve egy
ezzel ekvivalens X = A K x  txk-es mátrix függvény/ vezető dif­
ferenciálást elvégezhessük, a /25/-tel definiált transzfromá- 
ció családot ki kellene terjeszteni egy vektortéren értelmezett 
lineáris leképezéssereggó. /А valószinüségi mérték esetén az 
R4 mértéke mindig 1. Tetszőleges esetén а Я 1 P
mértékkel az R mértéke nem 1, és két valószinüségi mér­
ték különbsége mint Ш ' )  -en értelmezett halmazfüggvény ál­
talában felvesz pozitiv és negativ értékeket is, tehát nem le­
het valószinüségi mérték./ Ez azért szükséges, hogy a diffe-
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renciálhányadoshoz vezető különbségi hányadost képezhessük,
W jelölje a -en értelmezett korlátos változású
előjeles mértékek terét, ami azt jelenti, hogy ha V?6 W , 
akkor találhatók egyértelműen olyan Rj ( Pz kölcsönösen szin­
guláris valószinüségi mértékek /a Rt mérték szinguláris a P^_ 
-re nézve, ha van olyan A  € hogy P^ (A]=^ i Рг(А)-&./
továbbá számok, hogy minden A &  &C2'') -re
/31/
normával
/32/
°<| - ^ г ’Р г М .
A \)C/ vektortér, éspedig a IIVÍ-‘= 
normált tér /sőt még teljes is/.
А lineáris transzformációt a
T r W t J ( R j
egyenlőséggel definiálhatjuk, Ct\ tj CT R .
Tekintetbe véve a W téren a norma definicióját és a /32/-t ,
azt kapjuk, hogy
l r Ci'ltíMlé II W  /33/
ami azt jelenti, hogy a ‘  ^ folytonos lineáris leképezés
és f| T íl'Í]H  Л  minden Ct\t J  CZ -ra.
Ha most tekintjük a /23/-al definiált le­
képezéssereget, amelynek elemei 3(2^$)] QL[( (£)
leképezések, akkor a Chapmen-Kolmogorov egyenlet megfelelője 
itt rCí'(5j сС5/^  fsíl'itJl 
b 0 -b = о /34/
SL - , - egy cp korlátos mérhető függvénnyel képe­
zett (ftf6é)) függvényt a t-beli korábbi feltételként
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szereplő értékek függvényévé transzformál és lineáris. A /33/
-vei is érvényes, ha Ç normáját
tyup -el definiáljuk. így az S  -ek is folytonos
I c C M b, jleképezések, és teljesitik az К о /| ь 7 feltételt minden 
0 ',tJoR+ mellett.
Ha most a vizsgált Markov folyamatok körét szükitjük a 
homogén folyamatokra, az időeltolási transzformációknak to­
vábbi tulajdonságát kapjuk.
4.1 Definíció: Az 1.1 définicióval megadott Markov fo­
lyamatot homogénnek nevezzük akkor, ha az átmeneti valószínű­
ségekre tetszőleges A Q C2 ) ( ft mellett telje­
sül a =  P ( t  - Ü i  у * л )
feltétel.
/35/
C-í'i t] -r-s cC<ííJ r jHa a b~h='-S mellett bevezetjük a T  = I, 5  1 s S 
jelöléseket, a k k o r  az alábbi állítások igazak:
4.1 Állítás : A {T içtz.2*. J5e.£t transzformációcsaládokJSe<2,
egyparaméteres kommutativ egységelemes félcsoportot alkotnak 
a /25/ és /34/ kompozíciókkal mint műveletekkel, azaz
s». Si& R mellett aS, -г-*T S'.T4 = T ' v T 4' = T * * 5'
SSl"5s‘ = Ss,° S* = /36/
összefüggések fennállnak.
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Bizonyítás : Az egységelemhez elegendő azt meggondolni, 
hogy a
ha
ha
/37/
ami az átmeneti valószinüség értelmezésének nyilvánvaló kö­
vetkezménye.
A többi nyilvánvaló a fentiek alapján.
-r&.-iJ -г ,, с Ä<J TMegjegyezzük, hogy a f =-х ill. о =1 is kovet-
kezik a /37/-ből.
Mielőtt a differenciálegyenleteink felállítására rátér­
nénk , foglaljuk össze a Markov folyamatoknak mint dinamikus 
rendszereknek az 1., és jelen pontban bemutatott ábrázolási 
módszereit :
Az egészet az alábbi ábra mutatja, ahol feltüntetjük a 
kapcsolatok jellegét is:
II.
transzponálás adja a kapcsola 
tot, lineáris, ezt nem tár­
gyaltuk .
III.
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A II. és III. ábrázolásban a folyamatot a illetve
8 ( ß \ b) normált vektorterekben haladó görbékkel áb­
rázoljuk, melyeket a £~Tj ill. {$} lineáris időeltolá­
si transzformációk határoznak meg a /29/ egyenlet R*"* -ben 
haladó megoldásgörbéihez hasonlóan. /Ott adja
az időeltolási transzformációkat./
A /29/ egyenlet példájához hasonlóan megköveteljülc, hogy 
minden S < -fco Amellett minden -re és
inden Cp 6>C^m -re a
cCS'U]
ill- %  = -S cf /38/
W - b  éli illetve ß ( ß s, &\ -beli görbék mint ill.
S függvényei, differenciálhatók legyenek azaz létezzenek
a
|,W = d h í
h d*
il(. A h  c
— И OÍS /39/
határértékek.
írjuk fel a T ill. S transzformációcsalád segítségével 
a /39/ határértékben szereplő különbségi hányadosokat:
•т-ЕЦ**] yCt/í+hjr Г4#(
_________H---- 1? c ---- - -о / tj
és
Й h
ís-k,s J C 5 , i > j
cp = ----------0 ^
/40/
h h
formulákat nyerjük, íi 0 feltevéssel.
Г
A kivánt differenciálhatósággal ekvivalens az alábbi feltétel
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ív-? о
т М + й J_ J-
й
/41/
és »ft-*,« Т ; • о -1í w  _ ________h-*o И
határértékek létezzenek. /Е határértékeket ill.
m h m )  lin leképezések normájában értjük, ezt itt nem
részletezzük./
Az alábbi tétel igaz:
4.1 Tétel: Ha a /41/ határértékek léteznek, akkor a
Cic.-bJ
/42/
I -I— o I ■fej
"  - , e > S t Md  s
összefüggések érvényesek, továbbá tetszőleges V 6 ill. 
cf> G «) mellett
es - = Os tfs  /43/d yfe Г) ö/i “ ^
lineáris differenciálegyenletek is igazak.
4.1 Megjegyzés: A /42/ illetve /43/ egyenletpárok első 
egyenleteit nevezzük Kolmogorov előre, a másodikat pedig 
Kolmogorov hátra egyenletnek.
4.2 Megjegyzés: Homogén esetben a illetve

folytonos lineáris leképezések nemm \ & ]
függenek a t paramétertől. A
>b
f f - c m -
\
- Ű É .  Q*o SJ 
d s
illetve
Ы  4
%
/44/
/45/
egyenletekkel a /29/ egyenlet analógjait nyerjük.
4.3 Megjegyzés: Ha a transzformációcsalád­
ra teljesül minden 'í € mellett a
ítVn T S = X  /46/
folytonossági megszorítás, amiből következik, hogy a
(iw S / 47/s vo
is fennáll, akkor a W illetve a Bfe', «) téren megadható 
olyan mindenütt sürü halmaz, hogy ezekre /40/ különbségi há­
nyadosoknak létezik határértéke, és igy kapunk nem folytonos 
Q  illetve Q *  lineáris leképezéseket, melyek értelmezé­
si tartományai azok a mindenütt sürü halmazok, melyeket épp 
a határérték létezése jelöl ki. Ezekkel a /42/ egyenletek 
épp úgy felírhatok, mint a fenti esetben, és a folyamatot 
ezek az egyenletek ugyanúgy egyértelműen meghatározzák mint 
a fenti esetben.
Ezt a Hille-Yosida tétel mondja ki.
4.4 Megjegyzés: A 4.1 tételben szereplő
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folytonos lineáris leképezéseket nevezzük erős inf ini tezimá- 
lis generátoroknak, mig a 4.3 megjegyzésben definiáltakat 
gyenge infinitezimális generátoroknak.
4,5 Megjegyzés: Az egyenletek értelmezéséből azonnal 
látszik, hogy a /43/ egyenletpár első egyenletének megoldása 
egy adott ■£oe P+l IX/ kezdetiért ékproblémával minden 
terP -ra megadja annak a Markov folyamatnak a
valószinüségi mértékeit, melyre a i>0 -ban a elosz­
lása épp a valószinüségi mértéket generálja.
A /43/ második, egyenlete pedig, ha a -ban egy
A e & halmaz p A e B (e \  «) karakterisztikus 
függvényét Írjuk elő kezdetiérték problémának, akkor 0
mellett a Ъ ,  4 u = H  megoldás épp a
cpsty) - Р(-5<у;ь°(A ) ( £ /48/
átmenti valószínűséget adja meg.
4.6 Megjegyzés: Mivel
o(
и
ezért
/49/
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Belátható, hogyha benne van Q * értelmezési tartományá­
ban, azaz differenciálható görbe a Æ>) -en
akkor Cj^  is differenciálható görbe, /ezen azt értjük, 
hogy S íu'\- 5 ^ >  az első változójában differenciál­
ható/ és ^
- s Cl'u ]  у
d u
Ha most t fj,} ZÓ,* Markov-folyamat , ( $bj & R+ jobb­
ról folytonos monoton növő (Г' -algebra család, U pedig
Markov pont erre nézve, és a 'JtoA'Z? 
feltételes várható értéket E
= % feltétellel vett 
f"! A't) -val jelöljük, akkor
érvényes az úgynevezett Dynkin formula:
tAZ
■ W « « * - « u )
Legyen (jt ( xft ] ç. Qt erős értelemben vett Markov folyamat 
és С  £ И nyilt halmaz. Ha T  a G -bői való első 
kilépés időpontja,akkor
/50/
a 3.3 tétel szerint szintén erős értelemben vett Markov fo­
lyamat lesz az ^ e 0~ -algebracsaláddal.
Tegyük fel, hogy a folyamatnak a és a
BCtt 6) téren létezik a
1/ Q t, G í  erős értelemben vett infinitezimális ge-C í U*
ne rá to ra ,
2/ homogén folyamat esetén a Q  illetve Q^
gyenge értelemben vett infinitezimális gene rá tora.
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A következő tétel a "Tfc és a folyamatok infinitezimá-
lis generátorai közötti kapcsolatra vet fényt.
4.2 Tétel Legyen 1%, erős értelemben vett
homogén Markov folyamat és tegyük fel, hogy a PO,*, A) 
átmenet valószinüségek S = 0 -ban differenciálhatók. Akkor 
a tetszőleges, rögzitett G c ß  nyilt halmazból való 7Г 
véletlen kilépési idővel képezett folyamat is erős értelem­
ben vett homogén Markov folyamat és a hozzátartozó ÏÏ(x.5,A) 
átmenet valószinüségek 0 -ban differenciálhatok. Emellett, 
ha a korlátos, Borel-mérhető függvény 6 * értelme­
zési tartományában van, akkor benne van a % -hez
tartozó 
mányában is é
Q ^  infinitezimális generátor értelmezési tartó-
6 £  cp -- V
4.8 Megjegyzés: A w  téren értelmezett Q  illetve 
Q q  infinitezimális generátorokra is igaz az állitás, azaz 
ha в benne van Q  értelmezési tartományában, akkor
Q ^ -ében is benne van és
(Q, i>J(/4] = (0\?)(АП&)
minden Деф,аи] Boréi halmazra.
4.9 Megjegyzés: A 4.2 tétel a homogenitás feltételezése 
nélkül is igaz, ha a 4.2 tételben szereplő differenciálható­
sági feltételt azzal helyettesitjük, hogy
Pt-t,*. S>A 'I -  Ъ(-*>11 m   _______ ___________ _—— •
S Vt s - t
Minden "t £ ^  esetén létezik.
Ekkor az erős infinitezimális generátorokra a következő 
összefüggések állnak fenn:
illetve
minden Ь 6 ß* mellett.
A most következő két részben a kapott differenciálegyen­
letek konkrét alakjait fogjuk felirni, és megadjuk az átmene­
ti vaiószinüségekre a folytonossági és differenciálhatósági 
feltételek konkrét alakját.
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5. MARKOV-FÉLE UGRÓ FOLYAMATOK
E pontban olyan Markov folyamatokkal foglalkozunk, melyek 
trajektóriái jobbról folytonosak, de ugrásaik lehetnek, még-
Ebben a pontban felirjuk az előző pontban kapott /42/, /43/ 
/44/, /45/ differenciálegyenletek konkrét alakját két folya­
matosztályra .
Első lépésként azonban a 4.3 megjegyzésben emlitett foly­
tonosságnak és a 4.1 tétel feltételként szereplő differenciál­
hatóságnak adjuk meg az átmeneti valószinüségekre vonatkozó 
szükséges és elegendő feltételét:
hozzá minden mellett pozitiv valószinüséggel.
5.1 Tétel : Ha tetszőleges $G mellett a
P ^ x . i ,  A) átmeneti valószinüség teljesiti a
/iW> P(-(r,Xi-S,A) - T'a C^ )
S Vfc n
~r~ Ct 15Jfeltételt, akkor a I — mellett.
5.2 Tétel: A
erős értelemben való differenciálhatóságának szükséges és 
elegendő feltétele, hogy a
Ííw
5 Vt /50/
határérték létezzék, éspedig ( i iX iA ) ( z  R * R X (В (&■ ) -ben
170
egyenletesen.
Nyilvánvalóan látszik, hogy az /52/- es feltétel erősebb 
mint az/5l/-es.
A fenti két tétel feltételeiből indokoltnak tűnik a 
Markov-féle ugró folyamatok osztályának definiálása, az alábbi­
ak szerint:
5.1 Definició: A tágabb értelemben vett Markov folyama­
toknak azt az osztályát, melyek átmeneti valószinüsécei tel­
jesitik az alábbi 1/, 2/ feltételeket, Markov-féle ugró fo­
lyamatoknak nevezzük:
1/ P(~6( __s> ej, ({, к ( A) , S \>t
S - -1
egyenletesen (£ ( x ( А) 6  P x ) -ben.
2/ A tetszőleges (/.,/jJé ß 4 * (BCß4) mellett
t-ben folytonos éspedig egyenl e t e s e n  (XiA)é: ß V  -ben.
5.1 Megjegyzés: Az 1/ feltételből következik, hogy a 
C^UfX(Á) tetszőleges (í,> ) ç £ И mellett mint А & Ш ' •)
függvénye w  -beli és igy az is igaz, hogy
[ytíi *. Á) I é  íf
/53/
(í,y,A) e  -tói független к állandóval.
5.2 Megjegyzés: Az 5.1 megjegyzésben és a fenti két té­
telben foglaltakat nem bizonyítjuk, csupán annyit füzünk 
hozzájuk, hogy az előző pontbeli operátor normában való
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konvergencia épp a fenti minden /efctrj, a p és - ben
való egyenletes konvergenciával ekvivalens.
Vizsgáljuk meg most a kapott ) függvényt.
Könnyen belátható, hogy
V  QK-ír*, R4 ) - 0 .  , /54/
\ .. P6v*.Mbí&GrJ2/ Cfi ( í i  X lA) -  ö — t
_ Í,V^  Pfy**!*) * é Á . /55/
3/ q(i, X, fxÿ - - <ÿ(b*,X\(x])üO'
Vezessük be ezután az alábbi két függvényt:
- fy(*f Xt íxj ) ^  (f (rbf X I X \ £x)J /56/
é s
r \ . .
jf(i,XtA):- \ ^ (i,K] ha 9fk**)*° /57/L  W  ha
Az utóbbi két függvénynek az alábbi valószinüségelméle- 
ti interpretációja adható:
A <ÿ(i(X) függvény /56/-os definíciójából következik,
hogy
/58/
ahol £ a 4t- függvénye, és C(MI-^>(? ha &b~*0.
Ebből következik, hogy y[i,x)-At megadja annak 
valószínűségét, hogy ha a rendszer a t időpontban az x álla­
potban volt, 't+Á'í -ben x-től különbözőben lesz.
A fenti gondolatmenet megismétlésével a 
azt kapjuk, hogy ez az x-től különböző A-beli állapotba való
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at epés valószinüsége a ~b + A~6 időpontra. Ezeket figye­
lembe véve:
/г ИЛ
tt^O
p ( x< ^  / A \ .)
i>{hxTT+A*i X \ w 7 /59/
Tehát annak feltételes valószinüségét jelenti,
hogy a rendszer a t időpontban egy / <5 к- pontból biz­
tosan kimozdul de az A Gr (B>C^j -be lép vagy ott marad.
A fentiekből következik a Cf(i/X/A} alábbi valószinüségi 
interpretációja :
cflí/x(A)= q(bx) í Ű ~ %  ^  /60/
Most megadjuk a Markov féle ugrófolyamatok esetére a 
/42/, /43/ egyenletek konkrét alakját. Ehhez elegendő a Q^ 
ill. Ô* leképezések konkrét megadása.
,5/.3. I/r/e.1/ A { f C W J j ill. {•? }fatje
időeltolási transzformációk mint t ill. s függvényei erős 
értelemben egyenletesen differenciálhatók Markov-féle ugró­
folyamatok esetében, és a Q t ■ W  ill. a
Q ‘ .-ß(l>\6)-4> Bíe'.e) leképezések az alábbiak lesznek
(ötDc^MJ = mi*) -
-  - ( Q/l-ta) Mid*) + S QfMixlïïltikiAlwOtxl
а 1 ец /61/
W & W  mellett,
S„ f<4 q l * i x t d z }  =
= ITÍbx.rfíjJ
R
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tetszőleges U  ß (e \< & )  mellett.
A differenciálegyenleteink pedig az alábbi konkrét ala­
kot öltik:
c / T W o í ‘t J  =  Q ^ T u , '6j f
^ r r ^ ~  *  f  Q ( L U t Aj  ~  I У* ед f f a ß , x ) M , x , A )  Vflck) 
db «V /1 p  /63/
illetve
di
(2í-sCMJ/
- ? Í J / 5 L  í %  / e V
ol $ Г
5.3 Megjegyzés: A P(s,X,t/4) átmeneti valószinü-
ségek tehát eleget tesznek a
? _ $ ?(s,z,iiA)qK,t,ctz)=
-  (j/í, x)[P[S,Xii/A) "  f^PCStZtt/A] ^ ( 3 '*'0*)]/б5/
ß
egyenletnek S ( bt* G mellett.
A fenti egyenletek megoldhatóságára az alábbiak érvénye­
sek :
□elöljük -val az alábbi függvényt:
—  Q(^i / М  M )  .
5,1 Feltétel:
1/ Tetszőleges rögzített /^x) £ (í^  X mellett C^ &fX/A)
mérték és <ÿ(ti*c) - 'ey Ul <( У ) .
2/ Rögzitett ^ í A) é 2**x (& f ß J mellett a ty(b(K ( Aj 
folytonos éspedig /A| -ban egyenletesen, és
€ 2^ X <£> mellett Су x-ben mérhető,
з /  2fCùt * ,Â )  ^  l ( x Q>(X,Aij e  £ + < WP) mellett.
5.4 Tétel : Az 5.1 feltétel teljesülése esetén a /63/, /65/ 
egyenleteknek minden kezdetiértékproblémára létezik éspedig 
egyértelmű megoldása.
Nézzük meg most egy fontos folyamatosztályra a fenti 
egyenletek alakját. Ezek a véges állapotú Markov láncok..
Legyen )( egy véges, n-elemü halmaz, az állapotok hal­
maza.
Ha a te időpontban a folyamat az Cé/ állapotban
volt, annak átmeneti valószinüsége, hogy a -ben a
J€ X -ben lesz, Pcy jelöli, 4 é C tfá. И •
Azt azonnal látjuk, hogy a "bit1 átmenetek valószinü- 
ségeit ftxn -es mátrixokba rendezhetjük, sőt a Chapmen-Kol- 
mogorov egyenletet is felírhatjuk
p( |< H , i ‘) =  Д  p í e  H í  *')
vagy
~= PCsrff)
alakban, b 1 mellett, ahol
Pitit1) - ^ Pij'Ctrt1) j
ft/ft mátrix, melyre teljesülnek az alábbiak:P.7 Cb^) z о
ä  Pt'r Chilit ce X
i'eK J
/66/
/67/
/68/
1/
2/
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Megköveteljük, hogy
(«Vu Pc i' = C')i L
t W  4 *
Homogén a Markov lánc, ha
P W )  =  P  c t ' - t )
L* L=,f 
bq t’s*f  .
/69/
Homogén Markov láncok esetében mindig léteznek az alábbi 
határértékek :
t v  =  P-Ï (°i =  Ъ - у * *  í lV  /70/
mellett(illetve
í('*4
t'Vfc -- %
*0
/71/
A bevezetett /70/ /71/ deriváltakkal megkapjuk a
Kolmogorov első illetve második egyenleteket az alábbi for­
mákban :
pbVCfe) = - < t r P q ( i l +  Z ^ y i k - P k f í * }  /72/
illetve
PcyW-- - p 1У и 1 ' ^ +ш х ( Ц /73/
t'ij'eX mellett.
Ha cft*= - 
is felirhatjuk:
, akkor még az alábbi egyenletet
p 'm  = p  'to■ m ) /74/
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i 1.
P '(*Ь /75/
a /70/, /71/-nel< megfelelően.
Ha most a /74/, /75/ egyenleteket a legegyszerűbb 2 di­
menziós esetben felirjuk, az alábbi eredményre jutunk: 
Jelöljük a két állapotot 0 ill. 1-el. A 0-9 átmenetek
valószínűségeit adjuk meg kis ^ mellett
Po>i Üi)c Я - Ь i- ось)
Pi o M ^ U + 0Cй) /76/
alakban, ami azt jelenti, hogy a
tyo/f “ tyo - Я < ~ 0 ~ A
A /75/ Kolmogorov egyenletet ekkor
Poo Ш  “ ~Я ■Poo Ci) 4- A  • Po/ ^
P^/j C~i) ~ - A  • Po< Сь) -+ Я • Poo Ы  
Рло Ci)-  - Я  • PioCi) +  А  % Рла Ci)
Ра\СЬ) ~ - m -Pm (í) +Ъ- pAod)
alakot ölti, megoldása pedig
PoAH-járí«-e"
Látjuk tehát, hogy tényleg ugró folyamatot kaptunk, az 
átmeneteket ugyanis jól ismert Poisson folyamatok Írják le.
Összefoglalva : A du R £ lineáris folytonos leképe
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zéseket meghatározó CfyÜt X ( A) függvények meghatározhatók', 
ha megadjuk a { / ] )  mennyiséget, amelynek A~b -szerese
megadja annak a valószinüségét, hogy a -ben is X -ben
marad a folyamat, és а feltételes valószinüségét,
ami annak valószinüsége, hogy a folyamat b+h.b -ben X -bői 
ugyan elmozdul, de A-ba lép.
Az egzisztenciatétel mutatja, hogy a Markov-féle ugró­
folyamatok osztályára igaz az éppen, hogy a Kolmogorov egyen­
letpár megoldásaiként az átmeneti valószinüségeik meghatároz­
hatók.
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о, DIFFÚZIÓS FOLYAMATOK
A Markov-féle ugrófolyamatok esetében annyit követel­
tünk meg az 5.1 definíció 1/ pontjában, hogy a
i'Ä /77/
fennálljon, és A) akármilyen pozitiv értéket fel­
vehetett, függetlenül attól, hogy A vagy £ (fi A
Diffúziós folyamatok esetében az alábbi egyenlőség 
fennállását követeljük meg tetszőleges £>(? mellett,
líH P íiiÍL iiillá iW j X6 Й"
SVf
ahol G;b C^}
s - t
az X körüli 
Belátható a következő tétel
/78/
£ sugarú gömböt jelöli.
6.1 Tétel: Ha egy Markov folyamat teljesiti a /78/-as 
feltételt, akkor trajektóriái 1 valószinüséggel folytonosa
6.1 Definició: A { Ü j * -beli Markov folyamatot
diffúziós folyamatnak nevezzük, ha az átmeneti valószinüsé 
gekre teljesitik az alábbi feltételeket:
1/ teljesül a /78/ feltétel 
2/ Tetszőleges mellett
léteznek az
U  J  fyr-*')P(ttX(S(c!y) 
svfc ^ У) /79/
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£5 CU
svt
[ (4i-X<')(4i- Xj) PCbXi S(cty)-OtcO(i—
S - ~b
= bc / M
/ 80/
határértékek méghozzá t-ben, x-ben és £>(9 -ban egyenlete­
sen.
6.1 Megjegyzés: Az (Qf(t(í)( <Зг&«х)|— • ( 
vektort nevezzük átmenti vektornak, mig a ( \oij-fai *)ja Ь Cif*) 
mátrixot diffuiziós mátrixnak.
A most következő két tétellel megadjuk a /43/ egyenlet­
pár itt érvényes formáit. A második egyenletet általánosan, 
az elsőt speciális esetre adjuk meg.
6.2 Tétel : Ha j e  0 0 г.4, Ъ) olyan , hogy az
 ^ Ш  / s í /
ß4
változós függvénynek léteznek az x szerinti első 
és másodrendű parciális deriváltjai, és folytonosak, továbbá 
az Q(iíX) vektorfüggvény és bíínc) mátrix függvény
folytonos, akkor -re a létezik, és
teljesül a
/82/
egyenlet a //ni Víí/X)- U<) к ezdeti feltétellel.
Ha továbbá a №,*, s, AJ átmeneti valószinüség egy 
sürüségfüggvényből származtatható
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P( í , k, s, A ) =  î pC i ix ,s ,y ]  d y  
fr
formában, akkor a /43/ első egyenletét igy Írhatjuk:
6.3 Tétel: Ha « &  diffúziós folyamat
átmeneti sürüségfügvényével képezett
^V4C4-  /84/
/83/
parciális deriváltak léteznek és folytonosak Л й lij' й И 
mellett, akkor a p ( t ' * iS , j f  ) átmeneti sűrűségfüggvény az
C (t, T] * Й И tartó mányon eleget tesz a
egyenletnek.
/84/
A 6.2 tétel egyenletét Kolmogorov egyenletnek, a 6.3 
tétel egyenletét pedig Focker-Planck egyenletnek nevezik.
tozó
ban
lölve
6.2 Megjegyzés: 
sü rüségfüggvénye 
t=0 mellett К 
lószinüségiMayva
Ha a valószínűségi vál-
, akkor a /84/ egyenletet az x változó­
szerint integrálva, és R í ,  if) -al je- 
változó sűrűségfüggvényét, a
-  £  k  ^  w h  i  ^ . (  W F » i ü /8 5/
egyenlethez jutunk, m i  - hí*) kezdetiértékproblómával.
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6,5 Megjegyzés: A Kolmogorov egyenletet a /62/-es össze­
függésre alkalmazva diffúziós folyamat esetén a infi-
nitezimális generátor következő előállítását kapjuk:
^  t  T Z '  bc y  f a * )
A /84/ egyenletet oldjuk meg abban a speciális esetben, 
ha (£< íjjélBtx/2 и mellett, és ioU<ft)= [o",VJs^  egység-
mátrix. Ekkor egyenletünk a
? 5 é  W  Г /86/
alakot ölti. Ennek megoldása, mint ez jól ismert a parciális 
differenciálegyenletek elméletéből, a
p f M ' 5OJ= 2b(ïï.(S-t))^ I /87/
amiről tudjuk, hogy épp a Brov/n mozgás átmeneti sürüségfüng- 
\
vénye.
A Brown mozgás folyamat azonban jól ismert, a 4. pontban 
leirt I. ábrázolásával együtt. Az utóbbi azt jelenti, hogy 
ismert egy olyan ( Л . У ,  Pj valószinüségi mező, egy l% l í6  £+/ 
O  monoton növekedő jobbról folytonos esemény-
algebracsaIáddal, egy I ^
mérhető -re minden i g ^  mellett - valószinüségi
változócsaláddal, ami az -beli véletlen bolyongás modell­
je а /87/ átmeneti sűrűségfüggvénnyel. E folyamat másként fe­
hérzaj vagy Wiener-folyamat néven ismert.
Tudjuk továbbá, hogy a IViener folyamat t ra jektóriái
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1 valószínűséggel folytonosak, és 1 valószínűséggel nem diffe­
renciálhatók.
Mivel műszaki problémák modellezésénél és stabilitási 
vizsgálatoknál a szóbanforgó ^  folyamat realizációi ját­
szanak fontos szerepet, hiszen ezeket tudjuk megfigyelni, 
ezért igen fontos az, hogy a folyamataink fejlődésének dina­
mikáját az I. ábrázolásban is jellemezzük, és ezzel együtt 
magukat a folyamatokat modellezzük. Ez azonban nem vihető 
keresztül az /l/-egyenlettel analóg hagyományos differenciál­
egyenletekkel, a fent említett nem differenciálható trajektó- 
riák miatt.
E kérdéskör vizsgálata a sztochasztikus differenciál­
egyenletek elméletéhez vezet. A modell felépítés alapgondola­
ta pedig az, hogy a diffúziós folyamatoknak legalább egy ré­
széhez építsük fel úgy az I. ábrázolást, hogy a diffúziós
folyamatot előállítjuk egy differenciálható trajektóriájú és 
egy fehér zaj folyamat kombinációiból álló folyamat összege­
ként.
Ez a tárgya a következő pontnak.
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7. SZTOCHASZTIKUS DIFFERENCIÁLEGYENLETEK
Mielőtt a sztochasztikus differenciálegyenletekre rátér 
nénk, röviden összefoglaljuk az Ito-féle sztochasztikus in­
tegrál és ennek kapcsán a sztochasztikus differenciál fogal­
mát.
Legyen Wiener folyamat és
egy monoton növekedő jobbról folytonos -algebra család
Tegyük fel, hogy a V#tr mérhető az -re nézve minden
b € C&1&] mellet t , és \J-W/£fc) független 3^  ese­
ményeitől. Vezessük be ezután az alábbi két - -vei ill
pfeife] -vei jelölt - függvényosztályt:
Legyen Ce.blc.R1’ rögzitet t.
7.1 Definició: fe] azon — ? R függvé­
nyek halmaza, melyekre
V  f  mérhető az 3\,x(&£u( w) -re ,
2/ í(tf) mint _Q_ -n értelmezett függvény mér­
hető чк{^  -re nézve minden rögzitett " t f e D esetén, és
з /  в (  fi ( d l  “ ) I го И  )  Z  / з а /
7.2 Definició: azon : Л -Y C«f6j függvények
halmaza, melyekre a 7.1 definició 1/ és 2/ feltétele mellett
За/ P {  f I f Í+.U>) Гс/Í ^ /89/
feltétel teljesül.
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E két függvényosztály az melyekre a sztochasztikus in­
tegrált értelmezzük. Bevezetünk még egy osztály, melynek sze­
repe a hagyományos integrálelméletek lépcsősfüggvényeinek felel 
meg. Ez az osztály az egyszerű függvények osztálya lesz.
Képezzük a CQ< (?3 intervallum egy Qt* £ 0 . с Ъ 1 ( ** 
véges felosztását, és képezzük a
ha Or £ b* Qc'-fV /
egyébként
/90/
, Ki-'f függvénysereget.
Legyenek фес i -ß* ért elmezett négyzetesen in­
tegrálható függvények, és legyen mérhető az -re
nézve esetén.
Egyszerű függvényen az olyan -beli függvé­
nyeket értünk, melyek felirhatók
/fi,И  - <,,„](*)■ ? г ( Ч  /91/
alakban ahol természetesen a felosztás is és a • függ­
vények is -tői függenek.
Érvényes az alábbi tétel:
7,1 Tétel: Az egyszerű függvények mindenütt sürüek 
-ben az аг
E  ( = : 1(11 , f e  /92/
normával.
A sztochasztikus integrált először egyszerű függvényekre
definiáljuk :
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Г * е д =  í-fdwfe 2: q r C % lU-
a Ойаш й-ь
ahol 1 W  — { í-+f I QV+< - *3
/93/
Ha már most tekintetbe vesszük a /87/ formula alapján, 
hogy b esetén В C[^ X/-t ~ ^ [) ) - és azt, hogy
а Щ, folyamat független növekményü, akkor az r ^ w  való- 
szinüségi változónk négyzetének várható értékét az alábbi 
úton számithatjük ki
( ( $ V c M * j =  e (  ^ if w * ) I
/94/
sőt a függetlenség figyelembevételéve a
tи p1 \ / '((.Stdw) • ( I f-giofej /95/
formula érvényes, ahol h-vút )•
A /94/ formula azt mutatja, hogy az
* - » l b í + J /96/
leképezés megtartja a /92/-vel definiált normát ezért egyér­
telműen kiterjeszthető az egész -re. Belátható, hogy a
/94/ ill. /95/ formulák érvényben maradnak, ha
/97/
-beli függvényeket pedig mértékben approximálhatunk 
beliekkel úgy, hogy az №(j/bJ -beli integrálok is 
mértékben konvergensek lesznek.
A /95/ mellett az igy definiált sztochasztikus integrál
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rendelkezik az alábbi tulajdonságokkal:
V  E( £fc6fjj =0 , t e « , ! , ) ,  j e f t í ■
г/ Е ( и Ш  i T s ) -  T s Q f )  I í t í  s á i í b  ■
3/ J /с^ сУ/ - í + • I aho1 ^  Markov pont.
4/ Az З Д  folyamat trajektóriái 1 valószinüsóggel 
folytonosak.
Ha a legsimább -f^ // függvényt vesszük az integrandusb 
az . E folyamatról tudjuk, hogy nem differenciál
ható, de még mint b'^LiC^) görbe, sem differenciálható,
legalább is hagyományos értelemben /Ugyanis - mint ez a fen­
tiek következménye, { W , ami ellent
mond az differenciálhatóságának/. Ezért az ilyen folya­
matok megadásánál differenciálegyenlet helyett a folyamat 
differenciálját Írjuk fel:
/98/
A sztochasztikus integrál segítségével definiálunk egy 
fontos folyamatosztályt, az Ito-folyamatok osztályát:
- I M  dbf- ej а, ц  d ц. /gg/
QUo( P { Л  f-ltMoH < eó] =/l I %  ,
és mérhető t rögzítése mellett -re minden
t e  ífitbl esetén.
A bevezetett folyamatosztály jelentőségét könnyen meg­
érthetjük az alábbi egyszerű példán:
Ha tekintjük a Щ  fenti Wiener folyamatot, képez-
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hetjük ennek négyzetét, ami egy sztochasztikus folyamat lesz
es
сЛ \хЛ - d-b 4- Q. dvUb /100/
lesz a differenciálja /ld. pl. [ l]/. Ez azt mutatja, hogy az 
Ito integrállal nyert folyamatok nem lineáris differenciálható 
leképezésekkel szemben nem alkotnak zárt osztályt. A /99/-el 
definiált folyamatok osztálya azonban már zárt az ilyen le­
képezésekkel szemben, mint ezt vektorfolyamatokra kimondjuk.
Legyenek a skalá r értékű Wiener
folyamatok és a szokásos monoton növekedő (J"“ -
algebra család. Tegyük fel továbbá, hogy minden tréfád?] -re 
а Ч Ш  valószinüségi változók mérhetők, és a
\)6^(-£+й) - \56{’6f) növekmények függetlenek az cff- eseményei­
től ••• I k -ra.
Legyen *. -Л-x ÍPfbJ Я , "(U olyan függ­
vények , melynek minden komponense ÍtatW -beli. Ekkor az 
■fi’ függvény í sztochasztikus integráljaia
komponensenként képezve előállithatók Os.'í^ c--, l< mellett , 
és felírhatjuk a
c l ~ - & U \d é - + S f i 'M c lW i ’M /101/
Ito differenciált, ahol Cr olyan m-dimenziós függ­
vény az Лх&'^З _n, melynek minden komponense teljesiti az
p {  f | a M l < « /102/
feltételt és Ъ б Ш  mellett az az Cc? változó-
1 ában -mérhető.
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Legyen C^ CifX;.' Cd<{?3* ß*4 — ^ ^ függvény, Ha az
VlbiK) függvény folytonos és a
£«*'*>, & yfí"> , OCi«) , fa
parciális deriváltak folytonosak, a { ~ f f o l y a m a t  
pedig а /3ÆL/ sztochasztikus differenciállá] adható meg, akkor 
az *&=<#■■?*) folyamatra a következő sztochasztikus dif­
ferenciál irható fel:
= [ + 1  viMIJ  o,-ft) *■
1*
/103/
Ebből azonban
li*. E j j f117?)- 4t _
fc'Vt £< -t
= +i  3r. t /104/C=f
4  4  J ,  I L , , * 1«  / ' w  t f i !
következik.
A /10l/-el megadott Ito folyamatra kiszámíthatjuk az 
alábbi határértékeket /ld. /79/, /80/ határértékeket a diffe­
renciál folyamatokra/.
illetve
f -  S b í J í í L I in-T>t7 И
|г*м ~^t)T (1u a  - ff) IfJ
^  h
/ 1 0 5 /
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ahol az elsőt a /104/ alapján Írhatjuk fel, míg a másodiknál 
felhasználtuk az Ito integrálok /95/ tulajdonságát , és a 
mátrix az ^ ’ft- Mr-t £ * И -dimenziós oszlopvektorok egymás mellé 
rendeléséből adódik.
A /105/ formulával egyúttal rátérhetünk a diffúziós és 
Markov folyamatok előző pont végén felvetett modellezési prob­
lémájára. Ha ugyanis a Ito folyamat történetesen Markov,
vagy diffúziós folyamat, akkor mint ez a függelék 1. és 6. 
pontjából kiderül, a /105/ jobb oldalt felirhatók
СКЬ<и)= CT(£íf*J /106/
illetve
alakban, az 
ahol
ß(ic^)ß fe°)r= V &ft)
feltételes várható érték tulajdonságai miatt,
a-.- ß y f ! ^  a " ,
г  : R *  -5  a”1 /107/
adott függvények.
A /106/ illetve /107/ alapján tehát azt kaptuk, hogy 
Markov illetve diffúziós folyamatok modelljei olyan Ito folya­
matok lehetnek, melyek felirhatók
rffi = Q(b1t)ofi + 8(tifti /108/
vektor folyamat/. Tekintetbe véve.
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hegy 5 = 0  esetén а /108/ egy közönséges differenciál­
egyenletbe megy át, /108/-at sztochasztikus differenciálegyen­
letnek nevezzük, és ez az egyenlet már analóg az /1/ differen­
ciálegyenlettel.
Ahogy az Ito folyamatok trajektóriáit, és felépitését 
konstruktivan kezelhetjük az Ito integrálokkal a /108/ egyen­
letre a közönséges differenciálegyenletekéhez hasonlóan ite­
rációs módszerekkel nyerhetünk megoldásokat , és ez az ilyen 
alakban felirható Markov és diffúziós folyamatok egy osztályá­
ra igen jól kezelhető konstruktiv előállítást jelent bizonyít­
va egyúttal, hogy ezek tényleg Wiener folyamat és differenci­
álható folyamat /108/ tipusú kombinációjával modellezhetők. 
Pontosan, ezt az alábbi tétel mondja ki:
7.2 Tétel
Legyenek WlX) I Boréi -mérhető
függvények, legyen (Tí'f/X) az a mátrix, amelyet а
t , fn oszlopvektoroknak egymás mellé Írásával kapunk
és 0</(f)r •• 1^4*0:)) Wiene r folyamat.
Ha létezik olyan к  , hogy
l l a M í  + i  I M . d f í f  k- (<+*»*), I'<*•es
I о ы  - o ft,s) к + £  Ubk », /]- sг - t u
minden X<jj 6 (2. -re, akkoга ^
f-t.= fU * ’ j  < x ( * < b ) d i * Д  ( b l f f S ' h )  Cs)
sztochasztikus differenciálegyenletnek létezik egy valószínű­
séggel folytonos megoldása , ami a sztochasztikus ekvivalencia
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erejéig egyértelmű. Ez a megoldás Markov folyamat,
átmenet valószínűségeire
P P(f(,x u e A )
ahol a következő differenciálegyenlet megoldása:
* + £a<* %,*(*) г*"*
K $
Hr <£ 5 bk(u{1iv)}c{\tfu(v).
U=<i
Ha az ClU i*) és M / x J  függvények t szerint folytonosak, 
akkor ^  diffúziós folyamat lesz a QCfrf) átmenet vek­
torral és a
q-'Ut^rCt/x)
diffúziós mátrix-szal.
7.1 Megjegyzés
A 7.2 tétel szerint /103/ megoldása diffúziós fo­
lyamat , aminek flí erős infinitezimális generátorát /104/ 
alapján lehet felírni.
7.2 Megjegyzés: A 7.2 tétel kimondja, hogy ha az Of és 
függvények teljesitik a tétel feltételeit, akkor minden
olyan valószínűségi mezőn, ahol W  Vh -dimenziós Wiener fo­
lyamat létezik, ott /106/-nak /és igy /105/-nek is/ eleget 
tevő Ito /adott esetben Markov ill. diffúziós folyamat is lé­
tezik/. A /108/ egyenletre vonatkozó ilyen megoldást erős meg­
oldásnak nevezzük.
Ha a /108/ egyenlet й { függvényeihez található olyan
М И  valószínűségi mező, egy Ы <  § \te (2.<
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m- dimenziós Wiener folyamattal és egy Ito folyamattal,
hogy /108/ ezekkel teljesül, ezt a /108/ gyenge megoldásának 
nevezzük.
Azt a tényt, hogy a /108/ egyenletnek a 7.2 tétel felté­
teleit nem teljesitő Q és függvények mellett is létezhet
gyenge megoldása, az is sugallja, hogy mind a Fockker-Plancl< 
egyenletnek, mind pedig a a Kolmogorov egyenletnek /82/, /84/ 
létezhet megoldása ilyen esetekben. /А parciális differenciál­
egyenletek egzisztenciatételeit ezen összefoglalónkban nem 
érintettük./
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8. MARTINGALOK
A Markov folyamatok, mint láttuk olyan ft« I sztoc­
hasztikus folyamatok egy Ьго monoton növekedő -algeb­
ra családdal, melyre nézve egyrészt 
V  ti mérhető -re
2/ Tetszőleges qp '• 12й* ( h korlátos mérhető
függvényre teljesül az
E(<?CV) IT*) *  V U * ) ■bű*' /109/
felírás /ld. /11//.
A 2/-ben tehát az az érdekes, hogy az e (ce c p m )
va.lószinüségi változó előállítható a fi függvényeként.
Martingálok esetében szintén a feltételes várható érték­
kel mint valószinüségi változóval szemben támasztunk követel­
ményeket, de a 2/-nél jóval gyengébbet.
Legyen [ 5 . C  ( monoton növő (p -algebracsalád.
8.1 Definíció: Az ífc, j sorozatot szupermar-
tinóéinak illetve szubmartingálnak nevezzük, ha
illetve az
efltd) < ■*< *»<<*.•-M
£(!«. I?*) — f*. I
^  1 *. .
és az
й ^
Й ~íO
egyenlőtlenségek 1 valószínűséggel érvényesek.
8.1 Megjegyzés : На 
szubmartingál is, akkor
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egyszerre szuper- és 
martingái.
8.2 Megjegyzés: Hogy a 8.1 definició feltétele tényleg 
gyengébb, mint a 2/ ezt az mutatja, hogy az fzCf* | í»i ) -tői 
nem követeltük meg azt sem, hogy függvénye legyen. A
8.1 megjegyzésnél ugyan megkapjuk, hogy E(Í h J £*)- t w  
de lehet példát adni olyan martingáira, mely nem Markov folya 
mat.
8.1 Tétel: Legyen [^4 szubmartingál.
Akkor tetszőleges \>o - r a
P {  w x  ^  4 -  J  6 (  % )  .
л nÍL * ч / ni <£ - ECîJ + í •^ Ь tU) g w ? *  с*]
8.2 Tétel: Legyen if., F„] (|,í olyan szubmartingál,
hogy
(*[<,*]
Akkor 1 valószinüséggel létezik a íü’V (_~ ésK'á'O
ettí)*-® •
Időben folytonos esetre a fentiek a következőképpen módosul­
nak.
Tekintsük az monoton növő Q~-algebra
családot.
{■&<$8.2 Definició: A családot jobbról
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folytonos szupermartingálnak nevezzük, ha és
Êtft'lïÿ — "f-t I ^ ^  valamint ha
1/ a trajektóriák 1 valószínűséggel jobbról folyto­
nosak ,
2/ az (Г-algebracsalád jobbról folytonos, azaz
3>= 3 V = 0s>t minden 'h ^  0 -ra.
8.3 Megjegyzés: Szubmartingálra természetesen a 8.2-vel 
teljesen analóg definíció adható meg.
8.3 Tétel: Legyen t?* c5  ] j. jobbról foly­
tonos szubmartingál. Akkor
P C ^  - 4- í frrfp ó ^ - E C I r )  ,
8.4 Tétel ; Ha olyan jobbról folytonos szub­
martingál, hogy
b i o
akkor [/<4 'ft C~ T-J 1 valószinüséggel létezik, és
írV6
£ ( 11)
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