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Resumen: En este art´ıculo se presenta un mecanismo de adquisicio´n automa´tica
de reglas a partir de corpora anotados sinta´cticamente. Esta aproximacio´n se basa
en una extensio´n del algoritmo propuesto por Claire Cardie y David Pierce (Cardie
y Pierce, 1998). Se muestra co´mo mejora el modelo aplicando te´cnicas de lexicaliza-
cio´n (Molina, 2004).
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Abstract: In this paper we present a mechanism for the automatic acquisition of
rules from syntactic anotated corpora. This aproach is based on an extension of the
Claire Cardie and David Pierce algorithm (Cardie y Pierce, 1998). The improvement
of the model using lexicalization techniques (Molina, 2004) is shown.
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1. Introduccio´n
Actualmente, uno de los objetivos princi-
pales del procesamiento del lenguaje natural
(PLN) es el ana´lisis de textos no restringidos.
Este tipo de ana´lisis es necesario en multi-
tud de aplicaciones como la traduccio´n au-
toma´tica, la comprensio´n de textos transcri-
tos, la extraccio´n de informacio´n o la bu´sque-
da de respuestas, entre otras. Las prestacio-
nes de estas aplicaciones pueden mejorarse si
se incorpora un mo´dulo de PLN que realice
el ana´lisis sinta´ctico de los textos manejados
por la aplicacio´n. Sin embargo, la realizacio´n
del ana´lisis completo de estos textos presenta
problemas bien conocidos, como son: la defi-
nicio´n de una grama´tica con la suficiente co-
bertura del lenguaje, la resolucio´n de la am-
bigu¨edad estructural, el coste de definicio´n de
la grama´tica por expertos lingu¨istas o el cos-
te computacional de un ana´lisis completo que
puede ser prohibitivo en algunas aplicaciones.
Por otro lado, no todas las aplicaciones re-
quieren un ana´lisis completo de la oracio´n.
Por ejemplo, en extraccio´n de informacio´n o
en bu´squeda de respuestas, la identificacio´n
de sintagmas nominales o verbales sencillos y
algunas relaciones entre e´stos puede mejorar
las prestaciones de dichas aplicaciones.
En este sentido el ana´lisis sinta´ctico par-
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cial o superficial se ha mostrado como una
te´cnica u´til tanto en dominios del lenguaje
hablado como escrito, y como una alterna-
tiva al ana´lisis completo en aplicaciones que
necesitan analizar grandes cantidades de tex-
to y que, por razones computacionales o de
robustez, no puedan procesarse con un anali-
zador completo. El ana´lisis parcial (Abney,
1997) consiste en dividir un texto en seg-
mentos no solapados que se corresponden con
constituyentes sinta´cticos no recursivos 1 (o
chunks), con el objetivo de extraer informa-
cio´n sinta´ctica de manera fiable, robusta y
eficiente.
Al igual que otras tareas de desambigua-
cio´n en PLN, el ana´lisis sinta´ctico parcial,
puede abordarse desde dos perspectivas dife-
rentes: mediante te´cnicas deductivas basadas
en el conocimiento y mediante te´cnicas induc-
tivas o de aprendizaje automa´tico basadas en
corpus.
Las te´cnicas deductivas definen un con-
junto de reglas gramaticales que representan
la estructura sinta´ctica de la lengua objeto
de ana´lisis mediante algu´n formalismo gra-
matical y aplican algu´n me´todo de ana´lisis
que permite procesar textos no restringidos
de manera robusta. La mayor´ıa de estos tra-
bajos se basan en te´cnicas de estados finitos,
definiendo los constituyentes sinta´cticos me-
1Un constituyente es no recursivo si no contiene
en su interior ese mismo constituyente
diante patrones o expresiones regulares. De
esta manera se han desarrollado analizado-
res parciales para diversas lenguas como el
ingle´s (Abney, 1996), el france´s (Aı¨t-Mokhtar
y Chanod, 1997) o el castellano (Gala, 1999).
Las te´cnicas inductivas construyen de ma-
nera automa´tica una representacio´n del cono-
cimiento sinta´ctico a partir de ejemplos ano-
tados con informacio´n sinta´ctica (treebanks).
Entre las aproximaciones inductivas al ana´li-
sis parcial ma´s relevantes se encuentran
me´todos de aprendizaje basado en ejemplos
(Veenstra y Van den Bosch, 2000), me´todos
estad´ısticos (Koeling, 2000) (Molina y Pla,
2002), aprendizaje de reglas (De´jean, 2000),
soporte vectorial (Kudo y Matsumoto, 2001),
redes neuronales (Carreras y Ma`rquez, 2003)
o me´todos combinados (Tjong Kim Sang,
2002). El e´xito de estos me´todos radica fun-
damentalmente en la determinacio´n de las
caracter´ısticas relevantes para el proceso de
desambiguacio´n. La mayor´ıa consideran co-
mo caracter´ısticas relevantes las palabras, las
etiquetas morfosinta´cticas y las etiquetas de
chunk, en un contexto de dos o tres posiciones
alrededor de la palabra foco.
En este trabajo se presenta una generali-
zacio´n de la te´cnica de aprendizaje propuesta
por Claire Cardie y David Pierce (Cardie y
Pierce, 1998) que consiste en la aplicacio´n de
un algoritmo iterativo que permite el apren-
dizaje automa´tico de reglas correspondientes
a sintagmas nominales ba´sicos (NPs) a par-
tir de un corpus anotado sinta´cticamente. Es-
te trabajo extiende dicha te´cnica en dos sen-
tidos: por un lado, se generaliza el algorit-
mo para permitir la identificacio´n de otros
constituyentes no recursivos, adema´s de los
NPs. Por otro lado, se introducen una te´cni-
ca de lexicalizacio´n de la grama´tica que per-
mite mejorar las prestaciones del analizador.
El analizador propuesto se ha evaluado sobre
la tarea compartida, para el ingle´s, desarro-
llada en la edicio´n de 2000 de la conferencia
CoNLL, que se ha convertido en el punto de
referencia para comparar distintas aproxima-
ciones al ana´lisis parcial.
En la seccio´n 2 de este art´ıculo se descri-
ben las caracter´ısticas de la tarea de ana´lisis
parcial abordada y del corpus utilizado. En la
seccio´n 3 se describe la te´cnica de aprendizaje
propuesta por Cardie y Pierce. La generali-
zacio´n del algoritmo para identificar distin-
tos constituyentes se presenta en la seccio´n 4
resultados experimentales se muestran en la
seccio´n 5. En la seccio´n 6 se describe la te´cni-
ca de lexicalizacio´n. Finalmente, se exponen
la conclusiones y l´ıneas de trabajo futuras.
2. Descripcio´n de la tarea
En CoNLL00 se planteo´ como tarea com-
partida el ana´lisis superficial o chunking. El
objetivo de esta tarea era la obtencio´n de
me´todos de aprendizaje automa´tico que, tras
una fase de entrenamiento, pudieran recono-
cer la segmentacio´n en chunks de los datos
de test lo mejor posible. Por ejemplo, la ora-
cio´n Rockwell said the agreement calls for it
to supply 200 additional so-called shipsets for
the planes se podr´ıa dividir de la siguiente
manera:
[NP Rockwell/NNP] [VP said/VBD ] [NP the/DT agree-
ment/NN ] [VP calls/VBZ ] [SBAR for/IN ] [NP it/PRP ]
[VP to/TO supply/VB ] [NP 200/CD additional/JJ so-
called/JJ shipsets/NNS ] [PP for/IN ] [NP the/DT pla-
nes/NNS ]
Figura 1: Ejemplo de ana´lisis superficial.
Los etiquetadores se evaluaban mediante
el indicador Fβ=1, que combina precisio´n (P)
y cobertura (C), aplicado a todos los chunks:
Fβ=1 =
2∗precision∗cobertura
cobertura+precision
Se emplearon para entrenamiento y test
unas particiones del corpus Wall Street Jour-
nal (WSJ) que han sido ampliamente utili-
zadas para NP chunking: las secciones 15-18
para entrenamiento (211.727 tokens) y la sec-
cio´n 20 para test (47.377 tokens). La ano-
tacio´n de los datos se llevo´ a cabo median-
te el script chunklink2, escrito por Sabine
Buchholz, de la Universidad de Tilburg.
Los datos se presentaron en un formato de
tres columnas. En la primera columna estaba
la palabra actual, en la segunda su etiqueta
morfosinta´ctica (PoS - Part of Speech) y en la
tercera su etiqueta de chunk siguiendo el for-
mato IOB2 3. En el cuadro 1 se muestran los
chunks existentes en el corpus WSJ junto con
su frecuencia de aparicio´n en las particiones
que forman el corpus de entrenamiento.
2Disponible en http://ilk.kub.nl/˜sabine/chunklink
3Este esquema de anotacio´n, propuesto por Rams-
haw y Marcus en 1995 (Ramshaw y Marcus, 1995),
etiqueta la primera palabra dentro de un sintagma
ba´sico X como B-X, y las siguientes palabras del
sintagma como I-X. Si una palabra no pertenece a
ningu´n sintagma se le asigna la etiqueta O.
Tipo de constituyente Cantidad
Noun Phrase (NP) 55,081 (51%)
Verb Phrase (VP) 21,467 (20%)
Prepositional Phrase (PP) 21,281 (20%)
Adverb Phrase (ADVP) 4,227 (4%)
Subordinated clause (SBAR) 2,207 (2%)
Adjective Phrase (ADJP) 2,060 (2%)
Particles (PRT) 556 (1%)
Conjunction Phrase (CONJP) 56 (0%)
Interjection (INTJ) 31 (0%)
List marker (LST) 10 (0%)
Unlike Coordinated Phrase (UCP) 2 (0%)
Cuadro 1: Cantidad de cada chunk en el cor-
pus de entrenamiento (particiones 15 a 18 del
WSJ).
En este trabajo se han empleado los mis-
mos corpus de entrenamiento y test para
que los resultados obtenidos sean compara-
bles con otras aproximaciones.
3. Algoritmo de extraccio´n de
reglas
Claire Cardie y David Pierce plantearon
en (Cardie y Pierce, 1998) un algoritmo para
la deteccio´n de sintagmas nominales no re-
cursivos basado en reglas. Estas reglas son
extra´ıdas de forma automa´tica a partir de
corpora anotados morfolo´gicamente, median-
te el proceso iterativo de ana´lisis, evaluacio´n
y poda que se describe a continuacio´n:
1. Obtencio´n de la grama´tica inicial. Me-
diante un recorrido secuencial de una
parte del corpus (denominada corpus de
entrenamiento), se extrae una regla pa-
ra cada NP, formada por sus etiquetas
PoS. Al finalizar, se eliminan las reglas
duplicadas.
2. Obtencio´n de los sintagmas de referen-
cia. Se extraen del corpus de entrena-
miento todos los NPs anotados. Estos
constituyentes sirven ma´s adelante co-
mo referencia para la evaluacio´n de las
reglas.
3. Ana´lisis del corpus de poda. Se analiza,
mediante la heur´ıstica de la regla ma´s
larga, un corpus diferente al de entrena-
miento, al que denomina corpus de poda,
y se anotan tanto los sintagmas, como las
reglas que los detectan.
4. Evaluacio´n de las reglas. Se puntu´a ca-
da regla en funcio´n de su utilidad en
la identificacio´n de sintagmas nominales.
El beneficio de una regla r viene dado
por la fo´rmula Br = Cr − Er, siendo Cr
el nu´mero de NPs identificados correcta-
mente por r y Er el nu´mero de errores
de los que es responsable. Se considera
que r es responsable de un error si es
la primera regla en detectar parte de un
sintagma.
5. Poda. Se proponen dos me´todos: (a) po-
dar las reglas cuya puntuacio´n no supere
un determinado umbral y (b) podar las
N peores reglas.
6. Volver al paso 3.
El proceso termina cuando todas las reglas
reciben una puntuacio´n mayor o igual que el
umbral en el caso (a) o bien cuando comienza
a decrementarse la precisio´n del conjunto de
reglas en el (b).
4. Desarrollo de la propuesta
extendida
En las siguientes secciones se expone de-
talladamente co´mo se ha extendido este algo-
ritmo para que, siguiendo los mismos pasos,
se puedan extraer las reglas correspondientes,
no so´lo a los NPs sino a todos los constitu-
yentes presentes en el WSJ y los resultados
que se ha obtenido con esta extensio´n.
4.1. Obtencio´n de la grama´tica
inicial
Para la obtencio´n de la grama´tica inicial,
se recorre de forma secuencial el corpus de
entrenamiento, y se interpretan los co´digos
IOB2 para extraer las reglas que dan lugar a
cada sintagma.
Las reglas obtenidas a partir de la oracio´n
de la figura 1 ser´ıan:
NP → NNP
VP → VBD
NP → DT NN
VP → VBZ
SBAR → IN
NP → PRP
VP → TO VB
NP → CD JJ JJ NNS
PP → IN
NP → DT NNS
4.2. Obtencio´n de los sintagmas de
referencia
En esta fase se toma el corpus de poda
y se extraen todos los sintagmas anotados.
La evaluacio´n posterior de las reglas se reali-
zara´ comparando los sintagmas extra´ıdos por
el analizador con los de referencia, como se
explica en el punto 4.4.
4.3. Ana´lisis del corpus de poda
Para esta fase, se ha implementado un
analizador basado en la heur´ıstica de la re-
gla ma´s larga.
1. i = 0
2. Inicializa el conjunto de reglas disponi-
bles a todas las reglas de la grama´tica.
3. Mientras el conjunto de reglas disponi-
bles no este´ vac´ıo:
3.1. Toma i siguientes palabras (a partir
de la actual) y sus PoS.
3.2. Busca una regla que coincida exac-
tamente con la secuencia de eti-
quetas.
3.3. Elimina del conjunto de reglas dis-
ponibles todas aque´llas que no co-
miencen por la secuencia de PoS.
3.4. i = i+ 1
4. Si se ha encontrado alguna regla que se
haya emparejado, se anota el sintagma
correspondiente, se guarda en otro fiche-
ro la regla que lo detecto´ y se vuelve al
paso 1 adelantando i palabras.
5. En caso contrario, se vuelve al paso 1 con
la siguiente palabra.
En la figura 2 se muestra el ana´lisis de la
primera oracio´n de la particio´n 20 del WSJ
realizado en la primera iteracio´n del algorit-
mo.
[ADJP Rockwell ] [ADJP said ] [NP the agreement ]
[VP calls ] [SBAR for ] [NP it ] [VP to supply ] [NP 200
additional so-called shipsets ] [SBAR for ] [NP the planes ]
Figura 2: Ana´lisis de una oracio´n tras la pri-
mera iteracio´n del algoritmo
4.4. Evaluacio´n y Poda
La evaluacio´n de las reglas se realiza de
la siguiente manera: si un sintagma ha sido
anotado correctamente, se le suma 1 a la pun-
tuacio´n de la regla responsable; si es incorrec-
to, y la regla ha sido la primera en errar la
anotacio´n, se le resta 1; pero si, aunque la re-
gla no haya anotado bien, e´sta no ha sido la
primera en fallar, no se modifica su puntua-
cio´n, puesto que se supone que ha fallado en
su anotacio´n como consecuencia de un error
anterior.
Por ejemplo, supongamos el fragmento
presentado en la figura 1 etiquetado, tras la
primera iteracio´n, como se muestra en la fi-
gura 2.
La regla NP → CD JJ JJ NNS, que detecta el
NP, sumar´ıa 1 a su puntuacio´n porque lo ha-
ce bien; a la de la regla SBAR → DT IN se le
restar´ıa 1 porque ha anotado un SBAR inco-
rrecto y a la puntuacio´n de NP → DT NNS se
le sumar´ıa 1 puesto que anota correctamente
(ver sintagmas de referencia en la figura 1).
La poda ha sido implementada mediante
un umbral de poda, es decir, en cada itera-
cio´n se eliminan todas aquellas reglas cuya
puntuacio´n no supere un determinado valor
(caso (a)). Las reglas no evaluadas se mantie-
nen hasta el final y se eliminan tras la u´ltima
iteracio´n. De esta manera se reduce dra´sti-
camente el nu´mero de reglas de la grama´tica
final sin que las prestaciones resulten afecta-
das de forma significativa como se muestra en
la parte experimental (seccio´n 5).
4.5. Condicio´n de parada
El proceso deb´ıa finalizar cuando no se po-
dara ninguna regla de una iteracio´n a la si-
guiente, pero al realizar los primeros experi-
mentos, se pudo observar que en la penu´lti-
ma iteracio´n los resultados eran siempre sen-
siblemente mejores que los de la u´ltima. Este
hecho hizo que se planteara una nueva con-
dicio´n de parada: finalizar el proceso cuando
entre dos iteraciones consecutivas no se elimi-
naran ma´s de m reglas. La nueva condicio´n
propuesta se podr´ıa ver como una extensio´n
directa de la planteada por Cardie, que ser´ıa
el equivalente a hacer m = 0.
5. Resultados Experimentales
Se han empleado los corpus de entrena-
miento y test comentados en la seccio´n 2 (las
secciones 15-18 y 20 del WSJ, respectivamen-
te). Como corpus de poda se ha utilizado la
particio´n 10.
Los resultados sobre el test se han compa-
rado con la anotacio´n supervisada disponible
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Figura 3: Evolucio´n de Fβ=1 y del nu´mero de
reglas a lo largo de la ejecucio´n del algoritmo
con poda 0
en el WSJ en base al Fβ=1 del conjunto de
chunks, empleando para ello el comparador
conlleval4 que se utilizo´ en la competicio´n
CoNLL00.
Se han probado diferentes umbrales de po-
da y valores de m, obteniendo los mejores re-
sultados con poda 0 y m = 10. El ana´lisis ha
sido realizado sobre el corpus de test con las
grama´ticas obtenidas en cada iteracio´n, para
comprobar si la poda de reglas supon´ıa una
pe´rdida de precisio´n o de cobertura y se ha
an˜adido una iteracio´n ma´s, a la que hemos
llamado FIN que es la resultante de eliminar
las reglas no evaluadas de la grama´tica ob-
tenida. La figura 3 muestra la evolucio´n del
nu´mero de reglas de la grama´tica resultante
y del para´metro Fβ=1 a medida que avan-
za el proceso. Es esta gra´fica se puede ob-
servar co´mo va disminuyendo el nu´mero de
reglas de la grama´tica a medida que avan-
za el algoritmo y co´mo se va incrementando
el Fβ=1 debido principalmente a que se elimi-
nan reglas que probablemente hab´ıan sido ex-
tra´ıdas a partir de secuencias poco frecuentes
o mal etiquetadas. El descenso en la curva del
nu´mero de reglas que se produce en la u´ltima
etapa (FIN) se debe a que se eliminan de la
grama´tica las reglas no evaluadas. Como se
ha comentado anteriormente y se puede ob-
servar en la gra´fica, esta decisio´n no afecta
significativamente al Fβ=1.
6. Lexicalizacio´n
En esta aproximacio´n la relacio´n entre las
palabras de una oracio´n no puede ser captu-
4Disponible en http://cnts.uia.ac.be/conll2000/
rada, ya que este modelo representa u´nica-
mente las relaciones existentes entre las ca-
tegor´ıas morfosinta´cticas. Esto significa que
ciertas relaciones relevantes entre palabras,
o entre palabras y etiquetas, no son modeli-
zadas. Mediante te´cnicas de lexicalizacio´n se
puede incorporar esta informacio´n.
Debido a que una lexicalizacio´n total
del modelo incrementar´ıa excesivamente el
nu´mero de reglas resultante, se ha optado por
lexicalizar con grupos de palabras que a priori
puedan ser relevantes para la tarea. Para ello,
se han escogido los criterios de lexicalizacio´n
determinados por (Molina, 2004) para la lexi-
calizacio´n de modelos de Markov. Estos con-
juntos de palabras tambie´n se determinaron
sobre los mismos conjuntos de entrenamiento
y de prueba:
Criterio WCC. Palabras que aparecen eti-
quetadas en el corpus WSJ con cate-
gor´ıas gramaticales cerradas: CC, DT,
EX, IN, MD, POS, PDT, PP$, PRP, RP,
TO, WDT, WP, WP$ (un total de 154
palabras). Se prueba con estas palabras
porque representan un conjunto de pala-
bras bastante comu´n y que pueden apa-
recer en cualquier corpus.
Criterio WCH. Palabras pertenecientes a
determinados chunks y para las cuales
existen casos de ambigu¨edad que no se
pueden resolver si solamente se conside-
ra la etiqueta morfosinta´ctica. Se ha pro-
bado con palabras pertenecientes a los
chunks SBAR, PP y VP (257 palabras).
Criterio WHF. Palabras que superan un
cierto umbral de frecuencia en el conjun-
to de entrenamiento, en concreto, pala-
bras cuya frecuencia es superior a 200,
lo que supone un total de 88 palabras.
La mayor´ıa de estas palabras tambie´n se
usan habitualmente en cualquier corpus.
Criterio WTE. Palabras dif´ıciles de clasi-
ficar correctamente, si se considera u´ni-
camente la etiqueta morfosinta´ctica aso-
ciada. En concreto, se escogen aquellas
cuya frecuencia de error de etiquetado
ha sido mayor que 2 sobre el corpus de
prueba (solamente 38 palabras).
Como se puede observar en el cuadro 2, el
menor Fβ=1 se produce cuando no se aplica
lexicalizacio´n, por contra, el conjunto de re-
glas final es tambie´n el menor. Este conjunto
Experimento Fβ=1 N. Reglas
Sin Lexicalizacio´n 86.08 614
Lexicalizacio´n WCC 87.50 932
Lexicalizacio´n WHF 85.42 1092
Lexicalizacio´n WTE 87.91 797
Lexicalizacio´n WCH 86.88 1211
Cuadro 2: Resultados obtenidos con la parti-
cio´n 20 del WSJ en la iteracio´n 0
de reglas sinta´cticas se incrementa con la lexi-
calizacio´n aunque no depende del nu´mero de
palabras lexicalizadas. Hay que destacar que
este valor tampoco influye en las prestaciones
obtenidas puesto que el resultado con mayor
Fβ=1 coincide con el criterio WTE, que cons-
ta de so´lo 38 palabras.
Los sistemas de aprendizaje que han ob-
tenido los mejores resultados sobre la tarea
CoNLL00 alcanzan un Fβ=1 entre 92-94. La
aproximacio´n aqui presentada queda lejos de
esos resultados. Si la comparamos u´nicamen-
te con las aproximaciones basadas en reglas
((De´jean, 2000), (Johansson, 2000), (Vilain
y Day, 2000)), como se puede observar en el
cuadro 3, se mejoran ligeramente los resulta-
dos de algunas de ellas.
P C Fβ=1
Baseline 72.58% 82.14% 77.07
De´jean 91.87% 92.31% 92.09
LexWTE 86.00% 89.90% 87.91
Johansson 86.24% 88.25% 87.23
Vilain 88.82% 82.91% 85.76
Cuadro 3: Resultados de CoNLL00
7. Conclusiones y l´ıneas futuras
En este trabajo se ha presentado un me-
canismo de adquisicio´n automa´tica de reglas
a partir de corpora anotados sinta´cticamen-
te. La aproximacio´n desarrollada permite la
deteccio´n de cualquier sintagma no recursivo.
Para tratar de aumentar las prestaciones se
ha experimentado aplicando te´cnicas de lexi-
calizacio´n, con las que se han obtenido mejo-
res resultados.
Actualmente se esta´n estudiando dos nue-
vas v´ıas de ampliacio´n: por un lado, la in-
corporacio´n de informacio´n estad´ıstica (n-
gramas de categor´ıas, frecuencia de reglas,
frecuencia de chunks, etc.) y por otro, la po-
sibilidad de reconocer sintagmas recursivos
realizando un ana´lisis incremental.
Adema´s, se aplicara´ este proceso a otras
lenguas como el espan˜ol y el catala´n a
partir de los corpora anotados Cast3LB y
Cat3LB (Aduriz et al., 2003).
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