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 本論文の残りの構成は次の通りである．第 2 章で OLAP とデータキューブについて述































 本論文では，まず第 3 章で研究対象となる MOLAP の概要と問題点を示す．第 4 章では
第 3 章で示した問題点を解決するための基本的な手法（チャンク化，コンテナ化）につい
て述べる．第 5 章で基本的なコンテナ化方式の提案を示し，第 6 章でその改良案を提案す





































MOLAP 操作を受け付けることができる．確定したキューボイドは日付を ID とする
バージョン番号で管理される． 
 本論文では第 8 章で提案するタプルストリームの処理方法を，および第 9 章でデー
タキューブの分散構築について述べたあとで，第 10 章で通信量を評価する． 
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2.1.1 OLAP の操作 






 特に用いられるのが 1)と 2)である．1)の dicing は，データの格納されているデータ






2.1.2 OLAP の分類 
 OLAP はアーキテクチャ別に，ROLAP (Relational OLAP)と MOLAP(Multidimensional 














































クトデータが付随する n 次元データ集合 S の任意の次元の組み合わせについて，ファ
クトデータを集約して得られる 2n-1 個の多次元データセットの集合を Sdcとすると，S
をベースキューボイド，sSdc を S をベースキューボイドとするキューボイドという． 
 図 2.2 に，3 次元キューボイドの例を示す．ここでは，Store, Item, Manufacturer の 3
つの属性とファクトデータ Sales が付随する 3 次元タプルデータからデータキューブ
を構築する．元の 3 次元データからなるベースキューボイドを頂点に，そこから 2 つ
の属性を選択し集約して得られる 2 次元キューボイド，1 つの属性を選択し集約して







という．以下に，データキューブを構築するための SQL 文の一例[4]を示す．この SQL
文では，表 2.1 のテーブル RetailShop からデータキューブを構築する演算を指示して
いる． 
 
表 2.1 テーブル RetailShop 
Store Item Manufacturer Sales per day(yen) 
Fukui pencil A 315 
Osaka note B 1580 
Tokyo paper C 840 
Fukui pencil A 735 
 
SELECT  Store, Item, Manufacturer 
FROM  RetailShop 




Store,Item Store,Manufacturer Item,Manufacturer 





図 2.2  3 次元データキューブ 
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しかし，データキューブ演算は計算インテンシブ・データインテンシブな演算であ














いて述べた．OLAP には 2.1.3 節の通り ROLAP，MOLAP といった種類があるが，な
かでも分析用データベースに多次元データベースを採用した MOLAP は，多次元配列
を用いた高速なアクセスが可能であり，アドホックなユーザの問い合わせを受け付け
る OLAP システムに最適である．しかし，MOLAP においては多次元配列を用いるこ
とによるいくつかの問題点がある．本章では MOLAP とその問題点について述べる． 
 
3.2 MOLAP 
 MOLAP（Multidimensional OLAP：多次元オンライン分析処理）は OLAP の一種で







は集計値（ファクトデータ fact data またはメジャー値 measure value）を格納する．つ















れ，配列要素には要素値として集計値の「販売台数」が格納される．例えば表 3.1 の 
｛ テレビ，S 社，黒，2300 ｝ 
というレコードは，図 3.2 の多次元配列において 
（ テレビ，S 社，黒 ） 


















表 3.１ 集計値を持った関係テーブル 
  ・ある電気店の 1 ヶ月の販売状況 
商品名 製造元 色 販売台数 
テレビ S 社 黒 2300 
テレビ M 社 黒 1000 
テレビ M 社 灰 1200 
プラズマテレビ S 社 灰 200 
液晶テレビ S 社 白 900 
液晶テレビ W 社 灰 700 
携帯用液晶テレビ S 社 灰 1200 
携帯用液晶テレビ Q 社 白 1500 
デジタルカメラ M 社 灰 500 
デジタルカメラ M 社 黒 300 
デジタルカメラ N 社 白 1000 
DVD プレーヤー N 社 黒 1000 




























































例として，図 3.3 のような各次元長 8 の 3 次元配列を考える．ここで，二次記憶上

















  方向に沿ったスライス 
…8 回のページ読み込み 
↑ 配列要素を格納した 
  方向に垂直なスライス 
…64 回のページ読み込み 
多次元配列（8×8×8） 
図 3.3 次元依存性 
←二次記憶の 1 ページ 




























した上で，チャンクサイズを二次記憶上の 1 ページ（本論文では 8192[Byte]）に制限
している．ページは主記憶と二次記憶の間のデータ転送の単位であるため，二次記憶
の 1 ページに規定する事で１回の二次記憶からのページフェッチにより 1つのチャン
クを主記憶上に読み込むことができる． 
 
 例として図 4.1 を示す．この図では，前章の図 3.3 で示した多次元配列を，各次元
長 2 のチャンクに分割した結果を表している．図 3.3 では二次記憶上の 1 ページに配
列要素が 8 つ入るため，図 4.1 のチャンクにおいてもその制限内でサイズ（ここでは













←チャンク（二次記憶の 1 ページ以内） 























であり，以下の計算式から導かれる．n 次元の配列において，第 i 次元（ i =1,…,n ）
の次元長を siとすると，配列座標 { x1, x2, … , xi , … , xn } の配列要素に対するオフ
セット offset は 
offset  =  sn-1・sn-2・…・s1・xn + … + si⁻1・si-2・…・s1・xi + … +s1・x2 + x1 













タが存在する場合をビット 1，存在しない場合をビット 0 として記録する．この
方式では，チャンク内オフセットの大きい配列要素ほど数多くのビットを数える























図 4.2  チャンクオフセット 
チャンクオフセット 
0 1 2 
3 4 5 
6 7 8 
9 10 11 
12 13 14 
15 16 17 
18 19 20 
21 22 23 



























































 チャンクが疎な場合，圧縮を行ったチャンクのサイズは二次記憶上の 1 ページ以内
に抑えられる．この圧縮したチャンクは，図 4.5 に示すように，1 ページ以内に複数
まとめて格納する事が可能である．このように，圧縮チャンクを複数まとめて格納す








































































図 4.5  チャンク圧縮とコンテナ化 
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5.2 Static Order 






























・ チャンクの大きさは，範囲内の要素数が二次記憶上の 1 ページ以内 
z 拡張チャンク 
・ 元の多次元配列と同じ次元数であり，かつ各次元長サイズが等しい部分配列 
・ チャンクの大きさは，範囲内の有効要素数が二次記憶上の 1 ページ以内 





1) rank 値決定処理 
2) 結合処理 





 多次元チャンク配列（rank 0 の拡張チャンク群）について，可能な限り大きい rank
（範囲内の充填率が 100%を超えない最大の rank）の拡張チャンクを形成する． 
 処理は rank 0 の初期状態から，多次元チャンク配列の持ち得る最大の rank M まで，
チャンク配列全体に対して行う．ここで，多次元チャンク配列の持ち得る最大 rank
値 M は 
 yp M d2* （p：基本チャンクの次元長，y：多次元配列で最小の次元長） 
を満たす M，つまり 
 pyM 22 loglog d  
から求められる． 
 
一回の rank 値決定処理は次の手順にしたがって行う（図 5.2）． 





拡張チャンクについて，rank 値を現在の rank 値に確定する． 
3. 以上 1，2 の処理を配列全体に対して行う． 











3. 以上 1，2 の処理を，配列全体について行い，最終のコンテナを決定する． 
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 図 5.3 にコンテナ化の処理の例を示す．この図では，上段に rank 値決定処理，下段
に結合処理の一部を示している． 
 まず rank 値決定処理では，rank0（基本チャンク）の初期状態から，rank1，rank2，…
の順に検査 rank を上げ，拡張処理を行っていく．この例では rank3 が配列の取り得る
最大の rank 値であり，rank 値決定処理においてもその値まで検査を行う．ただし，





















      
      
      
      
      
      
      

























5.4 Z 順序化 
 Z 順序化（Z-ordering）[24]は，空間充填曲線（space-filling curve）[42]の一種であり，




























Order と同様に，二次記憶上のコンテナファイルに出力する．なお，Z 順序化は 2 次
元でのみ規定されるわけではなく，図 5.7 に示すように 3 次元以上での順序付けも規
定できる． 





























































5.4.2 レベル分割型 Z 順序化 
 Z 順序化において，Z 曲線による「レベル（level）」の規定を行う．最小の Z 曲線で
指定できる領域をレベル 0，その 2 倍の領域をレベル 1，さらにその 2 倍の領域をレ
ベル 2，…と呼ぶ．また，レベルにより分割される各領域を，そのレベルの Z 領域（Z 
region）という．レベルの規定により，Z 領域は以下のように定義できる． 
 
○ Z 順序化の Z 領域 
１） 元の多次元配列と同じ次元数であり，かつ各次元長が等しい部分チャンク配列
領域 
２） 各次元長は，チャンクの 2lv+1（lv は Z 順序化におけるレベル） 
 
レベル分割型 Z 順序化（leveled Z-ordering）によるコンテナ化では，Z 領域をコン
テナ化の単位とする．つまり，事前に指定したレベルに従い，Z 領域内のチャンクを
















第 2 次元 
第 1 次元 

















図 5.9  レベル分割型 Z 順序化 
レベル 1 レベル 2 





















準に 2 のべき乗を採用している．よってこれらの方式では，多次元配列の次元長が 2
のべき乗でない場合，あるいは各次元長が異なる多次元配列においては不利となる可
能性が高い． 





































1. 多次元チャンク配列の各次元長｛d0,d1,…,dn｝について，その最大公約数 G を求
める． 















はできない．そこで，次元長のうち奇数である次元長（ここでは第 3 次元の 5）を 1
減らし，すべて偶数次元長の配列 { 6, 4, 4 } と仮定して相似形を求める．すると求め
られる最大公約数は 2 となり，近似の相似形として { 3, 2, 2 } が設定される．相似形
のコンテナ化アルゴリズムにおいては，この設定された相似形を基に，チャンクを選
択し，コンテナに格納していく． 






















・ チャンクの大きさは，範囲内の有効要素数が二次記憶上の 1 ページ以内 
・ 各次元長は基本チャンクの 2m－1（m を相似形拡張チャンクのサイズを示す rank 値
とする．また，m=0 のときは基本チャンクそのものとする） 
 
この定義において，rank 値の定義は，元の拡張チャンクの rank 値の定義と異なり，rank






6.2.3 相似形 Z 順序化 
 Z 順序化の変更においては，相似形をレベルの単位として Z 順序化で指定し，その範囲
内のチャンクを通常の Z 順序化で指定する方式とした．Z 順序化を相似形範囲内でも用い
る事で，相似形導入によるコンテナ化結果の悪化（相似形範囲内での方向性による次元依
存性の発生など）を防いでいる． 
 ただし，相似形が極端に小さい場合は，範囲内で Z 曲線を描けず，S-order に似たチャ
ンクの選択になる可能性がある．また，場合によっては相似形を用いない元の方式に比べ
てコンテナ総数が大幅に増加する可能性がある．そこで，相似形 Z 順序化については，










6.3 拡張型 Z 順序化 
 拡張型 Z 順序化（extended Z-ordering）は，レベル分割型 Z 順序化で用いるレベル
の決定に拡張チャンクの概念を応用したもので，多次元配列のデータ分布が一様でな
く，偏りがある場合でのコンテナ化を考慮している． 
拡張型 Z 順序化においては，多次元チャンク配列各部の Z 領域を以下の条件で決定
する（図 6.4）．ここにおいて，各条件は拡張チャンクと対比させる形式で示す． 
 
○ 拡張型 Z 順序化の Z 領域 
１） 元の多次元配列と同じ次元数であり，かつ各次元長が等しい部分チャンク配
列領域 
２） 形成される Z 領域の大きさは，範囲内の有効要素数が二次記憶上の 1 ページ
以上 
３） 各次元長は，チャンクの 2lv+1（lv は Z 順序化におけるレベル） 
 
２）の条件から，Z 領域において生成されるコンテナ数は 1 以上となる．生成され
るコンテナ数が 2 以上となる場合，Z 領域内の最終のチャンク集合（端部分）は，合
計充填率が 100%未満の低充填率のコンテナとなる可能性が高い．つまりチャンク配






















































いためである．Z 順序化のレベル level と rank の間には level = rank + 1 の関係がある． 
 
○ 拡張型 Z 順序化のコンテナ化手順 
１． 初期状態として，多次元チャンク配列の rank を 0，拡張検査 rank を 1（Z 順序
化の level では level 0 に対応）とする．また，rank の基点設定を多次元チャン
ク配列の基点（0,0,…,0）から始めることとする． 
２． チャンク配列において，rank 領域の基点となるチャンクを設定する．指定する
基点は Z 曲線にしたがい移動する． 
３． 設定した基点から拡張検査 rank で指定される領域内にあるチャンクの合計充填
率を検査する． 
４． ３の検査について， 
A） 検査 rank 領域内の合計充填率が 100%未満であれば，検査 rank の範囲内にあ
るチャンクの rank 情報を更新する． 
 40






















具体的な実行の流れを示すため，図 6.4 を用いて説明する．ここでは，1 つの次元
長が 16 チャンク分の 2 次元チャンク配列を仮定する．処理の流れは図 6.4(a)，(b)に示
す． 
 まず，初期状態（図 6.4 の 1）において各チャンクの rank を rank = 0 とおく．この
状態から rank1 への拡張（図 6.4 の 2）を行う．拡張処理では，拡張 rank で規定され
るサイズを持つ Z 領域において，領域内の各チャンクの充填率を検査し，それらの合
計が 100%未満であれば検査した rank のサイズをもつ Z 領域として拡張する．ここで，




抑制することも考慮している．以上の手順で rank = 1 への拡張作業がチャンク配列全
体について終了したら，引き続き rank = 2 への拡張処理を行う． 
 rank = 2 への拡張処理例を図 6.4 の 3 に示す．ここで，rank=2 への拡張が行えない
部分（図中の網掛け部分），つまり検査 rank での領域内（4×4）の合計充填率が 100%
以上となる部分が生じたとする．この場合は，該当する各領域内において，Z 順序化










      
      
      
      
      
      
      



























端部分の低充填率コンテナの生成を避けるためである．以上の流れで rank = 2 での拡
張・コンテナ化処理が終了したら，続いて rank = 3 への拡張処理を行う． 
 rank = 3 への拡張処理例を図 6.4 の 5 に示す．この例では，rank 拡張処理がこれ以
上行えなくなった場合を示している．検査 rank で示される領域（8×8）において充填
率 100%以上となる部分は，図のチャンク配列では 4 隅にでき，チャンク配列全体に
及ぶ．しかし，これでは先にコンテナ化した部分と混在しやすい部分があるため，各
検査 rank 領域の基点（例では 8×8 の領域で分割したとき，その左上にあるチャンク）
がまだコンテナ化されていない領域について，コンテナ化を行う．これによって，先
にコンテナ化された部分との混在が少なくなり，よりまとまった（隣接した）状態で
のコンテナが生成されやすくなる（図 6.4 の 6）． 
 rank 拡張処理が行えなくなった場合は，コンテナ化されていないチャンクが残って






















図 6.4 (a)  拡張型 Z 順序化（前半） 
3. rank2 への拡張処理 4. 指定範囲のコンテナ化 
充填率 100%以上の Z 領域 






















6. 指定範囲のコンテナ化 5. rank3 への拡張（→無し） 
コンテナ化対象 Z 領域 
拡張済み Z 領域 



















































て 3 次元以上のマッピング方法について提案しているが，本論文で用いている Z 曲線
に比べて複雑である．本論文の Z 順序化あるいは拡張型 Z 順序化は，より単純な指定
方法でチャンクのコンテナ化を行える．空間充填曲線を用いたデータウェアハウスの

















 本章では，拡張チャンクと Z 順序化のコンテナ化を一般の多次元配列に適用するた
めの相似形と，データ分布の偏りを考慮したコンテナ化方式について提案を行った． 

















 本章では，5 章・6 章（特に 6 章）で提案したチャンクのコンテナ化方式のうち，
























・ 評価対象のチャンク配列の次元数は 5次元とする．各次元長は以下のように設定する． 
¾ 各次元長が等しい場合：各次元長が 32 
¾ 次元長が異なる場合 ：各次元長が｛32, 16, 32, 64, 32｝ 














 スライス検索による評価では，4 次元スライスによる評価を行う．5 次元配列における














7.2.2.1  コンテナ化方式の基本性能 










方，Z 順序化と拡張型 Z 順序化については，いずれも S-order に比べて低く推移して
いることが分かる．特に，拡張型 Z 順序化は Z 順序化よりもより低い値で推移してい
る． 




が発生している．図 7.4 は図 7.3 から S-order の結果を除外したものである．Z 順序化
と拡張型 Z 順序化を比較すると，拡張型 Z 順序化のほうがより低い標準偏差を示して
いることがわかる．これは，拡張型 Z 順序化が拡張チャンクの概念に基づいて，近傍
性を確保したコンテナ化範囲の決定とコンテナ化を行うためである．また，Z 順序化



































































S-order Z順序化 拡張型Z順序化  


















Z順序化 拡張型Z順序化  
図 7.4 4 次元スライスにおけるコンテナ平均読み込み数の標準偏差 
（一様分布，等次元長，S-order 除く） 
 53
7.2.2.2  相似形の効果 
 図 7.5 はコンテナ総数を示す．等次元長の場合と同じく，いずれのコンテナ化方式
においても同様のコンテナ総数で推移していることが分かる．この理由は，図 7.1 で
の場合と同様である．また，相似形の有無における違いは観測されなかった． 




0.1%の場合においては，拡張型 Z 順序化について相似形の有無に関わらず Z 順序化
よりも結果が低くなっている（コンテナの読み込み回数が少なくなっている）ことが
わかる．これは，（基本）チャンク充填率が 0.1%の場合に，拡張型 Z 順序化のコンテナ
化範囲の基準となる拡張チャンクが取ることのできる rank 値が rank2（（22）5 = 1024，合
計充填率 = 102.4%）から rank1（（21）5 = 32，合計充填率 = 3.2%）へ減少するためである．こ
の rank 値の減少は本研究で「rank 落ち」と呼んでおり，拡張チャンクでは特定の基本チ




 図 7.7 は 4 次元スライスにおけるコンテナ化平均読み込み数の標準偏差を示す．図
7.3 と同じく，S-order の結果がチャンク充填率の増加に対して急激に増加している一
方で，その他の方式の結果は低い推移を示している．図 7.8 に S-order を除外した結果

























拡張型Z順序化 拡張型Z順序化（相似）  























拡張型Z順序化 拡張型Z順序化（相似）  


















拡張型Z順序化 拡張型Z順序化（相似）  















Z順序化 Z順序化（相似） 拡張型Z順序化 拡張型Z順序化（相似）
 















・ 評価対象のチャンク配列の次元数は 5 次元とし，各次元長は｛32, 16, 32, 64, 32｝とす
る．なお，チャンク総数は 33,554,432 となる． 
・ 相似形の各次元長は{2,1,2,4,2}である． 
・ チャンク配列のデータ分布は上述の通り，第 5 次元に正規分布あるいは指数分布の偏
りがあるデータ分布をもち，他の次元を一様分布とする． 









 図 7.9 に各コンテナ化方式によるコンテナ総数を示す．グラフより，各方式におけ
る大きな差異は表れていない．これは，いずれの方式もコンテナの充填率を上げるよ
うにコンテナ化を行うためである． 














 図 7.11 は 4 次元スライス時のコンテナの平均読み込み数の標準偏差を示す．S-order
ではチャンク充填率が増すにつれて急激に標準偏差が上昇しており，次元依存性が発
生していることが分かる． 
 図 7.12 は図 7.11 から S-order を除いた結果を示している．Z 順序化においては，論
理的に遠く離れているいくつかのチャンクが同一のコンテナに格納されている．さら










































拡張型Z順序化 拡張型Z順序化（相似）  



























拡張型Z順序化 拡張型Z順序化（相似）  


































Z順序化 Z順序化（相似） 拡張型Z順序化 拡張型Z順序化（相似）
 








 図 7.13 は，指数分布における各コンテナ化方式のコンテナ総数を示す．図 7.9 と同
様に，いずれの方式もコンテナの充填率を上げるようにコンテナ化を行うため，各方
式における大きな差異は表れなかった． 
 図 7.14 は，指数分布における 4 次元スライス時のコンテナの平均読み込み数を示




 図 7.15 は，指数分布におけるコンテナの平均読み込み数の標準偏差を示す．図 7.11
と同様，S-order では一定方向に沿ってコンテナ化するという方針によって次元依存性
が発生しており，その他の方式は低い推移を示している．図 7.16 は図 7.15 から S-order
を除いた結果である．図 7.12 と異なり，相似形を用いない結果と用いた結果の差は縮
まっているものの，全体の傾向は正規分布の場合と変わらない．つまり，Z 順序化と





















































拡張型Z順序化 拡張型Z順序化（相似）  




































Z順序化 Z順序化（相似） 拡張型Z順序化 拡張型Z順序化（相似）
 














































































 n 次元の拡張可能配列 A は，経歴値カウンタ h と，それぞれの拡張可能次元 i（i = 
1,…,n）に対する 3 種類の補助テーブルをもつ．図 8.1 に例を示す．これらの補助テー
ブルは，経歴値テーブル Hi，アドレステーブル Li，係数テーブル Ci である．経歴値
テーブルは拡張経歴を記憶する．A のサイズが {s1, s2, …, sn} であり拡張次元が i で
ある場合，サイズが { s1, s2, …, si-1, si+1,…, sn-1, sn } である n-1 次元の部分配列 S を形
成する，隣接するメモリ領域が動的に割り当てられる．その後，現在の経歴値カウン




 よく知られているように，サイズが {s1, s2, …, sn-1} の n-1 次元固定サイズ配列の配
列要素（i1, i2, …, in-1）は，以下のようなアドレス関数を用いて割り当てられる． 
f(i1, ..., in-1) = s2s3 ...sn-1i1+s3s4 ...sn-1i2+ ...+sn-1in-2+in-1        (1) 
 
(s2s3...sn-1, s3s4...sn-1, ..., sn-1) を係数ベクトル（coefficient vector）と呼ぶ．このような係
数ベクトルは配列拡張時に計算され，係数テーブルで保持される．n が 3 以下であれ
ば，係数テーブルは不要である．これら 3 つの補助テーブルを用いて，配列要素（i1, 
i2, …, in）のアドレスは以下のように計算できる． 
(a) H1[i１]，H2[i2]，…, Hn[in]を比較する．最も大きい経歴値が Hk[ik]であれば，次
元 k に沿って拡張された経歴値 Hk[ik]と一致する部分配列が，目的の要素を
含んでいる． 
(b) Ck[ik]の係数ベクトルを用いて，部分配列の要素（i1, i2, …, in）のオフセット
を(1)のアドレス関数に従って計算する． 
(c) Lk[ik] + ＜(b)のオフセット＞が要素のアドレスとなる． 
 
 例として，図 8.1 の要素(2, 2)のアドレスを考える．経歴値 H1[2]と H2[2]を比較する
と，H1[2] = 3 ＞ H2[2] = 4 であるから，この要素が経歴値 4 の部分配列に含まれ，そ
の先頭アドレスが H2[2]=56 であることが分かる．S の最初のアドレスから(2, 2)のオフ












図 8.2 拡張可能配列を用いた関係テーブルの実装 
11 20 41
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セット法 (history-offset encoding) と呼ぶ．この方法では，配列の次元数 n に依存する
ことなく，小さな固定長で n 次元タプルを表現することができる．図 8.3 に，経歴･
オフセット法を用いた図 8.2 の関係テーブルの実装を示す． 
図 8.3 では，関係テーブルの属性値から配列の添字に高速に変換できるよう，配列
の各次元において添字変換用の B+木（CVT：key-subscript ConVersion Tree と呼ぶ）を
利用している．また，経歴値とオフセットの対を B+木（RDT：Real Data Tree と呼ぶ）
を用いて管理している．このように，経歴･オフセット法を用いて多次元データを実
装するための方式および，そのデータ構造を HOMD (History-Offset implementation for 
Multidimensional Datasets) と呼んでいる． 
HOMD は，関係テーブル R から生成される n 次元拡張可能配列 A と，マッピング
の集合 M の組（M, A）である．M における各 mi（1 ≦ i ≦ n ）は，関係テーブル
R の i 番目のカラム値を拡張可能配列 A の次元 i の添え字にマッピングする．A は論
理拡張可能配列（logical extendible array）と呼ばれる．mi は，CVT（key subscript 
ConVersion Tree）と呼ばれる添字変換用の B+-Tree を用いて実装され，A は RDT（Real 
Data Tree）と呼ばれる B+-Tree と n 個の HOMD テーブルを用いて実装される．HOMD
テーブルは，拡張可能配列における 3 つの補助テーブルの拡張である． 
 
定義 1 CVT： 
n 個のカラムから成る関係テーブルの k 番目のカラムに対する CVTkは，キー値と
して区別できるカラム値 vとそれに関連付けられた論理可能配列Aの k番目の次元の
配列添字 i をもつ B+-Tree の構造として定義される．よって B+-Tree のシーケンスセッ




定義 2 HOMD テーブル： 
HOMD テーブル（HOMD Table：HT）は，8.3.2 節で説明した補助テーブルに相当
する．これは経歴値テーブルと係数テーブルを含んでいる．アドレステーブルは
HOMD の物理実装において冗長であることに注意されたい． 
定義 3 RDT： 
拡張可能配列におけるすべての有効要素に対する＜経歴値，オフセット＞の組は，
RDT と呼ばれる B+-Tree のキーとして格納される．ここで，有効要素は関係テーブル
におけるタプルに相当する配列要素である．B+-Tree の一部は各レコードに関連付け
られたファクトデータである． 




効要素のみ RDT に記憶されるため，8.3 節で議論した問題（4）が解決することに注
意されたい． 
定義 4 HOMD： 




図 8.3 HOMD による関係テーブルの実装 
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造は 8.3.2 節で説明した HOMD 構造のうち，各次元の CVT および HT 中の経歴値テ
















て送信し，クライアントノードで管理される HOMD で集約される． 
 


































 offset history 98 3-B 
… 








 クライアントノードでは，受信した n 次元のエンコードタプルから選択した次元の
属性値をフィルタリングするためのデコード用データ構造 DDnと，クライアントノー






ファクトデータ（d）とともに RDT へ挿入する．この時，すでに ＜経歴値，オフセ
ット＞ 対が登録してあるならば，登録されているデータとファクトデータを集約す
る． 
 表 8.1 に，タプル発生源から送信されるタプルデータの例を示す．タプルデータは
Store, Item, Manufacturer の 3 つの属性をもち，各タプルにファクトデータ”sales per 
day”が関連付けられる． 
 図 8.5 はクライアントノードにおけるデコード・エンコード用のデータ構造の例で
ある．クライアントは 3 次元（Store, Item, Manufacturer）のデコード用データ構造 DD3




バから受信する．メタデータにより，3 次元のデコード用データ構造（図 8.5 上）と，
集約のための 2 次元 HOMD 構造（図 8.5 下）の HT と RDT が定義され，初期化され
る．これらの HT と RDT は，デコード用構造で選択された次元の CVT とともに，集
約のための完全な 2 次元 HOMD 構造を形成する． 
 初期化の後，受信パケットのデコードデータ（b）は該当する次元の CVT と HT に
挿入され，論理拡張可能配列はその次元に沿って拡張する．タプルデータ（＜経歴値，
 74
オフセット＞対（c））はデコードし，Store と Item の次元に対する添字を 2 次元座標
の形成のために抽出する．2 次元 HOMD の各次元の係数ベクトルは計算し，該当す
る HT に登録する．また 2 次元座標は 2 次元 HOMD の＜経歴値，オフセット＞対に
エンコードする．エンコードした＜経歴値，オフセット＞対とそのファクトデータは，
2 次元 HOMD で挿入または集約する． 
 
表 8.1 売上表 
Store Item Manufacturer Sales per day 
Fukui pencil A 315 
Osaka note B 1580 
Tokyo paper C 840 





図 8.5 クライアントノードにおける受信・集約処理 
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たに CVT に挿入し，経歴値カウンタを 1 インクリメントする．また，カウント値
は対応する経歴値テーブルに記憶する．これらの処理は論理拡張可能配列を対応
する次元に沿って 1 つ拡張させる．同時に，デコードデータ（8.3 節(b)）を送信
パケットに詰め込む．一方，属性値が CVT にすでに存在しているならば，対応す
る次元における配列添字が決定する． 
3. タプルデータから変換される n 次元座標は，ベースキューボイドの保持するデー
タ構造によって＜経歴値，オフセット＞対にエンコードし（8.3 節(c)），付随する
















当該キューボイドの次元数を n-1 とすると，各キューボイドノードは n 次元のデコ
ード用データ構造 DDnと HOMD データ構造 HDn-1の 2 つの構造を保持する．DDnは
上位ノードからのデータを受信した際，デコードするために使用する．DDnは n 次元
HOMD における経歴値テーブルや係数テーブルを含む n 個の HT を保持するが，CVT
やRDTはもたない．HDn-1は当該キューボイドが本来もつべきデータ構造であり，CVT






コード用データ構造 DDn と HOMD データ構造 HDn-1 の 2 つを定義し初期化す
る．初期化ののち，メタデータを送信パケットに詰め込む． 
2. 上位ノードからパケットを受信する（2 回目以降）． 
3. パケット内の次のデータが，次元番号 k・属性値 v のデコードデータであるなら
ば，DDnは次元 k に沿って 1 つ拡張が起こり，HTkにおける対応するスロットを

















図 9.1 キューボイドノードにおける受信・集約処理（図 8.5 を再掲） 
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図 9.3 クライアントへの応答処理 
 
9.5 関連研究 
OLAP などにおける従来のデータキューブについての研究は，[53, 63, 64]などのよ
うに盛んに行われている．一方で，データストリームの処理方式に関してデータキュ
ーブを採用する研究は少ない． 
センサネットワークに関しては，例えば[67, 68]などのように 1 つのセンサデータの
集約を扱ったものがあるが，[65, 66]は複数のセンサからなる集合について，分散型の
データキューブの構築を提案している．これらはいずれも Prefix Sum にしたがって集













AB AC BC 












データ分析の観点から critical layer と呼ばれる 2 つの layer を規定している．ユーザが
調査したいとする最低限興味ある階層を m-layer (minimal interest layer)，ユーザがチェ
ックし例外を見つけるなどの意思決定する階層を o-layer (observation layer) と定義
し，m-layer のキューボイドを事実上のベースキューボイドとして，m-layer と o-layer
間について部分的なデータキューブを構築する．m-layer と o-layer の間における部分









































































は 8.5 節の送受信データを含んでいる． 
 
・ タプルの次元数：  n = 5 
・ 次元番号を格納するサイズ：  d = 1 [byte] 
・ 属性値のサイズ： l = 8，20 [byte] 
（簡単化のため，我々はタプルの各属性値のサイズは同じであると仮定する．） 
・ デコードデータサイズ：  d + l = 9 [byte]  
・ タプルデータサイズ（経歴値・オフセット対）： e_ts =  8 [byte] 
・ ファクトデータサイズ：  fs = 4 [byte] 
・ 送受信パケットサイズ： ps = 8192 [byte] 
・ タプルストリーム発生源から送出されるタプルの総数： N = 1,000,000 
・ 属性値の重複率： df  （変数） 
重複率は以下のように定義される． 







10.2.1.1  通信コスト 
○ 非エンコード方式 
 非エンコード方式において，タプルデータサイズ ts は 
ts = l * n 
S1を単一のタプルと付属するファクトデータのサイズとすると 
S1 = ts + fs 
よって，送受信パケットの総数 NP1は 




 一方，本論文の提案方式では，単一タプルに対して 8.5 節に示す送受信データに相
当する平均サイズを見積もる．単一タプルに含まれるデコードデータの和の平均サイ
ズは，以下のように表される． 
(d+l) * n * (1- df ) 
S2を単一のタプルと付属するファクトデータのサイズとすると 
S2  =  (d+l) * n * (1- df ) +e_ts + fs 
したがって，送受信パケットの総数 NP2は 




 データキューブにおいて，キューボイドの総数は 2n,であり，i 次元キューボイドの
数は in C で表される．よって，5 次元キューボイドの場合， 
・ 5-D（ベース）キューボイドの数 = 1 
・ 4-D キューボイドの数  = 5 
・ 3-D キューボイドの数  = 10 
・ 2-D キューボイドの数  = 10 
・ 1-D キューボイドの数  = 5 
・ 0-D (apex) キューボイドの数 = 1 
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i 次元キューボイドから i-1 次元キューボイドへ送信されるタプルの次元数は i であ
る．すなわち，非エンコード方式における i 次元キューボイドのタプルデータサイズ
は 
l * i 
 










NPn = N * (l *n + fs) / ps * 1nnC  + N * (l *(n - 1) + fs) / ps * 2nnC   
+ L  + N * (l *2 + fs) / ps * 1Cn  + N * (l + fs) / ps 
= ¦  ni in CpsfsilN1 1}*}/)*({{ 　                                       (10.1) 
 
NPh = N * {(d + l) * n * (1 - df) + e_ts + fs} / ps * 1nnC  
 + N * {(d + l) * (n-1) * (1 - df) + e_ts + fs} / ps * 2nnC  
 L  + N * {(d + l) * (1 - df) + e_ts + fs} / ps 




10.2.1.2  平衡重複率 
 平衡重複率 df0 は，NPh = NPn であるときの重複率であるから， 
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10.2.2.1  通信コスト 
 図 10.1 は，10.2.1 節で示したパラメータを用いて，データキューブ全体におけるパ
ケット総数を解析評価した結果を示す． 






少する．属性値サイズが l =8 [byte]の場合，提案方式のパケット総数は重複率が 37.1%




 なお，属性値サイズが l =8 [byte] の場合の重複率 37.1%，および l =20 [byte] の場




















経歴・オフセット(l=8) 非エンコード(l=8) 経歴・オフセット(l=20) 非エンコード(l=20)
 
図 10.1 重複率に対する通信コスト 
 
10.2.2.2  平衡重複率 




 図 10.3 は，タプルの次元数に対する平衡重複率の変化を示す．ここでは，各属性値
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