Abstract. Let A2(n) denote the quotient of the Siegel upper half space of degree two by ?2(n), the principal congruence subgroup of level n in Sp(4; Z). A2(n) is the moduli space of principally polarized abelian varieties of dimension two with a level n structure, and has a compactication A2(n) rst constructed by Igusa. When n 3 this is a smooth projective algebraic variety of dimension three.
This action factors through the projective group PSp(2d; R). Let ? Sp(2d; Q) be a subgroup commensurable with Sp(2d; Z). Then, Baily and Borel have shown that the quotient ?nS d admits the structure of a quasi -projective algebraic variety (of dimension d(d + 1)=2) 3]. In fact, this quotient is the set of C -points of an algebraic variety de ned over a number eld; these are examples of Shimura varieties. These varieties are important from several points of view: 1. They are moduli spaces of abelian varieties with a principal polarization and a level structure.
2. Automorphic forms for the group Sp 2d and its metaplectic covering typically appear as sections of vector bundles over these spaces, ( 8] In fact, for d = 2 this can be done explicitly, at least for the principal congruence subgroups.
4. For n xed, the ? d (n) form an inductive system relative to natural inclusions Sp(2d; Z) ! Sp(2(d + 1); Z). A theorem of Borel 5] states that for i xed, as d ! 1 H i (? d (n); R) has a stable value, equal to the Lie algebra cohomology H i (g; k; R), where g is the Lie algebra sp 2d (R) and k = u d is its maximal compact.
For d = 2 general results have been obtained by Weissauer 56], 57],
58] and by Schwermer 50] , and by Oda and Schwermer 42 ]. Weissauer's theorems relate various pieces of the cohomology of Siegel modular threefolds to automorphic representations. In this way he has found explicit formulas for the dimensions of the (0, 2) and (0, 3) part of the cohomology. He has also described Picard group ( C) of these varieties in terms of automorphic forms. indexed by certain con gurations in the nite symplectic space (Z=n) 4 , in some cases generalizing classical projective geometry con gurations. This gives a way of computing homology invariants of Siegel threefolds, but this has been of limited use so far, in part because of the huge numbers of cells that are required.
1.4. All this having been said, it must be emphasized that the homology groups of Siegel threefolds are known only in extremely few cases. In fact the only cases analyzed completely up till now are for the levels n = 1; 2; 4.
These results are due to Lee (4) ; Q). From this they are able to compute the rational homology of ? 2 (1) and ? 2 (2) . Recently we have also computed the rational homology of ? 2 In fact, our results are more precise. We can give explicit generators for these spaces -the cohomology is entirely represented by algebraic cycles. We can describe the (mixed) Hodge structures on these spaces. Also, all the intersection relations are determined and therefore the ring structure on cohomology. Finally, the nite group P? 2 (1)=P? 2 (3) operates as a group of symmetries on the whole situation, and we can decompose the cohomology spaces according to the characters of this group.
We remark that MacPherson and McConnell had found that H 4 (? 2 (3); Q) was 81 dimensional, 39], and they had also computed H 1 (? 2 (3); Z) (which is torsion).
1.5. The rst step is to compute the Betti numbers of A 2 (3) , and this is accomplished by computing the zeta function of a variety B de ned over Q( p ?3) such that B C is isomorphic with A 2 (3) . About 100 years ago Felix Klein initiated the study of the moduli spaces of genus 2 curves and the coverings de ned by \Stufe". Two of his students, H. Burkhardt 9] and H. Maschke 40] , took up the case where Stufe = 3. Burkhardt managed to write down an explicit equation for this moduli space. The general idea is THE SIEGEL MODULAR VARIETY OF DEGREE TWO AND LEVEL THREE 5 this: Consider the 9 thetanullwerte X ; = 0 0 ( ; 0) 2 1 3 Z=Z; 2 1 3 Z=Z These 9 values have the property that as ! : with 2 P? 2 (1) they undergo a linear transformation, which is the identity up to scalar multiples for 2 P? 2 (3) . In other words, we have a projective representation of the nite simple group of order 25920, G = P? 2 B ' A 2 (3) In this form the theorem was rst proved by van der Geer 54], who asserted something stronger, namely that these results were true for the corresponding schemes over Z 1=3; "] where " is a primitive cube root of unity (the existence of a model of A 2 (3) over that ring being a consequence of Faltings' theory 16]). However, that paper is sketchy and contains some errors. A sketch of a proof of the above theorem can be found in 28], with complete details in 27].
The nite group G was known in the 19 th century in another guise -it is the subgroup of index 2 in the group of symmetries of the con guration of 27 lines on a cubic surface. The dual nature of G was noted as early as 1870 by C. Jordan who devoted a whole chapter to it in his Trait e des Substitutions, the rst textbook on group theory. Studies of level 3 structures had been pursued even earlier than this, by Cayley and Clebsch among others, who obtained normal forms for genus 2 curves that exhibit the points of order 3 on the Jacobian. Also, in those days, the Galois viewpoint was important. As Klein realized, one could \solve" the equation (of degree 27) necessary to nd the lines on a cubic surface by 3 -division of genus 2 abelian functions in much the same way that one could \solve" the general quintic by 5 -division of elliptic functions. It is remarkable that these very same 27 lines play an important role in our work as well, when we compute the zeta function of B. For a beautiful account of all these matters, linking the classical with the modern, we recommend Bruce Hunt's monograph 27]. See also 11], 4]
One more general remark about Burkhardt's quartic. It is an example of a Janus -like variety in the terminology of 28] -that is, it admits the structure of a compacti cation of an arithmetic quotient of a bounded symmetric domain in 2 essentially di erent ways. It is also a quotient of the complex 3 -ball and it has a moduli interpretation as a parameter space of abelian 4 -folds with a certain type of PEL structure. In view of the above, the cohomological formula for the zeta function, and standard specialization and comparison theorems in etale cohomology, this gives part a) of theorem 1.2 (with Q -coe cients). Thm. 1.3 ought to be a corollary of the general results of Kottwitz 31] on the zeta functions of certain types of Shimura varieties, but it appears that the explicit evaluation of the terms involved in that theorem is di cult. This is a subject that ought to be studied closer.
1.6. We will describe here some of the subvarieties that generate the cohomology. First, the boundary @A 2 (3) is a union of 40 components D(l) corresponding to the Q -parabolic subgroups of corank 1. The indexing set of the l can be naturally identi ed with P 3 (F 3 ). More canonically, it is the quotient by 1 of the nonzero vectors in F 4 3 . Each D = D(l) is the elliptic modular surface 51] of level 3, and can be described concretely as follows: D is the space obtained by blowing up P 2 in the 9 base points of Hesse's pencil of elliptic curves
The open subset D 0 of this where 6 = 1; "; " 2 bers naturally over theline, which is the modular curve of level 3, M 0 ' P 1 ? f1; "; " 2 ; 1g. This bration is the universal elliptic curve with a level 3 structure (once a section is chosen as origin for the group law), the 9 blown -up points corresponding to the universal points of order 3.
The D(l) intersect in the union of 40 subvarieties C(h) corresponding to the Q-parabolics of corank 2. The indexing set of the h can be taken to be the set of lines h P 3 (F 3 ) that are isotropic for the standard alternating is the generic point of U and overline denotes an algebraic closure (q 1 mod 3). These are the monodromy representations on the cohomology
Since C is a smooth cubic surface, these cohomology groups are wellknown: they have dimension 1, 7, 1 for i = 0; 2; 4 and are 0 otherwise. The interesting case is i = 2; it is generated by the cycle classes of the 27 straight lines on C , and the Galois representation always splits as 1 for a six dimensional . Geometrically, this describes the e ect of \analytically continuing" the 27 lines along all the paths in U. The key observation in our situation is that = 1, which amounts to saying that all the 27 lines on C are in fact rational over Spec(F q (t)). This is shown by explicitly exhibiting all of them. @F @t = ?3x 1 x 2 x 3 + 3t 2 x 3 0 (1) Let x 2 X be any point with (x) 2 U. We set the rst four of the above equal to 0 in the residue eld (x). Since 3 6 = 0; t 3 6 = 1 we get rst of all that x 0 = 0. We have that t 6 = 0, because otherwise this would force x 1 = 0; x 2 = 0; x 3 = 0 which would not give a point in projective space. For the same reason we also must have x 1 x 2 x 3 6 = 0, because if, say, x 1 = 0, it follows from the above that x 2 x 3 = 0, and these equations show that the vanishing of any two of x 1 ; x 2 ; x 3 implies the vanishing of the third. Therefore the possible singularities above U can only occur where x 1 x 2 x 3 6 = 0. But then we have x 3 1 = x 3 2 = x 3 3 = tx 1 x 2 x 3 from which we can conclude that t is a cube root of unity, which is excluded.
Therefore the vector of partial derivatives has maximal rank over the residue elds of all these points, which proves that these are smooth.
(2) For t 3 = 1 the cubic form F factors into three linear factors with coe cients in R. For example if t = 1 , x 3 1 + x 3 2 + x 3 3 ? 3x 1 x 2 x 3 = (x 1 + x 2 + x 3 )("x 1 + x 2 + " 2 x 3 )(" 2 x 1 + x 2 + "x 3 )
To get the decomposition for t = ", merely change variables x 2 ! "x 2 in the above. We choose a prime power q 1 mod 3. This assures that a primitive 3rd root of unity belongs to F q . We are going to denote by B; C etc. the schemes B F q ; C F q where B; C etc. are de ned in the previous section.
The geometric results of the previous section hold with R replaced by F q .
Recall that : C ! U is a smooth family of cubic surfaces. Proposition 2.6.
0 in all other cases THE SIEGEL MODULAR VARIETY OF DEGREE TWO AND LEVEL THREE 15 Here, (?r) is the Tate twist. In particular, the geometric monodromy representations are all trivial.
Proof. Since is a smooth proper morphism, the sheaves R i Q l are lisse, and therefore equivalent to l -adic representations of 1 (U; ) on ? R i Q l = H i (C ; Q l ) where = Spec(F q (t)) is a geometric generic point of U. 1 (U; ) is the quotient of G = Gal(F q (t)=F q (t)) corresponding to the maximal extension eld that is unrami ed at all the places of U. Since C is a smooth cubic surface over an algebraically closed eld, it is well known that the cohomology groups have the dimensions 1, 7, 1 for i = 0; 2; 4 and 0 for all others. The only nontrivial assertion refers to the structure for i = 2. Recall that
is generated by the cycle classes of the lines on the cubic. In our case, these lines are L = F q (t) -rational by proposition 2.3 so that it is clear that the geometric monodromy is trivial (analytic continuation of any line along a loop in U brings the line back to itself). More precisely, the action of 1 (U; ) is just the induced action of G = Gal(L=L). The result we need follows from Lemma 2.7. Let V 0 be a smooth proper variety over a eld L. Suppose 
is generated by the classes of codimension i algebraic cycles rational over L.
Then, as a G -module H 2i (V 0 L; Q l ) is isomorphic with a direct sum of copies of Q l (?i) .
Proof. This is also well known. The point is that the cycle class map
is G-equivariant, and hence the image lands in the G -invariants. This proves the claim. This completes the proof of the proposition. Corollary 2.8.
Z(C=F q ; u) = (1 ? u) 3 (1 ? qu) 20 (1 ? q 2 u) 4 (1 ? q 3 u)
Proof. By Grothendieck's formula ( ! = since is a proper morphism ) and the above proposition, it all comes down to computing 4 We have : The form of the zeta function suggests that the cohomology is generated by algebraic cycles. We will see that this is indeed the case. 3. Cycles Important algebraic subvarieties of Siegel modular threefolds are indexed by a combinatorial structure called the Tits building with sca olding. We will describe this nite geometry and the cycles parametrized by it in this section. We will state the results for an arbitrary level n 3. We consider the module (Z=n) 4 into free submodules of rank 2 mutually dual relative to the alternating form. In the cases n = 3 and n = 4, the units of the ring Z=n consist only of 1, and in these cases, we may identify the above objects with subsets of the projective space P 3 (Z=n). Indeed, P 3 (Z=n) = P 1 (Z=n) for n = 3; 4, and the elements of P 2 (Z=n) (resp. Q(Z=n)) are certain kinds of lines (resp. pairs of lines) in that projective 3 -space. There is an obvious notion of incidence among the con gurations introduced here, which coincides with the usual notion of incidence in projective space when n = 3; 4. 
Each boundary component D(l) is an elliptic modular surface D of level n. These surfaces have been studied by Shioda 51] . D has the following structure: Let M 0 = ? 1 (n)nS 1 be the modular curve of level n, and let M be the smooth compacti cation of it. The genus is given by g(M) = 1 + (n ? 6) (n)=12n where
The complement M n M 0 consists of t(n) = (n)=n cusps. There is a natural morphism : D ! M which is a compacti cation of the universal elliptic curve with a level n structure D 0 ! M 0 (n 3). has n 2 sections corresponding to the points of order n on the universal elliptic curve. Over Actually, to get a simple formula one might have to enlarge the eld to F q 2 because in general the P 1 's lying over the cusps are only de ned over that eld.
One can give a set of generators for the N eron -Severi group Q as follows: Choose any one of the n 2 sections. Then over each cusp take the n?1 of the n P 1 's not meeting this section. Finally adjoin any general ber of . This set of generators is somewhat asymmetrical. One can write down all the intersection relations of these various cycles, but to do so requires a good indexing system. One such is this: First remark that the cusps of the modular curve M are indexed by the primitive pairs (a; b) 2 (Z=n) 2 (primitive means that a and b generate the unit ideal in Z=n, or equivalently the vector (a; b) generates a direct factor). These are identi ed if the vectors di er by multiplication by 1. We can index the P 1 's as E(a; b; c) for vector (a; b; c) 2 (Z=n) 3 The claimed result then follows by comparing both sides in the RiemannRoch formula.
The boundary components intersect in the disjoint union of spaces C(h) corresponding to the h 2 P 2 (Z=n). Each C(h) is a union of projective lines. Replacing each P 1 by a line segment 0; 1] yields a space which is the 1 -skeleton for a tesselation of the Riemann surface A 1 (n) into n -gons.
Fixing h, the faces of this tesselation correspond to the l's that are on h (ie. such that the submodule generated by l is a direct factor ofh), the edges correspond to the unordered pairs (l 1 ; l 2 ) such that l 1^l2 = h and the vertices to the unordered triples (l 1 ; l 2 ; l 3 ) such that l 1^l2 = l 1^l3 = l 2^l3 = h (recall that these are identi ed modulo 1). We see that there are respectively One should be aware that, for a general n, the map from the l to the points of projective space is many -to -one (it is '(n)=2 -to -one with Euler's '), so that the incidence geometry cannot be directly visualized inside a projective space over Z=n. , and that the intersection is of the form cusp A 1 (n) or A 1 (n) cusp. If both l 1 and l 2 were in, say, then they would both be of the form, say, cusp A 1 (n) in which case they would be \parallel" or equal. But the intersection number would be 0 in both cases, which is clear. The only other possibility is that l 1 and l 2 are on opposite sides of , and the intersection is transverse in one point. 4. (Co)homology of A 2 (3) In this section we investigate the (co)homology of A 2 (3) . We begin by determining the (co)homology groups. We then consider divisors on A d (n) , and specialize the discussion to obtain explicit algebraic cycles which generate the (co)homology of A 2 (3) . Theorem 4.1. We wish to re ne theorem 4.4 to obtain a result valid over the integers. To this end we rst examine the Humbert surfaces and boundary components more precisely.
Let us x = f ; ? g. As we have observed, H( ) ' A 1 (3) A 1 (3) ' P 1 P 1 . Furthermore, for l 2 (resp. l 0 2 ? ), S(l; ) H( ) is of the form P 1 cusp (resp. S(l 0 ; ) H( ) is of the form cusp P 1 ). Note that the curves S(l; ) (resp. S(l 0 ; )) are mutually homologous. Actually, is unordered, i.e., f ; ? g = f ? ; g, so there is no canonical way to distinguish these classes. Thus we let fh 1 ( ); h 2 ( )g = fS(l; ); S(l 0 ; )g THE SIEGEL MODULAR VARIETY OF DEGREE TWO AND LEVEL THREE 31 a pair of generators of H 2 (H( ); Z). Because of this ambiguity, we will always refer to the set fh 1 ( ); h 2 ( )g and never to one of the individual elements. Now let us x l. As we have observed, D(l) is the blow -up of P 2 in the 9 base -points of the Hesse pencil (and the blow -ups of these points are the 9 sections S(l; )). We let d(l) be the total transform of the hyperplane section under this blow -up. We may choose this hyperplane P 1 We are going to compute the cohomology groups of ? 2 (3) by using the Leray spectral sequence for the inclusion j : A 2 (n) , ! A 2 (n) E p;q 2 = H p (A 2 (n) ; R q j Q) =) H p+q (A 2 (n); Q) for n = 3 but rst let us recall some general facts for arbitrary n, due to Oda and Schwermer 42] . The corresponding sequence was analyzed by Deligne 12] for an arbitrary inclusion of the complement of a divisor with normal crossings X , ! X on a smooth complete variety X. It is a theorem of Deligne (loc. cit.) that this spectral sequence degenerates in E 3 , and the resulting
we let^ be the representation
The following lemma is easily veri ed and is used implicitly in some of the calculations to follow. T 0 = Ind G P(l 1 ;l 2 ;l 3 ) ( ) P(l 1 ; l 2 ; l 3 ) is the stabilizer of D(l 1 ; l 2 ; l 3 ) which is a point. l 1 ; l 2 ; l 3 are 3 of the 4 points on an isotropic line h, Therefore, P(l 1 ; l 2 ; l 3 ) may be identi ed with the stabilizer of (l 4 ; h) where l 4 is the fourth point, or in other words of the ag l 4 h. This is exactly the description of (F 3 -rational points on) a Borel subgroup B of G. Writing B = U T where T is the group of diagonal matrices, and U consists of the matrices with ones on the diagonal, we see that U being a 3 -group (it is the Sylow 3 -subgroup of B) the character factors through T (signature of a 3 -cycle is 1). Actually it is not di cult to verify that is the determinant character det : T ! f 1g, so the task is to decompose Ind G B ( c det). Springer has already carried out this decomposition (or rather, he has determined the irreducible constituents) see 6, T 1 = Ind G P(l 1 ;l 2 ) ( ) The subgroup P(l 1 ; l 2 ) is the stabilizer of D(l 1 ; l 2 ) = P 1 , and is described as follows: if an element of G xes fl 1 ; l 2 g then it xes the isotropic line h they span. Therefore P(l 1 ; l 2 ) P(h) where P(h) is the parabolic which in matrix form has the shape A 0 t A ?1 where A 2 PGL(2; Z=3). One can see that P(l 1 ; l 2 ) consists of those matrices whose A -component is in the subgroup generated by the diagonal matrices and the ip 0 1 1 0
Call this group N(T), \normalizer of a torus". We have P(l 1 ; l 2 ) = U(h) N(T) The local system " on P(l 1 ; l 2 ) is given by a character : P(l 1 ; l 2 ) ?! f 1g which gives ?1 precisely when l 1 and l 2 are interchanged. Again since U(h) is a 3 -group, this character factors through N(T). Here it is useful to remember the isomorphism PGL(2; Z=3) ' S 4 , which can be realized by the action of PGL(2; Z=3) on the 4 points in h. This character is ?1 only on the permutations (12) and (12) and all u s 0 mod 3. In other words, we consider the group of matrices of the same shape as those of P(l), but with integer entries, subject to the above conditions. The action is independent of the v -component. Also, it is rather clear from the above expression that the group P(l) acts compatably, via the projection P(l) ! L(l), with the natural map to the corresponding modular curve D(l) ! M(l). We choose a basis of H 2 (D(l); Q) consisting of 1.) Any ber of D(l) ! M(l). As these are all homologous, the preceding remark shows that this class is invariant under P(l).
2.) The 9 universal sections of order 3.
Therefore we have a decomposition ' = 1 + where gives the action on the points of order 3. The ATLAS gives the decomposition Ind G P(l) (1) = 1 + 15a + 24, so we do the other part. The universal points of order 3 are easily identi ed in this picture as the classes of and where P(l) acts on these vectors according to the above formula. The representation is the associated permutation representation, and so (g) is simply the number of xed points of g 2 P(l) acting on the (m; n). The THE SIEGEL MODULAR VARIETY OF DEGREE TWO AND LEVEL THREE 43 decomposition of this character was done on a computer with a MATHE-MATICA program, using the character table from the ATLAS, and the well -known formula for the character of an induced representation. Also, we made use of the tables of Srinivasan (suitably corrected) in identifying the conjugacy classes with actual matrices. The result was Ind G P(l) ( ) = 1 + 2 15a + 20a + 2 24 + 30a + 45a + 45b + 60a + 81 This gives part 3) of the proposition.
Remark. Consider any intermediate group ? 2 the results of this section allow the computation of the rational cohomology of the group ?. Namely, the dimension will be the inner product of the characters hH i (? 2 (3); C); 1i ?=? 2 (3) and this is computable from the character table of the nite group PSp(4; F 3 ).
