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Abstract
Uncertainty in the decision making environment complicates the decision making process
because future events may change the effect of a particular decision or series of decisions. This
thesis explores the possibility of applying robust engineering design techniques to the decision
making process in order to limit the effects of changing circumstances. The intent is to identify
solutions that will reduce the variation in the outcome of decisions that are made across many
projects by analyzing projects that have been executed at the Dryden Flight Research Center
(DFRC) over the past several years.
A framework to relate past performance to match the requirements of experiments in a Design of
Experiments (DOE) analysis is developed. The approach views factors that are considered in
making decisions as controllable elements and factors that unexpectedly affect the outcome of
the decisions as noise. The resulting framework is then organized such that the data can be
analyzed using the Taguchi approach to DOE, which has been successfully used for analyzing
engineering design and manufacturing processes. The analysis approach considers the robustness
of the outcome based on the factors used to make the decisions about the various projects that
have been conducted at DFRC over the past six years.
The decision process performance is analyzed and recommendation are made to improve the
performance of the decision making process at DFRC. The analysis indicates that projects
providing large increases in technical knowledge were the most influential in reducing the effects
from changes in budget and staffing resources that were beyond the control of the decision
makers.
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1 INTRODUCTION
1.1 The Goal of this Thesis
This thesis is an exploration of decisions made over several years at the National Aeronautics
and Space Administration (NASA) Dryden Flight Research Center (DFRC), a research
organization that has been involved in the flight of new aeronautical technologies since 1946. In
this case, the elements that are under control of the Center management and the outcome of the
decisions will be studied to determine if an approach to understanding the interactions between
the controllable/uncontrollable elements and the outcome can be developed. The results of the
analysis are expected to provide guidance to the senior management team on how the decisions
they make about elements under their control affect the future demand for resources and
capabilities that exist at the Center.
1.2 Motivation for the Research
Since the 1980's, senior managers at the DFRC have constantly struggled with maintaining the
demand for capabilities provided by the Center. Major programs typically wait until late in the
project implementation cycle to plan the flight activities necessary to prove that new concepts
will provide predicted benefits in the flight environment. The motivation for this thesis is to
apply robust design and evaluation techniques to improve the outcome and reduce variability of
the decision making process. This thesis will use robust analysis techniques to develop a method
to help decision makers gain insight into the quality of the outcomes by studying the approach
and results from numerous decisions made at the Dryden Flight Research Center over the span of
several years. This is expected to develop an approach to framing decisions in a matrix of
evaluation factors and levels to determine if a measure of robustness can be used to predict the
stability of the outcome of a decision.
Significant research has been completed on the approach to decision making (Krishnan, Ulrich
2001). Much of the research is concerned with the process used to make the decisions. The
outcome of the decision is considered to be separate from the decision itself (Howard 1983).
Howard indicates that uncertainty is the main contributor to the complexity of many decisions. If
9
uncertainty can be removed, most decision problems become trivial. Efforts to deal with
uncertainty have led to the development of many approaches to reduce the uncertainty in
decision problems. Lapin discusses the use of quantitative methods to reduce uncertainty (Lapin
1976). Approaches that are available for use include probability, modeling, linear programming
and simulations. Improvements in computing capabilities have made these methods easier to
apply. It is important to note that today's managers have access to decision modeling tools that
run on the majority of readily available computer platforms (Moore 2001).
Dean (1996) notes that managers who use analytical techniques with relevant information made
more effective decisions than those that didn't. He also concludes that in order to study the
decision making process, the environmental instability and the quality of decision
implementation would need to be controlled. Laroche concludes that decisions have a social
context that influences the members of an organization in ways of increasing understanding and
molding behavior. The decisions effect processes, action and help to provide a better
understanding for what is happening in the organization (Laroche 1995).
This research accepts that there will continue to be uncertainty in the decision making process
and the environment in which the decisions are implemented. Rather than trying to predict the
future by estimating probabilities and analyzing models of what could happen, this research will
focus on analyzing the performance of the current decision making process. Improving
robustness (a measure of consistency in the presence of noise) in the outcome of the decision
making process will be the focus of the research. Phadke states that "robust design can minimize
the effect of the cause of variation without controlling the cause itself' (Phadke 1989). The
robustness of a product is more a function of the design than the tight control of the
implementation of the production process (Taguchi 1990). Elements that involve environmental
conditions, quality of the implementation of the decision and organizational behavior will be
reflected in the measurement of the output of the decision making process.
The approach will view factors that are considered in making decisions as controllable elements
and factors that unexpectedly affect the outcome of the decisions as noise. A framework to relate
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past performance to match the requirements of experiments in a Design of Experiments (DOE)
analysis will be developed. The resulting framework is then organized such that the data can be
analyzed using the Taguchi approach to DOE, which has been successfully used for analyzing
manufacturing processes. The analysis approach considers the robustness of the outcome based
on the factors used to make the decisions about the various projects that have been conducted at
DFRC over the past six years.
1.3 Structure of this Thesis
This thesis is organized to inform the reader of the approach to analyzing the decision process.
Chapter 1 introduces motivation for the research and the intended goals.
Chapter 2 discusses DFRC's background in aeronautical research and the change in the nature of
projects that led to the environment that has existed for the past six years. The decision making
environment is discussed and the decision making process is described. The projects that
provided the data are also summarized to give the reader a sense of the magnitude and
significance of the decisions that are the subject of this research. Additional project details are
contained in Appendix 2.
Chapter 3 discusses the details of the steps taken to obtain the data used in the analysis and
matching the data to a framework that can be used for a Taguchi approach to a Design of
Experiments analysis. The Taguchi Analysis Method is summarized and the DFRC decision
process is presented. The matching of project data that is the result of decisions made by the
DFRC Project Approval Board to the requirements of an L-9 orthogonal array is discussed in
detail. Finally, the analysis of the data is presented.
Chapter 4 reviews the results of the analysis. Mean, signal-to-noise ratio and Analysis of
Variation results are discussed. The effects of the improvement in the output of the decision
making process is also presented.
Conclusions and future considerations are discussed in Chapter 5.
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2 BACKGROUND
2.1 NASA DFRC
In September 1946 a small group of National Advisory Committee for Aeronautics (NACA)
(NACA would later become part of a new agency created in October 1958 to develop space
flight capability, the National Aeronautics and Space Agency) employees arrived at Muroc
California to set up a high speed flight station in order to assist in a supersonic flight research
program. The efforts of this new organization led to the breaking of the sound barrier in October
of 1947. The Bell XS-1 had achieved flight faster than Mach 1 for about 20 seconds. This was
the beginning of a string of research projects investigating new aeronautics concepts in high
speed flight (Hallion 1984).
Throughout the 1950's, experimental aircraft flew to provide much needed research into the
unknown aspects of higher speed flight. In November 1953 the D-533-2 Skyrocket exceeded
Mach 2 (twice the speed of sound). Three years later (September 1956) the X-2 reached a speed
of Mach 3.2. In addition to higher speeds, higher altitudes were also being reached. As the flights
began to exceed the altitudes where aerodynamic forces provided effective stability and control
for the aircraft, it became obvious that alternate methods of control would need to be developed.
During 1958, testing on reaction control concepts began with the X-1B in preparation for the X-
15 program.
The X-15's first flight occurred in June 1959. The program continued until December 1968 when
the last planned flight (flight #200) was canceled due to a snowstorm. The program was able to
claim many significant accomplishments during the 60's. The X-15 reached speeds in excess of
Mach 6.7 and an altitude of 108 kilometers. The program developed the XLR-99, the first large
restartable "man-rated" throttled rocket engine. Other accomplishments included the first use of
reaction controls for attitude control in space, direct measurement of hypersonic skin friction,
demonstration of the ability of humans to function in a weightless environment, application of
energy management techniques, and many more accomplishments who's details can be found in
Hallion's "On the Frontier" (Hallion 1984).
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Research into lifting body configurations began in the early 1960's and continued into the mid
1970's. The various configurations that were studied included varying upper and lower body
shapes to determine credible combinations for controlled flight at supersonic speeds as well as
landing. Lifting body research provided the technology for design decisions on the shape of the
Space Shuttle.
The first digital Fly-by-Wire aircraft flew at DFRC in May 1972. This program demonstrated the
ability to control an aircraft in flight using digital computers rather than mechanical linkages.
Investigations into redundancy, time delays and handling qualities proved that the survivability
and controllability of an aircraft can be significantly improved by software programming in the
digital computers.
By 1980, the nature of the projects had begun to change from very focused programs, to
investigations of specific flight elements that could be used for improving existing aircraft and
contributing to the design of future aircraft. DFRC's role on major projects had begun to shift
from leading major flight advances to providing assistance to partners in their efforts to maintain
developmental programs in the subsystems that power and control the aircraft. The effect of the
change in roles was that managers became involved in many more projects, increased their
attention on maintaining the project's schedules and increased in their workload in ensuring that
resources were available for the most pressing projects.
2.2 The Decision Environment
The changes in the manager's roles, focus and workload shifted the focus of the workforce to
dealing with many short timeframe issues on a wide variety of subjects that dealt with the
integration of new systems capabilities and away from the classical areas of aeronautical flight
research. This shift in activity required more staff than was available at the Center and managers
found themselves constantly dealing with the crisis of finding a way to supplement support for
the current project that was having trouble rather than planning future activities.
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Resource Demand by Year
Potential Projects
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Figure 1 Resource Demand by Year
Figure 1 is a composite graph of the people required to staff the projects at DFRC. This graph
would be true for any one of the six years represented in the data that was used for the analysis.
Approved and potential support requirements for the next 6 years are presented. This graph can
be considered as a snap shot of the current situation. Note that in Year 1, the combination of
Approved Projects and the required Support is higher than the available work force. This creates
an environment of constantly trying to meet the demands of today with the promise that the crisis
will get better in the near future because in Year 2, the need will drop below the Resources
Available for Projects line.
However, by Year 3, the demand drops to a level where the need to keep the available resources
is challenged. The problem that management constantly struggles with is keeping the planned
resources required in the long term at a level that is defendable. As the demand begins to
decrease, the resources are looked at as being available for other NASA projects and DFRC
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begins to take cuts in planned available future resources. Management then begins to look for
new projects to increase the planned demand for resources in the years beyond year 1. This
results in more projects being accepted and when year 2 is actually reached, the demand for
resources is again above the resources available for projects. In reality, the small demand in
future years is only an illusion caused by the lack of detailed flight research plans on the
Potential Projects.
The decisions that are made to select and staff the various projects are made as independent
decisions except when projects are prioritized to ensure the most critical projects are adequately
supported. The projects at the bottom of the priority list must find other avenues to complete
their work or shift their schedules to account for the lack of resources.
2.3 The Decision Process
The decision process that provided the data for analysis is the process used by the Project
Approval Board (PAB), which is made up of the senior managers of the Center. This board
makes decisions on project selection, resources, project scope and project schedules. Priorities
are determined by assessing the criticality of each project in terms of impact to external customer
needs, ability to meet major milestones and resolution of unexpected issues. Figure 2 is a
diagram of the process used by the PAB.
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Figure 2 Decision Making Process
The project approval process was developed to document and maintain control of decisions made
on the various projects. There are two methods in which a project can come into existence. The
first method is as a new concept. In this case, the idea is reviewed for content and alignment with
the Center's strategic goals. The PAB then decides whether to approve the project and assign a
team that will advocate the project, find partners and define the scope of the project. The second
method is from external inputs such as direction to support a particular project that already exists
at another NASA Center or a request to be a partner on a proposal.
In either case, the PAB decides whether to proceed to the development stage for the project. In
this stage, a larger team is assigned to develop a conceptual baseline plan, determine a more
detailed scope, define activities for the various partners and estimate the resources required to
complete the project. At the completion of the development phase, the PAB decides whether to
approve the implementation of the project.
During the Implementation phase, the project is reviewed by the PAB for status on the progress,
to determine if the committed resources need to change or the scope of the project is changing. If
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a change is necessary, the PAB meets to determine if approval will be granted or if the project
team will need to revise the baseline plan and return to the PAB at a later date.
2.4 Description of the projects
The decisions that provided the data for this thesis were accumulated from several projects,
which were active at DFRC from a period of a few months to a period of several years. The total
time span of the study covers a period of about six years. Each of the projects in the study is
focused on developing a particular set of knowledge in specific area(s) of aerospace technology,
providing the capability to gather Earth Science data, or demonstrating advanced capabilities in
flight.
A few of the projects are discussed here to provide a sense of the magnitude and scope of the
effect that the decisions of the PAB can have on an individual project. A more complete and
detailed description of the projects is included in Appendix 1.
One group of projects provided knowledge about re-entry from space. The X-38 was focused on
developing an emergency evacuation vehicle for the International Space Station and provided a
means to develop para-foil technology for landing at any location on the planet. The X-40 project
studied the landing characteristics of a specific lifting body shape and provided a means to refine
control system elements. The X-37 project plans to provide data from space flight, re-entry and
landing.
Two of the projects were intended to provide valuable flight data for future launch vehicle
designs. The X-33 focused on the heavy launch capability that would be needed to design a
single stage to orbit launch vehicle that would eventually replace the Space Shuttle. The X-34
had similar goals focused at launching small payloads into space. Both these vehicles were
intended to provide data to develop reusable launch capabilities needed to reduce that cost of
launching payloads into space.
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The DC-8 and the ER-2 aircraft are used to carry sensors that can collect data about our
environment. Experimenters from the scientific community study the atmosphere, oceans and
Earth resources. These aircraft provide the capability to collect relevant data anywhere in the
world. These aircraft also provide platforms for the development of new sensor technology and
are able to gather data that can be used to validate satellite data.
Other projects focused on demonstrating technology advancements in the flight environment.
These technologies include several aspects of improving flight efficiency, new vehicle
configurations and vehicle systems advances.
* The Blended Wing Body project's goal was to demonstrate load capability and
control of a new commercial airliner vehicle. This new type of wing/body
configuration provides more passenger and cargo carrying capability in the same
envelope as a conventional airliner.
" The Active Aeroelastic Wing (AAW) project's goal is to demonstrate that wing
twist can be used to maneuver the aircraft. This ability is expected to result in
higher performing and lighter aircraft.
" The Helios is developing the capability to fly at altitudes above 80,000 feet for
extended periods of time. This solar powered aircraft combines solar cells and a
regenerative fuel cell to provide energy 24 hours a day.
" The F-15B provides a unique capability that is used by universities and industry
as a flying wind tunnel for aerodynamic experiments. The aircraft is also a test
bed suitable for carrying propulsions experiments and experimental
instrumentation.
" The Intelligent Flight Control system flight research project is developing the
capability for an aircraft to learn to adjust its control system parameters to
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maintain control in the event of structural damage. This is being accomplished
with the use of neural networks.
* The Hypersonic Research Aircraft (X-43) is focused on research for hypersonic
flight. This project is attempting to collect data for the development of air-
breathing propulsion at speeds between Mach 7 and 10.
All these projects deal with significant advances in the field of aeronautics. In each case, strong
arguments are put forth to justify the need for the research produced by the project and
stakeholders can be found that will testify to the benefits realized by successfully completing the
project. Yet, some projects lead to additional activities while others with equally compelling
merits are terminated or schedules are stretched for years because of a lack of enthusiasm for
support.
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3 MODELING THE DECISION ENVIRONMENT
3.1 Defining and Obtaining Relevant Data
We now discuss the gathering of data on the decision making process that is suitable for use in
an engineering analysis. This task presented a dilemma. Since the approach of analyzing
decisions with tools developed for engineering applications is not typically practiced, data about
decisions is not readily available. This meant that the development and formatting of relevant
data suitable for an engineering analysis required several steps. Figure 3 depicts the flow of the
steps taken to obtain the data.
Senior Manager Determine Areas Identify Key Define Measurable
Interview of Interest Elements Parameters
Project Manager Determine Element _,Group Elements Define Orthogonal_
Interviews Measure Value into Factors Array Type
Determine Factor -,Match Projects to PromAayi
Levels Orthogonal Array +PromAayi
Figure 3 Data Formulation Flow
In order to analyze, the performance of the decision making process, measurable parameters
needed to be defined. Two types of interviews were held to obtain information about key
elements that influence the outcome of the projects at DFRC. These interviews combined with
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information from the labor system, the Project Approval Board documents and the management
system documentation provided the data for the analysis of the performance of the decision
making process.
The first series of interviews were held with senior managers to determine interest in areas that
could benefit from an analysis of the decisions made by these managers about DFRC's activities.
Several suggestions were put forth for consideration. These include assessing the affects of
intellectual capital, capacity, investment areas, project workload, management overhead, units of
work, technical risk, safety risk and scheduling for project conflicts. These areas of interest were
assessed to determine the key elements that needed to be considered in determining the effects
on the outcome of the decisions.
In order to set up an analysis, the key elements were defined in terms of measurable parameters
that that could be used to determine relevant effects on the areas 'of interest. The approach
focused on identifying elements that were under the control of the senior managers. The
elements were developed as a result of the interview process, information documented in
processes used at DFRC and my own understanding of how the DFRC organizations operate.
Overall, the elements are a combination of items that receive significant discussion in decision
meetings or appear in the management system documentation.
These elements included: Budget, Core Capabilities, Customer Needs, In-house/Contract mix,
Safety Risk, Skill, Staff, Technical Gain, and Technical Risk. Additional measures were included
for estimating the stability of budget and staff experienced by each of the projects. These
elements were then used to develop measures that could provide data for the analysis of the
decision making process. The measures are normalized to a scale between 100 and 0. For
instance a project that had a staff of expertly skilled personnel would achieve 100 on the
measurement scale were as, a project with a few experts and a majority of trainees would receive
50 on the measurement scale. The elements of budget and staff could actually be greater than
100, but in this case the 100 was used as a maximum score. Table 1 summarizes the final set of
measures and includes a definition of each of the elements.
21
Budget A measure of the budget approved for the project versus the
planned or desired budget. ( Actual divided by Planned) * 100
Budget Stability A measure of the budget changes or challenges experienced by a
project (100 equates to no changes; 0 equates to major changes)
Core Capabilities (Number of Core Capabilities used on the project divided by the
total of 17 Core Capabilities available) * 100
Core Capability Need A measure of the role in the project that the Core Capability fills.
( 100 equates to Leading, 65 equates to Assisting, 30 equates to
Consulting)
Customer Dependency A measure of how dependent the customer was on the Core
Capability (100 equates to totally dependent; 0 equates to
customer can perform core capability as well as DFRC)
In-house /Contract mix A measure of the mix of in-house versus contracted work force.
( 100 equates to desired mix; 0 equates to total In-house or
Contract)
Safety Risk A measure of the level of risk that the project must mitigate.
(100 equates to High, 65 equates to Medium, 30 equates to Low)
Skill A measure of the Skill level of the staff assigned to the project.
(100 equates to Expert, 65 equates to Average, 30 equates to
Trainee)
Staff A measure of the staff approved for a project versus the planned or
desired staff ( Actual divided by Planned) * 100
Staff Stability A measure of the staff changes or challenges experienced by a
project (100 equates to no changes; 0 equates to major changes)
Technical Gain A measure of the technical improvement the project will provide
when it is successfully completed.
(100 equates to High, 65 equates to Medium, 30 equates to Low)
Technical Risk A measure of the level of risk that the project must mitigate.
(100 equates to High, 65 equates to Medium, 30 equates to Low)
Table 1 Element Measures
The measures defined in Table iwere then used to develop a set of questions, which were used
for the second round of interviews. The questions were intended to solicit information about each
of the elements. This time the interviewees were comprised of the project managers that ran the
projects; some of which were described earlier. During the interview, the project managers
assisted in developing an estimate for each of the elements. The information from these
interviews was combined with other data to provide the actual data that was used for the
analysis.
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3.2 Analysis Approach
In order to perform the analysis, a Taguchi approach to Design of Experiments (DOE) is used
(Roy 2001). DOE was developed in 1920's in an effort to improve crop production. When trying
to determine the optimum combination of several variables, experts were faced with a large
matrix of experiments that needed to be run. The DOE technique provided a method that
drastically reduced the number of experiments required to obtain the data on the effects of each
of the variables. By properly selecting the combination of variables for each experiment, the
optimum setting of each variable could be determined by examining the experimental results.
The technique has been used to draw conclusions on the effects of experimental factors by
analyzing a properly defined series of test conditions. The test conditions are designed to allow
significant factors to be tested an equal number of times. This method has been used in many
applications to study the effects of multiple variables.
The Taguchi Method was developed by Genichi Taguchi after WW II to improve Japan's ailing
manufacturing industry. His efforts resulted in a standardized approach to DOE which
emphasized the reduction in the variation of the quality of manufactured products. Standard
orthogonal matrices were defined to analyze a variety of experimental situations. The statistical
analysis uses signal-to-noise ratio from repeated results to determine design parameters that keep
the output from changing dramatically or unpredictably as a result of noise conditions that exist
for a particular process. The result is a robust design that minimizes variation in the quality of the
output.
Use of the Taguchi Method for identifying robust engineering design or manufacturing processes
requires the following elements to be identified (Taguchi 2000):
- Desired objective or response characteristics
- Controllable parameters (factors)
- Levels to which the controllable parameters can be varied
- Sources of noise
- Control parameters where interactions occur with other control parameters
- Measurements of response characteristics
- Quality characteristics
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When these elements are defined, a series of experiments can be defined to satisfy the
requirements of an orthogonal matrix. These experiments are then run to obtain data for analysis.
The Taguchi method, like DOE provides the ability to determine the optimum conditions by
analyzing the results of a small number of properly defined experiments. This is important
because the data set available for analysis at DFRC is small and it takes years to accumulate
enough data for an analysis.
This approach also provides an Analysis Of Variation (ANOVA) to determine the influence each
Factor has on the total variation in future demand and to calculate the optimum levels for each
Factor.
The influence of each Factor is calculated as a percentage of the total variation as shown in
Figure 4.
Factor 3
Figure 4 Factor Influence Diagram
The analysis method provides for three possible types of calculations that differ based on the
characteristics of the desired output. Nominal is Best is used on desired objectives that have a
nominal target value that is determined to be optimum. Smaller is Better is used on desired
objectives were the smallest possible value is determined to be optimum. Bigger is Better is used
on desired objectives were the largest possible value is determined to be optimum. The
calculations of the average output, Mean Square Deviation and Signal to Noise Ratio are used for
the analysis. The details of the calculations are given below.
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i = Experiment
n = Number of samples for each experiment
Y = Measured Output
Yo = Desired Output
Average: Ai = (Y1 + Y2 + Y3 + ... +Yn) / n (a)
There are three variations for calculating the Mean Square Deviation (MSD)
Nominal is Best
MSD = ((Y1-Yo) 2 + (Y 2-Yo) 2 + (Y 3-Yo) 2 + ... +(Y--Yo) 2 ) / n (b)
Smaller is Better
MSD = (Y 12 + Y2 2 + Y3 2+ ... +y 2) / n (c)
Bigger is Better
MSD = ( 1/Y 12 +1/ Y 2 2 + 1/Y 3 2 + ... + 1/Yn 2 ) / n (d)
Signal to Noise Ratio: Ni = -10 Log (MSD) (e)
The analysis of the data uses signal to noise to measure the performance of the decision making
process. The signal-to-noise ratio calculation is measured on a logarithmic scale. The use of a
logarithmic calculation increases the range of data that fits on a plot and helps to make the data
appear linear. Linear characteristics then allow conclusions to be drawn by interpolation and
extrapolation. The gain in performance is equivalent to an increase in signal-to-noise ratio, which
results in an increase in robustness (a reduction in variation).
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3.3 Formatting the Data
This section contains a detailed description of the approach used to properly format the data that
was developed in preparation for the analysis. Each of the elements was evaluated against a
framework that provided a numerical score. Each element was evaluated for every project based
on the results obtained in the interviews that had been conducted with the project managers. The
scores for each element are contained in Appendix 2.
In order to match the requirements of an L-9 orthogonal array, the elements were organized into
4 groups. These groups were considered to be relevant Factors that may affect the performance
of the decision making process. These groupings were determined by collecting elements with
similar characteristics in the way they contribute to the factors. The 4 groups were Commitment,
Match with Customer Needs, Technical Gain and Risk. Budget, Budget Stability, Staff, Staff
Stability, In-house/Contract Mix, and Skill were grouped into a Factor called Commitment.
Core Capability, Core Capability Use, and Customer Dependency were grouped into a Factor
called Match with Customer Needs. Technical Gain remained as a Factor called Technical
Gain. Technical Risk and Safety Risk were grouped into a Factor called Risk. It is important to
note that in this case risk can be controlled indirectly by selecting projects that fall in the
acceptable risk level or expending resources to lower the level of risk on a particular project. The
value used for the group was calculated by averaging the scores for the individual elements that
were included in the group. The group (Factor) scores for each project are included in Table 2. It
is important to note that the individual score for each Factor does not need to be exact but the
ranking of the projects needs to as accurate as possible. For instance, the Technical Gain score
for X-43 of 90 could vary but it should always be above the Technical Gain score for projects
that produce smaller gains in technology.
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Match with
Customer Technical
Commitment Needs Gain Risk
SPACE SHUTTLE 85 57 20 25
X-38 81 67 70 45
XACT 60 78 60 50
X-43 90 80 90 90
X-33 100 67 100 90
X-34 92 100 90 90
UCAV 67 30 68 78
DC -8 90 73 40 30
ER-2 90 73 40 30
X-37 73 57 40 35
X-40 98 47 40 35
REVCON 76 100 61 40
AAW 56 93 60 45
ERAST 68 47 85 55
SRA 73 68 30 45
F-1 5B 75 63 30 48
LASRE 95 77 70 70
AFF 76 83 61 35
HARV 90 100 70 75
BWB 68 73 60 60
Integrated Vehicle Health Mgt 48 53 40 30
IFCS/F-15 43 40 30 30
ACTIVE 67 53 75 35
F-1 6XL Supersonic Laminar Flow 78 77 61 40
Aviation Safety 38 37 30 25
Table 2 Factor Values
The desired objective was defined as the Long Range (3 to 5 years) Demand created by each
project. This was measured by averaging the length of a project, the amount of staff used by the
project and the stability of the demand created by the project. I assumed desired length of 4 years
for the demand generated by a project and a desired staff quantity of 50 people assigned to a
project for evaluating the Demand. The values were then calculated by the methods shown in
Table 3.
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Length (Length of the project / 4 years) * 100
Staff (# of the staff on the project / 50 staff) * 100
Stability A measure of the changes or challenges experienced by a project
1 (100 equates to no changes; 0 equates to major changes)
Demand (Length + Staff + Stability) / 3
Table 3 Demand Calculations
The "Demand" scores for each project are included in Table 4.
Project Demand
SPACE SHUTTLE 70
X-38 82
XACT 38
X-43 87
X-33 83
X-34 57
UCAV 60
DC -8 77
ER-2 77
X-37 47
X-40 55
REVCON 47
AAW 83
ERAST 67
SRA 63
F-15B 62
LASRE 70
AFF 53
HARV 93
BWB 63
Integrated Vehicle Health Mgt 47
EFCS/F-15 55
ACTIVE 68
F-16XL Supersonic Laminar Flow 60
Aviation Safety 47
Table 4 Project Demand
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Sources of noise were also defined in order to incorporate elements that were not under the
control of the senior managers. Outcomes that are stable under noise conditions are a desired
characteristic of robust solutions. Three noise sources that were identified include Program
Changes, Budget and Staff available. For the purposes of this thesis, two (Budget and Staff
available) were considered as noise sources. These noise sources affected the Center as a whole
and caused senior managers to react by changing project budgets, staffing and priorities. These
changes typically ripple through the projects causing reassignments, re-planning and various
levels of chaos.
3.4 Setup for the analysis
In order to analyze the data, I decided that an L-9 orthogonal array would be suitable for the
amount of available data. The L-9 array required that Factors with 3 levels each be developed.
This was accomplished by selecting two thresholds that would define the levels for each Factor.
The factor scores were divided into sections that optimized the number matches to requirements
of the L-9 orthogonal array. The thresholds for each factor were selected independently. The
highest scores were labeled level 1, the mid scores were labeled level 2 and the low scores were
labeled level 3.
The scores in Table 2 were transformed to the levels shown in Table 5. This step grouped
projects into one of three categories for each Factor. The ERAST project's levels were "2312".
This indicates a commitment level of "2" which reflects the average of an adequate budget,
staffing from DFRC that was always below the desired level, a contracted work force and a high
mix of trainees assigned to implement the project. The Match with Customers Needs level of "3"
reflects the low number of DFRC core capabilities used and the consulting role of the core
capabilities that were used. The Technical Gain level of "1" reflects the advancement in
technology provided by a vehicle capable of carrying payloads to altitudes above 80,000 feet for
long duration. The Risk level of "2" reflects the approach taken by the project to incrementally
develop the technology that enables this type of flight vehicles and the flight operations in
controlled airspace away from populated areas.
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Match with
Customer Technical
Commitment Needs Gain Risk
SPACE SHUTTLE 1 2 3 3
X-38 1 2 2 2
XACT 3 1 3 2
X-43 1 1 1 1
X-33 1 2 1 1
X-34 1 1 1 1
UCAV 3 3 2 1
DC-8 1 2 3 3
ER-2 1 2 3 3
X-37 2 2 3 3
X-40 1 3 3 3
REVCON 2 1 2 3
AAW 3 1 3 2
ERAST 2 3 1 2
SRA 2 2 3 2
F-1 5B 2 2 3 2
LASRE 1 1 2 1
AFF 2 1 2 3
HARV 1 1 2 1
BWB 2 2 3 1
Integrated Vehicle Health Mgt 3 2 3 3
IFCS/F-15 3 3 3 3
ACTIVE 3 2 1 3
F-1 6XL Supersonic Laminar Flow 2 1 2 3
Aviation Safety 3 3 3 3
Table 5 Project Factor Levels
At this point, the factor levels for each project were matched to requirements of the L-9
Orthogonal array. The orthogonal array requires 9 experiments to run with different level settings
for each of the experiments. The Level setting requirements are listed in Table 6.
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Match with
Customer Technical
Experiment Commitment Needs Gain Risk
1 level 1 level 1 level 1 level 1
2 level 1 level 2 level 2 level 2
3 level 1 level 3 level 3 level 3
4 level 2 level 1 level 2 level 3
5 level 2 level 2 level 3 level 1
6 level 2 level 3 level 1 level 2
7 level 3 level 1 level 3 level 2
8 level 3 level 2 level 1 level 3
9 level 3 level 3 level 2 level 1
Table 6 Level Requirements
Comparing the levels for each project in Table 5 to the experiment requirements in Table 6
allows projects to be matched to the experiment requirements. The project have already been
performed, therefore rather than running experiments, the term Case will be used to indicate the
matching of projects to the requirements of the orthogonal array. The projects matching the
orthogonal array were determined and are listed in Table 7. In cases 1 and 4, several projects
matched the requirements.
Case Matching Projects
1 X-43, X-34, LASRE, HARV
2 X-38
3 X-40
4 REVCON, AFF, F-16XL
5 BWB
6 ERAST
7 EXACT
8 CTIVE
9 CAV
Table 7 Cases and Projects
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The next step was to assess the effects of noise on the output. The 2 sources of noise, Budget and
Staff, were used to create 4 noise conditions. These conditions are created by determining the
output when neither condition exists, Budget variations exist without Staff variations, Staff
variations exist without Budget variations and Staff and Budget variations exist at the same time.
The effects of budget variations are considered to be greater than the effects of Staff variations.
Some of the experiments had multiple matching projects while others had only one project
matching. The final step to completing the data set was to develop multiple samples for each
experiment. This was accomplished by interviewing the project managers and having them
estimate the effects that decisions outside senior management control had on their projects. For
example, case 5 had an output of 63 (Table 4). The discussion indicated the project experienced
budget noise (changes from the planned available budget). The output for the other conditions in
the noise matrix was estimated based on using the value of 63 as a reference. In most cases, the
project managers felt comfortable providing the estimates. Table 8 contains the final set of data.
_______ Noise Array ___
Staff 0 1 1 1
Factors Ou put
Match with
Customer Technical
Case Commitment Needs Gain Risk 1 2 3 4
1 level 1 level 1 level 1 level 1 93 87 70 57
2 level 1 level 2 level 2 level 2 85 82 70 50
3 level 1 level 3 level 3 level 3 55 51 20 15
4 level 2 level 1 level 2 level 3 60 53 47 45
5 level 2 level 2 level 3 level 1 70 63 50 48
6 level 2 level 3 level 1 level 2 80 67 60 55
7 level 3 level 1 level 3 level 2 50 40 40 38
8 level 3 level 2 level 1 level 3 75 68 55 50
9 level 3 level 3 level 2 level 1 60 52 50 40
Table 8 Levels and Outputs
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3.5 Analysis
The analysis is focused on identifying strategies for robust design. The goal of the analysis is to
provide insight into improving the consistency of the output, even in the presence of unforeseen
circumstances. Therefore, the analysis is performed to determine the optimum setting for each of
the Factor levels to minimize the variation that is experienced in the future demand for resources.
Figure 5 represents the organization of the decision process that is used for the analysis.
Noise Sources: (beyond our control)
Budget
Staff
Signal: Decision Process:
Intent Project management
Product delivery
Output: Demand
- Length
- Size
- Stability
Factors: (we control these)(3 levels each)
* Level of Commitment
- Resources (staff, $'s)
- Stability of resources
- Skill Level
- In-house/Contract Mix Analysis:
*Match of Customer Needs with Core Capabilities . Ref. Taguchi
- # of Core Capabilities Used (%)
- Lead, Assist, Consult
- Customer Dependency
-Technical Gain by Completing the Project
-Risk
- Technical
- Safety
Figure 5 Analysis Organization
The overall outcome of the Decision Process is analyzed to determine the optimum level for each
of the Factors, which are under the control of senior management. These are "Commitment",
"Match of Core Capabilities with Customer Needs", "Technical Gain by Completing the Project"
and "Risk". The intent is to determine the influence of each of the Factors on the output, even in
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the presence of noise (variation in the available budget, staff, etc.), which is beyond the control
of senior management. The Signal is the input to the process. In this situation the Signal is not
active (no driving function is used) because the model is not dynamic (the data is a static
snapshot in time). The desired output of 70 was selected as the goal for optimization. Other
values were also analyzed and the results are summarized at the end of Chapter 4.
A mean of 70 is desired as the output of the decision making process. This reflects an average
project that creates a demand for a high amount of resources, lasts 36 months and experiences a
low level of uncertainty or changes to the project plan.
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4 RESULTS
4.1 Mean
The data (Factors, Levels and Outputs) from Table 8 was analyzed as an L-9 Orthogonal array.
This provided 4 instances for each case. The output mean (equation a) was calculated for each of
the cases (Table 9). The overall Mean of 57 represents the performance of the current decision
process. This level of performance equates to an average project that creates a demand for a
medium amount of resource, lasts 27 months and experiences a medium level of uncertainty or
changes to the project plan.
Output
Signal
to Noise
Case 1 2 3 4 Mean Ratio
1 93 87 70 57 76.7 -24.0
2 85 82 70 50 71.7 -22.8
3 55 51 20 15 35.2 -31.9
4 60 53 47 45 51.2 -25.9
5 70 63 50 48 57.8 -23.7
6 80 67 60 55 65.6 -20.3
7 50 40 40 38 42.1 -29.0
8 75 68 55 50 62.1 -22.1
9 60 52 50 40 50.5 -26.3
Average 57.0 -25.1
Table 9 Mean and Signal-to-Noise
4.2 Signal-to-Noise Ratio
In order to analyze the signal-to-noise ratio, a Nominal is Best quality characteristic was chosen.
This equates to a desired result that varies around a given mean value.
The signal-to-noise ratio (equation e) for each case was then calculated (Table 9). The overall
signal-to-noise ratio for the current decision process is -25.1db. The intent of the analysis is to
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optimize the output by increasing the signal-to-noise ratio. This will be accomplished by
selecting the combination of Factors levels that provide the optimum output.
Table 10 shows the contribution of each Factor to the signal-to-noise ratio. This is calculated by
averaging the signal-to-noise ratio for each case where the factor is held at the same level. For
instance, "Commitment" is held at level l(Table 6) in cases 1,2 & 3, therefore, the signal-to-
noise ratios from Table 9 for those cases are averaged ((-24.0 + -22.8 + -31.9) / 3 = -26.2) Also,
"Match with Customer Needs" is held at level 2 in cases 2,5 & 8, therefore, the signal-to-noise
ratios from Table 9 for those cases are averaged ((-22.8 + -23.7 + -22.1) / 3 = -22.9).
Match with
Customer Technical
level Commitment Needs Gain Risk
1 -26.2 -26.3 -22.1 -24.7
2 -23.3 -22.9 -25.0 -24.1
3 -25.8 -26.2 -28.2 -26.6
Table 10 Factor Influence Data
The data was input to an analysis program called Qualitek-4 (Roy 2001). This software was used
to provide the statistical analysis and graphical output presented in this chapter. The data from
Table 10 is graphically depicted in Figure 6.
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Figure 6 Factor Influence Plots
The signal-to-noise ratio for each of the Factors is plotted at each level. The effects for each of
the factors were calculated and the signal-to-noise ratio is plotted for each of the three levels.
The results indicate that the influence of three of the factors is non-linear. The plots also indicate
that the optimum (maximum) signal-to-noise ratio can be obtained by selecting the levels listed
in Table 11 for each of the Factors.
Match with
Customer
Commitment Needs Technical Gain Risk
Level 2 2 1 2
Table 11 Optimum Factor Levels
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The optimum settings indicate that Commitment should be set at Level 2 (a value between 67
and 80), Match with Customer Needs should be set at Level 2 (a value between 50 and 76),
Technical Gain should be set at Level 1 (a value above 71), and Risk should be set at Level 2 (a
value between 41 and 57).
The predicted improvement in signal-to-noise ratio is calculated by subtracting the average
signal-to-noise ratio from the predicted signal-to-noise ratio for each Factor set to the Level
determined to provide the optimum condition. This produces a significant predicted
improvement of 7 db in the signal-to-noise ratio. Note: the contribution of the least influential
Factor, "Risk", is not included in the calculation of the predicted improvement.
4.3 Variation
The improvement in signal-to-noise ratio also results in an improvement (reduction) in the
variation of the output. This improvement becomes evident by performing an Analysis of
Variation (ANOVA). ANOVA is a statistical method used to calculate the relative influence of
each Factor, significance of each Factor, interaction between Factors and the confidence interval
of the effect on the output. Figure 7 shows the results of the ANOVA.
DOF Sum of Sqrs. Variance F - Ratio Pure Sum Percent
Col#/Factor (f) (S) (V) (F) (') P(%)
1 Commitment 2 15.141 7.57 1.406 4.377 4.233
2 Match 2 22.832 11.416 2.121 12.067 11.671
3 Tech Level 2 54.657 27.328 5.077 43.892 42.451
4 Risk (2) (10.764) P O O LED (CL= *NC*)
TotalE, 8 103.395 .04.04%
Figure 7 ANOVA Results
The ANOVA indicates that the "Technical Gain" is the most significant Factor in determining
the quality of the output. Risk has the least amount of influence and is pooled to allow Degrees
of Freedom to be made available for the analysis. Figure 8 gives a graphical representation of the
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predicted improvement in variation. The improvement has a confidence interval 3.3 db with a
confidence level of 80 %. In other words, there is an 80 % probability that the improvement in
signal-to-noise ratio falls between 3.7 db and 10.3 db.
Current Condition
20 30 40 50 60
Figure 8 Improvement in Variation
70 80
Improved Condition
90 100 110 120
4.4 Interactions Between Factors
The analysis indicates that interactions exist between some of the Factors. The interaction is
defined as the effect that a change in one Factor has on other Factors. If significant interactions
exist, the influence that a Factor has on the output will change when the levels of other Factors
change. Table 12 contains the measure of interaction between the various Factors.
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Interactions SI%
Commitment vs Technical Gain 29.2
Match vs Risk 25.7
Commitment vs Risk 9.3
Match vs Technical Level 5.3
Commitment vs Match 4.5
Technical Level vs Risk 0.4
Table 12 Interactions
The interaction severity index (SI%) is a measure of the existence of the interaction. In order to
detennine if an interaction has a significant effect on the other Factors, the experiment must be
designed with the interactions included in the orthogonal array as if they are also Factors. In this
case, the amount of data available is insufficient to perform such an analysis.
4.5 Loss Function
The Taguchi loss function provides a measure of the effects resulting from the expected
improvement in terms of the losses that are expected to be recovered if the Factors are set at the
recommended levels. The current decision process results in a signal-to-noise ratio of -25.1db.
Adjusting the Factors to the optimum condition is expected to produce a 7 db improvement in
signal-to-noise ratio. The expected loss can be expressed as a percentage of the current loss.
Loss2/Loss1 = 1 0 [S/N2-SN1]110 = - 2
Savings = 1 - .2= .8 or 80%
Therefore, the amount of improvement can be expressed as a savings of 80% of the losses that
are currently being experienced. The Loss Function is typically applied to a process that
constantly produces an output and the savings is measured as a percentage of the loss in output
that will no longer be experienced. In this case, the loss is measured in the reduction in size and
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length of the resource demand produced by each project. Relating the effect on the collective
output from the various projects that span several years is difficult to predict.
A simplified method to depict a possible result of the predicted saving can be shown as an
improvement in the losses in demand that currently occur from year to year. Figure 9 is a
composite graph that shows the predicted improvement in demand. The improvement is shown
as a savings of 80% of the decrease in demand currently being experienced from year to year.
Resource Demand by Year
Potential Projects
Resources Available for Proje ts
Support
0
Year 1 Year 2 Year 3 Year 4 Year 5 Year 6
Figure 9 Improved Resource Demand by Year
The improvement in demand for the capabilities that DFRC has to offer is depicted by the area in
the graph marked "Improvement".
4.6 Analysis Summary
The optimum conditions for the Factor levels are predicted to be Level 1 for Technical Gain and
Level 2 for the other Factors. For a specific nominal value of 70 for the output, an increase of 7
db is predicted for the signal-to-noise ratio. This results in an improvement in the mean output
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value from 57 to 70 and a reduction in the standard deviation from 16.8 to 6.3. This improvement
in signal-to-noise ratio is expected to reduce the year to year loss in demand by 80%.
The results indicate that Technical Gain is the most significant contributor to obtaining an
increase in signal-to-noise ratio. The data in Table 9 also indicates that the output will increase
with increasing Technical Gain (Figure 10 and Figure 11).
80
75 -
70- y .8455x + 0.6214 +
R2= 0.7043U0.
60
55
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45
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35
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Tech Gain
Figure 10 Output vs Technical Gain
Figure 11 Signal-to-Noise vs Technical Gain
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Further investigation into the effects of the desired output indicate that as the nominal value is
increased from 70 to 100, the Risk and Match with Customer Needs Factors become more
significant contributors to improving the Signal-to-Noise Ratio. However, Technical Gain
remains the dominant Factor.
43
5 CONCLUSIONS AND RECOMMENDATIONS
The goal of this research is to explore the use of a well known engineering method, the Taguchi
process, to develop a more holistic view of the decision making process that will enhance the
ability of decisions to withstand the effects of noise in the environment. This thesis approaches
the analysis of the decision making process from the point of view that decisions can be treated
with proven engineering techniques in a manner similar to manufacturing processes. The premise
of the hypothesis is that decisions under the control of management can affect the future demand
for DFRC's capabilities and can be adjusted to provide a robust solution to the problem of
keeping the current demands at a manageable level while maintaining a defendable level of
future demand.
In the process of the analysis presented here, key elements were identified that are under the
control of the local management team and affect the outcome of the projects that have been
implemented at DFRC. These key elements were then defined in terms of measurable
parameters, grouped into Factors and each Factor was divided into three levels. It was found that
the actual values of the Factor measurement were not as important as the relative ranking of
projects for each Factor. This data was then matched to the experiment requirements of an L-9
Orthogonal array and analyzed using a Taguchi Design of Experiments method.
The results of the analysis indicate that DFRC could significantly improve the future demand for
the Center's capabilities by appropriately adjusting the level of each Factor. The analysis also
indicates that the variation in the results of future projects can be reduced. The Technical Gain
provided by completing a project proved to be the most significant Factor in influencing the
future demand for DFRC's capabilities. Setting the factors at the proper levels is possible by
supporting projects with a proper level of Commitment and advocating projects with proper
levels of Risk, Match with Customer Needs and Technical Gain.
A recommendation to DFRC's management team is that the results of this analysis be considered
in the selection, planning and support of projects managed by the Center.
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- Priority should be given to developing projects or roles that are aimed at producing
significant improvements in the technical capabilities available to the Aerospace
community. Clear goals and DFRC roles should be defined for each project that
enhance the ability to define and achieve technical gains.
- The elements that are grouped into the Factor "Commitment" (Budget, Staff, Skill,
In-House/Contract mix, Budget and Staff Stability) should be provided at a
consistently reasonable level but care should be taken to avoid situations providing
unnecessarily high or low levels of support. The analysis does not indicate an
advantage to providing an unnecessarily high level of support to a particular project
and other projects will suffer from a lack of support.
- Projects must match the needs of the customer but it is not necessary to provide
capabilities only in areas where the customer would be dependent on DFRC.
- Risk accepted for a given project should be maintained at a reasonable level. This is
necessary to make risk a controllable Factor. Since risk cannot typically be adjusted
directly, the PAB should consider controlling the level of risk by selecting projects
that meet the desired level of risk or by establishing risk mitigation activities to
reduce risk to a reasonable level.
It is important to note that DFRC has different lines of business, which have all been included in
the analysis. An analysis of the effect on each line of business would be desirable. Unfortunately,
the amount of data is not large enough to separate the lines of business into different analyses
and it takes many years to actually accumulate additional data. Therefore, the conclusions would
hold true for the research and development areas but would need to be considered carefully for
other areas of business.
Additional research that may be performed at DFRC is to expand the analysis capability to
include multiple objectives such as a measure of the effects on the capacity to complete future
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work. Also, a refined analysis into the elements that are grouped in the "Commitment" Factor
would be desirable. Analysis can also focus on the determination of whether commitment
includes too many elements. Finding the most frugal combination of elements for factors that
contribute additively to the output is a challenging improvement. Elements that are additive and
reducing the interactions of these elements could lead to improved techniques in estimating a
new project's impact on center resources.
Other future work in general should include refining the data gathering capability. Questions
used in interviews should be combined with survey results to reduce the amount of estimation
needed to obtain data on results in the presence of noise. Improvements in the data gathering
process should also include a means to determine the weights of the elements that are part of the
factors. The combination of generic quantitative data and surveys could be developed to ensure
data can be developed for more types of organizations. This may also lead to a standardized set
of data that could be used to analyze other organizations. Refinements in ranking the projects
within the different Factors and reduction in the need to estimate the desired objective would be
useful.
The selection of future organizations to study needs to consider the frequency with which
projects are selected and completed. Obtaining enough data from DFRC proved to be
challenging. Data from several years was used and estimates were included to complete
significant portions of the L-9 orthogonal array. Selecting an organization that will produce more
data will reduce the need to use estimates and allow the inclusion of Factor interactions.
The approach taken in this research for the development of data requires an in-depth
understanding of the organization's operations. This can be obtained by taking a holistic view of
the activities that occur in the decision making process. Defining the desired outcome and
planning the experimental approach are particularly important. Extracting data from an unknown
organization may result in biases being introduced in the interview process. Careful planning of
data gathering process must be included to ensure an organizational bias does not affect the
outcome of the analysis.
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Overall, the technique developed here provided results that lead to specific recommendations. A
series of decisions that were made in an independent fashion over several years were analyzed
from a holistic viewpoint and the results provide clear guidance on how to improve the demand
in future years for DFRC capabilities.
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Appendix A
The following are copies of the Project Descriptions which were taken from the DFRC projects
Website (http://www.dfrc.nasa.gov/Newsroom/FactSheets/index.html).
Active Aeroelastic Wing Fli2ht Research
Project Summary
The focus of the Active Aeroelastic Wing (AAW) flight
research program is on developing and validating the concept
of aircraft roll control by twisting a flexible wing on a full-size
aircraft The aerodynamic forces acting on the traditional
aircraft control surfaces, such as ailerons and leading-edge
flaps, will be used to twist a flexible wing to provide aircraft
roll maneuvering control.
Historical Background
When Orville Wright first took to the air on Dec. 17, 1903, he didn't have ailerons or flaps to control his
airplane. Instead, the Wright brothers had chosen to twist or "warp" the wingtips of their craft in order to
control its rolling or banking motion. Rather than using one of the craft's two control sticks to make the
wingtips twist, they had devised a "saddle" in which the pilot lay. Cables connected the saddle to the tips
of both wings. By moving his hips from side-to-side, the pilot warped the wingtips either up or down,
providing the necessary control for the Wright Flyer to make turns.
7*0
I I
Goals
The program goal is to demonstrate improved
aircraft roll control through aerodynamically
induced wing twist on a full-scale high
performance aircraft at transonic and supersonic
speeds. Data will be obtained to develop design
information for blending flexible wing structures
with control law techniques to obtain the
performance of current day aircraft with much
lighter wing structures. The flight data will include
aerodynamic, structural and flight control
characteristics that demonstrate and measure the
AAW concept in a comparatively low cost,
effective manner. The data also will provide
benchmark design criteria as guidance for future
aircraft designs.
49
air
DC-8 Airborne Laboratory
NASA's Douglas DC-8 Flying Laboratory soars over
Southern San Gabriel Mountains, CA. NASA photo EC98-
44428-2 by Carla Thomas
Project Summary
NASA is using a McDonnell Douglas DC-8 aircraft as a
flying science laboratory. The platform aircraft, based at
NASA's Dryden Flight Research Center, Edwards, Calif.,
collects data for many experiments in support of scientific projects serving the world scientific
community. Included in this community are NASA, federal, state, academic and foreign investigators.
Data gathered by the DC-8 at flight altitude and by remote sensing have been used for scientific studies in
archaeology, ecology, geography, hydrology, meteorology, oceanography, volcanology, atmospheric
chemistry, soil science and biology.
Missions
The DC-8 flies three primary types of missions: sensor development, satellite sensor verification and
basic research studies of the Earth's surface and atmosphere.
ER-2: High Altitude Airborne Science Program
Project Summary
NASA is using two ER-2 Airborne Science aircraft as
flying laboratories. The aircraft, based at NASA's Dryden
Flight Research Center, Edwards, Calif., collect information
about our surroundings, including Earth resources, celestial
observations, atmospheric chemistry and dynamics, and
oceanic processes. The aircraft also are used for electronic
sensor research and development, satellite calibration, and
satellite data validation.
Helios Prototype: The forerunner of 21st century solar-powered "atmospheric satellites"
Project Summary
The Helios Prototype is a remotely piloted flying
wing aircraft developed under NASA's
Environmental Research Aircraft and Sensor
Technology (ERAST) project. The two primary
goals of the Helios Prototype development are to
demonstrate sustained flight at an altitude near
100,000 feet and flying non-stop for at least 24
hours, including at least 14 hours above 50,000
feet.
In 2001, the Helios Prototype achieved the first of the two goals by reaching an unofficial world-record
altitude of 96,863 feet and sustaining flight above 96,000 feet for more than 40 minutes during a test
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flight near Hawaii. The aircraft is undergoing modifications and upgrades to enable it to accomplish the
flight endurance milestone, presently planned for late summer, 2003.
The operational and technical ability to reach these two goals is critical for NASA's ERAST project.
Through ERAST, many new propulsion, materials, control, instrumentation, and sensor technologies are
being pioneered which could enable the development of a fleet of high-flying uninhabited aircraft that
could conduct a wide variety of Earth and atmospheric science missions. Flying autonomously with
mission-oriented payloads and instrumentation, these ultra-high flyers could carry out storm tracking
studies, atmospheric sampling, spectral imaging for agricultural and natural resources monitoring,
pipeline monitoring and also serve as relay platforms for telecommunications systems.
Developed by AeroVironment, Inc., of Monrovia, California, with the assistance of NASA's Dryden
Flight Research Center, the Helios Prototype is one of several remotely piloted aircraft that have been
involved in NASA's ERAST project. It is an enlarged version of the Centurion flying wing, flown at
Dryden in late 1998 to verify the handling qualities and performance of a lightweight all-wing aircraft of
more than 200-foot wingspan. It was renamed the Helios Prototype to reflect its role as a forerunner of the
eventual Helios production aircraft, which will be designed to fly continuously for up to six months at a
time on science and commercial missions.
F-15B Aerodynamic Fli2ht Facility
Project Summary
NASA's Dryden Flight Research Center, Edwards, Calif., uses a modified F-15B aircraft as a testbed for a
variety of flight research experiments. Coupled with either its Flight Test Fixture or Propulsion Flight
Test Fixture mounted under-neath the aircraft, the F-15B Research Testbed aircraft provides a unique
flight research capability.
Dryden's modified F-15B (above), which has been outfitted
with a Dryden-developed flight test fixture , serves as an
ideal testbed for a variety offlight research experiments.
Aircraft Description
Bearing NASA tail number 836, the F-15B is about 64 feet
long and has a wingspan of just under 43 feet. It is powered
by two Pratt and Whitney F100-PW-100 turbofan engines
which can produce almost 24,000 pounds of thrust each in
full afterburner. It is capable of dash speeds of Mach 2.3, or 2.3 times the speed of sound, at altitudes of
40,000 to 60,000 feet. With the Flight Test Fixture mounted beneath the fuselage in place of the standard
external fuel tank, speeds are limited to Mach 2.0. The aircraft has a full-fuel takeoff weight of about
42,000 pounds and a landing weight of about 32,000 pounds. It has aerial refueling capability for
extended-duration research missions.
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Flight Test Fixture 11
The F-15B carries a test fixture to help conduct aerodynamic
research experiments. The fixture, known as Flight Test
Fixture II, is a fin-like structure mounted on the centerline of
the aircraft's lower fuselage. Built primarily of carbon/epoxy
materials, the fixture is in two sections: an upper avionics
pylon and a lower test article. The avionics pylon is a
permanent structure housing avionics, research
instrumentation and other support equipment. Individual
experiments are mounted on the lower section for flight
testing. When needed, a removable air data probe is installed
near the bottom of the test article's nose. Since the lower section is removable, it may be replaced by other
aerodynamic shapes for specific experiments. The fixture is 107 inches long, 32 inches high and eight
inches wide.
Propulsion Flight Test Fixture
A Propulsion Flight Test Fixture (PFTF) allows the aircraft to carry and test advanced prototype engines
and propulsion technology. The PFTF, which contains fuel tanks and instrumentation for experimental
engines, is a "flying engine test stand," allowing actual flight data on experimental engines that would
otherwise be gleaned from traditional ground test stands. A critical component of the PFTF is called the
force balance, a device consisting of two instrumented attachment points below the PFTF for attaching
small test engines. The force balance instrumentation can measure just about everything on an
experimental engine: test engine thrust, inlet drag, and aerodynamic movement.
Intelligent Flight Control Missions Resume At Nasa Dryden
Researchers at NASA's Dryden Flight Research Center, Edwards, Calif., and
Ames Research Center, Moffett Field, Calif., have begun a series of validation
flights for a revolutionary flight control system that could enable future aircraft
suffering major system failures or combat damage to be flown to a safe,
controlled landing.
The Intelligent Flight Control System (IFCS) research, aboard a highly-modified F-15B, focuses on
development of "self-learning" neural network software for aircraft flight control computers. In its final
form, the software would compare data from how the aircraft and its systems are operating with a
database of how it would normally operate, and automatically adjust the flight controls to compensate for
any damaged or inoperative control surfaces or systems.
The first of three objectives for this series of flights is to "validate the function of the new research
computer - the Airborne Research Test System (ARTS) II computer," said John Carter, Dryden's IFCS
project manager. This computer is being flown with a pre-trained neural net to verify that the non-
learning parts of this system are functioning correctly. The ARTS II computer was designed and
fabricated by the Institute for Scientific Research (ISR) in Fairmont, W.Va.
For the second objective, the project's chief engineer John Bosworth said, "We are going to attempt to
determine the best maneuvers for on-line parameter identification - the aerodynamic data, stability and
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control, and handling qualities. In addition, for the third objective, we will be performing handling
qualities studies with the non-learning system for comparison to the learning system in order to get more
baseline data to compare with simulation and aerodynamic models."
"We are excited about the progress of the entire NASA/Boeing/ISR team," said Joe Totah, manager of the
NeuroEngineering Lab at NASA Ames. "All of the participants play a critical role, ranging from the
development of neural network algorithms sponsored by the Computing, Information, and
Communication Technology Program, to the flight validation phases sponsored by the Vehicle Systems
Program."
The F-15B, tail number 837, formerly flew in the Advanced Control Technology for Integrated Vehicles
(ACTIVE) project at Dryden from 1995 through 1999. The aircraft, distinctive for its inlet-mounted
canard surfaces ahead of the wings and its brilliant red, white and blue paint design, flew the initial IFCS
research missions using a pre-trained, non-learning version of the software in the spring of 1999.
X-43A
Project Summary
Hyper-X, NASA's multi-year hypersonic flight research program, seeks to overcome one of the greatest
aeronautical research challenges - air-breathing hypersonic flight. Far outpacing contemporary aircraft of
supersonic capability, three X-43A vehicles will fly at speeds of Mach 7 and 10. Ultimately, the
revolutionary technologies exposed by the Hyper-X Program promise to increase payload capacities and
reduce costs for future air and space vehicles.
MicroCraft, Inc. of Tullahoma, Tenn., is the industry partner X-43A Vehicle
chosen by NASA to construct the X-43 vehicles. The contract L...hirfvl,
award announcement occurred on March 24, 1997, with eigh- ,m.r.. TpVW
construction of the vehicles beginning soon thereafter. Orbital
Sciences Corporation's Launch Vehicles Division in Chandler,
Ariz. will construct the Hyper-X launch vehicles.
The Hyper-X Phase I program -- an agency-wide effort to
address one of the greatest aeronautical research challenges -- UN V Wam.W
is conducted jointly by Dryden and Langley. Program
management hopes to demonstrate technology that could
ultimately be applied in vehicle types from hypersonic aircraft to reusable space launchers. Each of the
vehicles is 12 feet long with a span of about five feet.
Background
One of the primary goals of NASA's Aeronautics Enterprise, as delineated in the NASA Strategic Plan,
specifies the development and demonstration of technologies for air-breathing hypersonic flight. Since the
cancellation of the National Aerospace Plane (NASP) program in November 1994, the United States has
not had a cohesive hypersonic technology development program, so the time is right for a new "better,
faster, cheaper" program. Hyper-X captures National Aerospace Plane technology, quickly moving it
forward to the next step, which is demonstration of hypersonic airbreathing propulsion in flight.
Project Objectives
The goal of the Hyper-X program is to flight validate key propulsion and related technologies for air-
breathing hypersonic aircraft. The first X-43 is scheduled to fly at Mach 7. This is far faster than any air-
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breathing aircraft have ever flown. The world's fastest air-breathing aircraft, the SR-7 1, cruises slightly
above Mach 3. The highest speed attained by NASA's rocket-powered X-15 was Mach 6.7, back in 1967.
X-45 UCAV
Overview
The Unmanned Combat Air Vehicle (UCAV) System
Demonstration Program is a joint DARPA/Air
Force/Boeing effort to demonstrate the technical feasibility
for a UCAV system to conduct various strike missions
within the emerging global command and control
architecture. The demonstrations within the program will
provide the information necessary to enable decision-
makers to determine whether it is technically and fiscally
prudent to continue effects-based development of a UCAV
to perform its proposed missions. The Dryden Flight
Research Center role in the UCAV program has been to
provide technical expertise and hanger space for the UCAV
X-45A under a 1999 agreement with DARPA and The Boeing Company. The X-45A is the first of two
UCAV demonstration versions that will be used in advance of fielding operational systems around 2008.
Project Goals
The project's goal is to demonstrate that a highly autonomous aircraft can be used for suppressing enemy
air defenses or in a strike role. Dryden's participation in the UCAV System Demonstration Program is to
support the DARPA/Boeing team in the design, development, integration, and demonstration of the
critical technologies, processes, and system attributes leading to a UCAV Operational System. Initially,
Dryden will support events in the X-45A demonstrator system in demonstration Blocks one through three
which includes analysis, component development, simulations, ground tests and flight tests.
F-15 ACTIVE
Program Goal
In cooperation with Boeing, Pratt & Whitney and the
U.S. Air Force, NASA is maturing thrust vectoring
technology so as to enable flight critical propulsion
system integration into the flight control system. This
technology will provide lower life cycle cost,
simplified manufacturing, higher reliability, enhanced
performance and safety, as well as lower observability
for future fighter and transport aircraft.
Projects Objectives:
Characterize and mature thrust vectoring technology.
Evaluate thrust vectoring performance when integrated into the flight control system.
Demonstrate a generic, real-time adaptive, performance optimization algorithm.
Mature thrust vectoring to the level of a primary flight critical control .
54
F-16XL Laminar Flow Research Aircraft
NASA's single-seat F-16XL flies over the Sierra Nevada
Mountains of CA. NASA photo EC94-42885-1.
Project Summary
Two F-16XL aircraft were used by the Dryden Flight
Research Center, Edwards, CA, in a NASA-wide program to
improve laminar airflow on aircraft flying at sustained
supersonic speeds. It was the first program to look at laminar
flow on swept wings at speeds representative of those at
which a high speed civil transport might fly.
Technological data from the program will be available for the development of future high-speed aircraft,
including commercial transports. As such, it supported the NASA Office of Aero-Space Technology's
goal of reducing travel time to Asia and Europe by 50 percent within 20 years.
The initial research phase of the program at Dryden was flown in a single-seat F-16XL-1. This aircraft
was later used at Dryden in a sonic boom research project with the SR-71 and in a Cranked-Arrow Wing
Aerodynamics Project (CAWAP) to test boundary layer pressures and distribution. In 1997 Dryden
replaced the aircraft's analog flight control system with a digital system and planned to use the aircraft as
a testbed for autonomous systems to be employed in spacecraft.
The aircraft at Dryden subsequently used for the supersonic laminar flow program was the two-seat F-
16XL-2, identical to its sistership except for the cockpit configuration.
The two aircraft are the only F-16XL's built and were used by NASA because the unique delta wing
design is representative of the type of wing that will probably be used on future supersonic cruise aircraft.
Project Background
A certain amount of air turbulence occurs on the surface of most aircraft wings, regardless of the shape
and sizeof the wing. As air moves across an airfoil, it is changed by the frictional force between it and the
airfoil's surface from a laminar (smooth) flow at the forward area to a more turbulent flow toward the
trailing edge. The 'perfect" wing would demonstrate laminar airflow across the entire surface of the wing,
with no sign of turbulence. This turbulence affects flying performance by increasing aerodynamic drag
and fuel consumption.
Research by NASA to improve laminar flow dates back to around 1930 when NASA's predecessor
organization, the National Advisory Committee for Aeronautics (NACA), photographed airflow
turbulence in the variable density tunnel at its Langley Research Center in Hampton, VA. Smoke was
ejected into the air stream and photographed as it showed visual signs of turbulence (disturbed rather than
streamlined flow) on the upper wing surfaces. Early research such as this led to the eventual elimination
of protruding rivet heads and other construction and design features that could create turbulence on high-
speed aircraft.
Much laminar flow research is carried out with two basic types of experimental devices - active and
passive - that are attached to the research aircraft's wing. These devices are commonly called "gloves."
Active test sections contain tiny holes or slots through which most of the turbulent layer of air is siphoned
off by an internal suction system built into the wing. This decreases drag and enhances aerodynamic lift
by either eliminating the turbulent airflow or reducing its effect.
Passive experimental devices also attach to or become a part of the research aircraft's wing, but do not use
a suction system to remove the turbulent air. Through careful contouring of the wing's surface, some
laminar flow can be achieved naturally.
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F-18 High Angle-of-Attack (Alpha) Research Vehicle
The F-18 HARV inflight (NASA photo EC91 495-15).
Project Summary
NASA's Dryden Flight Research Center, Edwards, Calif.,
used an F-18 Hornet fighter aircraft as its High Angle-of-
Attack (Alpha) Research Vehicle (HARV) in a three-phased
flight research program lasting from April 1987 until
September 1996. The aircraft completed 385 research flights
and demonstrated stabilized flight at angles of attack between
65 and 70 degrees using thrust vectoring vanes, a research
flight control system, and (eventually) forebody strakes (hinged structures on the forward side of the
fuselage to provide control by interacting with vortices, generated at high angles of attack, to create side
forces).
This combination of technologies provided carefree handling of a fighter aircraft in a part of the flight
regime that was otherwise very dangerous. Flight research with the HARV increased our understanding of
flight at high angles of attack, enabling designers of U.S. fighter aircraft to design airplanes that will fly
safely in portions of the flight envelope that pilots previously had to avoid.
Background
Angle of attack (alpha) is an aeronautical term that describes the angle of an aircraft's body and wings
relative to its actual flight path. During maneuvers, pilots often fly at extreme angles of attack with the
nose pitched up while the aircraft continues in its original direction. This can lead to conditions in which
the airflow becomes separated over large regions of the lifting surfaces (airfoils). This can result in
insufficient lift to maintain altitude or control of the aircraft and a corresponding increase in drag a
condition known as stall. (In an ideal situation, the airflow would remain attached to the airfoil surface
from leading to trailing edge; this would reduce the drag that impedes the movement of the airfoil through
the atmosphere. When the airflow separates from the surface, this increases the drag and can lead to a
stall.)
About 1985, NASA began a formal program to explore and understand aircraft flight at high angles of
attack, although the agency has always been interested the subject. NASA's Langley Research Center in
Hampton, Virginia, managed this High Angle-of-Attack Technology Program (HATP) in partnership with
Ames Research Center at Moffett Field, California; Dryden Flight Research Center (a name it regained in
1994); and Lewis Research Center in Cleveland, Ohio. Besides managing the program, Langley
performed subscale wind-tunnel testing, advanced control law synthesis, and computational fluid
dynamics (CFD use of computers to predict aerodynamic behavior). Ames contributed further CFD work
and its 80- by 120-foot wind tunnel. Lewis worked on inlet and engine integration. Dryden performed the
flight research. Other partners came from industry, academia, and the Department of Defense (U.S. Navy,
U.S. Air Force, and U.S. Marine Corps) plus some NATO participants. Between 1990 and 1996, NASA
was the host for conferences every two years dealing with high angle-of-attack research and technology.
The NASA HATP has produced technical data from actual flight at high angles of attack to validate
computer codes (CFD) and wind tunnel research. Successful validation of these data has given engineers
and aircraft designers a better understanding of aerodynamics, effectiveness of flight controls, and airflow
phenomena at high angles of attack. Motivated by the tactical advantages of enhanced high angle-of-
attack agility and maneuverability, they have used this understanding to design features providing better
control and maneuverability in future high performance aircraft that will make them safer to fly. This is
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partially exemplified in designs already implemented in the F-22 Advanced Tactical Fighter and
prototypes of the Joint Strike Fighter. Thrust vectoring research has also continued at Dryden with the
Enhanced Fighter Maneuverability X-31 and the F-15 Advanced Controls Technology for Integrated
Vehicles (ACTIVE) research aircraft. These research efforts are already leading to revolutionary
technological leaps in design tools and to increased confidence resulting from actually flying
experimental aircraft at high angles of attack or under supersonic cruise conditions.
Diagram of strake creating a side
force (yawing moment). e
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high angles of attack. The S ^-^
program has placed particular a1cII
emphasis on the areas of aerodynamics, propulsion, control law research, and handling qualities.
To this end, program personnel determined that full-scale flight research was essential to address
the inherent shortcomings of subscale model testing in wind tunnels and CFD. The aircraft
NASA selected for a large part of this flight research was a McDonnell Douglas F-18, which
became known as the F- 18 HARV after it was rebuilt and modified for HATP. The F- 18 was an
exceptionally fine high angle-of-attack aircraft in its production form. It had no angle-of-attack
restrictions at normal center-of-gravity positions. It was this characteristic that made it NASA's
choice as a research vehicle.
F/A-18 Systems Research Aircraft
Project Background
The SRA project helps ensure that new aerospace concepts
are transferred quickly to the U.S. aerospace industry so
they can be applied to technologies for commercial and
military aircraft and space vehicles. Key technologies
investigated aboard the F/A-18 SRA include advanced
power-by-wire concepts and fly-by-light (fiber optic cable)
systems, as well as electric-powered actuators and advanced
flight-control computer software. In the past, pilots controlled aircraft through direct force. As engine
power and speeds increased, more force was needed, and hydraulically boosted control, governed by
flight-control computers, emerged. Power-by-wire, fly-by-light systems and electric-powered actuators
aim to eliminate cumbersome hydraulic cables in favor of more versatile wires and fiber-optic cables.
Future aircraft that will benefit from research aboard the SRA are the high-speed civil transport next-
generation general aviation and military aircraft. In addition, the program is developing advanced flight-
test techniques that will be used on future aircraft.
Introduction
The primary goal of the SRA program is to identify and flight-test the newest and most advanced
technologies beneficial to subsonic, supersonic (faster than the speed of sound), hypersonic (more than
five times the speed of sound) and space applications. The SRA facility allows government and industry
57
to focus the integration, ground test and flight validation of breakthrough technologies. The ability to
flight-test new technologies can eliminate perceived and real technical barriers. The systems testbed
approach used by the SRA facility lowers development cost, decreases the time needed to develop new
technologies and focuses research efforts. The program fulfills several goals of NASA Aeronautics and
Space Transportation Technology, including increased aviation safety, improved environmental
compatibility and cheaper access to space.
LASRE Project
Project Summary
Linear Aerospike experiment takes flight. A NASA SR-71
successfully completed its first flight as part of the
NASA/Rocketdyne/Lockheed Martin Linear Aerospike SR-
71 Experiment (LASRE) Oct. 31, 1997, at NASA's Dryden
Flight Research Center, Edwards, Calif. The goal of the
first flight was to evaluate the aerodynamic characteristics
and the handling of the SR-7 1/linear aerospike experiment
configuration. The aerospike engine was not fired during
the flight. (NASA photo EC97-44295-99)
The LASRE project concluded its flight operations phase in
November 1998. The goal of the experiment was to provide
in-flight data to help Lockheed Martin validate the computational predictive tools it has been using to
determine the aerodynamic performance of a future potential reusable launch vehicle.
LASRE included a 20-percent-scale, half-span model of the X-33 (minus the fins) that was rotated 90
degrees and equipped with eight thrust cells of an aerospike engine. The experiment, mounted on the back
of an SR-71 aircraft, simulated the operation of the X-33. The experiment focused on determining how a
reusable launch vehicle's engine plume would affect the aerodynamics of its lifting-body shape at specific
altitudes and at speeds reaching approximately 750 miles per hour. The interaction of the aerodynamic
flow with the engine plume could create drag; design refinements looked to minimize that interaction.
During the flight research program, the aircraft completed seven research flights from NASA's Dryden
Flight Research Center, Edwards, Calif. Two initial flights were used to determine the aerodynamic
characteristics of the LASRE apparatus on the back of the aircraft. The first of those two flights occurred
Oct. 31, 1997. The SR-71 took off at 8:31 a.m. PST. The aircraft flew for one hour and 50 minutes,
reaching a maximum speed of Mach 1.2 and a maximum altitude of 33,000 feet before landing at
Edwards at 10:21 a.m. PST, successfully validating the SR-71/pod configuration.
Five follow-on flights focused on the experiment; two were used to cycle gaseous helium and liquid
nitrogen through the experiment to check its plumbing system for leaks and to check engine operation
characteristics.
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SR-71 with aerospike experiment.
During three more flights in the spring and summer of
1998, liquid oxygen was cycled through the engine. In
addition, two engine hot firings were conducted on the
ground. A final hot-fire flight test did not take place due to
the liquid oxygen leaks in the test apparatus. The ground
firings and the airborne cryogenic gas flow tests provided
enough information to predict the hot gas effects of an
aerospike engine firing during flight.
X-40A
Project Update
NASA's X-40A, a prototype of a space-return aircraft, successfully
completed its seventh and final test flight on May 17, 2001, gathering
information and clearing the way for future flights of its larger brother,
the X-37. The unpiloted X-40A, an 85% scale model of the X-37, 22 feet
long and about 26-hundred pounds, was released from an Army
helicopter above NASA's Dryden Flight Research Center, Edwards, CA.
The series of two-minute descents provided valuable information for
development and testing of the full-scale X-37 orbital and re-entry vehicle. The X-37 experimental space
plane is designed to demonstrate technologies in the orbital and reentry environments for next-generation
reusable launch vehicles that should increase both safety and reliability, while reducing costs by ten-fold.
Guidance, navigation and control systems of the smaller X-40A are similar to those planned for the X-37.
They were tested through complex maneuvers such as pitch, roll and yaw adjustments when the nose is
raised, rotated and moved side to side during flight. The vehicle was also released off-centerline, not
directly over the landing site, testing the flight computer's ability to maneuver the vehicle to a straight
approach towards the landing site.
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Appendix B
PROJECT DATA
Staff Budget CS/Contract Staff Budget Skill
Level Level Mix Stability Stability Level
SPACE SHUTTLE 80 100 30 100 100 100
X-38 75 80 75 80 80 95
XACT 60 70 30 50 60 90
X-43 80 90 70 100 100 100
X-33 100 100 100 100 100 100
X-34 100 80 80 100 100 90
UCAV 50 90 50 60 90 60
DC -8 80 100 80 80 100 100
ER-2 80 100 80 80 100 100
X-37 60 60 80 80 80 80
X-40 100 100 100 100 100 90
REVCON 20 100 60 100 100 75
AAW 40 40 60 60 60 75
ERAST 30 100 30 100 100 50
SRA 80 70 100 70 70 50
F-1 5B 80 70 100 70 70 60
LASRE 100 100 70 100 100 100
AFF 75 75 80 75 75 75
HARV 80 90 90 90 90 100
BWB 60 60 70 80 70 70
INTEGRATED VEH HEALTH MGT 40 40 60 50 50 50
IFCS/F-15 20 60 40 40 70 30
ACTIVE 70 70 50 60 80 70
F-1 6XL Supersonic Laminar Flow 70 80 80 80 80 80
Aviation Safety 30 40 40 40 50 30
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Use of Customer
Core Role Need Technical Technical Safety
Capabilities Level Level Gain Risk Risk
SPACE SHUTTLE 20 50 100 20 20 30
X-38 50 60 90 70 60 30
XACT 70 80 85 60 50 50
X-43 60 80 100 90 100 80
X-33 80 60 60 100 100 80
X-34 100 100 100 90 90 90
UCAV 30 30 30 68 80 75
DC -8 40 80 100 40 30 30
ER-2 40 80 100 40 30 30
X-37 50 50 70 40 40 30
X-40 50 50 40 40 40 30
REVCON 100 100 100 60 60 20
AAW 80 100 100 60 60 30
ERAST 40 50 50 85 70 40
SRA 50 55 100 30 60 30
F-15B 40 50 100 30 65 30
LASRE 80 75 75 70 70 70
AFF 90 80 80 50 40 30
HARV 100 100 100 70 80 70
BWB 60 80 80 70 60 60
INTEGRATED VEH HEALTH MGT 50 60 50 40 30 30
_FCS/F-_15 40 40 40 30 30 30
ACTIVE 60 60 40 75 40 30
F-1 6XL Supersonic Laminar Flow 70 70 90 60 60 20
Aviation Safety 40 40 30 30 30 20
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