In this paper we revisit some quadrature methods for highly oscillatory integrals of the form
Introduction
The problem of evaluating oscillatory integrals arises in many applications and forms one of the main classes of integrals for which conventional methods, such as Gaussian or Clenshaw-Curtis quadratures, are inadequate. The integrands of interest to us are the ones which typically appear in the finite Fourier transform
The evaluation of (1) is a problem that occurs frequently throughout the applied sciences. The availability of efficient highly oscillatory quadrature rules for (1) is e.g. essential to a number of recent methods for highly oscillatory differential equations (see [5, 13, 14, 21] ) or in the implementation of boundary integral equation methods in high-frequency scattering [6] . Note that studying (1) When the frequency parameter ω in (1) is large, the integrand is highly oscillatory. In this case, a prohibitively large number of quadrature nodes is needed if one uses a quadrature rule based on polynomial interpolation of the integrand such as the standard Gaussian quadrature rule
where c 1 , . . . , c ν ∈ [−1, 1] are distinct nodes, and b 1 , . . . , b ν are interpolatory weights. If the nodes are selected as the zeros of the Legendre polynomial of degree ν, then the quadrature rule (3) is of the order 2ν. By its very construction, the Gauss-Legendre rule is exact if the integrand is a polynomial of degree 2ν − 1. However, if the integrand oscillates rapidly, and unless we use a huge number of function evaluations, the polynomial interpolation underlying the classical Gauss rule is useless. This is illustrated in Figure 1 . We have computed 
by Gaussian quadrature with different numbers of nodes. The figure displays the absolute value of the error as a function of the frequency ω. For small ω the standard Gaussian quadrature rules do fine, but for larger ω high oscillation sets in soon and the error hardly reduces when the number of quadrature points increases.
The accuracy of the approximation (3) can be greatly improved by making the weights b l and quadrature nodes c l ω-dependent. In fact, methods can be constructed which have a performance that drastically improves as the frequency grows. A first class of such methods tuned to oscillatory integrands is formed by applying a technique called exponential fitting (EF) to the Gauss rules (see [19] ). The Filon-type rules form a second class of quadrature rules with frequency dependent nodes. These rules are based on replacing f (x) with an interpolating polynomial. The paper [15] analysed some particular types of the Filon approach and in [17] it was shown that the asymptotic rate of decay of the error with increasing frequency can be improved by also interpolating the derivatives of f at the endpoints of the interval. Alternatively, derivatives can be avoided by allowing the interpolation nodes to approach the endpoints as ω increases, see [16] .
In sections 2 and 3 we give the basic ideas of the exponential fitted Gauss methods and the Filon methods. In section 4 the connection between the two classes of methods is illustrated by considering the construction of some numerical schemes with different numbers of quadrature nodes. We show how to form quadrature rules which combine the strengths from both the EF and the Filon technique. They have optimal asymptotic behaviour and reduce to the classical Gauss methods for small frequencies ω, while avoiding the iterative process which is needed to compute the EF nodes. In literature [16, 17, 4, 10] , much attention has been devoted to the improvement of the asymptotic convergence rates of Filon-type methods but little has been written on how to exploit the high asymtotic orders in a practical implementation of the schemes. In fact, these methods are often not very well suited to be implemented in a ready-to-use computer code where an adaptive procedure is used to reach a user-requested accuracy. Moreover, numerical difficulties appear, putting a 'practical' limit on the highest asymptotic order achievable. In section 5, we examine the addition of Chebyshev nodes to the methods of section 4. This allows us to form practical schemes which are well suited to be applied in an adaptive procedure and thus in an automatic software package.
Exponentially fitted Gauss rules
A first approach towards the determination of ω dependent parameters for the Gauss quadrature rule consists in the use of the exponential fitting techniques of Ixaru et al. [18, 19, 20, 27] . Where a classical approximation formula is designed to be exact for polynomials of low degree, an exponentially fitted method is designed to be exact when the integrand is some suitably chosen combination of exponential functions, perhaps with polynomial terms, or products of polynomials and exponentials.
In [27] , a variety of exponentially fitted Gaussian rules was discussed. The authors discuss the construction of a ν-point quadrature formula
where l(x) shows an oscillatory behaviour with frequency ω. The functional
is considered, where a = [c 1 , c 2 , . . . , c ν , w 1 , w 2 , . . . , w ν ] is a vector of 2ν unknowns which can all depend on ω. To make the connection with the problem (5) x = 0, h = 1 will be taken. The following (reference) set of functions ℓ(x) is considered:
where K + 2(P + 1) + 1 = 2ν. The reference set for a ν-point rule is thus characterized by two integers: K and P . The parameter P is called the level of tuning. The set in which there is no exponential fitting component, corresponding to a traditional Gauss method is identified by P = −1, while the set in which there is no purely polynomial component is identified by P = ν − 1. As explained in [18] , one can either consider the set of power functions (6) or the exponential fitting set (7) and compute L for each of these functions. The parameters in a can then be fixed by imposing the condition that as many terms as possible in the expressions for L vanish. The set of functions as shown in (7) covers both the oscillatory and the exponential case, but since we consider only oscillatory integrals here, we takeω = iω. In [27] it was shown that the pure exponentially fitted case (P = ν −1) forms the best option for highly oscillatory integrals. When symmetric weights and antisymmetric abscissae are assumed, the following system needs to be solved to construct a pure EF rule:
with
) To find the solution to the system (8) an iteration procedure is used. As reported in [18] some ill conditioning issues appear for large ω. Figure 2 shows the nodes and weights for some EF-schemes. All EF rules reduce to the classical ν-point Gauss-Legendre method in the limiting case ω = 0 and consequently have a similar error behaviour for small ω. In [3] , it was shown that for larger ω, the quadrature error decays like ων −ν , withν = ⌊(ν − 1)/2⌋ as ω → ∞. In particular for ν = 1 the error decays as ω −1 , for ν = 2, 3 we have an ω −2 error, but for ν = 4, 5 we have an even faster decay rate of ω −3 . 
Filon-type methods
A method which recently gained popularity in the context of highly oscillatory quadrature is the Filon method, based on an idea originally due to Filon [9] . Where classical Gauss quadrature interpolates the whole integrand f (x)e iωx at distinct nodes c 1 < c 2 < · · · < c ν in [−1, 1] by a polynomial p of degree ν − 1 and defines the approximation as the exact evaluation of the result, we now interpolate only the function f (x) at c 1 , . . . , c ν by a polynomialf (x) and define the Filon approximation as the exact evaluation of this result, i.e.
where
e iωx dx and ℓ l is the lth cardinal polynomial of Lagrangian interpolation.
For small ω, the Filon-type method has the same 'classical' order as the corresponding traditional Gauss method with the same quadrature nodes c 1 < c 2 < · · · < c ν (see [15] ). For an increased frequency ω, a Filon-type method typically results in smaller errors and this behaviour is enhanced once the endpoints are included among the quadrature nodes. This behaviour can be explained using the asymptotic expansion of the integral considered. As shown in [16, 17] , an explicit asymptotic expansion of
can be derived by repeated integration by parts:
If we define (as in [16] ) v =f − f and use (11), we have
When c 1 = −1 and c ν = 1, it follows from interpolation conditions that
. It is clear, however, from (11) that the asymptotic estimate can be further improved by letting the interpolating polynomialf depend on derivatives of f . This method was proposed in [17] . Instead of Lagrange interpolation, Hermite interpolation is then used. In this case Q
e. an 'asymptotic order' p + 1 can be reached where p is the number of derivatives at the endpoints:
The same arbitrarily high asymptotic order can also be achieved without computation of derivatives (which is often expensive) but by allowing the interpolation points to depend on ω, as noted in [16] . Instead of derivatives, finite difference approximations are then used, with spacing inversely proportional to the frequency leading to a new family of Filon-type methods, called the adaptive Filon-type method. We will see in further sections that there is a close connection between (pure) EF methods and adaptive Filon methods, both using ω dependent interpolation nodes to reach an optimal asymptotic error for a particular number of nodes ν. A pure EF scheme with ν nodes is exact for f (x) = 1, x, x 2 , . . . , x ν−1 . This means that we can see the application of an EF scheme to a problem of the form (1) as a specific Filon-type method. That is, EF involves the replacement of f byf , a specific polynomial of degree ν − 1 through the EF nodes and the computation of the analytic solution of this approximating integral. We will exploit this connection between the two approaches to construct methods which share the property of optimal behaviour for both small and large ω values with the EF rules, while avoiding the need for iteration or the ill-conditioning issues when computing the frequency dependent nodes.
Note that, like the EF rules, the computation of the Filon approximation is based on the ability to compute the moments
For this particular oscillator, the moments can be computed in closed form, either through integration by parts or by the identity
where Γ is the incomplete Gamma function.
4 Numerical schemes
Methods with ν = 1 quadrature nodes
We use the approaches discussed in the previous sections to construct one-node quadrature rules for the problem
We will be able to conclude that only one ν = 1 scheme is suitable for the integration of (14) when the integrand is highly-oscillatory. For reasons of symmetry we choose the quadrature node in the middle of the integration interval (c 1 = 0) and we will see that this forms indeed the best choice. The EF quadrature rule with one quadrature node c 1 = 0, is exact for the integrand exp(iωx), which means that the relation
exp(iωx)dx−w 1 exp(0) = 0 should be satisfied. This gives us the weight w 1 = 2 sin(ω)/ω and the second order EF rule for our problem is
Applying a one-node Filon-type rule consists in replacing f (x) in I[f ] by a constantf and using the exact integral I[f ] as approximation for I[f ]. If f = f (0), the Filon-type method is exactly the same as the EF scheme (15)
In Figure 3 we display the error for the problem 
Methods with ν = 2 quadrature nodes
For the EF method, we assume antisymmetric quadrature nodes and symmetric weights, i.e. we take c 1 = −c 2 ∈ [−1, 1] and w 1 = w 2 . The two equations
lead to the following relations for w 2 and c 2 :
As described in [27] , the system (16)- (17) allows us to obtain suitable values for c 2 en w 2 for a particular ω. The EF method then takes the form
If cos(ωc 2 ) = 0 then we know from (16) that w 2 = sin ω/(ω cos(ωc 2 )). Substituting this into the second relation gives 
, the bottom the normalised error ωE [EF ] .
which allows us to compute c 2 for a given ω value. There is however no unique solution to this equation. As shown in [27] , the best option is to use the socalled classical solution curve which passes through the Legendre point 1/ √ 3. This curve is shown in Figure 2 . One observes that the curve for c 2 starts off at the Legendre node for ω = 0 and tends to 1 for ω → ∞, the weight w 2 on the other hand decreases to zero for large ω. As described in [18] , c 2 and w 2 can be computed from the system (16)-(17) using a Newton iteration process. As reported earlier, there are however some ill-conditioning problems. Figure 4 shows G(x 2 ) = (sin ω − ω cos ω) cos(ωx 2 ) − ωx 2 sin ω sin(ωx 2 ) (i.e. the left-hand side of eq. (18)) for three different values of ω. It is clear that G(x 2 ) vanishes for several x 2 values. From the asymptotic expansion (11), we know that for large frequencies the most important piece of information is situated around the endpoints. The "optimal" c 2 value is, consequently, the root of G(x 2 ) closest to the endpoint 1 (this corresponds to the classical solution curve) . The oscillatory character of G(x 2 ) increases however with ω and it is easy to see intuitively that this root is more difficult to locate for high ω. This rootfinding process is avoided when using a Filon approach.
A Filon method replaces f by a first degree polynomial. Consequently the Filon method will be exact for f (x) = 1 and f (x) = x, that is for F (x) = exp(iωx) and F (x) = x exp(iωx), but also for F (x) = exp(−iωx) and F (x) = x exp(−iωx). There is thus a close connection with the EF rule. Indeed the Filon-method and the EF rule coincide when both schemes use the same quadra- ture nodes, i.e. the nodes given by the EF-relations (16)- (17) . However, a Filon method can also take other quadrature points, i.e. a different first degree polynomial approximation for f . Standard choices are Legendre nodes or Lobatto nodes. The Legendre nodes lead to a method of classical order 4 and asymptotic order 1 and the Filon-Lobatto method has classical order 2 and asymptotic order 2. The ω dependent nodes from the EF scheme, starting at the Legendre nodes and tending to the Lobatto nodes for large ω, allow to combine the strengths from both, leading to a method with classical order 4 and asymptotic order 2 (see Figure 6 ). Since the EF nodes can be difficult and expensive to compute for larger ω, we investigate if other frequency dependent nodes can be used to construct Filon-type methods with the same or even better properties. The nodes are in fact parameters which can be chosen in such a way that the Filon error (both for small and large ω values) is optimalised. We constructed a (new) adaptive Filon method with interpolation points which take the form of the Legendre interpolation pointsc 1 = −1/ √ 3,c 2 = 1/ √ 3 for ω → 0 and tend to the endpoints of the integration interval for ω ≫ 1. A good error behaviour for small frequencies and an ω −2 asymptotic behaviour can be combined when the nodes c 1 (ω) and c 2 (ω) remain close to the Legendre nodesc 1 andc 2 for smaller frequencies and have an ω −1 attraction towards the endpoints −1 and 1 for large ω values. The EF nodes satisfy these requirements.
We use the S-shaped function S(ω; r; 1) which is centred around r = 2π to construct a suitable curve for the c 1 and c 2 nodes:
The interpolation point c 2 (ω) is shown in Figure 5 . The point r = 2π is approximately where the ω −1 decrease to the endpoints starts in the curves for the EF nodes. Results for this adaptive Filon method Q F −A 2 are shown in Figure 6 . The choice (19) for the nodes of the adaptive Filon method can also be motivated theoretically. Using the asymptotic expansion (11) one can show that when one assumes that the quadrature nodes satisfy the relation c 2 = −c 1 , c 2 needs to behave asymptotically as 1 + λω −p , p ≥ 1 where λ is independent with three quadrature nodes of ω, in order to have asymptotic order 2. Let us define v =f − f and use the expansion (11) to obtain an asymptotic expression for the error of the Filon method:
(20) We have one interpolation node c 1 = −1 + σ 1 in the vicinity of the endpoint −1 and one node c 2 = 1 + σ 2 in the vicinity of the endpoint 1. The interpolation error in the vicinity of 1 is then given by
The first derivatives of (21) are
and evaluated in x = 1:
Similar results can be derived in the vicinity of the other endpoint. We can then write (20) as
If we collect the first terms in s 1 (1), s 1)) , . . . , we have
When we assume antisymmetric quadrature nodes c 1 = −c 2 , i.e. σ 1 = −σ 2 , the asymptotic order cannot be better than two: the coefficients of s 1 (1) and s −1 (−1) in (24) cannot both vanish in this case. If we drop, however, the restriction c 1 = −c 2 , we have an extra free parameter and we might be able to obtain better asymptotic order for carefully chosen c 1 = −1 + σ 1 (ω) and c 2 = 1 + σ 2 (ω) nodes. The equations
are satisfied for σ 1 = σ 2 = i/ω. From (24) it is clear that the choice c 1 = −1+i/ω and c 2 = 1+i/ω gives us an O(ω −3 ) scheme for ω ≫ 1 and that asymptotic order 3 is the best asymptotic behaviour one may reach using a Filon-type method with two nodes. The quadrature nodes of this complex Filon-type method can also obtained using a steepest descent analysis, see [4, 12, 11] . The quadrature rule resulting is
Results are shown in Figure 6 . Clearly the Q F -C 2 method shows the best behaviour for large ω values. When using only real interpolation nodes, one can only construct methods with asymptotic order two. In this case, one can use interpolation points such as (19) to construct an adaptive Filon method Q F -A 2 as an alternative to the interpolation points of the EF approach.
The complex Filon method Q F -C 2
should not be used for small ω values. As can be seen in Figure 6 , the Q for smaller frequencies. Where the real parts of the interpolation nodes of the Q F -C 2 method equal the endpoints over the whole ω range, we let now vary the real part of the interpolation nodes c 1 and c 2 from the Legendre nodesc 1 and c 2 to the endpoints −1 and 1. For the imaginary part we take a curve which starts off close to zero for small ω but soon goes to the i/ω curve for larger ω. We used the following S-functions (see Figure 7) to produce the Q 
Methods with ν = 3 quadrature nodes
The EF method has c 1 = −c 3 , c 2 =0 and w 1 = w 3 . An iteration procedure is used to solve the system
The problems related to the ill-conditioning, mentioned before for the ν = 2 EF rule, continue to exist, making it difficult to compute accurate nodes and weights for very large ω. The EF nodes and weights are shown in Figure 2 . The EF scheme can be interpreted as a Filon method with the EF interpolation nodes c 1 , c 2 and c 3 . This Filon/EF scheme Q EF 3
is compared with a Filon method with (fixed) Lobatto or Legendre nodes in Figure 8 . As for the ν = 2 Filon method, it can be shown that no asymptotic order higher than two can be reached for a Filon-type method with c 1 = −c 3 , c 2 = 0. One can again avoid the (expensive and ill-conditioned) EF-iteration procedure by using alternative interpolation nodes to construct an adaptive Filon rule Q F -A 3
. We use the formula (19) but now with the Legendre nodec 3 = 3/5 (see Figure 5 ). As for the ν = 2 Filon rule, the asymptotic order can be increased by allowing complex interpolation nodes. We use the same interpolation nodes as for the ν = 2 case around the endpoints, i.e. c 1 (ω) = −1 + i/ω, c 3 (ω) = 1 + i/ω. The value of c 2 has no influence on the asymptotic order of the method and we chose to take the middle of the interval: c 2 = 0. with complex nodes. Going from two to three interpolation nodes, does not increase the asymptotic order (the asymptotic order is determined by the number of interpolation nodes in the vicinity of the endpoints) but does make the magnitude of the error smaller by two decimal units. Another natural choice for the complex Filon rule may be to take the interpolation node c 2 = i/ω. This choice leads to results very similar to the ones for the Q F -C 3 rule shown in Figure 8 : for larger frequencies ω the error behaviours are identical, only for small ω < 2π -where other rules should be prefered-there is some difference. .
Methods with ν = 4 quadrature nodes
the S-shaped function (19) is used. This method has asymptotic order three. Asymptotic order five can be reached when using the complex interpolation nodes
to construct the Q
method. Higher asymptotic orders are not possible for a method with four interpolation nodes. This can again be shown using the asymptotic expression for the error of the Filon method (20) . We have now two interpolation nodes in the vicinity of −1, which we denote by −1 + σ 1 (ω) and −1 + σ 2 (ω) and two interpolation nodes in the vicinity of 1 denoted by 1 + σ 3 (ω) and 1 + σ 4 (ω). The interpolation error in the vicinity of 1 is then
The first derivatives of v(x) are
This gives us
The asymptotic expression (20) for the Filon error then reduces to the following form:
To have an O(ω −5 ) scheme, the following equations need to be satisfied (and similarly for σ 3 and σ 4 ):
This gives us σ 1 (= σ 3 ) = (2 − √ 2)i/ω and σ 2 (= σ 4 ) = (2 + √ 2)i/ω and an O(ω −5 ) asymptotic error. This corresponds again to the nodes given by the numerical steepest descent approach from [12] . Indeed, combining (32) and (33) gives us −ω 2 σ 2 + 4iωσ 2 + 2 = L 2 (ωσ 2 /i) = 0 where L 2 is the Laguerre polynomial of degree two. Figure 10 shows the results of the different four node schemes applied on our test problem.
Methods with more quadrature nodes
The asymptotic order can be increased further by introducing more quadrature points. Figure 11 shows the results for some methods with ν = 6 quadrature/interpolation nodes. The Filon-type schemes, as used in figure 11 , are 
where the terms I[x j ] are explicitly given by (13) . The coefficients a j of the polynomial p depend on the position of the quadrature nodes. The coefficients a 0 and a ν−1 , for instance, are given by
and
Unfortunaly however, more and more numerical difficulties due to cancellation effects appear in this procedure when ν is increased, especially for large values of ω where the nodes are closely clustered near the endpoints, in which case the coefficients a j in (34), e.g. (35) and (36), have large values. This means that in a practical implementation there is a limit on the highest asymptotic order which is feasible. In the next section, it will be shown, however, how the accuracy of our methods can be further increased by adding extra interior nodes.
An automatic quadrature scheme
When applying a quadrature rule into an automatic software package in which an integral needs to be approximated within a prescribed tolerance, one traditionally uses a process in which the integral is approximated using static quadrature rules on adaptively refined subintervals of the integration domain. This adaptive quadrature technique is very effective for non-oscillatory integrands (small values of ω). In the oscillatory regime, however, this classical way of thinking does not lead to good results at all. This is illustrated in Figure  12 . The problem quadrature rule on each subinterval does not lead to a decrease in the maximal value of the error envelope. Intuitively this is not a surprise considering the asymptotic expansion (11) . The value of an oscillating integral is determined mostly by the regions where the oscillations do not cancel out [2] , i.e. the most important contribution to the integral comes from the endpoints. Dividing the integration interval into subintervals introduces extra (interior) endpoints, which means that one has now to include also sufficient information around these interior endpoints to obtain a good accuracy in the approximation of each subintegral. For oscillatory integrals, clearly, better results are obtained by introducing extra nodes into the quadrature rule rather than subdividing the integration interval. One can for instance combine our ω dependent nodes with the n Chebyshev nodes (in [−1, 1])
Including these Chebyshev nodes, one also controls the interpolation error and ensures the convergence of the scheme (see [8, 23] ). The ω dependent nodes improve the asymptotic behaviour and the combination with the Chebyshev nodes has some extra advantages (see [6] ): (i) it allows to express the polynomial approximation of f as a Chebyshev expansion avoiding the cancellation issues which appear in the Lagrange polynomial interpolation for larger numbers of nodes (ii) another particular attraction of the Chebyshev points is the fact that they are nested and we have thus a convenient reuse of nodes when the number of nodes is doubled (iii) the quadrature weights corresponding to n Chebyshev points can be evaluated in O(n log n) time by FFT algorithms [26] . A so-called Filon-Clenshaw-Curtis rule, based on replacing f by a polynomial interpolant through the Chebyshev points, was introduced in [6] . The technique presented in this section will in fact improve the asymptotic behaviour of these FilonClenshaw-Curtis rules, which means that a smaller number of iterations (and consequently a smaller number of function evaluations) will be needed to reach a prescribed tolerance. Similar ideas were also discussed in [11] . In [11] , some so-called superinterpolation nodes ensuring optimal asymptotic behaviour are combined with the nodes used by Fejér in his first quadrature rule to form a complex Filon method. The nodes are, however, not nested and thus less suited for an automatic quadrature scheme. We adapt here the Algorithm described in [11] to the inclusion of the Chebyshev points, giving us Algorithm 1 which forms the Filon-type method interpolating f at the n Chebyshev nodes, i.e. the n extreme points of the Chebyshev polynomial T n−1 (x) in [−1, 1], including the endpoints, and ν ω-dependent nodes c 1 , . . . , c ν .
A robust implementation of the method requires an efficient way of evaluating the 'moments' τ k . A recursive algorithm for computing τ k may be based on the recurrence relations for Chebyshev polynomials. However, this algorithm is only stable when k ≤ ω and is inappropriate for evaluating τ k when k > ω. This problem has recently been adressed and resolved in [6] . The values τ k with k > ω are computed by adding a second phase to the algorithm in which a tridiagonal system of equations is solved. The right-hand side of this tridiagonal system is determined by an asymptotic argument and the resulting 'two-phase' algorithm is accurate and stable for all k and ω. We propose two values for ν: ν = 2 and ν = 4. Larger values for ν can be chosen but may be feasible only with high-precision calculations for very large ω values since one may have numerical stability issues: significant cancellation appears when the nodes are very closely clustered near the endpoints. A good choice for the ν = 2 nodes c 1 and c 2 are the S-shaped nodes from eq. (19) to form a method with asymptotic order 3 when combined with the Chebyshev nodes. As seen earlier, the asymptotic order is determined by the number of interpolation nodes in the vicinity of the endpoints. Here we have two interpolation nodes near each endpoint, i.e. the endpoint itself which is one of the Chebyshev nodes, and the Q Table 1 : The true error, the number of iterations n it and the number of evaluations n f ev of the function f when applying Algorithm 2, with tol = 10 −9 , on the problem
e x e iωx dx. ν = 0 ν = 2 ν = 4 ω error n it n f ev error n it n f ev error n it n f ev
Other remarks
In literature [16, 17] , Filon-type methods have been presented for the more general problem
An important distinction has then to be made between oscillators g such that g ′ = 0 in [−1, 1] and oscillators with so-called stationary points ξ ∈ [−1, 1] where the g ′ vanishes. Once g ′ vanishes at one or more points in the integration interval, optimal asymptotic behaviour can only be reached by taking into account not only information about f in the endpoints but also in the stationary points (see [16, 10] ). A generalization of the methods from the previous sections consists, consequently, in the addition of some extra ω dependent nodes which tend to the stationary point as ω → ∞. Also these nodes can follow an S-shaped curve as they evolve from small to large ω. The number of nodes to be added depends on the particular asymptotic order required and on the degree of the stationary point [16] .
The construction of a Filon-type method requires the availability of the first few moments T m e iωg(x) dx in an explicit form. Particularly the reliable and stable computation of the modified moments in the presence of stationary points is for a large part still an open subject and needs further research. For moment-free integration we can refer to the methods presented in [22, 24, 25] .
Conclusion
We restricted our discussion to the important problem f (x)e iωx dx and discussed some advanced but practical numerical methods sharing the same important property: their performance drastically improves as the frequency grows. Although EF and Filon-type methods have different points of departure, their basic underlying principle is the same: whereas a classical Gauss quadrature rule interpolates the whole integrand f (x)e iωx by a polynomial, they interpolate the function f by a polynomial. Different interpolation nodes can be used and by allowing them to depend on the frequency ω good asymptotic behaviour is produced. We identified which interpolation nodes for f lead to the best asymptotic order and how this can be combined with good behaviour for smaller frequencies. Interpolating at these nodes along with Chebyshev points ensures convergence. Moreover, since the Chebyshev points are nested, an inexpensive adaptive procedure can be based on comparing the method with 2n Chebyshev points with the one with n such points.
