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Summary 
The fluid flow and heat transfer in complex geometries are often encountered in 
industrial applications; hence an efficient and robust algorithm is needed to 
numerically simulate the complex flow and heat transfer accurately. In this thesis, 
based on the detailed study on the SIMPLE-like algorithms, a novel algorithm 
named CLEARER was formulated for the incompressible flow on staggered grid, 
collocated orthogonal grid and non-orthogonal curvilinear grid respectively.  
On the staggered grid, it was proven that current CLEARER algorithm can predict 
the numerical results accurately; moreover, the convergence rate can be more stable 
by virtue of pressure correction instead of pressure in the correction stage. On the 
collocated grid, CLEARER algorithm can also predict the numerical results 
accurately, and the convergence rate and robustness of CLEARER algorithm are 
much higher that those of the companion SIMPLE-like algorithms. The CLEARER 
algorithm can not only guarantee the fully coupling between pressure and velocity, 
the geometric and physical conservation, but also the solution independence of 
under-relaxation factor. Furthermore, with the simplified pressure correction 
equation, CLEARER algorithm can also overcome the very severe grid 
non-orthogonality, even when the intersection angle among gridlines is 1 degree.  
The CLEARER algorithm was then extended to three-dimensional non-orthogonal 
curvilinear coordinate and was adopted to solve the periodically developed flow in 
the triangular wavy fin-and-tube heat exchanger. The influence of wavy angle, 
wavy density, fin pitch and tube diameter on the pressure drop and heat transfer 
 XXIV
performance under different Reynolds numbers was analyzed from the viewpoint of 
field synergy principle. The numerical results revealed that the difference among 
different heat transfer performance was attributed to the synergy between the 
velocity and temperature field. 
The proposal of CLEARER algorithm may offer us a deep insight into the previous 
SIMPLE-like algorithms and also provide a powerful tool in studying the fluid flow 
and heat transfer phenomenon in complex geometries.  
 
Key words: CLEARER algorithm; Numerical simulation; Grid generation; Wavy 
fin-and-tube heat exchanger; Field synergy principle. 
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Chapter 1  
Introduction and Literature Review 
 
1.1 Background 
With the rapid economic development and booming population in the world, the 
demand for energy is increasing greatly. Meanwhile, the traditional sources of 
energy, such as petroleum, natural gas and coal, are limited, and they are predicted 
to run out in the coming several decades. The shortage of such non-renewable 
resources can be reflected from the sharp increase in the price of petroleum in 
2008, for example, the price of crude oil per barrel reached a record USD 147.02 
in July. Furthermore, energy safety has become a key issue in most of the 
countries, especially in those with limited natural resources. Therefore, it is an 
urgent problem to relieve the energy shortage, which has been considered in the 
long-term development plan in many countries. Energy saving can not only make 
us to utilize the limited energy more effectively, but also reduce the thermal, air 
and water pollution, and relieve the global warming.  
During the energy conversion and transportation process, such as power station, 
refinery, air-conditioning, refrigeration, heat recovery, heat exchanger is a key 
component. In some refinery and chemical factories, nearly 40-50% of the whole 
capital investment is devoted to the heat exchanger. Hence efficient heat 
exchanger can not only reduce the primitive cost, but also reduce the subsequent 
operating cost. To obtain this objective, it is an effective way to increase the 
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surface compactness of heat exchanger, which can reduce its space, weight, 
support structure and footprint as well as energy requirement.  
The surface compactness can be evaluated with hydraulic diameter, or surface area 
density which is defined as heat transfer surface area per unit volume. The 
hydraulic diameter and surface area density of the popular heat exchangers are 
shown in Fig.1.1. From this figure, it can be seen that a gas-to-fluid exchanger is 
referred to as a compact heat exchanger if it incorporates a heat transfer surface 
having a surface area density greater than about 2 3700m /m  or hydraulic diameter 
is less than 6 mm  for operating in a gas stream, and 2 3400m /m  or higher for 
operating in a liquid or phase-change stream. A laminar flow heat exchanger has a 
surface area density greater than about 2 33000m /m  or hydraulic diameter is less 
than 1 mm  and greater than 100μm . The term micro heat exchanger is used if the 
surface area density is greater than about 2 315000m /m  or the hydraulic diameter 
is less than 100μm and greater than 1μm . It is notable that human lungs are one of 
the most compact heat-and-mass exchangers, having a surface area density of 
about 2 317500m /m  
In order to increase the surface compactness, so as to increase heat transfer 
performance of the heat exchangers, the extended surface is widely adopted, 
especially in the air heat exchanger, such as heat exchangers used in heating, 
ventilating, air conditioning, refrigeration and compressor intercooler. In these 
cases an array of tubes are arranged regularly with staggered or inline 
configuration, the parallel fins are attached to the tubes perpendicularly. This kind 
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of heat exchanger is called fin-and-tube heat exchanger. Because the airside 
thermal resistance often accounts for more than 90% of the overall thermal 
resistance, a variety of plate fin surfaces in airside are developed to enhance the 
heat transfer, seen in Fig.1.2. 
The plain fin shown in Fig. 1.2.(a) was early proposed, which is basically a 
continuous plain sheet of metal attached to a set of regularly positioned tubes. In 
order to further increase heat transfer performance, wavy fin was developed later 
in which streamwise corrugated flow channels are formed by bending the base 
sheet, seen in Fig.1.2(b) and (c). The plain fin and wavy fin feature relatively 
reliable and durable performance, and are also easy to manufacture. Their 
comparatively low heat transfer performance boosts the invention of interrupted 
fins, such as louver fin and slit fin, seen in Fig.1.2(d)-(f). These interrupted fins 
features enhanced heat transfer mechanisms like boundary layer restarting, wake 
management and flow destabilization. Despite the fact that interrupted surfaces 
can significantly improve the heat transfer performance, the associated penalty of 
the pressure drop is also tremendous, thus they can only be adopted in certain 
fields. For example, louver fin is often used in automobile radiator, where there 
are fewer constraints in requirement for pressure drop. In contrast to the 
interrupted surfaces, the longitudinal vortex generator, seen in Fig.1.2 (g), is now 
receiving a lot of attention because it will not cause too high pressure drop penalty 
while enhancing heat transfer performance.  
The fin-and-tube heat exchanger is often used as both evaporators and condensers 
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in air-conditioning, refrigeration and dehumidifying equipment, in these cases the 
heat exchangers will work under wet or frost conditions. For the fin-and-tube heat 
exchanger with interrupted fins or vortex generators, the condensate water or frost 
may adhere to the fin surface, causing the bridging of the fin spacing, thus the 
pressure drop is sharply increased and heat transfer performance is greatly 
deteriorated; furthermore, the condensate water or frost may corrode the metal fins 
and tubes. However, the wavy fin-and-tube heat exchanger can relieve such 
problems, and it also owns high reliability and long duration, hence it is 
extensively adopted in various engineering applications. Up to now a large 
number of experimental and numerical investigations have been conducted for the 
plain and wavy fin surfaces, the followings are their recent developments. 
1.2 Development in heat transfer enhancement in fin-and-tube 
heat exchangers 
1.2.1 Recent development in experimental study 
Because experimental studies can offer us the reliable insight in the fluid flow and 
heat transfer characteristics in fin-and-tube heat exchanger, they are widely 
adopted by the researchers. Generally speaking, there are several experimental 
methods to investigate the performance of fin-and-tube heat exchanger, as listed 
below: 
1.  Naphthalene sublimation technique  
2. Dye injection technique  
3. Thermography technique 
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4. Particle Image Velocimetry (PIV) technique 
5. Wind tunnel technique 
1.2.1.1 Plain fin-and-tube heat exchanger 
Saboya and Sparrow (1974, 1976a, 1976b) adopted the naphthalene sublimation 
technique to measure the local transfer coefficient for one-, two- and three-row 
arrangements of plate fin and circular tube heat exchangers. They reported that the 
transfer rate is high in the front part of the fins due to the developing boundary 
layers as well as in front of the tube due to a vortex system there. On the other 
hand, for the portion of the fin associated with the second row, there is no 
boundary-layer regime, and it is the vortex system alone which is responsible for 
high transfer rates. By virtue of naphthalene sublimation technique Chen and Ren 
(1988) examined the effect of fin spacing on the heat transfer capability of various 
two-row plate fin-and-tube heat exchanger configurations; and they also adopted 
oil-lampblack visualization technique to study the flow pattern of air to interpret 
the effect of fin spacing. With the same technique, Kim and Song (2002, 2003) 
also found that the local mass transfer rate is large at the leading edge of the plate 
and also in front of the tubes in all of their examined cases, which is attributed to 
the so-called horseshoe vortices formed in front of the tubes. They also found that 
the staggered arrangement gives greater heat and mass transfer rate than the 
in-line tube arrangement. Mendez et al.(2000) examined the effect of fin spacing 
on a single cylinder heat exchanger through dye injection technique and showed 
that the horseshoe vortex development depends on the fin spacing and Reynolds 
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number and corresponds to the peak in the Nusselt number. Sahin et al.(2006) 
employed the PIV technique to examine the formation of horseshoe vortex system 
in close region of cylinder-plate junction and its evolution in the circumference of 
the cylinder.  
Critoph et al.(1999) and Wierbowski and Stasiek(2002) used the liquid crystal 
thermography technique to measure the local heat transfer coefficient and Nusselt 
number on the surface, as well as the dependence of average heat transfer and 
pressure drop on Reynolds number and geometrical parameters. Kim et al. (2006) 
also proved the feasibility of this technique to measure the heat transfer coefficient 
of a fin and tube heat exchanger. Ay et al.(2002) and Bougeard(2007) used 
infrared thermography technique to measure local heat transfer coefficient on heat 
exchanger fins, and pointed out that the technique is capable of rapidly detecting 
the instant variation of the boundary layer and temperature distribution over the 
whole surface of the tested models.  
So far the wind tunnel experiments are the most popular method for the 
researchers to investigate effects of different geometrical parameters on the heat 
transfer and pressure drop performance of heat exchangers. Rich (1973, 1975) 
examined the effect of fin spacing and the number of tube rows based on 14 
samples, concluded that the heat transfer coefficient is essentially independent of 
fin spacing, and pressure drop per row is independent of the number of tube rows. 
McQuiston (1978a,b) proposed the first well known correlation to correlate his 
data along with those of Rich (1973, 1975). For the friction factor correlation, he 
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claimed the accuracy is 35%± . Kayansayan (1993) correlated the heat transfer 
data based on 10 samples with four rows of tubes, but his experimental data is 
considerably lower than those reported by Rich. Gray and Webb (1986) also 
proposed an updated correlation for plain fin geometry, which can give reasonably 
predictive ability for those heat exchangers with larger tube diameter, larger 
longitudinal tube pitch and transverse tube pitch. Seshimo and Fujii (1991) 
provided test results for a total of 35 samples, but their test range is limited to low 
inlet velocity. Wang et al.(1996, 2000a, b) conducted systematic studies on the 
effect of number of tube rows, fin pitch and tube diameter on the thermal and 
hydraulic characteristics, and developed the empirical correlations based on a total 
of 74 samples, the mean deviation of the heat transfer correlation and that for the 
friction correlation are 7.51% and 8.31%  respectively. Kim and Kim (2005) 
investigated the effect of fin pitch, number of tube row and tube alignment on heat 
transfer characteristics of fin-and-tube heat exchanger with large fin pitch.  
Wang et al.(1997a) studied the heat transfer and pressure drop performance of 
plate finned tube heat exchangers under dehumidifying conditions, the effects of 
fin spacing, the number of tube row, and inlet conditions were investigated. Halici 
et al.(2001) examined experimentally the effect of the number of tube rows on 
heat, mass and momentum transfer in fin-and-tube heat exchangers under both dry 
and wet conditions, and claimed that both the values of Colburn and friction 
factors for wet surfaces are higher than those for dry surfaces. Wang et al. (2002b) 
compared the airside heat transfer and pressure drop performance in wet 
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conditions with and without hydrophilic coating. Wang et al.(2000c) also 
developed the correlations on airside performance for plain fin-and-tube heat 
exchanger in wet conditions. Niederer (1986) performed experiments to 
investigate the frosting and defrosting effects on the heat transfer in heat 
exchangers. He found that frost accumulation on the fin surface reduces the air 
flow rate and the heat exchanger capacity. Yan et al. (2003) examined the 
performance of plain fin-and-tube heat exchanger under frosting conditions. The 
effects of temperature, relative humidify of air, flow rate of air, refrigerant 
temperature, fin pitch and row number on the overall heat transfer coefficient and 
pressure drop were presented.  
1.2.1.2 Wavy fin-and-tube heat exchanger 
Xiao and Tao (1990) adopted naphthalene sublimation technique to investigate the 
effect of fin spacing on the heat transfer coefficient and pressure drop, and found 
that the average heat transfer coefficient and pressure drop decrease with the 
increasing fin spacing. In the wind tunnel Beecher and Fagan (1987) tested 28 
fin-and-tube heat exchangers that consisted of 7 plain and 21 wavy fin 
configurations. The effects of fin pitch on the airside performance of the heat 
exchangers were investigated. However, their wavy fin geometries were rather 
uncommon when compared to practical design, because their fins were electrically 
heated, the thermocouples were embedded in the plate to determine the plate 
surface temperature, and the power to the several electric heaters was adjusted to 
maintain a constant temperature over the airflow length, thus the simulated 
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fin-and-tube heat exchanger had 100%  fin efficiency and zero contact resistance 
between the tube and fin. Webb (1990) used a multiple regression technique to 
correlate the data provided by Beecher and Fagan (1987). Wang et al.(1997b) 
investigated the effects of fin pitch, number of tube rows and flow arrangements 
on the Colburn factor j and friction factor f and claimed that fin pitch has 
negligible effect on the Colburn factor j , and the effect of tube row has negligible 
effect on the friction factor f . Kim et al.(1997) developed the airside heat transfer 
and friction correlations based on the data from Beech and Fagan(1987) and Wang 
et al.(1997), and concluded that the herringbone pattern may yield a substantially 
higher heat transfer coefficient as compared to the smooth wavy pattern, and the 
staggered tube layout may yield a higher heat transfer coefficient as compared to 
the in-line layout. Wang et al.(1998a) investigated the effects of number of tube 
rows and fin pitch on the thermal and hydraulic performance of both 
convex-louver and wavy fin-and-tube heat exchangers. Wang et al.(1999a) also 
investigated the effects of the number of tube rows, fin pitch and edge corrugation 
on the airside performance, and it was found that the heat transfer characteristics 
are strongly related to the corrugation angle, the ratio of waffle height and wave 
length. In addition, the effect of edge corrugation has negligible effect on the 
airside performance. Abu Madi et al.(1998) tested the effects of the number of 
tube rows, fin thickness and the spacing between fins, rows and tubes, and found 
that the number of tube rows and fin thickness have a negligible effect on the 
friction factor. Wongwises and Chokeman (2005) studied the effects of fin pitch 
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and number of tube rows on the airside performance at various fin thicknesses. 
Wang et al.(1999b) found that, compared to the plain fin counterpart, the waffle 
height on the heat transfer enhancement is pronounced only for smaller fin pitch 
and larger waffle height, while its effect on the pressure drop is considerably 
significant throughout the test range. Yan and Sheen (2000) carried out the study 
of heat transfer and pressure drop characteristics of fin-and-tube heat exchangers 
with plain, wavy and louvered fin surfaces, and compared their airside 
performance according to different methods. Wang et al.(1999c) developed 
generalized correlations of heat transfer and flow friction characteristics of 
herringbone wavy fin-and-tube heat exchangers based on 27 samples, later they 
(Wang et al., 2002c) improved the empirical correlations using a total of 61 
samples containing approximately 570 data. The proposed heat transfer 
correlation can describe 91%  of the test data within 15%±  with a mean 
deviation of 6.98% , and the proposed friction correlation can describe 85%  of 
the database within 15%±  with a mean deviation of8.82% . Dong et al.(2007) 
conducted the study on wavy fin-and-tube heat exchangers with flat tubes, and 
examined the effects of fin pitch, fin height and fin length on the heat transfer and 
pressure performance.  
Mirth and Ramadhyani (1994) studied the Nusselt numbers and friction factors on 
the airside of wavy-finned, chilled-water cooling coils, they found that under 
wet-surface conditions, the measured Nusselt numbers show considerable scatter, 
with some of the results being higher than the corresponding dry-surface values, 
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while others are lower than the dry-surface values. Friction factors are 
substantially higher under wet-surface conditions. Lin et al.(2002) investigated the 
performance of the herringbone wavy fin under dehumidifying conditions, and 
claimed that larger corrugation angle and smaller fin pitch will result in higher 
heat transfer coefficients and larger pressure drops. Moreover, they also studied 
the condensate flow pattern through flow visualization. Kuvannarat et al.(2006) 
analyzed in details the effect of fin thickness on the airside performance of wavy 
fin-and-tube heat exchangers under dehumidifying conditions. Pirompugd et 
al.(2006) investigated the simultaneous heat and mass transfer characteristics for 
wavy fin-and-tube heat exchanger under dehumidifying conditions. Ma et al.(2007) 
investigated the effects of hydrophilic coating on the airside heat transfer and 
friction characteristics under dehumidifying conditions, and they concluded that 
the hydrophilic coating can enhance the heat transfer performance when plenty of 
condensation water flows and weakens the heat transfer performance when little 
condensation water forms on the fin surface, the pressure drops for the hydrophilic 
coating are lower than those of the corresponding uncoated surface.  
Kondepudi and O’Neal (1991) examined the effects of frost growth on the thermal 
performance of wavy fin-and-tube heat exchanger. It was found that higher air 
humidity and fin density lead to more frost growth and higher pressure drops, and 
the latent portion of the overall energy transfer process is approximately 40% . 
1.2.2 Recent development in numerical study 
Because in the experimental study a wide range of geometric variation is needed 
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to be produced, it is quite expensive and time-consuming to systematically 
investigate the heat transfer and pressure drop performance of the fin-and-tube 
heat exchangers. For example, Wang et al.(2002c) adopted a total of 61 samples 
containing approximately 570 data to conduct a comprehensive study on the wavy 
fin-and-tube heat exchangers. Nowadays, with the emergence of computer with 
high speed and large memory, numerical modeling, once validated by reliable 
experimental data, offers a cost-effective tool for such studies. Most of the early 
numerical studies were focused on the fluid flow and heat transfer in 
two-dimensional channels, which has been reviewed by Shah et al.(2000), hereby 
the following reviews are focused on the three-dimensional studies for plain and 
wavy fin-and-tube heat exchangers. 
1.2.2.1 Plain fin-and-tube heat exchanger 
Fiebig et al.(1995) calculated the conjugated heat transfer for three-dimensional 
thermally and hydrodynamically developing laminar flow in the plain fin-and-tube 
heat exchanger, they presented the flow patterns, pressure distribution, Nusselt 
number distribution, heat flux distribution and fin efficiency under different 
Reynolds numbers, and they also found the part of the fin upstream of the tube is 
much more efficient than the downstream part. Jang et al.(1996) conducted both 
numerical and experimental studies on the three-dimensional incompressible flow 
and heat transfer in plain fin-and-tube heat exchangers, the tube arrangement, tube 
row numbers and fin pitch were investigated in details. They found that the 
average heat transfer coefficient and pressure drop of staggered arrangement are 
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higher than that of in-line arrangement. The average Nusselt number is decreased 
as the number of tube row is increased from one to six, while it doesn’t change 
much as the row numbers become greater than four. Romero-Mendez et al.(2000) 
examined the effect of fin pitch through numerical simulation and flow 
visualization, and they claimed that as the fin pitch is increased, the flow pattern 
varies from Hele-Shaw to horseshoe vortex followed by the formation of a 
separated region behind the tube. Their studies provided us with very useful 
information about the flow and heat transfer characteristics in the plain 
fin-and-tube heat exchangers. Tsai and Sheu (1998) also offered us some physical 
insights into the fluid structure in the finned tube heat exchangers with topological 
theory. He et al.(2005) numerically studied the laminar heat transfer and fluid flow 
characteristics of plain fin-and-tube heat exchanger, and examined the effects of 
Reynolds number, fin pitch, tube row number, spanwise and longitudinal tube 
pitch from the novel viewpoint of field synergy principle (Guo et al., 1998; Tao et 
al., 2002a), and they also recommended that the enhancement techniques should 
be adopted mainly in the rear part of the fin surface to enhance the convective heat 
transfer further. With the computational fluid dynamics program called FLUENT, 
Erek et al.(2005) analyzed the effects of fin pitch, tube pitch, fin height, tube 
thickness and tube ellipticity on heat transfer and pressure drop in the plain 
fin-and-tube heat exchanger, they found that heat transfer can be increased by 
placing the fin tube at downstream region, and increasing ellipticity of the fin tube 
can lead to the increase of the heat transfer and reduction of pressure drop. Tutar 
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and Akkoca (2004) carried out the unsteady three-dimensional laminar flow and 
heat transfer over single- and multi-row plain fin-and-tube heat exchangers. The 
effects of fin pitch, Reynolds number, tube row number and tube arrangement on 
the heat transfer and flow characteristics were studied under different Reynolds 
numbers. The time-dependent evolution of the horseshoe vortex mechanism was 
also analyzed in details. It was found that the local flow structure including 
formation and evolution of vortex systems and singular-point interactions 
correlates strongly with the heat transfer characteristics. Sahin et al.(2007) studied 
the effect of inclined fin angles on the thermal behavior in the plain fin-and-tube 
heat exchanger with FLUENT software.   
Liang et al.(2000) investigated the wet-surface fin efficiency of a plain 
fin-and-tube heat exchanger. Kondepudi and O’Neal (1993) developed an 
analytical model to predict the performance of fin-and-tube heat exchangers under 
frosting conditions, they analyzed the effects of the humidify, fin density and 
ambient conditions on the frost accumulation and energy transfer, but the model 
typically under-predicted the experimental results by 15 to 20% . Yang et al.(2006a) 
proposed a mathematical model to evaluate the frosting behavior of a fin-and-tube 
heat exchanger under frosting conditions, and validated this model by comparing 
the numerical results with experimental data for the frost thickness, frost 
accumulation and heat transfer rate. Moreover, they optimized the fin spacing 
under frosting conditions to improve the thermal performance of a fin-and-tube 
heat exchanger (Yang et al., 2006b). Seker et al. (2004) analyzed numerically the 
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unsteady heat and mass transfer characteristics of heat exchangers during frost 
formation process, the total conductivity and pressure drop of heat exchangers 
were reported for different air inlet temperature, relative humidity, air mass flow 
rate and the refrigerant temperature. Tso et al.(2006) developed a general 
distributed model with frost formation to predict the performance of a 
fin-and-tube heat exchanger under frosting condition with frost thickness variation 
along fin surface. Xia and Jacobi (2005) improved the data reduction method to 
predict the airside convective heat transfer coefficient for the wet and frosted 
surfaces in heat exchangers with simultaneous heat and mass transfer.  
1.2.2.2 Wavy fin-and-tube heat exchanger 
Jang and Chen (1997) numerically simulated the heat transfer and fluid flow in the 
wavy fin-and-tube heat exchangers, and they analyzed the effects of different 
geometrical parameters, including tube row number, wavy angles, and wavy 
heights under different Reynolds numbers. Their numerical results show that the 
row effect is less important in a wavy fin configuration as compared to plain fin 
counterpart, and for equal wavy height, both the average Nusselt number and 
pressure coefficient are increased as the wavy angle is increased, while for equal 
wavy angle, they are decreased as the wavy height is increased. Min and Webb 
(2001) studied a wavy fin-and-tube heat exchanger with two-rows of tubes using 
the FLUENT software, and they considered the heat conduction in the solid fin in 
their calculation. Their numerical results on heat transfer and pressure drop 
performance agree quite well with the experiment data. Tao et al.(2007a) 
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simulated the laminar flow in the wavy fin-and-tube heat exchanger with 
body-fitted coordinate methods, they found that the local Nusselt number 
decreases along the flow direction, but fin efficiency increases. Compared with the 
plain fin, the fin efficiency of wavy fin at the inlet region is higher. They (Tao et al. 
2007b) also investigated the effects of Reynolds number, fin pitch, wavy angle 
and tube row number on the heat transfer and pressure drop, and analyzed the 
effects with the field synergy principle. Furthermore, they (Tao et al. 2007c) 
extended their numerical study and field synergy principle analysis to the wavy 
fin-and-tube heat exchanger with elliptic tubes.  
From the review above, it can be seen that most of studies on fin-and-tube heat 
exchangers are only confined to heat exchangers with only a few rows of tubes; 
moreover, the numerical study on the wavy fin-and-tube heat exchanger is quite 
limited. However, in some industrial applications, such as compressor intercooler, 
the fin-and-tube heat exchangers with a large number of rows of tubes are usually 
adopted to satisfy the practical requirements; the geometrical complexity brings 
great difficulty for both experimental and numerical study. Therefore, the 
performance of heat exchangers with large number of rows of tubes needs to be 
investigated. 
1.3 Development in numerical algorithms for incompressible flow  
The numerical approaches for solving the Navier-Stokes equations may be 
generally divided into two categories (Shyy and Mittel, 1998; Tao, 2000): 
density-based approach and pressure-based approach. The density-based approach 
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is originally developed for the compressible flow, in this approach the continuity 
equation serves as an equation for the density, and the pressure is solved from the 
energy and state equations. Although it works well for flows with high Mach 
number, it becomes unstable and its convergence rate is greatly deteriorated for 
the flows with low Mach number or incompressible flow, because a little density 
variation can cause great pressure variation in the flow field, therefore the 
pressure-based approach is greatly favored in solving the incompressible flow. 
The discretization of the Navier-Stokes equations results in a set of algebraic 
equations that need to be solved numerically. The algebraic equations are 
nonlinear in the sense that the coefficients of the algebraic equations are based on 
temporary velocities, which are the dependent variables to be solved, and these 
coefficients need to be updated in the solution process. Generally speaking, there 
are two different strategies to solve the resulting algebraic equations: the direct 
approach and the segregated approach (Shyy and Mittel, 1998; Tao, 2000). In the 
direct approach, the discretized momentum and continuity equations are solved 
simultaneously. This solution technique guarantees a close interconnection 
between velocity and pressure, and hence no special algorithm is needed to ensure 
the coupling between pressure and velocity. However, this method is seldom 
adopted in present engineering computations due to the following two reasons. 
First, in the direct method, the memory is prohibitive to store the various 
coefficients at all grid points (Braaten, 1985); second, as indicated above, the fluid 
flow problem is nonlinear, and the resulting algebraic equations have to be solved 
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repeatedly with updated coefficients, so the adoption of the directive method is 
usually not economical (Patankar, 1980). On the other hand, in the segregated 
approach, the algebraic equations for different velocity components are solved 
sequentially with a guessed pressure field or a field determined from a given 
velocity field. Such a pressure field cannot guarantee that the velocity field 
predicted from the discretized momentum equations satisfies the mass 
conservation constraint, hence it should be improved. Since the pressure does not 
have its own governing equation, a problem occurs during the segregated solution 
process; how to improve the guessed pressure field such that the corresponding 
improved velocity satisfies the continuity equation. Only with the process of 
iteration can the predicted velocity gradually satisfy both the momentum and the 
continuity equations, so the convergent solution can be obtained. The 
pressure-correction method is proposed to accomplish this major task.  
It should be noted that within the framework of the pressure-based approach with 
the segregated solution strategy, a number of numerical methods can be listed: the 
fraction step method (Kim and Moin, 1985), the penalty method (Braaten and 
Shyy, 1986), and the pressure-correction method. Statistics of the open references 
in the past three decades show that the pressure-correction method is mostly used 
in the literature. Therefore, present work is focused on the solution algorithm for 
the pressure-correction method.  
There are two different grid layouts for the variable arrangement, staggered grid 
and collocated grid. Although the collocated variable scheme has been used quite 
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successfully with density-based approach, with the pressure-based approach the 
use of this grid layout is not so straightforward. While the momentum equations 
link the velocity to the respective pressure gradients, the continuity equation, 
apparently having no direct link to pressure, acts as a constraint on the velocity 
field. Consequently, the convergence and stability of pressure-based algorithms 
depend largely on how the pressure gradients and velocities are evaluated in the 
continuity and momentum equations. Early attempts to use collocated variables in 
pressure-based algorithms failed to give converged solutions, producing spurious 
oscillations, and resulting in the so-called checkerboard splitting of the pressure 
field (Patankar, 1980). This undesirable behavior stems from the linear 
interpolation practice used in evaluating the velocity at the control-volume faces 
in the continuity equation, which causes the velocity there to be related to the 
pressure difference between two alternating, rather than consecutive, nodes. The 
use of staggered grids, first proposed by Harlow and Welsh (1965), in which 
pressure is stored at the control-volume center and velocities at the cell faces, 
removes the need for the interpolation of pressure in the momentum equations and 
of velocity in the continuity equation. This is a considerable advantage, and hence 
the staggered grids became very popular and have been used with great success to 
solve a wide range of problems in Cartesian, cylindrical, polar, and also more 
general orthogonal coordinates. However, the primary disadvantage of the 
staggered grid arrangement is the great geometric and related mathematical, 
complexity associated with the use of different grid systems for the various 
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variables, which becomes overwhelming in curvilinear coordinates or 
unstructured grid. Another disadvantage of the staggered grid approach is related 
to the choice of the contra-variant, covariant, or even Cartesian velocity 
components at the control-volume faces (Rodi et al., 1989). The checkerboard 
splitting of the pressure field on the collocated grid was solved with the 
pressure-weighted interpolation method (Rhie, 1981; Rhie and Chow, 1983; Peric 
et al., 1988; Choi et al., 1991) and momentum-weighted interpolation method 
(Hsu, 1981; Prakash, 1981; Peric, 1985; Miller and Schmidt, 1988; Aksoy and 
Chen, 1992;); moreover, comparison between the staggered grid and collocated 
grids showed that the SIMPLE-like algorithms on collocated grids can provide 
similarly accurate results and convergence rates as those on staggered 
grid(Melaaen, 1992a, 1992b; Choi et al., 1994a, 1994b), hence the collocated grid 
began to be favored by the researchers due to its advantages in curvilinear 
coordinates. In the following the review on the numerical algorithms will be 
carried out on the staggered and collocated grids respectively.  
1.3.1 Numerical algorithms on staggered grid 
SIMPLE (Semi-Implicit Method for the Pressure-Linked Equation) is the first 
pressure-correction algorithm, which was proposed by Patankar and Spalding 
(1972). There are two major approximations in the SIMPLE algorithm: (1) In the 
prediction stage the initial pressure field and velocity field are assumed 
independently, hence the inherent interconnection between pressure and velocity 
is neglected, leading to some inconsistency between them; (2) In the correction 
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stage the effects of the velocity corrections of the neighboring grids are arbitrarily 
dropped in order to simplify the solution procedure, thus making the algorithm 
semi-implicit. These assumptions will not affect the final solutions if the iterative 
process converges (Patankar, 1980), but they do affect the convergence rate. As 
described by Shyy and Mittal(1998), the great simplicity of the SIMPLE 
algorithm comes from neglecting the terms that couple neighboring velocity 
values in the equation for the velocity correction. However, this can also cause the 
slow convergence of SIMPLE algorithm, and it has been found that approach 
tends to over-predict the pressure correction so that under-relaxation for the 
pressure correction is needed to stabilize the iterative procedure. Therefore, since 
the proposal of the SIMPLE algorithm, a number of variants have been proposed 
in order to overcome one or both of the approximations.  
The SIMPLER (SIMPLE Revised) algorithm proposed by Patankar (1981) 
successfully overcomes the first approximation in the prediction stage by solving 
the pressure equation based on assumed velocity. As mentioned by Moukalled and 
Darwish (2000), the convergence in the segregated approach is driven by the 
correction stage, where the pressure correction equation is solved. The function of 
the pressure-correction term is to improve the current pressure and velocity by 
adding their corresponding corrections such that the resulting improved velocity 
can satisfy the mass conservation condition at each iteration level. And this is of 
crucial importance to accelerate the iteration convergence, as has been clearly 
demonstrated by Blosch and Shyy (1993). Hence most of efforts are devoted to 
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the improvement in the correction stage. 
van Doormaal and Raithby(1985) proposed SIMPLEC algorithm (SIMPLE 
Consistent), by changing the definition of the coefficients of the 
velocity-correction equation, the effect of dropping the neighboring velocity 
correction is partially compensated, while in the SIMPLEX algorithm (SIMPLE 
eXtrapolation)(van Doormaal and Raithby, 1985; Raithby and Schneider, 1988) 
the coefficients in the velocity-correction equations are obtained by solving a set 
of algebraic equation. Neither SIMPLEC nor SIMPLEX overcomes the 
approximation totally. This is why the behavior of SIMPLEC or SIMPLEX is not 
always superior to that of SIMPLE, exhibiting a highly problem-dependent 
characteristic of the algorithms. Date (1986) proposed two modifications to 
improve the performance of SIMPLE algorithm. Issa (1985) proposed the PISO 
algorithm (Pressure Implicit Split-Operator) to implement two or more correction 
steps of pressure correction to ensure that the improved velocity can satisfy the 
continuity equation well, which definitely increases the computational effort in 
every iterative level. Connel and Stow(1986) proposed two variants of the 
pressure correction process. Latimer and Polard (1985) proposed FIMOSE (Fully 
Implicit Method for Operator-Split Equation) algorithm and found that it has an 
essentially unique under-relaxation parameter or distorted time step multiple 
which is neither grid nor problem dependent. Chatwani and Turan (1991) 
proposed a pressure-velocity coupling algorithm to determine the under-relaxation 
factor in the pressure correction equation based on the minimization of the global 
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mass residual norm. Yen and Liu (1993) improved SIMPLEC and PISO algorithm 
to accelerate the convergence by making the velocity explicitly satisfy the 
momentum equation. Sheng et al. (1998) introduced a temperature correction into 
the velocity-correction equation for the buoyant-induced flow. Yu et al.(2001a) 
proposed MSIMPLER (Modified SIMPLER) algorithm by artificially changing 
the under-relaxation term to match the variable, which shows good convergence 
performance, especially under low under-relaxation factors. Sometimes minor 
changes were introduced to the algorithms, such as the SIMPLEST (Spalding, 
1981), SIMPLESSEC, SIMPLESSE (Gjesdal and Lossius, 1997).  
All the above-mentioned algorithms are usually called SIMPLE-like or 
SIMPLE-family algorithms. Their common characteristic is that a 
pressure-correction term is introduced to the segregated solution process to 
improve the velocity and the effects of the pressure corrections of the neighboring 
grid points are neglected, hence the second approximation is not solved and the 
algorithms are only semi-implicit. The improvement in the convergence rate of the 
above proposed variants is not very large, usually of the order of tens of 
percentage. Recently Tao et al.(2004a, 2004b) proposed a novel CLEAR (Coupled 
and Linked Equation Algorithm Revised) algorithm, in which the improved 
velocity and pressure of each iteration level are not determined by adding a 
correction term to their temporary solution; instead, they are solved directly from 
the momentum and continuity equations, genuinely avoiding the introduction of a 
pressure-correction term and a velocity-correction term. Thus the second 
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approximation of the SIMPLE algorithm is totally discarded, making the 
algorithm fully implicit. Because of this key improvement, the convergence rate of 
the iterative procedure can be drastically increased, and the enhancement ranges 
from several times to tens of percents. However, in the CLEAR algorithm, a 
second relaxation factor is introduced in the correction stage, and the convergence 
performance of CLEAR algorithm greatly depends on this parameter, which 
should be selected by trial and error. Therefore, further improvement should be 
made to formulate a more efficient and robust algorithm.  
1.3.2 Numerical algorithms on collocated grid 
For the SIMPLE-like algorithms, it is crucial to guarantee the coupling between 
the velocity and pressure, in the staggered grid arrangement this coupling can be 
naturally guaranteed, while in the collocated grid arrangement special treatment 
should be made to ensure the coupling between velocity and pressure. Rhie and 
Chow (1983) proposed a momentum interpolation method to eliminate the 
checkerboard pressure field on the collocated grid; subsequently it is refined by 
Peric (1985) and Majumdar (1986). Majumdar (1988) and Miller and Schmidt 
(1988) pointed out independently that the solution using the original Rhie and 
Chow’s scheme is under-relaxation factor-dependent; then Majumdar (1988) 
proposed a Modified Momentum Interpolation Method (MMIM) to overcome this 
dependency. Kobayashi and Pereira (1991a, 1991b) also solved this problem by 
simply setting the under-relaxation factor equal to 1 before the momentum 
interpolation method is implemented, but this method may lower the robustness of 
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the algorithm. By taking the pressure gradient as a source term of the 
convection-diffusion equation, Thiart (1990a, 1990b) formulated SIMPLEN 
algorithm, later extended by Wang et al. (1998b), but this method is more 
complicated to implement and difficult to extend to a high-order convective 
scheme. Rahman et al. (1996) improved SIMPLE algorithm by adding the 
influence of the non-pressure gradient source term, which can effectively 
eliminate the grid-scale pressure oscillations. Papageorgakopoulos et al.(2000) 
revised the momentum interpolation method by using quadratic interpolating 
polynomials for the calculation of the cell-face velocities. Barton and Kirby (2000) 
applied fourth-order dissipation to the pressure field to avoid the decoupling 
between velocity and pressure. Choi (1999) found that the original Rhie and 
Chow’s scheme is also time-step size-dependent, and he proposed a new scheme 
to overcome this problem. However, Yu et al.(2002a) observed that Choi’s scheme 
does not solve the time-step size-dependent problem, and they further reported 
that a checkerboard pressure field might still be obtained for small time-step size 
and the under-relaxation factor when Rhie and Chow’s method is used. Later, Yu 
et al. (2002b) discussed the role of the interface velocity on the collocated grid, 
and recommended that all the interface velocities be obtained with the momentum 
interpolation method. Qu et al. (2005) implement CLEAR algorithm to collocated 
grid and proved its excellence over SIMPLER algorithm based on iteration 
number and CPU time.  
Because the fluid flow and heat transfer in complex geometries are often 
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encountered in engineering situations, the non-orthogonal curvilinear coordinate is 
widely adopted to deal with these problems. For an efficient numerical algorithm 
in the collocated non-orthogonal curvilinear coordinate, four fundamental 
requirements must be satisfied, as stated by Qu et al.(2007a): (1) The algorithm 
can suppress the checkerboard pressure distribution; (2) The convergent solution 
is independent of the underrelaxation factor; (3) The algorithm should possess the 
required robustness; (4) The conservation law, both physical and geometric, 
should be satisfied as much as possible. So far many efforts have been devoted to 
the study in this area. 
Hsu (1981) developed special interpolation expressions from the momentum 
equations for the mass fluxes leaving the faces of a control volume surrounding a 
grid point. These expressions, which contain pressure differences between 
adjacent nodes, are used in the continuity equation to obtain the equation for 
pressure. Abdallah (1987a, 1987b) obtained the pressure Poisson equation by 
adding the derivatives of the momentum equations, and solved it by an explicit 
formulation, thus the unrealistic fields are avoided by ensuring that the boundary 
conditions exactly satisfy compatibility conditions. Reggio and Camarero (1986) 
used an overlapping collocated grid with forward and backward differencing for 
mass and pressure gradients respectively. Although Rhie and Chow’s scheme can 
suppress the unrealistic pressure field by introducing an additional pressure 
gradient correction term, the local mass conservation is demolished, as proved by 
Acharya and Moukalled (1989) and Qu et al.(2007a). Acharya and Moukalled 
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(1989) found that, for the SIMPLER formulation, the residuals of the momentum 
equation cannot decrease to acceptable low values; hence they proposed the 
SIMPLEM (SIMPLE Modified) algorithm, which can show reasonable 
convergence behavior and is superior to both the SIMPLE and SIMPLER 
algorithms. However, the effect of the under-relaxation factor is not eliminated in 
the SIMPLEM algorithm. Choi et al. (1993) formulated a calculation procedure 
for the SIMPLE algorithm to overcome this problem without introducing an 
additional correction term. However, it was found that if the contravariant velocity 
is selected as the cell face velocity, unstable convergence history might occur 
when the grid nonorthogonality is significant, so the covariant velocity 
components are chosen as the cell face velocities. But this cannot guarantee the 
geometric conservation law in the discrete form. Qu et al.(2007a) proposed 
SIMPLERM (SIMPLER Modified) algorithm with contravarient velocities as cell 
face velocities and Cartesian components as the primary variables. This algorithm 
can guarantee the coupling between velocity and pressure, underrelaxation 
independence of the solution, and satisfaction of the conservation law, but its 
robustness is a little low. 
Mansour and Hamed (1990) and Date (1997) extended the SIMPLE-like 
algorithms on the non-orthogonal curvilinear coordinate to the compressible flow. 
Moukalled and Darwish (2000) made a comprehensive review on the 
SIMPLE-like algorithms at all speeds and reorganized their expressions in an 
unified and compact format, later they extended their review to the multiphase 
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flow at all speeds (Moukalled and Darwish, 2004a, 2004b). 
One crucial problem encountered in curvilinear non-orthogonal coordinates is the 
pressure correction equation. On orthogonal grids the structure of the governing 
equation usually corresponds to 5-point or 7-point molecules in two or three 
dimensions respectively. For non-orthogonal grids the structure becomes more 
complex and corresponds to 9-point or 19-point molecule in two or three 
dimensions, hence the storage and solution procedure for such kinds of matrices 
become too complex or too expensive, especially for the three-dimensional case. 
Therefore, it is common practice to simplify the equations by neglecting the 
non-orthogonal terms entirely to obtain a 5-point or 7-point molecule again. 
However, this simplification may deteriorate the convergence behavior of the 
pressure correction equation. Peric (1990) studied the properties of the pressure 
correction equation by solving two-dimensional flow in a skewed cavity, and 
claimed that the simplified pressure correction equation can work well on slightly 
non-orthogonal grids because the contribution of the cross derivatives in the 
pressure correction equation is small. However, when the intersection angle 
among grid lines approach 045  the simplified pressure equation becomes 
inefficient and it usually fails to converge when the intersection angle is below 030 , 
then in this case the full pressure correction equation must be adopted, but it will 
become impractical for three-dimensional problems to solve the full pressure 
correction equation with 19-point molecule. To overcome this problem Cho and 
Chung (1994) adopted a new treatment to decompose the non-orthogonal terms in 
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the pressure correction into explicit and implicit parts. In this method the 
convergence solution can be obtained even when the intersection angle is 030 . 
Unfortunately, the performance of their approach depends on an additional 
parameter, which needs to be decided by the users. Qu et al.(2007b) implemented 
CLEAR algorithm on non-orthogonal curvilinear coordinate and found that 
CLEAR can still guarantee the convergence for the small inclined angle of 
05 only with 5-point computational molecule in two dimensions, but as the 
CLEAR algorithm on staggered grid, the second relaxation factor in CLEAR 
algorithm must be carefully selected, and its robustness is quite low.  
Based on the discussion above, it can be seen that few algorithms can satisfy all 
the four fundamental requirements; furthermore, current algorithms work poorly 
or fail when the grid nonorthogonality is quite severe, hence an efficient and 
robust algorithm need to be formulated to solve the fluid flow and heat transfer in 
complex geometries.   
1.4 Objectives and significance of the study 
From the above-mentioned literature survey it can be seen that, although a great 
deal of contributions have been made to develop the numerical algorithms for 
incompressible flow and to simulate the fin-and-tube heat exchangers, they are far 
from complete; therefore, to solve the gaps, the following objectives are expected 
to be obtained: 
1. to formulate an efficient and robust numerical algorithm for incompressible 
flow and also prove its feasibility in three-dimensional cases; 
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2. to test the performance of the new algorithm on staggered grid, collocated grid 
and non-orthogonal curvilinear grid respectively. 
3. to find a method to overcome the severe grid non-orthogonality while 
guaranteeing the accuracy of solution. 
4. to find a method to simulate the fluid flow and heat transfer in the wavy 
fin-and-tube heat exchanger with a large number of rows of tubes; 
5. to investigate the influence of various parameters on pressure drop and heat 
transfer performance and reveal the essence of the influence from a novel 
viewpoint. 
Although the process speed and memory of computers are increasing greatly, it is 
still quite time-consuming to solve the practical three-dimensional wavy 
fin-and-tube heat exchanger. In this thesis the efficient and robust algorithm with 
high accuracy will be proposed to speed up the numerical simulation. Because this 
algorithm is formulated on collocated grid, it can be easily adopted in the parallel 
computation, which can also be extended to large scale computation and be used 
to solve more complex problems in the future. Meanwhile, the new algorithm can 
also overcome the very severe grid non-orthogonality, thus the requirement for the 
grid quality is lowered, and we can have a deep insight in the detailed fluid flow 
and heat transfer in the complex geometries. Furthermore, with this algorithm the 
numerical simulation for the wavy fin-and-tube heat exchanger will save much 
time in investigating its performance, and once the influence of geometrical 
parameters on the performance of wavy fin-and-tube heat exchanger is known 
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through numerical simulation, the heat exchanger with high performance can be 
easily designed according to the numerical results.  
Nevertheless, the algorithm is formulated for the incompressible flow, for the 
compressible flow, it needs to be revised to deal with the fluid compressibility. In 
simulating the wavy fin-and-tube heat exchanger, the heat conduction in the fin 
surface is not considered, so the fin surface is of uniform temperature, for the 
practical design the fin efficiency should be involved.  
1.5 Outline of the thesis 
In this thesis there are totally 8 chapters, following chapter 1 “Introduction and 
Literature Review”, the other chapters are listed as below: 
In chapter 2, the grid generation with Poisson equations in two and three 
dimensions is introduced. The governing equations are transformed from the 
irregular physical domain to the regular computational domain, then they are 
discretized with the Finite Volume Method (FVM). In order to increase the 
accuracy of the solution, the second-order schemes are executed in the equation 
discretization with the Normalized Variable and Space Formulation Methodology. 
In Chapter 3, the SIMPLER algorithm are generally reviewed on staggered grid, 
based on which the mathematical formulation of CLEARER (CLEAR-ER) 
algorithm is proposed, then its performance is compared with SIMPLER 
algorithm through two numerical examples.  
In Chapter 4, the SIMPLER algorithm is generally reviewed on collocated grid. 
The updating of velocities in the main node and interface are discussed in details, 
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then CLEARER algorithm is formulated, its convergence and robustness 
performance are compared with SIMPLER algorithm with benchmark solutions. 
In Chapter 5, the SIMPLE algorithm on non-orthogonal curvilinear coordinate is 
briefly reviewed, then the CLEARER algorithm is extended from orthogonal 
collocated grid to non-orthogonal curvilinear coordinate. The performance of 
CLEARER and SIMPLERM algorithm is compared with three numerical 
examples with reliable solutions, the ability to overcome the grid 
non-orthogonality is also tested.  
In Chapter 6, the transformation and discretization of three-dimensional governing 
equations are implemented, and CLEARER algorithm is extended to 
three-dimensional non-orthogonal curvilinear coordinates, then the numerical 
results of pressure drop and heat transfer characteristics are compared with the 
experimental results, the satisfactory agreement proves its feasibility.  
In Chapter 7, the CLEARER algorithm introduced in Chapter 6 is applied to 
simulate the fluid flow and heat transfer in triangular wavy fin-and-tube heat 
exchanger, the influence of wavy angle, wavy density, fin pitch, tube diameter on 
the thermal performance is analyzed from the viewpoint of field synergy principle, 
thus the essence of heat transfer improvement is revealed.  
In Chapter 8, the conclusions are arrived, which may be helpful to know 
CLEARER algorithm and design of wavy fin-and-tube heat exchangers. Moreover, 
some recommendations for future work are also suggested.  
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Figure 1.2 Various enhanced heat transfer fins (Wang et al., 2002a) 
Chapter 2 Grid Generation and Discretization of Governing Equations 
 34
Chapter 2 
Grid Generation and Discretization 
of Governing Equations 
 
To simulate the complex fluid flow by a direct numerical solution of the governing 
equations, one first must have a spatial grid that covers the flow region. The grid 
defines each of the spatial cells for which equations are to be represented by a 
discrete approximation. In this chapter, a method is presented for constructing a 
boundary-fitted grid system for arbitrary two- and three- dimensional 
configurations, the geometric parameters related to the coordinate transformation 
are provided, then the governing equations are transformed from the irregular 
physical domain to the regular computational domain, and discretized with Finite 
Volume Method (FVM). In order to increase the solution accuracy, the popularly 
used second-order schemes are reformulated with the Normalized Variable and 
Space Formulation methodology, and adopted in the equation discretization.  
2.1 Requirement for grid 
For the fluid flow in regular geometry, such as rectangular, cylindrical and polar 
geometries, the corresponding orthogonal grid system can be applied directly. 
However, in most cases the geometries are irregular; hence the grid generation 
technology will be used. Generally speaking, grid generation is the process of 
determining the coordinate transformation that maps the body-fitted non-uniform 
non-orthogonal physical space x y into the transformed uniform orthogonal 
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computational space ξ η , as shown in Fig.2.1.    
The coordinate transformation must satisfy several requirements. The following 
list includes the most common requirements. 
1. The grid in the transformed computational space must be uniform and 
orthogonal. 
2. The transformation must be one-to-one. 
3. The transformation must be nonsingular. That is, the Jacobian determinants J 
must be nonzero. 
4. The transformation must yield a body-fitted grid. 
5. Grid points must be closely spaced in regions of large gradients and widely 
spaced in regions of small gradients. 
6. The transformation must be smooth so that the transformation metrics are 
continuous. 
7. The maximum and minimum values of the transformed coordinates must 
occur on the boundaries of the physical space. 
8. Coordinate lines (or surfaces) of the same family must not cross. 
9. Complete control of the spacing of points on the boundaries of the physical 
space must be possible. 
10. Reasonable control of the spacing of points within the physical space must be 
possible. 
11. The transformation must be applicable to both two-and three-dimensional 
physical spaces. 
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Generally speaking, there are three general methods of grid generation: 
1. Conformal mapping. 
2. Algebraic methods 
3. Differential equation methods 
Among the three methods conformal mapping is based on complex variable theory, 
which is limited to two dimensions; Algebraic methods require less computational 
efforts, but it cannot generate the grid with high quality in some complex 
geometries. Therefore, hereby the differential equation methods are adopted. 
The differential equation methods involve the generation of a body-fitted 
coordinate transformation using differential equations, and it is more relevant to 
the two- and three-dimensional transformations, because the one-dimensional 
transformations usually can be found using algebraic methods. There are two steps 
to generate the grid: 
1. Determine the grid point distribution on the boundaries of the physical space. 
For two-dimensional spaces, the boundaries are one-dimensional spaces. The 
required one-dimensional grid point distributions can be obtained by algebraic 
methods. For the three-dimensional spaces, the boundaries are 
two-dimensional spaces. The required two-dimensional grid point distributions 
can be obtained either by algebraic methods or by a two-dimensional 
differential equation method. 
2. Assume the interior grid point distribution is specified by a differential 
equation that satisfies the grid point distributions specified on the boundaries 
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and yields an acceptable interior grid distribution. 
Although any of three types of partial differential equation (elliptic, parabolic or 
hyperbolic) can be used as the governing grid generation differential equation, the 
requirements of the coordinate transformation suggest the use of an elliptic 
differential equation as the governing differential equation. The most common 
elliptic equations used for grid generation is the Poisson equation. In the following 
the grid generation in two and three dimensions is introduced respectively.  








∂  are rewritten as xφ and xxφ . In two-dimensional 
physical space, the equations have the following forms: 
( ),xx yy Pξ ξ ξ η+ =                         (2.1a) 
( ),xx yy Qη η ξ η+ =                     (2.1b) 
where ( ),P ξ η  and ( ),Q ξ η  are used to control the distribution of points within 
the physical domain. 
The transformed equations in computational space are: 
         22 ( )x x x J Px Qxξξ ξη ηη ξ ηα β γ− + = − +                      (2.2a) 
         22 ( )y y y J Py Qyξξ ξη ηη ξ ηα β γ− + = − +                      (2.2b) 
where  
2 2x yη ηα = + , x x y yξ η ξ ηβ = + , 2 2x yξ ξγ = + , J x y x yξ η η ξ= −        (2.3) 
They are all the geometric parameters related to the coordinate transformation.  
There are many governing functions for ( ),P ξ η  and ( ),Q ξ η  in order to obtain 
different grid distribution. In order to ensure the orthogonality of grid lines near 
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the boundary, the governing functions proposed by Thomas and Middlecoeff 
(1980) are applied. 
2 2( , )( )x yP φ ξ η ξ ξ= +                               (2.4a) 
           2 2( , )( )x yQ ψ ξ η η η= +                              (2.4b) 
Here          2 2( ) /( )x x y y x yξ ξξ ξ ξξ ξ ξφ = − + +                       (2.5a) 
          2 2( ) /( )x x y y x yη ηη η ηη η ηψ = − + +                       (2.5b) 
The values of ,φ ψ  in the interior can be interpolated according to the 
corresponding values at the boundaries; hence the influence of grid point 
distribution at the boundary will be spread into the interior, which will improve 
the grid quality. Further, ( ),P ξ η  and ( ),Q ξ η  will be decided by the numerical 
results, and needn’t the manual decision. Fig. 2.2 shows the grid generated with 
this method, from which we can see the orthogonality of grid lines are quite 
satisfactory. 
During the coordinate transformation, the following relationships can be obtained: 
1
x yJ η
ξ = , 1x yJ ξη = − , 
1
y xJ η
ξ = − , 1y xJ ξη =                (2.6) 
The arc length along aξ -directed coordinate line 
( )d dl ξ γ ξ=                                   (2.7a) 
The arc length along a η -directed coordinate line 
               ( )d dl η α η=                                   (2.7b) 
The control volume area: 
d d ds J ξ η=                                   (2.8) 
The first derivative of variable: 
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          ( )1x y yJ ξ η η ξφ φ φ= − , ( )1y x xJ ξ η η ξφ φ φ= − +                 (2.9) 
Base normal vector along ξ  direction:  
( ) y i x jn η ηξ α
−=
G G
G                                     (2.10a) 
Base normal vector along η direction: 
           ( )
y i x j
n ξ ξη γ
− +=
G G
G                                   (2.10b) 






−∂ =∂                                 (2.11a) 






−∂ =∂                                (2.11b) 
2.3 Grid generation in three dimensions 
The three-dimensional Poisson equations are expressed as follows: (Shieh, 1982; 
Thomas, 1982) 
( )2 2 22 2 2 , ,Px y z
ξ ξ ξ ξ η ζ∂ ∂ ∂+ + =∂ ∂ ∂                  (2.12a) 
( )2 2 22 2 2 , ,Qx y z
η η η ξ η ζ∂ ∂ ∂+ + =∂ ∂ ∂                  (2.12b) 
( )2 2 22 2 2 , ,Rx y z
ζ ζ ζ ξ η ζ∂ ∂ ∂+ + =∂ ∂ ∂                 (2.12c) 
where P ,Q , R are functions for controlling the spacing among coordinate lines. 
The above partial differential equations are subject to a set of Dirichlet boundary 
conditions, which can be determined with algebraic method or differential 
equation method.  
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By interchanging the dependent ( ), ,ξ η ζ and independent ( ), ,x y z variables, the 
following nonlinear equation is formed:  
( ) ( )211 22 33 12 13 232 0x x x x x x J Px Qx Rxξξ ηη ζζ ξη ξζ ηζ ξ η ζα α α α α α+ + + + + + + + = (2.13a) 
( ) ( )211 22 33 12 13 232 0y y y y y y J Py Qy Ryξξ ηη ζζ ξη ξζ ηζ ξ η ζα α α α α α+ + + + + + + + = (2.13b) 








=∑ , and miβ  is the cofactor of the (m, i) element in the 
following matrix 
x x x





⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
                                    (2.14) 
i.e. 
       11 y z y zη ζ ζ ηβ = − , 12 y z y zζ ξ ξ ζβ = − , 13 y z y zξ η η ξβ = −         (2.15a) 
       21 x z x zζ η η ζβ = − , 22 x z x zξ ζ ζ ξβ = − , 23 x z x zη ξ ξ ηβ = −         (2.15b) 
31 x y x yη ζ ζ ηβ = − , 32 x y x yζ ξ ξ ζβ = − , 33 x y x yξ η η ξβ = −        (2.15c) 
2 2 2
11 11 21 31α β β β= + + , 2 2 222 12 22 32α β β β= + +                    (2.16a) 
2 2 2
33 13 23 33α β β β= + + , 12 11 12 21 22 31 32α β β β β β β= + +             (2.16b) 
13 11 13 21 23 31 33α β β β β β β= + + , 23 12 13 23 23 32 33α β β β β β β= + +      (2.16c) 
x x x
J y y y x y z x y z x y z x y z x y z x y z
z z z
ξ η ζ
ξ η ζ ξ η ζ η ζ ξ ζ ξ η ζ η ξ ξ ζ η η ξ ζ
ξ η ζ
= = + + − − −  (2.17) 
In Eq.(2.13) 
( )( )2 2 2, , x y zP φ ξ η ζ ξ ξ ξ= + +                               (2.18a) 
( )( )2 2 2, , x y zQ ϕ ξ η ζ η η η= + +                               (2.18b) 
( )( )2 2 2, , x y zR ω ξ η ζ ζ ζ ζ= + +                              (2.18c) 
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where  
2 2 2 2 2 2 2 2 2
x x y y z z x x y y z z x x y y z z
x y z x y z x y z
ξ ξξ ξ ξξ ξ ξξ ξ ηη ξ ηη ξ ηη ξ ζζ ξ ζζ ξ ζζ
ξ ξ ξ η η η ζ ζ ζ
φ + + + + + += − − −+ + + + + +  (2.19a) 
2 2 2 2 2 2 2 2 2
x x y y z z x x y y z z x x y y z z
x y z x y z x y z
η ξξ η ξξ η ξξ η ηη η ηη η ηη η ζζ η ζζ η ζζ
ξ ξ ξ η η η ζ ζ ζ
ϕ + + + + + += − − −+ + + + + +  (2.19b) 
2 2 2 2 2 2 2 2 2
x x y y z z x x y y z z x x y y z z
x y z x y z x y z
ζ ξξ ζ ξξ ζ ξξ ζ ηη ζ ηη ζ ηη ζ ζζ ζ ζζ ζ ζζ
ξ ξ ξ η η η ζ ζ ζ
ω + + + + + += − − −+ + + + + +   (2.19c) 
The first and second derivatives in Eq.(2.19) on the boundaries can be determined, 
thus the values of φ ,ϕ ,ω  are obtained, then they are interpolated linearly into 
the interior to obtain a continuous representation of φ ,ϕ ,ω  throughout the 
computational cube. Solved numerically, the resulting elliptic system creates an 
interior grid that mimics not only the spatial distribution of grid points on the 
boundaries but also the geometric shapes of the boundaries, inasmuch as the 
location of the grid points on each boundary surface reflect the shape of that 
surface.  
Fig.2.3 shows the body-fitted grid system generated for the wavy fin-and-tube 
heat exchanger. For convenience of display, the coarse grid is provided. It can be 
seen that the grid quality is quite satisfactory, which lays solid ground for the 
numerical simulation of fluid flow and heat transfer. 
During the three-dimensional coordinate transformation, the following 
relationships can be obtained (Thompson, 1982). 
           11x J
βξ = , 21y J
βξ = , 31z J
βξ =                          (2.20a) 
12
x J
βη = , 22y J
βη = , 32z J
βη =                           (2.20b) 




βζ = , 23y J
βζ = , 33z J
βζ =                           (2.20c) 
The area normal to ξ -directed coordinate line: 
( )
11d d ds
ξ α η ζ=                                   (2.21a) 
The area normal to η -directed coordinate line: 
           ( ) 22d d ds
η α ξ ζ=                                   (2.21b) 
The area normal to ζ -directed coordinate line: 
           ( ) 33d d ds
ζ α ξ η=                                   (2.21c) 
The control volume: 
d d d dV J ξ η ζ=                                   (2.22) 
The first derivative of variable: 
( )11 12 131x J ξ η ζφ β φ β φ β φ= + +                       (2.23a) 
( )21 22 231y J ξ η ζφ β φ β φ β φ= + +                       (2.23b) 
( )31 32 331z J ξ η ζφ β φ β φ β φ= + +                       (2.23c) 
Base normal vector along ξ  direction:  
( ) 11 21 31
11
i j kn ξ β β βα
+ +=
GG GG                         (2.24a) 
Base normal vector along η  direction:  
( ) 12 22 32
22
i j kn η β β βα
+ +=
GG GG                        (2.24b) 
Base normal vector along ζ  direction:  
( ) 13 23 33
33
i j kn ζ β β βα
+ +=
GG GG                        (2.24c) 
The first derivative of variable along ξ  direction: 
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( )11 12 13( )
11
1
n J ξ η ζξ
φ α φ α φ α φα
∂ = + +∂                 (2.25a) 
The first derivative of variable along η  direction: 
( )12 22 23( )
22
1
n J ξ η ζη
φ α φ α φ α φα
∂ = + +∂                 (2.25b) 
The first derivative of variable along ζ  direction: 
( )13 23 33( )
33
1
n J ξ η ζζ
φ α φ α φ α φα
∂ = + +∂                (2.25c) 
2.4 Discretization of governing equations 
Take two-dimensional steady convection-diffusion transport problems as example, 
the governing equations are as follows: 
Continuity equation: 
( ) ( ) 0u v
x y
ρ ρ∂ ∂+ =∂ ∂                                    (2.26) 
Momentum equation: 
( ) ( ) 2 2
2 2 u
uu vu p u u S
x y x x y
ρ ρ η∂ ∂ ⎛ ⎞∂ ∂ ∂+ = − + + +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠               (2.27a) 
( ) ( ) 2 2
2 2 v
uv vv p v v S
x y y x y
ρ ρ η∂ ∂ ⎛ ⎞∂ ∂ ∂+ = − + + +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠               (2.27b) 
     Energy equation: 
( ) ( ) 2 2
2 2 T
p
uT vT T T S
x y c x y
ρ ρ λ∂ ∂ ⎛ ⎞∂ ∂+ = + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠                 (2.28) 
The above equations (Eq.2.26 to Eq.2.28) can be expressed in the following 
general form: 
     ( ) ( ) 2 22 2u v Sx y x y φ
ρ φ ρ φ φ φ∂ ∂ ⎛ ⎞∂ ∂+ = Γ + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠                    (2.29) 
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Here φ  is the general variable, Γ is the general diffusion coefficient and Sφ  is 
the general source term. 
Generally speaking, there are quite a lot numerical methods to discretize the 
governing equation (Eq.2.29), as listed below (Tao, 2000): 
1. Finite Difference Method (FDM) 
2. Finite Volume Method (FVM) 
3. Finite Element Method (FEM) 
4. Finite Analytic Method (FAM) 
5. Boundary Element Method (BEM) 
6. Spectral Method (SM) 
7. Integral Transformation Method (ITM) 
8. Control-Volume Finite Element Method (CVFEM) 
9. Differential Quadrature Method (DQM) 
and so on. 
 
Among the above methods FVM is the most popularly used to solve the fluid flow 
problems, because it can guarantee the conservation of physical problem, and the 
meaning of every coefficient is quite explicit. The basic idea of FVM is to 
integrate the governing equations on the control volume, and then the discretized 
equations will be obtained. The discretization of the governing equations on 
orthogonal grid has been introduced in details by Patankar (1980) and Tao (2001), 
hence the focus is given to the dicretization on the non-orthogonal grid.  
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There are two ways to implement the discretization with FVM in non-orthogonal 
curvilinear coordinates: 
1. Integrate the original governing equations directly on the physical domain. Fig. 
2.4(a) shows a control volume in the physical domain. In this way the 
difficulty of discretizing the equations is increased due to the grid 
non-orthogonality. Ferziger and Peric (2002) has done much pioneering work 
in this aspect; 
2. Transform the original governing equations according to the coordinate 
transformation, then integrate them on the orthogonal computational domain 
( ),ξ η  shown in Fig.2.4(b). In this way, although the complexity of governing 
equations in increased, it is easy to discretize the governing equation, 
furthermore, the well-established numerical methods on orthogonal 
coordinates, such as SIMPLE-family algorithms and high-order schemes, can 
be easily applied. Therefore, in this thesis this method is adopted.  
Following the coordinate transformation ( , )x x ξ η= , ( , )y y ξ η= , the governing 
equation (Eq.2.29) is transformed into: 
( ) ( )
( )
1 1 1 1
,
U V
J J J J J J
Sφ
ρ φ ρ φ φ φ φ φα β β γξ η ξ ξ η η ξ η
ξ η
⎡ ⎤ ⎡ ⎤∂ ∂ ⎛ ⎞ ⎛ ⎞∂ Γ ∂ ∂ ∂ Γ ∂ ∂+ = − + − +⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦
+
 (2.30) 
whereU andV  are contravariant velocity components: 
U uy vxη η= − , V vx uyξ ξ= −                             (2.31) 
α ,β ,γ , J are geometric parameters, which are defined in Eq.(2.3). 
The pressure source terms for the transformed u and v equations can be expressed 
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as: 
( )1p y p y px J η ξ ξ η∂ = −∂ ,  ( )1p x p x py J η ξ ξ η∂ = − +∂                 (2.32) 
Here the Cartesian velocities are arranged in the center of the cell, while the 
contravariant velocities are arranged at the interfaces. The transformed governing 
equations are discretized in the computational domain with FVM, and the final 
forms are as follows: 
Continuity equation 
( ) ( ) ( ) ( ) 0f f f fe w n sU U V Vρ η ρ η ρ ξ ρ ξΔ − Δ + Δ − Δ =         (2.33) 
Momentum equations with under-relaxation factors incorporated: 
01u u u u u uuP
P nb nb P P P P
u u
A p pu A u B C b A uαα ξ η α
−∂ ∂= − − + +∂ ∂∑        (2.34a) 
01v v v v v vvP
P nb nb P P P P
v v
A p pv A v B C b A vαα ξ η α
−∂ ∂= − − + +∂ ∂∑        (2.34b) 
here         e wp p pξ ξ
∂ −=∂ Δ ,  
n sp p p
η η
∂ −=∂ Δ                         (2.35) 
The interface pressure ep , wp , np  and sp  can be obtained by linear interpolation 




( )w ww P Ww wp p p
δξ δξ
δξ δξ
− += + , ( )( )
( )
( )e ee E Pe ep p p
δξ δξ
δξ δξ




( )s ss P Ss sp p p
δη δη
δη δη
− += + ,  ( )( )
( )
( )n nn N Pn np p p
δη δη
δη δη
− += +          (2.36b) 
The coefficients in Eq.(2.24) can be calculated as: 
( )uP PB yη ξ η= Δ Δ , ( )uP PC yξ ξ η= − Δ Δ , ( )vP PB xη ξ η= − Δ Δ , ( )vP PC xξ ξ η= Δ Δ  (2.37)                 
( ) a b,0E e e eA D A P FΔ= + − , ( ) a b,0W w w wA D A P FΔ= +           (2.38a) 
( ) a b,0N n n nA D A P FΔ= + − ,  ( ) a b, 0S s s sA D A P FΔ= +          (2.38b) 
P E W N SA A A A A= + + +                                  (2.38c) 







ξ η β η β ξη ξ
⎡ ⎤⎛ ⎞ ⎛ ⎞Γ ∂ Γ ∂⎢ ⎥= Δ Δ − Δ + Δ⎜ ⎟ ⎜ ⎟∂ ∂⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦






ξ η β η β ξη ξ
⎡ ⎤⎛ ⎞ ⎛ ⎞Γ ∂ Γ ∂⎢ ⎥= Δ Δ − Δ + Δ⎜ ⎟ ⎜ ⎟∂ ∂⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
            (2.39b) 
where F and D are the flux and diffusion conductivity at the interface respectively 





























⎛ ⎞Δ= Γ⎜ ⎟Δ⎝ ⎠
 (2.41) 
It is noted that the different schemes can be used by changing the value of 
( )A PΔ . The expressions for commonly used three-point schemes are shown in 
Table 2.1. However, with the development of computational simulation, these 
low-order schemes cannot satisfy the accuracy requirement, hence in this thesis 
high-order schemes are adopted during the equation discretization. 
2.5 Implementation of high-order schemes 
2.5.1 Normalized Variable and Space Formulation methodology 
In discretizing the convection-diffusion equations, the difficulty lies in the 
convection term, because the central difference has the satisfactory property to 
discretize the diffusion term. The essence to discretize the convection term is how 
to define the physical variables with the corresponding values at the main nodes. 
Generally speaking, the schemes for convection term discretization must satisfy 
the following three requirements: 1) Stability. 2) Boundedness. 3) Accuracy. Up to 
now many researchers have devoted to the investigation in this aspect and many 
high-order schemes have been developed. However, due to the complex 
expressions for different schemes, it is difficult to apply them into discretized 
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equations. Here the Normalized Variable and Space Formulation (NVSF) 
methodology proposed by Darwish and Moukalled (1994) is adopted, with which 
all the high-order schemes can be executed easily.     
The derivations are pertinent to second- and third-order convection schemes 
involving the use of three neighboring grid points, as shown in Fig. 2.5. Assume 
the flux at the interface 0eF > , the upstream, central and downstream grid points, 
designated by U, C and D, are located at the distances Ux , Cx and Dx  from the 
origin respectively. The values of the dependent variable at these nodes are 
designated by Uφ , Cφ  and Dφ . Moreover, the value of the dependent variable at 
the control volume face located at a distance fx  from the origin is expressed 
by fφ . 
Since a normalized variable and space formulation is sought, the following 
normalized variables are defined: 
U
D U






−= −                          (2.42) 
Then the following normalized parameters will be arrived 
0 1U U C U e U D UU C e D
D U D U D U D U
x x x x x x x xx x x x
x x x x x x x x
− − − −= = = = = =− − − −
        (2.43) 
0 1U U C U e U D UU C e D
D U D U D U D U
φ φ φ φ φ φ φ φφ φ φ φφ φ φ φ φ φ φ φ
− − − −= = = = = =− − − −
   
        (2.44) 
The original parameter fφ  is represented by the following parametric relation: 
( ),, , , , ,f U C D U C f Df x x x xφ φ φ φ=                          (2.45) 
Upon normalizing, this is simplified to  
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( ), , ,f C C ff x xφ φ=                                       (2.46) 
Therefore, the use of the above normalized parameters can simplify the functional 
representation of simple and composite high-resolution schemes, and helps 
defining the stability and boundedness conditions that they should satisfy. 
With the NVSF methodology all the composite high-resolution schemes can be 
reformulated on a non-uniform grid. Since these schemes are discussed 
extensively in the literature, it is unnecessary to elaborate on them here, and only 
the final forms of there functional relationships are presented, as shown in Table 
2.2  
2.5.2 Application of high-order schemes in equation discretization 
The governing equation(Eq.2.29) for steady flow can be written as: 
                   ( )V Sφ φρ φ φ∇ −Γ ∇ =
Gi                     (2.47) 
Integrate it on the control volume shown in Fig.2.6 
 ( )V dv S dvφ φρ φ φ∇ −Γ ∇ =∫∫ ∫∫Gi               (2.48) 
To ensure the convergence of solution, the source terms can be expressed as the 
linear function of the variable. 
                  C P PS S Sφ φ= +                               (2.49) 
By using the Gauss Theorem, Eq.(2.48) can be written as: 
             ( ) | ( ) | ( )e nw s c P PV A V A S S vφ φρ φ φ ρ φ φ φ δ−Γ ∇ + −Γ ∇ = +
G GG Gi i    (2.50) 
Define 
     ( )e eF V Aρ=










Γ Δ=   ( )n nF V Aρ=










Γ Δ=    (2.51) 
Then we have 
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             ( ) | ( )e e e e E PV A F Dφρ φ φ φ φ φ−Γ ∇ = − −
GG i               (2.52) 
According to Eq.(2.44) 
( ) ( )( )e D U e U D U e C Cφ φ φ φ φ φ φ φ φ φ= − + = − − +
  
            (2.53) 
Substitute it into Eq.(2.52) 
( ) ( )( ) ( )e e e E P e C e D U C e e E PF D F F Dφ φ φ φ φ φ φ φ φ φ− − = − − − − −
 
      (2.54) 
Similarly, we can get 
( ) ( )( ) ( )n n n N P n C n D U C n n N PF D F F Dφ φ φ φ φ φ φ φ φ φ− − = − − − − −       (2.55) 
Define  
( )( )edc e D U C eS F φ φ φ φ= − −     ( )( )ndc n D U C nS F φ φ φ φ= − −           (2.56) 
Because the main nodes P and E share the same interface e, P and N share the 
same interface n 
( ) ( ) ( ) ( )e e w w n n s sF P F E F P F Nφ φ φ φ= =                    (2.57) 
( ) ( ) ( ) ( )n s e wdc dc dc dcS P S N S P S E= =                        (2.58) 
Similarly, the coefficients EA , WA , NA  and SA  have the following relationship 
a b( ) ,0 ( )E e e W eA P D F A E F= + − = −                  (2.59a) 
a b( ) ,0 ( )N n n S nA P D F A N F= + − = −                  (2.59b) 
where a b, means the maximum value 
Therefore, Eq.(2.50) can be rearranged into: 
( ) ( ) ( )
( )
e w
E P E dc e P W W P dc w P N P N
n s
dc n P S S P dc s P c P P
A S F A S F A
S F A S F S v S v
φ φ φ φ φ φ φ φ
φ φ φ φ δ δ φ
− − + − − + − + −
− + − − + − = +     (2.60) 
Or  ( )P P nb nb dc c w e s n PA A S S v F F F Fφ φ δ φ= + + + − + −∑               (2.61) 
Where       P E W N S pA A A A A S vδ= + + + −                       (2.62) 
e w n s
dc dc dc dc dcS S S S S= − + −                             (2.63) 
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According to the continuity equation,  
0w e s nF F F F− + − =                                (2.64) 
Hence usually it can be cancelled out. 
To ensure the accuracy of the solution is no less than second order, the grid nodes 
at the boundaries must be treated carefully. With the NVSF methodology this 
treatment can be easily realized. When 0eF > , because the location of nodes U C 
and D are known and e Dx x= , the high-order schemes in Table 2.2 can be 
executed directly. However, when 0eF < , we can suppose there is a fictitious 
point U upstream, shown in Fig. 2.7, then e Cx x=  , hence for all the schemes in 
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Table 2.1 Expressions of ( )A PΔ for several schemes 
Schemes ( )A PΔ  
Central Difference (CD) 1 0.5 PΔ−  
First-order Upwind Difference(FUD) 1 
Hybrid Scheme (HS) 0,1 0.5 PΔ−c fe h  
Exponential Scheme (ES) ( )( )/ exp 1P PΔ Δ −  
Power Law Scheme (PLS) ( )50, 1 0.1 PΔ−c fd ge h  
 
Table 2.2 Definition of normalized variable for some schemes 
Schemes Definition 











φ φ− −= −− −
   









 Leonard (1979) 
( ) ( 1)
1 (1 )
f f c f f
f C
c c c
x x x x x
x x x
φ φ− −= −− −
     
    
FROMM 
 Fromm (1968)  
( )f f C Cx xφ φ= − +
    
MINMOD 
























− −= − ≤ ≤− −
=
   
     

 


























































= − + ≤ ≤ − +
= − + ≤ ≤
=
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(1 3 2 )
0
( 1) 3
( ) ( 1)
(1 )
1 (1 ) 3
1 (1 ) 1
elsewhere
f C f C
f C C
C C
f f C f f C C
C C f C





x x x x
x x
x x x x x x x x x







− += − ≤ ≤−
− −= − ≤ ≤ + −− −
= + − ≤ ≤
=
     
 





Yu et. al(2001b) 
2
2
(1 3 2 ) ( )
0
( 1) 2 4
( 1) ( )
1
1 ( 1) 2 4
elsewhere
2
f C f C f C
f C C
C C C f f f C
f C f C f C
C C
C C C f f f C
C
x x x x x x
x x x x x x x
x x x x x x




− + −= ≤ ≤− − + −
− − −= + ≤ ≤− − − + −
=
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      
      







(1 3 2 ) ( )
0
( 1) 2 4
1 ( )
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1 ( 1)
f C f C f C
f C C
C C C f f f C
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C C C
C C C f f f C
f f C f f C f
C C
C C C
x x x x x x
x x x x x x x
x x x x x x
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− + −= ≤ ≤− − + −
− − −= + ≤ ≤− − − + −
− − − += + ≤ ≤− −
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Li and Tao(2002) 
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       (a) Physical domain           (b) Computational domain 
Figure 2.1 The relation between the physical domain and computational domain 
 
Figure 2.2 Grid generated in 2D complex enclosure 
 
Figure 2.3 Grid generated in 3D wavy fin-and-tube heat exchanger 
























( )eδξ +( )eδξ −( )wδξ − ( )wδξ +










(b) Computational domain 
Figure 2.4 Computational grid and the definition of parameters 










Cx fx0 1  
(a) Original Variables              (b) Normalized Variables 




















     
(a) 0eF >                         (b) 0eF <  
Figure 2.7 Treatment of boundary condition 
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Chapter 3 
CLEARER Algorithm on Staggered Grid* 
 
In the SIMPLE-family algorithms, the coupling between the pressure and velocity 
is the key issue, which can determine the efficiency and robustness of the 
algorithms; hence many efforts have been devoted to this aspect in the past three 
decades. Tao et al.(2004a, 2004b) proposed CLEAR algorithm to guarantee the 
fully coupling between pressure and velocity, while its robustness is lowered. In 
this chapter, the SIMPLER algorithms are reviewed briefly, the updating of 
velocity is discussed in details, then a new CLEARER algorithm is formulated, 
and its performance is compared with SIMPLER and two CLEAR-variants.  
3.1 General review of SIMPLER algorithm on staggered grid 
The general two-dimensional convection-diffusion equation (Eq.2.29) is 
discretized with FVM (Patankar, 1980; Tao, 2001) on the staggered grid shown in 
Fig.3.1, and the source term Sφ is linearized as  
C P PS S Sφ φ= +    ( 0)PS <               (3.1) 
By taking out the pressure gradient term from Sφ  for the momentum equation, 




Part of this work has been published in: 
Lee T.S.，Cheng Y. P. and Low H. T., Improvement of SIMPLER algorithm for 
incompressible flow on staggered grid system. International Journal of Modern 
Physics C, vol.18(7), pp.1149-1155, 2007,  
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( )* * * * 01e ue nb nb e P E e e
u u
a u a u b A p p a uαα α
−= + + − +∑          (3.2a) 
( )* * * * 01n vn nb nb n P N n n
v v
a v a v b A p p a vαα α
−= + + − +∑          (3.2b) 
where         P Cb S x y= Δ Δ                                     (3.3) 
and *u *v are the intermediate velocities of the current iteration, 0u 0v are the 
velocities in the previous iteration level. 
Based on the intermediate values, the velocity and pressure will be improved so 
that they can satisfy the continuity equation. In order to obtain the improved 
velocity field, the velocity correction and pressure correction are added to their 
corresponding intermediate value. The improved pressure and velocity are 
expressed as follows: 
*p p p′= +                                      (3.4) 
*u u u′= +                                       (3.5a) 
*v v v′= +                                       (3.5b) 
Substituting the improved pressure and velocities into the discretized momentum 
equation (3.2), yielding 
( ) ( ) ( ) ( )* * * * 01e ue e nb nb nb e P P E E e e
u u
a u u a u u b A p p p p a uαα α
−⎡ ⎤′ ′ ′ ′+ = + + + + − + +⎣ ⎦∑  (3.6a) 
( ) ( ) ( ) ( )* * * * 01n vn n nb nb nb n P P N N n n
v v
a v v a v v b A p p p p a vαα α
−⎡ ⎤′ ′ ′ ′+ = + + + + − + +⎣ ⎦∑  (3.6b) 
Subtracting Eq.(3.2) from Eq.(3.6) 
( )e e nb nb e P E
u
a u a u A p pα ′ ′ ′ ′= + −∑                     (3.7a) 
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( )n n nb nb n P N
v
a v a v A p pα ′ ′ ′ ′= + −∑                    (3.7b) 
From Eq.(3.7) we can see that the velocity correction term includes two parts, one 
is the velocity corrections in the vicinity of control volumes and the difference in 
pressure correction of two adjacent grid points. In SIMPLE-like algorithms, the 
first part nb nba u′∑ , nb nba v′∑  is neglected in order to simplify the pressure 
correction equation. The final velocity-correction terms are expressed as: 
( )e u e P Eu d p pα′ ′ ′= − , ( )n v n P Nv d p pα′ ′ ′= −             (3.8) 
where 








=                               (3.9) 
Substitute the improved velocity Eq.(3.5) into the discretized continuity equation 
( ) ( ) ( ) ( ) 0e w n se w n su A u A v A v Aρ ρ ρ ρ− + − =              (3.10) 
we can get the final pressure correction equation 
              P P nb nba p a p b′ ′= +∑                               (3.11) 
where 
P E W N Sa a a a a= + + +                                   (3.12) 
( )E ea Adρ=   ( )W wa Adρ=   ( )N na Adρ=   ( )S sa Adρ=    (3.13) 
( ) ( ) ( ) ( )* * * *
w e s n
b u A u A v A v Aρ ρ ρ ρ= − + −                  (3.14) 
It is notable that the pressure correction is only used to update the velocity instead 
of the pressure, and the pressure field is determined by a pressure equation, which 
is derived as follows: 
The momentum equation (3.2) can be recast into 
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( ) ( ) i ( )0 0 * * 0 * *1nb nbe u u e u e P E e u e P E
e
a u b
u u d p p u d p p
a
α α α α⎛ ⎞+= + − + − = + −⎜ ⎟⎜ ⎟⎝ ⎠
∑   (3.15a)               
( ) ( ) i ( )0 0 * * 0 * *1nb nbn v v n v n P N n v n P N
n
a v b
v v d p p v d p p
a
α α α α⎛ ⎞+= + − + − = + −⎜ ⎟⎜ ⎟⎝ ⎠
∑  (3.15b) 
where 





α α⎛ ⎞+= + −⎜ ⎟⎜ ⎟⎝ ⎠
∑                          (3.16a) 





α α⎛ ⎞+= + −⎜ ⎟⎜ ⎟⎝ ⎠
∑                          (3.16b) 
Substituting Eq.(3.16) into the continuity equation (3.10), the pressure equation 
can be obtained: 
* *
P P nb nba p a p b= +∑                            (3.17) 
The coefficients are the same as those in pressure correction equation, which can 
be calculated according to Eqs. (3.12) and (3.13), the only difference lies in the 
calculation of source term b , which can be obtained as below: 
i( ) i( ) i( ) i( )0 0 0 0
w e s n
b u A u A v A v Aρ ρ ρ ρ= − + −              (3.18) 
The solution procedure of SIMPLER algorithm on staggered grid can be 
summarized as follows: 
(1) Assume the initial velocity field 0u 0v , and calculate the coefficients of the 
momentum equations; 
(2) Calculate the pseudo-velocitiesi0eu , i0nv  [Eq.(3.16)], and obtain the source term 
b [Eq.(3.18)] in the pressure equation; 
(3) Solve the pressure equation [Eq.(3.17)]; 
(4) Based on the pressure *p , solve the momentum equation [Eq.(3.2)], then the 
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intermediate velocities *u *v  are obtained; 
(5) Solve the pressure correction equation [Eq.(3.11)]; 
(6) Improve the velocity with the pressure correction p′ [Eq.(3.5) and (3.8)], while 
the pressure is not improved; 
(7) Solve the discretized equations of other scalar variables if necessary; 
(8) Return to step 2 and repeat the process until the convergent solution is 
obtained. 
From above derivation we can see that the intermediate velocities *u *v  satisfy 
the momentum equations, and the improved velocities 0u 0v  satisfy the 
continuity equation. By repeating the process the velocities will satisfy both the 
momentum equations and continuity equation, hence the convergent solution will 
be obtained.  
3.2 Mathematical formulation of CLEARER algorithm 
In the prediction stage of SIMPLER algorithm, the pressure is obtained by solving 
the pressure equation based on the velocity field in the previous iterative level, 
which guarantees the consistence between velocity field and pressure field. 
Therefore, most of the SIMPLE-like algorithms are focused on the updating of 
velocity in the correction stage. In order to accelerate the convergence rate, the 
key is how to improve the intermediate velocities and ensure the velocity field can 
satisfy the momentum equations and continuity equation well in each iterative 
level. 
Take the u  velocity as example, in the corrector step in SIMPLER algorithm, the 
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temporary solution of the current iteration is expressed as: 
( )*e e e P Eu u d p p′ ′= + −                                (3.19) 
while in the predictor step, by introducing the pseudo-velocity, the velocity is 
expressed as: 
i ( )e e e P Eu u d p p= + −                                (3.20) 
hence *eu  and 
i
eu  are at the same position, and the terms 
( )P Ep p′ ′− and ( )P Ep p−  play the similar role in the two equations. Based on this 
analysis Tao et al. (2004a, 2004b) proposed the CLEAR algorithm and claimed 
that in the corrector step, the intermediate velocity can be improved with the 
pressure as follows: 
i ( )*e e e P Eu u d p p= + −                                (3.21) 
where the pseudo-velocity i*eu  are based on the intermediate solution. In CLEAR 
algorithm the pressure equation is solved in the corrector step. Because no terms 
are neglected in deriving the pressure equation, it overcomes the second 
approximation in SIMPLE algorithm and is considered the fully implicit algorithm. 
Hence CLEAR algorithm can enhance the convergence rate greatly, in some cases 
it can be several times faster than SIMPLER algorithm.  
However, another problem may arise in CLEAR algorithm. In SIMPLER 
algorithm the updated velocity is composed of two parts, one is the intermediate 
value and the other is the correction value. With the iteration going on, the value 
of pressure correction will approach zero, hence the correction part will become 
less significant than the intermediate part, which guarantees the convergence can 
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go on smoothly. While in CLEAR algorithm, because the velocity is improved 
with the pressure, the intermediate value and correction part is almost of the same 
order, so the convergence process may become oscillatory, especially in cases with 
large pressure variation. For this reason, the CLEAR algorithm is less robust than 
SIMPLER algorithm.  
Here we combine the advantages of SIMPLER and CLEAR algorithms together, 
and propose the CLEARER algorithm. In the prediction stage it is the same with 
SIMPLER and CLEAR algorithm, the only difference lies in the calculation of the 
improved velocity, which is expressed as: 
i ( ) ( )* * *e e e P E e P Eu u d p p d p p′ ′= + − + −                      (3.22) 
In order to enhance the robustness, we also introduce a second relaxation factor 
β  and redefine i*eu  as 
i ( ) ( )* * ** 01nb nb e P Ee u u e
e
a u b A p p
u u
a
β β⎛ ⎞+ + −⎜ ⎟= + −⎜ ⎟⎝ ⎠
∑             (3.23) 
Then the improved velocity  
i ( )*e e u e P Eu u d p pβ ′ ′= + −                                 (3.24) 
Eq.(3.23) is similar to the momentum interpolation method in collocated grid, 
when β α= , CLEARER will be equivalent to SIMPLER algorithm.  
Similarly, the improved v  velocity can be expressed as: 
         i ( )*n n v n P Nv v d p pβ ′ ′= + −                                 (3.25) 
where 
i ( ) ( )* * ** 01nb nb n P Nn v v n
n
a v b A p p
v v
a
β β⎛ ⎞+ + −⎜ ⎟= + −⎜ ⎟⎝ ⎠
∑             (3.26) 
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To ensure the same computational effort for the studied algorithms in every 
iteration level, different from original CLEAR algorithm in references (Tao et al., 
2004a, 2004b), in the following CLEAR-like algorithms the coefficients of 
discretized momentum equations are not recalculated in the corrector step. In 
order to investigate the influence of second relaxation factor, two kinds of 
expressions for CLEAR algorithm are formulated: 
i ( )*e e u e P Eu u d p pα= + −                               (3.27) 
where  





α α⎛ ⎞+= + −⎜ ⎟⎜ ⎟⎝ ⎠
∑                       (3.28) 
In this method, the relaxation factor in corrector step is the same with that in the 
predictor step, which is called CLEAR1 algorithm. In another algorithm named 
CLEAR2, an extra relaxation factor is introduced.   
i ( )*e e u e P Eu u d p pβ= + −                                 (3.29) 
where 





β β⎛ ⎞+= + −⎜ ⎟⎜ ⎟⎝ ⎠
∑                        (3.30) 
The expressions for v  velocity can be obtained in a similar way. For simplicity 
in the following computation we set u vα α=  and u vβ β= hereafter. For the 
CLEARER, CLEAR1 and CLEAR2 algorithm, the solution procedure is quite 
similar to that of SIMPLER algorithm, except the method used to improve the 
velocity to satisfy the continuity constraint in step 5 and 6.  
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3.3 Numerical validation and comparison with SIMPLER 
algorithm 
In order to validate the CLEARER algorithm and test its performance, two typical 
numerical examples with reliable solutions are computed, they are: (1) Lid-driven 
flow in a square cavity; (2) Lid-driven flow in a polar cavity. To make the 
comparison among SIMPLER, CLEARER, CLEAR1 and CLEAR2 meaningful, 
the numerical treatments should keep identical. In the following comparison, the 
Stability-Guaranteed Second-order Difference scheme (SGSD) (Li and Tao, 2002) 
is adopted to discretize the convection term; the algebraic equations are solved by 
the Alternative Direction Implicit method (ADI) (Ames, 1977) incorporated by the 
block-correction technique (Prakash and Patankar, 1981). In order to show well 
the performance of algorithms in the high-value region of under-relaxation factor, 
the time step multiple, E , is used in the following presentation, which relates to 
the under-relaxation factorα  by  
1
E αα= −   ( )0 1α< <                         (3.31) 
The correspondence between α  and E  is presented in Table 3.1.  
The same convergence criterion is also used for the four algorithms, as seen 
below: 
( ) ( ) ( ) ( )* * * * 8
max
ch
MAX 1.0 10w e s n
u A u A v A v A
R
Flow
ρ ρ ρ ρ −⎡ ⎤− + −⎢ ⎥= < ×⎢ ⎥⎣ ⎦
 (3.32) 
where maxR is the maximum relative mass flow rate unbalance of all the control 
volumes in the computational domain; chFlow  is the characteristic flow rate 
through the center line of cavity. *u and *v  are the intermediate interface 
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velocities obtained in the prediction step. 
The uniform grid system 52 52×  is adopted for all the algorithms at Re=100 and 
1000. However, for lid-driven cavity flow at Re=5000, in order to get deep insight 
into the flow pattern near the wall, the non-uniform grid is adopted with finer grid 
near the wall. The second relaxation factor in both CLEARER algorithm and 
CLEAR2 is set as 0.8β = . The relaxation factor for pressure 0.9pα = . 
In the following two cases, the computational conditions are introduced first, and 
then the numerical results with four algorithms are compared with the benchmark 
solutions, followed by the comparison of convergence rate and robustness among 
the four algorithms.  
3.3.1 Lid-driven flow in a square cavity 
Computations are conducted at Re=100, 1000 and 5000, which is defined as 
LidRe U Lν=                                      (3.33) 
where LidU  is the moving velocity of the upper lid, and L is the length of the 
cavity.  
In Fig.3.3 the convergence history of four algorithms are compared at the 
under-relaxation factor 0.6α =  and Re=100. Because the velocity is improved 
with the pressure in CLEAR 1 and CLEAR 2 algorithms, the maximum residual 
of the control volumes becomes oscillatory during the whole iteration process, 
however, because the pressure correction is adopted to update the intermediate 
velocity the residual for SIMPLER and CLEARER will decrease smoothly except 
at the beginning of the iteration.  
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In order to test the accuracy of the discretization scheme, the preliminary 
computation is conducted in fully developed straight channel, and calculated value 
of friction factor times Reynolds number is compared with the exact solution 96. 
The result is shown in Fig. 3.4, which indicates that current scheme can guarantee 
the second-order accuracy.   
The numerical results are compared with the benchmark solutions provided by 
Ghie et al. (1982) and Erturk et al.(2005).  Fig. 3.5, Fig.3.6 and Fig.3.7 show the 
velocity distribution along the centerlines at Re=100, Re=1000 and Re=5000 
respectively, from which we can see that the new algorithm CLEARER can 
predict the numerical results quite well as SIMPLER, CLEAR1 and CLEAR2.  
Fig 3.8, Fig 3.9 and Fig.3.10 show the iteration number vs. E for the four 
algorithms, it is found that SIMPLER algorithm always needs the largest iteration 
number while CLEAR2 needs the least. Because in the correction stage the 
pressure is used to update the intermediate value, CLEAR1 and CLEAR2 become 
less robust than SIMPLER and CLEARER algorithms, which indicate that it is 
better to use pressure correction instead of pressure to update the velocity in order 
to enhance the robustness of the algorithm. It is notable that at 4E = , ie. 0.8α = , 
CLEAR1 and CLEAR2 own the same iteration number because the two 
algorithms become the same whenα β= , so does SIMPLER and CLEARER at 
0.8α = . 
The ratio of iteration numbers of CLEARER, CLEAR1 and CLEAR2 algorithms 
over that required by SIMPLER is shown in Fig. 3.11, Fig. 3.12 and Fig.3.13 
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respectively, from which we can see that CLEARER algorithm can enhance the 
convergence rate greatly in the low-value region of under-relaxation factor as 
CLEAR1 and CLEAR2; while in the high-value region of under-relaxation factor 
the CLEAR1 and CLEAR2 will diverge due to their low robustness, and 
CLEARER owns almost the identical convergence performance as SIMPLER, 
which can be explained as follows: In SIMPLER algorithm the same 
under-relaxation factor α  is used in both the prediction stage and the correction 
stage. When α  takes low value, the velocity in the prediction stage is 
under-relaxed greatly with the velocity in the previous iterative level. However, in 
the correction stage the velocity will be over-relaxed with the same 
under-relaxation factor, hence a larger relaxation factor should be introduced in 
the correction stage in order to speed up the convergence rate. The minimum ratio 
of iteration numbers of CLEARER algorithm over SIMPLER is 39% at Re=100, 
33% at Re=1000 and 28% at Re=5000. This analysis can also be applied to 
explain the difference of convergence performance between CLEAR1 and 
CLEAR2.  
3.3.2 Lid-driven flow in a polar cavity 
The configuration of the polar cavity is shown in Fig.3.14, here 1θ =  rad, 
in/ 1Rδ = , and Reynolds number is defined as: 
LidRe U δν=                                 (3.34) 
where Lid inU R ω=  is the circumferential velocity of the moving lid.  
The streamlines in the polar cavity are compared with the results provided by 
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Fuchs and Tillmark (1985), as shown in Fig. 3.15 and Fig. 3.16. From which we 
can see that they agree quite well.  
From Fig.3.17 and Fig.3.18 it can be found that when the under-relaxation factor 
is of low value, both CLEARER and CLEAR2 algorithms exhibit better 
convergence performance than SIMPLER algorithm. While with the increasing 
under-relaxation factor CLEAR2 will diverge, but CLEARER algorithm can still 
converge until 0.98α =  at Re=1000, under which SIMPLER will diverge. Hence 
we can see that CLEARER is more robust than SIMPLER algorithm. Actually the 
robustness of CLEARER can be increased further only if the second relaxation 
factor β  is reduced.  
From Fig. 3.19 and Fig.3.20 we can see that CLEARER algorithm can enhance 
the convergence rate greatly in the region of small under-relaxation factor. For 
example, at 0.1α =  the ratio of iteration numbers of CLEARER over SIMPLER 
is 26% at Re=350 and 27% at Re=1000. Although CLEAR2 needs less iteration 
number to reach the convergence criterion, its robustness is much lower than that 
of CLEARER.    
3.4 Concluding remarks 
In this chapter CLEARER algorithm is proposed on the staggered grid which 
combines the advantages of SIMPLER and CLEAR algorithms, then two 
examples with available solution are calculated to test the feasibility of this 
algorithm, and the performance of SIMPLER, CLEARER, CLEAR1 and 
CLEAR2 is also compared, the major conclusions are summarized as follows: 
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1. CLEARER, CLEAR1 and CLEAR2 algorithms can predict the numerical 
results accurately, and they can also improve the convergence rate greatly 
compared with SIMPLER algorithm. 
2. The robustness of CLEAR1 and CLEAR2 is much lower than CLEARER and 
SIMPLER algorithms, and the robustness of CLEARER is the highest among 
the four algorithms. 
3. Under the under-relaxation factor with low value, the velocity in the correction 
stage is over-relaxed, hence a larger relaxation factor can be introduced to 
speed up the convergence rate, no matter the intermediate velocity is improved 
with pressure or pressure correction. 
4. The enhancement of convergence performance of CLEARER over SIMPLER 
algorithm is more significant under low under-relaxation factor. In some cases 
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Table 3.1 Some correspondence between α  and E  
α  0.1 0.2 0.4 0.6 0.8 0.9 0.95 0.98 0.99 
E  0.11 0.25 0.67 1.5 4 9 19 49 99 
 
 
Figure 3.1 Control volumes of staggered grid in 2D Cartesian coordinates 
 
Figure 3.2 Lid-driven flow in a square cavity 
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Figure 3.4 Accuracy test with fully developed flow in straight channel 
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(a) U velocity distribution along 0.5X = (b)V velocity distribution along 0.5Y =  
Figure 3.5 Comparison between predicted velocity distributions and benchmark 
solutions at Re=100 
 




















(a) U velocity distribution along 0.5X = (b)V velocity distribution along 0.5Y =  
Figure 3.6 Comparison between predicted velocity distributions and benchmark 
solutions at Re=1000 




















































(a) U velocity distribution along 0.5X = (b)V velocity distribution along 0.5Y =  
Figure 3.7 Comparison between predicted velocity distributions and benchmark 
solutions at Re=5000 
 






















Figure 3.8 Comparison of iteration numbers among SIMPLER, CLEARER, 
CLEAR1 and CLEAR2 at Re=100 
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Figure 3.9 Comparison of iteration numbers among SIMPLER, CLEARER, 






















Figure 3.10 Comparison of iteration numbers among SIMPLER, CLEARER at  
Re=5000 
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Figure 3.11 Comparison of iteration number ratio of CLEARER, CLEAR1,and 



















Figure 3.12 Comparison of iteration number ratio of CLEARER, CLEAR1 and 
CLEAR2 over SIMPLER at Re=1000 






























    (a) Predicted streamlines            (b) Streamlines in experiment 
      Figure 3.15 Comparison of streamlines at Re=350 
 
   (a) Predicted streamlines           (b) Streamlines in experiment  
Figure 3.16 Comparison of streamlines at Re=1000 



















Figure 3.17 Comparison of iteration numbers among SIMPLER, CLEARER, 
CLEAR1 and CLEAR2 at Re=350 




















Figure 3.18 Comparison of iteration numbers among SIMPLER, CLEARER, 
CLEAR1 and CLEAR2 at Re=1000 
 

















Figure 3.19 Comparison of iteration number ratio of CLEARER, CLEAR1 and 
CLEAR2 over SIMPLER at Re=350 


















Figure 3.20 Comparison of iteration number ratio of CLEARER, CLEAR1 and 
CLEAR2 over SIMPLER at Re=1000 
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Chapter 4 
CLEARER Algorithm on Collocated Grid* 
 
In this chapter SIMPLER algorithm on collocated grid is reviewed briefly, and the 
updating of main node velocity and interface velocity in the correction stage is 
discussed in detail, then based on SIMPLER and CLEAR algorithms the 
CLEARER algorithm is formulated on the collocated grid. Four numerical 
examples are used to validate CLEARER algorithm, meanwhile the convergence 
and robustness performance of CLEARER are compared with SIMPLER 
algorithm. 
 
4.1 General review of SIMPLER algorithm on collocated grid 
On the collocated grid system, as shown in Fig. 4.1, the governing equations for 
two-dimensional steady incompressible laminar flow in Cartesian coordinate are 
as follows: 
Continuity equation: 
( ) ( ) 0u v
x y
ρ ρ∂ ∂+ =∂ ∂                                     (4.1) 
Momentum equations: 
( ) ( ) 2 2
2 2 u
uu vu p u u S
x y x x y
ρ ρ η∂ ∂ ⎛ ⎞∂ ∂ ∂+ = − + + +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
                 (4.2a) 
________________________________ 
*This work has been published in 
Cheng Y.P., Lee T.S., Low H. T. and Tao W.Q., Improvement of SIMPLER 
algorithm for incompressible flow on collocated grid system. Numerical Heat 
Transfer, Part B, vol.51(5), pp.463-486, 2007. 
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( ) ( ) 2 2
2 2 v
uv vv p v v S
x y y x y
ρ ρ η∂ ∂ ⎛ ⎞∂ ∂ ∂+ = − + + +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
                (4.2b) 
Energy equation 
( ) ( ) 2 2
2 2 T
p
uT vT T T S
x y C x y
ρ ρ λ∂ ∂ ⎛ ⎞∂ ∂+ = + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
                 (4.3) 
The above four equations can be recast in a general form: 




x y x y φ
ρ φ ρ φ φ φ∂ ∂ ⎛ ⎞∂ ∂+ = Γ + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
                  (4.4) 
Eq.(4.4) is discretized with the FVM (Patankar, 1980; Tao, 2001 ) on the 
collocated grid and the source term Sφ is linearized as  
C P PS S Sφ φ= +    ( 0)PS <                  (4.5) 
By taking out the pressure gradient term from Sφ  for the momentum equation, 
the final discretized equation can be written in the following form with the 
underrelaxation factor incorporated.   
( ) 01P uP E E W W N N S S P w e P P
u u
a u a u a u a u a u b y p p a uαα α
−= + + + + + Δ − +   (4.6a) 
( ) 01P vP E E W W N N S S P s n P P
v v
a v a v a v a v a v b x p p a vαα α
−= + + + + + Δ − +    (4.6b) 
where  P Cb S x y= Δ Δ                                             (4.7) 
 
The terms wp , ep , sp and np  are linearly interpolated from the neighboring nodes: 
( )1w w P w Wp f p f p+ += + −                               (4.8a) 
( )1e e E e Pp f p f p+ += + −                               (4.8b) 
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( )1s s P s Sp f p f p+ += + −                                (4.8c) 
( )1n n N n Pp f p f p+ += + −                               (4.8d) 




























+ Δ=             (4.9) 
In order to remove the influence of under-relaxation factor, the Modified 
Momentum Interpolation Method (MMIM) proposed by Majumdar (1988) is 
adopted here. 
( ) ( )( ) i ( )
0
0 01nb nb P u P Ee u u e e e P E
P P ee
a u b y p p
u u u d p p
a a
αα α⎛ ⎞+ Δ −= + − + = + −⎜ ⎟⎜ ⎟⎝ ⎠
∑   (4.10) 
When the iteration converges, eu and 
0
eu  approach the same value, and this 




nb nb P P E
e
P P ee
a u b y p p
u
a a
⎛ ⎞+ Δ −= +⎜ ⎟⎜ ⎟⎝ ⎠
∑                         (4.11) 
which is independent of under-relaxation factor uα   
here  





α α⎛ ⎞+= + −⎜ ⎟⎜ ⎟⎝ ⎠
∑  
          ( ) ( )0 0 01 1nb nb P nb nb Pu e e u e
P PE P
a u b a u b
f f u
a a
α α+ +⎡ ⎤⎛ ⎞ ⎛ ⎞+ += + − + −⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
∑ ∑  (4.12) 
( ) ( ) ( )( )1u ue P e P e Pe E P
y yd
a f a f a
α α
+ +
Δ Δ= = + −                       (4.13a) 
or       ( )1e u e e
P PE P
y yd f f
a a
α + +⎡ ⎤⎛ ⎞ ⎛ ⎞Δ Δ= + −⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
                       (4.13b) 
Similarly the discretized momentum equation for v  component can be rewritten 
as  
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( ) ( )( ) i ( )
0
0 01nb nb P v P Nn v v n n n P N
P P nn
a v b x p p
v v v d p p
a a
αα α⎛ ⎞+ Δ −= + − + = + −⎜ ⎟⎜ ⎟⎝ ⎠
∑  (4.14) 
where 





α α⎛ ⎞+= + −⎜ ⎟⎜ ⎟⎝ ⎠
∑  
( ) ( )0 0 01 1nb nb P nb nb Pv n n v n
P PN P
a v b a v b
f f v
a a
α α+ +⎡ ⎤⎛ ⎞ ⎛ ⎞+ += + − + −⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
∑ ∑  (4.15) 
      ( ) ( ) ( )( )1v vn P n P n Pn N P
x xd
a f a f a
α α
+ +
Δ Δ= = + −                        (4.16a) 
or     ( )1n v n n
P PN P
x xd f f
a a
α + +⎡ ⎤⎛ ⎞ ⎛ ⎞Δ Δ= + −⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
                         (4.16b) 
It is notable that the two different definitions for ed and nd  exert negligible 
influence on the convergent solutions, but in the predictor and corrector step, the 
definition should keep consistent.  
Substituting Eqs. (4.10) and (4.14) into the discretized continuity equation 
( ) ( ) ( ) ( ) 0e w n se w n su A u A v A v Aρ ρ ρ ρ− + − =                    (4.17) 
we have the following equation for pressure 
 * *P P nb nba p a p b= +∑                                   (4.18) 
where 
P E W N Sa a a a a= + + +                                   (4.19) 
( )E ea Adρ=   ( )W wa Adρ=   ( )N na Adρ=   ( )S sa Adρ=    (4.20) 
         i( ) i( ) i( ) i( )0 0 0 0
w e s n
b u A u A v A v Aρ ρ ρ ρ= − + −                    (4.21) 
In the actual calculation, in order to increase the robustness of the algorithm the 
pressure is also under-relaxed, then the final pressure equation can be recast with 
under-relaxation factor incorporated 
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* * 01P P
P nb nb P P
P P
a p a p b a pαα α
−= + +∑                        (4.22) 
In order to let the intermediate velocities satisfy the continuity equation, the 
pressure corrections are added to them, the interface velocity correction terms are 
( )e e P Eu d p p′ ′ ′= −                                      (4.23a) 
( )n n P Nv d p p′ ′ ′= −                                      (4.23b) 
the improved interface velocities can be expressed as 
( )* *e e e e e P Eu u u u d p p′ ′ ′= + = + −                           (4.24a) 
( )* *n n n n n P Nv v v v d p p′ ′ ′= + = + −                           (4.24b) 
Substituting Eq.(4.24) into the discretized continuity equation (4.17) 
P P nb nba p a p b′ ′= +∑                                  (4.25) 
here the coefficients ( Pa , Ea , Wa , Na , Sa ) are the same with those in the pressure 
equation (4.18), the only difference lies in the source term b , which can be 
calculated as follows: 
( ) ( ) ( ) ( )* * * *
w e s n
b u A u A v A v Aρ ρ ρ ρ= − + −                 (4.26) 
Similarly, the velocities on the main nodes can also be corrected as below: 
         ( )* uP P P w eu u d p p′ ′= + −                                 (4.27a) 
( )* vP P P s nv v d p p′ ′= + −                                  (4.27b) 
where     ( )u uP P P
yd
a
α Δ= ,  ( )v vP P P
xd
a
α Δ=                             (4.28) 
The pressure correction at the interface is linearly interpolated as 
        ( ) ( )1w w P w WPp f p f p+ +′ ′ ′= + −                              (4.29a) 
( ) ( )1e e E e PPp f p f p+ +′ ′ ′= + −                               (4.29b) 
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( ) ( )1s s P s SPp f p f p+ +′ ′ ′= + −                               (4.29c) 
( ) ( )1n n N n PPp f p f p+ +′ ′ ′= + −                               (4.29d) 
The computational steps of the SIMPLER algorithm on the collocated grid can be 
summarized as follows: 
(1) Assume the initial velocity field on the main nodes 0Pu  
0




(2) Calculate the discretized coefficients ( Pa , Ea , Wa , Na , Sa ) of the momentum 
equations, the discretized coefficients ed [Eq.(4.13)] and nd [Eq.(4.16)] for 
pressure equation, and also the pseudo-velocities i0eu [Eq. (4.12)] and 
i0
nv [Eq.(4.15)] to determine the source term [Eq.(4.21)] for the pressure 
equation based on the previous main node and interface velocities. 
(3) Solve the discretized pressure equation [ Eq.(4.22)] and obtain the pressure 
field *p . 
(4) Solve the discretized forms of the momentum equations [Eq.(4.6)] based on 
*p  to obtain the intermediate velocity field *Pu  and 
*
Pv . 
(5) Calculate the interface velocities *eu  and 
*





*p  to determine the source term [Eq.(4.26)] of the pressure 
correction equation. 
(6) Solve the pressure correction equation [Eq.(4.25)], obtaining the pressure 
correction value p′ . 
(7) Correct the interface velocities eu and nv  with Eq. (4.24) and the velocities 
on the main nodes Pu Pv  with Eq.(4.27). 
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(8) Solve the discretized equations of other scalar variables if necessary. 
(9) Return to step 2 and repeat the process until the convergent solution is 
obtained.  
From the procedure above we can see that with the introduction of MMIM, the 
checkerboard pressure field can be damped out, and the solution is 
under-relaxation factor-independent. 
4.2 Mathematical formulation of CLEARER algorithm 
4.2.1 Discussion on SIMPLER algorithm  
In the conventional SIMPLER algorithm stated above, in the corrector step after 
the pressure correction equation is solved, both the main node velocities and 
interface velocities are improved with the pressure correction as shown in 
Eq.(4.24) and (4.27). Our numerical experiment shows that it is appropriate to 
correct the interface velocities with the pressure correction, however, the 
velocities at the main nodes are over-corrected, hence the pressure correction 
should be under-relaxed before it is used to correct the velocities at the main 
nodes.       
         ( )* uP P u P w eu u d p pγ ′ ′= + −                               (4.30a) 
( )* vP P v P s nv v d p pγ ′ ′= + −                                (4.30b) 
For convenience we set u vγ γ γ= =  and u vα α α= =  hereafter.  
Take the lid-driven flow in a square cavity as example, Fig.4.2 shows the 
influence of the parameterγ  on the iteration number when the under-relaxation 
factor for velocities 0.8α = . In the conventional SIMPLER algorithm, 1γ = . 
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When 1γ >  the iteration number will increase sharply, this shows that the 
pressure correction cannot be over-relaxed when the velocities at the main nodes 
are corrected. However, as γ  is decreasing the iteration number can be reduced 
greatly, even can be 50% less than that at 1γ = . But if γ  is decreasing further, 
the iteration number will increase mildly, but still keep less than that at 1γ = . 
Although the iteration number can be reduced by decreasing the value of γ , the 
solution will become oscillatory during the convergence progress, which will 
lower the robustness of SIMPLER algorithm, hence a new expression should be 
formulated to overcome this shortcoming while the convergence rate is increased.  
4.2.2 Improved SIMPLER algorithm 
In both the predictor step and corrector step in SIMPLER algorithm, the same 
under-relaxation factor for each velocity component is adopted. In CLEAR 
algorithm the pressure equation instead of pressure correction equation is used in 
the corrector step. Furthermore, in the corrector step a second relaxation factor is 
introduced in determining the updated pseudo-velocity, numerical examples show 
that with this method the convergence rate can be greatly speeded up compared 
with SIMPLER algorithm. However, the robustness of CLEAR algorithm is a 
little lower than that of SIMPLER. Here we combine the advantages of SIMPLER 
and CLEAR algorithms to formulate a new algorithm called CLEARER.  
In the predictor step CLEARER is the same with SIMPLER and CLEAR 
algorithms, the only difference lies in the calculation of the interface velocities in 
the corrector step. As suggested by Yu et al.(2002) the interface velocities in 
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correction stage is obtained with momentum interpolation method, the details are 
as follows: 
( ) ( )* * ** 01nb nb P P Ee u u e
P
e
a u b y p p
u u
a
β β⎛ ⎞+ + Δ −⎜ ⎟= + −⎜ ⎟⎝ ⎠
∑                  
( ) ( ) ( )* * * * * *1nb nb P P E nb nb P P Eu e e
P P
E P




⎡ ⎤⎛ ⎞ ⎛ ⎞+ + Δ − + + Δ −⎢ ⎥⎜ ⎟ ⎜ ⎟= + −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
∑ ∑
          ( ) 01 u euβ+ −                                        (4.31a) 
( ) ( )* * ** 01nb nb P P Nn v v n
P
n
a v b x p p
v v
a
β β⎛ ⎞+ + Δ −⎜ ⎟= + −⎜ ⎟⎝ ⎠
∑                  
( ) ( ) ( )* * * * * *1nb nb P P N nb nb P P Nv n n
P P
N P




⎡ ⎤⎛ ⎞ ⎛ ⎞+ + Δ − + + Δ −⎢ ⎥⎜ ⎟ ⎜ ⎟= + −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
∑ ∑
       ( ) 01 v nvβ+ −                                           (4.31b) 
Here parameters uβ and vβ  are the relaxation factors in calculating the interface 
velocities. When the iteration converges *eu  and 
*
nv  will approach 
0
eu  and 
0
nv  
respectively, hence they are both independent of uβ and vβ . For convenience, we 
set u vβ β β= = hereafter. Then the improved interface velocities can be expressed 
as: 
( )*e e e P Eu u d p p′ ′= + −                                     (4.32a) 
( )*n n n P Nv v d p p′ ′= + −                                     (4.32b) 
here      ( )e P e
yd
a
Δ= ,  ( )n P n
xd
a
Δ=                               (4.33) 
The velocities at the main nodes can be updated as: 
         ( )* uP P P w eu u d p p′ ′= + −                                 (4.34a) 
( )* vP P P s nv v d p p′ ′= + −                                 (4.34b) 
where  
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         ( )uP P P
yd
a
Δ= , ( )vP P P
xd
a
Δ=                                (4.35) 
Substituting Eq.(4.32) into the continuity equation, the pressure correction 
equation will be obtained. The solution procedure of this algorithm is almost the 
same with SIMPLER algorithm except that in step 5, the intermediate interface 
velocities are calculated according to Eq.(4.31), and in step 7 the velocities at the 
interfaces and main nodes are improved according to Eq.(4.32) and (4.34). Hence 
in every iterative level the computational effort of CLEARER is identical with 
that of SIMPLER algorithm.  
4.2.3 Discussion on the second relaxation factor 
In the SIMPLE-like segregated algorithms, the momentum equations and 
continuity equation are solved sequentially. In order to speed up the convergence 
rate, the momentum and continuity equations should be satisfied well in every 
iterative level, which is the aim of current SIMPLE variants. In CLEARER 
algorithm, there are two parts in calculating the interface velocities as shown in 
Eq.(4.31), one is obtained from the momentum equation, and the other is the 
interface velocities in the previous iterative level which satisfy the continuity 
equation. By introducing the second relaxation factorβ , the relative weight of two 
parts can be adjusted to make them match, thus the convergence performance can 
be improved. It is notable that in Eq.(4.33) and (4.35) the relaxation factor β  can 
be incorporated, which won’t influence the improved velocities because the 
pressure correction equation is singular. In some cases β  can be greater than 1, 
and when β α= , CLEARER will become the SIMPLER algorithm. By reducing 
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the value of β , the under-relaxation factor α  can take larger value, which will 
increase the robustness of algorithm. 
Fig.4.3 shows the influence of β  on the iteration number at 0.8α =  in 
lid-driven cavity flow. From which we can see that for the SIMPLER algorithm 
at 0.8β = , the convergence performance is not the optimum. By decreasing the 
value of β , the iteration number can be greatly reduced, and it is only one third 
at 0.3β =  of that at 0.8β = . Hence better convergence performance can be 
obtained by adjusting β  than γ . However, similar to the influence of γ , with 
the deceasing of β , the required iteration number will be increased mildly. If the 
value of β  is greater than α , the iteration number will also be increased greatly. 
Anyway, better convergence characteristics can be achieved by adjusting the value 
of β  in a wide range belowα . Similar phenomenon can also be found in other 
computational cases. The optimum value of β  can be obtained by trial and error. 
In the following article the comparison of convergence performance is carried out 
under the optimumβ .  
4.2.4 Treatment of solid region in computational domain 
There are two approaches to deal with the solid region in the flow field: (1) 
Separate computations of the fluid and solid regions and then couple at the 
interface boundary; (2) Simultaneous computation of both the fluid and solid 
regions by treating the solid region as a special part of the fluid. Numerical 
practices often show that the second approach is computationally more efficient 
(Tao, 2001).  
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4.2.4.1 Treatment of temperature field 
If the temperature in the solid region is constant, the large coefficient method 
(Yang and Tao, 1992) can be adopted. In the discretized equation regarding grid 
point P,  
P P nb nba a bφ φ= +∑                               (4.36) 
setting Pa A= , givenb Aφ= , here givenφ is the prescribed value, A  is a very large 
number, say 20 3010 ~ 10 . Then Pφ  can take the prescribed value givenφ . 
( ) ( )given given/ /P nb nba A A Aφ φ φ φ= + =∑                  (4.37) 
The large source term method (Patankar, 1980) can also be used 
Setting  30 given10cS φ= , 3010PS = −                                   (4.38) 
It is notable that when the under-relaxation factor is equal to 1.0, this method is 
quite efficient, while when the under-relaxation factor is less than 1.0, it is not so 
efficient as large coefficient method. For example, when the under-relaxation 
factor 0.5α = ,  the following results can be obtained: 
( )0given12P Pφ φ φ= +                                 (4.39) 
here 0Pφ  is the value from previous iteration. In addition, when givenφ is set a 
small value, numerical practice shows that large source term method can easily 
lead to divergence.  
Sometimes there exists heat conduction in the solid region, hence the temperature 
in it doesn’t keep constant, to guarantee the continuity of the heat flux rate at the 
solid-fluid interface, the thermal conductivity of the fluid and solid take their 
individual values, while the heat capacity of the solid region takes the value of the 
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fluid(Patankar, 1980; Tao, 2001). 
4.2.4.2 Treatment of flow field 
On the staggered grid, it is easy to deal with the conjugated type of fluid flow and 
heat transfer problems, in which the solid exists in the computational domain. No 
matter the solid is attached to or isolated from the boundary, to ensure the zero 
velocity in the solid region, the following methods can be adopted: (1) The 
velocity in the solid region is set zero before every iterative level to remove the 
influence of velocity in the solid region in the fluid; (2) The coefficients of the 
solved velocity in the solid region are set a large value before the discretized 
momentum equations are solved; (3) The coefficients of the velocity correction 
equations in the solid region are set to be a very small value to ensure the velocity 
correction there is also zero.  
On the collocated grid the above-mentioned numerical techniques are not enough 
to get a convergent solution, because on the staggered grid the velocity component 
is situated at the interface of main grid, and it can be easily treated as zero. 
However, on the collocated grid the velocity component is located at the same 
location as the main grid point. Therefore, additional steps are adopted here to 
deal with the solid region in the computational domain: (1) The velocities on the 
nodes are assigned to zero during the whole iteration process; (2) The velocity at 
the solid-fluid interface should also be kept zero during the whole iteration 
process; (3) Because the pressure in the solid region is meaningless, they should 
not affect the pressure field in the fluid. When the pressure term is calculated in 
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the momentum equation of the fluid adjacent to the solid, the interface pressure is 
obtained by interpolation from the fluid side. It is notable that, as mentioned by 
Yang and Tao(1992), the coefficients of the velocity correction equations of the 
grid point in the solid region should not be set to zero, and the coefficients should 
be set to zero after the discretized equations for the dependent variable are 
obtained and before they are solved.  
4.3 Numerical validation and comparison with SIMPLER 
algorithm 
In order to verify the feasibility of CLEARER algorithm on the collocated grid, 
four typical numerical examples with available solutions are computed, they are: 
(1) lid-driven flow in a square cavity; (2) natural convection in a square cavity; (3) 
lid-driven flow in a polar cavity; (4) natural convection in an annular enclosure. 
To make the comparison between CLEARER and SIMPLER meaningful, the 
numerical treatments of all other aspects should keep same. In both algorithms 
SGSD (Li and Tao, 2002) is adopted; the algebraic equations are solved by the 
ADI method (Ames, 1977) incorporated by the block-correction technique 
(Prakash and Patankar, 1981). To show well the performance of the algorithm in 
the high-value region of under-relaxation factor, the time step multiple,E , is 
adopted in the following presentation. 
The same convergence criterion is also used for two algorithms, as indicated 
below: 
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( ) ( ) ( ) ( )* * * * 8
max
ch
MAX 1.0 10w e s n
u A u A v A v A
R
Flow
ρ ρ ρ ρ −⎡ ⎤− + −⎢ ⎥= < ×⎢ ⎥⎣ ⎦
  (4.40) 
where maxR is the maximum relative mass flow rate unbalance of all the control 
volumes in the computational domain; chFlow  is the characteristic flow rate 
through the center line of cavity. *u and *v  are the intermediate interface 
velocities. 
The same grid system for two algorithms is used for the same problems. The 
uniform grid 51 51×  is adopted for the first three cases except the lid-driven 
cavity flow at Re=5000, where the non-uniform grid is adopted. For the last case 
the uniform grid 51 31×  is used. The under-relaxation factor for 
pressure 0.9pα = , and for natural convection problem the under-relaxation factor 
for temperature 0.8Tα = .  
In the following four cases the computation conditions are introduced briefly, then 
numerical results with CLEARER are compared with the benchmark solutions to 
test its accuracy, followed by the comparison of iteration numbers between the 
two algorithms with the variation of under-relaxation factorα , furthermore, the 
ratio of the iteration numbers between CLEARER and SIMPLER algorithms with 
α  is also provided. Due to the same computational effort in every iterative level, 
the ratio of iteration numbers is also that of the computational time. 
In order to test the accuracy of the discretization scheme, the preliminary 
computation is conducted in fully developed straight channel, and calculated value 
of friction factor times Reynolds number is compared with the exact solution 96. 
The influence of grid size on the accuracy is shown in Fig. 4.4, which indicates 
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that current scheme can guarantee the second-order accuracy.   
A major problem on collocated grid is how to remove the unreasonable pressure 
distribution. To overcome this problem, in this thesis the MMIM method is 
adopted. The pressure contour in lid-driven cavity flow at Re=5000 is shown in 
Fig. 4.5, from which it can be seen that the pressure contour is quite smooth.  
4.3.1 Lid-driven flow in a square cavity 
Computations are conducted at Re 1000= and Re=5000. In Fig.4.6 and Fig.4.7, the 
numerical results with the new algorithm are compared with the benchmark 
solutions provided by Ghie et al.(1982) and Erturk et al. (2005), where X and 
Y are non-dimensional coordinates, normalized by the cavity length L , and 
U ,V are the non-dimensional velocities, normalized by the LidU . We can see that 
the present results of velocity distributions along the centerlines agree well with 
the benchmark solutions, which proves the accuracy of CLEARER algorithm.  
The iteration number of SIMPLER and CLEARER algorithm are compared in 
Fig.4.8 and Fig.4.9. It can be seen that the iteration number required by 
CLEARER algorithm is always lower than that required by SIMPLER algorithm. 
At Re=1000 both algorithms can get the convergent solution in a large range of 
under-relaxation factor, and it also shows that the robustness of CLEARER is no 
lower than that of SIMPER. However, at Re=5000 the robustness of CLEARER is 
quite higher than that of SIMPLER. The ratio of iteration number of CLEARER 
over SIMPLER is seen in Fig.4.10 and Fig.4.11, we can find that CLEARER 
algorithm owns better convergence performance than SIMPLER. In the variation 
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range of α  the ratio of iteration number ranges from 0.25 to 0.73 at Re=1000 
and from 0.26 to 0.46 at Re=5000.  
4.3.2 Natural convection in a square cavity 
Natural convection is studied in a square cavity, with top and bottom walls 
adiabatic while the left and right walls being kept constant but different 
temperature. The average Nu number near the wall, the maximum velocities at the 
centerlines at 510Ra =  are compared with the benchmark solutions (Barakos 
and Mitsoulis, 1994), as shown in Table 4.1, from which we can see that the 
agreement is quite satisfactory.  
From Fig. 4.12 we can see that both CLEARER and SIMPLER algorithms are 
quite robust in that the under-relaxation factor α  can vary from 0.1 to 0.99, 
while CLEARER algorithm always need less iteration number than SIMPLER 
algorithm to reach the same convergence criteria. The ratio of iteration number of 
CLEARER over SIMPLER algorithm ranges from 0.47 to 0.88, which is shown in 
Fig.4.13.  
4.3.3 Lid-driven flow in a polar cavity 
The configuration of the polar cavity is shown in Fig.4.14, here 1θ =  rad and 
in/ 1Rδ = . The streamlines in the polar cavity at Re=1000 are compared with the 
results provided by Fuchs and Tillmark(1985), as seen in Fig.4.15, from which we 
can see that they agree quite well.  
The iteration numbers of CLEARER and SIMPLER algorithms are compared in 
Fig.4.16. It is found that when the under-relaxation factor 0.98α = , the convergent 
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solution cannot be obtained by SIMPLER algorithm, while with the CLEARER 
algorithm we can still get the convergent solution, which indicates that CLEARER 
is more robust than SIMPLER. From Fig.4.17 we can know that the ratio of 
iteration number of CLEARER over SIMPLER algorithm ranges from 0.21 to 
0.58, which proves the excellent convergence characteristic of CLEARER 
algorithm.  
4.3.4 Natural convection in an annular enclosure 
The natural convection between two horizontal concentric cylinders is depicted in 
Fig.4.18, where the inner cylinder is kept high temperature and the outer cylinder 





Δ=                            (4.41) 
Kuehn and Goldstein (1969) have studied this case through both numerical 
simulation and experiment. In Fig.4.19 the streamlines and isothermals are 
compared with their results, which show the good agreement.    
For accurate comparison the heat transfer performance around the inner and outer 
cylinders are compared with the results of Kuehn and Goldstein. For the natural 
convection between two concentric cylinders, the local equivalent conductivity is 
often used to evaluate the heat transfer performance, which is defined as follows: 
For the inner cylinder:  ineq in
in
ln R TK R
R R
δ⎛ ⎞+ ∂= − ⎜ ⎟ ∂⎝ ⎠
                    (4.42a) 
For the outer cylinder:  ( ) ineq in
in
ln R TK R
R R
δδ ⎛ ⎞+ ∂= − + ⎜ ⎟ ∂⎝ ⎠
                 (4.42b) 
From Fig.4.20 we can see that the distribution of local equivalent conductivity 
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around both the inner cylinder and outer cylinder agrees well with the benchmark 
solutions.  
The iteration numbers of SIMPLER algorithm and CLEARER algorithm are 
compared in Fig.4.21, from which we can see the CLEARER algorithm always 
need much less iteration number than SIMPLER algorithm, especially when the 
under-relaxation α  is quite large. Furthermore, the robustness of CLEARER is 
no lower than that of SIMPLER algorithm. Fig.4.22 shows that the ratio of 
iteration number of CLEARER over SIMPLER algorithm ranges from 0.17 to 
0.67.   
4.4 Concluding remarks 
In this chapter, an Improved SIMPLER (CLEARER) algorithm on collocated grid 
is proposed based on the idea of SIMPLER and CLEAR algorithms, then four 
numerical examples with reliable solutions are calculated to validate the algorithm 
and the performance of CLEARER and SIMPLER algorithms is compared, the 
major conclusions are summarized as follows: 
1. In SIMPLER algorithm on collocated grid, the velocities on the main nodes 
are over-corrected by the pressure correction.  
2. A second relaxation factor is introduced in calculating the interface velocities 
in the corrector step, and the convergent solution is independent of this factor. 
By reducing the second relaxation factor to some extent, the convergence rate 
can be speeded up greatly.  
3. Numerical results with CLEARER algorithm agree well with the benchmark 
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solutions. 
4. CLEARER algorithm owns higher robustness and better convergence 
performance than SIMPLER algorithm, and in some cases the ratio of iteration 
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Table 4.1 Comparison of predicted results with benchmark solutions at 510Ra =  
 mNu  maxU  maxY  maxV  maxX  
Benchmark 4.510 0.132 0.859 0.258 0.066 
Present 4.584 0.131 0.847 0.256 0.071 


































Figure 4.2 Influence of γ on the iteration number at 0.8α =  


































Figure 4.4 Accuracy test with fully developed flow in straight channel 
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Figure 4.5. Pressure contour in lid-driven cavity at Re=5000 
 

















(a) U velocity distribution along 0.5X = (b)V velocity distribution along 0.5Y =  
Figure 4.6 Comparison between predicted velocity distributions and benchmark 



























(a) U velocity distribution along 0.5X = (b)V velocity distribution along 0.5Y =  
Figure 4.7 Comparison between predicted velocity distributions and benchmark 
solutions at Re=5000 
 



































































Figure 4.9 Comparison of iteration numbers between SIMPLER and CLEARER 
at Re=5000 
 













Figure 4.10 Ratio of iteration numbers of CLEARER vs. SIMPLER at Re=1000 













Figure 4.11 Ratio of iteration numbers of CLEARER vs. SIMPLER at Re=5000 
 
 


















Figure 4.12 Comparison of iteration numbers between SIMPLER and CLEARER 
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Figure 4.13 Ratio of iteration numbers of CLEARER vs. SIMPLER 
 
Figure 4.14 Lid-driven flow in polar cavity 
 
 (a) Predicted streamlines            (b) Streamlines in experiment 
Figure 4.15 Comparison of streamlines at Re=1000 
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Figure 4.17 Ratio of iteration numbers of CLEARER vs. SIMPLER 
θ
 
Figure 4.18 Natural convection in concentric cylinders 








          (a) predicted streamlines and isothermals 
 
 (b) Streamlines and isothermals of Kuehn and Goldstein (1969) 
Figure 4.19 Comparison of streamlines and isothermals at 45 10Ra = ×  


















Figure 4.20 Comparison of distribution of local equivalent conductivity  



































Figure 4.22 Ratio of iteration numbers of CLEARER vs. SIMPLER 
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Chapter 5 
CLEARER Algorithm on Curvilinear  
Non-orthogonal Coordinates 
 
For numerical prediction of fluid flow and heat transfer in complex geometries, 
numerical methods of non-orthogonal, body-fitted coordinates may be adopted, in 
which governing equations are converted from the physical domain to the 
computational domain. In this chapter SIMPLE algorithm on curvilinear 
non-orthogonal coordinates is reviewed briefly, then CLEARER algorithm is 
formulated, and validated with three numerical examples with benchmark 
solutions, meanwhile the performance of CLEARER and SIMPLERM are 
compared. The ability of CLEARER to overcome the severe grid 
non-orthogonality is also tested.  
5.1 General review of SIMPLE algorithm on curvilinear 
non-orthogonal coordinates 
As introduced in Chapter 2, the discretized governing equations on curvilinear 
non-orthogonal coordinate are listed as follows:  
Continuity equation: 
( ) ( ) ( ) ( ) 0f f f fe w n sU U V Vρ η ρ η ρ ξ ρ ξΔ − Δ + Δ − Δ =              (5.1) 
___________________________ 
*This work has been published in 
Cheng Y. P., Lee T. S., Low H. T. and Tao W. Q., An efficient and robust 
numerical scheme for SIMPLER algorithm on non-orthogonal curvilinear 
coordinates, CLEARER, Numerical Heat Transfer, Part B, vol.51(5), pp. 433-461, 
2007. 
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Momentum equations: 
01u u u u u uuP
P nb nb P P P P
u u
A p pu A u B C b A uαα ξ η α
−∂ ∂= − − + +∂ ∂∑          (5.2a) 
01v v v v v vvP
P nb nb P P P P
v v
A p pv A v B C b A vαα ξ η α
−∂ ∂= − − + +∂ ∂∑         (5.2b) 
Rewrite the momentum equation (5.2) by neglecting underrelaxation factors 
0 0 0 0
0 0 0
u u u u
nb nb P P
P u u u
P P P
A u b B Cp pu
A A Aξ η
+ ∂ ∂= − −∂ ∂
∑                 (5.3a) 
0 0 0 0
0 0 0
v v v v
nb nb P P
P v v v
P P P
A v b B Cp pv
A A Aξ η
+ ∂ ∂= − −∂ ∂
∑                  (5.3b) 
here superscript ‘0’ denotes the values from the previous iteration. 




nb nb P P
P u u u
P P P
A u B Cp pu
A A Aξ η
′ ′ ′∂ ∂′ = − −∂ ∂




nb nb P P
P v v v
P P P
A v B Cp pv
A A Aξ η
′ ′ ′∂ ∂′ = − −∂ ∂
∑                     (5.4b) 
According the idea of SIMPLE algorithm, the influence of neighboring grid points 


















′ ′∂ ∂′ = − −∂ ∂        (5.5) 
here         ( ) ( )e wp pp ppξ ξ
′ ′−′∂ =∂ Δ ,  
( ) ( )n sP Pp pp
η η
′ ′−′∂ =∂ Δ                 (5.6) 
Then the improved velocities at the main nodes are expressed as: 
*
P P Pu u u′= + , *P P Pv v v′= +                          (5.7) 
here *Pu  
*
Pv  are the intermediate values solved from the momentum equations. 
According to the definition of contravariant velocities in Eq.(2.31), the 
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corresponding contravariant velocity corrections on the main nodes are: 
( )P PU u y v xη η′ ′ ′= − , ( )P PV v x u yξ ξ′ ′ ′= −                  (5.8) 
Substituting Eq.(5.5) into Eq.(5.8), the following equations can be obtained: 
0 0 0 0
0 0 0 0
u v u v
P P P P
P u v u v
P P P P
B B C Cp pU y x y x
A A A Aη η η ηξ η
⎛ ⎞ ⎛ ⎞′ ′∂ ∂′ = − + + − +⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
   (5.9a) 
0 0 0 0
0 0 0 0
v u v u
P P P P
P v u v u
P P P P
C C B Bp pV x y x y
A A A Aξ ξ ξ ξη ξ
⎛ ⎞ ⎛ ⎞′ ′∂ ∂′ = − + + − +⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
   (5.9b) 
To obtain the pressure correction equation with 5-point computational molecule, 
the cross derivatives of pressure correction, pη
′∂




∂  in 







B B pU y x
A Aη η ξ








C C pV x y
A Aξ ξ η
⎛ ⎞ ′∂′ = − +⎜ ⎟ ∂⎝ ⎠
      (5.10) 









′∂′ = − ∂                             (5.11) 





η η δξ η⎛ ⎞= + Δ⎜ ⎟⎜ ⎟⎝ ⎠





ξ ξ δη ξ⎛ ⎞= + Δ⎜ ⎟⎜ ⎟⎝ ⎠
        (5.12) 
The intermediate contravariant interface velocity 
( ) ( )* * * 0 ( )u E Pe e e fee e p pU u y v x B pη η ξξ−= − − −Δ                   (5.13a) 
( ) ( )* * * 0 ( )v N Pn n n fnn n p pV v x u y C pξ ξ ηη−= − − −Δ                  (5.13b) 
Here         ( )( )
( )
( )* * *e ee E Pe eu u u
δξ δξ
δξ δξ
− += + , ( )( )
( )
( )* * *e ee E Pe ev v v
δξ δξ
δξ δξ




( )* * *n nn N Pn nu u u
δη δη
δη δη
− += + , ( )( )
( )
( )* * *n nn N Pn nv v v
δη δη
δη δη
− += +       (5.14b) 
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In order to overcome the unrealistic checkerboard pressure field, in Eq.(5.13) 
additional correction term 0 ( )u E Pfe
p pB pξξ
− −Δ  and 
0 ( )v N Pfe
p pC pηη
− −Δ  are 
adopted to improve the coupling between pressure and velocity (Rhie and Chow, 
1983). pξ and pη  are the average pressure gradient in ,ξ η  direction in the 
control volume. 
Then the improved interface contravariant velocities can be expressed as: 
* * 0u
e e e e feU U U U B pξ′ ′= + = − , * * 0vn n n n fnV V V V C pη′ ′= + = −        (5.15) 
Substituting Eq.(5.15) into the continuity equation (5.1), the pressure correction 
equation in the corrector step will be derived: 
0 0
P P nb nbA p A p b′ ′= +∑                                (5.16) 
where  






⎛ ⎞Δ= = ⎜ ⎟⎜ ⎟⎝ ⎠






⎛ ⎞Δ= = ⎜ ⎟⎜ ⎟⎝ ⎠
         (5.17) 
0 0 0 0 0
P E W N SA A A A A= + + +                                   (5.18) 
( ) ( ) ( ) ( )* * * *f f f fw e s nb U U V Vρ η ρ η ρ ξ ρ ξ= Δ − Δ + Δ − Δ            (5.19) 
The new contravariant velocities can be updated through Eq.(5.15), and the new 
pressure can be updated in the following way. 
0 '
Pp p pα= +                              (5.20) 
where Pα  is the relaxation factor, 0p  is the pressure at the previous iterative 
level.  
The computational steps of the SIMPLE algorithm on the non-orthogonal 
curvilinear coordinate are summarized as follows: 
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1) Assume the initial velocity field and pressure field on the main nodes 
2) The coefficients in discretized momentum equation [Eq.(5.2)] are calculated 
[Eq.(2.35) to Eq.(2.41)], in which the central difference is adopted to 
discretize the pressure gradient. 
3) Solve momentum equation [Eq.(5.2)], then the velocities ,u v on the main 
nodes are obtained. 
4) Calculate 0 0,u vfe fnB C and 
* *,e eU V on the interfaces [Eq.(5.12) and Eq.(5.13)].  
5) Calculate the coefficients in pressure correction equations [Eq.(5.17) to 
Eq.(5.19)]. 
6) Solve the pressure correction equations, then the pressure correction will be 
got. 
7) Update , ,u v p  [Eq.(5.7) and Eq.(5.20)] and ,e nU V [Eq.(5.15)] according to 
the pressure correction. 
8) Solve the discretized equations of other scalar variables if necessary; 
9) Return to step 2 and repeat the process until the convergent solution is 
obtained.  
It is noted that in Eq.(5.13) the additional smooth terms are adopted in order to 
suppress the pressure oscillation, Acharya and Moukalled (1989) pointed out that 
if Eq.(5.13) is used to derive the pressure-correction equation, the resulting 
equation is not the discretized continuity equation but rather is an approximation 
form of the continuity equation, which has been proven by Qu et al.(2007). In the 
implementation of SIMPLER algorithm proposed by Acharya and Moukalled 
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(1989), the pressure is determined by the pressure equation in the prediction step, 
but no special attention is paid to the presence of the underrelaxation factor. In 
their SIMPLEM algorithm, the additional pressure correction term is avoided, yet 
the underrelaxation factor effect is not included. In addition, the Cartesian 
velocities are not updated in time while the interface contravariant velocities are 
improved. The study of Choi et al. (1993) showed that the selection of 
contravariant velocities as cell face velocities may lead to unstable convergence, 
while the covariant selection reduces the satisfaction of the conservation law.  
Therefore, for an efficient numerical algorithm in the collocated non-orthogonal 
curvilinear coordinate, four fundamental requirements must be satisfied (Qu et al., 
2007a): (1) The algorithm can suppress the checkerboard pressure distribution; (2) 
The convergent solution is independent of the underrelaxation factor; (3) The 
algorithm should possess the required robustness; (4) The conservation law, both 
physical and geometric, should be satisfied as much as possible. According to 
these four requirements the CLEARER algorithm is formulated. The details are 
presented in the following section.  
5.2 Mathematical formulation of CLEARER algorithm 
5.2.1 The predictor step of CLEARER algorithm 
In the SIMPLE-like pressure correction algorithms, there are two steps in each 
iterative level, which are the predictor step and corrector step respectively. In the 
predictor step the velocity is predicted by solving the momentum equations based 
on a guessed pressure field or a field obtained from a given velocity field. Because 
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the predicted velocity cannot satisfy the continuity equation, in the corrector step 
it will be improved with the solved pressure correction. With this process the 
velocity field gradually satisfies the momentum equations and continuity equation, 
hence the convergent solution will be obtained. On the curvilinear coordinates the 
contravariant velocity at the interface plays a crucial role in accelerating the 
convergence rate. According to Shyy and Vu(1991) and Shyy (1994), in terms of 
the conservation law, in the computational domain the contravariant velocity is 
recommended to be adopted in the continuity equation while the Cartesian 
velocity in the momentum equations. This choice is widely used in most of the 
literatures, so is in this thesis. 
For the conventional SIMPLE-like algorithms, in the predictor step the 
underrelaxation factor is incorporated in the momentum equation to relax the 
velocity, and in the corrector step the underrelaxation factor is incorporated in the 
pressure correction equation. The adoption of the same underrelaxation factor for 
one velocity component in the predictor and corrector steps may cause some 
inconsistency and the convergence rate will be lowered. Furthermore, in the 
corrector step on collocated grid both the velocity on the main nodes and 
contravariant velocity at the interfaces will be improved with the solved pressure 
correction. In the previous chapter, it is pointed out that on the collocated grid it is 
appropriate to improve the interface velocity with the pressure correction, but the 
velocity on the main nodes is over-corrected, therefore, it is necessary to introduce 
a second relaxation factor in the corrector step which should be less than the 
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underrelaxation factor for velocity, then the convergence performance can be 
improved greatly, furthermore, convergent solution can still be obtained even 
when the grid lines are severely non-orthogonal. 
In order to guarantee the interconnection between the velocity and pressure, the 
pressure equation is solved based on the velocity field in previous iterative level, 
hence the first step is to derive the pressure equation. 
Rewrite Eq.(5.2) in the explicit manner 
j ( )0 0 0 01P u P uP uP u P
P P
p pu u B C uα αξ η
⎡ ⎤⎛ ⎞ ⎛ ⎞∂ ∂= − − + −⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦
            (5.21a) 
         i ( )0 0 0 01P v P vP vP v P
P P
p pv v B C vα αξ η
⎡ ⎤⎛ ⎞ ⎛ ⎞∂ ∂= − − + −⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦
            (5.21b) 
where j0Pu  and i0Pv  are called pseudo velocity 

















+= ∑                  (5.22) 









ξ η β η β ξη ξ
⎡ ⎤⎛ ⎞ ⎛ ⎞Γ ∂ Γ ∂⎢ ⎥= Δ Δ − Δ + Δ⎜ ⎟ ⎜ ⎟∂ ∂⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦









ξ η β η β ξη ξ
⎡ ⎤⎛ ⎞ ⎛ ⎞Γ ∂ Γ ∂⎢ ⎥= Δ Δ − Δ + Δ⎜ ⎟ ⎜ ⎟∂ ∂⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
            (5.23b) 
The coefficients in Eq.(5.21) are determined by: 
( )
( )







η ξ ηΔ Δ= = , ( )
( )







ξ ξ ηΔ Δ= = −       (5.24a) 
( )
( )







η ξ ηΔ Δ= = − , ( )
( )







ξ ξ ηΔ Δ= =     (5.24b) 
By mimicking Eq.(5.21), the interface Cartesian velocities can be expressed as: 
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i ( )0 0 0 01e u e u u u e
e e
p pu u B C uα αξ η
⎡ ⎤⎛ ⎞ ⎛ ⎞∂ ∂= − − + −⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦
             (5.25a) 
i ( )0 0 0 01e v e v v v e
e e
p pv v B C vα αξ η
⎡ ⎤⎛ ⎞ ⎛ ⎞∂ ∂= − − + −⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦
             (5.25b) 
i ( )0 0 0 01n u n u u u n
n n
p pu u B C uα αξ η
⎡ ⎤⎛ ⎞ ⎛ ⎞∂ ∂= − − + −⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦
              (5.25c) 
i ( )0 0 0 01n v n v v v n
n n
p pv v B C vα αξ η
⎡ ⎤⎛ ⎞ ⎛ ⎞∂ ∂= − − + −⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦
              (5.25d) 
The coefficients can be calculated as: 








ξ δξ ηΔ= −       (5.26a) 








ξ δξ ηΔ=       (5.26b) 








ξ ξ δηΔ= −       (5.26c) 








ξ ξ δηΔ=         (5.26d) 
The pseudo-velocities i0eu , i0ev ,i0nu , i0nv  and the coefficients at the interfaces ( )0uP eA , 
( )0vP eA , ( )0uP nA , ( )0vP nA  can be linearly interpolated from the values on the main 
nodes P, E and N.  
i ( )( ) j
( )
( ) j0 0 0e ee E Pe eu u u
δξ δξ
δξ δξ
− += + , i ( )( ) j
( )
( ) i0 0 0e ee E Pe ev v v
δξ δξ
δξ δξ
− += +          (5.27a) 
i ( )( ) j
( )
( ) j0 0 0n nn N Pn nu u u
δη δη
δη δη
− += + , i ( )( ) j
( )
( ) i0 0 0n nn N Pn nv v v
δη δη
δη δη
− += +       (5.27b) 
( ) ( )( ) ( ) ( )( ) ( )0 0 0u u ue eP P Pe E Pe eA A A
δξ δξ
δξ δξ
− += + ,  ( ) ( )( ) ( ) ( )( ) ( )0 0 0v v ve eP P Pe E Pe eA A A
δξ δξ
δξ δξ
− += + (5.28a) 
( ) ( )( ) ( ) ( )( ) ( )0 0 0u u vn nP P Pn N Pn nA A A
δη δη
δη δη
− += + , ( ) ( )( ) ( ) ( )( ) ( )0 0 0v v vn nP P Pn N Pn nA A A
δη δη
δη δη
− += + (5.28b) 
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The interface contravariant velocities are defined as: 
( )e eU uy vxη η= − ,   ( )n nV vx uyξ ξ= −                (5 .29) 
Substitute Eq.(5.25) into Eq.(5.29), yielding 
i i( ) ( )0 0 0 0e u v u u v v ee
e
pU y u x v y B x Bη η η ηα α α α ξ
⎛ ⎞∂= − − − ⎜ ⎟∂⎝ ⎠
 
( ) ( ) ( ) ( )( )00 0 0 01 1u u v v u e v ee ee
e
py C x C y u x vη η η ηα α α αη
⎛ ⎞∂+ − + + − − −⎜ ⎟∂⎝ ⎠
  (5.30a) 
i i( ) ( ) 00 0 0 0n v u u u v v nn
n
pV x v y u y B x Bξ ξ ξ ξα α α α ξ
⎛ ⎞∂= − + − ⎜ ⎟∂⎝ ⎠
 
( ) ( )( ) ( )( )0 0 0 01 1u u v v v n u nn nn
n
py C x C x v y uξ ξ ξ ξα α α αη
⎛ ⎞∂+ − + − − −⎜ ⎟∂⎝ ⎠
   (5.30b) 
Here in order to enhance the robustness of CLEARER algorithm, the 
underrelaxation factors are involved in Eq.(5.30). To guarantee the convergent 
solution is independent of the underrelaxation factor, the underrelaxation factors 
for u  and v  momentum equations are set to be identical, i.e. 1u vα α α= = ≠ , 
then Eq.(5.30) can be recast as: 
i i( ) ( )00 0 0 0 01u ue f f e
e
e e
p pU y u x v B C Uη ηα α α αξ η
⎛ ⎞ ⎛ ⎞∂ ∂= − − + + −⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
        (5.31a) 
i i( ) ( )00 0 0 0 01v vn f f n
n
nn
p pV x v y u B C Vξ ξα α α αξ η
⎛ ⎞ ⎛ ⎞∂ ∂= − + − + −⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠
          (5.31b) 





η η δξ η⎛ ⎞= + Δ⎜ ⎟⎜ ⎟⎝ ⎠
,    ( )0 0 0ufe u v e
P P e
y y x x
C
A A
ξ η ξ η δξ η⎛ ⎞= + Δ⎜ ⎟⎝ ⎠
 (5.32a) 
( )0 0 0vfn u v n
P P e
y y x x
B
A A
ξ η ξ η δη ξ⎛ ⎞= + Δ⎜ ⎟⎝ ⎠





ξ ξ δη ξ⎛ ⎞= + Δ⎜ ⎟⎜ ⎟⎝ ⎠
    (5.32b) 
( ) ( )0 0 0e e ee eU u y v xη η= − ,  ( ) ( )0 0 0n n nn nV v x u yξ ξ= −                (5.33) 
Eq.(5.31) can be regarded as the extension of the idea of the MMIM in orthogonal 
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coordinates proposed by Majumdar (1988). When the iteration converges, eU  
and nV  will approach 
0
eU  and 
0
nV  respectively, then Eq.(5.31) will equivalent 
to 
i i( ) 00 0 0 0u ue f f
e
e e
p pU y u x v B Cη η ξ η
⎛ ⎞ ⎛ ⎞∂ ∂= − − +⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
                  (5.34a) 
i i( ) 00 0 0 0v vn f f
n
nn
p pV x v y u B Cξ ξ ξ η
⎛ ⎞ ⎛ ⎞∂ ∂= − + −⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠
                  (5.34b) 
Hence the effect of the underrelaxation factors will be eliminated completely.  
By introducing the pseudo contravariant velocity 
j i i( ) ( )00 0 0 0 01ue f e
e
e
pU y u x v C Uη ηα α αη
⎛ ⎞∂= − + + −⎜ ⎟∂⎝ ⎠
             (5.35a) 
j i i( ) ( )00 0 0 0 01vn f n
n
n
pV x v y u B Vξ ξα α αξ
⎛ ⎞∂= − + + −⎜ ⎟∂⎝ ⎠
             (5.35b) 




pU U Bα ξ
⎛ ⎞∂= − ⎜ ⎟∂⎝ ⎠
,   j0 0v
n n f
n
pV V Cα η
⎛ ⎞∂= − ⎜ ⎟∂⎝ ⎠
              (5.36) 
By substituting Eq.(5.36) into the continuity equation (5.1), we can get the 
pressure equation 
0 * 0 *
P P nb nbA p A p b= +∑                               (5.37) 






⎛ ⎞Δ= = ⎜ ⎟⎜ ⎟⎝ ⎠






⎛ ⎞Δ= = ⎜ ⎟⎜ ⎟⎝ ⎠
    (5.38) 
0 0 0 0 0
P E W N SA A A A A= + + +                                (5.39) 
j( ) j( ) j( ) j( )0 0 0 0
w e s n
b U U V Vρ η ρ η ρ ξ ρ ξ= Δ − Δ + Δ − Δ           (5.40) 
To further improve the robustness of CLEARER algorithm, the pressure is 
under-relaxed when the pressure equation is solved, incorporating the 
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underrelaxation factor we can get the final form of pressure equation in the 
predictor step: 
0
* 0 * 0 01P P
P nb nb P P
P P
A p A p b A pαα α
−= + +∑                    (5.41) 
After the pressure equation is solved, the pressure gradient source terms in the 
momentum equations (5.2) can be obtained, then the discretized momentum 
equations can be solved to update the Cartesian velocities at the main node, and 
the resulting velocities are defined as *u , *v . As they cannot satisfy the continuity 
equation, hence the correction is needed to improve them.  
5.2.2 The corrector step of CLEARER algorithm 
In order to avoid the additional pressure gradient term used by Rhie and Chow 
(1983), which will destroy the conservation constraint, the modified momentum 
interpolation method is adopted here to calculate the contravariant velocity at the 
interface, as suggested by Yu et al.(2002) on the orthogonal non-staggered grid. To 
set an extra access for controlling the convergence process, an additional 
relaxation factor β  is introduced in determination of the contravariant velocity 
at the interface. The details are as follows: 
Based on the intermediate velocities, similar to Eq.(5.22) the pseudo Cartesian 
velocities on the main nodes can be re-calculated as: 














+= ∑             (5.42) 
Then the corresponding interface pseudo Cartesian velocities are linearly 
interpolated as: 
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i ( )( ) j
( )
( ) j* * *e ee E Pe eu u u
δξ δξ
δξ δξ
− += + ,  i ( )( ) j
( )
( ) i* * *e ee E Pe ev v v
δξ δξ
δξ δξ
− += +            (5.43a) 
i ( )( ) j
( )
( ) j* * *n nn N Pn nu u u
δη δη
δη δη
− += + ,  i ( )( ) j
( )
( ) i* * *n nn N Pn nv v v
δη δη
δη δη
− += +          (5.43b) 
Similar to the derivation of Eq.(5.31), the intermediate contravariant velocities are 
gained with the modified momentum interpolation method: 
i i( ) ( )* ** * * 0 0 01u ue f f e
e
e e
p pU y u x v B C Uη ηβ β β βξ η
⎛ ⎞ ⎛ ⎞∂ ∂= − − + + −⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
  (5.44a) 
i i( ) ( )* ** * * 0 0 01v vn f f n
n
n n
p pV x v y u B C Vξ ξβ β β βξ η
⎛ ⎞ ⎛ ⎞∂ ∂= − + − + −⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (5.44b) 






fC  are the same with those in Eq.(5.31), and can 
be calculated according to Eq.(5.32). When the iteration converges, *eU and 
*
nV  
will approach 0eU  and 
0
nV  respectively, hence the convergent solution is also 
independent of the second relaxation factorβ . Because the additional pressure 
gradient term is discarded in this method, the CLEARER algorithm can guarantee 
the mass conservation of control volumes.  
The other procedures in the corrector step are similar to SIMPLE algorithm, the 
only difference is replacling the definition of intermediate interface contravariant 
velocity *U , *V  in Eq.(5.13) with Eq.(5.44).  
5.2.3 Solution procedure of CLEARER algorithm 
The computational steps of the CLEARER algorithm can be summarized as 
follows: 






fU  and 
0
fV . 
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(2) Based on the interface contravariant velocities and Cartesian velocities on the 
main nodes, calculate the coefficients of the momentum equation [Eq.(2.37) to 
Eq.(2.41)] and pseudo contravariant velocityj0eU andj0nV [Eq.(5.35)]; 
(3) Calculate the coefficients of pressure equation [Eq.(5.38) to (5.40)] and solve 
it, then the pressure field *p  is obtained.   
(4) Calculate the pressure source terms in the momentum equations [Eq.(2.35) and 
Eq.(2.36)], and solve them to obtain the intermediate velocities *Pu  and 
*
Pv . 
(5) Calculate the intermediate interface contravariant velocities [Eq.(5.44)]; 
(6) Calculate the source term b [Eq.(5.19)] in the pressure correction equation and 
solve it, the pressure correction term p′  will be obtained; 
(7) Obtain the improved interface contravariant velocities eU  and nV  
[Eq.(5.15)], and the improved Cartesian velocities at the main nodes 
Pu and Pv [Eq.(5.7)]; 
(8) Solve the discretized equations of other scalar variables if necessary; 
(9) Return to step 2 and repeat the process until the convergent solution is 
obtained. 
5.2.4 Discussion on the second relaxation factor 
In the SIMPLE-like pressure correction method, the velocities are first predicted 
with the momentum equations, and they are corrected with the continuity equation, 
then the improved values are taken as the solution of the current iteration level to 
start next iteration. However, the same underrelaxation factor is usually adopted 
for one velocity component in both the predictor step and corrector step, which 
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may cause inconsistency in the relaxation for the variable in both steps. In 
CLEARER algorithm, a second relaxation factor β  is introduced in the corrector 
step to overcome this inconsistency.  
Rewrite Eq.(5.44) 
i i ( )* ** * * 0 0 01u ue f f e
e
p pU y u x v B C Uη ηβ βξ η
⎛ ⎞∂ ∂= − − + + −⎜ ⎟∂ ∂⎝ ⎠
       (5.45a) 
i i ( )* ** * * 0 0 01v vn f f n
n
p pV x v y u B C Vξ ξβ βξ η
⎛ ⎞∂ ∂= − + − + −⎜ ⎟∂ ∂⎝ ⎠
       (5.45b) 
We can see that the intermediate interface pseudo-velocities include two parts, one 
is obtained by momentum interpolation method which satisfies the momentum 
equation, and the other part is the convergent values in the previous iteration 
which satisfied the continuity equation. To guarantee the convergence of the 
solution, the variation of the dependent variables cannot vary much, especially for 
the problems in non-orthogonal curvilinear coordinates. In CLEARER algorithm, 
the relaxation factorβ can take a low value, thus the part from the continuity 
equation will become dominant in constituting the intermediate contravariant 
velocities at the interfaces, then only a small value of correction is needed to add 
to the intermediate values to make them satisfy the continuity equation, which 
avoids the great variation of the correction values, hence the stability is increased 
during the iteration, and the robustness of the algorithm can also be enhanced, 
even in the cases where the grid lines are severely non-orthogonal. It is notable 
that when the underrelaxation factors in the predictor step and corrector step are 
equal, i.e. α β= , CLEARER algorithm will become SIMPLERM algorithm 
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proposed by Qu et al.(2007).  
Meanwhile, by adjusting the second relaxation factor the convergence rate can 
also be enhanced greatly, which can be seen from Fig.5.1. Here we take the 
lid-driven flow in the skewed cavity as example, when β α= , the iteration 
number is not the optimum. By decreasing the value ofβ , the iteration number 
will decrease, and the least iteration number is about 88% of that at 0.2β = . But if 
β  is deceased further, the iteration number will increase greatly; meanwhile, if 
β α> , the iteration number will also increase, hence β  is recommended to take 
the value less than α  while it cannot be too small. In the following article, the 
optimum value of β  is obtained by trial and error, under which the performance 
of CLEARER and SIMPLERM algorithms are compared with two cases with 
benchmark solutions.  
5.3 Numerical validation and comparison with SIMPLERM 
algorithm 
In order to verify the feasibility of CLEARER algorithm on non-orthogonal 
curvilinear coordinates, three numerical examples with available solutions are 
computed: (1) Lid-driven flow in inclined cavity; (2) Natural convection in 
inclined cavity; (3) Natural convection in an enclosure with eccentric cylinder and 
square duct. The benchmark solutions for the three cases are provided by 
Demirdzic et al.(1992). Peric (1990) pointed out that the SIMPLE algorithm will 
fail to converge when the intersection angles among grid lines are below 030  if 
the non-orthogonal term is omitted in the derivation of pressure correction 
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equation. Hence in their calculation (Demirdzic et al, 1992) the cross derivatives 
were treated implicitly at severe non-orthogonality, which leads to the pressure 
correction with 9-point computational molecule for two-dimensional problem. 
However, in present CLEARER algorithm the non-orthogonal terms are dropped 
to gain the 5-point pressure correction equation no matter how severe the grid 
non-orthogonality is.  
To make the comparison between CLEARER and SIMPLERM algorithms 
meaningful, the numerical treatments of all other aspects should keep same. In 
both algorithms the SGSD scheme (Li and Tao, 2002) is adopted to discretize the 
convection term; the algebraic equations are solved by the ADI method  (Ames, 
1997) incorporated by the block-correction technique (Prakash and Patankar, 
1981). To show well the convergence performance at high value region of 
underrelaxation factor, the time step multiple E, is introduced. The same 
convergence criterion is also used for the two algorithms, as indicated below: 
( ) ( ) ( ) ( )* * * * 8
max
ch
MAX 1.0 10f f f fw e s n
U A U A V A V A
R
Flow
ρ ρ ρ ρ −⎡ ⎤− + −⎢ ⎥= < ×⎢ ⎥⎣ ⎦
    (5.46) 
where maxR  is the maximum relative mass flow rate unbalance of all the control 
volumes in the computational domain; chFlow  is the characteristic flow rate 
through the center line of the cavity. *fU and
*
fV  are the intermediate contravariant 
velocities. 
The uniform grid system 51 51×  is used for the first two cases, the non-uniform 
grid 52 52× is used for the third case. The underrelaxation factor for 
pressure 0.9pα = , and for natural convection problem in the second and third case, 
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the underrelaxation factor for temperature 0.8Tα = . 
In the following three cases the computational conditions are introduced firstly, 
then numerical results with CLEARER algorithm are compared with the 
benchmark solution to test its accuracy, followed by the comparison of iteration 
number and robustness between CLEARER and SIMPLERM algorithms, 
furthermore, the ratio of the iteration numbers between two algorithms are also 
provided. Due to the same computational effort in every iterative level, the ratio of 
iteration numbers is also that of the computational time.  
In order to test the influence of grid size and grid non-orthogonality on accuracy 
of discretization scheme, the flow in the irregular region between two concentric 
cylinders is simulated, as shown in the shadow area in Fig. 5.2. At 090θ =  the 
grid lines are orthogonal to each other, while at 010θ =  the grid becomes 
non-orthogonal, shown in Fig. 5.3. The root-mean-square of the deviation of 
calculated tangential velocity from the exact values is plotted in Fig.5.4, from 
which we can see that the accuracy is second-order when the grid lines are 
orthogonal while it will be reduced to nearly first-order due to the grid 
non-orthogonal at 010θ = .  
In order to prove the feasibility of MMIM on collocated curvilinear coordinates, 
the pressure contour in lid-driven cavity flow at Re=5000 is provided in Fig. 5.5. 
From this figure it can be seen that the pressure contour is quite smooth.  
5.3.1 Lid-driven flow in an inclined cavity 
Computations are conducted when the inclination angle 030θ = and 045 , 
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Re 100= , 1000  and 5000, which is defined as: 
LidRe U Lν=                                (5.47) 
here LidU  is the moving velocity of the top lid, and L  stands for the length of 
the cavity. The schematic diagram is shown in Fig.5.6, where CL1 and CL2 are 
the centerlines in two directions along the wall of the cavity. In Fig.5.7, the coarse 
grids are shown in which the grid lines are parallel to the walls.  
5.3.1.1 Lid-driven flow at Re=100 
In Fig.5.8 and Fig.5.9 the streamlines in the inclined cavity under inclination angle 
0 030 ,45θ = with present CLEARER algorithm are compared with those provided 
by Demirdzic et al.(1992), from which we can see that they agree quite well. 
For accurate comparison the velocity distributions along the centerlines are also 
compared with the benchmark solutions in Fig.5.10 and Fig.5.11, where X ,Y  
are non-dimensional coordinates, normalized by the cavity length L , and U ,V  
are the non-dimensional velocities, normalized by LidU . We can see that the 
present results agree quite well with the benchmark solutions, which proves the 
accuracy of CLEARER algorithm.  
Take the lid-driven flow at 045θ = as example, the iteration numbers of 
CLEARER and SMPLERM are compared under different underrelaxation factors 
in Fig.5.12. It can be found that under low underrelaxation factor, the iteration 
number of CLEARER is only slightly lower than that of SIMPLERM, but when 
the underrelaxation 0.5α ≥ . i.e. 1E ≥ , the iteration number of SIMPLERM will 
increase sharply and the convergent solution will not be obtained when 0.6α = , 
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i.e. 1.5E = . However, for CLEARER algorithm, with the increasing 
underrelaxation factor the iteration number will decrease greatly, and it can still 
converge even at 0.95α = . It is notable that the iteration number of CLEARER at 
high underrelaxation can only be one tenth of that at low underrelaxation factor.  
From Fig.5.13 we can see that the iteration number ratio of CLEARER over 
SIMPLERM ranges from 0.23 to 0.84 in the variation range of the underrelaxation 
factors under which both algorithms can converge. From the analysis above, we 
can see that compared with SIMPLERM algorithm,  CLEARER can not only 
enhance the convergence rate greatly, but also improve the robustness significantly, 
which proves its superior performance over SIMPLERM algorithm. 
5.3.1.2 Lid-driven flow at Re=1000 
At high Reynolds number Re=1000, the comparison is also conducted. The 
streamlines in the lid-driven cavity with inclination angle 0 030 ,45θ =  are 
compared with those provided by Demirdzic et al.(2002) in Fig.5.14 and Fig.5.15, 
from which we can see that the agreement is quite satisfactory.  
For accurate comparison the velocity distributions along the centerlines are 
compared with the benchmark solutions provided by Demirdzic et al.(2002). Here 
square blocks stand for the benchmark solutions, and the solid line stands for the 
present results calculated with CLEARER algorithm. From Fig.5.16 and Fig.5.17 
it can be seen that the present results agree quite well with the benchmark 
solutions, which proves the accuracy of the new CLEARER algorithm. 
At inclination angle 045θ = , the convergence and robustness performance of 
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CLEARER and SMPLERM is compared under different underrelaxation factor in 
Fig.5.18. Similar to the case at Re=100, it can be found that under low 
underrelaxation factor, the iteration number of CLEARER is only slightly lower 
than that of SIMPLERM, but when the underrelaxation 0.5α ≥ . i.e. 1E ≥ , the 
iteration number of SIMPLERM will increase sharply and the convergent solution 
will not be obtained when 0.6α = , i.e. 1.5E = . However, for CLEARER 
algorithm, with the increasing underrelaxation factor the iteration number will 
decrease greatly, and it can still converge even at 0.95α = . It is also notable that 
the iteration number of CLEARER at high underrelaxation factor can only be one 
tenth of that at low underrelaxation factor, hence CLEARER algorithm owns 
better convergence performance under high underrelaxation factors. 
From Fig.5.19 we can see that the iteration number ratio of CLEARER over 
SIMPLERM ranges from 0.24 to 1 in the variation range of the underrelaxation 
factors under which both algorithms can converge. From the analysis above, we 
can see that compared with SIMPLERM algorithm,  CLEARER can not only 
enhance the convergence rate greatly, but also improve the robustness significantly, 
which proves its superior performance over SIMPLERM algorithm.  
5.3.1.3 Lid-driven flow at Re=5000 
The lid-driven cavity flow is also simulated when Reynolds number is as high as 
5000, shown in Fig. 5.20. As there is no available data for comparison up to now, 
only the present results are provided. The centerline velocity distribution is shown 
in Fig. 5.21, from which it can be seen that location of the minimum U velocity 
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moves upward further compared to the cases at low Reynolds numbers.  
The performance of CLEARER and SIMPLERM is compared at Re=5000, from 
Fig. 5.22 we can find that at small under-relaxation factor, CLEARER algorithm 
almost needs the same number of iteration numbers as SIMPLERM, its advantage 
is exhibited only at large under-relaxation factor. For example, when 0.6α ≥ , 
i.e. 1.5E ≥  SIMPLERM will diverge, while CLEARER can still converge, 
furthermore, the required iteration number is greatly reduced with increasing 
under-relaxation factor. The above results can also show that the robustness of 
CLEARER is much higher than that of SIMPLERM. From Fig. 5.23 we can see 
that the iteration number ratio of CLEARER over SIMPLERM can be as low as 
0.58.   
5.3.2 Natural convection in an inclined cavity 
Natural convection is studied in an inclined cavity, with top and bottom walls 
adiabatic while the left and right walls being constant but different temperature, as 
seen in Fig.5.24. The calculation is conducted at Pr 0.1= and 10, and 610Ra = , 





Δ=                          (5.48) 
Fig.5.25 to Fig.5.28 show the streamlines and isothermals in the inclined cavity 
under different Pr number, and the results obtained with CLEARER algorithm are 
compared with those provided by Demirdzic et al.(2002), which shows good 
agreement between them. 
For accurate comparison, the Nu distribution along the hot wall is also compared 
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in Fig.5.29 and Fig.5.30. Due to the limitation of grid size near the top and bottom, 
the current uniform grid cannot catch the Nu number extremely near the top and 
bottom wall, while in the interior region the present results agree quite well with 
the benchmark solutions. The average and maximum Nusselt numbers along the 
hot wall are also compared in Table 5.1, from which it can be seen that the 
maximum relative deviation is within 2.6%, while the deviation for the position 
where the maximum Nusselt is located is a little larger due to the coarse grid.  
In Fig.5.31 the iteration numbers of CLEARER and SIMPLERM are compared 
with the variation of underrelaxation factor. At 0.1α = , i.e. =0.11E , the iteration 
numbers for two algorithms are almost identical. While with the increasing 
underrelaxation factor, the iteration number of SIMPLERM will increase greatly, 
while that of CLEARER algorithm will not vary much. When 0.5α > , i.e. 1E > , 
SIMPLERM will diverge, but CLEARER algorithm can still converge 
until 0.9α = , i.e. =9E . From the above analysis we can see that the robustness of 
CLEARER is much higher than that of SIMPLERM. The ratio of iteration number 
of CLEARER over SIMPLERM is also provided in Fig.5.32, from which we can 
see that the ratio varies from 0.29 to 0.98, which proves that CLEARER owns 
much better convergence performance than SIMPLERM.  
5.3.3 Natural convection in an enclosure with eccentric cylinder and square 
duct 
Natural convection is studied between an outer square cylinder with side length 
L  and an inner circular cylinder with radius 0.2R L= , which are arranged with 
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the vertical eccentricity 0.2l LΔ = . Due to the geometrical symmetry, only half of 
the geometry is studied, as shown in Fig.5.33. The upper and lower walls are 
adiabatic; the inner cylinder is of high temperature while the outer cylinder is of 
low temperature. The calculation is conducted at Pr 0.1= and 10 respectively 





Δ=                                  (5.49) 
The grid is generated with the Poisson equation, as introduced in Chapter 2, the 
coarse grid system is shown in Fig.2.2.  
The streamlines and isothermals in the eccentric cylinders are compared with 
those provided by Demirdzic et al.(2002) from Fig. 5.34 to Fig.5.37. It is shown 
that the agreement is quite satisfactory.  
For accurate comparison, the Nusselt number distributions along the left cold wall 
and right hot wall under different Pr numbers are compared from Fig.5.38 to 
Fig.5.41, from which it can be found that present results with CLEARER 
algorithms agree quite well with the benchmark solutions of Demirdzic et 
al.(2002). In Table 5.2 and Table 5.3 the average Nusselt numbers, maximum 
Nusselt numbers and their positions are also compared with the benchmark 
solutions, the agreement is also quite satisfactory, except in the position in the hot 
wall where the maximum Nusselt number happens.  
In Fig.5.42 and Fig.5.43, the convergence and robustness performance of 
CLEARER and SIMPLERM is compared, from which we can see that CLEARER 
algorithm can only need 74 to 91% of iteration numbers required by SIMPLERM 
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to reach the same convergence criteria. Moreover, when the underrelaxation 
factor 0.85α = , SIMPLERM algorithm will diverge, while CLEARER can still 
guarantee the convergent solution, hence the robustness of CLEARER algorithm 
is higher than that of SIMPLERM. 
5.4 Investigation of minimum intersection angle among grid lines 
to guarantee convergence 
In curvilinear coordinates the gridlines had better be nearly orthogonal to ensure 
that the discretization of the governing equations is as accurate as possible. 
However, in some practical application such grids cannot be generated due to the 
limitation of geometries, then the non-orthogonal grid will be obtained. In general 
in the SIMPLE-like algorithms the pressure correction equation has very low 
convergence rate, and most of the computational time is devoted to solve it. On 
slightly non-orthogonal grid the contribution of cross pressure correction 
derivative is not so large that the cross terms can be neglected in order to obtain 
the simplified 5-point pressure correction equation in two dimensions and 7-point 
pressure correction equation in three dimensions. However, when the grid is 
severely non-orthogonal the contribution of the cross pressure correction 
derivative will become dominant and cannot be neglected arbitrarily, otherwise the 
convergent solution cannot be obtained. In this case the full pressure correction 
equation has to be solved, which is 9-point in two dimensions and 19-point in 
three dimensions in computational molecule, thus the computational effort in 
solving the equations will become quite difficult or even prohibitive. In present 
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CLEARER algorithm, the simplified pressure correction equation is still adopted. 
By reducing the second relaxation factor β , say 0.05, we can still get the 
convergent solution even when the intersection angle among grid lines is as low 
as 01 . For convenience of display, only the cases when the intersection angle is 
05 are shown below. 
The very coarse grid system is shown in Fig.5.44, from which it can be been that 
the intersection angles among the gridlines are the same as the inclination angle of 
the cavity. From Fig.5.45 we can see that a vortex dominates the right half of the 
cavity, while several weak vortices align at the sharp corner in the left. As the 
vortex in the left region is usually several order lower in magnitude than the 
dominant vortex, the flow there is nearly stagnant, hence the velocities in the left 
part is nearly zero, which can be seen from Fig.5.46. It can also be found that the 
vertical velocity is much lower than the horizontal velocity, which is caused by the 
severe inclination of the cavity. In Fig.5.47 the convergence history of CLEARER 
algorithm is shown, we can see that the convergence process is quite stable 
although there are some regular oscillations.  
Fig.5.48 shows the natural convection in the inclined cavity at 05θ = , from 
which we can see that a dominant vortex is located in the center of the cavity with 
two weak vortices in the left and right corner respectively, and the temperature 
gradient is mainly focused in the center of the cavity. From Fig.5.49 we can see 
that at the lower part of the left wall, due to the very weak flow there the heat 
transfer rate is nearly zero, while near the top the left wall, due to the strong 
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impulsion of the flow the Nusselt number increases greatly, and can be as high as 
50 at the top.    
5.5 Concluding remarks 
In this chapter, CLEARER algorithm on curvilinear non-orthogonal grid is 
proposed, then three numerical examples with benchmark solutions are calculated 
to validate the new algorithm, furthermore, the performance of CLEARER and 
SIMPLERM is also compared, the major conclusions are summarized as follows:  
1. The CLEARER algorithm can satisfy the four fundamental requirements for 
an efficient numerical algorithm; 
2. CLEARER algorithm can predict the fluid flow and heat transfer accurately; 
3. Compared with SIMPLERM algorithm, both the robustness and convergence 
rate of CLEARER algorithm is greatly enhanced, and the ratio of iteration 
number of CLEARER over SIMPLERM algorithm can be as low as 0.24; 
4. With the simplified pressure correction equation, convergent solution can still 
be obtained on severely non-orthogonal grid with CLEARER algorithm, even 
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Table 5.1 Comparison of average Nu, maximum Nu and its position 
 Pr=0.1 Pr=10 
 Present Benchmark Deviation Present Benchmark Deviation 
AveNu  6.060 5.985 1.25% 7.731 7.580 1.99% 
MaxNu  8.693 8.678 0.17% 12.793 12.471 2.58% 
MaxY  0.439 0.456 -3.73% 0.173 0.170 1.76% 
 
Table 5.2 Comparison of average Nu, maximum Nu and its position at Pr=0.1 
  Present Benchmark Deviation 
,MaxYNu  14.904 14.558 2.38% 
Cold wall 
MaxY  0.899 0.879 2.28% 
,MaxNuθ  20.740 21.300 2.74% 
Hot wall 
Maxθ  18.420 20.186 -8.75% 
 AveNu  6.733 6.730 0.04% 
 
Table 5.3 Comparison of average Nu, maximum Nu and its position at Pr=10 
  Present Benchmark Deviation 
,MaxYNu  20.248 19.949 1.50% 
Cold wall 
MaxY  0.970 0.965 0.49% 
,MaxNuθ  17.699 18.592 -4.80% 
Hot wall 
Maxθ  21.725 0 N.A. 
 AveNu  7.408 7.384 0.33% 
 


















Figure 5.1 Influence of second relaxation factor β  on the iteration number at  




Figure 5.2 Flow between two concentric cylinders 
 
Figure 5.3 Grid system in concentric cylinders at 010θ =  















Figure 5.4  Influence of grid size on the root mean square residual  
 
Figure 5.5 Pressure contour in lid-driven cavity at Re=5000 
0, 0u v= =






Figure 5.6 Geometry and boundary condition for lid-driven cavity 








(b) Demirdzic et al.(2002) 
Figure 5.8 Streamlines at inclined cavity at 030θ =  Re=100 
 





(b) Demirdzic et al.(2002) 
Figure 5.9 Streamlines at inclined cavity at 045θ =  Re=100 















(a) U velocity at CL1              (b) V velocity at CL2 
Figure 5.10 Comparison of centerline velocity profiles at 030θ =  Re=100 
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(a) U velocity at CL1             (b) V velocity at CL2 


















Figure 5.12 Comparison of iteration numbers between SIMPLERM and  















Figure 5.13 Ratio of iteration numbers of CLEARER over SIMPLERM  
at 045θ =  Re=100 




















 (b) Demirdzic et al.(2002) 




(b) Demirdzic et al.(2002) 
Figure 5.15 Streamlines at inclined cavity at 045θ =  Re=1000 
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(a) U velocity at CL1                (b) V velocity at CL2 
Figure 5.16 Comparison of centerline velocity profiles at 030θ =  Re=1000 















(a) U velocity at CL1              (b) V velocity at CL2. 

















Figure 5.18 Comparison of iteration numbers between SIMPLERM and  
CLEARER 045θ =  Re=1000 






























Figure 5.19 Ratio of iteration numbers of CLEARER over SIMPLERM at 
045θ =  Re=1000 
 
Figure 5.20 Streamlines in inclined lid-driven cavity at Re=5000 
Y
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(a) U velocity at CL1                (b) V velocity at CL2 
Figure 5.21 Centerline velocity profiles at 045θ =  Re=5000 
X
V




























Figure 5.22 Comparison of iteration numbers between SIMPLERM and  
















Figure 5.23 Ratio of iteration numbers of CLEARER over SIMPLERM  
at 045θ = , Re=5000 
 





















(a) Present                    (b) Demirdzic et al.(2002) 
Figure 5.25 Streamlines in inclined cavity at Pr 0.1=  
 
 
(a) Present                     (b) Demirdzic et al.(2002) 
Figure 5.26 Isothermals in inclined cavity at Pr 0.1=  
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(a) Present               (b) Demirdzic et al.(2002) 




(a) Present                (b) Demirdzic et al.(2002) 
Figure 5.28 Isothermals in inclined cavity at Pr 10=  















Figure 5.29 Comparison of Nu along the hot wall at Pr=0.1 
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Figure 5.32 Ratio of iteration numbers of CLEARER over SIMPLERM 













              (a) Present               (b) Demirdzic et al.(2002) 
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(a) Present               (b) Demirdzic et al.(2002) 
Figure 5.35 Isothermals between eccentric cylinders at Pr=0.1 
 
     
(a) Present               (b) Demirdzic et al.(2002) 
Figure 5.36 Streamlines between eccentric cylinders at Pr=10 
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(a) Present               (b) Demirdzic et al.(2002) 
Figure 5.37 Isothermals between eccentric cylinders at Pr=10 














Figure 5.38 Comparison of Nu along the cold wall at Pr=0.1 
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Figure 5.39 Comparison of Nu along the hot wall at Pr=0.1 











Figure 5.40 Comparison of Nu along the cold wall at Pr=10 


















Figure 5.41 Comparison of Nu along the hot wall at Pr=10 





































Figure 5.43 Ratio of iteration numbers of CLEARER over SIMPLERM 
 
Figure 5.44 Coarse grid system in inclined cavity 
 
Figure 5.45 Streamlines in lid-driven cavity flow when inclination angle 05θ =  
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(a) U component along CL1        (b) V component along CL2 
Figure 5.46 Velocity distribution along the centerlines when inclination angle 
05θ =  












Iteration Number  





Figure 5.48 Natural convection in inclined cavity when inclination angle 05θ =  
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Figure 5.49 Nu distribution along the hot wall when inclination angle 05θ =  
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Chapter 6 
Extension of CLEARER Algorithm  
to 3D Curvilinear Non-orthogonal Coordinates* 
 
In practical application the fluid flow and heat transfer in three-dimensional 
geometries is more widely encountered than that in two-dimensional geometries; 
hence in this chapter CLEARER algorithm is extended to three-dimensional 
collocated curvilinear non-orthogonal coordinates. Firstly, the three-dimensional 
governing equations are transformed from the irregular physical domain to the 
regular computational domain, then they are discretized with FVM; secondly, the 
detailed formulations of CLEARER algorithm and solution procedures are 
provided; finally the accuracy of CLEARER algorithm is tested with numerical 
examples with reliable solutions. 
6.1 Discretization of governing equations 
For the three-dimensional steady incompressible laminar flow, the governing 
equations in the physical domain are expressed as follows: 
Continuity equation 
( ) ( ) ( ) 0u v w
x y z
ρ ρ ρ∂ ∂ ∂+ + =∂ ∂ ∂                                (6.1) 
 
___________________ 
*This work has been published in 
Cheng Y. P., Lee T. S. and Low H. T., Implementation of CLEARER algorithm on 
three-dimensional non-orthogonal curvilinear coordinates and its application. 
Numerical Heat Transfer, Part B, vol.54(1), pp.62-83, 2008. 
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Momentum equations 
( ) ( ) ( ) 2 2 2
2 2 2 u
uu vu wu p u u u S
x y z x x y z
ρ ρ ρ μ∂ ∂ ∂ ⎛ ⎞∂ ∂ ∂ ∂+ + = − + + + +⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
      (6.2a) 
( ) ( ) ( ) 2 2 2
2 2 2 v
uv vv wv p v v v S
x y z y x y z
ρ ρ ρ μ∂ ∂ ∂ ⎛ ⎞∂ ∂ ∂ ∂+ + = − + + + +⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
      (6.2b) 
( ) ( ) ( ) 2 2 2
2 2 2 w
uw vw ww p w w w S
x y z z x y z
ρ ρ ρ μ∂ ∂ ∂ ⎛ ⎞∂ ∂ ∂ ∂+ + = − + + + +⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
     (6.2c) 
Energy equation 
( ) ( ) ( ) 2 2 2
2 2 2 T
p
uT vT wT T T T S
x y z c x y z
ρ ρ ρ λ∂ ∂ ∂ ⎛ ⎞∂ ∂ ∂+ + = + + +⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
      (6.3) 
Because the equations need to be solved on the regular computational space, 
shown in Fig.6.1, they should be transformed into the following equations 
according to the three-dimensional coordinate transformation introduced in 
Chapter 2. 
Continuity equation 
( ) ( ) ( ) 0U V Wρ ρ ρξ η ζ
∂ ∂ ∂+ + =∂ ∂ ∂                               (6.4) 
Momentum equations 
( ) ( ) ( ) 2 2 23311 22
11 12 13 2 2 2
13 23 13 2312 12
u
Uu Vu Wu p p p u u u
J J J
u u u u u u JS
J J J J J J
ρ ρ ρ αα αβ β β μξ η ζ ξ η ζ ξ η ζ
α α α αα αμ μ μξ η ζ η ξ ζ ζ ξ η
∂ ∂ ∂ ⎛ ⎞⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂+ + = − + + + + +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂+ + + + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (6.5a) 
( ) ( ) ( ) 2 2 23311 22
21 22 23 2 2 2
13 23 13 2312 12
v
Uv Vv Wv p p p v v v
J J J
v v v v v v JS
J J J J J J
ρ ρ ρ αα αβ β β μξ η ζ ξ η ζ ξ η ζ
α α α αα αμ μ μξ η ζ η ξ ζ ζ ξ η
∂ ∂ ∂ ⎛ ⎞⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂+ + = − + + + + +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂+ + + + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (6.5b) 
( ) ( ) ( ) 2 2 23311 22
31 32 33 2 2 2
13 23 13 2312 12
w
Uw Vw Ww p p p w w w
J J J
w w w w w w JS
J J J J J J
ρ ρ ρ αα αβ β β μξ η ζ ξ η ζ ξ η ζ
α α α αα αμ μ μξ η ζ η ξ ζ ζ ξ η
∂ ∂ ∂ ⎛ ⎞⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂+ + = − + + + + +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂+ + + + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (6.5c) 
Energy equation 
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( ) ( ) ( ) 2 2 23311 22
2 2 2




UT VT WT T T T
c J J J
T T T T T T JS
c J J c J J c J J
ρ ρ ρ αα αλ
ξ η ζ ξ η ζ
α α α αα αλ λ λ
ξ η ζ η ξ ζ ζ ξ η
∂ ∂ ∂ ⎛ ⎞∂ ∂ ∂+ + = + +⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂+ + + + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
(6.6) 
HereU ,V ,W  are the contravariant velocities, and are defined as below: 
11 21 31U u v wβ β β= + +                                      (6.7a) 
12 22 32V u v wβ β β= + +                                      (6.7b) 
13 23 33W u v wβ β β= + +                                      (6.7c) 
The definitions ofα , β and J are consistent with those from Eq.(2.15) to Eq.(2.17). 
Here the Cartesian velocities are arranged in the center of the cell, while the 
contravariant velocities are arranged at the interfaces. With FVM the transformed 
governing equations are discretized as follows: 
Continuity equation 
( ) ( ) ( ) ( )
( ) ( ) 0
f f f fe w n s
f ft b
U U V V
W W
ρ η ζ ρ η ζ ρ ξ ζ ρ ξ ζ
ρ ξ η ρ ξ η
Δ Δ − Δ Δ + Δ Δ − Δ Δ
+ Δ Δ − Δ Δ =




P P nb nb
P P P
p p pA u A u V V V bβ β βξ η ζ
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑      (6.9a) 
21 22 23
v v v
P P nb nb
P P P
p p pA v A v V V V bβ β βξ η ζ
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑     (6.9b) 
31 32 33
w w w
P P nb nb
P P P
p p pA w A w V V V bβ β βξ η ζ
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑    (6.9c) 
Energy equation 
T T T
P P nb nbA T A T b= +∑                                     (6.10) 
Here  
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( ) ( )e wP Pp pp
ξ ξ
−∂ =∂ Δ , 
( ) ( )n sP Pp pp
η η
−∂ =∂ Δ , 
( ) ( )t bP Pp pp
ζ ζ
−∂ =∂ Δ        (6.11) 
The interface pressure ( )e Pp , ( )w Pp , ( )n Pp , ( )s Pp , ( )t Pp and ( )b Pp can be 
obtained by linear interpolation from the values on the main nodes 
( ) ( )( )
( )
( )w ww P WP w wp p p
δξ δξ
δξ δξ
− += + , ( ) ( )( )
( )
( )e ee E PP e ep p p
δξ δξ
δξ δξ
− += +   (6.12a) 
( ) ( )( )
( )
( )s ss P SP s sp p p
δη δη
δη δη
− += + ,  ( ) ( )( )
( )
( )n nn N PP n np p p
δη δη
δη δη
− += +     (6.12b) 
( ) ( )( )
( )
( )b bb P BP b bp p p
δζ δζ
δζ δζ
− += + ,  ( ) ( )( )
( )
( )t tt T PP t tp p p
δζ δζ
δζ δζ
− += +     (6.12c) 
The coefficients and source terms in Eq.(6.9) and Eq.(6.10) can be calculated as 
follows: 
( ) a b, 0E e e eA D A P FΔ= + − , ( ) a b,0W w w wA D A P FΔ= +           (6.13a) 
( ) a b,0N n n nA D A P FΔ= + − ,  ( ) a b, 0S s s sA D A P FΔ= +          (6.13b) 
( ) a b,0T t t tA D A P FΔ= + − ,  ( ) a b, 0B b b bA D A P FΔ= +           (6.13c) 
P E W N S T BA A A A A A A= + + + + +                          (6.14) 









u ub JS V
J J
u u u u
J J J J
ααμ η ζ η ζ
α α ααμ ξ ζ μ ξ ηξ ζ ξ η
⎛ ⎞∂ ∂= Δ + Δ Δ +⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂+ Δ Δ + + Δ Δ +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠









v vb JS V
J J
v v v v
J J J J
ααμ η ζ η ζ
α α ααμ ξ ζ μ ξ ηξ ζ ξ η
⎛ ⎞∂ ∂= Δ + Δ Δ +⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂+ Δ Δ + + Δ Δ +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
     (6.15b) 










w wb JS V
J J
w w w w
J J J J
ααμ η ζ η ζ
α α ααμ ξ ζ μ ξ ηξ ζ ξ η
⎛ ⎞∂ ∂= Δ + Δ Δ +⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂+ Δ Δ + + Δ Δ +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠









T Tb JS V
c J J
T T T T
c J J c J J
ααλ η ζ η ζ
α α ααλ λξ ζ ξ ηξ ζ ξ η
⎛ ⎞∂ ∂= Δ + Δ Δ +⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂+ Δ Δ + + Δ Δ +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
   (6.15d) 
where F andD are the flux and diffusion conductivity at the interface respectively 
( )e eF Uρ η ζ= Δ Δ , ( )w wF Uρ η ζ= Δ Δ , ( )n nF Vρ ξ ζ= Δ Δ            (6.16a) 
















































⎛ ⎞Δ Δ= ⎜ ⎟Δ⎝ ⎠     (6.17b) 
By changing the value of ( )A PΔ , different numerical schemes can be introduced, 
and the high order schemes in chapter 2 can also be easily adopted with the 
deferred correction method (Khosla and Rubin, 1974; Hayase et al., 1992). 
6.2 Implementation of CLEARER algorithm 
6.2.1 The predictor step of CLEARER algorithm 
In order to increase the robustness, the underrelaxation factors are usually 




1u u u uuP
P nb nb P P
u uP P P
A p p pu A u V V V b A uαβ β βα ξ η ζ α
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ −∂ ∂ ∂= − Δ − Δ − Δ + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑  (6.18a) 




1v v v vvP
P nb nb P P
v vP P P
A p p pv A v V V V b A vαβ β βα ξ η ζ α
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ −∂ ∂ ∂= − Δ − Δ − Δ + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑  (6.18b) 
0
31 32 33
1w w w wwP
P nb nb P P
w wP P P
A p p pw A w V V V b A wαβ β βα ξ η ζ α
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ −∂ ∂ ∂= − Δ − Δ − Δ + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑  (6.18c) 
Here superscript ‘0’ denotes the values in the previous iterative level 
Rewrite Eq.(6.18) in the explicit manner 
j ( )0 011 12 13 1P u P u P
P P P
p p pu u V V V uα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
  (6.19a) 
i ( )0 021 22 23 1P v P v P
P P P
p p pv v V V V vα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
 (6.19b) 
j ( )0 031 32 33 1P w P w P
P P P
p p pw w V V V wα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
  (6.19c) 
Here j0Pu ,i0Pv andj0Pw are called pseudo-velocities 

























+= ∑         (6.20) 
By mimicking Eq.(6.19), the interface Cartesian velocities can be expressed as 
i ( )0 011 12 13 1e u e u e
e e e
p p pu u V V V uα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
  (6.21a) 
i ( )0 021 22 23 1e v e v e
e e e
p p pv v V V V vα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
  (6.21b) 
j ( )0 031 32 33 1e w e w e
e e e
p p pw w V V V wα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
(6.21c) 
i ( )0 011 12 13 1n u n u n
n n n
p p pu u V V V uα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
 (6.21d) 
i ( )0 021 22 23 1n v n v n
n n n
p p pv v V V V vα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
 (6.21e) 
j ( )0 031 32 33 1n w n w n
n n n
p p pw w V V V wα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
(6.21f) 
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i ( )0 011 12 13 1t u t u t
t t t
p p pu u V V V uα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
 (6 .21g) 
i ( )0 021 22 23 1t v t v t
t t t
p p pv v V V V vα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
 (6 .21h) 
j ( )0 031 32 33 1t w t w t
t t t
p p pw w V V V wα β β β αξ η ζ
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= − Δ − Δ − Δ + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
 (6.21i) 
The pseudo-velocities at the interfaces can be linearly interpolated from the values 
on the main nodes P, E, N and T. 
i ( )( ) j
( )
( ) j0 0 0e ee E Pe eu u u
δξ δξ
δξ δξ
− += + ,   i ( )( ) j
( )
( ) i0 0 0e ee E Pe ev v v
δξ δξ
δξ δξ
− += +         (6.22a) 
j ( )( ) j
( )
( ) j0 0 0e ee E Pe ew w w
δξ δξ
δξ δξ
− += + ,  i ( )( ) j
( )
( ) j0 0 0n nn N Pn nu u u
δη δη
δη δη
− += +        (6.22b) 
i ( )( ) j
( )
( ) i0 0 0n nn N Pn nv v v
δη δη
δη δη
− += + ,   j ( )( ) j
( )
( ) j0 0 0n nn N Pn nw w w
δη δη
δη δη
− += +       (6.22c) 
i ( )( ) j
( )
( ) j0 0 0t tt T Pt tu u u
δζ δζ
δζ δζ
− += + ,    i ( )( ) i
( )
( ) i0 0 0t tt T Pt tv v v
δζ δζ
δζ δζ
− += +        (6.22d) 
j ( )( ) j
( )
( ) j0 0 0t tt T Pt tw w w
δζ δζ
δζ δζ
− += +                                 (6.22e) 
The interface contravariant velocities are defined as 
( ) ( ) ( )11 21 31e e e eU u v wβ β β= + +                             (6.23a) 
( ) ( ) ( )12 22 32n n n nV u v wβ β β= + +                              (6.23b) 
( ) ( ) ( )13 23 33t t t tW u v wβ β β= + +                              (6.23c) 
For the simplicity of expressions, the underrelaxation factors are set to be identical, 
i.e. u v wα α α α= = = , then substituting Eq.(6.21) into Eq.(6.23) 
i i j 22 20 0 0 3111 21
11 21 31 0 0 0e e e e u v w
P P P ee
VV V pU u v w
A A A
ββ βα β β β ξ
⎡ ⎛ ⎞Δ ⎛ ⎞Δ Δ ∂= + + − + +⎢ ⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎢ ⎝ ⎠⎣
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0
31 3211 12 21 22
0 0 0u v w
P P P ee
VV V p
A A A
β ββ β β β
η
⎛ ⎞ ⎛ ⎞ΔΔ Δ ∂− + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
 
( )0 011 13 21 23 31 330 0 0 1 eu v w
P P P ee
V V V p U
A A A
β β β β β β αζ
⎤⎛ ⎞ ⎛ ⎞Δ Δ Δ ∂− + + + −⎥⎜ ⎟ ⎜ ⎟∂ ⎥⎝ ⎠⎝ ⎠ ⎦
     (6.24a) 
i i j 22 20 0 0 3212 22
12 22 32 0 0 0n n n n u v w
P P P nn
VV V pV u v w
A A A
ββ βα β β β η
⎡ ⎛ ⎞Δ ⎛ ⎞Δ Δ ∂= + + − + +⎢ ⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎢ ⎝ ⎠⎣
 
0
31 3211 12 21 22
0 0 0u v w
P P P nn
VV V p
A A A
β ββ β β β
ξ
⎛ ⎞ ⎛ ⎞ΔΔ Δ ∂− + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
 
( )0 012 13 22 23 32 330 0 0 1 nu v w
P P P nn
V V V p V
A A A
β β β β β β αζ
⎤⎛ ⎞ ⎛ ⎞Δ Δ Δ ∂− + + + −⎥⎜ ⎟ ⎜ ⎟∂ ⎥⎝ ⎠⎝ ⎠ ⎦
  (6.24b) 
i i j 2 2 20 0 0 13 23 33
13 23 33 0 0 0t t t t u v w
P P P tt
V V V pW u v w
A A A
β β βα β β β ζ
⎡ ⎛ ⎞Δ Δ Δ ⎛ ⎞∂= + + − + +⎢ ⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎢ ⎝ ⎠⎣
 
0
11 13 21 23 31 33
0 0 0u v w
P P P tt
V V V p
A A A
β β β β β β
ξ
⎛ ⎞ ⎛ ⎞Δ Δ Δ ∂− + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
 
( )0 012 13 22 23 32 330 0 0 1 tu v w
P P P tt
V V V p W
A A A
β β β β β β αη
⎤⎛ ⎞ ⎛ ⎞Δ Δ Δ ∂− + + + −⎥⎜ ⎟ ⎜ ⎟∂ ⎥⎝ ⎠⎝ ⎠ ⎦
  (6.24c) 
Here 
( ) ( ) ( )0 0 0 011 21 31e e e eU u v wβ β β= + +                           (6.25a) 
( ) ( ) ( )0 0 0 012 22 32n n n nV u v wβ β β= + +                           (6.25b) 
( ) ( ) ( )0 0 0 013 23 33t t t tW u v wβ β β= + +                           (6.25c) 
( ) ( )( ) ( ) ( )( ) ( )0 0 0u u ue eP P Pe E Pe eA A A
δξ δξ
δξ δξ
− += + , ( ) ( )( ) ( ) ( )( ) ( )0 0 0v v ve eP P Pe E Pe eA A A
δξ δξ
δξ δξ
− += +    (6.26a) 
( ) ( )( ) ( ) ( )( ) ( )0 0 0w w we eP P Pe E Pe eA A A
δξ δξ
δξ δξ
− += + ,  ( ) ( )( ) ( ) ( )( ) ( )0 0 0u u vn nP P Pn N Pn nA A A
δη δη
δη δη
− += +   (6.26b) 
( ) ( )( ) ( ) ( )( ) ( )0 0 0v v vn nP P Pn N Pn nA A A
δη δη
δη δη
− += + ,  ( ) ( )( ) ( ) ( )( ) ( )0 0 0w w wn nP P Pn N Pn nA A A
δη δη
δη δη
− += + (6.26c) 
( ) ( )( ) ( ) ( )( ) ( )0 0 0u u ut tP P Pt T Pt tA A A
δζ δζ
δζ δζ
− += + , ( ) ( )( ) ( ) ( )( ) ( )0 0 0v v vt tP P Pt T Pt tA A A
δζ δζ
δζ δζ
− += +   (6.26d) 
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( ) ( )( ) ( ) ( )( ) ( )0 0 0w w wt tP P Pt T Pt tA A A
δζ δζ
δζ δζ
− += +                               (6.26e) 
Eq.(6.24) can be regarded as the extension of the idea of MMIM proposed by 
Majumdar(1988). It is easy to prove that the final solution is independent of the 
underrelaxation factorα . 
By introducing the pseudo-contravariant velocities, 
j i i j 00 0 0 0 31 3211 12 21 22
11 21 31 0 0 0e e e e u v w
P P P ee
VV V pU u v w
A A A
β ββ β β βα β β β η
⎛ ⎞ ⎛ ⎞ΔΔ Δ ∂⎡= + + − + +⎜ ⎟ ⎜ ⎟⎣ ∂⎝ ⎠⎝ ⎠
 
( )0 011 13 21 23 31 330 0 0 1 eu v w
P P P ee
V V V p U
A A A
β β β β β β αζ
⎤⎛ ⎞ ⎛ ⎞Δ Δ Δ ∂− + + + −⎥⎜ ⎟ ⎜ ⎟∂ ⎥⎝ ⎠⎝ ⎠ ⎦
      (6.27a) 
j i i j 00 0 0 0 31 3211 12 21 22
12 22 32 0 0 0n n n n u v w
P P P nn
VV V pV u v w
A A A
β ββ β β βα β β β ξ
⎛ ⎞ ⎛ ⎞ΔΔ Δ ∂⎡= + + − + +⎜ ⎟ ⎜ ⎟⎣ ∂⎝ ⎠⎝ ⎠
 
( )0 012 13 22 23 32 330 0 0 1 nu v w
P P P nn
V V V p V
A A A
β β β β β β αζ
⎤⎛ ⎞ ⎛ ⎞Δ Δ Δ ∂− + + + −⎥⎜ ⎟ ⎜ ⎟∂ ⎥⎝ ⎠⎝ ⎠ ⎦
     (6.27b) 
j i i j 00 0 0 0 11 13 21 23 31 33
13 23 33 0 0 0t t t t u v w
P P P tt
V V V pW u v w
A A A
β β β β β βα β β β ξ
⎛ ⎞ ⎛ ⎞Δ Δ Δ ∂⎡= + + − + +⎜ ⎟ ⎜ ⎟⎣ ∂⎝ ⎠⎝ ⎠
 
( )0 012 13 22 23 32 330 0 0 1 tu v w
P P P tt
V V V p W
A A A
β β β β β β αη
⎤⎛ ⎞ ⎛ ⎞Δ Δ Δ ∂− + + + −⎥⎜ ⎟ ⎜ ⎟∂ ⎥⎝ ⎠⎝ ⎠ ⎦
      (6.27c) 
Eq.(6.24) can be rewritten as 
j 22 20 3111 21
0 0 0e e u v w
P P P ee
VV V pU U
A A A
ββ βα ξ
⎛ ⎞Δ ⎛ ⎞Δ Δ ∂= − + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
                (6.28a) 
j 22 20 3212 22
0 0 0n n u v w
P P P nn
VV V pV V
A A A
ββ βα η
⎛ ⎞Δ ⎛ ⎞Δ Δ ∂= − + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
                (6.28b) 
j 2 2 20 13 23 33
0 0 0t t u v w
P P P tt
V V V pW W
A A A
β β βα ζ
⎛ ⎞Δ Δ Δ ⎛ ⎞∂= − + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
                (6.28c) 
By substituting Eq.(6.28) into the continuity Eq.(6.8), we can get the pressure 
equation, 
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0 * 0 *
P P nb nbA p A p b= +∑                            (6.29) 
where  
( ) ( ) 22 20 0 3111 210 0 0E W u v wP E
P P Pe e
VV VA A
A A A
ββ βρ η ζ
δξ
⎛ ⎞⎛ ⎞ ΔΔ ΔΔ Δ= = + +⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠
   (6.30a) 
( ) ( ) 22 20 0 3212 220 0 0  N S u v wP N
P P Pn n
VV VA A
A A A
ββ βρ ξ ζ
δη
⎛ ⎞⎛ ⎞ ΔΔ ΔΔ Δ= = + +⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠
   (6.30b) 
( ) ( ) 2 2 20 0 13 23 330 0 0 T B u v wP T
P P Pt t
V V VA A
A A A
β β βρ ξ η
δζ
⎛ ⎞⎛ ⎞ Δ Δ ΔΔ Δ= = + +⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠
    (6.30c) 
0 0 0 0 0 0 0
P E W N S T BA A A A A A A= + + + + +                        (6.31) 
j( ) j( ) j( ) j( )0 0 0 0
w e s n
b U U V Vρ η ζ ρ η ζ ρ ξ ζ ρ ξ ζ= Δ Δ − Δ Δ + Δ Δ − Δ Δ  
   j( ) j( )0 0
b t
W Wρ ξ η ρ ξ η+ Δ Δ − Δ Δ                             (6.32) 
To further improve the robustness of the CLEARER algorithm, the pressure is 
underrelaxed when the pressure equation Eq.(6.29) is solved. Incorporating the 
underrelaxation factor, the final form of the pressure equation in the predictor step 
is 
0
* 0 * 0 01P P
P nb nb P P
P P
A p A p b A pαα α
−= + +∑                 (6.33) 
After the pressure equation is solved, the pressure gradient source terms in 
momentum equation Eq.(6.18) can be solved to update the Cartesian velocities on 
the main nodes, and the resulting velocities are denoted as *u , *v and *w . As they 
cannot satisfy the continuity equation, the correction is needed to improve them.  
6.2.2 The corrector step of CLEARER algorithm 
After the intermediate velocities are obtained in the predictor step, similar to 
Eq.(6.20), the pseudo Cartesian velocities on the main nodes can be recalculated 
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as 

























+= ∑       (6.34) 
Then the corresponding interface pseudo Cartesian velocities can be linearly 
interpolated as 
i ( )( ) j
( )
( ) j* * *e ee E Pe eu u u
δξ δξ
δξ δξ
− += + ,   i ( )( ) j
( )
( ) i* * *e ee E Pe ev v v
δξ δξ
δξ δξ
− += +         (6.35a) 
j ( )( ) j
( )
( ) j* * *e ee E Pe ew w w
δξ δξ
δξ δξ
− += + ,  i ( )( ) j
( )
( ) j* * *n nn N Pn nu u u
δη δη
δη δη
− += +        (6.35b) 
i ( )( ) j
( )
( ) i* * *n nn N Pn nv v v
δη δη
δη δη
− += + ,   j ( )( ) j
( )
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( )
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( )
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δζ δζ
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j ( )( ) j
( )
( ) j* * *t tt T Pt tw w w
δζ δζ
δζ δζ
− += +                                 (6.35e) 
With the modified momentum interpolation method, the intermediate interface 
contravariant velocities are gained with the second relaxation factor introduced: 
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nV  and 
0
tW  
respectively, hence the convergent solution is independent of the second relaxation 
factorβ . Because the contravariant velocities at the interfaces in Eq.(6.36) do not 
satisfy the continuity equation, they need to be improved. Based on the original 
momentum equations without the underrelaxation factor incorporated, the velocity 




p p pu V V Vβ β βξ η ζ
′ ′ ′⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂′ = − Δ − Δ − Δ⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠            (6.37a) 
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p p pv V V Vβ β βξ η ζ
′ ′ ′⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂′ = − Δ − Δ − Δ⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠             (6.37b) 
31 32 33P
P P P
p p pw V V Vβ β βξ η ζ
′ ′ ′⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂′ = − Δ − Δ − Δ⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
             (6.37c) 
Then the improved velocities on the main nodes are expressed as 
*
P P Pu u u′= + , *P P Pv v v′= + , *P P Pw w w′= +                       (6.38) 
According to the definition of contravariant velocities in Eq.(6.7), the 
corresponding contravariant velocity corrections on the main nodes are 
( )11 21 31P PU u v wβ β β′ ′ ′ ′= + +                                (6.39a) 
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( )12 22 32P PV u v wβ β β′ ′ ′ ′= + +                                (6.39b) 
( )13 23 33P PW u v wβ β β′ ′ ′ ′= + +                               (6.39c) 
Substituting Eq.(6.37) into Eq.(6.39), the following equations can be obtained 
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               (6.40c) 
To obtain the pressure-correction equation with a 9-point computational molecule, 
the cross pressure-correction derivatives, i.e. the last two terms in Eq.(6.40), are 
neglected, then the equations can be simplified into 
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                 (6.41a) 
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By mimicking Eq.(6.41), the contravariant velocity corrections at the interfaces 
are expressed as 
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⎛ ⎞ ′Δ ⎛ ⎞Δ Δ ∂′ = − + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
                 (6.42b) 
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                 (6.42c) 
Then the improved interface contravariant velocities can be expressed as 
22 2
* * 3111 21
0 0 0e e e e u v w
P P P ee




⎛ ⎞ ′Δ ⎛ ⎞Δ Δ ∂′= + = − + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
           (6.43a) 
      
22 2
* * 3212 22
0 0 0n n n n u v w
P P P nn




⎛ ⎞ ′Δ ⎛ ⎞Δ Δ ∂′= + = − + +⎜ ⎟ ⎜ ⎟∂⎝ ⎠⎝ ⎠
            (6.43b) 
      
2 2 2
* * 13 23 33
0 0 0t t t t u v w
P P P tt
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            (6.43c) 
Substituting Eq.(6.43) into the continuity equation Eq.(6.8), the 
pressure-correction in the corrector step is derived 
0 0
P P nb nbA p A p b′ ′= +∑                                 (6.44) 












BA are the same as those in the 
pressure equation in the predictor step, as seen in Eq.(6.30) and Eq.(6.31), the 
only difference lies in the calculation of source term b , which is obtained from 
the intermediate interface contravariant velocities 
( ) ( ) ( ) ( )* * * *
w e s n
b U U V Vρ η ζ ρ η ζ ρ ξ ζ ρ ξ ζ= Δ Δ − Δ Δ + Δ Δ − Δ Δ  
( ) ( )* *
b t
W Wρ ξ η ρ ξ η+ Δ Δ − Δ Δ                               (6.45) 
The computational steps of the CLEARER algorithm in three dimensions can be 
summarized as follows: 
1. Assume the initial velocity field on both the main nodes and interfaces 














2. Based on the interface contravariant velocities and Cartesian velocities on the 
main nodes, calculate the coefficients of the momentum equation [Eqs.(6.13) 
to (6.17)], and pseudo-contravariant velocities j0eU j0nV andj0tW [Eq.(6.27)]. 
3. Calculate the coefficients of the pressure equation [Eqs.(6.30) to (6.32)] and 
solve it; the pressure field *p is obtained. 
4. Calculate the pressure source terms in the momentum equations [Eq.(6.11) and 





5. Calculate the intermediate interface contravariant velocities [Eq.(6.36)]. 
6. Calculate the source termb [Eq.(6.45)] in the pressure-correction equation and 
solve it; the pressure correction term p′ is obtained.  
7. Obtain the improved interface contravariant velocities eU , nV and tW [Eq.(6.43)], 
and the improved Cartesian velocities on the main nodes Pu , Pv , Pw [Eq.(6.38)]. 
8. Solve the discretized equations of other scalar variables if necessary. 
9. Return to step 2 and repeat the process until a convergent solution is obtained. 
6.3 Validation of CLEARER algorithm 
To validate the computational model and code developed, preliminary 
computations were firstly conducted for the fluid flow in a square duct with 
90-degree bend as seen in Fig.6.2. The grid adopted in the numerical simulation is 
shown in Fig.6.3. The fully developed flow in a square duct enters the bend from 
the left entrance, and leaves from the upper outlet. The longitudinal velocity 
distribution along radial direction at 0.5z =  and 030θ =  is compared with the 
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experiment result (Humphrey et al., 1977) and previous numerical result (Rogers 
et al., 1991) in Fig.6.4, from which it can be seen that the agreement is quite 
satisfactory, hence CLEARER algorithm can predict the results accurately. 
Secondly, the fluid flow and heat transfer in the wavy fin-and-tube heat exchanger 
were also numerically simulated. For convenience of comparison the uniform 
velocity and temperature distribution at the entrance is assumed, which is 
consistent in the experimental study conducted by Wang et. al (2002c). From Fig. 
6.5 it can be seen that the predicted Nusselt numbers in present study agree quite 
well with those in experimental study, while the predicted friction factors deviate a 
little from the experimental values, but the average deviation is within 13%, which 
is acceptable for the complex fluid flow and heat transfer characteristics. 
The above validation proves the feasibility of current CLEARER algorithm on 
three-dimensional non-orthogonal curvilinear coordinates; hence the 
comprehensive studies on the wavy fin-and-tube heat exchanger will be carried 
out. 
6.4 Concluding remarks 
In this chapter the CLEARER algorithm is extended to three-dimension 
non-orthogonal curvilinear coordinate, the mathematical formulations in the 
predictor step and corrector step are provided in details, then the solution 
procedure is also given. The flow in square duct with 90-degree bend and in the 
wavy fin-and-tube heat exchanger is adopted to validate CLEARER algorithm, 
which proves its feasibility.  






        (a) Physical domain             (b) Computational domain 
Figure 6.1 Coordinate transformation and definition of parameters 
 
Figure 6.2 Fluid flow in a square duct with 90-degree bend 
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Figure 6.4 Comparison between predicted and experimental results 














(a) Friction factor 












(b) Nusselt number 
Fig.6.5 Comparison between present and experimental results 
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Chapter 7 
Application of CLEARER Algorithm to  
Triangular Wavy Fin-and-Tube Heat Exchanger* 
 
In this chapter CLEARER algorithm is applied to solve the complex fluid flow 
and heat transfer in the triangular wavy fin-and-tube heat exchanger. The 
influence of the wavy angle, wavy density, fin pitch, tube diameter on the pressure 
drop and Nusselt number is examined in details under different Reynolds numbers, 
and the results are analyzed from a novel viewpoint of field synergy principle. 
With this principle the essence of heat transfer enhancement is revealed.  
7.1 Physical model 
The triangular wavy fin-and-tube heat exchanger is shown in Fig. 7.1. The cooling 
air flows along the wavy channels from the left, and the hot water or refrigerant 
flows inside the tubes, thus the heat is transmitted to the cooling air through the 
tube and fin surface. Because the fins and tubes are usually made of copper or 
aluminum with high conductivity, and heat transfer coefficient between the inner 
wall of tube and the liquid inside is quite high, for simplicity the fins and tubes are 
treated as constant temperature. Because the velocity in the wavy fin-and-tube 
heat exchanger is quite low, and the temperature variation is insignificant, the flow  
_________________________________ 
*This part of work has been published in 
Cheng Y. P., Lee T. S. and Low H. T., Numerical analysis of periodically 
developed fluid flow and heat transfer characteristics in the triangular wavy 
fin-and-tube heat exchanger based on field synergy principle, Numerical Heat 
Transfer, vol.53(8), pp.821-842, 2008. 
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is assumed to be incompressible laminar flow with constant physical property. 
7.2 Mathematic description 
7.2.1 Computational domain 
Due to the periodically developed flow inside the wavy fin-and-tube heat 
exchanger, the cell between two adjacent wavy fins containing two tubes is 
investigated, as shown in the shadow area in Fig.7.1. In the numerical simulation 
this cell is regarded as the computational domain. Here x is the streamwise 
coordinate, y is the spanwise coordinate, and z is the fin pitch direction. The 
detailed simulation conditions are presented in Table 7.1. The grid is generated 
with the Poisson equation, as introduced in Chapter 2. For convenience of display, 
only the coarse grid is provided in Fig.2.3. In order to increase the accuracy of the 
numerical solution, the grid near the fin surfaces and tubes is set finer; moreover, 
the second-order SGSD scheme (Li and Tao, 2002) is used to discretize the 
convection term. The governing equations and the implementation of CLEARER 
can be seen in Chapter 6. The convergence criterion for the velocity is that the 
maximum mass residual of the cells divided by the inlet mass flow is less 
than 61 10−× , and the criterion for the temperature is that the difference between 
overall heat transfer rates obtained from one iteration and after successive 50 
iterations is less than 71 10−× . 
7.2.2 Boundary condition 
Because the governing equations are elliptic, all the boundary conditions are 
required, as listed below: 
At the inlet and outlet: the periodic boundary condition 
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At the top and bottom: 0u v w= = = , wT T=                          (7.1) 
At the front and back sides 
   tube surface: 0u v w= = = , wT T=                               (7.2) 
   other region: 0vu w
y
∂= = =∂ , 0
T
y
∂ =∂                             (7.3) 
7.3 Brief introduction of field synergy principle 
From the traditional viewpoint, the reasons why the wavy fin surface can enhance 
heat transfer are attributed to the decrease in the thermal boundary layer near the 
wall and/or the increase of the disturbance in the fluid. Recently Guo and his 
coworkers (Guo et al., 1998; Wang et al., 1998c) proposed a novel concept which 
is now called field synergy principle for the boundary layer flow. Its main idea is 
that reducing the intersection angle between the velocity and the temperature 
gradient is the basic mechanism for enhancing convective heat transfer. This idea 
was extended from parabolic flow to elliptic flow by Tao et al.(2002a), and 
numerical verifications were also provided (Tao et al., 2002b) showing that the 
existing convective heat transfer enhancement mechanisms can be unified under 
the field synergy principle. The feasibility of field synergy principle was also 
proven in analyzing the heat transfer enhancement in the slotted fin-and-tube heat 
exchanger (Qu et al., 2004; Cheng et al., 2004). Hereby the major idea of the field 
synergy principle is briefly reviewed as follows. 
For a typical 2-D elliptical fluid flow and heat transfer over a backward step 
shown in Fig. 7.2, the steady-state governing equation of energy reads: 
( ) ( ) ( )p
T T T Tc u v
x y x x y y
ρ λ λ∂ ∂ ∂ ∂ ∂ ∂+ = +∂ ∂ ∂ ∂ ∂ ∂                       (7.4) 
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Integrating this equation over the domain abcdea we have FM=HD where 
( )P
abcdea
FM c U T dxdyρ
Ω=
= ⋅∇∫∫ G                          (7.5a) 
[ ( ) ( )]
abcdea
T THD dxdy
x x y y
λ λ
Ω=
∂ ∂ ∂ ∂= +∂ ∂ ∂ ∂∫∫                  (7.5b) 
By applying the Gauss theorem of reducing the integral dimensions, and moving 





c U T dxdy n k TdS n k TdSρ
Ω
⋅∇ − ⋅ ∇ − ⋅ ∇∫∫ ∫ ∫G G G =
abc de
n k TdS n k TdS⋅ ∇ + ⋅ ∇∫ ∫G G  (7.6) 
The right-hand side of Eq.(7.6) stands for the convective heat transfer rate. The 
first term at the left-hand side is the energy transferred due to the fluid motion, 
while the second and the third terms stand for the axial heat conduction in the 
fluids. It is well-known that for fluid flow with Peclet number larger than 100, the 
axial heat conduction within the fluid may be neglected compared to the energy 
transferred by the fluid motion (Kays and Crawford, 1980). Hence the integration 
( )P
abcdea
FM c U T dxdyρ
Ω=
= ⋅∇∫∫ G represents the convective heat transfer rate. This 
term can be rewritten in the following form: 
( )P
abcdea
FM c U T dxdyρ
Ω=
= ⋅∇∫∫ G = cosP
abcdea
c U T dxdyρ θ
Ω=
• ∇∫∫ JG      (7.7) 
From Eq. (7.7) it is clear that the smaller the intersection angle θ , the larger the 
heat transfer rate is under the same other conditions. It has been shown 
numerically by Tao et al.(2002b) that the existing three mechanisms for enhancing 
convective heat transfer actually lead to the reduction of this intersection angle. 
Thus it can be concluded that the most fundamental mechanism to enhance 
convective heat transfer is to reduce the intersection angle between velocity and 
temperature gradient, i.e., to make their synergy better. This is the major idea of 
Chapter 7 Application of CLEARER Algorithm to Fin-and-Tube Heat Exchanger 
 180
the field synergy principle. For the convenience of discussion this intersection 
angle is called synergy angle hereafter. 
7.4 Results and discussion 
Some parameters are defined as follows: 
m eRe u Dρ μ= , 
ehDNu λ= , 
Qh
A T
= Δ , ( )in outpQ mc T T= − , 2m1/ 2
eDpf
u Lρ








−Δ = ⎛ ⎞⎜ ⎟⎝ ⎠
  arccos U T
U T
θ ⎛ ⎞∇⎜ ⎟= ⎜ ⎟∇⎝ ⎠








                 (7.9) 
where mu is the mean velocity of minimum transverse area, eD is the tube 
diameter, and inT , outT  are the bulk temperature at the inlet and outlet respectively. 
It should be noted that if the local synergy angleθ  is larger than 090 , it will be 
replaced by 0180 θ−  for convenience of comparison discussion.  
7.4.1 Mesh independence study 
In order to save the computational resource, it is necessary to conduct the mesh 
independence study to investigate the influence of grid density on the 
computational results. Here take the case at 0 2m/su = , P 2.4mmF = , 017α = ,  
11.2mmeD =  as example, from Fig.7.3 it can be seen that when the grid number 
is larger than114 34 22× × , there is little variation in Nusselt number. For example, 
the Nusselt number at 114 34 22× ×  is 0.36% lower than that at 114 52 34× × , 
and 0.22% lower than that at 114 62 22× × . Hence in following numerical 
computation, the grid system 114 34 22× ×  is adopted. The reference case is set 
with those parameters: 017α = , P 2.4mmF = , 11.2mmeD = and wave number 
4n = . 
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7.4.2 Influence of wavy angle 
In Fig.7.4 the friction factors of the wavy fin-and-tube heat exchangers are shown 
under different Reynolds numbers with wavy angles ranging from 0 to 035 . At 
0α =  the heat exchanger becomes plain fin-and-tube heat exchanger. From this 
figure it can be seen that the larger the wavy angle is, the less variation in friction 
factor with Reynolds numbers. It seems that the influence of wavy angle on the 
friction factor is more apparent under high Reynolds number. Take the wavy 
fin-and-tube exchanger at 035α = as example, at Re=1310 with the corresponding 
inlet velocity 1 m/su = , its friction factor is about 3 times higher than that of plain 
fin-and-tube heat exchanger, but at Re=6550 with the inlet velocity 5m/su = , the 
friction factor is nearly 6 times higher. Because the fin pitch is constant at 2.4 mm, 
when the wavy angle is increased from 0 to 035 , the cross section of flow channel 
is narrowed down, and meanwhile the length is increased, which leads to the sharp 
increase of friction factor. It is notable that in this study the fluid flow in the wavy 
fin-and-tube heat exchanger with wavy angle 035α = can be easily simulated with 
the new CLEARER algorithm. According to the authors’ practice the wavy angle 
can be successfully extended to 060 , which proves the feasibility of CLEARER 
algorithm in complex three-dimensional geometry to overcome the severe 
non-orthogonality.  
The heat transfer performance of wavy fin-and-tube heat exchangers with 
different wavy angles is shown in Fig.7.5. It is expected that with the increase of 
Reynolds number from 1310 to 6550, the Nusselt number increases, so does with 
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the increase of wavy angles. The influence of wavy angle on the heat transfer 
performance at small wavy angle is more prominent than that at large wavy angle, 
therefore, the heat transfer rate and pressure drop should be balanced in enhancing 
heat transfer with wavy fin, then the optimum angle can be selected.  
The heat transfer rate is improved with the increasing wavy angle, according to 
the traditional viewpoint, it can be explained as follows: with the increase of wavy 
angle, the flow channel is narrowed down, hence the disturbance on the fluid flow 
in the heat exchanger is increased, meanwhile, the velocity gradient near the solid 
surface is increased, thus the thickness of boundary layer is reduced, which leads 
to higher heat transfer rate. However, this result can only be explained 
qualitatively, here it is revisited quantitatively from the viewpoint of field synergy 
principle. According this principle, the heat transfer enhancement is attributed to 
the better synergy between the velocity field and temperature field. Here the 
synergy is evaluated with the averaged synergy angle in the full field, defined in 
Eq.(7.6). In Fig.7.6 the synergy angles of different wave fin-and-tube heat 
exchangers are shown under different Reynolds number. It can be seen that with 
the increase of wavy angle, the synergy angle decreases, which indicates that the 
synergy between the velocity field and temperature field is improved. Although 
the difference among the values of synergy angles is quite small, their cosine 
values may differ much, which are much relevant to the overall heat transfer rate.  
7.4.3 Influence of fin pitch 
In Fig.7.7 the friction factors are compared for wavy fin-and-tube heat exchangers 
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with different fin pitches under different Reynolds numbers. It is obvious that the 
friction factor decreases with the increase of fin pitch. For example, during the 
variation range of Reynolds number, the friction factor at PF =2.4mm  is about 
9% lower than that at PF =2.0mm , and then the fin pitch is increased to 4.0mm, 
the friction factor can be 33% lower than that PF =4.0mm . 
In Fig. 7.8 the Nusselt numbers of the wavy fin-and-tube heat exchangers with 
different fin pitches are compared under different Reynolds numbers. It is notable 
that, opposite to the results with uniform inlet velocity at the entrance of heat 
exchanger, the Nusselt number increases with the increase of fin pitch. For 
example, the Nusselt number at PF =2.4mm  is averagely 5% higher than that 
at PF =2.0mm , and the Nusselt number at PF =4.0mm  is about 14% higher. The 
similar results about the influence of fin pitch on the heat transfer performance 
can be obtained when the wavy angle, tube diameter and wavy density are 
changed, therefore, in the wavy fin-and-tube heat exchanger with periodically 
developed flow, the large fin pitch is preferred, not only due to its low pressure 
drop, but also due to its high heat transfer rate.  
This interesting result cannot be explained with the traditional theory, but the field 
synergy principle can provide a satisfactory explanation. From Fig. 7.9 the 
average synergy angles between the velocity field and temperature field in the 
wavy fin-and-tube heat exchangers are compared under different Reynolds 
numbers. From this figure it can be seen that the synergy angles at PF =4.0mm are 
the largest during the variation range of Reynolds number, and the synergy angles 
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at PF =2.0mm  are the smallest, while those at PF =2.4mm  is somewhere in 
between. This result indicates that the synergy between velocity field and 
temperature field at PF =4.0mm  is the best, hence its heat transfer performance is 
the best, and the synergy at PF =2.0mm  is the poorest, which accounts for its 
lowest Nusselt number.  
7.4.4 Influence of tube diameter 
In Fig.7.10 the influence of tube diameter of wavy fin-and-tube heat exchangers is 
shown under different Reynolds numbers. It is expected that with the increasing 
tube diameter, the friction factor will increase. During the variation range of 
Reynolds number, the friction factor of the wavy fin-and-tube heat exchanger with 
11.2mmeD =  is about 36% higher than that with 8.8mmeD = , and the friction 
factor of the wavy fin-and-tube heat exchanger with 13.6mmeD =  is about 79% 
higher.  
In Fig.7.11 the influence of tube diameter on Nusselt number under different 
Reynolds numbers is shown, from which it can be seen that the Nusselt number 
increases with the increasing tube diameter. The Nusselt number of the wavy 
fin-and-tube heat exchanger with 11.2mmeD =  is averagely 17% higher than 
that with 8.8mmeD = , and the Nusselt number with 13.6mmeD =  is about 30% 
higher. From these results it is clear that the increase rate of Nusselt number is 
much lower than that of friction factor, which means that the heat transfer 
enhancement is usually penalized with higher pressure drop.  
The influence of tube diameter on the heat transfer performance can also be 
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analyzed with the field synergy principle. From Fig.7.12 it can be found that the 
synergy angle of the wavy fin-and-tube heat exchanger with 13.6mmeD =  is 
always the smallest during the variation range of Reynolds number, which means 
that the synergy between the velocity field and temperature field is the best among 
the three wavy fin-and-tube heat exchangers, hence the corresponding Nusselt 
number is the highest. The highest synergy angle of the wavy fin-and-tube heat 
exchanger with 8.8mmeD = means the poorest synergy between the velocity field 
and temperature field, hence the Nusselt number is the lowest. The wavy 
fin-and-tube heat exchanger with 11.2mmeD =  is somewhere in between.  
7.4.5 Influence of wavy density 
In Fig. 7.13 and Fig. 7.14 the influence of wave density in streamwise direction on 
friction factor and Nusselt number is shown respectively. It can be seen that the 
friction factor of the wavy fin-and-tube heat exchanger with four waves is much 
higher than that with only one or two waves, especially at high Reynolds number. 
For example, the friction factor of the wavy fin-and-tube heat exchanger with four 
waves is twice that with one wave at Re=6551. The finer wavy density can also 
lead to higher Nusselt number; for example, the Nusselt number of the wavy 
fin-and-tube heat exchanger with four waves is about 26% higher than that with 
two waves and 58% higher than that with one wave.  
The difference among the Nusselt number of three wavy fin-and-tube heat 
exchangers can also be described well with the field synergy principle. As seen in 
Fig.7.15, the synergy angle in wavy fin-and-tube heat exchanger with four waves 
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is always the highest during the variation range of Reynolds number, hence the 
Nusselt number is the highest; while the synergy angle in wavy fin-and-tube heat 
exchanger with one wave is the highest, which leads to the lowest Nusselt number.    
7.5 Concluding remarks 
In this chapter the CLEARER algorithm on three-dimensional non-orthogonal 
curvilinear grid system is adopted to simulate the periodically developed flow and 
heat transfer in the triangular wavy fin-and-tube heat exchanger. The influence of 
wavy angle, fin pitch, tube diameter and wave density on the pressure drop and 
heat transfer performance is provided under different Reynolds numbers, and the 
numerical results are analyzed from the viewpoint of field synergy principle. The 
major findings are listed as follows: 
1. CLEARER algorithm is reliable and efficient in solving the fluid flow in the 
complex wavy fin-and-tube heat exchanger, even in the case when the 
generated grid lines are severely non-orthogonal. 
2. Both the friction factor and Nusselt number of the wavy fin-and-tube heat 
exchanger increase with the increase of wavy angle, tube diameter or wavy 
density, while the increase rate of friction factor is higher than that of Nusselt 
number. 
3. Opposite to the wavy fin-and-tube heat exchanger with uniform inlet velocity, 
the wavy fin-and-tube heat exchanger with periodically developed flow owns 
higher Nusselt number at larger fin pitch. 
4. The influence of wavy angle, fin pitch, tube diameter and wavy density on the 
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heat transfer performance can all be explained well with the field synergy 
principle. It means that the better heat transfer performance can be attributed 
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Table 7.1 Simulation conditions 
Tube diameter eD   8.8-13.6 mm 
Longitudinal tube pitch lP   22.4 mm 
Transverse tube pitch tP   25 mm 
Fin pitch pF   2.0-4.0 mm 
Wavy angle α   0- 035  
Inlet velocity inu   0.7-7.5 m/s 
Inlet temperature inT   293 K 
Tube temperature wT   303 K 
 
 
Figure 7.1 Geometric parameters and computational domain 
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Figure 7.2 Fluid Flow and heat transfer over a backward step 










Figure 7.3 Nusselt number variation with grid number 
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Figure 7.4 Influence of wavy angle on the friction factor under different Reynolds 
numbers 
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Figure 7.5 Influence of wavy angle on the Nusselt number under different  
Reynolds numbers 
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Figure 7.6 Comparison of synergy angle with different wavy angle under different 
Reynolds numbers 
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Figure 7.7 Influence of fin pitch on the friction factor under different Reynolds  
numbers 















Figure 7.8 Influence of fin pitch on the Nusselt number under different Reynolds  
numbers 
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Figure 7.9 Comparison of synergy angle with different fin pitches under different  
Reynolds numbers 

















Figure 7.10 Influence of tube diameter on the friction factor under different  
Reynolds numbers 
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Figure 7.11 Influence of tube diameter on the Nusselt number under different  
Reynolds numbers 
























Figure 7.12 Comparison of synergy angle with different tube diameters under  
different Reynolds numbers 
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Fig. 7.13 Influence of wavy number on the friction factor under different  
Reynolds numbers 















Figure 7.14 Influence of wavy number on the Nusselt number under different 
Reynolds numbers 
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Figure 7.15 Comparison of synergy angle with different wavy numbers under 
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Chapter 8 
Conclusions and Recommendations 
 
8.1 Conclusions 
For the fluid flow and heat transfer in complex geometries, an efficient and robust 
algorithm is quite necessary in order to get the accurate convergent solutions. In 
this thesis, a novel CLEARER algorithm is formulated for the incompressible 
flow on staggered grid, collocated orthogonal grid and non-orthogonal curvilinear 
grid respectively. Several numerical examples with benchmark solutions are 
adopted to validate the CLEARER algorithm; meanwhile, its performance of 
convergence and robustness is compared with the companion SIMPLER-like 
algorithms. The CLEARER algorithm is also extended to three-dimensional 
non-orthogonal curvilinear coordinate and adopted to solve the periodically 
developed flow and heat transfer in the triangular wavy fin-and-tube heat 
exchanger. The influence of several geometric parameters on the pressure drop 
and heat transfer performance is obtained under different Reynolds numbers; 
moreover, the results are also analyzed from the novel viewpoint of field synergy 
principle. The major conclusions are listed as follows: 
1. With the Poisson equation, the grid in complex two- and three-dimensional 
geometries can be easily generated with satisfactory grid orthogonality. The 
popular high-order schemes can also be easily implemented with Normalized 
Variable and Space Formulation methodology; 
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2. On staggered grid CLEARER can predict the numerical results accurately, and 
it owns better convergence and robustness performance than SIMPLER and 
the CLEAR-like algorithms. To guarantee the stability of convergence process, 
the pressure correction is better than the pressure in updating the velocity in 
the corrector step. 
3. On collocated orthogonal grid for traditional SIMPLER algorithm, it is 
appropriate to correct the interface velocity with the pressure correction, while 
the main node velocity is over-corrected; hence in CLEARER algorithm a 
second relaxation factor is introduced to overcome this disadvantage. 
Numerical studies show that CLEARER algorithm can predict the numerical 
results accurately and own higher convergence and robustness performance, 
and sometimes it only need 17% of iteration numbers required by SIMPLER 
algorithm to reach the same criterion. 
4. CLEARER algorithm can satisfy the four fundamental requirements on the 
non-orthogonal curvilinear coordinates. It can not only predict the numerical 
results accurately, but also own faster convergence rate and higher robustness 
than SIMPLERM algorithm. Furthermore, with the simplified pressure 
correction, CLEARER algorithm can overcome the very severe grid 
non-orthogonality, even when the grid lines are intersected with 1 degree. 
5. CLEARER can also work well in three-dimensional non-orthogonal 
curvilinear coordinates, and can successfully solve the periodically flow and 
heat transfer in triangular wavy fin-and-tube heat exchanger. 
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6. Both the friction factor and Nusselt number of the wavy fin-and-tube heat 
exchanger increase with the increase of wavy angle, tube diameter or wavy 
density. However, opposite to the wavy fin-and-tube heat exchanger with 
uniform inlet velocity, the wavy fin-and-tube heat exchanger with periodically 
developed flow owns higher Nusselt number at larger fin pitch. 
7. The influence of wavy angle, fin pitch, tube diameter and wavy density on the 
thermal performance can all be explained well with the field synergy principle. 
i.e. the heat transfer enhancement can be attributed to the better synergy 
between the velocity field and temperature field. 
8.2 Recommendations for future work 
1. In current CLEARER algorithm, to attain the best convergence performance, 
the second relaxation factor is selected through trial and error, so its value 
should be decided automatically to reach the best performance. 
2. CLEARER algorithm in this study is formulated for incompressible flow, and it 
can be extended to compressible flow, then its convergence and robustness 
performance can be tested, as well as its ability to overcome the severe grid 
non-orthogonality. 
3. At high Reynolds numbers the flow in the wavy fin-and-tube heat exchanger 
will easily become unsteady laminar, or turbulent flow. Hence the flow patterns 
and the transition in the heat exchanger should be addressed. 
4. The complex fluid flow and heat transfer in the wavy fin-and-tube heat 
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