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Abstract
The classical constructions of wavelets and scaling functions from conjugate mirror filters
are extended to settings that lack multiresolution analyses. Using analogues of the classical
filter conditions, generalized mirror filters are defined in the context of a generalized notion of
multiresolution analysis. Scaling functions are constructed from these filters using an infinite matrix
product. From these scaling functions, non-MRA wavelets are built, including one whose Fourier
transform is infinitely differentiable on an arbitrarily large interval.
 2002 Elsevier Science (USA). All rights reserved.
Keywords: Wavelet; Multiresolution analysis; Frame; Filter
1. Introduction
Our primary aim in this paper is to extend the work begun in [8] generalizing the
famous techniques of Mallat, Meyer, and Daubechies for constructing wavelets and scaling
functions from conjugate mirror filters (see [9,19,21]). While their constructions always
give so-called MRA wavelets, i.e., wavelets that are associated to a multiresolution analysis
and a scaling function, our generalizations of these constructions produce non-MRA
wavelets as well. The techniques of theirs that we have in mind can briefly be summarized
as follows: Begin with a periodic function h that is a conjugate mirror filter, i.e., satisfies
a certain “mirror” equation. Suppose that this filter h is chosen in such a way that the
infinite product
∏∞
j=1 h(2−j (ξ)) converges to a non-zero function φˆ ∈ L2(R), and set
φ equal to the inverse Fourier transform of φˆ. Next, construct from the function h a
function g, that is a sort of “complementary mirror filter” to h, i.e., satisfies a certain kind
of pointwise orthogonality condition relative to h. Finally, define a function ψ to be the
dilate of the inverse Fourier transform of gφˆ. Then, the function φ is a scaling function for
a multiresolution analysis {Vj }, and the function ψ is an associated orthonormal wavelet.
If the filter h is carefully chosen, say to be a trigonometric polynomial and to have a
prescribed number of vanishing moments, then the resulting wavelet and scaling function
can be shown to be smooth and have compact support.
Obviously, the ingenious part of this classical construction lies in cleverly choosing
the initial function h so that the infinite product converges to a function with desirable
properties. The second step, building the complementary function g, is a considerably
easier problem. It amounts to constructing a unitary matrix-valued function whose first
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column is the vector (h(ω),h(ω + π)). In any case, the entire construction procedure
suggests that these conjugate mirror filters play a fundamental role in the theory of MRA
wavelets. Moreover, a relationship between filters and MRA’s also holds in the reverse
direction, since every MRA {Vj } and scaling function φ determine a unique conjugate
mirror filter.
These classical constructions were specifically for dilation by 2 in L2(R), and more
important from our perspective, the resulting wavelet ψ was always an MRA wavelet. We
wish to extend these constructions to dilations determined by arbitrary expansive integral
matrices in L2(Rn), and to do it in such a way that we obtain construction procedures for
very general wavelets or multiwavelets, including non-MRA wavelets. We believe that this
kind of general construction is even of interest for the classical dilation by 2 case in L2(R).
Many non-MRA wavelets have been constructed since the famous example of Journé
appeared in [20] (see, e.g., [10], as well as [3,5]). However, most of the known examples
come from wavelet sets, i.e., sets E for which the inverse Fourier transform of the
indicator function χE is a wavelet. These examples, having Fourier transforms that are
not continuous, necessarily fail to vanish rapidly at infinity, although they are for the most
part real analytic. Indeed, it is known that any wavelet having both a minimal amount of
smoothness and decay properties is necessarily an MRA wavelet (see [16]). Our goal in
this paper is not simply to construct new wavelets, but rather to find more subtle examples
between well-behaved MRA examples and the wavelet set examples. In particular, we are
able to construct a non-MRA wavelet in L2(R) whose Fourier transform is C∞ on an
arbitrarily large interval (a, b).
To effect a generalization of the classical constructions, we first introduce the notion
of a generalized conjugate mirror filter, which is a matrix {hi,j } of periodic functions
satisfying a generalized form of the classical mirror equation. We are led to this notion
of a generalized filter from the study of generalized multiresolution analyses (GMRAs).
A GMRA is a sequence {Vj } of closed subspaces of L2(Rn), very like an MRA, except
that instead of having the property that the subspace V0 contains a scaling function,
it is assumed only that V0 is invariant under all translations by lattice points. Every
multiwavelet, MRA or not, determines in a natural way one of these GMRAs. While the
classical techniques produce an MRA from the filter, our generalization will produce a
GMRA from the generalized filter.
If {Vj } is a GMRA, then the resulting unitary representation of the lattice group Zn
acting on V0 determines what is to us the fundamental object of interest for GMRAs, a
unique “multiplicity function” m mapping the cube [−π,π)n into the set {0,1,2, . . . ,∞}.
This multiplicity function m is identically 1 if and only if the GMRA is actually an
MRA. The basic development of this approach to generalized multiresolution analyses
was first presented in [5], and further investigations can be found among other places in
[2,4,8,27]. In the classical case of dilation by 2, the multiplicity function coincides with
the “dimension function” of Auscher (see [1,16,27]), and it is very likely that the general
multiplicity function coincides with an appropriately generalized notion of the dimension
function (see [6,7]). Even so, the fact that these two functions are defined very differently
makes the information that each provides useful in quite different ways.
In the next section, we spell out in some detail the general properties of GMRAs,
generalized conjugate mirror filters and generalized scaling functions. In particular, we use
the multiplicity function m associated to a GMRA {Vj } to show the existence of a set {φi}
of generalized scaling functions in V0. Their translates are not orthonormal, but they do
constitute a normalized tight frame for V0. From these φi ’s, and the fact that V0 is contained
in the dilate of V0, we show the existence of a matrix of periodic functions {hi,j } on Rn
that plays the role of a generalized conjugate mirror filter. Given such a collection of hi,j ’s,
we show how to construct a generalized complementary conjugate mirror filter, another
matrix of functions {gk,j }, and from them a frame multiwavelet associated to the given
GMRA. In this generalized situation, the construction of these complementary functions
is no longer as simple and direct as it was in the classical case. It is not just a matter
of constructing a matrix-valued function from a given row or rows, for the “dimension”
of the “matrix” changes with the point ω. The first instance of solving this problem of
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constructing the gk,j ’s was given in [8], where it was applied specifically to the GMRA
(non-MRA) determined by the Journé wavelet.
The discussion in Section 2 assumes that we are given a GMRA to begin with. Section 3,
on the other hand, contains our generalizations of the classical techniques for constructing
scaling functions and thus the GMRAs themselves from filters. That is, we show that
given a multiplicity function m, i.e., a function that satisfies known necessary conditions
established in [4,6], we can always construct a generalized conjugate mirror filter {hi,j }
relative to m. Further, we can build this GCMF {hi,j } with properties that guarantee that
a certain infinite “matrix” product converges. If we then define functions {φˆi} as the first
column of this infinite product matrix, these φi ’s form generalized scaling functions for a
GMRA whose associated multiplicity function is the given m. We can then use the results
of Section 2 to define functions {ψk}, in terms of the generalized scaling functions {φi} and
the complementary mirror filter {gk,j }, that form a (frame) multiwavelet.
As in the classical case, one must be clever in choosing the filter {hi,j }. Also, as
mentioned above, the construction of the complementary functions {gk,j } is not as routine
as in the classical case. In Section 4, we give some concrete examples of how our
techniques work. That is, we construct some generalized conjugate mirror filters with
desirable properties, and then use them to build generalized scaling functions and wavelet
(frames). As mentioned above, among our examples here we include a non-MRA wavelet
in L2(R) whose Fourier transform is C∞ on an arbitrarily large interval.
Some earlier constructions of wavelets from filters in the special case of a single gen-
eralized scaling function (a frame multiresolution analysis) can be found in [3,13,22,23].
See the end of Section 2 of this paper for some further discussion of FMRAs. Similar con-
structions in the special case of a constant multiplicity function appear in [14,17]. We note
that even in these special cases, our procedure differs from this previous work in that we
begin our constructions using only a multiplicity function rather than using variations on
known scaling functions or filters. The authors owe a special thanks to Robert Strichartz,
whose exposition of the classical constructions in [25,26] provided insights helpful to our
generalizations.
2. Filters and wavelets from GMRAs
We let the group Γ = Zn, act on the Hilbert spaceH= L2(Rn), by[
γ (f )
]
(x)= f (x + γ ).
Given an expansive n × n integer matrix A with |detA| = d , we define another unitary
operator δ by[
δ(f )
]
(x)=√d f (A(x)).
By expansive, we mean that all the eigenvalues of A have absolute value greater than 1.
This implies that there is a neighborhood F of the origin in Rn that satisfies F ⊂ A∗F
and
⋃
j0 A
∗jF = Rn, where A∗ denotes the transpose of A (see, e.g., [11]). We will
make use of the fact that the map γ → δ−1γ δ = Aγ is an isomorphism of Zn onto the
proper subgroupAZn, which has index d = |detA|> 1 in Zn. This isomorphism induces a
homomorphism α on the dual group Γ̂ = [−π,π)n defined by α(ω)(γ )= ω(δ−1γ δ). The
homomorphism α sends ω to A∗ω (mod 2π ), and when there is no ambiguity, we will
refer to it as A∗. The matrix A∗ also gives an isomorphism of Zn onto A∗Zn. We will have
need for a set of coset representatives of Zn/A∗Zn, which we label as l0, l1, . . . , ld−1, with
l0 = 0. For ω ∈ [−π,π)n, we then let ωq = A∗−1(ω + 2πlq), so that ω0,ω1, . . . ,ωd−1
are the d pre-images of ω under α, with ω0 = A∗−1ω. We will consistently use Haar
measure (1/(2π)n)dω on [−π,π)n, Lebesgue measure onRn, and Fourier transform given
by fˆ (ξ) = ∫ f (y)e−i〈ξ |y〉 dy . In the context of the actions described above of the unitary
operators given by Γ and δ on H= L2(Rn), we make the following definitions.
Definition. A (orthonormal) multiwavelet for H relative to Γ and δ is a collection
{ψ1,ψ2, . . .} of vectors in H such that the collection {δj (γ (ψi))}, for j ∈ Z, γ ∈ Γ , and
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i  1, forms an orthonormal basis for H. If the collection {δj (γ (ψi))} forms instead only
a normalized tight frame for H, it is called a frame multiwavelet.
Every multiwavelet determines a more general structure of nested subspaces of H by
setting Vj equal to the closure of the span of the vectors δk(γ (ψi)), for γ ∈ Γ , i  1, and
k < j . These subspaces satisfy the definition below [5].
Definition. A generalized multiresolution analysis (GMRA) of H, relative to Γ and δ, is
a collection {Vj }∞−∞ of closed subspaces ofH that satisfy:
(1) Vj ⊆ Vj+1 for all j .
(2) δ(Vj )= Vj+1 for all j .
(3) ⋃Vj is dense in H and ⋂Vj = {0}.
(4) V0 is invariant under the action of Γ .
A GMRA also determines a mutually orthogonal sequence of subspaces Wj , defined by
Vj+1 = Vj ⊕Wj , whose closed linear span is H.
Unlike the classical definition of a multiresolution analysis (MRA), a GMRA does
not require the existence of a scaling vector φ whose translates form an orthonormal
basis for V0. However, as shown in [4,5], we can obtain similar information about its
structure by studying the unitary representation determined by the action of Γ on V0.
By the spectral multiplicity theory developed by Stone [24] and Mackey [18] (see also
[12,15]), the representation is completely determined by a multiplicity functionm mapping
Γ̂ into the set {0,1,2, . . . ,∞}. (In general, a complete description of the representation
also requires specifying a measure class, but in the case of a GMRA on L2(Rn), the
measure must always be absolutely continuous with respect to Lebesgue measure [5].)
The multiplicity function roughly counts the number of times each character in Γ̂ occurs
in the representation. If the GMRA is an MRA, translates by Γ of the scaling function φ
give an orthonormal basis for V0. Thus in this case, the representation of translation by Γ
on V0 is equivalent to the regular representation of Γ . The regular representation is known
to (weakly) contain every character exactly once, so in the MRA case we have m ≡ 1.
Many other multiplicity functions are possible for GMRAs (see [4,5]).
To use the information the multiplicity function provides about ρ, we form the direct
sum L2(S1) ⊕ L2(S2) ⊕ · · · , where Sj = {x ∈ [−π,π)n: m(x)  j }. The properties of
m guarantee the existence of a unitary map J :V0 →⊕∞j=1L2(Sj ) which intertwines the
actions of Γ on V0 and on
⊕∞
j=1L2(Sj ) (see [8] for more details).
The following theorem summarizes the properties of the multiplicity functionm and the
map J that we will need in this paper.
Theorem 2.1. Let {Vj } be a GMRA in the Hilbert space H = L2(Rn) relative to unitary
operators given by Γ and δ. Then there exists an (almost everywhere) unique function
m : [−π,π)n→{0,1,2, . . . ,∞} such that:
(1) For each j > 0, set Sj = {ω ∈ [−π,π)n: m(ω)  j }. Then there exists a (not
necessarily unique) unitary operator J :V0 →⊕∞j=1L2(Sj ) satisfying[
J
(
γ (f )
)]
(ω)= ei〈γ |ω〉[J (f )](ω),
for all γ ∈ Zn, all f ∈ V0, and µ almost all ω ∈ [−π,π)n.
(2) Let J be as in (1). Let χi be the element of
⊕∞
j=1L2(Sj ) whose ith component
is χSi , the characteristic function of Si , and whose other components are all 0; set
φi = J−1(χi). Then the collection {γ (φi)} forms a normalized tight frame for V0.
(3) The function m satisfies the following consistency inequality:
m(ω)
d−1∑
l=0
m(ωl),
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for almost all ω, where ω0,ω1, . . . ,ωd−1 are the d points in [−π,π)n such that
A∗ωl = ω mod 2π .
(4) There exist vectors ψ1,ψ2, . . . , in the subspace W0 that form a frame multiwavelet for
L2(Rn). These vectors form an orthonormalN -wavelet if and only if (∑d−1l=0 m(ωl))−
m(ω)=N a.e.
Proof. See [4,5]. ✷
The function m of Theorem 2.1 is called the multiplicity function associated to the
GMRA {Vj }. Any set of vectors {φi} in V0 that satisfy the frame condition in (2) are
called generalized scaling vectors. In general, the multiplicity function m may take on
the value ∞ on a set of positive measure. However, in this paper, we will consider
only the case where m is finite almost everywhere. In this case, we can define m˜(ω) =
(
∑d−1
l=0 m(ωl)) − m(ω), so that (3) of Theorem 2.1 can be rewritten as the following
consistency equation:
m(ω)+ m˜(ω)=
d−1∑
l=0
m(ωl).
With this definition, (4) of Theorem 2.1 states that if m˜ has constant value N , the GMRA
has an associated orthonormal N -wavelet; if the value of m˜ is not constant, the GMRA has
only a frame multiwavelet. Analogous to the definitions of sets Sj associated to m, we let
S˜j = {ω: m˜(ω) j }.
In the classical case of dilation by 2 in L2(R), Mallat and Meyer constructed wavelets
using a tool called a conjugate mirror filter (CMF) associated to the scaling function φ of
an MRA. Following the work of Courter [8], we will show that the generalized scaling
vectors defined above yield a collection of functions analogous to the CMF of Mallat and
Meyer. First we need the following technical result:
Lemma 2.2. Let f ∈ L2([−π,π)n), and define f˜ (ω) =∑d−1l=0 f (ωl). Then the Fourier
coefficients of f˜ and f satisfy
ck
(
f˜
)= dcAk(f ),
for all k ∈ Zn, where ω0,ω1, . . . ,ωd−1 are the d points in [−π,π)n such that A∗ωl = ω
mod 2π .
Proof. Let zl = ωl −ω0. Then z0 = 0, z1, . . . , zd−1 are the d elements of the kernel of the
homomorphism α =A∗ acting on [−π,π)n. Thus, making the change of variables y = ωl ,
we get
ck
(
f˜
)= 1
(2π)n
∫
[−π,π)n
d−1∑
l=0
f (ωl)e
−i〈k|ω〉 dω= 1
(2π)n
d−1∑
l=0
∫
[−π,π)n
f (ωl)e
−i〈Ak|ωl 〉 dω
= d
(2π)n
d−1∑
l=0
∫
A∗−1[−π,π)n+zl
f (y)e−i〈Ak|y〉 dy
= d
(2π)n
∫
[−π,π)n
f (y)e−i〈Ak|y〉 dy = dcAk(f ). ✷
We are now ready to prove the existence of a generalized scaling function analog to the
conjugate mirror filters of Mallat and Meyer.
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Definition. Let m be an arbitrary measurable function mapping [−π,π)n into {0,1,2, . . .}
that satisfies the consistency inequality of Theorem 2.1, and let Sj = {ω: m(ω) j }. A set
{hi,j } of functions on [−π,π)n, with support(hi,j )⊂ Sj , and satisfying∑
j
d−1∑
l=0
hi,j (ωl)hk,j (ωl)=
{
dχSi (ω), i = k,
0, i = k,
for almost all ω ∈ [−π,π)n, is called a generalized conjugate mirror filter (GCMF) relative
to m.
Remark. In the definition of GCMF, i and j take on all non-zero values in the range of
m. We will sometimes write the GCMF in the form hi =⊕j hi,j ∈⊕∞j=1L2(Sj ). We will
also use the notation {hi,j } for the 2π -periodic extensions of the GCMF {hi,j }.
Theorem 2.3. Let J , {φi}, m, and Si be as in Theorem 2.1. Define functions hi,j on
[−π,π)n by the condition
J
(
δ−1(φi)
)= hi =⊕
j
hi,j .
Then the functions hi,j are a GCMF relative to m.
Proof. Fix i and k, and let f (ω)=∑j hi,j (ω)hk,j (ω). Then, using the notation of Lemma
2.2, we must show
f˜ (ω)=
{
dχSi (ω), i = k,
0, i = k.
We have for γ ∈ Zn
cγ
(
f˜
)= dcAγ (f )= d〈hi ∣∣ ei〈Aγ |·〉hk 〉⊕L2(Sj ) = d〈δ−1φi ∣∣Aγ δ−1φk 〉H
= d〈φi | γφk〉H = d
〈
χi
∣∣ ei〈γ |·〉χk〉⊕L2(Sj ) =
{
dcγ (χSi ), i = k,
0, i = k. ✷
We will continue to mimic the construction technique used by Mallat and Meyer in the
classical MRA setting. After identifying a CMF associated to the scaling function of the
MRA, Mallat and Meyer used it to build a second CMF, and then showed that this second
CMF must be associated to a wavelet. Following Courter [8], we develop the following
analog for GMRAs.
Definition. Let m : Γ̂ → {0,1,2, . . .} be an arbitrary measurable function that satisfies
the consistency inequality of Theorem 2.1, and let {hi,j } be a GCMF relative to m. As
before, let m˜(ω)= (∑d−1l=0 m(ωl))−m(ω) and S˜j = {ω: m˜(ω) j }. By a complementary
conjugate mirror filter (CCMF), we will mean a collection {gk,j } of functions on [−π,π)n,
with support(gk,j )⊂ Sj , which satisfy
∑
j
d−1∑
l=0
gk′,j (ωl)gk,j (ωl)=
{
dχS˜k (ω), k = k′,
0, k = k′ and
∑
j
d−1∑
l=0
hi,j (ωl)gk,j (ωl)= 0,
for all i and k.
Remark. In the definition of a CCMF, k takes on non-zero values in the range of m˜, while
j takes on non-zero values in the range of m. As with GCMFs, we will sometimes write a
CCMF in the form gk =⊕j gk,j ∈⊕∞j=1 L2(Sj ). We will again use the notation {gk,j } as
well for the 2π -periodic extensions of the CCMF {gk,j }.
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The construction of CCMFs from GCMFs relies on linear algebra arguments developed
in [8] that generalize Mallat and Meyer’s constructions to allow the dimension of the
vectors built from the filters to change with ω. We adopt the following notation. Fix an
ω ∈ [−π,π)n, and again write ω0,ω1, . . . ,ωd−1 for the d points in [−π,π)n such that
A∗(ωj ) = ω mod 2π . Let lj = m(ωj ) for 0  j  d − 1. Note that ωk /∈ Sj for any
j > lk , and by the consistency equation, we have that
∑d−1
j=0 lj = m(ω) + m˜(ω). Let
f =⊕fj ∈⊕∞j=1 L2(Sj ). Since fj is supported on Sj and ωk /∈ Sj for j > m(ωk),
we know that fj (ωk) = 0 for j > m(ωk) = lk . Thus we can build a vector f ω whose
components include all of the non-zero values of the fj at the points ωk as follows:
f ω = (f1(ω0), . . . , fl0(ω0), f1(ω1), . . . , fl1(ω1), . . . , f1(ωd−1), . . . , fld−1(ωd−1)).
For each fixed ω, the consistency equation shows that f ω is a vector of length m(ω) +
m˜(ω). If f,g ∈⊕∞j=1 L2(Sj ), we will write 〈 f ω | gω〉 and ‖ f ω‖ for the ordinary inner
product and norm in Cm(ω)+m˜(ω). Thus
〈 f ω | gω〉=∑
j
d−1∑
r=0
f (ωr)g(ωr).
With this notation, the equations in the definitions of GCMF and CCMF can be written as
follows.
Lemma 2.4. The functions {hi,j } are a GCMF relative to the multiplicity function m if and
only if support(hi,j )⊂ Sj and〈hωi | hωk 〉= {dχSi (ω), i = k,0, i = k,
for almost all ω. The functions {gk,j } are an associated CCMF if and only if support(gk,j )
⊂ Sj and〈gωi | gωj 〉= {dχS˜i (ω), i = j,0, i = j, and 〈gωi ∣∣ hωj 〉= 0,
for almost all ω and all i and j .
Theorem 2.5. Let {Vj } be a GMRA in the Hilbert space H = L2(Rn), with multiplicity
function m that is finite almost everywhere. Suppose {hi,j } is a GCMF constructed as in
Theorem 2.3. Then:
(1) A CCMF {gk,j } can be constructed explicitly from {hi,j }.
(2) If {gk,j } is any CCMF for {hi,j }, and we set ψk = δ(J−1(⊕gk,j )), then the collection
{δj (γ (ψk))}, for γ ∈ Γ , j ∈ Z, and k > 0, forms a frame multiwavelet forH.
(3) Suppose m˜≡N and let {gk,j } be any CCMF for {hi,j }. If we set ψk = δ(J−1(⊕gk,j )),
then the collection {δj (γ (ψk))}, for γ ∈ Γ , j ∈ Z, and 1  k  N , forms a multi-
wavelet forH.
Proof of (1). Partition [−π,π)n into a countable collection of sets of the form
Pl0,l1,...,ld−1,l˜ = {ω ∈ [−π,π)n: m(ωr) = lr and m˜(ω) = l˜}. We will define the functions
gi,j , i  1, piecewise on the sets Pl0,l1,...,ld−1,l˜ by fixing an ω ∈ Pl0,l1,...,ld−1,l˜ , and building
vectors gωr (as described above Lemma 2.4) measurably in ω. For each fixed ω, the GCMF
{hi,j } determines m(ω) orthogonal vectors hωi in Cm(ω)+m˜(ω). To produce the CCMF, we
must measurably construct m˜(ω) more orthogonal vectors gωr ∈Cm(ω)+m˜(ω) each of norm√
d . This is always possible by the obvious dimension argument. It can be accomplished
by inspection, by Gram–Schmidt, or by the following generalization of Courter’s technique
for the case m˜(ω)≡ 1 [8].
If m˜(ω) 1 we can find m(ω)+1 components of the orthogonal vectors hωi such that if
we only look at these components, they form m(ω) independent vectors in Cm(ω)+1 space.
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Take a cross product of these m(ω) vectors in Cm(ω)+1 to get an orthogonal vector in
C
m(ω)+1
. Finally, enlarge this vector to a vector in Cm(ω)+m˜(ω) by inserting 0’s in missing
components. The resulting vector, properly normalized, is our first gω1 . We then repeat the
process to get the rest of the gωr . ✷
Proof of (2). Let T = {g1, h1, g2, h2, . . .} ⊂⊕∞j=1L2(Sj ). First notice that for any fixed
ω, Lemma 2.4 shows that the vectors (1/
√
d)gωi for 1  i  m˜(ω) and (1/
√
d)hωj for
1  j  m(ω) form an orthonormal basis of Cm(ω)+m˜(ω). We use this to show that
{ei〈Ak|·〉τ : τ ∈ T , k ∈ Zn} form a normalized tight frame for⊕∞j=1L2(Sj ). Let f =⊕fj
be an arbitrary element of
⊕∞
j=1L2(Sj ). Then, using Lemma 2.2 we see that∑
τ,k
∣∣〈f ∣∣ ei〈Ak|·〉τ 〉⊕∞
j=1 L2(Sj )
∣∣2
=
∑
τ,k
∣∣∣∣cAk(∑
j
fj τ¯j
)∣∣∣∣2 = 1d2 ∑
τ,k
∣∣ck(〈 f ω ∣∣ τω〉)∣∣2
= 1
d2
∑
τ
∥∥〈 f ω ∣∣ τω〉∥∥2
L2([−π,π)n) =
1
(2π)nd2
∑
τ
∫
[−π,π)n
|〈 f ω | τω〉|2 dω
= 1
d(2π)n
∫
[−π,π)n
∥∥ f ω∥∥2
Cm(ω)+m˜(ω) dω=
1
d
c0
(∑
j
d−1∑
l=0
∣∣fj (ωl)∣∣2)
= cA(0)
(∑
j
|fj |2
)
= ‖f ‖2⊕∞
j=1 L2(Sj )
.
It follows immediately from (1) of Theorem 2.1 that the functions (Aγ )δ−1ψi = δ−1γψi
and (Aγ )δ−1φi = δ−1γφi , for γ ∈ Zn, form a normalized tight frame for V0. Since δ is
unitary, this shows that the functions γψi , γφi for γ ∈ Zn form a normalized tight frame
for V1. Writing V1 = V0 ⊕ W0, it follows from (2) of Theorem 2.1 that {γψi} form a
normalized tight frame for W0, and thus that {δjγψi} form a tight frame forH. ✷
Proof of (3). If m˜ ≡ N , we have S˜1, S˜2, . . . , S˜N all equal to [−π,π)n, and S˜j = ∅ if
j > N . Thus, for almost all ω ∈ [−π,π)n, the vectors (1/√d)gωi for 1  i  N form an
orthonormal basis for CN . A similar calculation to that of part 2 shows〈
ei〈Ak|·〉gi
∣∣ ei〈Ak′|·〉gi′ 〉= cA(k′−k)(∑
j
gi,j g¯i′,j
)
= 1
d
ck−k′
(〈gωi ∣∣ gωi′ 〉)
=
{
1 if k = k′, and i = i ′,
0 otherwise,
so that the functions ei〈Ak|·〉gi for k ∈ Z and 1 i N form an orthonormal basis for their
span in
⊕∞
j=1 L2(Sj ). Again, following the argument in part (2) we see that the functions
γψi for γ ∈ Z and 1 i N form an orthonormal basis of W0 and thus that the functions
δjγψi form an orthonormal basis forH. ✷
We close this section by specializing the development above to the case of an
FMRA, which is a GMRA {Vj } for which there is a single generalized scaling
function φ ∈ V0. From our point of view, this is equivalent to the condition that
the multiplicity function m associated to the GMRA is simply the
characteristic function χS of some subset S ⊆ Γ̂ . Since in this case m only takes on the
values 0 and 1, it follows that any GCMF relative to m will be a single function h, and the
mirror equation it satisfies is
d−1∑
l=0
∣∣h(ωl)∣∣2 = dχS(ω).
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We note that this is different from the “mirror equations” for FMRAs studied in [22].
The multiplicity function m ≡ χS satisfies the consistency equation, showing that the
associated function m˜ could very well take on values between 0 and d . Therefore, there
may be as many as d elements in the corresponding frame multiwavelet.
In Section 4 we will use our general techniques to construct explicitly an FMRA and its
associated frame multiwavelet. In the classical case of dilation by 2 in L2(R), we are able
to do this in such a way that the Fourier transform of the wavelet is C∞ on an arbitrarily
large interval.
3. Multiplicity functions
In the last section, we showed how to build (frame) multiwavelets from the GCMF
associated to the generalized scaling functions of GMRAs. The missing ingredient from
this formula is a technique for finding GMRAs and their generalized scaling functions. In
this section, we show how to build generalized scaling functions and thus GMRAs and
wavelets from simple GCMFs generalized from the L2(R) case. We are able to do this
starting only with knowledge of a multiplicity function m. To begin this construction, we
need the following determination of exactly which functions are multiplicity functions
for GMRAs. As before, given a function m : [−π,π)n → {0,1,2, . . .}, we let Si = {ω ∈
[−π,π)n: m(ω) i}. Let ∆=⋂∞k=0A∗k(S1 + 2πZn).
Proposition 3.1. Let m : [−π,π)n → {0,1,2, . . .} be an integrable function such that
(1) m satisfies the consistency inequality
m(ω)
d−1∑
l=0
m(ωl);
(2)
∑
γ∈Γ
χ∆(ω+ 2πγ )m(ω);
(3)
⋃
p∈Z
A∗p∆=Rn.
Then m is a multiplicity function for a GMRA in L2(Rn). In this case there exists a
generalized scaling set E =⋃∞i=1 Ei ⊂Rn for m with the following properties:
(i) The sets Ei are disjoint, with Ei congruent to Si mod 2π .
(ii) Ek ⊆A∗(⋃kj=1Ej).
(iii) If there exists a neighborhood of the origin on which m(ω) > 0, then E1 contains a
neighborhood of 0 and ⋃∞j=k A∗jE1 =Rn for every k ∈ Z.
(iv) If S1 ⊂A∗S1 then E1 = S1.
Proof. The sufficiency of the three conditions listed for an integrable function to be a mul-
tiplicity function for a GMRA is established in Theorem 1.5 of [4] (see [6] for a similar
result). The proof of Theorem 1.5 of [4] constructs the generalized scaling set E with prop-
erties (i), (ii), and (iv) above. Property (iii) follows from the fact that when the support of
m contains a neighborhood of the origin, the expansive properties of A imply that ∆ will
also contain a (possibly different) neighborhood. By the first stage of the construction of E
in [4] , this guarantees that E1 too will contain a neighborhood of the origin. Property (ii)
and the fact that A is expansive then show that
⋃∞
j=k A∗jE1 =Rn for every k ∈ Z. ✷
We will use this information about multiplicity functions, particularly the existence of
the scaling set E =⋃Ei , to show how to build GMRAs using GCMFs. We will do this by
constructing the Fourier transforms of generalized scaling functions. We need the follow-
ing tool, which is analogous to a well-known MRA result (see, e.g., [16, p. 382]). As in the
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MRA result, the three conditions on the {φˆi} in Theorem 3.2 are actually both necessary
and sufficient. For brevity, we include only the direction we need.
Theorem 3.2. Suppose m is an integrable function on the cube [−π,π)n satisfying the
hypotheses of Proposition 3.1, with Si = {ω ∈ [−π,π)n: m(ω) i}, and that the collection
{hi,j } is a GCMF relative to m. Suppose that {φi} is a collection of functions in L2(Rn)
that satisfy the following three conditions:
(1) For almost all ω ∈ [−π,π)n, we have∑
l∈Zn
φˆi(ω+ 2πl) ¯ˆφj (ω+ 2πl)=
{
0, for i = j,
χSi (ω), for i = j.
(2) For each i we have
φˆi
(
A∗(ξ)
)= 1√
d
∑
j
hi,j (ξ)φˆj (ξ)
for almost all ξ ∈Rn.
(3) For almost all ξ ∈Rn,
lim sup
j→∞
∑
i
∣∣φˆi(A∗−j (ξ))∣∣2  1.
Then the φi ’s are generalized scaling functions for a GMRA {Vj } whose associated
multiplicity function is the given function m.
Proof. Set V0 equal to the closure of the span of the integral translates of the φi ’s, and
set Vj equal to δj (V0). We will show that (1) implies that the translates of the φi ’s form
a normalized tight frame for V0, and that the representation of Zn on V0 has associated
multiplicity function equal to m. We will show next that (2) implies that V0 ⊆ δ(V0) so that
Vj ⊆ Vj+1. The fact that ⋂Vj = {0} will follow as a consequence of the integrability of
m together with (1), while the denseness of ⋃Vj will follow from (3).
If f ∈ V0, then fˆ must be of the form ∑j uj φˆj , where each uj is periodic. We have
then, using (1), the following calculation for every f ∈ V0:∑
i
∑
γ
∣∣〈f ∣∣γ (φi)〉∣∣2
=
∑
i
∑
γ
1
(2π)2n
∣∣∣∣∣
∫
Rn
fˆ (ξ)
¯ˆ
φi(ξ)e
−i〈γ |ξ 〉 dξ
∣∣∣∣∣
2
= 1
(2π)2n
∑
i
∑
γ
∣∣∣∣∣
∫
[−π,π)n
∑
j
uj (ω)
∑
l
φˆj (ω+ 2πl) ¯ˆφi(ω+ 2πl)e−i〈γ |ω〉 dω
∣∣∣∣∣
2
= 1
(2π)2n
∑
i
∑
γ
∣∣∣∣∣
∫
[−π,π)n
ui(ω)χSi (ω)e
−i〈γ |ω〉 dω
∣∣∣∣∣
2
= 1
(2π)n
∑
i
∫
[−π,π)n
∣∣ui(ω)∣∣2χSi (ω)dω= 1(2π)n
∫
Rn
∑
i
∣∣ui(ξ)φˆi (ξ)∣∣2 dξ
= 1
(2π)n
∫
Rn
∣∣fˆ (ξ)∣∣2 dξ = ‖f ‖2,
so that the functions {γ (φi)} form a normalized tight frame for V0.
Now define an operator J :V0 →⊕L2(Si) by the formula[
J (f )
]
i
(ω)=
∑
γ
〈
f
∣∣ γ (φi)〉ei〈γ |ω〉χSi (ω).
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One sees directly that this operator J is unitary and satisfies the intertwining condition (1)
of Theorem 2.1. In particular, the multiplicity function associated to the representation of
Zn on V0 is equivalent to the multiplicity function associated to the representation of Zn
acting by multiplication by exponentials on the direct sum
⊕
i L
2(Si), and this multiplicity
function is
∑
i χSi , which is the given function m.
Next, we write the periodic function hi,j in its Fourier series,
hi,j (ω)=
∑
γ
ci,j,γ e
i〈γ |ω〉,
so that we see by (2) that
√
dφˆi
(
A∗(ξ)
)=∑
j
hi,j (ξ)φˆj (ξ)=
∑
j
∑
γ
ci,j,γ e
i〈γ |ξ 〉φˆj (ξ)
so that,
δ−1(φi)=
∑
j
∑
γ
ci,j,γ γ (φj ).
Hence, δ−1(φi) belongs to the closed linear span of the translates of the φj ’s. So, we have
that V0 ⊆ δ(V0), as desired.
Write Pj for the orthogonal projection operator onto the subspace Vj . To prove that⋂
Vj = {0}, it will suffice to show that limj→∞‖P−j (f )‖ = 0 for each f ∈ L2(Rn). By
a standard approximation argument, it will suffice to show this holds on a dense subset of
L2(Rn). Thus, let f be a Schwartz function for which fˆ vanishes in some neighborhood
Nf of 0, and write Cf for the (finite) number
∑
k |f ∗ f ∗(k)|. Such f ’s are dense in
L2(Rn). The Poisson summation formula holds for such an f , and we will use it in the
following form:
1
dj
∑
l
∣∣fˆ (A∗−j (ξ + 2πl))∣∣2 =∑
k
f ∗ f ∗(Aj(k))e−i〈k|ξ 〉.
Now, for each ξ ∈ [−π,π)n, let lj (ξ) be the largest number for whichA∗−j (ξ+2πl) ∈Nf
for all |l| < lj (ξ). Because A is expansive, we must have that lj (ξ) tends to infinity for
almost every ξ . Finally, we use the fact that the function
m(ω)=
∑
i
χSi (ω)=
∑
i
∑
l
∣∣φˆi(ω+ 2πl)∣∣2
is assumed to be integrable on the cube [−π,π)n. Hence, we have
∥∥P−j (f )∥∥2 = dj
(2π)2n
∑
i
∑
γ
∣∣∣∣∣
∫
Rn
φˆi
(
A∗ j (ξ)
) ¯ˆ
f (ξ)e−i〈A∗ j (ξ)|γ 〉 dξ
∣∣∣∣∣
2
= 1
(2π)2ndj
∑
i
∑
γ
∣∣∣∣∣
∫
Rn
φˆi(ξ)
¯ˆ
f
(
A∗−j (ξ)
)
e−i〈γ |ξ 〉 dξ
∣∣∣∣∣
2
= 1
(2π)ndj
∑
i
∫
[−π,π)n
∣∣∣∣∑
l
φˆi(ξ + 2πl) ¯ˆf
(
A∗−j (ξ + 2πl))∣∣∣∣2 dξ
= 1
(2π)ndj
∑
i
∫
[−π,π)n
∣∣∣∣ ∑
|l|lj (ξ)
φˆi(ξ + 2πl) ¯ˆf
(
A∗−j (ξ + 2πl))∣∣∣∣∣
2
dξ
 1
(2π)ndj
∑
i
∫
[−π,π)n
∑
|l|lj (ξ)
∣∣φˆi(ξ + 2πl)∣∣2
×
∑
|l|lj (ξ)
∣∣fˆ (A∗−j (ξ + 2πl))∣∣2 dξ
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= 1
(2π)
∫
[−π,π)n
[∑
i
∑
|l|lj (ξ)
∣∣φˆi(ξ + 2πl)∣∣2]
×
[
1
dj
∑
l
∣∣fˆ (A∗−j (ξ + 2πl))∣∣2]dξ
= 1
(2π)n
∫
[−π,π)n
[∑
i
∑
|l|lj (ξ)
∣∣φˆi(ξ + 2πl)∣∣2]
×
[∑
k
f ∗ f ∗(Aj(k))e−i〈k|ξ 〉]dξ
 1
(2π)n
∫
[−π,π)n
[∑
i
∑
|l|lj (ξ)
∣∣φˆi(ξ + 2πl)∣∣2]
×
[∑
k
∣∣f ∗ f ∗(Aj(k))∣∣]dξ
Cf
∫
[−π,π)n
∑
i
∑
|l|lj (ξ)
∣∣φˆi (ξ + 2πl)∣∣2 dξ,
which approaches 0 as j goes to infinity by the dominated convergence theorem.
We have that the sequence ‖Pj (f )‖2 is non-decreasing, as j approaches ∞, for every
f ∈ L2, and is bounded above by ‖f ‖2. Moreover, ‖f ‖2 = limj→∞‖Pj (f )‖2 for every
f ∈ L2 if and only if ⋃Vj is dense in L2(Rn). It will suffice to verify that this limit
holds for every f ∈ L2(Rn) whose Fourier transform fˆ has compact support. Because
the functions {γ (φi)} form a normalized tight frame for V0, we know that the functions
{δj (γ (φi))} form a normalized tight frame for Vj . Therefore, we have for fˆ of compact
support and j sufficiently large,∥∥Pj (f )∥∥2 =∑
i
∑
γ
∣∣〈δj (γ (φi)) | f 〉∣∣2
= 1
dj (2π)2n
∑
i
∑
γ
∣∣∣∣∣
∫
Rn
ei〈γ |A∗−j (ξ)〉φˆi
(
A∗−j (ξ)
) ¯ˆ
f (ξ)dξ
∣∣∣∣∣
2
= d
j
(2π)2n
∑
i
∑
γ
∣∣∣∣∣
∫
[−π,π)n
ei〈γ |ω〉φˆi(ω)) ¯ˆf
(
A∗ j (ω)
)
dω
∣∣∣∣∣
2
= d
j
(2π)n
∑
i
∫
[−π,π)n
∣∣φˆi(ω) ¯ˆf (A∗ j (ω))∣∣2 dω
= 1
(2π)n
∑
i
∫
A∗ j ([−π,π)n)
∣∣φˆ′i(A∗−j (ξ)) ¯ˆf (ξ)∣∣2 dξ
= 1
(2π)n
∫
A∗ j ([−π,π)n)
∑
i
∣∣φˆi(A∗−j (ξ))∣∣2∣∣fˆ (ξ)∣∣2 dξ.
Since this sequence is bounded above by ‖f ‖2 and (eventually) non-decreasing for all f ’s
whose Fourier transforms have a common compact support, we deduce that the functions∑
i |φˆi(A∗−j (ξ))|2 are almost everywhere eventually non-decreasing and bounded above
by 1. Therefore, the limsup in (3) is actually always a limit. Finally, the preceding
calculation shows that the sequence {‖Pj (f )‖2} converges to ‖f ‖2 for all such f ’s if
(3) holds. ✷
Using this result, we will now show how to build Fourier transforms of generalized
scaling functions from GCMFs having specified properties. This process generalizes the
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classical infinite product construction of Mallat, Meyer, and Daubechies. To simplify the
proofs, we consider here only the case of a bounded multiplicity function.
Definition. We call a GCMF lower triangular if hi,j = 0 for j > i .
Supposem : [−π,π)n→{0,1,2, . . . , c} is a bounded function satisfying the hypotheses
of Proposition 3.1, and Si = {ω ∈ [−π,π)n: m(ω)  i} as before. Suppose {hi,j }, for
1 i, j  c, is a lower triangular GCMF relative to m, and write Mn for the matrix product
Mn(ξ)=
n∏
j=1
1√
d
h
(
A∗−j (ξ)
)
.
For the purposes of the following proofs, we introduce another matrix product M˜n, defined
inductively as follows, where the Ei ’s are sets guaranteed by Proposition 3.1 and χEi are
their characteristic functions. Let
M˜0 =

χE1 0 0 · · · 0
χE2 − χE χE 0 · · · 0
χE3 − χE 0 χE · · · 0
...
. . .
χEc − χE 0 0 · · · χE

and M˜n(ξ) = (1/√d)h(A∗−1ξ)M˜n−1(A∗−1ξ) for n > 0. We will need the following
technical lemma.
Lemma 3.3. Let the notation be as in the preceding paragraph. Suppose that m> 0 on a
neighborhood of the origin, and assume that the sequence {Mn(ξ)} converges to a (lower
triangular) matrix M(ξ) for almost all ξ . Then:
(1) The sequence {M˜n(ξ)} converges almost everywhere to the matrix product M˜(ξ) =
M(ξ)K , where K is the constant matrix
1 0 0 0 · · · 0
−1 1 0 0 · · · 0
−1 0 1 0 · · · 0
· · ·
· · ·
−1 0 0 0 · · · 1
 .
(2) For all 1 i  c, we have
Mi,1(ξ)=
c∑
j=1
M˜i,j (ξ).
(3) For all i and i ′ we have∑
l∈Zn
c∑
j=1
M˜ni,j (ω+ 2πl)
c∑
j ′=1
M˜n
i′,j ′(ω+ 2πl)=
{
0, for i = i ′,
χSi (ω), for i = i ′.
(4) The entries Mi,1 belong to L2(Rn).
Proof. By Proposition 3.1, E1 contains a neighborhood of the origin, and thus, for almost
all ξ ∈Rn, we must have that A∗−j (ξ) /∈Ei for i > 1 and all large enough j . Parts (1) and
(2) then follow from a straightforward matrix computation.
We now show part (3) by induction on n. If n= 0, we have
∑
l∈Zn
c∑
j=1
M˜0i,j (ω+ 2πl)
c∑
j ′=1
M˜0
i′,j ′(ω+ 2πl)=
∑
l∈Zn
χEi (ω+ 2πl)χEi′ (ω+ 2πl)
=
{
0, if i = i ′,
χSi (ω), if i = i ′.
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Now, assume∑
l∈Zn
(∑
j
M˜ni,j (ω+ 2πl)
)(∑
j ′
M˜n
i′,j ′(ω+ 2πl)
)
=
{
0, if i = i ′,
χSi (ω), if i = i ′.
Then ∑
l∈Zn
(∑
j
M˜n+1i,j (ω+ 2πl)
)(∑
j ′
M˜n+1
i′,j ′ (ω+ 2πl)
)
=
∑
l∈Zn
(∑
j
∑
k
1√
d
hi,k(A
∗−1(ω+ 2πl))M˜nk,j
(
A∗−1(ω+ 2πl)))
×
(∑
j ′
∑
k′
1√
d
hi′,k′
(
A∗−1(ω+ 2πl))M˜n
k′,j ′
(
A∗−1(ω+ 2πl))).
As described at the beginning of Section 2, we write l = lq + A∗p, where lq is a coset
representative of Zn/A∗Zn and p is an integer lattice point. Then A∗−1(ω + 2πl) =
A∗−1(ω+ 2πlq)+ 2πp. By periodicity of h, our expression becomes
d−1∑
q=0
∑
k
∑
k′
hi,k
(
A∗−1(ω+ 2πlq)
)
hi′,k′
(
A∗−1(ω+ 2πlq)
)
×
∑
p∈Zn
∑
j
∑
j ′
M˜nk,j
(
A∗−1(ω+ 2πlq)+ 2πp
)
M˜n
k′,j ′
(
A∗−1(ω+ 2πlq)+ 2πp
)
.
By the inductive assumption, the expression then becomes∑
q
∑
k
(
hi,k
(
A∗−1(ω+ 2πlq)
)
hi′,k
(
A∗−1(ω+ 2πlq)
))
χSk
(
A∗−1(ω+ 2πlq)
)
.
Since hi,k is supported on Sk and h is a GCMF, we then have∑
q
∑
k
hi,k
(
A∗−1(ω+ 2πlq)
)
hi′,k
(
A∗−1(ω+ 2πlq)
)= {0, if i = i ′,
χSi (ω), if i = i ′.
This finishes the proof of part (3).
Finally, we use part (3) to show that the components Mi,1 of the matrix product M
belong to L2(Rn). We integrate both sides of (3) over [−π,π)n to see that ‖∑j M˜ni,j‖ 1
and then apply Fatou’s Lemma and part (2). ✷
Theorem 3.4. As in the preceding lemma, suppose m> 0 on a neighborhood of the origin,
and that the sequence {Mn(ξ)} converges to a (lower triangular) matrix M(ξ) for almost
all ξ . Suppose in addition that the entries M˜ni,j converge to M˜i,j in L2(Rn) and that thefunction M1,1 is non-zero on a neighborhood of the origin. Then the functions {Mi,1} are
the Fourier transforms of a set {φi} of generalized scaling functions for a GMRA {Vj },
whose associated multiplicity function coincides with the given function m.
Proof. Define φˆi to equalMi,1. By (4) of the preceding lemma, we know that the φˆi ’s are in
L2(Rn). We will show that the functions {φi} satisfy the three conditions of Theorem 3.2.
To see that the φi ’s satisfy (1) of Theorem 3.2, let φˆni =
∑
j M˜
n
i,j . Then, by part (3) of
the preceding lemma,∑
l∈Zn
φˆni (ω+ 2πl)φˆni′(ω+ 2πl)=
{
0, for i = i ′,
χSi (ω), for i = i ′.
The left hand side of this equation is a function on [−π,π)n whose γ th Fourier coefficient
is 〈γφni | φni′ 〉. Thus, 〈γφni | φni′ 〉 is the γ th Fourier coefficient of the right hand side of
this equation as well. Since (using part (2) of the preceding lemma) we are assuming that
φni → φi in L2(Rn), we have 〈γφni | φni′ 〉 → 〈γφi | φi′ 〉, so that 〈γφi | φi′ 〉 must also be
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the γ th Fourier coefficient of the function which is 0 when i = i ′ and χSi when i = i ′. But
〈γφi | φi′ 〉 is the γ th Fourier coefficient for the function
∑
l∈Z φˆi(ω + 2πl)φˆi′(ω+ 2πl).
Eq. (1) of Theorem 3.2 follows.
Next we show that the collection {φˆi} satisfies property (2) of Theorem 3.2. Thus,
φˆi (A
∗ξ)=Mi,1(A∗ξ)=
[ ∞∏
j=1
1√
d
h
(
(A∗)1−j ξ
)]
i,1
=
[ ∞∏
j=0
1√
d
h
(
(A∗)−j ξ
)]
i,1
=
∑
k
1√
d
hi,k(ξ)
[ ∞∏
j=1
1√
d
h
(
(A∗)−j ξ
)]
k,1
=
∑
k
1√
d
hi,k(ξ)φˆk(ξ).
We will finish the proof by showing that {φi} satisfy property (3) of Theorem 3.2. By
iterating property (2) for the {φˆi}, we have
φˆ1(ξ)= lim
j→∞
(
j∏
k=1
1√
d
h1,1
(
A∗−kξ
))
φˆ1
(
A∗−j ξ
)
.
Because the GCMF {hi,j } is lower triangular, this infinite product converges to φˆ1(ξ),
implying that limj→∞ φˆ1(A∗−j (ξ)) must exist and equal 1 wherever φˆ1(ξ) = 0, which by
hypothesis includes a neighborhood of the origin. Since this limit is invariant underA∗, and
A∗ is expansive, we have limj→∞ φˆ1(A∗−j (ξ))= 1 a.e., which clearly implies condition
(3) of Theorem 3.2. ✷
The preceding theorem shows how to construct generalized scaling functions for
a GMRA from filters having special properties. The next corollary completes our
generalization of [9,19,21], by describing how to construct the related wavelet basis from
these generalized scaling functions and a complementary filter.
Corollary 3.5. Let m, {hi,j }, and {φi} be as in the preceding theorem. Let {gk,j } be any
complementary conjugate mirror filter associated to the GCMF {hi,j }. For each k, define
a function ψk by√
dψˆk
(
A∗(ξ)
)=∑
j
gk,j (ξ)φˆj (ξ).
Then the collection {ψk} is a frame multiwavelet for L2(Rn). If m satisfies the consistency
equation m(ω)+N =∑m(ωl), then ψ1, . . . ,ψN form a multiwavelet for L2(Rn).
Proof. Part (2) of Theorem 2.5 gives a formula for the wavelet basis in terms of the
complementary filter and the unitary map J :V0 →⊕L2(Sj ), that is
δ−1(ψk)= J−1
(⊕
j
gk,j
)
.
In the present case, such a map J is defined in the proof of Theorem 3.2 and is given by[
J (f )
]
j
(ω)=
∑
γ
〈
f
∣∣ γ (φj )〉ei〈γ |ω〉χSj (ω).
We see that the inverse of this J is given by
J−1
(⊕
j
vj
)
=
∑
j
∑
γ∈Zn
cj,γ γ (φj ),
where the cj,γ ’s are the Fourier coefficients of the function vj . We complete the argument
by computing the Fourier transforms of both sides of the equation above defining ψk . The
Fourier transform of δ−1(ψk) is given by
√
dψˆk(A
∗(ξ)), while the Fourier transform of
J−1(
⊕
j gk,j ) is given by∑
j
∑
γ
cj,γ e
i〈γ |ξ 〉φˆj (ξ)=
∑
j
gk,j (ξ)φˆj (ξ). ✷
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The above constructions rely on a judicious choice of a GCMF. In the next theorem we
show how to construct GCMFs to which Theorem 3.4 applies. To do this, we will need
to impose some restrictions on the multiplicity function m. However, these restrictions are
met by almost all of the multiplicity functions that have received attention in the literature.
Theorem 3.6. Let m : [−π,π)n → {0,1,2, . . . , c} be a bounded function that satisfies the
conditions of Proposition 3.1. In addition, suppose m(ω) > 0 on a neighborhood of the
origin, and m˜(ω) c− 1. Then a GCMF that satisfies the conditions of Theorem 3.4 can
be constructed explicitly from m.
Proof. We begin by taking h1,1 =
√
dχA∗−1E1 , where E1 is defined as in Proposition 3.1,
and h1,j = 0 for j > 1. Note that h1 =⊕h1,j satisfies∑
j
d−1∑
l=0
∣∣h1,j (ωl)∣∣2 = dχS1(ω),
as in the definition of a generalized conjugate mirror filter, for exactly one of the preimages,
ωl , of ω is in A∗−1E1 mod 2π if and only if ω ∈ S1. Since by hypothesis S1 contains
a neighborhood of the origin, Proposition 3.1 ensures that E1 does as well. Thus this
definition of h1 will guarantee that M1,1(ω) = 0 on a neighborhood of 0. To construct
the remainder of the hi,j we use the following procedure: As in the proof of Theorem 2.5,
partition [−π,π)n into a countable collection of sets of the form
Pl0,l1,...,ld−1,l˜ =
{
ω ∈ [−π,π)n: m(ωr)= lr , m˜(ω)= l˜
}
.
We will define the functions hi,j , i  2, piecewise on the sets Pl0,l1,...,ld−1,l˜ by fixing
an ω, and building the vectors hωi = (hi,1(ω0), . . . , hi,l0(ω0), hi,1(ω1), . . . , hi,l1(ω1), . . .,
hi,1(ωd−1), . . . , hi,ld−1(ωd−1)) as in Lemma 2.4. Once we have built vectors hωi ∈
C
m(ω)+m˜(ω) for 2  i m(ω), for almost all ω ∈ [−π,π)n, we will have determined the
functions hi,j a.e. In particular, knowledge of hi,j in the ω0 positions will determine the
function hi,j on a neighborhood of the origin.
In order to have the resulting functions hi,j be a GCMF, we must have the vectors hωi
satisfy the first property of Lemma 2.4. Thus, for almost all ω ∈ P
l0,l1,...,ld−1,l˜ , we must
have m(ω) =∑d−1r=0 lr − l˜ vectors hωi , 1  i  m(ω), which are pairwise orthogonal and
each of norm
√
d . Our choice of h1 gives us the first of these vectors, hω1 . Since our vectors
are m(ω)+ m˜(ω) long, and m(ω)+ m˜(ω)m(ω)+ c− 1, we know that it is possible to
construct enough pairwise orthogonal vectors. In order to meet the required conditions of
the theorem, our strategy will be to simplify the matrix product in Theorem 3.4 by taking
each of our vectors to have a single non-zero entry of
√
d , each in a different position.
(Note that hω1 already has this property.) This will leave m˜(ω) c − 1 extra positions we
do not need to use for a non-zero entry in one of the vectors. In order to further simplify the
matrix product, we would like hi,j (A∗−k(ω))= 0 for j = 1 and k sufficiently large. This
would have the effect of making the matrix product M have non-zero entries only in the
first column. We will accomplish this by taking hi,j (ω0)= 0 whenever j = 0. This will still
allow us enough places to construct m(ω) orthogonal vectors, since we will be requiring
0’s in m(ω0)−1 c−1 positions, and we have seen that we have c−1 positions we do not
need. With these requirements and the need for the GCMF to be lower triangular in mind,
we build the vectors hωi for i  2 as follows: Let q1 be the number of distinct preimages ωr
of ω under α (i.e., under A∗ mod 2π ) that are not in A∗−1E1 and that satisfy m(ωr) 1.
For t > 1, let qt be the number of distinct preimages ωr = ω0 of ω under α that satisfy
m(ωr)  t . Then d − 1  q1  q2  · · ·  qc, and ∑ct=1 qt ∑d−1j=0 lj = m(ω)+ m˜(ω).
There are q1 different points ωr /∈A∗−1E1 that are in S1 and thus q1 positions of the form
hi,1(ωr), ωr /∈ support(h1,1), in the vectors hωi . We build the next q1 vectors hωi by letting
each take on the value
√
d in the j = 1 position at a different one of these points. Similarly,
there are q2 different positions of the form hi,2(ωr), r = 0 in the vectors hωi ; we build the
next q2 vectors hωi by letting each take on the value
√
d in the j = 2 position at a different
L.W. Baggett et al. / Appl. Comput. Harmon. Anal. 13 (2002) 201–223 217
one of these points, etc. We have constructed m(ω) different vectors hωi that are orthogonal
and have norm
√
d . By Lemma 2.4, these vectors determine functions hi,j that satisfy the
definition of a GCMF. We have hi,j (ωr )= 0 if j > i since we built the vectors hωi in order
of increasing i , with at least one with its non-zero element in the first column, then at
least one with its non-zero element in the second column, etc. Thus we have built a lower
triangular GCMF. As usual, we extend the functions hi,j periodically.
It remains to show that the components of M˜n(ξ) converge to those of M˜(ξ) in
L2(Rn). We have built the hi,j such that hi,j (ω0) = 0 for j > 1, so that hi,j (ω) = 0 on
a neighborhood of the origin for j > 1. As a consequence, limk→∞ hi,j (A∗−k(ω))= 0 if
j > 1. Thus, we see that both M˜ and M˜n for large n can have non-zero entries only in the
first column. These potentially nonzero entries are of the form
M˜i,1(ω)= fi(ω)
∞∏
j=j0
1√
d
h1,1
(
A∗−jω
)
and
M˜ni,1(ω)= χE1
(
A∗−nω
)
fi(ω)
n∏
j=j0
1√
d
h1,1
(
A∗−jω
)
,
where the functions fi hold the contribution of the first j0 − 1 matrix factors that are not
0 outside the first column. Since for j sufficiently large, h1,1(A∗−jω)=
√
d , the product
converges a.e., so by Lemma 3.3, M˜i,1 =Mi,1 is in L2(Rn). We will use Mi,1 to dominate
the M˜ni,1 and thus show that the components of M˜n converge in L2(Rn). We have that
M˜ni,1(ω)=
{
Mi,1(ω)
/∏∞
j=n+1 1√d h1,1(A
∗−jω), if ω ∈A∗nE,
0, if ω /∈A∗nE,
which concludes the proof, since by our definition of h1,1 = χA∗−1E1 and the fact that
E1 ⊂A∗E1, we have that ∏∞j=n+1(1/√d)h1,1(A∗−jω)= 1 on A∗nE. ✷
The canonical GCMFs constructed in Theorem 3.6 result in generalized scaling
functions whose Fourier transforms are characteristic functions, and thus produce wavelet
set (frame) multiwavelets. To meet our goal of building wavelets between the known
wavelet set and MRA examples, we will alter this canonical GCMF using classical
conjugate mirror filters such as those employed by Daubechies. In general, there are many
ways to accomplish this. In the following corollary, we give one possible construction (or
algorithm) for the case in which m(ω)  2 almost everywhere. The condition m(ω)  2
ensures that the restriction on m˜ in Theorem 3.6 is always met wheneverm has the potential
to be associated with an (orthogonal) wavelet or multiwavelet. Recall that we write α for
the homomorphism on [−π,π)n that sends ω to A∗ω mod 2π .
Corollary 3.7. Let m be a multiplicity function (i.e., a function on [−π,π)n satisfying
the conditions of Proposition 3.1) with m(ω) 2 a.e., m˜(ω) 1 a.e., and m(ω) > 0 on a
neighborhood of the origin. Let {h1,1, h1,2, h2,1, h2,2} be the canonical GCMF constructed
in Theorem 3.6. For each ω ∈ support(h1,1), choose (measurably in ω) any zω ∈ ker(α)
such that ω + zω ∈ S1. Let p be any measurable complex valued function defined on
[−π,π)n (and extended periodically to Rn) satisfying:
(1) For ω ∈ support(h1,1), |p(ω)|2+|p(ω+zω)|2 = d if zω = 0 and |p(ω)|2 = d if zω = 0.
(2) p is differentiable at ω= 0 and |p(0)| = √d .
(3) ∃ a measurable set B ⊂E1 (possibly empty), a non-negative integer J , and a positive
constant λ such that |p(A∗−jω)|> λ for all ω ∈ E1 \ B and all j  1, and for each
ω ∈B there exists a j between 0 and J for which p(A∗j (ω))= 0.
Define
h′1,1(ω)=
{
p(ω), if ω ∈ support(h1,1) ∪ {ν + zν : ν ∈ support(h1,1)},
0, otherwise,
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h′2,1(ω)=

−p(ω+ zω), if ω ∈ support(h1,1), zω = 0, A∗(ω) ∈ S2,
p(ν), if ω= ν + zν, ν ∈ support(h1,1), zν = 0, A∗(ω) ∈ S2,
h2,1(ω), otherwise,
and h′1,2 = h′2,2 = 0. Then, {h′1,1, h′1,2, h′2,1, h′2,2} form a GCMF that satisfies the
hypotheses of Theorem 3.4.
Proof. Note that, by the consistency equation, the q1 of the proof of Theorem 3.6 satisfies
q1  1 if ω ∈ S2. Thus, we have the canonical GCMF constructed there satisfying h1,2 =
h2,2 = 0. Recall also that for each ω ∈ S1, there is a unique preimage of ω under α, ωl0
which is in support(h1,1)=A∗−1E1 (mod 2π), and note that ωl0 +zωl0 is also one of the
preimages. With these observations, a routine calculation shows that {h′1,1, h′1,2, h′2,1, h′2,2}
satisfies the mirror equation∑
j
d−1∑
l=0
h′i,j (ωl)h′k,j (ωl)=
{
dχSi (ω), i = k,
0, i = k.
Since h′1,2 = h′2,2 = 0, we have that the components of the matrix product Mn(ξ) =∏n
j=1(1/
√
d)h′(A∗−j (ξ)) are of the form
Mn1,1(ξ)=
n∏
j=1
1√
d
h′1,1
(
A∗−j ξ
)
,
Mn2,1(ξ)=
1√
d
h′2,1
(
A∗−1ξ
) n∏
j=2
1√
d
h′1,1
(
A∗−j ξ
)
,
Mn1,2(ξ)=Mn2,2(ξ)= 0.
Thus, a.e. convergence of these components follows immediately from condition (2).
Condition (2) also ensures that M1,1, the limit of the M˜n1,1(ξ), is non-zero on a
neighborhood of the origin.
It remains to show that
M˜ni,1 = χE1
(
A∗−nξ
) 1√
d
hi,1
(
A∗−1ξ
) n∏
j=2
1√
d
h1,1
(
A∗−j ξ
)
converge in L2. Since we already know that M˜ni,1 converge a.e., we will use the dominated
convergence theorem. If A∗−nξ /∈ E1,we have that M˜ni,1(ξ) = 0. Thus, it will suffice to
show that M˜ni,1(ξ) are all bounded by the same dominating function on A∗nE1. For N  J
and ξ ∈A∗nB , condition (3) ensures that M˜ni,1(ξ)= 0. If ξ ∈A∗nE1 \B , we have
M˜ni,1(ξ)=
Mi,1(ξ)
M1,1(A∗−nξ)
.
Condition (3) together with condition (2) implies that there exists a constant λ′ > 0
(independent of n) such that M1,1(A∗−nξ) > λ′ for ξ ∈ A∗n(E1 \ B). Thus we can use
Mi,1(ξ)/λ′ (which is in L2(Rn) by Lemma 3.3) as a dominating function. ✷
4. Examples
In this section we will use the techniques of Sections 2 and 3 to build GCMFs then
GMRAs and finally wavelets for a variety of multiplicity functions. In our first example, we
build a 2-wavelet for dilation by 2 in L2(R2) using the canonical GCMF from Theorem 3.6.
It is well-known that any multiwavelet in two dimensions built from an MRA must have
exactly 3 elements. Of course the multiwavelet we build here is associated to a GMRA
that is not an MRA, so the fact that it has only 2 elements in it is not a contradiction, but
just a verification that GMRAs give rise to unexpected wavelet phenomena. Unlike the
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known single wavelets in two dimensions, which all involve fractal-like sets, the 2-wavelet
constructed here is quite simple.
Example 4.1. Define A= [−2π/3,2π/3) and B = [2π/3,π) ∪ [−π,−2π/3). Let S2 be
the subset of R2 consisting of the four squares given by B × B . Let S1 be S2 ∪ A × A,
and define a multiplicity function by m= χS1 +χS2 . It is easy to verify that m satisfies the
conditions of Proposition 3.1 for A= (2 00 2), with m˜(ω)=∑m(ωl)−m(ω)≡ 2. Thus, m
is the multiplicity function associated to the GMRA determined by a 2-wavelet for dilation
by 2 in L2(R2).
By Proposition 3.1, here E1 = S1, so the canonical h1,1 = 2χ(1/2)S1. As always, we take
h1,2 = 0. Thus, for ω ∈ A × A, the vector hω1 is given by hω1 = 〈h1,1(ω/2), h1,1(ω/2 +
(π,π)),h1,2(ω/2 + (π,π))〉 = 〈2,0,0〉, while for ω ∈ S2, hω1 = 〈h1,1(ω/2), h1,1(ω/2 +
(0,π)), h1,1(ω/2 + (π,0)), h1,1(ω/2 + (π,π))〉 = 〈2,0,0,0〉. The vector hω2 is defined
only for ω ∈ S2, and must be orthogonal to hω1 there, so we can take hω2 = 〈0,0,0,2〉,
resulting in the function h2,1 being defined by
h2,1 = 2χ([−2π/3,−π/2)∪[π/2,2π/3))×([−2π/3,−π/2)∪[π/2,2π/3)),
and h2,2 = 0. Following Theorem 3.4, we can now use this canonical GCMF to build the
generalized scaling functions
φˆ1(ξ)=
∞∏
j=1
1
2
h1,1
(
ξ
2j
)
= χS1
and
φˆ2(ξ)= 12h2,1
(
ξ
2
)
φˆ1
(
ξ
2
)
= χ([−4π/3,−π)∪[π,4π/3))×([−4π/3,−π)∪[π,4π/3)).
Next, we use Theorem 2.4 to build an associated CCMF {gi,j }. Since m˜≡ 2, we need
two vectors, gω1 and gω2 which are orthogonal to our hωi vectors. Recalling the form of the
vectors hωi , we see that on A×A, we can take gω1 = 〈0,2,0〉 and gω2 = 〈0,0,2〉; on S2 we
can take gω1 = 〈0,2,0,0〉 and gω2 = 〈0,0,2,0〉; and on the rest of [−π,π)2 we can takegω1 = 〈2,0〉 and gω2 = 〈0,2〉. This results in the following CCMF:
g1,1 = 2χS2∪((1/2)B×([−2π/3,−π/2)∪[π/2,2π/3)))∪((1/2)A×(1/2)B)∪((1/2)B×(1/2)A),
g1,2 = 0,
g2,1 = 2χ(([−2π/3,−π/2)∪[π/2,2π/3))×(1/2)B)∪((1/2)A×([−2π/3,−π/2)∪[π/2,2π/3)))
∪(([−2π/3,−π/2)∪[π/2,2π/3))×(1/2)A),
g2,2 = 2χS2 .
Finally, using Corollary 3.5 we will build a 2-wavelet for dilation by 2 in R2. We have
ψˆ1(ξ)= 12g1,1
(
ξ
2
)
φˆ1
(
ξ
2
)
and
ψˆ2(ξ)= 12
(
g2,1
(
ξ
2
)
φˆ1
(
ξ
2
)
+ g2,2
(
ξ
2
)
φˆ2
(
ξ
2
))
.
If we let the set C = [−4π/3,−π)∪ [π,4π/3), then we can write ψˆ1 and ψˆ2 as
ψˆ1 = χ2S2∪((A∪C)×B)∪(B×A), and ψˆ2 = χ(2C×2C)∪([−π,π)×C)∪(C×A).
See Fig. 1.
Example 4.2. We give next an example of an FMRA wavelet, constructed via Theorem 3.6
and Corollary 3.7. This example will be relative to dilation by 2 in L2(R), although
totally analogous constructions work in higher dimensions and for more general dilation
matrices. For other examples of FMRA’s in the literature, see [3,13,22,23]. Recall that
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Fig. 1.
an FMRA is a GMRA for which there is a single generalized scaling function φ ∈ V0.
The multiplicity function associated to an FMRA is the characteristic function χS of some
subset of Ẑ≡ [−π,π) (see the end of Section 2). In order that m= χS satisfy the necessary
consistency inequality, we see that for each ω ∈ S, we must have at least one of the two
preimages ω/2 or ω/2+ π is in S. In addition, our construction techniques require that m
be non-zero on a neighborhood of the origin, i.e., that S contains a neighborhood of 0.
Finally, to ensure that m = χS satisfies the necessary conditions in the hypotheses to
Theorem 3.1 to be a multiplicity function, we will assume that, as a subset of R, S ⊆ 2S.
To make the construction interesting, it is necessary to ensure that Corollary 3.7 can
be used in a non-trivial way, i.e., that the support of h ≡ h1,1 contains some points ω for
which non-zero elements zω exist.
Consider the multiplicity function m given by the characteristic function of the set
S =
[
−π, −6π
7
)
∪
[−4π
7
,
4π
7
)
∪
[
6π
7
,π
)
.
This set will show up again in the next example, where it will be the support of the
Journé multiplicity function. Our aim here is to use Corollary 3.7 to construct a generalized
scaling function φ and an associated frame wavelet ψ whose Fourier transforms are as
smooth as possible. It is not clear to us whether or not these functions can be smooth
everywhere in R. What we can show is that, given any bounded interval (a, b), there exists
a generalized scaling function φ and a frame wavelet ψ associated to this multiplicity
function m both of whose Fourier transforms are C∞ on the interval (a, b).
The canonical GCMF h associated to m described in Theorem 3.6 is the 2π
periodization of the function h = √2χ(1/2)S. Let the kernel element zω as in Corollary
3.7 be π if ω ∈ [−π/7,π/7) ∪ ±[3π/7,π/2) and 0 otherwise. Following the ideas in
Corollary 3.7, we let p be a periodic real-valued C∞ function defined on [−π,π) that
satisfies the MRA mirror equation |p(ω)|2 + |p(ω + π)|2 = 2, and p(0) = √2. As in
Corollary 3.7, we define a new GCMF as follows:
h′(ω)=
{
p(ω), ω ∈ [−π/7,π/7)∪±[3π/7,4π/7)∪±[6π/7,π),√
2, ω ∈ ±[π/7,2π/7),
0, otherwise.
To ensure that h′ is as continuous as possible, we impose the following additional
conditions on the function p:
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(1) p(±π/7)=√2 and consequently p(±6π/7)= 0.
(2) p(±3π/7)= 0 and p(±4π/7)=√2.
Observe that h′ is C∞ everywhere except for jump discontinuities (with all derivatives zero
in a neighborhood of the discontinuity) at points congruent mod 2π to ±2π/7 and ±4π/7.
Recalling that the Fourier transform φˆ of the generalized scaling function will be defined
by
φˆ(ξ)=
∞∏
j=1
1√
2
h′
(
ξ
2j
)
,
we see that the only potential discontinuities of φˆ will occur at points where one of these
factors has a jump discontinuity, i.e., at points that are congruent to ±2π/7, ±4π/7 or
±(8π/7) mod 2π .
We wish now to impose extra conditions on the function p (equivalently on h′) so that
the Fourier transforms φˆ and ψˆ will be as smooth as possible, i.e., C∞ on a prescribed
bounded interval. Thus, fix a positive integer K . Assume the following extra conditions
on p:
(1) p
(
π ± π
7× 2k
)
= h′
(
π ± π
7× 2k
)
= 0 for all 0 k K.
(2) p
(
± π
7× 2K+1
)
= h′
(
± π
7× 2K+1
)
= 0.
Since we already have h′(±5π/7) = h′(±3π/7) = 0, condition (1) actually holds for
−2  k  K . As we have noted, φˆ is not C∞ (or even continuous) at a point ξ only if
for some j  1, ξ/2j is congruent to ±2π/7 or ±4π/7 mod 2π . However, φˆ would be
C∞ at such a point ξ if there exists a k > j such that h′ is C∞ and equal to 0 at ξ/2k , since
φˆ(ξ)=
j∏
l=1
1√
2
h′
(
ξ
2l
)
φˆ
(
ξ
2j
)
=
k∏
l=1
1√
2
h′
(
ξ
2l
)
φˆ
(
ξ
2k
)
.
Now, for any ξ ′ = ξ/2j of the form ξ ′ = 2nπ ± 2π/7, with 0 < |n|< 2K , we write n
uniquely as 2k × l where l is odd. Then φˆ(ξ ′) has a factor of h′(π ± π/(7× 2k)), which
is 0, showing that φˆ is C∞ at ξ . The same argument shows that φˆ is C∞ at ξ for ξ ′ of the
form 2nπ ± 4π/7 or 2nπ ± 8π/7, for 0 < |n| < 2K . Finally, if ξ is of the form ±2π/7,
±4π/7, or ±8π/7 (i.e., n= 0), then φˆ(ξ) contains the factor h′(π/(7×2K+1)), making φˆ
C∞ at ξ . Therefore, φˆ is C∞ on the interval (−2K+1π,2K+1π). Note also that φˆ(ξ)= 0
for any ξ in this interval that is congruent mod 2π to ±2π/7, ±4π/7, or ±6π/7.
From the consistency equation, we see that the complementary multiplicity function
m˜ only takes on the values 0 and 1, and in fact that m˜(ω) = 1 for ω ∈ [−2π/7,2π/7) ∪
±[4π/7,π). In accordance with Theorem 2.5, we define a CCMF g as follows:
g(ω)=

p(ω+ π), ω ∈ [0,π/7)∪ [3π/7,4π/7)∪ [6π/7,π),
−p(ω+ π), ω ∈ [−π,−6π/7)∪ [−4π/7,−3π/7)∪ [−π/7,0),√
2 ω ∈±[2π/7,3π/7),
0, otherwise.
Note that g has jump discontinuities only at points that are congruent mod2π to ±2π/7
and 6π/7.
Because the discontinuities of the CCMF g are at ±2π/7 and ±6π/7 mod 2π , it
follows that ψˆ , which is given by ψˆ(ξ) = (1/√2)g(ξ/2)φˆ(ξ/2), is C∞ on the interval
(−2K+2π,2K+2π).
Finally, to be sure that Corollary 3.7 applies, we must find a set B that satisfies the
conditions of that corollary. This will require yet some further conditions on p. Namely,
assume that there exists an = > 0 such that p(ω) = h′(ω) = 0 on ±(6π/7 − =,6π/7 +
=) ∪ (π − =,π + =), and that h′(ω) = 0 for all points not previously mentioned. We set
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B =±[6π/7,6π/7 + =) ∪ ±(π/(7 × 2K)− =/2K+3,π/(7 × 2K)+ =/2K+3), and check
directly that this B satisfies the requirements of Corollary 3.7.
Example 4.3. The Journé wavelet is the inverse Fourier transform of the characteristic
function of the set [−32π/7,−4π) ∪ [−π,−4π/7) ∪ [4π/7,π] ∪ [4π,32π/7), and has
multiplicity function
m(ω)=
{2, ω ∈ [−2π/7,2π/7),
1, ω ∈±[2π/7,4π/7)∪±[6π/7,π),
0, otherwise,
so that S1 = [−π,−6π/7)∪ [−4π/7,4π/7)∪ [6π/7,π) and S2 = [−2π/7,2π/7). Note
that S1 coincides with the set S of the preceding example.
We wish to construct an orthonormal wavelet ψ , whose associated multiplicity function
is the Journé multiplicity functionm, and whose Fourier transform is as smooth as possible.
We will use the constructions in Example 4.2.
The canonical GCMF h described in Theorem 3.6 is given by the 2π periodizations of
the following:
h1,1 =
√
2χ(1/2)S1,
h2,1 =
√
2χ[−π,−6π/7)∪[6π/7,π),
h1,2 = h2,2 = 0.
Note that h1,1 coincides with the GCMF h in Example 4.2. As in that example, let the
kernel element zω be π if ω ∈ [−π/7,π/7) ∪ ±[3π/7,π/2) and 0 otherwise. Let p be
the C∞, periodic function of Example 4.2, and define a a new GCMF h′i,j for the Journé
multiplicity function by
h′1,1(ω)=

√
2, ω ∈±[π/7,2π/7),
p(ω), ω ∈ [−π/7,π/7)∪±[3π/7,4π/7)∪±[6π/7,π),
0, otherwise,
h′2,1(ω)=
{
p(ω+ π), ω ∈ [0,π/7)∪ [6π/7,π),
−p(ω+ π), ω ∈ [−π,−6π/7)∪ [−π/7,0),
0, otherwise,
and h′1,2 = h′2,2 = 0.
Because the function h1,1 agrees with the function h′ of Example 4.2, we see that it is C∞
except at points that are congruent to ±2π/7 or ±4π/7 mod 2π . It is clear that h′2,1 is C∞
except at points that are congruent to ±6π/7 mod 2π .
The GCMF {h′i,j } is lower triangular, and the function φˆ1 coincides with the function φˆ
of Example 4.2, and so is C∞ on the interval [−2K+1π,2K+1π). The function φˆ2 is given
by
φˆ2(ξ)= h′2,1
(
ξ
2
)
φˆ1
(
ξ
2
)
,
showing that φˆ2 is C∞ on the same interval, because φˆ1 is 0 where h′2,1 has its
discontinuities.
Now we will construct the Fourier transform of the wavelet ψ , by building a CCMF
{g1,j }. Again, following the construction in Theorem 2.5, we may take for g1,1 the function
defined by
g1,1(ω)=

p(ω+ π), ω ∈ [3π/7,4π/7),
−p(ω+ π), ω ∈ [−4π/7,−3π/7),√
2, ω ∈ [2π/7,3π/7),
−√2, ω ∈ [−3π/7,−2π/7),
0, otherwise
and
g1,2(ω)=
{√
2, ω ∈ [−2π/7,2π/7),
0, otherwise.
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Note that the only points of discontinuity of g1,1 and g1,2 are points congruent to
±(2π/7) mod 2π . Therefore ψˆ , which is given by
ψˆ(ξ)= 1√
2
(
g1,1
(
ξ
2
)
φˆ1
(
ξ
2
)
+ g1,2
(
ξ
2
)
φˆ2
(
ξ
2
))
,
is C∞ on the interval [−2K+2π,2K+2π).
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