using cycle index generating functions. As an example of its power, it is proved independently in [F1] and [W2] that the n → ∞ limit of answer to Question 3 is (1 − 1 q 5 )/(1 + 1 q 3 ). At present there is no other method for deriving this result. The problem of bouding the rate of convergence to this limit gives a beautiful interplay between algebra and analysis, leading to interesting number theoretic biways. Extensions of the cycle index method to the set of all matrices and to other finite classical groups are sketched.
Section 3 shifts focus to the interplay between algebra and probability, giving a purely probabilistic picture of what the conjugacy class of a random element of GL(n, q) looks like. This leads one to define a probability measure M GL,u,q on the set of all partitions of all natural numbers. This measure is connected with the Hall-Littlewood symmetric functions. Exploiting this connection leads to several different methods for sampling from M GL,u,q and gives probabilistic proofs of group theoretic results typically proved by techniques such as character theory and Moebius inversion. Generalizations based on symmetric function theory emerge. Methods are given for sampling from M GL,u,q conditioned to live on partitions of a fixed size and for sampling from a q-analog of Plancherel measure. Particularly exciting is a Markov chain approach to sampling from M GL,u,q . An immediate consequence of the Markov chain viewpoint is a long sought probabilistic proof of the Rogers-Ramanujan identities. This proof is fundamentally different from all known proofs. It gives real insight into Bailey's Lemma (the key step in many of the known proofs of the Rogers-Ramanujan identities) and suggests generalizations to quivers. It would be criminal not to survey another measure P q on the set of all partitions of all integers. This measure relates to representation theory of the symmetric group, vertex operators, and Riemann surface theory. It too has a Markov chain description, from which analogs of the Rogers-Ramanujan identities can be deduced.
Section 4 considers variants of Section 3 for the finite unitary, symplectic, and orthogonal groups. Here too there is a lovely probabilistic approach to conjugacy classes. Whereas the results for the unitary case are nearly the same as for the general linear case, for the symplectic and orthogonal groups the connections with symmetric function theory are unclear. Nevertheless, at least in odd characteristic, the Markov chain viewpoint carries over. In short, there is a clear coherent probabilistic picture of the conjugacy classes of the finite classical groups.
Section 5 surveys probabilistic aspects of conjugacy classes in T (n, q), the group of n by n upper triangular matrices over the field F q with 1's along the main diagonal. Actually a simpler object is studied, namely the Jordan form of randomly chosen elements of T (n, q). One can sample from the corresponding measures on partitions. This ties in with symmetric function theory and potential theory on Bratteli diagrams.
We close the introduction by noting that the field surveyed in this article is young and evolving; much remains undiscovered. In particular, the appearance of the Rogers-Ramanujan identities suggests connections between the conjugacy classes of the finite classical groups and modular forms. The applications to computational group theory call for extensions of probability estimates discussed in Section 2 to maximal subgroups of finite classical groups, as classified by Aschbacher [As] . It would be marvellous if the program surveyed here carries over. The first step is understanding conjugacy classes and partial results can be found in the thesis [Mu] .
As complements to this article, the reader may enjoy the surveys [Sh2] , [Py1] , [Py2] , which have a very different focus.
Cycle Index Techniques
Before describing cycle index techniques for the finite classical groups, we mention that the cycle index techniques here are modelled on similar techniques for the study of conjugacy class functions on the symmetric groups. As Diaconis is writing a book chapter devoted to the symmetric group case, the analogy will not be developed. Fripertinger [Frip1] , [Frip2] studies cycle indices for the action on lines and applies them to the random generation of linear codes. As the emphasis here is on understanding what a random matrix looks like, the reader interested in his work should consult it directly.
Subsection 2.1 reviews the conjugacy classes of GL(n, q) and then discusses cycles indices for GL(n, q) and M at(n, q), the set of all n * n matrices with entries in the field of q elements. Subsection 2.2 describes some useful applications of cycle index techniques. Subsection 2.3 discusses generalizations of cycle indices to the finite classical groups. An intriguing functional equation between the cycle indices of the general linear and unitary groups is the subject of Subsection 2.4.
It is necessary to recall some standard notation. Let λ be a partition of some non-negative integer |λ| into parts λ 1 ≥ λ 2 ≥ · · ·. We will also write λ ⊢ n if λ is a partition of n. Let m i (λ) be the number of parts of λ of size i, and let λ ′ be the partition dual to λ in the sense that λ ′ i = m i (λ) + m i+1 (λ) + · · ·. Let n(λ) be the quantity i≥1 (i − 1)λ i and let (
The General Linear Groups
To begin we follow [St1] in defining a cycle index for GL(n, q), noting the influence of the earlier paper [Kun] . First it is necessary to understand the conjugacy classes of GL(n, q). As is explained in Chapter 6 of the textbook [Her] , an element α ∈ GL(n, q) has its conjugacy class determined by its rational canonical form. This form corresponds to the following combinatorial data. To each monic non-constant irreducible polynomial φ over F q , associate a partition (perhaps the trivial partition) λ φ of some non-negative integer |λ φ |. Let deg(φ) denote the degree of φ. The only restrictions necessary for this data to represent a conjugacy class are that |λ z | = 0 and φ |λ φ |deg(φ) = n.
An explicit representative of this conjugacy class may be given as follows. Define the companion matrix C(φ) of a polynomial φ(z) = z deg(φ) + α deg(φ)−1 z deg(φ)−1 + · · · + α 1 z + α 0 to be: For example, the identity matrix has λ z−1 equal to (1 n ) and an elementary reflection with a = 0 in the (1, 2) position, ones on the diagonal and zeros elsewhere has λ z−1 equal to (2, 1 n−2 ). Many algebraic properties of a matrix can be stated in terms of the data parameterizing its conjugacy class. For instance the characteristic polynomial of α ∈ GL(n, q) is equal to φ φ |λ φ (α)| and the minimal polynomial of α is equal to φ φ |λ φ,1 (α)| . Furthermore α is semisimple (diagonalizable over the algebraic closureF q ) precisely when all λ φ (α) have largest part at most 1.
To define the cycle index for GL(n, q), let x φ,λ be variables corresponding to pairs of polynomials and partitions. Define
It is well known (e.g. easily deduced from page 181 of [Mac] ) that the size of the conjugacy class of GL(n, q) corresponding to the data {λ φ } is
.
The formulas given for conjugacy class size in [Kun] and [St1] are written in different form; for the reader's benefit they have been expressed here in the form most useful to us. It follows that
This is the so-called cycle index. Let M at(n, q) be the set of all n * n matrices over the field F q . Completely analogous arguments [St1] show that
A natural project, extending the result for M at(n, q), is to find cycle indices for the adjoint action of finite groups of Lie types on their Lie algebras. Whether or not cycle indices exist for compact Lie groups is at present unclear.
Applications
This subsection connects cycle index technology with problems of concrete interest. Historically the first results with cycle indices appear in the papers [Kun] , [St1] , [GoSchm] . Rather than describing those results, we instead describe more recent work which arose out of theoretical need. Six examples are given; the first example is treated in detail and results for the other examples are sketched. Example 1: Cyclic and Separable Matrices Following [NP2] , a matrix α ∈ M at(n, q) operating on a vector space V is called cyclic if there is a vector v 0 ∈ V such that v 0 , v 0 α, v 0 α 2 , · · · span V . As is proved there, this is equivalent to the condition that the characteristic and minimal polynomials of α are equal.
The need to estimate the proportion of cyclic matrices arose from [NP1] in connection with analyzing the running time of an algorithm for deciding whether or not the group generated by a given set X of matrices in GL(n, q) contains the special linear group SL(n, q). Cyclic matrices also arise in recent efforts to improve upon the MeatAxe algorithm for computing modular characters [NP4] .
Letting c M (n, q) be the proportion of cyclic elements of M at(n, q), the paper [NP2] proves that
The cycle index approach is also informative, yielding a formula for the n → ∞ limit of C M (n, q), denoted by c M (∞, q). For the argument two lemmas are useful, as is some notation. Let N d (q) be the number of degree d irreducible polynomials over the field F q . In all that follows φ will denote a monic irreducible polynomial over F q . Given a power series
Lemma 1
as a geometric series and using unique factorization in 
Proof: Recall that α is cyclic precisely when its characteristic polynomial and minimal polynomials are equal. From Subsection 2.1, these polynomials are equal when all λ φ have at most one part. In the cycle index for M at(n, q) set x φ,λ = 1 if λ has at most 1 part and x φ,λ = 0 otherwise. It follows that
).
By Lemma 1 this equation can be rewritten as
Recall that a product
(1 + a n ) converges absolutely if the series |a n | converges. Thus using the crude bound
is analytic in a disc of radius greater than 1. Lemma 2 implies that
Applying Lemma 1 (with u =
The next challenge is to bound the convergence rate of c M (n, q) to c ∞ (n, q). Wall [W2] found a strikingly simple way of doing this by relating the cycle index of cyclic matrices to the cycle index of the set of matrices whose characteristic polynomial is squarefree (these matrices are termed separable in [NP2] ). To state the result, let s M (n, q) be the probability that an n * n matrix is separable. Next let C M (u, q) and S M (u, q) be the generating functions defined as
Proof: The proof of Theorem 1 shows that
A matrix is separable if and only if all λ φ have size 0 or 1. Hence
The result follows. 2
Proof: Taking coefficients of u n+1 on both sides of Lemma 3 gives the relation
We conclude discussion of this example with several remarks.
1. As mentioned in the introduction, the n → ∞ limiting probability that an element of GL(n, q) is cyclic is (1 − 1 q 5 )/(1 + 1 q 3 ). For large q this goes like 1 − 1/q 3 . The moral reason for this is a result of Steinberg [Stei] stating that the set of non-regular elements in an algebraic group has co-dimension 3. In type A, regular (i.e. centralizer of minimum dimension) and cyclic elements coincide, but not always. For more discussion on this point, see [NP2] , [FNP1] , [FNP2] .
2. The generating functions S M (u, q) and C M (u, q) have intriguing analytical properties. It is proved in [W2] that
Thus S M (u, q) has a pole at 1 and S M (u, q) − 1 1−u can be analytically extended to the circle of radius q. Analogous properties hold for C M (u, q) by means of Lemma 3.
3. The limits s M (∞, q) and s GL (∞, q) are in [F1] , [W2] . Bounding the rate of convergence of s M (n, q) to s M (∞, q) leads to interesting number theory. Let p(d) be the number of partitions of d and let
4. Lehrer [Leh] expresses s M (n, q) and s GL (n, q) as inner products of characters in the symmetric group and proves a stability result about their expansions in power of q −1 . See also [W2] and [LehSe] .
5. The results of [F2] and [W2] surveyed above are extended to the finite classical groups in [FNP1] . The paper [FlJ] gives formulas for the chance of being separable in groups such as SL(n, q) (i.e. semisimple and simply connected).
6. The paper [NiP] studies the recognition algorithm for classical groups over finite fields. For integers b, e > 1 a primitive prime divisor of b e − 1 is a prime dividing b e − 1 but not dividing b i − 1 for any i with 1 ≤ i < e. An element of GL(n, q) is called a primitive prime divisor (ppd) element if its order is divisible by a primitive prime divisor of q e − 1 with n/2 < e ≤ n. The analysis in [NiP] uses elegant bounds on the proportions of ppd elements in the finite classical groups. It would be interesting to compare their bounds with those given by a cycle index approach.
Example 2: Eigenvalue free matrices The paper [NP3] studies eigenvalues free matrices over finite fields as a step in obtaining estimates of cyclic probabilities in orthogonal groups [NP5] . It is interesting that the study of eigenvalue free matrices was the motivation for the original papers [Kun] , [St1] , the latter of which proves that the q → ∞ limit of the chance that an element of GL(n, q) has no eigenvalues is 1 e . The probability that a random element of S n has no fixed points is also 1 e . This is not coincidence; in general the q → ∞ limit of the chance that the characteristic polynomial of a random element of M at(n, q) factors into n i degree i irreducible factors is the same as the probability that an element of S n factors into n i cycles of degree i. This is proved at the end of [St1] and is extended to finite Lie groups in [F1] using the combinatorics of maximal tori. There is another interesting line of argument which should be mentioned. One can prove that for large q the factorization type of the characteristic polynomial of a random element of M at(n, q) and the factorization type of a random degree n polynomial over F q have the same distribution as q → ∞ [HSchm] . Now the factorization type of a random degree n polynomial over F q has same distribution as the cycle type of a q-shuffle on n cards [DiaMiPi] , and as q → ∞ a q-shuffle converges to a random permutation. The connection of Lie theory with card shuffling may seem adhoc, but is really the tip of a deep iceberg. For this the reader should consult the series of papers of the author surveyed in [F7] .
Example 3: Generating transvections Recall that the motivation behind Example 1 was a group recognition problem, i.e. trying to determine whether or not the group generated by a given set X of matrices in GL(n, q) contains the special general linear group SL(n, q). However the problem still remains of making the recognition algorithm constructive. For instance if the group generated by X is GL(n, q) it would be desirable to write any element of GL(n, q) as a word in X.
The paper [CeLg] proposes such a constructive recognition algorithm. An essential step involves constructing a transvection, that is a non-identity element of SL(n, q) with an n − 1 dimensional fixed space. This in turn is done in two steps. First, find an element α of GL(n, q) conjugate to diag(C((z − τ ) 2 ), R) where C is the companion matrix as in Subsection 2.1 and R is semisimple without τ as an eigenvalue. Second, one checks that raising α to the least common multiples of the orders of τ and R gives a transvection.
Thus it necessary to bound the number of feasible α in the first step. Such α have conjugacy class data λ z−τ = (2) and all other λ φ have largest part at most 1. The cycle index approach gives bounds improving on those in [CeLg] ; see [FNP1] for the details.
Example 4: Semisimple matrices A fundamental problem in computational group theory is to construct an element of order p. Given a group element g with order a multiple of p, this can be done by raising g to an appropriate power. It is proved in [IsKanSp] that if G is a permutation group of degree n with order divisible by p, then the probability that a random element of G has order divisible by p is at least 1 n . Their proof reduces the assertion to simple groups and then uses the classification of simple groups. Let us consider the group GL(n, q), which is not simple, but is close enough to simple to be useful for the application at hand. When p is the characteristic of the field of definition of GL(n, q), an element has order prime to p precisely when it is semisimple. Thus the problem is to study the probability that an element of GL(n, q) is semisimple. The paper [GuLub] shows that if G is a simple Chevalley group, then the probability of being not semisimple is at most 3/(q −1)+2/(q −1) 2 and thus at most c/q for some constant c as conjectured by Kantor.
As mentioned earlier, a matrix α is semisimple if and only if all λ φ (α) have largest part size at most 1. Stong [St1] used cycle indices to obtain asymptotic bounds for the probability that an element of GL(n, q) is semisimple. The thesis [F1] used the Rogers-Ramanujan identities to prove that the n → ∞ probability that an element of GL(n, q) is semisimple is
The paper [FNP1] gives effective bounds for finite n.
Example 5: Order of a matrix A natural problem is to study the order of a random matrix. This has been done in [St2] and [Schm] ; see also the remarks in Subsection 3.4 and very preliminary calculations for other classical groups in [F1] . Shalev [Sh1] uses facts about the distribution of the order of a random matrix together with Aschbacher's study of maximal subgroups of classical groups [As] as key tools in studying the probability that a random element of GL(n, q) belongs to an irreducible subgroup of GL(n, q) that does not contain SL(n, q). As explained in [Sh1] this has a number of appications; for instance it leads to a proof that if x is any non-trivial element of P SL(n, q) then the probability that x and a randomly chosen element y generate P SL(n, q) tends to 1 as q → ∞. Shalev [Sh1] asks for extensions of these results to other finite classical groups.
It is also useful to count elements of given orders (e.g. 2 or 3) in classical groups and their maximal subgroups. The motivation for this is the study of finite simple quotients of P SL(2, Z); a group G is a quotient of P SL(2, Z) if and only if G =< x, y > with x 2 = y 3 = 1. For further discussion, see [Sh2] .
Example 6: Random number generators, random elements We follow [MarTs] in indicating the relevance of random matrix theory to the study of random number generators. Suppose one wants to test a mechanism for generating a random integer between 0 and 2 8 − 1. In base 2 these are length 8 binary vectors. Generating say n of these and listing them gives an n * 8 matrix. If the random generator were perfect, the arising matrix would be random. One could choose a statistic such as the rank of a matrix and compare of the generation method with theory. The point is that to compare with theory one needs a statistical analysis of random matrices.
A statistical understanding of group elements is also useful for evaluating the converge rate of Markov chain methods for the generation of random or nearly random group elements. The paper [CeLgMuNiOb] is a good example.
Generalization to the Classical Groups
This subsection will focus on the finite unitary groups, with remarks about symplectic and orthogonal groups at the end.
The unitary group U (n, q) can be defined as the subgroup of GL(n, q 2 ) preserving a nondegenerate skew-linear form. Recall that a skew-linear form on an n dimensional vector space V over F q 2 is a bilinear map <, >: V × V → F q 2 such that < x, y >=< y, x > q (raising to the qth power is an involution in a field of order q 2 ). One such form is given by < x, y >= n i=1 x i y q i . Any two non-degenerate skew-linear forms are equivalent, so that U (n, q) is unique up to isomorphism.
Wall [W1] parametrized the conjugacy classes of the finite unitary groups and computed their sizes. To describe his result, an involution on polynomials with non-zero constant term is needed. Given a polynomial φ with coefficients in F q 2 and non vanishing constant term, define a polynomial
where φ q raises each coefficient of φ to the qth power. Writing this out, a polynomial
q . An element α ∈ U (n, q) associates to each monic, non-constant, irreducible polynomial φ over F q 2 a partition λ φ of some non-negative integer |λ φ | by means of rational canonical form. The restrictions necessary for the data λ φ to represent a conjugacy class are that |λ z | = 0, λ φ = λφ, and that φ |λ φ |deg(φ) = n.
Using formulas for conjugacy class sizes from [W1] together with some combinatorial manipulations, the following unitary group cycle index was derived in [F1] . The products in the theorem are as always over monic irreducible polynomials.
Cycle indices for the symplectic and orthogonal groups are a bit trickier to establish from Wall's formulas and are considered in [F1] , [F2] . To the treatment there we add one remark which may be of use to reader. The paper [F2] only wrote out an explicit formula for the cycle index for the sum of +,− type orthogonal groups. To solve for an individual orthogonal group, it is necessary to average that formula with a formula for the difference of +,− type orthogonal groups (this procedure is carried out in a special case in [FNP1] ). In general, the formula for the difference of orthogonal groups is obtained from the formula for the sum of orthogonal groups as follows. First, for the polynomials z ± 1, replace terms corresponding to partitions with an odd number of odd parts by their negatives. Second, for polynomials invariant under˜, replace terms corresponding to partitions of odd size by their negatives.
A Functional Equation
This subsection describes a curious functional equation between cycle indices of the general linear and unitary groups [FNP1] . For instance letting C GL (u, q) and C U (u, q) be the cycle index generating functions for cyclic matrices in the general linear and unitary groups respectively, the functional equation states that
To begin letÑ (d, q) be the number of monic, irreducible polynomials φ of degree d over F q 2 such that φ is invariant under the involution of Subsection 2.3. Let µ be the Moebius function of elementary number theory.
The rest of this subsection follows [FNP1] . It is well known that
If d is even the second sum vanishes since any r appearing in it must be divisible by 4. If d is odd the second sum is equal to −
Theorem 4 Consider a set of matrices defined by restrictions on the data λ φ , where the restrictions are independent of the polynomial φ. Let F GL (u, q) and F U (u, q) be the generating functions for the probabilities of obtaining such a matrix when choosing uniformly from the GL or U respectively. Then
where g(λ, u, q) is some function and we used Lemma 3. The right hand side is
Thus it is sufficient to prove that
This follows from Theorem 3 and Lemma 4. 2
General Linear Groups
The purpose of this section is to give different ways of understanding the conjugacy class of a random element of GL(n, q). Subsection 3.1 will show how this leads naturally to the study of certain probability measures M GL,u,q on the set of all partitions of all natural numbers. Many ways of generating partitions distributed according to these measures will be given, yielding a proof of the Rogers-Ramanujan identities. Comparisons will be made with quivers and the uniform measure on partitions.
Measures on Partitions
This subsection follows [F1] , except for the proof of Lemma 5 which is from [St1] . The goal is to obtain a clear description of the conjugacy class of a random element of GL(n, q). For this the following definition will be fundamental. Definition: The measure M GL,u,q on the set of all partitions of all natural numbers is defined by
Lemma 5 proves that for q > 1 and 0 < u < 1, the measure M GL,u,q is in fact a probability measure. There are at least three other proofs of this fact: an argument using q series, specializing an identity about Hall-Littlewood polynomials, or a slick argument using Markov chains and an identity of Cauchy. This third argument will be given in Subsection 3.5.
Lemma 5 If q > 1 and 0 < u < 1, then M GL,u,q defines a probability measure.
Proof: M GL,u,q is clearly non-negative when q > 1 and 0 < u < 1. Stong [St1] established the equivalent identity
by the following reasoning.
First observe that unipotent elements of GL(n, q) corresponding to nilpotent n * n matrices (subtract the identity matrix), and that the number of nilpotent n * n matrices is q n(n−1) by the Fine-Herstein theorem [FeinHer] . The number of unipotent elements in GL(n, q) can be evaluated in another way using the cycle index of the general linear groups. Namely set x φ,λ = 1 if φ = z − 1 and 0 otherwise. One concludes that
Now multiply both sides by u n , sum in n, and apply Euler's identity
The measure M GL,u,q is the fundamental object for understanding the probability theory of conjugacy classes of GL(n, q). This emerges from Theorem 5.
Theorem 5
1. Fix u with 0 < u < 1. Then choose a random natural number N with probability of getting n equal to (1 − u)u n . Choose α uniformly in GL(N, q). Then the random partitions λ φ (α) are independent random variables, with λ φ distributed according to the measure
2. Choose α uniformly in GL(n, q). Then as n → ∞, the random partitions λ φ (α) are independent random variables, with λ φ distributed according to the measure M GL,1,q deg(φ) .
Proof: Recall the cycle index factorization
Setting all x φ,λ equal to 1 and using Lemma 5 shows that
Taking reciprocals and multiplying by the cycle index factorization shows that
This proves the first assertion of the theorem. For the second assertion, use Lemma 2 from Subsection 2.2. 2
Remarks:
1. Theorem 5 has an analog for the symmetric groups [LlSh] . The statement is as follows. Fix u with 0 < u < 1. Then choose a random natural number N with probability of getting n equal to (1−u)u n . Choose π uniformly in S N . Letting n i be the number of i-cycles of π, the random variables n i are independent, with n i distributed as a Poisson with mean
i . Furthermore if one chooses π uniformly in S n and lets n → ∞, then the random varialbes n i are independent random variables, with n i distributed as a Poisson(
2. The idea of performing an auxilliary randomization of n is a mainstay of statistical mechanics, known as the grand canonical ensemble. For a clear discussion see Sections 1.7, 1.9, and 4.3 of [Fey] .
Symmetric Function Theory
The aim of this subsection is two-fold. First, the measures M GL,u,q are connected with the HallLittlewood symmetric functions. Second, we mention measures generalizing M GL,u,q defined using Macdonald polynomials. Connections with recent work of Okounkov are pointed out. The basic references for symmetric functions are [Mac] and [Sta1] .
To begin, we recall the Hall-Littlewood symmetric functions, which arise in many parts of mathematics. There is an explicit formula (which will not be used but is included for completeness) for the Hall-Littlewood polynomials. Let the permutation w act on the x-variables by sending x i to x w(i) . There is also a coordinate-wise action of w on λ = (λ 1 , · · · , λ n ) and S λ n is defined as the subgroup of S n stabilizing λ in this action. Recall that m i (λ) is the number of parts of λ of size i. For a partition λ = (λ 1 , · · · , λ n ) of length ≤ n, two formulas for the Hall-Littlewood polynomial are (page 208 of Macdonald [Mac] ):
Here w acts on the x-variables. At first glance it is not obvious that these are polynomials, but the denominators cancel out after the symmetrization. The Hall-Littlewood polynomials interpolate between the Schur functions (t = 0) and the monomial symmetric functions (t = 1). Theorem 6 relates the measures M GL,u,q to the Hall-Littlewood polynomials. This will be crucial for developing a probabilistic understanding of M GL,u,q in Subsections 3.3 and 3.4 (although the Markov chain approach and its application to the Rogers-Ramanujan identities in Subsections 3.5,3.6 use no symmetric function theory). Recall that n(λ)
2 . Theorem 6 was exploited in [F1] and follows easily from Example 2a on page 219 of [Mac] .
Next we remark that the measure M GL,u,q is a very special case of measures defined using Macdonald polynomials. As the general case is considered in [F1] , [F3] , only one other case of interest will be discussed here: that of Schur functions. The measure depends on two infinite sets of variables x i , y i and assigns λ mass equal to s λ (x i )s λ (y i ) i,j (1 − x i y j ). It will be denoted M Sc,x,y .
Let us indicate how various specialization of M Sc,x,y are of interest. The discussion will be very brief so as not to lose focus, but references to the literature are given. As noted in [F3] , setting x i = q i , y i = q i−1 defines a measure on partitions which when conditioned to live on partitions of a given size defines a natural q-analog of Plancherel measure, related to the unipotent representations of GL(n, q). It should be remarked that Plancherel measure, defined from the representation theory of the symmetric group, is related both to random permutations (distribution of increasing subsequences) and to random Hermitian matrices (distribution of the largest eigenvalues). For these connections see the beautiful papers [BaDJ] , [BOl] , [Jo] , [Kup] , [O2] . Okounkov [O1] considers other specializations of M Sc,x,y which give the Poissonized Plancherel measure and z-measures which are important in representation theory.
A truly remarkable calculation concerning the measures M Sc,x,y was carried out in [O1] . To describe the result, define the modified Frobenius coordinates F r(λ) of a partition λ to be the set {λ i − i + 1/2} ⊂ Z + 1/2. Let X be any finite subset of Z + 1/2. Okounkov (loc. cit.) proves that the M Sc,x,y probability that
and
It would be very interesting to perform similar calculations for the measure M GL,u,q .
Sampling Algorithms and Applications
The purpose of this subsection is to describe several purely probabilistic methods for sampling from the distribution M GL,u,q . As applications, we sketch probabilistic proofs of the identities
and indicate their group theoretic meaning. The results in this subsection are based on [F1] and [F3] , except for the remarks on how to make the algorithms terminate in finite time, which are joint work with Mark Huber. Proofs will be omitted as they are lengthy combinatorial excursions, but the role of the Hall-Littlewood polynomials in discovering these algorithms will be emphasized. (We remark for culture that the problem of efficiently generating a uniform element of GL(n, q) has been solved using the Bruhat decomposition [Pa] -see [Ra] for references to the coding theory literature).
To begin we state an algorithm we have called the Young Tableau Algorithm.
The Young Tableau Algorithm
Step 0 Start with N = 1 and λ the empty partition. Also start with a collection of coins indexed by the natural numbers, such that coin i has probability u q i of heads and probability 1 − u q i of tails.
Step 1 Flip coin N .
Step 2a If coin N comes up tails, leave λ unchanged, set N = N + 1 and go to Step 1.
Step 2b If coin N comes up heads, choose an integer S > 0 according to the following rule. Set S = 1 with probability
. Set S = s > 1 with probability
. Then increase the size of column s of λ by 1 and go to Step 1.
As an example of the Young Tableau Algorithm, suppose we are at Step 1 with λ equal to the following partition:
Suppose also that N = 4 and that coin 4 had already come up heads once, at which time we added to column 1, giving λ. Now we flip coin 4 again and get heads, going to Step 2b. We add to column 1 with probability
, to column 2 with probability
, to column 3 with probability
, to column 4 with probability 0, and to column 5 with probability q 4 −q 3 q 4 −1 . We then return to Step 1.
Theorem 7 For 0 < u < 1 and q > 1, the Young Tableau Algorithm generates partitions which are distributed according to the measure M GL,u,q .
To give a bit of a insight into the proof of Theorem 7, we remark that it was deduced by proving a stronger result (Theorem 8) inductively and then taking the N → ∞ limit. As is clear from the statement of Theorem 8, the connection with Hall-Littlewood polynomials (in particular the ability to truncate them) was crucial.
Theorem 8 Let P N (λ) be the probability that the algorithm outputs λ when coin N comes up tails. Then
Next we indicate how to make the Young Tableau Algorithm run on a computer, so as to terminate in finite time. The results in this and the following two paragraphs are joint with Mark Huber. Let a N be the number of times that coin N comes up heads; the idea is to first determine the random vector (a 1 , a 2 , · · ·) and then grow the partitions as in Step 2b of the Young Tableau Algorithm. So let us explain how to determine (a 1 , a 2 , · · ·). For N ≥ 1 let t (N ) be the probability that all tosses of all coins numbered N or greater are tails. For N ≥ 1 and j ≥ 0 let t (N ) j be the probability that some toss of a coin numbered N or greater is a head and that coin N comes up heads j times. It is simple to write down expressions for t (N ) , t 
1 , · · · and seeing where U is located, one arrives at the value of a 1 . Furthermore, if U landed in the interval of length t (1) then all coins come up tails and the algorithm is over. Otherwise, move on to coin 2, dividing [0, 1] into intervals of length t (2) , t
1 , · · · and so on. For 0 < u < 1 and q the size of a finite field, this algorithm terminates quickly. The probability of the algorithm stopping after the generation of the first uniform in [0, 1] is
where the second inequality is Corollary 3.6 of [NP2] . Should it be necessary to generate future uniforms, the same argument shows that the algorithm stops after each one with probalility at least 1/2.
Next let us indicate how the Young Tableau Algorithm leads to a proof of the identity
(When u = 1, a cycle index argument along the lines of Proposition 5 shows that this identity implies Steinberg's count of unipotent elements in GL(n, q)). To prove the identity, observe from the Young Tableau Algorithm that the size of the partition is equal to the total number of coins which come up heads. The r = i term of the product on the right hand side corresponds to the tosses of coin i, and these terms are multiplied because the coin tosses of different coins are independent. The proof is complete.
Recall that a standard Young tableau T of size n is a partition of n with each dot replaced by one of {1, · · · , n} such that each of {1, · · · , n} appears exactly once and the numbers increase in each row and column of T . For instance, 1 3 5 6 2 4 7 8 9 is a standard Young tableau. The Young Tableau Algorithm is so named because numbering the dots in the order in which they are created gives a standard Young tableau. Remarkably, there is a formula for the probability of getting a given standard Young tableau after the N th coin comes up tails in the Young Tableau Algorithm. For its statement, some notation is needed. Let T (i,j) be the entry in the (i, j) position of T (recall that i is the row number and j the column number). For j ≥ 2, let A (i,j) be the number of entries (i ′ , j − 1) such that T (i ′ ,j−1) < T (i,j) . Let B (i,j) be the number of entries (i ′ , 1) such that T (i ′ ,1) < T (i,j) . For instance the tableau 1 3 5 6 2 4 7 8 9 has T (1,3) = 5. Also A (1,3) = 2 because there are 2 entries in column 3 − 1 = 2 which are less than 5. Finally, B (1,3) = 2 because there are 2 entries in column 1 which are less than 5.
Theorem 9 Let P N (T ) be the probability of getting the standard Young tableau T after the N th coin comes up tails in the Young Tableau Algorithm. Then Then the following formula holds:
where the sum is over all directed paths γ from the empty partition to λ, and the γ i are the partitions along the path γ.
A consequence of Corollary 2 is a probabilistic proof of the identity
We omit the details of this deduction, but emphasize two points. First, the factorization on the right hand side has the interpretation of certain random variables being conditionally independent. To explain, let T be a standard Young tableau with k parts. For 1 ≤ m ≤ k − 1, let h m (T ) is the number of dots added to T after it becomes a tableau with m parts and before it becomes a tableau with m + 1 parts and let h k (T ) is the number of dots added to T after it becomes a tableau with k parts. The above identity is proved by showing that if one conditions T chosen from the measure M GL,u,q on having k parts, then the random variables h 1 (T ), · · · , h k (T ) are independent geometrics with parameters u q , · · · , u q k . The second point deserving emphasis is that a cycle index argument shows that the above identity implies the following result of Rudvalis and Shinoda [RuShi] , [Shi] . Let P GL,n (k, q) be the chance that the fixed-space of an element of GL is k dimensional, and let P GL,∞ (k, q) be the n → ∞ limit of P GL,n (k, q). Then
The key point in this deduction is the lemma that the dimension of the fixed space of an element α in GL(n, q) is the number of parts in the partition λ z−1 (α). As explained in the previous paragraph, the Young Tableau Algorithm gives a probabilistic interpretation to the products on the right-hand side.
To conclude this subsection, we mention another method for sampling from the measure M GL,u,q . Although the following algorithm resembles the Young Tableau Algorithm in that coin tossing is involved, the two algorithms are very different. In particular, the following growth algorithm has generalizations to other symmetric functions. In part for this reason, we view the Young Tableau Algorithm as the deeper discovery.
Alternative Algorithm for Sampling from M GL,u,q
Step 0 Start with λ the empty partition and N = 1. Also start with a collection of coins indexed by the natural numbers such that coin i has probability u q i of heads and probability 1 − u q i of tails.
Step 2b If coin N comes up heads, let j be the number of the last column of λ whose size was increased during a toss of coin N (on the first toss of coin N which comes up heads, set j = 0). Pick an integer S > j according to the rule that S = j + 1 with probability q −λ ′ j+1 and S = s > j + 1 with probability q −λ ′ s − q −λ ′ s−1 otherwise. Then increase the size of column S of λ by 1 and go to Step 1.
For example, suppose one is at Step 1 with λ equal to the following partition:
Suppose also that N = 4 and that coin 4 had already come up heads once, at which time one added to column 1, giving λ. Now one flips coin 4 again and get heads, going to Step 2b. One has that j = 1. Thus one adds a dot to column 1 with probability 0, to column 2 with probability 1 q 2 , to column 3 with probability 1 q − 1 q 2 , to column 4 with probability 0, and to column 5 with probability 1 − 1 q . One then returns to Step 1. Note that the dots added during the tosses of a given coin form a horizontal strip.
This algorithm can be made to run on a computer, using exactly the same method as for the Young Tableau Algorithm.
Sampling for a Given Size
This subsection explains how to modify the sampling methods of Subsection 3.3 to sample from partitions of a given size. These results are joint with Mark Huber.
Before stating the results, it is worth indicating why they are important. Consider conditioning the measure M GL,1,q to live on partitions of size n. Then the chance of a partition λ is simply the probability that a unipotent element of GL(n, q) has Jordan form of type λ. As one example of why this distribution on partitions is interesting, we indicate its relevance to the problem of studying the order of a random element α of GL(n, q) (which is important for reasons explained in Subsection 2.2).
First recall that any element α in GL(n, q) can be written uniquely as the product α s α u where α s is semisimple and α u is unipotent, and everything in sight commutes. Since α s and α u commute and have relatively prime orders, the order of their product is the product of their orders. Thus the average order of a random element of GL(n, q) is given by 1 |GL(n, q)| α∈GL(n,q) α semisimple order(α)
where Cent G (x) denotes the centralizer in the group G of an element x. The point is that the centralizer of a semisimple element in GL(n, q) is the direct product of certain finite general linear groups. Consequently understanding the term
requires understanding the order of a random unipotent element of a finite general linear group. (The order of α is determined by its characteristic polynomial). Now if β is unipotent then the length of the longest part of the partition λ z−1 (β) determines the order of β. More precisely, let p be the characteristic of the field and let i be the length of the longest part in the partition λ z−1 (α). Then the order of α is p a , where a is determined by the condition p a−1 < i ≤ p a . The distribution on partitions of size n given by taking λ z−1 of a uniformly chosen unipotent element in GL(n, q) is the same as the distribution given by conditioning M GL,u,q (for any u) to live on partitions of size n. This motivates the study of the measure M GL,u,q conditioned to live on partitions of size n.
Algorithm for Sampling from M GL,u,q given that |λ| = n
Step 0 Start with N = 1 and λ the empty partition.
Step 1 If n = 0 then stop. Otherwise set h = 1 − 1 q n .
Step 2 Flip a coin with probability of heads h.
Step 2a If the toss of Step 2 came up tails, increase the value of N by 1 and go to Step 2.
Step 2b If the toss of Step 2 comes up heads, decrease the value of n by 1, increase λ according to the rule of Step 2b of the Young Tableau Algorithm (which depends on N ), and then go to Step 1.
Theorem 10 will show that the above algorithm samples from M GL,u,q conditioned to live on partitions of size n. It is perhaps surprising that unlike the Young Tableau Algorithm, the probability of a coin coming up heads is independent of the coin number; it depends only on the number of future heads needed to get a partition of size n.
Lemma 6 Let N i be the number of times that coin i comes up heads in the Young
Tableau Algorithm with u = 1 and let N i be the infinite vector with ith component N i .
The probability that
Proof: The first assertion is clear. The second assertion is well known in the theory of partitions, but we argue probabilistically. Multiply both sides by For Theorem 10 the notation Prob. is shorthand for the probability of an event.
Theorem 10 The algorithm for sampling from M GL,u,q conditioned to live on partitions on size n is valid.
Proof: From the formula for M GL,u,q , the conditioned measure for M GL,u,q is the same as for M GL,1,q . Now let n i be the number of times that coin i comes up heads in the Young Tableau Algorithm. Letting | denote conditioning, it suffices to show that
In fact (for reasons to be explained later) we compute a bit more, namely the conditional probability that n i = a given that j≥i n j = s. By definition this conditional probability is the ratio
The numerator and denominator are computed using Lemma 7 as follows:
Thus P rob.(n i = 0| j≥i n j = s) = 1 q s and the result follows. 2 Remarks 1. The reason for computing the conditional probability that n i = a given that j≥i n j = s in the proof of Theorem 10 is that one can then clearly modify the Alternate Algorithm for sampling from M GL,u,q in Subsection 3.3 to sample partitions of a given size.
2. From Theorem 10 it is clear that the length of the first row in the conditioned measure is nearly n. In fact as n → ∞ the number of parts in the conditioned measure is finite with probability 1. The chance of k parts in the limit is
, as can be deduced from Lusztig's count of nilpotent matrices of a given rank [Lus] .
As mentioned in Subsection 3.2 there is a natural measure M P l,q on the set of all partitions of all integers which when conditioned to live on partitions of a given size gives a q-analog of Plancherel measure [F3] . In what follows J a (q) is the polynomial discussed on pages 52-54 of [F1] , h(s) denotes the hook-length of a dot in λ [Mac] and [n] = q n −1 q−1 is the q-analog of the number n.
Algorithm for Sampling from M P l,q for q > 1 given that |λ| = n
Step 0 Start with λ the empty partition.
Step 1 If n = 0 then stop. Otherwise choose a with 0 ≤ a ≤ n with probability
Then increase λ to Λ with probability
if Λ − λ is a horizontal strip of size a and with probability 0 otherwise. Finally replace n by n − a and repeat Step 1.
Theorem 11 proves that the algorithm for sampling from M P l,q conditioned to live on |λ| = n works.
Lemma 7 Let N i be the number of times that coin i comes up heads in the algorithm from [F3] for sampling from the measure M P l,q and let N i be the infinite vector with ith component N i .
2.
Proof: The argument is analogous to the proof of Lemma 6, using the background material in Section 2.9 of [F1] . 2
Theorem 11
The algorithm given for sampling from M P l,q with q > 1 conditioned to live on |λ| = n is valid.
Proof: By reasoning analogous to that in Theorem 10, one calculates that for the algorithm from [F3] for sampling from M P l,q P rob(n i = a,
The conditional probability that n i = a given that j≥i n j = s is the ratio of these probabilities. Observing that the conditional probability that n i = a given that j≥i n j = s is independent of i and is non-zero for some a > 0 if n > 0, the result follows from the algorithm for sampling from M P l,q in [F3] . 2
To conclude we remark that from the algorithm in [F3] for sampling from M P l,q , one can infer by conditioning arguments a growth algorithm for the conditioned version of M P l,1 . The resulting algorithm is precisely the well-known hook walk of [GrNiWi] .
Markov Chain Approach
The main result in this subsection is yet another method for understanding the measure M GL,u,q probabilistically. This method uses a suprising connection with Markov chains. The Markov chain which arises is defined on the natural numbers and is diagonalizable with eigenvalues 1, u q , u 2 q 4 , · · ·. It will be used to give a probabilistic proof of the Rogers-Ramanujan identities in Subsection 3.6. The results in this section are based on the paper [F5] .
It is convenient to set λ ′ 0 (the height of an imaginary zeroth column) equal to ∞. For the entirety of this subsection, let P (a) be the M GL,u,q probability that λ ′ 1 = a. Theorem 12, which makes the connection with Markov chains, will be proved in two ways. The first proof is given in the interest of clarity. The second proof is completely elementary, reproving along the way that M GL,u,q is a probability measure (Lemma 5 of Subsection 3.1), showing that the asserted Markov transition probabilities add to one, and giving a new proof of the formula for P (a).
Theorem 12 Starting with
Then the resulting partition is distributed according to M GL,u,q .
Proof: The M GL,u,q probability of choosing a partition with λ ′ i = r ′ i for all i is
Thus it is enough to prove that
The equation
is given a probabilistic proof in [F1] , [F3] . For an elementary proof of this identity, see the second proof of this theorem. Next, one calculates that
Similarly, observe that
Thus the ratio of these two expressions is
Proof: (Second Proof) This proof needs only that M GL,u,q is a measure; it will emerge that M GL,u,q is a probability measure. For this proof P (a) denotes the M GL,u,q mass that λ ′ 1 = a. As before one has that
Since M GL,u,q is a measure, it follows that
From this recursion and the fact that P (0) = ( u q ) ∞ , one solves for P (a) inductively, finding that
Identity 2.2.8 on page 20 of [A1] now implies that a P (a) = 1, so that M GL,u,q is a probability measure. 2
The algorithm of Theorem 12 is nice in that it runs on a computer and terminates after a finite amount of time. (This uses the well known fact that to sample from a discrete distribution one divides [0, 1] into intervals of the appropriate lengths and generates a uniform variable in [0, 1]).
Theorem 13 explicitly diagonalizes the transition matrix K, which is fundamental for understanding the Markov chain. Note that if the current distribution of the Markov chain is given by a row vector, the distribution at the next step is obtained by multiplying the row vector on the right by K.
Theorem 13
1. Let C be the diagonal matrix with (i, i) entry (
Let A be the matrix
. Then the columns of A are eigenvectors of M for right multiplication, the jth column having eigenvalue
The inverse matrix
Proof: The first part is obvious. The second part is a special case of Lemma 1 of [Br1] . The third part is a lemma of [A3] . 2
We discovered the diagonalization in Theorem 13 using Mathematica. Of course for any upper triangular matrix with distinct eigenvalues there is an algorithm for performing such diagonalizations; in this sense Theorem 13 is automatic. Corollary 3 will be useful for the proof of the Rogers-Ramanujan identities in Section 3.6. In the case L → ∞ and j = 0, it becomes the so called Rogers-Selberg identity.
Corollary 3 Let E be the diagonal matrix with (i, i) entry
Proof: This is immediate from Theorem 13. 2
Rogers-Ramanujan Identities
The Rogers-Ramanujan identities [Ro] , [RoRam] , [Schu] 
are among the most interesting partition identities in number theory and combinatorics. Combinatorial aspects of these identities are discussed in [A1] , [A2] . Lepowsky and Wilson [LepW1] , [LepW2] , [LepW3] connect the Rogers-Ramanujan identities with affine Lie algebras and conformal field theory. Feigen and Frenkel [FeigFre] interpret them as a character formula for the Virasoro algebra. The thesis [F1] applies the product form to computational group theory, obtaining a formula for the n → ∞ limit of the probability that an element of GL(n, q) is semisimple (this was discussed in Subsection 2.2). Stembridge [Stem] proves them by adapting a method of Macdonald for calculating partial fraction expansions of symmetric formal power series. Garsia and Milne [GarsMi] give a lengthy bijective proof. Relations with statistical mechanics are surveyed by their inventor in [Bax] . For a fascinating up-to-date account of their appearance in physics, see [BeMc] .
This subsection, following the note [F5] , describes a first probabilistic proof of the RogersRamanujan identities. This result is important for four reasons. First, it meets the challenge of giving a proof of the Rogers-Ramanujan identities which is both simple and motivated. Second, it gives insight into Bailey's Lemma, a somewhat mysterious tool used in many proofs of the RogersRamanujan identities (see the discussion in [A4] ). Third, it connects the finite general linear groups with the Rogers-Ramanujan identities and hence with modular forms. Fourth, as will be indicated in Subsection 3.8, it suggests generalizations to quivers.
The idea of the proof is simple. We compute in two ways the L → ∞ probability that the Markov chain of Subsection 3.5 started at L is absorbed at the point 0 after k steps. The sum side of the Rogers-Ramanujan identities follows from the definition of M GL,1,q . For the product side, the fact that the transition matrix is explicitly diagonalizable gives a sum expression. One then applies the Jacobi triple product identity (which as explained on page 21 of [A1] follows easily from the q-binomial theorem) and the proof is complete.
The details are as follows. In fact we prove the i = 1 and i = k cases of Theorem 14 (the Rogers-Ramanujan identities corresponding to k = 2). In what follows (x) n denotes (1 − x)(1 − x/q) · · · (1 − x/q n−1 ).
Proof: For the first identity, we compute in two ways
One obtains the sum side of Gordon's identity by using the definition of M GL,1,q . For the product side, let u = 1, j = 0, r = k, and L → ∞ in Corollary 3. The rest is now a standard argument.
+
Now invoke Jacobi's triple product identity (e.g.
The proof of the second identity is the same except that one takes u = 1 q instead of u = 1. 2
Next we discuss the most important case of Bailey's Lemma [Bai] . A pair of sequences {α L } and {β L } are called a Bailey pair if
From our viewpoint, this case of Bailey's Lemma is clear. To explain, let A, D, M be as in Theorem 13 (recall that M = ADA −1 ). Viewing α = α L and β = β L as column vectors, the notion of a Bailey pair means that β = Aα. This case of Bailey's Lemma follows because
It would be interesting to obtain all of Bailey's Lemma (and the Gordon identities) by probabilistic arguments, and also to understand the Bailey lattice probabilistically. The reader may enjoy the surveys [Br2] or [War] on Bailey's Lemma.
The Uniform Measure
The most natural probability measure on the set of partitions of a fixed size n is the uniform measure. This measure has been studied by numerous authors (e.g. [ESz] , [ETu] , [Vers] and the other references in this subsection). In a study of the uniform measure by means of conditioning techniques, Fristedt [Fris] defined a measure P q on the set of all partitions of all natural numbers by
The reason for including discussion of the uniform measure in this survey is the following theorem which gives a Markov chain approach to P q . In this subsection (x) i denotes (1−x)(1−x 2 ) · · · (1−x i ).
Theorem 15 [Fris] Starting with λ 0 = ∞, define in succession λ 1 , λ 2 , · · · according to the rule that if λ i = a, then λ i+1 = b with probability
Then the resulting partition is distributed according to the measure P q .
This Markov chain can be explicitly diagonalized, yielding the following corollary, which can be thought of as an analog of the Rogers-Ramanujan identities for the measure P q .
Corollary 4 ([F5])
Letting L → ∞, this becomes
To close discussion of the measure P q , we mention that it is related to to vertex operators [O1] and to the enumeration of ramified coverings of the torus [Dij] . In this regard the papers [O1] and [BOl] prove that the expressions 
where 1/(−n)! = 0 if n ≥ 1.
Quivers
The point of this subsection is to indicate how the measure M GL,u,q is the simplest case of more general measures defined using quivers. Furthermore the Markov chain viewpoint of Subsection 3.5 carries over. The development here is based on [F5] . This subsection uses the notion of a quiver, as surveyed in Kac [Ka] , to which the reader is referred for more detail. The basic set-up is as follows. Let Γ be a connected graph with n vertices labelled as 1, · · · , n (where we allow loops). Let N, Z denote the natural numbers and integers respectively. Let f ij be the number of edges between i, j. Associated to Γ is a natural bilinear form on Z n and a root system ∆ ⊂ Z n . Choose an arbitrary orientation of Γ so that Γ is a quiver. For a given dimension α ∈ N n − {0}, let A Γ (α, q) be the number of classes of absolutely indecomposable representations of Γ over the algebraic closure of a field of q elements. It is proved in [Ka] that A Γ (α, q) is a polynomial in q with integer coefficients, and that this polynomial is independent of the orientation of the graph. Kac (loc. cit.) formulated many conjectures about this polynomial. One such conjecture, which is still open, is that the constant term in A Γ (α, q) is the multiplicity of α in the root system.
In recent work, Hua [H1, H2] has given a completely combinatorial reformulation of this conjecture. To explain, let (1/q) n denote (1 − 1 q ) · · · (1 − 1 q n ), and for any two partitions λ, µ de-
, where m i is the number of parts of λ of size i. Let λ(1), · · · , λ(n) be an n-tuple of partitions. Set U α = U α 1 1 · · · U αn n . Hua's result, which reduces Kac's conjecture to a combinatorial assertion, is that
A few points are in order. First, the right hand side of this equation is different from the statements in [H1, H2] , due to a minor slip there. Second, observe that the expression converges in the ring of formal power series in the variables U 1 , · · · , U n . This leads one to define a "probability" measure on n-tuples of partitions M Γ, U by assigning mass
to the n-tuple λ(1), · · · , λ(n). For quivers of finite type this is a true probability measure for values of U 1 , · · · , U n sufficiently small, but in general we abuse notation by using terms from probability theory when U 1 , · · · , U n are variables. Note that when the graph consists of a single point, this measure is simply the measure M GL,u,q from Section 3.1. Theorem 16 shows that the structure of a Markov chain is still present. As the idea of the proof is the same as the second step of Theorem 12, the algebra is omitted. Let P (a 1 , · · · , a n ) denote the M Γ, U probability that λ(1), · · · , λ(n) have a 1 , · · · , a n parts respectively.
As a final remark, observe that letting C be diagonal with entries 1 P (a 1 ,···,an) , one obtains a factorization K = CM C −1 , where M is defined by
A very natural problem is to investigate the eigenvector matrix E of M , and E −1 , in order to obtain new Bailey Lemmas for Rogers-Ramanujan type identities.
Unitary, Symplectic, and Orthogonal Groups
This section indicates how the results of Section 3 carry over to the unitary, symplectic, and orthogonal groups. For economy of space proofs are omitted and the relevant papers are cited. Symplectic and orthogonal groups in even characteristic are not treated in this paper. A glance at [W1] shows that the description of their conjugacy classes is quite complicated (see [FNP2] for another viewpoint).
The Unitary Groups
Subsection 2.3 discussed conjugacy classes of the groups U (n, q). As with the general linear groups, given a monic irreducible polynomial φ one can study the asymptotic distribution of the partition λ φ (α) of a random element α in U (n, q). Using Wall's formulas for conjugacy class sizes [W1] , it is shown in [F1] that the relevant distributions on the set of all partitions of all natural numbers are simply
(Here˜is the involution of Subsection 2.3).
Thus if φ =φ all the theory in Section 3 carries over. If φ =φ the connections with symmetric function theory for the general linear case in Subsection 3.2 apply simply by replacing u, q by their negatives. The algorithms of Subsection 3.3 and 3.4 can not be implemented on computers as some of the transition probabilities would be negative. Nevertheless, they can still be used for theoretical purposes [F3] . The Markov chain approach in Subsection 3.5, however, can be implemented on computers since all transition probabilities are positive.
Conjugacy in Symplectic Groups and Partitions
Wall [W1] parametrized the conjugacy classes of the finite symplectic groups and found formulas for their sizes. Let us recall his parametrization for the case of odd characteristic.
Given a a polynomial φ(z) with coefficients in F q and non vanishing constant term, define a polynomialφ byφ
. Wall (loc. cit.) showed that a conjugacy class of Sp(2n, q) corresponds to the following data. To each monic, non-constant, irreducible polynomial φ = z ± 1 associate a partition λ φ of some nonnegative integer |λ φ |. To φ equal to z − 1 or z + 1 associate a symplectic signed partition λ(±) φ , by which is meant a partition of some natural number |λ(±) φ | such that the odd parts have even multiplicity, together with a choice of sign for the set of parts of size i for each even i > 0. Here the + corresponds to the parts of size 4 and the − corresponds to the parts of size 2. This data represents a conjugacy class of Sp(2n, q) if and only if:
One can define measures on partitions using the finite symplectic groups as in the following procedure of [F4] . Fix some value of u with 0 < u < 1. Then pick a non-negative even integer with the probability of getting 2n equal to (1 − u 2 )u 2n and pick uniformly in Sp(2n, q). Let Λ(±) z−1 , Λ(±) z+1 , Λ φ be the random variables corresponding to the conjugacy class data of the chosen element of Sp(2n, q). Then aside from the fact that Λ φ = Λφ, these random variables are independent. In the u → 1 limit they describe the n → ∞ conjugacy class asymptotics of a uniformly chosen element of Sp(2n, q).
The only partitions which do not reduce to the general linear or unitary cases are those corresponding to the polynomials z ± 1. As the formulas for z ± 1 are the same, only the partition corresponding to z − 1 will be studied. Furthermore, it turns out to be useful to forget about signs (i.e. to lump together some conjugacy classes). As [F4] indicates, the structure of a Markov chain exists even without the lumping, but the transition probabilities seem too complicated to be useful. In any case, forgetting about signs yields a probability measure on the set of all partitions of all natural numbers in which odd parts have even multiplicity. This measure will be denoted by M Sp.u . Using Wall's formulas for conjugacy class sizes [W1] and the deduction that the symplectic group cycle index factors [F2] , one arrives at the expression
Despite the apparent hideousness of this formula, a beautiful probabilistic description of the measure M Sp,u will be surveyed in Subsection 4.4.
Conjugacy in Orthogonal Groups and Partitions
Wall [W1] parametrized the conjugacy classes of the finite orthogonal groups and found formulas for their sizes. Let us recall his parametrization for the case of odd characteristic. Consider the following combinatorial data. To each monic, non-constant, irreducible polynomial φ = z ± 1 associate a partition λ φ of some non-negative integer |λ φ |. To φ equal to z − 1 or z + 1 associate an orthogonal signed partition λ(±) φ , by which is meant a partition of some natural number |λ(±) φ | such that all even parts have even multiplicity, and all odd i > 0 have a choice of sign. For φ = z − 1 or φ = z + 1 and odd i > 0, we denote by Θ i (λ(±) φ ) the Witt type of the orthogonal group on a vector space of dimension m i (λ(±) φ ) and sign the choice of sign for i. .
Here the − corresponds to the part of size 3 and the + corresponds to the parts of size 1. The data λ(±) z−1 , λ(±) z+1 , λ φ represents a conjugacy class of some orthogonal group if:
In this case, the data represents the conjugacy class of exactly 1 orthogonal group O(n, q), with sign determined by the condition that the group arises as the stabilizer of a form of Witt type φ=z±1 i odd
where ω is the Witt type of the quadratic form x 2 − δy 2 with δ a fixed non-square in F q .
The rest of this subsection follows [F4] . One can define measures on partitions using the finite orthogonal groups as in the following procedure. Fix some value of u with 0 < u < 1. Then pick a non-negative integer with the probability of getting 0 equal to (1−u) (1+u) and probability of getting n > 0 equal to
1+u . Choose either O + (n, q) or O − (n, q) with probability 1 2 . Finally select an element uniformly within the chosen orthogonal group and let Λ(±) z−1 , Λ(±) z+1 , Λ φ be the random variables corresponding to its conjugacy class data. Aside from the fact that Λ φ = Λφ, these random variables are independent. In the u → 1 limit they describe the n → ∞ conjugacy class asymptotics of a uniformly chosen element of an O(n, q) where the sign is + or − with equal probability.
The only partitions which do not reduce to the general linear or unitary cases are those corresponding to the polynomials z ± 1. As the formulas for z ± 1 are the same, only the partition corresponding to z − 1 will be studied. Furthermore, as with the symplectic case it is useful though not essential to forget about signs. One thereby obtains a probability measure on the set of all partitions of all natural numbers in which even parts have even multiplicity. This measure will be denoted by M O.u and can be written explicitly as
As in the symplectic case, the hideousness of this formula is only superficial and Subsection 4.4 gives an elegant way of understanding it.
Markov Chain Approach
This subsection gives the promised descriptions of M Sp,u and M O,u in terms of Markov chains. The results here are from [F4] . For the statements of Theorems 17 and 18, we define two Markov chains K 1 , K 2 on the natural numbers. First, let
and define
The Markov chains K 1 , K 2 are defined on the natural numbers with transition probabilities 2. Although a probabilistic understanding of M Sp,u and M O,u has been given, there is more to be done. To elaborate, we now review the work of Rudvalis and Shinoda [RuShi] . They studied an analog of the distribution of fixed vectors for the classical groups over finite fields. Let G = G(n) be a classical group (i.e. one of GL,U ,Sp, or O) acting on an n dimensional vector space V over a finite field F q (in the unitary case F q 2 ) in its natural way. Let P G,n (k, q) be the chance that an element of G fixes a k dimensional subspace and let P G,∞ (k, q) be the n → ∞ limit of P G,n (k, q). They found (in a 76 page unpublished work) formulas for P G,∞ (k, q). Their formulas are (setting x = (1−x)···(1−x k )
As indicated in Subsection 3.3, the Young Tableau Algorithm explains the factorizations on the right hand side for the general linear and unitary cases. Since the Markov chain viewpoint does not explain these factorizations, it would be desirable to find analogs of the Young Tableau Algorithm for the symplectic and orthogonal cases.
Upper Triangular Matrices
This section surveys probabilistic aspects of conjugacy classes in the group T (n, q) of upper triangular matrices over finite fields with 1's along the main diagonal. At present little is known about conjugacy in T (n, q). The papers [VAr] , [VArV] study the number of conjugacy classes. Kirillov [Kir] calls for an extension of his method of coadjoint orbits for groups over real, complex, or p-adic fields to the group T (n, q) and gives premilimary connections with statistical physics; the paper [IsKar] gives a counterexample to one of his conjectures. As we do not see how to further develop those results or improve on their exposition, we instead focus on a simpler problem: the probabilistic study of Jordan form of elements of T (n, q). Subsection 5.1 describes a probabilistic growth algorithm for the Jordan form of upper triangular matrices over a finite field. This is linked with symmetric function theory and potential theory on Bratteli diagrams in Subsection 5.2.
Growth Algorithm for Jordan Form
Theorem 19 gives a probabilistic growth algorithm for the Jordan form of random elements of T (n, q). Its proof uses elementary reasoning from linear algebra. • i = j > 1 with probability
Theorem 19 leads to the following central limit theorem about the asymptotic Jordan form of an element of T (n, q).
Theorem 20 ( [B] ) Let λ be the partition corresponding to the Jordan form of a random element of T (n, q). Let P rob n denote probability under the uniform measure on T (n, q) and let p i = 1 q i−1 − 1 q i . Then
<Qt,t> dt for any (x 1 , · · · , x k ) ∈ R k , where the covariance matrix equals
Another application of Theorem 19 is in [F8] . There the object of study is the spacing of eigenvalues on the unit circle of a random upper triangular matrix in its permutation action on lines (see [CoDia] for motivation).
Symmetric Functions and Potential Theory
Given the success in using symmetric functions to probabilistically study the measure M GL,u,q , it is natural to seek an analogous understanding of Theorem 19. That is the topic of the present subsection. The ideas here are from [F6] .
The first step is to link the probability that an element of T (n, q) has Jordan form of type Λ with symmetric function theory. For the rest of this section, P Λ (q, t) denotes a Macdonald polynomial, K µΛ (q, t) denotes a Kostka-Foulkes polynomial, and f µ is the dimension of the irreducible representation of S n corresponding to the partition µ (see [Mac] for background). Note that when q = 0 the Macdonald polynomial is our friend, a Hall-Littlewood polynomial.
Theorem 21 ( [F8] ) The probability that a random element of T (n, q) has Jordan form of type Λ is
Next we give some background on potential theory on Bratteli diagrams. This is a beautiful subject, with connections to probability and representation theory. We recommend [Ke1] for background on potential theory with many examples and [BOl] for a survey of recent developments. The basic set-up is as follows. One starts with a Bratteli diagram; that is an oriented graded graph Γ = ∪ n≥0 Γ n such that M n (Λ) = (1 − q) |Λ| P Λ (x; q, t) µ⊢n f µ K µΛ (q, t) s∈Λ (1 − q a Λ (s)+1 t l Λ (s) ) =
(1 − q) |Λ| t n(Λ) dim(Λ)
Consider the specialization that q = 0 and t = 1 q , where this second q is the size of a finite field. Further, set x i = 1 q i−1 − 1 q i . Then Theorem 21 implies that M n (Λ) is the probability that a uniformly chosen element of T (n, q) has Jordan type Λ. The multiplicities have a simple description; letting i be the column to which one adds in order to go from λ to Λ, it follows that κ(λ, Λ) =
. This is always integral. Second, dim(Λ) reduces to a Green's polynomial Q Λ (q) = Q Λ (1 n ) (q) as in Section 3.7 of [Mac] . These polynomials are important in the representation theory of the finite general linear groups. This specialization was the motivation for Definition 2.
The connection with potential theory is given by the following result.
