Abstract. A sharp local existence and uniqueness theory for the initial-value problem for Burgers' equation is given in the Sobolev spaces H s , ?1=2 < s 0. It is proved that these results cannot be extended to any s < ?1=2 because uniqueness fails. A particular nontrivial solution is found which converges to 0 in the H s -norm as t ! 0 + .
In this paper we will explore, by the vehicle of a simple but canonical example, what seems to be emerging as the`nonlinear pattern'. Our example will be Burgers' equation u t + uu x ? u xx = 0; on (0; T) R, u(t) ! u 0 in H s as t ! 0 + . We will show that in a certain well-de ned sense this initial-value problem is locally well-posed in H s for s > ?1=2 (local existence, uniqueness, and continuous dependence on intial conditions) and that it fails to be well-posed (in the same sense) when s < ?1=2. Although we do not know if local solutions must exist emanating from arbitrary initial data in H s , for any s < ?1=2, we do know that the initial-value problem fails to be well-posed because such solutions can fail to be unique. We will prove this by exhibiting a particular nontrivial solution v(t) of Burgers' equation which converges to zero in the H s topology as t ! 0 + , s < ?1=2. Obviously, the nonuniqueness is not a result of singular data but rather one of allowing a potential solution to converge to its initial data in a too weak of a topology.
In order to justify our usage of the phrase`nonlinear pattern', we will now compare our results with some obtained by Haraux and Weissler 7] for certain semilinear parabolic equations. One particular case of their results concerned the pure initialvalue problem for the semilinear heat equation . in the scale of Banach spaces L p , p 1. They showed that this initial-value problem is locally well-posed in L p for p 2, but that it is not well-posed for 1 p < 2 because, again, uniqueness fails. Their counterexample was a nontrivial self-similar solution which converges to zero as t ! 0 + in the L p -norm when 1 p < 2. Our counterexample for Burgers' equation is not (nor could be) a similarity solution. Haraux and Weissler obtained no information about whether or not multiple solutions can arise from any nonzero initial datum. In our example we nd in nitely many solutions emanating (in a weak sense) from general initial data.
Our proof of the existence and uniqueness of solutions of the initial-value problem for Burgers' equation with initial data in H s , s > ?1=2, is a robust contraction mapping argument. The critical Sobolev index s = ?1=2 is where the argument fails to yield a local solution for data of arbitrary size. Probably this is a happy consequence of the simplicity of Burgers' equation and the fact that we set up the argument in the correct norms. But our results do suggest that in other situations if the proper norms are used, breakdown of the contraction mapping argument could signal nonuniqueness.
Other heuristics might be proposed to explain \why" the critical index is s = ?1=2. In contrast to the robustness of our existence and uniqueness theory, our construction of the counterexample depends on the detailed knowledge of the solutions of Burgers' equation which was furnished by the Hopf-Cole transformation 8]. Although this procedure will not apply to most other equations, the ip side is that we obtain a detailed picture of what happens in the important special case of Burgers' equation. One can only conjecture at this point how much of that detailed picture is generically true. We also remark that the Hopf-Cole transformation yields naturally a local existence theory in L 1 , but not in H s , s > ?1=2. Our existence and uniqueness theory has nothing to do with the Cole-Hopf transformation.
Lest the reader imagine that consideration of initial-value problems in Sobolev spaces of negative indices is only sensible for parabolic equations, where one is saved, so to speak, by the strong smoothing e ect, we would like to point out the recent work of Kenig, Ponce, Vega 9] concerning the Korteweg-deVries equation u t + uu x + u xxx = 0; on (0; T) R, u(t) ! u 0 in H s as t ! 0 + . They showed, using contraction mapping arguments, that this problem is well-posed in H s for s > ?5=8. The evidence is not yet compelling enough to identify s = ?5=8 as the critical Sobolev index for this problem. However, in light of our work, it is not unreasonable to conjecture that there will be a critical index s 0 ?5=8 and that uniqueness will fail for s < s 0 .
One feature of any result asserting uniqueness of solutions of a nonlinear initialvalue problem lying in C( 0; T]; H s ) for s < 0 is the need to make rigorous sense of the equation for every potential solution. The usual procedure, followed for example by Kenig, Ponce, and Vega, is to prove that a solution exists in a proper subset of C( 0; T]; H s ), and then to prove that it is unique only with respect to competitors lying in that subset. That is because in order for something to be a competitor, we must be able to decide if it satis es the equation or not. Since we only know how to multiply functions, not general distributions, this proper subset invariably consists only of functions. So the appearance of generality which results from discussion of the space C( 0; T]; H s ) of distributions is an illusion, since all the potential solutions are functions.
In this respect the uniqueness theorem we present is di erent. We will give a well-de ned sense in which every element of C( 0; T]; H s ) either is or is not a solution of Burgers' equation. Thus we avoid making the a priori restriction to a proper subset of C( 0; T]; H s ). However, from the standpoint of hindsight, our uniqueness theorem shows that only functions in the proper subset occur as solutions. The idea behind the way we make sense of the equation is derived from some fairly recent advances in the nonlinear theory of generalized functions; c.f. Colombeau 3], Biagioni 1], Egorov 6 ], Biagioni and Oberguggenburger 2]. The viewpoint of these works is to replace the distributional setting, which has some inadequacies for nonlinear problems, with the more general and more exible setting of Colombeau generalized functions. In this work, we extract from this above mentioned body of work only the analytical ideas we need to address our problem, and hence we do not need to discuss Colombeau generalized functions directly. In a sequel to this paper 5], we will succeed in repairing the nonuniqueness herein descibed by explicitly adopting the formalism of Colombeau generalized functions. 
C(I; X), where I R is an interval and X is a Banach space, denotes the space of all continuous mappings I ! X. BC(I; X) is the Banach space of all bounded continuous mappings I ! X. C n (I; X) is the space of all n-times continuously di erentiable mappings I ! X. , and the fact that under this isomorphism we have the correspondences Since the product of two absolutely continuous functions is absolutely continuous and the product rule for di erentiating the product holds we have that if k 2 S then One should compare our uniqueness theorem for (2.1) to the classical uniqueness theorems for the heat equation (see Widder 12] ) which cover even the case where the initial data and the solution are allowed to grow exponentially as jxj ! 1, but concern classical solutions. 
So this rst result follows since was arbitrary. This immediately implies that u = Now we will introduce a family of specially weighted spaces which will be used in our discussion of the initial-value problem for the nonlinear Burgers' equation. ). u can then be recovered by taking the inverse Fourier transform. This procedure for recovering u from f can be made considerably more concrete when f is known to be in a more restricted class, which we will soon discuss.
First we will need a lemma which will enable us to estimate f = @ x (gh) when g and h are in BC s ((0; T]; H r ).
LEMMA 3.1. Suppose a > 0, r 0 are real numbers, and g; h 2 H r . Then This implies that 0 < r < 1=2 + 2s and thus s > ?1=4. But we also have that r < 2s + 1=2 1=2, and therefore (k) r 1 + jkj r for all k 2 R. Thus the integral in Using this inequality and Lemma 3.1 we have that .2) where ?1=2 < s 0, u 0 2 H s and f 2 F s;0 ( 0; T]). At the same time we will also consider the nearby problems, and how the solution we construct depends on u 0 and f. This viewpoint will then prove to be useful in our discussion of uniqueness in the next section. This initial-value problem for s > 0 can be done in a similar way to (in fact it is easier than) what we present here. is unique in X R , where R satis es both of the above inequalities. In particular, the xed point satis es the estimate we stated. On the other hand, any solution u of (4.1)-(4.2) contained in the open ball we stated, must rst of all be a contained in X R for some R satisfying the necessary inequalities, and also must be a xed point The statement of this theorem shows that the local solution is as regular as f is. However, it leaves the false impression that the time interval of existence should shrink as the measured regularity of f increases. The largest time period T of existence which can be obtained via the contraction mapping argument corresponds to r = 0. However, the relation between the regularity of f and that of u does not depend on T at all, as the following result shows. down explicitly using the Feynman-Kac formula. If we use the same initial data v 0 as displayed above in this formula, then we see that there is nonuniqueness of solutions of the inhomogeneous Burgers' equation of the same type. We will omit the details.
