The structure entropy is an important index to illuminate the structure property of the complex network. Most of the existing structure entropies are based on the degree distribution of the complex network. But the structure entropy based on the degree can not illustrate the structure property of the weighted networks. In order to study the structure property of the weighted networks, a new structure entropy of the complex networks based on the betweenness is proposed in this paper. Comparing with the existing structure entropy, the proposed method is more reasonable to describe the structure property of the complex weighted networks.
Introduction
The complex networks is a graph with non-trivial topological features, the feature that do not occur in simple networks but often occur in real networks. Many real networks are the complex networks, such as the social networks, information networks, technological networks and biological networks [1] . Recently, many researcher have been interested to explore the complex networks. In 1998, Watts and Strogatz proposed the principle of 'Small-world' for the complex networks on Nature [2] . Then the 'Scale-free networks' is proposed by some researchers [3] . Then the statistical theory is introduced in the complex networks [4, 5] . Those researches have revealed that the structure property is important to research the complex networks.
Many of the existing structure entropies are based on the degree distribution of the complex networks. But the degree of the complex networks is a local measure to some degree, ignoring the influence of the edge's weighted in the structure property. As a results, the structure entropy based on the degree can not describe the structure property of those complex weighted networks, especially for those networks with a uniform degree distribution and different weighted of the edges. To describe the structure property of those complex weighted networks, we need to find a new method to represent the structure entropy.
Compared with the degree measure of the complex networks, the betweenness is a global measure of complex networks. It is defined based on the shortest path of the networks. It can be used to describe the structure property of the complex networks from the global view.
In this paper, we proposed a new structure entropy of the complex networks which is based on the betweenness of the complex networks and the information theory. The results of our research have revealed that the structure entropy based on the betweenness is a useful method to describe the structure property of the complex networks.
The rest of this paper is organised as follows. Section 2 introduces some preliminaries of this work. In section 3, a new structure entropy of the complex networks based on the betweenness is proposed. The application of the proposed method is illustrated in section 4. Conclusion is given in Section 5.
Preliminaries

Betweenness
The betweenness is an important index which can be used to illuminate the importance of the nodes. It is defined based on the shortest path of the network [6] . The betweenness of the complex networks is defined as follows [6] :
In the Eq. (1), the σ st is the number of the shortest path from vertex s to vertex t, υ(i) is the number of the shortest path which have go to through the vertex i [6] .
Existing structure entropy
The structure entropy of the complex networks is based on the information entropy [7] and the statistic characteristics of the complex networks. It can be used to describe the structure property of the complex networks.
The information entropy is a conception of information theory which is proposed by Shannon [7] . Shannon defined the information as "the reduction of entropy", "the reduction of uncertainty of a system", and firstly proposed the quantitative description method for information.
Suppose X = {x 1 , x 2 , x 3 , · · · , x n } is a discrete random variable, the appearance probability of information source given by X is denoted as
. . , n, and
Then the information entropy is defined as follows:
Where k is equal to 1, n is the number of the probabilities.
Many researchers have proposed the methods to calculate the structure entropy of the complex networks, such as the structure entropy based on the degree distribution [8] , the structure entropy based on the automorphism partition of the network [9] and the structure entropy based on the degree dependence matrices [10] . Most of those structure entropies are based on the degree of the nodes, defined as follows [8] :
Where the p j is defined as follows:
Where the Degree(j) represent the jth vertex's degree and N is the total number of the nodes in the network. The structure entropy based on the automorphism partition of the network is defined as follows [9] :
Where P is the automorphism partition of the network, p p is the probability that a vertex belongs to the cell V i of the P . Note that given a network's automorphism partition P = {V 1 , V 2 , V 3 , . . . , V k }, the p p is calculated as:
Where the k is the cell's mounts of the P . The Fig. 2 shows a example about how to calculate the structure entropy based on the automorphism partition of the network.
The shortcoming of degree-based structure entropy
A weighted network is shown in Fig. 3 . The details of the network A is shown in Table 1 . The network A has 10 nodes and 15 edges. Each node's degree is 3, which means that change the value of the edge's weighted, the degree-based structure entropy of the network A is invariable.
Proposed structure entropy
To address the issue in Fig 3, we proposed a new structure entropy based on the betweenness of the complex networks. It is defined as follows:
Where p i is defined as follows:
Where υ(i) is the betweenness which is defined in section 2.1.
To show the necessity of the proposed method, we have calculated the information loss of the network A with the existing structure entropy and the proposed structure entropy. The results are shown in Table 2 . represents the information loss of the network A which is calculated with the existing structure entropy and the proposed structure entropy.
The results show that the proposed structure entropy can illuminate the difference of the information loss of the nodes in the network A.
In order to prove the reasonability of the proposed method, the information loss of the Zachary's Karate Club network [11] is calculated. The results are shown in Table 3 , Table 4 and Fig. 5 . The results show that the vertex 33, vertex 34, vertex 1 and vertex 3 are important to the network which is the same as the degree-based structure entropy. Table 5 . The H deg represents the structure entropy which is based on the degree.
The H partition represents the structure entropy which is based on the degree partition. The H deg represents the structure entropy which is proposed in the paper. The calculate process of the degree-based structure entropy and the proposed structure entropy are shown in Fig. 6, Fig. 7, Fig. 8, Fig. 9 and Fig. 10 .
Conclusion
The results of our research reveal that compared with the existing structure entropy the proposed structure entropy is more effective to describe the structure property of the weighted networks. It is a new method to explore the structure property of the complex networks.
