Abstract-We generalize the list decoding algorithm for Hermitian codes proposed by Lee and O'Sullivan [15] based on Gröbner bases to general one-point AG codes, under an assumption weaker than one used by Beelen and Brander [4] . By using the same principle, we also generalize the unique decoding algorithm for one-point AG codes over the Miura-Kamiya C ab curves proposed by Lee, Bras-Amorós and O'Sullivan [14] to general one-point AG codes, without any assumption. Finally we extend the latter unique decoding algorithm to list decoding, modify it so that it can be used with the Feng-Rao improved code construction, prove equality between its error correcting capability and half the minimum distance lower bound by Andersen and Geil [3] that has not been done in the original proposal, and remove the unnecessary computational steps so that it can run faster.
I. Introduction
We consider the list decoding of one-point algebraic geometry (AG) codes. Guruswami and Sudan [12] proposed the wellknown list decoding algorithm for one-point AG codes, which consists of the interpolation step and the factorization step. The interpolation step has large computational complexity and many researchers have proposed faster interpolation steps, see [4, Figure 1 ]. Lee and O'Sullivan [15] proposed a faster interpolation step based on the Gröbner basis theory for onepoint Hermitian codes. Little [16] generalized their method [15] by using the same assumption as Beelen and Brander [4, Assumptions 1 and 2]. The aim of the first part of this paper is to generalize the method [15] to an even wider class of algebraic curves than [16] .
The second part proposes another list decoding algorithm whose error-correcting capability is higher than [4] , [12] , [15] , [16] and whose computational complexity is empirically manageable. Lee, Bras-Amorós and O'Sullivan [13] , [14] proposed a unique decoding (not list decoding) algorithm for primal codes based on the majority voting inside Gröbner bases.
There were several rooms for improvements in the original result [14] , namely, (a) they have not clarified the relation between its error-correcting capability and existing minimum distance lower bounds except for the Hermitian codes, (b) they assumed that the maximum pole order used for code construction is less than the code length, and (c) they have not shown how to use the method with the Feng-Rao improved code construction [6] . In the second part of this paper, we shall (1) prove that the error-correcting capability of the original proposal is always equal to half of the bound in [3] for the minimum distance of one-point primal codes, (2) generalize their algorithm to work with any one-point AG codes, (3) modify their algorithm to a list decoding algorithm, (4) remove ‡ To appear in Proc. 2012 IEEE International Symposium on Information Theory, July 1-6, 2012, Boston, MA, USA. the assumptions (b) and (c) above, and (5) remove unnecessary computational steps from the original proposal. The proposed algorithm is implemented on the Singular computer algebra system [11] , and we verified that the proposed algorithm can correct more errors than [4] , [12] , [15] , [16] with manageable computational complexity. The omitted proofs and the implementation of the proposed algorithm are available as the expanded versions [7] , [8] of this conference paper.
II. Notation and Preliminary Our study heavily relies on the standard form of algebraic curves introduced independently by Pellikaan [10] and Miura [20] . Let F/F q be an algebraic function field of one variable over a finite field F q with q elements. Let g be the genus of F. Fix n + 1 distinct places Q, P 1 , . . . , P n of degree one in F and a nonnegative integer u. We consider the following one-point algebraic geometry (AG) code
Suppose that the Weierstrass semigroup H(Q)
at Q is generated by a 1 , . . . , a t , and choose t elements x 1 , . . . , x t in F whose pole divisors are (x i ) ∞ = a i Q for i = 1, . . . , t. Without loss of generality we may assume the availability of such x 1 , . . . , x t , because otherwise we cannot find a basis of C u for every u. Then we have that
. Let m i be the maximal ideal P i ∩ L(∞Q) of L(∞Q) associated with the place P i . We express L(∞Q) as a residue class ring F q [X 1 , . . . , X t ]/I of the polynomial ring F q [X 1 , . . . , X t ], where X 1 , . . . , X t are transcendental over F q , and I is the kernel of the canonical homomorphism sending X i to x i . Pellikaan and Miura [10] , [20] identified the following convenient representation of L(∞Q) by using the Gröbner basis theory [1] . The following review is borrowed from [18] . Hereafter, we assume that the reader is familiar with the Gröbner basis theory in [1] .
Let N 0 be the set of nonnegative integers. For (m 1 , . . . , m t ), (n 1 , . . . , n t ) ∈ N t 0 , we define the monomial order ≻ such that
Note that a Gröbner basis of I with respect to ≻ can be computed by [21, Theorem 15] 
t is not the leading monomial of any nonzero polynomial in I with respect to ≺}, and define B = {x [1] , two distinct elements in B have different pole orders at Q, and
(1) Equation (1) shows that L(∞Q) is a free F q [x 1 ]-module with a basis {y 0 , . . . , y a 1 −1 }.
Let v Q be the unique valuation in F associated with the place Q. [18, Proposition 3.18] , and let us denote this monomial by ϕ s . Let Γ ⊂ S , and we may consider the one-point codes
(2) One motivation for considering these codes is that it was shown in [3] how to increase the dimension of the one-point codes without decreasing the bound for the minimum distance.
III. Generalization of Lee-O'Sullivan's List Decoding to General One-Point AG Codes
A. Background on Lee-O'Sullivan's Algorithm
In the famous list decoding algorithm for the one-point AG codes in [12] , we have to compute the univariate interpolation polynomial whose coefficients belong to L(∞Q). Lee and O'Sullivan [15] proposed a faster algorithm to compute the interpolation polynomial for the Hermitian one-point codes. Their algorithm was sped up and generalized to one-point AG codes over the so-called C ab curves [19] by Beelen and Brander [4] with an additional assumption. In this section we generalize Lee-O'Sullivan's procedure to general one-point AG codes with an assumption weaker than [4, Assumption 2], which will be introduced in and used after Assumption 2.
Let m be the multiplicity parameter in [12] . Lee and O'Sullivan introduced the ideal I r,m containing the interpolation polynomial corresponding to the received word r and the multiplicity m. The ideal I r,m contains the interpolation polynomial as its minimal nonzero element with respect to the monomial order. We will give another module I ′ r,m for general algebraic curves, from which we can also obtain the required interpolation polynomial.
B. Definition of the Interpolation Ideal
Let r = (r 1 , . . . , r n ) ∈ F n q be the received word. For a divisor
Let h r ∈ L(∞Q) such that h r (P i ) = r i . Computation of such h r is easy provided that we can construct generator matrices for C u for every u. We can choose h r so that
Let Z be transcendental over L(∞Q), and
This definition of the multiplicity is the same as [12] . Therefore, we can find the interpolation polynomial used in [12] 
. We shall explain how to find efficiently the interpolation polynomial from I ′ r,m
Such elements η i, j can be computed by [17] before receiving r. It was also shown [17] 
Note also that we can choose η 0,i = y i defined in Sec. II. By Eq. (1), all η i, j and h r can be expressed as polynomials in x 1 and y 0 , . . . , y a 1 −1 . Thus we have
C. Computation of the Interpolated Polynomial from the Interpolation Ideal I r,m
For (m 1 , . . . , m t , m t+1 ), (n 1 , . . . , n t , n t+1 ) ∈ N t+1 0 , we define the monomial order Let ℓ be the maximum Z-degree of the interpolation polynomial in [12] . The set I r,m,ℓ in Theorem 1 is an
Assumption 2: We assume that we have f ∈ L(∞Q) whose zero divisor ( f ) 0 = D. Observe that Assumption 2 is implied by [4, Assumption 2] and is weaker than [ 
Without loss of generality we may assume existence of
. By changing the choice of x 1 , . . . , x t if necessary, we may assume x 1 = x ′ and f ∈ F q [x 1 ] without loss of generality, while it is better to make −v Q (x 1 ) as small as possible in order to reduce the computational complexity. Under the assumption f ∈ F q [x 1 ], f i y j satisfies the required condition for η i, j in Theorem 1. By naming y j z k as e 1+ j+ku , the generators in Theorem 1 satisfy the assumption in [15, Algorithm G] and we can efficiently compute the interpolation polynomial required in the list decoding algorithm in [12] . 
IV. New List Decoding based on Majority Voting inside Gröbner Bases A unique decoding algorithm for one-point codes over C ab curves has recently been introduced in [14] . This algorithm is also based on the interpolation approach, an ideal containing the interpolation polynomials of a received word is computed. Moreover, the algorithm in [14] combines the interpolation approach with syndrome decoding with majority voting scheme. However, this algorithm only considers the non-improved code C u assuming that u < n.
The aim of this section is to extend this algorithm for one-point codes defined over general curves without assuming u < n, besides, the modified algorithm performs list decoding. Furthermore, we can speed up the algorithm and deal with Feng-Rao improved codes by changing the majority voting. Still, the main structure of the algorithm remains the same. We stress that we do not assume Assumption 2 in this section.
Let F/F q be an algebraic function field as in Sec. II, we consider the same notation and concepts already introduced in Secs. II and III. Let Γ = {s 1 , s 2 , . . . , s k } ⊂ S and consider the code C Γ defined in Eq. (2). We will assume that Γ = Γ indep , where 
with c = ev(µ) = (µ(P 1 ), . . . , µ(P n )). The following ideal containing the interpolation polynomial for a received word r is defined in [14] ,
Moreover, I r is a special case of the interpolation ideal in [15] . Thus, by Sec. III, we have that L(∞Q)z ⊕ L(∞Q) is a free F q [x 1 ]-module of rank 2a 1 with basis {y j z, y j | 0 ≤ j < a 1 }. Hence an element in L(∞Q)z ⊕ L(∞Q) can be uniquely expressed by monomials in
Recall also that an element in L(∞Q) can be uniquely expressed by monomials in Ω 0 = {x
By the previous section, G = {η 0 , η 1 , . . . , η a 1 −1 , z − h r , y 1 (z − h r ), . . . , y a 1 −1 (z − h r )}, with η i and h r as in Sec. III, is a Gröbner basis of the F q [x 1 ]-module I r with respect to the monomial order > −v Q (h r ) defined in Sec. III-C.
Let J e( c) = ∩ e i 0 m i be the ideal of the error vector and let ǫ i ∈ L(∞Q) such that −v Q (ǫ i ) is the minimum among { f ∈ J e( c) | −v Q ( f ) ≡ i (mod a 1 )}, for i = 0, . . . , a 1 − 1. One has that {ǫ 0 , ǫ 1 , . . . , ǫ a 1 −1 } is a module-Gröbner basis with respect to the restriction to L(∞Q) of the order > u introduced in Sec.
III-C (which is independent of u). Note that
Before describing the algorithm, we remark that its correctness is based in a straightforward generalization of some results in [14, Sec. III-A]. In particular, we will directly refer to these results in the description of the algorithm, because the same proofs in [14] will hold after considering y j instead of y j and prec(s) instead of s − 1, where prec(s) = max{s ′ ∈ S : s ′ < s}, for s ∈ S . The reader should also be aware that in this section we follow the notation of previous sections, however, the notation in [14] is different. Namely, P ∞ denotes Q, R denotes L(∞Q), δ denotes −v Q , x denotes x 1 and the semigroup S is the one generated by {a, a 1 , . . . , a t } in [14] .
A. Decoding Algorithm
We can now describe the extension of the algorithm in [14] . For a constant τ ∈ N the following procedure finds all the codewords within Hamming distance τ from the received word r 1) Initialization: 
and we will determine ω ′ s by majority voting in step 3) provided that wt( 
For 0 ≤ i < a 1 , there are unique integers 0 ≤ i ′ < a 1 and 
′ is a permutation of {0, 1, . . . , a − 1} and that the integer c i is defined such that a 1 
We remark that the leading coefficient µ i must be considered after expressing a i,i y i ϕ s by monomials in Ω 0 . Let
The error correction capability of the algorithm will be determined by the values ν(s). The number ν(s) was introduced in [14, Proposition 10], we will show in Proposition 4 that it is equivalent to the cardinality of some sets introduced in [3] for bounding the minimum distance. We consider two different candidates depending on whether s ∈ Γ or not:
• If s ∈ S \ Γ, set w = 0.
• If s ∈ Γ, let w be the element of F q with
since by Proposition 5 we will have that
where ω ′ s and e ′ are as defined at Eq. (7). Let w s = w. If several w's satisfy the condition above, repeat the rest of the algorithm for each of them. As s decreases, ν(s) increases and at some point we have 2τ < ν(s) and at that point at most one w verifies condition (10). An interesting difference to the Feng-Rao majority voting is as follows: In the Feng-Rao voting, when wt( e) is large, voting for the correct codeword can disappear, i.e., there can be no vote for the correct codeword. In contrast to this, in the Gröbner based majority voting, the correct codeword always has a vote, because I r contains all the possible codewords and errors. 4) Rebasing: We consider the automorphism of L(∞Q) [z] given by z → z + wϕ s that preserves the leading terms with respect to > s . Hence B (s) is mapped to a set which is a Gröbner basis of { f (z + wϕ s ) | f ∈ I r (s) } with respect to > s . However, this set is not (in general) a Gröbner basis with respect to > prec(s) , which will be used in the next iteration. Thus, we will update it, for each i ∈ {0, . . . a 1 − 1}:
where the parentheses denote substitution of the variable z and let ν
• If w i w and c i > 0, then let g
• If w i w and c i ≤ 0, then let g
By [14, proposition 5] we have that
with respect to > prec(s) , where r (prec(s)) = r (s) − ev(wϕ s ). We remark that the new Gröbner basis B (prec(s)) must be considered after expressing it by monomials in Ω 1 .
5) Earlier termination:
The module I r is a curve theoretic generalization of the genus zero case considered in [2, Definition 9] . Let f min = α 0 + zα 1 having the smallest
. When the genus is zero and the number of errors is less than half the minimum distance, we can immediately find the codeword by −α 0 /α 1 [2, Theorem 12] . Besides, as s decreases, the code C Γ (s) treated by each iteration in this algorithm shrinks, where Γ (s) = {s ′ ∈ Γ | s ′ ≤ s}, while the number of errors remains the same, at some point its minimum distance becomes relatively large compared to the number of errors. Then f min should provide the codeword by −α 0 /α 1 . Actually, this phenomenon has also been verified by our computer experiments in Sec. IV-D. Hence, we propose the following earlier termination criterion: Let d AG (C Γ ) = min s∈Γ ν(s) be the bound for the minimum distance in [3] .
If the previous statement holds, include ev(−α 0 /α 1 + s≤s ′ ∈Γ w s ′ ϕ s ′ ) into the list of codewords, and avoid proceeding with prec(s). Otherwise, iterate the procedure with prec(s). The procedure above is based on the following observations:
• If there exists a codeword c ∈ C Γ (prec(s)) with Hamming distance ≤ τ from r (prec(s)) , then, by Proposition 5, executing the iteration on I r (prec(s)) gives the only codeword c as the list of codewords, corresponding to −α 0 /α 1 . Therefore, iterations with lower s are meaningless.
• It was proved in [5, Lemmas 2.3 and 2.4], that if 2wt(ev(β)− r (prec(s)) )+2g < n−s then β must appear as −α 0 /α 1 . Then we can terminate the algorithm at latest s = max{s | 2τ + 2g < n − s}. Because, under this assumption, any other codeword ev(β [3] In [14] , ν(s) was introduced in the same way as in Eq. (9). We claim that ν(s) is equivalent to the sets used in [3] , [9] for bounding the minimum distance. Let Γ indep as in Eq. (4). Let Proposition 4: Let s ∈ S , one has that ν(s) = λ(s).
C. Proof and error correction capability of the algorithm
We will prove in this section the correctness and error correction capability of the algorithm. Using [14, Lemmas 6, 7 and Proposition 8] we have the following proposition that is an extension of [14, Proposition 10].
Proposition 5: Let λ(s) = ν(s) as in Eqs. (9) and (11) . We have
One has that the set B (s) is a Gröbner basis of the F q [x 1 ]-module I r (s) with respect to > s by [14, Proposition 11] and combining this with Proposition 5, we obtain the error correction capability of the algorithm in Sec. IV-A as a unique decoding algorithm. Moreover, it a list-decoding algorithm with error bound τ by Eq. (10). 
D. Computer experiments: Comparison against GuruswamiSudan algorithm
We implemented the proposed list decoding algorithm on Singular [11] and decoded 1,000 randomly generated codewords with the following conditions. Firstly we used the onepoint primal code C u with u = 20 on the Klein quartic over F 8 . It is [23, 18] code and its AG bound [3] is 4 while Goppa bound is 3. Guruswami-Sudan decoding can decode up to 1. Our algorithm can list all the codewords within Hamming distance 2. The errors were uniformly randomly generated among the vectors with Hamming weight 2 and executed the decoding algorithm with τ = 2. With 757 transmissions the list size was 1, with 180 transmissions the list size was 2, and with 63 transmissions the list size was 3, where the list size means the number of codewords whose Hamming distance from the received word is ≤ τ. The maximum number of iterations was 266, the minimum was 11, the average was 195.7, and the standard deviation was 60.5.
Secondly we used the improved code construction [6] with the designed minimum distance 6. It is a [64, 55] code. In order to have the same dimension by C u we have to set u = 60, whose AG bound [3] is 4 and the Guruwsami-Sudan can correct 2 errors. The proposed algorithm finds all codewords in the improved code with 3 errors. The errors were uniformly randomly generated among the vectors with Hamming weight 3. With 998 transmissions the list size was 1, and with 2 transmissions the list size was 2. The maximum number of iterations was 1128, the minimum was 14, the average was 794.2, and the standard deviation was 179.8.
Thirdly we used the same code as the second experiment, while the errors with Hamming weight 3 were randomly generated toward another nearest codeword. With 901 transmissions the list size was 2, and with 99 transmissions the list size was 5. The maximum number of iterations was 818, the minimum was 196, the average was 754.5, and the standard deviation was 185.3. Observe that the list size cannot become 1 under this condition, and the simulation confirmed it.
V. Conclusion We generalized the two decoding algorithms [15] , [14] to all algebraic curves. We also extend the latter algorithm [14] to a list decoding one. The resulted list decoding algorithm can correct more errors than the Guruswami and Sudan algorithm [12] . The detailed analysis of the computational complexity of the latter one is a future research agenda.
