This paper concerns linear prediction of the value of a bandpass signal containing one or more passbands from a finite set of its past samples. The method of choosing prediction coefficients involves the eigenvector corresponding to the smallest eigenvalue of a matrix dependent on a function which is the Fourier transform of the set of intervals making up the passband. The method is devloped for a set of arbitrary past samples and applied here to a set of "interlaced" samples that are nonuniform but periodic. The method applies to finite energy signals as well as to bandpass signals of polynomial growth, which connects to the theory of generalized functions. Computational examples are given of prediction coefficient values and of signal predictions.
INTRODUCTION
The prediction of a value far ahead of a set of discrete samples of a bandpass signal is not possible, as this problem is simply out of reach. However, predicting the [[next" value of such a signal a short time ahead of the most recent sample is possible, even with some degree of accuracy. This paper deals with predictions based on a particular type of nonuniform sampling for bandpass signals, and this builds on earlier work of the authors in [5] for the case of uniform sampling and in [6] for nonuniform sampling of band-limited signals.
The application considered in this paper is the prediction of the next value of a bandpass signal based on a finite set of past discrete samples of that signal. Other techniques for reconstruction of signals can be found in [2] and [3] , and an overview of linear prediction for signals in [I].
Linear prediction of signal z ( t ) based on past uniform samples is given by z ( t ) x anz(t -n T ) , where a, is a prediction coefficient and T is the sampling interval. Prediction based on an arbitrary set of past samples is given by z ( t ) N" cc='=, a,z (t,) , where N the t, values are assumed to occur before the prediction point. We will develop the theory for choosing the prediction coefficients for this arbitrary set of sample times, and then apply that result to a particular case of nonuniform sampling called interlaced sampling.
More than one type of bandpass signal will be considered in this paper. In general, we assume that the Fourier representation of the signal is z ( t ) = J-,X(f)eJ2"fta!f, where X ( f ) is a finite energy signal. However, we draw on some results in [6] to extend our method to generalized functions (of polynomial growth) which qualify as bandpass functions.
03
A bandpass signal with one passband will be considered first. In this case, we take z ( t ) as a bandpass signal of bandwidth B at center frequency fc, so that More generally, we also consider the case when the bandpass signal has several passbands, such that the spectrum of the signal is contained in a union of intervals that are symmetric about the origin. This extends the set S from the union of two symmetric intervals for the case of a bandpass signal with one passband considered above to a union of many such symmetric intervals.
X ( f )
An advantage of sampling bandpass signals compared to sampling band-limited signals is that the Nyquist criterion is more relaxed in the bandpass case, so that larger spacing between the sample points is possible. As an example, sampling similar to the ShannonWhittaker-Kotel'nikov sampling theorem is possible for bandpass signals. The formula is different from ones considered in this paper, since it is based on an infinite supply of samples, however there are some similarities.
From [8] , the formula gives bandpass signal z ( t ) as
where k = 2TB and with the usual definition of sinc(t) as sin(rt)/(.irt). The function used for reconstruction in (1) is important in the following, and we label it as csinc(t) := sinc(Bt)cos(27;fct). Note that this is a modulated version of the standard sinc function, and that it is essentially the Fourier transform of the bandpass interval S for the case of a bandpass signal with one passband, as described above. This relation to the Fourier transform of the set S will be shown to be important to our application to prediction from a finite set of signal samples in the next section.
In addition to the larger T interval appropriate for bandpass Ggnals relative to band-limited signals, it was shown for band-limited signals in [7] ,p.194 that nonuniform sampling for LLbun~hed" samples allows for a relaxation of the sampling interval as well. Both situations are considered in this paper, as we consider prediction for bandpass signals from nonuniform samples.
LINEAR PREDICTION COEFFICIENTS FROM EIGENVECTORS
The method of choosing the prediction coefficients a, is to minimize the error in the prediction, as given by
, for a set of sample times where t , is assumed to occur prior to the prediction time. The magnitude-squared error in the prediction is expressed by c2 := Iz(t) -a,z(t,)l2. Assuming at the beginning of this derivation that the signal is a finiteenergy signal, and using the Fourier representation of x ( t ) described above, we find
Applying the Cauchy-Schwarz inequality then gives a bound on the squared error as where the error integral €1 is the expresion
and where IIxll is the square root of the energy, or the L2-norm, of the signal 2. In order to determine the prediction coefficients, we consider the minimization of the error integral €1.
where the star denotes complex conjugation [7] . For the vector considered here, the prediction coefficients are assumed to be real-valued.
To see that the error expression €1 (4) has this quadratic form, write it as N = s, I
v n e -j 2 r f ( t o -t n ) (6) and function s as in (7).
The relation that E I = (,4v,v) can be used to derive prediction coefficients that minimize this error expression. Note also that since €1 is clearly positive, matrix A is positive definite. For the minimization over all length-one vectors, the minimum of (Av,v) is given by the smallest eigenvalue, AN, of A ([7] ,p.216).
If U N is the length-one associated eigenvector, then (AVN,VN) = AN. The adjustment for the prediction coefficients will be to scale this vector so that its first component is 1, as is required as noted above so that
This value is the E I value for the chosen set of prediction coefficients, and it will be small if AN is small.
In summary, the procedure we use in the following to determine the prediction coefficients is to find the length-one eigenvector UN of A associated with AN, the smallest eigenvalue, scale that vector so that its leading coefficient is 1, and then choose the prediction coefficients as -1 times the second through ( N + 1)st entries of that vector.
For this choice of the prediction coefficients, the error in the expression is bounded through (3) as the signal energy times the square root of €1, whose magnitude is given by &/UN
(1) , as described above.
BANDPASS PREDICTIONS FOR INTERLACED SAMPLING
The procedure of the previous section provides a method for prediction based on an arbitrary set of past samples. In this section, we apply that method to prediction based on a collection of nonuniform, but periodic, past samples that is a set of two "bunched" samples that repeat periodically [7] , p.194. Denote by T the sampling interval between the centers of the sets of two bunched samples. This sampling is equivalent to taking two LLinterla~ed" sets of samples, each equallyspaced with spacing T but such that one set is slightly delayed relative to the other. We assume that the delay is a small quantity given by 2a, where a: < T/4.
In predictions at the next point that have that point as the second of the bunched samples, the formula for the sample points relative to the prediction point to is (9) to -(LFJT + 2a) if n is odd if n is even tn = { to -LFJT where 1 .
J is the floor function.
Similarly, the location of sample points for a prediction at the first point of the pair of bunched samples is
1 is the ceiling function.
Example 1. The following table presents an example of prediction coefficients. The situation considered was for a prediction at point to when the distances to the earlier sample points are 0.0500,0.2000,0.2500, 0.4000,0.4500, and 0.6000, so that in (9) the parameters are T = 0.2 and a: = 0.025. The bandpass situation considered is for various values of bandwidth B and center frequency at fc = 2B, with N = 6. Note that the values in the last row apply to an upper bound on an error in prediction for bandpass signals with spectrum in the given passband, as described in section 2.
Next, we present an example of a set of predictions for a bandpass signal with polynomial growth. As described in [6] , the theory developed for finite energy signals in section 2 can be adapted to apply to such signals, where the Fourier transform is defined using generalized functions. Table 2 : Predictions of a bandpass signal of polynomial growth using interlaced sampling at a sequence of successive values. Function predicted is z(t) = 30t2sinc(t) cos(4.2.irt).
The predictions given in Table 2 are sequential, and the second of each bunched pair of sample points has a slightly more accurate prediction since the most recent data point, is closer to the prediction point in those cases. The relative error remains fairly small and the predictions are quite accurate. Example 3. As described earlier, the methods of this paper apply to bandpass signals that have more than one passband. The example above was for a bandpass signal with one passband, but in the following table we present examples of sets of prediction coefficients when there are two distinct passbands, one from 1 to 1.5, the other from 2 to 2.5. The table presents the prediction coefficients for the nonuniform case of N = 6 interlaced samples as given by (9) and (10) for various spacing cy between the bunched samples. In each case, the spacing between bunched samples is T = 0.2 but the spacing parameter for the pairs of bunched samples, cy, increases from 0.008 to 0.032. Table 3 : Prediction coefficients a, and partial error bounds AN for a bandpass signal with two passbands. Interlaced sampling for increasing spacing cy between pairs of bunched samples.
