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Abstract—Denoising and filtering are widely used in rou-
tine seismic-data-processing to improve the signal-to-noise ratio
(SNR) of recorded signals and by doing so to improve subsequent
analyses. In this paper we develop a new denoising/decomposition
method, DeepDenoiser, based on a deep neural network. This
network is able to learn simultaneously a sparse representation
of data in the time-frequency domain and a non-linear function
that maps this representation into masks that decompose input
data into a signal of interest and noise (defined as any non-
seismic signal). We show that DeepDenoiser achieves impressive
denoising of seismic signals even when the signal and noise share a
common frequency band. Our method properly handles a variety
of colored noise and non-earthquake signals. DeepDenoiser can
significantly improve the SNR with minimal changes in the
waveform shape of interest, even in presence of high noise levels.
We demonstrate the effect of our method on improving earth-
quake detection. There are clear applications of DeepDenoiser
to seismic imaging, micro-seismic monitoring, and preprocessing
of ambient noise data. We also note that potential applications
of our approach are not limited to these applications or even
to earthquake data, and that our approach can be adapted to
diverse signals and applications in other settings.
Index Terms—seismic denoising, decomposition, deep learning,
convolutional neural network
I. INTRODUCTION
Recorded seismic signals are inevitably contaminated by
noise and non-seismic signals from various sources including:
ocean waves, wind, traffic, instrumental noise, electrical noise,
etc. Spectral filtering (usually based on the Fourier transform)
is frequently used to suppress noise in routine seismic data
processing; however, this approach is not effective when
noise and seismic signal occupy the same frequency range.
Moreover, selecting optimal parameters for filtering is non-
intuitive, typically varies with time, and may strongly alter
the waveform shape such that it degrades the analysis that
follows.
Due to these limitations, numerous efforts have been made
to develop more effective noise suppression in seismic data
e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17,
18, 19]. Methods based on time-frequency denoising [20, 21]
form a large class of seismic denoising techniques. In this
approach, noisy time series are first transformed into the time-
frequency domain using a time-frequency transform, such as
a wavelet transform [22, 23, 24, 25, 26, 27], Short Time
Fourier Transform (STFT) [28], S-transform [29], curvelet
transform [30, 31, 32], dreamlet transform [33], contourlet
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transform [34], shearlet transform [35], empirical mode de-
composition [36, 37, 38, 37, 39, 40], etc. The resulting time-
frequency coefficients are modified (thresholded) to attenuate
the coefficients associated with noise and to find an estimate
of the signal coefficients. The modified coefficients are inverse
transformed back into the time domain to reconstruct the
denoised signal. The basic idea is to promote sparsity by
transforming seismic data to other domains where the signal
can be represented by a sparse set of features so that signal
and noise can be separated more easily.
These methods can suppress the noise even when it occupies
the same frequency range as the signal, however, the choice
of a suitable thresholding function to map the noisy data into
optimally denoised signal can be challenging. Denoising per-
formance of time-frequency methods can be improved in two
ways: either by using a more effective sparse representation
of the data, or by using a more flexible and powerful mapping
function. Machine learning techniques, such as dictionary
learning, have been used to improve seismic denoising by
learning better sparse representations [41, 42, 43, 44]. The
focus of this paper is on improving both sparsity and the
mapping function using deep learning. Deep learning [45, 46]
is a powerful machine learning technique that can learn
extremely complex functions through neural networks. Deep
learning has been shown to be a powerful tool for learning the
characteristics of seismic data [47, 48, 49, 50, 51, 52, 53, 54].
In this paper we present DeepDenoiser, a novel time-
frequency denoising method using deep neural networks. This
network is able to simultaneously learn a sparse representation
of the input data and a high-dimensional non-linear function
that maps this representation into desired masks from the
training data set. Given an input data, DeepDenoiser pro-
duces two individual masks, one for seismic signal and the
other for noise signal. The masks are further used to extract
the corresponding waveforms from the input data. We use
earthquake seismograms manipulated with various types of
noise and non-earthquake signals recorded by seismic stations
to train the network and demonstrate its performance. We
apply the method to unseen noisy seismograms to illustrate
its generalizability, to compare its performance with other
denoising methods, and to document its ability to improve
earthquake detection results.
II. METHOD
In the time-frequency domain, we represent recorded data,
Y (t, f), as the superposition of seismic signal, S(t, f), and
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2some additive natural/instrumental noise or non-seismic sig-
nals, collectively termed noise, N(t, f):
Y (t, f) = S(t, f) +N(t, f) (1)
The objective of denoising is to estimate the underlying
seismic signal (i.e., the denoised signal), Sˆ(t, f), from its
noise contaminated version that minimizes the expected error
between the true and estimated signal:
error = E||Sˆ(t, f)− S(t, f)||22 (2)
where Sˆ(t, f) = TFT−1
{
M(t, f)Y (t, f)
}
, TFT−1 is the in-
verse time-frequency transform, Y (t, f) is the time-frequency
representation of noisy data, and M(t, f) is a function that
maps Y (t, f) to a time-frequency representation of the esti-
mated signal. Donoho and Johnstone [20] showed that this
mapping can be carried out through a simple thresholding in
a sparse representation where the thresholding value can be
estimated from noise level assuming a Gaussian distribution.
Here, we cast the problem as a supervised learning problem
where a deep neural network will learn a sparse representation
of the data to generate an optimal mapping function based on
training samples of signal and noise data distribution. This
is analogous to Wiener deconvolution as follows. We define
our mapping functions as two individual masks, MS(t, f) and
MN (t, f) for signal and noise respectively:
MS(t, f) =
 1
1 + |N(t,f)||S(t,f)|
 (3)
MN (t, f) =
 |N(t,f)||S(t,f)|
1 + |N(t,f)||S(t,f)|
 (4)
Each mask has the same size as the input time-frequency
representation, Y (t, f), and contains values between 0 and 1
that attenuate either noise or signal in time-frequency space.
Inspired by the capability of auto-encoders in learning a
sparse representation of data with respect to an optimization
objective, we designed our network in the form of a series of
fully convolutional layers with descending and then ascending
sizes (Fig. 1). Following Ronneberger et al. [55], we use
skip connections to improve the convergence of training and
prediction performance.
The inputs to the first layer are the imaginary and real parts
of the time-frequency coefficients of the data, Y (t, f). In the
last layer masks of signal and noise (MS(t, f) and MN (t, f))
are provided as labels for training. The input time-frequency
coefficients are processed and transformed through a series
of 2D convolutional layers with a ReLU (rectified linear unit)
activation layer and batch normalization [56]. The convolution
filter size is kept constant (3×3), but the feature space in
the first half of the network is gradually shrunk using strides
of 2×2. These layers act as an effective feature extractor
that can accelerate learning of a very sparse representation
of input data at the bottleneck layer. In the second half of
the network, deconvolution (transpose convolution layers) are
used to generate a high-dimensional non-linear mapping of
this sparse representation into output masks. In the last layer,
a softmax normalized exponential function is used to produce
masks. Through the training process the network learns both
how to construct a sparse representation of data and optimal
masks to separate signal from noise by optimizing a loss
function (cross-entropy loss function).
Fig. 2 shows the data-flow diagram of our method. First,
the seismic waveform is transferred into the time-frequency
domain. The trained network takes the real and imaginary
parts of time-frequency coefficients as the input and produces
individual masks for both signal and noise as the outputs.
The masks are the targets in optimizing the neural network
during training. The estimated time-frequency coefficients of
the seismic signal, Sˆ(t, f), and noise, Nˆ(t, f), are obtained
by applying the associated mask to the imaginary and real
parts of the data coefficients, Y (t, f). The final denoised
signal and noise are obtained after inverse transforming Sˆ(t, f)
and Nˆ(t, f) back into the time domain. Instead of defining
different features and thresholds manually to enhance signal
and attenuate noise, DeepDenoiser automatically learns richer
features from semi-real seismic data that allows it to separate
signal and noise in the time-frequency domain. Deep learning
has the potential to provide a more effective and accurate
automatic denoising tool for seismic data preprocessing, which
can be applied to challenging tasks such as micro-earthquake
detection.
III. NETWORK TRAINING
We use 30-second seismograms recorded by the high broad-
band channels (HN*) of the North California Seismic Network
to train the neural network and test its performance. The
dataset consists of 56,345 earthquake waveforms with very
high signal-to-noise ratios (SNRs) as the signal samples and
179,233 seismograms associated with various types of non-
earthquake waveforms as the noise samples. Both the signal
and noise datasets are randomly split into training, validation
and test sets. To form ’noisy’ seismograms for training the
neural network, we iterate through the signal training set
repeatedly and in each iteration we add a randomly selected
noise sample from the noise training set to the selected seismic
signal to generate data of different SNR levels. The Short
Time Fourier Transform (STFT) is applied to produce the
time-frequency representation of the noisy waveforms. The 2D
time-frequency matrices of the noisy waveforms are the input
to our deep neural network. The real and imaginary parts are
fed to the neural network as two separate channels so that
the network is able to learn from both the time and phase
information. The prediction targets of the neural network are
two masks: one each for signal and noise, composed with
equation (3) and (4). The same procedure is used to generate
validation and test sets. The validation set is only used for
fine-tuning the hyper-parameters of the network. This helps to
identify and prevent over-fitting. The test set is used for the
final results in this paper.
IV. RESULTS
A. Test Set
We use the test set to analyze the final performance and
visualize the denoising results. Fig. 3 demonstrates that the
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: 3x3 convolution + Relu + batch normalization
: 3x3 convolution + 2x2 stride + Relu + batch normalization : 3x3 deconvolution + Relu + batch normalization
: 1x1 convolution + softmax
Fig. 1: Neural network architecture. Inputs are the real and imaginary parts of the time-frequency representation of noisy
data. Outputs are two masks for signal and noise extraction. Blue rectangles represent layers inside the neural network. The
dimension of each layer is presented above it, and contains ”frequency bins × time points × channels”. Arrows represent
different operations applied to layers. The input data first go through 3×3 convolution layers with 2×2 strides for down-
sampling and then go through deconvolution layers [57] for up-sampling. Batch normalization and skip connections are used
to improves convergence during training. The softmax normalized exponential function is applied in the last layer to predict
the masks for signal and noise.
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Fig. 2: Data flow diagram of our denoising method. (1) The noisy data is transformed into the time-frequency domain using
Short Time Fourier Transform (STFT). (2) The real and imaginary parts of time-frequency coefficients are fed into our deep
neural network. (3) The neural network produces two masks for signal and noise based on input data. (4, 5) The associated
masks are applied to the noisy-signal coefficients to estimate the time-frequency coefficients of the seismic signal and noise.
(6) The denoised signal and noise in time domain are obtained using inverse STFT.
4network can successfully decompose the noisy inputs with
different characteristics into denoised signal and noise. The
algorithm can recover denoised signal with high accuracy
(Fig. 3(b, d)(iv)). As can be seen from the same example,
signal leakage is minimal and the waveform shape, frequency
content, and amplitude characteristics are well preserved after
denoising. These characteristics hold for the extracted noise
as well (Fig. 3(b, d)(v)).
One advantage of our learning-based denoising method is
that the network not only learns the features of seismic signals
but also the features of various noise. The wide variety of noise
sources along with their time-varying signatures makes it very
difficult for hand-engineered features to well represent each
type of noise. However, DeepDenoiser shows potential ability
to learn a sparse feature representation for different types of
noise. Some of them are recognized in our test dataset: The
first type of noise is band-limited (Fig. 4(a, b)), with relatively
strong values within narrow frequency bands; The second type
of noise is low-frequency noise (Fig. 4(c, d))), which presents
strong background fluctuations the signal rides on; The third
type of noise is cyclic noise (Fig. 5), which is combined with
different modes with the frequency band varying with time.
The first two types of noise could be effectively attenuated
by band-pass or low-pass filtering given an accurate estimate
of the noise frequency bands. The third type of noise is
challenging for traditional denoising methods as the noise
changes with time and its frequency band overlaps with the
frequency band of the target signal. For all of these types of
noise, DeepDenoiser automatically predicts a mask that adapts
to the noise features. The mask not only estimates the noise
frequency bands needed for denoising but also reflects the
changes of frequency contents over time. The denoised signal
and the separated noise (Fig. 4(b, d)(iv, v), Fig. 5(b, d)(iv, v))
support that DeepDenoiser has robust denoising performance
on various kinds of noise.
We also test DeepDenoiser on waveforms with pure noise.
Fig. 6 shows that it accurately distinguishes these waveforms
from those containing earthquake signals, i.e. no recovered
signal is predicted and the recovered noise is equivalent to
the input noise. With traditional denoising methods, the input
noise waveform on the other hand could be contaminated. This
important feature renders DeepDenoiser with the ability to pre-
serve noise signals with or without the presence of earthquakes
at reasonable computational cost. It could have significant
applications in data preprocessing for ambient seismic noise
studies where the contamination of noise data with earthquake
signals can heavily affect the cross-correlation results [58] and
the current way of dealing with earthquake contamination is
to simply discard the associated windows [59, 60].
B. Generalization
The neural network is trained on seismic data that is syn-
thesized by superposing real noise signals onto the real high-
SNR seismic signals. To test the network’s generalizability, we
applied it on the 91,000 samples of real seismograms recorded
in Northern California. These seismograms are from detected
earthquakes in the Northern California Earthquake Catalog,
but are contaminated heavily by noise (Fig. 7(i)) and therefore
have low SNRs (Fig. 8).
The results suggest that DeepDenoiser successfully recovers
clean seismic waveforms (Fig. 7(ii)), e.g. the first arrivals, and
improves the SNR by around 15 dB (Fig. 8). The SNR is
calculated as:
SNR = 10 log10
(
σsignal
σnoise
)
(5)
where σsignal and σnoise are the standard deviations of wave-
forms before and after the first arrival. Although DeepDe-
noiser is trained on synthetic data, it generalizes well to real
seismograms. This suggests we can directly apply the deep
neural network trained in this study to denoising tasks in real
life whose performance relies on clean, undistorted seismic
signals.
C. Comparison with Other Methods
To compare the performance of our method with other
denoising approaches, we select one seismic waveform in
”Trigger/Picker Tutorial”1 of obspy [61] as a benchmark. The
waveform is from the ”EHZ” channel, which represents a short
period high gain seismometer, recorded at station RTSH of
the BayernNetz (BW) Network in Germany. We also cut a 30-
second window prior to the event as the noise sample (Fig. 9).
We scale the noise waveform to vary the noise level and stack
it with the seismic waveform to generate a sequence of noisy
signals with varying SNRs (Fig. 9(c)).
We used normal filtering and general cross-validation de-
noising [27] for the comparison. For normal filtering, we
design the filter based on the smoothed frequency distribution
of the clean signal (Fig. 12 in appendix), which is intended to
emphasize the frequency band where the true signal resides.
We measure the SNR improvements between the denoised and
noisy signals, and changes of the maximum amplitude, the
correlation coefficient and the picked arrival times as the bases
of the comparison between the performance of these methods
(Fig. 10). The arrival time is picked using the same STA/LTA
method in the section below.
Fig. 10 indicates that DeepDenoiser achieves a better de-
noising performance while introducing smaller distortion to
the signal waveform. The SNR improvement of DeepDenoiser
is more significant and more robust than the GCV method
(Fig. 10(a)). Fig. 10(b) shows that DeepDenoiser recovers the
true amplitude of the signal more accurately. The max ampli-
tude of the denoised signal is closer to the true signal in Fig. 9
when the SNR is larger than 2 dB, while the GCV method
largely attenuates both noise and signal to achieve a good
denoising performance. The higher correlation coefficients in
Fig. 10(c) further demonstrates the DeepDenoiser introduces
smaller waveform distortion during denoising. In contrast,
the GCV method distorts the signal waveform significantly.
DeepDenoiser is designed based on a way to separate signal
and noise effectively, which enables it to improve SNR and
preserve the signal waveform simultaneously. The denoised
waveform also improves the recovery of arrival times from
1https://docs.obspy.org/tutorial/code snippets/trigger tutorial.html
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Fig. 3: Denoising examples: (a, c) time-frequency domain; (b, d) time domain. The time-frequency coefficients and waveforms
of ”clean” signal, real noise, and noisy signal are plotted in panels (i) (ii) (iii). Panels (a, c)(iv) show the denoised signal in
the time-frequency domain, and panels (b, d)(iv) show its time domain waveform. The recovered noise is shown in panels (a,
c)(v) and (b, d)(v).
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Fig. 4: Denoising performance in presence of strong colored noise. It is plotted in a same manner as Fig. 3.
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Fig. 5: Denoising performance in presence of cyclic non-seismic signals. It is plotted in a same manner as Fig. 3.
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Fig. 6: Denoising examples of pure noise: (a, c) time-frequency domain; (b, d) time domain. The inputs are pure noise as
shown in panels (i). The predicted signal masks in panels (a, c)(ii) and the recovered signal waveforms in panels (b, d)(ii) are
mostly zeros. The predicted noise masks in panels (a, c)(iii) and recovered noise waveforms in panels (b, d)(iii) are same as
the input noise in panels (i).
noisy signal. With a fixed activation threshold for STA/LTA
method, the picked arrival times will have an sytematically
increasing delay and eventually not be recovered at increasing
noise levels. Fig. 10(d) shows that on the noisy signal the
arrival time has a delay of 0.5 s at SNR of 4 dB and fails
to be recovered beyond this level (smaller dB). On the other
hand, the denoised signal by DeepDenoiser yields an accurate
arrival time even at SNR of 2dB, which is also better than the
other two denoising methods.
D. Application for Earthquake Detection
Background noise can significantly affect the performance
of common detection algorithms such as STA/LTA (short-term
averaging/long-term averaging) for detecting small and weak
events [62]. Moreover, the presence of non-earthquake signals
will increase the false positive rate, and as a result, degrade
detection precision. In Fig. 11 we present two examples of
how DeepDenoiser can improve the STA/LTA characteristic
function. The short and long time windows are set to be 0.5
seconds and 5 seconds. Fig. 11(a) shows an example when
the noise smooths out the sharp jump at the arrival of seismic
waves and makes the earthquake undetectable. DeepDenoiser
makes this earthquake easy to detect and increases the recall
rate by making the STA/LTA characteristic function sharp after
denoising. Fig. 11(b) shows another example when impul-
sive non-seismic signals bring sharp peaks to the STA/LTA
characteristic function. These peaks will be falsely detected
as earthquakes by the STA/LTA method. DeepDenoiser can
effectively remove these non-seismic signals and increase the
prediction precision. We compare the earthquake detection
results on our test dataset of 10,800 samples before and after
denoising. With a threshold of 5, we calculate the precision
of earthquake detection to be 35.14%, 92.34% and the recall
rates to be 17.69%, 93.76% for the noisy signal and denoised
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Fig. 7: Denoising performance on unseen seismograms: (a, c) time-frequency domain; (b, d) time domain. The time-frequency
coefficients and waveforms of the unseen noisy signal are plotted in panels (i). Panels (a, c)(ii) show the denoised signal in
the time-frequency domain, and panels (b, d)(ii) show its time domain waveform. The recovered noise is shown in panels (a,
c)(iii) and (b, d)(iii).
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Fig. 8: Histogram showing SNR improvement of real noisy
seismograms at Northern California.
signal respectively. The accuracy is defined as the ratio of true
positive detections over the total positive detections. The recall
rate is defined as the ratio of true positives over the total true
number of earthquakes. Both the accuracy and recall rate are
improved significantly by DeepDenoiser.
V. DISCUSSION AND CONCLUSION
We have developed a novel deep-learning-based denoising
algorithm for seismic data, DeepDenoiser. This learning-based
approach can learn a collection of sparse features with the aim
of signal and noise separation from samples of data. These
features reflect more accurately the statistical characteristics
of a signal of interest and can be used for effective denoising
or decomposition of input waveforms. The neural network
automatically determines the percentage of signal present at
each data point in the time-frequency space (mask). Learning
a sparse representation of data and predicting two adaptive
thresholding masks is performed simultaneously by optimizing
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Fig. 9: The waveforms cut from ”EHZ” channel of RTSH sta-
tion, BayernNetz (BW) Network in Germany: (a) the ”clean”
signal; (b) the noise waveform obtained from the same station
prior to the event origin time; (c) an example of generated
noisy waveform with a stacking ratio of 3 for noise in (b)
over signal in (a).
the loss function. The masks determined by the network are
then used to effectively decompose the input data into a signal
of interest and noise.
Our results show this algorithm can achieve robust and ef-
fective performance in denoising of data even when the signal
and noise share a common frequency band. The denoising
ability of our method is not limited to random white noise,
but performs well for a variety of colored noise and non-
earthquake signals as well. Our tests indicate that DeepDe-
noiser can significantly improve the SNR with minimal change
to the underlying signal of interest. DeepDenoiser preserves
waveform shape more faithfully than other denoising methods,
even in presence of high noise levels. The network appears to
be able to generalize to datasets outside of training set. We
have only demonstrated the capability of our method in im-
proving event detection; however, the potential applications of
our approach are widespread. DeepDenoiser can be adapted for
various types of seismic and non-seismic signals and different
applications. Seismic imaging, micro-seismic monitoring, test-
ban treaty monitoring, and preprocessing of ambient noise data
are other potential applications of our method.
Although the performance of DeepDenoiser is impressive,
it does not result in a perfect separation of signal and noise.
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Fig. 10: Performance comparison between normal filtering,
GCV denoising and DeepDenoiser: (a) improvement of SNR;
(b) max amplitude changes; (c) correlation coefficient; (d)
picked arrival time changes. Values in (b) and (d) are differ-
ences compared with the signal in Fig. 9(a). Values in (c) are
calculated by zero-lag cross-correlation between the denoised
waveforms and the signal in Fig. 9(a).
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Fig. 11: Improvement of STA/LTA characteristic function after denoising: (i) noisy signals; (ii) denoised signals; (iii) and (iv)
the corresponding STAT/LTA characteristic functions.
Perfect separation of signal and noise in the time-frequency
domain requires recovering two complex vectors for signal
and noise from the complex vector of noisy signal, while
DeepDenoiser uses the same mask for both the real and
imaginary parts, and the mask, which has a value between [0,
1], can not recover signal values larger than the input noisy
signal. Predicting the signal and noise values directly without
the use of a mask may be a future direction for improvement.
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APPENDIX A
Frequency distribution of the filter used for normal filtering
in the comparison section are shown in Fig. 12. This is built
based on the frequency distribution of clean signal in Fig. 9(a),
so that it could keep the frequency band of the clean signal.
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