We consider an orthogonally invariant estimation of Σ of Wishart distribution using Stein's loss (entropy loss) or a quadratic loss. In these problems the best lower triangular matrix invariant estimators are minimax estimators. Some orthogonally invariant estimators were derived from those minimax estimators. It is conjectured that they are also minimax estimators, but some estimators have not yet been proved to be minimax. In this paper we prove the minimaxity of some estimators when the dimension is two. We also present the necessary conditions for a class of estimators to be minimax when the dimension is two.
Introduction
We consider the estimation of Σ in a multivariate normal distribution N p (µ, Σ) when µ is known. This is equivalent to the estimation problem of Σ in a Wishart distribution W p (k, Σ) in view of sufficient statistics. Let W be distributed according to W p (k, Σ). We consider Stein's loss (entropy loss) and a quadratic loss, i.e. where T is the lower triangular matrix with positive diagonal elements. Then every estimator that is invariant under this transformation has the form Σ = T ∆T (1.1) with a constant diagonal matrix ∆ = diag(δ 1 , . . . , δ p ). James and Stein (1961) derived the best estimator (sayΣ l1 ) w.r.t. L 1 (Σ, Σ) among those which are invariant under this transformation. It is given by
The derivation of the best lower triangular matrix invariant estimator (sayΣ l2 ) for the loss L 2 (Σ, Σ) is more complex especially when the dimension p is large. Olkin and Selliah (1977) gave the linear simultaneous equations whose solution gives the δ's ofΣ l2 . It is Λ k δ = λ k , (1.3) where (Λ k ) ii = (k + p − 2i + 1)(k + p − 2i + 3), (Λ k ) ij = (k + p − 2j + 1) if j > i, (Λ k ) ij = (k + p − 2i + 1) if j < i,
The explicit form of δ's in the case p = 2 is given by
Note that there is a typographical error in the expression of δ 1 in Olkin and Selliah (1977) . The correct description can be found in Sharma and Krishnamoorthy (1983) . In the case p = 3(k ≥ 3), the δ's are given by δ 1 = k 4 + 2k 3 + 5k 2 + 4 k 5 + 8k 4 + 17k 3 + 14k 2 + 4k + 16 , δ 2 = k 4 + 4k 3 + 3k 2 + 4k + 12 k 5 + 8k 4 + 17k 3 + 14k 2 + 4k + 16 , (1.5)
These best lower triangular matrix invariant estimators have constant risk and are minimax from Kiefer's well-known theorem. Several estimators have been proposed which are thought to dominate these best invariant estimators. Some of these are theoretically proven to be minimax but others are not. For review and classification of those estimators, see Pal (1993) . In this paper we focus on orthogonally invariant estimators, especially those of the type derived by Stein (1982) , Srinivasan (1985, 1986) . For another type of orthogonally invariant (minimax) estimators, see Sharma and Krishnamoorthy (1983) and Takemura (1984) .
Every orthogonally invariant estimator of Σ has the form
where W = HLH is the spectral decomposition with H ∈ O(p) (the group of p × p orthogonal matrices) and L = diag(l 1 , . . . , l p ). l = (l 1 , . . . , l p ) is the vector of eigenvalues of W with the order 0 < l p ≤ · · · ≤ l 1 . Stein (1982) proposed an orthogonally invariant estimatorΣ o1 defined by
for L 1 (Σ, Σ). Dey and Srinivasan (1985) proved that this estimator is minimax for arbitrary p and k(≥ p). (Furthermore they obtained estimators superior tô Σ o1 . For more details, see Srinivasan (1985, 1986) .) The fact thatΣ o1 is a minimax estimator naturally provokes the following conjecture.
• The orthogonally invariant estimator (sayΣ o2 ) of Σ defined by
. . , p, with δ's as the solution of ( 1.3) is minimax with respect to the loss L 2 (Σ, Σ). More general conjecture including this conjecture is stated in Krishnamoorthy and Gupta (1989) . See also Perron (1997) for this conjecture. In Section 2 of this paper, we prove that this conjecture holds true in the case p = 2. We are also interested in the following question.
• What is the necessary condition on constant δ's for the estimator defined by
to be minimax ? We prove that the δ's in (1.2) and (1.4) are the only values that make the estimator (1.7) minimax for L 1 (Σ, Σ) and L 2 (Σ, Σ), respectively. In Section 2, we prove it for L 2 (Σ, Σ) in the wake of the proof for the minimaxity ofΣ o2 . The proof for L 1 (Σ, Σ) is presented in Section 3.
Note that the estimation problems considered here are invariant with respect to the orthogonal matrix transformation, and we can assume without loss of generality that
Case of L 2
In this section, we consider the estimation of Σ using the loss function L 2 (Σ, Σ). Theorem 1. Suppose p = 2 and k ≥ 2. ThenΣ o2 dominatesΣ l2 and hence is a minimax estimator.
Proof. The density of l and H with respect to the product measure of the Lebesgue measure and the invariant probability measure µ on O(p) is given by
and A = (a ij ) = H Σ −1 H (See for example Th.3.2.18 Muirhead (1982) ). In the case when p = 2, the density function is given by
. We will use the notation G(l) hereafter which is defined by
We consider general estimators of the form (1.7) without specifying the δ's. Let
denote the risk ofΣ given by (1.7). Straightforward calculation shows that
From (2.2), we have
Using integration by parts, we have
where S 1 = a 11 + a 22 = trΣ −1 . Similarly, we have
Therefore, we have
Besides, we have
Using Theorem 5.1 from Sheena (1995) , we have
Similarly, we have
Using results (2.3) to (2.6), we have
Now consider the integral I( k−3
2 ). From the definition of I(α), we have
where L * = {l | 0 < l 1 < l 2 }. Since µ is invariant with respect to the exchange of the columns of H, we have
From (2.8) and (2.9), we have
For the case p = 2, H can be simply expressed as
If θ is uniformly distributed on [0 2π] and P ( = 1) = P ( = −1) = 1 2 , then the distribution of H equals the invariant distribution, µ. See Tumura (1965) or Takemura (1991) . Hence
Applying Lemma 1 from the Appendix to the last integral, we have
Consequently, from (2.7), (2.10) and the well-known formula
where
We use the following formulas in the calculation of sup 0≤y<1 R 2 (Σ, Σ) noting that 0 ≤ y < 1.
See e.g. p. 45 (10), p. 67 (2) and p. 99 (1) in Luke (1969) .
Using formula (2.13), we have
Now suppose δ 1 and δ 2 are given by (1.4). Then, we have
From (2.12), the general estimators given by (1.7) have the limiting risk value given by
The second and the third equalities are derived using the formulas (2.14) and (2.15), respectively. For the specific case of (1.4), we have
For the value of R 2 (Σ l2 , Σ), see p. 25 of Sharma and Krishnamoorthy (1983) .
Next we prove the uniqueness ofΣ o2 being minimax among the estimators given by (1.7).
Theorem 2. Suppose p = 2.Σ o2 is the only minimax estimator w.r.t. L 2 (Σ, Σ) among the estimators given by (1.7).
Proof. From (2.18) in the proof of Theorem 1, we have
We calculate the minimum value of g 2 (δ 1 , δ 2 ). Generally speaking, the quadratic function defined by δ Bδ + 2c δ + d 
Hence, we have
From (2.2), (2.3), (2.10), (2.11) and (2.14), we have
Using (2.15), we have g 1 (δ 1 , δ 2 ) attains its minimum value when
These are the δ's given by (1.2). The attained minimum value is log(k + 1) + log(k − 1) − E[log |W | | Σ = I p ], which is equal to R 1 (Σ l1 , Σ). (See p. 377 of James and Stein (1961) .) Consequently, we have See e.g. p. 57 (3) in Luke (1969) .
