The results established in contemporary statistical physics indicating that, on very small space and time scales, the entropy production rate may be negative, motivate a generalization of continuum mechanics. On account of the fluctuation theorem, it is recognized that the evolution of entropy at a material point is stochastically (not deterministically) conditioned by the past history, with an increasing trend of average entropy production. Hence, the axiom of ClausiusDuhem inequality is replaced by a submartingale model, which, by the Doob decomposition theorem, allows classification of thermomechanical processes into four types depending on whether they are conservative or not and/or conventional continuum mechanical or not. Stochastic generalizations of thermomechanics are given in the vein of either thermodynamic orthogonality or primitive thermodynamics, with explicit models formulated for Newtonian fluids with, respectively, parabolic or hyperbolic heat conduction. Several random field models of the martingale component, possibly including spatial fractal and Hurst effects, are proposed. The violations of the second law are relevant in those situations in continuum mechanics where very small spatial and temporal scales are involved. As an example, we study an acceleration wavefront of nanoscale thickness which randomly encounters regions in the medium characterized by a negative viscosity coefficient.
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The results established in contemporary statistical physics indicating that, on very small space and time scales, the entropy production rate may be negative, motivate a generalization of continuum mechanics. On account of the fluctuation theorem, it is recognized that the evolution of entropy at a material point is stochastically (not deterministically) conditioned by the past history, with an increasing trend of average entropy production. Hence, the axiom of ClausiusDuhem inequality is replaced by a submartingale model, which, by the Doob decomposition theorem, allows classification of thermomechanical processes into four types depending on whether they are conservative or not and/or conventional continuum mechanical or not. Stochastic generalizations of thermomechanics are given in the vein of either thermodynamic orthogonality or primitive thermodynamics, with explicit models formulated for Newtonian fluids with, respectively, parabolic or hyperbolic heat conduction. Several random field models of the martingale component, possibly including spatial fractal and Hurst effects, are proposed. The violations of the second law are relevant in those situations in continuum mechanics where very small spatial and temporal scales are involved. As an example, we study an acceleration wavefront of nanoscale thickness which randomly encounters regions in the medium characterized by a negative viscosity coefficient. 
Motivation
The entire field of continuum mechanics has been developed subject to the second law of thermodynamics, requiring a non-negative rate of irreversible entropy production. Given the results in physics over the past two decades, this law, however, has to be restricted to macroscales because on very small scales and very short times, the entropy production rate may become negative [1] [2] [3] [4] [5] . This has been demonstrated by theory, simulations and experiments. These results suggest that an extension of continuum mechanics should be made, wherein the second law axiom ought to be relaxed, and this task defines the goal of this paper. The approach we take is motivated by the following observations:
(i) The fluctuation theorem involves a randomly fluctuating dissipation function pertaining to a very small volume. This picture corresponds to the concept of a local accompanying state (LAS) in continuum thermomechanics for an infinitesimal volume element dV, providing one formulates a scale-dependent continuum theory in terms of the dissipation function. (ii) Just as the dissipation function describes irreversible phenomena, the free energy function describes quasi-conservative phenomena both, in statistical mechanics and in continuum thermomechanics. Hence, a continuum theory may be formulated in terms of these two functions being treated as stochastic functionals. On macroscales, they simplify to deterministic functionals. (iii) There is a natural mathematical model for entropy which, on average, allows the entropy to be weakly increasing, but allows it randomly (every so often) to go below the immediately preceding level: a submartingale. According to the fluctuation theorem, the probability of those negative excursions relative to the probability of positive growths is exponentially decreasing with system size and time interval, as discussed in the aforementioned references. We then observe that, with reference to probability theory, the Doob decomposition theorem allows one to describe physical phenomena whose entropy evolution is a superposition of a weakly monotonic growth (on conventional continuum scales) plus a zero-mean random fluctuation (on very small spatial and/or time scales). (iv) While most of continuum mechanics does not need to account for violations of the second law, one needs to reexamine the situations where very small spatial and temporal scales are involved. As one paradigm of such a situation, we study an acceleration wave whose wavefront is of nanoscale thickness. As the wavefront propagates, it randomly encounters regions in the medium which are characterized by a negative viscosity coefficient, the average viscosity coefficient being positive. Such random fluctuations in the viscosity coefficient cause qualitative changes in the competition between the nonlinear elasticity and dissipation that are characteristic of the evolution of acceleration waves. The thicker is the wavefront, the weaker is the effect of fluctuation theorem and the conventional behavior of acceleration waves is recovered.
Entropy evolves as a submartingale
It has been established in statistical physics over the past two decades that the entropy production may be negative on short time and space scales (see Evans & Searles [3] and Reid et al. [5] ). This is described by a fluctuation theorem giving, in its basic form, an estimate of the relative probability of observing processes that have positive and negative total dissipation in non-equilibrium systems
where t is the time, while φ t is the dissipation function quantifying the thermodynamic reversibility of a trajectory taken by a thermodynamic system and A is the value of φ t . That is, the fluctuation theorem compares the probability P(φ t = A ± dA) of observing an arbitrary system trajectory having a dissipation total infinitesimally close to A with that of the time reverse of that trajectory (its conjugate anti-trajectory) in the ensemble of trajectories:
More specifically, with Γ = (q 1 , p 1 , . . . , q N , p N ) being the phase space vector of the system which corresponds to a system trajectory and Γ * (t) being the result of a time reversal map applied to Γ (0), φ t (Γ (0)) is the total dissipation for a trajectory originating at 0 and evolving for a time t:
This integration of φ t (Γ (0)) involves an instantaneous dissipation function
The fluctuation theorem as expressed by (1) states that (i) positive dissipation is exponentially more likely to be observed than negative dissipation and (ii) upon ensemble averaging of φ t (with E denoting the mathematical expectation), leads to
Thus, (2.5) is seen as a generalization of the second law of thermodynamics (i.e. the entropy production rate is non-negative). Now, the fact that φ t evolves randomly with property (2.5) indicates that it is a submartingale, i.e. a stochastic process with a specific type of memory effect. To make this more rigorous, we recall a few basic facts from probability theory. First, (Ω, F, P) is a probability space, where Ω is the sample space, F is the σ -field of events and P the probability measure. In the vein of probability theory, the argument ω ∈ Ω is employed to indicate the random character of a given quantity. We assume that the space (Ω, F, P) is complete, i.e. any subset of a P-null event is an event. Next, we introduce a filtration on Ω: a family of σ -fields F = {F t : t ≥ 0} that is increasing:
Thus, the filtration represents our growing knowledge at the successive times. We suppose that the filtration satisfies the so-called usual hypotheses: F 0 contains all the P-null sets of F and the filtration F is right-continuous:
Next, a stochastic process X is defined as a collection of random variables defined on the same probability space. A stochastic process X = {X t : t ≥ 0} is adapted to the filtration F if for all t, X t is F t -measurable.
The process X = {X e , F t : t ≥ 0} is a martingale if, 
However, in view of (2.1), since the value s (i) (t) serves as a condition for stochastic (nondeterministic) evolution to time t + t, (2.6) is replaced by a weaker statement
Thus, we recognize the irreversible part of entropy s (i) (t) to be a submartingale φ. This is based on the fact that filtration is a stochastic generalization of the history dependence in continuum mechanics.
At this point, we recall the famous Doob-Meyer decomposition [7, 8] saying that under mild technical conditions any submartingale is the sum of a martingale (M) and an increasing process (G): let φ = {φ t : t ≥ 0} be a submartingale relative to the filtration F t . Then there exists a martingale M = {M t : t ≥ 0} and a process G = {G t : t ≥ 0} such that (i) M is a martingale relative to F t ; (ii) G is an increasing process: G s ≤ G t for s ≤ t almost surely and
In general, M and G are random processes, which implies four distinct possibilities: 
As the time and/or spatial scale goes up, so does A, and eventually we reach the level where, practically, M = 0, while G becomes deterministic. Thus, M = 0 reflects the fluctuations of entropy production about the zero level E{s in either the large system or long time limit the Steady State Fluctuation Theorem predicts that the Second Law will hold absolutely and that the probability of Second Law violations will be zero.
There exist four distinct combinations for entropy evolution as a submartingale: The top row in figure 1 corresponds to all the situations conventionally described by continuum mechanics, while the bottom row corresponds to situations in statistical physics allowing violations of the second law. The left column represents conservative phenomena, while the right column quasi-conservative/dissipative phenomena. (We follow [9] in saying 'quasi-conservative' instead of 'conservative' when the phenomenon is partially dissipative.) Clearly, M represents the microscale fluctuation, while G represents the conventional (wellknown) entropy growth. Thus, dG/dt is identified with the average of the irreversible entropy rate (E{s * (i) } ) and dM/dt with its zero-mean random fluctuations
It follows as a simple corollary that the negentropy is a supermartingale.
Stochastic thermomechanics (a) Basic framework
With continuum mechanics being based on thermodynamics of irreversible processes [ and ε ij is the small strain. Then, the free energy is (via a partial Legendre transform with respect to s)
Next, consider the global form of the second law of thermodynamics for a finite (not inifinitesimal) volume V of a continuumṠ
HereṠ,Ṡ (r) andṠ (i) stand, respectively, for the total, reversible and irreversible entropy production rates and T for the absolute temperature. Equivalently,Ṡ ≥Ṡ (r) . (An overdot denotes a material derivative for absolute tensors (like the temperature gradient and deformation rate) and an Oldroyd derivative for tensor densities (like the heat flux and stress tensor). Note also thatṠ (r) anḋ S (i) , unlikeṠ, are not total differentials [9] .) Writing (3.2) for the volume V having a boundary ∂V (in Eulerian description), with s denoting the specific entropy per unit mass, (12) can be written as
where q k (or q in a symbolic tensor notation) is the heat flux and the last equality follows from the Green-Gauss theorem. Since this holds for any volume, the local form of the second law is
Introducing the rate of irreversible entropy productionṡ (i) gives
It follows that the second law of thermodynamics takes the Clausius-Duhem form [12] 
where we have restricted ourselves to very small strains (so thatε ij = d ij ). With ψ playing the role of a potential for the entropy and the quasi-conservative Cauchy stress
(3.6) suggests a subdivision of stress into its quasi-conservative (σ (q) ij ) and dissipative (σ
ij , so that this inequality takes the form
Let w = {d ij , T} be a vector in a seven-dimensional vector space. If (i) we recognize two vectors
(ii) introduce a dissipation function φ = Tṡ (i) and (iii) observe φ to be random in character, then the inequality (3.8) is written as That is, we recognize the intrinsic mechanical dissipation (φ int ) superposed with the thermal (φ th ) dissipative effects, both contributions being random.
A different stochastic interpretation of the second law presented in equation (3.2) has been given in [13, 14] ; this interpretation is not pursued here.
(b) Stochastic thermodynamic orthogonality
The key problem in continuum mechanics concerns the finding of a solution of (20), i.e. a constitutive relation linking Y with V. The most effective and popular approach is based on a thermodynamic orthogonality [9] which also provides a stepping-stone to more complex models in continuum thermodynamics. To this end, take φ as a functional of V, and obtain Y as its gradient in the velocity space:
Effectively, this means that, provided the dissipative force Y is prescribed, the actual velocity maximizes the dissipation rate
This principle of maximal rate of entropy production has already been explored by the authors interested in making a connection between the fluctuation theorems and the continuum mechanics [15] . Now, with reference to fig. 1 in Evans et al. [1] or fig. 1 in Evans & Searles [3] , in view of the random fluctuations in constitutive response, we have with reference to our figure 2a:
(i) a scatter of Y, possibly reaching into negative values of shear stress σ 12 for a system undergoing Couette flow with d 12 prescribed; (ii) some random scatter in other components of σ ij , besides the main component of shear stress; this scatter is represented by a high-aspect-ratio ellipse.
As discussed at the end of §3a, φ is a random functional φ(V, ω), ω ∈ Ω, with the randomness disappearing as the time and/or spatial scales become large, whereby φ becomes a deterministic functional of a homogeneous continuum. Indeed, Dewar [16] showed, for linear phenomena (which covers the Couette flow), on the basis of the fluctuation theorem that this deterministic dissipation function is the average of a statistically fluctuating dissipation rate on very small spatial scales. 
(1) The increasing process representing the deterministic Newtonian fluid response: (2) . Here, d (1) and d (2) are, respectively, the first and second basic invariants of d ij . (2) The martingale modelling the fluctuation part:
Here, the anisotropy (represented by a thin elongated ellipse in figure 2a ) reflects the disordered motion on microscale with a dominant component aligned with the applied one; this random anisotropic viscosity tensor M ijkl (ω) vanishes as the scale increases and the fluid is simply modelled by G.
Clearly, the randomness resides in M(d, ω), so that 12) with the quasi-conservative and dissipative stresses being
and the viscosity coefficients assuring the positive-definiteness of G:
14)
The Newtonian fluid simplifies to a Navier-Stokes fluid in the special case of a vanishing bulk
where d ij is the deviator of d ij . One may take this model to non-Newtonian fluids, and there are several well-established ways of developing deterministic non-Newtonian constitutive relations, but this subject is not of central interest to this study. Turning to the martingale M, we first note that, since (i) continuum mechanics is a field theory and (ii) fluctuations in entropy production (due to a very fine spatial resolution being smaller than the representative volume element of continuum mechanics) need to be admitted, from the standpoint of thermodynamics with internal variables, a spatially random material body is defined in terms of a deterministic free energy ψ(x) and a stochastic dissipation function φ(x), both functionals being parametrized by spatial location. More explicitly,
(To simplify the writing, the dependence of ψ on T is suppressed here.) In other words, φ is a scalar random field over the spatial domain D ⊂ E 3 occupied by the body. In view of the Doob decomposition, with G being deterministic (as discussed above), M is the random field of interest:
Given the near-Gaussian character of fluctuations reported in Evans & Searles [3] , it is natural to take M as a Gaussian random field of spatially homogeneous and isotropic class, or, effectively, to work with a Gaussian field of fluctuations in the viscosity coefficient μ (see §3d). A richer model would introduce a tensor random field M ijkl . At present, however, an explicit representation of a fourth-rank tensor random field is not yet known: only the first-and second-rank tensor random fields have explicit (possibly spectral) representations [17, 18] .
(c) Stochastic primitive thermodynamics
A more general solution of (3.10) is provided by a decomposition theorem [19, 20] : every vector field Y which is of class C 1 in V and class C 2 in w admits the unique decomposition 
where ϕ(Y, w) is a scalar-valued function and the non-dissipative (or powerless) vector U(Y, w) is such that
The problem of solving the inequality (3.10) is reduced to the problem of finding a scalar function ϕ(Y, w) such that
The solution of the above inequality is given by 20) where p(λY, w) is any scalar-valued C 2 function of V such that p(λY, w) ≥ 0 and p(0, w) = 0. Again, by analogy to the role played by ψ for quasi-conservative processes (such as hyperelasticity), ϕ is a potential for all dissipative processes. If a process is derivable from ϕ, it is called hyperdissipative. The non-dissipative (or powerless) vector U is a constraint (see Goddard [21] for an illuminating discussion within deterministic thermomechanics). Geometrically, in view of the random fluctuations in constitutive response, we have with reference to figure 2b:
(i) a scatter of ∇ V ϕ, possibly reaching into negative values; (ii) some random scatter in other components of ∇ V ϕ than those associated with the prescribed velocity V; again, this scatter is represented by a high-aspect-ratio ellipse and (iii) ϕ = φ in general, but ϕ = φ/2 for linear thermodynamic processes.
It follows that ϕ is a random functional ϕ(V, ω), ω ∈ Ω, with the randomness disappearing as the time and/or spatial scales become large, and then ϕ becomes a deterministic functional of a homogeneous continuum.
In the particular case of Couette flow, we again have a Doob decomposition (2) and M taken as a Gaussian random field (see §3d). Additionally, depending on the nature of constraint, U may also be a random field.
Taking the Newtonian fluid to be thermoviscous and admitting the Maxwell-Cattaneo heat conduction (i.e. heat propagating with finite wave speeds), the thermal dissipation becomes φ th (V) ≡ φ(q i ,q i ) = λ ij q i q j /T, so that the dissipative force, velocity vector and the non-dissipative vector are Ostoja-Starzewski & Zubelewicz [22] 
The Clausius-Duhem inequality (3.10) 1 becomes
where ψ(q) is the free energy functional. On account of (3.10) 2 , the powerless force vector U has the form subvectors u 1 and u 2 . On account of (3.17), we now obtain these dissipative forces
Thus, (3.25) 1 is the Newtonian stress-deformation rate relation, (3.25) 2 is the Maxwell-Cattaneo equation (which simplifies to the Fourier law for t 0 → 0) and (3.25) 3 is identically satisfied for the free energy chosen as ψ(q) = λ ij q i q j t 0 /2T 0 .
(d) Random field M
In continuum mechanics, all the dependent field quantities are functions of position and time, and so is LAS, the submartingale and its two components. There is a very wide range of scalar random field models that can be employed for M (e.g. [23, 24] ), but, noting the importance of multiscale effects in turbulence of Stokesian fluids on all spatial scales (e.g. [25] ), it is important to point out that two models (so-called Cauchy and Dagum) recently developed in probability theory can also grasp fractal and Hurst effects. Now, with reference to the developments in §2, M(t, x) is a martingale in time and a zero-mean Gaussian random field defined on R 3 , so that its distribution is completely specified by its associated covariance function C(x 1 , x 2 ) : R × R → R defined as
In this section, we focus on the spatial structure of M and, assuming it is weakly stationary with respect to time, for simplicity of notation, we write M(x). Next, also assuming a second-order homogeneity (or stationarity) in space and isotropy, there exists a mapping C M : R + ∪ {0} → R such that
Here we use the subscript 'M' to indicate that the covariance pertains to the field of martingale; · is the Euclidean metric. In general, the local properties of a surface of R n are related to the fractal dimension, D, which is a roughness measure with range [n, n + 1); higher values indicate rougher surfaces. The long memory in spatial data is associated with power-law correlations, and often referred to as Hurst effect and characterized by the H parameter [26] . Let us see how these properties relate to those of the associated correlation function.
As far as the local behaviour is concerned, if, for some α ∈ (0, 1),
then, with probability one, the random field M(·) satisfies
where, as before, C F denotes the covariance function of M.
Thus, the estimate of α determines that of the fractal dimension D. Equation (3.28) refers to the issue of scaling laws, which describe the way in which rather elementary measurements vary with the size of measurement unit, and we refer to Hall & Wood [27] for a detailed analysis of the relation between the fractal index α and the fractal dimension D, as well as to the previous work in Adler [28] on Gaussian index-β random fields, with β = α/2 in this case. On the other hand, if, for some β ∈ (0, 1),
then the process is said to have long memory, with Hurst coefficient H = β/2. For H ∈ (1/2, 1) or H ∈ (0, 1/2) the correlation is said to be, respectively, persistent or anti-persistent. In the spectral domain, under the conditions stated in Tauberian-type and Abelian-type theorems [29] , the interpretation of parameters α and β is given in the opposite way, so that the same properties can be studied with respect to the Fourier transform of the covariance function, called the spectral density. Basically, the parameter α is associated with the rate of decay of the spectral density, whereas the parameter β is associated with the local behaviour of the spectral density in the neighbourhood of zero frequencies.
The simplest random field to use for M would be the Gaussian white noise (WN), then its covariance is written as C WN (r) := σ 2 δ(r), r ≥ 0, (3.31) with δ denoting the Dirac delta function. From now on, σ 2 represents the variance of the field. A more interesting possibility would be the Ornstein-Uhlenbeck (OU) random field, its covariance function being
where ν is a positive scaling parameter. An even more interesting Gaussian random field would have a Matérn (M) covariance
where ν is a parameter that determines the smoothness at the origin of C M , and thus the meansquare differentiability of M. Here, K ν is a modified Bessel function of order ν. The Matérn covariance in equation (3.33) indexes the fractal dimension D but has light tails, so that it is not useful for indexing phenomena with long-range dependence. The Cauchy (C) random field [30] has the ability to model (in fact, independently) fractal as well as Hurst effects, with the covariance
Here η > 0 and 0 < θ ≤ 2 are the necessary and sufficient conditions for positive definiteness, θ is the smoothing parameter, and η is the Hurst effect parameter. Special cases of this class are: C C (·, 2, γ ) which is the characteristic function of the symmetric Bessel distribution; C C (·, α, α) which is the characteristic function of the Linnik distribution and C C (·, 1, γ ) which is the symmetric Generalized Linnik characteristic function [31] . The Dagum (D) random field [29, 32] , also allowing independent treatment of D and H, is specified by 35) where 0 < < δ and 0 < δ ≤ 2 are sufficient conditions for positive definiteness, δ is the smoothing parameter and is the Hurst effect parameter.
Since the Cauchy and Dagum models decouple D and H, the associated random field is not self-similar in the sense of Mandelbrot and, in general, we have D + H = 2. Figures 3 and 4 show realizations of planar random fields (in R 2 ) for a wide range of combinations of both parameters.
Acceleration wave with nanoscale wavefront thickness
An acceleration wave in continuum mechanics is a surface of discontinuity in particle acceleration. There is a well-established procedure to set up the jump conditions on that surface and, invoking the Clausius-Duhem inequality, to obtain relations governing its evolution. Working in one-dimensional geometry, it is found that in a very wide class of nonlinear Here, x denotes the spatial position, α is the jump in particle acceleration, while the coefficients μ and β represent, respectively, two effects: dissipation and elastic nonlinearity. The interesting aspect of acceleration waves uncovered through this equation is that, due to the competition between these two effects, there is a possibility of blow-up (α → ∞), and hence, of shock formation in a finite time t ∞ , providing the initial amplitude α 0 exceeds a critical amplitude α c . If the analysis is conducted in the spatial domain (as done below), shock forms at x ∞ called the distance to blow-up or distance to form a shock (figure 5a). It is readily established that, in a homogeneous medium,
In concert with the separation of scales assumption of deterministic continuum mechanics, this procedure assumes the acceleration wavefront to be spread over a region much greater than the microstructural details of the medium. The separation of scales breaks down when the wavefront thickness is comparable to, say, single crystal size in a random polycrystal, and then a stochastic evolution of the acceleration wave is in order [35] . This provides guidance for studying acceleration waves when the wavefront thickness is of nanoscale size: the ClausiusDuhem inequality needs to be replaced by the fluctuation theorem. At this point, we recall that (e.g. [36] ), at each and every point in the continuum,
Here G 0 (>0) is called the instantaneous modulus, G 0 (≥0) is the viscosity coefficient responsible for dissipation,Ẽ 0 (≤0) is called the instantaneous second-order tangent modulus, ρ R is the mass density in the reference state and c is the wave speed. The restrictions given in parentheses follow from conventional continuum mechanics and thermodynamics. Thus,
To find the spatial evolution of the amplitude of the jump in particle acceleration, we apply the chain rule to equation (4.4), which becomes
Given the random fluctuations, the deterministic continuum model is now replaced by a random medium, so that α evolves as a stochastic dynamical system driven by a four-component random field:
The four components of Θ x are generally cross-correlated, and they all cause scatter in the evolution of α. However, it is the possibility of G 0 changing its sign and becoming negative that gives rise to behaviour not seen under the restriction of As discussed in the aforementioned references, the evolutions (and, especially, the blow-up to infinity) of acceleration waves are more conveniently studied in terms of the inverse amplitude ζ = 1/α, whereby the zero-crossings of ζ signify the shock (or caustic) formation. Accordingly, the governing equation of the dynamic system (4. The random field G 0 is taken as
where ξ is a zero-mean Gaussian white-noise random field with standard deviation σ = 1, i.e. the one-point statistics is standard normal: N(0, 1). Taking E{G 0 } = 1 and the intensity S = 0.5, results in the one-point probability of negative-valued events:
The effect of G 0 randomly taking small negative values is illustrated in figure 5b , which plots 200 realizations of the stochastic dynamical system (4.5) simulated in a Monte Carlo sense. Clearly, since the dissipation may become negative according to (4.7), the wave that started at the initial amplitude ζ 0 > ζ c = α c (i.e. α 0 < α c ) can actually blow-up instead of exponentially dying off. Taking the initial inverse amplitude ζ 0 = 1.1, this happens in two out of 200 realizations of the stochastic dynamical system simulated in a Monte Carlo sense in figure 5b . Note -the blow-up event becomes impossible as the wavefront thickness is larger because, according to equation (2.1), the probability of negative viscosity goes to zero; -taking other spatial correlations of the random field viscosity than white-noise (such OU, or Cauchy, or Dagum) does not fundamentally change the basic results reported here; -the blow-up event is possible for ζ 0 slightly greater than ζ c in the presence of random fields of elastic properties [35, 37, 38] ; and -as ζ 0 gets larger, the probability of blow-up decreases to zero.
Conclusion
The non-zero probability of negative entropy production rate on very small scales and very short times motivates a generalization of continuum mechanics. To this end, the fluctuation theorem replaces the second law of thermodynamics as a restriction to be placed on the dependent fields and material properties. Effectively, the axiom of Clausius-Duhem inequality is replaced by a submartingale, which, by the Doob decomposition, allows classification of all thermomechanical processes into four types depending on whether they are conservative or not and/or conventional continuum mechanical or not. This leads to stochastic generalizations of thermomechanics in the vein of either thermodynamic orthogonality (of Ziegler) or primitive thermodynamics (of Edelen), with explicit models being formulated for Newtonian fluids with, respectively, Fourier-type or Maxwell-Cattaneo-type heat conduction. The continuum mechanics requires the submartingale to be parametrized by spatial coordinates, so that the martingale component is a random field, which can, in fact, be modelled by a wide range of wide-sense homogeneous fields, even accounting for fractal and hurst effects. Besides the heat conducting viscous fluids, as one paradigm of phenomena in which violations of the second law are relevant we study an acceleration wavefront of nanoscale thickness. During its propagation, this wavefront randomly encounters regions in the medium characterized by a negative viscosity coefficient, the average viscosity coefficient being positive, thus causing qualitative changes in the competition between the nonlinear elasticity and dissipation, enabling formation of shocks which otherwise (for thicker wavefronts) are not probable.
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