In this paper we present a forecasting method for time series using copula-based models for multivariate time series. We study how the performance of the predictions evolves when changing the strength of the di erent possible dependencies, as well as the structure of the dependence. We also look at the impact of the marginal distributions. The impact of estimation errors on the performance of the predictions is also considered. In all the experiments, we compare predictions from our multivariate method with predictions from the univariate version which has been introduced in the literature recently. To simplify implementation, a test of independence between univariate Markovian time series is proposed. Finally, we illustrate the methodology by a practical implementation with nancial data.
Introduction
For many years, copulas have been used for modeling dependence between random variables. See e.g. [16] for a survey on copulas in nance. The possibility to model the dependence structure independently from marginal distributions allows for a better understanding of the dependence structure and a wide range of joint distributions. More recently, copulas have been used to model the temporal dependence in time series, rst in the univariate case, as in [9] and [5] , and then in a multivariate setting [23] . Once again, the exibility of copulas allows to model more complex dependence structures and thus to better capture the evolution of the time series. In the recent work of [26] , copulas were used to forecast the realized volatility associated with a univariate nancial time series and they showed that copula-based forecasts perform better than forecasts based on heterogeneous autoregressive (HAR) model. The later method had been proven successful in [3] , [10] and [8] .
In this paper, we extend the methodology of [26] by proposing a forecasting method using copula-based models for multivariate time series, as in [23] . As one can guess, we show that forecasting multivariate time series using copula-based models gives better results than forecasting a single time series, since more information means more precision, in general. For example, let {(X ,t , X ,t ); t ∈ N} be two dependent time series with both series showing temporal dependence. Suppose one wants to forecast X ,T+ based on the information available at period T. We show that forecasting the joint values of (X ,T+ , X ,T+ ) using the observed values (X ,T , X ,T ) gives signi cantly better predictions of X ,T+ in general than predictions on X ,T+ based only on the single value of X ,T , which of course has to be expected. Since {X ,t } and {X ,t } are dependent and temporally dependent, the knowledge of (X ,T , X ,T ) gives more information in general than the knowledge of X ,T alone.
Furthermore, for all (u , . . .
Following the example of conditional distributions it is also possible to de ne conditional copulas. Let (X, as the joint distribution function of (U, V). Assuming that the density functions exist and applying (2) , one obtains that the conditional copula C U|V , i.e., the conditional distribution of U given V, is given by C U|V (u; v) = ∂v ···∂v d C UV (u,v) c V (v) , with density c U|V (u; v) = c UV (u,v) c V (v) , where c V is the density of the copula C V (v) = C UV ( , . . . , , v) of Y or V.
Having de ned conditional copulas, one can now look at copula-based models for multivariate time series.
. Modeling time series
In order to get a prediction method, we rst need to present how to use copulas for modeling time series. The ideas presented here were developed in [27] and [23] , extending the results of [9] to the multivariate case.
Let X = {X t ; t ∈ N} be a d-dimensional time series and assume that X is Markovian and stationary. We note F j the marginal distribution of X j,t for j ∈ { , . . . , d} and H the joint distribution of (X t− , X t ) and assume that all distributions are continuous. From the stationarity assumption, it follows that all distribution functions F , . . . , F d and H are time-independent. Using Sklar's theorem, there is a unique copula C associated to (X t− , X t ) and unique copula Q associated to X t− , viz.
where d is the d-dimensional unit vector. Set U t = F(X t ), for t ≥ . The next step is to deduce the conditional copula of X t given X t− , which is C(u; v) = C Ut|Ut− (u; v) = ∂v ···∂v d C (u,v) q (v) , with density c Ut|Ut− (u; v) = c (u,v) q (v) , where q is the density of Q. Combining the knowledge of the marginal distributions and the conditional copula above, we can get the conditional distribution of X t given X t− . This is what we use to de ne our predictions.
. Forecasting method
To expose our forecasting method, we rst make the assumption that the joint distribution as well as the marginal distributions of the time series are known. However, in practice, these distributions are unknown and estimations must be done. This will be covered next. The use of a copula-based model for time series allows for a more exible model of the dependence structure.
Let X = {X t ; t = , , .., T} be a d-dimensional time series. Our aim is to forecast X T+ based on the information available at time T. Suppose that for all t ≥ , F j is the marginal distribution of X j,t for j ∈ { , . . . , d}, and the d-dimensional vector (X t− , X t ) as joint distribution H and copula C. Using the results of the previous section, we can de ne the conditional copula C of X t given X t− , namely C Ut|Ut− (u; v). Now suppose we observed X T = y at time T. The prediction of X T+ goes as follows:
Simulate n realizations of the conditional copula,
De neX
We useX ,T+ as a predictor for X ,T+ . ′ One can also de ne a prediction interval of level − α ∈ ( , ) for X ,T+ by taking the estimated quantiles of order α/ and − α/ amongst {X (i) ,T+ ; i ∈ { , . . . , n}}. We denote by LB α T+ and UB α T+ the lower and upper values for the prediction interval.
As mentioned previously, we are going to compare our predictions performance with the univariate version presented in [26] , when (X ,t ) is a Markov process. In this case, let D be the copula associated with (X ,t− , X ,t ) for t ∈ N, i.e., D is the copula of (U ,t− , U ,t ).
Suppose we observe the value X ,T = y ; The predictor presented in [26] is de ned bȳ
where Z (i) are realizations of D(·; v ) with v = F (y ) and D is the conditional copula associated with X ,t given X ,t− . As before, we can de ne the prediction interval using the estimated α/ and − α/ quantiles 
. Implementation in practice
There are several interesting problems for practical implementations. First, there is the choice of the copula and marginal distributions. Then, there is also the problem of choosing the simplest model, i.e. a model with as few explanatory variables as possible. These problems are discussed next, together with a new test of independence between univariate copula-based Markovian time time series.
. . Choosing the marginal distributions and the copula family
When the marginal distributions F are not known, they can be estimated by the empirical marginal distributions F T,j , j ∈ { , . . . , d}, where
The validity of the estimation was discussed in [23] ; see also [24] . Basically all is needed is alpha-mixing. This hypothesis is met for all models considered here.
Remark 1. One could also use parametric estimates for the margins. This would possibly lead to narrower prediction intervals.
Next comes the choice of the copula family. Again, this was discussed in [23] , and it was suggested to use non-parametrical estimation for marginal distributions, as given by (5), together with parametric estimation for joint copula models. Goodness-of-t tests are also provided in [23] to help choose the right copula family. Note that in a forecasting context, one could also choose copulas by their prediction power, using e.g., [11] . Given a copula-based model, one can also ask what is the best set of predictive variables. This is discussed next.
. . The selection problem
Consider the simple case of a bivariate model with variables X and X . How can one choose between the univariate model, i.e., predicting X using only its past values, and the bivariate model, i.e., using the past values of (X , X ) to predict X ?
In the case of ARMA(p,q) time series, [7] proposed to use the AIC criterion to choose the correct order of p and q and then verify the adequacy of the model using a test of goodness-of-t. In their setting, the models are imbedded. This is not necessarily the case in our setting. For example, the bivariate series (X , X ) can be a Markov process, without X being Markovian. In this case, to predict X , one needs the past values of X and X , not only the past values of X . Therefore, in order to have to choose between two models, one assumes that X (Model 1) and (X , X ) (Model 2) are both Markov processes. 
where
Under the simplifying assumption that the copula C ,u ,v is independent of u , v , (6) yields 
where C , C and C | (v, w|u) are copulas,
, and c (u, w) = ∂w F | (w|u). In this context, the simplifying assumption means that the copula C | does not depend on u. For more details on the vast topic of vine copula models, see, e.g., [1] and [19] . However, applying our methodology to this model leads to the same predictions as in model 1! For, to gen-
Hence the prediction of U does not depend on V and it is the same prediction as in Model 1.
As said before, in order to be able to use a selection criteria similar to the AIC, the class of copulas families would have to be more limited, Model 1 being imbedded in Model 2. One such way could be to consider appropriately chosen vine copula models (di erent from the model presented in Remark 2). From a modeling point of view, there are some preliminary results in this direction; see, e.g., [25] , [14] , and [6] . This way, the models could be embedded and the AIC criterion could be applied.
If the models are not embedded, then one could base the choice of the prediction power, using a given accuracy measure, as in [11] .
. . A new test of independence between univariate Markovian time series
Suppose that the univariate series X , . . . , X d are Markovian, with associated bivariate copula families C j,α j , j ∈ { , . . . , d}. One way of selecting the simple model based only on X , instead of a model based on (X , X , . . . , X d ) would be to test independence between the series. Such tests exist for GARCH type models, see e.g., [12] . However these tests cannot be applied in the present context since there are no innovations.
One way to circumvent this problem is to compute the Rosenblatt transforms used for the goodness-of-t tests. To this end, set
whereα T,j is a convergent estimate of α j , andÛ T,j,t = F T,j X j,t , t ∈ { , . . . , T}, using (5) . If the margins and the parameters were known exactly, then ε j,t = ∂u C j,α j U j,t− , U j,t− , U j,t = F j X j,t , would be i.i.d. uniform random variables. Since the margins and the parameters are not known, the pseudo-observations e T,j,t will be used instead and the test of independence is based on the empirical processes
where A belongs to the set A d of all subsets of { , . . . , d} containing at least two elements. The test of independence is based on the following result whose proof is given in Appendix C. Before stating the result, de neK
Then it is well-known, e.g., [17] , that under the null hypothesis of independence, as T → ∞,K T converges in law (in the Skorohod sense) to a centered Gaussian process E, denotedK T E. 
and E. Then under the null hypothesis of independence between the series X , . . . , X d , the sequence of empirical processes K T,A , A ∈ A d , converge jointly in law as T → ∞ to independent continuous Gaussian processes K A , with mean zero and covariance function
These processes appear in [17] . The statistics based on the empirical processes K T,A are basically the same. They also have the same limiting distribution. To perform the test of independence, we propose to use the test based on the Fisher transform, as suggested in [17] . More precisely, for any A ∈ A d , set
where, for a given j ∈ { , . . . , d}, R ij is the rank of e T,j,i amongst e T,j, , . . . , e T,j,T . Then, if F |A|,n denote the distribution function of T A,n under the null hypothesis of independence (which only depends on the cardinality |A| of A),
Note that this test is implemented in the R package copula under the name indepTest.
Analysis of the performance
Here we compare the performance of our forecasting method versus the method proposed by [26] . The analysis is restricted to bivariate time series, but the results can easily be extrapolated to higher dimensions. For these experiments we suppose that the copula and the marginal distributions are known so that the predictions are not a ected by estimation error. We will see in Section 3.5 the e ect of parameters mis-speci cation. Theoretically, our proposed methodology should give better results because we are using the additional information provided by a second series, provided the dependence is strong enough. Consequently, the gain in performance should be a ected by the strength of the dependencies between and within time series, i.e., the overall dependence associated with the vector (X ,t− , X ,t− , X ,t , X ,t ).
To understand how these factors come into play, we consider two copulas: The Student copula and the Clayton copula. The choice of the Student copula is motivated by the fact that it seems to t data well in practice and also that we have a lot of exibility in specifying the correlation matrix for the Student distribution, which in return de nes the strength of the dependencies in the related copula. Actually, there is a bijection between the correlation matrix and the Kendall's tau matrix. If R = [R i,j ] for i, j ∈ { , . . . , d} are the elements of the correlation matrix, the Kendall's tau matrix for the Student copula is then given by τ i,j = π arcsin(R i,j ), [15] .
In order to test a di erent dependence structure we also use data simulated from the Clayton copula. See Appendix A for details about simulating multivariate copula-based time series using these two copula families.
We also want to examine the impact of the marginal distributions on the performance. To make things simpler, we chose the same margins for both series. We can expect that the predictions of a random variable with large variance should be less precise than when the variance is small. To try to eliminate the margins e ect, we propose a new measure of performance.
. Performance measures
For most of the numerical experiments, we use prediction intervals with α = . . To measure the performance of the predictions, we compute the mean length of the prediction intervals, as well as the proportion of observed values outside the prediction intervals. Let UB α t and LB α t be the upper bound and lower bound of the prediction interval with con dence level − α, for t ∈ { , . . . , N}. We de ne the mean length as
We will use ML α N for the mean length of prediction intervals based on the bivariate series and ML α N if predictions are based on the univariate series. Note that the smaller the mean length of prediction intervals, the better the precision. Also, the proportion of observed values outside the prediction intervals should be close to 0.05. For the numerical experiments, we chose N = so that using the normal approximation for the binomial distribution one can nd that a % con dence interval for the proportion of observed values outside the prediction intervals is approximately . ± . .
Remark 3. Instead of prediction intervals, one can choose to make pointwise predictions using (3) and (4).
In In Section 3.3, we look at the e ect of di erent marginal distributions on the quality of predictions. We expect that the mean length of prediction intervals should be larger for distribution with bigger variance. To eliminate the margins e ect, we use pointwise predictions de ned at (3) and (4) and we propose the following performance measure called the mean squared rank error (MSRE). LetX t be pointwise predictions of X t for t ∈ { , . . . , N}. Then, MSRE is de ned by
where F is the marginal distribution of X ,t for all t ∈ { , . . . , N}. As before, we will use MSRE if predictions are based on the bivariate series and MSRE for the univariate case.
. Impact of the dependencies strength
As mentioned previously, the structure and the strength of the dependencies of the vector
should have an impact on the performance of our predictor. In order to understand what is this impact, we rst simulate X t with a Student copula and study the impact for a set of possible correlations. We choose ν = for the degrees of freedom and x the initial values (X , , X , ) = ( , ). In order to isolate the e ect of the correlation, we take the margins as Student with ν = degrees of freedom as well, so the distribution of X t is a multivariate Student distribution. For these experiments, we take N = , and we generate a sample of n = to compute prediction intervals with α = . . 
. . First numerical experiment
The rst simulation study the impact of the dependence between both series. We simulate the series using correlation matrices
with ρ ∈ {− . , − . , − . , − . , − . , − . , . , . , . , . , . , . , . , . , . , . , . } .
Here, τ = π arcsin(ρ) is the Kendall's tau between X ,t and X ,t .
As seen in Figure 1 , the mean length ML α N of the prediction intervals increases when the correlation ρ (and Kendall's tau) increases. To explain this result, consider the extreme case where the Kendall's tau between X ,t and X ,t is one. Then, the two series are identical and hence our predictor has no additional information coming from the second series. This also explain why the di erence between mean length of prediction intervals gets closer to zero when τ = π arcsin(ρ) is high. Again, as ρ increases, the predictor ML α N tends to ML α N , since the information from the second series becomes irrelevant.
. . Second numerical experiment
For the second simulation, we study the impact of the serial dependence, i.e., the dependence between X ,t and X ,t− through τ = π arcsin(ρ), Kendall's tau between X ,t and X ,t− . We simulate the series using cor- 
relation matrices
with ρ ∈ {− . , − . , − . , − . , − . , − . , − . , − . , − . , . , . , . , . , . , . , . , . , . , . , . } .
Remark 5.
We remark that the range of ρ is not the same than before. The reason is that we have to keep the correlation matrices positive semi-de nite.
As expected theoretically, Figure 2 shows that the predictions are better when the dependence is strong. However, it is interesting to note that, for this dependence structure, ML α N bene ts more from the negative dependence than ML α N . Finally, when the correlation is close to one, the information given by the rst lag dictates almost completely the succeeding value and the information given by the second series then becomes marginal. This is why the di erence in prediction error is close to zero when the correlation is close to one. gives the proportion of observed values outside of prediction intervals. The circles give the results for prediction intervals based on univariate series while plus signs are for prediction intervals based on bivariate series, and the horizontal lines give the % con dence interval. For both panels, the x-axis gives the Kendall'tau between X ,t and X ,t− .
. . Third numerical experiment
The last simulation is about the impact of the strength of the dependence between X ,t and X ,t− . We simulate the series using correlation matrices
with ρ ∈ {− . , − . , − . , − . , − . , − . , . , . , . , .
. , . , . , . , . , . , . } .
As one should expect, this is the most important dependence in the comparative performance of our predictor. Since the information given by X ,t− cannot be used by predictions based only on univariate series, our predictor gives much better performance when this dependence is strong, as seen in Figure 3 . In the case where the dependence is strong, the information of X ,t− almost completely dictates the value of X ,t and this is why we observe a great di erence between ML gives the proportion of observed values outside of prediction intervals. The circles give the results for prediction intervals based on univariate series while plus signs are for prediction intervals based on bivariate series, and the horizontal lines give the % con dence interval. For both panels, the x-axis gives the Kendall'tau between X ,t and X ,t− .
. Impact of the marginal distributions
Another question we want to tackle is the impact of the margins. In order to isolate more closely the impact of the di erent correlations in the rst set of simulations, we used only the Student copula with Student margins. In the next experiment, we still use Student copula, but we are going to use di erent marginal distributions. The parameters of the Student copula are the same as before and we x the correlation matrix at R i,j = . for all i ≠ j. The results are displayed in Table 1 . Table 1 
Remark 6. As pointed out by a referee, it is expected that the heavier tailed Student distribution as well as normal distributions with higher variance should have an impact on the mean length of prediction intervals. The point of using the MSRE measure here is to have all the values in [ , ] so that we can compare di erent types of distributions. Looking at the results of

. Impact of the dependence structure
Our last numerical experiment shows that the dependence structure has an impact on the gain in performance of predictions based on bivariate series compared to predictions based on univariate series. At rst sight, we could think that using the information provided by the series X might always give better predictions but we nd that the dependence structure of the Clayton copula almost negate this advantage. From the de nition of the Clayton copula we see that the dependence structure is symmetric, that is, all the dependencies of 
the vector X t = (X ,t− , X ,t− , X ,t , X ,t ) are the same. Moreover, the strength of the dependencies increases when θ increases. When θ is close to zero, the elements of the vector X t are close to be independent and so, there is not much information to use to predict the next value. On the opposite, when θ is high, both series are almost the same and, this time, the series X cannot provide useful information to our predictor. The results illustrated in Figure 4 show the evolution of prediction performances in terms of the parameter θ. We see that both predictors perform badly when θ is small and perform better as long as θ becomes bigger. We also see that the di erence between both prediction errors is slowly decreasing for high values of θ. This is due to the fact that the Kendall's tau between X ,t and it's rst lag X ,t− is close to one, and so, the additional information provided by X becomes marginal. As we see, with the dependence structure given by the Clayton copula the advantage of using predictions based on the bivariate series is minor.
. Impact of estimation errors
In all the previous numerical experiments, we supposed that copulas and marginal distributions were known, i.e. there was no need to estimate parameters. This way, we were able to isolate the e ect of using the information provided by the second series. We saw that using multivariate predictions outperform univariate predictions, but in some cases the improvement is rather small. In these cases, one can ask if the errors caused by parameters estimation might negate the advantage of the multivariate forecasting method. Mostly when the multivariate method requires more parameters to estimate. In this section, we carry two numerical experiments to test the impact of estimation errors on the performance of the predictions.
For our rst experiment we generate a bivariate series X t of length N + from a Student copula with ν = degrees of freedom and correlation matrix We estimate the parameters of the copula using the N rst values of the series and predict the value N + . We repeat this experiment 10,000 times and compute the performance of the 10,000 predictions. To generate the series, we also take Student marginal distributions with the same degrees of freedom as the copula.
In order to have di erent precisions for the estimated parameters we perform this experiment with sample sizes N ∈ { , , , }. The results are displayed in Table 2 . The rst observation from Table 2 is that pointwise predictions are more precise for the bivariate method. Our second observation is that, even though the bivariate method still creates smaller prediction intervals, the proportion of observed values outside the prediction intervals are inside the con dence interval only for the series of length 750. This means that the predictions of the quantiles using the bivariate method are more sensitive to estimation errors than the univariate method. However, increasing the sample size reduces the covering error.
Our second experiment retains the same idea as before, except we generate a bivariate series following a Clayton copula with parameter θ = and uniform marginal distributions. Looking at the results in Table 3 , we see that the bivariate method outperforms the univariate method since the mean average error for pointwise predictions as well as the mean length of prediction intervals are smaller and the number of observed values outside prediction intervals are all within the con dence interval. Table 3 : Impact of estimation errors for the Clayton copula. From left to right we have: the length of the series, the mean squared error for the univariate and bivariate methods, and the mean length of prediction intervals for the univariate and bivariate methods. The numbers in parenthesis are the percentage of observed values out of the prediction intervals. These values are not signi cantly di erent from 5%, at the 95% level.
Clayton copula
From these results, we conclude that predictions based on the bivariate method still gives better predictions when considering estimation errors. However, in the case of the Student copula, it seems that prediction intervals using the bivariate method are more sensitive to estimation errors, which is probably caused by the fact that it uses more parameters. This explanation is also supported by the results on the Clayton copula. In this case, all the predictions rely on one estimated parameter and the bivariate method always gives the best predictions. It would be interesting to know if this conclusion can be generalized, but it would require an exhaustive study to fully understand the e ect of estimation errors.
Application
In this section we present an application of our method for forecasting the estimated realized volatility using the bivariate time series of the estimated realized volatility and the volume of transactions. We rst compare the performance of the predictions between the univariate and the bivariate version of our method and then use the multivariate GARCH-BEKK model as a benchmark to compare predictions based on a bivariate model. But rst, we discuss the estimation of the realized volatility.
Realized volatility might be de ned as an empirical measure of returns volatility. In a general setting, if we suppose that the value of an asset is a semimartingale X, then the realized volatility of X over the period [ , T] is its quadratic variation at time T, [X] T . Thus, an estimator of the realized volatility can be de ned as the sum of squared returnsR
where X t i , i = , . . . , n, are observed values and = t ≤ t ≤ · · · ≤ tn = T. The rst mention of realized volatility is probably [29] but we refer the reader to [4] for a detailed justi cation of the realized volatility estimation.
Since each price observation is noisy (bid-ask spread, etc), a more realistic model for observed price should be Y t i = X t i + ϵ t i , where ϵ t i is a random variable. In this context, it is easy to show that (7) is an inconsistent estimator. A common practice to estimate realized volatility is to use (7) and to take observations every 5 to 30 minutes. In using less observations the bias due to noise is somewhat diminished and the estimation precision becomes acceptable. However, to perform our realized volatility estimation we used the estimator of [28] which is an asymptotically unbiased estimator that allows using high-frequency data. Another good estimator is given by [20] which makes use of high and low observed values. The reason we prefer the former estimator is that we used trade prices and it seems that this estimator is less a ected by bid/ask spread. The data we are using are from the Trade and Quote database. We used Apple (APPL) trade prices from 2006/08/08 to 2008/02/01, which consists of 374 trading days. In order to avoid periods of lower frequency trading we used data from 9:00:00 to 15:59:59. In combination with the estimation of realized volatility we also computed the aggregated volume of transactions; see Figure 5 .
. Predictions based on copula models
For our time series to satisfy the required hypothesis of stationarity, we have to take the rst di erence of the logarithm of both series. We de ne X ,t = log(rv t ) − log(rv t− ) and X ,t = log(v ol t ) − log(v ol t− ) whererv t is the estimated volatility, andv ol t is the aggregated volume of transaction and the time scale is in days.
To verify the stationarity assumption of both series, we used a non-parametric change point test using the Kolmogorov-Smirnov statistic. With P-values of . % and . % for the series X and X , one cannot reject the null hypothesis of stationarity. Finally, to try to have a visual interpretation of the dependence between the two series, Figure 6 displays a scatter plot of the normalized ranks. This is a proxy for a sample generated under the underlying copula of (X ,t , X ,t ).
Then we carried out parameters estimation and goodness-of-t tests for Clayton, Gaussian and Student copulas, as proposed in [23] . One should note that these goodness-of-t tests also test the hypothesis that the series are Markovian.
From the P-values listed in Table 4 , we selected the Student copula as the best model for the copula of (X ,t− , X ,t− , X ,t , X ,t ). The estimated parameters for the Student copula distribution are the degree of freedom,ν = .
, and the correlation matrix
The associated Kendall's tau matrix is then given by
It is not true in general that the copula for (X ,t− , X ,t ) will also be Student; this will be true if the series X ,t is Markovian. This is indeed the case here and it happens that the best model for (X ,t− , X ,t ) is actually the Student copula; see Table 5 for the results of the di erent goodness-of-t tests. The estimated degree of freedom isν = .
and the correlation matrix is de ned by taking the corresponding entries from the correlation matrix of the bivariate model. Note also that the test of independence between the two series, as described in Section 2.4.3, has been performed and the null hypothesis of independence is rejected with a P-value equal to zero. Table 4 : P-values of goodness-of-t tests of (X ,t− , X ,t− , X ,t , X ,t ) computed with bootstrap samples.
Copula
Clayton Gaussian Student P-value (%)
. .
Then we used our methodology to make one-period ahead predictions for the next 100 out-of-sample values of the series X . The results of the prediction intervals are displayed in Figure 7 while the pointwise predictions are shown in Figure 8 . We mention that the pointwise predictions from the univariate and the bivariate model are close and it is di cult to distinguish them. When we compare the performance of the predictions, we nd that the bivariate method has a little advantage over the univariate method, see Table 6 . However, one can asks if this di erence is signi cant. To answer this question, we apply a test for predictive accuracy designed in [11] . Let X ,t ,X ,t andX ,t be respectively the series of the observed values, the predictions based on the bivariate model and the predictions based on the univariate model. We de ne the series of the loss di erential of the squared errors, d t = (X ,t −X ,t ) − (X t, −X ,t ) , and test the null hypothesis H : d t = . Under the hypothesis that the series of the loss di erential {d t } N t= is covariance stationary and short-memory, [11] so that we don't reject H at level of con dence %.
By looking at the estimated correlation matrixR, we see that the temporal correlation between X ,t and X ,t− is rather strong. Following the numerical experiments of Section 3, we should only expect a minor advantage of the bivariate method since the correlation between X ,t and the rst lag of the second series X ,t− is not dominant. This observation is a possible explanation why the performance of the bivariate method in this application is better but not signi cantly better.
On the other hand, in this particular case, the AIC criterion is applicable, since (X ,t− , X ,t ) is modeled by a Student copula which is embedded in the Student copula used to model (X ,t− , X ,t− , X ,t , X ,t ). In the univariate case, from the goodness-of-t test we get a log-likelihood of 33.34 and there are two parameters to estimate, while for the bivariate case the log-likelihood is 154.84 with 6 parameters to estimate. Since the number of parameters is small with respect to the sample size we use the AIC criterion without the correction term, as de ned in [2] , that is, AIC = k− LL where k is the number of parameters and LL is the log-likelihood. Computing the AIC criterion gives -62.69 for the univariate model and -297.68 for the bivariate model which suggests that the bivariate model should be used since its AIC is smaller.
. Comparison with the multivariate GARCH-Bekk model.
After comparing the performance of our method with its univariate version, we would like to use another bivariate model as a benchmark. So, we now model the series X t = (X ,t , X ,t ) ′ with a multivariate GARCH-BEKK, see [13] . In this model, we suppose that
where µ is a × vector of constants and ϵ t is a 2-dimensional vector of independent standard normals. The covariance matrix H t is de ned by
where A, B are × matrices and C is a × lower triangular matrix. To estimate the parameters, we used the USCD_GARCH toolbox for Matlab created by Kevin Sheppard and the result of the esimation is
For this particular model, pointwise predictions based on the conditional expectation are less relevant since it is a constant. The result of 95% prediction intervals are displayed in Figure 9 . To compare the performance with the bivariate copula based model, we look at the mean length of prediction intervals, ML α N . For the multivariate GARCH-BEKK model, the mean length of prediction intervals is .
with 4 observed values outside prediction intervals while for the bivariate copula model we have a mean length of prediction intervals of . with 9 observed values outside prediction intervals. In both cases the number of observed values outside prediction intervals is inside the 95% con dence interval. One can see that the predictions based on the bivariate copula model give better predictions than those from the multivariate GARCH-BEKK model.
Conclusions
In this paper, we presented a forecasting method for time series based on multivariate copulas and we compared the performance of the predictions with the univariate version. We also discussed the implementation of the proposed methodology, introducing a new test of independence between time series. Using the Student copula, we illustrated the impact of di erent combinations of dependencies for the vector (X ,t− , X ,t− , X ,t , X ,t ) and we saw that some combinations are more favorable for the multivariate method than others. We also saw that with the symmetrical dependence structure of the Clayton copula, the multivariate forecasting method shows only a minor advantage. In addition, we tested the e ect of estimation errors. It was observed that the multivariate method keeps its advantage, but for series following a Student copula, the sample size should be taken su ciently large in order to provide good estimated parameters if one want to use prediction intervals. These results might be explained by the number of estimated parameters used for the predictions. Finally, to illustrate the methodology, we presented a complete application with parameters estimation and goodness-of-t tests on the bivariate series of realized volatility and volume of transactions and concluded that predictions based on the bivariate copula model outperform predictions based on the univariate copula model as well as the multivariate GARCH-BEKK model. B j (u j ) = A j E ∂u Ċ j {F j (X j, ), F j (X j, )} ε j = u j +E B j • F j (X j, )∂ u C j {F j (X j, ), F j (X j, )} ε j = u j +E B j • F j (X j, )∂u ∂u C j {F j (X j, ), F j (X j, )} ε j = u j , with (X j, ,X j, ) is an independent copy of (X j, , X j, ), independent of B j , andε j = H j X j, ,X j, .
Note that for any j ∈ { , . . . , d}, B j ( ) = . As a result, one can apply [17] Note that the independence assumption is not needed here. 
Remark 7.
In fact, according to [23] , the empirical processes D T,j are the one used to construct tests of goodness-of-t for the assumption that the univariate series X j,t is a Markov process.
