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GROUP FACTORISATIONS, UNIFORM AUTOMORPHISMS, AND
PERMUTATION GROUPS OF SIMPLE DIAGONAL TYPE
CHERYL E. PRAEGER AND CSABA SCHNEIDER
Abstract. We present a new proof, which is independent of the finite simple group
classification and applies also to infinite groups, that quasiprimitive permutation groups
of simple diagonal type cannot be embedded into wreath products in product action. The
proof uses several deep results that concern factorisations of direct products involving
subdirect subgroups. We find that such factorisations are controlled by the existence of
uniform automorphisms.
1. Introduction
The O’Nan–Scott Theorem for finite primitive and quasiprimitive permutation groups
identifies several classes of such groups and claims that each primitive or quasiprimi-
tive group is a member of a unique class. In several combinatorial and group theo-
retic applications, it is necessary to understand the possible inclusions among primitive
and quasiprimitive permutation groups. Such inclusions were studied by the first author
for finite primitive permutation groups in [Pra90], while inclusions of finite quasiprimi-
tive groups in primitive groups were described by R. W. Baddeley and the first author
in [BP03]. The possible inclusions are described in both cases by considering separately
each of the O’Nan–Scott types of these permutation groups. Some of these results rely
on the finite simple group classification (FSGC). In this paper we show how to remove
the assumption of finiteness and hence the dependence on the FSGC for embeddings of
simple diagonal type groups into wreath products in product action (see Section 4 for the
definitions).
It was proved in [Pra90] that a finite primitive group of simple diagonal type cannot
be a subgroup of a wreath product in product action and a similar result was proved
in [BPS06, Corollary 1.3] for finite quasiprimitive groups of simple diagonal type. The
latter theorem formed an important part of the description of primitive overgroups of
finite quasiprimitive permutation groups in [BP03]. As with many results concerning the
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inclusion problem, [BPS06, Corollary 1.3] depended on the FSGC. As mentioned above,
we extend this result to infinite permutation groups of simple diagonal type and prove
that such groups cannot be embedded into primitive groups of product action type.
Theorem 1.1. Suppose that G is a quasiprimitive permutation group of simple diagonal
type acting on a possibly infinite set Ω. Then G is not contained in a subgroup of SymΩ
which is permutationally isomorphic to SymΓ ı Sℓ with |Γ| > 2 and ℓ > 2 acting in its
product action.
As is typical in the study of the inclusion problem, the key result underpinning the
proof of Theorem 1.1 in the finite case is a factorisation result [BP03, Lemma 2.2] con-
cerning factorisations of finite characteristically simple groups using subdirect subgroups
as factors. The proof of [BP03, Lemma 2.2] depends on the fact that a finite simple group
does not admit uniform automorphisms, which, in turn, is one of the well-known conse-
quences of the FSGC. We noticed that this result can be extended to arbitrary groups
that do not admit a uniform automorphism; see Section 2 for the definition of a uniform
automorphism and of a strip.
Theorem 1.2. Suppose that T is a group that does not admit a uniform automorphism
and that X, Y are direct products of pairwise disjoint non-trivial full strips in T k with
k > 2. Then XY 6= T k.
The proof of Theorem 1.1 relies on the technical Proposition 3.1, and, in turn, the proof
of Proposition 3.1 uses Theorem 1.2.
The O’Nan–Scott Theorem for finite primitive groups was originally intended to de-
scribe the maximal subgroups of finite symmetric groups; see [Sco80, LPS87]. Along
the same lines, some maximal subgroups of infinite symmetric groups have been as-
sociated with structures such as subsets, partitions [B+94], and cartesian decomposi-
tions [CMM96]. One class of maximal subgroups of a finite symmetric group is formed by
maximal subgroups of simple diagonal type. It would be interesting to explore if infinite
symmetric groups also have maximal subgroups that are associated (via, for instance,
filters or ideals, as in [B+94, CMM96]) to groups of simple diagonal type. Theorem 1.1
suggests that none of the maximal subgroups considered in [B+94, CMM96] contain a
primitive group of simple diagonal type. On the other hand, simple diagonal type groups
do lie in maximal subgroups of SymΩ, at least when Ω is countable by [MP90, Theo-
rem 1.1].
It is a curious fact that the results presented in this note have two distinct points of
connection with the work of our late friend and colleague, Laci Kova´cs. As early as the
1960’s Laci studied uniform automorphisms for solvable groups (see for instance [Kov88a]),
and in the 1980’s, his attention turned towards the theory of primitive permutation groups.
He devoted an entire paper [Kov88b] to primitive groups of simple diagonal type, and it
was this paper in which the terminology ‘simple diagonal type’ was first used.
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2. Uniform automorphisms and factorisations of direct products
In this section we prove several results on factorisations of direct products using diagonal
subgroups.
An automorphism α of a group G is uniform, if the map α˜ : g 7→ g−1(gα) is surjective.
If G is a finite group, then a map G→ G is surjective if and only if it is injective. Thus,
if G is a finite group, then α ∈ AutG is not uniform if and only if the map g 7→ g−1(gα) is
not injective; that is, g−1(gα) = h−1(hα) for some distinct g, h ∈ G. The last equation is
equivalent to hg−1 = (hg−1)α; that is, in this case, the element hg−1 is a non-identity fixed-
point of the automorphism α. It is a consequence of the FSGC that every automorphism
of a non-abelian finite simple group has non-identity fixed points [Gor13, Theorem 1.48].
In fact the following stronger result holds; see [KS06, 9.5.3] for a proof.
Lemma 2.1. A finite non-solvable group has no uniform (that is, fixed-point-free) auto-
morphisms.
The situation is rather different for the class of infinite simple groups.
Example 2.2. Let F be the algebraic closure of the finite field Fp and consider the group
G = SLn(F) with n > 2. Then G is a connected algebraic group (see [Spr98, Exer-
cise 2.2.2]). Further, the p-th powering map (ai,j) 7→ (a
p
i,j) defines an automorphism
ϕ : G → G known as the Frobenius automorphism. By Lang’s Theorem [Spr98, The-
orem 4.4.17], the map G → G, g 7→ g−1(gϕ) is surjective. Since the centre Z(G) is
invariant under automorphisms of G, ϕ induces an automorphism ϕ of the infinite simple
group PSLn(F) ∼= G/Z(G) such that the map PSLn(F)→ PSLn(F) defined as g 7→ g
−1(gϕ)
is surjective. Thus ϕ is a uniform automorphism of the infinite simple group PSLn(F).
Similar examples can be constructed using other connected algebraic groups of Lie type.
Suppose that G is a direct product G = G1×· · ·×Gk of groups Gi and, for i = 1, . . . , k,
let σi : G → Gi be the coordinate projection. A subgroup H of G is said to be a strip
if, for all i, Hσi ∼= H or Hσi = 1. If H is a strip, then H is a diagonal subgroup in
the sense that there exist indices 1 6 i1 < · · · < im 6 k, a subgroup H0 6 Gi1 and, for
j ∈ {2, . . . , m}, injective homomorphisms αj : H0 → Gij such that
H = {(g1, . . . , gk) | gi1 ∈ H0, gij = gi1αj for 2 6 j 6 m and(1)
gi = 1 if i 6∈ {i1, . . . , im}}.
The set {Gi1 , . . . , Gim} is said to be the support of the strip H and is denoted by SuppH .
The strip H is said to be non-trivial, if |SuppH| > 2, and it is said to be full if Hσi = Gi
whenever Gi ∈ SuppH . Thus, if H , written as in (1), is a full strip, then H0 = Gi1 and
the αj are isomorphisms. In particular, the Gij are pairwise isomorphic for j = 1, . . . , m.
The existence of factorisations of direct products with strips as factors is related to the
existence of uniform automorphisms. It was proved in [BP03, Lemma 2.2] that a finite
direct power of a finite simple group cannot be factorised into a product of two subgroups
both of which are direct products of non-trivial full strips. We generalise this result for a
larger class of groups. We start by proving the following lemma for two factors.
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Lemma 2.3. The following assertions are equivalent for a group G.
(1) There exist non-trivial full strips X and Y in G×G such that G×G = XY .
(2) G admits a uniform automorphism.
Proof. Suppose that G × G = XY with X and Y non-trivial full strips of G× G. Then
there exist α, β ∈ AutG such that X = {(g, gα) | g ∈ G} and Y = {(g, gβ) | g ∈ G}. If
g ∈ G, then there exist g1, g2 ∈ G, such that (g, 1) = (g
−1
1 , g
−1
1 α)(g2, g2β). Thus g = g
−1
1 g2
and 1 = (g−11 α)(g2β), and so g2 = g1αβ
−1. Hence g = g−11 (g1αβ
−1), which implies that
the map x 7→ x−1(xαβ−1) is surjective. That is, the automorphism αβ−1 is uniform.
Conversely, assume that α ∈ AutG is uniform. Set X = {(g, g) | g ∈ G} and
Y = {(g, gα) | g ∈ G}. Let (x, y) ∈ G × G. Choose h ∈ G such that h−1(hα) = x−1y
(such an h exists, as α is uniform) and let g = xh−1. Then g(hα) = xh−1(hα) = y and
gh = x. Thus (g, g)(h, hα) = (x, y). Therefore XY = G×G. 
Finite groups with uniform automorphisms do exist. For example, the automorphism
α : x 7→ x−1 of a finite abelian group G of odd order is uniform. In this case, we do in
fact obtain a factorisation
G×G = {(g, g) | g ∈ G}{(g, gα) | g ∈ G}.
Lemma 2.4. Suppose that T is a group and, for i = 1, . . . , d, let αi, βi ∈ AutT . Consider
the following subgroups X and Y of T 2d:
X = {(t1, t1α1, t2, t2α2 . . . , td, tdαd) | ti = T} and
Y = {(sdβd, s1, s1β1, s2, s2β2, . . . , sd−1, sd−1βd−1, sd) | si ∈ T}.
Then the following are equivalent:
(1) XY = T 2d;
(2) the automorphism α1β1α2β2 · · ·αdβd of T is uniform.
Proof. Assume that XY = T 2d and let x ∈ T . Then there exist
(t−11 , t
−1
1 α1, t
−1
2 , t
−1
2 α2, . . . , t
−1
d , t
−1
d αd) ∈ X and
(sdβd, s1, s1β1, . . . , sd−1, sd−1βd−1, sd) ∈ Y
such that (x, 1, . . . , 1) is equal to
(t−11 , t
−1
1 α1, t
−1
2 , t
−1
2 α2, . . . , t
−1
d , t
−1
d αd) · (sdβd, s1, s1β1, . . . , sd−1, sd−1βd−1, sd).
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Comparing the entries for these two expressions, we obtain that
x = t−11 (sdβd)
t1 = s1α
−1
1
t2 = s1β1
t2 = s2α
−1
2
...
td = sd−1βd−1
td = sdα
−1
d .
Hence si = si−1βi−1αi for i = 2, . . . , d. Thus, by induction, sd = s1β1α2 · · ·βd−1αd. Then
setting s = s1α
−1
1 and using the first two equations in the system above, we obtain
x = (s1α
−1
1 )
−1(s1β1α2 · · ·βd−1αdβd) = s
−1(sα1β1 . . . αdβd).
Since we chose x ∈ T arbitrarily, the automorphism α1β1 . . . αdβd of T is uniform.
Conversely, assume that α := α1β1 . . . αdβd is a uniform automorphism of T . Let
x = (x1, . . . , x2d) be an arbitrary element of T
2d. Since α is uniform, there exists s0 ∈ T
such that
(2) s−10 (s0α) =
1∏
i=d
((
x−12i βiαi+1 · · ·αdβd
)
(x2i−1αiβi · · ·αdβd)
)
.
Let sd = s0β
−1
d and td = (sdx
−1
2d )α
−1
d . We next define sequence
sd−1, td−1, sd−2, . . . , s1, t1
‘backwards recursively’ in the sense that we define, for i = d − 1, . . . , 1, the elements si
and ti assuming that we have defined the elements si+1 and ti+1:
si = (ti+1x2i+1)β
−1
i ;
ti = (six
−1
2i )α
−1
i .
Now let
t = (t−11 , t
−1
1 α1, . . . , t
−1
d , t
−1
d αd) and
s = (sdβd, s1, s1β1, . . . , sd−1, sd−1βd−1, sd).
We claim that ts = x. The definition of ti and si implies that
x2i = (t
−1
i αi)si and
x2i+1 = t
−1
i+1(siβi)
for all indices 2i and 2i+1 between 2 and 2d. This shows that the product ts agrees with
x from the second coordinate onwards. It remains to show that ts agrees with x in the
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first coordinate also. Using the equations for ti and si, we obtain by induction that
t1 = (sdα
−1
d β
−1
d−1 · · ·β
−1
1 α
−1
1 )(x
−1
2d α
−1
d β
−1
d−1 · · ·β
−1
1 α
−1
1 )
(x2d−1β
−1
d−1 · · ·β
−1
1 α
−1
1 ) · · · (x
−1
2 α
−1
1 ).
Applying α to the last equation and considering the definition of sd, we obtain
t1α = (sdβd)(x
−1
2d βd)(x2d−1αdβd) · · · (x
−1
2 β1α2β2 · · ·αdβd) =
s0(x
−1
2d βd)(x2d−1αdβd) · · · (x
−1
2 β1α2β2 · · ·αdβd)
which gives (using (2) for the last equality in the next line)
s−10 (t1α)(x1α) = s
−1
0 (t1α)(x1α1β1α2β2 · · ·αdβd) =
(x−12d βd)(x2d−1αdβd) · · · (x
−1
2 β1α2β2 · · ·αdβd)(x1α1β1α2β2 · · ·αdβd) = s
−1
0 (s0α).
This implies that x1 = t
−1
1 s0 which, in turn, equals t
−1
1 (sdβd). Therefore ts agrees with x
in its first coordinate also, and so ts = x. Since the choice of the element x was arbitrary,
XY = T 2d. 
If M is the direct product M = T1 × · · · × Tk and I is a subset of {T1, . . . , Tk} or a
subset of {1, . . . , k}, then σI denotes the corresponding coordinate projection from M to∏
Ti∈I
Ti or to
∏
i∈I Ti, respectively.
The proof of the following lemma uses some simple graph theoretic concepts. The
graphs that occur in this proof are undirected graphs without multiple edges and loops.
A graph which does not contain a cycle is said to be a forest, while a connected graph
without a cycle is a tree. The valency of a vertex v in a graph is the number of vertices
that are adjacent to v. A vertex v in a forest with valency one is said to be a leaf.
We now prove Theorem 1.2.
The proof of Theorem 1.2. By assumption, X = X1 × · · · × Xr and Y = Y1 × · · · × Ys,
where the Xi and Yi are non-trivial full strips. Suppose that T
k = XY . At the end of the
proof, this will lead to a contradiction.
Let Γ be the graph with vertex set {X1, . . . , Xr, Y1, . . . , Ys} such that two vertices of Γ
are adjacent if and only if the supports of the strips are not disjoint. First note that two
strips that belong to X are disjoint, and the same is true for two strips that belong to Y .
Hence Γ is a bipartite graph with bipartition {X1, . . . , Xr} ∪ {Y1, . . . , Ys}. We prove the
result by proving a series of claims. Recall that T k = XY . Suppose that T1, . . . , Tk are
the internal direct factors of T k; that is T1, . . . , Tk are normal subgroups of M such that
M = T k = T1 × · · · × Tk.
Claim 1. Each vertex of Γ lies on at least one edge.
Proof of Claim 1. If, say, X1 lies on no edge of Γ, then SuppX1 ∩ SuppYi = ∅ for each i,
and so SuppX1 ∩ SuppY = ∅. Thus if σ is the projection of M onto
∏
Ti∈SuppX1
Ti, then
Y σ = 1, and so
Mσ = (XY )σ = Xσ = X1 ∼= T,
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contradicting the fact that X1 is non-trivial. Thus X1 lies on at least one edge and the
same proof shows that each Xi and each Yi lies on at least one edge. ✷
Claim 2. If Xj1 and Yj2 are adjacent in Γ, then |SuppXj1 ∩ SuppYj2| = 1.
Proof of Claim 2. This follows from Lemma 2.3. Indeed, if Ti1 , Ti2 ∈ SuppXj1 ∩SuppYj2
and σ = σ{i1,i2}, then Xj1σ and Yj2σ are non-trivial full strips in Ti1 × Ti2 such that
Ti1 × Ti2 = (Xσ)(Y σ) = (Xj1σ)(Yj2σ). Since T does not admit a uniform automorphism,
this is a contradiction, by Lemma 2.3. ✷
By Claim 2, an edge in Γ that connects Xj1 and Yj2 can be labelled with Ti where
{Ti} = SuppXj1 ∩ SuppYj2.
Claim 3. Γ does not contain a cycle.
Proof of Claim 3. Suppose to the contrary that Γ contains a cycle, and choose a cycle
X1, Y1, . . . , Xd, Yd of shortest length 2d. Then 2d > 4 and the Xi and the Yi are pairwise
distinct. By reordering the Ti, we may also assume without loss of generality that
{T1} = Supp Yd ∩ SuppX1;
{T2} = SuppX1 ∩ SuppY1;
{T3} = Supp Y1 ∩ SuppX2;
...
{T2i−1} = Supp Yi−1 ∩ SuppXi;
{T2i} = SuppXi ∩ SuppYi;
...
{T2d−1} = Supp Yd−1 ∩ SuppXd;
{T2d} = SuppXd ∩ SuppYd.
In particular, SuppXi∩{T1, . . . , T2d} = {T2i−1, T2i}, Supp Yi∩{T1, . . . , T2d} = {T2i, T2i+1}
for i = 1, . . . , d − 1, and Supp Yd ∩ {T1, . . . , T2d} = {T2d, T1}. The factors T2i, with
i = 1, . . . , d, are pairwise distinct, since the SuppXi are pairwise disjoint. Similarly the
factors T2i−1, with i = 1, . . . , d, are pairwise distinct since the Supp Yi are pairwise disjoint.
Suppose that T2i = T2j−1 where 1 6 i, j 6 d. Since T2j−1 ∈ SuppXj and T2i ∈ SuppXi,
we have i = j. But then T2i−1 ∈ SuppYi−1 while T2i ∈ SuppYi contradicting the fact
that Supp Yi−1 ∩ SuppYi = ∅. Thus all the Ti are pairwise distinct. Let σ denote the
projection σ{1,...,2d}. Then Xσ = X1σ × · · · × Xdσ and Y σ = Y1σ × · · · × Ydσ. Further,
for i = 1, . . . , d, Xiσ is a non-trivial full strip in T2i−1 × T2i, for i = 1, . . . , d − 1, Yiσ
is a non-trivial full strip in T2i × T2i+1, while Ydσ is a non-trivial full strip in T2d × T1.
Thus there exist isomorphisms αi : T2i−1 → T2i (for i = 1, . . . , d), βi : T2i → T2i+1 (for
i = 1, . . . , d− 1) and βd : T2d → T1 such that
Xσ = {(t1, t1α1, t2, t2α2, . . . , td, tdαd) | ti ∈ T2i−1} and
Y σ = {(sdβd, s1, s1β1, . . . , sd−1, sd−1βd−1, sd) | si ∈ T2i}.
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Since XY = T k, we find that (Xσ)(Y σ) = T1 × · · · × T2d. By Lemma 2.4, the automor-
phism α1β1 · · ·αdβd of T1 is uniform. This is a contradiction. Hence Γ does not contain a
cycle. ✷
Since Γ does not contain a cycle, the graph Γ is a forest with no-isolated vertices. This
verifies at once our next claim
Claim 4. There are at least two leaves in Γ. ✷
Set T = {T1, . . . , Tk},
S1 =
r⋃
i=1
SuppXi and S2 =
s⋃
i=1
SuppYi.
For i = 1, 2, let ai = |T \ Si|. Suppose without loss of generality that X1 has valency
one in Γ. Since X1 is a non-trivial strip, |SuppX1| > 2, and hence there must be some
Ti ∈ SuppX1 that is not covered by a strip in Y . Assume without loss of generality that
i = 1. This implies that T1 ∈ T \ S2, and so a2 = |T \ S2| > 1.
Claim 5. Some Yi has valency one, and hence a1 > 1 as well as a2 > 1.
Proof of Claim 5. Suppose to the contrary that every Yi has valency at least two. Then a
second strip of X , X2 say, also has valency 1, so some Ti ∈ SuppX2 with i > 2 also lies in
T \S2. Let Ys+1 be a full strip such that Supp Ys+1 = T \S2. Since |T \S2| > 2, the strip
Ys+1 is non-trivial. Set Y¯ = Y × Ys+1. Since T
k = XY , we have T k = XY¯ . However, the
graph that corresponds to the factorisation T k = XY¯ has no vertices of valency 1, which
contradicts Claim 4 applied to the graph corresponding to the factorisation T k = XY¯ .
Thus Yi has valency one for some i, and hence a1 > 1 also. ✷
Claim 6. a1 = a2 = 1.
Proof of Claim 6. If a1 > 2 and a2 > 2, then let Xr+1 and Ys+1 be full strips such that
SuppXr+1 = T \ S1 and SuppYs+1 = T \ S2. Since a1, a2 > 2, Xr+1 and Ys+1 are
non-trivial strips. Set X¯ = X × Xr+1 and Y¯ = Y × Ys+1. Since T
k = XY , we have
T k = X¯Y¯ . However, the graph that corresponds to the factorisation T k = X¯Y¯ has no
vertex of valency one, which contradicts Claim 4 applied to the graph of the factorisation
T k = X¯Y¯ .
Thus min{a1, a2} = 1, and without loss of generality we may assume that a1 = 1. If
a2 > 2, then we may construct Ys+1 and Y¯ as in the proof of Claim 5. The graph that
corresponds to the factorisation T k = XY¯ has only one vertex of valency one contradicting
Claim 4. ✷
Let us now obtain a final contradiction. It follows from Claims 4 and 6 that there is
exactly one strip in X with valency 1 and exactly one such strip in Y . All other strips
have valency at least 2. A forest with precisely two leaves is a path. Hence Γ is a path of
the form
X1 − Y1 − · · · −Xr − Yr.
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The valencies of X1 and of Yr are equal to one. Further, the valency of each of
Y1, X2, . . . , Xr is equal to two. Hence |SuppXi| = |SuppYi| = 2 for all i. Let
z = |{(Xi, Tj) | Tj ∈ SuppXi}|.
Since |SuppXi| = 2 for all i, we have z = 2r. On the other hand, by Claim 6, there
exists a unique j0 such that Tj0 6∈
⋃
i SuppXi and if j 6= j0 then there is a unique Xi such
that Tj ∈ SuppXi. Thus 2r = z = k − 1 and so k = 2r + 1. By possibly reordering the
Ti, we may assume that there exist, for i = 1, . . . , r, isomorphisms αi : T2i−1 → T2i and
βi : T2i → T2i+1 such that
X = {(t1, t1α1, t2, t2α2, . . . , tr, trαr, 1) | ti ∈ T2i−1} and
Y = {(1, s1, s1β1, s2, s2β2, . . . , sr, srβr) | si ∈ T2i}.
Suppose that x ∈ T1. Then there are ti ∈ T2i−1 and si ∈ T2i such that (x, 1, . . . , 1) equals
(t−11 , t
−1
1 α1, t
−1
2 , t
−1
2 α2, . . . , t
−1
r , t
−1
r αr, 1) · (1, s1, s1β1, s2, s2β2, . . . , sr, srβr).
Comparing the entries from the k-th to the 1-st in order, we obtain that si = ti = 1 for
all i, which is a contradiction if x 6= 1. Thus Theorem 1.2 is proved. 
The following example shows, for a group G that admits uniform automorphisms with
some additional properties, that the direct product Gk may admit factorisations with
subgroups that involve longer strips.
Example 2.5. Consider a group G. We wish to factorise G6 as G6 = XY where X is a
direct product of two strips of length three and Y is a direct product of three strips of
length two. Suppose that there exist uniform automorphisms α2, α3 of G such that for
all y1, y2 ∈ G there exists t in G such that both t
−1(tα2) = y1 and t
−1(tα3) = y2. In
other words, the map G → G × G defined by t 7→ (t−1(tα2), t
−1(tα3)) is surjective. If G
is a non-trivial finite group, then |G × G| > |G|, and hence such automorphisms do not
exist for finite G.
Set
X = {(t, t, t, s, s, s) | t, s ∈ G};
Y = {(t1, t2, t3, t1, t2α2, t3α3) | ti ∈ G}.
We claim that G6 = XY . Indeed, let (x1, . . . , x6) ∈ G
6. Choose t in G such that
t(t−1α2) = x1x
−1
4 x5(x
−1
2 α2) and t(t
−1α3) = x1x
−1
4 x6(x
−1
3 α3). Let t1 ∈ G such that tt1 = x1.
Then it follows by the assumptions above that
(t, t, t, x4t
−1
1 , x4t
−1
1 , x4t
−1
1 ) · (t1, t
−1x2, t
−1x3, t1, (t
−1x2)α2, (t
−1x3)α3) = (x1, . . . , x6).
Therefore G6 = XY .
At the time of writing, we do not know if there exists an infinite simple group admitting
a pair of automorphisms as in Example 2.5, and hence we state the following problem.
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Problem 2.6. Exhibit a group G that admits a pair (α, β) of automorphisms such that
the map G → G × G defined by g 7→ (g−1(gα), g−1(gβ)) is surjective; or prove that no
such group exists.
3. Abstract cartesian factorisations involving strips
A characteristically simple group M is said to be finitely completely reducible (FCR)
if it is isomorphic to a the direct product T k for a simple group T and for an integer
k > 1. A finite characteristically simple group is FCR. Suppose that M is a group and
K = {K1, . . . , Kℓ} is a family of proper subgroups of M . Then K is said to be an abstract
cartesian factorisation of M if
(3) M = Ki
(⋂
j 6=i
Kj
)
for all i ∈ {1, . . . , ℓ};
the subgroups Ki of an abstract cartesian factorisation are called cartesian factors of M .
Cartesian factorisations were introduced in [BPS04], where they were called ‘cartesian
systems of subgroups’, to characterise cartesian decompositions preserved by innately
transitive groups. In this section we investigate cartesian factorisations in characteristi-
cally simple FCR-groups in which the cartesian factors involve strips. Let us introduce
notation for this section. Let M = T1 × · · · × Tk be a characteristically simple FCR-
group with simple normal subgroups T1, . . . , Tk, and let G0 be a subgroup of AutM
such that the natural action of G0 on T1, . . . , Tk is transitive. Suppose, in addition,
that K = {K1, . . . , Kℓ} is an abstract G0-invariant cartesian factorisation of M . Set
M0 =
⋂
iKi. If T is abelian, then T is cyclic of prime order p, and M can be considered
as a finite-dimensional vector space over Fp. In this case a cartesian factorisation of M is
essentially a direct sum decomposition. Therefore we assume that M is non-abelian.
Recall from Section 2 that if I is a subset of T = {T1, . . . , Tk} or a subset of {1, . . . , k},
then σI denotes the corresponding coordinate projection from M onto either
∏
Ti∈I
Ti or
onto
∏
i∈I Ti, respectively.
A strip X is involved in a subgroup K of M if K = X × KσT \SuppX where
T = {T1, . . . , Tk}. We say that a strip X is involved in a cartesian factorisation K if
X is involved in a member K ∈ K. In this case, (3) implies that X is involved in a unique
member of K. Uniform automorphisms were introduced in Section 2. In this section we
prove the following theorem.
Proposition 3.1. Suppose that K = {K1, . . . , Kℓ}, M = T1 × · · · × Tk, M0, and G0
are as above and let X1 and X2 be two non-trivial full strips involved in K such that
SuppX1 ∩ SuppX2 6= ∅. Then the following both hold:
(1) T1 admits a uniform automorphism;
(2) M0 is not a subdirect subgroup of M .
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Proof. The proof of this theorem is quite involved, and so we split it into a series of claims.
Assume that the hypotheses of Proposition 3.1 hold. Assume, moreover, that either T1
does not admit a uniform automorphism, or that M0 is a subdirect subgroup of M .
Claim 1. |SuppX1 ∩ SuppX2| = 1.
Proof of Claim 1. By the definition of ‘being involved’ for strips, if X1, X2 are involved
in the same Ki then they are disjoint as strips. Thus we may assume without loss of
generality that X1 is involved in K1 and X2 is involved in K2. Suppose to the contrary
that T1, T2 ∈ SuppX1 ∩ SuppX2 and set σ = σ{1,2}. Then Y1 = K1σ and Y2 = K2σ
are non-trivial full strips in T1 × T2 such that Y1Y2 = Mσ = T1 × T2. By Lemma 2.3,
T1 admits a uniform automorphism. Thus, by our own assumption, M0 is a subdirect
subgroup of M . Then K1 ∩K2 is also a subdirect subgroup of M , and so (K1 ∩K2)σ is
a subdirect subgroup in T1 × T2. Now Y1 = {(t, tα) | t ∈ T1} and Y2 = {(t, tβ) | t ∈ T1}
where α, β : T1 → T2 are isomorphisms. Then
(K1 ∩K2)σ 6 Y1 ∩ Y2 = {(t, tα) | t ∈ T1 such that tα = tβ}.
Now the fact that (K1 ∩K2)σ is subdirect in T1 × T2 implies that tα = tβ for all t ∈ T1,
and hence α = β. However, this implies that Y1 = Y2, yielding Y1Y2 6= T1 × T2. This
contradiction proves the claim. ✷
Claim 2. There exists a sequence of strips X1, . . . , Xa, with a > 3, involved in K such
that
(1) X1 and Xj are disjoint for j 6∈ {a, 2};
(2) for i = 2, . . . , a− 1 and j 6∈ {i− 1, i+ 1}, the strips Xi and Xj are disjoint;
(3) Xa and Xj are disjoint for j 6∈ {a− 1, 1};
(4) and finally,
|SuppX1 ∩ SuppX2| = |SuppX2 ∩ SuppX3| = · · ·
= |SuppXa−1 ∩ SuppXa| = |SuppXa ∩ SuppX1| = 1.
Proof of Claim 2. By Claim 1, SuppX1 ∩ SuppX2 = {Tt} for some t 6 k. Choose g ∈ G0
such that T gt ∈ SuppX2 \ SuppX1; such an element g exists since G0 is transitive on
T = {T1, . . . , Tk} and SuppX2\SuppX1 is non-empty. Now G0 acts by conjugation on the
set of full strips involved in K, and so both Xg1 and X
g
2 are full strips involved in K. As T
g
t
is in both SuppXg1 and SuppX
g
2 , but is not in SuppX1 we deduce that there exists a non-
trivial strip X3 in K distinct from X1, X2 such that SuppX3 ∩ (SuppX2 \ SuppX1) 6= ∅
(namely, we can take X3 to be one of X
g
1 or X
g
2 as at least one of these is distinct from
X1 and X2). Proceeding in this way we construct a sequence X1, X2, . . . of distinct, non-
trivial strips in K such that SuppXd+1∩ (SuppXd \ SuppXd−1) 6= ∅ for each d > 2. Since
k is finite, there exists a such that
SuppXa ∩
(
SuppX1 ∪ · · · ∪ SuppXa−2
)
6= ∅.
12 CHERYL E. PRAEGER AND CSABA SCHNEIDER
Let a be the least integer such that this property holds. The conditions imposed on
X1 and X2 imply that a > 3. By removing some initial segment of the sequence and
relabelling the Xi if necessary, we may assume that the intersection SuppXa∩SuppX1 is
non-empty, while SuppXa ∩ SuppXd = ∅ if 2 6 d 6 a− 2 for some a > 3. Now, applying
Claim 1 a number of times, the sequence X1, . . . , Xa is as required. ✷
Now assume that the conditions of Claim 2 are valid, X1 and X2 are non-disjoint strips
involved in K and select X1, . . . , Xa as in the proof of Claim 2. By relabelling the Ki we
may assume that X1 is involved in K1. Let 1 = i1 < i2 < · · · < id < a be such that among
the Xi the strips Xi1, . . . , Xid are precisely the ones that are involved in K1. Note that Xa
is not involved in K1 since SuppXa and SuppX1 are not disjoint. Also, ij+1 > ij + 2 for
all j = 1, . . . , d− 1 since SuppXij and SuppXij+1 are not disjoint. We may also relabel
the Ti so that
{T1} = SuppXa ∩ SuppX1 and {T2} = SuppX1 ∩ SuppX2,
and so that for j = 2, . . . , d,
{T2j−1} = SuppXij−1 ∩ SuppXij ;
{T2j} = SuppXij ∩ SuppXij+1.
It follows from Claim 2, that T1, . . . , T2d are pairwise distinct. Define the projection map
(4) σ : M → T1 × · · · × T2d and K̂1 =
⋂
i 6=1
Ki.
Claim 3. Using the notation introduced above, the following hold.
(1) K1σ is a direct product Y1× · · ·×Yd such that each Yi is a non-trivial full strip in
T2i−1 × T2i and Yi = {(t, tαi) | t ∈ T2i−1} for some isomorphism αi : T2i−1 → T2i.
(2) K̂1 6 Z1×· · ·×Zd, such that, for i = 1, . . . , d−1, Zi = {(t, tβi) | t ∈ T2i} is a non-
trivial full strip in T2i × T2i+1 where βi : T2i → T2i+1 is an isomorphism. Further
Zd = {(tβd, t) | t ∈ T2d} is a non-trivial full strip in T2d × T1 where βd : T2d → T1
is an isomorphism.
Proof of Claim 3. Assertion (1) follows from the observation that
K1σ = (Xi1 × · · · ×Xid)σ = Y1 × · · · × Yd with Yj = Xijσ for each j.
Let us prove assertion (2). It suffices to show that K̂1σ{2i,2i+1} 6 Zi for i = 1, . . . , d− 1
and K̂1σ{1,2d} 6 Zd. We prove the claim for i = 1, that is, for K̂1σ{2,3}, noting that
the proof for the other projections is identical. Set r = i2 − 1. Then the strips
X2, . . . , Xr are ‘between’ X1 and Xi2 in the sequence of the Xi and they are not in-
volved in K1. Choose Tm1 , . . . , Tmr such that {Tmi} = SuppXi ∩ SuppXi+1. By the
choice made earlier, we have Tm1 = T2 and Tmr = T3. Let σ
′ denote the projection
onto Tm1 × · · · × Tmr . By Claim 2, the indices m1, . . . , mr are pairwise distinct. Sup-
pose that x = (tm1 , . . . , tmr) is an element of K̂1σ
′ with ti ∈ Tmi . The strip X2 is
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involved in Km for some m 6= 1. Recall that X2 covers Tm1 = T2 and Tm2 . Then
x ∈ Kmσ
′ and hence (tm1 , tm2) ∈ X2σ{m1,m2}. Thus there exists an isomorphism
γm1 : Tm1 → Tm2 such that X2σ{m1,m2} = {(t, tγm1) | t ∈ Tm1}. Using the same ar-
gument, we find that there exist isomorphisms γmi : Tmi → Tmi+1 , for i = 1, . . . , r − 1,
such that Xi+1σ{mi,mi+1} = {(t, tγm2) | t ∈ Tmi}. Thus tmr = tm1γm1 · · · γmr−1. Set
β1 = γm1 · · · γmr−1. This argument shows that
K̂1σ{2,3} 6 {(t, tβ1) | t ∈ T2} := Z1.
Therefore K̂1σ{2,3} 6 Z1. The proof for the other projections is identical. This shows that
assertion (2) holds. ✷
Claim 4. Use the notation of Claim 3, and set α = α1β1α2 · · ·αdβd. Then the following
hold.
(1) α ∈ AutT1 and α is uniform.
(2) M0 is not a subdirect subgroup of M where M0 =
⋂
iKi.
Proof of Claim 4. (1) It follows from Claim 3 that α ∈ Aut T1. Since K1K̂1 =M , we have
(K1σ)(K̂1σ) = T1 × · · · × T2d with σ and K̂1 as in (4). Therefore
(5) (Y1 × · · · × Yd)(Z1 × · · · × Zd) = T1 × · · · × T2d.
Since the factorisation in (5) is as in Lemma 2.4, it follows from Lemma 2.4 that α is
uniform.
(2) By definition, K1∩K̂1 =M0. Suppose thatM0 is subdirect inM . Then M0σ is also
a subdirect subgroup of T1 × · · · × T2d. Suppose that x = (t1, t2, . . . , t2d) ∈ M0σ. Then
x ∈ K1σ and x ∈ K̂1σ, and so t2i = t2i−1αi, for i = 1, . . . , d, and also t2i+1 = t2iβi for
i = 1, . . . , d− 1, and t1 = tdβd. Thus t1 = t1α1β1 · · ·αdβd = t1α. Since M0σ is subdirect,
this has to hold for all t1 ∈ T1, and hence α = 1. However, by part (1), α is uniform,
which is a contradiction, as the identity automorphism is not uniform. ✷
Now Proposition 3.1 follows at once from Claim 4. 
4. Quasiprimitive groups of diagonal type
Recall that a permutation group acting on Ω is quasiprimitive if all the non-trivial
normal subgroups of G are transitive. A quasiprimitive group G is said to be of diagonal
type if it has a unique minimal normal FCR subgroupM such thatM = T1×· · ·×Tk where
the Ti are non-abelian simple groups and a point stabiliser Mα is a subdirect subgroup
of M ; that is, denoting the coordinate projections by σi, Mασi = Ti for all i. By Scott’s
Lemma [Sco80, Lemma, page 328], we have, in such a quasiprimitive group of diagonal
type, that Mα is a direct product of pairwise disjoint full strips
1. The group G is said to
1Scott’s Lemma is most often applied to finite simple groups, but it holds for infinite simple groups
and the proof presented in [Sco80] does not assume finiteness.
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have simple diagonal type if Mα is simple (that is, Mα is a full strip), and otherwise G is
said to have compound diagonal type.
If Γ is a set and ℓ > 2, then the wreath product SymΓ ı Sℓ can be considered as a
permutation group on Γℓ in its product action, which is defined as
(γ1, . . . , γℓ)(g1, . . . , gℓ)σ = (γ1σ−1g1σ−1 , . . . , γℓσ−1gℓσ−1)
for all γ1, . . . , γℓ ∈ Γ, g1, . . . , gℓ ∈ SymΓ, and σ ∈ Sℓ.
Theorem 4.1. Let G be a quasiprimitive group of diagonal type acting on Ω with minimal
normal subgroup M = T1 × · · · × Tk where the Ti are non-abelian simple groups. Then G
can be embedded into a subgroup W of Ω that is permutationally isomorphic to SymΓ ı Sℓ
in product action with |Γ| > 2 and ℓ > 2 if and only if G is of compound diagonal type.
Proof. We suppose that G is quasiprimitive of diagonal type with a minimal normal
subgroup M as in the statement. Suppose that there exists a subgroup W of SymΩ that
is permutationally isomorphic to SymΓ ı Sℓ with |Γ| > 2 and ℓ > 2 such that G 6 W .
Then Ω can be identified with Γℓ, and so from now on we assume that Ω = Γℓ and that
W = SymΓ ı Sℓ. Note that M is transitive on Ω, since G is quasiprimitive.
Let π : W → Sℓ denote the natural projection. Since M is a minimal normal subgroup
of G, either M 6 ker π or M ∩ ker π = 1. In the latter case, the restriction of π to M is
a faithful permutation representation of M and hence M is isomorphic to a subgroup of
Sℓ. This implies that M is finite and, since M is transitive on Ω, the sets Ω and Γ are
finite. Now if p is a prime dividing |Γ|, then pℓ | |Ω|, and hence, as M is transitive on Ω,
pℓ | |M |, which gives pℓ | ℓ!. Since this is impossible (see [JJ98, Exercise 2.20]), we must
have M 6 ker π. Therefore M is contained in the base group B = (SymΓ)ℓ of W .
The action of the base group can be viewed via ℓ projection maps π1, . . . , πℓ : B → SymΓ
given by (g1, . . . , gℓ)πi = gi for (g1, . . . , gℓ) ∈ (SymΓ)
ℓ. In this way we may write, for g ∈ B
and (γ1, . . . , γℓ) ∈ Ω, that
(γ1, . . . , γℓ)g = (γ1(gπ1), . . . , γℓ(gπℓ)).
In particular, the last equation is valid if g ∈ M . We consider the homomorphisms
π1, . . . , πℓ as permutation representations of B. Choose γ ∈ Γ, set ω = (γ, . . . , γ) ∈ Ω,
and, for i = 1, . . . , ℓ, let Ki denote the stabiliser inM of γ under πi . SinceM is transitive
on Ω, each Mπi is transitive on Γ, and, since |Γ| > 2, each Ki is a proper subgroup of M .
We claim that the set K = {K1, . . . , Kℓ} of proper subgroups of M is an abstract carte-
sian factorisation of M . Let us prove that M = K1
(⋂
i 6=1Ki
)
; the other factorisations
in equation (3) can be shown similarly. Setting K¯1 =
⋂
i 6=1Ki and noting that K1 is the
point stabiliser in M under its transitive action on Γ by π1, the factorisation M = K1K¯1
is equivalent to the assertion that K¯1 is transitive on Γ under the representation π1. Sup-
pose that γ′ ∈ Γ and consider the point ω′ = (γ′, γ, . . . , γ). Since M is transitive on Ω,
there exists some m ∈ M such that ωm = ω′. Considering the definitions of ω and ω′,
this implies that γ(mπ1) = γ
′ and γ(mπi) = γ for all i = 2, . . . , ℓ; that is, m ∈ K¯1. Since
γ′ is chosen arbitrarily, K¯1 is transitive on Γ under π1, and so K1K¯1 =M , as claimed. As
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noted above, the other factorisations of (3) follow similarly, and K is an abstract cartesian
factorisation for M , as claimed.
Since
⋂
i>1Ki is the intersections of the stabilisers of γ under the representations
π1, . . . , πℓ and ω = (γ, . . . , γ), it follows that
ℓ⋂
i=1
Ki = Mω.
Further, Gω permutes by conjugation the ℓ direct factors of the base group B, and so the
set K is invariant under conjugation by Gω.
Since M is a minimal normal subgroup of G, G is transitive by conjugation on the Ti,
and so the Ti are pairwise isomorphic. Let T denote the common isomorphism type of
the Ti. Since G has diagonal type, Mω is a subdirect subgroup of M . For each K ∈ K we
haveMω 6 K, and so all elements of K are subdirect subgroups ofM . Let K1, K2 ∈ K be
distinct subgroups. Then K1, K2 6= M , and so, K1, K2 involve non-trivial full strips X1
andX2, say, and, by the factorisation in equation (3),M = K1K2, which implies X1 6= X2.
By Proposition 3.1, X1 and X2 are disjoint strips. This means, in particular, that if X is a
non-trivial full strip involved in Kj covering Ti, then Ti 6 Km for all m 6= j. Therefore if
X1, . . . , Xs are the non-trivial full strips involved in K, then Mω = X1×· · ·×Xs. Further,
since each K ∈ K involve at least one non-trivial full strip and |K| > 2, the argument
above shows that s > 2. Hence Mω is a direct product of at least two non-trivial full
strips, and so G has compound diagonal type.
Conversely, suppose that G has compound diagonal type, and soMω is a direct product
Mω = X1 × · · · × Xr of non-trivial full strips Xi. Then M admits a non-trivial direct
product decomposition M = M1 × · · · ×Mr such that
Mω = (M1 ∩Mω)× · · · × (Mr ∩Mω).
Setting ∆ to be the right coset space [M1 : M1 ∩Mω], the transitivity of M on Ω allows
us to identify Ω with the direct power ∆r and, under this identification, G becomes a
subgroup of Sym∆ ı Sr in product action. 
Theorem 1.1 is an easy consequence of Theorem 4.1.
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