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Le caratteristiche architetturali del server NEC SX-5/4S installato presso il CILEA impongono attenzioni
particolari al programmatore tecnico-scientifico, che è comunque aiutato in questo compito dalla disponibili-
tà di compilatori capaci di analisi automatiche molto sofisticate.
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Da gennaio 2001 il CILEA si è dotato di un po-
tente calcolatore vettoriale, il NEC SX-5, con 4
processori (vedi Bollettino CILEA n. 76, Feb-
braio 2001).
In generale un'unità di elaborazione possiede
registri nei quali vengono caricati gli operandi
prima di eseguire un'operazione e registri nei
quali viene scaricato il risultato al termine del-
l'operazione stessa. Un processore scalare ha un
solo registro per ogni operando, cosicchè un'ope-
razione elementare, per es. un'addizione, può
essere fatta su una sola coppia di numeri. Ciò
che rende i processori NEC così potenti è la pre-
senza di pipeline con registri vettoriali. Con
questi registri un'operazione elementare come
l'addizione può essere fatta su N coppie di nu-
meri, dove N=256 nel caso specifico. Per farla
breve, mentre i processori scalari eseguono ope-
razioni su operandi scalari, i processori vetto-
riali eseguono operazioni su operandi vettoriali.
In questo senso il calcolo vettoriale può essere
considerato un caso specifico, molto specializza-
to, di calcolo parallelo.
L'architettura vettoriale permette ai processori
del NEC di raggiungere i 4 Gflops, pur avendo
una frequenza di soli 250 MHz. Per confronto i
processori RISC dei server HP V2500 e N4000
pure installati al CILEA raggiungono i 1,76
GFlops pur avendo una frequenza di 440 MHz.
I registri vettoriali, al pari di quelli scalari, de-
vono essere caricati con gli operandi prima che i
calcoli possano essere eseguiti. Questo fa sì che
un processore vettoriale con 256 elementi, come
il NEC SX-5, non possa neppure teoricamente
eseguire un'addizione su 256 coppie di operandi
nel tempo in cui un processore scalare di pari
frequenza esegue un'addizione su una sola cop-
pia di operandi.
Il fatto è che la velocità di accesso alla memoria
nei calcolatori scalari e vettoriali è sostanzial-
mente equivalente e, anche se i registri sono
vettoriali, ad ogni “passo” un solo operando vie-
ne trasferito ai registri dalla memoria. Le pre-
stazioni sono influenzate molto anche dalla pre-
senza della pipeline. Nella macchina NEC la pi-
peline permette di eseguire operazioni di calcolo
contemporaneamente al caricamento degli ope-
randi e lo scaricamento dei risultati. Così, man
mano che i registri vettoriali si riempiono, pos-
sono essere eseguite le varie operazioni elemen-
tari di elaborazione sugli esponenti e sulle man-
tisse degli operandi, senza attendere che i regi-
stri siano riempiti del tutto, realizzando un pro-
cesso a "catena di montaggio" che solo a regime
elabora 256 coppie di operandi alla volta.
I processori vettoriali sono quindi oggetti com-
plessi, capaci di grande potenza elaborativa, ma
limitatamente a strutture dati e istruzioni par-
ticolari.
La tecnica di trasformazione del codice al fine di
sfruttare al meglio gli elaboratori ad architettu-
ra vettoriale si chiama vettorizzazione (qualcuno
parla di vettorializzazione). Queste trasforma-
zioni possono essere automatizzate, anche se
abbastanza spesso l'intervento manuale è de-
terminante per ottenere le prestazioni migliori.
Comunque le conoscenze accumulate in 25 anni
di esperienze di vettorizzazione (le prime mac-
chine vettoriali risalgono ad un quarto di secolo
fa) hanno portato i compilatori attuali a poter
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compiere analisi molto approfondite e sofisticate
dei programmi.
Come risultato i compilatori Fortran e C della
NEC sono in grado di vettorizzare con efficienza
gran parte dei codici che trattano operazioni
vettoriali e matriciali.
I compilatori fondamentalmente analizzano il
codice, individuano le parti vettorizzabili e tra-
sformano il codice da scalare a vettoriale. La
vettorizzazione del codice può richiedere note-
voli trasformazioni del programma come nel ca-
so di cicli iterativi (DO) annidati l'uno nell'altro,
cicli iterativi contenenti istruzioni vettorizzabili
insieme ad istruzioni non vettorizzabili, cicli
iterativi contenenti blocchi condizionali (IF).
Infine, nei casi non rari in cui il compilatore non
è in grado o non ha tutte le informazioni neces-
sarie ad ottimizzare il codice, opzioni e direttive
permettono di indirizzare e correggere le proce-
dure di analisi del compilatore e le modalità di
trasformazione del codice.
Al fine di chiarire meglio i concetti sommaria-
mente espressi si presenta quello che è forse il
più semplice esempio di algoritmo vettorizzabile
non banale: la moltiplicazione riga per colonna
di due matrici. Il programma, di cui in tabella 1
è listato il MAIN, è scritto secondo lo stile For-
tran90. Per questo esempio si è utilizzato il
compilatore FORTRAN90/SX Version 2.0 for
SX-5.
I programmatori che ancora non conoscono bene
il linguaggio Fortran 90 non si spaventino, per-
ché si vedrà che le parti cruciali dell'esempio
sono comprensibilissime da chiunque. In ogni
caso si segnala che il CILEA organizza periodi-
camente corsi di programmazione per diffonde-
re la conoscenza del Fortran 90 in ambito scien-
tifico (vedi www.cilea.it).
Passando all'esempio, l'unica istruzione impor-
tante del programma, che si è banalmente
chiamato sompro, è costituita dalla riga in gras-
setto (I). Per l'occasione si è utilizzata la carat-
teristica del Fortran 90 di poter definire nuovi
operatori, cosicchè in sostanza viene scritto in
questo modo la CALL alla subroutine moltipli-
camatrici che realizza il prodotto di matrici, di
cui tutti conoscono molto bene il codice e che
comunque viene illustrato nella tabella 3.
Le prime istruzioni del codice realizzano l'asse-
gnazione di memoria e l'inizializzazione delle
matrici. Le ultime 2 istruzioni rappresentano
una modalità, possibile in Fortran 90, di pre-
sentare a video la prima sottomatrice 10 x 10 di
C, purché ovviamente si siano scritte le subrou-
tine le cui chiamate sono realizzate ridefinendo
opportunamente l'operatore di assegnazione.
program sompro
   use operazioni
   implicit none
   real(8), dimension(:,:), &
              allocatable :: a, b, c
   integer :: ld, n
   integer :: i, j, st
   real(8) :: t0, t1
   type(video) :: righevideo
   write(*,"(a)", advance="NO") "LD,N ? "
   read(*,*) ld, n
   allocate(a(ld,n), b(ld,n), c(ld,n), &
                                STAT=st)
   if (st.NE.0) then
      write(*,*) "Errore allocazione"
      stop
   end if
   do i = 1, n
      do j = 1, n
         a(j,i) = dble(j) / dble(n)
         b(j,i) = dble(i) / dble(n)
         c(j,i) = dble(i) / 0.5d0
      end do
   end do
   call secondi(t0)
   c = c + (a .X. b)       ! (I)
   call secondi(t1)
   write(*,*) " Secondi molt. Matrici”, &
                   ld," x ",n," = ",t1-t0
   righevideo = 10
   righevideo = c
   stop
end program sompro
Tab. 1 – Il programma sompro
Si può lavorare sul server NEC del CILEA sen-
za collegarsi direttamente alla macchina ma
rimanendo sull'elaboratore HP V2500 vic20,
anzi questa modalità di utilizzo è vivamente in-
coraggiata. Il modo consigliato di lavorare quin-
di è di collegarsi sul vic20, generare un sottodi-
rettorio per il nuovo lavoro, copiarvi  tutti i file
necessari, in questo caso solo il sorgente del
programma. Per compilare il programma si
scrive una procedura di shell contenente i co-
mandi:
f90 –p sompro.f90 –o sompro.exe
prof sompro.exe
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da vic20 (vedi Bollettino CILEA n. 78, Giugno
2001, pag. 18).
L'opzione di compilazione '-p' instrumenta il
codice così da generare, durante l'esecuzione,
una statistica dell'utilizzo del processore, vi-
sualizzabile poi con il comando prof.
Dalla statistica generata per questo semplice
esempio si scopre che quasi tutte le risorse di
calcolo sono utilizzate nella subroutine moltipli-
camatrici, com'era del resto prevedibile.
Compilando il codice con le opzioni di default
(vedi tabella 2; testo riformattato per esigenze
di redazione) il compilatore FORTRAN90/SX
elenca i cicli iterativi (do loops) vettorizzati e
segnala anche di aver riconosciuto che il codice
in tabella 3 realizza il prodotto righe per colon-
ne e lo sostituisce con una chiamata alla
MATMUL, una delle funzioni intrinseche del
Fortran90:
sompro.f90:
f90: vec(1): sompro.f90, line 30: Vector-
ized loop.
f90: opt(1800): sompro.f90, line 33: Id-
iom detected (matrix multiply).
f90: vec(3): sompro.f90, line 60: Unvec-
torized loop.
f90: sompro.f90, operazioni: There are 3
diagnoses.
f90: vec(1): sompro.f90, line 100: Vec-
torized loop.
f90: vec(1): sompro.f90, line 100: Vec-
torized loop.
f90: vec(4): sompro.f90, line 108: Vec-
torized array expression.
f90: vec(4): sompro.f90, line 108: Vec-
torized array expression.
f90: sompro.f90, sompro: There are 4 di-
agnoses.
Tab. 2 – Messaggi di compilazione
In pratica quindi il codice illustrato nella ta-
bella 3 non viene utilizzato, perchè viceversa gli
viene sostituita la funzione intrinseca corri-
spondente, molto ben ottimizzata per sfruttare
al massimo la potenza di calcolo del processore
NEC.
27:   do i = 1, n
28:      do j = 1, n
29:         c(j,i) = 0.0d0
30:         do k = 1, n
31:            c(j,i) = c(j,i) +
                         a(j,k) * b(k,i)
32:         end do
33:       end do
34:    end do
Tab. 3 – La moltiplicazione di matrici
Poichè evidentemente quello che interessa è il
discorso prestazionale, si presentano i tempi ot-
tenuti girando l'esempio dopo questa prima
compilazione:
LD = 2000, N = 2000: 38,5 sec.
LD = 2001, N = 2000: 8,52 sec.
Si nota già che le prestazioni dipendono dram-
maticamente dalla lunghezza delle colonne
delle matrici coinvolte nel calcolo, che ovvia-
mente influenza la distribuzione in memoria dei
dati e la possibilità di caricarli nei registri vet-
toriali più o meno velocemente. Eseguendo il
programma sempre con N = 2000 ma con valori
LD da 2000 a 2020 si ottiene una distribuzione
dei tempi di calcolo come quella illustrata in Fi-
gura 1, dove, a fronte di un valore di base di 8,5
secondi circa, sono evidenti i picchi corrispon-
denti a collocazioni dei dati poco favorevoli, con
un massimo per LD=2016. È evidente che il calo
di prestazioni si evidenzia per lunghezze di mol-
tiplicità 4, non casuale ma dipendente da come
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Fig. 1 – Tempi di calcolo al variare di LD
È doveroso osservare che sostituendo il codice di
Tabella 3 con una chiamata alla MATMUL
direttamente, i tempi di esecuzione
diminuiscono del 10-20% circa, pur mantenendo
una distribuzione del tipo in Figura 1.
Invece, se sostituiamo l'istruzione
c = c + (a .X. b)
del MAIN con l'istruzione
c(1:n,1:n) = c(1:n,1:n) + &
matmul(a(1:n,1:n),b(1:n,1:n))
i tempi di calcolo diminuiscono drasticamente a
soli 4 secondi e rimangono quasi costanti, non
dipendono più dalla prima dimensione delle
matrici, risultato evidente di "alchimie"
realizzate con una buona programmazione in
linguaggio macchina della funzione  MATMUL.
Tuttavia, facciamo finta che la funzione
MATMUL non sia disponibile e proviamo per
confronto a mettere la direttiva novector
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immediatamente prima del ciclo iterativo di
riga 30 (tabella 3). Questa direttiva inibisce la
vettorizzazione del codice: in questo caso  il
compilatore non sostituisce il codice con la
chiamata alla MATMUL. Come conseguenza i
tempi di esecuzione diventano:
LD = 2000, N = 2000: 1310 sec.
LD = 2001, N = 2000: 1314 sec.
Tutto ciò dimostra che:
1. per realizzare la moltiplicazione tra matrici
è importante utilizzare la funzione
MATMUL, che tra l'altro è universalmente
disponibile in Fortran90;
2. se il codice non è vettorizzabile non convie-
ne assolutamente utilizzare macchine a pro-
cessori vettoriali;
3. i problemi di accesso alla memoria si evi-
denziano in modo particolare solo quando si
sfruttano al massimo i registri vettoriali
Infatti anche aumentando la lunghezza delle
colonne delle matrici, nel caso il codice non sia
vettorizzato, i tempi d'esecuzione non variano
apprezzabilmente, aumentando solo di poco con
l'aumentare della prima dimensione delle ma-
trici.
Al posto della direttiva novector si sarebbe potu-
ta utilizzare l'opzione di compilazione –C sopt,
che permette l'ottimizzazione scalare ma non
vettoriale, ma questa avrebbe influenzato anche
il resto del programma.
Il tempo di accesso alla memoria non dipende
solo dalla lunghezza delle colonne delle matrici,
ma anche dal passo con cui vengono referenziati
gli elementi. Grazie alla sintassi del Fortran 90,
possiamo realizzare facilmente uno stride non
unitario, però per permettere una migliore ot-
timizzazione dobbiamo riscrivere l'istruzione (I)
(quella in grassetto) così:
t(1:m:s,:) = a(1:m:s,:) .X. c(1:m:s,:)
c(1:m:s,:) = c(1:m:s,:) + t(1:m:s,:)
In questo caso i tempi di esecuzione diventano:
LD = 4000,  N = 2000, S = 2: 72,3 sec.
LD = 4001,  N = 2000, S = 2: 10,5 sec.
LD = 6000,  N = 2000, S = 3: 38,0 sec.
LD = 6001,  N = 2000, S = 3: 8,6 sec.
LD = 8000,  N = 2000, S = 4: 75,3 sec.
LD = 8001,  N = 2000, S = 4: 14,9 sec.
LD = 10000, N = 2000, S = 5: 38,0 sec.
LD = 10001, N = 2000, S = 5: 8,6 sec.
Risulta evidente che i tempi sopra elencati sono
più alti quando la lunghezza delle colonne e lo
stride sono pari o peggio multipli di quattro.
Si vuole terminare segnalando che in ambiente
NEC è disponibile uno strumento molto utile,
attivabile definendo opportunamente la varia-
bile d'ambiente F_PROGINF.
Se a questa variabile si dà il valore DETAIL
prima di lanciare l'esecuzione del programma,
al termine viene presentata una statistica sul-
l'utilizzo delle risorse di calcolo. Analoga stati-
stica, ma riferita all'uso dell'I/O, verrebbe gene-
rata definendo opportunamente la variabile
d'ambiente F_FILEINF.
Ad esempio, attivando la stampa della statistica
per l'esecuzione dei primi 2 casi dell'elenco pre-
cedente si ottiene:
     ******  Program Information  ******
  Real Time (sec)     :         72.533844
  User Time (sec)     :         72.359351
  Sys  Time (sec)     :          0.081847
  Vector Time (sec)   :         71.873509
  Inst. Count        :         637243183.
  V. Inst. Count     :         140387171.
  V. Element Count   :       35168900528.
  FLOP Count         :       17052006043.
  MOPS                :        492.897687
  MFLOPS              :        235.657256
  VLEN                :        250.513635
  V. Op. Ratio (%)    :         98.606910
  Memory Size (MB)    :        320.031250
  MIPS                :          8.806646
  I-Cache (sec)       :          0.005463
  O-Cache (sec)       :          0.003058
  Bank (sec)          :         50.072197
Tab. 4 – statistica per LD=4000, N=2000, S=2
     ******  Program Information  ******
  Real Time (sec)     :         11.179648
  User Time (sec)     :         10.577971
  Sys  Time (sec)     :          0.199800
  Vector Time (sec)   :         10.090307
  Inst. Count        :         637243178.
  V. Inst. Count     :         140387171.
  V. Element Count   :       35168900528.
  FLOP Count         :       17052006042.
  MOPS                :       3371.701160
  MFLOPS              :       1612.029973
  VLEN                :        250.513635
  V. Op. Ratio (%)    :         98.606910
  Memory Size (MB)    :        320.031250
  MIPS                :         60.242478
  I-Cache (sec)       :          0.013390
  O-Cache (sec)       :          0.008952
  Bank (sec)          :          2.272403
Tab. 5 – statistica per LD=4001, N=2000, S=2
Si può notare come nei 2 casi, a parità di istru-
zioni eseguite, la differenza viene fatta dal tem-
po indicato come Bank, che misura i conflitti di
accesso alla memoria.
