We examine the asymptotic efficiency of using individual stocks or portfolios as base assets to test asset pricing models using cross-sectional data. The literature has argued that creating portfolios reduces idiosyncratic volatility and allows factor loadings, and consequently risk premia, to be estimated more precisely. We show analytically and demonstrate empirically that the more efficient estimates of betas from creating portfolios do not lead to lower asymptotic variances of factor risk premia estimates. Instead, the standard errors of factor risk premia estimates are determined by the cross-sectional distribution of factor loadings and residual risk.
Introduction
In cross-sectional factor models, expected excess returns are a linear function of factor loadings.
This relation holds for all assets, whether these assets are individual stocks or whether the assets are portfolios formed from individual stocks. The literature has taken two different approaches in specifying the universe of base assets for cross-sectional regression tests. First, researchers have followed Black, Jensen and Scholes (1972) and Fama and MacBeth (1973) , among many others, to group stocks into portfolios and then run factor model tests using portfolios as base assets. An alternative approach is to estimate cross-sectional risk premia using the entire universe of stocks following Litzenberger and Ramaswamy (1979) and others. Perhaps due to the easier availability of portfolios constructed by Fama and French (1993) and others, the first method of using portfolios as test assets is the more popular approach in recent empirical work. Blume (1970) gave the original motivation for creating test portfolios of assets as a way to reduce the errors-in-variables problem. Cross-sectional regressions specify estimated betas as regressors. If the errors in the estimated betas are imperfectly correlated across assets then the estimation errors would tend to offset each other when the assets are grouped into test portfolios. Thus, using portfolios as test assets allows for more efficient estimates of factor loadings. Blume argues these more precise estimates of factor loadings enable factor risk premia to also be estimated more precisely. On the other hand, an argument stated by Litzenberger and Ramaswamy (1979) for using individual stocks as test assets is that generally far fewer than 100 portfolios, often as few as 10-25 portfolios, are often used as test assets. In contrast, in standard empirical applications with U.S. data, the number of individual stocks is currently above 5000. Thus, the number of individual stocks is usually two orders of magnitude greater than the number of portfolios commonly used in empirical tests leading to a potentially severe loss of efficiency for using portfolios as base assets.
In this paper we study the relative efficiency of using individual stocks or portfolios in tests of cross-sectional factor models. We focus on theoretical results in a very simple one-factor setting applicable to the original CAPM, but also extend our results to multifactor models and models with characteristics as well as factor loadings. We derive analytical forms using maximum likelihood but stress the intuition from these formulae apply to all types of standard errors. 1 Maximum likelihood estimators have the advantage of obtaining the Cramér-Rao lower 1 Jobson and Korkie (1982) , Huberman and Kandel (1987) , MacKinlay (1987) , Zhou (1991) , Velu and Zhou (1999) , among others, derive small-sample or exact finite sample distributions of various maximum likelihood statistics but do not consider efficiency using different test assets.
bound, so maximum likelihood standard errors serve as a useful benchmark to measure efficiency for other standard errors. Shanken (1992) shows the more commonly used two-pass methodology of Fama and MacBeth (1973) is asymptotically equivalent to the one-step approach of maximum likelihood. The Cramér-Rao lower bound can be computed with any set of consistent estimators, and since the two-pass regression estimators tend to perform best in small samples (see Chen and Kan, 2004; Shanken and Zhou, 2007) , we use the point estimates from two-pass estimators for computing efficiency losses in simulations as well as actual data. 2 We also consider the effect of using portfolios versus individual stocks with pooled and Shanken (1992) standard errors, in addition to maximum likelihood standard errors, in data.
Forming portfolios dramatically reduces the standard errors of factor loadings due to decreasing idiosyncratic risk, but we show the more precise estimates of factor loadings do not lead to more efficient estimates of factor risk premia. In a setting where all stocks have the same idiosyncratic risk, the idiosyncratic variances of portfolios decline linearly with the number of stocks in each portfolio but the variance of the risk premia estimates increase when portfolios as used compared to the case when all stocks are used. Thus, creating portfolios to reduce estimation error in the factor loadings does not lead to smaller estimation error of the factor risk premia. Nor do we find that it is simply greater power by using a larger number of assets for individual stocks compared to using portfolios that makes estimates from employing individual stocks as test assets more efficient.
The most important determinant of the standard variances of risk premia is the cross-sectional distribution of risk factor loadings scaled by the inverse of idiosyncratic variance. Intuitively, the more disperse the cross section of betas, the more information the cross section contains to estimate risk premia. More weight is given to stocks with lower idiosyncratic volatility as these observations are less noisy. Aggregating stocks into portfolios causes the information contained in individual stock betas to become more opaque and shrinks the cross-sectional dispersion of betas. This causes estimates of factor risk premia to be less efficient when portfolios are created. We show these results with maximum likelihood by analytically computing the efficiency losses with portfolios when stock betas are normally distributed and idiosyncratic risk is constant across stocks. The same intuition applies for all types of standard errors. Furthermore, we demonstrate these results also hold when idiosyncratic volatility is stochastic and correlated 2 Chen and Kan (2004) argue that maximum likelihood estimators do not have finite means leading to their poor small sample performance. This fact is irrelevant for the existence of the Cramér-Rao lower bound and for measuring efficiency losses relative to the Cramér-Rao lower bound, especially since we use two-pass estimators which do have good small sample performance.
with betas in Monte Carlo exercises. When betas need to be estimated to form portfolios, rather than forming portfolios on true betas, efficiency losses further increase.
Finally, we empirically verify that using portfolios leads to wider standard error bounds in estimates of one-factor and three-factor models using the CRSP database of stock returns.
We find that for both a one-factor market model and the Fama and French (1993) multifactor model estimated using the full universe of stocks, the market risk premium estimate is positive and highly significant. In the one-factor model, we fail to reject the hypothesis that the market cross-sectional risk premium is equal to the time-series average of the market excess return. In contrast, using portfolios often produces insignificant and sometimes negative point estimates of the market risk premium in both one-and three-factor specifications.
From our theoretical and empirical results, the most efficient estimates of cross-sectional risk premia in linear factor models are obtained using individual stocks and there are potentially large efficiency losses using portfolios. But, we stress that our results do not mean that portfolios should never be used to test factor models. In particular, any non-linear procedure especially involving GMM necessitates using a small number of portfolios and portfolios must be constructed to measure investable returns. Our analysis is from an econometric, rather than from an investments, perspective. Our setting also considers only efficiency and we do not Burnside, 2007) holding the number of test assets fixed. From our results, efficiency will increase in all these settings when individual stocks are used. Other authors like Zhou (1991) and Shanken and Zhou (2007) examine the small-sample performance of various estimation approaches under both the null and alternative. 3 These studies do not discuss the relative efficiency of the test assets employed in cross-sectional factor model tests.
Two closely related papers that examine the effect of different portfolio groupings in testing asset pricing models are Berk (2000) and Grauer and Jamaat (2004) . Berk (2000) addresses the issue of grouping stocks on a characteristic known to be correlated with expected returns and then testing an asset pricing model on the stocks within each group, rather than using all stocks or using portfolios constructed from the groups. Berk (2000) argues that this practice, as 3 Other authors have presented alternative estimation approaches to maximum likelihood or the two-pass methodology such as Brennan, Chordia and Subrahmanyam (1998), who run cross-sectional regressions on all stocks using risk-adjusted returns as dependent variables, rather than excess returns, with the risk adjustments involving estimated factor loadings and traded risk factors. This approach cannot be used to estimate factor risk premia.
done by Daniel and Titman (1997) , leads to spurious rejections of a factor model. 4 We examine the relative efficiency of portfolios formed by different groupings, where all portfolios are used, rather than just a subset of stocks or portfolios within a group that Berk (2000) examines. Grauer and Janmaat (2004) show that portfolio grouping under the alternative when a factor model is false may cause the model to appear correct. Neither Berk (2000) nor Grauer and Janmaat (2004) discuss the efficiency of using tests assets of portfolios versus individual securities or address the relative efficiency of different numbers of portfolios as test assets.
The rest of this paper is organized as follows. Section 2 presents the econometric theory and derives asymptotic standard errors concentrating on the one-factor model. We analytically characterize the efficiency loss for using portfolios as opposed to individual stocks. Section 3 compares the performance of portfolios versus stocks in simulations and in the CRSP database.
Finally, Section 4 concludes.
Econometric Setup
Section 2.1 defines the model and estimators. We focus on a one-factor model which highlights the intuition behind the results. Section 2.2 derives asymptotic standard errors. We discuss the creation of portfolios and how they affect estimates of factor loadings in Section 2.3. Section 2.4 compares portfolios and individuals stocks as test assets. We briefly describe the multivariate case in Section 2.5.
The Model
We work with the following one-factor model:
where R it , i = 1, ..., N and t = 1, ..., T , is the excess (over the risk-free rate) return of stock i at time t, R mt is the excess return of the market index, and the parameters α, µ m , β i , and σ i are constant across time. We specify the shocks ε it to be IID N (0, 1) over time t and uncorrelated across stocks. 5 We concentrate on the one-factor case as the intuition is easiest to see and 4 Lo and MacKinlay (1990) point out a data-snooping bias in sorting firms by characteristics which are known to be correlated with returns in sample. We do not address this issue here. 5 Our results also extend to the case where the error terms are cross-sectionally correlated but the notation is more complicated. We choose to work with the factor model setting where idiosyncratic risk is uncorrelated across present results for multiple factors, such as Fama and French (1993) , in Section 2.5.
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In vector notation we can write equation (1) as
where R t is an N × 1 vector of stock returns, α is a scalar, 1 N is a N × 1 vector of ones,
, and ε t is an N × 1 vector of idiosyncratic shocks. Equation (1) states that the risk premium, or the expected excess return, of asset i is a linear function of stock i's beta:
This is the beta representation of Connor (1984) , which is estimated by Black, Jensen and Scholes (1972) and Fama and MacBeth (1973) .
Asset pricing theories impose various restrictions on α and β in equation (3) . If the risk premium is given by the Arbitrage Pricing Theory or the CAPM, then
If the market factor is priced with a risk premium, then
In addition, if the risk premium is given by the CAPM,
Most linear asset pricing models involve at least one of the restrictions imposed by equations (4)- (6) . Note that α, λ, and β i are all estimated from data and the relation between the parameters is non-linear in equation (3) .
A complementary view presented in standard finance textbooks labels equation (3) the empirical Security Market Line (SML). Under the SML implied by the CAPM, a graph of expected excess returns on the y-axis versus beta on the x-axis should yield a straight line. The SML's stocks as this is the main case examined in the literature in both cross-sectional tests, such as Shanken (1992) , as well as time-series tests, such as Gibbons, Ross and Shanken (1989). 6 Multifactor extensions can also handle a conditional CAPM as long as the conditional CAPM is estimated using an unconditional factor model test with additional factors resulting from parameterizing the time variation in risk premia or betas by linear functions of predictive instruments. The models of Jagannathan and Wang (1996) , Cochrane (2001) , and Lettau and Ludvigson (2001) , among many others, fall into this category.
intercept should be the origin and the slope of the line should be the market risk premium.
The empirical SML in equation (3) allows for two deviations from CAPM theory: a potentially non-zero intercept term, motivated from the zero-beta Black (1972) model, and the slope of the SML can be different from the average market excess return.
We derive the statistical properties of the estimators of α, λ, and β i in equations (1) Second, our results also apply to the two-pass estimators. Shanken (1992) shows that maximum likelihood and two-pass estimators are asymptotically equivalent under our standard regularity assumptions of IID error terms. Cochrane (2001) shows that the Fama-MacBeth (1973) estimates are also numerically identical to pooled time-series maximum likelihood estimates in a balanced panel with constant betas, which is the setting we use in equation (1). Shanken and Zhou (2007) also argue that maximum likelihood estimators are unbiased in small samples similar to those used in empirical work.
The log-likelihood of R it is given by
ignoring the constant and the determinant of the covariance terms. 7 For notational simplicity, we assume that µ m , σ m , and σ i for all i are known. 8 As argued by Merton (1980) , variances 7 Gibbons (1982) and Shanken (1985) work with an alternative empirical time-series specification of the CAPM:
where the CAPM imposes the restriction that α i = β i µ m ∀i. This is a special case of our set-up with λ = µ m .
Note the model
which allows for a stock-specific intercept term, does not allow λ to be identified and the Hessian term for λ is undefined. This arises because there is no common cross-sectional mean to identify λ. 8 It can be verified that the maximum likelihood estimators of the parameters we do not consider are given by are estimated very precisely at high frequencies and are much easier to estimate than means.
Furthermore, the market risk premium µ m and market volatility σ m can be estimated separately using time-series data on the market index return.
The assumption that µ m is known is innocuous as the role of this parameter is to make the factor shocks mean zero. We show below that the time-series mean µ m does not enter the Hessian, even though it is present in the second derivative of the log likelihood, because the sample mean of the excess market return converges in probability to µ m . We are also especially interested in the cross-sectional parameters α and λ rather than the time-series parameter µ m .
The cross-sectional parameters are identified only using the cross section of stock returns, not the time series of the market return. Thus, our parameters of interest are
Taking the first derivative of the log-likelihood we obtain
These equations lead to the following maximum likelihood estimators:
From equations (9)- (11) we make the following observations:
Comment 2.1 The maximum likelihood parameters impose the constraints under the null.
Although the betas are defined in the data generating process (1) as
the maximum likelihood estimator of the betas in equation (11) is not the regular OLS estimator.
The pricing restrictions of the expected return are imposed to gain more efficient beta estimates.
Given the betas, equations (9) and (10) take a similar form as a weighted least squares (WLS)
cross-sectional regression, as noted by Cochrane (2001) :
forλ W LS a 2 × 1 vector containing the WLS estimates of α and β,B = [1 Nβ ] corresponds to the vector notation in equation (2) withβ being the vector of maximum likelihood estimates of β i satisfying equation (11),R = (1/T ) t R t , and we set µ m equal to the sample mean of R mt .
However, we see below that a regular WLS standard error forλ does not apply under maximum likelihood because of the restrictions under the null.
The non-linear equations (9)- (11) can be solved iteratively (see Gibbons, 1982) or in one step (see Shanken, 1985) . Shanken (1992) shows that both the maximum likelihood estimators and the more popular two-pass Fama-MacBeth (1973) cross-sectional estimators are both asymptotically efficient as T → ∞ and thus are asymptotically equivalent. Because the twopass estimators are most often used in the literature and the small sample performance of the maximum likelihood estimators and the two-pass estimators are very similar in small samples (see Shanken and Zhou, 2007) , we use first-pass OLS estimates of betas and estimate risk premia coefficients in a second-pass cross-sectional regression in our empirical work. However, we derive appropriate standard errors with maximum likelihood as these achieve the Cramér-Rao lower bound. These are valid with any consistent estimators of α, λ, and β i .
Comment 2.2 The estimatorsα andλ are negatively correlated, all else being equal.
This is shown directly by equations (9) and (10) . The earliest study of the CAPM by Douglas (1969) found that the SLM intercept term was positive and its estimated slope was lower than the average market excess return. Black, Jensen and Scholes (1972) also found that the slope of the SLM was lower than the average market excess return. Equations (9) and (11) imply that α andβ i are negatively correlated, all else being equal. This is also observed in equation (1) as any over-estimation of beta in the panel will result in an under-estimation of alpha and vice versa.
Asymptotic Standard Errors
To derive asymptotic standard errors for the parameters Θ, the second derivative of the loglikelihood is:
The Hessian is then given by:
where under the null
We define the following cross-sectional sample moments, which we denote with a subscript c to emphasize they are cross-sectional moments:
The first three expressions in equation (13) 
From the Hessian in equation (12) , the asymptotic variances ofα,λ, andβ i are:
. (17) The proof of equations (15) to (17) can be found in Appendix A. The analytical expressions of the asymptotic variances in equations (15)- (17) enable us to make several observations.
Comment 2.3 Cross-sectional variation in betas is necessary to identify α and λ.
The variance ofα andλ in equations (15) and (16) are not defined when stock returns are identically distributed with the same beta and idiosyncratic risk. This is intuitive. We can identify α and λ, which constitute the cross-sectional risk premium, only from the cross section of individual stocks. When all stocks are identical, there is no cross-sectional variation in expected returns and we cannot identify α and λ.
Comment 2.4 The asymptotic variance ofα andλ depend on the cross-sectional distributions of betas and idiosyncratic volatility.
Equations (15) and (16) In both equations (15) and (16), the variance ofα andλ depend on N and T . Under the IID error assumption, increasing the data by one time period yields another N cross-sectional observations to estimate α and λ. Thus, the standard errors follow the same convergence properties as a pooled regression with IID time-series observations, as noted by Cochrane (2001) .
In contrast, the variance ofβ i in equation (17) However, the cross-sectional distribution of betas and idiosyncratic variance does enter the variance ofβ i , but the effect is second order. Equation (17) (15) and (16) arise through the estimation of the betas and increases the terms involving the cross-sectional distribution of betas and idiosyncratic volatilities. This term also plays a role in the tests of Gibbons, Ross and Shanken (1989) and Shanken (1992) , which take into account the estimation of the betas. For comparison, suppose that α is known or not estimated. Then, var(λ) simplifies to
In this same setting with α = 0, the Shanken (1992) standard variance of a WLS two-pass estimator of λ is Shanken (1992) standard variance has an additional term involving the market variance which is due to using the regular OLS moment conditions to estimate the factor loadings. This term is not present in the maximum likelihood variance ofλ because the OLS moment conditions implicitly use stock-specific constant terms to estimate the OLS betas whereas maximum likelihood imposes that the constant term is shared across all stocks from the null in equation (3).
Comment 2.7 In the presence of characteristics, the asymptotic variance ofα andλ depend on the joint cross-sectional distribution of factor loadings and characteristics.
We stress that we do not focus on the question of the most powerful specification test of the factor structure in equation (1) on testing whether the model intercept term is zero and whether the factor is priced given the model structure. Nevertheless, many authors have used additional firm-specific characteristics, such as firm size and book-to-market ratios, as additional determinants of expected returns. If equation (1) is extended to
to allow for a firm-specific characteristic z i so that betas alone do not fully account for the cross section of expected returns, then var(α) and var(λ) now involve the joint cross-sectional distribution of betas and characteristics. This case is examined in Appendix B. While we leave the empirical examination of this extension to future work, we note that the same results in Section 2.4 hold for estimating the coefficient on the firm characteristic on individual stocks versus portfolios. Grouping into portfolios destroys cross-sectional information and inflates the standard error ofα,λ, andγ.
Finally, the off-diagonal terms in the Hessian in equation (12) lead to the following asymptotic covariances:
From equation (20) we observe:
Comment 2.8 The correlation betweenα andλ is negative.
This is also demonstrated by the maximum likelihood estimates in equations (9) and (10).
Thus, positive estimates of α will be correlated with low slope estimates of λ, which the early studies testing the CAPM found.
Portfolios and Factor Loadings
From the properties of maximum likelihood, the estimators using all stocks are most efficient with asymptotic variances given by equation (15)- (17). If we use only P portfolios as test assets, what is the efficiency loss? This analysis has two goals. First, we examine an analytical distribution of beta to develop intuition on how forming portfolios affects the efficiency loss.
Second, we ask under these settings how many portfolios are required for the efficiency loss to be negligible?
Let the portfolio weights be φ pi , where p = 1, . . . , P and i = 1, . . . , N . The returns for portfolio p are given by:
where we denote the portfolio returns with a superscript p to distinguish them from the underlying securities with subscripts i, i = 1, . . . , N , and
The literature forming portfolios as test assets has predominantly used equal weights with each stock assigned to a single portfolio (see for example, Jagannathan and Wang, 1996) . Typically, each portfolio contains an equal number of stocks. We follow this practice and form P portfolios, each containing N/P stocks with φ pi = 1/P for stock i belonging to portfolio p and zero otherwise. Each stock is assigned to only one portfolio usually based on an estimate of a factor loading or a stock-specific characteristic. In our theoretical framework, we assume that the true betas are known; we deal with estimation error in the factor loadings in the simulation results of Section 3.1.
The Approach of Fama and French (1992)
An approach that uses all individual stocks but computes betas using test portfolios is Fama and French (1992) . This approach would seem to have the advantage of more precisely estimated factor loadings, which come from portfolios, with the greater efficiency of using all stocks as observations. Fama and French run cross-sectional regressions using all stocks, but they use portfolios to estimate factor loadings. First, they create P portfolios and estimate betas,β p , for each portfolio p. Fama and French assign the estimated beta of an individual stock to be the fitted beta of the portfolio to which that stock is assigned. That is,
The Fama-MacBeth (1973) cross-sectional regression is then run over all stocks i = 1, . . . , N but using the portfolio betas instead of the individual stock betas. In Appendix C we show that in the context of estimating only factor risk premia, this procedure results in exactly the same risk premium coefficients as running a cross-sectional regression using the portfolios p = 1, . . . , P as test assets. Thus, estimating a pure factor premium using the approach of Fama and French (1992) on all stocks is no different from estimating a factor model using portfolios as test assets.
Consequently, we do not need to separately consider the Fama and French (1992) approach in our analysis.
Estimates of Factor Loadings
The literature's principle motivation for grouping stocks into portfolios is that "estimates of market betas are more precise for portfolios" (Fama and French, 1993, p430 ). This is due to the diversification of idiosyncratic risk in portfolios. In the context of our maximum likelihood setup, equation (17) shows that the variance forβ i is directly proportional to idiosyncratic volatility, ignoring the small second term if the cross section is large. Going from one stock with β i = 1 and an idiosyncratic volatility of 50% to an equally-weighted portfolio of 100 such stocks approximately decreases var(β i ) by a ratio of 100.
We can also illustrate this effect in the context of a time-series regression to estimate betas.
Consider a typical small stock with β i = 1 and σ i = 0.50. For this stock, the R However, this substantial reduction in the standard errors of portfolio betas does not mean that the variance ofα andλ are smaller. In fact, we now show that aggregating information into portfolios generally increases the variance ofα andλ and that we can only attain the efficiency of using all stocks only in very special cases.
Comparisons of Portfolios and Individual Stocks as Test Assets
Since the maximum likelihood estimates achieve the Cramér-Rao lower bound creating subsets of this information can only do worse. 10 What drives the identification of α and β is the crosssectional distribution of betas. Intuitively, if the individual distribution of betas is extremely diverse, there is a lot of information in the betas of individual stocks and aggregating stocks into portfolios causes the information contained in individual stocks to become more opaque. Thus, we expect the efficiency losses of creating portfolios to be largest when the distribution of betas is very disperse. Naturally, the actual cross section of factor loadings is an empirical question, which we investigate in Section 3. In this section we examine analytically a benchmark case where stock betas are normally distributed. We assume that σ i is the same across stocks and equal to σ. In this case the asymptotic variances ofα andλ simplify to
Assume that beta is normally distributed with mean µ β and standard deviation σ β . We create portfolios by partitioning the beta space into P sets, each containing an equal proportion of stocks. We assign all portfolios to have 1/P of the total mass. Denoting N (·) as the cumulative 10 Berk (2000) also makes the point that the most effective way to maximize the cross-sectional differences in expected returns is to not sort stocks into groups. However, Berk focuses on first forming stocks into groups and then running cross-sectional tests within each group. In this case the cross-sectional variance of expected returns within groups is lower than the cross-sectional variation of expected returns using all stocks. Our results are different because we consider the efficiency losses of using portfolios created from all stocks, rather than just using stocks or portfolios within a group. Appendix D details a special case where creating portfolios can attain the same efficiency as using individual stocks, but it is of limited empirical application.
distribution function of the standard normal, the critical points δ p corresponding to the standard normal are
The points ζ p , p = 1, . . . , P − 1 that divide the stocks into different portfolios are given by
Grouping stocks into portfolios has two effects on var(α) and var(λ). First, the idiosyncratic volatilities of the portfolios change. However, the factor σ 2 /N using all individual stocks in equation (26) remains the same using P portfolios since each portfolio contains equal mass 1/P of the stocks: σ
Thus, when idiosyncratic risk is constant, forming portfolios shrinks the standard errors of factor loadings, but this has no effect on the efficiency of the risk premium estimate. In fact, the formulas (26) involve the total amount of idiosyncratic volatility diversified by all stocks and forming portfolios does not change the total composition.
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Second, the variance of the portfolio betas changes compares to the variance of the individual stock betas. In particular, forming portfolios destroys some of the information in the cross-sectional dispersion of beta making the portfolios less efficient. When idiosyncratic risk is constant across stocks, the only effect that creating portfolios has on var(λ) is to reduce the cross-sectional variance of beta compared to using all stocks, that is var c (β p ) < var c (β).
Denoting the asymptotic variances ofα andλ computed using portfolios as var p (α) and var p (λ), respectively, we compute the variance ratios
in forming P portfolios. The analytical expressions for the efficiency losses are derived in Appendix E. We note neither of these variance ratios involve the idiosyncratic variance of stocks. 
Multivariate Case
For completeness we extend the results to the following K multifactor model:
for the K × 1 factor vector F t and the vector of factor loadings β i is now K × 1. We assume without loss of generality that F t has mean zero and covariance matrix E(F t F t ) = Σ F . We assume the K × K matrix Σ F and the scalar idiosyncratic volatility σ i are known and we are interested in estimating the intercept scalar α and the K ×1 vector of cross-sectional risk premia λ. In this setting with i = 1, . . . , N stocks, the asymptotic variance ofα andλ are
where the cross-sectional moments are given by
with the dimensions given in square brackets. Equations (30) and (31) 
Empirical Work
In this section we characterize the increase in standard errors resulting from using portfolios versus individual stocks to estimate a cross-sectional factor model. Section 3.1 reports results of Monte Carlo simulations that extend the analytical characterization of the previous section.
We compare estimates of a one-factor market model on the CRSP universe in Section 3.2 and the Fama-French (1993) three-factor model in Section 3.3.
Monte Carlo Simulations
Although Section 2.4 demonstrates that creating portfolios may result in large efficiency losses relative to using individual stocks, there are two remaining issues we investigate with Monte Carlo simulations. First, we allow idiosyncratic volatility to be stochastic and correlated with betas. Second, we previously assumed that portfolios are created ranking on true betas whereas in practice betas must be estimated. We show the estimation error in the betas further contributes to efficiency losses.
We consider the following data generating process in which the CAPM holds:
We simulate data at a monthly frequency where the market excess returns We specify a joint normal distribution for (β i , ln σ i ): 
with the ln σ i parameters set for an annual frequency. To obtain monthly σ i values we employ the transformation exp(v)/ √ 12 for v generated from the ln σ i process in equation (34) . All of these parameters are calibrated to the sample 1961-2005 described below in Section 3.2. From this generated data, we compute the standard errors ofα andλ in the estimated process (1), which are given in equations (15) and (16).
We simulate small samples of size T = 60 months with N = 5000 stocks in the cross section. We use OLS beta estimates to form portfolios using the ex-post betas estimated over the sample. Note that these portfolios are formed ex post at the end of the period and are not tradable portfolios. We also form portfolios using the true betas of each small sample following the analytical characterization in Section 2.4. Then, we compute the variance ratios in equation (28) using the true simulated parameter values in each small sample because these are the actual efficiency losses. We simulate M = 10, 000 small samples and report the mean, median and standard deviation of variance ratio statistics across the generated small samples. Table 1 reports the results. In all cases the mean and medians are very similar and the standard deviations of the variance ratios are very small at less than 1/10th the value of the mean or median.
Panel A forms P portfolios on true betas and shows that forming as few as P = 5 portfolios leads to standard variances 2.99 and 3.10 times larger forα andλ, respectively. These are substantially higher than the setting of Section 2.4 where idiosyncratic risk was constant across stocks and betas were normally distributed, where the corresponding variance ratios were 1.08 and 1.11 for P = 5 portfolios. Even when 2500 portfolios are used with each portfolio containing two stocks, the variance ratios are 1.60 for bothα andλ. This substantial increase can be traced to two sources. First, we work with a small sample of N = 5000 stocks rather than an entire distribution of stocks as in Section 2.4. The effect of this channel is very small because N = 5000 is more than enough to cover the normal distribution of betas and idiosyncratic volatility very well. Second, there is now cross-sectional variation in σ i and this is positively correlated with betas. Creating portfolios causes the significantly shrinks the −cov c (β
) term in equations (15) and (16) causing the standard variances using portfolios to substantially increase. When the correlation of beta and ln σ is set higher than our value of 0.43, there can be substantial increases in the efficiency losses from using portfolios.
In Panel B, we form portfolios on OLS estimated betas. When betas are estimated, the cross section of estimated betas is wider, by construction, than the cross section of true betas. These estimation errors are diversifiable in portfolios, which is why the P = 5 and P = 10 portfolio variance ratios are slightly lower than the moderately large P = 25 or P = 50 cases. For example, the variance ratio forλ is 4.61 for P = 5 when we sort on estimated betas, but 5.14 using P = 25 portfolios. Interestingly, the efficiency losses are greatest for using P = 25 portfolios, a number often used in empirical work. As the number of portfolios further increases, the diversification of beta estimation error becomes minimal, but this is outweighed by the increasing dispersion in the cross section of (noisy) betas causing the variance ratios to decrease. These two offsetting effects cause the slight hump-shape in the variance ratios in Panel B.
In summary, when idiosyncratic volatility is correlated with betas, the efficiency losses associated with using portfolios instead of individual stocks in asset pricing tests are even larger than when idiosyncratic volatility is constant across stocks. When portfolios are formed based 13 We confirm Shanken and Zhou (2007) that the maximum likelihood estimates are very close to the twopass cross-sectional estimates and portfolios formed on maximum likelihood estimates give very similar results to portfolios formed on the OLS betas.
on estimated, rather than true betas, the efficiency losses are further magnified.
Empirical Estimates of a One-Factor Model
In this section we estimate a one-factor market model using the CRSP universe of individual stocks or using portfolios. Our empirical strategy mirrors the data generating process (1) and looks at the relation between realized factor loadings and realized average returns. We take the CRSP value-weighted excess market return to be the single factor but do not assume that its mean, µ m , is equal to λ. We do not claim that the unconditional CAPM is appropriate or truly holds, rather our purpose is to illustrate the differences on parameter estimates and the standard errors ofα andλ when the entire sample of stocks is used compared to creating test portfolios.
Distribution of Betas and Idiosyncratic Volatility
We work in non-overlapping five-year periods, which is a trade-off between a long enough sample period for estimation but over which an average true (not estimated) stock beta is unlikely . All our data is at the monthly frequency and we take all stocks listed on NYSE, AMEX, and NASDAQ with share type codes of 10 or 11. In order to include a stock in our universe it must be traded at the end of each five-year period and must have data for at least three out of five years. Our stock returns are in excess of the Ibbotson one-month T-bill rate. In our empirical work we report regular OLS estimates of betas and use second-pass estimates of α and λ to construct standard errors. Table 2 but Figure 3 shows that the cross-sectional distribution of ln σ is also well-approximated by a normal distribution.
Using All Stocks
Panel A of Table 3 reports the estimates of α and λ in equation (1) Using the two-pass consistent estimates we compute various standard errors and t-statistics.
We compute the maximum likelihood standard errors (equations (15) and (16) Clearly while the CAPM is rejected, we also reject that λ = 0 so the market factor is priced. should be a potentially large loss of efficiency in using portfolios. We examine portfolio sorts in Panels B and C of Table 3 . What is important is not the differences across the various standard errors (maximum likelihood versus pooled versus Shanken), rather, we should focus on the increase in the standard errors, or the decrease in the absolute values of the t-statistics, over each type of standard error as we form portfolios. We now investigate these effects.
"Ex-Post" Portfolios
We form "ex-post" portfolios in Panel B of Table 3 . Over each five-year period we group stocks into P portfolios based on realized OLS estimated betas over those five years. All stocks are equally weighted at the end of the five year period within each portfolio. Thus, these portfolios are formed ex post and are not tradeable. Nevertheless, they represent valid test assets to estimate the cross-sectional model (1) as we can still measure the relation between realized covariances with the market and realized average returns. In all cases,α andλ estimated using the ex-post portfolios are very close to the estimates computed using all stocks.
However, the standard errors using portfolios are much larger than the standard errors computed using all stocks. For example, for P = 25 portfolios the maximum likelihood standard error onλ is 1.90 compared with 0.12 using all stocks. The corresponding Shanken (1992) standard errors are 1.85 using P = 25 portfolios and 0.79 using all stocks. As P increases, the standard errors decrease (and the t-statistics increase) to approach the values using individual stocks. But, this convergence is slow. Even at P = 100 portfolios the maximum likelihood 14 The parameter µ m is treated as fixed in this test. Taking the market excess return alone, the standard error of µ m is σ m / √ T assuming the market return is IID. This is not related at all to the standard error ofλ because λ is identified solely on cross-sectional, not time-series, data. The loss in efficiency results from the shrinking cross-sectional standard deviation of beta, which is reported in the last three columns of Table 3 . Over all stocks, the cross-sectional standard deviation of beta σ c (β) = 0.77. For P = 25 and P = 100 portfolios the crosssectional standard deviation of beta is σ c (β p ) = 0.69. Forming portfolios shrinks the crosssectional dispersion of beta, which destroys information and leads to efficiency losses.
"Ex-Ante" Portfolios
In Panel C of Table 3 we form "ex-ante" tradeable portfolios. We group stocks into portfolios at the beginning of each calendar year ranking on the market beta estimated over the previous five Effectively, the ex-ante portfolios have damped the information in the long tails of the beta distribution in Figure 3 even more than the ex-post portfolios.
The last three columns of Table 3 
Empirical Estimates of the Fama-French (1993) Model
Our final analysis considers estimates of the Fama and French (1993) model,
where M KT is the excess market return, and SM B and HM L are zero-cost portfolios formed on size and book-to-market ratios, respectively. We follow the same procedure as Section 3.2 in estimating the cross-sectional coefficients α, λ M KT , λ SM B , and λ HM L by working in nonoverlapping five-year periods and stacking all observations into one panel.
Factor Loadings
Panel A of Table 4 We report statistics on the cross-sectional distribution of the factor loadings in Panel B of Table 4 : the cross-sectional standard deviation, σ c , and the factor loadings corresponding to the 5%-and 95%-tiles of the cross-sectional distribution. Across all stocks, factor loadings of SM B and HM L are more disperse than market betas, with cross-sectional standard deviations of 1.059 and 0.716, respectively, compared to a cross-sectional standard deviation of 0.716 for
We form n × n × n ex-post portfolios by grouping stocks into equally-weighted P portfolios based on realized estimated factor loadings at the end of the period. These are independent sorts, formed by taking intersections of n portfolios sorted onβ M KT , n portfolios sorted onβ SM B , and n portfolios sorted onβ HM L . The n × n × n ex-ante portfolios are formed by grouping stocks into portfolios at the beginning of each calendar year ranking on the estimated factor loadings estimated over the previous five years and then the portfolios are held for twelve months to produce monthly portfolio returns. The portfolios are rebalanced annually at the beginning of each calendar year. Like the estimates of the one-factor model, with both the ex-post and ex-ante portfolios we test the relation between realized factor loadings and realized returns.
Panel B of Table 4 shows that the cross-sectional dispersion of the factor loadings decrease modestly for the ex-post portfolios. For example, for the 5 × 5 × 5 portfolios, theβ SM BβHM L cross-sectional standard deviations are 0.969 and 0.946, respectively, compared to all stocks at 1.059 and 1.086, respectively. However, the ex-ante portfolios dramatically shrink the crosssectional dispersion, with the SM B and HM L factor loadings for the ex-ante 5×5×5 portfolios having cross-sectional standard deviations of 0.586 and 0.390, respectively. In particular, the ex-ante portfolios significantly reduce the left-hand tail of HM L factor loadings, with the 5%-tile going from -1.548 for all stocks to -0.288 for the 5 × 5 × 5 ex-post portfolios. Since the cross-sectional dispersion is so much smaller for the ex-post portfolios, we might expect the second-pass cross-sectional factor risk premia estimates may be quite different for the ex-ante portfolios versus the estimates using all stocks and the ex-post portfolios. Table 5 demonstrates this is indeed the case. the Fama-French model by rejecting that α = 0 with all three standard errors. However, the market risk premium is priced, withλ M KT = 3.50% per annum and is highly significant with a maximum likelihood t-statistic of 27.7, a pooled t-statistic of 11.6 and a Shanken (1992) t-statistic of 4.28. The size premium,λ SM B = 3.90% per annum is slightly larger than the market risk premium, but the value premium has a negative coefficient ofλ HM L = −2.48% per annum. The negative HM L coefficient is surprising given the strong evidence of a book-tomarket effect across long samples, but note the high returns accrue to stocks with high bookto-market ratios rather than stocks with high HM L loadings (see Daniel and Titman, 1997) .
Factor Risk Premia
Over all stocks, the correlation of realized HM L loadings and realized returns is negative.
This is in marked contrast to the positive cross-sectional coefficients on book-to-market ratio characteristics found in many studies like Fama and French (1992) .
Panels B and C report results using ex-post and ex-ante portfolios. In both cases, there are marked efficiency losses observed in the lower magnitudes of the t-statistics for all standard errors. For example, the maximum likelihood t-statistic forλ M KT is 1.59 for the 3 × 3 × 3 expost portfolios and 0.57 for the 3 × 3 × 3 ex-ante portfolios compared to 27.7 using all stocks.
The efficiency loss ratio var p (λ M KT )/var(λ M KT ) is 4.66 using Shanken (1992) standard errors for the 3 × 3 × 3 ex-post portfolios. Note that the point estimates of the risk premia for the ex-post portfolios are similar to using all stocks. This is not surprising as Table 4 shows there is little decrease in the cross-sectional dispersion of the factor loadings in the ex-post portfolios compared to the dispersion in all stocks.
In contrast, the ex-ante portfolios yield very different estimates of the Fama-French (1993) factor risk premia using all stocks and the ex-post portfolios in Panels A and B, respectively. For the ex-ante portfolios in Panel C, the market risk premium is estimated to be -0.52% per annum for the 3 × 3 × 3 ex-ante portfolios with a maximum likelihood t-statistic of -0.57. This has the opposite sign to the market risk premium estimateλ M KT = 3.50% per annum with all stocks. The dramatically different results 15 Using the 5 × 5 Fama and French (1993) portfolios sorted on size and book-to-market ratio characteristics, as are driven by the much smaller cross-sectional dispersions for the ex-ante portfolios reported in Table 4 . In the very truncated cross-sectional distribution of factor loadings produced by the ex-post portfolios, realized HM L loadings are positively correlated with realized returns even though they are negatively correlated in the universe of all stocks.
In summary, using portfolios instead of individual stocks also results in efficiency losses for factor risk premia estimates in the Fama-French (1993) multifactor cross-sectional regression. In particular, estimates of the market risk premium are positive using all stocks, but are insignificantly different from zero at the 95% level using ex-ante portfolios. The sign of the HM L factor premium is also not robust across all stocks and using portfolios.
Conclusion
The finance literature takes two approaches to specifying base assets in tests of cross-sectional factor models. One approach is to aggregate stocks into portfolios for test assets. Another approach is to use the whole stock universe and run cross-sectional tests directly on all individual stocks. The motivation for creating portfolios is originally stated by Blume (1970) translate into more precise estimates, and lower standard errors, of factor risk premia.
We show analytically and confirm empirically that this motivation is wrong. The sampling uncertainty of factor loadings is markedly reduced by grouping stocks into portfolios, but this does not translate into lower standard errors for factor risk premia estimates. The most important determinant of the standard variance of risk premia is the cross-sectional distribution of risk factor loadings. Intuitively, the more disperse the cross section of betas, the more information the cross section contains to estimate risk premia. Aggregating stocks into portfolios causes the information contained in individual stock betas to become more opaque and tends to shrink the cross-sectional dispersion of betas. Thus, in creating portfolios, estimates of factor loadings become more precise, but the cross-sectional dispersion of factor loadings shrinks. It is the loss of information in the cross section of beta when stocks are grouped into portfolios that opposed to factor loadings as is done here, also results in a positive HM L premium of 4.59% per annum with a maximum likelihood t-statistic of 13.6. contributes to potentially large efficiency losses in using portfolios versus individual stocks.
Simulations show the efficiency losses are magnified when portfolios are formed on estimated, rather than true, factor loadings.
In data the point estimates of the cross-sectional market risk premium using individual stocks are positive and highly significant. This is true for both a one-factor market model and the three-factor Fama and French (1993) model. For the one-factor model using all stocks, the cross-sectional market risk premium estimate of 5.24% per annum is very close to the timeseries average of the market excess return, at 5.76% per annum. In contrast, the market risk premium is insignificant, and sometimes has a negative sign, when portfolios constructed on estimated factor loadings at the beginning of the period are used as base assets. Thus, using stocks or portfolios can result in very different conclusions regarding whether a particular factor carries a significant price of risk.
The most important message of our results is that using individual stocks permit more efficient tests of whether factors are priced. When just two-pass cross-sectional regression coefficients are estimated there should be no reason to create portfolios and the asset pricing tests should be run on individual stocks. The use of portfolios in cross-sectional tests should be carefully motivated and be restricted to settings where economic models apply directly to portfolios, such as industries, or portfolios should be used only in non-linear econometric tests necessitating a parsimonious number of base assets.
To invert this we partition the matrix as:
where Q = A − BD −1 C, and
In our case,
Note that we only list the beta for one stock i in the Hessian in equation (A-1), but there are N such equations. In the above equation, this yields the summation over i in the second term. The inverse of Q is
This gives the variance ofα andλ in equations (15) and (16), and the covariance ofα andλ in equation (20) .
To compute the term
Thus,
This gives the variance ofβ i in equation (17) .
To compute the covariances between (α,λ) andβ i , we simplify
This yields the covariances in equations (21) and (22) .
B Factor Risk Premia and Characteristics
Consider the data generating process
where z i is a firm-specific characteristic and ε it is IID N (0, 1). Assume that α, σ i , µ m , and σ i are known and the parameters of interest are Θ = (λ γ β i ). We assume the intercept term α is known just to make the computations easier. The Hessian is given by
Using methods similar to Appendix A, we can derive var(λ) and var(γ) to be
where we define the cross-sectional moments
C The Approach of Fama and French (1992) In the second-stage of the Fama and MacBeth (1973) procedure, excess returns, R i , are regressed onto estimated betas,β i yielding a factor coefficient ofλ
In the approach of Fama and French (1992) , P portfolios are first created and then the individual stock betas are assigned to be the portfolio beta to which that stock belongs, as in equation (25) . The numerator of the FamaMacBeth coefficient can be written as:
where the first to the second line follows because of equation (25) . The denominator of the estimated risk premium is
where the equality in the third line comes fromβ p =β i for all i ∈ p, with N/P stocks in portfolio p having the same value of β p for their fitted betas. Thus, the Fama and French (1992) procedure will produce the same Fama-MacBeth (1973) coefficient as using only the information from p = 1, . . . , P portfolios.
D A Special Case when Portfolios Have the Same Efficiency
We examine a special case where certain portfolios attain the same efficiency as using all stocks. Suppose that α is known and we only need to estimate λ. The variance ofλ using all stocks is
Suppose we have a portfolio with weight proportional to β i /σ 2 i , thus the portfolio weight on stock i is
The beta and variance of this portfolio are
With this single portfolio, we can estimate λ from the time-series mean of the portfolio return as there is no cross section used. Since
this portfolio produces the same standard error forλ as using all stocks together. What underlies this result is that weighting by β i /σ 2 i efficiently captures the same information in each cross section at time t. By similar reasoning, in the case where λ is known and we need to estimate only α, using a single portfolio with weight proportional to 1/σ 2 i yields the same standard variance forα as using all stocks together. These examples are unrealistic empirical cases because no cross sectional information is used (only one portfolio is created).
E Efficiency Results for Betas Drawn from a Normal Distribution
If beta is normally distributed with mean µ β and standard deviation σ β , the relevant cross-sectional moments are:
β . The P portfolios are partitioned by the points ζ p defined in equation (27) , where
and we define δ 0 = −∞ and δ P = +∞. The beta of portfolio p, β p , is given by:
Therefore, the cross-sectional moments for the P portfolio betas are:
The ratio of the standard variance ofα using the P portfolios compared to the standard variance using all stocks is:
where we use the subscript p to denote the variance of the estimator computed using the P portfolios. Similarly, we can compute
As expected, as P → ∞, var p (α) → var(α) and var p (λ) → var(λ) since as P → ∞,
Note that
where f (·) is the probability density function of the standard normal. From Equation (27) , we have
Combining the above two equations, we obtain
F Multifactor Case
From equation (29) define the
and σ i are known, the log-likelihood is
The first derivative of the log likelihood is
The second derivative of the log-likelihood is
We define the following partitions:
We invert Q to obtain Defining the cross-sectional moments as in equation (32) leads to equations (30) and (31) . In order for var(α)or var(λ) to be defined, the number of linearly independent β i 's must be strictly greater than K. This implies the number of individual stocks must be at least K. The table reports the summary statistics of estimated betas (β) and idiosyncratic volatility (σ) over each five year sample and over the entire sample. We estimate betas and idiosyncratic volatility in each five-year nonoverlapping period using time-series regressions of monthly excess stock returns onto a constant and monthly excess market returns. The idiosyncratic stock volatilities are annualized by multiplying by √ 12. The last column reports the number of stock observations. We graph the ratio of the asymptotic variance ofα andλ computed using portfolios to using all stocks, that is var p (θ)/var(θ), where θ = α or λ, var p (θ) is the variance computed using P portfolios and var(θ) is the variance computed using all stocks. We assume a normal distribution for beta with mean µ β = 1.2 and standard deviation σ β = 0.8. The formulas for the variance ratios are given in Appendix E. We assume that beta is drawn from a normal distribution with mean µ β = 1.2 and standard deviation σ β = 0.8 and idiosyncratic volatility across stocks is constant at σ i = σ = 0.5/ √ 12. We assume a sample of size T = 60 months with N = 1000 stocks. We graph two standard error bars ofβ for the various percentiles of the true distribution marked in circles for percentiles 0.01, 0.02, 0.05, 0.1, 0.4, 0.6, 0.8, 0.9, 0.95, 0.98, and 0.99. The standard error bands for the portfolio betas for P = 5 portfolios are marked with crosses and connected by the line. These are graphed at the percentiles 0.1, 0.3, 0.5, 0.7, 0.9 which correspond to the mid-point percentiles of each portfolio. The formula for var(β) is given in equation (17) and the computation for the portfolio moments are derived in Appendix E. 
