A learning model is considered in terms of formal concept analysis (FCA). This model is generalized for objects represented by sets of graphs with partially ordered labels of vertices and edges (these graphs can be considered as simple conceptual graphs). An algorithm that computes all concepts and the linear (Hasse) diagram of the concept lattice in time linear with respect to the number of concepts is presented. The linear diagram gives the structure of the set of all concepts with respect to the partial order on them and provides a useful tool for browsing or discovery of implications (associations) in data.
Introduction
In this paper we propose an efficient algorithmic framework for learning simple conceptual graphs and constructing the diagrammatic representation of the space of these graphs, which may be used for solving knowledge discovery problems. We consider a model of learning from positive and negative examples in terms of formal concept analysis (FCA) [14] , [5] . FCA proved to be a helpful mathematical tool for various branches of knowledge processing, including conceptual clustering, browsing retrieval [1] , and generation of association rules in data mining [11] . We show how this model can be extended to data more general than classical contexts. To this end, we give a definition of the closure operation based on an arbitrary semilattice. Classical binary contexts [14] are obtained when semilattice is taken to be a Boolean lattice. As an example we consider a semilattice induced by a set of graphs with partial ordered labels of vertices. These graphs can be interpreted, for example, as molecular graphs or as conceptual graphs [13] , [10] without negation and nestedness, i.e., as simple conceptual graphs. We present some results on algorithmic complexity of generating the concept lattice arising from the semilattice on sets of these graphs. The problem of computing the number of all concepts is #P-complete, however, an algorithm that constructs linear (Hasse) diagram of the concept lattice in time linear with respect to the number of concepts can be proposed. This result improves the quadratic worst-case time bounds for algorithms given in [7] , [12] , [6] , and [1] .
Learning from Examples in Formal Concept Analysis
In general terms, the model proposed in [3] is based on the common paradigm of machine learning: given positive and negative examples of a concept, construct a generalization of the positive examples that would not cover any negative example. First, we present a particular case of the model, which can easily be described in terms of FCA. The following definition recalls some well-known notions from [14] , [5] . Definition 1. Let G be a set of objects, M be a set of attributes, and I be a relation defined on G × M : for g ∈ G, m ∈ M , gIm holds iff the object g has the attribute m, the triple K = (G, M, I) is called a context. If A ⊆ G, B ⊆ M are arbitrary subsets, then the Galois connections are given as follows:
The pair (A, B) , where A ⊆ G, B ⊆ M , A = B, and B = A is called a concept (of the context K) with extent A and intent B (in this case we have also A = A and B = B). The set of attributes B is implied by the set of attributes A, or implication A → B holds, if all objects from G that have all attributes from the set A also have all attributes from the set B, i.e., A ⊆ B . ♦ Now assume that W is a functional (goal) property of objects from a domain under study. For example, in pharmacological applications [3] W can be a biological activity of chemical compounds (like carcinogenicity or, to the contrary, some useful pharmacological activity like sedativity). Thus, W is opposed to the attributes from M , which correspond to structural properties of objects. For example, in pharmacological applications the structural attributes can correspond to particular subgraphs of the molecular graphs of chemical compounds.
Input data for learning can be represented by the sets of positive, negative, and undefined examples. Positive examples are objects that are known to have the property W and negative examples are objects that are known not to have this property. Undefined examples are those that are neither known to have the property nor known not to have the property. The results of learning are supposed to be rules used for the classification of undefined examples (or forecast of property W ).
In terms of formal concept analysis, this situation can be described by three contexts: a positive context
, and an undefined one K τ = (G τ , M τ , I τ ). Here G + , G − , and G τ are sets of positive, negative, and undefined examples, respectively; M is a set of structural attributes; I j ⊆ G j ×M, j ∈ {+, −, τ}, are relations that specify the structural attributes of positive, negative, and undefined examples. Now, a positive hypothesis from [2] , [3] (called JSM-hypothesis there) can be defined in the following way. 4 }, and the undefined example g τ , where
, which is a positive concept with extent larger than one, is not a positive hypothesis, since {A} ⊂ {Y 1 
Since {A, B}, the intent of the first positive hypothesis is contained in {A, B, D, E}, the intent of the undefined example, whereas no negative intent does, the undefined example {g τ } is classified positively. ♦
Extension of the Learning Model
In this section we use a simple construction from [9] , where a partial order on graphs with ordered labels of vertices and edges is completed to a semilattice (actually to a distributive lattice).
Let Ω g be a set of graphs with partially ordered labels of vertices and edges. For molecular graphs this can correspond to some natural hierarchy of classes of chemical elements.
Suppose that two graphs
The sets m F and m H belong to a set of labels ordered with respect to some ordering ≤. We shall consider only vertex labeling. The case with labeled edges and vertices can be reduced to the case where only vertices are labeled. Definition 3. F subsumes H or H F iff there exists one-to-one mapping ϕ from the set V H into the set V F that maps each vertex
The graphs of the aforementioned form can be interpreted as conceptual graphs [13] , and as the specialization relation [10] . The relation is a generalization of the "subgraph isomorphism" relation and coincides with it when labels are not ordered. Definition 4. Let H = {H 1 , . . . , H n } and H 1 , . . . , H 
Let Fig. 1 .
The vertex labels of the graphs are ordered as follows (x denotes "an arbitrary chemical element"): Fig. 2 .
Cl.
Here, the disconnected graph H 1 contains more information about the cyclic structure, whereas H 2 and H 3 contain more information about the connection of the cycle with the vertex labeled by "Cl".
It is easily seen that operation induces a semilattice Ω N g with the set of generators Ω g (i.e., is idempotent, commutative, and associative on Ω N g ). Thus, the order relation can be defined as usual: X Y X Y = X. Now we define operations and analogous to those from Section 2.
It can be shown that is a closure operation on Ω N g (i.e., it is extensive, idempotent, and monotone). For arbitrary X 1 , . . . , X k ∈ Ω g the pair ({X 1 , . . .,
The closure operator and concept from Definition 1 can be obtained from Definition 5 when Ω g is a set of objects G, Ω N g is the set of attributes M , is the set-theoretic intersection ∩ defined on subsets of attributes M , the terms H, H 1 , . . . , H k stay for objects from G and {H}, {H 1 }, . . . , {H k } stay for their intents. Note that the operation and the corresponding can be defined in lines of Definitions 4-5 for arbitrary partial orders (and thus, data types), not only for those given in Definition 3.
Algorithms and Complexity
A crucial problem here is that of generation of all concepts of a given context. It is difficult not only to generate the set of all concepts, whose size can be exponential in the size of the source context, but also to calculate or even estimate its size, since the problem of computing all concepts is #P -complete [8] . Now we describe an algorithm similar to that from [4] , which generates the set of all concepts. We transform it in an algorithm generating Hasse diagram in time linear with respect to the number of all concepts.
Let the type of objects and the corresponding closure operator be fixed (they can be either from Definition 1 or from Definition 5). Below, for definiteness sake, we shall speak in terms of Definition 1, however, all the formulations are the same for Ω g and the operations and from Definition 5. We assume that objects from G are numbered, and therefore, a set X ⊆ G can be represented by a correspondingly ordered tuple. The numbering of objects from G induces lexicographical ordering of sets from P(G), the powerset of G. 
We say that [(Y, {h})Z] is an inference of (Ext(Y ) ∪ {h}) . The inference [(Y, {h})Z] of (Ext(Y ) ∪ {h}) is called canonical iff Y is a canonical path and the numbers of all objects from Z are greater than the number of h. ♦
The following procedure (we call it Close-by-One or CbO Algorithm) is based upon the depth-first strategy, though other strategies are possible as well. Y denotes the path to the current concept.
Algorithm 1.
Step 0. There is only one root vertex where all objects are unlabeled, Y := ∅.
Step 1 Step 2. If Z contains objects with numbers less than i (i.e., the path [(Y, X i )Z] is not canonical), then we label all objects from G at the vertex (Ext(Y ) ∪ {X i }) (thus, the branch will not be extended). If Z does not contain objects with numbers less than Step 4. We backtrack the tree upwards to the nearest vertex with unlabeled elements of G. If such a vertex exists and corresponds, say, to the path Z, then Y : = Z and we go to Step 1. If such a vertex does not exist, then this means that all concepts have been generated and the algorithm halts. ♦ Example 3. Consider objects X 1 , X 2 , X 3 , X 4 from Example 1. In this case, Algorithm 1 constructs the tree with the following left-most branch: [10] .
The lattice order agrees with that of the tree constructed by Algorithm 1 (called CbO tree), however the corresponding incidence relation (that defines edges of the Hasse diagram) does not agree with the incidence relation in the tree. To construct the Hasse diagram of the lattice, we need to connect each pair of vertices in the tree that correspond to adjacent vertices in the diagram. To this end, we run the following algorithm in the depth-first left-most order. Step 2. For every extent E ∈ M (Y ) we take the corresponding concept (E, E ) and find its canonical inference. This is equivalent to finding the corresponding canonical path in the tree generated by Algorithm 1. We update the set of arcs leading to (E, E ) by letting To(E ): For every concept C Algorithm 2 outputs sets Fr(C) and To(C) of arcs that lead to concepts immediately adjacent to C in the Hasse diagram from above and below, respectively. Thus, the CbO tree, together with sets Fr(C) and To(C) related to each canonical vertex is a representation of the concept lattice. Unlike the incidence matrix of a lattice, whose size is quadratic in the number of concepts, the size of this structure and time needed to construct it are linear. Given also a negative context at the input, one can generate hypotheses by slightly modifying Algorithm 2: at Step 3 it should also be tested whether positive intents are not subsumed by negative examples. The algorithm is also easily extended to include a test for sufficient number of examples supporting a hypothesis, for example, in lines of [11] 
Conclusion
We presented a learning model in a version of the formal concept analysis that allows processing graph structures. For example, this model can be used for learning implications on simple conceptual graphs [13] or molecular graphs. The model can also be extended to arbitrary data structures with partial order. Algorithmic analysis was provided. Though computations on graphs may be hard in general, this does not affect the linear dependence of time and space needed for the computation on the number of resulting concepts (hypotheses, implications).
