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Abstract 
In the United States, coastal flood risk management is traditionally predicated on 
protecting against extreme hurricane-induced storm surge (expressed in annualized return 
periods).  However, (1) hurricane storm surge and (2) hurricane rainfall-runoff are not 
mutually exclusive coastal flood hazards.  Little research has emphasized the need for 
characterizing the joint physical surge-rainfall processes for enhancing our understanding 
of the coastal hydrologic landscape as it relates to resiliency. 
This investigation involves the collection of interconnected studies that provide a 
set of original research contributions to the body-of-knowledge.  A key research 
component entails the coupled development and calibration of advanced numerical 
models for in-depth hydrodynamic analyses of complex discrete-event hurricane 
simulations.  These models include an improved distributed hydrologic model for 
simulating large-scale watershed response from hurricane rainfall events; the utilization 
of a revalidated (2) finite element hydrodynamic model that couples Simulating WAves 
Nearshore with ADvanced CIRCulation (SWAN+ADCIRC) for quantifying storm surge 
and wave dynamics; and an (3) improved unsteady riverine hydraulic model for 
associating storm surge and rainfall-runoff momentum interactions at the Houston Ship 
Channel (HSC).  The coupling of these models is driven by the need for a centralized 
numerical testbed for which complex hydrological processes at the coastal-riverine 
interface can be studied.  Modeled storm types include historical, pseudo-synthetic, and 
fully-synthetic hurricanes, some of which involve a novel spatial and temporal translation 
of hurricane windfields and rainfall to the model domain.  Derived insights on coupled 
surge-rainfall processes are applied to storm surge mitigation for the Houston Ship 
xxi 
 
Channel (HSC) and Galveston Bay regions.  The modeled concepts of storm surge barrier 
systems are also analyzed under 1-D (unsteady HEC-RAS) and 2-D modeling 
(SWAN+ADCIRC) frameworks. 
Overall, findings reveal how hurricanes producing relatively little storm surge but 
high rainfall can be comparable in flood potential to the inverse scenario of hurricanes 
producing high storm surge and little rainfall for a given location.  This is owed to 
heterogeneous topologies of coastal watershed boundaries, and varies with hurricane 
landfall location.  This relationship affects our ability to protect coastal communities 
from threats against downstream hurricane storm surge and upstream hurricane rainfall-
runoff.  The storm surge barriers modeled at the HSC and Galveston Bay are shown be 
hydraulically feasible for the scenarios analyzed.  However, results show that structural 
barrier placement across relatively incised channels that drain coastal watersheds are 
more prone to complexities involving timing separations of peak storm surge and rainfall-
runoff.  This complexity is exacerbated when considering dynamic operations of surge 
barrier systems and highlights the importance for accurate hurricane flood forecasting.  
Equally vital towards a practical achievement of coastal resiliency are the 
continuous functionalities of critical and interconnected infrastructure systems during 
hazard events.  This study investigates the feasibility of coupling physics-based models 
with graph theory for developing proxies on engineered performance for water 
distribution systems (WDS).  Results show strong correlations can exist for certain graph 
theory metrics and WDS performance, thus improving its favorability as a practice-ready 
approach with broader insights on pipe network topologies that are more robust to coastal 
natural hazards and other disasters.  
xxii 
 
Acronyms 
 
ADCIRC Advanced Circulation Model 
AEP  Annual Exceedance Probability 
AIC  Akaike Information Criterion 
AL  Alabama 
ASCE  American Society of Civil Engineers 
BFE  Base Flood Elevation 
CA  California 
CHL  Coastal and Hydraulics Laboratory 
DHI  Danish Hydraulic Institute 
ERDC  Engineer Research Development Center 
EST  Empirical Simulation Techniques 
ETM  Empirical Track Method 
EWRI  Environmental and Water Resources Institute 
FEMA  Federal Emergency Management Agency 
FHWA Federal Highway Administration 
FIRM  Flood Insurance Rate Map 
FL  Florida 
FM  Farm-to-Market Road 
GAM  Generalized Additive Model 
GCCPRD Gulf Coast Community, Protection, and Recovery District 
GEV  Generalized Extreme Value 
GLO  Generalized Logistic 
HCFCD Harris County Flood Control District 
xxiii 
 
HEC  Hydrologic Engineering Center 
HGAPS Houston-Galveston Area Protection System 
HSC  Houston Ship Channel 
HSDRRS Hurricane and Storm Damage Risk Reduction System 
IH  Interstate Highway 
IACWD Interagency Advisory Committee on Water Data 
IPCC  Intergovernmental Panel on Climate Change 
IPET  Interagency Performance Evaluation Task Force 
JPM  Joint Probability Method 
JPM-OS Joint Probability Method with Optimal Sampling 
LA  Louisiana 
LIDAR Light Detection and Ranging 
LiMWA Limit of Moderate Wave Action 
MBS  Mid-Bay Strategy 
MD  Maryland 
MG  Million Gallons 
MOSE  Modulo Sperimentale Elettromeccanico, Experimental Electromechanical  
MPE  Multisensor Precipitation Estimates 
MS  Mississippi 
MSL  Mean Sea Level 
NAR  National Association of Realtors 
NASA  National Aeronautics and Space Administration 
NAVD  North American Vertical Datum 
NC  North Carolina 
xxiv 
 
NED  National Economic Development 
NFIP  National Flood Insurance Program 
NHC  National Hurricane Center 
NOAA  National Oceanic and Atmospheric Administration 
NRC  National Research Council 
NRC  Nuclear Regulatory Commission 
NWS  National Weather Service 
NY  New York 
OH  Ohio 
OL  Original Landfall 
OLS  Ordinary Least Squares 
PCA  Principal Component Analysis 
PDDF  Precipitation Depth-Duration-Frequency 
PHRaM Parametric Hurricane Rainfall Model 
PMH  Probable Maximum Hurricane 
PR  Puerto Rico 
RAS  River Analysis System 
R-CLIPER Cyclone rainfall Climatology and Persistence model 
SCS  Soil Conservation Service 
SH  State Highway 
SJRB  San Jacinto River Basin 
SLOSH Sea, Lake, and Overland Surges from Hurricanes 
SPH  Standard Project Hurricanes 
SSPEED Severe Storm Prediction, Education, and Evacuation form Disasters 
STWAVE Steady State Spectral Wave 
xxv 
 
SWAN Simulating Waves Nearshore 
TACC  Texas Advanced Computing Center 
TAMUG Texas A&M University – Galveston 
TP  Technical Paper 
TRMM Tropical Rainfall Measuring Mission 
TSA  Tropical Storm Allison 
TSARP Tropical Storm Allison Recovery Project 
TU-Delft Delft University of Technology 
TX  Texas 
U.K.  United Kingdom 
U.S.  United States 
USACE United States Army Corps of Engineers 
USGS  U.S. Geological Survey 
VA  Virginia 
WAM  Wave Prediction Model 
WDS  Water Distribution System 
WES  Waterways Experiment Station 
WHAFIS Wave Height Analysis for Flood Insurance Studies 
WSEL  Water Surface Elevation 
 
 
1 
 
Chapter 1  
Introduction 
 
 On September 13, 2008, Hurricane Ike made landfall on Galveston, Texas as a 
strong Category 2 storm.  Almost $25 billion in damages later, Ike remains the fourth 
costliest hurricane in United States (U.S.) history, surpassed only by Hurricanes Katrina 
(2005), Sandy (2012), and Andrew (1992), when adjusted for inflation (Blake et al. 2011; 
Blake et al. 2013).  Ike’s intense storm surge, rainfall, and high winds wrought much 
flooding havoc to the region, as well as prolonged disruptions to critical infrastructure 
systems and facilities, industrial supply chains, port shipping and trade activities, and 
entire livelihoods.  Severe hurricanes and cyclone events of the last decade have 
reminded coastal communities that working and living near the shoreline is a shared risk 
with “Mother Nature.”  Nevertheless, these same hurricanes have helped identify gaps in 
our current body-of-knowledge with regards to coastal hydraulic processes.  New 
computational and probabilistic insights (as described in this thesis) are illuminating our 
understanding on the complexities of storm surge and how it interacts with other 
hydrologic processes at the coast. 
This understanding is crucial for flood prone coastal regions, from both a social 
and economic standpoint.  For example, the Houston Ship Channel (HSC) hosts one of 
largest petrochemical complexes in the world, with a port that ranks first in import and 
export tonnage in the U.S. (Port of Houston 2013).  Undisturbed HSC operations are 
critical to the economic growth of the region and the nation.  For example, Sebastian et 
al. (2014) found that if Ike had landed approximately 25 mi (40 km) southwest of its 
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original landfall location at Galveston, storm surge in the HSC would have exceeded 18 
ft (5.6 m) (Figure 1-1), potentially flooding numerous petrochemical storage tanks and 
refining facilities.  Such insights have led to a plethora of research opportunities for 
conducting joint hurricane surge and rainfall-runoff analyses, and making contributions 
to our “body” of knowledge in the realm of coastal resiliency and flood risk 
management. 
 
 
Figure 1-1. Maximum water level from Hurricane Ike at (a) original landfall (“OL”) and (b) 
new landfall (“NL”) (Sebastian et al. 2014). 
 
In regards to this thesis, many of the chapters are derived from publications or 
submitted manuscripts prepared by the author, and have been reproduced for educational 
purposes.  A listing of these manuscripts is provided in Appendix 3: List of Publications.  
In addition, some aspects of this thesis devote much practical interest towards Galveston 
Bay and HSC regions, while other aspects devote a broader context to developing new 
probabilistic frameworks that can be adopted or scaled to other locations.   
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1.1 Problem Statement 
Climate change, sea level rise, land subsidence, accelerated coastal population 
growth, unsustainable land development practices, and misaligned economic incentives 
from governing decision makers are all “forces” exacerbating the growing and 
unmitigated risks of coastal flooding.  Moreover, the majority of coastal-storm-related 
federal investments in the U.S. are typically provided only after a natural disaster has 
occurred.  This myopic view of flood risk management falls well short of sustainable and 
long-term trends towards achieving a resilient coastline.   
Historically, Gulf Coast cities such as Houston, Corpus Christi, and New Orleans, 
came to prowess because of their shipping ports, trade, and energy production abilities, 
which facilitated growth for both the region and the nation.  Simultaneously, the presence 
of major petrochemical complexes and associated storage tanks introduces an inherent 
environmental risk for the surrounding regions.  This environmental risk results from 
extreme storm surge having the ability to compromise the structural integrity of HSC 
infrastructure systems, which could result in leaked petrochemicals into bayous and bay 
systems, destroying delicate aquatic habitats, and leading to expensive and massive 
cleanup efforts.   
Mitigating such risks with effective coastal flood damage reduction strategies 
begin with an accurate “picture” of the coastal hydrologic landscape that contributes to 
overall flood risk.  “Risk” is a term used quite frequently in this thesis and is defined as 
the product of both likelihood (i.e. probability) and consequence (e.g. water depth, 
damages, etc.) for some given cyclone hazard event (e.g. flooding).  In this regard, 
traditional coastal flood risk management strategies (barriers, levees, dikes, etc.) have 
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been largely predicated on the recurrences of extreme hurricane storm surge.  However, 
hurricane (1) storm surge, (2) hurricane rainfall, and (3) hurricane rainfall-runoff are not 
mutually exclusive flood hazards.  Little research has emphasized the need for 
quantifying and characterizing the joint hydraulic processes between all three hazard 
events under various scenarios, and current floodplain practices in the U.S. deal with each 
hazard independently when quantifying risk at the coastal-riverine interface.  This 
research aims to explore this interface under a variety of hydrologic conditions.  For 
example, Figure 1-2 illustrates the numerical modeling methodolgy utilized in this thesis 
for the discrete-event coupling of hurricane storm surge and rainfall-runoff. 
 
 
Figure 1-2. Deterministic modeling methodology (Torres et al. 2015) 
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1.2 Motivation 
 Scientists have long studied the individual components of hurricane storm surge 
and hurricane rainfall, yet few have studied these phenomena collectively for a better 
“picture” on coastal flood risks.  This “disconnect” is the motivation for much of this 
research.  Therefore, the fundamental research question can be phrased as follows, “What 
are the physical and probabilistic relationships between hurricane storm surge pushing 
uphill, and hurricane rainfall-runoff flowing downhill?”  Addressing this question is vital, 
considering more than 23 percent of the world’s population lives within 60 miles of the 
coast (Janin and Mandia 2012), and coastal flooding continues to be the most costly and 
disruptive natural hazard in the entire world.  Globally, it is estimated that 250 million 
people live within 16.4 ft (5 m) of high tide and 600 million people within 32.8 ft (10 m) 
of sea level, with population rates growing faster than global trends (Janin and Mandia 
2012).  Nationally, 39 percent of the U.S. population lives in coastal counties, 
representing less than 10 percent of the land mass (NOAA 2013). 
Therefore, why so much emphasis on studying hurricane storm surge and 
hurricane rainfall collectively?  Physically and numerically, it makes intuitive sense.  
They are not mutually exclusive flood hazards and computational resources exist for 
studying both hazards as a single system.  More importantly, there are numerous 
hydraulic forces at play when hurricane-induced flooding occurs.  These forces cannot be 
simulated in a controlled laboratory environment, but must be represented as input 
boundary conditions for initializing dynamically driven (and well calibrated) numerical 
models.  Physically, the coupling of hurricane storm surge and rainfall-runoff results in 
tangible consequences, as can be seen from Ike’s storm surge at Bolivar Peninsula 
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(Figure 1-3[a]), and Ike’s rainfall at IH-10, near downtown Houston (Figure 1-3[b]).  
During Hurricane Ike, approximately 13.2 in (33.6 cm) of rainfall was recorded in 
Houston, Texas near Bingle Rd. between September 13, 2008, 6:00a.m and September 
14, 2008 6:00 a.m. (HCFCD 2014).  This much rainfall equates to a 100-year storm for 
the Houston region!  With this is mind, there is a vital need to establish a probabilistic 
framework that can characterize these joint flood hazards. 
 
 
 
Figure 1-3. Hurricane Ike (a) storm surge (Bedient 2012) and (b) rainfall-runoff (Houston 
Chronicle 2008) 
 
For the Houston region, the proximity to open coastline is separated by the 7
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largest estuary in the country, i.e. Galveston Bay.  The downstream tailwater conditions 
experienced for Houston and other major shoreline communities along Galveston Bay is 
a function of many factors.  Figure 1-4 illustrates how the maximum water surface 
elevation observed at any point in a semi-enclosed bay system can be a function of 
several contributing hydrodynamic processes that vary in both space and time during a 
hurricane event.  These processes include: (1) mean sea level (or geoid), (2) astronomical 
tide, (3) antecedent freshwater inflows, (4) storm surge, (5) wave action, and (6) 
a) b) 
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hurricane rainfall.  Several of these processes have been well studied, as indicated by the 
“light blue” puzzle pieces.  Other processes, such as freshwater inflows and hurricane 
rainfall (“dark blue” puzzle pieces) have traditionally been neglected from 
comprehensive analyses in coastal studies.  This “neglect” serves as an added motivation 
for addressing this missing information.  Resio and Westerink (2008) corroborate this 
notion by stating that rainfall-runoff has traditionally been neglected in hurricane 
modeling, yet plays an integral part in coastal flood dynamics.  These insights are 
particularly important for densely populated coastal regions in proximity to partially or 
fully sheltered bay systems.  Understanding the relationships behind the missing puzzle 
pieces and how they fit collectively into a combined flood risk framework will lead to 
better science.  It is hoped this good science will inform good policy. 
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Figure 1-4. Water column budget for a semi-enclosed bay during tropical cyclones 
 
1.3 Research Questions 
The following research questions have been postulated to organize the research in 
subsequent chapters.  These four topics form the basis for the research methods and 
results of this investigation and extend into future research.   
 
Topic #1: Hydraulic Interactions at the Coastal-Riverine Interface 
What are the coupled magnitude and timing interactions of hurricane rainfall-
runoff and storm surge?  How can we characterize and decompose complex relationships 
9 
 
between these hydraulic processes?  How do we identify which components of Figure 1-4 
dominate the water column budget in both space and time for a given event?  What sorts 
of modeling tools help achieve this? 
 
Topic #2: Storm Surge Protection 
Given the insights from Topic #1, how effective can a structural barrier system be 
at mitigating extreme flood events near the HSC and Galveston Bay under extreme and 
variable surge-rainfall conditions?  Does such storm surge protection introduce adverse 
hydraulic impacts to other regions that otherwise would not have been flooded?  Is the 
proposed storm surge protection adaptive enough such that future changes in climate and 
sea level do not appreciably compromise long-term flood risk? 
 
Topic #3: Planning and Design 
Given that many coastal barrier system designs are driven largely by levels of 
flood protection against storm surge, but that hurricane rainfall can be substantial under 
certain hydrologic conditions, what design rainfall should be considered for designing 
interior drainage systems upstream of surge barriers?  How do we quantify uncertainty 
for such design storms? 
 
Topic #4: Joint Probabilistic Context 
How can we place the design storm postulated in Topic #3 into a probabilistic 
context that is useful for decision making?  In other words, for a given storm surge return 
period, what rainfall return period should be considered?  What are broader and practical 
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implications for establishing statistical dependencies between surge levels at the coast 
and inland rainfall such that joint flood hazards can be quantified? Are we better off? 
 
These questions establish the groundwork for characterizing joint flood hazards 
under extreme hydrologic conditions.  Different hurricanes lead to drastically different 
storm surge and rainfall patterns, further adding to the complexity.  For example, Figure 
1-5 illustrates ADCIRC and hydrologic model output from Chapter 3 related to the 
questions in Topic #1.  Figure 1-5 shows the spatial variations of maximum hurricane 
storm surge and accumulated rainfall depths from synthetically shifted hurricanes.  More 
importantly, Figure 1-5 reveals important and complex nuances that can affect our 
perception of coastal flood risk.  For example, in the same way that storm surge is 
sensitive to hurricane landfall location and angle of approach, so are spatial rainfall 
distributions and associated inland runoff processes, due to wide topological variations in 
coastal watershed boundaries.  Such insights demonstrate the utility and importance of 
analyzing hurricane storm surge and rainfall. 
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Figure 1-5. ADCIRC and distributed hydrologic model output showing maximum 
hurricane storm surge over Galveston Bay and accumulated rainfall over the San Jacinto 
River Basin (Torres et al. 2015) 
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1.4 Thesis Organization 
Chapter 2 provides an exhaustive literature review and was conducted from the 
intersection of scientific theories related to hurricane storm surge and rainfall, current 
modeling methods, and the identification of challenges and future needs.  Chapter 3 
draws from Torres et al. (2015), and contributions towards an improved hydrological and 
hydrodynamic modeling framework for to serving as a quantitative testbed for evaluating 
coupled hurricane storm surge and rainfall-runoff for the Houston Ship Channel (HSC) 
and Galveston Bay.  Chapters 4 and 5 are related works to Chapter 3 and expand on 
computational hydrologic insights by evaluating the performance of conceptual storm 
surge barriers under varied hurricane conditions.  Still within the broad area of Coastal 
Resiliency, Chapter 6 focuses on topological methods for characterizing infrastructure 
systems, namely water pipe network performance; thereby shifting from coastal 
hydraulics to pressurized pipe network hydraulics.  Chapter 7 relates to hydrologic 
frequency analyses of coastal rainfall data near Harris County and the quantification of 
statistically significant trends in peak annual rainfalls that could influence calculated 
return periods.  Chapter 8 describes topics and relevant issues for future research (short 
and long-term).  
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Chapter 2  
Literature Review 
 
The research efforts in this thesis lie at the intersection of well-established 
sciences such as coastal hydrology, riverine hydraulics, and flood frequency analysis; 
making this study a “slice” of a much larger scientific “pie.”  Therefore, Chapter 2 is 
written with a threefold purpose in mind; (1) provide and exhaustive yet greater context 
for which the provided research fits among other sciences, (2) identify current and 
relevant tools used in the literature, and (3) highlight challenges and needs that invites the 
research provided in subsequent chapters.   
2.1 Climate Change and Coastal Resiliency: A Brief Flood Risk 
Perspective 
Substantial scientific evidence points towards a grim future for global climate and 
meteorological processes.  Coastal researchers, engineers, and planners are already 
considering strategies and approaches towards managing the impending consequences 
from erratic climate patterns.  The following sections provide a brief overview on current 
climate change research, how it relates to hydrological processes, and currently adopted 
approaches towards coastal resiliency. 
2.1.1 How Climate Change Affects Flood Risk 
Prolonged periods of extreme weather, such as flooding, droughts, heat waves, 
and sea level rise already affect and impose major risks to the coastal regions via 
environmental and human health, national economy, and national security.  The cause of 
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global concentrations of carbon dioxide, methane, and nitrous oxide have seen a marked 
increase since pre-industrial times (1750) as a result of anthropogenic activities (IPCC 
2007).  The post-industrial period has contributed to an increase in more than 40 percent 
of carbon dioxide concentrations from the burning of coal, natural gas, oil, and clearing 
of forests (Melillo et al. 2014).  Carbon dioxide is then absorbed by oceans causing the 
acidification and further detriment to aquatic life and habitats, such as coral reefs.  Other 
major greenhouse gases include methane and nitrous oxides which result primarily from 
agricultural and soil cultivation practices.  Together with water vapor, these greenhouse 
gases are the major contributors to the atmospheric entrainment of long wave radiation, 
thus resulting in a warmer climate and more erratic patterns of regional meteorological 
processes.  These patterns can affect the frequency and intensity of cyclone events, and 
how we deal with associated flooding, such as flash, urban, riverine, and storm surge 
flooding.  The IPCC projects increased levels of extreme precipitation from tropical 
cyclones for storms making landfall along the Gulf of Mexico and the western and 
eastern coasts of the U.S., Canada, and Mexico (IPCC 2013).    
Sea level rise is also an inevitable consequence of climate change which amplifies 
the degree to which intense tropical cyclones can reap havoc along shoreline.  A major 
cause of sea level rise is from the thermal expansion of warmer oceans and glacier melt.  
Over the past century, global average sea levels have risen about 8 in (20.32 cm), and are 
projected to continuing rising another 1 to 4 ft (0.3 to 1.2 m) this century, although these 
numbers are expected to vary in certain regions (Melillo et al. 2014).  If global sea levels 
rose just 16 in (41 cm) by 2050, the flood damage in port cities could cost a trillion 
dollars per year (National Geographic 2015).  Moreover, for the Gulf Coast, exacerbated 
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storm surge from rising sea levels could affect the entire country through other cascading 
effects on oil and gas production and shipping industries.  Coastal wetland ecosystems, 
such as mangroves and marshes, are particularly vulnerable to rising sea levels because 
most riparian habitats are typically within just a few feet of mean sea level (Janin and 
Mandia 2012).   
2.1.2 Coastal Resiliency: A Practical Definition 
In the presence of a global climate that is in constant flux, coastal communities 
are hard pressed to become more robust and resilient against natural disasters.  
Resilience, in the context of extreme natural hazards, is defined in this thesis as the 
capacity and efficiency for which a coastal community can absorb and recover from a 
given natural hazard such as hurricanes, earthquakes, and flooding.  However, there is no 
such thing as “absolute” protection from natural hazards.  Therefore, a resilient coastal 
community is not one that is shielded from climate change all of the time.  Rather, a 
resilient community is one that is (1) protected by effective defenses and adapted to 
mitigate climate impacts and (2) able to “bounce” back quickly when those defenses are 
in operation or when breached (City of New York 2013). 
There are many “soft” and “hard” approaches towards achieving resiliency.  The 
Intergovernmental Panel on Climate Change (IPCC) (2007; 2013) refers to these 
approaches as methods of adaptation and mitigation from climate change.  However, the 
process of achieving comprehensive coastal resiliency is non-trivial.  Figure 2-1 reveals 
only some of the myriad factors involved when trying to achieve comprehensive coastal 
resilience.  For example, how does a community go about choosing an optimal storm 
surge mitigation strategy that maximizes economic growth and infrastructure 
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performance reliability, while minimizing flood damages, environmental impacts and 
social injustice, and still encourage sustainable land development practices?  The optimal 
response to such questions can be highly contentious.  However, the first task may be to 
define the appropriate degree of storm surge protection, such as defining which surge 
frequency level to protect against.  For the general public, the most practical question is, 
“How and who will pay for it?”  It may be argued that short and long-term strategies are 
needed to address efficient financing scenarios.  In any case, the hopes of long-term 
benefits from coastal resilient strategies are dim without a unified institutional landscape 
for coastal flood risk management for which (1) incentives, (2) penalties, and (3) “checks 
and balances” can be efficiently governed. 
 
 
Figure 2-1. Multi-dimensional complexities for comprehensive coastal resilience 
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Comprehensive coastal resilience also contains various layers of institutional 
complexity.  International, national, regional, and local entities bare shared but lopsided 
responsibilities in political governance, funding, and maintenance of coastal resilient 
measures.  Public and private stakeholders are often vying for equal representation and 
input when planning for storm surge risk management.  Types of stakeholders include 
land developers, bankers and lending institutions, elected officials, community groups, 
environmental groups, state and federal governments, school districts, businesses, and 
infrastructure providers (Beatley 2009).  Figure 2-2 provides an illustration on the 
governing entities involved with shared responsibilities on coastal resiliency and flood 
risk management.  Resilience and hazard mitigation go hand-in-hand.   
It is obvious that there exists a larger political context for which ideas of coastal 
resilience are subjected.  Regardless of multi-party agendas, it should be irrefutable that 
“public safety” shall the number one priority in decision making.  
 
 
Figure 2-2. Shared responsibility of coastal resiliency (USACE 2015a) 
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2.2  Lessons NOT Learned from Extreme Hurricanes in the U.S. 
For the U.S., and much of the world, the last decade has heightened national 
awareness of extreme “Mother Nature” in coastal regions.  Hurricanes Katrina (2005), 
Rita (2005), Ike (2008), and Sandy (2012) exposed real and discomforting vulnerabilities 
of U.S. coastlines to extreme flooding and harsh consequences, with many afflicted 
regions still recovering today.  This has prompted national institutions, professional 
societies, task force committees, independent expert review panels, and coastal 
municipalities to seriously reconsider and re-evaluate effective policy and strategies for 
managing and reducing coastal flood risks in the U.S. (NRC 2014a; Traver 2014; Aerts et 
al. 2014; City of New York 2013; Reid 2013).  
 
 
Figure 2-3. Aftermath of Hurricane Ike (Bedient 2012) 
 
Figure 2-3 illustrates some of the devastating consequences of Hurricane Ike.  
Storm surge is shown engulfing and destroying residential properties.  Windows from 
high rise office buildings in downtown Houston were easily shattered.  Bolivar Peninsula 
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was overtopped, with debris and sediment washing over roadways.  National pride, 
compassion, and fervor are overwhelmingly evident when reactionary post-disaster 
assistance for response and recovery is called upon, yet preemptive and effective risk 
management of high consequence and low frequency natural hazards continues to elude 
deserving fruition.  In fact, a majority of coastal-storm-related federal investments are 
provided only after disasters occur (NRC 2014b).  
To put these “lessons not learned” in perspective, U.S. coastline counties 
comprise about 40 percent of the total U.S. population (NOAA 2013).  Moreover, the 
coastal regions of the Atlantic and Gulf of Mexico host major economic centers, ports, 
and military complexes (NRC 2014a).  However, the U.S. is well within a new epoch of 
conflicting social, economic, and environmental interests for coastal zones.  Population 
growth rates in the Gulf and southeastern Atlantic regions are nearly twice that of the 
national average (NRC 2014a). 
As if providing “insult to injury,” the flood control paradox has been coined to 
define a rather bleak phenomenon referring to the U.S.’s continued investment in flood 
protection but to the dismay of an increasing trend of national flood damages.  One 
reason is owed to poor land development practices that continue to encroach on 
floodplains or when flood risk management features (e.g. levees, detention ponds, dams, 
etc.) narrow floodplain areas, subsequently encouraging urbanization and development 
near high risk areas and lower flood insurance premiums.  The disproportionate monetary 
payouts for flood disaster recovery efforts are frequently allocated to repetitive loss 
structures and related insurance claims.  Coastal areas account for a bulk of the repetitive 
losses in the U.S.  The top ten repetitive-loss communities in the U.S. are all coastal 
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areas.  These areas include Jefferson Parish, LA; New Orleans, LA; Houston, TX; New 
York City, NY; Harris County, TX; Puerto Rico, PR; St. Tammany Parish, LA; 
Terrebonne Parish, LA; Gulf Shores, AL; and Miami-Dade County, FL (NFIP 2011).  
Brody et al. (2011) compiled four databases and concluded that annual flood damages in 
the U.S. increased between $86 million to $16 billion per year from the 1960s to the 
2000s.   
2.3  The Coastal–Bay–Riverine Interface 
The “coastal-bay/estuarine-riverine” interface is an area of critical importance for 
both terrestrial and marine environments.  This coastal zone serves as an active “hub” for 
biological life, hydrodynamic forces, salinity gradients, shipping traffic, seafood 
industries, recreation, and other amenities.  People depend on these regions for their 
livelihoods and quality of life.  The competitive balancing “act” of natural, economic, and 
social priorities in coastal zones will ultimately drive the direction and success of coastal 
flood risk management.  Although this thesis does not intend on delving into such 
competitive tradeoffs, it does make a more relevant attempt to qualitatively describe the 
physical processes that affect how computational analyses can be coupled across 
intersecting model domains.  This affects how the research can model extreme hurricane 
conditions, predict future hydrologic events, and model protective strategies against 
flooding hazards.      
2.3.1 Hydrodynamics of Bay Systems 
Bays systems are inland water bodies connected to oceans via inlets.  Bays (or 
“sheltered waters”) can be exposed to the same types of flood-producing processes as 
open coastlines as shown in Figure 2-4.  There are a “slew” of driving forces that govern 
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circulation.  Flows and water surface elevation computations are a function of 
astronomical tides, wind, storm surge, and upland rainfall-runoff (FHWA 2004).  
Accounting for these forces requires a full unsteady analysis that can couple all related 
boundary conditions, such as tidal, current, and Coriolis forcing functions.   
 
 
Figure 2-4. Tidal hydraulics of (a) estuarine and (b) bay systems (Neill 1973) 
 
   Upland flows into bays are often negligible and tidal flows are typically not as 
pronounced as coastal shorelines due to tidal contractions from bay inlets.  Flows in 
shallow bays (such as Galveston Bay) are primarily driven by wind processes (FHWA 
2004).   
2.3.2 Modeling Hurricanes in Bay Systems 
At the “heart” of quantifying extreme coastal flood risks (e.g. storm surge, 
rainfall, riverine flooding) is the ability to model the physical hydrological processes 
themselves.  As previously mentioned, bay systems are subject to same types of flood-
producing processes as open coastlines (e.g. high winds, wave runup, wave setup, storm 
surge, etc.), but in many ways the modeling of bay systems is more complex.  Many bay 
systems have irregular shorelines, changing profile characteristics and variable upland 
development patterns (FEMA 2008). 
a) b) 
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2.3.2.1 Modeling Storm Surge and Circulation 
Storm surge is caused by tropical cyclones, such as hurricanes, whose low central 
pressure gradients create strong winds that push large volumes of water toward the shore 
(Melillo et al. 2014).  By definition, storm surge is classified as the abnormal rise in 
water depth above the predicted astronomical tide level (NOAA 2008).  For scientists and 
engineers this requires access to large-scale data sources and intense computational 
resources for modeling hurricane storm surge and inland hydrology.  In fact, much of the 
numerical analyses conducted by scientists and engineers today are afforded by the 
increasing volumes of available climatological and meteorological data and advances in 
computational technologies.  There are various methods for modeling and analyzing 
storm surge data. 
From a statistical-based approach, Lin et al. (2010) applied a statistical modeling 
framework for the New York region using SLOSH (Sea, Lake, and Overland Surges from 
Hurricanes) (Jelesnianski et al. 1992) and found that SLOSH provided acceptable storm 
surge results and can be a good approach for model‐based risk assessment of hurricane 
storm surge.  From a probabilistic perspective, Irish et al. (2011) developed a method for 
rapidly forecasting probabilities of maximum storm surge and demonstrated that a joint 
probability method provides a practical and reliable approach for determining extreme‐
value hurricane surge statistics, and has potential for facilitating evacuation planning and 
early warning systems. 
One-dimensional, steady-state, and dynamic riverine models are routinely used 
for numerically complex river analysis applications such as unsteady open channel flow, 
scour at bridge crossings, sediment transport, water quality analysis, flood storage 
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detention, and flood diversion analyses (Werner et al. 2005; Pappenberger et al. 2006; 
McMillan and Brasington 2008).  The software package that is commonly employed in 
the one-dimensional framework includes the U.S. Army Corps of Engineers’ (USACE) 
Hydrologic Engineering Center – River Analysis System (HEC-RAS) (USACE 2010).  
The unsteady flow solution provided by HEC-RAS is achieved by simultaneous solutions 
of the continuity equation and momentum equation for each defined riverine cross-
section at each time step.  
Significant research efforts have been realized in the successful development and 
application of ADCIRC, a finite element, discontinuous Galerkin solution for the shallow 
water equations coupled with wind, wave, tide, atmospheric pressure and Coriolis forces 
(Dawson et al. 2011).  ADCIRC  takes full advantage of high quality data and 
computational resources to combine finite element and finite difference numerical 
approximations for solving time dependent, free surface circulation and transport 
problems in two and three dimensions (Luettich and Westerink 2004; Westerink et al. 
2008).  ADCIRC is commonly used to simulate wind-driven ocean circulation, tides, and 
storm surge along U.S. coastlines (Dietrich et al. 2010).  Recently, the use of ADCIRC 
has been extended to accurately represent nearshore wave actions in shallow waters by 
coupling ADCIRC with SWAN (Dietrich et al. 2011a; Dietrich et al. 2011b; Kennedy et 
al. 2011; Sebastian et al. 2014; Hope et al. 2013; Martyr et al. 2013).  The ADCIRC 
models represent a significant improvement in the estimation of storm surge, and FEMA 
is currently validating the models’ results against a list of historic storms for its official 
public release.  
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Both 1-D and 2-D models (i.e., HEC-RAS and ADCIRC) allow for the coupling 
of riverine and coastal fluid dynamics through the appropriate selection of boundary 
conditions.  For example, applications of ADCIRC models to 2-D nearshore and coastal 
environments can incorporate riverine flow as a boundary condition to its model domain 
(Luettich and Westerink 2004).  Use of this feature allows for a more appropriate 
estimate of flow rates, velocities, and currents at the coastal-riverine interface.  Similarly, 
applications of unsteady HEC-RAS models to 1-D channel and tributary domains near 
the coastal interface can incorporate dynamic stage conditions as downstream boundary 
conditions (USACE 2010).  In short, the coupling of riverine and coastal fluid dynamics 
enables hydraulic computations to achieve a more correct approximation of fluid flow 
physics at the coastal hydraulic interface. 
For a strictly data-driven approach on coupled analyses of hurricane storm surge 
and rainfall, the development of SURGEDAT, a storm surge database for the U.S., 
provides a comprehensive collection of historical storm surge observations for the Gulf of 
Mexico (Needham and Keim 2012; Needham et al. 2015).  This can then be statistically 
coupled with already widely available hurricane rainfall data.  A database of this kind can 
also assist with validating surge generated numerical circulation models.   
2.3.2.2 Modeling Wave Setup and Action 
There are several physical processes involved in wave generation.  Some of the 
major factors include the evolution of wave density (spectral wind wave models), depth-
inducted wind breaking (shoaling), bottom friction, wave-current interaction, and wave-
wave interaction (Westhuysen 2012).  In any case, numerical methods are invoked for 
solving approximations to the conservation of wave-action equations.  There are various 
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algorithms and methods available for computing offshore and nearshore waves that result 
from hurricanes.  An exhaustive accounting of all the software packages is beyond the 
scope of this thesis, but a few of the primary packages have been included for discussion.  
For example, Figure 2-5 illustrates wave process details like the generation and release of 
low-frequency oscillations due to primary wave transformations using MIKE 21 BW 
(DHI 2009).  Applications such as this play significant importance for harbor resonance, 
seiching and coastal processes. 
 
 
Figure 2-5. Example simulation of wave propagation and agitation in a harbor area for an 
extreme wave event MIKE 21 BW (DHI 2009) 
 
The global ocean WAve prediction Model (WAM) is used quite extensively by 
USACE and can predict significant wave height, mean wave direction and frequency, 
swell wave height, and wind stress fields at each grid point at chosen output times 
(USACE 2015b).  Some of the limitations of WAM are its inability to fully capture 
higher frequency nearshore waves.  In a comprehensive performance evaluation of the 
New Orleans and Southeast Louisiana Hurricane Protection System, USACE 
implemented the WAM model for the Gulf of Mexico to define incident spectral 
boundary conditions for the more refined STWAVE model (USACE 2009a). 
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The Steady State Spectral Wave (STWAVE) model was developed by USACE’s 
Waterways Experiment Station (USACE-WES) and uses a steady-state, finite difference, 
spectral-based approach for solving the wave action balance equation.  STWAVE 
simulates depth-induced wave refraction and shoaling, current-induced refraction and 
shoaling, depth- and steepness-induced wave breaking, diffraction, wave growth because 
of wind input, and wave-wave interaction and white capping that redistribute and 
dissipate energy in a growing wave field (USACE 2001).  Limitations of STWAVE 
include the modeling of: mild bottom slopes, spatially homogeneous wave conditions, 
steady-state waves, currents, and winds, depth-uniform current, and negligible bottom 
friction (USACE 2001). 
Simulating WAves Nearshore (SWAN) was developed by scientists at the Delft 
University of Technology, and computes random, short-crested wind-generated waves in 
coastal regions and inland waters (TU-Delft 1993).  SWAN is one of the fewer open-
source wave packages that can solve wave processes on finite-element meshes and 
simultaneous computes with circulation models.  SWAN also does not account for wave-
inducted currents, but when coupled with ADCIRC, can use currents as a boundary 
condition input.  Other limitations of SWAN include its inability to account for long-
crested wave interactions, Bragg-scattering, and wave tunneling.   
NOAA’s WAVEWATCH III (Tolman 2009) is third-generation wave modeling 
tool that also solves spectral wave equations.  WAVEWATCH III is currently applied by 
NOAA at global ocean scales to calculate significant wave heights.  Although 
WAVEWATCH III is used for wave modeling, it’s also evolving into a wave modeling 
27 
 
framework which allows for flexible physical and numerical approaches to wave 
analysis.     
Wave Height Analysis for Flood Insurance Studies (WHAFIS) (FEMA 1988) is 
used extensively by FEMA for coastal flood insurance studies to predict inland wave 
heights associated with hurricane storm surge.  WHAFIS’s use is restricted primarily to 
calculations of overland wave height propagation for designated inland transects.  
WHAFIS computed wave heights are not calculated simultaneously with surge, but 
typically based on pre-determined stillwater elevations, topography, and land-use.  In this 
regard, WHAFIS does not explicitly account for wave setup.   
Taken collectively, it is obvious numerous wave modeling packages have been 
developed for commercial and open source usage, each providing a unique set of 
advantages and limitations.  The mathematics describing and solving wave mechanics is 
beyond the scope of this thesis, however it is sufficient to state that SWAN has been 
successfully adopted in this thesis for modeling all hurricane wave processes nearshore 
and has shown to produce well validated results (Appendix 1). 
2.3.2.3 Modeling Hurricane Rainfall 
Hurricanes are composed of a mass of thunderstorms that result from the rising of 
warm and moist tropical air within the wind field.  As the rising air parcel cools, it 
condenses, forming cumulonimbus clouds that produce heavy rainfalls of up to 10 in/hr 
(Ahrens 2003), or 100 in/day (Aguado 2004).  These thunderstorms are strongest nearest 
the eye wall where the cloud coverage is thickest.  Until recently, methods for modeling 
cyclone rainfall were based simply on geometric considerations such as forward speed 
and mean storm size.  Marks et al. (2002) developed the statistical cyclone rainfall 
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climatology and persistence model, R-CLIPER, which takes into account storm intensity, 
size, and mean radial distribution of rainfall.  R-CLIPER uses radial distributions of 
azimuthally average rainfall described in Lonfat et al. (2004) to construct a rainfall 
accumulation footprint.  Lonfat et al. (2007) developed improvements with the 
Parametric Hurricane Rainfall Model (PHRaM) which included the effects of asymmetric 
vertical shear and topography on rain fields.  This is illustrated in Figure 2-6(a).  Figure 
2-6(b) adequately visualizes the spatial magnitudes and distribution of Hurricane Ike’s 
rain bands. 
 
 
Figure 2-6. (a) Surface rainfall estimates from Hurricane Floyd (1999) using satellite 
microwave image sensors (Lonfat et al. 2004); (b) MPE radar-rainfall data within 
Hurricane Ike (photo courtesy of: Nick Fang, Ph.D, PE) 
 
Atallah et al. (2007) looked at hurricane rainfall distributions to the left and right 
of tracks associated with landfilling tropical cyclones.  This is particularly important for 
forecasting and flood alert communication systems.     
Others have look at the long-term frequency analysis of cyclone in coastal areas.  
Langousis and Veneziano (2009) developed a framework for the frequency of extreme 
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rainfall intensities caused by tropical cyclones.  They used a hybrid physical-statistical 
modeling approach to develop mean cyclone rainfall fields as a function of maximum 
tangential wind speed, radius to maximum winds, forward speed, and wind field 
symmetry.  This approach is well suited for coastal areas with flat topography and open 
water sites.  Oh et al. (2011) performed a frequency analysis on both observed and 
simulated typhoon data for the Korean peninsula.  A total of 45 typhoon-induced rainfall 
events from 1961 to 2005 were selected for frequency analysis.  Their analysis was tested 
against 200 years of observed typhoon characteristics and extreme rainfall, and showed 
good comparisons using the locally weighted polynomial regression for reproducing 
typhoon characteristics.  
In general, open coast floods are primarily dominated by surge and tide, making 
rainfall contributions negligible.  However, the relative contributions of rainfall to the 
surge prism may increase in sheltered waters where the surge/tide magnitude declines and 
where the rain volume is confined within the local watershed (FEMA 2008).  Coastal 
watersheds with a Times of Concentration between 6 and 10 hours typically coincide at 
the time when hurricanes produce the most rainfall (USACE 1984). 
2.3.2.4 Modeling Tidally Influenced Rivers 
Many coastal communities are vulnerable to tropical cyclones, but deal with 
added flood risks of both heavy inland rainfall and coastal storm surge.  The interplaying 
hydraulics for tidally influenced streams, channels, and rivers during extreme events can 
illuminate many of the complexities associated with hurricane flooding.  Typical rivers 
and streams are gravity driven, and for most coastal watersheds in the U.S., channel 
velocities are small and flow is gradually varied.  However, flows in coastal riverine 
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systems, such as bayous, are driven by a combination of river flow and tidal fluctuations.  
The flow in tidal inlets, bays and estuaries is predominately driven by tidal fluctuations 
(FHWA 2004).  Some coastal riverine systems will exhibit flow reversals but most will 
experience cyclic variations as a downstream control condition.  Bedient et al. (2007) 
investigated the influences of large tailwater effects on Harris Gully, a major tributary to 
Brays Bayou.  Critical infrastructure facilities such as hospitals that are located near 
tidally influenced streams can have worsened flooding effects from limited stormwater 
outflow due to high tailwater conditions.  Ray et al. (2011) studied the combined effects 
of hurricane rainfall and storm surge on Horsepen Bayou, a small tributary of clear creek, 
and draining into Galveston Bay.  They showed that the timing of both peak rainfall and 
surge play a significant role in the magnitude of inland flooding. 
2.4 Coastal Hydrology and Chance 
Extreme flood events are a product of extreme hydrologic processes, and such 
processes are subject to high degrees of uncertainty and randomness.  This uncertainty 
must be quantified when considering floodplain management practices, design standards 
for hydraulic structures, and other decision making efforts related to flood risk 
management.  The ability to quantify uncertainty begins with the use of available 
measurements and observations which allow scientists and engineers to assign 
probabilities of future rainfall occurrence, i.e. estimate rainfall risk (Brutsaert 2005).  
Such estimates contain less statistical error when rain gauges networks of sufficiently 
long historical record provide adequate spatial representation of the study region.  
Statistical methods also help organize and reduce data to a form that can facilitate 
interpretation for practical use (Bedient et al. 2013).  The fact that extreme rainfall events 
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exhibit significant variability in space, time, and magnitude highlights the importance of 
using robust statistical methods for quantifying the best estimates of rainfall exceedance 
probabilities.  In practice, the completion of extensive hydrologic frequency analyses 
translates into the development of synthetic design storms to serve as meteorological data 
input for numerical models when determining watershed response from some specified 
annual exceendance probability event. 
2.4.1 Hurricane Frequency Analysis 
At least five methods have been applied in past studies with regards to coastal 
planning and surge protection.  These include: (1) standard project hurricanes (SPH), (2) 
historical storms, (3) empirical simulation techniques (EST), (4) joint probability 
methods (JPM), (5) empirical track method (ETM), and (6) probable maximum hurricane 
(PMH) (NOAA 1979; USACE 2009b).  Each method has advantages and disadvantages. 
The SPH approach was adopted by USACE in the 1960s (when paucity of 
hurricane data was high) to perform estimates of potential surge hazards along U.S. 
coastlines.  This approach effectively reduced the degrees of freedom of hurricane 
behavior to one parameter, i.e. intensity.  From intensity alone, all other hurricane 
parameters (e.g. size, forward speed, location) were deterministically related to storm 
intensity.  This approach was well suited for localized design practices, but the major 
limitation was the lack of flexibility to other hurricane conditions when designing 
comprehensive protection strategies.   
 Application of traditional statistical methods on historical storms to formulate 
stage-frequency curves is favorable.  However, this approach is generally limited by 
small sample sizes.  Hurricanes are relatively infrequent events, making distributional 
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analysis questionable at best.  This limits the direct applications of historical hurricanes 
for performing flood risk analysis.  A hurricane making landfall at an exact location is 
unlikely to occur in the future, therefore this approach suffers from localized applications 
for specific projects.  However, the beta version of the SURGEDAT Return Frequency 
Analysis Tool (Needham et al. 2015) provides a preliminary 100-year surge level for the 
Gulf Coast region near Houston to be approximately 19.26 ft (5.9 m).   
   The EST approach implements a peaks-over-threshold with the selection of more 
extreme hurricanes above a given intensity.  These hurricanes are then re-simulated over 
various tracks in order to model storm surge variation over a wider area.  Distributional 
frequency analysis is then performed for specific points of interest in the model domain.  
The obvious limitation to the EST approach is its restriction to the number of years 
covered by historical data.  In short this approach relies on storms that did happen, and 
not on storms that could happen.  This suppresses much of the storm variability found in 
nature. 
 The JPM approach was developed in the 1970s (Myers 1975; Ho and Meyers 
1975) to circumvent lack of data.  This approach lends itself to applications of a wider 
geographical area.  This is because traditional JPM assumed that storm characteristics 
were constant along the entire section of coast.  This was also its limitation.  JPM 
employed computational simulation of straight-line tracks with a constant parametric 
wind fields using combinations of the basic five storm parameters (central pressure, 
radius to maximum winds, forward velocity, angle of approach, and distance between 
landfall and another point of interest).  In this regard, the JPM approach statistically 
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accounts for storms that did happen, as well as other storms that could happen and is 
therefore better suited than EST for flood risk studies.   
 The ETM approach (Vickery et al. 2000) is used widely for the design of wind 
speed maps within the U.S.  This method uses a Monte Carlo approach to sample from 
empirically derived probability and joint probability distributions.  However, because of 
the Monte Carlo based approach, reasonable results requires distribution sampling on the 
order of thousands, making it too demanding for applying computed wind speeds as 
inputs for computationally intensive wave and surge response models.  However, this 
method serves as a good source for verifying the statistical characterization of wind 
speeds used for computational surge analysis. 
 Selection of the appropriate hurricane analysis methods depends on the 
application.  For example, on the very extreme side of the spectrum, design criteria for 
nuclear power plants near the coast must be designed to withstand the effects of natural 
phenomena, including floods.  The PMH is a hypothetical hurricane having a 
combination of characteristics that give the highest sustained wind speed that can 
probably occur at that location (NOAA 1979).  The Nuclear Regulatory Commission 
(NRC) applies a variant of the PMH approach that determines which factors affecting 
hurricane surge can be shown to have asymptotic upper limits and which factors should 
be treated within a context that allows for natural uncertainty in estimating an upper limit 
for surges at a specified site (Resio et al. 2012).   
2.4.2 Rainfall Frequency Analysis 
To provide a sense of historical context, a review of past rainfall frequency 
analyses applicable for the Harris County, Texas region is summarized.  Figure 2-7 
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illustrates a rough timeline of notable documents used for rainfall estimates and particular 
storm events for Harris County.  The foremost source of rainfall estimates came from the 
National Weather Service’s (NWS), commonly known Technical Paper No. 40 (TP-40) 
(Hershfield 1961), which provides PDDF estimates for durations of 30 minutes to 24 
hours and return periods of 1 to 100 years.  Within TP-40, two parameter Gumbel 
procedures (Gumbel 1958) were implemented for fitting annual series data to Fisher-
Tippet Type I distributions, which were subsequently used for determining PDDFs.  
Rainfall estimates are provided in a series of atlases for the United States (U.S.), east of 
the Rocky Mountains, for different durations and frequencies.  TP-40 calculates the 100-
year/24 hour rainfall for the Harris County region to range between 12 and 13 in (30.5 
and 33 cm).  For decades these rainfall amounts were used for a variety of purposes, such 
as in the design of drainage and flood control facilities and in the determination of the 
100-year floodplain. 
 
 
Figure 2-7. Timeline of past frequency studies analysis applicable to Harris County 
 
TP-40 was extended by Frederick et al. (1977) to include smaller storm durations, 
in what became commonly known as the National Oceanic and Atmospheric 
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Administration (NOAA) Technical Memorandum HYDRO–35.  HYDRO–35 presents 
PDDF estimates for durations of 5 to 60 minutes and recurrence intervals of 2 to 100 
years.  Similarly, HYDRO-35 employed the use of Gumbel fitting procedures (Gumbel 
1958). 
In 1998 (almost 40 years after the release of TP-40), the U.S. Geological Survey, 
in cooperation with the Texas Department of Transportation, performed a Texas-wide 
assessment of updated PDDF values (Asquith 1998).  Asquith (1998) utilized 173, 274, 
and 865 NWS rainfall gages containing minute, hourly, and daily records, respectively.  
From the Harris County perspective, one drawback was this study selected rainfall gages 
containing at least 10 years of record, of which, only 4 rain gages were within coverage 
of the Houston area.  Asquith (1998) employed the use of L-moment estimators (Hosking 
and Wallis 1993; Hosking and Wallis 1997) for finding the best probability distribution 
for fitting rainfall data, and concluded that the Generalized Logistic (GLO) distribution 
was suitable for shorter storm durations (i.e. 15-minute to 24-hour), while the 
Generalized Extreme Value (GEV) distribution was suitable for longer storm durations 
(e.g. 1 to 7 days).  The use of L-moments has many advantages, most notably being less 
subject to bias and outliers.  However, Liscum et al. (2004) showed that locally derived 
L-moments from datasets containing an outlier (i.e. Tropical Storm Allison) has the 
ability to change 100-year rainfall estimates considerably, as later explained. 
Following Tropical Storm Allison (TSA) in 2001, Harris County released a white 
paper on Recommendations for Rainfall Amounts in Harris County (TSARP 2002).  This 
document established the three hydrologic regions of Harris County, and recommended 
the adoption of PDDF estimates computed by Asquith (1998). 
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Two years later, Liscum et al. (2004) performed a PDDF re-study of Asquith 
(1998) which consisted of a greater rain gage inventory (three NWS gages plus eleven 
Harris County gages), updated periods of record, and the use of locally derived L-
moments.  At the time of analysis, county gages averaged about 40 years of recorded 
observations.  For one analyzed scenario, TSA was excluded, and Liscum et al. (2004) 
showed similar PDDF results to Asquith (1998).  In another scenario, TSA was included, 
and Liscum et al. (2004) showed that 100-year/24-hour rainfall had increased 1.06 in (2.7 
cm), i.e. from 12.83 in (32.6 cm) shown in Asquith (1998) to 13.89 in (35.28 cm).  
Overall, by including TSA in the analysis, the differences in increased precipitation 
frequencies ranged from 0.004 in (0.01 cm) for the 50-year/1-hour rainfall to 4.04 in 
(10.26 cm) for the 500-year/12-hour rainfall. 
In short, and despite L-moments unbiased advantage to outliers, Liscum et al. 
(2004) revealed disparities in computed estimates when compared against Asquith (1998) 
by simply including seven more years of data (1994 to 2001) and one storm outlier 
(TSA).  Liscum et al. (2004)’s re-study consisted of more gages within Harris County and 
with more periods of record, therefore, it is fair to assume their results provide a more 
accurate representation on the spatial variability of extreme rainfall for Harris County.  
However, the updated rainfall estimates of Liscum et al. (2004) were never adopted by 
Harris County, and the PDDF rainfall estimates provided by Asquith (1998) are still 
implemented today (2014).  These rainfall estimates serve a variety of purposes, from the 
design of drainage and flood control facilities, to the determination of the 100-year 
floodplain.  Chapter 7 describes hydrologic frequency analyses related coastal rainfall 
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data and effects that non-stationary processes have on predicting the 100-year rainfall 
estimates. 
2.5 Current Methods of Flood Risk Management in the U.S. 
Flood risk management in the U.S. can easily be divided into two parts, i.e. (1) 
inland, and (2) coastal flood risk.  Solutions to achieving flood risk management 
strategies include structural and nonstructural approaches.  There are advantages and 
disadvantages to both solution methods, but much of how the public interprets flood risk 
boils down floodplains.   
2.5.1 Inland Flood Risk 
The Flood Control Act of 1936 initiated federal programs for constructing flood 
control projects throughout the U.S.  This allowed USACE to construct numerous dams, 
levees, floodwalls, and channel improvements for major rivers during the 1930s through 
1970s.  When building federally sponsored flood risk managements projects, the USACE 
must adhere to the National Economic Development (NED) procedures when 
formulating, screening, and selecting a final study plan (USACE 2009c).  Federal 
guidance on planning for flood damage reduction projects and methods for carrying out 
risk and uncertainty analysis are also regulated (USACE 2000; USACE 2006). 
FEMA’s National Flood Insurance Program (NFIP) is the governing program that 
manages flood insurance rate maps (FIRM), which establishes a basis for flood insurance 
rate practices.  The NFIP was established pursuant to the National Flood Insurance Act of 
1968.  Participating local communities are required to enact and enforce floodplain 
management regulations.  Hydrologic and hydraulic studies are used to delineate 
floodplains and remain updated to reflect changing watershed conditions.  Land 
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development inside the 100-year floodplain is either restricted or strict requirements must 
be met.  The overall objective is to manage floodplain landuse and vulnerability to flood 
related damages (Wurbs and James 2002). 
2.5.2 Coastal Flood Risk 
Referring to Figure 2-8 and viewing from left to right, the “VE” zone represents 
the portion of the 100-year floodplain subject to large velocity wave action (defined as a 
3 ft [1 m] or greater breaking wave).  The “Coastal AE” zone represents the 100-year 
floodplain subject to breaking waves between 3 and 1.5 ft (1 and 0.5 m).  The limit of 
moderate wave action (LiMWA) defines the inland boundary of the Coastal AE zone.  
The “AE” zone represents the 100-year floodplain with wave heights less than 1.5 ft (0.5 
m).  Further inland, the “X” zone represents the 500-year floodplain as an area having a 
0.2 percent or greater chance of flooding in a given year.  This is also the region that 
transitions into inland riverine floodplain mapping. 
   
 
Figure 2-8. Coastal floodplain zones (FEMA 2015) 
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2.5.3 Structural Storm Surge Protection 
Historical structural surge barrier systems have long played a major role in 
mitigating the risks of storm surge inundation, particularly in European countries, where 
the use of structural surge mitigation is common for topographically low lying regions 
that possess a history of devastating floods – a good example being the North Sea Flood 
of 1953.  The 1953 flood resulted in over 1,800 deaths and widespread property damage 
across the United Kingdom, Belgium, and the Netherlands (Pollard 1978).  The Port of 
Rotterdam (the Netherlands) is Europe’s largest port and holds the widely recognizable 
Maeslantkering Barrier system.  The Maeslantkering Barrier consists of two radial gate 
structures located across the New Waterway channel that are approximately 72 ft (22 m) 
high and 689 ft (210 m) long (Keringhuis Public Water Centre 2015).  However, the 
Maeslantkering Barrier is only one component of a larger Delta Works surge protection 
system.  Taken together, the Maeslantkering, Haringvlietdam, and Hartelkering surge 
gates comprise the world’s largest flood protection effort.   
In the London, United Kingdom, the River Thames Barrier contains the world’s 
second largest adjustable gate structure and is used to protect London’s critical 
infrastructure from surge conditions occurring in the North Sea.  The 1953 flood – one of 
the worst flooding disasters in the UK, was also the catalyst for the creation and 
improvement of the River Thames Barrier.  The Thames Barrier includes 10 steel gates 
that are approximately 65 ft (20 m) in height, and is comprised of both radial gates and 
sector gates (Environmental Agency 2015).  The radial gates are semi-circular in cross-
section in order to control downstream surge as well as upstream flows.  The steel sector 
gates rest on the channel bed, allowing for passage of barge and ship traffic. 
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In Venice, Italy, the MOdulo Sperimentale Elettromeccanico, Experimental 
Electromechanical Module (MOSE) Project, consists of buoyant and mobile gate 
structures located at three inlets along the Venetian Lagoon, and are aimed at protecting 
the City of Venice from high tide and surge conditions (Fletcher and Spencer 2005).  The 
flood risks of Venice are compounded by the issue of ground level subsidence and other 
geotechnical challenges.  The gates are anticipated to be fully operational in Year 2014. 
In the U.S., four storm surge barriers systems were constructed by the USACE in 
New England in the 1960s (Fox Point, Stamford, New Bedford, and Pawcatuck).  A fifth 
surge barrier was constructed in 1986 in New London, Connecticut.  The barriers were 
designed after a series of severe hurricanes struck New England in 1938, 1944, and 1954. 
The Hurricane of 1938 destroyed 200,000 buildings and caused 600 fatalities (Morang 
2007).  In 2008, the Hurricane and Storm Damage Risk Reduction System (HSDRRS) 
was completed in New Orleans, Louisiana and performed successfully during Hurricane 
Isaac in 2012 (Reid 2013; Boyett 2013).   
2.5.4 Nonstructural Storm Surge Protection 
Common and traditional nonstructural approaches to surge damage reduction 
include the use of elevated structures, building buyout, and building relocation for flood 
prone regions.  In areas where significant wave height is an issue, the use of wetlands and 
living shorelines, such as oyster reefs, are favorable “greener” approaches to wave energy 
attenuation.  Beach nourishment and restoration are common buffers to coastal 
protection.  Recent interests in the restoration of natural coastal habitats as storm-buffers 
offer resilient, adaptable, and sustainable options for reusing dredged spoils, replenishing 
biodiversity, and improving recreational and economic growth.   
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Innovative forms of nonstructural mitigation include the creation of an economic 
trading platform of ecological service credits that helps preserve and restore the natural 
environments along the Texas coastline, while promoting sustainable economic 
development and reducing the risk from hurricane storm surges (Blackburn et al. 2014).  
While this paper does not provide further descriptions on these forms of nonstructural 
mitigation, they are an important component of the H-GAPS described in Section 2.6. 
Policy can indeed play a major role in nonstructural surge protection.  The 
Biggert-Waters Flood Insurance Reform Act of 2012 is an extension to the NFIP.  
Although some amendments were made to the law in 2014, the underlying premise is to 
phase out subsidized rates for property owners.  It was originally predicted that this 
would increase flood insurance rates from 25 percent to full cost at closing when 
purchasing older homes (NAR 2014).  This has since been reformed, with the capping of 
insurance rates.   
2.6 Current Flood Risk Management Approaches – Galveston Bay 
 Several of the current flood risk management studies have been conceptualized 
within the broader context of existing feasibility studies for the region, as well as pre-
existing infrastructure.  Table 2-1 summarizes the existing storm surge barrier and levee 
systems near the Bay region.  While providing an exhaustive description of all of the 
many proposed protection strategies for the region is beyond the scope of this 
investigation, the following paragraphs will highlight those most relevant to the ideas and 
motivations supporting the Mid-Bay Strategy (MBS) for storm surge reduction concept 
proposed in Chapter 5. 
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Table 2-1. Existing levee systems near the Galveston Bay region. 
 
 
The “Ike Dike” concept was proposed by researchers at Texas A&M University – 
Galveston (TAMUG) (Merrell et al. 2011) to protect the Houston-Galveston region from 
storm surge.  Although the Ike Dike design specifications have not been finalized, the 
current plans include the shortening of the Upper Texas coastline by extending the 
existing Galveston Seawall 28.9 km (18 mi) towards San Luis Pass along Farm-to-
Market Road (FM) 3005, constructing a new 56.3 km (35 mi) levee system along Bolivar 
Peninsula from Bolivar Roads to High Island along State Highway (SH) 87, and 
constructing an approximate 3.2 km (2 mi) combination navigable and environmental 
(circulation) gate system across the Galveston Entrance Channel at Bolivar Roads.  
Constructing the land barriers on Galveston Island and Bolivar Peninsula would involve 
elevating two coastal roadways (FM-3005 and SH-87) to a height of approximately 3.7 m 
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(12 ft) (Merrell et al. 2011).  The early concept for the Ike Dike alignment is shown in 
Figure 2-9(a).  Flood walls, at a height of 5.2 m (17 ft), could be substituted for the 
elevated roadways.  Subsequent conceptualizations of the Ike Dike have called for the 
consideration of sand dunes with a hardened core that can be placed adjacent to the 
shoreline instead of elevated roadways or floodwalls.  The Ike Dike has since been 
studied in further detail by researchers at the Delft University of Technology (TU–Delft), 
The Netherlands (Ruijs 2011; Stoeten 2013; Jonkman et al. 2013), and more extensively 
from researchers at Jackson State University (Ebersole et al. 2015).   
 
44 
 
 
Figure 2-9. Previous storm surge barrier concepts  of (a) Centennial Gate (Bedient et al. 
2011; Christian et al. 2014), and the (b) Ike Dike (Merrell et al. 2011). 
 
The “Centennial Gate” concept was introduced by researchers at Rice 
University’s Severe Storm Prediction, Education, and Evacuation from Disasters 
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(SSPEED) Center, with the purpose of protecting Upper Bay residents, HSC terminals, 
and preventing surge-induced spills of hazardous petrochemicals from industrial storage 
tanks (Bedient et al. 2011; Christian et al. 2014).  The Centennial Gate was analyzed in 
combination with a levee protection system, and was modeled as a 4.8 km (3 mi) flood 
barrier that connected topographic ridges on either side of the lower San Jacinto River 
with elevations of 7.6 m (25 ft) above mean sea level (Christian et al. 2014; Torres et al. 
2015).  The barrier system would contain a movable gate structure across the main 
channel of the HSC and in the vicinity of the Fred Hartman Bridge (SH 146).  The gate 
could be closed to protect against storm surge inundation during a hurricane, but would 
otherwise not restrict shipping traffic under typical conditions.  The early concept for the 
Centennial Gate alignment is shown in Figure 2-9(b). 
However, the level of protection provided by the Centennial Gate was considered 
too localized, with limited benefits gained from nearby communities.  Therefore, the 
Houston-Galveston Area Protection System (H-GAPS) was proposed by the SSPEED 
Center (2015) to adopt a “multiple lines of surge defense” approach as a more practical 
and regional storm surge protection strategy for the Bay.  The H-GAPS concept is 
illustrated in Figure 2-10.  H-GAPS incorporates working elements from both the Ike 
Dike and Centennial Gate concepts and has been conducted as a concerted partnership of 
students and researchers across six universities, practicing industry leaders, and policy 
experts.  The goal of H-GAPS is to identify a comprehensive storm surge mitigation 
strategy for Galveston Island, the West Bay, and the HSC by way of structural and 
innovative nonstructural solutions.  Structural storm surge reduction alternatives include 
barrier systems, levees, elevated roadways, beneficial use of dredged spoil materials, and 
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oyster reefs.  The MBS concept detailed in Chapter 5 is simply one configuration of the 
many H-GAPS components.   
 
 
Figure 2-10. H-GAPS Regional Storm Surge Protection Alternatives. SSPEED Center 
(2015). 
47 
 
Following Hurricane Ike, the Gulf Coast Community, Protection, and Recovery 
District (GCCPRD) was established in 2010 to help the coastal regions of Brazoria, 
Galveston, Harris, Chambers, Jefferson, and Orange counties determine effective 
strategies for reducing the impact of flood damages caused by future storms.  Pursuant to 
their mission, the GCCRPD, along with the Texas General Land Office, commissioned 
the Storm Surge Suppressions Study to develop a plan that protects life and promotes 
environmental and economic resilience within the study region.  The Storm Surge 
Suppression Study – Phase 1 Report (GCCPRD 2015) was released in February 2015, 
detailing GCCPRD’s data collection efforts and analyses of existing studies.  
The U.S. Army Corps of Engineers (USACE) – Galveston District recently 
completed a coastal storm risk management and ecosystem restoration feasibility study 
for the Upper Texas Coast (USACE 2015c).  The goal of this study was to identify a 
“Tentatively Selected Plan” for near and long-term flood risk reduction strategies that 
protect homes, industries, the economy, the environment, and natural resources.  Thus 
far, the USACE evaluation has focused on alternatives for coastal flood protection for 
counties adjacent to the Bay and will soon shift focus to Galveston County following 
U.S. congressional approval.   
Taken collectively, these feasibility studies share a common near and long-term 
vision: protect the life, health, and safety of the communities along the Upper Texas Gulf 
Coast and promote economic and environmental resilience in the region towards future 
extreme storms.  Hurricane Ike has been the primary catalyst behind much of the effort 
towards creating a unified storm surge protection strategy, and many of the 
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aforementioned institutions are engaged in coordinated efforts towards achieving this 
goal.   
2.7 Challenges and Needs 
Effective coastal flood strategies (both flood risk management and damage 
reduction) begin with an accurate “picture” of the coastal hydrologic landscape that 
contributes to overall flood risk. 
2.7.1 Joint Flood Risk Management 
It is well observed that hurricane-induced flooding is two-fold, (1) storm surge 
and (2) rainfall, yet traditional flood risk reduction strategies are typically evaluated on 
the basis of surge only.  Hurricanes can introduce massive volumes of storm surge, as 
well as unleash torrential quantities of rainfall upon landfall.  For example, during 
Hurricane Ike, between September 13, 2008, 6:00a.m and September 14, 2008 6:00 a.m., 
the Harris County Flood Control Districts (HCFCD’s) Flood Warning System recorded 
approximately 33.6 cm (13.2 in) of rainfall in 24 hours in Houston, Texas at Bingle Rd. 
(HCFCD 2014).  With this is mind, there is a desperate need for an established 
probabilistic framework that can characterize the joint rainfall and storm surge flood risks 
for regions subject to both hazard events. Much of the statistical measures invoked by 
traditional inland hydrologic frequency analysis are not afforded by applications of surge 
frequency analysis due to paucity of data.  Recent efforts to develop the comprehensive 
storm surge database, SURGEDAT (Needham and Keim 2012), provides an optimistic 
starting point for future joint statistical research.   
Moreover, hydrologic frequency analysis has a “shelf life” as new events become 
observed and data recorded.  Yet, much of the depth-duration frequency analysis 
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conducted in the U.S. is decrepit with old data.  Non-stationarity of hydrologic data is a 
real and critical issue, and should be properly accounted for, particularly when designing 
civil works projects that have long planning horizons for investment return and a finite 
design life.   
However, improved probabilistic methods will provide little benefit if a larger 
“broken” system of misaligned economic incentives remains.  The majority of coastal-
storm-related federal investments are provided after disasters occur.  Moreover, the 
system construct of risk and reward is skewed.  Currently, land developers reap profits 
from coastal development, but bear non-equivalent risk, since the federal government 
provides much of post-disaster response and recovery dollars, in addition to subsidized 
flood insurance rates for structures located in the floodplain (NRC 2014a; NRC 2014b).   
USACE adequately states that flood risk management in the U.S. is a shared 
responsibility between multiple Federal, state, and local government agencies with a 
complex set of programs and authorities.  Figure 2-11 illustrates the idealized concept of 
a shared flood risk management approach.  Major governmental institutions play a major 
role in vesting physical and outreach efforts for reducing much of initial flood risks share 
by most stakeholders.  This includes methods for natural storage, structural, and non-
structural methods, as well as educating the public on flood risks.  Responsibilities for 
implementing other methods such as building codes and zoning are reserved for regional 
and local municipalities.  The purchasing of flood insurance is left to the individual and 
whether that person chooses to live in a flood prone region.  Ultimately, there will always 
be residual risk, as there is no “absolute protection.”   
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Figure 2-11. A shared flood risk management approach (USACE 2015a) 
 
2.7.2 “Hurricane Hydrology:” a Call for Pioneering a New Field 
Coastal hydrodynamics, watershed hydrology, and riverine hydraulics are three 
well established fields.  However, the “marriage’ of all three into a unified and formal 
natural science is yet to be realized.  In the context of Coastal Resiliency, this unification 
is a natural step forward to understanding the complex hydrologic processes at the 
coastal-riverine interface.  Certain characteristics merit special hydrologic attention when 
considering a joint coastal, riverine, and watershed response to a hurricane event.  For 
example, hurricane rainfall usually results in multi-modal hyetographs from forward and 
reverse winds in conjunction with rain band annuli, making hydrologic calibration 
difficult.  Timing separation between peak surge and rainfall-runoff vary for different 
watersheds, making some coastal regions more susceptible to coincidental peak-on-peak 
rainfall and surge flooding.  Open coasts, semi-enclosed bays, and estuaries experience 
different types of hurricane flood impacts and wave attenuation.  These differences may 
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also extend to various parts of the tropical globe that experience different trade wind 
patterns and slight variations in ocean temperatures.  Vertical wind and pressure profiles 
within a hurricane also vary geographically, particularly due to orographic mountain 
effects.  Moreover, other regions contain different types of coastal watersheds, unlike 
those found in the U.S. or Gulf Coast.  These variations require exhaustive investigative 
research approach that will hopefully formulate a new field of study.   
 
Figure 2-12. Components of “Hurricane Hydrology” 
 
Figure 2-12 shows some of the societal implications that Hurricane Hydrology 
may benefit.  These include implications for flood risk management, resiliency, 
infrastructure reliability, sustainability, environmental planning, and economic and 
population growth.  It is hoped some of the work outlined in this thesis will help serve 
this “vision.”  
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Chapter 3  
Discrete-Event Characterization of  
Hurricane Storm Surge and Rainfall-Runoff 1 
 
Planning of traditional coastal flood risk management strategies are largely 
predicated on storm surge protection against extreme hurricanes, i.e. storm surge.  
However, (1) hurricane storm surge and (2) hurricane rainfall-runoff are not mutually 
exclusive flood hazards.  Little research has emphasized the need for quantifying and 
characterizing the joint hydraulic processes between hurricane storm surge and rainfall-
runoff during real events for enhancing effective flood risk mitigation. 
The purpose of this chapter is to systematically investigate the relative hydraulic 
contributions and interactions of (1) hurricane storm surge and (2) rainfall-runoff 
downstream of the HSC.  The proposed modeling framework extends the efforts of 
Christian et al. (2014) by including a larger suite of hurricanes that encompass a broader 
range of hydrological conditions.  To accomplish this, historical hurricane tracks are 
shifted, while preserving spatial and temporal characteristics of their corresponding 
rainfall distributions and wind field patterns.  Modeled hurricane hydrographs at the HSC 
are analyzed into component parts for investigating rainfall-surge contributions.  
Hydraulic insights are complemented with a performance analysis of a storm surge 
barrier, also introduced in Christian et al. (2014). 
                                                 
1 This chapter derives from the following publication, with content that has been re-produced for 
educational purposes. 
 
Torres, J.M., Bass, B., Irza, N., Fang, Z., Proft, J., Dawson, C., Morteza, K., Bedient, P. (2015).  
“Characterizing the Hydraulic Interactions of Hurricane Storm Surge and Rainfall-Runoff for the Houston-
Galveston Region.” Coastal Engineering. 106, 7-19. http://dx.doi.org/10.1016/j.coastaleng.2015.09.004. 
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3.1 Background and Study Area 
Figure 3-1 illustrates the study area layout and regional hydrography.  The HSC is 
located at the downstream end of the San Jacinto River Basin (SJRB).  The SJRB has an 
effective watershed area of approximately 11,655 km
2
, containing all of Harris County 
and parts of Montgomery, Waller, Walker, Grimes, Liberty and San Jacinto counties, as 
well as a total of 18 contributing watersheds.  The main stem of the San Jacinto River 
flows along the eastern side of Harris County and forms a confluence with the HSC prior 
to flowing into Galveston Bay along the southeastern edge of the county.  Land use 
consists mostly of urbanized development in Harris County and forested areas in the far 
north.  The HSC’s geographic proximity to Galveston Bay makes it naturally vulnerable 
to extreme hurricane events.  This vulnerability is compounded by the fact that the HSC 
hosts the second largest petrochemical complex in the world, with a port that ranks first 
in the U.S. in export tonnage and serves as the primary economic engine for the region 
(Port of Houston 2015).  Undisturbed HSC operations are critical to the economic growth 
of the region and the nation.  Galveston Bay connects the SJRB with the Gulf of Mexico 
and is the seventh largest estuary in the U.S., with an area of 1,600 km
2
.  Additionally, 
Galveston Bay inhabits significant biodiversity in both terrestrial and aquatic wildlife. 
 
54 
 
 
Figure 3-1. Study area showing San Jacinto River Basin (a) hydrography (b) architectural 
rendering and  (c) hydraulically modeled representation of the proposed HSC storm surge 
barrier system. (Torres et al. 2015). 
While Hurricane Ike (2008) demonstrated that major hurricanes can produce 
considerable storm surge and rainfall in Galveston Bay and near the HSC, the maximum 
surge height was located near Sabine Pass, approximately 90 km northeast of its official 
landfall at Bolivar Roads (Berg 2009).  Had Hurricane Ike made landfall 40 km 
southwest, thousands of industrial facilities and petrochemical storage tanks along the 
HSC would have likely experienced widespread flooding from storm surge (Bedient 
2012; Sebastian et al., 2014).  It is estimated that flood related damages from extreme 
storm surge along the HSC could have exceeded $140 billion in facility and infrastructure 
damage (Blackburn et al. 2014), as well as lost production and operational downtime.  
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Should the industrial facilities along the HSC become inundated from severe storm surge, 
the potential environmental repercussions from the spillage of hazardous materials would 
likely be significant.  Approximately 4,000 HSC storage tanks contain hazardous 
materials or petroleum products that could be affected from a 7.6 m surge event 
(Blackburn et al. 2014).  Such an event would likely lead to chemical and petrochemical 
spills into the HSC and Galveston Bay, impacting the health and welfare of the 
surrounding Galveston Bay ecosystems and fishing industries.  Thus, providing proper 
protection from the effects of tropical cyclones to the HSC is essential and serves as the 
impetus for Chapter 4’s detailed evaluation of a proposed storm surge barrier system 
(Figure 3-1[b]) under a wider range of extreme hydrologic conditions.   
3.2 Modeling Framework 
 Figure 3-2 illustrates the coupled modeling framework which consists of three 
major components, i.e. (1) inland watershed hydrology of the SJRB (Figure 3-2[a]), (2) 
tidally influenced riverine hydraulics of the HSC (Figure 3-2[b]), and (3) coastal 
hydrodynamics of Galveston Bay (Figure 3-2[c]).  In short, both the inland hydrology 
and coastal hydrodynamic models serve as numerical inputs to the riverine hydraulics 
model.     
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Figure 3-2. Modeling framework showing (a) distributed hydrology, (b) unsteady riverine 
hydraulics and surge gate representation, and (c) coastal hydrodynamics. Torres et al. 
(2015). 
 
The distributed, physics-based hydrologic modeling approach is adopted for 
predicting rainfall-runoff response for the SJRB.  This allows for spatial variability in 
watershed characteristics to be preserved for the entire watershed.  With a distributed 
approach, conservation of mass, momentum, and energy for overland runoff are solved, 
as opposed to lumped hydrologic methods that spatially aggregate watershed 
characteristics with empirical parameters.  Doubleday et al. (2013) and Christian et al. 
(2014) demonstrated the utility of using a distributed hydrologic approach for predicting 
watershed response in Harris County watersheds and nearby regions.  The distributed 
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hydrologic model is developed using Vflo
TM
 (Vieux and Vieux 2002).  The model domain 
is represented by a computational grid containing 50,000 grid cells, with a grid cell size 
of approximately 550 m x 550 m.  Overland routing is accomplished using kinematic 
wave for transforming excess rainfall into runoff.  The kinematic wave analogy used in 
Vflo
TM
 follows the one-dimensional continuity for overland flow which takes the form: 
 
𝜕ℎ
𝜕𝑡
+
𝜕(𝑢ℎ)
𝜕𝑥
= 𝑅 − 𝐼 
(3-1) 
 
where 𝑅 is rainfall rate; 𝐼 is infiltration rate; 𝑢 is overland flow velocity rate; and ℎ is 
flow depth.  The kinematic wave method assumes uniform flow in place of full 
momentum, such that the inertial terms in the full momentum equation are negligible and 
the overland bed slope is equivalent to the friction slope (or energy grade line).  For 
shallow overland flow, the kinematic wave method assumes that backwater effects are 
negligible.  Given such simplifications, the relationship between water depth ℎ and 
velocity 𝑢 can be elegantly represented using Manning’s equation as follows: 
 
𝑢 =
𝑆 
   
𝑛
ℎ    
(3-2) 
 
where 𝑆  is the bed slope, and 𝑛 is Manning’s roughness.  Backward finite difference 
numerical methods are then implemented by Vflo
TM
 to simultaneously solve for flow and 
velocities at each grid cell.   
For inland channel routing, modified Puls was implemented in Vflo
TM
 to account 
for attenuation storage.  Modified Puls routing is a simple extension to the standard 
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continuity relationship, but leverages pre-defined storage-discharge relationships for wide 
channels that can be approximated as linear reservoirs, and coupled with an empirical 
representation of the momentum equation (Chow 1964; Henderson 1966).  Under 
modified Puls channel routing, the continuity equation can be generalized using the 
following form: 
 
(𝐼 + 𝐼   ) + (
2𝑆 
∆𝑡
− 𝑄 ) = (
2𝑆   
∆𝑡
− 𝑄   ) 
(3-3) 
 
where 𝐼 is inflow,  𝑄 is outflow, and 𝑆 is storage.  The only unknowns in Eq. (3-3) are 
𝑆   and 𝑄   , allowing for a recursive solution at each time step for routing a flow 
hydrograph. 
Finally, the Green and Ampt (Green and Ampt 1911) method is implemented in 
Vflo
TM
 for modeling soil infiltration loss.  The Green and Ampt equation reads: 
 
𝑓 = 𝐾 [1 +
(∅ − 𝜃 )𝑆 
𝐹
] 
(3-4) 
 
where 𝐾 is the hydraulic conductivity,  ∅ is soil porosity, 𝜃 is the initial soil water 
content, 𝑆  is the wetting front soil suction head, 𝐹 is accumulated infiltration, and 𝑓 is 
infiltration rate.  The Green and Ampt method extends Darcy’s Law for ponded 
infiltration by assuming rainfall over homogenous soils with a changing wetting front.  
Figure 3-2(a) shows the required model inputs and typical outputs that were computed 
using the distributed hydrologic model.   
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The ADvanced CIRCulation (ADCIRC) and Simulating WAves Nearshore 
(SWAN) models was implemented for modeling hurricane storm surge and wave setup 
within the Gulf of Mexico, Galveston Bay, and the HSC.  ADCIRC is an integration of 
open source computer programs for solving time dependent, free surface circulation and 
transport problems in two and three dimensions (Luettich and Westerink 2004).  Spatial 
discretization of the model domain is represented with a flexible computational mesh of 
non-overlapping, unstructured triangular elements.  ADCIRC then employs continuous, 
piecewise linear Galerkin finite element numerical schemes for approximating the depth-
averaged shallow water equations, solving for momentum and continuity.  ADCIRC has 
been used to validate storm surge for numerous historical hurricanes within the Gulf of 
Mexico including hurricanes Katrina (2005), Rita (2005) and Gustav (2008); see 
Westerink et al. (2008), Bunya et al (2010), Dietrich et al. (2011a), Dietrich et al. 
(2011b). 
SWAN was developed by the Delft University of Technology (TU–Delft) to 
simulate gravity surface wind generated waves (TU–Delft 2014).  SWAN and ADCIRC 
are tightly coupled, as described in Dietrich et al. (2011b), and are executed on the same 
computational mesh.  The resulting code is referred to as SWAN+ADCIRC; the 
performance of SWAN+ADCIRC on high performance computers is documented in 
Dietrich et al. (2012).  Validation of SWAN+ADCIRC for Hurricane Ike (2008) is 
documented in Hope et al. (2013) and further applications of the model for Ike are 
described in Sebastian et al. (2014). 
The computation mesh and other model inputs and outputs are illustrated in 
Figure 3-2(c).  The computational resources at the Texas Advanced Computing Center 
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(TACC) at the University of Texas at Austin were utilized for all hurricane simulations.  
SWAN+ADCIRC computations were executed using the Lonestar Linux cluster, 
consisting of 1,888 compute nodes, 22,656 processing cores, 44 terabytes of memory, 
and a peak performance of nearly 302 teraflops. 
Figure 3-2(b) illustrates the 1-D hydraulic and unsteady riverine model of the 
HSC which serves as the interfacing hub for coupling upstream and lateral hydrological 
processes, computed using Vflo
TM
 (Figure 3-2[a]), with downstream hydrodynamic 
processes, computed using SWAN+ADCIRC (Figure 3-2[c]).  Upstream and lateral HSC 
inflows and downstream storm surge are numerically represented in the 1-D hydraulic 
model as time variant boundary conditions.  The unsteady hydraulic model was 
developed using HEC-RAS version 4.1 for routing full flow and stage hydrographs from 
rainfall-runoff and storm surge events, as well as computing water surface profiles and 
floodplain maps (USACE 2010).  Such a framework is suitable because the highly 
incised geometry of the HSC lends itself to 1-D continuity and momentum assumptions.  
Previous research efforts have demonstrated the utility of using a 1-D approach for 
modeling tidally influenced and well incised coastal channels where effects of wave 
action are less dominant (Ray et al. 2011; Christian et al. 2014; Mashriqui  et al. 2014).  
The topographies of the HSC and the lower reaches of the San Jacinto River are 
represented with approximately 153 cross sections based on 2008 Light Detection and 
Ranging (LIDAR) data and 2007 bathymetry data.  Serving more than a coupling 
interface, the unsteady hydraulic model allows for the dynamic modeling of a proposed 
HSC storm surge barrier system located near the watershed outlet of the SJRB, just 
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downstream of the Fred Hartman Bridge.  An architectural rendering of the proposed 
HSC barrier system is provided in Figure 3-1(b).   
The capability of shifting hurricanes is one of the key advantages of this modeling 
framework.  Because extreme hurricanes are low probability, high consequence events, 
ample availability of paired datasets containing time series hurricane rainfall and 
windfields are limited, particularly for specific areas where the need to study and evaluate 
performances of coastal flood risk mitigation strategies under a full rainfall-surge 
spectrum is paramount.  Figure 3-3(a) provides an embellished concept of the hurricane 
track shifting approach.  This concept is illustrated for Hurricane Katrina to convey how 
a shifted hurricane’s rain bands (Figure 3-3[b]) and windfield (Figure 3-3[c]) are held 
spatially and temporally consistent from its original landfall location to a shifted landfall 
location.  In short, the latitude and longitude coordinates for a hurricane’s original 
landfall location are translated to a new point of interest, ensuring that spatial and 
temporal rainfall distribution and windfield patterns remain consistent.  This was 
necessary to maintain a hurricane’s synoptic spatial and temporal integrity (in both 
rainfall distribution and windfield) so as not to introduce unintended meteorological 
biases in the hurricane development process, a complex phenomenon far beyond the 
scope of this research.  Customized Fortran-based scripting methods were used to 
appropriately shift hurricane windfiles for ADCIRC, while HEC-MetVue (USACE 
2012b) was utilized to assist in transposing radar-based multisensor precipitation 
estimates (MPE).  MPE is a product of the U.S. National Weather Service (NWS) River 
Forecasting Centers and is routinely used to perform regional flood forecasting.  HEC-
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MetVue is a toolkit provided by the U.S. Army Corps of Engineers (USACE), and was 
only used in this study to transpose historical MPE rainfall at hourly increments. 
The shifted hurricanes in this study are limited to those having occurred in the 
Gulf of Mexico, more specifically those crossing the Louisiana-Texas shelf, to avoid 
inclusion of hurricanes with improbable characteristics for this region.  
 
 
Figure 3-3. Shifting hurricanes: (a) conceptual schematic, shifted (b) radar-rainfall and (c) 
wind fields for Hurricane Katrina. Torres et al. (2015). 
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3.3 Model Calibration  
One of the major advantages of implementing a distributed hydrologic modeling 
approach is owed to greater flexibility in the calibration process for a study watershed of 
this size, i.e. 11,655 km
2
.  Bulk selection of grid cells allows for more efficient fine 
tuning of watershed characteristics.  The SJRB hydrologic model was calibrated to three 
major rainfall events, (1) Hurricane Ike, (2) July 2012 rainfall event, and (3) April 2009 
rainfall event.  Parameters such as Manning’s roughness, hydraulic conductivity, and soil 
depth were calibrated to match observed subwatershed streamflows.  Major watershed 
model calibrations were made for Hurricane Ike’s rainfall, with minor adjustments for the 
July 2012 and April 2009 rainfall events.  Multiple storms were also needed to ensure 
adequate rainfall coverage necessary for calibration.  In addition, the SJRB watershed 
contains 3 major reservoirs, i.e. Lake Conroe, Lake Houston, and Barker Reservoir.  Of 
these, Lake Conroe and Barker Reservoir provide flood storage capacity.  To simplify 
complexities of modeling reservoir operations, maximum outflow discharges from the 
last ten years were collected from historical U.S. Geological Survey (USGS) streamflow 
records immediately downstream of Lake Conroe, while Barker Reservoir outflows were 
regulated according to USACE (2009d).  Thus, under high modeled flow conditions, 
assumed maximum allowable outflows of approximately 57 m
3
/s and 142 m
3
/s were 
applied to Barker Reservoir and Lake Conroe, respectively, for all analyses.  Results of 
the calibration process are illustrated in Figure 3-4.  Figure 3-4(a–f) shows full 
hydrograph comparisons between observed and modeled streamflows for Brays and 
Hunting Bayous, two of the major tributaries draining into the HSC.  It can be seen that 
streamflow magnitude, timing, and volumes show good agreement for all three rainfall 
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events.  The July 2012 event was particularly challenging due to multiple peaks in 
rainfall intensity.  Figure 3-4(g–i) compares observed and modeled peak flow for all 
subwatersheds draining into the HSC.  The coefficient of determination (R
2
) values for 
the Ike, July 2012, and April 2009 rainfall events are 0.947, 0.782, and 0.908, 
respectively.  This was considered acceptable for a watershed of this size. 
 
 
Figure 3-4. Calibrated rainfall-runoff hydrographs for (a) Hurricane Ike, (b) July 2012 
event, (c) April 2009 event at Brays Bayou, (d) Hurricane Ike, (e) July 2012 event, (f) April 
2009 event at Hunting Bayou, and observed versus modeled peak flows by watershed. 
Torres et al. (2015). 
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A comprehensive hindcast validation of Hurricane Ike for the SWAN+ADCIRC 
computation mesh was carried out by Hope et al. (2013).  Such efforts were necessary to 
account for Ike’s unique storm surge forerunner that forced an early rise in water levels 
well before the hurricane made landfall.  This exacerbated the surge flooding at 
Galveston during Hurricane Ike.  The same validated computational mesh was adopted in 
this study.  For the HEC-RAS model, acceptable stage comparisons between modeled 
and observed locations for Hurricane Ike were provided in Christian et al. (2014), and the 
same validated channel reaches and cross-sectional geometries were also applied in this 
study. 
3.4 Analysis and Results 
3.4.1 Hurricane Modeling Scenarios 
 Hurricanes Ike, Katrina, and Isaac were selected for critical analyses.  These 
hurricanes are selected as suitable representations of Gulf system hurricanes producing 
high maximum surge and low maximum rainfall (i.e. Katrina), and hurricanes of low 
maximum surge and high maximum rainfall (i.e. Isaac).  Each hurricane is analyzed 
under three different landfall tracks, as illustrated in Figure 3-5.  It can also be seen that 
the selected hurricanes provide useful variability in angles of landfall approach.  The 
various hurricane tracks are identified as landfall points A, B, and C.  Landfall point A is 
located at the San Luis Pass bay inlet, near the southwestern end of Galveston Island.  
Landfall point B is located at the Bolivar Roads bay inlet.  Landfall point C landfall is 
located near the Rollover Pass bay inlet, in the northeast portion of Bolivar Peninsula.  
These three landfall locations are a subset of a larger and carefully developed suite of 
landfall points, described in further detail by Sebastian et al. (2014).  Their work entailed 
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a systematically derived set of landfall points and associated sensitivity analyses on 
resulting storm surge.  More specifically, Sebastian et al. (2014) analyzed approximately 
10 landfall locations and three constantly scaled maximum wind speed intensities for 
Hurricane Ike.  They showed that spatially subtle changes in hurricane landfall locations 
along the upper Texas Coast can have the ability to generate unique storm surge 
responses within the semi-enclosed Galveston Bay, particularly for landfall locations of 
points A, B, and C of this manuscript (Sebastian et al., 2014).  This phenomenon 
corroborates the need for analyzing the three selected hurricane landfall locations 
illustrated in Figure 3-5 and the associated storm surge responses at the HSC.  Table 
3-1summarizes the hurricane scenarios analyzed.  This includes three hurricanes, three 
landfall locations, and scenarios of “with” and “without” an HSC surge barrier, for a total 
of 18 modeled scenarios.  Referring to Table 3-1and Figure 3-5, it is worth noting that 
Hurricane Ike at landfall point B represents the only original landfall location, while all 
other scenarios represent a synthetic shifting of Hurricanes Ike, Katrina, and Isaac. 
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Figure 3-5. Shifted hurricane tracks and landfall locations for Hurricanes (a) Ike, (b) 
Katrina, and (c) Isaac. Torres et al. (2015). 
 
Table 3-1. Modeled Hurricane Scenarios. Torres et al. (2015). 
 
 
3.4.2 Hydraulic Interactions of Hurricane Storm Surge and Rainfall-Runoff   
Figure 3-6 provides the SWAN+ADCIRC computed maximum storm surge 
elevations for all nine combinations of hurricane/landfall scenarios.  All elevations are in 
reference to the North American Vertical Datum of 1988 (NAVD 88).  Figure 3-6(a) 
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identifies the HSC location for spatial reference.  For all scenarios, it is seen that 
maximum storm surge at the HSC is sensitive to hurricane landfall location and angle of 
approach.  For Hurricane Ike, at landfall points A, B, and C, maximum storm surge 
downstream of the HSC is computed to be 5.28 m, 3.74 m, and 2.49 m, respectively.  
Similarly, for Hurricane Katrina, maximum storm surge for the HSC is computed at 
landfall points A, B, and C, to be 5.23 m, 4.74 m, and 2.90 m.  Finally, for Hurricane 
Isaac, landfall points A, B, and C have computed maximum surges of 4.06 m, 3.24 m, 
and 2.12 m.  The overall trend is that landfall at point A results in higher surge values for 
all scenarios.  This makes sense, since hurricane storm surge is typically highest on the 
right-hand side of the storm relative to its direction of motion (Aguado and Burt 2004), 
and the landfall point A location tends to maximize this phenomenon with the higher 
likelihood of placing Galveston Bay and the HSC within a direct path to a hurricane’s 
radius to maximum winds.  The same reasoning supporting the severity of storm surge 
from a landfall point A location was also corroborated in further detail by Sebastian et al. 
(2014). 
It is worth noting that Hurricane Katrina, when shifted to Galveston Bay, did not 
generate as high magnitudes of storm surge as it originally did in Louisiana and 
Mississippi.  At its original landfall, Katrina generated storm surges ranging from 7.3 m 
to 8.5 m.  In the Galveston Bay region, Katrina generates storm surges ranging from 5.5 
m to 6.7 m, depending on landfall location.  These differences arise not only from 
changes in angle of approach, as a result of the landfall shifting, but may come as a result 
from changes in bathymetry and differences in the characteristics of the continental shelf.  
This is because, in in simplest expression, storm surge is proportional to shelf width and 
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wind stress and inversely proportional to water depth and bathymetry.  Therefore, large 
and shallow continental shelves have the propensity to produce larger surges than steeply 
sloped shelves (Resio and Westerink 2008).  To place in context, Katrina would have 
been more devastating than Ike in terms of maximum surge at the HSC for all landfall 
locations except the landfall at point A, where they are roughly similar.  Hurricane Isaac, 
a relatively weak Category 1 storm at landfall, generated a maximum surge of 3.4 m at 
Shell Beach, Louisiana.  However, when shifted to a landfall point A location, Isaac 
produces a maximum storm surge at the HSC of 3.8 m, approximately 0.3 m higher than 
the maximum storm surge for the original landfall for Hurricane Ike (landfall point B).  
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Figure 3-6. Maximum storm surge elevations (m) for Hurricanes Ike at landfall points (a) 
A, (b) B, (c) C; Katrina at landfall points (d) A, (e) B, (f) C; and Isaac at landfall points (g) 
A, (h) B, (i) C. Torres et al. (2015). 
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In regards to hurricane rainfall, Figure 3-7(a–c) illustrate the modeled spatial 
variability of accumulated rainfall in the SJRB for the landfall point B location from 
Hurricanes Ike, Katrina, and Isaac, respectively.  Figure 3-7(a)identifies the HSC location 
for spatial reference within the dotted box.  For example, Figure 3-7(a) shows that a large 
portion of Ike’s total rainfall is contained and spatially centered within the SJRB 
watershed boundaries.  Recall that the landfall point B location represents the original 
landfall location for Hurricane Ike.  Thus, Figure 3-7(a) supports recorded observations 
that much of Ike’s heavier rainfall (39 cm to 52 cm) resulted in urbanized flooding across 
northwest Houston near U.S. Highway 290.  Hurricane Katrina’s accumulated rainfall for 
a landfall point B location is represented in Figure 3-7(b).  For Katrina, this resulted in 
total rainfalls ranging from 20 to 30 cm in the lower portion of the SJRB.  Figure 3-7(c) 
shows Hurricane Isaac’s accumulated rainfall, with much of the west and eastern portions 
of the SJRB receiving 11 to 22 cm and 27 to 40 cm, respectively.  Although not shown in 
Figure 3-7, total rainfalls for Ike, Katrina, and Isaac for landfall points A and C resulted 
in corresponding shifts of rainfall accumulations southwest (point A) and northeast (point 
C) of the SJRB. 
It is worth clarifying that simulated maximum rainfall totals within the SJRB 
hydrologic model and for shifted hurricanes may not coincide with observed values 
because of the spatial non-uniformity in watershed areas and locations for the watershed 
of interest.  When shifted, the maximum rainfall bands for Hurricane Isaac are located 
just beyond the SJRB watershed and model domain, in the northeast portions of Liberty 
County.  This highlights an important observation of hurricane rainfall.  Similar to storm 
surge, hurricane landfall location and angle of approach can greatly influence maximum 
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observed hurricane rainfall for a given watershed, as well as associated runoff and 
streamflow processes that influence combined flood risks.   
 
 
Figure 3-7. Spatial distribution of total rainfalls (cm) in the San Jacinto River Basin for 
Hurricane Ike at landfall points (a) A, (b) B, (c), C; Katrina at landfall points (d) A, (e) B, 
(f) C; and Isaac at landfall points (g) A, (h) B, (i) C. Torres et al. (2015). 
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Times series results (stage and flow hydrographs) of storm surge and rainfall-
runoff at the HSC are computed for all scenarios outlined in Table 3-1.  In the interest of 
space, only representative hydrographs are provided in Figure 3-8.  A full and concise 
summary of modeled hydraulic results downstream of the HSC, near Fred Hartman 
Bridge, are provided in Table 3-2.  Figure 3-8 provides flow hydrograph decompositions 
of rainfall-runoff and storm surge downstream of the HSC for Ike at landfall point A, 
Isaac at landfall point B, and Katrina at landfall point C.  The fine dotted lines represent 
the flow hydrograph contributions from hurricane rainfall-runoff.  The darker hatched 
lines represent the flow contributions from hurricane storm surge.  The dark solid line 
represents the combined hydrographs.  Negative flows in Figure 3-8 imply reverse flow 
direction due to storm surge entering the HSC.  It can be seen at all landfall locations that 
storm surge dominates peak flow contributions and intensity for the first 24 to 48 hours. 
Referring to Figure 3-8(a) (Ike, landfall point A), the surge hydrograph is very 
clear, since the HSC is in the direct path of the stronger right-hand side of Hurricane 
Ike’s windfield.  Absolute values of peak surge flow and peak rainfall-runoff were 
computed to be 14,177 m
3
/s  and 1,861 m
3
/s , respectively.  Much of the rainfall-runoff 
arrives just after the storm surge hydrograph begins to recede, with the peak runoff 
arriving nearly 20 hours after peak surge. 
Referring to Figure 3-8(b) (Isaac, landfall point B), absolute values of peak surge 
flow and peak rainfall-runoff are computed to be 4,665 m
3
/s and 1,155 m
3
/s, respectively.  
For the first 60 to 100 hours the HSC is weakly driven by surge, with a peak surge of 
4,665 m
3
/s.  At about 240 hours (10 days), the rainfall-runoff contributions arrive.  This 
timing separation was somewhat surprising, considering Isaac resulted in a “peak-on-
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peak” (simultaneous arrival of peak surge and peak rainfall-runoff) scenario when it 
originally made landfall in Louisiana.  However, it was noted that much of Isaac’s 
heavier rainfall occurred just inside of the eyewall and on the right side of its spiral 
bands.  A simple shift in Isaac’s track from its original Louisiana landfall location to 
landfall point B near Galveston Bay was enough to place its maximum rainfall just 
outside of the SJRB watershed during the earlier hours of the model simulation.  As 
simulation time progressed, more of Isaac’s rainfall fell within the drainage boundaries of 
the SJRB, but in the upper portions of the watershed.  Although conceptually simple in 
hindsight, this highlights the nonlinear trends and behaviors of hurricane rainfall-runoff 
due to variable topologies of coastal watershed boundaries.  It is for these reasons, that 
Isaac’s timing separation between peak surge and peak rainfall-runoff “jumps” 
approximately 200 hours (8.5 days) from landfall point A to point B locations (shown in 
Table 3-2).   This is because landfall points B and C place much of Isaac’s heavier 
rainfall at the northern portion of the SJRB, where the hydraulic lag time and “time of 
concentration” is much longer.  The time of concentration is a hydrologic term used to 
describe the relative time it takes for a watershed's area to fully contribute to rainfall-
runoff.  Simply stated, hurricane landfall location and angle of approach can greatly 
influence hurricane rainfall-runoff just as it can for storm surge.   
Figure 3-8(c) (Katrina, landfall point C), conveys a similar message to Figure 
3-8(b), except in this case, peak rainfall-runoff and peak surge at the HSC occur at nearly 
the same time.  The overall magnitudes of Katrina's peak surge and rainfall-runoff, 5,039 
m
3
/s and 1,410 m
3
/s, are relatively low when compared to Ike for the same landfall 
location.  This is owed to Katrina’s angle of approach for the landfall point C location.  
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For both Figure 3-8(c) and Figure 3-8(c) (landfall points B and C), Hurricanes Isaac and 
Katrina generate more seiching effects within Galveston Bay, given their angles of 
approach, causing peculiarities in modeled hydrograph shapes.   
 
 
Figure 3-8. Hurricane hydrograph decomposition downstream of HSC, near Morgan’s 
Point, for Hurricanes (a) Ike at landfall point A., (b) Isaac at landfall point B, and (c) 
Katrina at landfall point C. Torres et al. (2015).
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Table 3-2. Hydraulic Summary of Results Downstream of the HSC and Fred Hartman Bridge for Modeled Hurricanes. Torres et al. 
(2015). 
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Figure 3-9 shows the overall contributions in storage volumes from hurricane 
storm surge and rainfall-runoff for the HSC without storm surge protection.  For all 
modeled hurricanes, the distributed hydrologic model was executed with a model 
duration of 14 days to ensure that time of concentrations for the SJRB watershed were 
reached.  The same duration was applied to the riverine model.  It is consistently shown 
that landfall point A locations contribute to more severe cases of overall flood volumes 
among the hurricanes analyzed.  Stated differently, landfall point A appears to serve as 
the more severe landfall for generating maximum storm surge, while simultaneously 
capturing significant hurricane rainfall.  The exception is Ike at landfall point B.  Ike at 
landfall point B simply delivers much of the heavier rainfall within the confines of the 
SJRB watershed, with the heavier rainfalls occurring in northwest Houston, as previously 
mentioned.  A summary of hurricane storm surge and rainfall-runoff storage volumes 
measured downstream of the HSC and the Fred Hartman Bridge are provided in Table 
3-2. 
In addition, it is consistently shown that volumes from hurricane rainfall-runoff 
contribute more to the overall storage volume budget than storm surge, with more than 
50% of the volume share, as shown in Figure 3-9.  The exception is Isaac at landfall point 
C where the rainfall completely misses the SJRB watershed.  However, percent 
contributions of total storage volume should not be confused with increases in flooding 
potential.  In most cases, storm surge will drive the flood wave hydraulics at the HSC, 
due to its higher magnitude and shorter time duration.  However, overtime a hurricane’s 
rainfall-runoff over the SJRB can contribute to comparable flood volumes at the 
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watershed outlet.  It is seen that the longer lag times of rainfall-runoff in the SJRB 
minimizes the likelihood of peak-on-peak phenomenon from occurring. 
 
 
Figure 3-9. Total volume contributions at the HSC from hurricane storm surge and 
rainfall-runoff landfall scenarios. Torres et al. (2015). 
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3.5 Summary 
This manuscript investigates the relative hydraulic contributions and interactions 
of hurricane (1) storm surge and (2) rainfall-runoff at the HSC under various hydrologic 
conditions.  The proposed modeling framework extends the efforts of Christian et al. 
(2014) by including a suite of hurricanes that encompass a broader range of hurricane 
characteristics.  A hurricane shifting modeling framework is implemented that preserves 
the spatial and temporal characteristics of hurricane rainfall and wind fields.  It is 
consistently shown that storm surge can dominate the flooding potential at the HSC, but 
that hurricane rainfall-runoff volume contributes to more than 50% of the volume share 
in regards to the overall storage budget.  Moreover, the shifting of hurricane rainfall 
revealed nonlinear trends and behaviors of rainfall-runoff due to variable topologies of 
coastal watershed boundaries.  In other words, and similarly to storm surge, hurricane 
landfall location and angle of approach can greatly influence hurricane rainfall-runoff.  
Such meteorological complexities highlight the need for improved insights on the 
coupled hydraulic interactions of hurricane storm surge and associated rainfall-runoff 
processes for achieving effective coastal flood protection strategies.  
Although this chapter focuses on the Houston-Galveston region, insights provided 
may serve to benefit other bay and estuarine systems along the Gulf coastline.  For 
example, the Texas coast is lined with a network of similarly shallow and semi-enclosed 
bay systems for which the proposed modeling approach can be extended.  For example, 
these additional bay systems include: Sabine Lake, Matagorda Bay, San Antonio Bay, 
and Corpus Christi Bay.  It is hoped the numerical modeling approaches established in 
this study may motivate expanded studies on theses similar bay and estuarine systems.   
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Chapter 4  
Advanced Modeling of Storm Surge Protection for 
the Houston Ship Channel 2 
 
The Houston Ship Channel (HSC) in Houston, Texas is home to the second 
busiest port in the nation in terms of overall tonnage and contains one of the largest 
petrochemical complexes in the world.  As such, undisturbed operations of the HSC are 
vital to ensuring the economic prosperity of local, state, and national interests.  History 
has proven that coastal infrastructure systems and operations at the HSC are easily 
disrupted by severe rainfall and storm surge conditions induced by hurricanes (e.g. 
Hurricane Ike in 2008).   
The purpose of this chapter is to investigate the potential feasibilities of a 
proposed storm surge barrier (surge gate plus levee system) for protecting the HSC 
against surge and inland flooding during extreme hurricane events.  Gained insights 
provided by this and previous efforts (Ray et al. 2011; Bedient 2012; Christian et al. 
2012; Sebastian et al. 2014) are contributing to the overall understanding of coastal 
infrastructure vulnerabilities in the Galveston Bay region, as well as how to improve 
infrastructure resilience for the HSC area against future extreme events.   
                                                 
2 This chapter derives from the following publications, with content that has been re-produced for 
educational purposes. 
 
Torres, J.M., Bass, B., Irza, N., Fang, Z., Proft, J., Dawson, C., Morteza, K., Bedient, P. (2015).  
“Characterizing the Hydraulic Interactions of Hurricane Storm Surge and Rainfall-Runoff for the Houston-
Galveston Region.” Coastal Engineering. 106, 7-19. http://dx.doi.org/10.1016/j.coastaleng.2015.09.004. 
 
Christian, J., Fang, Z., Torres, J., Deitz, R., Bedient, P. (2014). “Modeling the Hydraulic  Effectiveness of a 
Proposed Storm Surge Barrier System for the Houston Ship Channel during Hurricane Events,” J. Natural 
Hazards Review. 16(1), 1-11.  http://dx.doi.org/10.1061/(ASCE)NH.1527-6996.0000150. 
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The proposed surge gate and levee protection system is modeled as a 4.8 
kilometer (3 mile) long flood barrier connecting topographic ridges on either side of the 
Lower San Jacinto River, with elevations of 7.6 meters (25 feet) above MSL.  The levee 
contains a moveable gate structure in the vicinity of the Fred Hartman Bridge (State-
Highway 146) across the main channel that could be closed to protect against surge 
inundation during a storm landfall, but would otherwise not restrict shipping traffic or 
rainfall runoff under typical conditions.  Figure 4-1(a) illustrates the plan view of the 
proposed gate structure location and the levee structure extent. 
Although, the surge gate operates as a single system, for modeling simplicity it is 
represented as a sequence of individual binary gates (i.e. “open” or “closed”) that more 
accurately reflects the gradual closures of a radial swing gate system, as shown in Figure 
4-1(b-d).  The use of a series of binary gates also improves the numerical stability in the 
unsteady hydraulic model. 
 
 
Figure 4-1. Hydraulic model representation of surge gate starting (a) location of the gate, 
(b) fully open, (c) closing, and (d) fully closed and its location. Christian et al. (2014). 
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Gate operations are illustrated in Figure 4-2.  The surge gate closes when a 
specified height threshold is triggered (Figure 4-2[a]).  As the surge stage rises, so does 
inland rainfall-runoff (Figure 4-2 [b][c]).  Eventually, a hydrostatic equilibrium is 
reached on both upstream and downstream sides of the barrier, and the gate is re-opened 
(Figure 4-2 [d]).  This is done to prevent upstream flooding from rainfall-runoff.   
More specifically, the surge gate closure is initiated with a two hour closure 
sequence when downstream stage levels rise to a specified threshold.  The gates gradually 
re-open in reverse order when upstream and downstream stage levels are at hydrostatic 
equilibrium.  The levee system is represented as a lateral weir embankment at 8.23 meters 
(27 feet) in height for left and right overbanks. 
 
 
Figure 4-2. Gate closure/open logic under (a) normal conditions, (b) gate closure initiation, 
(c) gate closure duration, and (d) gate opening. 
 
To be an effective surge barrier, the proposed gate structure has to completely 
block the San Jacinto River – which drains approximately 11,655 square kilometers 
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(4,500 square miles) including all of downtown Houston.  With the HSC gate structure 
closed, initial runoff from upland areas will accumulate on the upstream side of the gate 
until the gate is re-opened and the flow is released into Galveston Bay.  Under the current 
conceptual plans of the surge gate (e.g. no stormwater pumping is considered at this 
time), there is only a finite amount of time the gate can remain closed without causing 
adverse flooding impacts from rainfall-runoff accumulation in the channel upstream of 
the gate structure.  A key advantage of this unsteady coastal-riverine model is the ability 
to determine the optimal time and duration of gate closure and estimating the resulting 
backwater water surface elevation (WSELs) occurring in the HSC as a result of surge 
gate operations.   
4.1 Surge Barrier Performance under Synthetic Wind field 
Variations of Hurricane Ike 
Rainfall-surge data from Hurricane Ike, and variations of Ike surge characteristics, 
were adopted as test cases for making initial investigations on the theoretical feasibilities 
of a storm surge barrier system.  The synthetic variations of Hurricane Ike were first 
introduced in Sebastian et al. (2014), and it was found that increasing hurricane wind 
speeds by 15% caused WSELs to increase by 23% (+/-5%).  In addition to testing surge 
gate performance against Hurricane Ike conditions, the synthetic variations included 
incremental increases in Hurricane Ike wind speeds of 15% and 30%, as well as the 
variations in the stage hydrographs associated from each wind increase.  The related 
synthetic variations of Hurricane Ike were simulated using ADCIRC, and the resulting 
surge hydrographs computed for the HSC were adopted in this study.  With three surge 
scenarios (i.e. Hurricane Ike, Ike + 15% wind speed, Ike + 30% wind speed) and two 
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surge gate scenarios (i.e. “With” and “Without” gate), a total of six scenarios of 
combined rainfall-surge analysis near the HSC were modeled in this effort.   
The hydraulic model was computed with a duration of four days such that the 
timing and volumes of peak surge and rainfall were fully captured.  Figure 4-3(a) shows 
the computed Hurricane Ike stage immediately upstream of the proposed surge gate for 
“With” and “Without” surge gate scenarios.  Figure 4-3(b)shows computed stage 
hydrographs for all six modeled scenarios.  The dark vertical lines in Figure 4-3 indicate 
the timing of the surge gate closure and re-opening.  The stage hydrographs of Figure 
4-3(a) and (b) show a substantial reduction in the maximum WSELs for all surge 
scenarios just upstream of the surge gate. For example, simulations using the original 
Hurricane Ike surge, surge plus 15% wind speed, and surge plus 30% wind speed, 
computed WSEL reductions of approximately 1.3 meters (4.3 feet), 1.8 meters (5.91 
feet), and 2.5 meters (8.20 feet), respectively. 
 
 
Figure 4-3. Hydraulic stage comparisons for Hurricane Ike at (a) upstream portion of 
Houston Ship Channel, and (Bb) downstream of Lake Houston. Christian et al. (2014). 
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Figure 4-3 also yields significant insight on how the coupled surge and rainfall-
runoff mechanisms behave “With” and “Without” the proposed surge gate. Comparing 
the lighter grey and darker black curves, WSELs are essentially identical for all three Ike 
surge scenarios until the gate commences the closure sequence at approximately six hours 
into the simulation, at which point, the gray and black curves separate.  Without the gate, 
the WSELs continue to rise as the surge propagates inland, peaking at approximately 30 
hours into the simulation. In the case of the proposed surge gate, the water surface 
elevations (WSELs) plateau shortly after the gate becomes fully closed (around 8 hours 
into the simulation). At this point, the hurricane surge volume that passed through the 
gate in the first six hours of the simulation begins accumulating just upstream of the 
closed gate. Water levels stay relatively constant until 27 hours into the simulation, where 
rainfall-runoff from upstream begins accumulating behind the gate as well.  WSELs 
continue rising until both sides of the gate are at hydrostatic equilibrium, i.e. 
approximately 40 hours into the simulation. After 42 hours, the simulations for “With” 
and “Without” the gate behave identically until the end of the model runtime at 120 
hours.  
Figure 4-4(a) compares simulated stage hydrographs for the “With” and 
“Without” surge gate scenarios near the upstream potion of the HSC.  The similarity of 
Figure 4-4(a) to (b) suggests the surge reduction benefits of the proposed surge gate are 
experienced well upstream of the gate location along the HSC.  WSEL reductions are 
comparable to those experienced just upstream of the gate and the shape and timing of 
the stage hydrographs are nearly identical.   
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Figure 4-4. Computed stage hydrograph for synthetic surge variations of Hurricane Ike at 
(A) upstream portion of Houston Ship Channel and (B) downstream of Lake Houston.. 
Christian et al. (2014). 
 
Figure 4-4(b) better accentuates the multi-peak phenomenon of combined rainfall-
surge dynamics as computed downstream of Lake Houston.  The initial peak coincides 
with the timing of the peak surge, similar to Figure 4-3and Figure 4-4(a), and the 
secondary peak reflects the passing of the contributing overland runoff downstream of 
Lake Houston.  The secondary peak indicates that a sustained runoff volume over a 
prolonged duration is quite substantial.  Therefore, it is worth noting that the efficacies of 
inland flood protection downstream of Lake Houston, as would be provided by the HSC 
surge gate, can be skewed for cases of high rainfall and low surge events.  Both Figure 
4-3and Figure 4-4 help demonstrate the complex nature between downstream surge and 
upstream rainfall-runoff, their timing of occurrences, and their joint abilities to amplify 
the stage levels at any location depending on temporal separation of the their respective 
peaks. 
Hydrologic and hydraulic performances of the HSC surge gate are summarized in 
Table 4-1and Table 4-2 for all three surge scenarios.  Table 4-1 shows the floodplain area 
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reductions provided by the surge gate ranging from 7% to 19% with respect to three 
surge scenarios (the original Hurricane Ike surge, Ike plus a 15% increase in wind speed, 
and Ike plus a 30% increase in wind speed).   
 
Table 4-1. Floodplain area reductions. (Christian et al. (2014). 
 
 
For the same sequence of surge scenarios, Table 4-2 provides the percent WSEL 
reductions computed as 34%, 39%, and 45%, respectively.  Reductions in WSEL increase 
with greater magnitudes of downstream surge conditions.  It is also worth noting that at 
no point throughout the analysis did the surge gate and levee system become overtopped 
from either upstream runoff or downstream surge conditions.  Moreover, the true benefit 
of WSEL reductions provided in Table 4-2 (between 1 and 2.5 meters) at the upstream 
end of the gate, is even more pronounced in areas of low-slope  topography such as the 
Houston-Galveston region, where relatively small reductions in stage can lead to even 
wider reductions in floodplain area.  
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Table 4-2. WSEL reductions at the upstream end of the gate. Christian et al. (2014) 
 
 
Figure 4-5 provides a close up graphical comparison of the HSC for “With” and 
“Without” surge gate floodplain area extents reflecting the maximum stage conditions.  
The “Without” gate floodplain (black fill) is overlain by the “With” gate floodplain (light 
grey fill).  It is noticeable that the upstream floodplain reductions, provided by the HSC 
surge gate, are pronounced for greater magnitudes of coastal surge events.  In this regard, 
it is reasonable to assume that substantial reductions in floodplain areas can also yield 
commensurate reductions in floodplain damages for similar hurricane events analyzed in 
this effort.     
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Figure 4-5. Close-up overlays of floodplain extents areas along the Houston Ship Channel 
for “With” and “Without” surge gates for (a) Original Ike, (b) Ike + 15% wind speed, and 
(d) Ike + 30% wind speed. Christian et al. (2014). 
 
4.2 Surge Barrier Performance under Synthetic Landfall Variations 
for Historic Hurricanes 
This section provides an expanded analysis of the HSC surge gate by analyzing 
the gate’s performance under wider hydrologic rainfall and surge conditions from 
hurricane scenarios established in Chapter 3 (Figure 3-5 and Table 3-2).  In the case of 
storm surge protection, the issue of rainfall-runoff and timing becomes more critical.  
This is particularly true for studying gate operation reliability.  An unforeseen scenario 
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may occur that prevents the surge gate from re-opening.  Most of the modeled hurricane 
scenarios in Table 3-2 (i.e. Ike and Katrina) show that there is less than 24 hours 
separating peak surge from peak rainfall-runoff.  Therefore, barrier operators and 
technicians would have between 12 to 24 hours to contend with any mechanical issues 
before the arrival of peak rainfall-runoff.  This arrival of rainfall-runoff under a fully 
closed barrier could lead to adverse flooding on the protected side through overtopping of 
the HSC banks and the surge barrier system.  This highlights the need for accurate 
hurricane rainfall and storm surge forecasting to inform barrier system operations and 
procedures. 
Christian et al. (2014) provided the proof-of-concept for the proposed storm surge 
barrier system.  This task extends that effort by re-evaluating the surge barrier 
performance for all nine hurricane/landfall scenarios.  The surge barrier is represented as 
a combined levee and gate system 4.8 km in length and set to an elevation of 8.2 m above 
NAVD 88, connecting topographic ridges on both sides of the barrier.  Crossing the HSC 
is a moveable gate 488 m wide and 7.6 m high, located just downstream of the Fred 
Hartman Bridge.  The surge gate is represented with 16 binary (open/close) gates that 
commence an inward closure sequence staggered in 15 minute increments when the 
downstream water surface elevation (WSEL) rises 1 m above mean sea level.  The 
modeled representation of the barrier system is illustrated in Figure 3-1(b-c) and Figure 
4-1(b-d).  The gates are modeled in this way to emulate the gradual closure of radial 
sector gates, similar to the Maeslantkering, in the Netherlands, or the Lake Borgne Surge 
Gate, in New Orleans.  The gates re-open in reverse order once a hydrostatic equilibrium 
is reached on the upstream and downstream faces of the barrier.   
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Table 3-2 also includes a summary of the storm surge barrier performance for the 
same hurricane (Ike, Katrina, and Isaac) scenarios analyzed in Chapter 3.  It is shown that 
the proposed barrier system provides significantly reduced flood levels for the modeled 
hurricane scenarios.  Maximum WSEL reductions on the protected side of the HSC 
barrier range from 3.28 m for Ike at landfall point A to 0.63 m for Ike at landfall point C.  
Hurricanes Katrina and Isaac at landfall point A yielded WSEL reductions of 2.61 m and 
2.98 m, respectively, for the same area of protection.  HEC-GeoRAS (USACE 2005) was 
used to generate floodplain maps showing “with” and “without” the surge barrier under 
all three hurricane scenarios for the landfall point A location, as illustrated in Figure 4-6.  
For each of the modeled hurricanes, the floodplain reductions along the protected side of 
the HSC as a result of including the proposed barrier system are easily distinguishable.  
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Figure 4-6. Floodplain area reductions comparing “with” and “without” a surge barrier 
under hurricane conditions (a) Ike, (b) Katrina, and (c) Isaac at landfall point A locations. 
Torres et al. (2015) 
 
4.3 Summary 
The disruption to infrastructure operations along the HSC, as a direct result of 
Hurricane Ike, exposed the vulnerabilities and environmental risks that an unprotected 
ship channel can possess under normal operating conditions.  The proposed HSC surge 
levee and gate structure could greatly increase the reliability of infrastructure systems – 
and the economic, political and social systems dependent upon them.  Moreover, this 
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analysis corroborates the complex linkages between downstream surge and upland runoff 
and the timing sensitivities for accurately assessing the HSC surge gate performance.   
The results from Section 4.1 show that the proposed HSC surge gate has the 
ability to provide suitable levels of flood protection to the HSC operations and the upper 
reaches of the San Jacinto River during combined upland runoff and downstream surge 
conditions that are similar in timing and intensity to that provided by Hurricane Ike.  
Maximum percent WSEL reductions immediately upstream of the gate ranged from 34% 
to 45% for a Hurricane Ike event and a synthetic surge scenario induced by a 30% 
increase in maximum wind speeds for Hurricane Ike, respectively.  Similarly, maximum 
floodplain area reductions ranged between 7% and 20% for the analyzed surge scenarios.  
The results from Section 4.2 show consistent performance from the HSC surge 
gate, but under different hurricane scenarios.  Maximum WSEL reductions range from 
25% for Ike at a point C landfall, to 73% for Isaac at a point A landfall.  In general, the 
greater the storm surge, the greater the storm surge reduction.  Overall, the proposed HSC 
levee and gate structure offers a uniform protective benefit to all industries behind the 
HSC gate in the event of hurricane landfall into Galveston Bay.  Ultimately, the design 
configuration of the proposed surge gate system would be based on a more detailed cost-
benefit analysis that incorporates construction and maintenance costs, flood protection 
benefits, and environmental impacts.   
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Chapter 5  
Advanced Modeling of Storm Surge Protection for 
the Galveston Bay Region 3 
 
For Galveston Bay and much of the Upper Texas Gulf Coast, the devastation 
imparted by the Hurricanes of 1900 and 1915, as well as Hurricane Ike (2008) has 
demonstrated the flood risks inherent to the region, including the potential for major 
disruptions to critical infrastructure systems and heavy industries.  Previous studies have 
proposed methods of storm surge protection for the region, but have emphasized either 
(1) localized protection for specific areas or (2) shortening the coastline with structural 
barrier systems placed across major tidal inlets and barrier islands.  A new storm surge 
reduction strategy—the Mid-Bay Strategy (MBS)—has been proposed, as a part of the H-
GAPS described in Chapter 2, that incorporates functional elements from each approach 
and takes advantage of existing dredged spoil material and disposal sites adjacent to the 
Houston Ship Channel (HSC) near the middle of Galveston Bay (i.e. the “Mid-Bay”).   
The purpose of this chapter is to evaluate the hydrodynamic performance of the 
MBS by modeling changes in storm surge reduction with variations to MBS berm heights 
under two phases of hypothetical construction.  Galveston Bay (“the Bay”) is the seventh 
largest estuary in the United States (U.S.), and is located along the Upper Texas Gulf 
Coast and bordered by 84,000 km
2
 (32,400 mi
2
) of coastal watershed area consisting of 
                                                 
3 This chapter derives from the following submitted manuscript, with content that has been re-produced 
for educational purposes. 
 
Torres, J.M., Bass, B., Irza, N., Proft, J., Sebastian, A., Dawson, C., Bedient, P. (2016).  “Modeling the 
Hydrodynamic Performance of Conceptual Storm Surge Barrier System for the Galveston Bay Region.” 
Submitted J. Waterway, Port, Coastal, Ocean Eng. 
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the San Jacinto River Basin, San Jacinto-Brazos Coastal Basin, and the Trinity River 
Watershed.  The Bay is a shallow estuarine system with an average depth of 
approximately 3 m (10 ft) and maintains a delicate balance of freshwater inflows from 
bayous and rivers and saltwater from the Gulf of Mexico (Lester and Gonzalez 2002).  
This provides for diverse terrestrial and aquatic wildlife, ecotourism, and other 
recreational benefits.  Figure 5-1(a) shows the spatial distribution of land use for the 
surrounding study area.  The west and northwest shorelines are more developed, while 
the areas along the eastern shoreline consist mainly of open pastures and cultivated crop 
land.  Areas immediately behind the Galveston Seawall are also well-developed, with 
commercial, residential, and historical landmarks.   
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Figure 5-1. Galveston Bay study region showing (a) land use and (b) key facility locations. 
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The Bay is also home to vibrant industrial and commercial activities.  Figure 5-1 
(b) shows the density of critical facilities; such as healthcare buildings, historic 
landmarks, and petrochemical storage tanks.  Other critical facilities, such as the National 
Aeronautics and Space Administration (NASA) Johnson Space Center, are located west 
of the Bay.  The dredged Houston Ship Channel (HSC) runs from Bolivar Roads through 
the Bay towards the Port of Houston (Figure 5-1 [a]).  The industrialized portion of the 
HSC and nearby shipping terminals constitute one of the largest petrochemical 
complexes in the world and are operated by the Port of Houston, which ranks first in the 
U.S. for foreign waterborne tonnage (Port of Houston Authority 2015a).  Therefore, 
undisturbed HSC operations are critical to the economic growth of the region and the 
nation. 
Historical hurricanes have demonstrated the Bay's vulnerability to damages from 
extreme storm surge.  Table 5-1 lists a few of the more infamous hurricanes that have 
affected the Bay region.  Each hurricane is notorious for different reasons.  For example, 
while Hurricane Rita (2005) did not introduce significant storm surge into the Bay, it still 
had a negative impact to the region because it was originally predicted to make landfall 
near the Bay, which led to widespread panic among residents in the wake of Hurricane 
Katrina (2005) a few weeks prior.  Rita highlighted the need for better emergency and 
evacuation policies.  Hurricane Ike (2008) resulted in widespread flooding from storm 
surge, but was similarly devastating on infrastructure operations along the HSC, and 
causing weeks of prolonged power outages across much of Harris County and the 
surrounding regions.  
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Table 5-1. Notable Hurricanes near the Galveston Bay Region.* 
 
 
The storms in Table 5-1 comprise a subset of hurricanes and tropical storms that 
have impacted the Upper Texas Gulf Coast.  While these storms resulted in extensive 
losses in terms of property and human lives, regional flood impacts are expected to 
increase with population growth, further land development, and increases in port traffic.  
Acknowledging these unmitigated flood risks, the local research community responded 
with a series of coordinated interdisciplinary research efforts (Merrell et al. 2011; 
Christian et al. 2014; Blackburn et al. 2014; GCCRP 2015; USACE 2015c) aimed at 
exploring initial, planning-level performance assessments of practical storm surge 
suppression strategies for the Bay and the HSC regions.  In one such proposal, Merrell et 
al. (2011) suggested a continuous barrier along the Bay’s coastline, which was comprised 
of levees along barrier islands and flood gates across tidal inlets to protect people, 
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properties, and the HSC. In their assessment of this protection strategy, the SSPEED 
Center (2015) noted the presence of unmitigated residual flood risks near the highly 
populated areas of west Galveston Bay (the “West Bay”) and the HSC due to localized 
wind setup behind the proposed coastal barrier, concluding that a “multiple lines of 
defense” approach would likely be necessary to offer comprehensive protection in these 
areas. 
It has been eight years since Hurricane Ike, and despite these research efforts, no 
actionable storm surge risk management strategy has been set forth by federal or local 
authorities for implementation within the Houston-Galveston region.  As such, continued 
research into a storm surge protection strategy for the region has led to the formulation of 
the Mid-Bay Strategy (MBS), which contains elements from both Merrell et al. (2011) 
and Bedient et al. (2011).   
The objective of this study is to provide a planning-level assessment of the 
hydrodynamic performance of the MBS.  Due to the large-scale nature of the MBS, it is 
modeled under two alignment scenarios to represent the hypothetical implementation of a 
phased construction process.  The performance of the MBS performance is measured 
based on computed maximum storm surge reductions at four spatially distributed 
locations in the west and upper portions of the Bay. The surge reductions were 
determined by conducting a series of discrete-event hurricane simulations using a set of 
historical, pseudo-synthetic, and fully-synthetic events.  From this suite of storms, a 
proxy storm is selected that most similarly reproduces the 0.01 annual exceedance 
probability (AEP) base flood elevations (BFE) at the Gulf side of Galveston Island near 
Bolivar Roads.  As such, the usefulness of the proxy storm approach is also demonstrated 
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for conducting rapid feasibility assessments of storm surge protection strategies. All 
storm surge simulations within this study were conducted using a coupled Simulating 
WAves Nearshore and ADvanced CIRCulation (SWAN+ADCIRC) hydrodynamic 
model. 
5.1 Rationale for Useful Proxy Storms for Screening Storm Surge 
Barrier Strategies 
Coastal storm surge protection systems are typically designed to achieve some 
minimum level of protection according to a specified regulatory BFE or more stringent 
AEP (e.g. 0.4%, and 0.2%), which account for stillwater and wave action effects.  
However, the hydrodynamics of wide and semi-enclosed bay systems are more complex 
than open coastlines.  For example, depending on the bay’s shoreline geometry and other 
geospatial attributes, changes in hurricane landfall can trigger substantial changes in wind 
and wave setup within the water body itself (Sebastian et al. 2014).  This complexity is 
compounded by the presence of nonlinear behaviors in bay-barrier surge response (Rego 
et al. 2010).  This influences the level of barrier protection that may be received by some 
communities.  Under certain conditions, this complexity may impede the level of 
expected storm surge reduction benefits if predefined BFEs or AEPs are adopted as the 
only design criteria for measuring surge barrier performance. 
To help address this issue, planners and engineers require a useful suite of 
hurricanes or “proxy storms” to carry out supporting analyses for understanding bay 
system hydrodynamics and more reasonably inform the expected level of surge 
protection performance for a given location of interest.  The rationale behind the use of 
proxy storms is that they are intended to produce storm surge levels similar to those 
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provided by regulatory flood levels for an area of interest.  Proxy storms can be useful in 
the development of a storm surge mitigation strategies because they serve as efficient 
indicators on the level of protection a given strategy can provide and circumvent the need 
to simulate a large number of storms.  In this regard, proxy storms have the advantage of 
serving as efficient tools for conducting rapid feasibility assessments of proposed storm 
surge protection strategies prior to detailed analyses for coastal flood risk management 
studies (Ebersole et al. 2015; SSPEED Center 2015). Such efficiency is especially 
important when computational resources are at a premium because, given the same 
amount of compute time, the proxy storm approach allows for the simulation of a few 
storms against various strategies or strategies with varying levee heights versus than the 
simulation of a large suite of hurricanes against single strategy. 
A similar application of design or “screening storms” has been seen in the use of 
the National Oceanic and Atmospheric Administration’s (NOAA) standard project 
hurricane (SPH) for hurricane protection projects along the U.S. Gulf and Atlantic coasts 
(NOAA 1979).  Prior to 1960, the SPH was developed to represent a low probability 
event with storm characteristics derived from historical records.  Unfortunately, the 
scarcity of data prior to 1960 led to the SPH proving to be a poor representation of the 
extreme tropical cyclones that would form in the Gulf of Mexico in the latter half of the 
century (Resio 2007).  A more robust dataset, as well as the development of the modified 
Joint Probability Method with Optimal Sampling (JPM-OS) (Myers 1975; Ho and Myers 
1975; Resio 2007; Toro 2008; Vickery and Blanton 2008), has led to the generation of 
hundreds of synthetic storms along various tracks used to distribute the effects of storm 
surge across a wider geographic area.  The Federal Emergency Management Agency 
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(FEMA) has applied the JPM-OS approach for the estimation of storm surge elevation 
frequencies for the Gulf and Atlantic Coasts and the Great Lakes.  Similarly, the U.S. 
Nuclear Regulatory Commission (NRC) developed a hybrid deterministic-probabilistic 
approach for estimating very-low probability hurricanes and associated storm surge to 
facilitate design of nuclear power plants (Resio et al. 2012).  This approach determines 
which hurricane characteristics result in the asymptotic upper limit of probable storm 
surge for a particular high-value target location. This upper limit—the probable 
maximum storm surge—can then be used for the evaluation or design of a protection 
strategy. 
Although most current FEMA coastal floodplain maps for the U.S. are derived 
using the JPM-OS approach (FEMA 2012), the National Flood Insurance Program 
(NFIP) does not prevent a coastal community from adopting a historical flood of record, 
provided the historical flood or storm surge is higher than the effective BFEs specified in 
a flood insurance rate map (FEMA 2005).  One of the main advantages of the historical 
design storm approach is that a community can relate to actual events, as opposed to 
hypothetical storm surge frequencies.  However, a community’s memory of historical 
storms may dissipate over time. 
The proxy storm approach borrows from the historical design storm approach but 
places discrete-event hurricanes (historical or synthetic) into a probabilistic context by 
benchmarking computed WSELs against known storm surge frequencies.  This approach 
has been implemented by Ebersole et al. (2015) and the SSPEED Center (2015), and has 
proven useful for alleviating the computational burden for re-simulating hundreds of 
synthetics storms in the interest of rapid planning-level assessments of proposed storm 
103 
 
surge protection strategies.  This approach is best suited when analyzing specific 
geographic regions from which the obtained proxy storms share similar climatology.  It is 
important to distinguish that the use of proxy storms for the evaluation of storm surge 
mitigation strategies is not considered a substitute for re-defining or re-evaluating coastal 
flood risk.  In this context, proxy storms are applied deterministically, making it difficult 
for full uncertainty analyses based on analytical probability distributions.  In addition, 
storm surge can vary widely in semi-enclosed bay system and in regions with complex 
shoreline geometries.  Therefore, it is worth emphasizing that the selection of 
representative proxy storms for the purpose of placing historical or synthetic hurricanes 
into a context of annual exceedance is an exercise of approximation that bears practical 
constraints.  For example, a proxy storm that produces storm surge similar to regulatory 
BFEs in one location does not imply this surge will representative of BFEs at all other 
locations within the region of interest. 
5.2 The Mid-Bay Strategy 
The objective of the full MBS concept (phases 1 and 2) is to provide storm surge 
protection for the West Bay, HSC industries, and the City of Galveston.  The primary 
physical components of the MBS co-opt existing dredged spoil materials and disposal 
sites into their designs.  These designated disposal sites are identified in Figure 5-2.  
Because the HSC traverses through the Bay, it must be routinely dredged to an average 
depth of about 18 m (60 ft) to allow for heavy shipping through the Port of Houston.  
Dredging maintenance is expected to become more frequent and vigorous with increases 
in shipping traffic and the arrival of super post Panamax container vessels into Port of 
Houston terminals.  The Port of Houston Authority has already commissioned the first of 
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four new super post Panamax cranes at the Barbours Cut Container Terminal (Port of 
Houston 2015b).  Additionally, the east side of the dredged containment berms could be 
used as an area for experimental pilot studies of wetland restoration or habitat for 
indigenous plants and terrestrial and avian wildlife.  
 
 
Figure 5-2. Proposed concept for the use of dredged spoil materials for the Mid-Bay Storm 
Surge Protection Strategy. 
 
Overall, the MBS is comprised of several cooperating components that are 
unlikely to be constructed within identical time frames. Because of this, it may be more 
feasible to strategically phase the MBS construction in an efficient manner such that a 
substantial portion of the expected flood damages can reduced with the construction of an 
initial phase in the event of a near-term extreme hurricane.  Pending the completion of a 
detailed flood damage study for the region, Phase 1 is anticipated to progress more 
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efficiently from local support.  In reality, some or all of the MBS components could be 
constructed at different times.  For the purpose of organizing this analysis, this chapter 
analyzes the MBS in two phases according to the alignments outlined in the following 
sections.  These are only suggested phases that may change as federal and local funds 
become available.   
5.2.1 Mid-Bay Strategy Phase 1 Alignment  
 The modeled MBS Phase 1 alignment is illustrated in Figure 5-3(a).  This 
alignment is designated Phase 1 because of the relative ease of building containment 
berms from existing dredged disposals and the use of existing right-of-way for disposal 
sites.  The modeled dredged spoil containment berms are labeled Component “A” in 
Figure 5-3.  These containment berms would extend southeastwardly along the east side 
of the dredged HSC, stretching from Hogg and Atkinson Islands towards the middle of 
the Bay.  These islands can be as high as 7.5 m (25 ft) above mean sea level in some 
areas.  From the south, the containment berms would tie into the Texas City Levee 
(labeled “3” in Figure 5-3) near Dollar Reef and extend in a northerly direction on the 
west side of the dredged HSC.  The west and east berms would be connected across the 
navigable HSC with a primary gate structure, whose placement is identified as the black 
cross in Figure 5-3. 
The geographic and physical advantages of the Phase 1 alignment would help 
achieve a more rapid increase in the level of storm surge protection provided for the 
densely populated West Bay as well as the extensive industries along the HSC and Upper 
Bay.  It should be noted that the dredged spoil containment berms are modeled as 
continuous blocked obstructions, or weirs.  However, the trail of contiguous containment 
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berms would be separated by small openings to allow for bay circulation and passage of 
light water crafts under non-storm surge conditions.  During a hurricane event, these 
openings would be closed with smaller gate structures.   
   
 
Figure 5-3. Modeled alignments of the Mid-Bay barrier concept; (a) Phase 1: existing 
barriers and Component “A;” (b) Phase 2: existing barriers and Components A, B, C, and 
D. 
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5.2.2 Mid-Bay Strategy Phase 2 Alignment  
The modeled MBS Phase 2 alignment is illustrated in Figure 5-3(b).  The Phase 2 
alignment builds upon Phase 1 with the addition of a backside levee (“B”) for Galveston 
city, an elevated roadway on FM-3005 along Galveston Island (“C”), an elevated 
roadway on SH-87 along Bolivar Peninsula (“D”), and the raising of the existing 
Galveston Seawall (“1”).   
Components “C” and “D” are provided to help prevent surge from cresting 
Galveston Island and Bolivar Peninsula, respectively, thereby reducing the amount of 
storm surge volume entering into the Bay from the Gulf of Mexico.  Component “B” is 
provided in response to the backside storm surge flooding that occurred during Hurricane 
Ike.  Component “B,” in combination with the raising and tie-in of the Galveston 
Seawall, “1,” form a continuous ring levee system intended to protect and preserve the 
historic district of Galveston city.   
5.3 Hydrodynamics 
5.3.1 Circulation and Wave Model 
A coupled SWAN+ADCIRC model was used for modeling hurricane storm surge 
circulation and wave setup within the Gulf of Mexico and the Bay (Luettich and 
Westerink 2004; Dietrich et al. 2011b).  SWAN was developed at TU–Delft to simulate 
gravity surface wind generated waves (TU–Delft 2014) and has been tightly coupled with 
ADCIRC, as described by Dietrich et al. (2011).  An extensive hindcast validation of 
Hurricane Ike was conducted by Hope et al. (2013) to account for Ike’s unique forerunner 
that forced an early rise in water levels before its official landfall.  This amplified the 
flooding conditions for parts of the Bay during Hurricane Ike.  The computational mesh 
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associated with this validation effort has been applied by others (Sebastian et al. 2014; 
Christian et al. 2014; Torres et al. 2015) and is similarly adopted in this manuscript.   
Computational resources from the Texas Advanced Computing Center (TACC) at the 
University of Texas at Austin were utilized for all hurricane simulations.  
SWAN+ADCIRC computations were executed using the Stampede Linux cluster, 
consisting of 6,400 compute nodes, 16 cores and 32 gigabytes of memory per node, and a 
peak performance of nearly 10 petaflops. 
5.3.2 Modeled Hurricanes 
Four unique hurricane events were simulated, ranging in type from historical, 
pseudo-synthetic, to fully synthetic events.  Table 5-2 lists the storms used in this 
research and provides a description of each, their characteristics at landfall, and the storm 
ID which will be used to identify each throughout the chapter.  Figure 5-4 shows their 
associated tracks and landfall locations.  These hurricanes were chosen for their 
variability in hurricane characteristics as well as angles of approach.  Hurricane Ike 
(IKE00-PtB) is the only true historical storm modeled because of its extensive damage to 
the study region.  Ike’s landfall location is point B in Figure 5-4.   
 
Table 5-2. Modeled Hurricane Scenarios. 
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Figure 5-4. Modeled hurricane tracks and landfall locations. 
 
Previous studies have shown that if Hurricane Ike had made landfall 40 km (22 
mi) southwest of its original location, thousands of industrial petrochemical tanks would 
have likely experienced widespread inundation from storm surge (Bedient 2012; 
Sebastian et al. 2014). This critical landfall location is labeled “Pt. A” in Figure 5-4.  In 
addition, Sebastian et al. 2014 modeled synthetic variations of Hurricane Ike and found 
that a 15% increase from Ike’s original maximum sustained wind speeds caused water 
levels in the Bay to increase an average of 23% (±5%).  Both the point A landfall location 
and the 15% increase in wind speed were combined by SSPEED Center (2015) to form a 
pseudo-synthetic proxy storm (IKE15-PtA) that produces computed WSELs at Galveston 
Island near the Bolivar Roads inlet most similar to the preliminary 0.01 AEP BFEs 
specified by FEMA (RiskMAP6 2015).  For this reason, IKE15-PtA serves as the 
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primary proxy storm for which the MBS Component “A” is optimized.  However, 
IKE15-PtA could easily produce storm surges in other areas of the Bay that reflect less or 
more extreme surge frequencies.   
Torres et al. (2015) extended the hurricane windfield shifting concept to other 
storms with spatial and temporal translations of Hurricanes Katrina (2005) and Isaac 
(2012) to the Bay region.  The shifting of hurricane windfields makes sense for storms 
within similar geographic domains to avoid simulating events with improbable 
climatological characteristics for a region of interest.  In this context, Hurricane Katrina’s 
windfield was shifted to point A and is labeled “KAT00-PtA.”  KAT00-PtA is classified 
as a pseudo-synthetic storm because its windfield was used in hindcast analysis to assess 
its accuracy, but the landfall location at point A is hypothetical.  KAT00-PtA has a 
similar windspeed to IKE15-PtA; however, the angle of approach for KAT00-PtA is due 
north, while IKE15-PtA is roughly shore-normal. KAT00-PtA is used as a secondary 
measure for analyzing the optimized MBS performance. 
Storm 036 is one of many synthetic storms generated using the JPM-OS 
approach, and was created as part of FEMA’s latest comprehensive floodplain remapping 
study for the U.S. Gulf Coast.  The track for Storm 036 is shown to approach the upper 
Texas coast from a south-southeast direction making landfall near point A at the San Luis 
Pass inlet.  Storm 036 has a minimum central pressure of 916 mb and a maximum 
windspeed of 212 kmh (132 mph) at landfall, making it the most intense storm modeled.  
Ebersole et al. (2015) selected Storm 036 to represent the 0.002 AEP proxy storm and it 
is likewise considered in this study.  The storms provided in Table 5-2 represent a small 
sample from an expanding database of potential proxy storms that will be incorporated 
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into future analyses of H-GAPS alternatives.  Forthcoming research will evaluate 
synthetic hurricanes whose storm characteristics lie within realistic constraints but can 
produce a probable maximum storm surge for a specific location. 
5.3.3 Modeling Methodology 
 Figure 5-5 illustrates the methodology used for evaluating the MBS in this study.  
Step 1 establishes the baseline storm surge conditions for all four hurricane events 
(IKE00-PtB, IKE15-PtA, KAT00-PtA, and Storm 036).  Baseline conditions represent 
storm surge conditions without new storm surge protection in place and provide a 
benchmark for which the level of the MBS performance can be analyzed. 
Step 2 involves optimizing berm heights for Component “A” using IKE15-PtA as 
the proxy storm.  The optimization process entails uniform increases in height over the 
length of Component “A” until convergence in maximum computed storm surge 
reductions is reached.  Component “A” optimization is performed for both MBS Phases 1 
and 2.  However, in Phase 2, Components “B” and “C” are held constant at 4.6 m (15 ft); 
and Components “B” and “1” are held constant at 6.7 m (22 ft) as a fully connected ring 
levee system.  These were heights proposed in SSPEED Center (2015), and have been 
unmodified in this analysis.   
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Figure 5-5. Hydrodynamic evaluation methodology. 
  
Step 3 builds upon the optimized height of Component “A” and applies IKE15-
PtA to identify regions of adverse hydraulic impacts.  These are regions within the study 
area that experience higher storm surge than baseline conditions as a result of the MBS 
presence.  Step 3 is completed for Phases 1 and 2.   
 Step 4 evaluates the optimized height of Component “A” in Step 2 against the 
remaining hurricanes in Table 5-2 and Figure 5-4.  These hurricanes include IKE00-PtB, 
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KAT00-PtA, and Storm 036 and exhibit larger variability in storm characteristics and 
landfall location.  Step 4 is completed for Phases 1 and 2.   
5.4 Results 
5.4.1 Baseline Storm Surge Conditions 
 The maximum computed WSELs for the baseline conditions of each storm are 
organized in Table 5-3 and illustrated in Figure 5-6.  For example, Figure 5-6(a) shows 
IKE00-PtB maximum WSELs range between 3.5 to 4 m (11.5 to 13.1 ft) at the Galveston 
Seawall, 4.5 to 4.8 m (14.8 to 15.7 ft) at the coast of Bolivar Peninsula, 3.5 to 3.8 m (11.5 
to 12.5 ft) near West Bay, and 3.8 to 4.2 m (12.5 to 13.8 ft) in the Upper Bay and the 
HSC.   
 
Table 5-3. Summary of Computed Baseline Maximum WSELs. 
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Taken together, the baseline results reveal nonlinear variations in storm surge 
response within the Bay and corroborate previous findings that hurricane landfall 
locations within close proximity to point A tend to maximize the storm surge generated 
across the Galveston-Bolivar coast, the Bay, and the upper HSC (Bedient et al. 2012; 
Sebastian et al. 2014).  Under certain conditions, storm surge response in the Bay can be 
sensitive to angle of approach.  For example, Hurricane Katrina’s due-north angle of 
approach, when shifted to point A (KAT00-PtA), does not produce higher water levels 
than IKE15-PtA and Storm 036 within the Bay, but still results in substantial inundation 
to portions of West Bay that are greater than IKE00-PtB.  Among the four storms, 
IKE15-PtA was selected as the appropriate proxy storm to use in optimizing Component 
“A” for further analysis.   
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Figure 5-6. Baseline computed maximum WSELs using SWAN+ADCIRC for hurricanes (a) 
IKE00-PtB, (b) IKE15-PtA, (c) KAT00-PtA, (d) FEMA Storm 036. 
 
5.4.2 Component “A” Optimization 
 The measure of performance for the optimization of Component “A” was based 
on computed storm surge reductions from four reporting locations distributed along the 
West and Upper Bay shorelines, as shown in Figure 5-7.  These locations represent actual 
positions for pressure transducers that were deployed by the U.S. Geological Survey 
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(USGS) during Hurricane Ike as part of an inland storm surge monitoring network (East 
et al. 2008).  Since reporting locations represent fixed points and storm surge can vary 
widely in space, computed maximum WSELs for each location are reported as the 
average WSEL maxima within an 800 m (0.5 mi) radius.  These four locations were 
selected since the aim of this analysis is to quantify changes in the level of storm surge 
protection for the West and Upper Bay with changes in Component “A” berm heights. 
 
 
Figure 5-7. Reporting locations for modeled phases of the Mid-Bay Strategy . 
 
Eleven berm heights were modeled for Component “A,” ranging from 3.4 to 7.6 
m (11 to 25 ft) above North American Vertical Datum 1988 (NAVD 88).  Each berm 
height was modeled using IKE15-PtA for both phases of construction, for a total of 22 
uniquely computed optimization scenarios using SWAN+ADCIRC.  Figure 5-8 plots the 
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storm surge reduction results for this procedure.  The “x-axis” represents the stepwise 
uniform increases in Component “A” berm heights and the “y-axis” represents the 
maximum storm surge reduction at each reporting location based on the difference 
between computed WSELs and the baseline conditions at that location.  
 
 
Figure 5-8. Modeled results for MBS (a) Phase 1, (b) Phase 2. 
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For MBS Phase 1 (Figure 5-8[a]), the greatest rate of storm surge reductions for 
all four reporting locations occurs within the berm heights of 3.96 and 6.71 m (13 and 22 
ft), with storm surge reductions at the different recording stations ranging between 0.5 to 
1.0 m (1.6 to 3.3 ft) on the low end to 4.6 to 5.3 m (15 to 17.5 ft) on the upper end of the 
berm heights.  Maximum storm surge reductions for Phase 1 occur at an optimized berm 
height of 7.3 m (24 ft) for all reporting locations.  In other words, no additional flood 
protection benefits are received in the West and Upper Bay areas for berm heights above 
7.31 m (24 ft) for IKE15-PtA.  However, it is worth noting this barrier elevation does not 
include the freeboard necessary for protection against significant wave height, which can 
add as much as 0.9 to 1.5 m (3 to 5 ft) to the required elevation of the structure. 
For MBS Phase 2 (Figure 5-8 [b]), the greatest rate of storm surge reductions for 
all four reporting locations occurs between berm elevations of 3.96 and 4.88 m (13 and 
16 ft), with storm surge reductions ranging between 1.7 to 2.3 m (5.6 to 7.5 ft) on the low 
end to 3.9 to 4.4 m (12.8 to 14.4 ft) on the upper end.  Maximum storm surge reductions 
for Phase 2 occur at an optimized berm height of 6.1 m (20 ft) at all reporting locations.  
Figure 5-9(a-b) show the reductions in IKE15-PtA floodplain extent for MBS Phases 1 
and 2 modeled at their respective optimized berm elevations.  Here, the spatial 
differences between Phases 1 and 2 appear relatively negligible.  The primary distinction 
between the two alternatives comes from the added localized protection provided by the 
backside Galveston Levee (Component “B”) in Phase 2. 
Based on the storm surge reduction results computed for the West and Upper Bay, 
it is apparent that the inclusion of Components “C” and “D” (Phase 2) prevents storm 
surge from entering the bay, facilitating a slightly lower optimized berm height for 
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Component “A” with the Phase 2 configuration (6.1 m [20 ft]) than Phase 1 (7.3 m [24 
ft]). While final design specifications for a project of this magnitude would depend on a 
multitude factors whose identification and quantification are beyond the scope of this 
chapter, from a practical constructability standpoint in which Phase 1 is built first, 
Component “A” may be reasonably constructed to a height of 6.1 m (20 ft) (83% of its 
Phase 1 optimized height) and still provide a substantial level of storm surge reduction, 
while Components “C” and “D” are pending construction.  Depending on costs and the 
availability of dredged spoil material, it may still be feasible to construct Component “A” 
to a height of 7.31 m (24 ft) in Phase 1 conditions (100% of its Phase 1 optimized height) 
to provide full storm surge protection for West and Upper Bay in the relatively near-term.   
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Figure 5-9. IKE15-PtA floodplain reductions for optimized MBS (a) Phase 1, (b) Phase 2; 
and associated adverse hydraulic impacts for MBS (c) Phase 1 and (d) Phase 2. 
 
5.4.3 Adverse Hydraulic Impacts 
 In addition to assessing the benefit provided by each phase of the MBS within the 
target areas for protection, an analysis of potential adverse hydraulic impacts was 
conducted to identify regions outside of this domain that could possibly see increases in 
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storm surge due to the presence of the MBS.  The analysis was conducted by comparing 
the results from IKE15-PtA with the barrier to baseline conditions.  The spatial 
distribution of increased maximum WSELs is mapped in Figure 5-9(c-d) in 0.2 m (0.7 ft) 
increments. 
Figure 5-9(c) clearly shows that the West and Upper Bay are protected under 
Phase 1 conditions.  However, the backside regions of Galveston Island and Bolivar 
Peninsula show increases in maximum WSELs in the range of 0.2 to 0.6 m (0.7 to 2.0 ft).  
The exact economic impact this would have on Galveston Island and Bolivar Peninsula is 
unclear, as many businesses and homes have been flood proofed and/or elevated on piers 
following Hurricane Ike.  The east and northeast portions of the Bay also experience 
widespread increases in WSELs across the shoreline from 0.2 to 0.6 m (0.7 to 2.0 ft).  
Similarly, the economic impact of these increases is uncertain, since this region consists 
mainly of pasture and cultivated cropland. 
 Despite the need for an improved economic analysis on adverse impacts, Phase 2 
appears to mitigate Phase 1 impacts within the Bay, as shown in Figure 5-9(d).  Similar to 
the influence that Components “C” and “D” have on the dredged material berm height 
(Component “A”), the presence of “C” and “D” also restrict appreciable surge volume 
from entering the Bay so as to minimize the spatial extent and severity of adverse 
impacts.  In addition, the inclusion of Component “B” not only protects Galveston city 
from inundation, but nearly eliminates the possibility of any adverse hydraulic impacts. 
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5.4.4 Additional Storms 
After optimization was completed using IKE15-PtA, the remaining storms from 
Table 5-2 were modeled against the optimized MBS Phase 1 and 2 alignments to further 
evaluate the performance of the system.  Figure 5-10 shows that for Phase 1 and with 
IKE00-PtB, Component “A” appears to provide adequate levels of storm surge protection 
for the West and Upper Bay, with approximate maximum computed WSELs of 1 to 1.25 
m (3.3 to 4.1 ft), and reductions of up to 2.3 m to 3.0 m (7.5 to 9.8 ft) when compared to 
baseline conditions.  For KAT00-PtA, maximum computed WSELs for the West and 
Upper Bay were approximately 1 to 1.25 m (3.3 to 4.1 ft), but with reductions from 
baseline of 3.5 to 4.25 m (11.5 to 14 ft).  For Storm 036, maximum computed WSELs 
ranged between 1.25 and 1.75 m (4.1 to 5.7 ft) for the West and Upper Bay, with 
reductions from baseline of approximately 4.75 to 6.25 m (15.6 to 20.5 ft).  For the Phase 
2 alignment, Figure 5-11 shows similar reductions are provided for the West and Upper 
Bay, however, this is accomplished with a reduced height of Component “A”, due to the 
presence of Components “C” and “D”. 
 For all simulations in which Component “B” is not included, the backside of 
historic Galveston city experiences widespread inundation (Figure 5-10).  For all 
simulations in which Component “B” is included, the same region of Galveston Island is 
well protected, except for Storm 036 (Figure 5-11[d]), where storm surge appears to 
overtop the raised 6.7 m (22 ft) seawall with maximum coastal WSELs ranging between 
6.5 to 7 m (21.3 to 22.8 ft).  However, this potential overtopping requires further 
investigation. 
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Figure 5-10. SWAN+ADCIRC computed maximum WSELs using the optimized Phase 1 
MBS with Component “A” set at 7.31 m (24 ft) for (a) IKE00-PtB, (b) KAT00-PtA, and (c) 
Storm 036. 
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Figure 5-11. SWAN+ADCIRC computed maximum WSELs using the optimized Phase 2 
MBS with Component “A” set at 6.1 m (20 ft) for (a) IKE00-PtB, (b) KAT00-PtA, and (c) 
Storm 036. 
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5.5 Summary 
Previous studies have analyzed storm surge suppression in the lower (Merrell et 
al. 2011) and Upper (Bedient et al. 2011; Christian et al. 2014) regions of the Bay, but 
few have investigated methods within the Bay itself.  This study conducted a preliminary 
hydrodynamic feasibility assessment of two constructed phases of proposed mitigation 
strategy – the MBS – to gain a deeper insight into its storm surge reduction performance 
under a suitable range of hurricane conditions. 
The MBS Phase 1 analysis showed that Component “A” (in combination with the 
gate structure) may be reasonably constructed to a height of 6.1 m (20 ft) (83% of its 
Phase 1 optimized height) and still provide a substantial level of storm surge reduction 
while Components “C” and “D” may be pending construction.  MBS Phase 2 analysis 
showed that marginal gains in storm surge reduction are achieved for West Bay and 
Upper Bay; however, the addition of Components “C” and “D” can provide significant 
storm surge volume reduction in the Bay so as to avoid unreasonable adverse impacts on 
the backsides of Galveston Island, Bolivar Peninsula, and northeast of the Bay.  The 
addition of Component “B” also helps protect the more vulnerable low lying areas of 
Galveston city’s populated historic district.  Overall, the MBS appears to reduce storm 
surge significantly in the upper and middle portions of the Bay. In addition, this work 
demonstrates the utility of using proxy storms as an efficient approach towards 
conducting rapid storm surge protection feasibility assessments prior to detailed analyses 
for coastal flood risk management studies. 
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Chapter 6  
Network Analysis of Coastal Infrastructure Systems: 
Applications to Water Distribution Systems 4 
 
Managing threats from coastal inundation is only one of myriad factors towards a 
practical realization of coastal resiliency.  Equally vital are the continuous functionalities 
of critical and interconnected coastal infrastructure systems during hazard events. The 
question becomes, “How can we model complex-nonlinear infrastructure systems (i.e. 
power, water distribution, and communications) in a more flexible way such that broader 
insights of their interconnected performance can be studied?” This is essential to first 
responders and victims of natural hazards. This research also investigates the feasibility 
of network science and graph theory applications for developing proxies to engineered 
models water distribution systems.   
The purpose of this chapter is to explore the coupling of graph theory and 
statistical inference for analyzing WDS hydraulic and water quality performance.  These 
performance metrics include: minimum system pressures, maximum hourly unit 
headloss, average system water age, and average chemical concentration.  This task is 
achieved using a synthetically generated dataset of 10,001 lattice-based pipe networks.  A 
suite of 11 graph theoretic metrics and two statistical regression models are analyzed. 
                                                 
4 This chapter derives from the following submitted manuscript, with content that has been re-produced 
for educational purposes. 
 
Torres, J.M., Duenas-Osorio, L, Li, Q., Yadani, A. (2016). “Exploring Topological Effects on Water 
Distribution System Performance,” Submitted J. Wat. Resourc. Plan. Manage. 
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Results show correlative trends can exist between mathematically described pipe 
network topologies and functional performance for simple planar networks.  These trends 
are evident when comparing dynamic processes of WDS pipe networks that follow 
diffusion-like behaviors, such as unit head loss from a water supply source or a 
contamination spread.  The quantitative analyses defined in this chapter begins with a 
description of the synthetic pipe network generating algorithm; the various topological 
properties used to correlate against WDS performance measures; and the type of 
statistical models used to make simplified predictions of basic WDS performance using 
specified graph metrics as explanatory variables.  Strong correlations and statistical 
predictions on WDS performance show that coupled applications of graph theory and 
statistical methods may have strong tendencies to explain functional WDS behaviors at a 
global scale.  However, cases are also identified where the use of specific graph theory 
metrics may not always be warranted for the types of pipe networks analyzed. 
6.1 Modeling Methodology 
The methodology of this study focuses on exploring relationships between pipe 
network topology and functional WDS performance using coupled applications of graph 
theory and statistical methods in order to provide insights on WDS behaviors at lower 
computational and analytical costs.  The broader impacts of this approach aim to facilitate 
widespread hydraulic and water quality analyses of real-world WDSs and probabilistic 
studies on pipe network planning, evolution, and reliability.   
The methodology consists of five components: (1) setting up a basic hydraulic 
testbed of properties for which all subsequent synthetic networks are based; (2) 
generating a suite of synthetic pipe networks that are consistent with established testbed 
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properties across various probabilities of pipe connectivity ranging from tree to grid-like 
topologies; (3) establishing basic global-scale WDS performance measures; (4) 
computing a suite of graph theory metrics; and (5) developing statistical models for 
predicting general WDS performance.  A major component of this methodology relies on 
providing a sizable dataset of streamlined lattice-based pipe networks that are functional 
within an extended period simulation framework for both hydraulic and water quality 
numerical computations.   
6.1.1 WDS Hydraulic Properties  
The basic hydraulic and network properties shared across all generated synthetic 
pipe networks are tabulated in Table 6-1.  These properties were held constant so that 
changes in hydraulic and quality performance could be directly attributed to changes in 
topological connectivity.  
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Table 6-1. WDS Testbed Properties. 
 
 
 For example, a node (or junction) population of 2,025 (i.e. 45*45 node square 
grid) with nodal elevations set to 0 m (0 ft) was maintained for all analyses.  All nodes 
were represented as demand nodes with residential diurnal demand patterns, and a base 
demand of 1.21 L/min (0.32 gpm).  This base demand assumes a household size of five 
persons with a domestic indoor water consumption of 341 L (90 gal.) per capita per day.  
All pipes are 20.32 cm (8 in.) in diameter, 30.48 m (100 ft) in length, and of new cast iron 
material.  All networks have a single supply source from an elevated storage tank of 7.5 
million liters (approximately 2 MG).  To simulate reasonable pressures, the tank 
elevation was set to an initial level of 53.34 m (175 ft), yielding a static system pressure 
of 522.35 kPa (75.76 psi).  For extended period hydraulic simulations, the tank was 
allowed to drain freely with no minimum storage levels or re-filling, but was sized such 
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that volume supply and head were sufficient for a 24-h duration.  For chemical analyses, 
an initial concentration of 5.6 mg/L of unknown chemical was introduced at the tank and 
followed first-order decay kinetics with a bulk reaction rate coefficient of -1.0 sec
-1
.  For 
water age (residence time) analyses, the tank was replaced with a reservoir with a 
constant level of 53.34 m (175 ft), and simulated for a 168-h period (1 week) to allow 
water age for the most hydraulically remote node to reach equilibrium.  
6.1.2 Generation of Synthetic Pipe Networks  
Synthetic pipe networks were generated under various probabilities of nodal 
connectivity, (pc), with nearest node neighbors.  The full set of networks included pc = 
{0.10, 0.25, 0.35, 0.45, 0.50, 0.55, 0.60, 0.65, 0.75, 0.90, 1.00}.  Networks with a pc = 
0.10 represent branched tree-like configurations with near minimal connections and pipe 
density.  The pc = 0.10 was also the lowest probability that could maintain generation of 
fully connected networks within adequate computational time.  Only a single network 
with a pc of 1.00 was needed to represent a fully connected square lattice with maximum 
pipe density.  Figure 6-1 illustrates the network generation flowchart.   
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Figure 6-1. Pipe network generation flowchart. 
 
The generated pipe networks are referred to as “pseudo-random” because nodes 
are only allowed to randomly connect to nearest neighbors.  This ensures strict graph 
planarity (no crossing of pipes) and establishes an upper bound on the maximum number 
of connected neighbors for each node to a degree of four, i.e. maximum node degree.  
These are considered reasonable constraints of basic pipe networks for research 
applications.  To ensure connectivity of pipe networks, the generation algorithm 
identifies disconnected nodes and reassigns the connection probability until a connection 
is established.  Under this approach, adequate topological representations were achieved 
for various levels of pipe density, while still allowing for connected flow paths from any 
given node to any other node.  Figure 6-2 shows example realizations of these pseudo-
random pipe networks.  One-thousand pipe networks were generated for pc = {0.10 to 
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0.90}, for a total of 10,001 pipe networks all of which contained functional time series 
data for simulating extended period hydraulic and water quality using EPANET 
(Rossman 2000).   
 
 
Figure 6-2. Example realizations with enlarged inserts of synthetic pipe networks under 
variable degrees pipe connectivity in workable EPANET frameworks. 
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6.1.3 WDS Performance Measures 
 WDS pipe networks were analyzed under four basic WDS performance measures 
for quantifying system-level hydraulic and water quality performance.  These 
performance measures are summarized in Table 6-2 and include: (1) maximum hourly 
unit headloss (HL), (2) minimum hourly system pressure (MINP), (3) average system 
water age (AGE), and (4) average concentration of an unknown chemical (CONC).  
Maximum unit headloss serves as a good indicator of water and energy demands.  Higher 
system headlosses can imply more pumping and energy needs for meeting flow demands.  
Headloss can also be used to help calculate a pump’s total dynamic head when analyzing 
static lift requirements.  Analyses of minimum system pressures are critical since much 
depends on a WDS’s ability to maintain sufficient pressures under fire flow conditions 
and to avoid negative pressures that may lead to intrusion of foreign chemical and 
biological species along cracked pipes and faulty joints.  Water age is a useful proxy for 
qualitatively assessing overall “health” of a WDS by providing indication on the level of 
chlorine residuals travelling within the bulk fluid.  Water age is also good at identifying 
areas of poor water circulation near dead-end connections.  For chemical analyses, 
average pipe concentrations were measured against an unknown chemicals species with 
an initial concentration of 5.6 mg/L inserted at the tank.  This initial concentration 
equates to approximately 45 kg of chemical under the given tank volume, and follows the 
base-case contamination scenario adopted in Torres et al. (2009). 
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Table 6-2. WDS Performance Measures. 
 
 
Histograms are provided in Figure 6-3for each performance measure.  HL (Figure 
6-3 [a]) and AGE (Figure 6-3 [c]) display a slight positive skewness, while MINP (Figure 
6-3 [b]) and CONC (Figure 6-3 [d]) display a slight to sharply negative skewness.  More 
specifically, the coefficients of variation (Cv) for HL, MINP, AGE, and CONC across the 
full dataset are computed to be Cv = {0.4213, 0.0205, 0.1196, 0.0593}, respectively.  
MINP conveys the least amount of variation across the dataset, while HL is more 
sensitive to pc.   
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Figure 6-3. Histograms across 10,001 pipe network dataset for (a) maximum unit headloss 
(m/1 km); (b) minimum system pressure (kPa); (c) average system water age (hrs); (d) 
average pipe concentration (mg/L). 
 
Figure 6-4 illustrates this performance variation with extended period simulation 
snapshots for a single pipe network realization for that respective pc.  HL (Figure 6-4[a]), 
AGE (Figure 6-4[c]), and CONC (Figure 6-4[d]) show distinguishable spatial variability 
across the range of connectivity.  For example, with all WDS properties held constant, 
unit pipe headloss is expected to decrease with higher connectivity, and water age is 
expected to increase as more pipes are added.  However, MINP (Figure 6-4[b]) shows 
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little variability across the range of networks.  This is because the elevated storage tank 
was sufficiently sized to provide adequate pressures throughout the WDS under peak 
demand conditions, and such that tank drawdown within the 24-h period of hydraulic 
analysis would not lead to unfavorable negative pressures, regardless of network layout.   
 
 
Figure 6-4. Example snapshots from extended period simulations showing variations in (a) 
unit headloss; (b) system pressures; (c) water age; (d) chemical concentration, under the 
indicated probabilistic connectivity. 
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6.2 Analysis of Results 
6.2.1 Graph Theory Metrics 
A suite of 11 graph theory metrics were employed to study how topological 
properties can affect WDS performance for simplified pipe networks.  As summarized in 
Table 6-3, studied graph metrics include: algebraic connectivity (AlgC), average degree 
(AvgD), average shortest path length (L), betweeness centrality (BC), number of edges 
(m), network density (Density), network diameter (Dia), network efficiency (E), network 
radius (R), meshedness (Mesh), and single degree nodes (DE).  There are certainly more 
graph theory metrics within the network sciences that are worthy of application but 
require further investigation in the context of how they relate to WDS performance.  The 
selected graph theory metrics were chosen to represent an initial ensemble of 
performance proxies describing geodesic pathways (shortest pathways), node-link 
combinatorics (node sparsity and connectance), and spectral-based properties (i.e. 
normalizations of the Graph Laplacian).  Interested readers are encouraged to review the 
body of literature underlying these metrics (Barthelemy 2011; Boccaletti et al 2006; 
Caldarelli and Catanzaro 2012; Costa et al. 2007; Diestel 2005; Newman 2010).  
Dorogovtsev and Mendes (2010) and Holme and Saramäki (2012) provided a good 
synthesis on the evolution and types of temporal networks found in natural and 
engineered systems, as well as methods for measuring and modeling.  These network 
concepts can provide a host of new insights for linking conventional statistical models 
with predictive modeling on infrastructure performance. 
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Table 6-3. System-Level Graph Theory Metrics 
Graph Metric Symbol Equation Description Reference 
    
 
Algebraic 
connectivity 
AlgC   [ ] The second smallest eigenvalue, λ, of the normalized graph Laplacian, L, which ranges between 0 
and 2.  L is equal to the diagonal matrix, D, minus the adjacency matrix, A.  Greater values of 
lambda indicate higher pipe network robustness (higher reliability). 
Newman (2010) 
    
 
Average degree AvgD 
〈 〉 =
1
 
∑  
   
 
Average number of edges or pipes connecting a node for a given network.   Newman (2010) 
     
Average shortest 
path length 
L 
 =
1
 ( − 1)
∑    
         
 
Average number of links traversed between two nodes. Shorter average path length is an indicator 
of network efficiency (and likely shorter water travel time). 
Boccaletti et al. (2006) 
     
Betweenness 
centrality 
BC 
  = ∑
𝑛  ( )
𝑛  
         
 
The number of shortest paths crossing a node.  Higher values indicate high importance as a 
"bottleneck" node. For system-level measurements, the sum of the top 10% of bi’s is divided by the 
sum of all bi’s.  Higher values imply pipe networks containing junctions that are critical to overall 
system performance. 
Boccaletti et al. (2006) 
     
Edges m ∑  The total number of edges or pipes in a network.  
     
Network density Density 
 =
 
( 
 
)
=
2 
𝑛(𝑛 − 1)
 
The maximum number of possible edges versus how many edges are actually present, i.e. 
connectance.  Higher network densities imply pipe networks of higher connectivity 
Newman (2010) 
     
Network diameter Dia   𝑥(   ) The length of the longest geodesic path between any pair of vertices.  Higher values may indicate 
higher system-level headloss. 
 
     
Network efficiency E 
 =
1
 ( − 1)
∑
1
   
         
 
The harmonic mean physical distance between nodes.  Ranges between 0 for least-efficient and 
100% for most-efficient networks and may be used as proxy for average water travel time. 
Boccaletti et al. (2006) 
     
Network radius R   𝑛(   ) The length of the smallest geodesic path between any pair of vertices.  Lower values may indicate 
lower system-level headloss. 
 
     
Meshedness MESH 
 =
 −  + 1
2 −  
 
Density of general loops in planar graph. Ranges between 0 for tree-like and 0.5 for grid-like 
networks. May be used as a local redundancy (reliability) measure for pipe networks. 
Barthelemy (2011) 
     
Single degree 
nodes 
DE  = ∑     
   
  = 1 
The total number of nodes in a network with a node degree equal to 1.  This is equivalent to the 
number of dead-end connections within a pipe network. 
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6.2.2 Network Properties and WDS Function 
Pearson correlations were computed across the full 10,001 pipe network dataset 
for each computed WDS performance measure and graph metric.  Table 6-4 summarizes 
this with a correlation matrix, with table elements of strong positive and negative 
correlations shown in black and white shading, respectively. 
 
Table 6-4. Correlation Matrix across Full Dataset (10,001 pipe networks). 
 
 
Strong positive and negative correlations exist for all WDS performance 
measures, except for MINP, which consistently lacks variability, as noted previously.  
Some correlations are intuitive, such as those computed with average degree, average 
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path length, and network efficiency.  For example, as pipe network connectivity increases 
(more pipes), AGE goes up because pipe volume increases while overall demand and 
diurnal patterns remain the same.  Conversely, HL tends to decrease with more pipes as 
water is allowed to travel alternative flow paths at slower velocities.  Figure 6-5 through 
Figure 6-7 illustrate these relationships for pipe networks of pc = {0.10, 0.25, 0.50, 0.75, 
0.90, 1.00}, with each performance measure plotted as a function of Density, E, AlgC, 
and MESH since these four metrics displayed strong positive and negative correlations in 
Table 6-4.  Each data point plotted in Figure 6-5 through Figure 6-7 represents the 
pairwise comparison for a respective EPANET computed performance measure and 
topological graph metric for a single pipe network.  The positive and negative correlative 
trends can be observed across Figure 6-5 through Figure 6-7. 
Referring to Figure 6-5(a), HL decreases with increasing Density.  Density 
describes relationships on the quantity of existing pipes versus the maximum number of 
possible pipe connections.  Networks high in density are considered less sparse.  In 
general, well connected networks will yield lower unit headlosses.  In Figure 6-5(a), 
greater variability in HL can be observed for lower connectivity probabilities, ranging 
between 6 m/km (19.5 ft/1,000 ft) to 15 m/km (49.0 ft/1,000 ft) of pipe length for pc = 
0.1, and only 2 m/km (6.5 ft/1,000 ft) of pipe length for pc = 0.9.  The headloss trend 
follows similarly for E (Figure 6-5[b]), AlgC (Figure 6-5[c]), and MESH (Figure 6-5[d]), 
increase in which all yields lower headlosses.   
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Figure 6-5. Maximum system unit headloss (m/1 km) for pipe networks of pc = {0.10, 0.25, 
0.50, 0.75, 0.90, 1.00} as a function of (a) network density; (b) network efficiency; (c) 
algebraic connectivity; (d) meshedness. 
 
Figure 6-5(b) shows HL in relation to E.  A distinguishable trait of Figure 6-5(b) 
is the slightly greater variability in E for less connected networks (pc  0.50), showing a 
wider spread of data points.  This is because E is largely dependent on available geodesic 
(or shortest) pathways connecting any given pair of nodes.  For example, for pc = 0.1, the 
geodesic pathways connecting the same pair of nodes can vary quite substantially across 
1,000 realizations of different pipe networks. 
AlgC in Figure 6-5(c) has the additional benefit of nicely partitioning networks of 
low reliability (pc  0.50) from those of high reliability (pc  0.50).  The graph Laplacian 
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has the ability to provide deeper insights on networks beyond the adjacency matrix and 
possesses convenient properties of symmetry and non-negativity.  Applications of the 
graph Laplacian have shown great value in diffusion processes involving gases and 
resistor electrical networks.  Algebraic connectivity was selected to test analogous 
applications to chemical spread and friction losses through water distribution pipe 
networks.  Figure 6-5(d) shows HL in relation to MESH.  MESH is simply a measure of 
general loops in a network and can be expected to increase with higher levels of 
connectivity.  For this reason, MESH trends closely to network density (Figure 6-5[a]). 
Overall, as networks progress from pc = 0.10 to 0.25, a reduction in HL ensues for 
many of the computed pipe networks.  However, networks in range of pc = 0.25 to 0.50 
tend to create noticeable “outliers” of networks that produce higher HL relative to the 
entire dataset.  This contradicts intuition that more pipe connections should result in less 
system headloss regardless of pc as long as more pipes are added.  For example, Figure 
6-5(b) suggests that random pipe additions in the range of pc = 0.25 to 0.50 may improve 
average geodesic flow paths for WDS, but does not necessarily guarantee the addition of 
critical flow paths from the head source (tank) to hydraulically remote portions of the 
network.  In this regard, it is peculiar to note in Figure 6-5 the sudden drop in HL and 
concurrent increase in graph metric value for networks of pc > 0.50.  This “phase 
transition” in WDS and graph metric performance is a hallmark property in percolation 
theory for lattice networks; whereby a critical phase transition exists for square lattices at 
pcritical > 0.592746 which results in a continuous vertical pathway for an infinite graph 
(Stauffer and Aharony 1992; Bollobás and Riordan 2006; Grimmett 2013).  WDS 
performance measures and graph properties are shown to undergo similar performance 
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transitions just beyond pc > 0.5, and is observed consistently for the hydraulic and water 
quality performance measures used in this study (Figure 6-5 through Figure 6-7).  More 
research is needed on the utility of percolation theory and pipe network topology and how 
these insights can benefit WDS knowledge and performance.   
Figure 6-6 follows similarly to Figure 6-5 but with upward trends between water 
age and the associated graph metrics.  A key item of note is that AGE increases as the 
system becomes more topologically efficient.  In other words, as E improves with higher 
node connections, water residence time increases.  Added pipes equate to added loops 
and pipe volume, which increases the time for water parcels to circulate within the pipe 
network, before exiting as consumptive use.  Stated differently, higher E is desirable for 
improving hydraulic performance but less desirable for AGE.  This implies some ideal 
network efficiency that can achieve reasonable balance between hydraulic performance 
and residence time.  This tradeoff is unique to WDS pipe networks over other types of 
infrastructure networks where the maximization of E is a typically desired.   
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Figure 6-6. Average system water age (hrs) for different pipe network topologies as a 
function of (a) network density; (b) network efficiency; (c) algebraic connectivity; (d) 
meshedness. 
 
Figure 6-7 reveals a clear downward linear trend for most network properties with 
respect to CONC.  Figure 6-7(b) is exhibits a slightly nonlinear and downward trend with 
increasing E.  Recall for chemical concentrations scenarios, an initial concentration of 5.6 
mg/L is inserted at the elevated storage tank.  A less connected network allows the 
chemical to traverse across the system at higher velocities than a well-connected network 
where the chemical is allowed to circulate under longer residence times and decay.  
Given this relationship between CONC and residence time, it is intuitive that Figure 
6-7(b) follows the inverse trend to Figure 6-6(b) with respect to AGE and E.   
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Figure 6-7. Average pipe concentration (mg/L) for different pipe network connectivities as a 
function of (a) network density; (b) network efficiency; (c) algebraic connectivity; (d) 
meshedness. 
 
6.2.3 Basis for Statistical Inference on WDS Performance 
Given the relationships observed, it is possible to think of predictive models that 
can aid with planning, reliability, and resiliency-based assessments.  Efforts to provide 
full data collection, model development, calibration, and alternatives analyses can prove 
costly for the budget constrained WDS planner with specific needs for planning-level 
feasibility studies of proposed infrastructure projects.  This level of modeling detail can 
also become computationally intensive for researchers trying to impose practical 
constraints on dimensionality and scale reductions for reliability analyses.  For this 
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reason, topological properties may serve as useful metrics to capture key physical 
behaviors of infrastructure performance when processed through statistical models.  In 
testing this concept, parametric and semi-parametric regression models were 
implemented as preliminary tools for predicting system-level performance for the 
synthetic pipe network dataset.  The need for an exhaustive comparison of various 
statistical models (e.g. parametric, semi-parametric, non-parametric) and their efficacies 
towards predicting WDS performance under a variety of hydraulic and quality conditions 
is essential, but is beyond the scope of this study.  Rather, given the preliminary evidence 
and trends provided Figure 6-5 through Figure 6-7, the aim of these statistical analyses is 
to demonstrate the potential value in applying regression methods as a linkage between 
topological properties of a WDS and basic system-level functional performance. 
6.2.4 Statistical Model Fitting and Performance Prediction 
Given that Table 6-4 provides strong evidence for relationships between 
associated graph metrics and performance measures, an ordinary least squares (OLS) 
multivariate regression model was selected for initial testing.  An OLS model assumes 
the following form, 
 
 =   +   𝑥 +  +   𝑥 +   (6-1) 
 
where   is assumed to follow a standard normal distribution, the response   is taken as a 
linear combination of the explanatory variables 𝑥   and parameters    are solved such 
that measured differences between predicted and observed measurements are minimized.  
147 
 
In this analysis the response variables represent a given WDS performance measure 
(Table 6-2) and the explanatory variables represent the 11 graph metrics (Table 6-3).   
In addition, a generalized additive model (GAM) (Hastie and Tibshirani 1990) 
was developed as a semi-parametric alternative for comparing against the traditional OLS 
approach.  GAMs have the added flexibility for handling data that is non-normally 
distributed and potential interactions among covariates.  Rather than solving parameter 
coefficients directly, smoothing functions, 𝑓   (regression splines and tensors) are fitted to 
the data in discrete windows and smoothed with a specified number of knots (Faraway 
2006).  In short, GAMs allow for more flexibility in the fitted errors terms and relax the 
linear restraints in the link functions.  The GAM was also selected to capture nonlinearity 
in the link function in anticipation of providing better predictions on WDS performance.  
GAM link functions assume the model form: 
 
 =   +  ∑𝑓 (𝑋 ).
 
   
 (6-2) 
 
The R-Statistical Package was used, which allows users to implement GAMs with data 
that follow some exponential family distribution (R Core Development Team 2014). 
Strong degrees of collinearity are inherent throughout much of the dataset, as 
indicated in Table 6-4.  This can lead to overinflated standard errors in the estimated 
predictor coefficients for the statistical model.  If covariates are highly collinear, there 
may be multiple sets of coefficients that yield nearly the same likelihood values for a 
given dataset.  These standard errors can also introduce higher likelihoods of Type I and 
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II errors in parameter hypothesis testing.  Therefore, of the 11 explanatory variables in 
Table 6-4, eight of the highly collinear variables (i.e. AvgD, R, Density, L, E, AlgC, 
MESH, DE)  were selected for principal component analysis (PCA) so that two 
orthogonally transformed principle components (PCs) could be used to account for much 
of dataset’s variability.  The three non-transformed covariates included “m,” “Dia,” and 
“BC.”  The first two principle components, PC1 and PC2, were enough to explain 
approximately 94% and 5% of the dataset variation, respectively.  The cumulative 
variation for the remaining 1% was explained in the remaining six PCs.  In regards to 
PC1; AvgD, R, Density, E, AlgC, MESH trended together with similar loadings of about -
0.36.  PC1 comprises a transformed representation of geodesic, spectral, and 
combinatoric graph theory metrics.  In regards to PC2, the highest loading of 0.81 was 
associated with L.   
 Following the PCA, a holdout analysis was conducted in which 5,000 randomly 
selected pipe networks were withheld from the 10,001 network dataset.  This withheld 
dataset was used for fitting and the training the OLS and GAM models, but also because 
GAMs have a tendency to over fit data.  Hypothesis testing was used to iteratively refit 
statistical models by dropping covariates containing the highest p-values.  This was done 
until all remaining covariates were shown to be statistically significant, with a level of 
significance equal to 0.05.  A summary of the final statistical model formulations are 
provided in Table 6-5 for both the OLS and GAM models and for all four WDS 
performance measures.  Fitting diagnostics were also calculated to help compare the 
fitted models in terms of maximizing the log-likelihood and the Akaike Information 
Criterion (AIC) (Akaike 1974).  The AIC is given by: 
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𝐴𝐼𝐶 = −2(𝑙𝑜𝑔 − 𝑙  𝑒𝑙 ℎ𝑜𝑜 ) − (𝑛𝑢  𝑒𝑟 𝑜𝑓 𝑝 𝑟  𝑒𝑡𝑒𝑟𝑠). (6-3) 
 
Minimizing the AIC yields a model that maximizes the log-likelihood with the minimum 
number of parameters.  Therefore, a lower AIC implies a better fit to observed data.  
Based on the AIC scores and rankings, and comparing across the same WDS 
performance measure, GAMs tend to provide slightly better model fits with less 
covariates to the “observed” data or EPANET computed performance than the OLS 
models.   
 
Table 6-5. Summary of Statistical Model Formulations and Fit Diagnostics. 
 
 
 Using the formulated models in Table 6-5, statistical predictions on WDS system-
level performance were conducted for the remaining 5,001 non-withheld pipe networks, 
using the dataset’s topological parameters and PCs as explanatory variables.  These 
statistical model predictions were then used to compare against EPANET computed 
performance measures as a means for cross-validating the statistical approach.   
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Figure 6-8 shows OLS comparisons of “predicted” versus “observed” results for 
HL (Figure 6-8[a]), MINP (Figure 6-8[b]), AGE (Figure 6-8[c]), and CONC (Figure 
6-8[d]).  The different levels of network connectivity (pc) are apparent in Figure 6-8.  For 
example, the upper region of Figure 6-8(a) show higher values of observed and predicted 
HL with greater variability.  These higher headloss regions represent predicted-observed 
data points for poorly connected pipe networks (pc < 0.50), a trend that follows similarly 
to Figure 6-5.   
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Figure 6-8. OLS multivariate regression model comparisons of “predicted” versus 
“observed” for (a) maximum hourly unit headloss (m/1 km); (b) minimum system pressure 
(kPa); (c) average system water age (hrs); (d) average pipe chemical concentration (mg/L).  
Note: Predictions are based on the 5,001 non-withheld pipe network dataset. 
 
The coefficients of determination among predicted-observed values for HL, 
MINP, AGE, and CONC were computed to be R
2
= 0.6134, 0.1015, 0.9556, and 0.9794, 
respectively.  OLS model predictions are appreciable in the explained variance for AGE 
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and CONC.  However, predictive accuracies on HL can be sensitive to regions of pc 
whose variations in pipe network topology can produce larger variations in hydraulic 
performance.  For example, Figure 6-9 illustrates the variability in HL with a box and 
whisker plot taken across the full range of pc’s.  Except for pc = 1.00 (1 pipe network 
realization), each pc represents the quantile variability in computed HL across 1,000 pipe 
network realizations.  Figure 6-9 shows that regions of pc = {0.35 to 0.55} produce wider 
variations in HL performance between the 75
th
 percentile and the extreme maximum 
outlier.  These trend occurs because pc = {0.35 to 0.55} allows for more combinatoric 
node-link variation in establishing nearest neighbor connections where the nodal 
population is held constant and spatially uniform.  Pipe networks of either few or many 
nodal connections can constrain the search space on establishing new connections, 
depending on the pc.  This variability affects statistical model fitting and predictions 
when using simple parametric models, but also highlights new graph theoretic 
opportunities for minimizing hydraulically infeasible topologies of pipe networks that are 
neither minimum spanning (pc = 0.10) or fully connected (pc =1.00), but are some 
realistic combination in between.  
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Figure 6-9. Box and whisker plots across 10,001 pipe network dataset for maximum unit 
headloss (m/1 km). 
 
The lower predicted-observed R
2 
value for
 
MINP (Figure 6-8[b]) is owed to 
overall lack of variability and correlation with the chosen graph metrics.  Therefore, the 
use of MINP as a reliable response variable regressed over the suite of chosen graph 
metrics for predicting WDS system-level performance lacks suitable analysis from a 
linear model, but could be better described with nonlinear methods. 
It is worth noting appreciable predictions for HL, AGE, and CONC tend to exhibit 
predictive errors in the regions of poorly connected networks (Figure 6-8 and Figure 
6-10).  However, when all ranges of pc are considered, the OLS statistical models 
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developed for AGE and CONC are shown to provide acceptable predictive accuracies, 
while the statistical models developed for HL are shown to provide appreciable 
predictions for well-connected networks (pc > 0.55). 
Figure 6-10 shows the GAM predictions with its computed coefficients of 
determination between predicted-observed values for HL, MINP, AGE, and CONC to be 
R
2
= 0.6420, 0.1254, 0.9214, and 0.9306, respectively.  Similar to the OLS model, the 
GAM yields appreciable R
2
 values for all WDS performance measures except for MINP.  
However, the GAM exhibits predicted-observed R
2
 values that are slightly better for HL 
and MINP than those computed from the OLS model.  It is worth reiterating the lack of 
predictive ability on MINP is not only due to the limitations of OLS and GAM 
themselves, but a result on the lack of variability in fully pressurized pipe networks 
whose elevated storage tank was appropriately sized.  Other statistical approaches may 
better describe the dataset.  Improved statistical prediction on pressures may be achieved 
for pipe networks under dual pressures zones or more.   
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Figure 6-10. GAM regression model comparisons of “predicted” versus “observed” for (a) 
maximum hourly unit headloss (m/1 km); (b) minimum system pressure (kPa); (c) average 
system water age (hrs); (d) average pipe chemical concentration (mg/L).  Note:  Predictions 
are based on the 5,001 non-witheld pipe network dataset. 
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Overall, better statistical model fits tended to be simple consisting of two PC 
elements and one to two additional covariates.  More accurate statistical predictions were 
achieved for water quality performance measures (AGE and CONC), followed by good 
performance predictions for HL, depending on range of pc.  The chosen graph metrics 
appear to provide more value in analyzing diffusion and percolation-like processes on 
WDS pipe networks.  This suggests graph theory metrics, which are typically used for 
mathematically describing topological structure, may serve to help describe WDS 
function when coupled with statistical models.  Stronger evidence supporting the 
relationships between pipe network topology and WDS function is needed.  More 
configurations of network topologies, variations on testbed properties, graph metrics, and 
statistical models remain to be explored and tested.  The methodology proposed in this 
study can serve to guide extended coupled analyses of hydraulic, water quality, and 
network properties for other types of pipe network topologies such as decentralized, 
hierarchical, or optimal combinations of both. 
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6.3 Summary 
WDS pipe networks are highly complex and heterogeneous.  Given such 
complexities, what is conspicuously lacking in the WDS literature is an explicit focus on 
the role of pipe network topology, and how network properties can influence 
performance in both hydraulic and water quality contexts.  Leveraging strengths in two 
fields from the network and statistical sciences, a novel research methodology was 
developed for characterizing the topological structures of pipe networks and system-level 
WDS performance.  To accomplish this, a robust library of 10,001 synthetic, simplified, 
and functional lattice-like pipe networks was generated.  All pipe networks were 
equipped with hydraulic and quality time series information, such as diurnal demand data 
and chemical species concentrations, and were computed under extended period 
simulation formats using EPANET. 
Results showed strong positive and negative correlations for 10 of 11 graph 
theory metrics and 3 of 4 WDS performance measures.  Correlations were particularly 
strong for geodesic and spectral-based graph theory metrics, such as network efficiency 
and algebraic connectivity.  The poor correlations involving the graph theory metric of 
betweeness centrality was owed to an upper bound constraint on node degrees for the 
types of pipe networks analyzed.  WDS performance measures of maximum hourly unit 
headloss, average system water age, and average pipe chemical concentrations showed 
strong correlations with graph metrics.  The limitation in correlating against minimum 
system pressures was owed to a simple lack in pressure variability across all pipe 
networks.   
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When visualized, relationships between graph metrics and WDS performance 
measures experienced interesting transitions in performance for pipe networks of pc > 
0.50.  This probabilistic region is a hallmark property in what is referred to as the “critical 
phase transition” in the field of percolation theory in which a continuous vertical pathway 
exists in an infinite graph at pcritical > 0.592746 for square lattice networks.  More 
research is needed on investigating the utility of percolation theory to inform WDS 
performance and network resiliency analyses.  For example, it appears learning more 
about pcritical in pipe networks can inform an ideal E that balances trade-offs between HL 
and AGE. 
Model fits and predictions were performed using parametric (OLS) and semi-
parametric (GAM) regression approaches, but not without first performing an initial PCA 
on a randomly withheld 5,000 dataset for handing collinearity among independent 
covariates and for training the statistical models.  Highly correlated graph metrics were 
transformed into orthogonal spaces in order to better capture the variability of the dataset.  
This was done to avoid bias estimates in the predictor coefficients in the statistical model 
fitting process.  Statistical model predictions were then used to compare against the 
remaining non-withheld dataset using “observed” or EPANET computed performance 
measures as a means for cross-validating the statistical predictions.  Acceptable 
predictions were achieved for maximum hourly unit headloss, average system water age, 
and average pipe concentration. 
The analyses conducted in this study are intended to serve as an initial step 
towards future research that will examine a host of new pipe network, graph theory, and 
statistical models.  For example, the derived inferences on topological structure and WDS 
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performance obtained in this investigation will be extended and tested towards more 
realistic pipe networks containing variations in pipe length, size, material, and under 
variable topographic elevations.  It is anticipated that more complex WDSs will require 
more sophisticated graph metrics and statistical models if performance relationships are 
to be discovered.  There are also a multitude of performance scenarios and networks 
configurations that go beyond simple headloss and water age calculations and lattice-
based pipe networks.   
Overall, graph theory metrics can serve to complement traditional physics-based 
computer models of WDSs by providing inexpensive proxies on system-level 
performance.  The purpose of the proposed methodology is not to make traditional 
analyses easier, but to help reduce system complexity so that the effects of pipe network 
topology can be better analyzed on system-level performance.  By showing linkages 
between pipe network topology and WDS function, as uncovered by statistical models, 
this approach has potential for studying contingencies in aging water networks, future 
smart water networks, interdependent systems, and evolving networks; while enabling 
stochastic analyses and uncertainty quantification for these applications. 
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Chapter 7  
Analyzing Statistical Non-Stationarity of 
Coastal Rainfall Data: Applications to Harris County 
 
Extreme flood events are a product of extreme hydrologic processes, and such 
processes are subject to high degrees of uncertainty and randomness.  In practice, the 
completion of extensive hydrologic frequency analyses translates into the development of 
synthetic design storms to serve as meteorological input for numerical models when 
determining watershed response for a specified annual exceendance probability event 
(AEP).  This frequency analysis is derived from precipitation records for fitting 
probability distributions.  Yet these records can often experience non-stationary effects 
due to climate change or anthropogenic factors that can influence design storm return 
periods.   
The purpose of this chapter is to provide an (1) updated analysis of the 100-
year/1-day rainfall by incorporating new data for the Harris County region; (2) employ 
the use of spatial statistics for enhancing the current 100-year rainfall distribution; and (3) 
quantify statistically significant trends in the gage record dataset.  Current rainfall 
exceedance frequencies for Harris County, Texas lack sufficient spatial representation 
and distribution for extreme events at the local scale.  Past research efforts have largely 
focused on assessing rainfall frequencies at the regional level, using sparse rainfall 
datasets.   
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7.1 Background and Study Area 
In Harris County, current policy and criteria establish three distinct regions for 
precipitation depth duration frequencies (PDDF) (HCFCD 2010; TSARP 2002).  
Referring to Figure 7-1, Regions 1, 2, and 3 designate a 100-year/24-hour rainfall of 12.4 
inches, 13.2, and 13.5 inches, respectively.  These hydrologic regions carry significant 
implications on flood risk management, policy, perceived flood risk by the community, 
and flood hazard mitigation.  More specifically, rainfall totals for each region govern the 
degree to which floodplain management, land development practices, and design 
standards for stormwater infrastructure projects are implemented.  These hydrologic 
regions encompass 22 watersheds, covering over 1,700 square miles of contributing 
drainage area.  In addition, much of Harris County is highly urbanized, and many 
undeveloped areas are anticipating future growth.  Such rapid development in well 
urbanized watersheds can only translate into increased expected flood related damages, 
particularly if current statistical regionalization techniques continue to be employed on 
sparse datasets, and without regard for future trends in rainfall patterns.   
The impetus for this study stems from (1) the historical lack of utilization of an 
extensive rain gage network within and near Harris County containing sufficient records 
of observed daily rainfall summaries, (2) a need to update and adopt new PDDF curves 
based on the latest data and recent advances in statistical methods, (3) a need to generate 
a refined and accurate representation of spatial variability for extreme rainfalls, and (4) 
identify statistically significant trends in rainfall frequencies over time.   
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Figure 7-1. Hydrologic Regions of Harris County (HCFCD 2010; TSARP 2002). 
 
The primary study area for this analysis includes Harris County.  Harris County 
most notably incorporates the City of Houston, as well as other growing suburban cities 
such as Katy, Cypress, Tomball, and Humble.  Harris County is one of the largest (1,778 
square miles), most populous (4.2 million residents and growing), well gaged (i.e. rainfall 
and streamflow), yet frequently flooded counties in the U.S.  Harris County’s close 
proximity to the Gulf of Mexico, lends itself to tropical climate conditions and frontal 
patterns.  Exacerbating the flood risk, much of Harris County is relatively flat in 
topography, with soil types composed of dense clays or clay combinations with silt and 
sand. 
Many extreme rainfall events have occurred within these regions, some of which 
hold national rainfall records.  For example, approximately 40 inches of rain fell in Alvin, 
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TX on July 26, 1976, setting a national record for maximum rainfall in 24-hours.  In June 
2001, TSA devastated much of Harris County with a maximum rainfall of 28 inches over 
a 12-hour period, with a total rainfall accumulation of more than 38 inches in some areas, 
causing almost $9 billion in flood damages.  In September 1998, Tropical Storm Frances 
poured more than 14 inches of rain in 12-hours.  In short, since the 1960s, the Houston 
area has experienced at least 7 severe storm events during which more than 12 inches of 
rain fell over a 24-hour period.  Such frequency of heavy rainfall raises concerns over the 
validity of current 100-year rainfall estimates for Harris County. 
7.2 Methodology 
The paper focuses on the distribution of the 100-year/1-day rainfall, as it is the 
primary benchmark for much of Harris County’s policy criteria for infrastructure 
projects.  The methodology in this study follows the sequence of steps: (1) data collection 
and processing, (2) rainfall frequency analysis for three gage record scenarios, (3) trend 
analysis for three gage record scenarios, and (4) data outlier identification with sensitivity 
analysis. 
7.2.1 Data Collection 
For this analysis, 26 NWS daily rain gages were utilized which encompass Harris 
County, and slightly beyond.  Figure 7-2, illustrates the NWS daily rain gage network for 
this study.  Of the 26 rain gages shown in Figure 7-2, all contain recent data (i.e. year 
ending 2012); all share a common time period and all have at least 60 years of record, 
with 14 gages having at least 70 years of record, and 8 gages having at least 100 years of 
record.  The years of record for each gage are symbolized by size and shading in Figure 
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7-2.  It can be seen that several gages with long records exist beyond Harris County, but 
remain within proximity, and are certainly valid for inclusion in statistical analysis.  
 
Figure 7-2. NWS daily rainfall gage network within study area. 
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Daily precipitation data was analyzed using the annual maximum series method, 
which considers the peak daily rainfall in each year, as opposed to the partial duration 
series, which considers all events over a certain truncation level for each year.  One 
obvious disadvantage of the annual maximum series method is that it considers only the 
largest event in each year, regardless if the second largest event exceeds the largest event 
of other years (Stedinger et al. 1993).  However, results have been shown to be similar 
among both methods for return periods equal to or greater than the 10-year return interval 
(Huffman et al. 2011; Langbein 1949). 
No statistical effort is complete without a brief description on the behavior and 
inherent properties of the data undergoing analysis.  Figure 7-3 illustrates the probability 
density and cumulative peak annual rainfall distributions.  From here, it can be inferred 
that the dataset exhibits a non-negative and positively skewed behavior, with “thin-
shouldered” kurtosis, and with much of the peak annual rainfall distribution falling in the 
range of 4 to 8 inches for all gages.    
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Figure 7-3. (a) Probability and (b) cumulative peak annual rainfall distributions showing 
observed skewness and variability from daily summary gage records. 
 
7.2.2 Frequency Analysis 
Log Pearson Type 3 (LP3) (Pearson 1930) analysis was chosen for performing the 
100-year/1-day rainfall parametric frequency analysis.  LP3 is a 3-parameter 
simplification of the gamma distribution.  Advantages of using the LP3 distribution are 
its flexibility for fitting positively skewed, non-negative, highly variable datasets such as 
rainfall and streamflow.  For continuous random variables,𝑋, and sample size, 𝑛, the LP3 
can be expressed by Eqs. (7-1) and (7-2) (Wurbs and James 2002): 
 
   𝑋 =     𝑋̅̅ ̅̅ ̅̅ ̅ + 𝐾𝑆     (7-1) 
 =  
𝑛 ∑ (𝑋 − ?̅?)
  
   
(𝑛 − 1)(𝑛 − 2)𝑆 
 (7-2) 
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where    𝑋̅̅ ̅̅ ̅̅ ̅ = the sample mean of the logarithms, 𝑆     = the standard deviation of the 
sample logarithms,   = skew coefficient, and 𝐾 = empirical frequency factor based on 
skew and return period, and read from published tables in Bulletin 17B (IACWD 1982). 
7.2.3 Trend Testing 
Of the previous analyses associated with the timeline in Figure 2-7, none included 
a separate analysis or description devoted to trend analysis.  Therefore, in this study 
Mann-Kendall trend testing (Mann 1945; Kendal, 1970) was chosen as the appropriate 
method for performing the non-parametric trend analysis on hydrologic time series data 
for annual rainfall maxima.  Based on the variability of rainfall data, the advantages of 
Mann-Kendall provide a more robust approximation than standard parametric regression 
in the presence of outliers, outliers that will soon be identified in the following section. 
Following the description of Salas (1993) in describing a generalized formula for Mann-
Kendall trend analysis, consider an annual time series,    𝑡 = 1    .  Each value 
  
  𝑡 = 1    − 1 is compared with all subsequent values   𝑡 = 𝑡
 + 1 𝑡 + 2      
and a new series   is generated using Eq. (7-3): 
 
   = 1;   if        
   
  =  0;   if    =    
  
  = -1;   if        
  
(7-3) 
 
where  = (𝑡 − 1)(2 − 𝑡 ) 2 + (𝑡 − 𝑡 ).  The Mann-Kendall statistic is given by the 
sum of the    series, as shown in Eq. (7-4). 
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𝑆 = ∑ ∑    
 
       
   
    
 (7-4) 
 
This statistic represents the number of positive differences minus the number of negative 
differences for all the differences considered. Mann-Kendall tests for significance of 
Kendall's tau, and tests whether the central value, or median, changes over time.   
7.2.4 Modeled Scenarios 
The LP3 and Mann-Kendall analysis were implemented for 3 gage record 
scenarios.  This entailed defining Scenarios 1, 2, and 3 to include the statistical analysis 
of the rain gages’ full record, last 60 years, and last 30 years, respectively.  For Gage 
Record Scenarios 2 and 3, the last 60 and 30 years include share time periods across all 
gages, such that periods of heavy (or low) rainfall were represented accurately and 
equally in the frequency analysis.  Figure 7-4 illustrates the gage records scenarios.  
These scenarios were selected such that variations in computed 100-year/1-day estimates 
could be compared based on sensitivities to record length.   
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Figure 7-4. Gage record scenarios for statistical and trend analysis showing (a) sketch of 
available record lengths and distribution for each gage, (b) Scenario 1 – gages for which full 
records were included in analysis, (c) Scenario 2 – gages for which last 60 years of records 
were included in analysis, and (d) Scenario 3 – gages for which last 30 years of records were 
included in analysis. 
 
7.2.5 Data Outliers 
Peak annual daily rainfall outliers (mild and extreme) were identified based on 
events that were 1.5 times and 3 times the fourth spread (75th – 25th percentile), f_(s ), 
respectively (Devore 2000).  Figure 7-5 displays box and whisker plots showing the 
quartile variability of the dataset, as well as mild outliers (indicated in empty circles), and 
extreme outliers (indicated as black filled circles).  More importantly, Figure 7-5 reveals 
the ubiquity of outliers in the dataset.   Naturally, it makes sense to test the influence that 
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such extreme outliers play on rainfall estimates.  Therefore, a sensitivity analysis was 
conducted on select rain gages (i.e. Alvin, Anahuac, Conroe, and the Heights) in which 
three of the biggest outliers were removed one at a time, while re-computing the 100-
year/1-day rainfall for each removal.  The sensitivity analysis was completed for Scenario 
1 (full gage record) only. 
 
 
Figure 7-5. Peak annual daily rainfalls displaying observations of mild and extreme outliers. 
 
Figure 7-6 shows these outliers play a major role in the outcome of rainfall 
frequency estimates.  For the Heights, the 100-year/1-day rainfall estimates decreased by 
almost 4 inches when omitting its most extreme outlier, and decreased about 1 inch for all 
subsequent outlier removals. For Alvin, the 100-year/1-day rainfall estimates decreased 
by almost 3 inches when omitting its most extreme outlier, and decreased about 1 inch for 
all subsequent outlier removals. For Anahuac and Conroe, the 100-year/1-day rainfall 
estimates decreased by about 1 inch for every outlier removal.  It is evident that extreme 
outliers drive the computed rainfall frequency estimates, and some outliers influence the 
computed rainfall frequencies more than others.  However, for the scope and purpose of 
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this paper, outliers were included in the study.  Future research efforts by the authors’ 
will incorporate more sophisticated techniques for outlier treatment.   
 
 
Figure 7-6. Sensitivities of 100-Year/1-day rainfall estimates to outlier removals for select 
gages using full records. 
 
7.3 Results and Discussion 
Hydrologic frequency analyses and trend testing were carried out for Gage 
Record Scenarios 1 (full record), 2 (last 60 years, and 3 (last 30 years).  Figure 7-7, 
displays an example of rainfall frequency analysis for Tomball, with a computed 100-
year/1-day rainfall of about 12 inches for Scenario 1 (full record).  For the same rain gage 
at Tomball, Figure 7-8 illustrates an example of a Mann-Kendall trend test for Scenario 1, 
and indicates a statistically significant trend increase.  For complete results, Table 7-1 
concisely summarizes the full analyses for all gages.
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Figure 7-7. Example of parametric hydrologic frequency analysis for the daily rain gage record of Tomball, TX . 
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Figure 7-8. Example of nonparametric Mann-Kendall trend test for the daily rain gage 
record of Tomball, TX. 
 
Referring to Table 7-1, the maximum computed 100-year/1-day rainfalls ranged 
from 15.32 inches at Freeport for Gage Record Scenario 1 (full records) to 21.93 inches 
at the Heights for Gage Record Scenario 3 (last 30 years).  In fact, the maximum 
computed 100-year/1-day rainfalls tend to increase with smaller subsets of the full 
records, so long as those subsets consist of the most recent data.  Similar trend increases 
show the average computed 100-year/1-day rainfalls ranging from 12.31 inches for the 
Gage Record Scenario 1 (full records) to 13.70 inches for Gage Record Scenario 3 (last 
30 years). 
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Table 7-1. Summary of hydrologic frequency analyses and statistical trend testing. 
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Table 7-1, also provides a “yes/no” designation for rain gages whose 100-year/1-
day rainfall estimates show statistically significant trend increases, based on Mann-
Kendall hypothesis testing.  For all gage record scenarios, Freeport, H. Barker, and the 
Heights are consistently shown to have statistically significant trend increases.  Gage 
Record Scenarios 1 and 2 show many of the same gages to be increasing in trend.  This is 
because about half of the gages with trend increases in Scenario 1 (full record) contain 
approximately 60 to 70 years of recorded data, which is similar to the analysis period for 
Scenario 2 (last 60 years).  However, gages with longer records, such as Anahuac, 
Hobby, and Tomball, are statistically significant under Scenario 1 (full record), and 
maintain significance under Scenario 2 (last 60 years).  Interestingly, when Scenario 3 
(last 30 years) is considered, new rain gages with trend significance are revealed at 
Angleton, Cypress, and Katy.  Perhaps this is no coincidence, as these areas have 
experienced rapid growth in terms of land development in the last 30 years.   
Figure 7-9 provides a spatial interpolation of the Gage Record Scenarios using 
inverse-distance-weighting (IDW).  Darker shaded regions indicate higher 100-year/1-
day rainfall estimates, and lighter regions represent lower 100-year/1-day rainfall.  Figure 
7-9(a) shows much of the heavier rainfall frequencies to be occurring south and east, near 
the coast, and at highly urbanized regions within Harris County, such as downtown 
Houston, and the Houston Ship Channel.  Figure 7-9(b) shows similar results except that 
darker regions (higher 100-year rainfall estimates) tend to cover the west side of Harris 
County more uniformly.  Figure 7-9(c) exacerbates the “hot spot” near downtown 
Houston, and continues to show heavier 100-year rainfalls near the west of the county.  
The images of Figure 7-9(b) and (c) contradict the current 100-year/24-hour rainfall 
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estimates for the hydrologic regions in Figure 7-9.  Current Harris County criteria 
establishes the heavier 100-year rainfall depth (13.5 inches) near the southeast portion 
(Region 3) and the lighter 100-year rainfall depth (12.4 inches) near the northwest portion 
(Region 1). 
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Figure 7-9. Spatial interpolation using inverse distance weighting of 100-year/1-day point estimates of rain gage’s 
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7.4 Summary 
A 3-parameter hydrologic frequency analysis (LP3) was carried out for 26 NWS 
rain gages consisting of daily rainfall summaries, and covering much of the greater Harris 
County region.  This was followed by a nonparametric procedure using Mann-Kendall 
trend testing for detecting increases in 100-year/1-day rainfall trends over time.  Results 
demonstrate that about one-third of the analyzed rain gages show statistically significant 
trend increases for 100-year/1-day rainfall estimates, and it is worth noting that most of 
these increases occurred in well urbanized areas, i.e. Hobby Airport, the Heights, and 
North Houston.  Moreover, it was revealed that 100-year/1-day rainfall estimates are not 
only sensitive to extreme outliers, but also exhibit wide spatial variability across the 
county. 
L-moments are a powerful regionalization technique for supplementing 
hydrologic frequency analysis at the regional scale, particularly when analyzing sparsely 
distributed rain gage networks with little periods of record.  However, the selection of 
probability distributions, guided by unbiased L-moment estimators tend to experience 
sensitivities to outliers at local scales, even when greater rain gage coverage and longer 
periods of record are available, as was shown in Liscum et al. (2004).  This underlines the 
importance of choosing the right statistical method for the right application. 
In short, understanding the change in long-term rainfall patterns across Harris County is 
vital to designing effective flood mitigation strategies.  However, the accuracy of 
frequency distributions is not mutually exclusive from external influences, e.g. rapid 
changes in landuse patterns and climate change.  With more flood claims being reported 
by Harris County residents living outside the designated floodplain, rapid urbanization, 
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and the lack of an updated and comprehensive rainfall frequency analysis, many residents 
find themselves questioning the validity of current 100-year rainfall estimates.   Globally, 
the Intergovernmental Panel on Climate Change (IPCC) places “high confidence” that 
precipitation has increased over the mid-latitude land areas of the Northern Hemisphere 
since 1951 (IPCC 2013). 
The underlying goal behind this analysis is to enhance the rainfall distribution 
patterns for informing planners and engineers during the design process for stormwater 
infrastructure projects and large-scale civil works projects, for which the design life may 
be hundreds of years. 
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Chapter 8  
Conclusions and Future Research 
  
The following sections summarize conclusions from previous chapters and 
outlines forthcoming research that is to be pursued in the near future. 
8.1 Conclusions 
In the United States, coastal flood risk management is traditionally predicated on 
protecting against extreme hurricane-induced storm surge (expressed in annualized return 
periods).  However, as repeated throughout this thesis (1) hurricane storm surge and (2) 
hurricane rainfall-runoff are not mutually exclusive coastal flood hazards.  Little research 
has emphasized the need for characterizing the joint physical surge-rainfall processes for 
enhancing our understanding of the coastal hydrologic landscape as it relates to 
resiliency. 
To this end, Chapter 3 investigated the relative hydraulic contributions from 
hurricane storm surge and rainfall-runoff under various storm conditions.  A novel 
hurricane shifting modeling framework was implemented that preserved the spatial and 
temporal integrity of hurricane windfields and rain bands.  This helped reveal nonlinear 
trends and behaviors of rainfall-runoff due to topological variations in coastal watershed 
boundaries.  This trend echoes the same sensitivities experienced by storm surge response 
with regards to hurricane landfall location. It was consistently shown that storm surge can 
dominate the flooding potential at the Houston Ship Channel (HSC), but that hurricane 
rainfall-runoff volume can constitute more than half of the volume with regards to the 
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overall storage budget for the same location.  The magnitude and timing of this volume is 
critical when considering surge barrier placement.   
Chapters 4 modeled the HSC gate concept introduced in Christian et al. (2014) 
under a larger set of hurricane conditions.   The HSC gate was shown to maintain 
hydraulic feasibility for the hurricane scenarios analyzed.  However, the structural barrier 
placement across highly incised coastal channels can be more prone to complexities 
involving timing separations of peak storm surge and rainfall-runoff.  The results in 
Chapters 3 and 4 revealed a peak surge-runoff timing separation of less than 24 hrs for 
most of the hurricanes analyzed.  This complexity is exacerbated when considering 
dynamic operations of surge barrier systems and highlights the importance for improved 
hurricane flood forecasting.  In general, the greater the storm surge, the greater the storm 
surge reduction.  Overall, the proposed HSC levee and gate structure appeared to provide 
uniform protection for all industries behind the HSC gate.   
Chapter 5 introduced a new storm surge barrier system concept that included 
protection for the HSC and west Galveston Bay, in addition to protection along Galveston 
Island and Bolivar Peninsula.  The barrier protection system was named the Mid-Bay 
Strategy (MBS) and involves the beneficial reuse of dredged spoil material.  Due to the 
large-scale nature of the MBS, hydrodynamic analyses were conducted to assess 
performance for two phases of hypothetical construction.  Overall, modeled results 
demonstrated the MBS can significantly reduce storm surge in the upper and middle 
portions of the Bay, and that the addition of elevated roadways along Galveston Island 
and Bolivar Peninsula can help mitigate adverse hydraulic impacts on the backsides of 
the barrier islands.  . 
182 
 
Chapter 6 investigated the feasibility of coupling physics-based models with 
graph theory for developing proxies on engineered performance for water distribution 
systems (WDS).  Thousands of pseudo-pipe networks were generated to extract relational 
inferences on topology and water distributions system (WDS) performance.  Results 
show strong correlations can exist for certain graph theory metrics and performance 
measures.  This indicates that coupled applications of graph theory and statistical 
methods can have potential to explain WDS behaviors at a much lower computational 
and analytical cost.  Moreover, by showing linkages between pipe network topology and 
WDS function, this approach demonstrated potential for studying contingencies in aging 
water networks, future smart water networks, interdependent systems, and evolving 
networks; while enabling stochastic analyses and uncertainty quantification for these 
applications 
Chapter 7 focused on rainfall frequency analysis and the presence of statistical 
non-stationarity effects within coastal rainfall data.  Results demonstrated that about one-
third of the studied gages show statistically significant trend increases for 100-year/1-day 
rainfall estimates.  It was noted that many of these increases occurred in well urbanized 
areas and highlights the need for more accurate estimates of design storms that account 
for future trends, and to better inform planners and engineers on flood control projects. 
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8.2 Future Research 
8.2.1 Risk and Uncertainty Analysis of Combined Hurricane Rainfall and Storm 
Surge 
The hydrodynamic models employed in Chapters 3 through 5 entailed advanced 
computationally intensive efforts for studying hydrologic processes involving storm 
surge and rainfall-runoff response.  However, these models were computed in a 
deterministic fashion.  No explicit focus was owed to quantifying the uncertainties in 
model inputs for studying uncertainties in model outputs due to the level of 
computational involvement. 
However, the advent of the HEC-RASController allows the modeler to read and 
write HEC-RAS inputs files allowing the researcher to make use of Monte Carlo methods 
for probabilistic analyses in flood studies in an automated fashion (similar to the 
EPANET Toolkit), particularly at the coast where rainfall-runoff and storm surge are 
more dominant.  This tool will allow the modeler to make the necessary changes to 
models parameters contained within the geometric properties of riverine systems or 
boundary conditions.  This tool is currently being tested on the Houston Ship Channel. 
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8.2.2 Probabilistic Characterization of Hurricane Rainfall 
The aim of this effort is to expand beyond the deterministic-based discrete-event 
rainfalls used in Chapters 3 through 5 with an interest towards a probabilistic, yet 
practice-ready approach for developing synthetic design storms for hurricane systems.  
The hope is that this method can be incorporated into existing coastal flood risk 
management strategies to more accurately account for the combined effects of rainfall.  
This is critical because hurricanes have the potential to produce massive storm surge, as 
well as introduce torrential downpours near the coastal-riverine interface.  Figure 8-1 
illustrates swaths of maximum rainfall patterns from notable hurricanes.  The distribution 
of accumulated rainfall patterns in Figure 8-1 exhibit wide spatial variability, but much of 
the heavier rainfall (shown in darker red and purple colors) tends to occur near the 
coastline where storm surge and rainfall both major contributors to coastal flood 
inundation.  Developing a set of probabilistic hurricane rainfall patterns for the Galveston 
Bay region would involve three key objectives; (1) data collection, (2) uncertainty 
analysis, and (3) collating probabilistic hurricane rainfall with pre-existing regional 
rainfall frequencies. 
8.2.2.1  Objective 1 – Hurricane Rainfall and Storm Surge Data Collection 
 This objective entails the collection of maximum hurricane rainfall and storm 
surge data for Gulf Coast hurricanes.  Currently, much of this data has already been 
collected.  Tropical storms, depressions, disturbance, and winter storms have been 
excluded from this data collection, particularly because they tend to result in little storm 
surge, but can be included in future analysis.  Figure 8-2(a) and (b) reveals the histograms 
from this data collection, showing maximum hurricane rainfall and storm surge, 
185 
 
respectively, for Gulf System hurricanes between 1950 and 2009.  These datasets were 
obtained from SURGEDAT (Needham et al. 2015) and the NOAA Tropical Cyclone 
Data (NOAA 2012).  Together this dataset comprises about 70 unique records, for which 
pairs of maximum rainfall and surge from a given hurricane were recorded.  It can be see 
that Gulf System hurricanes tend to produce maximum rainfalls in the range of 9 to 18 in 
(23 to 46 cm), while maximum storm tide exhibits slightly more variability, in the range 
of 6 to 18 ft (2 to 5.5 m).   
 
 
Figure 8-1. Example of total rainfall accumulation for Hurricanes (a) Katrina, (b) Rita, (c) 
Gustav, (d) Ike, (e) Isaac, and (f) Sandy. (Photos courtesy of: David Roth, NOAA) 
a) b) c) 
d) e) f) 
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Figure 8-2. Histograms Gulf system hurricane of maximum hurricane (a) rainfall and 
(b) storm tide between 1950 and 2009. 
 
8.2.2.2  Objective 2 – Probabilistic Analysis of Hurricane Rainfall 
 Objective 2 incudes the full probabilistic characterization of hurricane rainfall 
using a Monte-Carlo based approach.  Figure 8-3 shows general methodology.  Figure 
8-3(a) involves the analytical distribution fitting for specific hurricane parameters that are 
known to significantly affect hurricane rainfall intensities.  These include radius to 
maximum winds, central pressure differences, and forward velocity.  These are by no 
means the only parameters affecting rainfall, but are cited quite frequently in literature 
(Lonfat et al. 2004; Vickery 2005; USACE 2009b). 
 
a) b) 
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Figure 8-3. Probabilistic rainfall design approach showing (a) model input distributions, (b) 
empirical rainfall models, and (c) resulting rainfall accumulation for a given return period.   
 
An empirical estimate of rainfall intensity versus central pressure and radius was 
developed for the Interagency Performance Evaluation Task Force (IPET) study (USACE 
2009b) based on the NASA Tropical Rainfall Measuring Mission (NASA 2015).  This 
relationship is formulated in Eq. (8-1): 
 
 (𝑟) = {
 (1.14 + 0.12∆𝑃) 𝑟   𝑅   
 (1.14 + 0.12∆𝑃)𝑒
  . (      )
     𝑟   𝑅   
 (8-1) 
 
a) b) 
c) 
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Where  represents rainfall intensity (mm/hr);   is a dimensionless coefficient 
accounting for asymmetric variation in rainfall, ∆𝑝 (mb) represents the difference 
between the central pressure deficit, 𝑟(n-mile) is the distance radius from the eye wall; 
and 𝑅    (n-mile) is the radius to maximum winds.  IPET (USACE 2009b) suggested 
that   be taken as 1.0 to the left of the hurricane eye and 1.5 to the right. 
 However, Eq. (8-1) assumes constant rainfall intensities for a given central 
pressure deficit.  Vickery (2005) provides a simple empirical model for estimating the 
decay of the central pressure gradient as a hurricane makes landfall.  This model is based 
on an exponential decay function shown in Eqs. (8-2) and (8-3): 
 
𝛥𝑝(𝑡) = 𝛥𝑝 𝑒
    (8-2) 
 
 = 0.0413 + 0.0018
𝛥𝑝 × 𝑉
𝑅   
 (8-3) 
 
Where ∆𝑝 (mb) represents the difference between the central pressure of the storm and 
the far field pressure associated with the outermost closed isobar; ∆𝑝 (mb) is the 
difference in central pressure and far field pressure at landfall;    is the geographically 
derived filling constant for the Gulf Coast; 𝑉(m/s) is the translational speed of the 
hurricane; and 𝑅    (km) is the radius to maximum winds. 
The analytical probability distributions and empirical relationships can be used to 
visualize “swaths” of hurricane concentric rainfall accumulation patterns that vary 
spatially for some radius distance, 𝑟, from the eye, and allowed to decay as a function of 
central pressure increases as the hurricane continues inland.  This is illustrated in Figure 
8-3.  This method can be simulated several thousand times, such that the uncertainty 
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surrounding this approach can be quantified.  The end result will be a map showing 
isohyets of “expected” hurricane rainfall totals for that region and their associated 
degrees of confidence. 
8.2.2.3  Objective 3 – Collate Probabilistic Hurricane Rainfall with Regional Rainfall 
Frequencies 
 The purpose of Objective 3 is to formally address the fundamental research 
question posited in Chapter 1, “What design rainfall should be considered for designing 
interior drainage systems upstream of surge barriers?”  This effort involves collating the 
spatial accumulation rainfall totals from Objective 2 against existing rainfall frequency 
frameworks such as Technical Paper (TP)-40 (Hershfield 1961).  As discussed in Section 
2.4.2, TP-40 rainfall estimates are provided in a series of atlases for the U.S., east of the 
Rocky Mountains, for different durations and frequencies.  TP-40 calculates the 100-
year/24 hour rainfall for Harris County to range between 12 and 13 in (30.5 and 33 cm). 
Cross-checking probabilistically derived hurricane rainfall estimates against 
existing rainfall frequency atlases can provide engineers and planners with a familiar 
exceedance probability method for incorporating hurricane rainfall into coastal flood 
protection measures.  The elegance of collating hypothetical hurricane rainfalls against 
TP-40 estimates becomes particularly useful when conducting time series or unsteady 
analyses of coastal-riverine hydraulics.  Precipitation-depth-duration rainfall frequency 
estimates allow for the use of nested synthetic rainfall hyetographs, using either the 
alternating block method or the Soil Conservation Service (SCS) rainfall distributions 
(Type III).  This provides engineers with a temporal “element” for upstream drainage 
analysis, as opposed to “static” water levels for downstream storm surge protection. 
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8.2.3 Circulation and Salinity Modeling for Galveston Bay 
The analysis in Chapter 5 showed that the Mid-Bay Strategy (MBS) has 
significant potential for reducing the vulnerabilities in Galveston Bay and the HSC from 
storm surge inundation during extreme hurricane events.  These flood reduction benefits 
are re-illustrated in Figure 8-4.  However, despite such benefits, civil works projects of 
this magnitude may lead to unintended ecological impacts on the surrounding 
environment.  Maintaining the delicate balance between bay circulation and salinity is 
critical to maintaining the health of aquatic and terrestrial habitats.   For example, much 
of the Galveston Bay ecosystem (e.g. oyster reefs) depends on the delicate balance 
between freshwater inflows and salinity. Oysters are typically found in areas where long-
term salinity ranges between 10 and 30 ppt (Shipley and Kiesling 1994).  The 
development of advanced finite element circulation models will soon follow to help 
quantify the level of adverse environmental impacts on the Bay, potential effects on the 
surrounding ecosystem, and effective methods for mitigating such impacts. 
 
Figure 8-4. SWAN+ADCIRC computed results for the MBS showing (a) floodplain 
reductions using storm IKE15-PtA, and (b) maximum WSELs using storm IKE00-PtB.  
Note: Storm IDs are described in Chapter 5. 
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Circulation and salinity models will help describe tidal and residence time 
patterns for Galveston Bay under normal conditions.  This effort will involve a new data 
collection effort of freshwater inflows from contributing streams and rivers into 
Galveston Bay.  The computational mesh will likely be truncated to a size that is more 
computationally efficient, re-calibrated for tidal circulation, then retrofitted with the MBS 
alignment in true constructed form as a series of containment berms.  Models developed 
for salinity will require longer runtimes to allow for seasonal changes in wet and dry 
periods.  This will be an iterative modeling process, as some alignment scenarios of the 
MBS may induce more impact on circulation than others.  Sizable changes in the MBS 
alignment will have to be recomputed under hurricane conditions to ensure storm surge 
reduction is maintained. 
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Appendix 1: Hurricane Ike Revalidation 
 
The purpose of this appendix is to summarize previous efforts pertaining to 
revalidation modeling efforts of Hurricane Ike as conducted using the current 
SWAN+ADCIRC setup.  Special attention is aimed towards observed and modeled water 
level comparisons in and around Galveston Bay, Texas.  The impetus for the this effort is 
owed to gradual simplifications made to the computational mesh over time.  This has 
necessitated this revalidation effort in due diligence and to enhance model confidence for 
the storm surge analyses conducted in previous chapters.   
A1.1 Model Setup 
The ADICRC analysis supporting this effort has been evaluated using the implicit 
approach for solving the governing equations for hydrodynamic storm surge and tidal 
circulation.  The Powell Drag Law (3-sector based) with a cap of 0.002 was applied 
throughout this study and a computational time-step of 0.5 seconds was adopted.  No 
usage of ADCIRC’s slope limiting feature was implemented.  However, the advection 
term was excluded to achieve model stability for the needed 17.5 day tidal spin-up.   
The current computational mesh is a truncated version of the original FEMA 
mesh.  The most significant difference arises from the removal of bays and low relief 
areas south of Freeport.  This truncated version allowed for accelerated model runtime 
and stability, as well as alleviated the computational burden on TACC supercomputers 
and thus saving allocated time credits for other simulations. 
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A1.2 Analysis & Results 
Modeled results are provided with respect to observed measurements from the 
USGS’s inland monitoring gage network that was deployed prior to Hurricane Ike’s 
landfall.  The full gage network consists of 117 pressure transducers across the upper 
Texas Coast and Louisiana.  The portion of this network most relevant to this study is 
illustrated in Figure A1-1. 
 
 
Figure A1-1. USGS Recording Stations for Hurricane Ike. 
 
The numerical validation of hydrodynamic response in bay and estuarine systems 
can be more complex than open coast analysis due to variations in wind setup, tidal 
exchange, freshwater inflows, and the presence of residual surge.  Due to the added 
complexities of storm surge within semi-enclosed bays and the tendency for gages to 
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record “noise” from wind-induced wave action, it is more appropriate to compare 
observed and modeled results using full stage hydrographs, as opposed to straight 
comparisons of maximum water levels.  This allows for the complete evaluation of peak 
surge timing, forerunner shape, and relative volume contributions, among other metrics.   
A representative sampling of stage hydrographs are shown in Figure A1-2.  
Referring to Figure A1-2, revalidation results are reported for three scenarios: (1) 
observed water levels (solid black line), (2) computed water levels (solid blue line), and 
(3) computed water levels using a 17.5 tidal spin-up (hatched blue line). Four reporting 
locations are selected to represent the north, south, east, and west portions of Galveston 
Bay.  For example, the north side of Galveston Bay is represented by USGS Gage HAR-
002 near the Bayport Shipping Terminal; the south is represented by GAL-008 near 
Bolivar Roads; the east by CHA-004 near Anahuac; and the west by GAL-022 near 
Kemah.  For backside reporting locations, GAL-011 is located on the backside of 
Galveston Island just east of Galveston Island State Park, and GAL-002 is located on the 
backside of Bolivar Peninsula near Goat Island.  For coastal locations, GAL-010 was 
selected as being southwest of the Victorian Condo Hotel Resort on Galveston Island, 
and GAL-001 was selected as being near Crystal Beach on Bolivar Peninsula. 
Within Galveston Bay, stage hydrographs for the north and west regions of the 
Bay are typically characterized by three peaks, i.e. a forerunner peak, a primary wind-
induced peak at the forward passing of the hurricane eye, and a third peak resulting from 
reverse hurricane winds and residual surge.  Given this tri-modal behavior, the modeled 
hydrographs (with and without tide) consistently show under-predicted values as 
compared to observed values for Ike’s forerunner (of about 1 to 2 feet) within Galveston 
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Bay.  However, this is likely due to the absence of a modeled advection term in the 
governing momentum equations, which is typically considered less important for 
determining peak surge but critical for capturing the hurricane forerunner.  Similarly, at 
certain locations along north and west Galveston Bay (e.g. GAL-019, GAL-022, HAR-
002, HAR-003) the modeled hydrographs are slightly under-predicting the primary wind-
induced observed second peak (by about 0.5 to 1.5 feet).  This may be attributed to one or 
more of the following factors that would result in less water in the bay to be influenced 
by the strong winds preceding the eye of the storm: the under-predicted forerunner, the 
lack of modeled hurricane rainfall over the bay and the lack of associated freshwater 
inflows entering the bay, such as near Clear Creek.  In regards to the third peak, the 
modeled hydrographs are moderately over-predicting water levels as compared to 
observed levels (of about 1 to 2 feet) for reasons still being investigated.  However, it is 
hypothesized that the exclusion of the advection term may have the inverse implications 
for over-predicting this third peak as it did for under-predicting the forerunner.  For 
example, the modeled hydrographs may be retaining more surge volume within 
Galveston Bay by not allowing for proper drain time and circulation by way of advection 
as the hurricane passes.    
Referring to Figure A1-2, the front and backsides of Galveston and Bolivar are 
well modeled, with mild under-predictions of the forerunner for the same reasons 
explained above.  The magnitude and shape of the rising and falling limbs containing the 
peak surge are well captured.  The front-coastal side of Galveston Island and Bolivar 
Peninsula include more noise in the observed measurements that is justifiably not 
captured in the numerically modeled hydrographs, as this noise is due to wave action and 
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the ADCIRC model results are not incorporating any significant wave height onto the 
computed water levels. 
 
Figure A1-2. Representative Locations of Modeled versus Observed Stage Hydrographs. 
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In the interest of making a fair maximum water level comparison, adjustments 
were made to subtract the noise related to wave action from the observed measurements.  
Figure A1-3 illustrates the maximum water level comparisons, with an R
2
 = 0.88.  In 
general, the ADCIRC model mildly under-predicts maximum water levels along the 
western shoreline of Galveston Bay (from 0.27 to 0.63 feet), and in most cases the 
ADCIRC model over-predicts locations further inland (from 0.5 to 1.0 foot).  This is well 
illustrated in Figure A1-4.  In short, modeled-observed comparisons tended to perform 
better for USGS gages placed near the shoreline rather than those placed inland within 
bayous and tidally influenced channels. 
 
 
Figure A1-3. Re-validation of maximum water levels. 
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It is worth stating that Figure A1-2 contains a few hydrographs that appear 
truncated at the rising and falling limbs.  This is due to a recurrence of wetting and drying 
of nodes within the ADCIRC mesh during the simulation.  As a result, the associated 
results are also truncated, but in most cases, the time immediately before and after the 
peak surge are still captured. 
 
 
Figure A1-4. Spatial comparison of Over/Under Comuted MaxEs with USGS observations. 
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Figure A1-5. Spatial comparison of SSPEED computed maximum water levels with high 
water marks from USGS, HCFCD, and FEMA. 
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A1.3 Conclusions 
A cursory revalidation analysis of Hurricane Ike was performed using the current 
SWAN+ADCIRC modeling setup.  Overall, the “Modeled” and the “Modeled with Tide” 
stage hydrographs appear to agree with observed measurements for all stage hydrographs 
within an acceptable degree of error, despite mesh adjustments.  Recommendations for 
marginal improvements on predictive accuracies would entail the inclusion of the 
ADCIRC advection term, freshwater inflows, and Hurricane Ike’s rainfall over Galveston 
Bay.  It may be worth comparing these results with a repeat analysis using the Garrett 
wind drag approach. 
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Appendix 2: Code 
 
The following contains highly abridged versions of original code written by the 
author to accomplish key research tasks.  Other code snippets and scripts were developed 
throughout this study to carry out supporting tasks, such as rainfall data collection and 
hydraulic model manipulation, but are not included in this appendix for simplicity of 
space.  However, all code can be made available upon request. 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Purpose:  Random pipe network generator (functional lattice pipe networks) 
Author:   Jacob M. Torres 
Language:  Visual Basic 
 
Randomize 
Dim NodeID As Long 
Dim NodeID_Lattice() As String 
Dim PipeID As String 
 
'Record User Inputs 
Num_Networks = Cells(1, 2) 
Num_Rows = Cells(2, 2) 
Num_Columns = Cells(3, 2) 
Num_Nodes = Cells(4, 2) 
InputFile_Export_Path = Cells(6, 2) 
Adj_Matrix_Export_Path = Cells(8, 2) 
Pipe_Connect_Probability = Cells(5, 2) 
 
Worksheets("Inputs").Select 
Range("A1").Select 
 
ReDim NodeID_Lattice(Num_Rows, Num_Columns) 
ReDim Node_Attribute_Table(Num_Nodes, 7) 'six fields: node_counter, ID, X, Y, Elevation, 
Base_Demand, Demand_Multiplier) 
ReDim Pipe_Attribute_Table(Num_Nodes * 4, 7) 'seven fields: pipe_counter, ID, from, to, size, length, 
roughness.  an overestiamte of pipe connections, will have empty records for sure 
ReDim Nodes_to_Fix(0) 
 
'FIRST, get number of existing .inp files and continue off those, so we don't have to start over, should 
something happen. 
Path = InputFile_Export_Path & "\*.inp" 
FileCount = 0 
Filename = Dir(Path) 
Do While Filename <> "" 
        FileCount = FileCount + 1 
224 
 
        Filename = Dir() 
Loop 
     
For n2 = 1 + FileCount To Num_Networks + FileCount 
Pipe_Counter = 0     
 
'STEP 1: GENERATE NODE LATTICE CONFIGURATION AND POULATE NODE 
ATTRIBUTES 
Node_Counter = 1 
X_Coord = 0 
Y_Coord = 0 
 
   For i = 1 To Num_Rows 
For j = 1 To Num_Columns            
i2 = i 'give index, i a dummy replica so that we can convert to string w/o 
messing up long data type for the counter 
j2 = j 'give index, j a dummy replica so that we can convert to string w/o 
messing up long data type for the counter 
              str_NodeID = CStr(i2) & "_" & CStr(j2) 
              NodeID_Lattice(i, j) = str_NodeID 
                 
Node_Attribute_Table(Node_Counter, 1) = Node_Counter 
Node_Attribute_Table(Node_Counter, 2) = str_NodeID 
Node_Attribute_Table(Node_Counter, 3) = X_Coord 
Node_Attribute_Table(Node_Counter, 4) = Y_Coord 
Elevation = 0                                       'add uncertainty here next phase 
Node_Attribute_Table(Node_Counter, 5) = Elevation 
Base_Demand = 0.32                                  'add uncertainty here next phase 
                 
If str_NodeID = "45_45" Then 
Base_Demand = 1000 
End If 
                 
Node_Attribute_Table(Node_Counter, 6) = Base_Demand 
                 
Demand_Multiplier = 1                               'add uncertainty here next phase 
Node_Attribute_Table(Node_Counter, 7) = Demand_Multiplier 
Node_Counter = Node_Counter + 1 
                 
'Call Populate_Node_Attribute_Table(Num_Nodes, NodeID, X_Coord, 
Y_Coord) 
                 
X_Coord = X_Coord + 1000 
Next j 
 
X_Coord = 0 'next lattice row line 
Y_Coord = Y_Coord - 1000 
Next i 
 
'STEP 2A: GENERATE LINKS 
'CONNECT HORIZONTALLY 
For i = 1 To Num_Rows 
For j = 1 To Num_Columns 
       
'Establish From_Node 
i2 = i 
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j2 = j 
str_From_Node = CStr(i2) & "_" & CStr(j2) 
str_Num_Rows = CStr(Num_Rows) 
str_Num_Columns = CStr(Num_Columns) 
                 
If j <> Num_Columns Then 
                                          
If Rnd() < Pipe_Connect_Probability Then 'pipe connection exists 
'Establish To_Node 
i_right = i 
j_right = j + 1 
str_To_Node = CStr(i_right) & "_" & CStr(j_right) 
                     
PipeID = str_From_Node & "-" & str_To_Node 
                         
'check if pipe already exists in reverse "from_node" "to_node" 
order 
If Pipe_Counter > 1 Or Pipe_Counter = 1 Then 
For b = 1 To Pipe_Counter 
If Pipe_Attribute_Table(b, 2) = 
str_To_Node & "-" & str_From_Node Then 
GoTo Pipe_Replica_Go_Next_Direction_1 
End If 
Next b 
End If 
                     
Pipe_Counter = Pipe_Counter + 1 
 
Pipe_Attribute_Table(Pipe_Counter, 1) = Pipe_Counter 
Pipe_Attribute_Table(Pipe_Counter, 2) = PipeID 
Pipe_Attribute_Table(Pipe_Counter, 3) = str_From_Node 
Pipe_Attribute_Table(Pipe_Counter, 4) = str_To_Node 
Pipe_Attribute_Table(Pipe_Counter, 5) = 12             
Pipe_Attribute_Table(Pipe_Counter, 6) = 100             
Pipe_Attribute_Table(Pipe_Counter, 7) = 0.00085          
     
End If 
End If 
Next j 
Next i 
 
‘NOTE: For the sake of saving space the following comments have been added describing the remainder of 
the code. 
 
‘STEP 2B: CONNECT NODES VERTICALLY 
‘STEP 2C: RUN HYDRAULICS, IDENTIFY DISCONNECTED NODES 
‘STEP 2D: REPAIR DISCONNECTED NODES 
‘STEP 3: WRITE FULL EPANET INPUT FILE FOR HYDRAULIC AND QUALITY ANALYSES 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
  
226 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Purpose:  Statistical analysis of WDS performance and topological properties 
Author:   Jacob M. Torres 
Language:  R 
library(MASS) 
library(mgcv) 
par(mar=c(6.1,6.1,4.1,2.1), mgp=c(4,1,0)) 
 
#DATA SETUP 
data5000_holdout=read.csv(file.choose(), header=T) 
attach(data5000_holdout) 
summary(data5000_holdout) 
 
data5000_holdout_corr_covariates = 
cbind(data5000_holdout$AvgD,data5000_holdout$r,data5000_holdout$Density,data5000_holdout$L,data5
000_holdout$E,data5000_holdout$ALGE,data5000_holdout$MESH,data5000_holdout$DE) 
colnames(data5000_holdout_corr_covariates) = c("AvgD","R","Density","L","E","ALGE","MESH","DE") 
summary(data5000_holdout_corr_covariates)  
 
data5001_predict=read.csv(file.choose(), header=T) 
attach(data5001_predict) 
summary(data5001_predict) 
data5001_predict_corr_covariates = 
cbind(data5001_predict$AvgD,data5001_predict$r,data5001_predict$Density,data5001_predict$L,data500
1_predict$E,data5001_predict$ALGE,data5001_predict$MESH,data5001_predict$DE) 
colnames(data5001_predict_corr_covariates) = c("AvgD","R","Density","L","E","ALGE","MESH","DE") 
 
#PCA 
data5000_holdout_pca = prcomp(data5000_holdout_corr_covariates, center=T, scale=T) 
data5000_holdout_pca 
summary(data5000_holdout_pca) 
plot(data5000_holdout_pca) 
screeplot(data5000_holdout_pca, type="lines",main="Principal Components Scree Plot") 
biplot(data5000_holdout_pca) 
data5000_holdout_pca$sdev^2 
dim(data5000_holdout_pca$x) 
PC1 = data5000_holdout_pca$x[,1] 
PC2 = data5000_holdout_pca$x[,2] 
 
#LINEAR MODEL 
#FIT 
#1. PCA, Note: If doing PCA from scratch then start here, if not (you already have PC1,2 as headers in 
your holdout data .csv, then skip to load fit data w PCs 
data5000_holdout_pca = prcomp(data5000_holdout_corr_covariates, center=T, scale=T) 
 PC1_holdout = data5000_holdout_pca$x[,1] 
 PC2_holdout = data5000_holdout_pca$x[,2] 
 write.table(PC1_holdout, "directory/PC1_holdout.txt", sep="\t") 
 write.table(PC2_holdout, " directory /PC2_holdout.txt", sep="\t") 
  
#2. load fit data with PCs 
#in this step manually paste PC values into .csv as 'PC1' and 'PC2' and re-save as '....w_PCs.csv' then 
import## 
data5000_holdout_w_PCs=read.csv(file.choose(), header=T) 
pairs(data5000_holdout_w_PCs) 
attach(data5000_holdout_w_PCs) 
summary(data5000_holdout_w_PCs) 
227 
 
#3. FIT,  you need to iterate the covariates, removing the non-stat. signif. ones, what's below should be the 
final model 
lm_fit=lm(HL_m~m+abs(PC1)+PC2,data=data5000_holdout_w_PCs) #NOTE: putting the abs() was the 
only way for me to avoid negative HL predictions 
lm_fit=lm(HL_m~Density+E+ALGE,data=data5000_holdout)  
summary(lm_fit) 
plot(lm_fit)  
deviance(lm_fit) 
logLik(lm_fit) 
AIC(lm_fit) 
  
#PREDICT 
#1.  PCA, Note: If doing PCA from scratch then start here, if not (you already have PC1,2 as headers in 
your predict data .csv, then skip to load predict data (not witheld data) 
#get PC's from predict data, then paste into a new .csv 
data5001_predict_pca = prcomp(data5001_predict_corr_covariates, center=T, scale=T) 
PC1_predict = data5001_predict_pca$x[,1] 
PC2_predict = data5001_predict_pca$x[,2] 
write.table(PC1_predict, " directory/PC1_predict.txt", sep="\t") 
write.table(PC2_predict, " directory/PC2_predict.txt", sep="\t") 
  
#2. Load predict data with PCs 
#in this step manually paste PC values into .csv as 'PC1' and 'PC2' and re-save as '....w_PCs.csv' then 
import## 
data5001_predict_w_PCs=read.csv(file.choose(), header=T) 
attach(data5001_predict_w_PCs) 
summary(data5001_predict_w_PCs) 
 
#3. Predict 
lm_predict = predict.lm(lm_fit, newdata=data5001_predict_w_PCs) 
mod_v_obs = lm(lm_predict~poly(HL_m,3,raw=TRUE), data=data5001_predict_w_PCs)  
summary(mod_v_obs) 
plot(lm_predict~HL_m, data=data5001_predict_w_PCs, main="Max. Unit Headloss (HL) (m/1 km)", 
xlab="Observed HL", ylab="Predicted HL", col.axis = 'black', col.lab = 'black', cex.main = 2.5, cex.axis = 
2.0, cex.lab = 2.5) 
abline(mod_v_obs) 
  
lm_predict = predict.lm(lm_fit, newdata=data5001_predict) 
mod_v_obs = lm(lm_predict~HL_m, data=data5001_predict) 
summary(mod_v_obs) 
plot(lm_predict~HL_m, data=data5001_predict, main="Max. Unit Headloss (HL) (m/1 km)", 
xlab="Observed HL", ylab="Predicted HL", col.axis = 'black', col.lab = 'black', cex.main = 2.5, cex.axis = 
2.0, cex.lab = 2.5) 
abline(mod_v_obs) 
 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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