ABSTRACT This paper investigates the beamforming design for multiple-input single-output nonorthogonal multiple access (NOMA) downlink systems. The NOMA beamforming design is formulated as a weighted sum rate maximization (WSRM) problem with decoding order constraints on the beamforming vectors and quality-of-service constraints for each user. We first investigate the feasibility of the NOMA WSRM problem and then propose an efficient method to achieve the optimized beamforming vectors. Furthermore, we consider the situation where user channels are homogeneous, which is particularly suitable for using NOMA. In this case, we show that the NOMA WSRM beamforming problem admits the favorable convexity and thus the optimal beamforming solution can be efficiently found. We further show that, with homogeneous channels, the optimal power allocation of the users can be analytically characterized.
I. INTRODUCTION
As a result of the constantly growing demand of new service and data traffic for wireless communications, the fifth generation (5G) communication systems propose higher requirements in data rates, lower latency, and massive connectivity [1] . In order to meet these high demands, some potential technologies, such as massive multipleinput multiple-output (MIMO) [2] , small cell [3] , millimeter wave [4] and device to device communication [5] , [6] will be introduced to 5G communication systems. Specifically, multiantenna techniques will be widely adopted in 5G communication systems, since it provides the flexibility and degrees of freedom needed for efficient resource allocation. Most existing works, such as [7] and [8] , consider orthogonal multiple access (OMA) techniques, which impose orthogonal policies for radio resource allocation. In this way, subcarriers and spatial resources are allocated exclusively to each user to avoid multiuser interference. However, such traditional resource allocation strategies cannot fully exploit limited spectral resources. To overcome this shortcoming, non-orthogonal multiple access (NOMA), which can support overloaded transmission over limited spectral resources and further improve the spectral efficiency [9] , [10] , will be introduced into 5G communication systems. Particularly, by using superposition coding at the transmitter with successive interference cancellation (SIC) at the receiver, NOMA allows multiple users to share the same (frequency, time, code, or spatial) resources at the same time, which can bring better performance in terms of spectral efficiency. Therefore, NOMA has received much attention recently.
Because of the non-orthogonality of users, resource allocation is a much more challenging task in NOMA systems compared to OMA systems [11] . Nevertheless, Zhu et al. [9] showed that single-input single-output NOMA (SISO NOMA) systems can achieve higher throughput compared to conventional SISO OMA systems. However, most existing works studying resource allocation in NOMA systems focused on SISO NOMA and the results cannot be applied to multiple-input single-output (MISO) NOMA systems directly. In fact, the transmit beamforming design in MISO NOMA systems leads to a rank constrained optimization problem [12] , which is more challenging to solve than the power allocation for SISO NOMA systems.
In the literature, there are some works that investigated the beamforming design in MISO NOMA systems. Specifically, Cui et al. [13] studied the NOMA beamforming design for maximizing the sum rate of the strong users, and the NOMA beamforming for minimizing the transmit power was studied in [12] and [14] . In this paper, we investigate the NOMA beamforming design for maximizing the weighted sum rate of all users under decoding order constraints and quality-of-service (QoS) constraints.
In [15] - [17] , there are some related works. Sun et al. [15] considered weighted sum rate maximization with QoS constraints in MISO NOMA systems and exploited a monotonic optimization method to solve the formulated problem. However, in [15] only two users (on one channel) were considered and the proposed beamforming method has an exponential complexity, which can only serves as a system benchmark. The problem of maximizing the sum rate in a downlink MISO NOMA system was investigated, where the nonconvex optimization problem was solved via minorization-maximization algorithm (MMA), but Hanif et al. [17] did not consider user weights and QoS requirements. Cai and Jin [16] investigated the user selection, beamforming and power allocation problem for maximizing the sum rate with QoS constraints in downlink MISO NOMA systems. However, this work was based on the assumption of strong channel gains and the solution is not applicable to the general case. Therefore, so far, there are no efficient method that can achieve the beamforming vectors for maximizing the weighted sum rate of MISO NOMA systems with QoS constraints.
In this paper, we investigate the beamforming design for maximizing weighted sum rate in downlink MISO NOMA systems. The technical contributions in this paper are summarized in the following.
• We consider maximizing weighted sum rate of MISO NOMA systems and take into account decoding order constraints on the beamforming vectors and QoS constraints for each user, which are often absent in existing works.
• The sufficient and necessary condition for the feasibility of the formulated NOMA beamforming problem is provided, and then an efficient method is proposed to solve the nonconvex NOMA WSRM beamforming problem.
• The situation of homogeneous channels is considered.
In this case, we show that the NOMA WSRM beamforming problem admits the favorable convexity and thus the optimal beamforming solution can be efficiently found.
• Furthermore, with homogeneous channels, we are able to analytically characterize the optimal power allocation of the users. The rest of the paper is organized as follows. Section II introduces the MISO NOMA system model and the problem formulation of the MISO NOMA beamforming design. Section III provides the feasibility condition and optimization method for the NOMA WSRM beamforming problem. Section IV investigates the MISO NOMA beamforming design with homogeneous channels. The performance of the proposed beamforming design is evaluated in Section V by simulation and the conclusion is drawn in Section VI.
Notations:
We use boldface capital and lower case letters to denote matrices and vectors, respectively. Tr(A) and Rank(A) denote the trace and rank of matrix A, respectively; a H and a T denote the Hermitian transpose and the transpose of vector a, respectively; A 0 indicates that A is a positive semidefinite matrix; I N is the N × N identity matrix; C denotes the set of complex numbers; |.| and . denote the absolute value of a complex scalar and the Euclidean vector norm, respectively; ∇ x f (x) denotes the gradient vector of function f (x) whose components are the partial derivatives of f (x).
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL Consider a downlink NOMA network wherein a base station (BS) is equipped with T antennas and serves N singleantenna users. Let s i be the message intended by user i with E[|s i | 2 ] = 1 and let w i ∈ C T be the complex beamforming vector for user i. In NOMA systems, the BS exploits the superposition coding and hence the received signal at each user k is
contains the channel coefficients from the BS to user k, d k is the distance between user k and the BS, α is the path loss exponent, g k follows a Rayleigh distribution, and n k ∼ CN (0, σ 2 ) is the additive white Gaussian noise (AWGN).
According to the NOMA principle, the individual users employ SIC to decode their signals. For a SISO system, if the channels are arranged in an increasing (decreasing) order, user i is able to decode signals of user k for k < i (k > i) and remove them from its own signal, but treats the signals from user k for k > i (k < i) as interference [9] , [10] . However, the SISO ordering cannot be directly applied to MISO NOMA systems, wherein additional constraints have to be imposed to guarantee a similar decoding order. In order to study the design of the complex beamforming vectors, i.e., {w k } N k=1 , we assume that the channel state information (CSI) is perfectly known at all notes and the user ordering is given.
B. PROBLEM FORMULATION
Assume that user 1 is the weakest user and not able to decode any interfering signals, while user N is the strongest user and able to nullify all other users' signals by performing SIC. The other users are placed in an increasing order with respect to their indices. Then, according to the NOMA principle, the achievable rate after performing SIC at user k is
where V = {k = 1, · · · , N − 1} . NOMA systems exploit the power domain for multiple access where different users are served at different power levels. Hence, user k can successfully decode and remove user j's signals (for j = k + 1, · · · , N ) only if the following inequalities hold:
where
The design of the beamforming vectors, i.e., {w k } N k=1 , is the key to exploit the potential of the MISO NOMA system. In this paper, we investigate optimization of the beamforming vectors aiming to maximize the weighted sum rate of all users. The weighted sum rate maximization (WSRM) problem is formulated as
Here, w k is the weight of user k. Constraint C1 is to guarantee successful SIC at user k and C2 is the total power constraint with power budget P. Particularly, to allocate non-trivial data rates to the weak users, which presents a lower decoding capability in a given order, constraint C3 must also be satisfied. In addition, in C4, R k ≥ r k denotes the QoS constraint with threshold r k ≥ 0 for each user k. In problem (1), the weights can represent the priorities of different users and the QoS constraints can guarantee a minimum rate for each user. Although some works investigated beamforming designs for sum rate maximization, e.g., [16] and [17] , the user weights and the QoS constraints were not considered. Note that the formulated NOMA WSRM beamforming problem in (1) is a difficult nonconvex problem, whose globally optimal solution is hard to find. In this paper, we devise an efficient method to solve this difficult problem. Furthermore, we show that, under some conditions of channels and user weights, problem (1) exhibits favorable convexity. In this case, we are able to find the optimal beamforming solution and analytically characterize the optimal power allocation.
III. NOMA WSRM BEAMFORMING DESIGN
In this section, we first investigate the feasibility of the NOMA WSRM problem in (1) . Then, we transform problem (1) into a more tractable form by introducing new matrix variables. Based on the equivalent problem formulation, we propose an efficient method to find a locally optimal beamforming solution.
A. FEASIBILITY OF NOMA WSRM BEAMFORMING
A basic question about the NOMA WSRM Beamforming problem in (1) is whether it is feasible or not. The following result provides a necessary and sufficient condition on the feasibility of (1). 
. According to Proposition 1, to guarantee problem (1) feasible, the power budget of the BS can not be too small. This is to avoid that the order constraint C3 and QoS constraint C4 contradict each other. Therefore, the QoS threshold and total power budget of the BS should take rational values as indicated in Proposition 1.
B. EQUIVALENT PROBLEM TRANSFORMATION
Assuming that the feasibility condition in Proposition 1 holds, now we consider how to solve problem (1). As mentioned above, problem (1) is a difficult nonconvex problem, and its original form is intractable. To address it, we introduce the following matrix variables:
In this way, we have
Meanwhile, the constraints can also be transferred into the equivalent forms. In particular, constraint C1 for successful SIC at user k is equal to
The power constraint C2 is equal to C2 : Tr Q 1 ≤ P. Constraints C3 and C4 can both be linearized into
respectively, where a k = 2 r k .
Consequently, the NOMA WSRM problem in (1) can be equivalently transformed into the following problem:
Constraint C5 follows from the fact that Rank(
Note that problem (3) is still a nonconvex problem, as the objective function is not concave and constraints C1 and C5 are not convex.
C. ALGORITHM DESIGN
In this subsection, we try to solve the equivalent problem in (3) . As the NOMA WSRM Beamforming problem as well as its equivalent form in (1) is a nonconvex problem, finding its globally optimal solution generally requires exhaustive search, which leads to prohibitive complexity and cannot be used in practice. Therefore, our focus is on devising an efficient algorithm that can reach a locally optimal solution.
For this purpose, we first introduce the following intermediate results.
Proof: We have
Proof: It follows from C1 that
Similarly, we have
Using the results in Lemmas 1 and 2, we are able to bound the nonconcave objective function and constraints by concave ones. Specifically, the objective function can be lower bounded by f 1 (Q 1 ) + N k=2 F k (Q k ), and constraint C1 can be inner bounded by
Therefore, given a feasible point {Q 0 k }, we seek to solve the following approximated problem:
Note that the approximated problem in (4) is still a nonconvex problem due to the rank constraint C5. Nevertheless, we show that the rank constraint can be removed without affecting the optimality of the obtained solution.
Theorem 1: In the absence of constraint C5, the solution to problem (4) always satisfies Rank(
Proof: First, with
problem (4) in the absence of constraint C5 can be written equivalently as max
where (6), (7), (8), (9), and (10) correspond to C1 , C2 , C3 , C4, and C6. Note that problem (5) is a convex problem, whose optimal solution is characterized by the KKT conditions [18] . In particular, the Lagrangian of problem (5) is given by
where µ k,j , θ , σ k,j , ρ k and Y k are Lagrange multipliers associated with corresponding constraints. The KKT conditions for the optimal T * k , k ∈ N are given by
where is a scalar function the optimal Lagrange multipliers and optimal T * k . Multiplying both sides of (11) by T * k and utilizing Y *
, k ∈ N and θ * is always positive. Applying basic rank inequalities for matrices, for k ∈ N , the following relation hold:
Theorem 1 indicates that the relaxed version of (4) without constraint C5 is tight. Therefore, we are able to find the optimal solution to (4) by solving a convex problem, which can be addressed by a number of convex optimization methods and software such as CVX. Obtain the lower bound of f k (Q k ) and g k,j Q k , Q k+1 according to Lemma 1 and Lemma 2.
4:
Solve the WSRM problem (4) using CVX and achieve the solution Q * . 5:
Using the above results, we propose Algorithm 1 to solve the original problem (1) or (3). Specifically, Algorithm 1 iteratively updates the approximated point by solving problem (4). As it belongs to the class of successive convex approximation methods, Algorithm 1 is guaranteed to converge to a locally optimal solution to (3). After obtaining the solution Q * k
, we can obtain the beamforming vectors via the singular value decomposition (SVD) of
IV. NOMA WSRM BEAMFORMING WITH HOMOGENEOUS CHANNELS
In problem (1), constraint C1 is to guarantee successful SIC at each user k. It ensures that users with high SINRs are able to decode the messages of the weak ones in the superposition coded signal. This constraint, however, makes (1) a difficult nonconvex problem. In this subsection, we show that under some channel conditions, this constraint may be automatically satisfied. In this case, we find the hidden convexity of the NOMA WSRM problem and consequently the optimal beamforming solution can be efficiently found. We say the user channel are homogeneous if h k+1 = c k+1 h k , k ∈ V, where c k+1 for k ∈ V are complex constants and |c k+1 | 2 ≥ 1. The homogeneous channel condition was first introduced in [17] , which actually states the most suitable situation where NOMA beamforming can be applied. Indeed, NOMA beamforming is expected to achieve the largest performance gain when users are transmitting along the similar directions. Therefore, in this section, we focus on investigating beamforming design in this important situation. Without loss of generality (w.l.o.g.), the homogeneous channels
We also study the problem (1) and consider its equivalent problem with variable transformation Q k = 1/σ 2 N j=k w j w H j , which is described in detail in part III-B. The considered NOMA WSRM problem is
where the rank constraint C5 is omitted and later we will show such a relaxation does not lose optimality. The following result states that, with homogeneous channels, condition C1 is always satisfied.
Due to |c k+1 | 2 ≥ 1, we have g k,j ≥ 0. In addition, for other Proposition 2 indicates that with homogeneous channels, each user k is able to decode and remove user j's signals (for j = k + 1, · · · , N ). Therefore, constraint C1 in (12) can be removed and problem (12) can be written equivalently as
s.t. C2 , C3 , C4 , C6.
In the following, we show that the optimal solution to problem (12) can be efficiently found and the optimal power allocation can even be analytically characterized.
A. CONVEXITY OF NOMA WSRM BEAMFORMING
With homogeneous channels, the NOMA WSRM problem in (12) possesses the following favorable property.
is a convex problem if one of the following condition holds :
Proof: First, according to Proposition 2, constraint C1 can always be satisfied and constraints C2 , C3 , C4 and C6 in problem (13) are linear. Therefore, it suffices to investigate the concavity of the objective function. According to (12) , the objective function is R sum = N k=1 f k (Q k ) and hence we need to investigate the concavity of
where 
which also implies the concavity of f k (Q k ) .
VOLUME 6, 2018
Remark 1: Theorem 2 indicates that the NOMA WSRM problem in (12) is a convex problem with homogeneous channels. In particular, the convexity of (12) depends on the user weights. From T1, if the user weights are in the same order as the channel gains, i.e., w 1 ≤ w 2 ≤ · · · ≤ w N , then the objective function is concave and the problem is thus convex. Note that this situation includes the most common sum rate as a special case. On the other hand, the user weights can also be in the inverse order of the channel gains, i.e., w 1 ≥ w 2 ≥ · · · ≥ w N , but in this case the ratio between w k and w k−1 cannot be too large according to T2.
Consequently, if the feasibility condition in Proposition 1 and T1 or T2 in Theorem 2 hold, we are able to find the optimal solution to problem (12) via a number of convex optimization methods and software such as CVX. On the other hand, we will show that the NOMA WSRM in problem (12) in the absence of the rank constraint is tight.
Theorem 3: In the absence of constraint C5, the solution to problem (12) always satisfies Rank
Proof: The proof is similar to that of Theorem 1, which is based on investigating the Lagrangian of problem (12) with
Thus, the proof is omitted. Theorem 3 indicates that the solution of the convex problem in (12) always satisfies the rank constraint in C5. Therefore, we can provide the optimal beamforming solution to original problem (1) or (3) with homogeneous channels by solving a convex problem. Specifically, one can first obtain the optimal Q * k
to problem (12) by using, e.g., the interior point method or the software CVX. Then, using the SVD
, one can obtain the optimal beamforming vectors for the NOMA WSRM problem.
B. OPTIMAL POWER ALLOCATION
Given the convexity of the NOMA WSRM problem, one may wonder if its optimal solution can be analytically found. Unfortunately, a closed-formed expression for the optimal beamforming vectors does not exist. Nevertheless, we are able to analytically characterize the optimal power allocation of the users in this subsection.
For this purpose, let w k = √ p kwk , where p k = Tr w k w H k is the transmit power of user k, andw k is the normalized beamforming vector with w k 2 = 1. Suppose that {w k } are given and the NOMA WSRM problem with homogeneous channels reduces to the following power allocation problem:
s.t.
,
Assume w.l.o.g., the homogeneous channels h k+1 = c k+1 h k , k ∈ V are ordered as H 1 ≤ · · · ≤ H N . Then, similarly, let q k = N j=k+1 p j and hence the power allocation problem in (14) can be written as
In the following parts, we will discuss the optimal power allocation in two cases, i.e., without or with QoS constraints.
1) OPTIMAL POWER ALLOCATION WITHOUT QoS
First, we consider the WSRM problem without QoS constraints, which is a simplified version of (15) . According to (15) , the corresponding problem is given by
According to Theorem 2, if T1 or T2 holds, we can find the optimal beamforming vectors, however, which can not be shown in closed form. For problem (16) , we show that it admits a closed form solution in some situations.
With 
the optimal solution q k to problem (16) satisfies q 1 = P and
Proof: According to the first order derivative of f k (q k ), i.e., (17) , it can be verified that if
From proposition 4, under the weights condition T3 , the optimal solution is to allocate all power to the weakest user. However, from the fairness perspective, this situation is not desirable in NOMA systems.
2) OPTIMAL POWER ALLOCATION WITH QoS
In this part, we consider the optimal power allocation in term of WSRM with QoS constrains, i.e., problem (15) . Now, we assume the feasibility condition in Proposition 1 and T1 or T2 in Theorem 2 hold, and seek the optimal power allocation to problem (15) . In this case, although WSRM problem (15) is convex, a closed-form optimal solution is difficult to find. In the following, we can provide a closed-form solution when the number of users is limited to two.
Lemma 3: Given h k+1 = c k+1 h k , k ∈ V and |c k+1 | 2 ≥ 1, N = 2 and w 1 ≤ w 2 , the optimal solution to problem (15) is q * 1 = P, q * 2 = min {P/2, P/a 1 − ρ 1 }. Proof: From problem (15), we have q 2 ≤ P/a 1 − ε 1 , q 1 − q 2 ≥ q 2 , implying q 2 ≤ q 1 /2 = P/2, and hence q 2 ≤ min {P/2, P/a 1 − ε 1 }, which takes the equality as f 2 (q 2 ) is nondecreasing.
Actually, due to the power order constraint p 1 ≥ p 2 ≥ · · · ≥ p N , it is difficulty to analytically characterize the optimal powers. Indeed, in the absence of the power order constraint, there exists a closed-form power allocation solution to problem (14) , which is given below. Lemma 4: Given h k+1 = c k+1 h k , k ∈ V and |c k+1 | 2 ≥ 1 and the order constraint is absent in problem (14) and (15) , the solution to problem (15) is
and the solution to problem (14) is
Proof: Given H 1 ≤ · · · ≤ H N and w 1 < · · · < w N , f k (q k ) is nondecreasing. In the absence of the power order constraint, the constraint q k+1 ≤ q k /a k − ε k , k ∈ V will take the equality, implying
However, the above solution may not be optimal with the power order constraint. For example, assuming the number of users is N = 2 and the power order constraint is omitted, the solution will be p 1 = (1 − 1/a 1 )P + ε 1 and p 2 = P/a 1 − ε 1 according to Lemma 4. Then, if a 1 < 2 and P > 2ε 1 (2/a 1 − 1), we will have p 1 < p 2 , which violates the power order constraint p 1 ≥ p 2 . Therefore, it is necessary to investigate the condition when the solution in Lemma 4 is really optimal.
Theorem 4: The solution in (19) is optimal for problem (14) if
and r N −1 ≥ 1.
Proof: From (18) and (19), we obtainp k −p k+1
Corollary 1: Condition T4 holds if r k ≥ 1 for k ∈ M. From Theorem 4, the optimal solution to problem (14) can be achieved only if the QoS thresholds of the first N − 1 users are not small. Specifically, according to Corollary 1, the QoS threshold of the first N −1 users are required to be no less than 1bps/Hz, which is usually satisfied in practice. Therefore, the optimal power allocation is analytically characterized by Lemma 4.
V. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed solution to the weighted sum rate maximization problem in MISO NOMA systems. In simulations, for a given set of antennas T = 2 and users N = 4, the users are equally spaced in a cell with a radius of 100m and the BS is located in the center. For each channel, i.e., h k = d −α k g k , the channel coefficient follows an i.i.d Gaussian distribution as g k ∼ CN (0, I) for k ∈ N and the path loss exponent is α = 3. The noise power is σ 2 = BN 0 , where the bandwidth is B = 10MHz and the noise power spectral density is N 0 = −174dBm. The power budget of BS is 41dBm.
In Fig.1 , we display the weighted sum rate achieved by Algorithm 1 and compare MISO NOMA scheme with the conventional MISO OMA scheme. We set the user weights to be w1 = observe that the weighted sum rate can perform better if the weak users are equipped with more weights. In addition, if the users are equipped with equal weights, higher QoS thresholds will bring higher weighted sum rate. These results are owing to the fairness in NOMA systems, which is guaranteed by the decoding order constraints on beamforming vectors. Fig.2 shows the weighted sum rate versus BS power using two proposed solutions. One solution uses Algorithm 1, another is the optimal solution to NOMA WSRM problem with homogeneous channels , i.e.,
. According to Theorem 2, we let w3 = [0.4, 0.3, 0.2, 0.1] (T1 holds) and
, k ∈ V with 1 T w4 = 1 (T2 holds). As expected, the optimal solution performs well than the approximation method. Furthermore, one can see that if the weak user, such as user 1, is equipped with more weight, the system weighted sum rate will increase a lot. This is because more power is allocated to the weak user in NOMA systems. Fig.4 is the optimal power allocation, while the Fig.3 is the solution in Lemma 4. As can be seen in Fig.3 , with small QoS thresholds, the solution causes p 2 < p 3 < p 4 , violating the power order constraint p 1 ≥ · · · ≥ p 4 . Hence, the power order constraint cannot be omitted if T4 does not holds.
VI. CONCLUSION
In this paper, we have studied the beamforming design for MISO NOMA downlink systems aiming to maximize the weighted sum rate. The decoding order constraints and QoS constraints have been explicitly taken into account. We provided the necessary and sufficient condition characterizing the feasibility of the NOMA WSRM beamforming problem and proposed an efficient method optimize the beamforming vectors. Furthermore, we have studied the situation of homogeneous channels, where the user channels have similar directions. In this case, we have shown that the NOMA WSRM beamforming problem has a hidden convexity and its optimal solution can be efficiently found. In addition, we have also analytically characterized the optimal powers allocated to users with homogeneous channels. VOLUME 6, 2018 
