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Resumen
El estudio de las nanopartı´culas meta´licas es un to´pico importante de la ciencia actual debido
a que estos sistemas son un nexo entre las mole´culas individuales y las fases condensadas. Por
ejemplo, el estudio de la solidificacio´n y fusio´n de nanopartı´culas meta´licas podrı´a esclarecer
mecanismos involucrados en la transicio´n de fase que las teorı´as au´n no explican satisfactoriamente.
Por otro lado, entender la transicio´n de fases de nanopartı´culas podrı´a llevar al desarrollo de nueva
tecnologı´a derivada del conocimiento de la manipulacio´n de su estructura, ası´ como mejorar las
tecnologı´as ya existentes.
En el presente trabajo se realizo´ el estudio de la transicio´n de fase lı´quido-so´lido de las
nanopartı´culas libres de plata AgN , donde N = 147, 309, 561, 923, 1415, 2057, 2869, 3871
y 5083 con dia´metro entre 1.7 y 5.5 nm que corresponden a nu´meros ma´gicos relativos a la
geometrı´a icosae´drica. El estudio de la transicio´n se hizo mediante dina´mica molecular, usando
simulaciones cano´nicas siendo la temperatura controlada por el termostato de Andersen. Las
ecuaciones de movimiento ato´mico fueron integradas nume´ricamente por el algoritmo de Gear
predictor-corrector de 5to orden y un paso de tiempo de 2 fs (2 × 10−15 s). Las nanopartı´culas
fueron enfriadas en etapas sucesivas desde 1000 hasta 325 K y calentadas segu´n el taman˜o hasta
1000 o 1300 K (N > 1000) en intervalos de 25 K. En cada intervalo se usaron 20000 pasos
de simulacio´n para equilibrar las nanopartı´culas a cada temperatura, lo cual definio´ una rapidez
de enfriamiento y calentamiento de 6,25 × 1011 K/s. Se estimo´ la dependencia de la energı´a
interna de las nanopartı´culas con respecto a la temperatura, de cuyo ana´lisis se obtuvieron sus
propiedades termodina´micas tales como la capacidad calorı´fica en el estado so´lido y lı´quido,
el calor latente y la temperatura de fusio´n y solidificacio´n. El ana´lisis de pares y la funcio´n de
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distribucio´n par se usaron para estudiar los cambios estructurales de las nanopartı´culas durante la
simulacio´n de la solidificacio´n. Del ana´lisis estructural se observo´ claramente una conexio´n entre
la relacio´n superficie/volumen de las nanopartı´culas y su evolucio´n estructural. Las nanopartı´culas
con ns > 50% y ns < 50% solidifican a estructuras con tendencia no cristalina y cristalina,
respectivamente. Donde ns es el porcentaje de a´tomos en la superficie sobre el total.
La solidificacio´n de la nanopartı´cula Ag923 (d ≈ 3,14 nm) fue simulada utilizando una
velocidad de enfriamiento de 5 × 109 K/s. Tambie´n se hizo un ana´lisis estructural, de la cual
se pudo comparar su evolucio´n con la teorı´a de nucleacio´n homoge´nea. Se demostro´ que la
transicio´n de fase se dio mediante la creacio´n de embriones de la nueva fase que al aumentar de
taman˜o y disminuir la temperatura se hacen ma´s estables como describe la teorı´a de nucleacio´n.
Sin embargo, el parecer hay una discordancia entre el taman˜o crı´tico predicho por la teorı´a y la
calculada por la simulacio´n.
Abstract
The research on metallic nanoparticles is an important issue of cience in the last decades
because they occupy a niche between single molecules and bulk condensed phases. An example
of this, it is the study of soldification and fusion could clarify mechanisms involved in the phase
transition that theories have not satisfactorily explain until now. On other hand, understanding the
phase transition of nanoparticles could lead to the development of new technology derived from
the knowledge of the manipulation of its structure and improve existing technologies.
This study was conducted to study the liquid-solid phase transition of free silver nanoparticles
AgN , with N = 147, 309, 561, 923, 1415, 2057, 2869, 3871 y 5083 (d ≈ 1,7 − 5,5 nm); which
correspond to magic numbers on the icosahedral geometry. The study of the transition was made
by constant temperature molecular dynamics simulations and the temperature was controlled
by the Andersen thermostat. The atomic motion equations were integrated numerically with a
fifth-order Gear predictor-corrector algorithm and a time step of 2 fs (2×10−15). The nanoparticles
were cooled in sucessive runs between 1000 and 325 K, and heated up depending on size to 1000
or 1300 K (N > 1000), with a temperature interval of 25 K. In every run was used 20000 time
steps to equilibrate the nanoparticles at every temperature. That define a cooling and heating rate
of 6,25× 1011 K/s. The internal energy per particle was obtained for every temperature. Properties
of nanoparticles, such as melting point, freezing temperature, solid and liquid heat capacity,
heat of fusion and solidification, have been estimated from the caloric curves. The common
neightbor analysis and the pair correlation curves were used to study the structural changes of
the nanoparticles during the solidification. The structural analysis showed clearly a connection
between the surface/volume ratio of nanoparticles and their structural evolution. The nanoparticles
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with ns > 50% and ns < 50% solidify into non-crystalline and crystalline structures respectively,
where ns is the percentage of surface atoms in the total system.
The solidification of the nanoparticle Ag923 (d ≈ 3,14 nm) was simulated by using a cooling
rate of 5× 109 K/s. A comparision of the theory of homogeneous nucleation and the structural
evolution of the nanoparticle was made from the simulation. It was demostrated that the phase
transition of the nanoparticle started from the creation of embryos those grow and become stable
as the temperature decreases, like the nucleation theory describes. However, it seems that there is
a discordance between the critical size predicted by theory and obtained from simulation.
Capı´tulo 1
Introduccio´n
Los metales en la actualidad ocupan un lugar importante en el desarrollo econo´mico, social y
cultural de la sociedad. En particular la plata es un metal de transicio´n suave y brilloso; con la
ma´s alta conductividad te´rmica y ele´ctrica de todos los elementos conocidos. Tambie´n es muy
maleable y du´ctil, adema´s tiene una alta reflectividad o´ptica. La plata hoy en dı´a es utilizada en
la odontologı´a, en la elaboracio´n de la amalgama dental [Freitas, 1979]; los haluros de plata son
usados en la produccio´n de pelı´culas y papeles fotogra´ficos1 [Croome, 1965]; aunque tiene una
mayor tendencia que el cobre a reacionar con los compuestos del medio ambiente, la plata tambie´n
es usada como conductor ele´ctrico desde tele´fonos mo´viles y computadoras hasta los interruptores
de nuestras casas [Arra, 2004]; dispositivos pequen˜os como audı´fonos y relojes usan baterias de
o´xidos de plata debido a su larga duracio´n y alta relacio´n energı´a/peso [Crompton, 2000]; los
rodajes de los motores a reaccio´n usan bolas de acero cubiertos con plata para prevenir fallas a
altas velocidades y temperaturas extremas [Yang, 1999]; la soldadura fuerte o brazing usa la plata
como metal de relleno [Johnson, 1943]; las propiedades catalı´ticas de la plata conocidas desde
hace de´cadas la hacen ideal como catalizador en diversos procesos industriales [Krishna, 1951];
es un antise´ptico y desinfectante usado desde la edad antigua volvie´ndose a retomar como tal en
las u´ltimas de´cadas [McDonnell, 1999]; los espejos usan la plata por su alta reflectividad para
la luz visible y es aplicada a vidrios para controlar la penetracio´n de la luz [Edwards, 1936]; las
1Desde el 2007 la demanda en este sector declino´ debido al desarrollo de la tecnologı´a digital.
2 1. Introduccio´n
Figura 1.1: Copa de vidrio romano (Copa de Licurgo) del siglo IV a.C.. Las nanopartı´culas de oro
y plata incrustadas en el vidrio producen dicroı´smo.
celdas fotovoltaicas de silicio cristalino, las celdas solares ma´s comunes, usan pasta de plata para
su funcionamiento [Green, 2001] y se utiliza tambie´n en la purificacio´n del agua y control de
enfermedades [Davies, 1997].
Figura 1.2: Geometrı´as y formas mas comunes con las que se producen las nanopartı´culas.
Por otro lado, con el apogeo de la nanotecnologı´a, la investigacio´n acerca de los metales
ha tenido un nuevo impulso. Desde la de´cada de los 60, la idea de que se pueda manipular
la materia a escala ato´mica o molecular propuesta por Richard Feynman ha conllevado a una
3carrera vertiginosa por desarrollar nuevas tecnologı´as basadas en el conocimiento de dicha ciencia.
Sin embargo esto no ha sido exclusivo de la ciencia contempora´nea. Hallazgos arqueolo´gicos
del siglo IV a.C. y de la edad media (ver Fig. 1.1) demuestran que los artesanos romanos y
medievales an˜adı´an fragmentos de metales como oro y plata a los vidrios para hacerlos dicroicos2
[Freestone, 2007]. El te´rmino nanotecnologı´a se define como la construccio´n y uso de estructuras
funcionales cuyos taman˜os van desde la escala ato´mica o molecular hasta estructuras que tengan
unas pocas decenas de nano´metros en al menos una de sus dimensiones. De ello, los objetos a
los que atan˜e la nanotecnologı´a se denominan nanopartı´culas [Schmid, 2003]. En la Fig. 1.2 se
muestran algunas de las geometrı´as mas comunes en las que se producen las nanopartı´culas3. La
razo´n por la cual las nanopartı´culas son tan importantes es que su taman˜o les permite exhibir
novedosas y mejoradas propiedades fı´sicas, quı´micas y biolo´gicas. Cambios importantes en el
comportamiento de la materia son causados por la modificacio´n de las caracterı´sticas que acarrean
la disminucio´n del taman˜o, adema´s de la aparicio´n de feno´menos totalmente nuevos. Por ejemplo;
el oro y el silicio son de color rojo en su forma de nanopartı´cula, la temperatura de fusio´n de las
nanopartı´culas son considerablemente ma´s bajas que la de su forma bulk, se da el confinamiento
cua´ntico en semiconductores, ası´ como resonancia de plasmones superficiales en nanopartı´culas
meta´licas, etc. Aunque au´n no es posible explicar definitivamente a que se deben las propiedades
de las nanopartı´culas, las investigaciones apuntan a que estas propiedades son influenciadas
en mayor parte por la fraccio´n substancial de nu´mero de a´tomos en la superficie, la cual es
insignificante en los so´lidos macrosco´picos [Alonso, 2005]. Usando la estructura y el taman˜o en
la nanoescala como variables fı´sicas modificables, podemos incrementar las funcionalidades de
los materiales conocidos. Las modificaciones y arreglos que puedan hacerse a las nanopartı´culas,
solas o en conjunto con otros materiales, amplı´an au´n mas los lı´mites de la nanotecnologı´a. Estos
materiales se denominan como nanoestructuras o materiales nanoestructurados. En la actualidad
muchas de las aplicaciones de la nanotecnologı´a esta´n relacionadas a los nanomateriales, por
ejemplo; pla´sticos con nanoaditivos para incrementar la resistencia a la suciedad y reducir el
2Un vidrio dicroico es aquel que presenta varios colores dependediendo de como se incida la luz.
3Si bien el te´rmino nanopartı´cula engloba una gran variedad de formas, es comu´n referirse a las nanopartı´culas
esfe´ricas como simplemente nanopartı´culas.
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tiempo de vida, nanopartı´culas para mejorar el acero, recubrimientos y la cata´lisis en la industria
petroquı´mica [Harper, 2003].
Las nanopartı´culas de plata, se han visto tambie´n envueltas en el creciente intere´s de co-
nocimiento. Estudios demuestran que las nanopartı´culas de plata como coloide en solucio´n
tienen un efecto nocivo para diversos tipos de bacterias, entre ellas Escherichia coli, Staphylo-
coccus aerus, Salmonella typhus y VIH-14 independientemente de su resistencia a antibio´ticos
[Elechiguerra, 2005, Shrivastava, 2007, Dı´az, 2009]. Su efecto bactericida esta´ relacionado con la
distribucio´n de taman˜o, la concentracio´n y la estabilidad de las nanopartı´culas [Elechiguerra, 2005].
Inclusive su forma afecta la actividad antibacterial [Pal, 2007]. Al parecer las nanopartı´culas se
adhieren a la membrana celular y altera dra´sticamente sus funciones, algunas ingresan a la bacteria
y causan dan˜os a compuestos que contienen azufre y fo´sforo como el ADN, adicionalmente las
nanopartı´culas liberan iones que contribuyen al efecto bactericida (ver Fig. 1.3) [Morones, 2005].
Las nanopartı´culas de plata tambie´n tienen un gran campo de accio´n debido a sus propiedades
o´pticas. En las nanopartı´culas meta´licas se da lo que se conoce como plasmones superficiales,
los cuales son oscilaciones de la densidad de carga confinada en la nanopartı´cula. Cuando los
plasmones superficiales entran en resonancia con un campo ele´ctrico incidente (luz) se produce
una fuerte dispersio´n. La frecuencia de resonancia depende del tipo de material, taman˜o, forma
y el medio en el se encuentran [Hutter, 2004]. Un ejemplo de su utilidad esta´ en la elaboracio´n
de una nueva generacio´n de celdas solares. Las celdas solares de pelı´culas delgadas usan las
nanopartı´culas de plata para aumentar la absorcio´n de luz que se ve disminuida por el espesor de
la celda y a la de´bil absorcio´n del silicio5 [Catchpole, 2008]. Los nanotubos de carbono de una
sola capa decorados con nanopartı´culas de plata emergen como nuevos materiales hı´bridos con
aplicaciones en cata´lisis, nanoelectro´nica, sensores y pilas de combustible [Acharya, 2009]. Hay
una gran expectiva acerca del estudio y aplicaciones de las nanopartı´culas de plata en diversos
campos, siendo la preservacio´n de ge´rmenes uno de los mas importantes, sin embargo au´n no
4Algunas de las cepas de estas bacterias son resistentes a multiples drogas y antibio´ticos como la ampicilina,
cloranfenicol, amoxicilina y trimetoprima. Mas del 90% de los casos de SIDA son causados por el virus VIH-1.
5Los wafers de silicio usados convencionalmente tienen 200-300 µm de espesor mientras que las celdas de
pelı´culas delgadas tienen 1-2 µm. Los wafers de silicio hacen el 40% del costo de un mo´dulo solar. Pira´mides de
2-10 µm son grabadas en los wafers de silicio para aumentar la absorcio´n de de luz. Esto no es posible en el caso de
las pelı´culas delgadas [Catchpole, 2008].
5Figura 1.3: Nanopartı´culas de plata en la membrana y en el interior de una bacteria Escherichia
coli.
se llega a una situacio´n definitiva. En resumen, el estudio de las nanopartı´culas es una ciencia
importante porque nos permite conocer sus propiedades y usarlas en favor de la sociedad, ası´
como entender el comportamiento de la materia en la nanoescala lo que podrı´a revolucionar el
desarrollo de la tecnologı´a.
El estudio de la solidificacio´n y la fusio´n de nanopartı´culas meta´licas ha sido un to´pico
importante para diversos grupos de investigacio´n. En el caso particular de las nanopartı´culas de
plata, Baletto y colaboradores han hecho aportes significativos [Baletto, 2003, Baletto, 2005]. La
transformacio´n de fases en materiales bulk esta´ bastante bien estudiada. Existen diagramas de fases
para la mayorı´a de materiales de intere´s pra´ctico y propiedades como la temperatura de fusio´n,
capacidad calorı´fica y el calor latente esta´n tambie´n establecidas [Papon, 2002]. Sin embargo
la literatura muestra que las nanopartı´culas presentan valores distintos de esas propiedades en
relacio´n a sus contrapartes bulk [Li, 2003a, Luo, 2008, Duan, 2007]. Para tratar de explicar la
diferencia se han propuesto distintos modelos como el de la fusio´n homoge´nea con capa lı´quida
entre otros [Nanda, 2002]. Si bien los modelos esta´n acorde a las medidas experimentales estos
no proveen una descripcio´n a nivel ato´mico del proceso. De aquı´ la importancia de la simulacio´n
nume´rica que vincula los resultados experimentales con los modelos e interpretaciones acerca
de la transicio´n de fases en nanopartı´culas. El intere´s por dilucidar la fusio´n y solidificacio´n
no solo pasa por el a´mbito cientı´fico sino que tambie´n implica una utilidad en el desarrollo de
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tecnologı´a derivada de controlar ambos procesos, ya que muchas de las te´cnicas de sı´ntesis de
nuevos materiales hı´bridos, trabajan con nanopartı´culas que se obtienen de una fase gaseosa,
luego lı´quida y finalmente so´lida. Por ejemplo; la deposicio´n quı´mica de vapor fotoinducida es un
me´todo para recubrir nanopartı´culas de plata con o´xido de silicio [Boies, 2009]; los me´todos para
producir nanotubos de carbon como ablacio´n la´ser, arco ele´ctrico y deposicio´n quı´mica de vapor
por cata´lisis utilizan nanopartı´culas meta´licas [Ding, 2004].
Las simulaciones nume´ricas hechas mediante dina´mica molecular brindan informacio´n deta-
llada de la situacio´n de las nanopartı´culas durante la transicio´n, ya que se puede conocer detalles
de la estructura en relacio´n al tiempo y a los cambios de temperatura como lo demuestran los
estudios realizados mediante esta te´cnica. Estos estudios han demostrado que la estructura de
las nanopartı´culas meta´licas al solidificar, presentan estructuras mayoritariamente icosae´drica,
dodece´drica o fcc [Chushak, 2001]. Baletto y colaboradores estudiaron la solidificacio´n de AgN
(N = 147, 309, 561 y 923) demostrando que las estructuras a la que solidifican las nanopartı´culas
pequen˜as y grandes son preferentemente icosae´drica y fcc respectivamante, ası´ como tambie´n en-
contraron que la velocidad de enfriamiento es un factor influyente en el desarrollo de la estructura
[Baletto, 2002]. La preferencia estructural de las nanopartı´culas al solidificarse tambie´n depende
de la velocidad de enfriamiento, la estructura icosae´drica es mas favorable al enfriar rapidamente
la nanopartı´cula, mientras que al disminuir la velocidad de enfriamiento, las estructuras fcc y
dodecae´drica son mas favorecidas [Rossi, 2007, Lobato, 2008a]. La solidificacio´n de nanopartı´cu-
las correspondientes a nu´meros no ma´gicos tambie´n fue estudiada mostrando nuevas estructuras
basadas en las estructuras regulares (icosae´drica, dodecae´drica y fcc) [Tianv, 2009]. Por otro lado,
hay evidencias de que la transicio´n comienza preferentemente en la superficie y que el taman˜o
influye en esta preferencia [Duan, 2007]; y que a su vez la estructura esta´ tambie´n influenciada
[Nam, 2002]. Sin embargo a todo esto, la transicio´n de fases no ha sido entendida totalmente
y au´n hay puntos todavı´a discutibles. De lo cual, el objetivo de esta tesis es tratar de aportar al
esclarecimiento de algunos de estos puntos. Tenemos el hecho de que el estudio de la transicio´n de
fases muchas veces se concentra en la fusio´n, debido a que en los materiales bulk tradicionalmente
ası´ se acostumbra6. Aparentemente se dan otras caracterı´sticas cuando se comparan los procesos
6El punto de solidificacio´n no se considera como caracterı´stica del material debido a que estos se superenfrı´an.
7de solidificacio´n y fusio´n de nanopartı´culas adema´s del superenfriamiento por lo que es interesante
estudiar ambos procesos [Berry, 2009a, Berry, 2009b]. Adema´s de la transicio´n lı´quido-so´lido,
la solidificacio´n conlleva a un cambio estructural de no cristalino a cristalino o no cristalino
depedendiente del taman˜o, lo que no se da en los so´lidos masivos, da´ndale una connotacio´n mas
interesante. La clave de entender esta transicio´n podrı´a estar en estudiar los distintos procesos que
conlleva la solidificacio´n, como por ejemplo describe la teorı´a de nucleacio´n, interpretando las
posibles diferencias y simulitudes entre las nanopartı´culas y sus contrapartes bulk.
Como se afirmo´ anteriormente, este es un aporte que trata humildemente de contribuir a la
ciencia de los nanomateriales meta´licos. El Peru´ ha sido por siglos uno de los paises con mayor
produccio´n de metales preciosos en el mundo. Segu´n un estudio de laGFMS Limited7, nuestro paı´s
fue el mayor productor de plata del mundo en el an˜o 2009 con 123.9 millones de onzas seguido por
Me´xico, China, Australia y Bolivia. Por otro lado, las aplicaciones industriales correspondieron al
48% de la demanda mundial del metal precioso en el mismo an˜o8, lo cual lo posiciona como el
sector que mas demanda de plata requiere a nivel mundial. Sin embargo este sector ha demostrado
ser sensible a la situacio´n financiera como lo prueba la caı´da del precio que sufrı´o la plata por la
falta de demanda debido a la crisis econo´mica del 2009. La perdida se dio´ mas en sectores de uso
final del metal, no obstante sectores como la produccio´n de celdas fotovoltaicas y otras nuevas
tecnologı´as siguieron mostrando crecimiento segu´n el GFMS. Estos estudios no solo consolidan a
la tecnologı´a convencional como el mayor contribuyente econo´mico en el sector sino que tambie´n
posicionan al desarrollo cientı´fico como un actor econo´mico importante. Esto a mi parecer debe
significar un reto para la ciencia en el paı´s, cuyo desarrollo podrı´a destinar al Peru´ a una nueva
ubicacio´n en la industria de los metales y por ende un paso importante al tan anhelado desarrollo.
7GFMS Limited es la mayor consultora del mercado global de metales preciosos del mundo.
8La demanda de plata por parte del sector industrial del 2009 cayo´ casi 90 millones de onzas con respecto a la
demanda del 2008 debido a la crisis, la caı´da mas importante en 20 an˜os.
Capı´tulo 2
Transicio´n de fases en metales
En este capı´tulo vamos a tratar los puntos ma´s importantes de la teorı´a de transicio´n de fases
relacionados al tema de la tesis como lo son la transicio´n lı´quido-so´lido y la teorı´a de nucleacio´n.
Tambie´n se trataran algunas particularidades acerca de la transicio´n de fases en nanopartı´culas.
2.1. Transicio´n de fases de primer orden
Los a´tomos, mole´culas o partı´culas relacionadas a una sustancia so´lida o lı´quida pueden
mostrar muchos arreglos diferentes entre sı´ y cada uno de ellos con distintas propiedades, lo cual
constituye una fase1. La transicio´n de fases es un evento fı´sico bastante comu´n y tan cotidiano
como cuando el agua hierve. Muchas operaciones en procesos metalu´rgicos envuelven a la
solidificacio´n y la fusio´n de metales. La transicio´n se manifiesta por medio de la aparicio´n de
nuevas propiedades como por ejemplo el ferromagnetismo y la superconductividad. Nuevas
fases cuyas propiedades tienen importantes aplicaciones, aparecen luego de una temperatura
crı´tica. Las caracterı´sticas termodina´micas de la transicio´n de fase pueden ser muy diferentes.
Sin embargo es posible encontrar similitudes en la manifestacio´n de los cambios de las variables
termodina´micas durante la transicio´n. De acuerdo estas similitudes pueden distinguirse dos grandes
grupos: aquellas que manifiestan discontinuidad de alguna variable de estado caracterı´stica de
1Los estados so´lido y lı´quido son mas importantes debido a la posibilidad de mostrar estructuras que definen las
propiedades del material.
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Figura 2.1: Discontuinidad de la entropı´a y el volumen en la transicio´n.
una fase y otras cuyas variables de estado permanecen continuas durante la transicio´n. Paul
Ehrenfest en 1933 propuso una clasificacio´n de las transiciones de fases basadas en los potenciales
termodina´micos. Como se sabe, las cantidades termodina´micas como la entropı´a y el volumen














En la Fig. 2.1, se muestra como ambas cantidades sufren discontinuidades en la transicio´n
mientras que el potencial G es contı´nuo. Las transiciones que presentan esta caracterı´stica se
denominan transiciones de primer orden. De la Fig. 2.1, podemos afirmar que∆S y∆V son una
caracterı´stica de las transiciones de fase de primer orden. Sabiendo que los potenciales quı´micos
son iguales en la transicio´n, se puede relacionar la ecuacio´n de Gibbs-Duhem3 y δQ = TdS. El





Donde L es el calor latente. Tambie´n es muy comu´n definir la transicio´n de primer orden en
funcio´n de esta cantidad. Las transiciones asociadas con el calor latente son transiciones de primer
2Las ec. 2.1 son obtenidas en el marco del uso del potencial termodina´mico de Gibbs
3La ecuacio´n de Gibbs-Duhem para una sola sustancia: dµ = −SdT + V dp. Esta prove´ una relacio´n entre las
variables intensivas de un sistema.
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orden. Por otro lado las transciones de segundo orden son aquellas que se dan sin calor latente
ni discontinuidad de la entropı´a y el volumen. La transicio´n a ferromagne´tico, superconductor y
superfluı´do son ejemplos de transiciones de segundo orden. Las transiciones de primer orden se
diferencian de las de segundo orden debido a que en las transiciones de segundo orden se pasa de
una fase a otra sin que las fases coexistan lo que si ocurre con las transiciones de primer orden. En
todo caso se logra relacionar la discontinuidad de la energı´a interna con relacio´n a la temperatura
a un cambio de fase de primer orden [Antoni, 2004].
2.2. Transicio´n de fase lı´quido-so´lido en metales bulk
Aunque por una parte la transicio´n de fase lı´quido-so´lido (solidificacio´n) y so´lido-lı´quido
(fusio´n) son uno de los feno´menos mas frecuentes en la naturaleza, no existen au´n teorı´as
satisfactorias que los describan y que expliquen los mecanismos relacionados. Ya que si bien los
puntos de fusio´n y solidificacio´n son rigurosamante iguales en el equilibrio termodina´mico, ambos
procesos se dan de manera distinta por lo que no existe una teorı´a que prediga los feno´menos
de la fusio´n y la solidificacio´n de la forma mas general [Papon, 2002]. El modelo de Lindemann
[Lindemann, 2010] nos da un criterio empı´rico satisfactorio para predecir la fusio´n de un so´lido
a un lı´quido mas no explica completamente el feno´meno. La transicio´n de fase lı´quido-so´lido
es una transicio´n de primer orden ya que esta´ asociado a una discontinuidad de la entropı´a que
corresponde a un calor latente el cual a su vez es un cambio de la energı´a en la transicio´n. El calor





donde δQ es la energı´a absorvida o liberada por el sistema durante la transicio´n y m es su
masa. El calor latente de fusio´n de la plata es Lf = 11,28 kJ/mol. La transicio´n lı´quido-so´lido
muestra una caracterı´stica interesante que es la pre-transicio´n que se da en la superficie. Esto es
por ejemplo una capa lı´quida en la interfaz entre un so´lido y su vapor a temperaturas menores a la
del punto de fusio´n. Desde un punto de vista termodina´mico la energı´a libre Gf por unidad de
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a´rea para la interfaz de un so´lido mojado por una capa lı´quida de grosor d se escribe como
Gf = ρlµl(T, p)d+ γ(d) (2.4)
donde µl y ρl es el potencial quı´mico y la densidad del lı´quido sin considerar la superficie y
γ(d) es la tensio´n superficial. En el equilibrio, los potenciales quı´micos de la fase so´lida y de la





ρlLf (Tm − T )
)1/3
(2.5)
donde σ es una constante cuyo orden de magnitud es la del dia´metro de los a´tomos y ∆γ =
γLV+γLS−γSV , donde γLV , γLS y γSV son las tensiones superficiales lı´quido/vapor, lı´quido/so´lido
y so´lido/vapor. La ecuacio´n (2.5) nos dice que el grosor tiende a ser muy importante en la vecindad
de la temperatura de fusio´n, Tm. Sin embargo decrece exponencialmente conforme se aleja de Tm.
2.2.1. Fusio´n
Los primeros estudios acerca de la fusio´n fueron hechos por F. A. Lindemann [Lindemann, 2010]
en 1910. Su modelo se basa en el hallazgo empı´rico el cual nos cuando la temperatura de un so´lido
se eleva, la amplitud de vibracio´n de los a´tomos en una red cristalina alrededor de su posicio´n de
equilibrio se incrementa. Lindemann propone que cuando la amplitud de la vibracio´n llega a una
cierta fraccio´n de la distancia interato´mica, el so´lido comienza a fundirse. Aunque el modelo es
sencillo se aplica a so´lidos monoato´micos como los metales. Combinando el modelo de Einstein
de un so´lido y la hipo´tesis de Lindemann se obtiene la siguiente ecuacio´n:










Donde ΘE es la temperatura de Einstein, a0 es la contante de red del so´lido y f es un factor
caracterı´stico del so´lido. Lindemann propuso que f deberı´a ser el mismo para todos los so´lidos con
la misma estructura cristalina. La ecuacio´n (2.6) es va´lida para sistemas cristalinos monoato´micos.
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Sin embargo este modelo no explica porque la estructura de un so´lido de repente pierde su
estabilidad en Tm. Otros modelos para describir la fusio´n se basan en que los defectos en la
estructura cristalina son los centros de iniciacio´n de la fusio´n del so´lido. Por ejemplo, Mott and
Mackenzie propusieron en 1957 que la densidad de dislocaciones del so´lido se incrementa con el
aumento de la temperatura y que luego de una cierta temperatura, esta densidad sobrepasarı´a un
umbral crı´tico que causarı´a la inestabilidad del cristal y la subsecuente fusio´n.
2.2.2. Solidificacio´n
La solidificacio´n de un lı´quido es un feno´meno mas complejo y ma´s au´n lo es la cristalizacio´n
pues es el manifiesto de una ruptura de simetrı´a. Adema´s se conoce que la diferencia estructural
entre los cristales y los lı´quidos proviene de la existencia de un orden polie´drico de corto alcance
con simetrı´a de quinto orden en los lı´quidos [Reichert, 2000]. Mediante el ca´lculo de las energı´as
libres de las fases so´lida y lı´quida, se puede determinar el punto de solidificacio´n de una substancia,
usando las condiciones termodina´micas que permiten igualar ambos potenciales. Al parecer,
la solidificacio´n representa la competicio´n de dos feno´menos: la contraccio´n del lı´quido y la
formacio´n de una estructura perio´dica. Otro hecho importante que se da en la transicio´n es lo
que se conoce como super enfriamiento o sub enfriamiento, lo cual consiste en retraso de la
solidificacio´n por debajo de la temperatura de fusio´n. El superenfriamiento se da debido a la falta
de lugares privilegiados para la nucleacio´n del so´lido. Turnbull mostro´ que el lı´mite absoluto de la
temperatura de superenfriamiento es ∆Tmax = 0,18Tm donde Tm es el punto de fusio´n del so´lido
[Papon, 2002].
Cuando T < Tm, el lı´quido se encuentra en un estado metaestable, es decir superenfriado.
Luego cuando el lı´mite de superenfriamiento de un lı´quido se alcanza y este comienza a cristalizar.
En ciertos lı´quidos, la situacio´n es mas complicada debido a la existencia de la transicio´n vitrea.
Algunos materiales forman lı´quidos de muy alta viscocidad cuando se funden, luego cuando la
temperatura se reduce por debajo de la temperatura de fusio´n, estos no solidifican y permanecen en
un estado de superenfriamiento, la viscosidad del lı´quido se incrementa significativamente cuando
la temperatura disminuye y finalmente solidifican en la forma de un vidrio, el cual es un estado
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Figura 2.2: Secuencia de la solidificacio´n desde la formacio´n de microcristalitos en la fase lı´quida
hasta la solidificacio´n completa.
so´lido no cristalino. No obstante, cuando un material se encuentra en estado vı´treo, se puede decir
que el sistema esta´ fuera del equilibrio y que se halla en un estado de equilibrio termodina´mico
metaestable, por lo que su descripcio´n es au´n mas complicada que el de la cristalizacio´n. La teorı´a
de nucleacio´n homoge´nea es la teorı´a que describe como es que el lı´quido se transforma en so´lido.
Teorı´a de nucleacio´n homoge´nea
La transicio´n lı´quido-so´lido evoluciona en dos etapas marcadas: la formacio´n de nu´cleos de la
nueva fase (nucleacio´n) y el crecimiento de esos nu´cleos. Para ello es necesaria la creacio´n de
una interfaz que separe los nu´cleos de la nueva fase y la fase madre. Estos nu´cleos van creciendo
mediante la adicio´n de a´tomos en la interfaz. La razo´n de crecimiento de los nu´cleos4 es una
funcio´n de la probabilidad de que los a´tomos se puedan enlazar a la interfaz. El taman˜o de los
nu´cleos, conforme disminuye la temperatura, se incrementa con el tiempo y al final del proceso,
la nueva fase queda totalmente formada.
Desde el punto de vista termodina´mico, a la nucleacio´n se le asocia con un cambio en la
energı´a libre. La nucleacio´n basicamente tiene dos procesos [Papon, 2002]:
El pasaje de los a´tomos o mole´culas de una fase a otra o de un estado a otro que corresponda
a la variacio´n de la energı´a libre ∆GV .
4En la Fig. 2.2 se muestra el crecimiento de los nu´cleos o cristalitos.
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La creacio´n de una interfase entre la el nu´cleo de la nueva fase y la fase inicial, asociado a
un cambio de la energı´a libre ∆GS .
de lo cual tenemos que:
∆Gn = ∆GV +∆GS (2.7)
Si ∆gV designara la energı´a libre de formacio´n de una nueva fase por unidad de volumen,
donde V es el volumen de de la nueva fase, podemos decir que:∆GV = V∆gV . Si asumimos que
el proceso de nucleacio´n es iniciada con nu´cleos esfe´ricos de radio r. Si definimos a γ como la












Si ∆hV y ∆sV son los cambios de la entalpı´a y la entropı´a respectivamente, asociados con la
formacio´n de una unidad de volumen de la nueva fase podemos escribir5
∆gV = ∆hV − T∆sV (2.10)
A la temperatura de solidificacio´n Tm, se tiene que ∆hV = −LVf donde LVf es el calor latente
de fusio´n del material por unidad de volumen (∆hV es negativo) y ∆sV = −LVf /Tm. Asumiendo
que ∆T = Tm − T es una medida del grado de superenfriamiento del lı´quido y que la diferencia





Usando la ecuacio´n (2.11), podemos escribir la ecuacio´n (2.9) como
5En la ecuacio´n (2.10) se usa la relacio´n proveniente del potencial termodina´mico de Gibbs: G(T, p) = H − TS
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Figura 2.3: Relacio´n entre la energı´a libre del nu´cleo de la fase so´lida y su radio para grados de







Cuando T < Tm, ∆Gn tiene un ma´ximo para r = r
∗, la formacio´n de nu´cleos de taman˜os
mas grandes que resulta en la estabilizacio´n de la fase so´lida se da cuando ∆Gn decrece y se
vuelva negativo. El radio r∗ se le denomina radio crı´tico. Si bien hemos denomidado nu´cleo a
las formaciones iniciales de la nueva fase, usando el concepto de del radio crı´tico, denominamos
embriones a las formaciones de la nueva fase con radios menores a r∗ y nu´cleos a aquellas con













La Fig. 2.3 muestra la relacio´n entre ∆Gn y el radio de los nu´cleos. El radio r
∗ es llamado
crı´tico porque cuando el embrio´n alcanza ese taman˜o, bien puede diminuir de taman˜o y destruirse
o puede aumentar de taman˜o y convertirse en nu´cleo. Por otro lado, ∆G∗n es la barrera que un
nu´cleo debe de pasar para que la nucleacio´n se de. De las ecuaciones (2.13) podemos calcular
aproximadamente el radio crı´tico para la plata. Los valores se observan en la Fig. 2.4, considerando
los valores γ = 143 mJ/m2 [Jones, 2002] y LVf = 1,0951 × 105 kJ/m3 en el estado so´lido. La
Fig. 2.4 muestra que para ∆T ≈ 300 K se tiene r∗ ≈ 1× 10−9 m, este valor se incrementando
significativamente con el incremento de ∆T .
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Figura 2.4: Dependencia del radio crı´tico con el grado de superenfriamiento.
2.3. Particularidades de la transicio´n de fases en nanopartı´cu-
las meta´licas
Por otro lado la transicio´n de fases en materiales con dimensiones nanome´tricas, como los
clusters o nanopartı´culas, tienen caracterı´sticas propias. Una de estas caracterı´sticas es la coexis-
tencia de sus fases en el rango de temperatura y presio´n en las proximidades del punto de fusio´n,
en otras palabras, cuando las energı´as libres de las fases so´lida y lı´quida son iguales. La literatura
muestra un vaive´n en las fases que adoptan las nanopartı´culas [Berry, 2009a]. Esto implica que si
solo las fases so´lida y lı´quida esta´n involucradas, parte del tiempo la nanopartı´culas se encontrara´n
en el estado so´lido y el resto del tiempo se hallara´n en el estado lı´quido [Schebarchov, 2005b].
Esta propiedad de los sistemas ato´micos pequen˜os es una consecuencia tanto de la escala de
tiempo que al sistema le lleva pasar de una forma relativamente estable a otra, y a la diferencia
relativamente pequen˜a entre las energı´as libres de los estados favorecidos y desfavorecidos cuando
la temperatura y la presio´n se aproximan pero no alcanzan la condicio´n en la cual ambas energı´as
se hacen iguales [Berry, 2009a].
Como se comento´ anteriormente, las nanopartı´culas cambian de fase de forma distinta a la de
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Figura 2.5: Nanopartı´cula de 147 a´tomos a T = 0 K (figura izquierda) y a una temperatura por
encima del punto de fusio´n. Los colores esta´n relacionados al nu´mero de vecinos.
los bulk. Sin embargo es posible, debido a su taman˜o reducido, estudiar en detalle las excitaciones
configuracionales, te´rmicas y ele´ctronicas6 que producen el cambio de fase lı´quido-so´lido en las
nanopartı´culas.
Se muestra que para nanopartı´culas muy pequen˜as, la transicio´n de fase resulta de excitacio´nes
configuracionales. Estas excitaciones son producidas por el cambio de posicio´n de los a´tomos
en la nanopartı´cula que a su vez ocasiona la transicio´n entre mı´nimos locales de la superficie de
energı´a potencial correspondiente. Las excitaciones te´rmicas tambie´n influyen en la naturaleza de
la transicio´n de fase. Estas excitaciones esta´n relacionadas a la vibracio´n de las nanopartı´culas
[Berry, 2009a]. Las vibraciones de los a´tomos en la nanopartı´cula se dan con cierta anarmonicidad,
lo cual contribuye al incremento de la entropı´a en la transicio´n [Berry, 2009a]. Las excitaciones
configuracionales y te´rmicas juegan un papel muy importante en la transicio´n de fase en nano-
partı´culas meta´licas. Adema´s el rol del acoplamiento de los electrones produce una gran cantidad
de iso´meros para una misma nanopartı´cula meta´lica conforme se incrementa la energı´a. Esto
quiere decir que cuando la energı´a de los cluster aumenta, este puede adoptar una gran variedad de
estructuras ato´micas [Chushak, 2001, Li, 2003a]. Este es un factor muy importante ya que hace a
la cine´tica de la evolucio´n de los clusters un elemento determinante para la estructura de la fase
so´lida. La coexistencia de fases es aplicable a varios taman˜os de clusters, incluyendo sistemas
ato´micos macrosco´picos, debido a que la energı´a de excitacio´n de un estado de agregacio´n excede
la energı´a ato´mica te´rmica en el punto de fusio´n. El rango de coexistencia se vuelve angosto
6Debido a su condicio´n de metales, las excitaciones ele´ctronicas tienen mayor importancia en las nanopartı´culas
meta´licas.
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Figura 2.6: Histe´resis entre la soldificacio´n y la fusio´n de Au561 usando una razo´n de enfriamiento
y calentamiento de 1011 K/s.
para clusters grandes, aunque el principio fundamental del proceso se mantiene. Teniendo en
cuenta el taman˜o, se da que la transicio´n de fase en los clusters pequen˜os ocurre sobre un rango
de temperatura ancho, donde se dan transiciones sucesivas entre la fase lı´quida y so´lida, siendo
totalmente lı´quido o so´lido en determinados instantes durante la transicio´n. Mientras que los
clusters mas grandes presentan rangos de tramsicio´n mas cortos y muestran una superficie lı´quida
que coexiste simultaneamente con un centro so´lido a temperaturas por debajo de la transicio´n
[Duan, 2007].
Otra caracterı´stica de la transicio´n de fases en nanopartı´culas es la histe´risis que se da entre las
curvas de calentamiento y enfriamiento como se muestra en la Fig. 2.6. Aunque la histe´resis se da
en los bulk, en las nanopartı´culas podrı´a tener otra naturaleza. La estructura termodina´micamente
favorable para clusters con mas de 100 a´tomos para el estado so´lido es la dodecae´drica cuya
simetrı´a tiende a ser fcc. Sin embargo, la literatura muestra que estos clusters presentan una
propensio´n a la estructura icosae´drica. Es posible que esto se deba al proceso de enfriamiento,
el cual comienza la solidificacio´n desde la superficie y forma una estructura con simetrı´a de
quinto orden. La solidificacio´n subsiguiente de las capas internas del cluster lo lleva a adoptar la
simetrı´a icosae´drica aunque este tipo de estructura no sea la mas estable termodina´micamente. La
velocidad finita de transicio´n entre las estructuras icosae´drica y dodecae´drica es lo que produce
la histe´resis en el calentamiento y enfriamiento de los clusters meta´licos. La transicio´n entre
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ambas estructuras resulta de un reordenacio´n de los a´tomos del cluster y esta temperatura de
fusio´n es superior a la temperatura de la barrera de transicio´n dodecaedro-icosaedro, por lo cual
ambas estructuras pueden participar de los procesos de solidificacio´n y fusio´n [Berry, 2009b].
Relacionado con la transicio´n de fases de estos sistemas, esta´ el hecho bastante bien estudiado
de la diferencia de las propiedades como el punto de fusio´n, punto de solidificacio´n, capacidad
calorı´fica, calor de fusio´n, calor de cristalizacio´n, etc [Alonso, 2005]. Adema´s se conoce que estas
propiedades, ası´ como otras no mencionadas anteriormente, son muy sensibles al taman˜o; a tal
punto de que la diferencia de un a´tomo puede hacer la diferencia.
Baletto y colaboradores han resumido las principales caracterı´sticas en las que difieren la
transicio´n lı´quido-so´lido entre metales bulk y nano [Baletto, 2005]:
El punto de fusio´n se reduce dependientemente al taman˜o.
El calor latente de fusio´n es ma´s pequen˜o.
La transicio´n no se da de manera abrupta a una temperatura definida, si no mas bien,
suavemente sobre un rango de temperatura donde las fases so´lida y lı´quida pueden coexistir.
La capacidad calorı´fica puede ser negativa dentro de una colectividad microcano´nica.
La transicio´n depende de la estructura de la nanopartı´cula y su orden quı´mico.
Una gran cantidad de esfuerzos se han hecho para tratar de explicar y describir la dependencia
del punto de fusio´n de las nanopartı´culas con su taman˜o. Uno de los principales y mas sencillos
es la propuesta por Buffat y Borel [Buffat, 1976]:






Donde C es una constante relacionada con el calor latente de fusio´n de la plata y la energı´a de
la interfaz lı´quido-so´lido. Sin embargo trabajos mas recientes proponen expresiones mas exactas
como la de Chushak y Bartell, los cuales no toman en cuenta la igualdad de los potenciales
quı´micos de las fases so´lido y lı´quido. Ellos calculan la depresio´n del punto de fusio´n a partir de
la ecuacio´n de Clapeyron
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donde la presio´n de vapor p∆i se refiere a la presio´n de vapor que la fase condensada i
experimenta a una presio´n estandar po, y Li(T ) es el calor molar de vaporizacio´n o sublimacio´n
la cual es dependiente de la temperatura. Las presiones de vapor de las partı´culas son aumentadas
por las presiones de Laplace ejercidas sobre ellas, como expresa la ecuacio´n de Kelvin
ln[pi(T, ri)] = ln[p
∆




donde ri es el radio de la partı´cula y pL es la presio´n de Laplace. Luego asumen que los
volumenes molares (V¯i), los calores de vaporizacio´n y sublimacio´n (Li) y las tensiones superfi-
ciales (σi) son funciones lineales de la temperatura y presio´n mediante expansiones entorno a
(To+∆T, p
o+∆p) y (To+∆T ). Relacionando las expansiones de V¯i, Li y σi con las ecuaciones



















donde ρl, ρs y δ son las densidades en el estado lı´quido, so´lido y el grosor de la capa lı´quida
respectivamente. La ecuacio´n (2.17) es mas precisa que la ecuacio´n (2.14). Sin embargo se sabe
que a taman˜os pequen˜os se encuentran irregularidades que no se ajustan a la ecuacio´n (2.17)
[Breaux, 2003]. Tambie´n se ha encontrado que las nanopartı´culas pequen˜as de nu´meros ma´gicos
tienen puntos de fusio´n altos que no corresponderı´an a la ecuacio´n (2.17) [Joshi, 2009].
A pesar de que las nanopartı´culas se distinguen de los bulk en muchos aspectos, los conceptos
de lı´quido y so´lido pueden ser transferidos a sistemas pequen˜os, haciendo posible el estudio de la
transicio´n de fases en nanopartı´culas bajo ese marco.
Capı´tulo 3
Me´todo de la simulacio´n con dina´mica
molecular
En el presente capı´tulo se vera´n las bases de la simulacio´n hecha mediante dina´mica molecular
revisando los aspectos importantes de la te´cnica. Tambie´n se expondra´ los detalles de la simulacio´n
de la transicio´n de fase de las nanopartı´culas. Finalmente se detallara´ las herramientas usadas para
el estudio de la estructura.
3.1. Dina´mica molecular
Este me´todo fue desarrollado debido al creciente uso de los me´todos nume´ricos y simulaciones
por computadora que comenzaban a ser implementados a inicios y mediados de la de´cada de
los 50. Sus iniciadores fueron Alder y Wainwright, que en 1957 reportaron una transicio´n de
fases sobre un sistema de esferas rı´gidas [Alder, 1957] y en 1959 describieron un me´todo que
denominaronMolecular Dynamics, el cual resolvı´a nume´ricamente un sistema de ecuaciones de
movimiento con el cual era posible calcular el comportamiento de varios cientos de partı´culas que
interactuaban cla´sicamente [Alder, 1959]. En 1964, Rahman implemento´ con e´xito el potencial
Lennard-Jones a dina´mica molecular, ya que hasta entonces este potencial so´lo era posible usarlo
en simulaciones Monte Carlo [Allen, 1987]. Otro hito importante fue el trabajo realizado por Loup
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Verlet, que uso´ el potencial Lenard-Jones para calcular el diagrama de fases del argo´n en 1967
[Verlet, 1967]. Luego el desarrollo de la simulacio´n computacional mediante dina´mica molecular
se dio rapidamente. Ya en la de´cada de los 70 se comenzo´ a simular sistemas mas complejos como
las proteı´nas [Levitt, 1975]. Actualmente dina´mica molecular es usada en diversos campos como
en el estudio de lı´quidos, defectos, fracturas, superficies, nanopartı´culas, friccio´n, biomole´culas,
etc. Dina´mica molecular realiza una descripcio´n real del movimiento de los a´tomos, lo que permite
explorar propiedades macrosco´picas dina´micas a trave´s de la simulacio´n microsco´pica. Adema´s
nos permite examinar cambios estructurales y te´rmicos en cualquier instante de la simulacio´n,
hecho que es difı´cil de realizar experimentalmente.
Este me´todo se basa en que el estado microsco´pico de un sistema sea descrito en te´rminos de
la posicio´n y el momento del conjunto de partı´culas que lo constituyen, es decir, de los a´tomos
o mole´culas. La aproximacio´n de Born-Oppenheimer nos permite expresar el Hamiltoniano del
sistema en funcio´n de las variables nucleares sin tomar en cuenta a los electrones. Y por u´ltimo
asumimos que una descripcio´n cla´sica del sistema es adecuada, entonces el Hamiltoniano que
describa el sistema de N partı´culas es
H(p,q) = K(p) + V (q) (3.1)
donde p = (p1,p2, . . . ,pN) y q = (q1,q2, . . . ,qN) siendo qi y pi las coordenadas genera-
lizadas y momentos de cada a´tomo i. Las coordenadas generalizadas q son, para la mayoria de
sistemas ato´micos, simplemente las coordenadas cartesianas ri de cada uno de los a´tomos en el









dondemi es la masa de los a´tomos y α indica las distintas componentes (x, y, z) del momento
de un a´tomo i. Conocido el hamiltoniano, se puede conocer las ecuaciones movimiento que
gobernara´n por completo la evolucio´n del sistema en el tiempo y en el espacio. Entonces el
me´todo de dina´mica molecular consiste en resolver estas ecuaciones, que son un sistema de
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ecuaciones diferenciales.
3.1.1. Potencial de interaccio´n ato´mica
La naturaleza fı´sica del movimiento de las partı´culas se encuentra en la manera de como ellas
interactu´an, es decir, de las fuerzas que actuan sobre ellas debido a su interaccio´n. Por eso el
potencial de interaccio´n ato´mica juega un papel muy importante desde el punto de vista fı´sico.
Hay una gran variedad de modelos que se han planteado para estimar las fuerzas entre los a´tomos
[Daw, 1983, Daw, 1984, Finnis, 1984, Rosato, 1989]. La idea de estos modelos es encontrar una
forma sencilla de relacionar la estructura ato´mica y electro´nica sin recurrir al complejo tratamiento
del ca´lculo mediante primeros principios. Entonces el objetivo es usar una aproximacio´n que
permita evitar el problema de los grados electro´nicos de libertad y mover los nu´cleos de acuerdo a
una funcio´n de potencial V (rij). La forma analı´tica de V (rij) es constituida por un nu´mero de
funciones, las cuales tratan de representar toda la fı´sica y la quı´mica de la interaccio´n. V (rij)
depende de las coordenadas de los a´tomos y de factores relacionados a cantidades geome´tricas que
deben ser hallados mediante la parametrizacio´n de V (rij) con datos experimentales [Allen, 1987].
En el caso de los metales, el desarrollo de potenciales esta´ basado en el concepto de densidad,
de tal manera que la energı´a cohesiva de un a´tomo aumente ra´pido cuando la densidad disminuya
y lenta cuando la densidad aumente. Los potenciales tipo glue method, embedded atom method y















La funcio´n φ(r) es de tipo par y U(n) es la energı´a de un a´tomo debida a la densidad
electro´nica a su alrededor. Aunque los potenciales antes mencionados comparten la misma forma
analı´tica, difieren bastante en el procedimiento usado para constriur las tres funciones φ(r), ρ(r)
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y U(n) [Ercolessi, 1997].
En 1985, Car y Parrinello desarrollaron un me´todo poderoso denominado first- principles
or ab initio molecular dynamics, para realizar simulaciones con dina´mica molecular donde los
iones se mueven cla´sicamente pero bajo la accio´n de fuerzas obtenidas de resolver la estructura
electro´nica, elimando ası´ la necesidad de potenciales empı´ricos1 aunque a expensas de un alto
costo computacional [Car, 1985]. Sin embargo el me´todo ab initio esta´ au´n lejos de reemplazar a
los potenciales empı´ricos debido a que ab initio solo puede simular sistemas con poco mas de
1000 a´tomos y su tiempo de simulacio´n esta´ en el orden de los picosegundos, por otro lado los
potenciales empı´ricos pueden simular sistemas con millones de a´tomos y su tiempo de simulacio´n
esta´ en el orden de los nanosegundos; la ventaja esta´ en que muchos problemas envuelven una
cantidad de a´tomos muy grande y que se dan en intervalos de tiempo extensos lo que solo puede
ser atacado usando potenciales empı´ricos.
Potencial Tight Binding-Second Moment Approximation
El modelo tight binding describe la interaccio´n entre iones como la suma de un te´rmino de
enlace efectivo mas un potencial repulsivo de corto alcance; esta es la base sobre la cual se basan
varios potenciales, entre ellos el potencial tight binding-second moment approximation (TB-SMA)
[Cleri, 1993] el cual se uso´ en esta tesis.
Se conoce que las energı´as de enlace de metales de transicio´n obtenidas en los experimentos
son aproximadamante proporcionales al ancho medio de densidad de estados (DDE) el cual esta
descrito por el segundo momento de DDE,
√
µ2 [Allan, 1979]. El modelo tight binding, en el caso
de los metales de transicio´n, infiere que bajo la restriccio´n de neutralidad de la carga local, los
primeros momentos pueden ser escritos mediante una expresio´n analı´tica siempre que las sumas
esten restringidas a solo los primeros o segundos vecinos segu´n sea la estructura [Cleri, 1993].
La bandas electro´nicas d (se sabe que las propiedades cohesivas de los metales de transicio´n se
generan de la banda d de DDE) pueden ser descritas por una base de integrales hopping, siendo los
1Los potenciales tipo glue method, embedded atom method, Finnis-Sinclair y tight binding se denominan tambie´n
como emperı´ricos o semi empı´ricos ya que la forma analı´tica del potencial es parametrizada para que se ajuste
propiedades como las constantes elas´ticas y la energı´a de formacio´n de vacantes.
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momentos combinaciones lineales de estas integrales, en particular, el segundo momento puede
ser escrito por la suma de los cuadrados de las integrales hopping. Ya que las integrales hopping
son funciones que solo dependen de las distancias entre los a´tomos i y j , la energı´a de enlace, la
cual es proporcional a
√











donde rij representa la distancia entre los a´tomos i y j, r
αβ
0 es la distancia entre primeros
vecinos en la red αβ; ξ es una integral hopping efectiva y q describe su dependencia sobre la
distancia interato´mica relativa. Para asegurar la estabilidad del sistema, se necesita un te´rmino de
interaccio´n repulsiva. Este se asume que sea una interaccio´n entre pares y descrita por la suma de









el cual se origina por el incremento de la energı´a cine´tica de los electrones de conduccio´n
que se encuentran atrapados entre dos iones pro´ximos; el para´metro p esta´ relacionado a la
compresibilidad del bulk meta´lico. Los para´metros ξ, A, p, r0 y q son ajustados a los valores
experimentales de la energı´a cohesiva, para´metro de red y constantes ela´sticas independientes en







Los para´metros ξ, A, p, r0 y q para algunos de los metales con los que trabajaron Cleri y
Rosato [Cleri, 1993] se muestran en el cuadro 3.1
Este potencial es usado en diversos trabajos de investigacio´n relacionados al comportamiento
de metales en la nanoescala [Andreazza, 2010, Pastewka, 2010].
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Cuadro 3.1: Para´metros de los potenciales TB-SMA para metales de transicio´n, Al y Pb.
Metal ξ (eV) A (eV) p r0 (A˚) q
Ag 1.178 0.1028 10.928 4.085 3.139
Ni 1.070 0.0376 16.999 3.523 1.189
Rh 1.660 0.0629 18.450 3.803 1.867
Au 1.790 0.2061 10.229 4.079 4.036
Pb 0.914 0.0980 9.5760 4.951 3.648
Al 1.316 0.1221 8.6120 4.050 2.516
Cu 1.224 0.0629 10.960 3.615 2.278
3.1.2. Integracio´n nume´rica de las ecuaciones de Newton
Dina´mica molecular resuelve nume´ricamente las ecuaciones de movimiento de N partı´culas
que interaccionan entre sı´ mediante cierto potencial; la resolucio´n de estas ecuaciones se hace
a trave´s de un algoritmo de integracio´n nume´rica el cual constituye la parte central del me´todo.
Existen una diversidad de algoritmos de integracio´n [Verlet, 1967, Gunsteren, 1967, Gear, 1966],
entre ellos uno de los mas eficientes y mas usados es el algoritmo de Gear predictor-corrector
[Gear, 1971], el cual se describe someramente a continuacio´n.
Como se sabe la trayectoria cla´sica es contı´nua, entonces podemos hacer una estimacio´n de las
posiciones, velocidades, etc. en el tiempo t+ δt mediante una expansio´n de Taylor de la siguiente
manera [Allen, 1987]:






δt3 b¯(t) + · · ·
v¯p(t+ δt) = v¯(t) + δt a¯(t) +
1
2
δt2 b¯(t) + · · ·
a¯p(t+ δt) = a¯(t) + δt b¯(t) + · · ·
b¯p(t+ δt) = b¯(t) + · · ·
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El subı´ndice denota estos valores como valores predecidos. Como se observa obtenemos las
posiciones, velocidades, aceleracion, etc. en un tiempo posterior. Sin embargo, las ecuaciones
anteriores no generan trayectorias correctas conforme el tiempo avanza porque no hemos intro-
ducido las ecuaciones de movimiento, esto se hace atrave´s del paso corrector. Las posiciones
predecidas r¯p(t + δt) se utilizan para estimar las fuerzas
2 en el tiempo t + δt y por tanto las
aceleraciones en ese tiempo, a la que denominamos aceleraciones corregidas, a¯c(t+ δt). Estos
valores se comparan con las acelaraciones predecidas y se estima un error
∆a¯(t+ δt) = a¯c(t+ δt)− a¯p(t+ δt)
el cual es utilizado para corregir los valores precedidos
r¯c(t+ δt) = r¯p(t+ δt) + c0∆a¯(t+ δt)
v¯c(t+ δt) = v¯p(t+ δt) + c1∆a¯(t+ δt)
a¯c(t+ δt) = a¯p(t+ δt) + c2∆a¯(t+ δt)
b¯c(t+ δt) = b¯p(t+ δt) + c3∆a¯(t+ δt)
Entonces se entiende que los valores r¯c(t+ δt), v¯c(t+ δt), etc. son una mejor aproximacio´n a
los valores reales. Gear sugiere el mejor criterio de elegir los valores de los coeficientes c0, c1, c2
y c3 [Gear, 1966, Gear, 1971]. En la descripcio´n anterior se ha utilizado cuatro cantidades para
desarrollar las ecuaciones, por lo que el algoritmo recibe el nombre de Gear predictor-corrector
de 4to orden3. Si se emplean mas derivadas de la posicio´n, los valores de los coeficientes cambian
tambie´n. En resumen el algoritmo se reduce en:
(a) Predecir las posiciones, velocidades, aceleraciones, etc. en el tiempo t + δt usando las
valores actuales de esas cantidades.
2De las posiciones r¯p(t+ δt) se calculan las distancias entre los a´tomos. Estas distancias se utilizan para calcular
las energı´as de interaccio´n (ver Sec. 3.1.1) y luego la fuerzas.
3Si utilizamos un nu´mero n de derivadas de la posicio´n, se dice que el algoritmo es de orden n. Sin embargo se
comprueba que la eficacia del algoritmo no aumenta significativamente mas alla´ del 5to orden.
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(b) Calcular las fuerzas y por tanto las aceleraciones de las nuevas posiciones.
(c) Corregir las posiciones, velocidades, aceleraciones, etc. a partir de las nuevas aceleraciones.
(d) Calcular las variables que sean de intere´s, tales como la energı´a, para´metros de orden, los
cuales se guardan antes de volver al paso (a).
En general un buen algoritmo es ra´pido, permite el uso de un paso de integracio´n largo δt que
satisfaga las leyes de conservacio´n de la energı´a y momento, y por u´ltimo debe ser sencillo de
programar. Todas esas caraterı´sticas describen en gran medida un buen algoritmo que le permitira´
al software realizar un buen desempen˜o.
3.1.3. Condiciones perio´dicas de contorno
Un problema importante que se presenta en dina´mica molecular es el de los contornos o
bordes. Un borde es donde nuestro sistema a simular termina, y los a´tomos cerca del borde tendra´n
menos vecinos que los a´tomos del interior, en otras palabras nuestro sistema estara´ rodeado por
superficies. El problema esta´ en que si hacemos la simulacio´n de esa manera, la situacio´n no
serı´a realı´sta. La razo´n es que por ma´s grande que sea nuestro sistema, el nu´mero de a´tomos
serı´a pequen˜ı´simo en comparacio´n al nu´mero de a´tomos contenidos en una pedazo de materia
macrosco´pica y la relacio´n entre el nu´mero de a´tomos en la superficie con el nu´mero total de
a´tomos serı´a mucho mayor que en la realidad, causando que los efectos de la superficie sean mas
importante de lo que deberı´an ser [Ercolessi, 1997].
El problema de la superficie se soluciona mediante la implementacio´n de condiciones perio´di-
cas de contorno. Esto consiste en colocar las partı´culas en una caja, y esta caja es replicada a
trave´s de todo el espacio formando una red infinita. En el curso de la simulacio´n; mientras que las
partı´culas se van moviendo en la caja central, sus ima´genes perio´dicas que se encuentran las cajas
vecinas se van moviendo en exactamente la misma forma. Realmente no hay contornos en la caja
central y no partı´culas en la superficie. La caja simplemente forma un sistema de ejes conveniente
para medir las coodenadas de las partı´culas [Allen, 1987].
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Figura 3.1: Representacio´n tridimensional de las condiciones de contorno perio´dicas.
En la Fig. 3.1, se muestra una representacio´n de la caja central y sus ima´genes perio´dicas.
Cuando una partı´cula deja la caja central, su imagen ingresa a esta por lo que no es necesario
guardar las coordenadas de todas las ima´genes de la simulacio´n, solo las partı´culas de la caja
central. En esta tesis no se hecho uso de las condiciones perio´dicas de contorno debido a que se
trabajo con un nu´mero finito de partı´culas en el sistema.
3.1.4. Simulacio´n na colectividad cano´nica
En dina´mica molecular es posible realizar simulaciones usando diversas colectividades es-
tadı´sticas. Entre ellos se encuentra la colectividad microcano´nica, cano´nica, isoba´rica-isote´rmica,
etc. La colectividad microcano´nica es la mas sencilla de realizar debido a que se consigue em-
pleando un adecuado paso de integracio´n4 sin mas arreglos adicionales al algoritmo. Por otro
lado, la realizacio´n de la colectividadad cano´nica es ma´s compleja que el caso de la simulacio´n
microcano´nica, ya que se requiere an˜adir arreglos en el algoritmo para controlar la temperatu-
ra. El algoritmo que propone Andersen [Andersen, 1980] consiste en crear fluctuaciones en la
energı´a del sistema para mantener la temperatura constante. Estas fluctuaciones se dan mediante
la introduccio´n de fuerzas estoca´sticas que actu´an sobre los a´tomos del sistema y que cambian su
energı´a cine´tica. Cada colisio´n estoca´stica es un evento instanta´neo que afecta el momento de una
partı´cula. Entre cada colisio´n el estado del sistema evoluciona de acuerdo a
4El paso de simulacio´n debe ser menor que el periodo de oscilacio´n natural de los a´tomos.








donde u′(rij) es la derivada de la energı´a potencial con la que interaccionan los a´tomos
posicionados en ri y rj, ası´ mismo rˆij es el vector unitario en la direccio´n ri − rj. Cuando hay
una colisio´n, a la ecuacio´n 3.7 se le an˜ade un te´rmino que corresponde a la colisio´n estoca´stica.
Para realizar la simulacio´n, primero debemos de escoger valores nume´ricos de dos para´metros;
T y ν. El primer para´metro T es la temperatura a la cual se desea tener al sistema. El para´metro ν
es la razo´n media en la que cada partı´cula sufre una colisio´n estoca´stica. Entonces la probabilidad
de que una partı´cula sufra una colisio´n en en algu´n pequen˜o intervalo de tiempo ∆t es ν∆t. Los
tiempos en los cuales cada partı´cula sufre una colisio´n son decidos antes de la simulacio´n. Para
ello se utilizan nu´meros aleatorios que genera´n los valores de los intervalos de tiempo entre cada
colisio´n sucesiva, estos intervalos esta´n distribuidos segu´n
P (t) = νe−νt (3.8)
donde P (t)∆t es la probabilidad de que un intervalo entre colisio´n se encuentre entre t y
t + ∆t. Entonces se escogen un conjunto de posiciones y momentos iniciales, rN(0) y pN(0),
y se integran las ecuaciones de movimiento hasta que ocurra la primera colisio´n estoca´stica.
Sopongamos que la partı´cula que sufre la colisio´n es i. El valor del momento de la partı´cula i
despue´s de la colisio´n es escogida al azar de una distribuv’on de Boltzman a una temperatura
T. el cambio del momento se da instanta´neamente. Las otras partı´culas no son afectadas por la
colisiı´on. Entonces las ecuaciones de movimiento de las dema´s partı´culas son integradas hasta la
pro´xima colisio´n. Luego este proceso se repite.
El valor de ν se estima como
ν = νc/N
2/3 (3.9)
donde νc es la frecuencia de colisio´n real para una partı´cula y N es el nu´mero de partı´culas. Para
N muy grande, la frecuencia de colisio´n estoca´stica es mucho mas pequen˜a que la frecuencia de
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colisio´n intermolecular. Por ello, casi todo el tiempo las partı´culas se movera´n segu´n las ecuaciones
de conservacio´n del movimiento para un sistema cerrado. Las interrupciones estoca´sticas sera´n
poco frecuentes, pero hara´n que la energı´a del sistema se relaje a un valor apropiado para la
temperatura T a una razo´n apropiada para un sistema de N partı´culas y causara´ que la energı´a
fluctu´e entorno a su de equilibrio de acuerdo a una colectividad cano´nica.
3.2. Detalles de la simulacio´n
Como se comento´ en el Capı´tulo 1, el me´todo utilizado para desarrollar la presente tesis se
denomina dina´mica molecular, cuyos principios se describieron en la Seccio´n 3.1. La simulacio´n
con DM fue realizado usando el co´digo cla´sico de dina´mica molecular XMD (ver Seccio´n A.1),
originalmente d fue esarrollado en la Universidad de Connecticut por Rifkin [Rifkin UConn]. El
potencial de interacio´n ato´mica usado fue el propuesto por Cleri y Rosato [Cleri, 1993].
Primero se definio´ la caja de simulacio´n (ver Sec. 3.1.3). La caja de simulacio´n usada fue
un cubo de 80 A˚ de arista5. El tipo de simulacio´n bajo el cual se llevaron a cabo todos los
experimentos nume´ricos fue en el marco del ensemble cano´nico (ver Sec. 3.1.4), es decir a
volumen V, nu´mero de partı´culas N y temperaturas T constantes (ensemble NVT). El paso de
integracio´n de las ecuaciones de movimiento, en adelante denominado como paso de tiempo δt,
que se uso´, teniendo en cuenta el potencial, fue δt = 2 fs. La discusio´n acerca de su valor se
encuentra en la Sec. 3.1.4.
Las nanopartı´culas objeto de investigacı´on en el presente trabajo son los llamados icosaedros








donde n es el nu´mero de capas. Con n =1:11 se obtiene la secuencia de nu´meros ma´gicos (N = 13,
55, 147, 309, 561, 923, 1415, 2057, 2869, 3871 y 5083).
5En el caso de la simulacio´n de nanopartı´culas, las dimensiones de la caja se fijan con fines simplemente
referenciales ya que no se usan condiciones perio´dicas de contorno.
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Figura 3.2: Ima´genes de las nanopartı´culas a) Ag147, b) Ag309, c) Ag561 y d) Ag923 a una tempera-
tura de 1000 K.
Las nanopartı´culas de AgN , con nu´mero de a´tomos mencionados, fueron construidas mediante
la agregacio´n en el espacio a partir de una celda elemental de estructura fcc como semilla siguiendo
un contorno aproximadamente esfe´rico utilizando el programa utilitario MxSoft (ver Seccio´n A.3)
[Lobato, 2008b]. Las NP se ubican dentro de la caja de simulacio´n, aproximadamente en el centro
de la caja. El volumen de la caja es significativamente mayor que el volumen de la NP, de tal
manera que hay suficiente espacio para que las NP puedan adquerir la morfologı´a requerida de
acuerdo a las condiciones impuestas. Todas estas nanopartı´culas fueron termalizadas (o expuestas
a un ban˜o te´rmico) a temperaturas por encima de su temperatura de fusio´n, a 1000 K, durante
500000 pasos de tiempo (1 ns), con la finalidad de asegurar la estabilidad de los sistemas a esa
temperatura. Debido a que se conoce que la temperatura de fusio´n de las nanopartı´culas es mas
baja que la de la plata bulk [Alonso, 2005], se monitoreo su estado mediante la visualizacio´n de
sus estructuras ato´micas con ayuda del programa Atomeye (ver Seccio´n A.2) [Li, 2003b], como se
observa en la Fig. 3.2. Haciendo la comparacio´n con la Fig. 2.5, se nota que las nanopartı´culas se
encuentran en estado lı´quido debido a que no presentan el ordenamiento propio del estado so´lido.
La idea de revisar las estructuras de las nanopartı´culas al ser termalizadas a 1000 K es cerciorarse
de que no haya deformacio´n pla´stica o evaporacio´n de a´tomos, lo que sucede a temperaturas
mas altas sobre todo en las nanopartı´culas mas pequen˜as (N < 561). La deformacio´n pla´stica
y la evaporacio´n de a´tomos implican configuraciones estructurales correspondientes a estados
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excitados bastante alejados energe´ticamente de aquellos en los cuales se considera que el sistema
se encuentre en estado lı´quido. Los estados excitados relacionados con deformaciones pla´sticas y
evaporacio´n de a´tomos corresponden a procesos diferentes al de la transicio´n lı´quido-so´lido, por
lo que se evita que las nanopartı´culas presenten ambos. Sin embargo la eleccio´n de la temperatura
inicial para comenzar el enfriamiento, no influye en el estudio de la transicio´n ya que como se
vera´ en la seccio´n posterior, los puntos de soldificacio´n de las nanopartı´culas esta´n por debajo de
1000 K.
Luego de que se obtuvieron las nanopartı´culas termalizadas a 1000 K se inicia un ciclo
de enfriamiento y calentamiento. El proceso de enfriamiento fue hecho en etapas, donde la
disminucio´n de la temperatura entre cada etapa fue de 25 K. Cada una de estas etapas fue simulada
a temperatura constante durante 20000 pasos de tiempo. El decremento de temperatura y el tiempo
durante este, define una tasa de cambio igual a 6,25 × 1011 K/s (0.625 K/ps)6. En la Fig. 3.3
se ilustra el proceso mediante un esquema. Como se explico´, cada etapa del proceso se dio a
temperatura constante y con una duracio´n de 0.04 ns (o 20000 pasos de simulacio´n), que es lo que
representa cada peldan˜o en la figura. Se ha notado que luego de cada variaci’on de la temperatura
el sistema necesita aproximadamente 10000 pasos de DM para alcanzar el nuevo equilibrio a
temperatura actual. Esto se deduce mediante el monitoreo de la amplitud de oscilaciones tando de
la energı´a como de la temperatura. La energı´a fluctu´a entorno a cierto valor, por lo que se puede
relacionar la temperatura del sistema con una determinada energı´a. Por u´ltimo promediamos los
valores de la energı´a de cada peldan˜o lo que nos permite construir la curva calo´rica del proceso.
Para la promediacio´n de la energı´a se han considerado las ultimas 20000 pasos en cada etapa de
enfriamiento. Durante todo el proceso de enfriamiento adema´s de la energı´a total Et, potencial
Ep y cine´tica Ec se guardan los datos en formato binario cada 40 ps con la finalidad de posterior
procesamiento. Estos datos contiene las posiciones y velocidades de todas los a´tomos.
Una vez alcanzada la temperatura de 300 K, el proceso de enfriamiento se dio por finalizado.
Luego se guardaron las configuraciones de las nanopartı´culas a esa temperatura, para ser utilizadas
6La velocidad de enfriamiento utilizada en este proceso es 2 ordenes mas alta que la velocidad real estimada por
Baletto de aproximadamente 1× 109 K/s [Baletto, 2005]. Esto se debe a que en esta etapa la prioridad es simular la
transicio´n, teniendo Baletto otros objetivos utilizando una velocidad mas baja.
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Figura 3.3: Esquema de la simulacio´n del calentamiento y enfriamiento de las nanopartı´culas (ver
Fig. A.2).
como punto de partida en el proceso de calentamiento. Este proceso fue realizado ana´logamente al
del enfriamiento, es decir con el mismo paso de tiempo y la misma tasa de 6.25K/ps. El rango de
temperatura del proceso de calentamiento fue de 300 hasta 1000 o 1200 K para las nanopartı´culas
mas grandes.
3.3. Ana´lisis estructural
Ba´sicamente se utilizaron dos te´cnicas para el ana´lisis de las estructuras. La funcio´n de
distribucio´n par y el ana´lisis de pares son dos te´cnicas bastante usadas para este fin, las cuales
sera´n descritas a continuacio´n.
3.3.1. Funcio´n de distribucio´n par
La funcio´n de distribucio´n par se utiliza para obtener informacio´n acerca de la estructura de
los sistemas a estudiar. Esta funcio´n es proporcional a la probabilidad de encontrar un a´tomo en
un cascaro´n esfe´rico a una distancia r de un a´tomo de referencia como se muestra en Fig. 3.4 y se
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Figura 3.4: Relacio´n entre los picos de la funcio´n de distribucio´n par y la estructura ato´mica
[Gould, 2006].











donde ρ = N/V es la densidad, ni(r) es el nu´mero de a´tomos en la capa esfe´rica entre r y
r +∆r . Por lo general las estructuras en 3 dimensiones se describen por medio de los picos de
Bragg de sus patrones de difraccio´n. Sin embargo, los materiales de baja dimensionalidad, como
las nanopartı´culas, no presentan orden de largo alcance ni simetrı´a traslacional de los cristales
convencionales. Por ello la funcio´n de distribucio´n par se muestra como una alternativa para la
determinacio´n de su estructura [Petkov, 2003]. Esta funcio´n se relaciona con el factor de estructura






Q[S(Q)− 1]Sen(Qr) dQ (3.11)
donde Q es la magnitud del vector de onda. La funcio´n estructura S(Q) esta´ relacionada con
la parte coherente, Icoh(Q), del difractograma
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S(Q) = 1 +
Icoh(Q)−∑ ci|fi(Q)|2
|∑ cifi(Q)|2 (3.12)
donde ci y fi son la concentracio´n ato´mica y el factor de dispersio´n de rayos X respecti-
vamante para la especie ato´mica de tipo i; se puede decir que la funcio´n de distribucio´n par
es otra representacio´n de los datos de un difractograma desde el punto de vista experimental
[Hwang, 2002].
3.3.2. Ana´lisis de vecinos comunes
Otra forma de ana´lisis estructural mas detallada es el ana´lisis de pares con sus vecinos comunes
(AVC) [Honeycutt, 1987]; esta te´cnica consiste determinar el orden estructural a partir del ana´lisis
de pares de a´tomos que se puedan formar en el sistema, teniendo en cuenta los a´tomos alrededor
de estos. Ba´sicamente la te´cnica se basa en la descomposicı’on de la funcio´n de distribucio´n
par g(r) de acuerdo al medio circundante de cada par. El me´todo clasifica un par de a´tomos,
par principal, teniendo presente en primer lugar si son o no vecinos cercanos; segundo, cuantos
vecinos cercanos tienen en comu´n y tercero, cual es la relacio´n que existe entre los vecinos
cercanos al par principal. Honeycutt y Andersen usan cuatro ı´ndices (i, j, l, m) para denotar
las tres caracterı´sticas anteriormente mencionadas. El criterio para considerar un par de a´tomos
como vecinos cercanos es la distancia entre ellos; si esta distancia es menor o igual al punto
donde se encuentra el primer mı´nimo en la curva de la funcio´n de distribucio´n par g(r) entonces
son considerados vecinos cercanos, es decir se denominan de tipo I . Los pares del tipo I estan
relacionados con las caracterı´sticas del primer pico en g(r), mientras que los pares del tipo II , es
decir cuando el primer ı´ndice i = 2, estan relacionados con el segundo pico en g(r).
Si dos a´tomos A y B son vecinos cercanos, es decir si forman un enlace, i = 1 de lo contrario
i = 2; el ı´ndice j representa el nu´mero de vecinos cercanos que forman enlaces con ambos a´tomos
del par principal a la vez; el ı´ndice l representa el nu´mero de enlaces que forman los vecinos
cercanos a A y B; y por u´ltimo m nos dice como esta´n dispuestos los enlaces formados por los
vecinos cercanos a A y B, si esos enlaces esta´n conectados entre si,m = 1 de lo contrariom = 2.
A modo de ejemplo en la Fig. 3.5 se muestran algunos diagramas o arreglos que se encuentran
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Figura 3.5: Arreglos geome´tricos de los primeros vecinos comunes al par de a´tomos principal
[Honeycutt, 1987].
frecuentemente en los clusters y nanopartı´culas . Los pares 1551, 1541 y 1431 son una medida
directa del grado de orden icosae´drico; los pares 1661 y 1441 son caracterı´sticos de la estructura
bcc. Los pares 1421 y 1422 respectivamente representan las estructuras locales fcc y hcp; y los
pares 1301, 1311, 1321 y 1331 representan la estructura tipo diamante [Wang, 2002a]. Los pares
1541 y 1431 representan estruturas icosae´drica imperfecta y fcc imperfecta, respectivamente. Por
ejemplo el par 1551 consta de un par vecino que tienen 5 vecinos comunes a igual distancia y
cada uno de estos vecinos forman a su vez enlace, formando un penta´gono. Los principales pares
del tipo II son 2101, 2211 y 2331. El par 2101 es un trimer lineal, el par 2331 dos tetraedros que
comparten una cara comun.
El siguiente cuadro muestra las abundancias de los pares segu´n las diversas estructuras que
pueden presentar los materiales; entre ellos un cristal fcc perfecto, un cristal hcp, una nanopartı´cula
con N = 13, N = 55 y N = 147.
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Cuadro 3.2: Abundancias de los pares segu´n la estructura.
Par fcc hcp N = 13 N = 55 N = 147
2331 0 0.17 0.71 0.38 0.26
1551 0 0 0.29 0.10 0.05
1421 1 0.5 0 0 0.17
1422 0 0.5 0 0.38 0.39
Capı´tulo 4
Transicio´n de fase lı´quido-so´lido en
nanopartı´culas AgN
Este capı´tulo se enfoca en los resultados obtenidos mediante la simulacio´n de la transicio´n de
fase de nanopartı´culas de plata. Se muestran los resultados, incluyendo su discusio´n.
4.1. Curvas calo´ricas durante el enfriamiento y calentamiento
En la Seccio´n 3.2 se describio´ como se realizo´ la simulacio´n de la solidificacio´n y la fusio´n de
las nanopartı´culas de plata. Uno de los objetivos principales del trabajo consiste en determinar las
temperaturas de transicio´n so´lido-lı´quido de las nanopartı´culas de plata de diferentes taman˜os.
Debido a que utilizamos la simulacio´n cano´nica, las temperaturas de transicio´n determinamos a
partir del ana´lisis de la variacio´n de la energı´a total del sistema. La Fig 4.1 (izquierda) muestra la
curva tı´pica del comportamiento de la energı´a como funcio´n del tiempo. La forma escalonada de
la energı´a indica que el tramo horizontal la temperatura se mantiene constante y luego se cambia
bruscamente hasta un nuevo valor ((ver Fig. A.2). Luego usando el programa MxSoft (ver Sec.
A.3) se hace el promedio de las energı´as en cada peldan˜o. Sabiendo que cada peldan˜o corresponde
a cierta temperatura se obtiene facilmente la dependencia de la energı´a de las nanopartı´culas
como funcio´n de la temperatura, es decir las curvas calo´ricas. En la Fig. 4.1 (derecha) se presenta
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Figura 4.1: Dependencia tı´pica de la energı´a total con el tiempo como resultado de la simulacio´n
(izquierda). Dependencia recalculada de la energı´a total con la temperatura luego de procesarse
con MxSoft (derecha).
la gra´fica correspondiente del resultado del promedio de las energı´as. Los puntos en la Fig. 4.1
(derecha) corresponde a la energı´a que posee la nanopartı´cula en relacio´n a su temperatura; la
lı´nea es en la gra´fica es solo para mejorar su visualizacio´n.
Figura 4.2: Dependencia de la energı´a total como funcio´n de la temperatura de las nanopartı´culas
de AgN durante el proceso de enfriamiento.
Obviamente, los resultados de varias corridas, realizadas con diferentes condiciones iniciales,
son diferentes. Los resultados de las temperaturas de transicio´n que se presentan fueron promedia-
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Figura 4.3: Variacio´n de la energı´a total como funcio´n de la temperatura de las nanopartı´culas de
AgN durante el proceso de calentamiento.
dos por 11 corridas para cada taman˜o de las nanopartı´culas.
Las curvas promediadas de la energı´a total respecto a la temperatura de las nanopartı´culas se
muestran en las Figs. 4.2 y 4.3. Se puede notar claramente, que en cierto intervalo de temperatura
ocurre un quiebre o salto en las curvas calo´ricas, que es un indicador de una transcio´n de fase.
A temperaturas alejadas del punto de transicio´n la dependencia Etot(T ) es lineal. El salto en las
curvas calo´ricas ocurre en un rango de temperatura ∆T , en el cual coexiten ambas fases so´lida y
lı´quida. Como era de esperar, la transicio´n de fase en las nanopartı´culas no se da de forma brusca
como ocurre en la plata bulk. El valor de la temperatura de transicio´n Ts o Tf se ha determinado
en la mitad del intervalo de coexitencia de las fases. Ma´s preciso la temperatura de transicio´n se
determina por la posicio´n del ma´ximo en la derivada dEtot
dT
.
Uno de los resultados ma´s importantes, obtenidos mediante la simulacio´n con dina´mica
molecular, consiste en que tanto la temperatura de solidificacio´n Ts como la temperatura de fusio´n
Tf varı´an significativamente con el taman˜o de las nanopartı´culas. En la Fig. 4.4 se muestran la
variacio´n con el taman˜o de las temperaturas de transicio´n de las nanopartı´culas de plata. Los
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Figura 4.4: Puntos de solidificacio´n Ts (izquierda) y de fusio´n Tf (derecha) de las nanopartı´culas
de AgN como funcio´n del nu´mero de a´tomos en la nanopartı´cula. Las barras verticales indican los
valores de intervalo de coexistencia de las fases lı´quida y so´lidas.
segmentos punteados alrededor de los puntos indican el intervalo ∆T de coexistencia y no
la desviacio´n estandard de los puntos de transicio´n. En estas mismas gra´ficas se muestran las
curvas de ajuste, obtenidas usando los puntos de transicio´n como resultado de la simulacio´n. Estos
resultados corroboran las predicciones teo´ricas y datos experimentales acerca de la dependencia de
la temperatura de fusio´n de las nanopartı´culas meta´licas como funcio´n del taman˜o [Baletto, 2005].
La dependencia respecto al taman˜o de la temperatura de fusio´n de las nanopartı´culas y clusters
meta´licos normalmente se explica por la fraccio´n de los a´tomos en la superficie. Las propiedades de
los a´tomos superficiales son significativamente diferentes que los a´tomos en la parte interna debido
a la diferencia en sus entorno y cantidad de enlaces. En los metales bulk, las propiedades son
dominados por los a´tomos internos porque la fraccio´n de los a´tomos superficiales es despreciable.
En cambio, en las nanopartı´culas las propiedades fı´sicas son severamente afectados por los a´tomos
superficiales y ya no se pueden despreciar. Los a´tomos superficiales tienen menor energı´a de
enlace y como consecuencia la temperatura de fusio´n disminuye cuando aumenta la fraccio´n de
los a´tomos superficiales.
De las figuras 4.4 se nota que la variacio´n mas ra´pida ocurre en la regio´n de pequen˜as
nanopartı´culas (N < 1000). Para taman˜os mayores la dependencia se hace mas lenta. En las
figuras 4.4 y 4.5 se presentan las curvas de ajuste a los datos de las temperaturas de fusio´n
y solidificacio´n obtenidas mediante simulacio´n. La curva de ajuste se puede relacionar con la
temperatura de fusio´n del bulk, Tbulk, mediante argumentos termodina´micos por medio de la
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Figura 4.5: Variacio´n de las temperaturas de solidificacio´n (izquierda) y fusio´n (derecha) de las
nanopartı´culas de plata como funcio´n de N−1/3.
ecuacio´n (2.14). El cuadro 4.1 muestra los valores de los para´metros de ajuste de los puntos de la
simulacio´n con la ecuacio´n 2.14.
Figura 4.6: Punto de fusio´n de nanopartı´culas de Au. Linea so´lida : teorı´a ([Buffat, 1976]),
cuadrados negros: experiment ([Buffat, 1976]), linea punteada: ajuste de datos experimentales,
rombos de color rosa: simulacio´n de dina´mica molecular con MEAM ([Shim, 2002]), rombos
azules : simulacio´n de dina´mica molecular con EAM ([Lewis, 1997]). Figura reproducida de
[Park, 2010]
Se observa un acuerdo aceptable entre los resultados de simulacio´n con loas predicciones
teo´ricas. No disponemos de resultados experimentales acerca de la temperatura de fusio´n, mas que
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Figura 4.7: Diferencia en las funciones de distribucio´n par en la parte interna (in) y externa (out)
de la nanopartı´cula Ag2057, correspondientes a temperaturas 800 K (izquierda) y 900 K (derecha).
Se aprecia que la estructura de la capa externa es mas desordenada.
todo en la regio´n de pequen˜os taman˜os. Como se aprecia en el cuadro 4.1, la extrapolacio´n de los
puntos no converge a la temperatura de fusio´n de la plata bulk, 1234.93 K. Como posibles causas
de esta diferencia se puede mencionar algunas razones. La primera de ellas podrı´a ser que estas
nanopartı´culas presenten estructura icosae´drica o amorfa, y que la transicio´n a la estructura fcc,
propio de la plata bulk, se da en taman˜os ma´s grandes. Otra posibilidad es que las nanopartı´culas
utilizadas durante el calentamiento no necesariamente son las mas estables. Estas nanopartı´culas
fueron obtenidas con velocidad de enfriamiento relativamente alta y por lo tanto la morfologı´a
y estuctura no es la mas o´ptima. Un factor que tambie´n es necesario tomar en cuenta es el
modelo de potencial de interacio´n ato´mica. Efectivamente, como se puede apreciar de la Fig. 4.6
[Park, 2010] la diferencia en la temperatura de fusio´n de las nanopartı´culas de oro, obtenidas
mediante simulacio´n con diferentes modelos, puede alcanzar valores de 100 K y hasta mas.
Cuadro 4.1: Para´metros del ajuste segu´n la ec. 2.14
Proceso Solidificacio´n Fusio´n
Tbulk (K) 670.42 1083.06
C 0.73 1.94
Por otro lado, se observa que las capas superficiales se funden primero (ver por ejemplo la Fig.
4.7), este hecho provoca la disminucio´n de la temperatura de fusio´n, ya que la parte interna so´lida
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de la nanopartı´cula contienen menor cantidad de a´tomos y por lo tanto su temperatura de fusio´n
es menor, generando como consecuencia, adema´s, el ensanchamiento de la coexistencia de fases.
En general, las discrepancias en los valores de la temperatura de fusio´n de las nanopartı´culas
meta´licas, obtenidas con diferentes potenciales y condiciones especı´ficas de simulacio´n, aun
son bastante significativas. Como otro ejemplo se puede mencionar que Martin y colaboradores
[Martin, 1994] encontraron un hecho similar en nanopartı´culas de sodio.
Otro aspecto importante es la relacio´n entre los procesos de solidificacio´n y fusio´n. En la
Fig. 4.8 (izquierda) se muestran las curvas calo´ricas de enfriamiento y calentamiento de Ag923
en donde se observa claramente la existencia de una histe´resis, es decir la no coincidencia de las
temperaturas de fusio´n Tf y solidificacio´n Ts . Se pudo establecer de las Fig. 4.2 y 4.3 que el
ancho de la histe´resis se va incrementando conforme se incrementa el taman˜o de la nanopartı´cula,
como lo muestra la Fig 4.8 (derecha). Generalmente, el hecho de que Ts es menor que Tf se asocia
con el feno´meno de sobreenfriamiento, relacionado con la necesidad de formacio´n de nu´cleos
crı´ticos para el inicio de la transformacio´n. El ancho de la histe´resis, obtenida en el presente
trabajo, se compara con el valor ma´ximo del grado de sobreenfriamiento para la plata obtenido
por Turnbull, que es ∆Tmax = 222,29 K [Papon, 2002].
De las curvas calo´ricas se obtuvieron las propiedades termodina´micas que se muestran en el
cuadro 4.2. Entre estas propiedades se encuentran la capacidad calorı´fica durante la fusio´n (Cs→lp,m )
y solidificacio´n (C l→sp,m ), el calor latente de fusio´n (Lf ), el calor latente de soldificacio´n (Ls), y las
temperaturas de fusio´n y de solidificacio´n. Como se esperaba, los valores de estas propiedades
difieren de los valores que muestra la plata bulk, Csp,m = 25,35 J/mol K y Lf = 11,28 kJ/mol, ası´
como lo muestran tambie´n las nanopartı´culas de plata de 55 a´tomos [Li, 2000] y las nanopartı´culas
de hierro [Li, 2003a]. Los valores mostrados en el cuadro 4.2 se compararon con los obtenidos
por Luo y colaboradores, encontra´ndose que no hay diferencias significativas [Luo, 2008]. La
constante C de la ecuacio´n 2.14 obtenida por Luo para la fusio´n fue 1.931 que no difiere de la
obtenida en este trabajo (ver cuadro 4.1).
Tambie´n se calculo´ la capacidad calorı´fica durante la fusio´n (Cs→lp,m ) y la solidificacio´n (C
l→s
p,m ),
lo cual se muestra en los cuadros 4.3 y 4.4.
46 4. Transicio´n de fase lı´quido-so´lido en nanopartı´culas AgN
Figura 4.8: Histe´resis que aparece entre las curvas calo´ricas de enfriamiento y calentamiento de
Ag923 (izquierda). Variacio´n del ancho de la histe´resis como funcio´n del taman˜o de la nanopartı´cula
(derecha). ∆Tmax es el valor ma´ximo de subenfriamiento logrado para la plata
Cuadro 4.2: Propiedades de las nanopartı´culas de AgN , calculadas en base a los datos obtenidos
mediante simulacio´n con dina´mica molecular.
Propiedad Csp,m (J/mol K) C
l
p,m Lc (kJ/mol) Lf (kJ/mol) Ts (K) Tf
Ag147 28.7 36.6 5.9 7.6 577.0 722.2
Ag309 28.4 36.6 6.2 7.1 595.2 734.6
Ag561 28.4 35.2 8.1 8.0 621.0 812.0
Ag923 28.1 36.5 5.7 6.8 615.4 851.4
Ag1415 27.8 37.2 7.7 8.6 629.3 895.8
Ag2057 28.1 35.7 7.6 8.2 629.6 922.4
Ag2869 28.3 35.7 8.0 7.6 626.1 946.5
Ag3871 27.3 35.0 8.9 9.3 645.4 964.7
Ag5083 27.9 35.5 7.4 9.1 645.1 961.8
Figura 4.9: Vista de un corte transversal de la estructura de la nanopartı´cula Ag2057 a temperaturas
cercanas a la de solidificacio´n, de izquierda a derecha 650 K, 600 K y 520 K.
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Cuadro 4.3: Capacidad calorı´fica durante la fusio´n.
Propiedad Cs→lp,m (J/mol K)
Ag147 −0,07 + 1,9× 10−4T − 1,3× 10−7T 2
Ag309 −1,14 + 3,9× 10−4T − 2,7× 10−7T 2
Ag561 −0,09 + 2,5× 10−4T − 1,4× 10−7T 2
Ag923 −0,54 + 1,3× 10−3T − 7,5× 10−7T 2
Ag1415 −0,18 + 4× 10−4T − 2,2× 10−7T 2
Ag2057 −0,6 + 1,3× 10−3T − 7,2× 10−7T 2
Ag2869 −0,76 + 1,6× 10−3T − 8,5× 10−7T 2
Ag3871 −0,4 + 8,5× 10−4T − 4,4× 10−7T 2
Ag5083 −0,03 + 7,1× 10−4T − 3,7× 10−7T 2
Cuadro 4.4: Capacidad calorı´fica durante la solidificacio´n.
Propiedad C l→sp,m (J/mol K)
Ag147 −0,01 + 4,2× 10−5T − 3,7× 10−8T 2
Ag309 −0,02 + 7,7× 10−5T − 6,5× 10−8T 2
Ag561 −0,02 + 6,2× 10−5T − 5× 10−8T 2
Ag923 −0,04 + 1,3× 10−4T − 1,1× 10−7T 2
Ag1415 −0,07 + 2,1× 10−4T − 1,7× 10−7T 2
Ag2057 −0,03 + 1× 10−4T − 7,8× 10−8T 2
Ag2869 −0,06 + 1,9× 10−4T − 1,5× 10−7T 2
Ag3871 −0,05 + 1,5× 10−4T − 1,2× 10−7T 2
Ag5083 −0,04 + 1,1× 10−4T − 8,8× 10−8T 2
4.2. Transformaciones estructurales durante la solidificacio´n
Con la finalidad de monitorar las posibles transformaciones estructurales que sufren las
nanopartı´culas durante el enfriamiento se ha calculado las funciones de distribucio´n par g(r) y las
poblaciones o abundancias de diferentes pares con la te´cnica de AVC de todas las nanopartı´culas
estudiadas. Como a modo de ilustracio´n las gra´ficas presentan los resultados para el caso de tres
nanopartı´culas representativas N= 147, 2057 y 5083.
En el Ape´ndice 3.3 se comenta que la funcio´n de distribucio´n par nos da cuenta de que tan
ordenada se encuentra una determinada estructura. Ejemplos tı´picos de g(r) de las nanopartı´culas
de plata durante el enfriamiento se presentan en las figuras 4.10 y 4.11. Notamos que a temperatura
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Figura 4.10: Funciones de distribucio´n par de las nanopartı´culas Ag147 a diferentes temperaturas
durante el enfriamiento.
Figura 4.11: Funciones de distribucio´n par de las nanopartı´culas Ag5083 a diferentes temperaturas
durante el enfriamiento.
de 1000 K la forma de g(r) es caracterı´stico del lı´quido; picos ensanchados que son indicadores
que existe solamente orden de corto alcance [Li, 2003a] en la distribucio´n espacial de los a´tomos.
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Como se puede apreciar, por ejemplo de la Fig. 4.11, en las cercanı´as del punto de solidificacio´n,
en el lado derecho del segundo pico de g(r) aparece una especie de hombro; este hombro se
hace mas pronunciado con la disminucio´n de la temperatura lo que al final trae la divisio´n del
pico, lo cual es un indicio de la formacio´n de cierto grado de amorficidad [Wang, 2002b]. De las
figuras se aprecia que el ancho del primer pico de g(r) disminuye significativamente a medida
que disminuye la temperatura; adema´s la asimetrı´a disminuye con la temperatura. A temperaturas
debajo del punto de fusio´n es posible notar la aparicio´n de picos caracterı´sticos a estructuras
cristalinas en las funciones de distribucio´n par. El hecho de que los picos no son agudos, incluso a
temperatura de 325 K, probablemente se debe a que en las nanopartı´culas coexisten diferentes
estructuras y la cristalinidad nunca se logra totalmente. En relacio´n a la pregunta de en que partes
del sistema empiezan a formarse la nueva fase so´lida, de la Fig. 4.9 se aprecia claramente que la
solidificacio´n se inicia en las capas superficiales; estas ima´genes son porciones superficiales de la
nanopartı´cula, donde se aprecia la formacio´n de diferentes estructuras regulares como penta´gonos.
Figura 4.12: Variacio´n de la abundancia relativa de diferentes pares en las nanopartı´culas Ag147
durante el proceso de enfriamiento. Los pares presentes caracterizan las estructuras locales
icosaedrica (1541 y 1551), fcc y hcp (1421 y 1422), tipo diamante (1311, 1321) y tetragonal
doble (2331).
Como ya se menciono´ mas arriba una informacio´n mas detallada acerca de los cambios
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Figura 4.13: Variacio´n de la abundancia relativa de diferentes pares en las nanopartı´culas Ag5083
durante el proceso de enfriamiento. Los pares presentes caracterizan las estructuras locales
icosaedrica (1541 y 1551), fcc y hcp (1421 y 1422), tipo diamante (1311, 1321) y tetragonal
doble (2331).
estructurales se obtiene mediante la te´cnica AVC. La evolucio´n de la estructura durante el enfria-
miento de las nanopartic´ulas Ag147 y Ag5083 se muestran en las figuras 4.12 y 4.13. Se observa
claramente que los cambios estructurales que se dan en ambas nanopartı´culas son diferentes.
La Fig. 4.12 demuestra que a temperaturas mayores de 650 K, los a´tomos de la nanopartı´cula
Ag147 se encuentran formando estructuras no cristalinas como lo muestra el alto porcentaje del
par 2331, de ma´s de 40% alrededor de 825 K, mientras que los pares correspondientes al orden
cristalino presentan abundancias que oscilan entorno al 10% como lo son 1421 y 14221. No solo
su abundancia es pequen˜a sino que es comparable a las abundancias de los pares 1551 y 1541, que
junto a 2331 son estructuras no cristalinas. Sin embargo, entre los 650 y 550 K se nota que los
a´tomos se reestructuran. Las oscilaciones de las abundancias disminuyen luego de la transicio´n,
lo que nos da cuenta de que la nanopartı´cula se haya estructuralmente ma´s estable, no obstante el
crecimiento de los pares 1421 y 1422 no fueron muy grandes, de 5 y 20% respectivamente; y
1Como se comenta en el Seccio´n 3.3 los pares 1421 y 1422 cuantifican la presencia de las estructuras fcc y hcp
respectivamente.
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Figura 4.14: Variacio´n de la abundancia de pares durante el enfriamiento de la nanopartı´cula
Ag2057. Los datos estan normalizados por el primer indice.
adema´s el par 2331 continu´a teniendo una abundancia importante. La evolucio´n estructural de la
nanopartı´cula Ag5083 manifiesta diferencias sustanciales con respecto a Ag147. La Fig. 4.13 nos
indica que la nanopartı´cula Ag5083 es estructuralmente ma´s estable que Ag147 en el sentido que
las abundancias no presentan tantas oscilaciones. A temperaturas mayores de 650 K la mayorı´a
de pares, incluyendo a 1421 y 1422, tienen abundancias igual o menor a 10% a excepcio´n de
2331 y 1311 con mas de 30 y 20% de abundancias respectivamente. Es claro que a partir de 650
K hay cambios considerables en la estructura. Sin embargo la reestructuracio´n ato´mica se da de
manera diferente a Ag147. Mientras que la transicio´n de Ag147 se dio de forma accidentada, con
oscilaciones de 5 a 10%; la transicio´n de Ag5083 no presenta oscilaciones. Luego de 650 K se
observa un crecimiento importante de aproximadamente 55% del par 1421 en tanto 2331 decrece
hasta 10%. Era de esperarse que el par 1421 sea el mas abundante debido a que la plata cristaliza
a fcc.
La Fig. 4.14 muestra el comportamiento de la poblacio´n de los pares en la nanopartı´cula
Ag2057 . Se observa que durante el enfriamiento los pares que caracterizan la simetrı´a icosaedrica
a medida que disminuye la temperatura aumentan casi linealmente, alcanzando entre ambos
aproximadamente 16% de abundancia; pero caen bruscamente en el intervalo de 650 - 600 K.
Cabe notar que la gra´fica indican que la estructura icosaedrica con defectos (1541) en todo el
intervalo de temperatura es mayor casi dos veces que la estructura icosaedric perfecta (1551).
Probablemente esto esta´ relacionado con la velocidad de enfriamiento utilizado en la simulacio´n.
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Figura 4.15: Secciones transversales de Ag147 a 525 (izquierda) y 325 K (derecha). Los colores
verde (fcc), melo´n (hcp) y gris (no cristalino) distinguen el entorno estructural de los a´tomos.
Figura 4.16: Secciones transversales de Ag5083 a 600 (izquierda) y 325 K (derecha). Los colores
verde (fcc), melo´n (hcp) y gris (no cristalino) distinguen el entorno estructural de los a´tomos.
En cuanto a los indices relacionados con el segundo pico en g(r), como se muestra en la Fig.4.14
derecha, a mediada que disminuye la temperatura ocurre un transformacio´n mutua entre los pares
2210 y 2101.
Duan y colaboradores muestran que el movimiento de los a´tomos de Fe55 y Fe100 es altamente
correlacionado, es decir, de haber alguna perturbacio´n en el interior de la nanopartı´cula la superficie
tambie´n es afectada y viceversa; no obstante en Fe300 tal correlacio´n se presenta aminorada
[Duan, 2007]. Es conocido tambie´n que los lı´quidos contienen estructuras escondidas, lo que
explicarı´a la formacio´n de las estructuras representadas por los pares mostrados en las Fig. 4.12
y 4.13 [Stillinger, 1982]. La nanopartı´cula Ag147 tiene alrededor de 92 a´tomos en su superficie,
lo que representa el 62% de todos los a´tomos que contiene. Teniendo en cuenta estos factores
es posible entender la alta amorficidad y las oscilaciones en la Fig. 4.12. La superficie de la
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nanopartı´cula tiende a tener una estructura amorfa debido a su bajo nu´mero de coordinacio´n. La
alta amorficidad de Ag147 despue´s de solidificarse se explica en virtud a que la superficie es mas
de la mitad de la nanopartı´cula y por ende extienda su tendencia a la amorficidad a todo el sistema.
Por otro lado, la creacio´n o destruccio´n de estructuras en la nanopartı´cula que mayormente se da a
temperaturas por encima de la transicio´n, no solo afecta a las regiones cercanas al evento sino
que afecta a toda la nanopartı´cula a causa de la alta correlacio´n del movimiento de sus a´tomos lo
que demuestran las oscilaciones en las abundancias2 de los pares consecuentemente de mayor
amplitud a temperaturas altas.
La formacio´n y destruccio´n de pares tambie´n se da en la nanopartı´cula Ag5083 pero al no
haber correlacio´n esto no afecta al sistema en conjunto, por ello las abundancias no oscilan. Los
a´tomos de la superficie de Ag5083 corresponden al 31% aproximadamente del total de a´tomos, lo
que disminuye considerablemente su influencia sobre el interior, ello permite el desarrollo de la
estructura fcc aislado de la amorficidad de la superficie; sin embargo todavı´a no se puede hablar
de una cristalizacio´n completa ya que la presencia de alrededor de 10% de los pares 2331 y 1311,
por mas que estos se concentren en la superficie, constituyen es una fraccio´n importante que
puede afectar la temperatura de solidificacio´n como se menciono´ anteriormente. En las Fig. 4.15 y
4.16 se observan secciones tranversales de las nanopartı´culas Ag147 y Ag5083, las cuales muestran
sus estructuras internas a 525 (Fig. 4.15(izquierda)), 600 (Fig. 4.16 (izquierda)) y 325 K (Fig.
4.15 y 4.16 (derecha)) utilizando el programa OVITO (ver Seccio´n A.3) [Stukowski, 2010]. En
la Fig. 4.15 (izquierda), la estructura no cristalina predominan en la nanopartı´cula Ag147 debido
al dominio de la superficie, tan solo tiene 15 a´tomos con entorno estructural hcp y el resto es
no cristalino, y esto no cambia mucho a 325 K como se observa en la Fig. 4.15 (derecha). El
15% de pares 1421 no alcanzan para que algu´n a´tomo tenga entorno fcc por la alta abundancia
de las estructuras no cristalinas. Por otro lado, las Fig. 4.16 muestran que hay un predominio
de la estructura fcc y hcp en el interior, y de la no cristalina en la superficie de la nanopartı´cula
Ag5083. Las Fig. 4.15 evidencian la accio´n de la superficie en la estructura de las nanopartı´culas,
cuando mas pequen˜a es la relacio´n superficie/volumen mas cristalina tiende a ser la estructura.
Otro aspecto a notar es el hecho de que la diferencia en la intensidad de los cambios estructurales
2Las abundancias mostradas en las Fig 4.12 y 4.13 sen˜alan su tendencia sobre 20000 pasos de simulacio´n.
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Figura 4.17: Funcio´n de distribucio´n par de la nanopartı´cula Ag923 a distintas temperaturas en el
proceso de enfriamento.
entre ambas nanopartı´culas influya en la forma de sus curvas calo´ricas durante el enfriamiento3.
4.3. Mecanismo del inicio de transformacio´n enAg923
Con la finalidad de lograr mayor entendimiento acerca de los mecanismos del inicio de
transformacio´n de la fase lı´quida a so´lida en las nanopartı´culas se realizo´ un estudio mas detallado
del proceso de enfriamiento de Ag923 (d ≈ 3,14 nm) con una velocidad de 5× 109 K/s solamente
en las cercanı´as del punto de solidificacio´n. Conocido que la velocidad de enfriamiento influye
significativamente en la estructura y cine´tica de transformacio´n [Lobato, 2008a], escogimos la
velocidad mas lenta posible para tratar de simular la transformacio´n cercana al equilibrio. En
primer, lugar en la Fig. 4.17 se muestra la funcio´n de distribucio´n par g(r) de la nanopartı´cula
correspondientes a diferentes temperaturas. Los picos extendidos de funcio´n de distribucio´n par a
670 K en la Fig. 4.17 nos indica que los a´tomos de la nanopartı´cula se encuentran distribuidos
desordenadamente como corresponde al estado lı´quido. Adema´s esta configuracio´n se halla en la
3La curva calo´rica de Ag147 decae ma´s suavemente que la curva calo´rica de Ag5083 en la Fig. 4.2.
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regio´n lı´quida por encima del salto relacionado con la soldificacio´n en la Fig. 4.2. Por el contrario
la funcio´n de distribucio´n par a 530 K muestra picos bien definidos alrededor de 3, 4 y 5 A˚, lo
que indica que los a´tomos de la nanopartı´cula a esa temperatura muestran mayor orden en su
distribucio´n. A 640 K la funcio´n de distribucio´n par se muestra muy parecida a 670 K, ocurre
lo mismo con 610 y 530 K. Por lo tanto de la Fig. 4.17 podemos inferir que hay un cambio
importante en la estructura entre 640 y 610 K.
Para determinar la naturaleza del cambio estructural indicado por la Fig. 4.17, se utilizo´ el
ana´lisis de pares. En las Fig. 4.18, 4.19, 4.20 y 4.21 se muestra la evolucio´n en el tiempo de los
pares ma´s importantes que presento´ el sistema a 660, 650, 640, 630, 620 y 530 K4. Podemos
utilizar las Fig. 4.18, 4.19, 4.20 y 4.21 para entender la transicio´n de fase en relacio´n al tiempo.
Al parecer, las dos etapas de la transicio´n5 se pueden distinguir de este ana´lisis. En la Fig. 4.18
se observa que la abundancia del par 1421 oscila alrededor de 36% a 660 K. Luego a 650 K se
advierte un incremento y alcanza los 42% aproximadamente. A 640 K la abundancia se mantiene
oscilando pero entorno al 42%. Se da un nuevo incremento a 630 K que posiciona al par 1421 en
un 48% de abundacia. Las oscilaciones disminuyen considerablemente a 620 K y finalmente a
530 K el par 1421 alcanza cerca del 50%. La abundancia del par 2331 muestra un comportamiento
similar al par 1421 solo que de manera inversa. En la Fig. 4.19 la abundancia del par 2331 oscila
entorno a 24% a 660 K. Este porcentaje disminuye a 18 y 14% a 650 y 640 K respectivamente.
A 620 K la abundancia se estable en 15% y las oscilaciones dismuyen y este porcentage se
mantiene hasta los 530 K. Otro par importante es 1422 cuyas abundancias se observan en la Fig.
4.20. A diferencia de los pares 1421 y 2331, la abundacia del par 1422 se muestra muy inestable
hasta 620 K en donde se estabiliza en un 28%. Por otro lado el par 1551 presenta una del 2.4%
aproximadamante y esta dismunuye a la misma temperatura en la cual el par 1421 aumenta,
esto es 650 K. El par 1551 finalmente tuvo alrededor de 1.6% de abundancia. Los dema´s pares
tienen menos del 1% de abundancia por ello se considera que no influyen en el desarrollo de la
transicio´n.
4Es interesante observar los cambios estructurales de la nanopartı´cula Ag923 segu´n como se va enfriando desde
660 hasta 620 K, ya que desde 610 hasta 530 K no hay cambios significativos.
5Las etapas de la transicio´n de fase son mencionadas en la Seccio´n 2.2.2
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Figura 4.18: Evolucio´n temporal de los pares 1421 en Ag923 durante el enfriamiento.
Figura 4.19: Evolucio´n temporal de los pares 2331 en Ag923 durante el enfriamiento.
Las Fig. 4.18, 4.19, 4.20 y 4.21 indican momentos importantes de la transicio´n. Las oscilacio-
nes de la abundancia del par 1421 en la Fig. 4.18 cuando la nanopartı´cula Ag923 se encuentra a
660 K son producto de las perturbaciones te´rmicas que mantienen inestables los pares 1421 sin
embargo hay una tendencia clara, es decir, en promedio la abundacia es 36%. Cabe destacar que
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Figura 4.20: Evolucio´n temporal de los pares 1422 en Ag923 durante el enfriamiento.
Figura 4.21: Evolucio´n temporal de los pares 1551 en Ag923 durante el enfriamiento.
36% es un porcentage alto para la temperatura en la que se encuentra la nanopartı´cula y esto se
debe a basicamente a dos factores. La velocidad de enfriamiento es casi 100 veces menor6, esto
6Las Fig. 4.12 y 4.13 se trabajaron con 6,25× 1011 K/s mienntras que las Fig. 4.18, 4.19, 4.20 y 4.21 con 5× 109
K/s.
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Figura 4.22: Secciones transversales de Ag923 a 670 K (izquierda) y 530 K (derecha). Los colores
verde (fcc), melo´n (hcp) y gris (no cristalino) distinguen el entorno estructural de los a´tomos.
facilita a los a´tomos acomodarse donde formen estructuras con la mayor estabilidad posible y esto
es formando estructuras cristalinas. Adema´s muchas de estas estructuras se mantienen alejadas de
la amorficidad de la superficie que en este caso ocupa el 46% del total de a´tomos, es decir, no
predomina como en Ag147. La abundancia de pares 1421 usando una velocidad de enfriamiento de
6,25× 1011 K/s es de tan solo 18% a 650 K. Lo mismo sucede con el par 1422, la velocidad mas
lenta le permite tener una abundancia promedio de 25% a 660 K, con la velocidad mas ra´pida
alcanza 15% a 650 K. Entonces lo que observamos a 660 K es la primera etapa de la transicio´n de
fase, la cual consiste en la creacio´n de embriones de la nueva fase. Algunos de estos embriones se
destruyen y se crean otras lo que indican las oscilaciones. Luego la segunda etapa de la transicio´n
de fases parece darse entre 650 y 620 K, que es lo que indica el incremento de los pares 1421 y la
disminucio´n de los pares 2331.
En la Fig. 4.22 se observa la distribucio´n espacial de las fases estructurales presentes en la
nanopartı´cula. Ambas configuraciones corresponden a 670 y 530 K, es decir, en estado lı´quido y
so´lido respectivamente como se demostro´ en la Fig. 4.17. Como se esperaba de las Fig. 4.18.4.19
y 4.20, au´n cuando la nanopartı´cula se encuentra en estado lı´quido, presenta un nu´mero apreciable
de a´tomos con entorno estructural fcc y hcp. La Fig. 4.22 (izquierda) muestra un corte tranversal
de la nanopartı´cula a 670 K en el instante t = 0,1 ns7. En este instante Ag923 presenta 94, 181
y 648 a´tomos con entorno estructural fcc, hcp y no cristalino respectivamente. La cantidad de
7Cabe recordar que el tiempo total por intervalo de temperatura es t∆T = 0,2 ns
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Figura 4.23: Embriones fcc de Ag923 formados a 670 (izquierda) y 650 K (derecha). Los colores
los distinguen a que embriones pertenecen los a´tomos.
Figura 4.24: Embriones fcc de Ag923 formados a 640 (izquierda) y 530 K (derecha). Los colores
los distinguen a que embriones pertenecen los a´tomos.
a´tomos con entorno estructural fcc vario´ de 65 a 121 durante el tiempo en el que estuvo a 670
K. Por otro lado, la Fig. 4.22 (derecha) muestra el corte tranversal de la nanopartı´cula a 530
K en el instante t = 4,8 × 10−2 ns. En este instante la nanopartı´cula muestra 192, 277 y 454
a´tomos con entorno estructural fcc, hcp y no cristalino respectivamente. La cantidad de a´tomos
con entorno estructural fcc vario´ de 184 a 194 durante el tiempo a 530 K, de lo cual la diferencia
es notoria. Mientras que la variacio´n de a´tomos con entorno fcc fue ∆nfcc = 96 a 670 K; a 530 K
fue∆nfcc = 10. Esta diferencia demuestra que el cambio estructural de los a´tomos es mucho mas
dra´stico a 670 que a 530 K lo que era de esperarse segu´n las Fig. 4.18, 4.19, 4.20 y 4.21.
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En las Fig. 4.23 y 4.24 se indican los embriones fcc formados en la nanopartı´cula a diferentes
temperaturas por medio del programa de OVITO (ver Seccio´n A.3). Los nu´cleos en la Fig. 4.23
(izquierda) son 20, adema´s son pequen˜os y tienen distintas orientaciones. Se puede distinguir
que estos se van agrupando en forma de pequen˜os tria´ngulos de 3 y 6 a´tomos que al crecer se
convierten en tetraedros incompletos o completos de 4 y 10 a´tomos pero que no permanecen ya
que tienden a desintegrarse o perder a´tomos como se esperaba de la Fig. 4.18. Sin duda a 650 K se
comienzan a notar cambios importantes. Como se expuso anteriormente, el par 1421 durante los
primeros 0,06 ns presenta una abundancia de 36%. Del programa OVITO se calcularon 100± 11
a´tomos con entorno fcc durante este mismo intervalo de tiempo. Durante los u´ltimos 0,06 ns la
abundancia del par 1421 se incremento a cerca del 42%, con OVITO se calcularon 145,5± 21,5
a´tomos con entorno fcc. La Fig. 4.23 (derecha) muestra los embriones fcc formados a 650 K en el
instante t = 0,112 ns, es decir aproximadamente en el instante donde comienza a incrementarse la
abundancia del par 1421 en la Fig. 4.18. Se puede notar la formacio´n de tetraedros de 20 a´tomos,
los cuales coexisten con tetraedros de 10 a´tomos. Al parecer el incremento de la abundancia del
par 1421 se podrı´a interpretar como el incremento del taman˜o de los embriones siendo inestables
sobre todo aquellos que no completaron la forma tetrae´drica. La Fig. 4.24 (izquierda) muestra
los embriones fcc formados a 640 K en el instante t = 0,164 ns. Es claro de la figura que los
embriones han incrementado su taman˜o con respecto a los embriones a 650 K, es posible observar
mas tetraedros completos o imcompletos de mayor taman˜o. Luego a 630K, es importante indicar
que a partir del instante t = 0,152 ns, es posible encontrar por lo menos un tetraedro estable de
20 a´tomos cuyo volumen aproximado es V ∗sim ≈ 7,588 × 10−2 nm3. De la estabilidad de estos
tetraedros se podrı´a interpretar como que han dejado de ser embriones, sin embargo estos no
crecen probablemente porque la velocidad de enfriamiento no es lo suficientemente baja para
favorecer ese crecimiento. Usando la ecuacio´n 2.13 y los valores del cuadro 4.2 para Ag923,
calculamos el radio crı´tico, r∗ ≈ 0,997 nm cuyo volumen es V ∗teo ≈ 4,154 nm3. A 530 K, la
Fig. 4.24 (derecha) muestra tres tetraedros grandes acompan˜ados de estructuras mas pequen˜as.
Estas estructuras parecen no crecer debido a que no hay presencia de tetraedros incompletos mas
grandes de los ya formados.
Capı´tulo 5
Conclusiones y perspectivas
Luego de realizar la simulacio´n de la transicio´n lı´quido-so´lido de nanopartı´culas de plata de
diferentes taman˜os (d ≈ 1,7− 5,5 nm) y bajo dos diferentes tasas de cambio de temperatura (6.25
y 5 K/ns) en el caso de Ag923, se paso´ a comparar e interpretar los resultados mostrados en el
Capı´tulo 4. De las Fig. 4.2 y 4.3 se puede notar que se logro´ simular satisfactoriamente la transicio´n
de fase como lo demuestra el salto de las curvas calo´ricas. Sin importar el taman˜o, la transicio´n se
dio para todas las nanopartı´culas aunque no de la misma manera. Del cuadro 4.2 es claro que el
taman˜o influye sobre las propiedades de las nanopartı´culas con respecto a la transicio´n, siendo
esto mas evidente en la relacio´n de las temperaturas de fusio´n y solidificacio´n con el nu´mero
de a´tomos (ver Fig. 4.4). La literatura muestra que esa relacio´n al parecer no es mono´tona, es
decir, que hasta ahora no se ha encontrado una ecuacio´n que permita relacionar las dimensiones
de las nanopartı´culas con los puntos de fusio´n. La ecuacio´n de Buffat y Borel (ver ecuacio´n 2.14),
aunque simple sigue siendo un referente para el desarrollo de nuevas expresiones. Si bien la Eq.
2.17 trata de ser ma´s acertada tambie´n tiene sus limitaciones, tanto para nanopartı´culas grandes
(N ∼ 103) [Chushak, 2001] como para las pequen˜as [Breaux, 2003, Joshi, 2009] lo que nos dice
que au´n no se ha entendido cabalmente la transicio´n. El cuadro 4.2 nos muestra que propiedades
como el calor especı´fico, el calor latente de fusio´n y solidificacio´n tambie´n son afectados por el
taman˜o. Es importante indicar los resultados del cuadro 4.2 no varı´an significativamente con los
encontrados en la literatura [Luo, 2008].
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Por otro lado el ana´lisis estructural nos ha permitido conocer aspectos importantes de la
solidificacio´n. En primer lugar las Fig. 4.12 y 4.12 nos hacen posible afirmar que el proceso de
solidificacio´n es dependiente al taman˜o. A una misma velocidad de enfriamiento, las nanopartı´cu-
las pequen˜as (ns > 50%)
1 solidifican a estructuras no cristalinas mientras que las nanopartı´culas
grandes (ns < 50%) tienden a solidificar a estructuras preferentemente cristalinas. Esta afir-
macio´n es acorde a los hallazgos de Baletto y colaboradores que al simular la solidificacio´n de
AgN (N = 147, 309, 561, 923) encontraron una preferencia clara de las nanopartı´culas pequen˜as
a la estructura icosae´drica y de las nanopartı´culas grandes a la estructura fcc o dodecae´drica
[Baletto, 2005]. Por otra parte la relacio´n entre la preferencia estructural de la solidificacio´n y el
taman˜o de las nanopartı´culas al parecer se encuentra en la naturaleza inherente de la transicio´n de
fases de sistemas nanosco´picos. Las Fig. 4.15 y 4.16 nos muestran claramente que la preferencia
estructural de la superficie de las nanopartı´culas es no cristalina, y que a su vez la preferencia
estructural del interior es cristalina. Ambos argumentos nos permite afirmar que el predominio de
la estructura cristalina del interior sobre la no cristalina de la superficie o viceversa es determinado
por la relacio´n superficie/volumen. Dicho de otra manera, las nanopartı´culas pequen˜as, donde la
relacio´n superficie/volumen es alta, solidifican a estructuras no cristalinas porque la superficie
extiende su tendencia a todo el sistema. Sin embargo al incrementarse el taman˜o, disminuye la
relacio´n superficie/volumen, lo que conlleva paulatinamente a un predominio del interior y en
consecuencia a que las nanopartı´culas solidifiquen a estructuras preferentemente cristalinas. Esta
disputa por el predominio estructural por parte de la superficie y el interior de las nanopartı´culas
es reportada en la literatura [Schebarchov, 2005a, Nam, 2002].
La simulacio´n de la solidificacio´n de la nanopartı´cula Ag923 (d ≈ 3,14 nm), donde ns =
42%, hace un aporte significativo al entendimiento de la transicio´n. La simulacio´n en este
caso se hizo con una velocidad mas baja (5 × 109 K/s), de lo que fue posible apreciar que un
enfriamiento ma´s lento favorece a la cristalizacio´n de la estructura. La mayor abundancia del
par 1421 durante el enfriamiento lento en comparacio´n al enfriamiento ra´pido lo demuestran.
Por lo que se confirma que la velocidad de enfriamiento tambie´n juega un rol importante en la
transicio´n, hecho respaldado por la literatura [Lobato, 2008a]. Las Fig. 4.18, 4.19, 4.20, 4.21,
1Denotamos ns como el porcentaje de a´tomos en la superficie con repecto al total.
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4.23 y 4.24 demuestran que la teorı´a cla´sica de la nucleacio´n parece tambie´n ser va´lida en
para la transicio´n de fase de nanopartı´culas. La fase nueva aparece como embriones que luego
de crecer hasta un determinado taman˜o se estabilizan y en el caso concreto de los resultados
mostrados en esta esta tesis no crecen probablemente porque la velocidad de enfriamiento no es
lo suficientemente baja para favorecer ese crecimiento. Sin embargo al compararse el volumen
crı´tico predecido por la teorı´a de nucleacio´n homoge´nea (V ∗teo ≈ 4,154 nm3) y el obtenido de
la simulacio´n (V ∗sim ≈ 7,588× 10−2 nm3) encontramos una apreciable diferencia lo que podrı´a
indicar que habrı´an factores que la teorı´a no contempla por estar concebida para sistemas bulk.
Ape´ndice A
Software utilizado
Si bien se ha descrito las bases por las cuales funcionan los me´todos computacionales utilizados
en la tesis, tambie´n es importante comentar acerca del software usado.
A.1. XMD-Dina´mica molecular para metales y cera´micos
En la tesis se uso´ el programa XMD-Molecular Dymamics for Metals and Ceramics para
las simulaciones en dina´mica molecular [Rifkin UConn]. Este programa esta disen˜ado para la
simulacio´n de metales y cera´micos. Esta escrito en C para tener amplia portabilidad sobre una
gran variedad de computadores. Entre sus mas importantes caracterı´sticas tenemos:
Permite mantener la temperatura constante usando un algoritmo de rescalamiento de veloci-
dades [Andersen, 1980].
Permite mantener la presio´n constante usando el algoritmo de Andersen [Andersen, 1980]
o un algoritmo simple de rescalamiento del volumen adecuado para mantener la constante
de red en relacio´n a la tempertura.
Tiene un algoritmo de relajacio´n eficiente (quench).
Usa una variedad de potenciales interato´micos como los potenciales pares (Lenard-Jones),
potenciales tipo EAM (Embedded Atom Method), el potencial Tersoff para silicio-carburo
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y el potencial Stillinger-Weber para silicio.
XMD es utilizado mediante un archivo externo de comandos en el cual se ingresa todas las
acciones que se quiere que XMD realice. La lectura de los datos sobre las estructuras ato´micas
tambie´n se hace desde un archivo externo. La utilizacio´n de archivos externos es bastente co´modo
y flexible al programa. Tambie´n permite guardar el estado completo de la simulacio´n simulta´nea-
mente con esta. Acumula las energı´as del sistema, la tensio´n de los a´tomos, las coordenadas
ato´micas e informacio´n adicional en archivos de texto.
A.2. Atomeye
Para la visualizacio´n de las posiciones ato´micas se uso el software AtomEye [Li, 2003b]. En
la Fig. A.1 se muestra un sobresaliente en forma de v en una superficie de cobre. AtomEye es un
software gratuito de visualizacio´n atomı´stica para todas las principales plataformas UNIX. Las
funcionalidades de AtomEye incluyen
Proyeciones paralela y en perspectiva con navegacio´n completa en tres dimensiones.
Permite definir la distancia entre primeros vecinos y calcular el nu´mero de coordinacio´n.
Codificacio´n mediante colores de cantidades arbitrarias definidas por el usuario.
Mas de 16 planos de corte.
Permite trasladar las condiciones de borde perio´dica.
Capturas de alta calida JPEG, PNG y EPS, como las mostradas en las Fig. A.1 y 3.2.
El programa es eficiente en comparacio´n con la aceleracio´n OpenGL ya que emplea algoritmos
especiales para el trabajo con esferas (a´tomos) y las cilindros (enlaces), en el que se dibujan como
objetos primitivos y no como compuestos de polı´gonos.
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Figura A.1: Ima´gen obtenida mediante Atomeye.
A.3. MxSoft y OVITO
Para el ana´lisis estructural usamos ba´sicamente dos softwares. El primero fue el desarro-
llado por Iva´n Lovato, MxSoft [Lobato, 2008b], el cual permitio´ principalmente a calcular las
abundancias de los pares como se muestra en las Fig. 4.12 y 4.13 por ejemplo. Tambie´n fue u´til
para determinar el radio de las nanopartı´culas, lo cual hizo posible la distinguir los a´tomos de
la superficie y promediar la energı´a en los intervalos (ver Fig. A.2) donde la temperatura era
constante lo que permitı´o obtener las Fig. 4.2 y 4.3. Entre sus principales caracterı´sticas esta´n:
Calcula el nu´mero de nanopartı´culas1, el nu´mero de a´tomos y el radio de cada una de ellas.
Calcula las abundancias de los pares segu´n lo expuesto en la Seccio´n 3.3. Adema´s trabaja
con los formatos PDB, POS y COR. Tambie´n determina la funcio´n de distribucio´n par.
Tambie´n permite el ca´lculo del promedio de la energı´a con respecto a una determinada
temperatura como se manifiesta en la Seccio´n 3.2 y la Fig. 3.3.
1Tambie´n se da el caso de tener varias nanopartı´culas en una misma caja de simulacio´n. En esta tesis se uso´
solamente una.
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Figura A.2: Convergencia de la energı´a en los intervalos isote´rmicos. El promedio de la energı´a se
hizo con MxSoft.
Por u´ltimo hace posible la conversio´n en los formatos PDB, POS y COR.
Otro software que se uso´ para el ana´lisis de la estructura fue el programa OVITO-the Open
Visualization Tool [Stukowski, 2010]. Este programa permitio´ trabajar con el ana´lisis de pares
para sen˜alar el entorno estructural de los a´tomos como lo muestran la Fig. A.3. Este programa
es una muy u´til herramienta no solo de visualizacio´n sino tambie´n para el ana´lisis de datos de
simulacio´n atomı´stica. Entre sus principales funcionalidades tiene:
Importa formatos como LAMMPS, XYZ y POSCAR.
Es posible trabaja en tiempo real con sistemas de mas de 10 millones de a´tomos usando una
tarjeta gra´fica estandar.
Hacer cortes transversales en cualquier direccio´n.
Seleccionar a´tomos bajo criterios definidos por el usuario.
Codifica mediante colores.
Realiza el ana´lisis de pares, nu´mero de coordinacio´n, ca´lculo del desplaamiento, etc.
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Figura A.3: Ana´lisis de pares mediante OVITO en un nanocristal de Pd.
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