Let C [0, t] denote a generalized Wiener space, the space of realvalued continuous functions on the interval [0, t] and define a random vector Z n :
Introduction and preliminaries
Let C 0 [0, t] denote the Wiener space, the space of continuous real-valued functions x on [0, t] with x(0) = 0. On the space, Yeh introduced an inversion formula that a conditional expectation can be found by Fourier-transform [10] . But Yeh's inversion formula is very complicated in its applications when the conditioning function is vector-valued. In [5] , Park and Skoug derived a simple formula for conditional Wiener integrals on C 0 [0, t] with the vector-valued conditioning function X : C 0 [0, t] → R n given by X(x) = (x(t 1 ), · · · , x(t n )) where τ : 0 = t 0 < t 1 < · · · < t n = t is a partition of the interval [0, t] . In their simple formula, they expressed the conditional Wiener integral directly in terms of ordinary Wiener integral.
On the other hand, let C[0, t] denote the space of continuous real-valued functions on the interval [0, t]. Im and Ryu introduced a probability measure w ϕ on C [0, t] , where ϕ is a probability measure on the Borel class of R [4, 7] . When ϕ = δ 0 , the Dirac measure concentrated at 0, w ϕ is exactly the Wiener measure on C 0 [0, t]. On the space C [0, t] , the author derived a simple formula for the conditional Wiener w ϕ -integral of functions on C [0, t] with the vector-valued conditioning function X τ : C[0, t] → R n+1 given by X τ (x) = (x(t 0 ), x(t 1 ), · · · , x(t n )), which generalized the Park and Skoug's formula [2] . Using the formula with the conditioning X τ , he evaluated the conditional Wiener w ϕ -integral of function of the form F m (x) = 
In this paper, with the conditioning function Z n , we derive a simple formula for a generalized conditional Wiener w ϕ -integral of functions on C[0, t], which generalizes the Park and Skoug's formula and the formula in [2] when ϕ = δ 0 . As applications of the formula, we evaluate the generalized conditional Wiener w ϕ -integrals of functions of the forms Applying Theorem 3.5 in [4] , we can easily prove the following theorem.
where * = means that if either side exists then both sides exist and they are equal.
A simple formula for a generalized conditional Wiener integral
In this section, we derive a simple formula for a generalized conditional Wiener w ϕ -integral on C[0, t] with the conditioning function Z n as given in Section 1.
We note that Z is not the process z given in [6] 
Proof. We use the Gram-Schmidt orthonormalization process for {v 1 
(v 2 − v 2 , e 1 e 1 ) and B be a Borel subset of R 2 . Then
by Theorem 1.1, where χ B denotes the indicator function of B.
, e 1 e 1 2 = |A| = 0 by the Schwarz's inequality, the Jacobian determinant is given by
so that by the change of variable theorem
where z = (z 1 , z 2 ) and z T is the transpose of z, which completes the proof.
Corollary 2.2 For s ∈ (0, t], Z(·, s) is normally distributed with mean zero and variance b(s). Moreover, Z is a Gaussian process and its covariance function is given by
we have the first part of the theorem. Since if s 1 = 0 or s 2 = 0 the proof of the second part of the theorem is trivial, it suffices to prove the second part of the theorem for the case 0 < s 1 , s 2 
which completes the proof. Proof. Let B be a Borel subset of R. Then by Theorem 2.1
Remark 2.3 1. We can Corollary 2.2 using direct calculation with an aid of Theorem 2.1, but the proof is tedious.

If
Let u = z 2 − z 1 . By the change of variable theorem
which completes the proof. 
Corollary 2.5 Let
0 ≤ s 1 < s 2 ≤ t. Then Z(·, s 2 ) − Z(·, s 1 )
is normally distributed with mean zero and variance b(s
, and β =
. Let B be a Borel subset of R and
Let z 1 = α(u 2 − u 1 ) and z 2 = −β j (u 3 − u 2 ). Then we have by the change of variable theorem
Using the similar method as used in the proof of Lemma 2.3 of [2] with Corollary 2.8, we can prove the theorem. Proof. Suppose that s = 0 and let B 1 , B 2 be two Borel subsets of R. Then
Theorem 2.10 The process {Z(·, s) − [Z(·, ·)](s)
:w ϕ (Z(·, 0) − [Z(·, ·)](0) ∈ B 1 , Z(·, t j ) ∈ B 2 ) = δ 0 w ϕ (Z(·, t j ) ∈ B 2 ) = w ϕ (Z(·, 0) − [Z(·, ·)](0) ∈ B 1 )w ϕ (Z(·, t j ) ∈ B 2 )
which shows that the independence of Z(·, 0) − [Z(·, ·)](0) and Z(·, t j ). Let 0 < s ≤ t and s ∈ [t l−1 , t l ]. By Corollary 2.2 E[(Z(·, s) − [Z(·, ·)](s))Z(·, t j )] = b(min{s, t j }) − b(min{t
By Corollary 2.2 and Theorem 2.9, we have the theorem.
Theorem 2.11 The processes {Z(·, s) − [Z(·, ·)](s)
are independent using the same the method in the first part of the proof in Theorem 2.10. Suppose that t l−1 < s 1 < t l ≤ t j−1 < s 2 < t j . By Corollaries 2.2 and 2.6 
where P Zn is the probability distribution of
Remark 2.13 1. Z n is defined on C[0, t]. This means that Theorem 2.12 is not a generalization of Theorem 2.9 in [2] since the conditioning function in Theorem 2.9 of [2] contains the point x(0) and x(0) has the probability distribution on (R, B(R), ϕ).
2. If ϕ = δ 0 , the Dirac measure concentrated at 0, then w ϕ is the Wiener measure on C 0 [0, t] so that Theorem 2.12 is a generalization of Theorem 3 in [6] .
12 is a generalization of Theorem 3 in [5] . [2] only when ϕ = δ 0 .
Theorem 2.12 is a generalization of Theorem 2.9 in
All the results of this section are independent of the choice of ϕ.
Applications of the simple formula
In this section, we evaluate the conditional Wiener w ϕ -integral of various functions on C[0, t] using Theorem 2.12.
Proof. By Corollary 2.2
. By the change of variable theorem
since b is increasing, where Γ is the gamma function. For a.e. ξ n ∈ R n (hence for P Zn -a.e. ξ n ∈ R n ), we have by Theorem 2.12
Using the same method as used in the proof of 
using similar process as used in the proof of Theorem 3.1 in [3] , where ξ = 0. 
. Furthermore, we have for a.e. ξ n ∈ R n (hence for
Proof. By Corollary 2.8 and the change of variable theorem
For a.e. ξ n ∈ R n (hence for P Zn -a.e. ξ n ∈ R n ), we have by Theorems 2.9 and 2.12
Suppose that l = j. Then by Theorems 2.9 and 2.11
for w ϕ -a.e. x ∈ C[0, t]. Note that S wϕ is a Banach algebra [4] . By the definition of the Paley-Wiener-Zygmund integral, we have the following lemma. Proof. Since F is bounded, it is w ϕ -integrable. For a.e. ξ n ∈ R n (hence P Zn -a.e. ξ n ∈ R n ), we have by Theorems 1.1, 2.12 and Lemma 3.5
where the last equality follows from the following integral formula for a ∈ C + and any real b. Now, the proof is completed.
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