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最尤法による隠れマルコフモデルの推定	
― t 分布のケース―
比　佐　章　一 1・比　佐　優　子 2
要旨
　本論では，Lystig	and	Hughes	（2012）をもとに，状態依存型の変数が
t 分布に従う隠れマルコフモデル（Hidden	Markov	Model:	以下 HMM）に，
最尤推定法を用いたケースについて論じる。Lystig	and	Hughes	（2012）
は，HMM の対数尤度関数の一階条件について論じており，これにより
準ニュートン法を応用させることが可能となった。また二階条件につい
ても論じており，情報行列の導出が容易になった。そこで本論では，こ
れまで困難であった，分散・共分散行列に基づく仮説検定の推定と，そ
れに基づく可能性についても論じた。
　HMM に合致したデータを人工的に作成し，それに対して最尤法を適
用すると，（1）最尤法による推定は，自由度のパラメータを除くと，比
較的少ないデータ数でも精度の高い推定量を求められる，（2）情報行列
や分散・共分散行列の推定には，より多くのデータ数が必要とされる，（3）
自由度のパラメータの推定量については，初期値をきちんと設定しない
と，真のパラメータに収斂しにくいことなどが判明した。
　またこのモデルは，新規公開市場のアンダープライシングのような，
循環的な要因と，個別企業の直面するガバナンス要因という，異なる要
因が同時に影響するような変数の分析を行うのに，効果的な手法である
ことを明らかにした。
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1 ．はじめに
　隠れマルコフモデル（以下，HMM）とは，マルコフ過程（Markov	
Process）に従って変化する状態変数に依存した観測値を，確率的にと
らえるモデルであり，分野を問わず広く応用されてきた。たとえば，自
然科学の分野では，音声認識や遺伝子解析などの分析に，また医学の分
野では，人々の病状の変化や，症状の進行の速さや，死亡するまでの平
均余命などの分析などに用いられている。
　また HMM は，レジーム・スイッチング＝モデルともいわれ，時系列
に変化するデータの分析への応用がしやすいという特徴があり，経済学
においては，景気循環や株価の収益率の変化などの分析に使われている。
たとえば経済状態が好景気か不景気かという二つの状態が考えられると
きに，どちらの状態なのかという判断をしたり，株価の変化が市場の状
況（例えば通常の状況と金融危機の場合というように）で異なってくる
場合，その違いを考慮して分析を行えるという特徴がある。
　HMM による分析では，尤度関数を定義した上で，マルコフ過程に従
う推移確率と観測値の確率パラメータについて推定を行う。しかしこの
モデルでは，状態の変化するパターンの組み合わせが，時系列の経過と
ともに増大していく。そのため通常の最尤法では，一階条件の定義が難
しいという問題点があった。そこで各変数の状態確率の期待の推定手順
（E ステップ）と，パラメータの最尤推定値を求める手順（M ステップ）
を繰り返すことで，パラメータを推定する EM アルゴリズムや，ベイズ
推定にもとづき乱数を発生させることでパラメータの信用区間を求める
Markov	Chain	Monte	Carlo	Simulation 法（以下，MCMC 法）などによ
る分析が行われることが多かった。
　しかしながら EM アルゴリズムでは，準ニュートン法などの手法を応
用させることができないことから，収束計算の効率性の点で問題がある
と考えられる。また MCMC 法は，計算手法が簡便になるというメリッ
トはあるものの，基本的に乱数発生による推定のため，通常の最尤法で
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用いられる情報行列（Information	Matrix）にもとづく Wald 検定が適用
できないといった制約が存在することや，また十分な数の乱数を発生さ
せると計算時間が必然的に長くなるといった問題点がある。
　Lystig	and	Hughes	（2012）は，こうした点を考慮し，Baum のフォワ
ード・アルゴリズムにもとづく尤度関数の一階微分および二階微分の計
算方法を提唱した。彼らは各時点で，初期時点からその直近までの観測
値から求められる条件付確率を計算し，それを逐次計算していくことで
尤度関数および一階・二階微分を求めることができることを明らかにし
た。そしてこの方法により，HMM の尤度関数の計算がより容易になる
としている。そこで本論では，彼らの論文をもとに，HMM における準
ニュートン法の適用について議論する。
　また Lystig	and	Hughes	（2012）による分析方法では，尤度関数の二
階条件から情報行列を導出することができる点に特徴がある。HMM に
おいて，尤度関数の二階条件を求めることは，一階条件を求める以上
に難しいため，EM アルゴリズムの収束計算のプロセスで求められた
変化の度合いから，近似的に求める手法が用いられてきた3。Lystig	and	
Hughes	（2012）による手法は，尤度関数の二階条件に関する計算がより
精緻になるというメリットがあることから，本論文では二階条件による
情報行列および分散・共分散行列の推定が，どの程度有意義かについて
検証する。
　また本論文では，各時点の確率変数が t 分布に従う場合について，検
証を行い，t 分布の HMM の推定結果について論じる。近年，株価をは
じめとする市場においてその価格の変動率が，正規分布よりもより裾野
の厚い分布に従うことが指摘されている。経済物理の分野では，株価が
べき乗分布に従う可能性があることが指摘されている。ただこれらの分
析では，状態が複数存在するケースについては考えることは少ない。今
回の分析では，状態が複数存在する場合において，各状態が t 分布に従
3	 詳しくは Meng	and	Rubin	（1991）を参照。
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うケースについて検証を行う。t 分布は正規分布よりも裾野が厚い分布
であり，自由度が十分大きい場合には正規分布に近づくことから，自由
度のパラメータが推定できれば，その分布が正規分布に近いのかどうか
を検証することが容易であること，また分布の形状から最尤法によるパ
ラメータの推定がおこないやすいなどの理由から，t 分布について推定
を行うこととした。
　最尤法による t 分布の推定は，正規分布の場合と違い，パラメータ
の推定，特に自由度の推定が難しいことが知られている。本論文では，
HMM における t 分布の推定について議論する。
　本論文の構成として，第 2 節で t 分布による HMM の構造と，最尤法
の推定方法について説明を行う。続く第 3 節で，実際に HMM を設定
したうえで，それに合致した数値を人工的に作成して，それに対して，
Lystig	and	Hughes	（2012）の一階条件・二階条件をもとにした最尤推定
量が，どの程度の正確なのかについて議論する。第 4 節では，新規上場
市場（Initial	Public	Offering:	以下，IPO）におけるアンダープライシ
ングについて，t 分布による HMM 推定を行う。
2 ．隠れマルコフモデル（HMM）とは
　隠れマルコフモデル（HMM）とは，マルコフ過程（Markov	Process）
に従って変化する状態変数に依存した観測値を，確率的にとらえるモデ
ルである。すなわち複数の状態の間を移動する確率変数が，各時点でど
の状態にあるかを推定することで，観測値の変化のパターンなどをとら
えることが可能となる。
　HMM の構造は以下のとおりである。Yt を観測値，St を状態変数とす
る。下添えの t（t = 1,2,…,T）は，時系列データが観測される時点であり，
T は最終観測時点である。そして観測値 Yt は確率変数であり，状態変数
に依存するものとする。
　以下の HMM では，状態変数がマルコフ過程に従っている状態を，す
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なわち状態変数 St が直前の状態変数 St-1の状態にのみ，確率的に依存し
ている状況を想定する。これは Pr（St |S1,S2,…,St-1）= Pr（St |St-1）となる
状況を意味する。次に確率変数である観測値 Yt が，観測時点の状態 St
にのみ依存し，そのもとで確率的に決定される状況 Pr（Yt |Y1,Y2,…,Yt-1, 	
S1,S2,…,St-1,St）= Pr（Yt |St）を想定する。
　次に，状態変数が，時間の経過とともに，以下のように確率的に変化
する状況を考える。状態変数 St が i，次期に変数 St+1が j になる確率を
γij = Pr（St+1 = j |St = i）とする。状態が全部で m 通りだけ存在すると考え
ると（i = 1,2,…,m, j = 1,2,…,m），状態変数の移行確率は，以下のよう
な行列形式Γで表現される。
Γ =
γ11  γ1m
  
γm1  γmm
⎛
⎝
⎜
⎜
⎜⎜
⎞
⎠
⎟
⎟
⎟⎟
m は状態変数の数である。状態 St が i となる確率を uit = Pr（St = i）と表
現すると観測値が Yt = yt となる確率は次のように表現できる。
Pr(Yt = yt ) = Pr(St = i)Pr(Yt = yt | St = i)
i=1
m
∑ = uit pi (yt )
i=1
m
∑
pi（yt）= Pr（Yt = yt |St = i）である。これを行列表現すると Pr（Yt = yt）
= ut P（yt）1'，
ut = (u1t,,umt ) , P(y) =
p1(yt ) 0

0 pm (yt )
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となる。以上の条件から，観測値が（Y1 = y1,…,YT = yT）となる尤度関数
LT は次のように定義することができる。
　LT = Pr（Y
（T）= y（T））= δP（y1）ΓP（y2）…ΓP（yT）1'　　　　　（1）
　（Y（T）= y（T））=（Y1 = y1,Y2 = y2,…,YT = yT）で あ り，δ =（u11,…,um1）は，
初期時点における状態変数 S1の確率分布を表している（詳しくは
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Zucchini	and	MacDonald	（2009）を参照）。
　次に各状態変数のもとで，観測値がとる確率分布について，以下のよ
うな t 分布をとるケース，すなわち各状態のもとで観測値 yt がとる確率
pj（yt |θj）が，各状態 j で自由度υj の t 分布に従う分布を考える。さらに
観測値 yt が，説明変数 Xt によって決まる，いわゆる線形回帰モデルを
想定する。すると観測値は，説明変数と確率分布のパラメータに依存し
たモデルとなり，以下のように表現できる。
pj (yt | Xt,θ j ) =
Γ
υ j +1
2
⎛
⎝
⎜
⎞
⎠
⎟
Γ
υ j
2
⎛
⎝
⎜
⎞
⎠
⎟ υ jπσ j
2
1+ (yt −µ j −β jXt )
2
σ j
2
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
−
υ j+1
2
, θ j = (µ j,β j,σ j2,υ j )
なおΓ（・）はガンマ関数である。θj は，状態 j における平均μj + βj Xt，
分散σ2j，自由度υj のパラメータを表している。
　HMM では，以上の尤度関数をもとに，パラメータの推定量を求める
ことになるが，その方法としては，最尤推定法や，EM アルゴリズム，
ベイズ推定による MCMC 法などが考えられてきた。HMM では，尤度
関数の一階条件を直接推定すると，計算が複雑になることから，これま
で EM アルゴリズムや MCMC などの手法が用いられることが多かった。
　EM アルゴリズムとは，任意の初期時点から E ステップと M ステッ
プを，繰り返し計算を行って収束計算を行うものである。また MCMC
ではパラメータに任意の事前確率分布を仮定した後，観測値による事後
確率分布を求めて，それをもとに確率標本を発生させることで，パラメ
ータの確率分布を求める手法である（詳しくは，大森裕浩・和合肇	（2005）
を参照）。しかし EM アルゴリズムは，一般に計算プロセスに時間がか
かること，また MCMC に関しても乱数を発生させるのに十分な量の計
算をさせる必要があり，同様の問題を抱えている。Lystig	and	Hughes	
（2012）による手法では，対数尤度関数の一階条件を直接導出できるこ
とから，収束計算が比較的短いとされる準ニュートン法が応用できる。
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本論文では，Lystig	and	Hughes	（2012）による手法を検証してみる。
　Lystig	and	Hughes	（2012）は，Baum アルゴリズムをもとに，尤度関
数の一階微分および二階微分の計算方法を明らかにしている。彼らはま
ず，初期時点において観測値 y1のもとで，状態 S1が j をとる（S1 = j）確
率を
　λ1（j）= Pr（y1,X1,S1 = j）= δ（j）pj（y1 |X1,θj）
また観測値 yt，初期時点（ 1 時点）から t－1時点までの状態変数が（S1，…，
St-1）という状況の下で，状態 St が j をとる（St = j）確率をλ1（j）とすると，
λt ( j) = Pr(yt,St = j | S1,,St−1) = λt (i)γ ij
i=1
m
∑ pj (yt | Xt,θ j ) /Λ t−1 , Λ t−1 = λt−1( j)
j=1
m
∑
として計算することが可能であるとしている。なおΛt-1 = Pr(St-1 |S1,…,	
St-2) である。そして対数尤度関数の値 lT を，lT = log(Λ t )
t=1
T
∑ として計算で
きることを明らかにしている。
　次にこの対数尤度関数の一階条件を求める。この対数尤度に含まれる
パラメータは，Β = (δ1,,δm,γ11,,γmm,θ1,,θm )である。まず t = 1の時の，	
ψ1( j;Β) = ∂Pr(Y1,S1 = j) /∂Β と定義すると，
ψ1( j;Β) = ∂Pr(Y1,H1 = j) /∂Β =
∂pj (y1)
∂Β
⎡
⎣
⎢
⎤
⎦
⎥δ( j)+ pj (y1)
∂δ j
∂Β
⎡
⎣
⎢
⎤
⎦
⎥
となる。次に t ≥ 2について同様の計算を続けると，
ψt ( j;Β) = ∂Pr(Y2,,Yt,Ht = j) /∂ΒPr(Y2,,Yt−1)
= ψt−1(i;Β)γ ij pj (yt )+λt−1(i)γ ij
∂pj (yt )
∂Β
⎡
⎣
⎢
⎤
⎦
⎥+λt−1(i)
∂γ ij
∂Β
⎡
⎣
⎢
⎤
⎦
⎥pj (yt )
⎧
⎨
⎩
⎫
⎬
⎭
×Λ t−1
−1
i=1
m
∑
となる。これは λ2 ( j) = pj (y2 )δ j , λt ( j) = λt−1(i)pj (yt )γ ij⎡⎣ ⎤⎦
i=1
m
∑ ×Λ t−1−1 ，Λ t = λt ( j)
j=1
m
∑
という条件から導かれる。後はこれを繰り返し計算していくことで，最
終的に
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Ψ t (B) = ψt ( j :B)
j=1
m
∑ /ΛT , ∂lT /∂B =ΨT (B) /ΛT ， と な る 条 件， す な わ ち
HMM の対数尤度関数の一階条件が求められる（詳しくは Lystig	and	
Hughes	（2012）を参照）。よって最終的に ∂lT /∂B =ΨT (B) /ΛT = 0となる
条件を満たすパラメータの集合 B を求めればよいことになる。
　あとは HMM の最尤推定値を求めるには， δ j ≥ 0 , γ ij ≥ 0 , σ j2 > 0,
υ j > 0となる不等式制約と， δ j
j=1
m
∑ =1 , γ ij
j=1
m
∑ =1となる等式制約のもとで，	
lT を最大にするパラメータを求めればよいということになる。
　これは不等式制約の下での非線形最適化問題であり，通常，任意の初
期値を定めたうえで，一階条件をもとに，繰り返し計算を行うことで値
を求めていくことになる。本論では，不等式制約の下での最適化問題を
解くのに準ニュートン法で，逐次二次計画法を解くことにする。なおこ
の解法として，Goldfarb	and	Idnani（1983）の手法を用いた4。
　t 分布の推定を行う際には，EM アルゴリズムで t 分布の自由度υj を
どのように推定するかという問題がある。確率密度関数が t 分布の時の
自由度の推定は，結果がかなりセンシティブであることが知られてい
る5。
　Lystig	and	Hughes	（2012）は，HMM の対数尤度関数の二階条件につ
いても議論している。各パラメータの集合を B1，B2，すなわち
B1 = B2 = (δ1,…,δm,γ11,…,γm1,…,γ1m,…,γmm,θ1,…,θm) と す る。 ま ず
t = 1の時の，ω1( j;Β1,Β2 ) = ∂2 Pr(Y1,S1 = j) /∂Β1∂Β2 と定義すると，
4	 Goldfarb	and	Idnani	（1983）による，不等式制約の下での非線形最適化問題の計算
の応用法については，茨木・福島	（1991），矢部・八巻（1999）を参照。
5	 EM アルゴリズムによる t 分布の推定については，Liu	and	Rubin	（1995）や Liu
（1997），中村	（1995）を参照。
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ω0 ( j;Β1,Β2 ) = ∂2 Pr(Y1,S1 = j) /∂Β1∂Β2
=
∂2pj (y1)
∂Β1∂Β2
⎡
⎣
⎢
⎤
⎦
⎥δ( j)+ pj (y1)
∂2δ j
∂Β1∂Β2
⎡
⎣
⎢
⎤
⎦
⎥+
∂pj (y1)
∂Β1
⎡
⎣
⎢
⎤
⎦
⎥
∂δ j
∂Β2
⎡
⎣
⎢
⎤
⎦
⎥+
∂δ j
∂Β1
⎡
⎣
⎢
⎤
⎦
⎥
∂pj (y1)
∂Β2
⎡
⎣
⎢
⎤
⎦
⎥
	
となる。次に t ≥ 2について同様の計算を続けると，
ωt ( j;Β1,Β2 ) = ∂
2 Pr(Yt,St = j) /∂Β1∂Β2
Pr(Y2,,Yt−1)
= ωt−1(i;Β1,Β2 )γ ij pj (yt )+ψt−1(i;Β1)γ ij
∂pj (yt )
∂Β2
⎡
⎣
⎢
⎤
⎦
⎥+ψt−1(i;Β1)pj (yt )
∂γ ij
∂Β2
⎡
⎣
⎢
⎤
⎦
⎥
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
×Λ t−1
−1
i=1
m
∑
	
+ ψt−1(i;Β2 )γ ij
∂pj (yt )
∂Β1
⎡
⎣
⎢
⎤
⎦
⎥+ψt−1(i;Β2 )pj (yt )
∂γ ij
∂Β1
⎡
⎣
⎢
⎤
⎦
⎥
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
×Λ t−1
−1
i=1
m
∑
+ λt−1(i)γ ij
∂2pj (yt )
∂Β1∂Β2
⎡
⎣
⎢
⎤
⎦
⎥+λt−1(i)
∂2γ ij
∂Β1∂Β2
⎡
⎣
⎢
⎤
⎦
⎥pj (yt )
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
×Λ t−1
−1
i=1
m
∑
+ λt−1(i)
∂pj (yt )
∂Β1
⎡
⎣
⎢
⎤
⎦
⎥
∂γ ij
∂Β2
⎡
⎣
⎢
⎤
⎦
⎥+λt−1(i)
∂pj (yt )
∂Β2
⎡
⎣
⎢
⎤
⎦
⎥
∂γ ij
∂Β1
⎡
⎣
⎢
⎤
⎦
⎥
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
×Λ t−1
−1
i=1
m
∑
となる。ここでΩt (B1,B2 ) = ωt ( j;B1,B2 )
j=1
m
∑ と定義すると，対数尤度関数の
二階条件は，
−
∂2lT
∂B1∂B2
= −
Ωt (B1,B2 )
ΛT
+
ΨT (B1)ΨT (B2 )
(ΛT )2
として計算できる。
　以上のように，HMM の一階条件および二階条件は，初期時点から逐
次計算で導出できることが分かった。ではこの方法によって最尤推定法
によるパラメータの推定はうまくいくのであろうか。以下では，t 分布
による HMM について，一階条件とそれにもとづく準ニュートン法によ
る推定と，二階条件からの情報行列の推定が，うまくできるのかをみて
みる。そのために，モデルに合致したデータを，人工的に作成して，そ
れを元に，パラメータの推定量を求めていくことができるかどうかをみ
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ていくことにする。
3 ．最尤法による t 分布の HMM の推定の検証
　Lystig	and	Hughes	（2012）による，HMM の一階条件から，最尤法に
よるパラメータの推定を行うことが果たして可能なのだろうか。HMM
でない最尤法でも，t 分布のパラメータの推定は難しいことがこれまで
の研究でも知られている。中村	（1995）は，多変量 t 分布の自由度の
パラメータの推定そのものが難しいことを指摘している。また Liu	and	
Rubin	（1995）や Liu	（1997）などは，多変量 t 分布の推定にニュートン
法などの手法を適用することは，計算に時間がかかることを指摘してお
り，より効率的な形で推定するには，EM アルゴリズムをもとに，自由
度のパラメータを，ほかのパラメータとは別に推計する方法を提唱して
いる。本論では，HMM において，準ニュートン法でどの程度の精度で
パラメータが推計できるかを検証してみる。
　以下では，次のようなモデルを想定する。状態が 2 つ存在し（状態 1
と状態 2 ），その状態に応じて，観測値が次のような t 分布に従うとする。
状態 1 の時　　 yt = µ1 +β1,1X1,t +β1,2X2,t +ε1,t 　　ε1,t ~ t(0,σ12,υ1)
状態 2 の時　　 yt = µ2 +β2,1X1,t +β2,2X2,t +ε2,t 　　ε2,t ~ t(0,σ 22,υ2 )
　変数ε j,t は攪乱項である。そしてε j,t ~ t(0,σ j2,υ j )は，変数ε j,t が，平均 0 ，
分散σ j
2 ，自由度υ j に従うことを意味する。以下では，状態 1 の時のパ
ラメータを， µ1 = 2， β1,1 = 0 ， β1,2 =1，σ12 = 0.2 ，υ1 = 70，状態 2 の時
のパラメータを µ2 =1， β2,1 = 0.5， β2,2 = −2 ，σ 22 = 0.1， υ2 = 20 ，と設
定する。また状態変数の移行確率を，以下のように設定する。
Γ = 0.6 0.40.3 0.7
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
　これらの値は，統計学でいうところのいわゆる「真のパラメータ」と
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呼んでいるものに対応する。本論では，これらのパラメータ Β = (δ1,,
δm,γ11,,γmm,θ1,,θm )を，最尤法をもとに，その最尤推定量を Βˆ = (δˆ1,
,δˆm, γˆ11,, γˆmm,θˆ1,,θˆm )と求めることとする。
　最尤推定量の漸近分布は， Βˆ→ N Β, I(Β){ }−1⎡⎣ ⎤⎦， I(Β) = −E ∂
2lT /∂B1∂B2⎡⎣ ⎤⎦
となる。しかしこのHMMでは，対数尤度関数のヘッシアン行列の期待値，
すなわち I(Β) = −E ∂2lT /∂B1∂B2⎡⎣ ⎤⎦ を計算することは難しい。そこで本論で
は I(Βˆ) = − ∂2lT /∂Bˆ1∂Bˆ2⎡⎣ ⎤⎦をつかって，パラメータの分散・共分散行列を計
算する（詳しくは Greene	（1997）を参照）。もしこの情報行列がうまく
推定できると，Wald 検定による仮説検定が行えることになり，線形回
帰モデルで重要なパラメータの仮説検定が容易になるというメリットが
ある。
　この HMM の最尤法を計算するのに，非線形最適化問題を解くことに
なる。本論では，尤度関数の一階条件をもとに，不等式制約下における
準ニュートン法を用いた，逐次二次計画法による推計をおこなう。準ニ
ュートン法は，非線形最適化問題を解く際に，対数尤度関数の一階条件
のみを使用するため，二階条件を計算する必要はない。これは繰り返し
計算の途中で，ヘッシアンが最適条件を満たさない場合があるからであ
る。準ニュートン法は，この問題を回避できる。さらに本論で採用した
Lystig	and	Hughes	（2012）でも，二階条件の計算はプログラムが若干複
雑になるという問題がある。今回，対数尤度関数の二階条件は，最適条
件を計算したのちに，パラメータの分散・共分散行列を計算する場合の
みに使用した。
　また非線形最適化問題を解くのに必要となる，逐次二次計画法の解法
として，Goldfarb	and	Idnani	（1983）の手法を用いた。この不等式制約
の下での非線形最適化問題の計算については，茨木・福島	（1991）およ
び矢部・八巻	（1999）を参考にした。なお本論の推定を実施するにあた
り，Ox	Console	Version	7.00	64bit 版（詳しくは Doornik,	2012を参照）
および The	Arfima	package	Version	1.00（詳しくは Doornik	and	Ooms,	
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2003を参照）のソフトウェアを使用した。
　次に初期値の設定について説明をする。非線形最適化問題を解く際に
必要な，パラメータの初期値の設定については，μ，βについては，通
常の最小二乗法の推定量を求めたうえで， 0 から 1 の範囲の一様分布の
乱数を加えた。その上で，残差の二乗和を標本数で除した値をσ2の初
期値とした。
　δおよびγについては， 0 から 1 の範囲の一様分布の乱数を発生させ
たうえで，それぞれのパラメータについて，合計が 1 になるよう値を調
整した。具体的には，初期時点における状態変数の確率を表すδについ
ては，乱数を発生させたうえで，その合計値を一度求め，再度その合計
値で，δの各値を除することで，合計が 1 になるように基準化した。ま
たγについても，同様に，一様分布の乱数を発生させたうえで，各行の
値を合計し，再度γの値を，各行の合計値で除することで，合計が 1 に
なるよう調整した。
　また t 分布の自由度を表すυについては，50という値を割り振った。
この自由度のパラメータの推定は，非常にセンシティブであり，推定も
難しい。そのため初期値をどのように設定するかは非常に重要な問題で
あるが，実際の推定では，自由度の真の値を知ることはできない。本論
では，こうした問題点があることを理解したうえで，とりあえず初期値
を，正規分布に近い分布になると思われる50に設定する。
　以下，データ数（T）を1000，4000，5000にして，それぞれのケー
スでパラメータおよび情報行列から求められる標準偏差についてみてみ
る。まずパラメータの推定量についてみてみると，自由度のパラメータ
以外は，おおむね当初の設定したパラメータに近い値が求められている
ことがわかる。
　他方，自由度のパラメータνの推定量は，初期値からほとんど変わっ
ていないことがわかる。これは t 分布の自由度が変化しても，尤度関数
の値にさほど影響を与えないことを意味しているといえる。そのため真
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の値に限りなく近い自由度の値を求めるためには，それなりの工夫が必
要になってくる。準ニュートン法を用いた推定では，すくなくとも自由
度の推定量を求めるためには，初期値をどのように設定するかが重要に
なってくることがわかる。
　つぎに情報行列に関してみてみると，データ数が1000の場合，δ2の
推定量に関する分散の値が負になるという問題が発生した。すなわち分
散の値が－9.83×1082という極端に小さな，しかも取りうるはずのない
負値をとっていることがわかる。しかしデータ数が5000（表 1 の第 3 列
目の結果）になると正の値をとっている（6.89×1086）ことから，これ
はデータ数が小さいために真の情報行列に十分近づいていないためと思
われる。
　また情報行列による仮説検定についてみてみる。ここではそれぞれの
パラメータについて0となる帰無仮説を，Wald 検定をもとに行ってみる
（Wald 検定に関する詳しく説明は Greene（1997）などを参照）。この場
合，統計量は帰無仮説を満たしているときに，自由度 1 のカイ二乗分布
に従う。結果をみてみると，初期値の状態確率を表すδ，β^1,1（真のパ
ラメータが 0 ）およびυ1以外は，帰無仮説を棄却する結果となっている。
またδおよびυ1については，データ数が多くなるにつれて検定量が大き
くなっていることから，標本数が多くなるほど検定結果もより信用性が
増しているといえる。
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表 1 　推計結果
パラメータ
の設定値
T-=1000 T=4000 T=5000 T=5000
( 初期値：混合分布 )
δ1 1 0.8444 0.99852 0.99887 1
［0.844］ ［0.999］ ［0.999］ ［0.702］
δ2 0 0.1556 0.0014787 0.0011301 3.6642E-23
N.A ［3.48×E+42］ ［2.63×E+43］ N.A
γ11 0.6 0.62673 *** 0.58611 *** 0.60668 *** 0.60663 ***
［0.038］ ［0.02］ ［0.017］ ［0.017］
γ21 0.3 0.30933 *** 0.28008 *** 0.30903 *** 0.30902 ***
［0.024］ ［0.011］ ［0.011］ ［0.011］
γ12 0.4 0.37327 *** 0.41389 *** 0.39332 *** 0.39337 ***
［0.029］ ［0.016］ ［0.014］ ［0.014］
γ22 0.7 0.69067 *** 0.71992 *** 0.69097 *** 0.69098 ***
［0.036］ ［0.018］ ［0.016］ ［0.016］
μ1 2 2.0131 *** 2.0026 *** 1.9994 *** 1.9994 ***
［0.02］ ［0.012］ ［0.01］ ［0.01］
β1,1 0 -0.0081049 -0.00076124 0.0026486 0.0027006
［0.007］ ［0.004］ ［0.003］ ［0.003］
β1,2 1 0.99686 *** 1.0022 *** 0.99662 *** 0.99654 ***
［0.006］ ［0.004］ ［0.003］ ［0.003］
σ1,2 0.2 0.1724 *** 0.20577 *** 0.21406 *** 0.21969 ***
［0.015］ ［0.01］ ［0.009］ ［0.013］
ν1 70 50.482 51.009 51.303 177.55
［75.651］ ［43.023］ ［35.082］ ［846.921］
μ2 1 0.99935 *** 1.0056 *** 1.0031 *** 1.0033 ***
［0.014］ ［0.007］ ［0.006］ ［0.006］
β2,1 0.5 0.49347 *** 0.4989 *** 0.50086 *** 0.50094 ***
［0.005］ ［0.002］ ［0.002］ ［0.002］
β2,2 -2 -1.999 *** -2.0005 *** -2.0004 *** -2.0005 ***
［0.005］ ［0.002］ ［0.002］ ［0.002］
σ2,2 0.1 0.10065 *** 0.10644 *** 0.099475 *** 0.093959 ***
［0.006］ ［0.003］ ［0.003］ ［0.003］
ν2 20 50.41 *** 51.432 *** 51.44 *** 20.533 ***
［1.097］ ［0.546］ ［0.479］ ［0.167］
AIC 2065.9 8324 10571 10567
BIC 2129.7 8405.8 10655 10652
***，**，* は，それぞれ 1 %， 5 %，10% で有意
帰無仮説：各パラメータの値が 0
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　以上の結果から，（1）Lystig	and	Hughes	（2012）をもとにした最尤法
による推定は，自由度のパラメータを除くと，比較的少ないデータ数で
も真のパラメータに近い推定量を推定できる，（2）Wald 検定を行うのに
必要な情報行列の正確な推定は，比較的多いデータを必要とする，（3）
自由度のパラメータの推定量については，推定が比較的難しいといえる
であろう。
　では自由度のパラメータを求めるにはどのようにすればよいのであろ
うか。もし真のパラメータがわかっていれば，真のパラメータに近い値
に初期値を設定して，繰り返し計算をしてするのがよいであろう。しか
し真のパラメータ自体を，分析者はわかっていないことが通常であり，
この方法は非現実的であるといえるであろう。
　これを解決する方法の一つとして，最初に混合分布に基づく最尤推定
法をおこない，そこで各パラメータを推定したうえで，その値を初期値
に設定して，準ニュートン法による HMM の推定を行うという方法であ
る。EM アルゴリズムによる混合分布の推計は，繰り返し計算の回数を
比較的多くとる必要があり，計算時間が長いという欠点があるが，比較
的安定的な解が得られることが知られている。
　表 1 の最右の結果は，初期値を混合分布で求めたのちに，それを
HMM の初期値として推計をした結果である。この結果，自由度のパラ
メータの一方υ2は，20に近い値を推定できたことがわかった。しかしυ1
については，170と70から外れた値をとっていることがわかる。またデ
ータ数が1000の場合と同様，δ2の推定量の分散値が負になるという問
題が発生した。こうした点を考えると，初期値を混合分布で求める方法
についても，いろいろと検討の余地があると思われる。
　次節では，新規上場におけるアンダープライシングの分析をみながら，
この方法について考察してみる。
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4 ．分析例
　次に t 分布による HMM の分析例をみてみる。以下の分析は，比佐・
比佐	（2014）による新規公開市場におけるアンダープライシングに関す
る分析である。企業が株式市場に新規上場（Initial	Public	Offering:	以
下 IPO）する際，株式を公開して広く株主に販売をする。この時の価格
を公示価格というが，その後，株式市場で取引されると，市場で改めて
株価が決定される。その取引開始時点の最初の価格を初値と呼ぶが，上
場前の公示価格と上場直後の初値との間に，アンダープライシングと呼
ばれる価格のかい離が存在することが知られている。通常，株式を公示
してから，上場して取引されるまでの間の期間はさほど長くないことか
ら，本来ならばそれほど大きな価格差はつかないと考えられる。しかし
実際の取引では，一般に，上場前の公示価格が上場直後の株価よりも過
少になることが一般に知られている。しかもこの現象は，日本のみなら
ず，世界中の IPO 市場でみられる一般的な現象である。
　このような，一見すると非合理的な株価の動きがなぜ起こるのかとい
う問題が，これまでの研究で行われていた。というのも，もし上場前の
公示価格が上場直後の株価よりも平均的に低いのであれば未公開株を購
入して，上場後に売却をすれば，利益を獲得することができる。そのた
めこの現象の存在がわかっていれば，この利益を求めて，多くの市場参
加者がこぞって上場前の未公開株を購入し，上場直後に売却しようとす
るであろう。その結果，上場前の公示価格は上昇，上場直後の初値は下
落するであろう。そしてこうした裁定行為によって，両者の価格の差は
縮小し，最終的に乖離はなくなるはずである。しかし実際には，こうし
た乖離はつねに存在するのである。
　一般に，上場後の株式市場のほうが，多くの投資家が市場に参加する
ことから，より多くの情報が株価に反映されているとするならば，上場
後の市場のほうがより効率的であると思われる。よって株式市場で効率
的市場仮説が成立しているのであれば，公開後の初値のほうがより合理
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的に価格が形成されていると考えられるであろう。以上の理由から，上
場前の価格が，本来あるべき価格（すなわち初値）よりも低い，いわゆ
る過小な値段で公示されるという意味において，これらの現象はアンダ
ープライシング（Underpricing）と呼ばれている6。
　このアンダープライシングには，循環的な動きがみられることが知ら
れている。1998年から2012年での14年間の IPO 企業上場（1573社）7を
上場した順番に時系列的に追いかけると8，次のような動きになっている
ことがわかる。
6	 上場前の公示価格については，最近はブックビルド方式が主流である。この方式は
IPO の株式を引き受けた主幹事証券会社が，投資家への聞き取り調査などを通じて，
詳細な調査をおこなうことで公示価格を決定している。そのため公示価格で非効率的
な価格が行われているのかという点については議論の余地があると思われる。加えて
株式市場では，初値が付いた後，急激に株価が下落し，その後数年かけてゆっくりと
上昇する現象が存在する。こうした現象からも，実際に上場後の株式市場で本当に合
理的な価格が形成されているかどうかは，検討の余地がある。
7	 東証一部上場および移行上場の IPO については，すでに多くの投資家によってよ
く知られた企業が上場することから，情報の非対称性がさほど働かないといえる。ま
たこうした上場は，IPO 市場でも特殊な上場と位置付けられていることから，分析対
象から除外している。
8	 なお同日に上場した企業が複数ある場合は，資産規模の大きい企業のデータを先に
配置した。その理由として，資産規模の大きな企業の株価の動きは，多くの投資家に
より注目されること，またその動向が他の IPO の株価にも影響を与えることと思われ
るからである。なお IPO 企業の株に対しては，それを専門とする投資家もおり，特
殊な株価がつく投資市場であるとの認識がある。また IPO に関しては，過去の IPO
の株価の動向が，こうした投資の行動に影響を与える可能性があることも，こうした
分析を行った理由である。つまり過去の IPO の株価の動向が，現在の IPO の株価の
動きに影響を与えているのかどうかを検証することも，今回の分析の主旨である。
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図 1 　アンダープライシングの推移と分布（1998年－2012年）
出典：比佐・比佐（2014）
表 2 　アンダープライシングの基本統計量
平均 標準偏差
25パーセ
ンタイル
中央値
75パーセ
ンタイル
最大値 最小値
0.366 0.465 0.025 0.235 0.676 2.207 -1.291
出典：比佐・比佐（2014）
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　この初期収益率（アンダープライシング）は，対数の差分で評価して
いる9。これをみると，アンダープライシングが上下に変動しながら推移
していること（図 1 のアンダープライシングの推移），また分布が複数
存在している（図 1 の分布）ように思われる。分布がこのように複数に
なることは，Asquith	et	al.（1997）によって知られている。図 1 から，
二つの確率分布の間を，推移している可能性があると思われる。これを
HMM で分析を行うと，次のような結果となった（β = 0のケース）。
表 3 　パラメータおよび確率移行行列の推定（状態が 2 つの時）
混合分布 HMM
状態（St） 状態 1 状態 2 状態 1 状態 2
δˆ 0.18736 0.81264 0.24685 0.75315
µˆ j 0.45214 0.31994 0.53986 0.037929
σˆ j
2 0.23339 0.16539 0.23634 0.013139
υˆ j 1892.8 2589.3 1892.8 2589.3
AIC BIC AIC BIC
2080.3 2117.8 1537 1585.2
Γˆ = 0.8274 0.17260.3247 0.6753
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
出典：　比佐・比佐（2014）
9	 今回，IPO 企業の株価の公開価格を Xt，初値を Xt+1としたときに，アンダープライ
シングを ln(Xt+1/Xt)= ln(Xt+1)－ln(Xt)=Δln(Xt) として，公開価格と初値をそれぞれ対数
化したものの差分で評価した。アンダープライシングは，（初値－公開価格）／公開
価格，すなわち (Xt+1－Xt)/Xt で評価する場合もあるが，そうすると下限が－1になっ
てしまうことで，分布にゆがみが生じてしまう。そのため今回は，t 分布をフィット
させることもあり，下限が－∞である，対数の差分でアンダープライシングの収益率
を評価した。
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　最尤推定法によると，アンダープライスシングの度合いが高い状態
を状態 1 ，アンダープライシングの度合いが低い状態を状態 2 とする
と，状態 1 の時は，平均0.53986，分散0.23634，自由度1892.8の t 分
布，状態 2 の時は，平均0.037929，分散0.013139，自由度2589.3の t 分
布になった。そして確率移行行列をみてみると，状態1にとどまる確率
が0.8274，状態 1 から状態 2 に移行する確率が0.1726，状態 2 にとどま
る確率が0.6753，状態 2 から状態 1 に移行する確率0.3247となる。また
AIC や BIC を比較すると，混合分布を推計した場合よりも，HMM のほ
うが，その値が小さいことから，混合分布よりも HMM のほうがモデル
としてのフィットがよいといえる。
　なお自由度の推定については，最初に混合分布に基づく最尤推定法を
おこない，そこで各パラメータを推定したうえで，その値をもとに準ニ
ュートン法による HMM の推定を行った。中村（1995）の論文をもとに，
EM アルゴリズムによる混合分布による推計を行った。混合分布による
推計では， LT = log π j pj (yt )
j=1
m
∑
t=1
T
∑ , π j
j=1
m
∑ =1となる対数尤度関数を解くこ
とになる。
　なお EM アルゴリズムによる混合分布の推計は，繰り返し計算の回数
を比較的多くとる必要があり，計算時間が長いという欠点があるが，比
較的安定的な解が得られることが知られている。
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図 2 　アンダープライシングと状態確率（1998年－2012年）
出典：比佐・比佐（2014）
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　上の図は，状態が 2 つの時の，Pr（St = i |Y
（T）= y（T））（i = 1，2）の推移
である。すなわち観測値（Y（T）= y（T））が与えられたもとで，それぞれの時
点において，いずれの状態をとるのか（いわゆる local	decode）を推定
している。この隠れマルコフによる状態変数の確率をみてみると，アン
ダープライシングが増加するタイミングに合わせて，状態 1 をとる確率
が上昇し，状態 2 をとる確率が下落していることがわかる。
　こうしたアンダープライシングについて循環的な動きが存在する理由
として，以下のようなものが考えらえる。すなわち IPO が盛んなときは，
新規上場した企業も多く，また企業も株式市場で資金を調達することが
容易であり，企業の投資活動も積極的に行われる。その一方で，IPO が
低迷しているときは，企業の資金調達も難しくなるため，企業の投資活
動も停滞するとされる。そのため，IPO の変動は，景気循環とも密接
に関係しているのではないかという，見方がなされている。Yung	et	al.	
（2008）は，IPO を達成する企業数の総数は，投資家と株式公開企業と
の間の情報の非対称によって変動し，その結果，アンダープライシング
が拡大すると主張している。つまり，景気が良いときには，情報の非対
称性が強まり，景気が悪いときには弱まるとした。
　その一方で，アンダープライスの要因については，ミクロ的視点から
の研究が中心に進められてきた。そして多くの研究では，新規上場にお
ける情報の非対称性の問題に着目している。そしてコーポレート・ガバ
ナンスの観点から，銀行，証券会社，ベンチャーキャピタル（以下 VC
と記す）は情報の非対称性を緩和し，アンダープライシングを抑制する
とみなされている。
　アンダープライシングは，各国の証券市場でも確認され，その要因
についてはアメリカを中心に様々な角度から分析がおこなわれている。
Ljungqvist（2007）は，こうした研究の特徴を 4 つの要因に整理している。
　一つ目は，投資家と株式公開企業との間に存在する情報の非対称性に
よって，IPO の変動が引き起こされるとする情報の非対称性モデルで
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ある10。代表的な研究として，投資家の間の情報の非対称性に着目した
Rock	（1986）の研究と，投資家と企業の間の情報の非対称性に着目し
た Allen	and	Faulhaber	（1989）の研究がある11。二つ目は，Hughes	and	
Thakor	（1992）によるアンダープライシングの発生が，引き受け証券会
社による引き受けリスクの調整によって引き起こされるとみなす仮説で
ある12。三つ目は，企業の所有者の経営参加などの度合いなどに着目し，
所有と経営の関係がアンダープライシングの発生要因とみなす見方であ
る13。そして最後は，近年の行動経済学の視点から投資家の心理的要因
に着目したプロスペクト理論である14。
　いずれにしても，これらの要因は，IPO を実施する個別企業のガバナ
ンス構造などに依存する形となっている15。すなわちガバナンス構造に
10	情報の非対称性によって，引き起こされる説として，Rock（1986）の勝者の呪い，
情報顕示理論，プリンシパル・エージェントモデル，シグナリング・モデルを挙げて
いる。
11	Allen	and	Faulhaber	（1989）は，投資家は優良な企業とそうでない企業の見分けが
つかないことに着目した。この場合，優良企業は，上場後に情報の非対称性が緩和さ
れても問題がない。そのため，あえて IPO 時点で低い価格をつけることで，自らは
質が高い企業であるというシグナルを市場に発信する。その結果としてアンダープラ
イシングが発生するとした（Grinblatt	and	Hwang	（1989）,	Welch	（1989）,	Beatty	and	
Ritter（1986））。
12	Hughes	and	Thakor	（1992）によれば IPO が盛んな状況では，売れ残り株の引き
受け，公開直後の価格の下落などの取引リスクが高まるため，引き受け証券会社は引
き受け手数料以上のコストを負うことを回避する。そのためアンダープライシングが
生じるという。また証券会社は損出をこうむった投資家からの訴訟を回避する目的や
エージェンシー関係から顧客である投資家をもうけさせるために，あえてアンダープ
ライシングを導くという説も存在する（Tinic	（1988），Baron	（1982））。
13	Holmström	and	Tirole	（1993）は，ストックオプションを通じて経営者に効率的な
報酬を提示できるとしており，こうした制度の導入がシグナルとなっている可能性が
ある。
14	投資家が他人の行動に横並び行動，また感情や過大な期待，投資家の一時的な過熱
に振り回される結果，などがアンダープライシングを引き起こす要因としている。
15	コーポレートガバナンスの立場からみた，日本のアンダープライシングの研究に関
しては，Hamao	et	al.	（2000）や Kutsuna	et	al.	（2002），小西	（2004），鈴木	（2004），辰巳・
桂山	（2005）を参照。
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問題があって，情報の格差が大きくアンダープライスが過大になる可能
性のある企業が IPO を実施したのちに，情報の格差が小さくアンダー
プライスの小さくなる可能性がある企業が IPO を実施すると，表面的
には，IPO が変動したようにみえるであろう。しかしこれは循環的要因
ではなく，各企業の個別要因によるものといえる。くわえてこれらの要
因も，先ほどみたように，IPO 市場が活性化しているときとそうでない
ときで，それらの効果が異なってくる可能性も考えられる。
　このように IPO のアンダープライシングについては，景気変動によ
る要素と，個別企業の情報の非対称性の度合いと，それによるコーポレ
ート・ガバナンス構造による要素とが，それぞれ影響を与えているとい
える。そしてこれらの要因を同時に考慮して，分析を行うには，HMM
が適しているといえる。このモデルでは，景気変動による要因を推移確
率行列Γや定数項μ，また個別企業によるコーポレート・ガバナンス要
因を，p（yt |Xt,θ）に含まれる，説明変数 Xt の係数（β）ごとに分けて，
それぞれの効果を別々に推定することが可能である。
　比佐・比佐（2014）では，こうした点を考慮した分析を行っている。
分析では，①負債比率が高い場合，金融機関などによるモニタリング
が強まり，アンダープライシングが起こりにくい16，②銀行の持株比率
が高いと，アンダープライシングは起こりやすい17，③ベンチャーキャ
ピタル（以下，VC）の支援を受けている企業では，アンダープライシ
ングは起こりにくい18，④ストックオプションを導入している企業では，
16	金融機関からの借り入れに依存が強い場合，金融機関によって負債を通じたモニ
ターが強まるとする（Jensen	（1986）か，企業は新規の設備投資案件に対して融資を
受けることができず，企業価値を高める機会を逸する可能性（Myers	（1977））がある
という，異なる見解が存在する。
17	日本では，銀行が中心となって企業の情報を集め，情報の非対称性の問題を解消し
てきたとされる。そして投資先企業は，上場後も銀行の顧客として長期的関係を構築
する。そのため銀行によって株式を保有されているということは，その企業が優良企
業であることを示すシグナルとなる。
18	VC は将来性の高い企業に投資を行い，投資先企業の経営監視・経営支援を行いな
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アンダープライシングは起こりにくい19，⑤主幹事証券会社の株式の引
き受けが大きいほど，アンダープライシングが起こりやすくなる20，な
どの仮説を立てて検証を行っている。
　比佐・比佐（2014）では，1998年から2012年に日本の株式市場で
IPO を行った企業1573社についての，アンダープライシングに関する分
析を行っている。表 4 は，IPO 実施企業に関する基本統計量である。
　また彼らは，状態を 2 つに分けた場合について分析を行っている（結
果は表 5 ）。回帰分析の結果をみてみると，状態 1 では定数項が平均的
に高く（アンダープライスが高い），また状態 2 では，定数項が平均的
に低い（アンダープライスが低い）状況であるといえる。そして IPO
がさかんな状態1では，資産収益率（ROA）が高いほど，アンダープラ
イスが大きいことがわかる。また資産規模が大きいほど，アンダープラ
イスが小さくなること，規模の大きな企業が上場するときは，アンダー
プライスが起こりにくいことが判明した。また自己資本比率が大きいほ
どアンダープライスが小さくなること，また主幹事証券会社の株式引き
受け比率が大きいほど，アンダープライスが起こりにくくなることも明
らかになった。
　他方，アンダープライスが起こりにくい状態 2 の時は，上場廃止ダミ
ーが有意な結果となった。これは上場後，業績悪化などにより上場を維
持することが難しかった企業に関して，アンダープライスが高めになる
がら，IPO を達成させることを目的としている。Megginson	and	Weiss	（1991）は，
VC の支援を受けている企業はアンダープライシングが低いことを示している。その
ほか，VC と IPO の関係に関する論文としては，Barry	et	al.	（1990），Lerner	（1994），
Gompers	（1996），Brander	et	al	（2002），Locket	and	Wright	（2003），Lee	and	Wahal	
（2004），Li	and	Masulis	（2005）などがある。
19	ストックオプション制度は役員のインセンティブを高めるだけでなく，投資家に対
して企業の経営方針に関する肯定的な情報を発信していると考えらえる。
20	証券会社については，アンダープライシングの発生を引き受け証券会社による引き
受けリスクの調整とみなす仮説がある。IPO が盛んな状況では，売れ残り株の引き受
け，上場直後の価格の下落などの取引リスクが高まるため，アンダープライシングに
導くという。
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ことを意味しており，こうした企業の株価については，公示価格の段階
で，あらかじめ低い価格を設定されているといえよう。また資産収益率
や資産規模が大きくなるほど，アンダープアイスが大きくなる傾向があ
るといえる。また状態 1 の時と異なり，自己資本比率や主幹事証券会社
の引き受け比率が大きいほど，アンダープライスが大きくなることがわ
かった。
　また銀行の持株比率は，アンダープライスに何ら影響を与えておらず，
銀行は未上場企業について，情報の非対称性を緩和するような働きをし
ていないと考えられる。つまり銀行は未上場段階では，企業の経営活動
のモニタリング等について，あまり中心的役割を果たしていないからと
思われる。
表 4 　新規上場企業に関する基本統計量
平均 標準偏差 中央値	 最大 最小
アンダープライシング（対数差分） 0.3659 0.4652 0.2351 2.2073 -1.2910
上場廃止ダミー 0.0445 0.2063 0 1 0
VC 持株比率（%） 9.1536 13.0240 3.59 91.42 0
銀行持株比率（%） 1.9208 3.1495 0 23.8 0
資産収益率（ROA) 0.1173 0.1490 0.0957 1.5253 -1.5746
資産規模（対数） 8.4874 1.4424 8.4194 16.8853 4.5109
ストックオプションダミー 0.5016 0.5002 1 1 0
自己資本比率（%） 40.7765 23.3869 36.7914 100.0000 -20.2703
主幹事証券会社比率（%） 66.0530 9.2989 65 90 21
CEO 年齢 52.0324 10.3978 53 79 25
ジャスダックダミー 0.1914 0.3935 0 1 0
新規店頭ダミー 0.3102 0.4627 0 1 0
ヘラクレス上場ダミー 0.0890 0.2848 0 1 0
マザーズダミー 0.1799 0.3842 0 1 0
出典：比佐・比佐（2014）
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表 5 　アンダープライスの決定要因
状態 1 状態 2
係数［標準誤差］ 係数［標準誤差］
定数項 1.2485［0.2107］ *** -0.63904［0.9785］
上場廃止ダミー 0.0073565［0.0764］ 0.67503［0.3909］ *
VC 持株比率（%） -0.0030843［0.0013］ ** 0.00010774［0.0004］
銀行持株比率（%） 0.0000435［0.0059］ -0.0028782［0.014］
資産収益率（ROA） 0.14487［0.0663］ ** 0.53799［0.1123］ ***
資産規模（対数） -0.095395［0.0192］ *** 0.17473［0.0307］ ***
ストックオプションダミー 0.060104［0.0453］ -0.1471［0.1307］
自己資本比率（%） -0.0020986［0.0009］ ** 0.0040814［0.0016］ ***
主幹事証券会社比率（%） -0.0032841［0.0019］ * 0.014933［0.0076］ *
CEO 年齢 0.00090409［0.0039］ -0.023296［0.0165］
ジャスダックダミー 0.21816［0.1176］ * -0.78629［0.5043］
新規店頭ダミー 0.025954［0.1339］ -0.45768［0.5493］
ヘラクレス上場ダミー 0.30592［0.0845］ *** 0.25833［0.2955］
マザーズダミー 0.32341［0.0747］ *** -0.69132［0.1638］ ***
σ2 0.11185［0.0177］ *** 0.11827［0.0029］ ***
ν 5.3775［1.3285］ *** 20.127［3.8942］ ***
Γˆ = 0.802 0.1980.472 0.528
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
***，**，* は，それぞれ 1 %， 5 %，10% で有意
出典：比佐・比佐（2014）
　HMM によるアンダープライスの分析を行うと，アンダープライシン
グには循環的な動きがみられることや，ガバナンス構造がアンダープラ
イスに与える影響が，レジームによって異なる効果がある可能性がある
ことが確認できるといえる。たとえば VC が投資を行った場合は，IPO
市場が活発でアンダープライスが大きくなるような状況では，アンダー
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プライスを小さくする働きをしていることがわかった。また状態とは関
係なく，資産収益率が大きい企業ほど，アンダープライスが大きくなる
ことがわかった。つまり VC が融資する場合，通常はアンダープライス
を軽減するような効果はみられないが，IPO 市場が盛んになると，アン
ダープライスを縮小する役割を果たしていることが判明した（詳しい議
論は，比佐・比佐	（2014）を参照）。
　このように循環的な動きがみられる現象が，個別の要因によるものな
のかあるいは循環的要因なのか判別が難しい場合，上記のような HMM
による分析が有益であることがいえる。
5 ．結論
　本論では，t 分布における HMM の推定について分析を行った。
Lystig	and	Hughes	（2012）による対数尤度関数の一階微分条件をもとに，
準ニュートン法による最尤推定法を，モデルにあわせて人工的に作成さ
れたデータをつかって検証した。その結果，自由度以外のパラメータは，
比較的少ない標本数でも，おおむね真のパラメータに近いものとなった。
一方，自由度に関するパラメータに関しては，準ニュートン法による推
定では，標本数を増やしていっても，自由度の初期値の値からさほど変
化しない結果となった。
　この問題を解決するためには，初期値をあらかじめ真のパラメータに
近い値に設定するという方法も考えられるが，そもそも真のパラメータ
がわからない状態で推定を行わなければならないわけで，この方法はあ
まりにも非現実的な解決法であるといえる。
　これを解決する一つの方法として，EM アルゴリズムによる混合分布
による推定を行い，それを HMM の最尤推定量を求める際の，準ニュー
トン法の初期値に設定するという方法が考えられる。今後の課題として，
検討を行う余地があると思われる。
　また情報行列にもとづく分散・共分散行列を推定すると，データ数が
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十分に大きくなると，それなりに信憑性のあるものに収斂する可能性が
あることがわかった。それでも自由度のパラメータに関する分散値につ
いては，十分な値に収斂していない可能性がある。これは自由度のパラ
メータが真の値に十分近い値に収斂していないことが理由として考えら
える。
　また t 分布による HMM は，IPO のアンダープライシングのような，
循環的に変動しながらも，同時に各企業の持つ属性にも影響を受けるよ
うな現象の分析を行うのに，適したモデルといえる。またガバナンス要
因が，状態の違いによって効果が異なるかどうかの検証を行うことも可
能である。分析では，景気循環との関係等を分析しながら，アンダープ
ライシングがどのような要因で決定されるのかなどを分析することが可
能となるであろう。
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