Abstract. We give conditions for when continuous orbit equivalence of one-sided shift spaces implies flow equivalence of the associated two-sided shift spaces. Using groupoid techniques, we prove that this is always the case for shifts of finite type. This generalises a result of Matsumoto and Matui from the irreducible to the general case. We also prove that a pair of one-sided shift spaces of finite type are continuously orbit equivalent if and only if their groupoids are isomorphic, and that the corresponding two-sided shifts are flow equivalent if and only if the groupoids are stably isomorphic.
Introduction
In their beautiful recent paper [19] , Matsumoto and Matui proved that a simple CuntzKrieger algebra remembers the flow equivalence class of the irreducible shift of finite type defining it, provided that the canonical diagonal subalgebra is considered as a part of the data. A key tool for obtaining this groundbreaking result was the realisation that diagonal-preserving isomorphism translates directly to isomorphism of the groupoids associated to the shift spaces, reducing the problem to establishing that when two one-sided irreducible shifts of finite type are continuously orbit equivalent in the sense developed by Matsumoto, then the corresponding two-sided shift spaces are flow equivalent.
Having such rigidity results for C * -algebras associated to general shift spaces of finite type would provide a better understanding of the classification problem for general Cuntz-Krieger algebras recently solved in [14] . The groupoid component of the proof in [19] has in [6] and [9] been generalised to a much more general setting, but the argument leading from diagonal-preserving isomorphism to flow equivalence in [19] goes through a deep result about the ordered cohomology of irreducible shifts of finite type by Boyle and Handelman ( [4] ) which does not readily extend to the reducible case.
In the present paper we give a direct proof that continuously orbit equivalent shifts of finite type are also flow equivalent (Theorem 4.1) and thereby generalising [19, Theorem 3.5 ] from irreducible one-sided Markov shifts to general (possible reducible) shifts of finite type. We do that by producing a concrete flow equivalence from a given orbit equivalence between general shift spaces with continuous cocycles under added hypotheses on the given orbit equivalence and cocycles (Proposition 3.2), and then proving by methods related to the original proof in [19] that when the shift spaces are of finite type, then these hypotheses may always be arranged (Proposition 4.5 and Proposition 4.8).
As a corollary to Proposition 3.2, we generalise in Corollary 3.12 [18, Theorem 5.5] from irreducible topological Markov chains with no isolated points to general shift spaces by showing that for general shift spaces, strongly continuous orbit equivalence implies two-sided conjugacy.
We also prove that the groupoids of two one-sided shifts of finite type are isomorphic if and only if the shift spaces are continuously orbit equivalent (Theorem 5.1), and by combining this with a result of Matui [21] and results in [9] and [14] , we obtain that these groupoids are stably isomorphic if and only if the corresponding two-sided shift spaces are flow equivalent (Theorem 5.3).
As applications, we show in Corollary 6.1 that the one-sided edge shifts of two finite directed graphs with no sinks and no sources are continuous orbit equivalent if and only if the corresponding graph C * -algebras are isomorphic by a diagonal-preserving isomorphism (if and only if the corresponding Leavitt path algebras are isomorphic by a diagonal-preserving isomorphism), and we show in Corollary 6.3 that the graphs are move equivalent, as defined in [25] , if and only if the corresponding graph C * -algebras are stably isomorphic by a diagonal-preserving isomorphism (if and only if the corresponding Leavitt path algebras are stably isomorphic by a diagonal-preserving isomorphism).
We also apply our results to Cuntz-Krieger algebras and topological Markov chains and directed graphs of {0, 1}-matrices and thereby generalise [19, Theorem 2.3] and [19, Corollary 3.8] from the irreducible to the general case (Corollary 7.1 and Corollary 7.2).
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Definitions and notation
In this section we briefly recall the definitions of shift spaces, shifts of finite type, continuous orbit equivalence of shift spaces, and flow equivalence of shift spaces, and introduce notation.
We let N denote the set of positive integers, and N 0 the set of non-negative integers.
2.1. One-sided shift spaces. A one-sided shift space (or one-sided subshift) is a closed, and hence compact, subset X of a N 0 , where a is a finite set equipped with the discrete topology and a N 0 is equipped with the product topology, such that X is invariant by the shift transformation σ : a N 0 → a N 0 , (i.e., σ(X) = X) given by (σ((x i ) i∈N 0 )) j = x j+1 for j ∈ N 0 . When X is a one-sided shift space, then we let σ X : X → X denote the restriction of σ to X. For n ∈ N 0 we denote by σ n X the n-fold composition of σ X with itself (when n = 0, then σ n X denotes the identity map on X).
Two one-sided shift spaces X and Y are conjugate if their is a conjugacy between them, i.e., a homeomorphism h :
Let X be a one-sided shift space. We say that x ∈ X is periodic if σ p X (x) = x for some p ∈ N, and that x is eventually periodic if σ n X (x) is periodic for some n ∈ N 0 . When x ∈ X is eventually periodic, then we call the number
When X is a shift space, we write L(X) for the language of X (i.e., the set of finite words, included the empty word ∅, that appear in elements of X). Given a word v in L(X), we denote by |v| the length of v, and for m ∈ N, we let L m (X) be the set of words in L(X) of length m. Given x ∈ X and n, m ∈ N 0 with n ≤ m, we define the word
Shifts of finite type.
A one-sided shift of finite type is a one-sided shift space X such that there is an m ∈ N with the property that if v ∈ L(X) has length m and uv, vw ∈ L(X), then uvw ∈ L(X). The shift map σ X is a local homeomorphism if and only if X is a shift of finite type, in which case σ n X is a local homeomorphism for all n ∈ N 0 . 2.3. Continuous orbit equivalence. Let X and Y be two one-sided shift spaces. Following [17] , we say that a homeomorphism h : X → Y is a continuous orbit equivalence. if there exist continuous maps k, l : X → N 0 and k
Y (h(x)) for x ∈ X, and
for y ∈ Y . Observe that in this case h −1 : Y → X is also a continuous orbit equivalence. We say that X and Y are continuously orbit equivalent if there exists a continuous orbit equivalence h : X → Y (it is routine to check that the composition of two continuous orbit equivalences is a continuous orbit equivalence, and thus that continuous orbit equivalence indeed is an equivalence relation of one-sided shift spaces, cf. [18, Lemma 2.3] ). If h : X → Y is a continuous orbit equivalence, then we say that a pair (k, l) of continuous maps k, l : X → N 0 satisfying (1) is a h-cocycle pair.
2.4. Flow equivalence. Let X be a one-sided shift space. Given x = (x n ) n∈Z ∈ a Z and m ∈ Z, we define
The two-sided shift space associated to X is defined to be
The set X is a closed and compact subset of a Z with the induced product topology of a Z , and invariant by the shift transformation
Notice that X ↔ X is a bijective correspondence between the class of one-sided shift spaces and the class of two-sided shift spaces (i.e., the class of closed subsets X of a Z satisfying that σ X (X) = X). Two two-sided shift spaces X and Y are conjugate if their is a conjugacy between them, i.e., a homeo-
If X and Y are conjugate, then X and Y are conjugate (but X and Y can be conjugate without X and Y being conjugate).
We say that x ∈ X is periodic if σ p X (x) = x for some p ∈ N. When x ∈ X is periodic, then we call the number
Let ∼ be the smallest equivalence relation on X × R such that (σ n X (x), t) ∼ (x, t + n) for x ∈ X, t ∈ R and n ∈ Z, and let [(x, t)] denote the equivalence class of (x, t). The suspension SX of X is the quotient X × R/ ∼ equipped with the quotient topology of the product topology on X × R.
A flow equivalence between the suspensions of two two-sided shift spaces X and Y is a homeomorphism ψ : SX → SY that maps flow lines onto flow lines in an orientation preserving way: so if x ∈ X, y ∈ Y, r, s, t, u ∈ R, s, u > 0 and ψ([(x, t)]) = [(y, r)], then there is an v > 0 such that ψ([(x, t + s)]) = [(y, r + v)], and a w > 0 such that
. Two two-sided shift spaces X and Y are flow equivalent if there exists a flow equivalence between SX and SY. It is routine to check that the composition of two flow equivalences is a flow equivalence, and thus that flow equivalence is an equivalence relation of two-sided shift spaces. If X and Y are conjugate, then X and Y are flow equivalent, but X and Y can be flow equivalent without being conjugate.
2.5. The cohomology of a shift space. Let X be a one-sided shift space. Following [19] , we let H X be the group
, and we let
It follows from [19, Lemma 3 .1] that the preordered group (H X , H X + ) is isomorphic to the ordered cohomology group (G σ X , G σ X + ) of (X, σ X ) defined in [4] ([19, Lemma 3.1] is only stated for irreducible shifts associated with {0, 1} matrices, but it is easy to see that its proof holds for general shift spaces).
2.6. The groupoid of a one-sided shift space of finite type. The groupoid G X of a one-sided shift of finite type X has unit space G (0) := X and morphisms
The range and source maps r, s : G X → G (0) are defined by r((x, n, x ′ )) = x and s((x, n, x ′ )) = x ′ , and the product and inverse operators by (x, n,
. We let c : G X → Z be the map defined by c((x, n, x ′ )) = n. There is a topology on G X that has a basis consisting of sets of the form
where i, j ∈ N 0 and U and U ′ are open subsets such that σ i X restricted to U is injective, σ j X restricted to U ′ is injective, and
If we identify X with the subspace {(x, 0, x) : x ∈ X} of G X , then the topology of X coincides with the subspace topology.
With the topology described above, G X is an ample Hausdorff groupoid, i.e., the product and inverse operators are continuous and the topology is Hausdorff and has a basis of compact open bisections (a subset A of a groupoid G is a bisection if both the restriction of the range map and the restriction of the source map to A are injective). In particular, G X isétale (i.e., the range and source maps are local homeomorphisms).
As in [19] , we let Hom(G X , Z) be the set of continuous maps ω :
belongs to Hom(G X , Z). As in [19] , we denote by H 1 (G X ) the group
We shall in Proposition 4.7 see that there is an isomorphism Φ :
, where g ∈ C(X, Z) is given by g(x) = f ((x, 1, σ X (x))), and Φ([f ]) ∈ H X + if and only if f ((x, lp(x), x)) ≥ 0 for every eventually periodic point x ∈ X, cf. [19, Proposition 3.4] .
A homomorphism between two topological groupoids G 1 and G 2 is a continuous map φ :
for every η ∈ G 1 , and φ(η 1 )φ(η 2 ) is defined and equal to φ(η 1 η 2 ) for all η 1 , η 2 ∈ G 1 for which η 1 η 2 is defined. An isomorphism between two topological groupoids G 1 and G 2 is a bijective homomorphism φ :
3. Orbit equivalence and flow equivalence for general shift spaces
One of the goals of this paper is to show that continuous orbit equivalence implies flow equivalence for shifts of finite type, and thereby generalise [19, Theorem 3.5 ] from irreducible one-sided Markov shifts to general (possible reducible) shifts of finite type. In this section we prove Proposition 3.2, which gives sufficient conditions for when continuous orbit equivalence implies flow equivalence for general shift spaces. These conditions are related to the preordered cohomology groups of one-sided shift spaces introduced in Section 2.5 (see the discusion right after Remark 4.2). As a corollary (Corollary 3.12), we generalise [18, Theorem 5.5] and show that for general shift spaces, strongly continuous orbit equivalence implies two-sided conjugacy.
In this paper, we only apply Proposition 3.2 to shifts of finite type, but we hope that it also can be used to prove that orbit equivalence implies flow equivalence for other classes of shift spaces. Our strategy for proving Proposition 3.2 is to use techniques and ideas related to those used in [19] and [20] to construct a discrete flow equivalence from a continuous orbit equivalence satisfying the conditions of Proposition 3.2, and then construct a flow equivalence from the discrete flow equivalence. Since we work with shift spaces that might not be irreducible and might contain isolated points, we have to modify the approach of [19] and [20] a bit.
3.1. A sufficient condition for flow equivalence. Let X and Y be two one-sided shift spaces and let h : X → Y be a continuous orbit equivalence. We say that h maps eventually periodic points to eventually periodic points if h(x) is eventually periodic exactly when x is eventually periodic.
Remark 3.1. Matsumoto and Matui prove in [20, Proposition 3.5] that if X and Y are the one-sided shift spaces associated with two irreducible {0, 1} square matrices that satisfy the Condition (I) introduced by Cuntz and Krieger in [12] , then any continuous orbit equivalence between X and Y maps eventually periodic points to eventually periodic points. By inspecting the proof, one sees that it actually holds for any pair of one-sided shifts spaces X and Y that have the property that the complement of the set of eventually periodic points is dense. We prove in Proposition 4.5 that any continuous orbit equivalence between shifts of finite type maps eventually periodic points to eventually periodic points. We do not know if there are continuous orbit equivalences between one-sided shift spaces that do not map eventually periodic points to eventually periodic points.
Let X and Y be two one-sided shift spaces and let h : X → Y be a continuous orbit equivalence that maps eventually periodic points to eventually periodic points. We say that an h-cocycle pair (k, l) is least period preserving if
for every eventually periodic point x ∈ X (this terminology is justified by Proposition 4.8).
Proposition 3.2. Let X and Y be two one-sided shift spaces and suppose that h : X → Y is a continuous orbit equivalence that maps eventually periodic points to eventually periodic points, that (k, l) is a least period preserving
The rest of this section contains the proof of Proposition 3.2. We assume in the rest of this section that
, n, and n ′ are as specified in the proposition. We shall construct an explicit flow equivalence ψ : SX → SY from this data.
We begin by constructing a continuous map ϕ : X → Y and establish some properties of it in Claim 3.3 and Claim 3.4. In Claim 3.5 we show that the map n satisfies a condition which we need in order to construct a continuous map ϕ : X → Y in Claim 3.6. We then prove some properties of ϕ in Claim 3.7, Claim 3.8 and Claim 3.9, before we for each x ∈ X construct an increasing piecewise linear homeomorphism r x : R → R. In Claim 3.10 we show a relationship between r x and r σ p X (x) , before we in Claim 3.11 finally show that there is a flow equivalence ψ :
Since l and b are bounded, we can by adding a constant to b if necessary, assume that b(x) ≥ l(x) for every x ∈ X. Similarly, we can assume that b ′ (y) ≥ l ′ (y) for every y ∈ Y . We let ϕ : X → Y be the continuous map defined by
Proof. Recall that h is a homeomorphism and b is bounded. Let j ∈ N 0 be such that 0 ≤ b(x) ≤ j for every x ∈ X. For y ∈ Y we have that
It follows that ϕ is finite-to-one. Claim 3.4. For x ∈ X we have that
For j ∈ N and x ∈ X, we set n
X (x)) and n 0 (x) := 0. Observe that then
by an iteration of (4). Claim 3.5. Given x ∈ X and i 0 ∈ Z, there exist i, j ∈ Z such that i < i 0 and n(x [i,∞) ) = 0 and j > i 0 and n(x [j,∞) ) = 0.
Proof. We first show that n( (5) gives us that
for every j > i 0 , and since ϕ is finite-to-one (Claim 3.3), it follows that {x [j,∞) : j > i 0 } is finite, and thus that x [j,∞) is periodic for some j > i 0 . But then
which cannot be the case.
Similarly, if n(x [i,∞) ) = 0 for every i < i 0 , then
for every i < i 0 , and since ϕ is finite-to-one, it follows that {x [i,∞) : i < i 0 } is finite, and thus that x is periodic. It follows from the first part of the proof that there is an i ∈ N 0 such that n(
For x ∈ X and j ∈ Z, we set
Then
, and it follows from Claim 3.5 that m x (j) → ±∞ for j → ±∞.
It is straightforward to check that if x ∈ X and i, j ∈ Z, then
That there is such a y ∈ Y follows from the fact that
Since, for fixed i ∈ N 0 , the function x → m x (−i) is a continuous and thus locally constant function from X to Z, and ϕ is continuous, it follows that ϕ is continuous.
Thus,
If j ≥ 0, then an application of (7) with x ′ = x and j ′ = j gives us that σ
, and if j < 0, then an application of (7) with x ′ = σ j X (x) and j ′ = −j gives us together with (6) that
Similarly to how we constructed ϕ, m x and ϕ, we can for each y ∈ Y construct a weakly increasing function m ′ y : Z → Z and continuous functions ϕ ′ : Y → X and
For j ∈ N and y ∈ Y , we set (
. By letting j = 0 we see that
′ are bounded functions, and (n ′ ) i is bounded for each i ∈ N 0 , we get that
It follows that if x is periodic, then ϕ ′ (ϕ(x)) is also periodic, and ϕ
. Suppose then that x is not periodic. Then there is a j ∈ N 0 such that
, is not periodic. It follows that if we now set
, can be proved in a similar way.
Claim 3.9. Let x ∈ X. Then ϕ(x) is periodic if and only if x is, in which case
Proof. Suppose x is periodic with period p. Since m x (j) goes monotonically to ∞ as j → ∞, it follows from (6) that m x (p) = 0. It thus follows from Claim 3.7 that ϕ(x) is periodic with period m x (p). Analogously, if ϕ(x) is periodic with period q, then x is periodic with period m ′ ϕ(x) (q). Suppose again that x is periodic. Then x [0,∞) is also periodic. Since h maps eventually periodic points to eventually periodic points, it follows that h(x [0,∞) ) is eventually periodic. It is clear that lp(x [0,∞) ) = lp(x) and lp(h(x [0,∞) )) = lp(ϕ(x)). Since the h-cocycle pair (k, l) is least period preserving, it follows that
and j x (t) := min{j > t : n(x [j,∞) ) = 0} (it follows from Claim 3.5 that i x (t) and j x (t) are well-defined), and let
Then r x : R → R is an increasing piecewise linear homeomorphism such that r x (i) = m x (i) for those i ∈ Z for which n(x [i,∞) ) = 0.
It is now routine to construct a flow equivalence ψ : SX → SY from ϕ and r x (cf. [3] and [23] ).
Claim 3.11. There is a flow equivalence ψ : SX → SY such that
for x ∈ X and t ∈ R.
Proof. It follows from Claim 3.7 and Claim 3.10 that
It follows that there is a map ψ :
We check that ψ is injective.
. It then follows from Claim 3.7 and Claim 3.8 that there is a q ∈ Z such that
Suppose that x is periodic. Then it follows from Claim 3.9 that ϕ(x) is periodic and that lp(ϕ(x)) = m x (lp(x)). So ψ ([(x, s) 
We have now shown that ψ is bijective and continuous. Since SX is compact and SY is Hausdorff, it follows that ψ is a homeomorphism. Since r x is an increasing homeomorphism from R to R, it follows that ψ maps flow lines onto flow lines in an orientation preserving way. So ψ is a flow equivalence.
3.2. Strongly continuous orbit equivalence. Following [18] , we say that two onesided shift spaces X and Y are strongly continuous orbit equivalent if there is a continuous orbit equivalence h : X → Y , an h-cocycle pair (k, l), and a continous map b : X → Z such that
for all x ∈ X.
Matsumoto proved in [18, Theorem 5.5 ] that if two irreducible topological Markov chains X and Y with no isolated points are strongly continuous orbit equivalent, then the corresponding two-sided shift spaces X and Y are conjugate. We now generalise this results to arbitrary shift spaces. Proof. If X and Y are strongly continuous orbit equivalent, then we can choose the function n : X → N in Proposition 3.2 to be constantly equal to 1. Then m x (j) = j, i x (j) = j, j x (j) = j + 1, and r x (j) = j for all x ∈ X and all j ∈ Z. Consequently, ϕ : X → Y is a conjugacy.
Orbit equivalence and flow equivalence for shifts of finite type
In this section we use Proposition 3.2 to prove the following theorem. 
, n, and n ′ with the property specified in Proposition 3.2. We do this by closely following [19] and use the groupoid of a one-sided shift of finite type (since we are working with general shifts of finite type and not just irreducible shifts of finite type with no isolated periodic points as in [19] , we cannot just apply the results of [19] , but have to modify them a bit).
The conditions in Proposition 3.2 are equivalent to the condition that there is an isomorphism φ : G X → G Y such that r(φ(η)) = h(r(η)) and s(φ(η)) = h(s(η)) for η ∈ G X and φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic point x ∈ X, and such that φ induces an isomorphism from H Y to H X that maps the class of the constant function 1 into H X + . We show in Proposition 4.5 that h maps eventually periodic points to eventually periodic points and that there is an isomorphism φ : G X → G Y such that r(φ(η)) = h(r(η)) and s(φ(η)) = h(s(η)) for η ∈ G X and φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic point x ∈ X, and then we generalise [19, Proposition 3.4] in Proposition 4.7 and show that there is an isomorphism from H 1 (G X ) to H X that maps the class of a function f ∈ Hom(G X , Z) into H X + if and only if f ((x, lp(x), x)) ≥ 0 for every eventually periodic point x ∈ X. From this we deduce in Proposition 4.8 that if φ : G X → G Y is an isomorphism with the above mentioned properties, then there exist functions k, l, k ′ , l ′ , b, b ′ , n, and n ′ with the property specified in Proposition 3.2. We end the section by putting it all together and give the proof of Theorem 4.1.
We begin with two lemmas which we need for the proof of Proposition 4.5.
Lemma 4.3. Let X be a one-sided shift of finite type. (1) If x is an isolated point in X, then x is eventually periodic. (2) If x is not an isolated point in X, U is an open neighbourhood of x, W is an open
subset of X, α : U → W is a homeomorphism, k, l : U → N 0 are continuous, and σ
X (x ′ ) for every x ′ ∈ U, then there is a unique n ∈ Z with the property that there exist k 0 , l 0 ∈ N 0 and an open subset V such that n = l 0 − k 0 , x ∈ V ⊆ U and σ
Proof. (1): Suppose x is an isolated point in X. Because X is a shift of finite type, there is an m ∈ N such that if v ∈ L(X) has length m and uv, vw ∈ L(X), then uvw ∈ L(X).
Choose n such that Z(x [0,n−1] ) = {x}. Since there are only finitely many words of length m in L(X), it follows that there are p, q ∈ N such that p ≥ n, q − p ≥ m and
. . . belongs to X and thus to Z(x [0,n−1] ), so it must be equal to x. This shows that x is eventually periodic. (2): Let x, U, W, k, l, α be given as specified. We first show the existence of an n ∈ Z, k 0 , l 0 ∈ N 0 and an open subset V such that n = l 0 − k 0 , x ∈ V ⊆ U and σ
), but this contradicts the assumption that x is not an isolated point in X.
Lemma 4.4. Let X and Y be two one-sided shifts of finite type. Suppose φ : G X → G Y is an isomorphism and h : X → Y is a homeomorphism such that φ((x
′ , 0, x ′ )) = (h(x ′ ), 0, h(x ′ )) for all x ′ ∈ X.
If x ∈ X is eventually periodic, then h(x) is eventually periodic and φ((x, lp(x), x)) is either equal to (h(x), lp(h(x)), h(x)) or to (h(x), − lp(h(x)), h(x)). If x is not isolated in X, then φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)).
Proof. The proof uses ideas from [19, Lemma 3.3] . Suppose x ∈ X is eventually periodic. Since φ is an isomorphism and φ((x ′ , 0, x ′ )) = (h(x ′ ), 0, h(x ′ )) for all x ′ ∈ X, it follows that φ((x, lp(x), x)) = (h(x), n, h(x)) for some n ∈ Z different from 0. It follows that h(x) is eventually periodic.
Since φ is an isomorphism, it follows that either n = lp(h(x)) or n = − lp(h(x)). Suppose n = − lp(h(x)). We will show that x is then isolated in X.
Choose m ∈ N such that if v ∈ L(X) has length m and uv, vw ∈ L(X), then uvw ∈ L(X), and choose r, s ∈ N 0 such that r − s = lp(x) and σ 
(h(x)), and such that the open bisection
and
, and thus that y ′ ∈ Z(h(x) [0,j+2 lp(h(x))+m ′ −1] ). By repeating this argument, we see that
) for all i ∈ N. It follows that y ′ = h(x) and thus that y = h(x). This shows that h(x) is isolated in Y . Since h is a homeomorphism, it follows that x is isolated in X.
Proposition 4.5. Let X and Y be two one-sided shifts of finite type and let h : X → Y be a continuous orbit equivalence. Then h maps eventually periodic points to eventually periodic points, and there is an isomorphism φ : G X → G Y such that r(φ(η)) = h(r(η)) and s(φ(η)) = h(s(η)) for η ∈ G X and such that φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic point x ∈ X.
Proof. We begin by constructing the isomorphism φ : G X → G Y . We first define what φ(η) is when s(η) is an isolated point in X, and then what φ(η) is when s(η) is not an isolated point in X.
, then x is isolated in X if and only if x ′ is. It follows from Lemma 4.3(1) that if x is an isolated point in X, then [x] contains a periodic point. Choose for each A ∈ {[x] : x is an isolated point in X}, a periodic point x A ∈ A. For x ∈ A, let j x := min{j ∈ N 0 : σ j X (x) = x A }. If the source of η ∈ G X is an isolated point, then r(η) is also an isolated point, [r(η)] = [s(η)], and j r(η) − j s(η) − c(η) = n lp(x [r(η)] ) for some n ∈ Z. We write n η for this n.
We similarly let [y] := {y ′ ∈ y : ∃η ∈ G Y such that r(η) = y and s(η) = y ′ } for y ∈ Y , choose for each A ∈ {[y] : y is an isolated point in Y } a periodic point y A ∈ A, let j y := min{j ∈ N 0 : σ j Y (y) = y A } for y ∈ A, and let n η be the unique integer such that
Let η ∈ G X and suppose s(η) is an isolated point in X. Then r(η) is also an isolated point in X, h(r(η)) and h(s(η)) are isolated points in Y , and X (x) for every x ∈ s(A) (cf. [6, Proposition 3.3] ). Since h : X → Y is a continuous orbit equivalence, it follows that there are a homeomorphism α
(y) for every y ∈ h(s(A)) (cf. the proof of [6, Proposition 3.4] ). Since h(s(η)) is not an isolated point in Y , it follows from Lemma 4.3(2) that there is a unique n ∈ Z such that σ
Notice that n does not depend on the particular choice of A because if B is another open bisection containing η, then A ∩ B is also an open bisection containing η and α A (x) = α A∩B (x) = α B (x) for every x ∈ s(A ∩ B), so if n ′ and n ′′ are integers such
and some k
′′ , then it follows from the uniqueness of n, n ′ and n ′′ that n = n ′′ = n ′ . We let φ(η) := (h(r(η)), n, h(s(η))).
We have now defined a map φ : G X → G Y such that r(φ(η)) = h(r(η)) and s(φ(η)) = h(s(η)) for η ∈ G X and such that φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every isolated point in X. It is straightforward to check that φ is a bijection, that φ(η) −1 = φ(η −1 ) for every η ∈ G X , and that φ(
Since x ∈ X is eventually periodic if and only if {η ∈ G X : s(η) = r(η) = x} is infinite, and h(x) is eventually periodic if and only if {η ∈ G Y : s(η) = r(η) = h(x)} is infinite, it follows that h maps eventually periodic points to eventually periodic points.
We will now show that φ is continuous. We will do that by, for η ∈ G X and an open subset neighbourhood V of φ(η), constructing an open neighbourhood U of η such that φ(U) ⊆ V . If s(η) is an isolated point in X, then η is an isolated point in G X , so we can just take U to be equal to {η} in that case. Suppose that s(η) is not an isolated point
Then choose m ∈ N such that if v ∈ L(X) has length m and uv, vw ∈ L(X), then uvw ∈ L(X), and choose k, l ∈ N such that σ
′ , and let
Then U is an open neighbourhood of η such that
if ξ ∈ U and s(ξ) is not an isolated point in X. We claim that φ(ξ) ∈ V if ξ ∈ U, also if s(ξ) is an isolated point in X. Suppose ξ ∈ U and that s(ξ) is an isolated point in X. If x is an isolated point in X and periodic, then Z(
This shows that φ is continuous. That φ −1 is continuous can be proved in a similar way. Thus, φ is an isomorphism such that r(φ(η)) = h(r(η)) and s(φ(η)) = h(s(η)) for η ∈ G X and such that φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every isolated point in X. Finally, it follows from Lemma 4.4 that φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic point that is not an isolated point in X. Remark 4.6. Let X and Y be two one-sided shifts of finite type and let φ : G X → G Y be an isomorphism. Then the map h : X → Y given by φ((x, 0, x)) = (h(x), 0, h(x)) is a continuous orbit equivalence (see Proposition 4.8), and it follows from Lemma 4.4 that φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic point x ∈ X that is not isolated in X, but it might be the case that φ((x, lp(x),
We have shown in Proposition 4.5 that if two one-sided shifts of finite type X and Y are continuously orbit equivalent by an orbit equivalence h : X → Y , then there is an isomorphism φ : G X → G Y such that r(φ(η)) = h(r(η)) and s(φ(η)) = h(s(η)) for η ∈ G X and such that φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic point x ∈ X. From this, it is not difficult to construct the least period preserving cocycle pairs for h and h 
Suppose f ∈ Hom(G, Z) and that f ((x, lp(x), x)) ≥ 0 for every eventually periodic point x ∈ X. We shall prove that
Since X is a shift of finite type and f is continuous, there is an m ≥ 2 such that if v ∈ L(X) has length m and uv, vw ∈ L(X), then uvw ∈ L(X), and such that if
. . , n − 1, and r(w n ) = s(w 1 )). Then there is a periodic
is the first letter of w i+1 ) for i = 0, 1, . . . , n − 1 and k ∈ N 0 . It follows that there is j ∈ N such that n = j lp(x) and that
It therefore follows from [4, Proposition 3.3(2) ] that there is a function κ :
Proposition 4.8. Let X and Y be two one-sided shifts of finite type and suppose that φ :
are least period preserving if and only if φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic x ∈ X, in which case there exist continuous maps b, n : X → N 0 and b
Proof. The restriction of φ to G (0) = X is a homeomorphism h : X → Y such that r(φ(η)) = h(r(η)) and s(φ(η)) = h(s(η)) for η ∈ G X . We shall prove that h is a continuous orbit equivalence by constructing an h-cocycle pair (k, l) satisfying (9) and an h −1 -cocycle pair (k ′ , l ′ ) satisfying (10) . Let x ∈ X be a point that is not isolated in X, and let A be an open bisection containing (σ(x), −1, x). Then φ(A) is an open bisection containing φ((σ(x), −1, x)), so the map α φ(A) : s(φ(A)) → r(φ(A)) defined by α φ(A) (s(ξ)) = r(ξ) for ξ ∈ φ(A) is a homeomorphism with the property that there are continuous maps k, l :
Y (y) for every y ∈ s(φ(A)) (cf. [6, Proposition 3.3] ). It follows from Lemma 4.3 and the fact that Y is a locally compact and totally disconnected Hausdorff space that there is an clopen neighbourhood V of h(x) and
for all x ′ ∈ U x . If x ∈ X is isolated in X, then we let U x = {x} and choose
Since X is compact, it follows that there is a finite F ⊆ X and mutually disjoint clopen sets {U
is an h-cocycle pair satisfying (9) . We can in a similar way construct an h −1 -cocycle pair (k ′ , l ′ ) satisfying (10). It follows from (9) that if x ∈ X is eventually periodic, then
and it follows from (10) that if y ∈ Y is eventually periodic, then
It follows that (k, l) and (k ′ , l ′ ) are least period preserving if and only if φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic x ∈ X.
It follows from Proposition 4.7 and (9) that there is an isomorphism Ψ :
Suppose φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic x ∈ X. It then follows from Proposition 4.7 that Ψ(H
) for y ∈ Y , can be proved in a similar way.
Proof of Theorem 4.1. Let h : X → Y be a continuous orbit equivalence. It follows from Proposition 4.5 that h maps eventually periodic points to eventually periodic points, and that there is an isomorphism φ : G X → G Y such that r(φ(η)) = h(r(η)) and s(φ(η)) = h(s(η)) for η ∈ G X and such that φ((x, lp(x), x)) = (h(x), lp(h(x)), h(x)) for every eventually periodic point x ∈ X. It follows from Proposition 4.8 that there are a least period preserving h-cocycle pair (k, l), a least period preserving h −1 -cocycle pair (k ′ , l ′ ), and continuous maps b, n : X → N 0 and b
) for x ∈ X and y ∈ Y . It therefore follows from Proposition 3.2 that X and Y are flow equivalent.
Flow equivalence and orbit equivalence for shifts of finite type and isomorphisms of their groupoids
The following theorem follows directly from Proposition 4.5 and Proposition 4.8 (it also follows from [10, Corollary 4.6] and the fact that a shift of finite type can be represented by a finite graph that has no sinks). In the rest of this section we prove an analogue of Theorem 5.1 (Theorem 5.3), which, among other things, says that the groupoids of two one-sided shifts of finite type are stably isomorphic if and only if the corresponding two-sided shift spaces are flow equivalence. We will use results of [9] , [14] , and [21] for this.
Before we state and prove Theorem 5.3, we need to introduce some notation and a lemma.
Suppose X is a one-sided shift space and f ∈ C(X, N). Let be finite directed graphs with no sinks and no sources such that the one-sided edge shift of E 1 is conjugate to X and the one-sided edge shift of E 2 is conjugate to Y . Then the two-sided edge shifts of E 1 and E 2 are flow equivalent, so it follows from [14, Lemma 5.1] that E 1 and E 2 are move equivalent. Since the groupoid of E 1 is isomorphic to G X and the groupoid of E 2 is isomorphic to G Y , an application of [9, Corollary 4.9] gives that G X × R and G Y × R are isomorphic as topological groupoids.
6. Graph C * -algebras and Leavitt path algebras
We now apply the results of the previous section to strengthen some of the results of [1, 5, 6, 9] in the special case of finite directed graphs with no sinks and no sources.
Suppose E is a directed graph and R is a unital ring. We write G E for the groupoid of E (see for example [2, 6, 7, 10, 13] ), C * (E) for the C * -algebra of E (see for example [2, 6, 7, 14, 25, 26] ), D(E) for the C * -subalgebra span{s µ s * µ : µ ∈ E * } of C * (E), L R (E) for the Leavitt path R-algebra of E (see for example [7, 27] ), D R (E) for the * -subalgebra span R {µµ * : µ ∈ E * } of L R (E), and X E for the one-sided edge shift of E. The next result depends on the equivalence of orbit equivalence as defined in [6] and isomorphisms of the associated groupoids. This was established in [6] in the presence of the so-called Condition (L), and generalised to the given setting in the independent articles [2] and [10] . We will follow [10] since it is much better aligned with the approach in the paper at hand. Combining Theorem 5.1 further with results of [6] and [8] , we obtain the following corollary:
Corollary 6.1. Let E and F be finite directed graphs with no sinks and no sources and let R be a unital commutative integral domain. The following are equivalent.
(1) X E and X F are continuous orbit equivalent.
6) E and F are orbit equivalent as defined in [6] .
Proof. The equivalence of (1) and (2) is proved in Theorem 5.1. The equivalence of (2) and (3) follows from [6, Theorem 5.1] , and the equivalence of (2), (4), and (5) follows from [8, Corollary 4.2] . Finally, the equivalence of (2) and (6) follows from [10, Corollary 4.6].
Remark 6.2. It follows from [7, Corollary 6 ] that if R = Z (or more generally, if R is a kind * -subring of C, see [7, Section 3] ), then the condition "L R (E) and L R (F ) are isomorphic * -rings" can be added to the list of equivalent conditions in Corollary 6.1.
Suppose E is a directed graph. We write X E for the two-sided edge shift of E, and as in [9] and [10] , we write SE for the directed graph obtained by attaching a head to each vertex of E (see [26, Definition 4.2] ). We write K for the C * -algebra of compact operators on l 2 (N 0 ) and C for the maximal abelian subalgebra of K consisting of diagonal operators.
Suppose R is a unital ring. We write M ∞ (R) for the ring of finitely supported, countable infinite square matrices over R, and D ∞ (R) for the abelian subring of M ∞ (R) consisting of diagonal matrices.
By combining Theorem 5.3 with results of [8, 9, 10, 14] , we obtain the following corollary.
Corollary 6.3. Let E and F be finite directed graphs with no sinks and no sources and let R be a unital commutative integral domain. The following are equivalent.
(1) E and F are move equivalent as defined in [25] . (2 [6] . (8) There is a * -isomorphism φ :
There is a ring isomorphism β :
. (10) There is a * -algebra isomorphism γ : p E C * (E)p E → p F C * (F )p F such that p E is full in C * (E), p F is full in C * (F ), and ω(p E D(E)) = p F D(F ). (15) There exist idempotents p E ∈ D R (E) and p F ∈ D R (F ) and a ring isomorphism
, and ζ(p E D R (E)) = p F D R (F ). (16) There exist projections p E ∈ D R (E) and p F ∈ D R (F ) and a * -algebra isomorphism κ :
The implication (2) =⇒ (8) Since G E = G X E and G F = G X F , the equivalence of (2)-(5) follows from Theorem 5.3. The equivalence of (5), (6) , (8) , and (11) follows from [9, Theorem 4.2], the equivalence of (3) and (14) follows from [9, Corollary 4.5] , and the equivalence of (6) and (7) follows from [10, Corollary 4.6] . Finally, the equivalence of (9)- (16) 
There are projections p E ∈ D R (E) and p F ∈ D R (F ) such that p E is full in L R (E), p F is full in L R (F ), and p E L R (SE)p E and p F L R (SF )p F are isomorphic * -rings.
Cuntz-Krieger algebras
In this final section, we apply the results of Section 5 and Section 6 to Cuntz-Krieger algebras and topological Markov chains and directed graphs of {0, 1}-matrix in order to generalise [19, Theorem 2.3] and [19, Corollary 3.8] from the irreducible to the general case.
Let A be an N × N-matrix with entries in {0, 1}, and assume that every row and every column of A is nonzero. As in [12, 19] , we denote by O A the Cuntz-Krieger algebra of A with canonical abelian subalgebra D A , by X A the one-sided shift space {(x i ) i∈N 0 ∈ {1, 2, . . . , N} N 0 : A(x i , x i+1 ) = 1 for all i ∈ N 0 } associated with A, and by X A the two-sided subshift of X A (if A does not satisfy Condition (I), then we let O A denote the universal Cuntz-Krieger algebra AO A introduced in [15] ). Notice that the groupoid G X A is equal to the groupoid G A considered in [19] .
We get from Proof. The equivalence of (1) and (2) (1) There is a * -isomorphism Ψ : 
