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Abstract
A general local Fourier analysis for overlapping block smoothers on triangular
grids is presented. This analysis is explained in a general form for its appli-
cation to problems with different discretizations. This tool is demonstrated
for two different problems: a stabilized linear finite element discretization of
Stokes equations and an edge-based discretization of the curl-curl operator
by lowest-order Ne´de´lec finite element method. In this latter, special Fourier
modes have to be considered in order to perform the analysis. Numerical
results comparing two- and three-grid convergence factors predicted by the
local Fourier analysis to real asymptotic convergence factors are presented to
confirm the predictions of the analysis and show their usefulness.
Keywords: Multigrid, triangular grids, overlapping block smoothers,
box-relaxation, Vanka smoothers, local Fourier analysis, saddle point type
problems, Stokes, Ne´de´lec
1. Introduction
As is well-known, multigrid methods [3, 11] are among the most power-
ful techniques for the efficient resolution of the large systems of equations
arising from the discretization of partial differential equations. Since the
70’s, when these methods were developed, they have become very popular
among the scientific community. They have the nice property of requiring a
computational work of the order of the number of unknowns of the problem,
at least for elliptic problems. Besides, they have also been applied to more
complicated problems, for example see [30], providing very good results.
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The efficiency and the robustness of a multigrid method is essentially
influenced by the smoothing algorithm. We want to study the class of multi-
plicative Schwarz smoothers. Basically, they can be described as an overlap-
ping block Gauss-Seidel method, where a number of small linear systems of
equations has to be solved in each smoothing step. This type of smoothers is
characterized by its ability to deal with saddle point problems and equations
where the terms grad-div or curl-curl dominate. A particular case of such
relaxation is the so-called Vanka smoother, introduced in [32] for solving the
staggered finite difference discretization of the Navier-Stokes equations.
Local Fourier analysis (LFA, or local mode analysis) is a commonly used
approach for analyzing the convergence properties of geometric multigrid
methods. In this analysis an infinite regular grid is considered and boundary
conditions are not taken into account. LFA was introduced by Brandt in [3]
and afterward extended in [4]. A good introduction can be found in the paper
by Stu¨ben and Trottenberg [29] and in the books by Wesseling [33], Trot-
tenberg et al. [30], and Wienands and Joppich [34]. LFA was generalized to
triangular grids in [7], for discretizations based on linear finite element meth-
ods. Afterwards, this generalization has been extended to systems of partial
differential equations [8, 9] and to high-order finite element discretizations
[25].
To our knowledge, there are only few papers dealing with local Fourier
analysis for overlapping smoothers, all of them for discretizations on rect-
angular grids. This analysis was performed in [28] for the staggered finite-
difference discretizations of the Stokes equations, and in [22] for a mixed finite
element discretization of the Laplace equation. In [2], an LFA to analyze an
additive Schwarz smoother for a curl-curl model problem is proposed. A mul-
ticolored version was considered in the way that the corresponding analysis
does not consider the special techniques to study the standard overlapping
smoothers. In [24] an LFA for overlapping block smoothers on triangular
grids is presented. This tool was applied to linear finite element discretiza-
tions for poroelasticity problems. Later, in [20], the analysis for such overlap-
ping block smoothers is performed on rectangular grids for finite element dis-
cretizations of the grad-div, curl-curl and Stokes equations. Here, we present
and extend this analysis to general discretizations on triangular grids, includ-
ing some special techniques for the case of edge-based discretizations. Two
model problems are chosen to show this analysis, but we keep in mind that
it can be carried over to a variety of other problems and other overlapping
smoothers. The considered problems are the discretization by stabilized lin-
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ear finite elements of the Stokes problem, and the low-order Ne´de´lec’s edge
elements for the curl-curl equation. Regarding the Stokes system, we per-
form an exhaustive two-grid local Fourier analysis for the full- and diagonal
(much cheaper) versions of the overlapping block smoother. Apart from this,
also a three-grid analysis is developed in order to obtain more insight. This
analysis has to deal with the difficulties inherent to the treatment of this kind
of smoothers and also it has to take into account the corresponding exten-
sion of LFA to triangular grids. Apart from these difficulties, for the second
model problem we need to extend this analysis to edge-based discretizations
on which different stencils appear depending on the type of edge. This makes
necessary the introduction of special Fourier modes in order to perform the
analysis. Also for this test we perform a two- and three-grid LFA to analyze
the differences in the performance of W- and V-cycles.
The structure of the paper is as follows. In Section 2, a general descrip-
tion of the class of overlapping block smoothers is done, together with the
development of a suitable local Fourier analysis for this type of relaxation
procedures. Two- and three-grid local Fourier analysis are performed. Sec-
tions 3 and 4 are focused on a detailed description of the local Fourier analysis
of two particular overlapping block smoothers for the solution of two differ-
ent model problems. More concretely, in Section 3 a stabilized linear finite
element discretization of the Stokes equations is considered and in Section 4
we deal with an edge-based discretization of a curl-curl problem by using
low order Ne´de´lec finite elements. Finally, in Section 5 some conclusions are
drawn.
2. Local Fourier analysis for overlapping block smoothers
2.1. Description of the smoother
Point-wise iterative methods can be generalized to block-wise iterative
schemes by updating a set of unknowns at each time, instead of only one.
To this end, the grid is split into blocks and the equations corresponding
to the grid-points in each block are simultaneously solved as a system of
equations. Block-wise schemes become very attractive when anisotropies ap-
pear, especially when they are combined with a problem-dependent ordering
of the blocks, since point-wise relaxation techniques lose their smoothing
property. Many arbitrary splittings of the mesh can be considered. For ex-
ample, it is possible to allow the blocks to overlap, what gives rise to the
class of overlapping block iterations, where smaller local problems are solved
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and combined via a multiplicative Schwarz method. They were introduced
by Vanka in [32], and in [27] a theoretical basis for this approach was pro-
vided. These smoothers, also known as coupled or box-relaxation, consist of
decomposing the mesh into small subdomains and treating them separately.
Therefore, one relaxation step consists of a loop over all subdomains, solv-
ing for each one the system arising from the corresponding equations. Next,
we give a more detailed description of the iterative method. We consider a
linear system of equations Ah uh = fh, which, in our case, arises from the
discretization of a PDE problem. Vector uh is composed of unknowns cor-
responding to m different variables. More concretely, Ni unknowns of each
variable i are considered. Let B be the subset of unknowns involved in an ar-
bitrary block, that is, B = {u1k1(1), . . . , u
1
k1(n1)
, . . . , umkm(1), . . . , u
m
km(nm)
}, where
ki(1), . . . , ki(ni) are the global indexes of the ni unknowns corresponding to
variable i. In order to obtain the matrix ABh of the system to solve associated
with block B, we introduce the matrix VB representing the projection oper-
ator from the vector of all unknowns to the vector of the unknowns involved
in the block, as the following block-diagonal matrix
VB =

 V
1
B
. . .
V mB

 . (1)
Here, each block V iB is a (ni×Ni)−matrix, whose jth-row is the ki(j)th-row
of the identity matrix of order Ni. In this way, matrix A
B
h can be defined as
ABh = VB Ah V
T
B . (2)
Therefore, this type of smoother results in a multiplicative Schwarz method
with iteration matrix
NB∏
B=1
(I − V TB (A
B
h )
−1 VB Ah), (3)
where NB is the number of blocks or small systems to be solved in a re-
laxation step of the iterative method. Very often in practice, instead of
solving the local problems exactly, one can replace ABh with an approxima-
tion A˜Bh , obtaining the so-called multiplicative Schwarz method with inexact
local solver, with iteration matrix given by
NB∏
B=1
(I − V TB (A˜
B
h )
−1 VB Ah). (4)
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Therefore, many variants of box-relaxation can be considered. They can dif-
fer in the choice of the subdomains which are solved simultaneously, and in
the way in which the local systems to be solved are built. Notice that the
different subdomains can also be visited in different orderings, for instance,
they can also be treated with some patterning scheme, yielding to a multi-
colored version of these relaxation schemes. All this makes wider the variety
of this type of smoothers.
Regarding the choice of the subdomains, the first one coming into mind is
the so-called cell-based box smoother. As indicated by its name, the consid-
ered subdomains are the elements of the triangulation. Then, the unknowns
located at each cell are simultaneously relaxed. Another variant of this kind
of smoothers is the point-box smoother, which consists of performing a loop
over all grid-points, considering some of the unknowns appearing in the sten-
cil of each node of the grid, and solving simultaneously the system arising
from the equations associated with these points.
While much literature can be found presenting numerical studies of dif-
ferent overlapping block smoothers, there are only few papers that deal with
theoretical aspects of these relaxation schemes [28, 22, 24, 20, 27, 21]. Here,
we want to describe in a general setting how to perform local Fourier anal-
ysis for these smoothers on the general case of triangular grids (notice that
rectangular and hexagonal grids are included in this setting).
2.2. Fourier analysis
Overlapping block smoothers require a special strategy to carry out their
local Fourier analysis, since a classical analysis fails for this class of smoothers.
The distinction with respect to other smoothers is that this relaxation up-
dates some variables more than once, due to the overlapping of the local
subdomains which are simultaneously solved. This fact has to be taken into
account in the analysis because it causes that, in addition to the initial and
final errors, some intermediate errors appear. Next, this non-standard local
Fourier analysis is described for general discretizations on triangular grids.
With this aim, the ideas about the recently introduced LFA on triangular
grids [7, 26] have to be taken into account. The key fact for this extension is
to consider an expression of the Fourier transform in new coordinate systems
in space and frequency variables. We establish a non-orthogonal unitary
basis of R2, {e1, e2}, fitting the geometry of the given mesh, and the basis
corresponding to the frequency space, {e′1, e
′
2}, is taken as its reciprocal basis;
that is, the vectors of the bases satisfy (ei, e
′
j) = δij , 1 ≤ i, j ≤ 2, see [7, 26]
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for more details. Notice that in the case of a cartesian grid, the reciprocal
basis is the same as the original one and then it arises as a particular case in
this general framework.
To describe the analysis for the overlapping block smothers we follow
the methodology developed in [28], although in this work we present this
analysis in a very general framework, with an arbitrary number of variables.
For simplicity in the presentation, we restrict ourselves to the case of blocks
of the same size, q, which is the most common approach in practice and
also a natural setting in the LFA framework. This means that for each
block, the (q × q)−system composed of the equations corresponding to such
unknowns has to be solved. Notice that different variables can be involved
in the block which is going to be simultaneously updated, as for example
in Stokes equations where some velocity and pressure variables are updated
together as we will see in Section 3. Assuming that unknowns associated
with m variables are involved, the following system, in terms of corrections
and residuals, arises for the block number B,
ABh

 δu
1
...
δum

 =

 r
1
...
rm

 , (5)
where δui is the vector of the corrections corresponding to the unknowns
associated with variable i involved in such block. Given an arbitrary un-
known of the block, corresponding to variable i, located at node (k, l), it is
considered that δuik,l = u
i,j+(n+1)/s
h (xk,l)− u
i,j+n/s
h (xk,l), and
rik,l = f
i
h(xk,l)−Ahu
i,j+n/s
h (xk,l), where u
i,j+n/s
h (xk,l) denotes the approxima-
tion of uih computed in the j−iteration and which has been already updated
n times in the current relaxation step. Here, it is considered that the corre-
sponding unknown can be updated up to s times, and xk,l denotes the grid-
point associated with numbering (k, l). This system can be written in terms
of the errors, but to this end, we must take into account that some interme-
diate errors appear. Thus, we denote as ei,jh (x) the initial error of variable
i at j−iteration, ei,j+1h (x) the initial error of variable i at (j + 1)−iteration,
and e
i,j+n/s
h (x), n = 1, . . . , s − 1 the error obtained for variable i after the
unknown in node x has been updated n−times in the current iteration. As
stated the local Fourier analysis assumptions, errors can be written as a for-
mal linear combination of Fourier modes. An important aspect to take into
account in the analysis is whether the Fourier modes are eigenfunctions of the
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smoothing operator. This is fulfilled for most standard relaxation operators,
but there are some exceptions as for example pattern relaxations. In the case
of the overlapping block smoothers treated here, this is not straightforward.
A rigorous and detailed proof of this fact can be found in the literature in the
paper by Maclachlan et al [20], where the authors prove that Fourier modes
are also eigenfunctions of any coupled relaxation on rectangular grids. This
allows to perform the analysis of overlapping block smoothers using classical
LFA techniques on rectangular grids. The extension of this idea to triangu-
lar grids does not represent any substantial change in the proof presented
in [20] for the cartesian grid case, so we refer to the reader to this proof for a
detailed understanding of the issue. Then, without loss of generality, let the
initial and the fully corrected errors be given by a single Fourier mode, that
is
ei,jh (x) = α
(0)
i (θ)e
ıθx,
(6)
ei,j+1h (x) = α
(s)
i (θ)e
ıθx,
where the coefficient of the Fourier mode is characterized by a super-index
indicating the number of times that the unknown has been already corrected
and by a subindex denoting the corresponding variable. Following this crite-
rion, we denote the intermediate errors as
e
i,j+n/s
h (x) = α
(n)
i (θ)e
ıθx, n = 1, . . . , s− 1.
The aim is therefore to find the relation between the initial and the fully
corrected errors for the involved variables, which is given by
 α
(s)
1 (θ)
...
α
(s)
m (θ)

 = S˜h(θ)

 α
(0)
1 (θ)
...
α
(0)
m (θ)

 .
To this end, system (5) can be written in terms of the errors, and consequently
in terms of the coefficients α
(n)
i (θ), by taking into account that the corrections
can also be written as δuik,l = e
i,j+(n+1)/s
h (x)− e
i,j+n/s
h (x). Next, the resulting
system, can be rearranged into a system of equations for the updated Fourier
coefficients: α
(1)
i (θ), . . . , α
(s)
i (θ), leaving in the right-hand side the terms in
α
(0)
i (θ), corresponding to the non-updated components. Thus, we obtain a
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system of the form
P


α
(1)
1 (θ)
...
α
(1)
m (θ)
...
α
(s)
1 (θ)
...
α
(s)
m (θ)


= Q

 α
(0)
1 (θ)
...
α
(0)
m (θ)

 , (7)
where P is a ((sm)× (sm))−matrix and Q is (sm)×m. As system (7) can
be written as 

α
(1)
1 (θ)
...
α
(1)
m (θ)
...
α
(s)
1 (θ)
...
α
(s)
m (θ)


= (P−1Q)

 α
(0)
1 (θ)
...
α
(0)
m (θ)

 , (8)
the last (m×m)−block-entry of the ((sm)×m)−matrix P−1Q results to be
the amplification matrix for the complete sweep, since it relates the Fourier
coefficients of the fully corrected and the initial errors, that is
 α
(s)
1 (θ)
...
α
(s)
m (θ)

 = (P−1Q){(s−1)m+1:sm,1:m}

 α
(0)
1 (θ)
...
α
(0)
m (θ)

 ,
what means that S˜h(θ) = (P
−1Q){(s−1)m+1:sm,1:m}. Notice that if scalar prob-
lems are considered (m = 1), then the Fourier symbol S˜h(θ) consists on a
single number instead of a matrix. Finally, by considering the obtained
Fourier representation for the relaxation process, the smoothing as well as
the k-grid Fourier analysis for this smoother can then be performed as usual.
Next, a brief description of these well-known techniques is presented, but for
a deeper insight we refer the reader to [30, 34].
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One can perform a local Fourier smoothing analysis by considering the cor-
responding Fourier domain representation of the smoothing operator S˜h(θ)
on the high frequencies, that is, on the subset Θh\(−pi/2, pi/2]
2, with Θh =
(−pi, pi]2, when standard coarsening is considered. This gives rise to the com-
putation of the so-called smoothing factor, which is defined as
µ = sup
Θh\(−pi/2,pi/2]2
ρ(S˜h(θ)). (9)
However, in order to investigate the interplay between relaxation and coarse–
grid correction, which is crucial for an efficient multigrid method, it is nec-
essary to perform at least a two–grid analysis which takes into account the
effect of transfer operators. For this purpose, one needs to consider the error
propagation operator from the two–grid method, that is,
M2hh = S
ν2
h (Ih − I
h
2hA
−1
2h I
2h
h Ah)S
ν1
h ,
where Sh is the smoothing procedure and the coarse–grid correction oper-
ator is composed of the discrete operators on the fine and coarse grids, Ah
and A2h, respectively, and the inter–grid transfer operators: restriction, I
2h
h
and prolongation Ih2h. The two-grid analysis is the basis for the classical
asymptotic multigrid convergence estimates, and the spectral radius of the
two–grid operator, ρ(M2hh ), indicates the asymptotic convergence factor of
the two-grid method. To estimate this value, the crucial observation is that
the coarse–grid correction operator, as well as the smoother, leave the so-
called spaces of 2h-harmonics, F4(θ00), invariant. These subspaces are given
by
F4(θ00) = span{φh(θ
α1α2 ,x)|α1, α2 ∈ {0, 1}}, with θ
00 ∈ (−pi/2, pi/2]2,
and where θα1α2 = θ00 − (α1sign(θ
00
1 )pi, α2sign(θ
00
2 )pi). For this reason, M
2h
h
is equivalent to a block–diagonal matrix consisting of blocks denoted by
M˜2hh (θ
00) = M2hh |F4(θ00), that is, its Fourier domain representation. In this
way, one can determine the spectral radius ρ(M2hh ) by calculating the spectral
radius of these smaller matrices, that is:
ρ2g = ρ(M
2h
h ) = sup
θ
00∈(−pi/2,pi/2]2
ρ(M˜2hh (θ
00)). (10)
Furthermore, a deeper insight into the performance of multigrid can be ob-
tained by considering a k−grid analysis (k > 2), see [34]. For example, the
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influence of the type of cycle (V-cycle versus W-cycle) and/or the number of
pre- and post-smoothing steps can not be accurately predicted by a classical
Fourier two–grid analysis. Due to the recursive definition of the k-grid oper-
ator, the previously introduced two–grid analysis can be extended to a k-grid
analysis, and in particular to a three-grid analysis. Analogously to the case
of the two-grid cycle, the expression giving the transformation of the error
by a three-grid cycle is em+1h = M
4h
h e
m
h , with
M4hh = S
ν2
h C
4h
h S
ν1
h = S
ν2
h (Ih − I
h
2h(I2h − (M
4h
2h )
γ)(A2h)
−1I2hh Ah)S
ν1
h ,
being M4h2h the two-grid operator between the two coarse grids, defined as
M4h2h = S
ν2
2h(I2h − I
2h
4h (A4h)
−1I4h2hA2h)S
ν1
2h,
and γ the number of two-grid iterations. As well as for the two–grid analysis
was crucial the decomposition of the Fourier space into the subspaces of
2h−harmonics, for the three-grid analysis it has to be taken into account
that not only in the transition from the finest to the second grid but also
in the transition from the second grid to the coarsest grid four frequencies
are coupled. Taking this into account, we can define appropriate subspaces
of 4h−harmonics, generated for the Fourier components associated with the
sixteen frequencies coupled on the coarsest grid
F16(θ00) = span{ϕh(θ
ij
nm), i, j, n,m ∈ {0, 1}}, (11)
with θ00 = (θ001 , θ
00
2 ) ∈ Θ4h = (−pi/4, pi/4]× (−pi/4, pi/4], and where
θ
00
nm = θ
00 − (npi sign(θ001 )/2, mpi sign(θ
00
2 )/2), (12)
θ
ij
nm = θ
00
nm − (ipi sign((θ
00
nm)1), jpi sign((θ
00
nm)2)), (13)
being i, j, n,m ∈ {0, 1}. Then, by denoting as M˜4hh (θ
00) the block-matrix
representation of M4hh on the Fourier space, the asymptotic three-grid con-
vergence factor can be computed as the supreme of the spectral radii of the
corresponding blocks
ρ3g = ρ(M
4h
h ) := sup
θ
00∈Θ4h
ρ(M˜4hh (θ
00)). (14)
In order to illustrate the suitability of the presented local Fourier anal-
ysis, next sections are devoted to the development of this analysis for two
particular problems and to present some LFA results.
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3. Stokes problem
As first model problem, we consider the Stokes equations. Essentially,
the Stokes model represents slow viscous flow, it applies in particular to
small-scale fluid movements in cells, lubrication, small particles, and porous-
media-flow applications, in which we can ignore inertia forces.
3.1. Description of the problem and the overlapping block smoother
Stokes problem consists to find a velocity vector u : Ω→ R2, u = (u, v),
and a pressure field p : Ω→ R, such that
−∆u+∇p = f , in Ω,
∇ · u = 0, in Ω, (15)
u = 0, on ∂Ω,
where Ω is a bounded domain in R2. To determine p uniquely, making this
problem well-posed, one needs to impose some additional condition, such as∫
Ω
p dx = 0.
We are interested in using linear finite element methods to approximate the
following variational formulation of problem (15):
Find (u, p) ∈ (H10 (Ω))
2 × L20(Ω) such that
a(u,v) + (∇p,v) = (f ,v), ∀v ∈ (H10 (Ω))
2, (16)
(∇ · u, q) = 0, ∀q ∈ L20(Ω), (17)
where a(u,v) =
∫
Ω
∇u ·∇v dx, and L20(Ω) = {q ∈ L
2(Ω) |
∫
Ω
qdx = 0}, that
is, L2(Ω)-functions which only differ by a constant are not distinguished.
Let Th be a triangulation of Ω satisfying the usual admissibility assump-
tion, and let Uh ⊂ (H
1
0 (Ω))
2, and Qh ⊂ L
2
0(Ω) be the corresponding spaces
of piecewise linear functions on Th. As the pair (Uh,Qh) provides an unstable
finite element scheme, we stabilize by modifying the discrete equations by
introducing an additional term. To this end, the bilinear form on Qh ×Qh,
defined by
c(ph, qh) =
∑
T∈Th
h2T
∫
T
∇ph · ∇qhdx,
11
where hT denotes the diameter of the triangle T, is considered. The stabi-
lized discrete formulation of the Stokes problem in its weak form yields
Find (uh, ph) ∈ Uh ×Qh such that
a(uh,vh) + (∇ph,vh) = (f ,vh), ∀vh ∈ Uh, (18)
(∇ · uh, qh) + βc(ph, qh) = 0, ∀qh ∈ Qh, (19)
where uh = (uh, vh), the term βc(ph, qh) refers to the stabilization of the
problem, and β > 0 is a priori given parameter. The choice β = 1/12 ap-
pears to be optimal for linear elements [6], so it is used here as well.
Overlapping block smoothers have been widely applied to saddle point
problems, and in particular in the field of Computational Fluid Dynamics
(CFD), see [15, 17, 31] for example. In this framework they are known
as Vanka smoothers. Although the easiest overlapping block smoother cor-
responds to that updating all degrees of freedom corresponding to an ele-
ment of the triangulation, it was shown that the use of this element-wise
block smoother can be problematic for continuous pressure approximations,
see [16]. Then, as a good alternative the pressure-oriented Vanka smoother
appears. Thus, more concretely, for Stokes equations, a suitable smoother
is a point-wise box Gauss-Seidel iterative algorithm, which consists of si-
multaneously updating all unknowns appearing in the discrete divergence
operator in the second equation of the system. This way of building the
blocks is very common in box-relaxations used for Stokes and Navier-Stokes
problems. The way in which the coupling between the pressure and velocity
unknowns is treated, is very important for the convergence of the algorithm.
The motivation which leads to this approach is that the incompressibility
constraint divu, in general, is not satisfied locally in one element, whereas
it can be fulfilled by increasing the number of involved velocities and con-
sidering the whole patch around one node. This approach implies that 12
unknowns corresponding to velocities and one pressure unknown (see left
Figure 1) are relaxed simultaneously and therefore, a 13× 13 system has to
be solved for each grid point. Notice that the discretization of divergence
of u by linear finite element methods only involves the twelve velocity un-
knowns around the center node, and therefore to include the two velocity
degrees of freedom located at this point is not necessary. In this full variant
(all the unknowns in the system are considered coupled), we iterate over all
12
grid points in lexicographic order, and for each of them the corresponding
box is solved. For this version, the local system to solve for each box has the
following form (
M b
bt c
)(
δu
δp
)
=
(
ru
rp
)
, (20)
beingM a 12×12 matrix containing the coefficients associated with the veloc-
ity unknowns on the 12 equations corresponding to these velocity unknowns,
b the vector of the coefficients corresponding to the pressure unknown on
the velocity equations, and c the coefficient of the pressure point in its cor-
responding equation. In this way, δu are the corrections of the velocity
unknowns to be solved in the box, and δp that of the pressure unknown. Fi-
nally, ru and rp are the corresponding residuals of the unknowns appearing
in the block.
 
 !" #!
$!
 
Figure 1: Unknowns simultaneously updated in point-wise box Gauss-Seidel smoother,
and example of the overlapping between two arbitrary blocks. Circles denote velocity
unknowns whereas the square refers to pressure degrees of freedom.
The need of solving such systems makes these smoothers expensive. It
is known that the smoothing is in general the most consuming part of the
multigrid algorithm, and in this case it is even more noticeable due to the
fact that the smoother consumes more than 70% of the total computational
time. A simplified variant can be considered by only coupling each velocity
unknown with itself and the corresponding pressure unknown, in the previ-
ous system (20). Thus, matrix M is transformed to a diagonal matrix D,
resulting the local systems in the following form(
D b
bt c
)(
δu
δp
)
=
(
ru
rp
)
. (21)
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This box-type smoother is known as diagonal point-wise box-smoother, and
the way in which the local systems are built allows an efficient implementation
of such smoother. From system (21), the solutions can be computed as
δp =
btD−1ru − rp
btD−1b− c
, δu = D−1(ru − δpb).
This resolution is based on performing some scalar products and componen-
twise products/additions between vectors, which results much cheaper than
the solution of the full complete system (20) by applying an LU decomposi-
tion or similar methods. Neglecting the time consumed in the construction of
the LU decomposition, the diagonal version of the smoother requires roughly
three times less operations than the full version, which makes the use of the
former very appealing in practice.
3.2. LFA for overlapping block smoother for Stokes problem
Next, we present some details of the local Fourier analysis for the point-
wise box Gauss-Seidel in an infinite regular triangular grid. With this pur-
pose, we fix a suitable numbering of the grid-points. This is done by using a
double index numeration, according to the unitary basis of R2 introduced in
Section 2.2, see Figure 2.
 
 
 
  
܍ଵ 
܍ଶ ሺ݇ǡ ݈ሻ ሺ݇ ൅ ͳǡ ݈ ൅ ͳሻ ሺ݇ǡ ݈ ൅ ͳሻ ሺ݇ ൅ ͳǡ ݈ሻ ሺ݇ െ ͳǡ ݈ሻ ሺ݇ǡ ݈ െ ͳሻ ሺ݇ െ ͳǡ ݈ െ ͳሻ 
Figure 2: Numbering of the nodes in an infinite regular triangular grid.
The considered point-wise box Gauss-Seidel simultaneously updates the
unknown in node (k, l) corresponding to the pressure ph, together with those
unknowns corresponding to velocities uh and vh located in the six points
around (k, l), that is, (k+ 1, l), (k+ 1, l+ 1), (k, l+ 1), (k− 1, l), (k − 1, l−
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1), and (k, l − 1). Then, considering the equations corresponding to these
unknowns, the resulting system to solve in terms of corrections and residuals
reads
ABh


δuk+1,l
δuk+1,l+1
δuk,l+1
δuk−1,l
δuk−1,l−1
δuk,l−1
δvk+1,l
δvk+1,l+1
δvk,l+1
δvk−1,l
δvk−1,l−1
δvk,l−1
δpk,l


=


ruk+1,l
ruk+1,l+1
ruk,l+1
ruk−1,l
ruk−1,l−1
ruk,l−1
rvk+1,l
rvk+1,l+1
rvk,l+1
rvk−1,l
rvk−1,l−1
rvk,l−1
rpk,l


. (22)
In the case of the diagonal version, matrix ABh is much more sparse than for
the full-Vanka smoother, since each velocity unknown is only coupled with
the pressure variable appearing in the system. Notice that this system cor-
responds to system (5) for the case m = 3 and with
δu1 =


δuk+1,l
δuk+1,l+1
δuk,l+1
δuk−1,l
δuk−1,l−1
δuk,l−1


, δu2 =


δvk+1,l
δvk+1,l+1
δvk,l+1
δvk−1,l
δvk−1,l−1
δvk,l−1


, δu3 = δpk,l.
Taking into account that velocity unknowns are updated up to s = 6 times
and pressure unknowns are only updated once during each complete relax-
ation step, it is fulfilled that
δuk+kk,l+ll = u
j+(n+1)/6
h (xk+kk,l+ll)− u
j+n/6
h (xk+kk,l+ll),
δvk+kk,l+ll = v
j+(n+1)/6
h (xk+kk,l+ll)− v
j+n/6
h (xk+kk,l+ll),
δpk,l = p
j+1
h (xk,l)− p
j
h(xk,l),
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with kk, ll = −1, 0, 1, excluding the case kk = ll = 0, and n = 0, . . . , 5.
As commented in Section 2.2, to find the relation between the initial and
the final errors, we must write system (22) in terms of the errors, taking into
account the intermediate errors. Let us denote as eju,h(x), e
j
v,h(x), e
j
p,h(x), the
initial error for each variable uh, vh, and ph, at j-iteration; e
j+1
u,h (x), e
j+1
v,h (x),
ej+1p,h (x), the corresponding initial errors at (j + 1)−iteration; and e
j+n/6
u,h (x),
e
j+n/6
v,h (x), n = 1, . . . , 5, the intermediate errors for the velocities, obtained
after the unknown has been updated n−times in the current iteration. Next,
following the assumption done in (6), we consider
eju,h(x) = α
(0)
u (θ) eıθx, e
j
v,h(x) = α
(0)
v (θ) eıθx, e
j
p,h(x) = α
(0)
p (θ) eıθx,
ej+1u,h (x) = α
(6)
u (θ) eıθx, e
j+1
v,h (x) = α
(6)
v (θ) eıθx, e
j+1
p,h (x) = α
(6)
p (θ) eıθx,
e
j+n/6
u,h (x) = α
(n)
u (θ) eıθx, e
j+n/6
v,h (x) = α
(n)
v (θ) eıθx, n = 1, . . . , 5.
(23)
Notice that the Fourier coefficient of the fully corrected error for the pressure
has been denoted as α
(6)
p , instead of α
(1)
p , although the pressure unknown is
fully corrected when it has been updated only once. This notation is chosen
only to match with that of the velocities.
Taking into account that the corrections can be written in terms of the errors,
i.e.
δuk+kk,l+ll = e
j+(n+1)/6
u,h (xk+kk,l+ll)− e
j+n/6
u,h (xk+kk,l+ll),
δvk+kk,l+ll = e
j+(n+1)/6
v,h (xk+kk,l+ll)− e
j+n/6
v,h (xk+kk,l+ll),
δpk,l = e
j+1
p,h (xk,l)− e
j
p,h(xk,l),
which are given by expressions in (23), and that before updating the block
of unknowns corresponding to node (k, l), the variables involved in equations
in (5) are in the states showing in Table 1, the corrections appearing in
system (22) can be written as
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

δuk+1,l
δuk+1,l+1
δuk,l+1
δuk−1,l
δuk−1,l−1
δuk,l−1
δvk+1,l
δvk+1,l+1
δvk,l+1
δvk−1,l
δvk−1,l−1
δvk,l−1
δpk,l


=


(α
(3)
u (θ)− α
(2)
u (θ))eıθ1
(α
(1)
u (θ)− α
(0)
u (θ))eıθ1 eıθ2
(α
(2)
u (θ)− α
(1)
u (θ))eıθ2
(α
(4)
u (θ)− α
(3)
u (θ))e−ıθ1
(α
(6)
u (θ)− α
(5)
u (θ))e−ıθ1 e−ıθ2
(α
(5)
u (θ)− α
(4)
u (θ))e−ıθ2
(α
(3)
v (θ)− α
(2)
v (θ))eıθ1
(α
(1)
v (θ)− α
(0)
v (θ))eıθ1 eıθ2
(α
(2)
v (θ)− α
(1)
v (θ))eıθ2
(α
(4)
v (θ)− α
(3)
v (θ))e−ıθ1
(α
(6)
v (θ)− α
(5)
v (θ))e−ıθ1 e−ıθ2
(α
(5)
v (θ)− α
(4)
v (θ))e−ıθ2
(α
(6)
p (θ)− α
(0)
p (θ))


eıθx.
In the same way, the residuals composing the right-hand side in (22) can also
0 1 2 3 4 5 6
pk,l uk,l+1 uk−1,l+1 uk−1,l uk,l−1 uk−1,l−1 uk,l−2
uk+1,l+1 vk,l+1 vk−1,l+1 vk−1,l vk,l−1 vk−1,l−1 vk,l−2
vk+1,l+1 uk+1,l uk+1,l−1 uk−1,l−2
uk,l+2 vk+1,l vk+1,l−1 vk−1,l−2
vk,l+2 uk+2,l uk−2,l uk−2,l−2
uk+1,l+2 vk+2,l vk−2,l vk−2,l−2
vk+1,l+2 uk−2,l−1
uk+2,l+1 vk−2,l−1
vk+2,l+1
uk+2,l+2
vk+2,l+2
Table 1: Number of times that each variable has been relaxed before updating the block of
unknowns corresponding to node (k, l). The variables involved in such a block are framed
to highlight those that are also updated in the iteration.
be expressed in terms of coefficients α
(n)
u (θ), α
(n)
v (θ), and α
(n)
p (θ). Thus, the
resulting system can be rewritten as a system of equations for the updated
Fourier coefficients: α
(n)
u (θ), α
(n)
v (θ), n = 1, . . . , 6, and α
(6)
p (θ), leaving in
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the right-hand side the terms corresponding to the non-updated components,
α
(0)
u (θ), α
(0)
v (θ), and α
(0)
p (θ), as explained in (7). In this particular case, P is a
(13×13)−matrix, Q is a (13×3)−matrix, and then matrix P−1Q, appearing
in (8), is (13× 3). Finally, from the obtained system, a relation between the
initial and fully corrected errors can be obtained by considering the final
(3× 3)−block of matrix (P−1Q), i.e. (P−1Q){11:13,1:3}, which consists of the
last three rows, resulting in the following
 α
(6)
u (θ)
α
(6)
v (θ)
α
(6)
p (θ)

 = (P−1Q){11:13,1:3}

 α
(0)
u (θ)
α
(0)
v (θ)
α
(0)
p (θ)

 = S˜h(θ)

 α
(0)
u (θ)
α
(0)
v (θ)
α
(0)
p (θ)

 .
From S˜h(θ) the smoothing as well as the k-grid Fourier analysis for this
smoother can then be performed as standard local Fourier analysis on trian-
gular grids (see Section 2.2).
3.3. Numerical results
This section is devoted to show some results from the presented local
Fourier analysis in order to demonstrate its accuracy and utility. With this
purpose, we compare the two- and three-grid convergence factors provided
by LFA to real asymptotic convergence factors. These latter are computed
by using a grid obtained after performing nine refinement levels to an equi-
lateral triangle with unit edge length. Zero right-hand side and a random
initial guess are considered to avoid round-off errors.
In Table 2, we show smoothing µ and two-grid convergence factors ρ2g
obtained by LFA, together with the corresponding asymptotic convergence
factors, ρh, computed by using the multigrid version of the algorithm. Re-
sults for different numbers of smoothing steps ν are displayed for both full-
and diagonal-versions of the smoother. First, we observe that the analysis
predicts very accurately the convergence factors computationally obtained
by using a W−cycle. Also we can see that the convergence provided by
the diagonal version is very similar to that of the full smoother. This makes
preferable the use of this latter, due to its lower computational cost. In many
situations, the use of a relaxation parameter in the multigrid smoothing can
accelerate the convergence dramatically. However, there is no rule in order
to choose this parameter. Here, we use local Fourier analysis in order to
choose the optimal relaxation parameters, that is, the relaxation parameters
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Full-Vanka Diagonal-Vanka
ν = ν1 + ν2 µν ρ2g ρh µ
ν ρ2g ρh
1 0.51 0.64 0.63 0.55 0.69 0.69
2 0.26 0.34 0.34 0.31 0.31 0.30
3 0.14 0.18 0.17 0.17 0.19 0.19
4 0.07 0.13 0.12 0.09 0.15 0.15
5 0.04 0.10 0.10 0.05 0.13 0.12
Table 2: Smoothing, µν , and two-grid convergence factors, ρ2g, predicted by LFA together
with real asymptotic convergence factors, ρh, obtained by using a W-cycle, for different
numbers of smoothing steps ν = ν1+ν2 and both considered overlapping block smoothers.
that provide the best two-grid convergence factor. With this purpose, we
perform a loop over the possible values of ωu and ωp, that is, the relaxation
parameters for velocities and for pressure, respectively. For example, if three
smoothing steps are considered, ωu = 1.05 and ωp = 0.6 provide an optimal
two-grid convergence factor of ρ2g = 0.087 for the multigrid based on the
diagonal overlapping block smoother. This factor predicted by LFA matches
perfectly with the asymptotic convergence factor computationally obtained
by using a multigrid version of aW−cycle. However, as well-known this type
of multigrid cycle is expensive and we are interested in the use of V−cycles,
if possible. To see if this is suitable, we have developed a three-grid local
Fourier analysis for the diagonal version of the smoother. This three-grid
analysis allows to see the different behavior of V− and W−cycles. Then, in
Table 3, we show the three-grid convergence factors predicted by the LFA
for a V−cycle by using different numbers of pre- and post-smoothing steps.
Together, we present the computationally obtained asymptotic convergence
factors by using a multigrid V-cycle and a fine grid with nine refinement
levels. In the case of only one pre-smoothing step, the multigrid shows diver-
gence (although when a three-grid method the factor matches that predicted
by the LFA, of course). However, in the rest of the tests we can observe that
the computationally obtained results match perfectly those predicted by the
analysis. Moreover, as previously done with the two-grid LFA, we can find
the relaxation parameters providing the optimal three-grid convergence fac-
tor for a V-cycle, by using the proposed three-grid analysis. With this tool,
we find that an optimal three-grid convergence factor of ρ3g = 0.097 can be
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(ν1, ν2) ρ3g ρh
(1, 0) 0.68 div
(1, 1) 0.31 0.31
(2, 1) 0.28 0.28
(2, 2) 0.24 0.23
Table 3: Three-grid convergence factors, ρ3g, predicted by LFA together with real asymp-
totic convergence factors, ρh, for different numbers of pre- and post-smoothing steps
(ν1, ν2) by using a V−cycle and the diagonal smoother.
obtained by using ωu = 0.95 and ωp = 0.6 and the diagonal overlapping block
smoother. In order to see if this strategy is useful from the practical point of
view, we are going to consider a well-known benchmark problem for testing
new computational algorithms. We consider a cavity flow problem consisting
of a two-dimensional triangle enclosure with the upper side translating with
uniform velocity. The boundary conditions are no slip on sides of the triangle
moving with a velocity of constant magnitude, and on fixed sides the velocity
is zero. This problem is solved on a unit equilateral triangle. To perform this
simulation, we have applied the multigrid algorithm based on the diagonal
version of the smoother by using V− and W−cycles for different numbers
of refinement levels. For both cycles, we have used the corresponding relax-
ation parameters ωu and ωp to obtain optimal three-grid convergence. These
results are shown in Table 4, where the number of iterations necessary to
reduce the initial residual in a factor of 10−10 are displayed. In the case of
W−cycles, we observe that the convergence is independent on the number of
levels used in the multigrid method. When V−cycles are considered, we can
observe a slight increase in the number of iterations needed for the desired
convergence. Despite this, the use of V−cycles seems to be suitable from the
practical point of view, since the computational cost is much lower and the
convergence is still very satisfactory.
4. Vector model problem
In this section, we use a simple vector model problem in order to describe
in detail the local Fourier analysis for overlapping block smoothers for edge-
based discretizations of vector problems. Mainly as a result of its good
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4 lev. 5 lev. 6 lev. 7 lev. 8 lev. 9 lev. 10 lev.
W−cycle 10 10 10 10 10 10 10
V−cycle 10 10 11 11 12 13 14
Table 4: Number of iterations necessary to reduce the initial residual in a factor of 10−10,
for different numbers of refinement levels, by using W− and V−cycles and the diagonal
version of the smoother.
computational properties, edge-based discretizations have emerged widely
in the simulation of many real applications, including electromagnetic field
computations.
4.1. Description of the problem and the overlapping block smoother
In particular, we consider the following model problem:
curl rotu+ κu = f , in Ω, (24)
u× n = 0, on ∂Ω, (25)
where Ω is an open domain in R2, f ∈ (L2(Ω))2, and n denotes the outward
unit normal vector along the boundary ∂Ω. We assume vanishing tangen-
tial components on the boundary (25). As usual, if we define the Hilbert
space (see [10])
H0(rot,Ω) := {u ∈ (L
2(Ω))2 | rotu ∈ L2(Ω), u× n = 0 on ∂Ω}, (26)
the weak formulation of problem (24) reads
Find u ∈ H0(rot,Ω) such that
a(u,v) = (f ,v), ∀v ∈ H0(rot,Ω) (27)
where a(u,v) =
∫
Ω
(rotu) (rotv) dx+ κ
∫
Ω
u · v dx
To discretize this variational problem, first we consider a triangulation of
Ω satisfying the usual admissibility assumption, Th. Canonical finite elements
for the approximation of H0(rot,Ω) are the one by Ne´de´lec [5]. Here, low-
order Ne´de´lec’s edge elements are considered. That is, we consider the family
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of vectors which on every element K of the triangulation Th are linear in each
component and tangential continuous across the element edges, that is
Vh = {vh ∈ H0(rot,Ω) |vh|K =
[
a1
a2
]
+ b
[
y
−x
]
, ∀K ∈ Th}. (28)
With this choice, the finite element approximation of (27) reads
Find uh ∈ Vh such that
a(uh,vh) = (fh,vh), ∀vh ∈ Vh. (29)
Some efforts to design multigrid solution schemes for edge-based dis-
cretizations have been carried out recently, see for example [12, 13, 14, 19,
18, 23]. It is important the choice of a suitable smoother, and following
the suggestion in some of these works (e.g. [1]), we are going to consider an
appropriate Schwarz–type smoother. Within this relaxation procedure, for
every vertex of the triangular grid, all edges connected with such a vertex are
smoothed simultaneously. Therefore, a (6 × 6)−system has to be solved for
each vertex in the grid. This set of unknowns is shown in Figure 3 (a), and in
the same figure (Figure 3 (b)) we can observe the overlapping between these
blocks of unknowns that gives rise to the Schwarz character of the smoother.
  
(a) (b)
Figure 3: (a) Unknowns simultaneously updated in point-wise overlapping block smoother
for the vector problem, and (b) overlapping of the blocks.
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4.2. Local Fourier analysis for the overlapping block smoother
In order to perform a local Fourier analysis for this type of edge-based
discretizations, we have to take into account some of their special character-
istics. In this type of discretizations, there are unknowns located at different
types of grid-points, and therefore the stencils defining the discrete operator
on each point-type involve different surrounding unknowns, what makes that
the discrete operator is not defined in the same way at every grid-point. This
fact has to be considered in the performance of the analysis for this type of
discretizations.
First of all, as an infinite grid has to be considered, the original grid is
extended to the following infinite grid Gh =
3⋃
i=1
Gih, see Figure 4 (a), given
as the union of three different subgrids
Gih := {x
i
k,l = ((k + δ
i
1) h1 e1, (l + δ
i
2) h2 e2) | k, l ∈ Z}, (30)
where
(δi1, δ
i
2) =


(1/2, 0), if i = 1,
(0, 1/2), if i = 2,
(1/2, 1/2), if i = 3.
Notice that each of these subgrids Gjh are associated with a type of edge, that
is to each one of the three different orientations, as we can see in Figure 4 (b).
In order to extend the definition of the discrete operator to the infinite grid
Gh, we have to take into account that the resulting equations at grid-points
on G1h, G
2
h and G
3
h are different. Thus, we can define the application of the
discrete operator to a grid function uh on Gh in the following way:
Ah uh(x) =


A11h uh(x
1
k,l) + A
12
h uh(x
2
k,l) + A
13
h uh(x
3
k,l), x = x
1
k,l ∈ G
1
h
A21h uh(x
1
k,l) + A
22
h uh(x
2
k,l) + A
23
h uh(x
3
k,l), x = x
2
k,l ∈ G
2
h
A31h uh(x
1
k,l) + A
32
h uh(x
2
k,l) + A
33
h uh(x
3
k,l), x = x
3
k,l ∈ G
3
h
(31)
=


3∑
r=1
( ∑
(kk,ll)∈I1r
s1rkk,lluh(x
r
k+kk,l+ll)
)
, x = x1k,l ∈ G
1
h,
3∑
r=1
( ∑
(kk,ll)∈I2r
s2rkk,lluh(x
r
k+kk,l+ll)
)
, x = x2k,l ∈ G
2
h,
3∑
r=1
( ∑
(kk,ll)∈I3r
s3rkk,lluh(x
r
k+kk,l+ll)
)
, x = x3k,l ∈ G
3
h,
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(a) (b)
Figure 4: (a) Infinite grid, composed of three different infinite subgrids. (b) Location of
the different unknowns, and correspondence to the three different subgrids, together with
the local numbering for the grid-points.
where values sirkk,ll are the coefficients corresponding to the stencil of discrete
operator Airh which gives the relation that exists in the equation between one
unknown in Gih and the unknowns in G
r
h. Subsets I
ir give the connections
of a grid-point located at Gih with those in G
r
h. In order to illustrate the
definition of the discrete operator, we are going to consider the lowest order
Ne´de´lec finite element discretization of operator curl rot on equilateral trian-
gular grids. Writing Ah = Nh +Mh, where Nh and Mh represent the matrix
corresponding to the curl rot operator and the mass matrix, respectively, the
stencils corresponding to Nh for the three different grid-points are given in
Figure 5. Besides, we can write these stencils with the notation previously
given in the following way:
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Figure 5: Stencils for operator curl rot obtained by the lowest order Ne´de´lec FEM for
equilateral triangular grids, corresponding to grid-points located at (a) G1h, (b) G
2
h, and
(c) G3h.
N11h =
8√
3h2

 0 0 00 1 0
0 0 0

, N12h = 4√3h2

 0 0 00 0 1
0 1 0

, N13h = −4√3h2

 0 0 00 1 0
0 1 0

,
N21h =
4√
3h2

 0 1 01 0 0
0 0 0

, N22h = 8√3h2

 0 0 00 1 0
0 0 0

, N23h = −4√3h2

 0 0 01 1 0
0 0 0

,
N31h =
−4√
3h2

 0 1 00 1 0
0 0 0

, N32h = −4√3h2

 0 0 00 1 1
0 0 0

, N33h = 8√3h2

 0 0 00 1 0
0 0 0

.
Following the description of the LFA for overlapping block smoothers in
Section 2.2, next we are going to explain the corresponding analysis for our
concrete problem. With this aim, we denote uih = uh|Gi
h
, for i = 1, 2, 3. In
this case, system (5) is fulfilled with m = 3 and
δu1 =
(
δu1k,l
δu1k−1,l
)
, δu2 =
(
δu2k,l
δu2k,l−1
)
, δu3 =
(
δu3k,l
δu3k−1,l−1
)
.
Notice that each unknown is updated up to s = 2 times per relaxation step,
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and it is fulfilled that
δuik,l = u
i,j+(n+1)/2
h (x
i
k,l)− u
i,j+n/2
h (x
i
k,l), i = 1, 2, 3, n = 0, 1.
Again, denoting the initial, final and intermediate errors as (eih)
j, (eih)
j+1 and
(eih)
j+1/2, respectively, it holds
ei,jh = α
(0)
i (θ)e
ıθx, ei,j+1h = α
(2)
i (θ)e
ıθx, e
i,j+1/2
h = α
(1)
i (θ)e
ıθx ,
and the corrections can be written in terms of the errors in the following way
δuik,l = e
i,j+(n+1)/2
h (x
i
k,l)− e
i,j+n/2
h (x
i
k,l).
Taking into account that before updating the block of unknowns around
0 1 2
u1k,l u
1
k−1,l u
1
k−1,l−1
u1k,l+1 u
2
k,l−1 u
2
k−1,l−1
u2k,l u
3
k−1,l
u2k+1,l u
3
k−1,l−1
u3k,l u
3
k,l−1
Table 5: Number of times that each variable has been relaxed before updating the block of
unknowns corresponding to vertex (k, l). The variables involved in such a block are framed
to highlight those that are also updated in the iteration.
vertex (k, l), the variables involved in (5) are in the states shown in Table 5,
the corrections in (5) can be written as

δu1k,l
δu1k−1,l
δu2k,l
δu2k,l−1
δu3k,l
δu3k−1,l−1


=


(α
(1)
1 (θ)− α
(0)
1 (θ))
(α
(2)
1 (θ)− α
(1)
1 (θ))e
−ıθ1
(α
(1)
2 (θ)− α
(0)
2 (θ))
(α
(2)
2 (θ)− α
(1)
2 (θ))e
−ıθ2
(α
(1)
3 (θ)− α
(0)
3 (θ))
(α
(2)
3 (θ)− α
(1)
3 (θ))e
−ıθ1 e−ıθ2


eıθx.
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Similarly, the residuals appearing in the right-hand side of the system can
also be expressed in terms of coefficients α
(n)
i (θ), and therefore we can write
a system for the updated Fourier coefficients: α
(n)
i (θ), n = 1, 2, that is,
P


α
(1)
1 (θ)
α
(1)
2 (θ)
α
(1)
3 (θ)
α
(2)
1 (θ)
α
(2)
2 (θ)
α
(2)
3 (θ)


= Q

 α
(0)
1 (θ)
α
(0)
2 (θ)
α
(0)
3 (θ)


 


α
(1)
1 (θ)
α
(1)
2 (θ)
α
(1)
3 (θ)
α
(2)
1 (θ)
α
(2)
2 (θ)
α
(2)
3 (θ)


= (P−1Q)

 α
(0)
1 (θ)
α
(0)
2 (θ)
α
(0)
3 (θ)

 ,
where P is a (6 × 6)−matrix, Q is a (6 × 3)−matrix, and P−1Q is a (6 ×
3)−matrix. By considering the final (3× 3)−block of matrix P−1Q, we can
obtain the relation between the initial and fully corrected errors as follows
 α
(2)
1 (θ)
α
(2)
2 (θ)
α
(2)
3 (θ)

 = (P−1Q){4:6,1:3}

 α
(0)
1 (θ)
α
(0)
2 (θ)
α
(0)
3 (θ)

 = S˜h(θ)

 α
(0)
1 (θ)
α
(0)
2 (θ)
α
(0)
3 (θ)

 .
In this way, we obtain the Fourier representation of the overlapping block
smoother, S˜h(θ), and we can perform the smoothing as well as the k-grid
Fourier analysis.
4.3. Numerical results
In this section we present some results from the developed local Fourier
analysis compared to real asymptotic convergence factors. These latter are
obtained by using a grid obtained after performing nine refinement levels
to an equilateral triangle with unit edge length. Zero right-hand side and
a random initial guess are considered to avoid round-off errors. First, we
consider problem (24)-(25) with κ = 1. In Table 6, we show smoothing
µ and three-grid convergence factors ρ3g obtained by LFA, together with
the corresponding asymptotic convergence factors. Results for a number of
combinations of pre- and post-smoothing steps as well as for different type
of cycles (V- and W-cycles) are displayed. First of all, it is observed that the
LFA results predict with very high accuracy the values of the real convergence
factors. In this case, from the analysis it is observed that the behavior of
V- and W-cycles is very similar and that no difference is seen when different
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V-cycle W-cycle
ν (ν1, ν2) µ
ν ρ3g ρh ρ3g ρh
1
(1, 0)
0.46
0.34 0.33
0.33 0.33
(0, 1) 0.34 0.33
2
(1, 1)
0.21
0.13 0.13
0.12 0.12(2, 0) 0.13 0.13
(0, 2) 0.13 0.13
3
(2, 1)
0.09
0.07 0.07
0.07 0.07
(1, 2) 0.07 0.07
(3, 0) 0.07 0.07
(0, 3) 0.07 0.07
Table 6: Smoothing, µν , and three-grid convergence factors, ρ3g, predicted by LFA to-
gether with real asymptotic convergence factors, ρh, for different numbers of smoothing
steps ν = ν1 + ν2.
combinations of pre- and post-smoothing steps are used. Therefore, we can
deduce that only two smoothing steps are necessary to obtain a convergence
factor around 0.1, and that V-cycles are preferred against W-cycles since they
provide the same convergence factors but with a lower computational cost,
keeping the parallel features of the multigrid algorithm. We have observed
from the analysis that the use of a relaxation parameter doesn’t give rise to
an improvement in the behavior of the method.
Finally, we show the robust behavior of the multigrid method regarding
coefficient κ and the number of unknowns. A V (1, 1)−cycle has been chosen
due to the satisfactory factors predicted by the LFA when κ = 1. In Table 7,
we present for different values of κ and various refinement levels, the number
of iterations necessary to reduce the initial residual in a factor of 10−10. We
observe that the number of iterations is independent with respect to the value
of κ and the number of refinement levels.
5. Conclusions
In this work, a general framework to perform a local Fourier analysis
for overlapping block smoothers on triangular grids is presented. A detailed
description of the computation of the Fourier representation of the smoothing
28
6 levels 7 levels 8 levels 9 levels
κ = 1 11 11 11 11
κ = 10−2 11 11 11 11
κ = 10−4 11 11 11 11
κ = 10−8 11 11 11 11
Table 7: V (1, 1)−cycle convergence for different values of κ and several numbers of refine-
ment levels.
operator has been done for the general case, and the way to perform a two-
and three-grid local Fourier analysis has been also explained. In order to
clarify the development of this analysis, two particular examples have been
considered. First, we have presented the local Fourier analysis of the so-
called Vanka smoother for the multigrid solution of the Stokes equations. For
this particular problem, we have seen that the performance of the diagonal
version of the smoother is comparable to that of the full Vanka relaxation
and we have seen its suitability by displaying results from the two- and
three-grid LFA, as well as, some results with real multigrid cycles. The
performance of V-cycles is also compared to that of the W-cycles, yielding to
more efficient algorithms. On the other hand, a vector model problem based
on the curl-curl operator is also considered. For an edge-based discretization
of this problem, the analysis of a suitable overlapping block smoother has
been performed. Also, results from the LFA and from real multigrid cycles
are presented to demonstrate the usefulness of the analysis. Summarizing,
one can say that the general framework for the LFA for overlapping block
smoothers can be used for different relaxations of this kind and for different
types of discretizations.
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