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Pra´ce se zaby´va´ zp˚usobem implementace smeˇrovac´ıho protokolu RIP do simula´toru s´ıteˇ
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Te´matem te´to pra´ce bylo zdokumentovat soucˇasne´ mozˇnosti s´ıt’ove´ho simula´toru ns-2 si-
mulovat smeˇrova´n´ı v IPv4 s´ıt´ıch. Tyto mozˇnosti meˇli by´t rozsˇ´ıˇreny o skutecˇny´ smeˇrovac´ı
protokol RIP spolecˇneˇ s uzˇivatelsky´m rozhran´ım podobne´mu tomu na s´ıt’ovy´ch prvc´ıch
spolecˇnosti Cisco. Spolecˇneˇ s implementac´ı by tato pra´ce meˇla by´t na´vodem pro dalˇs´ı
rozsˇiˇrovan´ı s´ıt’ove´ho simula´toru.
Na tuto pra´ci navazuje implementace prˇ´ıstupovy´ch seznamu˚ rˇesˇeny´ch v ra´mci diplomove´
pra´ce Bc. Jiˇr´ım Mack˚u. Tato pra´ce spolecˇneˇ s prˇ´ıstupovy´mi seznamy by meˇli by´t pouzˇity
v ra´mci projektu ANSA, Automated Network-wide Security Analysis, kde by meˇly slouzˇit
jako soucˇa´st procedury analy´zy bezpecˇnosti s´ıteˇ.
Struktura dokumentu
Kapitola ‘Smeˇrovac´ı protokoly’ slouzˇ´ı jako prˇedstaven´ı r˚uzny´ch smeˇrovac´ıch protokol˚u a
jejich chova´n´ı. Du˚raz je kladen na distance vector protokoly a konkre´tneˇ na RIP, z d˚uvodu,
zˇe byl prˇedmeˇtem implementace. Da´le je zde uveden zp˚usob konfigurace RIPu na Cisco
zarˇ´ızen´ıch.
V kapitole ‘Simula´tor s´ıteˇ ns-2’ je popsa´n simula´tor ns-2, jeho za´kladn´ı prvky, popis
implementace smeˇrova´n´ı a rozd´ıl v˚ucˇi IPv4 prostrˇed´ı.
‘Na´vrh a implementace’ obsahuje definici vlastnost´ı, ktere´ by meˇla implementace ob-
sahovat. Da´le pak popisuje samotnou implementaci smeˇrovac´ıho protokolu spolecˇneˇ s jeho
integrac´ı do sta´vaj´ıc´ı struktury s´ıt’ove´ho simula´toru ns-2.





Prˇed samotnou implementac´ı smeˇrovac´ıho protokolu je nutne´ pochopit k cˇemu vlastneˇ
smeˇrovac´ı protokoly slouzˇ´ı a jaky´m zp˚usobem protokoly pracuj´ı. Stejneˇ tak je nutne´ pro-
studovat jejich konfiguraci na Cisco zarˇ´ızen´ıch, jelikozˇ uzˇivatelske´ rozhran´ı, ktere´ se bude
implementovat ma´ by´t podobne´ rozhran´ı na Cisco zarˇ´ızen´ı.
2.1 Smeˇrova´n´ı
Smeˇrova´n´ı je proces vy´beˇru cesty od zdroje k zadane´mu c´ıli skrz obecnou s´ıt’. Tento do-
kument je ale konkre´tneˇ zameˇrˇen na s´ıteˇ pocˇ´ıtacˇove´. V pocˇ´ıtacˇovy´ch s´ıt´ıch se procesu
smeˇrova´n´ı u´cˇastn´ı vsˇechny prvky a prˇeda´vaj´ı si informace ve formeˇ paket˚u. Prvky rozumı´me
smeˇrovacˇe, prˇep´ınacˇe, PC atd. Prvky vsˇak veˇtsˇinou nehledaj´ı celou cestu k c´ıli z d˚uvodu, zˇe
mu˚zˇe by´t azˇ prˇ´ıliˇs slozˇita´, ale pouze se rozhodnout na za´kladeˇ smeˇrovac´ı tabulky, ktere´mu
dalˇs´ımu prvku paket prˇedaj´ı.
Tabulka 2.1: Prˇ´ıklad smeˇrovac´ı tabulky
Identifika´tor c´ıle Cena Dalˇs´ı uzel
10.0.0.0/8 1 192.168.3.6
10.3.0.0/16 2 192.168.2.1
Smeˇrovac´ı tabulka je datova´ struktura jej´ızˇ za´znamy obsahuj´ı identifika´tor (ip adresu)
c´ıle, cenu cesty k dosazˇen´ı tohoto c´ıle a dalˇs´ı uzel na cesteˇ k jeho dosazˇen´ı. Prˇi vyhleda´va´n´ı
ve smeˇrovac´ı tabulce maj´ı prˇednost za´znamy s veˇtsˇ´ım s´ıt’ovy´m prefixem, tzn. specificˇteˇjˇs´ı
za´znamy. S´ıt’ovy´ prefix je zkra´ceny´ za´pis s´ıt’ove´ masky, prˇesneˇji soucˇet jednicˇek v n´ı. S´ıt’ova´
maska vymezuje, ktera´ cˇa´st z adresy je adresa s´ıteˇ a ktera´ adresa prvku, pomoc´ı bitove´
operace AND. V tabulce 2.2 je videˇt prˇ´ıklad pouzˇit´ı teˇchto pojmu˚. Zkra´ceneˇ zapisujeme
za´znamy ve tvaru s´ıt’/prefix.
Pokud se pomoc´ı smeˇrovac´ı tabulky z obra´zku 2.1 bude vyhleda´vat dalˇs´ı skok pro paket,
s c´ılovou adresou prvku 10.3.1.4, bude vybra´n za´znam 10.3.0.0/16, i kdyzˇ by mohl by´t posla´n
do s´ıteˇ 10.0.0.0/8, na za´kladeˇ vysˇsˇ´ıho prefixu
Ota´zka je, na za´kladeˇ cˇeho si kazˇdy´ prvek vytvorˇ´ı svoj´ı smeˇrovac´ı tabulku? Mu˚zˇe by´t
samozrˇejmeˇ vytvorˇena rucˇneˇ, u osobn´ıch pocˇ´ıtacˇ˚u s jedn´ım s´ıt’ovy´m je to pomeˇrneˇ jedno-
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duche´, stacˇ´ı definovat cestu k bra´neˇ, na kterou maj´ı smeˇrovat vsˇechny pakety, ktere´ nejsou
urcˇene´ pro prˇipojenou s´ıt’. U zarˇ´ızen´ı s v´ıce rozhran´ımi nen´ı situace tak snadna´, protozˇe
administra´tor mus´ı definovat cesty ke vsˇem s´ıt´ım do ktery´ch chce mı´t prˇ´ıstup. A pokud
velikost smeˇrovac´ı tabulky prˇesa´hne urcˇitou velikost, mu˚zˇe se sta´t jej´ı spra´va na´rocˇnou. To-
muto zp˚usobu se rˇ´ıka´ manua´ln´ı smeˇrovan´ı, protozˇe mu˚zˇe zmeˇnit pouze lidsky´m za´sahem.
Je mozˇne´ se setkat i s pojmem staticke´ smeˇrova´n´ı.
Vy´chodiskem pro prvky, kde by rucˇn´ı definova´n´ı tabulky bylo prˇ´ıliˇs zdlouhave´ nebo
nevy´hodne´, lezˇ´ı ve smeˇrovac´ıch protokolech. Smeˇrovac´ı protokoly slouzˇ´ı k vy´meˇneˇ smeˇrovac´ıch
informac´ı mezi uzly v s´ıt´ı a tedy k propagaci cesty k c´ıl˚um. Jejich vy´hodou oproti manua´ln´ımu
smeˇrova´n´ı je, zˇe mohou aktivneˇ reagovat na zmeˇny v s´ıt´ı a meˇnit smeˇrovac´ı tabulku na
za´kladeˇ teˇchto zmeˇn, naprˇ´ıklad vy´padek prvku nebo linky. Z toho d˚uvodu se smeˇrova´n´ı
pomoc´ı smeˇrovac´ıch protokol˚u nazy´va´ dynamicke´.
Smeˇrovac´ı protokoly v prostrˇed´ı internetu se daj´ı rozdeˇlit, na za´kladeˇ parametr˚u, do
r˚uzny´ch skupin. Nejcˇasteˇji se rozdeˇluj´ı podle mı´sta pouzˇit´ı a to do 2 skupin. EGP, exterior
gateway protocol nebo-li vneˇjˇs´ı smeˇrovac´ı protokol, slouzˇ´ı ke smeˇrovan´ı mezi autonomn´ımi
syste´my, zkra´ceneˇ AS. AS je cˇa´st s´ıteˇ s jednotnou smeˇrovac´ı politikou v˚ucˇi zbytku internetu,
ktery´ je vlastneˇ s´ıt´ı autonomn´ıch syste´mu˚. Typicky tuto politiku rˇ´ıd´ı neˇjaka´ organizace,
naprˇ´ıklad poskytovatel internetu, ISP.
Druhou skupinou jsou IGP, interior gateway protocol nebo-li vnitrˇn´ı smeˇrovac´ı protokol,
ktery´ se pouzˇ´ıva´ pro smeˇrova´n´ı uvnitrˇ autonomn´ıho syste´mu.
Take´ se daj´ı rozdeˇlit podle zp˚usobu jaky´m jednotlive´ uzly vymeˇnˇuj´ı smeˇrovac´ı informace.
2.2 Distance vector protokoly
Distance vektor protokoly vyuzˇ´ıvaj´ı Bellman-Ford˚uv algoritmus pro vy´pocˇet smeˇrovac´ı ta-
bulky. Protokoly pracuj´ı na jednoduche´m principu, prvek zna´ nejprve pouze prˇipojene´ s´ıteˇ
a cenu cesty k nim. Tyto informace periodicky, po urcˇite´m definovane´m intervalu, rozes´ıla´
svy´m soused˚um, na ktery´ch take´ beˇzˇ´ı instance tohoto protokolu. Prvky si uchova´vaj´ı in-
formaci o nejlepsˇ´ı cesteˇ k dane´mu c´ıli nebo cenu ke vsˇem c´ıl˚um skrz vsˇechny sve´ sousedy,
oba prˇ´ıstupy jsou mozˇne´. Prvku, ktere´mu dojde zpra´va od procesu na jine´m prvku si zak-
tualizuje informace, ktere´ ma´ ve sve´ databa´zi s´ıt´ı, ktere´ se dov´ıda´ prostrˇednictv´ım dane´ho
souseda. Pokud si uchova´va´ pouze nejlepsˇ´ı cestu, zkontroluje zda cesta ve zpra´veˇ ma´ lepsˇ´ı,
mensˇ´ı, metriku. Takto naucˇene´ informace propaguje da´l, ale pouze nejlepsˇ´ı variantu pro
dany´ c´ıl. Smeˇrovac´ı tabulka obsahuje pouze nejlepsˇ´ı varianty.
Kv˚uli takove´mu zp˚usobu ucˇen´ı s´ıt´ı, nazy´va´me tento typ smeˇrova´n´ı jako ’smeˇrova´n´ı
pomoc´ı zveˇsti’ (routing by rumor), protozˇe uzel d˚uveˇrˇuje informac´ım, ktere´ zaslechl od sve´ho
souseda. Bohuzˇel to vede k proble´mu pocˇ´ıta´n´ı do nekonecˇna (count-to-infinity problem).
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Obra´zek 2.1: Pocˇ´ıta´n´ı do nekonecˇna
Pocˇ´ıta´n´ı do nekonecˇna
Proble´m pocˇ´ıta´n´ı do nekonecˇna bude vysveˇtlen pomoc´ı prˇ´ıkladu, v ktere´m pouzˇijeme to-
pologii z obra´zku 2.1.
Cestu k D, poprˇ´ıpadeˇ do s´ıteˇ mezi C a D, zna´ z pocˇa´tku pouze C. Ta propaguje tuto
informaci ke svy´m soused˚um A a B. Prˇedpokla´dejme, zˇe zvy´sˇen´ı ceny za prˇechod prˇes jednu
linku je 1. A a B tedy v´ı, zˇe cesta k D je prˇes C s cenou 2. Tuto informaci da´le propaguj´ı.
Vy´sledna´ tabulka informac´ı pro uzel C je videˇt v tabulce 2.2. Co se ale stane prˇ´ı vy´padku
linky mezi C a D? Uzel C si smazˇe informace o cesta´ch skrz D. Od uzlu A nebo B se dozv´ı,
zˇe nejlepsˇ´ı cena do D je 2 skrz C, protozˇe oni se nemeˇli jak dozveˇdeˇt, zˇe linka mezi C a D
je nefunkcˇn´ı. C si aktualizuje smeˇrovac´ı tabulku, zˇe D je k dispozici skrz A, poprˇ´ıpadeˇ B,
a tuto metriku, 3 (2 + 1 za cenu linky), odes´ıla´ da´l. A a B si pote´ aktualizuj´ı za´znamy o D
skrz A, ta stoupne ze 2 na 4 (3 + 1 za cenu linky), C dostane zase tuto informace zvy´sˇ´ı cenu
na 5 a propaguje da´l azˇ do nekonecˇna. Pakety urcˇene´ pro D mezit´ım koluj´ı mezi teˇmito 3
uzly a zbytecˇneˇ vyteˇzˇuj´ı zdroje.
A B D
skrz A 1 2 2
srkz B 2 1 2
srkz D 3 3 1
Z d˚uvodu, zˇe se s t´ımto proble´mem setka´vali distance vector protokoly jizˇ od sve´ho
vzniku, a toto chova´n´ı bylo znacˇneˇ nezˇa´douc´ı, vzniklo neˇkolik technik, ktere´ se snazˇ´ı zabra´nit
tomuto sˇkodlive´mu chova´n´ı.
Maxima´ln´ı metrika - maximum count
Pokud cena cesta k s´ıt´ı prˇesa´hne urcˇitou mez, je povazˇova´na za nedostupnou a pakety
urcˇene´ pro n´ı se zahazuj´ı. Vı´ce jak maxima´ln´ı metrika se nikdy nepropaguje.
Rozdeˇleny´ horizont - split horizont
Technika, ktera´ zabranˇuje odes´ıla´n´ı informac´ı o cesta´ch k s´ıt´ım zpeˇt uzlu od ktere´ho byli
z´ıskany´. Pokud se tedy vra´t´ıme k obra´zku 2.1, A a B nebudou informovat C o cesteˇ k D,
protozˇe tuto informaci z´ıskali od C.
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Zneplatneˇn´ı zpeˇtne´ cesty - poison reverse
Tato technika se pouzˇ´ıva´ spolecˇneˇ s technikou rozdeˇlene´ho horizontu. Informace o s´ıt´ıch
se znovu propaguj´ı zpeˇt k prvku od ktere´ho byly z´ıska´ny, ale s metrikou, ktera´ v dane´m
protokolu znacˇ´ı nedostupnost.
Aktualizace neza´visle na cˇasovacˇi - triggered updates
Kdykoliv se prvku zmeˇn´ı metrika do urcˇite´ s´ıteˇ, informuje okamzˇiteˇ o te´to zmeˇneˇ sve´ sou-
sedy, bez toho aby cˇekal na dobu kdy ma´ pos´ılat pravidelnou aktualizaci.
Dalˇs´ı cˇasovacˇe - timers
Cˇasovacˇ zneplatneˇn´ı cesty (invalid timer), vyprsˇ´ı pokud s´ıt’, nebyla dlouho uvedena v zˇa´dne´
aktualizaci. Po vyprsˇen´ı se jej´ı metrika nastav´ı na hodnotu ktera´ oznacˇuje nekonecˇno.
Ale za´znam z˚usta´va´ sta´le ve smeˇrovac´ı tabulce. V prˇ´ıpadeˇ zˇe cesta je zneplatneˇna, at’ uzˇ
cˇasovacˇem nebo aktualizac´ı s nekonecˇnou metrikou od prvku, od ktere´ho jsme informaci o
s´ıti z´ıskali, mu˚zˇe by´t aktivova´n cˇasovacˇ typu holddown, beˇhem ktere´ho nejsou prˇij´ıma´ny
zˇa´dne´ aktualizace ty´kaj´ıc´ıho se tohoto c´ıle od jiny´ch zdroj˚u nezˇ bra´ny (prvku, ktery´ na´m
informace o te´to s´ıt´ı zas´ıla´.
Jesˇteˇ se pouzˇ´ıva´ cˇasovacˇ expirace (flush timer), kdy je cesta u´plneˇ odstraneˇna ze smeˇrovac´ı
tabulky.
Prˇi pouzˇit´ı vy´sˇe uvedeny´ch technik se stabilita smeˇrovac´ıho protokolu znacˇneˇ zvysˇuje,
ale i tak byli zdokumentova´ny prˇ´ıpady, kdy tento proble´m mu˚zˇe nastat.
2.2.1 RIP
RIP, routing information protocol, se pouzˇ´ıva´ jako IGP. Komunikuje pomoc´ı UDP paket˚u na
portu 520 Jako metriku vyuzˇ´ıva´ pocˇet skok˚u, pocˇet uzlu, ktere´ jsou mezi n´ım a c´ılovou s´ıt´ı.
Maxima´ln´ı hodnota, kterou mu˚zˇe metrika nab´ıt je 15, 16 je jizˇ povazˇova´no za nekonecˇno.
Prˇ´ımo prˇipojene´ s´ıteˇ maj´ı metriku 0. Aktualizace si mezi sebou uzly vymeˇnˇuj´ı periodicky
kazˇdy´ch 30 sekund a pokud s´ıt’ nen´ı uveden v aktualizac´ıch v´ıce jak 180 vterˇin, 6 kra´t
aktualizacˇn´ı cˇas, je zneplatneˇna poprˇ´ıpadeˇ vyhozena ze smeˇrovac´ı tabulky. Pouzˇ´ıva´ veˇtsˇinu
vy´sˇe uvedeny´ch zp˚usob˚u k zabra´neˇn´ı pocˇ´ıta´n´ı do nekonecˇna.
RIP existuje ve dvou verz´ıch, verze 1 a 2, ktere´ se mezi sebou liˇs´ı v neˇkolika bodech:
• RIPv1 nepodporuje VLSM, RIPv2 ano
• RIPv1 nepodporuje autentizaci, RIPv2 ano
• RIPv1 pos´ıla´ aktualizace na adresu 255.255.255.255, RIPv2 na adresu 224.0.0.9
• RIPv1 nepodporuje znacˇen´ı za´znamu˚
Podpora VLSM, variable length subnetmask, tedy masek s r˚uznou de´lkou prefixu, zna-
mena´, zˇe v ra´mci 1 trˇ´ıdn´ı s´ıteˇ mohou existovat prefixy r˚uzne´ de´lky. Podpora VLSM je v
RIPv2 doc´ılena t´ım, zˇe v aktualizac´ıch jsou uvedeny i prefixy jednotlivy´ch s´ıt´ı.
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Tabulka 2.3: Paket RIPu verze 1
1 octet 1 octet 2 octet 2 octet 2 octet 4 octet 4 octet 4 octet 4 octet




Tabulka 2.4: Paket RIPu verze 2
1 octet 1 octet 2 octet 2 octet 2 octet 4 octet 4 octet 4 octet 4 octet









V tabulka´ch 2.3 a 2.4 je videˇt struktura paket˚u obou verz´ı RIPu.
Vysveˇtlen´ı jednotlivy´ch pol´ı v paket˚u:
• Command - prˇ´ıkaz - urcˇuje typ paketu, zda se jedna´ o dotaz nebo odpoveˇd’
• Version - verze - urcˇuje verzi procesu RIPu, ktery´ dany´ paket poslal
• AFI - rodina adres - RIP ma podporu i jak pro Token Ring s´ıteˇ tak pro Ethernet s´ıteˇ
• tag - pouze RIPv2, slouzˇ´ı pro rozliˇsen´ı s´ıt´ı naucˇeny´ch skrz RIP nebo extern´ıch zdroj˚u
• IP address - adresa s´ıteˇ
• subnet mask - maska pods´ıteˇ - pouze RIPv2, toto pole zajiˇst’uje podporu VLSM
• next hop - adresa dalˇs´ıho skoku smeˇrem k dane´ s´ıt´ı - pouze RIPv2
• metric - metrika - cena cesty k s´ıti
Kromeˇ prvn´ıch 3 buneˇk, jsou na´sleduj´ıc´ı bunˇky vlastneˇ za´znamem smeˇrovac´ı tabulky.
Tato cˇa´st, od AFI pole vcˇetneˇ, se mu˚zˇe azˇ 25 kra´t opakovat. Jeden paket tak mu˚zˇe ne´st
informaci o v´ıce s´ıt´ıch. Hodnota AFI pro ethernetove´ s´ıteˇ je 0x2.
Pakety jsou v podstateˇ dvou typu, dotaz, hodnota v poli command je 1, a odpoveˇd’, hod-
nota 2. Pakety typu dotaz jsou pouzˇ´ıva´ny pro vyzˇa´da´n´ı cele´ smeˇrovac´ı tabulky, poprˇ´ıpadeˇ
konkretn´ı s´ıteˇ. Vys´ıla´ se veˇtsˇinou pokud se neˇktere´ ze s´ıt’ovy´ch rozhran´ı prvku stalo aktivn´ı.
Paket typu odpoveˇd’ se pos´ıla´ na vyzˇa´da´n´ı, pomoc´ı paketu dotaz, ale jeho hlavn´ı pouzˇit´ı
spocˇ´ıva´ v tom, zˇe je pravidelneˇ zas´ıla´n soused˚um s informacemi o s´ıt´ıch, ktere´ uzel ma´ ve
smeˇrovac´ı tabulce.
Pokud je aktivova´na autentizace, mı´sto prvn´ıho za´znamu s´ıteˇ jsou uvedeny autentizacˇn´ı
informace. AFI hodnota takove´ho za´znamu je 0xFFFF.
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Obra´zek 2.2: Prˇ´ıklad topologie
Zp˚usob vytva´rˇen´ı odpoveˇdi
RIP implementuje neˇkolik technik, ktere´ zabranˇuj´ı pocˇ´ıta´n´ı do nekonecˇna. Ale jejich aktivaci
komplikuje rozes´ıla´n´ı aktualizac´ı. Pokud by nebyly tyto techniky aktivova´ny, mohly by se
ze vsˇech rozhran´ı, ke vsˇem soused˚um pos´ılat stejne´ aktualizace. Pokud jsou ale aktivn´ı je
nutne´ vytva´rˇet aktualizace pro kazˇde´ rozhran´ı zvla´sˇt’ s ohledem na aktivovane´ techniky.
Dalˇs´ım proble´mem je semi-podpora VLSM v RIPv1, alesponˇ na smeˇrovacˇ´ıch Cisco. Ta
zp˚usobuje, zˇe je mozˇne´ odeslat informaci o s´ıt´ı na rozhran´ı lezˇ´ıc´ı ve stejne´ trˇ´ıdn´ı s´ıt´ı a ma´
stejny´ prefix jako propagovana´ s´ıt’.
Pr˚ubeˇh rozhodova´n´ı je zachycen n´ızˇe.
• S´ıt’ podle´ha´ rozdeˇlene´mu horizontu
– tuto s´ıt’ neprˇida´vej
– prˇidej tuto s´ıt’, ale zmeˇn metriku na nekonecˇnou (pokud je zapnute´ otra´ven´ı
cesty)
• S´ıt’ nepodle´ha´ rozdeˇlene´mu horizontu
– S´ıt’ bude propagova´na do s´ıteˇ spadaj´ıc´ı do r˚uzne´ trˇ´ıdn´ı s´ıteˇ
∗ prˇeved’ s´ıt’ na trˇ´ıdn´ı (u RIPv2 se muzˇe, ale nemus´ı prˇeva´deˇt)
∗ prˇidej s´ıt’ do aktualizace
– S´ıt’ bude propagova´na do s´ıteˇ spadaj´ıc´ı do stejne´ trˇ´ıdn´ı s´ıteˇ
∗ S´ıt’ ma´ stejny´ prefix, jako s´ıt’ do ktere´ se bude pos´ılat aktualizace
· prˇidej s´ıt’ do aktualizace
∗ S´ıt’ ma´ r˚uzny´ prefix nezˇ s´ıt’ do ktere´ se bude pos´ılat aktualizace
· RIPv1 - neprˇida´vej s´ıt’ do aktualizace
· RIPv2 - prˇidej s´ıt’ do aktualizace
Posledn´ım krokem je zvy´sˇen´ı metriky vsˇech za´znamu˚ uvedeny´ch v odpoveˇdi.
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Prˇ´ıklad
Jednotliva´ pravidla si bl´ızˇ vysveˇtl´ıme na obra´zku 2.2 s prˇ´ıkladem topologie. Smeˇrovacˇ ve
strˇedu chce zaslat pravidelnou aktualizace do vsˇech prˇipojeny´ch s´ıt´ı. Rozebereme vytvorˇen´ı
aktualizace pro horn´ı smeˇrovacˇ.
Horn´ı smeˇrovacˇ lezˇ´ı na s´ıt´ı 10.2.0.0/24.
• 10.1.0.0/24 - Bude v aktualizaci, je ve stejne´ trˇ´ıdn´ı s´ıti, ale ma´ stejny´ prefix jako s´ıt’
na kterou je zas´ıla´na aktualizace
• 10.2.0.0/24 - Nebude v aktualizaci nebo bude, ale s nekonecˇnou metrikou, protozˇe
podle´ha´ rozdeˇlene´mu horizontu
• 10.3.0.0/16 - Nebude v aktualizaci, sice je ve stejne´ trˇ´ıdn´ı s´ıti, ale ma´ rozd´ılny´ prefix
• 192.168.2.128/27 - Bude v aktualizaci, ale bude prˇevedena na s´ıt’ 192.168.2.0/24
U takto vytvorˇene´ odpoveˇdi se uzˇ pouze zvy´sˇ´ı metrika u vsˇech za´znamu˚ a odpoveˇd’ se
odesˇle.
Zp˚usob kontroly autentizace paket˚u
Po aktivac´ı autentizace na rozhran´ı smeˇrovacˇ prˇij´ıma´ pouze takove´ smeˇrovac´ı informace,
ktere´ se proka´zˇ´ı platny´m heslem nebo hashem.
Autentizace nen´ı podporova´na RIPem verze 1 cozˇ mu˚zˇe zp˚usobit nestabilitu v s´ıt´ı.
RIPv1 prvn´ı za´znam, ten ktery´ obsahuje autentizacˇn´ı u´daje, ignoruje a zpracova´va´ dalˇs´ı
za´znamy.
Pokud je aktivn´ı RIP verze 2 bez aktivn´ı autentizace na rozhran´ı a prˇijde paket s
autentizacˇn´ım za´znamem, je paket okamzˇiteˇ zahozen. Ostatn´ı pakety, verze 1 a verze 2 bez
autentizace, jsou prˇijaty
Prˇi aktivovane´ autentizaci jsou vesˇkere´ neautentizovane´ pakety zahozeny u ostatn´ıch
je kontrolova´na autentizacˇn´ı hlavicˇka dle nastaven´ı. Zda jsou hesla nebo vypocˇ´ıtane´ hashe
totozˇne´.
Zp˚usob zpracova´n´ı odpoveˇdi
Paket, ktery´ projde autentizacˇn´ı kontrolou, je da´le zpracova´va´n. Jednotlive´ za´znamy se
porovna´vaj´ı s aktua´ln´ım stavem databa´ze a pokud jsou nutne´ zmeˇny je databa´ze aktuali-
zova´na. Za´znamy jsou zpracova´va´ny postupneˇ, jak jsou uvedeny v paketu. Jako dalˇs´ı skok
je pouzˇita zdrojova´ adresa v ip hlavicˇce paketu.
Kontrola s databa´zi prob´ıha´ na´sleduj´ıc´ım zp˚usobem:
• Za´znam je jizˇ ve smeˇrovac´ı tabulce
– Stejna´ bra´na
∗ V paketu je jina´ metrika
· zmeˇn metriku ve smeˇrovac´ı tabulce, aby odpov´ıdala metrice v odpoveˇdi
· posˇli aktualizaci soused˚um
∗ resetuj cˇasovacˇ zneplatneˇn´ı
∗ prˇejdi na dalˇs´ı za´znam
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– Nestejna´ bra´na
∗ Metrika v paketu je lepsˇ´ı
· zmeˇn informace ve smeˇrovac´ı tabulce
· resetuj cˇasovacˇ zneplatneˇn´ı
· posˇli aktualizaci soused˚um
∗ prˇejdi na dalˇs´ı za´znam
• Za´znam nen´ı ve smeˇrovac´ı tabulce
– Metrika je nekonecˇna´
∗ prˇejdi na dalˇs´ı za´znam
– Metrika nen´ı nekonecˇna´
∗ prˇidej novou s´ıt’ do smeˇrovac´ı tabulky
∗ aktivuj cˇ´ıtacˇ zneplatneˇn´ı
∗ prˇejdi na novy´ za´znam
Zp˚usob zpracova´n´ı dotazu
Pokud dotaz obsahuje pouze 1 za´znam s hodnotou v poli AFI 0 a s nekonecˇnou metrikou,
je zasla´na zpeˇt cela´ smeˇrovac´ı tabulka. Tento zp˚usob dotazu je v praxi nejpouzˇ´ıvaneˇjˇs´ı.
V prˇ´ıpadeˇ, zˇe za´znamu˚ je v´ıc, zpracova´va´n´ı prob´ıha´ t´ım zp˚usobem, zˇe se vytvorˇ´ı od-
poveˇd’, ktera´ obsahuje za´znamy z dotazu. Pokud za´znam z dotazu je ve smeˇrovac´ı tabulce,
tak je v odpoveˇdi uveden s metrikou ze smeˇrovac´ı tabulky. Pokud ve smeˇrovac´ı tabulce
nen´ı, je u neˇho uvedena´ nekonecˇna´ metrika.
2.3 Protokoly stavu linky
Koncept protokol˚u stavu linky spocˇ´ıva´ v tom, zˇe si vsˇechny prvky v s´ıti vytvorˇ´ı stejny´
graf s´ıteˇ, z ktere´ho si vypocˇ´ıtaj´ı pocˇ´ıtaj´ı cestu ke vsˇem ostatn´ım prvk˚um/s´ıt´ım. Rozd´ıl
mezi protokoly stavu linky a distance vektor protokoly, spocˇ´ıva´ v tom, zˇe distance vektor
protokoly si vymeˇnˇuj´ı smeˇrovac´ı tabulky. Protokoly stavu linky si vymeˇnˇuj´ı pouze informace
potrˇebne´ k vytvorˇen´ı onoho grafu s´ıteˇ.
Vy´hoda teˇchto protokol˚u je, zˇe jsou pouzˇitelne´ i do veˇtsˇ´ıch s´ıt´ıch, na rozd´ıl od distance
vektor protokol˚u, ktery´m trva´ azˇ prˇ´ıliˇs dlouho nezˇ cela´ s´ıt’ zkonverguje, usta´l´ı se do jed-
notne´ho stavu. U veˇtsˇ´ıch s´ıt´ıch mu˚zˇe by´t i velkou nevy´hodou omezen´ı maxima´ln´ıho pocˇtu
skok˚u u distance vektor protokol˚u, kdy s´ıt’ bude veˇtsˇ´ı nezˇ tento maxima´ln´ı pocˇet skok˚u.
Obecny´ protokol stavu linky
Obecny´ protokol stavu linky funguje na na´sleduj´ıc´ım principu:
• Prvek si nejprve zjist´ı pomoc´ı neˇjake´ho protokolu, ktere´ prvky lezˇ´ı na prˇ´ımo prˇipojeny´ch
s´ıt´ıch.
• Prvek rozes´ıla´ informace o prˇ´ımo prˇ´ıpojeny´ch prvc´ıch do cele´ s´ıteˇ.
• Prvek prˇij´ıma´ informace, ktere´ pos´ılaj´ı ostatn´ı prvky.
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• Azˇ cela´ s´ıt’ zkonverguje, vsˇechny uzly maj´ı stejny´ graf, vypocˇ´ıtaj´ı si prvky nejkratsˇ´ı
cestu ke vsˇem prvk˚um pomoc´ı Dijkstrova algoritmu. Vy´sledky si umı´st´ı do smeˇrovac´ı
tabulky
V prˇ´ıpadeˇ neˇjake´ zmeˇny v s´ıt´ı, prvek, ktery´ tuto zmeˇnu zaznamena´, si zmeˇn´ı sv˚uj graf
s´ıteˇ a rozesˇle informaci o zmeˇneˇ do cele´ s´ıteˇ. Prvky si pote´ prˇepocˇ´ıtaj´ı svoji smeˇrovac´ı
tabulku.
2.3.1 OSPF
Open shortest path first protokol se pouzˇ´ıva´ jako IGP. Protokol komunikuje na unicastovy´ch
IP adresa´ch a multicastovy´ch adresa´ch 224.0.0.5 a 224.0.0.6, nevyuzˇ´ıva´ vsˇak sluzˇeb TCP
ani UDP, ale prˇ´ımo IP, skrz IP protokol 89. Dı´ky tomu si mus´ı, ale zajistit zpracova´n´ı chyb
a prˇepos´ıla´n´ı nedorucˇeny´ch zpra´v.
Obecny´ protokol stavu linky rozsˇiˇruje o oblasti, s´ıt’ pote´ nen´ı plocha´, tzn. vsˇechny uzly
vid´ı vsˇechny ostatn´ı, ale je hierarchicky strukturovana´. Graf s´ıteˇ se pote´ vytva´rˇ´ı pro kazˇdou
oblast zvla´sˇt’. Na hranic´ıch mezi oblastmi jsou takzvane´ hranicˇn´ı prvky, ktere´ zajiˇst’uj´ı
vy´meˇnu informac´ı mezi oblastmi. Existuje neˇkolik specia´ln´ıch typu oblast´ı:
• Pa´terˇn´ı oblast - vsˇechny ostatn´ı oblasti mus´ı by´t prˇipojeny k te´to oblasti. Zajiˇst’uje
vy´meˇnu smeˇrovac´ıch informac´ıch mezi ostatn´ımi oblastmi.
• Pahy´ln´ı oblast - Stub oblast - nedosta´va´ smeˇrovac´ı informace o s´ıt´ıch, ktere´ se ospf pro-
ces dozveˇdeˇl od ostatn´ıch smeˇrovac´ıch protokol˚u, ale smeˇrovac´ı informace z ostatn´ıch
ospf oblast´ı se do te´to oblasti dostanou.
• Uplny´ pahy´l - Totally stubby oblast - Pouze implicitn´ı cesta, smeˇr kudy se budou
pos´ılat vsˇechny pakety, pro ktere´ nen´ı c´ılova´ s´ıt’ ve smeˇrovac´ı tabulce, se mu˚zˇe propa-
govat do te´to oblasti
• Ne tak pahy´ln´ı oblast - Not-so-stubby oblast - Skrz oblast se mohou exportovat do
pa´terˇn´ı oblasti extern´ı cesty, ale ne z pa´terˇn´ı s´ıteˇ do n´ı.
Jako metrika se pouzˇ´ıva´ soucˇet cen linek mezi zdrojem a c´ılem. Cena linky je rovna
pod´ılu 100Mbps deˇleno rychlost linky.
2.4 Path vector protokoly
Path vector protokoly, neboli protokoly vektoru cesty, se pouzˇ´ıvaj´ı zejme´na jako EGP pro-
tokoly. Princip ma´ neˇktere´ vlastnosti spolecˇne´ s distance vektor protokoly. V autonomn´ım
syste´mu existuje prvek, mluvcˇ´ı, ktery´ vytva´rˇ´ı a inzeruje smeˇrovac´ı tabulku ostatn´ım prvk˚um.
Rozd´ıl je v tom, zˇe pouze mluvcˇ´ı maj´ı pra´vo mezi sebou komunikovat. U tohoto typu proto-
kol˚u se nepouzˇ´ıva´ metrika, namı´sto n´ı je pouzˇit vektor cesty, vektor autonomn´ıch syste´mu,
ktery´ popisuje cestu k dane´ koncove´ s´ıti. Preferovanou cestou do s´ıteˇ se sta´va´ ta, na n´ızˇ se
mus´ı proj´ıt nejmensˇ´ım mnozˇstv´ı autonomn´ıch syste´mu˚.
2.4.1 BGP
BGP, border gateway protokol, se pouzˇ´ıva´ jako smeˇrovac´ı protokol v internetu, mezi ISP.
Komunikuje na unicastovy´ch adresa´ch na portu 179 a vyuzˇ´ıva´ sluzˇeb TCP. U tohoto pro-
tokolu je vy´beˇr cesty k s´ıti, rˇ´ızen na ba´z´ı politik, sp´ıˇse nezˇ na ba´zi metriky, nejkratsˇ´ı cesty.
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Vzhledem k tomu, zˇe se dane´ smeˇrovac´ı politiky aplikuj´ı v kazˇde´m autonomn´ım syste´mu,
mu˚zˇe by´t vy´sledna´ cesta pomeˇrneˇ vzda´lena´ cesteˇ nejkratsˇ´ı.
BGP je pomeˇrneˇ robustn´ı protokol a ne kazˇdy´ prvek ho bude schopny´ provozovat, i
kdyzˇ take´ za´lezˇ´ı na velikost´ı smeˇrovac´ı tabulky. Pro prˇedstavu, smeˇrovac´ı tabulka internetu
ma´ prˇes 245,000 za´znamu˚. U velky´ch provozovatel˚u internetu toto cˇ´ıslo mu˚zˇe stoupnout i
o 50%, kv˚uli smeˇrova´n´ı ve vnitrˇn´ı s´ıt´ı a mezi za´kazn´ıky.
2.5 Konfigurace na zarˇ´ızen´ıch Cisco
Konfigurace na zarˇ´ızen´ıch Cisco se prova´d´ı prˇes konzoly, da´ se pouzˇ´ıt ı´ webove´ rozhran´ı,
ale konfigurace prˇes prˇ´ıkazovy´ rˇa´dek je sta´le nejpouzˇ´ıvaneˇjˇs´ı. Na pocˇ´ıtacˇi, z ktere´ho se bude
prova´deˇt konfigurace s´ıt’ove´ho prvku mus´ı beˇzˇet program, ktery´ umı´ emulovat VT100 ter-
mina´l. Naprˇ´ıklad HyperTerminal nebo PuTty. Program mus´ı nastavit parametry se´riove´ho
portu, skrz ktery´ se bude komunikovat se zarˇ´ızen´ım na na´sleduj´ıc´ı hodnoty:
• Rychlost v baudech - 9600
• Pocˇet datovy´ch bit˚u - 8
• Parita - zˇa´dna´
• Pocˇet stop bit˚u - 1
• Kontrola toku - zˇa´dna´
Propojen´ı prvku se pote´ provede kabelem s koncovkou RJ-45 na straneˇ prvku a DB-9
na straneˇ PC.
Uzˇivatel se pote´ octne v uzˇivatelske´m modu, indikovany´m znakem ‘>’ za na´zvem prvku.
V tomto modu ma´ uzˇivatel k dispozici pouze omezenou sadu prˇ´ıkaz˚u k za´kladn´ı diagnostice
smeˇrovacˇe.
Router>
Pro vstup do privilegovane´ho rezˇimu, je nutne´ zadat prˇ´ıkaz enable. Po zada´n´ı mu˚zˇe
by´t uzˇivatel vyzva´n k zadan´ı hesla. Oproti uzˇivatelske´mu mo´du je k dispozici detailneˇjˇs´ı
diagnostika smeˇrovacˇe a mozˇnost prˇej´ıt do konfiguracˇn´ıho rezˇimu, odkud se da´ meˇnit kon-
figurace prvku. Privilegovany´ mo´d ma´ indikacˇn´ı znak ‘#’. Pro opusˇteˇn´ı privilegovane´ho






Do konfiguracˇn´ıho rezˇimu, prˇejdeme prˇ´ıkazem configure terminal. Prˇ´ıtomnost v kon-
figuracˇn´ım rezˇimu lze t´ım, zˇe mezi na´zvem prvku a znakem ‘#’ je prˇ´ıtomna sekvence
znaku (config). Z globa´ln´ıho konfiguracˇn´ıho rezˇimu se pote´ prˇecha´z´ı do jednotlivy´ch spe-
cificky´ch mo´d˚u, naprˇ do konfigurace smeˇrovac´ıch protokol˚u, rozhran´ı atd. Pro opusˇteˇn´ı
konfiguracˇn´ıho rezˇimu slouzˇ´ı 2 prˇ´ıkazy exit a end. Exit vra´t´ı uzˇivatele o jednu u´rovenˇ
zpeˇt, naprˇ. ze konfigurace smeˇrovac´ıho protokolu zpeˇt do globa´ln´ıho konfiguracˇn´ıho rezˇimu
nebo z globa´ln´ıho konfiguracˇn´ıho rezˇimu zpeˇt do privilegovane´ho. Prˇ´ıkaz end vra´t´ı uzˇivatele






Konfiguracˇn´ı mozˇnosti Cisco zarˇ´ızen´ı jsou velice rozsa´hle´ a podrobny´ popis vsˇech by
byl azˇ prˇ´ıliˇs rozsa´hly´. Na´sleduj´ıc´ı cˇa´st se proto bude veˇnovat pouze konfiguraci smeˇrovac´ıho
protokolu RIP a neˇkolika mozˇnostem, ktere´ jsou pouzˇitelne´ vsˇemi smeˇrovac´ımi protokoly
nebo maj´ı vy´znamny´ vliv na smeˇrova´n´ı.
2.5.1 Konfigurace bez za´vislosti na protokolu
Staticke´ smeˇrova´n´ı
Cisco zarˇ´ızen´ı nab´ızej´ı podporu pro manua´ln´ı specifikova´n´ı smeˇrovac´ı tabulky. Konfigurace
staticky´ch cest se prova´d´ı prˇ´ıkazem na´sleduj´ıc´ım zp˚usobem¨
ip route network net_mask { next_hop_address | interface } [distance] [tag] [permament]
Beˇzˇneˇ se vsˇak posledn´ı 2 volitelne´ parametry nepouzˇ´ıvaj´ı. Parametr distance oznacˇuje
administrativn´ı vzda´lenost. Ta jako moc je dany´ zdroj smeˇrovac´ıch informac´ı preferova´n.
Cˇ´ım nizˇsˇ´ı vzda´lenost t´ım je zdroj kvalitneˇjˇs´ı. Kazˇdy´ smeˇrovac´ı protokol ma´ prˇiˇrazenou admi-
nistrativn´ı vzda´lenost, kterou je vsˇak mozˇne´ meˇnit. Implicitn´ı nastaven´ı administrativn´ıch
vzda´lenost´ı neˇktery´ch protokol˚u je v tabulce 2.5. Maxima´ln´ı hodnota je 255.
Tabulka 2.5: Administrativn´ı vzda´lenosti protokol˚u







Router(config)# ip route 192.168.5.0 255.255.255.0 10.3.4.2 150
Mozˇnost specifikovat administrativn´ı vzda´lenost (distance) se vyuzˇ´ıva´ hlavneˇ prˇi pouzˇ´ıt´ı
za´lozˇn´ıch linek, kdy se vytvorˇ´ı staticka´ cesta do urcˇite´ s´ıteˇ s vysˇsˇ´ı vzda´lenost´ı nezˇ je
pouzˇ´ıvany´ dynamicky´ smeˇrovac´ı protokol. Pokud se d˚usledkem nedostupnosti hlavn´ı linky,
smazˇe cesta do s´ıteˇ ze smeˇrovac´ı tabulky, je pouzˇita ta s vysˇsˇ´ı vzda´lenosti skrz za´lozˇn´ı linku.
Existuje specia´ln´ı s´ıt’ 0.0.0.0 s prefixem 0, na kterou, pokud je uvedena ve smeˇrovac´ı
tabulce, se odes´ılaj´ı vesˇkere´ pakety jej´ızˇ c´ılova´ s´ıt’ nen´ı ve smeˇrovac´ı tabulce.
Kl´ıcˇenky
Kl´ıcˇenky jsou struktury, ktere´ jsou vyuzˇ´ıva´ny na uskladnˇova´n´ı hesel, pouzˇ´ıvany´ch prˇi au-
tentizaci smeˇrovac´ıch informac´ı. Definice kl´ıcˇenky se prova´d´ı v globa´ln´ım konfiguracˇn´ım
rezˇimu prˇ´ıkazem:
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Router(config)# key chain keychain_name
Router(config-keychain)#
Po definici kl´ıcˇenky je nutne´ vytvorˇit jednotlive´ kl´ıcˇe pomoc´ı identifika´toru, cˇ´ısla. Kazˇdy´
kl´ıcˇ ma vlastn´ı konfiguracˇn´ı rezˇim.
Router(config-keychain)# key id
Router(config-keychain-key)#
Definova´n´ım kl´ıcˇe prvek prˇesˇel do konfiguracˇn´ıho rezˇimu kl´ıcˇe, kde je mozˇne´ definovat
jeho vlastnosti. Hodnotu pomoc´ı prˇ´ıkazu key-string string a cˇasy platnosti pomoc´ı dvou
prˇ´ıkazu accept-lifetime a send-lifetime.
Ukazka konfigurace:
Router(config)# key chain RIPhesla
Router(config-keychain)# key 1
Router(config-keychain-key)# key-string rip
Router(config-keychain-key)# accept-lifetime 12:00:00 Jan 25 2007 infinite
2.5.2 RIP
Konfigurace RIPu se prova´d´ı v jednom z mo´d˚u konfiguracˇn´ıho rezˇimu Cisco zarˇ´ızen´ı. K




Pro spusˇteˇn´ı RIP procesu, je nutne´ zadat s´ıteˇ, ktere´ budou zahrnuty v aktualizac´ıch a
za´rovenˇ do ktery´ch se budou vys´ılat aktualizace. S´ıt’ se prˇida´va´ pomoc´ı prˇ´ıkazu network
x.x.x.x, kde x.x.x.x je adresa s´ıteˇ. Pokud je nutne´ odebrat neˇkterou ze s´ıt´ı, slouzˇ´ı k
tomu z negovany´ prˇ´ıkaz no network x.x.x.x. Prˇida´n´ı vsˇech okoln´ıch s´ıt´ı z obra´zku 2.2 do






Po prˇida´n´ı s´ıt´ı uzˇ RIP proces pos´ıla´ aktualizace verze 1 do zadany´ch s´ıt´ı a prˇij´ıma´ aktuali-
zace ve verzi 1 i 2. Pro zmeˇnu globa´ln´ı verze je mozˇne´ zadat prˇ´ıkaz version cˇı´slo verze.
Zmeˇna verze ale meˇn´ı p˚uvodn´ı nastaven´ı a proces prˇij´ıma´ pouze zpra´vy zadane´ verze. K
za´kladn´ımu nastaven´ı je mozˇne´ se vra´tit zadan´ım prˇ´ıkazu no version
Router(config-router)# version 2
Router(config-router)# no version
Verzi je mozˇne´ meˇnit i na jednotlivy´ch rozhran´ıch, kde je k dispozici detailneˇjˇs´ı konfigu-
race. Je mozˇne´ specificky nastavit, ktere´ verze se maj´ı prˇij´ımat i odes´ılat. Nejprve je vsˇak
nutne´ prˇej´ıt do konfiguracˇn´ıho rezˇimu rozhran´ı. To se provede na´sleduj´ıc´ım zp˚usobem:
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Router(config-router)# exit
Router(config)# interface FastEthernet 0/0
Router(config-if)#
Prˇ´ıkaz interface na´zev rozhranı´ cˇı´slo slotu/cˇı´slo portu zprˇ´ıstupnil konfiguraci
0. rozhran´ı FastEthernetu a karteˇ s porˇadovy´m cˇ´ıslem 0. Nyn´ı lze zadat prˇ´ıkazy pro zmeˇnu
vys´ılany´ch a prˇij´ımany´ch verz´ı. K tomu slouzˇ´ı prˇ´ıkazy ip rip send version cˇı´slo verze
a ip rip receive version cˇı´slo verze, s t´ım zˇe mohou by´t uvedeny obeˇ verze oddeˇlene´
mezerou. Obra´cene´ verze prˇ´ıkaz˚u vrac´ı zpeˇt implicitn´ı nastaven´ı. Prˇ´ıklad demonstruje zp˚usob
jaky´m by se zapsalo implicitn´ı nastaven´ı.
Router(config-if)# ip rip send version 1
Router(config-if)# ip rip receive version 1 2
Rozdeˇleny´ horizont
Dalˇs´ı pomeˇrneˇ d˚ulezˇity´ prˇ´ıkaz, ktery´ se konfiguruje v rezˇimu rozhran´ı je ip split-horizont,
ktery´ aktivuje rozdeˇleny´ horizont, naopak prˇ´ıkaz no ip split-horizont ho deaktivuje.
Zda je rozdeˇleny´ horizont implicitneˇ aktivn´ı/neaktivn´ı je da´no typem zapouzdrˇen´ı na roz-
hran´ı, pro s´ıteˇ typu Ethernet je aktivn´ı.
Router(config-if)# no ip split-horizont
Autentizace
Autentizace zajiˇst’uje, zˇe v ra´mci s´ıteˇ bude prvek dosta´vat smeˇrovac´ı informace pouze od
prvk˚u se ktery´mi sd´ıl´ı kl´ıcˇ. Zabranˇuje se tak prˇ´ıpadny´m neautorizovany´m zmeˇna´m do
smeˇrovac´ıch tabulek prvk˚u, ktere´ by mohly by´t vyuzˇity prˇi neˇjake´m typu u´toku.
Aby bylo mozˇne´ nakonfigurovat autentizaci pro RIP je nutne´ nejprve definovat kl´ıcˇenku
a alesponˇ jeden kl´ıcˇ. Zp˚usob vytvorˇen´ı byl jizˇ uveden. Po vytvorˇen´ı je nutne´ kl´ıcˇenku
propojit s RIPem a rozhran´ım pomoci prˇ´ıkazu v konfiguracˇn´ım mo´du rozhran´ı ip rip
authentication key-chain keychain name.
RIP take´ nab´ız´ı podporu v´ıce typ˚u autentizaci. Heslo je bud’ v paketech zas´ılane´ v
textove´ podobeˇ nebo je namı´sto neˇho pouzˇit hash, vytvorˇeny´ ze zpra´vy a hesla, z d˚uvodu
veˇtsˇ´ı bezpecˇnosti. Zp˚usob zabezpecˇen´ı se konfiguruje prˇ´ıkazem ip rip authentication
mode {text|mode}. Pokud nen´ı mo´d autentizace specifikova´n, uvazˇuje se implicitneˇ textove´
podoba hesla.
Router(config-if)# ip rip authentication key-chain RIPkeys
Router(config-if)# ip rip authentication mode md5
Podpora pro autentizaci je pouze u paketu RIPv2. Proto pokud prˇijde smeˇrovac´ı paket
verze 1 na rozhran´ı, kde je zapnuta´ autentizace, je automaticky zahozen.
Pasivn´ı rozhran´ı
Je nutne´ ale zmı´nit jesˇteˇ neˇkolik prˇ´ıkaz˚u, ktere´ se zada´vaj´ı v konfiguracˇn´ım rezˇimu RIPu.
Pokud na prˇipojene´ s´ıt´ı nen´ı zˇa´dny´ dalˇs´ı aktivn´ı prvek, ktery´ by potrˇeboval aktualizace
smeˇrovac´ıch informac´ı, lze vypnout zas´ıla´n´ı zpra´v na rozhran´ı pomoc´ı prˇ´ıkazu passive-interface
na´zev rozhranı´ cˇı´slo slotu/cˇı´slo portu. Zpra´vy ale budou nada´le prˇij´ıma´ny. Pokud je
mı´sto na´zvu rozhran´ı zada´no kl´ıcˇove´ slovo default jsou vsˇechna rozhran´ı nastavena jako
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pasivn´ı. Jednotliva´ rozhran´ı, ktera´ chceme mı´t aktivn´ı pote´ aktivujeme pomoc´ı obra´cene´ho
prˇ´ıkazu no passive-interface na´zev rozhranı´ cˇı´slo slotu/cˇı´slo portu.
Router(config-router)# passive-interface FastEthernet 0/1
Automaticka´ sumarizace
V kapitole o RIPu bylo zmı´neˇno, zˇe RIPu prˇeva´d´ı adresy s´ıt´ı na trˇ´ıdn´ı, pokud se prˇekracˇuje
hranice mezi trˇ´ıdn´ımi s´ıteˇmi, a take´ zˇe u RIPv2 lze tuto funkci vypnout. K tomu slouzˇ´ı
funkce no auto-summary. RIPv2 pote´ propaguje s´ıteˇ s nezmeˇneˇny´mi prefixy i prˇes trˇ´ıdn´ı
hranice. Na verzi 1 tato funkce nema´ vliv, ta sumarizuje vzˇdy.
Router(config-router)# no auto-summary
Cˇasovacˇe
Posledn´ı d˚ulezˇita´ funkce se ty´ka´ manipulace s cˇasovacˇi. V p˚uvodn´ım nastaven´ı maj´ı cˇasovacˇe
tyto hodnoty:
• cˇas aktualizac´ı - 30 sekund
• cˇas zneplatneˇn´ı - 180 sekund
• cˇas potlacˇen´ı - 180 sekund
• cˇas vyplaven´ı - 240 sekund
Prˇ´ıkaz pro zmeˇnu teˇchto hodnot je timers basic a z p v kde a, z, p, v jsou nove´
hodnoty jednotlivy´ch cˇas˚u. Prˇ´ıkazem no timers basic je obnoveno p˚uvodn´ı nastaven´ı.
Podle doporucˇen´ı by cˇas zneplatneˇn´ı a potlacˇen´ı meˇl by´t alesponˇ 3x veˇtsˇ´ı nezˇ cˇas mezi
aktualizacemi a cˇas vyplaven´ı by meˇl alesponˇ stejneˇ dlouhy´ jako soucˇet cˇas˚u aktualizaci a
potlacˇen´ı.
Router(config-router)# timers basic 20 120 120 160
Shrnut´ı
V kapitole byly prˇedstaveny jednotlive´ rodiny smeˇrovac´ıch protokol˚u. Du˚kladneˇji byl prˇedstaven






Implementovany´ smeˇrovac´ı protokol by meˇl by´t rozsˇ´ıˇren´ım s´ıt’ove´ho simula´toru. Je nutne´
se tedy sezna´mit s jeho strukturou, jaky´m zp˚usobem je rˇesˇeno smeˇrova´n´ı, odes´ıla´n´ı paket˚u
atd.
Prˇedstaven´ı simula´toru
NS-2, network simulator, je diskre´tn´ı simula´tor zameˇrˇeny´ na vy´zkum s´ıt´ı. NS by meˇl nab´ızet
znacˇnou podporu pro simulaci TCP, UDP, smeˇrova´n´ı a multicastove´ protokoly a to jak pro
klasicke´ dra´tove´ i bezdra´tove´ s´ıteˇ. Jeho ned´ılnou soucˇa´st´ı je NAM, network animator, ktery´
slouzˇ´ı ke zobrazen´ı vy´sledk˚u simulace v graficke´m rezˇimu. Podporuje zmeˇny rozmı´steˇn´ı
prvk˚u, animova´n´ı jednotlivy´ch paket˚u atd. Dı´ky spojen´ı teˇchto dvou na´stroj˚u, se mu˚zˇeme
obcˇas setkat s na´zvem NSNAM.
Simula´tor je napsa´n ve dvou jazyc´ıch, OTcl, cozˇ je Tcl rozsˇ´ıˇrene´ o objekty, a C++.
C++ slouzˇ´ı jako vy´pocˇetn´ı cˇa´st a OTcl jako uzˇivatelske´ rozhran´ı. Vzhledem k tomu, zˇe
oba jazyky jsou objektove´ existuj´ı zde 2 hierarchie objekt˚u, ktere´ v neˇktery´ch mı´stech
koresponduj´ı mezi sebou.
Sce´na´rˇ simulace se vytva´rˇ´ı ve formeˇ OTcl skriptu. Je mozˇne´ ovlivnˇovat dobu simulace,
chovan´ı jednotlivy´ch objekt˚u, stav linek atd.
3.1 Za´kladn´ı prvky
NS poskytuje za´kladn´ı stavebn´ı kameny pro vytva´rˇen´ı topologii a to prvky, linky, ktere´ je
spojuj´ı a procesy, ktere´ na nich beˇzˇ´ı.
Uzly
Uzel je za´kladn´ı stavebn´ı prvek topologie, mu˚zˇe reprezentovat kazˇdy´ s´ıt’ovy´ prvek. Prˇi vy-
tvorˇen´ı je mu prˇideˇleno jedinecˇne´ ID a adresa. Na uzly jsou nava´za´ny dalˇs´ı komponenty,
klasifika´tory a agenti.
Linky
Zajiˇst’uj´ı spojen´ı mezi jednotlivy´mi uzly. Skla´da´ se z komponent poskla´dany´ch do rˇeteˇzu,
kde kazˇda´ komponenta ma´ jinou funkci, naprˇ. fronta, zpozˇdeˇn´ı atd.
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Obra´zek 3.1: Network animator
Agenti
Agent reprezentuje procesy, ktere´ beˇzˇ´ı na jednotlivy´ch uzlech. Mozˇna´ jesˇteˇ obecneˇji se da´
rˇ´ıct, zˇe se jedna´ o mı´sto kde vznikaj´ı, jsou zpracova´va´ny a zanikaj´ı pakety. Mu˚zˇe zastupovat
funkce r˚uzny´ch aplikac´ı, smeˇrovac´ıch i transportn´ıch protokol˚u
Pakety
Zpra´vy, ktere´ si mezi sebou vymeˇnˇuj´ı jednotlivy´ agenti. Specifikum ns-2 je, zˇe paket obsa-
huje hlavicˇky vsˇech nadefinovany´ch protokol˚u. Agent, ktere´mu takovy´ paket prˇijde muzˇe si
rovnou prˇecˇ´ıst svoji hlavicˇku, a na jej´ım za´kladeˇ zkoumat zda je to paket, ktery´ prˇij´ıma´.
Agent tedy nemus´ı zkoumat bit po bitu dany´ paket.
Nevy´hodou tohoto prˇ´ıstupu je, zˇe pakety jsou velke´ a prˇi velky´ch simulac´ıch zp˚usobuj´ı
velke´ vyt´ızˇen´ı zdroj˚u. Hlavicˇky se daj´ı, ale selektivneˇ vypnout a ponechat si pouze ty, ktere´
pro konkretn´ı simulaci potrˇebujeme.
3.2 Smeˇrovac´ı struktura
Smeˇrovac´ı struktura v ns-2 se skla´da´ z neˇkolika cˇa´st´ı.
Klasifika´tor
Klasifikuje pakety na za´kladeˇ nejr˚uzneˇjˇs´ıch informaci a pote´ prˇeda´va´, na za´kladeˇ teˇchto
informac´ı, pakety da´l. Lze si ho prˇedstavit jako demultiplexor.
Uzel obsahuje veˇtsˇinou minima´lneˇ 2, jeden ktery´ klasifikuje na za´kladeˇ adresy a pln´ı v
podstateˇ funkci smeˇrovac´ı tabulky, a druhy´, ktery´ klasifikuje podle c´ılove´ho portu, pokud
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Obra´zek 3.2: Smeˇrovac´ı struktura ns-2
je paket urcˇen pro tento uzel. Krom teˇchto 2 mu˚zˇe by´t naprˇ´ıklad prˇ´ıtomen klasifika´tor
multicastovy´ch paket˚u. Klasifika´tory pote´ tvorˇ´ı stromovou strukuru.
rtModule - smeˇrovac´ı modul
Smeˇrovac´ı modul rˇ´ıd´ı klasifika´tor, a to jak jeho operace, prˇida´van´ı a odeb´ıra´n´ı cest, tak jeho
vytva´rˇen´ı a instalaci do uzlu. Uzel mu˚zˇe obsahovat v´ıce modul˚u, stejneˇ jako klasifika´toru.
Ty potom vytva´rˇej´ı rˇeteˇz, po ktere´m se propaguj´ı informace ke vsˇem smeˇrovac´ım modul˚um.
Smeˇrovac´ı protokoly
Jedna´ se vlastneˇ o agenty, kterˇ´ı si vymeˇnˇuj´ı zpra´vy s ostatn´ımi instancemi protokolu.
rtObject
Da´va´ dohromady databa´ze smeˇrovac´ıch protokol˚u a vytva´rˇ´ı z nich jedinou smeˇrovac´ı ta-
bulku. Upozorn´ı pote´ uzel, zˇe si ma´ zmeˇnit cestu k urcˇite´mu c´ıli. Uzel pote´ upozorneˇn´ı posˇle
pote´ zpra´vu na rˇeteˇz smeˇrovac´ıch modul˚u a ty zmeˇn´ı informace v klasifika´toru.
RouteLogic
Zajiˇst’uje prˇida´va´n´ı smeˇrovac´ıch protokol˚u k jednotlivy´m uzl˚um dle specifikac´ı uzˇivatele.
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3.3 Dostupne´ unicastove´ smeˇrovac´ı protokoly
Static
Vyuzˇ´ıva´ Dijkstr˚uv algoritmus, cesty k jednotlivy´m uzl˚um se vypocˇ´ıtaj´ı prˇi spusˇteˇn´ı simulace
a kazˇdy´ uzel si je prˇida´ do klasifika´toru.
Session
Pracuje na podobne´m principu jako Staticke´ smeˇrova´n´ı, ale s t´ım rozd´ılem, zˇe prˇi kazˇde´
zmeˇneˇ v topologii si uzly zmeˇn´ı cesty k jednotlivy´m uzl˚um. Sˇ´ıˇren´ı te´to informace nen´ı nijak
zpracova´no, prˇedpokla´da´ se, zˇe vsˇechny uzly zaznamenaj´ı jakoukoliv zmeˇnu v topologii.
DV
Forma distance vektor protokolu. Uzly si pravidelneˇ zas´ılaj´ı svoje smeˇrovac´ı tabulky. Zmeˇny
se v topologi´ı nesˇ´ıˇr´ı okamzˇiteˇ, jednotlive´ uzly si mus´ı tyto zmeˇny prˇeposlat. Protokol, ale
zjednodusˇuje pos´ıla´n´ı zpra´v mezi jednotlivy´mi subjekty. Existuje ‘globa´ln´ı’ databa´ze zpra´v,
a uzly si mezi sebou pouze vymeˇnˇuj´ı informace o tom, kterou zpra´vu si ma´ji vyzvednout.
3.4 Prˇ´ıklad skriptu
V prˇ´ıkladu je uvedena jednoducha´ kruhova´ topologie, se zapnuty´m distance vektor smeˇrova´n´ım.
Prvn´ı rˇa´dek vytvorˇ´ı novou instanci simula´toru. Ve druhe´m a trˇet´ım je urcˇeno, ktere´
vy´stupy ze simulace se budou ukla´dat a kam.
set ns [new Simulator] #vytvoreni simulatoru
set nf [open DV.nam w] #otevreni trace souboru pro NAM
$ns namtrace-all $nf
Jak jizˇ na´zev procedury napov´ıda´, spousˇt´ı se na konci simulace a jej´ım u´kolem je spustit
NAM s noveˇ z´ıskany´mi vy´sledky.




exec nam DV.nam &
exit 0
}
Na´sleduje vytvorˇen´ı uzl˚u, linek mezi nimi a agent˚u. Porˇad´ı parametr˚u prˇi vytva´rˇen´ı
linek je rychlost, zpozˇdeˇn´ı a typ fronty. Null agent pouze zahazuje vesˇkere´ pakety, ktere´ mu
prˇijdou.
#Vytvoreni uzlu
for {set i 0} {$i < 5} {incr i} {




$ns duplex-link $n(0) $n(1) 1Mb 10ms DropTail
$ns duplex-link $n(1) $n(2) 1Mb 10ms DropTail
$ns duplex-link $n(2) $n(3) 1Mb 10ms DropTail
$ns duplex-link $n(3) $n(4) 1Mb 10ms DropTail
$ns duplex-link $n(4) $n(0) 1Mb 10ms DropTail
#Vytvoreni UDP agentu
for {set i 0} {$i < 5} {incr i} {
set udp($i) [new Agent/UDP]
$ns attach-agent $n($i) $udp($i)
}
#Vytvoreni Null agentu
for {set i 0} {$i < 5} {incr i} {
set null($i) [new Agent/Null]
$ns attach-agent $n($i) $null($i)
}
#Pripojeni aplikace k agentovi
set cbr(13) [new Application/Traffic/CBR]
$cbr(13) set packetSize_ 500
$cbr(13) set interval_ 0.005
$cbr(13) attach-agent $udp(1)
#Propojeni dvou agentu
$ns connect $udp(1) $null(3)
#Aktivace distance vektor smerovani pro vsechny uzly
$ns rtproto DV
Posledn´ı blok prˇ´ıkaz˚u definuje chova´n´ı simulace. Kdy se maj´ı zacˇ´ıt pos´ılat data z jed-
notlivych aplikaci, kdy maj´ı by´t linky neaktivn´ı a kdy ma simulace skoncˇit atd. Nakonec
se cela´ simulace prˇ´ıkazem run instance simula´toru spust´ı.
#zacate behu aplikace
$ns at 0.5 "$cbr(13) start"
$ns at 4.5 "$cbr(13) stop"
#zmena stavu linky
$ns at 1.5 down $n(1) $n(2)
$ns at 2.5 up $n(1) $n(2)
#delka simulace




3.5 Nedostatky v˚ucˇi IPv4
Ns prˇ´ıliˇs nekoresponduje s IPv4 prostrˇed´ım. Na´sleduje vy´cˇet nedostatk˚u, ktere´ ma´ ns-2 bez
proveden´ı jaky´chkoliv zmeˇn:
• Pouze uzly maj´ı adresy, rozhran´ı jsou neadresovatelna´.
• Pakety vcha´zej´ı do uzly pouze 1 vstupem, rozhran´ı lze rozliˇsit pouze vy´stupu.
• Rozhran´ı na vy´stupu ma´ formu pouhe´ linky.
• Smeˇrova´n´ı neprob´ıha´ nad s´ıteˇmi, ale na uzly. Ve smeˇrovac´ı tabulce jsou uvedeny uzly
a cesty k nim, namı´sto s´ıt´ı. Toto take´ plyne z toho zˇe pouze uzly mohou mı´t adresu
Shrnut´ı
V te´to kapitole byl prˇedstaven simula´tor s´ıteˇ ns-2 a byli adresova´ny jeho nedostatky v˚ucˇi





V te´to kapitole jsou uvedeny pozˇadavky na aplikaci spolecˇneˇ s na´vrhem mozˇne´ implemen-
tace. Da´le je tu popsa´n zp˚usob implementace jednotlivy´ch vlastnost´ı.
4.1 Koncept rozsˇ´ıˇren´ı
Na´vrh
Za´meˇrem te´to pra´ce je rozsˇ´ıˇren´ı sta´vaj´ıc´ıch mozˇnost´ı ns-2 a ne u´plna´ zmeˇna ns-2 a proto
by meˇla by´t implementace koncipova´na tak, aby ji bylo mozˇne´ selektivneˇ aktivovat cˇi de-
aktivovat. A v prˇ´ıpadeˇ, zˇe bude deaktivova´na nijak neovlivnˇovala beˇh simulace.
Implementace
Soubor: ns-lib.tcl, ns-route.tcl
Aby byla dodrzˇena podmı´nka rozsˇ´ıˇren´ı, tedy zˇe implementace nebude ovlivnˇovat p˚uvodn´ı
strukturu ns-2, byla zavedena promeˇnna´ simula´toru IPv4 . Na za´kladeˇ jeho hodnoty se akti-
vuje nova´ IPv4 struktura nebo z˚ustane p˚uvodn´ı. Aktivace nove´ struktury se prova´d´ı vola´n´ım
metody simula´toru IPv4 s parametry ON. Metoda deaktivuje za´kladn´ı, Base, smeˇrovac´ı mo-
dul a aktivuje novy´ IPv4 modul. Pro zjiˇsteˇn´ı zda je rozsˇ´ıˇren´ı aktivova´no slouzˇ´ı metoda
simua´ltor IPv4?, ktera´ vrac´ı hodnotu ON, pokud je rozsˇ´ıˇren´ı aktivn´ı.
Prˇ´ıklad zada´n´ı do skriptu:
$ns IPv4 ON
Bylo nutne´ zasa´hnout do sta´vaj´ıc´ıch ko´d˚u ns-2 a zmeˇnit chova´n´ı smeˇrovac´ı logiky, Rou-
teLogic, tak aby prˇi spusˇteˇn´ı IPv4 rozsˇ´ıˇren´ı vytvorˇila instance novy´ch rtObject˚u na vsˇech
uzlech.
4.2 Podp˚urne´ prvky a struktury
Protozˇe ns-2 nema´ pro IPv4 prostrˇed´ı dostatecˇnou podporu, bylo nutne´ implementovat nove´




Uzly by meˇli by´t adresovatelne´ v´ıce adresami, ne pouze jednou jako tomu je v p˚uvodn´ı ns-2.
Uzly by meˇli mı´t strukturu pro uchova´va´n´ı adres rozhran´ı a take´ by meˇli prˇij´ımat pakety,




Adresy jednotlivy´ch rozhran´ı jsou ulozˇeny v asociativn´ım poli, kde je jako kl´ıcˇ pouzˇ´ıt sou-
sedn´ı uzel. Nevy´hodou tohoto prˇ´ıstupu je mozˇnost mı´t pouze jedno rozhran´ı k jake´mukoliv
uzlu, ale vzhledem k ulozˇen´ı linek v samotne´m simula´toru, pomoc´ı id pocˇa´tecˇn´ıho a kon-
cove´ho uzlu, neumozˇnˇuje ani samotna´ ns-2 podporu pro v´ıce rozhran´ı mezi uzly. Vy´hodou
je snadna´ orientace v linka´ch a prˇi vytva´rˇen´ı skript˚u.
Po zada´ni adresy rozhran´ı je za´znam prˇeveden na tvar adresa/maska a ulozˇen do asoci-
ativn´ıho pole. Nav´ıc je prˇida´na informace o s´ıt´ı na ktere´ rozhran´ı lezˇ´ı, z d˚uvodu zˇe se tato
informace cˇasto vyuzˇ´ıva´. Odpada´ tak nutnost ji znovu pocˇ´ıtat prˇi kazˇde´m jej´ım pouzˇit´ı.
4.2.2 Klasifika´tor
Na´vrh
Klasifika´tor s podporou IPv4 mus´ı, pokud mu prˇijde paket, ze sve´ smeˇrovac´ı tabulky vybrat
s´ıt’, ve ktere´ se nacha´z´ı uzel, pro ktery´ je paket urcˇen. Klasifika´tor mus´ı udrzˇovat cesty k
jednotlivy´m s´ıt´ım, ne uzl˚um jako to je v implicitn´ım klasifika´toru v ns-2. Da´le by meˇl
vyhleda´vat ve sve´ smeˇrovac´ı tabulce od nejspecificˇteˇjˇs´ıch za´znamu, za´znamu s nejdelˇs´ım
prefixem.
Implicitn´ı klasifika´tor v ns-2 meˇl jesˇteˇ jeden nedostatek, pokud nenasˇel c´ıl pro dany´
paket, volal proceduru no-route, ktera´ zastavila simulaci a vypsala na standardn´ı vy´stup
zpra´vu o tom, zˇe dana´ cesta neexistuje. Toto chova´n´ı ale nen´ı vhodne´ pro IPv4 s´ıteˇ a je
nutne´ ho odstranit. Zarˇ´ızen´ı v rea´lny´ch s´ıt´ıch by v tomto prˇ´ıpadeˇ odesilateli zaslalo zpra´vu
o tom, zˇe dana´ s´ıt’ nen´ı k dispozici.
Implementace
Soubory: classifier-ipv4.{h, cc}, classifier-port.{h, cc}
Klasifika´tor, ktery´ smeˇruje na za´kladeˇ IP adres do s´ıt´ı byl jizˇ implementova´n prˇi vytva´rˇen´ı
modelu BGP pro tento simula´tor. Autory tohoto modelu a i klasifika´toru jsou Rob Ballatyne
a Tony Dongliang Feng. Klasifika´tor vsˇak nepodporuje rozes´ıla´n´ı paketu v´ıce c´ıl˚um nara´z,
multicast a broadcast, ale tuto vlastnost nebude potrˇeba implementovat. Klasifika´tor se ale
choval podobneˇ jako implicitn´ı klasifika´tor v prˇ´ıpadeˇ, zˇe prˇijal paket jehozˇ c´ılovou adresu,
nebo alesponˇ s´ıt’ do ktere´ spada´, nemeˇl ve smeˇrovac´ı tabulce. Tuto vlastnost bylo trˇeba
zmeˇnit.
Pokud do klasifika´toru prˇijde paket je na neˇj vola´na metoda classify jej´ızˇ na´vratova´
hodnota urcˇuje na ktery´ slot v klasifika´toru se dany´ paket odesˇle. Jaky´m zp˚usobem se
hodnota tohoto slotu z´ıska´ je cˇisteˇ na autorovi klasifika´toru.
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Metoda classify je vola´na z metody find, ktera´ na za´kladeˇ slotu vrac´ı objekt na ktery´
se ma´ paket poslat da´le. Pokud vsˇak metoda classify vra´tila hodnotu, ktera´ znacˇila, zˇe
zˇa´dny´ slot nebyl nalezen, byla vola´na pra´veˇ ona zminˇovana´ funkce no-route. Tato vlastnost
vsˇak neodpov´ıdala na´vrhu, proto byla zmeˇneˇna metoda find zdeˇdeˇna´ z rodicˇovske´ trˇ´ıdy
Classifier. A to u obou pouzˇ´ıvany´ch klasifika´tor˚u, jak adres tak port˚u.
4.2.3 Smeˇrovac´ı modul
Na´vrh
Jak jizˇ bylo zmı´neˇno, u´lohou smeˇrovac´ıho modulu je rˇ´ızen´ı klasifika´toru. Meˇl by proto




Vzheldem k tomu, zˇe klasifika´tor od Ballatyna a Fenga meˇl k sobeˇ jizˇ vytvorˇeny´ smeˇrovac´ı
modul, nebyl implementova´n novy´ modul, pouze byl pouzˇity´, ten jizˇ naimplementovany´. V
dalˇs´ım textu vsˇak bude popsa´n zp˚usob jeho intergrace.
Definice nove´ho smeˇrovac´ıho modulu - rtmodule.h:
class IPv4RoutingModule : public RoutingModule {
public:
IPv4RoutingModule() : RoutingModule() {}
virtual const char* module_name() const {return "IPv4";}




Je zde definova´no zarˇazen´ı do hieararchie trˇ´ıd a rozhran´ı s OTcl, pomoc´ı funkce command,
jej´ı podrobneˇjˇs´ı rozbor je da´le v textu azˇ pozdeˇji. Protozˇe pouzˇ´ıva´me jinou trˇ´ıdu klasi-
fika´toru je nutne´ zde tuto skutecˇnost uve´st. Vzhledem k tomu, zˇe je tato trˇ´ıda implemen-
tova´na v obou jazyc´ıch ns-2, je nutne´ tyto dveˇ prostrˇed´ı propojit. V na´sleduj´ıc´ım bloku ko´du
v souboru rtmodule.cc definujeme, zˇe pokud se v OTcl vytvorˇ´ı objekt trˇ´ıdy RtModule/IPv4
bude vytvorˇen odpov´ıdaj´ıc´ı objekt trˇ´ıdy IPv4RoutingModule, pomoc´ı vola´n´ı funkce create.
Propojen´ı OTcl/C++ - rtmodule.h:
static class IPv4RoutingModuleClass : public TclClass {
public:
IPv4RoutingModuleClass() : TclClass("RtModule/IPv4") {}
TclObject* create(int, const char*const*) {
return ( new IPv4RoutingModule );
}
} class_ipv4_module;
V te´mzˇe souboru je jesˇteˇ potrˇeba implementovat funkci command, nejsou nutne´ zvla´sˇtn´ı




Ostatn´ı soucˇa´sti ns-2 vyuzˇ´ıvaj´ı neˇkolik metod smeˇrovac´ıho modulu skrz Otcl. Metodu
register, ktera´ definuje, ktere´ klasifika´tory se maj´ı prˇidat do uzlu, pokud je dany´ mo-
dul aktivn´ı. Uzly potrˇebuj´ı rozhran´ı pro prˇida´va´n´ı a odeb´ıra´n´ı cest z klasifika´toru, toto




Pu˚vodn´ı rtObject byl implementova´n cˇisteˇ v OTcl a skla´dal z neˇkolika asociativn´ıch pol´ı,
kde jako kl´ıcˇ byli pouzˇity jednotlive´ uzly. Toto rˇesˇen´ı bylo mozˇne´ vzhledem k tomu, zˇe pocˇet
uzl˚u byl prˇedem zna´m. Implementac´ı IPv4 prostrˇed´ı a smeˇrova´n´ı na ba´zi s´ıt´ı se stalo toto
rˇesˇen´ı nepouzˇitelny´m. Musela by se udrzˇovat neˇjaka´ centra´ln´ı databa´ze vsˇech pouzˇity´ch
s´ıt´ı, ke ktere´ by meˇli prˇ´ıstup vsˇechny prvky.
Dalˇs´ı podstatnou veˇc´ı bylo, zˇe vsˇechny smeˇrovac´ı protokoly museli mı´t jednotnou struk-
turu asociativn´ıch pol´ı v OTcl, ze ktery´ch si rtObject bral informace cesta´ch k r˚uzny´m
uzl˚um. Pokud si tedy smeˇrovac´ı protokol udrzˇoval svoji smeˇrovac´ı tabulku v C++, musel
mı´t nutneˇ duplicitn´ı v OTcl, kv˚uli rtObjectu.
Take´ chybeˇla mozˇnost ovlivnit, ne ktery´ port bude smeˇrovac´ı protokol prˇipojen. V
p˚uvodn´ı implementaci si smeˇrovac´ı protokoly museli nejprve zjistit na ktere´m portu sou-
sedske´ho uzlu beˇzˇ´ı instance tohoto protokolu, protozˇe bylo mozˇne´, zˇe jednotliv´ı agenti
smeˇrovac´ıch protokol˚u byli na r˚uzny´ch portech.
Novy´ rtObject by meˇl poskytnout podporu pro smeˇrova´n´ı na za´kladeˇ s´ıt´ı, a take´ od-
stranit nutnost mı´t pevneˇ specifikovanou smeˇrovac´ı tabulku v OTcl pro smeˇrovac´ı proto-
koly. Jako vhodny´ model se zda´l by´t model typu dotaz/odpoveˇd, kdy smeˇrovac´ı protokoly
informuj´ı rtObject o zmeˇna´ch ve svy´ch smeˇrovac´ıch tabulka´ch. On si na za´kladeˇ teˇchto
upozorneˇn´ı meˇn´ı vlastn´ı smeˇrovac´ı tabulku a informuje uzel, aby si zmeˇnil informace v kla-
sifika´toru. Pokud je nutne´ smazat cestu do neˇktere´ s´ıteˇ, meˇl by se zeptat ostatn´ıch protokol˚u
zda nemaj´ı cestu do dane´ s´ıteˇ. Meˇl by take´ umeˇt prˇipojit smeˇrovac´ı protokol na konkre´tn´ı
port.
Z d˚uvodu podobnosti s vy´pisy z Cisco zarˇ´ızen´ı by bylo vhodne´ prˇidat take´ mozˇnost
specifikovat identifika´tor smeˇrovac´ıho protokolu, naprˇ. C pro prˇipojene´ s´ıteˇ, R pro RIP atd.
Implementace
Soubor: ns-rtObjectIPv4.tcl
Novy´ model rtObjectu je zalozˇen na komunikaci formou dotaz/odpoveˇd’ mezi rtObjectem a
smeˇrovac´ımi protokoly, kde odpoveˇdi od smeˇrovac´ıch protokol˚u nemus´ı by´t vzˇdy vyzˇa´dane´.
Smeˇrovac´ı protokoly pomoc´ı odpoveˇdi informuj´ı rtObject o zmeˇna´ch svy´ch databa´z´ı. Vzhle-
dem k tomu, zˇe rtObject nepracuje s pakety, ale pouze se smeˇrovac´ımi informacemi, nebyl
d˚uvod implementovat jeho cˇa´st v C++, ktera´ je ve veˇtsˇineˇ prˇ´ıpadu urcˇena pro zpracova´va´n´ı
jednotlivy´ch paket˚u.
S´ıteˇ jsou ulozˇeny v asociativn´ım poli kde jako kl´ıcˇ slouzˇ´ı s´ıt’/prefix. V dalˇs´ıch pol´ıch jsou
ulozˇeny pote´ informace o dalˇs´ım skoku, preference protokolu a jeho metrika.
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Metoda smeˇrovac´ıho protokolu, ktera´ se pouzˇ´ıva´ jako dotaz na cestu k s´ıt´ı a kterou mus´ı
implementovat kazˇdy´ smeˇrovac´ı protokol, ma´ tvar volan´ı Protocol notify-about-route
sı´t’ prefix. Jako odpoveˇd’ smeˇrovac´ıch protokol˚u rtObjectu se pouzˇ´ıva´ stejnojmenna´ me-
toda, ale v tomto prˇ´ıpadeˇ se jedna´ o metodu rtObjectu. Jej´ı parametry jsou vsˇak rozsˇ´ıˇrene´.
Jej´ı vola´n´ı ma´ tvar rtObject notify-about-route identifika´tor sı´t’ prefix adresa dalsˇı´ho
skoku preference metrika. Pokud je v odpoveˇdi hodnota metriku -1 je to signa´l pro sma-
zan´ı cesty do urcˇene´ s´ıteˇ.
Dalˇs´ı metodou, kterou mus´ı implementovat smeˇrovac´ı protokoly je Protocol clear-route
sı´t’ prefix, kterou zˇa´da´ rtObject o smazan´ı urcˇite´ cesty ze smeˇrovac´ı tabulky. Pokud je
hodnota parametru sı´t’ rovna all, je to zˇa´dost o vymaza´n´ı cele´ databa´ze. O smazan´ı jizˇ
nemus´ı by´t rtObject jizˇ informova´n.
Metoda intf-changed z˚ustala v podstateˇ nezmeˇneˇna, pouze v n´ı nen´ı explicitneˇ vola´no
compute-routes vsˇech protokol˚u. Nove´ protokoly by meˇli reagovat na tuto zmeˇnu, a ne na
vola´n´ı funkce compute-routes
Implementace musela obsahovat funkce, ktere´ by slouzˇili jako rozhran´ı pro ostatn´ı kom-
ponenty simula´toru. Ve veˇtsˇineˇ prˇ´ıpad˚u se shoduj´ı se stary´m rtObjectem, pouze metoda
add-proto byla rozsˇ´ıˇrena o mozˇnost prˇipojit smeˇrovac´ı protokol na konkre´tn´ı port. Pro
u´plnou podporu prˇipojen´ı agenta na konkretn´ı port v demultiplexoru port˚u bylo nutne´
jesˇteˇ zmeˇnit metodu simula´toru attach-agent, definovanou v ns-lib.tcl. Metodeˇ byl prˇida´n
volitelny´ parametr, ktery´ urcˇuje, na ktery´ port ma´ by´t agent prˇipojen. Nen´ı-li jeho hodnota
specifikova´na, agent se prˇipoj´ı na prvn´ı mozˇny´ port.
Pokud se smazˇe cesta do neˇktere´ s´ıteˇ rtObject posˇle dotaz vsˇem protokol˚um na novou
cestu do te´to s´ıteˇ. Je nutne´ si, ale uveˇdomit zˇe toto nasta´va´ okamzˇiteˇ po obdrzˇen´ı zpra´vy
o zmeˇneˇ, a zˇe rtObject se dotazuje vsˇech smeˇrovac´ıch protokol˚u, i toho ktery´ zpra´vu o
smazan´ı cesty odeslal. Mu˚zˇe totizˇ nastat situace, zˇe smeˇrovac´ı protokol ma´ tuto cestu jesˇteˇ
v databa´zi a prˇi dotazu na tuto s´ıt’ odpov´ı pra´veˇ mazanou cestou. To vede k nejr˚uzneˇjˇs´ım
proble´mu˚m.






Kazˇdy´ uzel by meˇl zna´t s´ıteˇ, ktere´ ma´ k sobeˇ prˇ´ımo prˇipojene´. V p˚uvodn´ım ns-2 znal uzel
svoje sousedske´ uzly. To bylo realizova´no ‘smeˇrovac´ım’ protokolem Direct.
Podobny´ princip je nutne´ zarˇ´ıdit i pro prˇ´ımo prˇipojene´ s´ıteˇ a proto je nutne´ implemen-
tovat modifikaci smeˇrovac´ıho protokolu Direct. Tento protokol by meˇl umeˇt nejenom prˇidat
prˇipojene´ s´ıteˇ do klasifika´toru, ale take´ prˇidat adresy rozhran´ı, tak aby pakety, ktere´ jsou
smeˇrova´ny na tyto adresy byly prˇeda´ny klasifika´toru port˚u. Da´le by meˇl prˇidat i broadcas-




Spra´vu prˇipojeny´ch s´ıt´ı zajiˇst’uje nova´ verze protokolu Direct s na´zvem DirectIPv4. Instance
tohoto ‘smeˇrovac´ıho’ protokolu vznika´ spolecˇneˇ se vznikem rtObjectu, aby bylo zajiˇsteˇno, zˇe
vsˇechny uzly budou zna´t alesponˇ prˇipojene´ s´ıteˇ. Prˇi inicializaci take´ podle na´vrhu prˇ´ıda´va´
broadcastove´ adresy a adresy rozhran´ı do klasifika´toru, aby uzel prˇij´ımal pakety jej´ızˇ c´ılova´
adresa je rovna adrese rozhran´ı.
Pracuje na jednoduche´m principu, kde na za´kladeˇ stavu rozhran´ı urcˇuje zda dana´ s´ıt’
ma´ by´t prˇida´na, prˇ´ıpadneˇ odebra´na z rtObjectu. O adresa´ch rozhran´ı prˇedpokla´da´me zˇe se
nemeˇn´ı. Na clear-route nereaguje, prˇipojene´ s´ıteˇ jsou zna´my i prˇi smaza´n´ı smeˇrovac´ıch
databa´z´ı.
Protokol Direct je implementova´n pouze v OTcl, protozˇe nevyuzˇ´ıva´ zas´ıla´n´ı paket˚u.
Implementova´ny jsou vsˇechny funkce vyzˇadovane´ pro interakci s rtObjectem.
4.2.6 Staticke´ smeˇrova´n´ı
Na´vrh
Staticke´ smeˇrova´n´ı je oproti RIPu jednodusˇ´ı. Jej´ı instance si nevymeˇnˇuj´ı pakety a pouze
uzˇivatel mu˚zˇe zmeˇnit jeho cesty k s´ıt´ım. Prˇida´n´ı staticke´ cesty k s´ıt´ı by meˇlo by´t co nej-
podobneˇjˇs´ı prˇ´ıkazu Cisco IOS ip route x.x.x.x m.m.m.m n.n.n.n p, kde x znacˇ´ı adresu
s´ıteˇ, m jej´ı masku, n dalˇs´ı skok ve smeˇru k s´ıt´ı a p volitelneˇ preferenci. Protokol by meˇ




Podobneˇ jako Direct ani instance staticke´ho smeˇrova´n´ı si mezi sebou nevymeˇnˇuj´ı zpra´vy
o stavu smeˇrovac´ıch tabulek a proto je mozˇne´ i staticke´ smeˇrova´n´ı implementovat jako
OTcl trˇ´ıdu. Mus´ı implementovat, stejneˇ jako Direct a dalˇs´ı smeˇrovac´ı protokoly, rozhran´ı s
rtObjectem, konkre´tneˇ funkce notify-about-route, clear-route a intf-changed.
Databa´ze cest se da´ implementovat pomoc´ı asociativn´ıch pol´ı s vhodneˇ zvoleny´m kl´ıcˇem.
Kl´ıcˇ v podobneˇ s´ıt’/prefix nen´ı bohuzˇel dostatecˇny´, protozˇe u staticky´ch cest je beˇzˇnou prax´ı
mı´t 2 do stejne´ s´ıteˇ, ale s r˚uznou preferenc´ı. Pokud linka ve smeˇru s cesty s nizˇsˇ´ı preferenc´ı
nen´ı funkcˇn´ı, zvol´ı se druha´ s preferenc´ı vysˇsˇ´ı.
Kl´ıcˇ je tedy nutne´ zvolit jako kombinaci s´ıteˇ prefixu a adresy dalˇs´ıho skoku.
Protokol mus´ı sledovat zmeˇny rozhran´ı, aby protokol oznamoval rtObjectu spra´vne´ cesty
skrz aktivn´ı rozhran´ı, ne skrz ty, ktere´ jsou nefunkcˇn´ı. Na metodu clear-route protokol
nereaguje, staticky prˇidane´ cesty, podobneˇ jako prˇ´ımo prˇipojene´ se ze smeˇrovac´ı tabulky
nemazˇou, pouze dynamicky´ naucˇene´ cesty.
Prˇida´n´ı smeˇrovac´ıho protokolu do simulace
Na rozd´ıl od protokolu Direct, ktery´ je prˇida´n vzˇdy, staticke´ smeˇrova´n´ı je mozˇne´ prˇidat
selektivneˇ na urcˇite´ uzly pomoc´ı prˇ´ıkazu:
$ns rtproto StaticIPv4 $n(1) $n(2)
Pokud nen´ı definova´n seznam uzl˚u, je protokol prˇida´n na vsˇechny uzly.
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Pojmenova´n´ı je zvoleno tak aby se protokol odliˇsil od p˚uvodn´ıho protokolu Static. Kv˚uli
zp˚usobu prˇida´n´ı protokolu, skrz vola´n´ı funkce rtproto, jsou jeho instance vytvorˇeny azˇ po
spusˇteˇn´ı simulace a i jeho konfigurace je mozˇna´ azˇ v simulacˇn´ım cˇase.
4.3 Smeˇrovac´ı protokol RIP
Na´vrh
Model smeˇrovac´ıho protokolu by meˇl odpov´ıdat funkcˇneˇ RFC dokument˚um [2], [4] a take´
chova´n´ı protokolu na Cisco prvc´ıch. Implementace nemus´ı odrazˇet chova´n´ı u´plneˇ prˇesneˇ,
z d˚uvodu zˇe se jedna´ o model protokolu, z toho d˚uvodu je mozˇne´ si dovolit neˇktera´ zjed-
nodusˇen´ı.
Implementace
soubory: rtProtoRIP.h, cc, rtProtoRIP packets.h
Implementace RIPu je napsa´na jak v OTcl tak v C++, z d˚uvodu manipulace s pakety. Z
toho plyne, podobneˇ jako v prˇ´ıpade smeˇrovac´ıho modulu, nutnost tyto 2 oddeˇlene´ cˇa´sti pro-
pojit. Take´ bylo nutne´ nadefinovat novou hlavicˇku paketu a zprˇ´ıstupnit nastaven´ı procesu
uzˇivatel˚um.
4.3.1 Novy´ typ paket˚u
Na´vrh
Aby spolu mohly instance protokolu komunikovat je nutne´ nadefinovat forma´t zpra´vy, RIP
hlavicˇku paketu. Z tabulek 2.3 a 2.4 je patrne´, zˇe veˇtsˇinu pol´ı maj´ı protokoly spolecˇne´. Je
tedy mozˇne´ nadefinovat pouze 1 hlavicˇku, kterou budou vyuzˇ´ıvat obeˇ verze protokolu. Pole
verze protokolu poskytuje dostatecˇne´ rozliˇsen´ı jednotlivy´ch verz´ı. Specificka´ pole verze 2,
mu˚zˇe verze 1 ignorovat.
Implementace
Obsah paketu je stejny´ jako obsah paketu RIPv1 obohaceny´ o polozˇku RIPv2, ktera´ urcˇuje
de´lku prefixu dane´ s´ıteˇ. Oproti plne´ RIPv2 hlavicˇce chyb´ı polozˇka TAG, z d˚uvodu, zˇe
v soucˇasne´ dobeˇ nen´ı redistribuce z jiny´ch protokol˚u implementova´na, zˇa´dne´ dalˇs´ı nejsou
zat´ım k dispozici. Take´ chyb´ı pole dalˇs´ıho skoku, implicitneˇ se vzˇdy vyuzˇ´ıva´ zdrojove´ adresy
paketu. Zmeˇnou oproti tradicˇn´ı strukturˇe RIP paket˚u, kde je prvn´ı za´znam vyuzˇit pro
autentizacˇn´ı u´daje, je vytvorˇen´ı samostatne´ promeˇnne´, ktera´ tyto u´daje obsahuje.
Struktura paketu - rtProtoRIP packets.h:
int command_;
int version_;
const char * authentication_;
RIP_route_list routes_;
Promeˇna´ routes zastupuje za´znamy jednotlivy´ch s´ıt´ı v paketu. Kazˇdy´ za´znam ma´










Je d˚ulezˇite´ si povsˇimnout n´ızˇe uvedeny´ch rˇa´dk˚u uvnitrˇ struktury hdr rtProtoRIP pkt.
K informac´ım v RIP hlavicˇce paketu je potrˇeba prˇistupovat a protozˇe paket sebou nese
vsˇechny hlavicˇky, ktere´ jsou poskla´da´ny jedna za druhou v poli znak˚u, je nutne´ veˇdeˇt kde
prˇesneˇ se RIP hlavicˇka nacha´z´ı. Pra´veˇ prˇ´ıstup k n´ı je zajiˇsteˇn n´ızˇe uvedenou funkc´ı v
rtProtoRIP packets.h
static int offset_;
inline static hdr_rtProtoRIP_pkt* access(const Packet* p) {
return (hdr_rtProtoRIP_pkt*)p->access(offset_);
}
Pro prˇ´ıstup se take´ cˇasto definuje makro s parametrem:
#define HDR_RTPROTORIP_PKT(p) hdr_rtProtoRIP_pkt::access(p)
Hodnotu offset je nutne´ mı´t zprˇ´ıstupneˇnou skrz Tcl, aby byla inicializova´na si-
mula´torem na hodnotu odpov´ıdaj´ıc´ı posunut´ı RIP hlavicˇky v poli znak˚u.
Zprˇ´ıstupneˇn´ı RIP hlavicˇky - rtProtoRIP.cc:








Noveˇ definovana´ hlavicˇka se mus´ı prˇidat do simula´toru. Vsˇechny hlavicˇky, ktere´ si-
mula´tor zna´ jsou definovane´ v souboru packet.h. Nejprve je nutne´ zadat novou hodnotu
do vy´cˇtu packet t. Da´le pak je nutne´ prˇidat informaci o na´zvu paketu do trˇ´ıdy p info.
Tento na´zev bude pouzˇit prˇi vytva´rˇen´ı souboru pro NAM, kde jsou za´znamy o jednotlivy´ch
paketech, s definovany´m jme´nem.















Hlavn´ı trˇ´ıda smeˇrovac´ıho protokolu RIP definuje promeˇnne´ a metody pro beˇh samotne´ho
protokolu, prˇij´ıma´n´ı a odes´ıla´n´ı paket˚u, vytva´rˇen´ı databa´ze a reakce na zmeˇnu s´ıteˇ. Jej´ı
metody pracuj´ı nad 2 za´kladn´ımi strukturami, databa´z´ı a seznamem rozhran´ı.
Struktura trˇ´ıdy smeˇrovac´ı protokolu - rtProtoRIP.h
class rtProtoRIP : public Agent {
u_int32_t node_id_; //id uzlu
u_int32_t node_addr_; //adresa uzlu
u_int32_t agent_port_; //cislo portu
int infinity_; //max. metrika
int version_; //verze protokolu
bool auto_summary_; //nastaveni autosumarizace
u_int32_t rip1address_; //adresy pro pakety
u_int32_t rip2address_; //jednotlivych verzi
list<interface_entry> interfaces_; //seznam rozhrani
list<RIP_database_entry *> RIP_database_; //databaze siti
int update_time_; //implicitni
int invalid_time_; //hodnoty casovacu
int flush_time_;
u_int32_t debug_; //nastaveni debuggingu




V databa´zi se uchova´vaj´ı informace o s´ıt´ıch a cesta´ch k nim. Databa´ze mus´ı obsahovat
vsˇechny potrˇebne´ informace pro smeˇrova´n´ı, ale take´ pro vytva´rˇen´ı zpra´v pro ostatn´ı in-





• Adresa dalˇs´ıho skoku
• Rozhran´ı na ktere´ tato informace prˇiˇsla
Da´le je s kazˇdy´m za´znamem spojeno neˇkolik cˇasovacˇ˚u a je vhodne´ mı´t tyto cˇasovacˇe k
dispozici skrz tento za´znam o s´ıt´ı, abychom nemuseli v neˇktere´ dalˇs´ı strukturˇe vyhleda´vat
tyto cˇasovacˇe v prˇ´ıpadeˇ, zˇe je budeme cht´ıt resetovat, meˇnit.
Implementace
Databa´ze je koncipova´na jako standardn´ı kontejner list. Nen´ı na n´ı aplikova´no zˇa´dne´ rˇazen´ı,
protozˇe neslouzˇ´ı k vyhleda´va´n´ı c´ıl˚u jednotlivy´ch paket˚u. Slouzˇ´ı pouze k ulozˇen´ı informac´ı,
ktere´ se prˇedaj´ı da´l rtObjectu, ktery´ tyto informace propaguje da´le do klasifika´toru.
Struktura za´znamu databa´ze - rtProtoRIP.h
struct RIP_database_entry {




u_int32_t intf_id; //identifikace rozhrani
bool notify; //zda se muze odpovidat






Jednotlive´ smeˇrovac´ı protokoly si mus´ı sami udrzˇovat stav jednotlivy´ch rozhran´ı kv˚uli
zp˚usobu reakce ns-2 na tuto uda´lost. Pokud se zmeˇn´ı stav linky, jsou na to prˇipojene´ uzly
upozorneˇny. Uzly pote´ informuj´ı rtObject o zmeˇne rozhran´ı, ale bohuzˇel neudavaj´ı ktere´, a
ten pote´ vsˇechny smeˇrovac´ı protokoly. Z d˚uvodu, zˇe nen´ı uvedene´ ktere´ rozhran´ı se zmeˇnilo,
mus´ı si jednotlive´ smeˇrovac´ı protokoly zjisit zmeˇny oproti jejich ulozˇene´mu stavu a stavu
skutecˇne´mu.
Nutnost mı´t vlastn´ı seznam rozhran´ı, je vsˇak take´ vyzˇadova´na z d˚uvodu nejr˚uzneˇjˇs´ıch
nastaven´ı, ktera´ se prova´deˇj´ı na jednotlivy´ch rozhran´ıch, naprˇ. zda je rozhran´ı pasivn´ı.






A pote´ za´znamy o nastaven´ı RIPu
• Zas´ılana´ verze
• Prˇij´ımana´ verze
• Rozhran´ı je zahrnuto v RIPu
• Pasivn´ı rozhran´ı
• Stav rozdeˇlene´ho horizontu
• Zp˚usob autentizace
• Seznam hesel
Ukazatel na linku mezi sousedem, je nutny´ z d˚uvodu, zˇe komunikace RIP prob´ıha´ broad-
castovy´ch a multicastovy´ch adresa´ch. Beˇzˇny´ agent posˇle vytvorˇeny´ paket klasifika´toru a ten
jizˇ sa´m rozhodne kam, dana´ zpra´va patrˇ´ı. RIP ale potrˇebuje poslat pakety se stejnou c´ılovou
adresou, 255.255.255.255 nebo 224.0.0.9, ale r˚uzny´m obsahem na r˚uzne´ rozhran´ı. Z tohoto
d˚uvodu je nutne´ mı´t mozˇnost poslat paket na konkre´tn´ı linku a k tomu slouzˇ´ı tento ukazatel.
Implementace
Seznam rozhran´ı je podobneˇ jako databa´ze implementova´n jako standardn´ı kontejner list.
Jeho funkc´ı je uchova´vat stav jednotlivy´ch rozhran´ı a s n´ım spojena´ nastaven´ı smeˇrovac´ıho
protokolu RIP. Du˚lezˇitou promeˇnou je ukazatel na linku mezi t´ımto a sousedsky´m uzlem,
kv˚uli mozˇnosti odes´ılat zpra´vy na jednotliva´ rozhran´ı. Jednotlive´ zpra´vy jsou totizˇ r˚uzne´
v za´vislosti na rozhran´ı z d˚uvodu aktivace r˚uzny´ch metod zabranˇuj´ıc´ıch pocˇ´ıta´n´ı do ne-
konecˇna.
Z nastaven´ı RIPu je podstatna´ promeˇnna´ RIP peer, ktera´ oznacˇuje zda rozhran´ı bylo
zahrnuto do RIP procesu pomoc´ı prˇ´ıkazu network.
Struktura za´znamu rozhran´ı - rtProtoRIP.h
struct interface_entry
{
u_int32_t nei_id; //identifikator rozhrani
u_int32_t intf_addr; //adresa rozhrani
int intf_prefix;
NsObject* link; //objekt pripojene linky
bool intf_up; //stav linky
int send_version; //odesilana verze
int receive_version;//prijimana verze
bool RIP_peer; //je rozhrani zahrnuto v RIP?
bool passive; //pasivni rozhrani
bool split_horizont; //rozdeleny horizont
int auth_mode; //mod autentizace
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char * key_chain; //jmeno klicenky
password_list passwords; //seznam hesel
};
4.3.4 Propojen´ı C++ a OTcl trˇ´ıd
Podobneˇ jako u smeˇrovac´ıho modulu je nutne´, propojit vytva´rˇen´ı trˇ´ıd v OTcl a C++. Prˇi
vytvorˇen´ı trˇ´ıdy v OTcl se vola´ na pozad´ı funkce create, ktera´ se postara´ o vytvorˇen´ı trˇ´ıdy
v C++
Propojen´ı OTcl/C++ - rtProtoRIP.cc:
static class rtProtoRIPClass : public TclClass
{
public:
rtProtoRIPClass() : TclClass ("Agent/rtProto/RIP") {}





Pokud agent chce prˇij´ımat pakety mus´ı mı´t definovanou metodu recv(Packet *p, Handler
*), ktera´ je vola´na ostatn´ımi cˇa´stmi simula´toru. Prvek, ktery´ chce odeslat paket agentovi,
zavola´ metodu agenta recv a prˇeda´ ji jako parametr zas´ılany´ paket.
Da´le mus´ı by´t definova´na metoda command, ktera´ vytva´rˇ´ı rozhran´ı pro OTcl, aby se z neˇj
dali volat metody C++. OTcl prˇi vyhodnocova´n´ı funkc´ı interpretr nejdrˇ´ıve hleda´ metodu
OTcl trˇ´ıdy, pokud ji nenalezne, zavola´ metodu unknown, ktera´ vola´ metodu cmd. Ta vola´
metodu command objektu v C++.
Metoda ma pomeˇrneˇ jednoduchou strukturu neˇkolika if˚u, rozdeˇluj´ıc´ı prˇ´ıkazy dle pocˇtu
parametr˚u. Prvni argument, argv[0] obsahuje vzˇdy na´zev metody, v tom to prˇ´ıpade je to
vzˇdy ‘cmd’. V argv[1] je pote´ ulozˇena pozˇadovana´ operace. Na prˇ´ıkladu vid´ıme, zˇe se jedna´
o operaci version-c. Dalˇs´ı argumenty jsou pote´ jen argumenty dane´ operace. Na´vratova´
hodnota funkce mus´ı by´t TCL OK pokud vsˇe probeˇhlo v porˇa´dku nebo TCL ERROR pokud se
neˇkde vyskytla chyba.
Prˇ´ıklad struktury metody command - rtProtoRIP.cc
if (argc == 3) {






Po vytvorˇen´ı objektu v Tcl a prˇida´n´ı adres, na ktere´ jsou odes´ıla´n´ı smeˇrovac´ı aktualizace,
do klasifika´toru je vola´na skrz prˇ´ıkaz command metoda init v C++ prostrˇed´ı, ktera´ nastav´ı
parametry procesu na implicitn´ı hodnoty, ktere´ jsou ulozˇeny v souboru ns-rtProtoRIP.tcl,
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poprˇ´ıpadeˇ tak aby odpov´ıdalo chova´n´ı Cisco prvk˚u. Aktivuje take´ cˇasovacˇ aktualizac´ı. Da´le
inicializuje seznam rozhran´ı, pro ktere´ take´ nastav´ı implicitn´ı hodnoty.
V tomto stavu proces neodes´ıla´ ani neprˇij´ıma´ zˇa´dne´ pakety. Pro aktivaci je nutne´
prˇidat alesponˇ jedno rozhran´ı do procesu pomoc´ı prˇ´ıkazu network. Na linky, ktere´ jsou
prˇipojeny na prˇidana´ rozhran´ı, jsou odesla´ny pomoc´ı funkce send request RIP pakety
typu dotaz. Proces vytva´rˇen´ı dotazu rˇ´ıd´ı metoda make request, ktera´ se stara´ o na-
plneˇn´ı hlavicˇky spra´vny´mi informacemi, dle nastaven´ı rozhran´ı. Samotne´ odesla´n´ı zpra´vy
se prova´d´ı vola´n´ım metody recv linky na kterou chceme paket odeslat.
Pokud procesu dojde paket, neˇkdo zavolal jeho metodu recv, je nejprve zkontrolova´no
zda paket byl prˇijat na rozhran´ı, ktere´ je zahrnuto v RIP procesu. Vzhledem k tomu, zˇe
uzel ma´ pouze jedno vstupn´ı rozhran´ı, je nutne´ proj´ıt cely´ seznam rozhran´ı a spolehnout
se na kontrolu zda zdrojova´ adresa patrˇ´ı do stejne´ s´ıteˇ jako adresa rozhran´ı. Je-li rozhran´ı
zahrnuto v RIP procesu, je paket prˇeda´n da´l metoda´m, ktere´ rˇ´ıd´ı zpracova´n´ı paketu. Metody
jsou 2 v za´vislosti na typu paketu, handle response a handle request.
Funkce pro zpracova´n´ı paket˚u nejprve kontroluj´ı zda verze paketu odpov´ıda´ prˇij´ımane´
verzi na dane´m rozhran´ı a autentizaci paketu. Pokud paket projde teˇmito testy je da´le zpra-
cova´va´n. V prˇ´ıpadeˇ dotazu je zpeˇt odeslana´ odpoveˇd’. Odpoveˇd’ je zpracova´va´na za´znam
po za´znamu a jednotlive´ za´znamy jsou kontrolova´ny s databa´z´ı. Pokud dojde ke zmeˇneˇ v
databa´zi je o te´to skutecˇnosti informova´n rtObject pomoc´ı funkc´ı add route entry nebo
delete route entry.
Po vyprsˇen´ı aktualizacˇn´ıho cˇasovacˇe jsou pomoc´ı metody send updates, ktera´ vola´ me-
todu send response pro vsˇechnny rozhran´ı. Cˇasovacˇ se pote´ nastav´ı na novou hodnotu. Po-
dobneˇ jako make request i send response vola´ funkci pro vytvorˇen´ı paketu make response.
O za´znamech, ktere´ budou cˇi nebudou prˇida´ny do odpoveˇdi se stara´ samostatna´ metoda
make update. Tato metoda zohlednˇuje vsˇechna pravidla, ktera´ se pouzˇ´ıvaj´ı prˇi rozhodova´n´ı,
viz. sekce 2.2.1.
Reakce na zmeˇnu je definova´na v metodeˇ intf changed notify.
4.4 Implementace uzˇivatelske´ho rozhran´ı
Na´vrh
Smeˇrovac´ı protokol RIP by meˇl by´t konfigurovatelny´ prˇ´ıkazy operacˇn´ıho syste´mu, ktery´
beˇzˇ´ı na prvc´ıch Cisco. Prˇ´ıkazy by ale meˇli byt co nejpodobneˇjˇs´ı.
Uzˇivateli by meˇla stacˇit znalost uzlu, na ktere´m proces beˇzˇ´ı, aby mohl prove´st konfiguraci
RIPu a nemusel adresovat samotny´ proces, agenta, ke ktere´mu by se jinak musel dosta´vat
prˇes rtObject uzlu, ktery´ obsahuje odkazy na smeˇrovac´ı protokoly.
Implementace
soubory: ns-nodeIPv4.tcl
Uzˇivatelske´ rozhran´ı je reprezentova´no metodou uzlu #, podobneˇ jako symbol pro indikaci
privilegovane´ho mo´du na Cisco zarˇ´ızen´ıch. Metoda prˇij´ıma´ jako argumenty CISCO prˇ´ıkazy.
Prˇi prˇecha´zen´ı mezi mo´dy privilegovane´ho rezˇimu, tedy i konfiguracˇn´ımi, se postupneˇ meˇn´ı
promeˇnna´ uzlu ios mode . Ta obsahuje aktua´ln´ı pozici v privilegovane´m rezˇimu.
Prˇ´ıklad:
ios_mode_ = {config interface}
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Pozice v rezˇimech je interpretova´na seznamem rˇeteˇzc˚u, kde jednotlive´ prvky jsou za´rovenˇ
identifika´tory mo´d˚u.
Kdyzˇ uzˇivatel vola´ neˇjaky´ IOS prˇ´ıkaz, pomoc´ı metody #, tak je prˇed tento prˇ´ıkaz prˇida´n
obsah promeˇnne´ ios mode . Takto vytvorˇeny´ rˇeteˇzec je prˇeda´n interpretu OTcl jako funkce.
Prˇ´ıklad:
ios_mode_ = {config interface}
$n(1) # ip address 10.4.0.3 255.255.255.0
Vytvorˇeny´ rˇeteˇzec:
config interface ip address 10.4.0.3 255.255.255.0
Kazˇdy´ na´zev mo´du, ktery´ je prˇida´va´n do promeˇnne´ ios mode , je za´rovenˇ definova´n i
jako metoda. Rˇeteˇzec v prˇ´ıkazu je tedy v podstateˇ metodou config s parametry interface
ip address 10.4.0.3 255.255.255.0. Tyto parametry jsou pote´ da´le interpretova´ny jako
jednotlive´ metody, dokud se nenaraz´ı na mo´d, ve ktere´m je provedena samotna´ metoda uzlu,
poprˇ´ıpadeˇ se vola´ metoda urcˇite´ho smeˇrovac´ıho protokolu.
Konfigurace uzlu pote´ mu˚zˇe vypadat na´sleduj´ıc´ım zp˚usobem:
$n(1) # configure terminal
$n(1) # interface $n(2)
$n(1) # ip address 192.168.2.1 255.255.255.0
$n(1) # router rip
$n(1) # version 2
$n(1) # network 192.168.2.0
$n(1) # end
$n(1) # show ip route
4.4.1 Prˇehled implementovany´ch prˇ´ıkaz˚u
V te´to sekci jsou uvedeny vsˇechny implementovane´ prˇ´ıkazy s jejich prˇ´ıpadny´mi omezen´ımi.
• Vsˇechny mody
– exit - prˇejde v hierarchii mo´d˚u o u´rovenˇ vy´sˇ
– end - prˇejde zpeˇt do privilegovane´ho rezˇimu
• Privilegovany´ mo´d
– debug ip rip {packets|evetns|commands|all} - debugovan´ı RIPu. Vy´pis se
prova´d´ı do samostatne´ho souboru. Defaultn´ı na´zev je Node id.out, kde id je id
dane´ho uzlu
– show ip route - vy´pis smeˇrovac´ı tabulky
– clear ip route {sı´t’ sı´t’ova´ maska | *} - smaza´n´ı s´ıt´ı z dynamicky´ch smeˇrovac´ıch
protokol˚u
• Konfiguracˇn´ı mo´d - prˇ´ıstup z privilegovane´ho mo´du pomoci prˇ´ıkazu configure [terminal]
– ip route sı´t’ sı´t’ova´ maska adresa dalsˇı´ho skoku [preference] - definova´n´ı
staticke´ cesty, oproti Cisco zarˇ´ızen´ım je mozˇny´ pouze 1 volitelny´ parametr a to
preference. Da´le chy´b´ı mozˇnost definovat dalˇs´ı skok pomoc´ı rozhran´ı, lze pouze
pomoc´ı adresy.
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– ip default-network sı´t’ - definice defaultn´ı s´ıt’eˇ, funguje pouze ve smyslu pro-
pagace defaultn´ı s´ıteˇ v RIPu, na uzlu kde je tento prˇ´ıkaz zada´n nen´ı zˇa´dna´ s´ıt’
oznacˇna jako defaultn´ı
– keychain na´zev klı´cˇenky - definice nove´ kl´ıcˇenky
• Konfigurace kl´ıcˇenky
– key cˇı´slo - definice nove´ho kl´ıcˇe v kl´ıcˇence
• Konfigurace kl´ıcˇ˚u
– key-string heslo - prˇiˇrazen´ı hodnoty kl´ıcˇi
• Konfigurace RIP - prˇ´ıstup z konfiguracˇn´ıho mo´du pomoc´ı prˇ´ıkazu router rip
– version {1|2} - nastaven´ı verze
– network sı´t’ - prˇidan´ı s´ıt´ı do procesu ripu
– auto-summary - nastaveni auto sumarizace
– passive-interface {Sousedsky´ uzel| default} - nastaven´ı pasivn´ıho rozhran´ı
– timers basic update invalid holddown flush [sleep] - nastaven´ı cˇasovacˇ˚u,
na proces ale maj´ı vliv pouze update, invalid, flush
• Konfigurace rozhran´ı
– ip split-horizont - nastaven´ı rozdeˇlene´ho horizontu
– ip rip version {send|receive} {1|2|1 2} - nastaven´ı verze ripu na rozhran´ı
– ip rip authentication key-chain na´zev klı´cˇenky - prˇirazen´ı kl´ıcˇenky k roz-
hran´ı
– ip rip authentication mode na´zev mo´du - nastaven´ı autentizacˇn´ıho mo´du
4.5 Debuggova´n´ı proces˚u
Na´vrh
Na Cisco zarˇ´ızen´ıch lze sledovat stav jednotlivy´ch proces˚u pomoc´ı nejr˚uzneˇjˇs´ıch vy´pis˚u,
naprˇ´ıklad vy´pis smeˇrovac´ı tabulky, vy´pisy databa´z´ı. Lze take´ aktivovat debugging, kdy se
jednotlive´ uda´losti proces˚u vypisuj´ı do konzole administra´tora, ktery´ je prˇipojeny´ na dane´
zarˇ´ızen´ı.
Podobne´ funkce by meˇli by´t implementova´ny take´ v te´to implementaci. Bylo by vhodne´
zapisovat za´znamy z jednotlivy´ch uzl˚u do samostatny´ch soubor˚u, pokud by vsˇechny za´znamy
byly vypisova´ny na standardn´ı vy´stup bylo by to velice neprˇehledne´.
Implementace
Procesy maj´ı k dispozici metodu uzlu debug-msg, ktere´ jako parametr prˇedaj´ı debugovac´ı
vy´pis. Ten je pote´ odesla´n na standardn´ı vy´stup.
Pokud nen´ı zˇa´douc´ı aby vsˇechny uzly vypisovali svoje zpra´vy na standardn´ı vy´stup, je
mozˇne´ definovat jednotlivy´m uzl˚um soubor, do ktere´ho bude zapisova´n jejich vy´stup. K
definici slouzˇ´ı metoda uzlu enable-debug, jako parametr se prˇeda´va´ logovac´ı soubor.




Posledn´ı u´pravy se ty´kali prˇida´n´ı noveˇ vytvorˇeny´ch Tcl soubor˚u do knihovny, soubor ns-
lib.tcl, jako zdroj˚u. A nakonec prˇidan´ı vsˇech novy´ch souboru do Makefile.in

























V te´to kapitole byl popsa´n na´vrh a implementace smeˇrovac´ıho protokolu RIP a neˇkolika






Implementaci je nutne´ otestovat zda odpov´ıda´ smeˇrovac´ımu protokolu RIP, ktery´ je k dis-
pozici na smeˇrovacˇ´ıch spolecˇnosti Cisco.
5.1 Na´vrh test˚u
Jako referencˇn´ı program byl pouzˇit program spolecˇnosti Cisco Packet Tracer. Testy byli
navrzˇeny tak aby pokryli vsˇechny implementovane´ vlastnosti protokolu RIP. Byli vytvorˇeny
sce´na´rˇe v Packet Traceru i v ns-2, na noveˇ implementovane´ architekturˇe. Vy´stupy z obou
programu˚ byly pote´ porovna´ny, zda jsou shodne´.
5.2 Test cˇ. 1
U´cˇel a popis testu
2 smeˇrovacˇe si mezi sebou vymeˇnˇuj´ı informace o svy´ch prˇipojeny´ch uzˇivatelsky´ch s´ıt´ı. Je-
den z nich ma´ deaktivovany´ rozdeˇleny´ horizont a rozhran´ı do uzˇivatelske´ s´ıteˇ nastavene´
jako pasivn´ı. Ocˇeka´vany´m chova´n´ım by meˇlo by´t, zˇe do te´to s´ıteˇ nebudou propagova´ny
aktualizace. Da´le by meˇl by´t viditelny´ rozd´ıl v obsahu aktualizac´ı z d˚uvodu deaktivovane´ho
rozdeˇlene´ho horizontu.
U´cˇelem testu je testova´n´ı rozd´ılu mezi verzemi, rozdeˇlene´ho horizontu a pasivn´ıho roz-
hran´ı.
Sce´na´rˇ je testova´n pro obeˇ verze RIPu.




10.0.0.0/24 is subnetted, 1 subnets
C 10.1.0.0 is directly connected, FastEthernet0/0
192.168.1.0/27 is subnetted, 1 subnets
C 192.168.1.0 is directly connected, Ethernet1/0
R 192.168.2.0/24 [120/1] via 10.1.0.2, FastEthernet0/0
RIP: received v1 update from 10.1.0.2 on FastEthernet0/0
10.1.0.0 in 1 hops
192.168.1.0 in 2 hops
192.168.2.0 in 1 hops
RIP: sending v1 update via FastEthernet0/0 (10.1.0.1)
RIP: build update entries
network 192.168.1.0 metric 1
rtObject(1) routes:
C 10.1.0.0/24 is directly connected, 1->2
C 192.168.1.0/27 is directly connected, 1->0
R 192.168.2.0/24 [120/1] via 10.1.0.2, 1->2




RIP(1) sending RESPONSEv1 via 1->2
192.168.1.0/24 metric 1
Verze 2 s automatickou sumarizac´ı
Packet Tracer ns-2
10.0.0.0/24 is subnetted, 1 subnets
C 10.1.0.0 is directly connected, FastEthernet0/0
192.168.1.0/24 is variably subnetted, 2 subnets, 2 masks
R 192.168.1.0/24 [120/2] via 10.1.0.2, FastEthernet0/0
C 192.168.1.0/27 is directly connected, Ethernet1/0
R 192.168.2.0/24 [120/1] via 10.1.0.2, FastEthernet0/0
RIP: sending v2 update via FastEthernet0/0 (10.1.0.1)
RIP: build update entries
192.168.1.0/24 via 0.0.0.0, metric 1, tag 0
RIP: received v2 update from 10.1.0.2 on FastEthernet0/0
10.1.0.0/24 via 0.0.0.0 in 1 hops
192.168.1.0/24 via 0.0.0.0 in 2 hops
192.168.2.0/24 via 0.0.0.0 in 1 hops
rtObject(1) routes:
C 10.1.0.0/24 is directly connected, 1->2
R 192.168.1.0/24 [120/2] via 10.1.0.2, 1->2
C 192.168.1.0/27 is directly connected, 1->0
R 192.168.2.0/24 [120/1] via 10.1.0.2, 1->2
RIP(1) sending RESPONSEv2 via 1->2
192.168.1.0/24 metric 1





Vy´stupy z IOS byli zkra´ceny o neˇktere´ me´neˇ podstatne´ informace, cˇasy od posledn´ı aktu-
alizace, adresa na kterou byli odesla´ny aktualizce. Z vy´stupu ns-2 byly odstraneˇny cˇasova´
raz´ıtka. Za´znamy paketu byli serˇazeny do odpov´ıdaj´ıc´ıho porˇad´ı.
Z vy´sˇe uvedeny´ch vy´sledk˚u si mu˚zˇeme povsˇimnout, zˇe si vy´stupy odpov´ıdaj´ı.
Rozd´ıl verz´ı je evidentn´ı z obsah˚u smeˇrovac´ıch tabulek, kazˇda´ verze zpracova´va´ infor-
mace jiny´m zp˚usobem. Funkce rozdeˇlene´ho horizontu je mozˇne´ si oveˇrˇit, t´ım zˇe uzel odes´ıla´
pouze svoji uzˇivatelskou s´ıt’. Naopak druhy´ uzel, kde je funkce rozdeˇlene´ho horizontu vy-
pnuta, pos´ıla´ zpeˇt i s´ıteˇ, ktere´ z´ıskal od tohoto smeˇrovacˇe.
Skrz pasivn´ı rozhran´ı, smeˇrem k uzlu cˇ´ıslo 0, poprˇ´ıpadeˇ Ethernet1/0, nejsou odes´ıla´ny
aktualizace.
5.3 Test cˇ. 2
U´cˇel a popis testu
4 smeˇrovacˇe jsou zapojeny podle n´ızˇe uvedene´ topologie. Mezi horn´ımi 2 je nastavena tex-
tova´ autentizace, mezi spodn´ımi md5 verze. Na spojnic´ıch mezi horn´ımi a doln´ımi byli
nastaveny neplatne´ kombinace autentizace, sˇpatne´ heslo a rozd´ılne´ mo´dy. V topologii je
nespojita´ s´ıt’ 10.0.0.0, jej´ızˇ pods´ıteˇ slouzˇ´ı jako uzˇivatelske´ s´ıteˇ. V prˇ´ıpadeˇ, zˇe by byla aktivn´ı
automaticka´ sumarizace, propagovala by se s´ıt’ ve formeˇ, 10.0.0.0 a ostatn´ı uzly by si ji
neprˇidali nebo ve tvaru 10.0.0.0/8, cozˇ je nezˇa´douc´ı chova´n´ı. Automaticka´ sumarizace je na
vsˇech smeˇrovac´ıch vypnuta.
Legenda k tabulce 5.3, jednotliva´ p´ısmena urcˇuj´ı umı´steˇn´ı smeˇrovacˇe: T - horn´ı, B -
doln´ı, L - levy´, R - pravy´
U´cˇelem testu bylo otestovat autentizaci aktualizac´ı a zp˚usob chova´n´ı prˇi neaktivn´ı auto-
sumarizaci. Dalˇs´ı testovanou skutecˇnost´ı bylo prˇiˇrazen´ı prˇij´ımany´ch a odes´ılany´ch verz´ı na
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Tabulka 5.1: Znalosti hesel jednotlivy´ch smeˇrovacˇ˚u
Smeˇrovacˇ Rozhran´ı k Typ Hesla na rozhran´ı
TL TR text 1key3, 3key1
BL text 1key7, 7key1
TR TL text 1key3, 3key1
BR text 3key5
BR TR text 5key3
BL md5 5key7, 7key5
BL BR md5 5key7, 7key5
TL md5 1key7, 7key1
jednotliva´ rozhran´ı.
V soucˇasne´ verzi Paket Traceru chyb´ı podpora pro autentizaci paketu i prˇiˇrazen´ı verz´ı
na rozhran´ı. Jako validn´ı chova´n´ı bylo zvoleno chova´n´ı podle RFC, tzn. pokud je ma´ byt
rozhran´ı autentizova´no a prˇ´ıchoz´ı paket nema´ autentizaci nen´ı prˇijat. Nen´ı prˇijat take´ v
prˇ´ıpadeˇ, zˇe hodnota autentizace je r˚uzna´ od nestavene´ho hesla, poprˇ´ıpadeˇ od vypocˇ´ıtane´ho
hashe.
Da´le pokud je na rozhran´ı nastaveno aby odes´ılalo verzi 1 i 2, maj´ı by´t podle informac´ı
z [5] odesla´ny oba pakety.
Obra´zek 5.2: Topologie 2. testu
Porovna´n´ı vy´sledk˚u
V Paket Traceru byla pouzˇita mensˇ´ı topologie, pouze horn´ı 2 smeˇrovacˇe, pro otestova´n´ı
automaticke´ sumarizace. Veˇtsˇ´ı nebyla pouzˇita z d˚uvodu nemozˇnosti testovat autentizaci.
Vy´stupy si odpov´ıdaj´ı, pouze ve vy´stupu z ns-2 jsou nav´ıc s´ıteˇ, konkre´tneˇ 192.168.71.0 a
192.168.35.0. Spra´vna´ funkce deaktivovane´ autentizace je indikova´na t´ım, zˇe pods´ıteˇ s´ıteˇ
10.0.0.0 jsou propagova´ny se spra´vny´m prefixem.
Vy´stup z uzlu 3 ukazuje, zˇe pokud dojde paket bez autentizace, naprˇ. paket verze 1, na
autentizovane´ rozhran´ı, je zahozen. V prˇ´ıpadeˇ, zˇe dojde paket s autentizac´ı, je prohleda´na




10.0.0.0/24 is subnetted, 2 subnets
C 10.10.0.0 is directly connected, Ethernet1/0
R 10.32.0.0 [120/1] via 192.168.13.3, FastEthernet0/0
C 192.168.13.0/24 is directly connected, FastEthernet0/0
RIP: received v2 update from 192.168.13.3 on FastEthernet0/0
10.32.0.0/24 via 0.0.0.0 in 1 hops
RIP: sending v2 update via FastEthernet0/0 (192.168.13.1)
RIP: build update entries
10.10.0.0/24 via 0.0.0.0, metric 1, tag 0
rtObject(1) routes:
C 10.10.0.0/24 is directly connected, 1->0
R 10.32.0.0/24 [120/1] via 192.168.13.3, 1->3
C 192.168.13.0/24 is directly connected, 1->3
R 192.168.35.0/24 [120/1] via 192.168.13.3, 1->3
C 192.168.71.0/24 is directly connected, 1->7









Uzel 3 Uzel 7
RIP(3) received RESPONSEv1 from 192.168.13.1 at 3->1
authentication failed




RIP(3) received RESPONSEv2 from 192.168.35.5 at 3->5
authentication: 5key3
authentication failed










RIP(7) received RESPONSEv2 from 192.168.71.1 at 7->1
authentication: 7key1
authentication failed









RIP(7) received RESPONSEv2 from 192.168.57.5 at 7->5
authentication: Hash_7key5
192.168.35.0/24 metric 1
Prˇi komunikace mezi uzly 3 a 1 jsou pouzˇita´ hesla v databa´z´ıch obou smeˇrovacˇ˚u. Mezi
3 a 5 chyb´ı stejna´ hesla, z toho d˚uvodu komunikace mezi nimi neprob´ıha´, jak informuje
hla´sˇka autentication failed po prˇijet´ı paketu. Mezi uzly 5 a 7 je komunikace v porˇa´dku,
ale je pouzˇita md5 autentizace, tento typ se odliˇsuje prefixem Hash prˇed heslem. Uzly 1
a 7 by spolu mohli komunikovat, maj´ı stejna´ hesla, ale bohuzˇel maj´ı kazˇdy´ nastaveny´ jiny´
mo´d autentizace.
5.4 Test cˇ. 3
U´cˇel a popis testu
Test ma´ proka´zat spra´vnou funkci rtObjectu prˇi kombinaci v´ıce protokol˚u, staticke´ho
smeˇrova´n´ı a cˇa´stecˇnou funkci prˇ´ıkazu ip defaul-network. Da´le take´ chova´n´ı, zp˚usob pro-
pagace s´ıt´ı, prˇi spadnut´ı linky.
Pravy´ smeˇrovacˇ propaguje leve´mu implicitn´ı cestu, 0.0.0.0, skrz sebe. Pokud je linka
mezi pravy´m a levy´m horn´ım smeˇrovacˇem nefunkcˇn´ı, pouzˇije pravy´ smeˇrovacˇ pomalejˇs´ı
za´lozˇn´ı cestu k doln´ımu smeˇrovacˇi.
Porovna´n´ı vy´sledk˚u
Vy´stupy si odpov´ıdaj´ı, azˇ na oznacˇova´n´ı implicitn´ı cesty ve smeˇrovac´ı tabulce. V soucˇasne´
dobeˇ nen´ı tato vlastnost implementova´na.
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Obra´zek 5.3: Topologie 3. testu
Cisco IOS ns-2
10.0.0.0/24 is subnetted, 1 subnets
C 10.0.0.0 is directly connected, FastEthernet0/0
172.16.0.0/24 is subnetted, 1 subnets
C 172.16.2.0 is directly connected, FastEthernet0/1
R 192.168.0.0/24 [120/1] via 10.0.0.1, FastEthernet0/0
C 192.168.2.0/24 is directly connected, FastEthernet1/0
R* 0.0.0.0/0 [120/1] via 10.0.0.1, FastEthernet0/0
Line protocol on Interface FastEthernet0/0, changed state to down
172.16.0.0/24 is subnetted, 1 subnets
C 172.16.2.0 is directly connected, FastEthernet0/1
C 192.168.2.0/24 is directly connected, FastEthernet1/0
S* 0.0.0.0/0 [200/0] via 172.16.2.4
RIP: sending v1 update via FastEthernet1/0 (192.168.2.2)
RIP: build update entries
network 0.0.0.0 metric 16
network 192.168.0.0 metric 16
Line protocol on Interface FastEthernet0/0, changed state to up
RIP: sending v1 request via FastEthernet0/0 (10.0.0.2)
10.0.0.0/24 is subnetted, 1 subnets
C 10.0.0.0 is directly connected, FastEthernet0/0
172.16.0.0/24 is subnetted, 1 subnets
C 172.16.2.0 is directly connected, FastEthernet0/1
R 192.168.0.0/24 [120/1] via 10.0.0.1, FastEthernet0/0
C 192.168.2.0/24 is directly connected, FastEthernet1/0
R* 0.0.0.0/0 [120/1] via 10.0.0.1, FastEthernet0/0
rtObject(2) routes:
R 0.0.0.0/0 [120/1] via 10.0.0.1, 2->1
C 10.0.0.0/24 is directly connected, 2->1
C 172.16.2.0/24 is directly connected, 2->4
R 192.168.0.0/24 [120/1] via 10.0.0.1, 2->1
C 192.168.2.0/24 is directly connected, 2->3
RIP(2->1) interface changed state to down
rtObject(2) routes:
S 0.0.0.0/0 [200/0] via 172.16.2.4, 2->4
C 172.16.2.0/24 is directly connected, 2->4
C 192.168.2.0/24 is directly connected, 2->3
RIP(2) sending RESPONSEv1 via 2->3
0.0.0.0/0 metric 16
192.168.0.0/24 metric 16
RIP(2->1) interface changed state to up
RIP(2) sending REQUESTv1 via 2->1
rtObject(2) routes:
R 0.0.0.0/0 [120/1] via 10.0.0.1, 2->1
C 10.0.0.0/24 is directly connected, 2->1
C 172.16.2.0/24 is directly connected, 2->4
R 192.168.0.0/24 [120/1] via 10.0.0.1, 2->1
C 192.168.2.0/24 is directly connected, 2->3
Souhrn
Byli otestova´ny vsˇechny funkce, ktere´ byli implementova´ny a odpov´ıdaj´ı protokolu RIP,
tak jak je implementova´n v programu Packet Tracer, da´ se tedy prˇedpokla´dat, zˇe bude




Implementace RIPu rozsˇ´ıˇrila mozˇnosti smeˇrova´n´ı s´ıt’ove´ho simula´toru ns-2, ktere´ byly pomeˇrneˇ
omezene´ ve smyslu podpory IPv4. Da´le bylo vytvorˇeno uzˇivatelske´ rozhran´ı, ktere´ dovoluje
uzˇivateli konfigurovat jednotlive´ agenty a uzly podobneˇ jako Cisco prvky. Implementace
odpov´ıda´ chova´n´ım implementaci na Cisco zarˇ´ızen´ıch.
Implementace nen´ı konecˇna´ a poskytuje prostor pro dalˇs´ı rozsˇ´ıˇren´ı. Konkre´tneˇ podp˚urna´
struktura rtObject je mozˇne´ rozsˇ´ıˇrit o podporu rozdeˇlova´n´ı za´teˇzˇe cˇi vy´beˇr implicitn´ı s´ıteˇ.
Dalˇs´ı vhodnou u´pravou z dlouhodobe´ho hlediska, je implementovat rozhran´ı jako samo-
statne´ objekty, mı´sto jejich soucˇasne´ reprezentace v podobeˇ pouhe´ adresy. Na teˇchto objek-
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