Abstract
Introduction
In the compilation process it is necessary to solve several NP-hard optimization problems [1] . Generally, these problems are simplified and resolved using heuristics, which produces approximate solutions in a reasonable time. For example, the register allocation problem is often solved locally within each procedure or even within each basic block. A total solution using traditional heuristics is too complex, either because of the memory required, the length of execution time, or the poor solution quality for large problems [2, 3] .
To define the heuristics, compiler designers base their work on the machine characteristics and the assumptions of the source programs. This results in the heuristics functioning well in some cases and badly in others, according to whether the assumptions are true or false. The use of genetics algorithms (GA) could make it possible to solve the optimization problems related to compilation in a more general way than the heuristics currently used.
The genetics algorithms are methods of research that are based on natural evolution [4, 5, 6] . In order to solve a problem with GA, it is necessary to find a representation for the (individual) solutions so that it is capable of encoding all of the possible solutions with the problem. Each solution has an associated numerical value, which is a measurement of its quality (fitness function). The GA starts with a set of random solutions (population) and forces them to evolve (from one generation to another) in the hope that at the end of the evolution process the quality of the population has improved. The evolution is carried out by using genetics operators (selection, crossover and mutation). We use a nontraditional fitness function: real execution time of the generated code. This choice is based on the importance of using a precise fitness function to ensure the GA produces positive performances. If the criterion of optimization is the execution time of the generated code, then the most exact fitness function is the real execution time.
This article is organized as follows. Section 2 introduces the problems of register allocation and instruction scheduling and shows the main techniques used for their resolu-tion. Section 3 shows the design of the GA in order to solve the problems of register allocation and instruction scheduling. Section 4 presents the performance evaluation. Finally, Section 6 presents our conclusions and describes some future work.
Related work

Register allocation problem
Typically, the compiler front-end generates an intermediate representation comprising a great number of variables. At code generation time, these variables must be assigned to either a register or the memory. On modern processors, the register instructions are executed more quickly than those implying memory access. Judicious use of the registers is very important at code generation time. It is essential to determine which variables are stored in the registers and to identify the registers to which they are assigned at each point of the program. This assignment must respect the conflicts in variables. The problem in determining the assignation of variables to the registers by keeping account of these conflicts is known as the register allocation problem [1] .
The most important approaches to resolving register allocation problems are the graph coloring allocators and the on-the-fly allocators. Chaitin et al. [7] were the first to design a graph coloring allocator. This register allocator was useful as a basis for a large number of allocators (Chaitin style allocators). Briggs et al. [8, 9, 10] propose some modifications, which result in a major reduction of the number of variables which are spilled (conservative coalescing, optimistic coloring, rematerialization). Other works, like those of Bernstein [11] et al and Lueh [12] , use the different heuristics to choose the nodes to spill.
In the original Chaitin allocator, the STORE instructions are placed after each definition of the variable and the LOAD instructions before each use. Bergner et al. [13] , Cooper and Simpson [14] and Lueh et al. [15] developed the heuristic versions for better placing of these instructions, in order to decrease the spill and avoid limiting the instruction level parallelism. Callahan and Koblenz [16] propose a graph coloring allocator that executes the program for coloring of segments considering its flow structure. This allocator places the spills in the least used parts of the program. Chow and Hennessy [17] introduce a graph coloring allocator that assigns the registers in function of the number of times that the variable is referred and the execution frequency of the basic block.
The on-the-fly allocators [18] , [19] seek a compromise between allocation quality and compiler time. They are interesting when the compile time is an important factor (for example, in systems of dynamic compilation). (1) r1 = mem [10] [20] (6) r6 = r2 * 10 (7) r7 = r6 + r4
Instruction scheduling problem
(1) r1 = mem [10] (2) r2 = mem[r1] (3) r3 = r1 + r2 (6) The modern processors have several functional units that can work in parallel. This characteristic allows the program's implicit parallelism (instruction level parallelism, or ILP) to taken advantage of. So that two programs' instructions can be executed at the same time, they must be independent. For example, in the figure 1(a) instructions 1, 2 and 3 are dependent because they possess data dependence. They must therefore be executed in this order because if not, the result obtained will not be that desired. On the other hand, instruction 3 is independent of instruction 6, so these can be executed in any order, even in parallel. These dependences can be represented by a graph, as shown in figure  1(b) .
To take advantage of ILP, the code must be rewritten so that the instructions are generated in the appropriate order. In our example, if we want instructions 3 and 6 to be executed in parallel, the code must be rewritten as figure 1(c) shows. This problem is called instruction scheduling [20] . The instruction scheduling problem is NP-hard [2] . Two main approaches exist to tackle the problem: loop scheduling and basic block scheduling. The loop scheduling orders instructions into the loop body. The Modulo Scheduling algorithm proposed by Rau [21] is most frequently used to solve this problem. Several modifications were presented in [22] and [23] . In [24] , a comparison of several modulo scheduling techniques is presented.
Basic block scheduling consists of reordering the instructions in each basic block of the program. Since there are no loops, the dependences of the variables can be rep-resented by a DAG (Directed Acyclic Graph). The algorithm most often used to solve this problem is List Scheduling, which was proposed by Gibbons and Muchnick [25] . In Cooper et al. [26] , Wilken et al. [27] we found different implementations of this algorithm.
The register allocation and the instruction scheduling problems are strongly interdependent [28] . Zalamea et al. [23] , Eichenberger et al. [29] , Ning and Gao [30] , Gopal and Govindrajan [31] define different heuristics to solve both problems simultaneously.
Although the metaheuristic methods were largely used to solve NP-hard problems, their use in compilation is rare. We find some work on multiprocessor scheduling in [32, 33] , but they tackle the problem in an abstract way. Very few works have really managed to use these methods in compilation. Williams [34] and Nisbet [35] use GA to carry out the automatic loop parallelization in a parallel language compiler. Beaty [36, 37] deals with the instruction scheduling problem using an algorithm of list scheduling, where the priority of each instruction is found by metaheuristics (GA and research taboo [36] ). Beaty proposes an approach to carry out scheduling using a genetic algorithm but it does not produce results. In [37] , he evaluates various genetics operators and vicinity generation functions. These results show that the two methods make it possible to find good solutions to the problem of instruction scheduling, but they do not show performance results. Finally, Stephenson et al. [38, 39] propose the use of genetic programming and machine learning to calculate the priorities for the traditional compiler heuristics.
The Genetic Algorithms
The fitness function
One of the determining factors in obtaining a good performance from GA is the accuracy of the fitness function. The more precise the fitness function, the more likely a GA is to converge towards higher quality solutions. For example, if we want to obtain the smallest object code possible, the instruction number of the object code is a suitable fitness function. However, if our objective is to generate the object code with the shortest execution time, finding an adequate fitness function is not simple since this depends on a great number of hardware characteristics (memory speed, pipeline depth, structure of calculating unit, etc).
The use of the real execution time as a fitness function offers some interesting advantages. Firstly, since our objective consists of minimizing the execution time of the generated code, the real execution time is the most precise measurement we can have. Moreover, by using this fitness function, we need only very little information on target machine architecture, since we do not need to draw up estimates of the behavior of the machine. Another advantage of the use of the execution time is that we measure the real effect of optimizations of the target machine. This includes the indirect effects of optimizations that are very difficult to estimate, for example, the fault pages or the proprietary characteristics of the architecture.
In order to measure the quality of each individual, we must generate the object program described by the individual (allocation and scheduling), in order to carry it out and measure the real execution time. We measure the execution time by making an operating system call that determines the time used by the program.
The representation
We define an individual as the concatenation of 2 subindividuals, one for each problem (figure 2).
Register allocation Instructions scheduling
Figure 2. Individual representation
In order to choose a representation for each problem, it is necessary to take into account the interdependence of the problems. It is possible that, because of the interdependence between the problems, the instruction scheduling is not compatible with the register allocation, and yet the individual trained by the concatenation of these two subindividuals is non-feasible. The design of sub-individuals must consider this dependency, with the objective always being to generate feasible individuals.
(1) (2) (101) (3) r1=mem [10] t1=mem [20] B=store t1 t2=r1+2
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Figure 3. Instructions scheduling individual
Our aim is to train an individual (concatenation of the sub-individuals for each problem) that is always feasible. Thus, all the individuals in the population can be evaluated.
For The function treats the variables sequentially in the order in which they appear in the individual, and when interferences between the variables allow, available registers are assigned to them. If not, the variable is assigned to the memory.
For the instruction scheduling, we use long fix Ä individuals, where Ä is the number of instructions, by assigning all the variables to the memory, i.e. Ä is the maximum length. The instructions are numbered with two distinct sequences. The first represents (using the numbers 0 to AE) instructions that do not depend on the allocation and must be present regardless of the allocation. The second represents (using numbers larger than Å, where Å AE ) the instructions that depend on the allocation (move instructions, storage and loading). Thus, without difficulty we can eliminate the instructions that are no longer necessary after a modification of the allocation without changing the order of the preserved instructions. Therefore, the evolution process is not disturbed since the relative order of the instructions in the individual is preserved. Figure 3 shows an example of an individual developed according to the above method.
With the selected representations for the two problems, all the individuals (concatenation of register allocation and instruction scheduling individuals) allow the generation of the correct object code and thus, the joint solutions of the problems.
The Genetic Operators
The crossover and mutation operators depend on the representation of the problem and they must be defined by taking into account the characteristics of each problem. Consequently, they will act independently on each sub-individual. On the other hand, the selection operator acts on the complete individual, because what interests us is measuring the quality of a complete individual, namely that made up of solutions to all the sub-problems. Then, we use the traditional selection operator, the roulette-wheel selection.
We empirically considered and evaluated operators of classic crossover and mutation that have been used successfully in similar problems. For the crossover we evaluated OBX and PBX and both showed a similar performance. However, as far as the quality of the solution, OBX allowed a faster convergence. For the mutation we used a random change in a portion of the individual. Figure 4 shows the operation of the GA. The population is formed by individuals, where each individual is composed of solutions to the problems to be solved. With each generation, the selection operator chooses individuals according to their quality. Then, each individual is subdivided so that each sub-individual is processed by the corresponding operators. Finally, the individual is rebuilt and evaluated by the fitness function.
Results
The machine used for the experiments described below is an Ultra-1 SPARC, with an UltraSparc-I 167 MHz processor and 768 MB memory. We use the function of the operating system Ø Ñ to measure the execution time. We add user and system times. All the results presented are averages of five executions. In all cases, the standard deviation is smaller than 0.005 seconds. The benchmarks used are described in the table 1. The  table 2 indicates the number of procedures (NP), the number of variables used in each procedure (VpP), the number of basic blocks (NBB) and the size of the largest basic blocks (GBB) for each benchmark. Table 2 .
Benchmark characteristiques
We incorporated the GA into the Ð compiler [41] . Ä is a very simple compiler that does not perform many optimizations.
Our system performance is compared with those of the existing approaches for the register allocation and instruction scheduling problems. For the register allocation, we use the Ð allocator (assigns the variables most used to the registers) [42] and a graph coloring allocator as described by Appel [2] . The heuristics used by this allocator, in order to decide which node must be spilled to the memory, are based on the number of times that the variable is used and on the number of node edges. Thus, the allocator favors spilling the variables which interfere with many others and that are seldom used.
For the instruction scheduling problem we have established a list scheduling using the node which maximizes parallelism as a heuristic, i.e. the node which maximizes the number of nodes that will then be ready to be carried out.
We modified Ð to control the number of registers available. We compile the benchmarks by assuming the presence of 4, 8 and 12 registers. This enables us to analyze the sensitivity of the various approaches to the number of registers available.
The curves of the figures 5 and 6 illustrate the convergence of GA for the benchmarks and Ø Ø Ô with 8 registers.
We present the best solution of GA and we fix as a point of reference the constant curves representing the execution times while using: the lcc allocator and a list scheduling (Ð · × ); a coloring graph register allocator and a list scheduling
the execution time in the worst case occurs with all the variables in memory and without instruction scheduling. According to the graphs of the figures 5 and 6, GA converges quickly with values close to those obtained by traditional approaches. This behavior is similar for all of the benchmarks. On the other hand, GA takes much more time to compile than Ð , therefore, the use of GA is viable only for users who can allow themselves an increase in compiling time in exchange for a gain in code execution time. Now, we pay attention to the analysis of the performance of our GA according to the speed of the generated code. Table 3 presents the execution times for the benchmarks compiled with all of the approaches; we also have the results obtained using the worst case scenario, i.e., all the variables spilled to the memory and without instruction scheduling. For the benchmarks not included in this table, all the approaches obtained equivalent results.
To help us analyze the results, the figure 7 shows the percentage improvement with each approach compared to the worst case for each benchmark. We observe that the gains are significant in all cases, reaching up to 50% for Ô×ÓÖØ with 8 registers, whereas the differences between the methods of optimization are not very significant, except in the This behavior is due to the fact that this benchmark has a structure that misleads the traditional heuristics.
In Ö Ø Ñ, there are variables which are much referred to and others very seldom. The traditional heuristics for the register allocation give priority to the variables according to the number of times to which they are referred. These approaches normally function well. However, in the execution, variables of Ö Ø Ñ that are seldom referred to are used more often than the others. Consequently, the traditional heuristic approaches give priority to the bad variables. By using the real execution time as a fitness function, GA converges easily towards the most suitable solution. Table 4 . Improvements obtained by GA compared to the worst case we see that the best performances are obtained for the Ô×ÓÖØ and ÕÙ Ò× benchmarks. These benchmarks have the characteristic that they include a very small number of procedures (1 and 2, respectively) and a large number of variables. Therefore, the register allocation is able to cause a more significant impact than in the more modular programs, which have many functions but few variables. This behavior is observed in all our benchmarks. The best performances of the GA are obtained on the benchmarks with few procedures and that use many variables. For the same reason, the fact that the basic block is larger allows instruction scheduling to make more significant improvements.
Conclusions
Our research establishes that the use of GA in compilation is viable, advantageous and also offers interesting advantages.
Even if at present the programs are increasingly modular, the behavior of GA is still very interesting because the compiler always has the option to create large basic blocks and extensive procedures by carrying out certain optimizations before the register allocation and the instruction scheduling. For example, loop unrolling and inlining of functions. These optimizations can be included with GA or carried out in advance. Moreover, certain programs generated by other programs (for example the Gambit-C compiler for Scheme) tend to have large functions.
In comparison to the traditional approaches, the GA demonstrates a positive performance when solving the problems of register allocation and instruction scheduling: compared to the worst case (all variables are in mem-ory and without instruction scheduling), the increases in speed vary between 7% and 53%. compared to the register allocation by graph coloring and instruction list scheduling, the increases in speed vary between -2.7% and 26%. compared to the register allocation of Ð and instruction list scheduling, the increases in speed vary between -0.5% and 26%.
The most important increases noted were for benchmarks that use a large number of variables, few procedures and larger basic blocks. This is due to the fact that in these programs optimizations have a greater total impact.
Thanks to the use of real time as fitness function, GA shows more homogeneous behavior than the heuristics for the entirety of the benchmarks. We observe that for a benchmark which deviates from the normal, the traditional heuristics do not manage to find a good solution; whereas, GA performs very well.
Finally, by using real execution times, fitness function GA needs very little information about the machine. Considering the increasing complexity of current architectures, this characteristic is very interesting because the compiler construction becomes much more simple. Likewise, the compiler will be able to adapt easily to the architectural changes.
The use of the real execution time also makes it possible to measure the side effects of various optimizations, which is not possible with the traditional heuristics.
