The paper assesses the existence of the Environmental Kuznets Curve (EKC) hypothesis, across 48 contiguous states of the US, using recent advances in panel data techniques, given the existence of cross-sectional dependence, which in turn, makes reliance on time-series evidence biased. The Common Correlated Effects (CCE) estimation procedure of Pesaran, (2006), allows us to obtain state-level results, while staying in a panel set-up to accommodate for crosssectional dependence, in the presence of cointegration in the relationship between emissions and a measure of output, and its squared value -a function that captures the inverted u-shaped relationship postulated by the EKC. Our results show that, the EKC hypothesis holds for only 10 of the 48 states, and hence implies that, the remaining 38 states should reform a number of their environmental regulatory policies to prevent environmental degradation, since otherwise, lower levels of emissions would only be possible at the expense of production.
Introduction
Since the seminal contributions of Shafik and Bandyopadhyay (1992) , Grossman and Krueger (1995) and Holtz-Eakin and Selden (1995) , a huge international literature has emerged, that has focused on the environmental pollutants (such as CO 2 , NO x , and SO 2 ) and output nexus, which in turn, is essentially involved in testing the validity of the, so-called, Environmental Kuznets on data for the 48 contiguous states of the US economy covering the annual period of . Given the existence of cross-sectional dependence, our panel-data based statistical approaches undertaken in this paper, not only provides an overall estimate of the relationship across all the states as well as for all individual states, based on the Common Correlated Effects (CCE) estimation procedure of Pesaran, (2006) , staying within the panel set up. It must be realized that, an overall panel-based estimate of all the 48 states put together, allowing for statelevel fixed effects, suggests that we are forcing the different states into a single underlying process relating emissions and output, which might not necessarily be true (List and Gallet, 1999; Carson, 2010) .
At this stage, it is important to discuss the existing literature on the EKC conducted at regional-level for the US economy. Carson et al., (1997) , using as 1990 cross-section of statelevel point-source emissions for air toxics (CO, NOx, SO 2 , volatile organic compounds (VOC), and PM 10 ), found that per capita emissions of all pollutants monotonically declined as income increased. Similar, results were also obtained for CO 2 emissions for point and mobile sources combined at the state-level. The most relevant finding across all the air pollutants was that the high-income states had low per capita emissions, however, for the lower income states, the per capita emissions were highly volatile. The results were robust to different statistical techniques and functional form and provided some support for the EKC hypothesis. However, when using a panel data set covering 1989-1994, they could not detect any relationship between changes in income and per capita emissions. Kahn (1998) , using data for the year 1993 from the state of California on automotive hydrocarbon emissions, detected an inverted u-shaped relationship based on Ordinary Least Squares (OLS) estimation, with a threshold of US$ 25,000. Wang et al., (1998) , analyzed exposure to toxic waste for a cross-section of US counties for the period of 1990, and found support for the EKC hypothesis using Tobit estimates of fuel use, translated into air quality. Millimet and Stengos (1999) , used a panel data set of US states over the period of [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] , and based on a semiparametric partially linear log model relating toxic releases from TRI with income, detected a N-shaped path, turning up at high per capita incomes around US$30,000.
2 List and Gallet (1999) used time-series data on per capita emissions for NOx and SO 2 for the US states covering the period of , and obtained EKC-like turning points, but indicated that the process is substantially different across the states. Millimet et al., (2003) , ued a less restrictive partially linear model on the data set of List and Gallet (1999) , and found that that their methods provide more optimistic results towards the EKC hypothesis in the case of SO 2 , relative to parametric methods. They also find that results based on parametric and nonparametric methods do not differ substantially for NO x --a result also documented in Flores (2007) , based on the same data set. Aldy (2005) looked at the CO 2 (based on fossil fuel use)
EKC across the forty-eight U.S. states from 1960 to 1999, and generally, provides overwhelming evidence in favor of the EKC hypothesis, with the same holding for as many as 40 states, when allowing for heterogenous coefficients in a panel set-up estimated using OLS. However, Aldy (2005) showed that these results do not carry over to a time-series set-up when allowing for cointegration to account for spurious relationships amongst non-stationary variables, that could arise based on OLS estimations. In fact, in the time-series set-up, the EKC is found to hold for only a maximum of eight states. More recently, Flores et al., (2014) rightly points out that the EKC empirical literature has concentrated almost exclusively on estimation of the incomepollution relationship and its turning point at the conditional mean. The authors propose a quantile-regression based approach since estimates of the conditional median are more robust relative to estimates of the conditional mean, especially when the underlying distribution has thick tails --a typical feature in emissions data. Using the data set of List and Gallet (1999) , the paper provides evidence in favor of the EKC for both these pollutants.
3
As can be seen from above, the literature on EKC at regional-level for the US has primarily concentrated on SO 2 and NO x emissions, with the exceptions being Aldy (2005) , and Carson et al., (1997) exists strongly in the data. This is important, since in the presence of cross-sectional dependence, time-series evidence, as provided by Aldy (2005) , is also likely to be biased (Honda, 1985 : Arellano, 1993 . So, all in all, we provide a more robust and reliable test of the EKC hypothesis dealing with CO 2 emissions for the US states. Having said this, we do concede the fact that, as indicated by Flores et al., (2014) , we only concentrate on an analysis based on conditional mean, perfectly realizing that perhaps the best approach to take should be based on the more robust conditional median-based-estimates. But, to the best of our knowledge, we are not aware of panel-based quantile regressions that account for cointegration amongst variables, which, in fact, was ignored by Flores et al., (2014) . The rest of the paper is organized as follows: Section 2 discusses the econometric methodologies we use. Section 3 presents the data and the results, and finally Section 4 concludes with some policy recommendations.
Econometric Models
We apply panel methods which take into account both cross-section and time dimensions of the data. However, when the errors of a panel regression are cross-sectionally correlated then standard estimation methods can lead to inconsistent estimates and incorrect inference (Phillips and Sul, 2003) . In order to take into account the cross-sectional dependence we implement two novel econometric methodologies: The first is the Common Correlated Effects (CCE) suggested by Pesaran (2006) and extended by Kapetanios et al. (2011) , and the second, is the Continuouslyupdated (Cup) estimation procedures proposed by Bai et al (2009 
Where subscript jt denotes the observation on the jth cross section unit at time t, for ‫ݐ‬ = 1,2, … , ܶ and ݆ = 1,2, … , ܰ . The dependent variable ߃ ௧ is emissions per capita, while ܻ ௧ is an appropriate measure of income per capita. All variables are taken in natural logarithms. ‫ܨ‬ ௧ is the mx1 vector of unobserved common factors. Pesaran (2006) focuses on the case of weakly stationary factors. However, more recently Kapetanios et al. (2011) formally showed that
Pesaran's CCE approach continues to yield consistent estimation and valid inference even when common factors are unit root processes (I(1)). To deal with the residual cross section dependence Pesaran (2006) suggests using cross sectional averages,
as observable proxies for common factors ‫ܨ‬ ௧ .
Then, slope coefficients as well as their means, can be consistently estimated in the framework of the auxiliary regression :
Pesaran (2006) refers to the resulting OLS estimators ‫ܤ‬ ,ா of the individual specific slope coefficients ‫ܤ‬ = ሺߚ, ߛሻ ᇱ , as the "Common Correlated Effect" (CCE) estimators: The new CCEMG estimator it follows asymptotically the standard normal distribution.
The asymptotic covariance matrix MG Σ can be consistently estimated by the Newey and West (1987) type procedure:
Pesaran (2006) focused on the case of weakly stationary factors. However, Kapetanios et al. (2011) showed that the main results of Pesaran (2006) 
The Continuously-updated (Cup) estimator൫‫ܤ‬ ௨ , ‫ܨ‬ ௨ ൯ is the obtained iterative solution of the following two equations:
where The former directly corrects the bias whereas the later corrects the bias across iterations.
The Bias-Corrected Cup estimator is defined as
where
. The long run covariance matrix ߗ and the one-sided long run covariance matrix ߂ of ൛‫ݓ‬ ഥ ௧ ൟ are estimated as follows:
The long run covariance matrices are partitioned conformably with ‫ݓ‬ ഥ ௧ , while subscript "b" indicated matrix elements corresponding to ߝ ௧ and ߟ ௧ taken together. Superscript "+" indicated elements calculated using
The Fully Modified Cup estimator is obtained by iteratively solving the following two equations:
CupBC and CupFM estimators follow asymptotically the (mixed) normal distribution and corresponding t-statistics are well approximated by the standard normal distribution thus standard inference is applied.
We employ the CD test (Pesaran, 2007) to test cross-sectional dependence. The CD test is given by:
Where ij ρ is the sample estimate of the pair-wise correlation of the residuals. Specifically:
The CD test is easy to calculate and follows asymptotically the standard normal distribution.
Moreover, the proposed methodology is appropriate for a wide range of models, including stationary dynamic and unit root heterogeneous panels with short T and large N.
Data and Empirical Results

Data
Following the extant literature, and Aldy (2005) Table 1 uniformly reject the null hypothesis of cross-section independence, providing evidence of crosssectional dependence in the data given the statistical significance of the CD statistics regardless of the number of lags (from 0 to 3) included in the ADF regressions. The presence of cross sectional dependence implies that the use of first generation panel unit roots tests such as the tests proposed by Levin et al. (2002) , Im et al. (2003) and Hadri (2000) , may lead to misleading results since they are based on the assumption of cross sectional independence. Thus we proceed with panel unit root tests which account for cross sectional dependence.
Panel unit root tests
A second-generation panel unit root test is employed to determine the degree of integration in the respective variables. The Pesaran (2007) cross-sectionally augmented IPS (CIPS) panel unit root test does not require the estimation of factor loading to eliminate cross-sectional dependence.
Specifically, the usual ADF regression is augmented to include the lagged cross-sectional mean and its first difference to capture the cross-sectional dependence that arises through a singlefactor model. The null hypothesis is a unit root. The results are reported in Panel A of Table 2 and support the presence of a unit root in all three variables under consideration.
Cointegration tests
We use the residuals ݁ ௧ from the hypothesized cointegration relationship in Eq. (1) (Pesaran and Smith, 1995) , the Group Mean Fully Modified OLS (GM-FMOLS) (Pedroni, 2000; 2001) and the Group Mean Dynamic OLS (GM-DOLS) (Pedroni, 2001) . Results are reported in Table 3 . All three methods indicate positive and statistically significant coefficients on income per capita, and negative and statistically significant coefficients on income per capita squared. However, although these standard methods consistently estimate the long run parameters under the assumption of cross-sectional independence, may become invalid in case this assumption is violated. Specifically, the presence of cross-section dependence could result in inconsistent estimation and loss of efficiency (see Phillips and Sul, 2003 and Bai et al, 2009, among others) . In order to check the robustness of our results, we employ two novel general methodologies which account for cross-sectional dependence, the CCEMG methodology (Pesaran, 2006; Kapetanios et al, 2011 ) and the Cup estimation and inference method of Bai et al (2009) . The former allows for cross section-specific slope coefficients while the later assume slope coefficients homogeneity. Both econometric methodologies are described in Section 2.
Our empirical results (Table 3) indicate an inverse U-shaped relationship between per capita emissions and income per capita. Both CupBC and CupFM estimators suggest statistically significant coefficients at the 5% significant level. Contrary, although the CCE-MG estimates of the coefficients are "correctly" signed, they are statistically insignificant. We consider this result as evidence of a strong diversity among the US states.
In terms of the MG testing procedure, the empirical findings highlight that the elasticity States. However, the empirical findings based on the CCE estimates tend to have a comparative advantage over the FMOLS estimations. More specifically, let us assume that emissions are generated by (1) and (2). Next, by substituting (2) into (1) we get:
Kapetanios et al. (2011) argue that individual slope coefficients ‫ܤ‬ can be consistently estimated by the CCE estimator, ‫ܤ‬ ,ா , in the framework of the auxiliary regression (3). Moreover they provide evidence that ‫ܤ‬ ,ா asymptotically follows the standard normal distribution. In our case we need to investigate whether FMOLS estimates share the same good properties as in the above described framework. To allow for the possibility that the unobserved common factors, ‫ܨ‬ ௧ , could be correlated with individual specific regressors ‫ݔ‬ ௧ , we consider the following specification:
Furthermore, following Kapetanios et al. (2011) , we assume that ߉ is invertible. Then by substituting (15) into (14) yields the following model for ߃ ௧ :
. Equation (15) highlights the fact that FMOLS estimations of the regression of ߃ ௧ on ‫ݔ‬ ௧ can only lead to consistent estimation of ߆
and not of ‫ܤ‬ . The above analysis highlights that the EKC curve seems to hold for fewer states than the FMOLS recommends.
If, we compare our CCE-based results with the time-series evidence of Aldy (2005) , given that it is the time-series evidence that accounts for cointegration and not the panel data based results, which the author also raises concerns about, the only common states are: Kansas, Missouri and West Virginia. Though, it is true that Aldy (2005) used both pre-trade (production-based) and post-trade (consumption-based) CO 2 emissions, we believe that our results are more reliable, in the sense that time-series based evidence in the presence of cross-sectional dependence is likely to be biased, as discussed at the onset. Having said this, it would be ideal to compare Aldy's (2005) results, using his dataset (to which we do not have access to), based on the CCE estimates used in our paper to confirm the possibility of biasedness. Understandably, if a state did reach its threshold on or during 1999-the period when Aldy's (2005) data set ended, it would have been picked up with 11 years of additional data.
Conclusions
The paper assesses the 'emissions-income' relationship, i.e. the Environmental Kuznets Curve (EKC) hypothesis, across 48 states of the US. To this end, we use the Common Correlated Effects (CCE) estimation procedure of Pesaran, (2006) . The empirical analysis offered results not only on a panel basis, but also for each state, staying within the panel set-up, which is important, given the existence of cross-sectional dependence.
Our findings point out that there exists a nonlinear link between emissions per capita and personal income per capita, across a number of states, but only in 10 of them the EKC hypothesis seems to be validated. The implications associated with these results indicate that only these 10
states have increased their effectiveness to manage environmental problems and, especially, CO2
emissions. The remaining 38 states should reform a number of their environmental regulatory policies (although the need calls for the enforcement of regulatory laws rather than the enactment of new laws) that will allow them to fight more efficiently environmental degradations, while they have also to adopt more environmentally friendly energy generation technologies (i.e., renewables and/or nuclear) that will not only protect the environment, but also will sustain increased electricity needs. ADF(p) residuals are tested for cross sectional dependence using the CD test (Pesaran, 2004) . Under the null hypothesis of no cross section dependence the CD test follows asymptotically the standard normal distribution. (Pesaran and Smith, 1995) , Group
Mean Fully Modified OLS (Pedroni, 2000 (Pedroni, , 2001 and Group Mean Dynamic OLS (Pedroni, 2001) . MG, GM- 
