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1Chapter 1
Introduction
In this chapter, I initially introduce the context of this study. To begin
with, the research background is introduced. Furthermore, the current re-
search projects of ICN and the studies of in-network caching are illustrated.
In addition, according to the problems that the future Internet may face while
delivering streaming content, the research motivation of this study is elabo-
rated, as well as the research aim. Besides, the organization of this disserta-
tion is represented at the end of this chapter.
1.1 Research Background
The Internet has already become one of the most indispensable compo-
nents of the modern information society. By supporting the unprecedented
worldwide communication and the global information sharing, the Internet
has greatly changed the pattern of people’s lives and has turned into the most
important infrastructure of current world in recent decades.
There is no doubt that the Internet evolves according to the improvement
of our society. With the great increment of the network scale, the require-
ment of the Internet has gradually developed towards intelligent, multime-
dia, high-mobility and energy efficient. Nowadays, most of the content over
the Internet is information-intensive, such as video, audio, streaming file,
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etc. Thus the great development of the current Internet leads to the signifi-
cant increment of network data volume. According to the latest white paper
of Cisco Visual Networking Index (CVNI), the global Internet traffic rises ex-
ponentially. The white paper point out that By 2021, the global IP traffic will
grow up to 3.3 ZB per year, while 1.2 ZB per year in 2016, and the IP video
traffic will account for 82% of all the Internet traffic by 2021 [1, 2]. Indeed,
the main use of the Internet has gradually shifted from connection-driven
communication, such as host-to-host conversations, to the current widely
adopted information-driven communication such as huge amount of data
broadcasting and retrieval, as shown in Figure 1.1. People no longer care
much about where the data actually be stored, but focus on the information
they require. The current IP based network, which was initially designed
for the conversation-based communication in the 1960s, is therefore already
incommensurate with the current network requirement.
FIGURE 1.1: The change of network requirement.
To respond to this challenge, researchers are dedicated to designing the
information-oriented network architectures, i.e. ICN [3, 4]. The basic idea of
ICN architecture has been initially introduced in IETF by TRIAD and Baccala
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in 2002 [7–9]. Unlike IP based network, ICN is an attractive future network
architecture that enables transferred information to be named uniquely at
the network layer in order that the named content can be responded directly
without any location information, namely, the IP address. Apparently, com-
pared with the IP-based network, ICN is more direct and effective for content
delivery. In addition, name-based routing also enables the deployment of in-
network caching, multi-path routing and content multi-casting. Accordingly,
ICN is capable of facilitating data transmission efficiently.
1.2 Overview of ICN Architecture
In recent years, many research projects have been involved in study-
ing ICN-based internet architectures [25–32, 61–70]. Data-Oriented Network
Architecture (DONA) from UC Berkeley is one of the first completed ICN
architectures, which were proposed in 2007. Subsequently, several research
projects have been funded to further investigate the ICN-based network ar-
chitectures, such as Network of Information (NetInf), Publish-Subscribe In-
ternet Technologies (PURSUIT), Content-Centric Networking (CCN)/Named
Data Networking (NDN) [9–14]. These projects are introduced in detail re-
spectively as follows.
1.2.1 DONA
DONA has been proposed by UC Berkeley in 2007, which is the ini-
tially proposed and completed ICN architectures. In DONA a flat and self-
certifying naming scheme with a hierarchical resolution infrastructure named
Resolution Handlers (RHs) is adopted. Accordingly, DONA initially enables
the name-based routing and content-level data communication over the In-
ternet.
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Every data content in DONA has a unique name called Principle. The
Principle in DONA is structured as P : L, where P is the cryptographic hash
of the public key, while L uniquely identifies the information with respect to
the Principle. The Principle is globally unique, persistent, and not bounded by
any organizational boundaries.
FIGURE 1.2: DONA architecture.
Name resolution in DONA is provided by RHs, at each Autonomous
System (AS). And the interconnected RHs which are allocated in different
ASs enable the name resolution and between ASs. In DONA, two types of
messages: REGISTER(P : L) message, FIND(P : L) message, are adopted
by the RHs for the name-based communication. FIND(P : L) message is
used for locating the target data with the name P : L, while REGISTER(P :
L) message is for making a data available and setting up necessary states in
the RHs to route subsequent FIND(P : L) messages effectively, as shown in
Figure 1.2. In addition, according to the content name routing between the
RHs can be performed directly. Once a FIND(P : L) message is resolved,
content can be delivered to the client by sending it over the reverse of the
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appended path. Alternatively, the target content can be responded by IP
based routing.
1.2.2 NetInf
NetInf is a part of the EU FP7 projects 4WARD and Scalable and Adap-
tive Internet Solutions (SAIL) [15–17]. The 4WARD project is more focused
on naming and content searching, while the SAIL project focuses on network
transport issues.
NetInf uses flat name structure as ni : //A/L in which the names com-
posed with A and L. A is the hash of publisher’s public key and L is a label
chosen by the publisher. In NetInf, content routing and content name resolu-
tion can be either decoupled or coupled.
For the scenario that the name resolution and data routing are decou-
pled, Name Resolution System (NRS) is adopted. NRS is used for map the
content name to the locators to reach the corresponding content, and a mul-
tilevel DHT-based name resolution service called MDHT [18] is used to pro-
vides name-based routing. At each AS, the local NRS is in charge of the name
resolution for L, and the global NRS for the A. When a publisher wants to
publish a content, a PUBLISH message with aL is sent to the NRS in the same
AS to locator mapping. All the Ls for the same authority are aggregated by
the local NRS, and this information is sent to the global NRS through a PUB-
LISH message. and a PUBLISH message is sent to the global NRS. And the
global NRS update the latest mapping according to the received PUBLISH
message. When a subscriber wants to request a content, the subscriber can
sent a GET message to the local NRS, and a locator for target content will
be return by the local NRS after consults with the global NRS. Finally, by
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using the returned locator, a GET message is sent to the publisher by the sub-
scriber, and the publisher responds with a DATA message with the requested
content. The processing is shown in Figure 1.3.
In the scenario that the name resolution and data routing are coupled,
a routing protocol is adopted to manage the content retrieval. When a sub-
scriber wants a content, subscriber have to send a GET message to the local
CR, and this GET message is forwarded hop-by-hop in order to approach to
the publisher or a cache. A DATA message is responded when it’s found
through the path taken by the previous GET message.
FIGURE 1.3: NetInf architecture.
1.2.3 PSIRP/PURSUIT
PURSUIT is a follow-up research of PSIRP which is a former EU FP7
project. Unlike IP based Internet routing architecture, PSIRP proposed a
publish-subscribe paradigm based routing architecture.
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The content name used in PURSUIT, i.e. resource identifiers (RIds), is
composed of the scope ID and the rendezvous ID. The scope ID if for identi-
fying a set of related contents, and the rendezvous ID is for distinguishing a
particular segment of content.
In PURSUIT, the Rendezvous Nodes (RNs) are adopted for the name
resolution. When a publisher wants to publish a content, a PUBLISH mes-
sage is sent to the local RN. And if a subscriber wants the same content, he
should send a SUBSCRIBE message to the local RN, and this massage will be
forwarded by the DHT to the target RN. After receives the SUBSCRIBE mes-
sage, the RN sends a massage to the node,namely Topology Manager (TM),
in order to get a route from the publisher to the subscriber. Subsequently, the
TM sends a START PUBLISH message to the publisher which including this
route information, and the target content is retrieved hop-by-hop through
Forwarding Nodes (FNs). The processing is in Figure 1.4.
FIGURE 1.4: PURSUIT architecture.
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1.2.4 CCN/NDN
Van Jacobson and et. al. initially elaborate the design and stricture of
CCN, the pioneering fully-fledged ICN architecture, in the literature in 2009
[108]. Subsequently, The NDN project is funded in US, which is aiming to
further improve the CCN architecture. By replacing the IP layer with the
content chunks layer, NDN proposes a completely redesign of the Internet.
Name structure used in NDN is hierarchical similar to URLs. Generally,
a content in NDN is consist of a set of small pieces of this content, namely
chunk, which can be requested independently in sequence.
NDN communications rely on two types of packet, interest, and data.
The interest packet is designed for requesting a target content and the data
packet is for responding with the requested content. A typical NDN node
consists of Content Store (CS) which temporarily caches the content routed
to pass by, Pending Interest Table (PIT) that aggregates the requests so that
returned data packet can be distributed to all consumer and Forwarding In-
formation Base (FIB). The FIB of NDN is quite similar to an IP FIB, the im-
provement of FIB in NDN is that it allows one entry in FIB to hold multiple
outgoing faces rather than a single one.
The communication over NDN is illustrated in Figure 1.5. When an
NDN router receives an interest packet, the CS will be traversed by the con-
tent name carried by the interest packet in order to find whether the target
chunk is cached there. If this chunk exists in the CS, it will be packaged into
a data packet to be sent to the client directly. This is called a cache hit. Oth-
erwise, PIT is checked in case there is a previous request asks for the same
data. If there is a record in the PIT, the incoming face, which is the port of the
incoming interest of this router, will be added to this entry and this interest
packet will be drop. If there is no match in the PIT, the interest packet will be
forwarded to upstream routers according to the FIB. When an NDN router
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receives a data packet, its CS will be traversed to find if there is the same data
have been cache in this router before. The PIT record the incoming faces of
each received interest packet by the content name. Therefore, If there is no
match in the CS, according to the PIT record, the data will be forwarded to
the faces which the interest was coming. The data will be cached in the CS
while NDN routers are forwarding a data packet, and if the cache space is
exhausted, a selected chunk will be evicted to make room for the incoming
data.
FIGURE 1.5: PURSUIT architecture.
1.3 In-network Caching in ICN
The efficiency of data transmission is further improved by adopting in-
network caching, which has become a distinct research topic in the context
of ICN [5] [6]. Named contents in ICN are able to temporarily stored in the
intermediate network devices for the purpose of directly responding to the
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potential subsequence requests, which have the same content name. Pre-
cisely, in-network caching studies focus on the management of cached con-
tent in these network devices and aim to shorten the delivery distance be-
tween the content and users to reduce unnecessary network traffic [33–60].
Thus, the cache management strategies significantly affect the ICN network
performance.
Cache management schemes can be classified into cache decision strate-
gies and cache replacement strategies, as shown in Figure 1.6. The cache
decision strategy focuses on choosing appropriate caching locations in the
network for particular contents to reduce the cache redundancy and to im-
prove the cache utilization, while a cache replacement strategy is necessary
for each ICN router when the cache decision scheme is processed. The cache
replacement strategy for ICN refers to the process that evicts a selected piece
of content in the storage space to make room for incoming content.
FIGURE 1.6: Cache management scheme.
A cache replacement strategy is necessary for each ICN router when
the cache decision strategy is processed. For instance, Leave Copy Every-
where (LCE) and Least Recently Used (LRU) are adopted to work coopera-
tively as the default cache management strategy of NDN, as shown in Fig-
ure 1.7. Cache replacement is not a fresh issue raised by ICN. For memory
management in computers, cache replacement algorithms are designed to
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improve memory page utilization. LRU, Least Frequently Used (LFU), First-
In and First-Out (FIFO) and the Optimal replacement algorithm (OPT) [20]
(also named Belady’s algorithm) have been proposed to overcome the ac-
cess speed difference between the slow auxiliary storage devices and the fast
cache memory. Among these cache replacement algorithms, the OPT algo-
rithm is the most inspiring one and has been proven to be theoretically opti-
mal [21, 22]. The OPT algorithm evicts the item that will not be accessed for
the longest period of time. However, this theoretically optimal algorithm
is rarely implementable because it is difficult to predict when the cached
items will be accessed in the future. In addition, the cache replacement is-
sues for web caching scenarios are well studied [23, 24]. These studies can be
classified as recency-based replacement (LRU, HLRU, Pyramidal Selection
Scheme (PSS), etc.), frequency-based replacement (LFU, LFU-Aging, etc.),
function-based replacement (Greedy Dual (GD)-Size, Taylor Series Predic-
tion (TSP), etc.) and randomized-based replacement (RAND, etc.). Although
these cache replacement strategies are not aiming for ICN, they are excellent
references for designing the ICN cache strategy.
FIGURE 1.7: Default cache management strategy in NDN.
Web caching techniques have been studied for years and have become a
practical approach for reducing bandwidth consumption in the current Inter-
net. However, because of the new features in ICN structure, the well studied
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web cache techniques cannot be adopted to ICN seamlessly.
1. Cache transparency is different [49]. Web cache solutions are closed
systems, and the cached content for one application can not be used
by other application directly. And even for the same application, the
cache copies of the same content cached in different routers are recog-
nized as different content witch cannot be used efficiently. Neverthe-
less, ICN has a unique naming system, and the contents over ICN are
forwarded, retrieved and cached only according to the unique content
names. Therefore, ICN is able to offer an open transparency cache ser-
vice to the application layer.
2. Unlike web cache that the cache locations are determined beforehand
and close to the edge of the network, the cache in ICN is ubiquitous,
in other words, in-network caching is supported by ICN [49]. Due to
the unique naming mechanism in ICN, every indeterminate network
devices are capable of temporarily cache the content passing by and
able to respond the cached contents to the requests directly. In-network
caching facilitates the contents delivery and shortens the average con-
tent delivery distance. Thus, the overall unnecessary network traf-
fic among intermediate routers is reduced. As such, the management
scheme of in-network caching will not only affect the cache efficiency
but also influence the whole network performance significantly.
3. The cached object is in different granule size [49]. In the studies of tra-
ditional web caching, the unit of cache management usually is a file.
However, within the ICN infrastructure, the unit of caching is a small
segment of a file called a chunk. And this lead to the inadequacy in sim-
ply extending the file-based popularity conclusions to chunk-by-chunk
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ICN in-network caching. Furthermore, for ICN cache, the request pop-
ularity for different chunks within a file is different, and this inter-
nal request popularity is still an open issue. In addition, Independent
Reference Assumption (IRA) which is typically used in traditional file-
oriented caching is no longer appropriate to ICN. Independent refer-
ence assumption refers that the request of a particular object is emerged
independent and will not affect by other objects. In ICN, the requests
for different chunk usually be generated relatively, i.e. these requests
are required for the same file and generated in sequence. Thus the IRA
may fail in this scenario.
1.4 Research Motivation and Aim
As one of the major features, in-network caching plays an important role
in revealing the advantages of ICN. The performance of in-network caching
scheme affects the ICN network performance dramatically. However, the
current in-network caching studies are not efficient enough to manage the
cache space in the ICN, and the cache efficiency in ICN still have room to be
improved.
In-network caching specifically for streaming content delivery (e.g., video
delivery, audio broadcasting and file distribution) over ICN architectures
raises new challenges. Firstly, the cached object has a different granule size.
This variation leads to inadequacy in simply extending the existing file-oriented
caching research results to ICN caching studies, such as the popularity of
cached objects and the request feature. Additionally, for streaming content
delivery over ICN, the chunk request sequence for a file is well ordered rather
than generated independently. Thus, the correlation in the occurrences of re-
quests for chunks in the same file needs to be considered.
14 Chapter 1. Introduction
In this dissertation, I address the problem of cache management, which
focuses on streaming content delivery over ICN. The research aim is to en-
hance cache utilization and reduce unnecessary network traffic by proposing
cache management strategies including both cache decision algorithms and
cache replacement algorithms. In addition, I also attempt to avoid additional
management overhead, such as messages or control packets transmission,
which increases the network burden to some extent.
1.5 Organization of the Dissertation
This dissertation is organized into 8 chapters. In this dissertation, 6
cache management strategies for streaming content delivery over ICN are
proposed, including cache decision algorithms and cache replacement algo-
rithms.
In chapter 1, the overview and research background of this research are
initially introduced. Furthermore, the current research projects of NDN and
the in-network caching in NDN is illustrated. According to the issues that
the ICN architecture may face while delivering streaming content, the re-
search motivation of this study is elaborated, as well as the research aim. In
addition, the organization of this dissertation is presented at the end of this
chapter.
In chapter 2, a content popularity based FLCD cache decision strategy
is proposed, to rapidly cache the most popular contents at the edge of the
network and cache the widely popular contents at the intermediate branch
routers, in order to reduce the network storage redundancy and shorten the
total retrieval time.
In chapter 3, DFLP-based cache management strategy including both
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cache decision and cache replacement strategy is proposed, which is de-
signed specifically for streaming content delivery over NDN.
In chapter 4, two TTH based cache replacement strategies, TTH-LFU
and TTH-LRU are proposed specifically for video streaming content deliv-
ery over NDN.
In chapter 5, by considering the characteristics of streaming content de-
livery, a cache replacement strategy named PPCSA is proposed which is an
effort to enhance the cache performance of NDN. In this chapter, the PPCSA
model and strategy are introduced where file-level and chunk-level popular-
ity are initially proposed.
In chapter 6, TLP-TTH cache replacement strategy is proposed for video
delivery over NDN, which consists of an evictee selection algorithm and a
cache size allocation algorithm. The cache replacement strategy takes two
levels of access probability into consideration and is customized for video
streaming by carefully selecting evictees that have low access probability of
being requested in the future.
In chapter 7, RXI based caching replacement strategy customized for
streaming delivery over ICN is proposed. RXI is introduced to offer unified
estimation criteria of possible future request probability for cached chunks.
RXI adopts both file-level and chunk-level internal request probability and is
estimated according to the dynamically varying request status at each ICN
router.
In Chapter 8, I concluded the dissertation and stated the future work.
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Chapter 2
FLCD Cache Decision Strategy
In this chapter, a content popularity based cache decision strategy named
Fast Leave Copy Down (FLCD)1 is proposed, to rapidly cache the most pop-
ular contents at the edge routers of the NDN and cache the widely popular
contents at the intermediate branch routers, in order to reduce the network
storage redundancy and shorten the total retrieval time.
2.1 Introduction
The main function of the the current Internet has gradually shifted from
host to host communication to efficient content delivery. Thus future inter-
net architectures, such as NDN, have drawn the extensive attention of re-
searchers.
Two critical characteristics of NDN are in-network caching and name-
based routing. With the feature of in-network caching, the contents are able
to be cached along the path of the data transmission, thereby the subsequent
requests can benefit from acquiring these content copies at a closer router
without visiting the original sources. Due to the limitation of network stor-
age capacity, the decision of which and where content should be cached will
1This work has been published in the proceedings of IEICE General Conference 2014, as
No.6 paper listed in the list of publications.
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affect network transmission performance tremendously. In the current NDN,
the cache decision policy named LCE will keep the content on every node
along the content transmission path. To improve the efficiency of In-network
caching, new strategies have been proposed such as LCD [72] which will
cache the content copies only on the node one hop away along the transmis-
sion path for each request. In this chapter, FLCD is proposed, which is a
popularity based cache decision strategy to select the most popular content
and rapidly cache them on the edge nodes of the NDN and cache the widely
popular contents at the intermediate branch routers, in order to reduce the
network storage redundancy and shorten the total retrieval time.
2.2 FLCD Cache Decision Strategy
The FLCD strategy is based on the popularity of contents, and it is de-
signed to cache the ”hottest” contents near the requester and reduce the stor-
age redundancy without costing much overhead of the network.
The proposed FLCD strategy stipulate that the most popular content is
cached at the edge nodes, the widely popular contents are cached at the inter-
mediate branch routers and other contents are cached at the next immediate
node (one hop) to gain a shorter communication time of subsequent requests,
as shown in Figure 2.1.
FIGURE 2.1: Cache decision strategies.
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The FLCD strategy is composed of two algorithms, the Decision algorithm
and the Adjustment algorithm. I record Rq which is the number of times that
this content has been requested to determine the most popular content in this
cache. And Rq will be removed when this content is replaced.
Based on the hop count of received interests packet Ihp, at cache hit node,
Decision algorithm able to decide how many hops (Dhp) the content needs to
be cached and data packet will bring this Dhp while being transferred. The
Ihp is carried by interest packets and keep counting during delivery. If the
requested content is the most popular content, the Dhp is set Ihp to make sure
this content to be cached at the edge node, otherwise, the Dhp is set to 1 so
that the requested content can be cached at the next router away from the
source, as shown in Figure 2.1.
When the NDN node receives a Data packet, theDhp will be checked and
the data will be cached in CS if the Dhp equals to 1, otherwise, the Dhp will
be decreased by 1 and then the packet will be forwarded to the next node, as
shown in Algorithm 2.1.
Algorithm 2.1 Decision Algorithm
Require: Ihp
1: if requested content Ci exsist in CS then
2: Check the Rq of Ci;
3: Rq ← Rq + 1;
4: if Rq is the most largest one then
5: Dhp ← Ihp;
6: else
7: Dhp ← 1;
8: end if
9: end if
Adjustment algorithm is to adjust the Ihp carried by data packets while
it is being forwarded. By considering that the interest packets may be aggre-
gated by NDN nodes, and the hops to the edge node through different faces
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may be different, the Ihp of interest packets form different faces are recorded
in the PIT entry. Accordingly, the Adjustment algorithm is able to modify the
Dhp to the correct hops to make sure this content can be cached at the edge.
Besides, when a node finds that the received content was requested by mul-
tiple faces and the number of these faces is the largest one, this content will
also be cached at this branch node as shown in Algorithm 2.2.
Algorithm 2.2 Adjustment Algorithm
Require: Dhp, face set F{F1, F2, ..., Fm}, Ihp
1: if received data packet Ci has request record(s) in PIT then
2: if Ci was requested by the largest numbers of faces then
3: Cache Ci at this node;
4: end if
5: for each request face Fi do
6: if Dhp 6= Ihp then
7: Dhp ← Ihp;
8: end if
9: Forward data through face Fi with Dhp;
10: end for
11: end if
When the first few requests are sent to the network, the Rq makes little
difference with others. Hence it is not easy to distinguish the most popular
content from others. Therefore, starting-threshold STN is introduced which
is set based on Zipf-distribution. If the numbers of CS entry reached the
STN , the FLCD will be triggered, otherwise, content will be cached on next
hop. As shown in equation 2.1, N is the cache size of CS and α refers to the
Zipf rank exponent.
STN =
1
2α∑N
i=1
1
iα
×N (2.1)
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2.3 Simulation and Results
FLCD is implemented in ndnSIM [71] simulator. To gain analytical in-
sights, I simulated the FLCD, LCD and LCE cache decision strategies inde-
pendently. The cache replacement strategies of this simulation are LRU, LFU,
and Random.
4-levels complete binary tree is selected as the topology of the simula-
tion, and the leaf nodes refer to the edge of the network. The Producer is an
abstraction of the multiple original content sources which are connected to
the edge of the network, and other 7 consumers are connected to other leaf
nodes. 10000 unique contents (1KB for each) are used which are requested
with the popularity that follows the Zipf-distribution. The cache size of each
NDN router is set to 100K. This simulation does not stop requesting unless
10000 contents have been received by all consumers.
Two parameters: total retrieval time and average retrieval distance are
used to measure the performance of the proposed strategy for this simula-
tion.
The total retrieval time illustrates the time when all the consumers suc-
cessfully receive every content. In Figure 2.2, FLCD have the smallest total
retrieval time with different cache replacement strategies compared to LCD
and LCE.
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FIGURE 2.2: Total retrieval time.
The average retrieval distance is the combined number of hops for Inter-
est and Data for one request. In Figure 2.3, as expected, the FLCD reduces
the average retrieval distance evidently than other two strategies.
FIGURE 2.3: Average retrieval distance.
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2.4 Summery
In this chapter, a popularity based cache decision strategy FLCD is pro-
posed for the cache management issue in ICN networks. Simulation results
show that, compared with LCD and LCE, FLCD achieves better performance,
in terms of shorter retrieval time and less retrieval distance.
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Chapter 3
DFLP Cache Replacement Strategy
In this chapter, a Dynamic File Level Popularity (DFLP)1 based cache
management strategy is introduced to improve the performance of stream-
ing content transmission over NDN. With the feature of streaming content
delivery, I take the file-level popularity of streaming files into consideration
instead of the chunk-by-chunk popularity of individual streaming chunks.
The results show that DFLP can reduce the total retrieval time and average
retrieval distance, meanwhile increase the average cache hit ratio.
3.1 Introduction
NDN cache management strategy is composed of cache decision strat-
egy which is for deciding whether to cache at the time of a data packet ar-
rival and cache replacement strategy which is used to choose an appropriate
content in CS to be replaced to make room for new incoming content.
NDN preforms variedly according to different cache management strate-
gies. Thus researchers are attracted to finding more effective cache manage-
ment strategies in order to improve network performance. Xiaoyan Hu, et
al. proposed a Not So Cooperative Caching strategy (NSCC) [73] which is
1This work has been published in the proceedings of IEICE General Conference 2015, as
the No. 5 paper listed in the list of publications.
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an extension study of their previous work named Cooperative Caching strat-
egy, introduced a cache decision policy based on access cost of selfish nodes.
These selfish nodes would cooperate in caching and sharing content if and
only if each of the benefits. The storage redundancy is dramatically reduced
nevertheless the scalability of NSCC is under discussion. Two cache replace-
ment algorithms LGD-size and Lmix [74] were proposed for layered video
content streaming in CCN, by Junghwan Lee and et al. Their experiment re-
sults showed that the proposed policies maximum double the cache hit ratio
for each NDN node compared with the FIFO, LFU, and LRU.
3.2 DFLP Based Cache Management Strategy
DFLP is a complete cache management strategy includes a DFLP cache
decision strategy working corporately with the DFLP cache replacement strat-
egy. In this study, I assumed that a single streaming file fi = {Ci,1, Ci,2, . . . , Ci,n}
( i ∈ m, which m is the number of streaming files) consists of n independent
chunks Ci,j which will be requested in a row by viewers according to the
unique sequence number j (j ∈ n), and the sequence number j are ordered
by streaming request sequence. The file-level popularity Reqi of different
streaming files is measured instead of chunk-by-chunk popularityReqi,j , and
according to the recorded file-level popularity Reqi, I carry out our cache de-
cision and cache replacement strategies.
3.2.1 DFLP Cache Decision Strategy
The DFLP cache decision can be divided into two steps: monitoring
the file-level popularity Reqi while forwarding interest packets, and mak-
ing cache decision while receiving data packets according to the Reqi and file
occupancy rate of CS Rcsi. Rcsi refers to the storage space occupancy rate
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by this streaming file fi in the content store. Reqi and Rcsi are defined as
follows:
Reqi =
∑n
j=1Reci,j∑m
i=1
∑n
j=1Reci,j
(3.1)
Reci,j ∈ {0, 1, 2, ...} refers to the number of requests for chunk Ci,j which
is measured in a single time unit while NDN node forwarding interest pack-
ets. Thus, according to formula 3.1, request rate Reqi able to demonstrate the
dynamic request popularity of streaming file fi under different communica-
tion stages.
Reci =
∑n
j=1 Rcsi,j
K
(3.2)
Rcsi,j indicates that the real time cache occupancy rate for streaming file
fi in CS. In formula 3.2,Rcsi,j ∈ {0, 1} addresses whether chunkCi,j is cached
in this CS and K is the cache size of this node.
FIGURE 3.1: DFLP cache decision strategy.
The cache decision is made according to Reqi and Rcsi. When an NDN
node receives a data packet of chunk Ci,j , I compare the file request rate Reqi
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and the cache occupancy rate Rcsi. If Rcsi is smaller, that is to say CS still
have enough room for file fi and content Ci,j is decided to be cached, as
shows in Figure 3.1. , otherwise, do not cache.
3.2.2 DFLP Cache Replacement Strategy
With request rate and CS occupancy rate changes dynamically, the DFLP
cache replacement varies by different scenarios.
When NDN node receives a data packet of content Ci,j and CS is full,
I compare the file request rate Reqi and the cache occupancy rate Rcsi. if
Reqi ≤ Rcsi in other words, file fi has already occupy more storage spaces
than it needed, thus a contentCi,q in the CS is replaced which not only has the
same file name with the new coming contentCi,j but also is the less frequency
used content. On the other hand, if Reqi > Rcsi which means more contents
of file fi need to be cached to meet the high request rate, then I choose content
Cp,q in the CS to remove, and content Cp,q is the less frequency used one with
different file name of new coming content Ci,j .
As shown in Figure 3.2, e.g. when node receives content C1,2, if Req1 ≤
Rcs1, content C1,4 will be removed. On the contrary, if Req1 > Rcs1, content
C2,6 will be replaced according to DFLP cache replacement strategy.
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FIGURE 3.2: Sample of DFLP cache replacement strategy.
3.3 Simulation and Results
I implemented our scheme in ndnSIM [71] simulator. To gain analytical
insights, I compare our proposed scheme DFLP with NDN cache decision
strategy LCE and two cache replacement strategies LRU and LFU indepen-
dently under a hybrid topology which composed of a core network and ac-
cess networks. Abilene [75] is chosen for the core network and for the access
networks I used 3-levels complete binary tree. I implemented 25 different
streaming file producers, each of them offered a unique streaming file, each
streaming file has 800 chunks, whose size is 800KB, and the total chunk num-
ber is 20,000. I assume that 100 consumers request for different streaming
files. The access frequency of the files follows the Zipf-distribution (α = 0.8).
Besides, the consumers will request the streaming chunks in the order of the
sequence number j.
Total retrieval time is the time when all consumers have successfully re-
ceived every requested chunk. As shown in Figure 3.3, our proposal shortens
the total retrieval time.
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FIGURE 3.3: Total retrieval time.
Average retrieval distance is the combined number of average hops for
interest and data delivery. In Figure 3.4, DFLP reduce the average retrieval
distance compared to the other two cache management strategies.
FIGURE 3.4: Average retrieval distance.
As is clearly shown in Figure 3.5, the improvement of cache hit ratio
performed by DFLP can be up to nearly 20%.
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FIGURE 3.5: Average cache hit ratio.
3.4 Summery
In this chapter, I proposed DFLP based cache management strategy for
streaming content delivery over NDN which composed with both cache de-
cision strategy and cache replacement strategy. And the simulation results
showed that compared to the default NDN cache management schemes LCE+LRU
and LCE+LFU, the proposal improved the network performance by reducing
the total retrieval time and increasing the cache hit ratio.
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Chapter 4
TTH Cache Replacement Strategy
In this chapter, two Time to Hold (TTH)1 based cache replacement strate-
gies TTH-LFU and TTH-LRU are proposed, which not only consider the fea-
tures of video delivery over NDN but also take the future popularity into
account. The research goal is to reduce the cache storage redundancy and
to improve the network performance while costing quite limited overhead.
In the simulation, the strategies are compared against two widely accepted
cache replacement strategies LRU and LFU on 4 different hybrid topologies
with variable cache sizes. The results validate that for every scenario, the
proposed strategies significantly improve the cache hit ratio and shorten the
total retrieval time as well as the average retrieval distance, and lighten the
burden imposed on the original sources. Furthermore, The proposals can
decrease the excessive network traffic, which avoids the unnecessary data
delivery among routers and reduces the transmission energy consumption
20% on average from LRU and LFU. Besides, the impact of several factors
is evaluated to demonstrate that how other factors affect the performance of
our proposed cache replacement strategies.
1This work has been published in IEICE Technical report. CS, 2014, as the No. 4 paper
listed in the list of publications.
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4.1 Introduction
In-network caching, one of the characteristics of NDN is able to avoid the
redundant network transmission. An appropriate cache management strat-
egy enhances the NDN network performance. Cache management strategy
is composed of cache decision strategy which decides where to cache these
contents and cache replacement strategy for removing a carefully selected
content in the cache to make room for the new coming one.
There is clearly a large number of works related to the performance of
caching in NDN. Yanhua Li, et al. [76] developed a holistic model to an-
alyze the optimal strategy for providing the in-network storage capability
and presented an optimal strategy to provide the storage capability that opti-
mizes the overall network performance and cost. Based on off-path caching,
Martin Draxler and Holger Karl [77] proposed alternative strategies which
try to avoid redundant caching of contents to use cache space more effi-
ciently. Yonggong Wang, et al. [78] investigated an analytical method to
find an optimal solution in deciding which CCN node should be equipped
with the cache function and how many contents should be cached. By using
this method, they are capable to analyze what and how the factors, such as
topology, network size, content popularity characteristics and different cache
replacement policies affect the network performance.
Since NDN is more suitable to deliver a large number of contents, in par-
ticular, video streams, some researchers are devoted to the studies of video
transmission experiences and application design through NDN. Suphakit
Awiphan, et al. [79] proposed a framework to study the performance of
video streaming over NDN, and showed that overlay delivery path and size
of data chunks affect the streaming quality. Meanwhile, Andrea Detti, et al.
[80] presented a P2P application for live streaming delivered over NDN.
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In this chapter, I focus on cache replacement strategies for video deliv-
ery over NDN and propose two cache replacement strategies TTH-LFU and
TTH-LRU. The proposals not only consider the current request popularity
of contents but also take future request popularity into account. TTH re-
placement strategies will “Hold” the contents of the CS that will likely be
requested in the coming seconds to improve the network transmission ca-
pacity.
4.2 TTH Cache Replacement Strategy
4.2.1 Assumptions
NDN is a content-oriented network architecture in which packet routing
is based on unique content names, and the communication is driven by con-
sumers. A consumer asks for a specific content by broadcasting interest pack-
ets to every available face according to this unique content name. NDN able
to use hierarchical naming structure (e.g. /www.youtube.com/2014/video03/No004).
Any node receiving the interest packets and having data with the same name
can respond with a data packet. And the files such as video streams can be
transferred segment by segment.
Therefore, I assume that the name of requested video contents in NDN
is composed of a Pre-Name (PN) that identify this specific video file and a
Sequence Number (SN) which able to distinguish different content segments
in this video. And the SNs are ordered based on video playback time.
4.2.2 TTH Model
Time to Hold (tth) is the estimated time point until which the already
cached chunks are expected to be requested in the future. Since I assume that
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consumers will request the video chunks in a row according to the sequence
number, I deduce that the subsequent chunks will have a high probability
to be requested in the next time interval. For instance, as shown in 4.1, if
an NDN router received an interest packet which requests for video01/0003,
the subsequent contents such as video01/0004, video01/0005, etc. will highly
be requested later. Therefore, if any of these subsequent contents have been
cached in CS, they will have a higher chance to be requested than other con-
tents. And our aim is to “hold” these contents in the CS for a short time span,
to make sure that these contents will not easily be replaced by the cache re-
placement strategy. And the end time of this time span is tth as I defined.
However, it is obvious that not all subsequent chunks need to be held
in the CS if the sequence number is much larger than the current request
one (e.g. Video01/0999). Thus, I bring out Update Window Size (UWS) to
manage how many subsequent contents should be held. E.g. assume that
current request is for video01/0003 and UWS equal to 10, only the contents
whose sequence numbers are between /0004 and /0013 will be kept if they
have been cached, as shown in Figure 4.1.
FIGURE 4.1: Update Window Size (UWS).
Every tth of contents are recorded in the CS. When a content initially be
cached in the CS, the tth of this content is the cached time. And all tth should
be updated accurately when NDN router receives an interest packet. And the
contents of which tth will be updated must under the following constraints:
1. The content have the same Pre-Name with the received Interest packet.
2. Sequence Numbers is bigger than the received interest packet.
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3. The gap of Sequence Numbers between two contents is below Update
Window Size.
The tth is calculated by sequence number gap between the just received
interest packet and the cached contents. As shown in equation 4.1, t0 is the
time that interest packet is received, SNi is the sequence number of contenti
that stored in the CS and SNInterest is the sequence number which is carried
by the just received interest packet. The average playback time for a single
video chunk is present by ∆t and C for tiny interval to keep this content in
CS a little bit longer.
TTH = t0 + (SNi − SNInterest)×∆t+ C (4.1)
4.2.3 tth Update
When NDN router receives an interest packet, all the tth in the CS will
be checked in case for update. Consequently, the contents which I aim to
hold will have a larger tth and update more frequently than others which
may unpopular or have low probability to be requested later. The procedure
is clearly presented in Algorithm 4.1, where PNInterest represents the Pre-
Name of the received interest and the PNi is for Contenti that cached in the
CS.
4.2.4 TTH-LFU Cache Replacement Strategy
TTH-LFU, one of our proposed cache replacement strategy, is not only
considering the content-level request frequency but also take file-level fre-
quency into account. This cache replacement strategy will remove the con-
tent which both least frequently used and have less chance to be ordered
in the coming time interval. According to the long-tail theory, the request
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Algorithm 4.1 tth Update
Require: PNInterest, SNInterest, t0, UWS;
1: Receive an interest packet;
2: for i <= CacheSize do
3: if PNi = PNInterest then
4: if SNi > SNInterest and SNi − SNInterest <= UWS then
5: TTH = t0 + (SNi − SNInterest)×∆t+ C;
6: end if
7: end if
8: end for
frequency of last few unpopular contents makes limited difference. Due to
the consideration all above, I first choose a group of least frequently used
contents as replace candidates which are kept in a temporary buffer named
Candidate Buffer (CB[n]), and then compare tthj , the tth of contentj in this
CB[n], to choose the earliest tth one to remove it. Therefore, the popular con-
tents and the contents which will highly be requested later will continue to
be cached. As shown in Algorithm 4.2, Contentr is the aimed content that I
want to replace whose tth is presented by tthr.
4.2.5 TTH-LRU Cache Replacement Strategy
If I extend the size of candidate buffer to the CS cache size, another cache
replacement strategy named TTH-LRU is proposed, which only based on
content tth. The processing is presented in algorithm 4.3.
4.3 Simulation and Results
I implemented our strategies in ndnSIM [71] simulator. To gain analyti-
cal insights, I simulated the LRU, LFU, TTH-LFU and TTH-LRU replacement
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Algorithm 4.2 TTH-LFU
1: if CS is full then
2: Initialize CB[n];
3: for i <= CacheSize do
4: CB[n]← n least frequently used contents in CS;
5: end for
6: Contentr ← CB[0];
7: for j <= n do
8: if tthj < tthr then
9: Contentr ← CB[j];
10: end if
11: end for
12: Remove Contentr;
13: end if
Algorithm 4.3 TTH-LRU
1: if CS is full then
2: for i <= CacheSize do
3: if tthi < tthr then
4: Contentr ← Contenti;
5: end if
6: end for
7: Remove Contentr;
8: end if
strategies independently under different conditions. LCE, the default cache
decision strategy, had been used in our simulation.
4.3.1 Simulation Configuration
The simulation network topologies are 4 hybrid topologies which are
composed of core networks and access networks. For the core networks,
Tree, CERNET, Abilene and GEANT [81–83] have been chosen and for the
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access networks I used 3-levels complete binary tree, as shown in Figure 4.2.
FIGURE 4.2: Simulation topologies.
To evaluate the performance similar to the real network circumstance,
producers are connected to the edges of the access networks. I implemented
25 different producers, each of them offered a unique video and connected to
3 leaf nodes of the access binary tree on different branches. Each video has
800 segments, whose size is 800KB, and the total chunk number is 20,000.
Furthermore, studies have shown that the popularity of video files follows
Zipf distribution[84], thus I assume that 100 consumers request for differ-
ent Pre-Name (different video files) follows the Zipf distribution (α = 1.7),
and the time interval of the request for different video files follows the expo-
nential distribution. Referring to a single video, the consumers will request
the video contents in the order of the SNs, and the time interval of request
for these contents follows the uniform distribution with the mean is 1s. This
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simulation did not stop requesting unless 20,000 contents have been received
successfully by the suitable consumers. I compare the effectiveness of our
proposal with two cache replacement strategies LRU and LFU across a range
of cache sizes, from 200 items to 2000 items for each NDN node.
4.3.2 Results and Discussion
Average cache hit rate is often used as the main performance metric to
measure the caching performance in the literature. In addition, I also take
total retrieval time which illustrates the time for all consumer have success-
fully received requested contents, and average retrieval distance which is the
combined number of hops for interest and data packets during one pair of
request and respond to indicate the performance of our proposal. Besides,
I calculated the network traffic as well on the different scenario to elaborate
the reduction of unnecessary communication among routers.
As shown in Figure 4.3, under variable cache size and topologies, The
TTH-LRU always reaches the highest cache hit ratio compare to LRU and
LFU. The improvement of TTH-LFU is inconspicuous on this request model,
especially when the cache size is big enough.
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(a) (b)
(c) (d)
FIGURE 4.3: Average cache hit ratio. (a) Tree; (b) Abilene; (c)
CERENT; (d) GERENT.
Total retrieval time, illustrate the total download time for all consumer
have successfully received the segments of the video is shown In Figure 4.4.
In this figure, both TTH-LFU and TTH-LRU reduced the total finish time with
different cache size and topologies compared to LRU and LFU. Namely, our
proposal is able to reduce the video buffer time, especially when the cache
size is limited.
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(a) (b)
(c) (d)
FIGURE 4.4: Total retrieval time. (a) Tree; (b) Abilene; (c) CER-
ENT; (d) GERENT.
Average retrieval distance is another significant metric which indicates
the average hops for data delivery over NDN network. In Figure 4.5, as
expected, the TTH-LRU reduces the average retrieval distance evidently than
other three cache replacement strategies.
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(a) (b)
(c) (d)
FIGURE 4.5: Average retrieval distance (hop). (a) Tree; (b) Abi-
lene; (c) CERENT; (d) GERENT.
To expound the reduction of unnecessary transmission among NDN routers,
I measured the total traffic of the network. I found that with the rising of the
cache hit ratio, the utilization of cached content was improved, and hence
popular contents do not have to be delivered among routers regularly. Thus,
the total traffic of the network could be reduced. Table 4.1 report that com-
pared to LRU, TTH reduced video transmission 22.6% on average under ev-
ery scenario, and 20.6% from LFU. That is to say, TTH strategy can reduce
around 20% of the transmission energy consumption compare with LRU and
LFU.
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TABLE 4.1: Network Traffic.
Cache Size TTH v.s. LRU Average TTH v.s. LFU Average
200 16.23% 16.26%
500 34.88% 38.51%
Tree 1000 29.74% 21.84% 31.15% 21.19%
1500 19.06% 15.58%
2000 9.25% 4.44%
200 21.04% 21.56%
500 35.44% 36.67%
CERENT 1000 30.98% 22.54% 27.38% 20.57%
1500 16.42% 13.00%
2000 8.79% 4.25%
200 26.31% 22.94%
500 36.64% 33.59%
Abilene 1000 28.88% 23.60% 29.81% 20.77%
1500 17.99% 13.86%
2000 8.19% 3.63%
200 19.49% 19.51%
500 36.81% 34.34%
GEANT 1000 31.35% 22.56% 27.71% 19.88%
1500 17.05% 13.73%
2000 8.17% 4.09%
46 Chapter 4. TTH Cache Replacement Strategy
4.3.3 Factors Affect TTH Performance
To highlight the aspects that probably affect the performance of our pro-
posed cache replacement policies, another group of simulations had been
carried out. I compared the performance of TTH-LRU over different Update
Window Size and TTH-LFU with different Candidate Buffer Size. I observe
that the Update Window Size greatly influences the performance of TTH-
LRU. And for TTH-LFU, to find a best Update Window Size could not reduce
the average retrieval distance obviously when Candidate Buffer Size is quite
limited. On the other hand, when I increased the Candidate Buffer Size of
TTH-LFU from 20 items to 50, as shown in Figure 4.6, the performance of
TTH-LFU (50) improved markedly.
FIGURE 4.6: Average retrieval distance under different UWS.
4.3.4 Best UWS
Since that an appropriate UWS will significantly improve the perfor-
mance of TTH-LRU, I aim to find some corresponding factors that will affect
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the Best Update Window Size.
Topology: I carried out another group of simulations on 4 different topolo-
gies, with the same request model configuration. The result shows that topol-
ogy does not affect the best update window size, as is shown in Figure 4.7.
FIGURE 4.7: Best UWS on different topologies.
Cache Size: I simulated our proposal with different cache sizes and the
best window sizes are distinct. Figure 4.8 illustrate that cache size do change
the best update window size, and directly proportional to cache size.
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FIGURE 4.8: Best UWS on different Cache Size.
4.4 Summery
In this study, two cache replacement strategies TTH-LFU and TTH-LRU
are proposed for improving the performance of video delivery over NDN.
The results show that our strategies can shorten the total retrieval time and
the average retrieval distance, and increase the cache hit ratio compared with
LRU and LFU. In addition, TTH reduces the unnecessary network traffic that
can be interpreted as the decrease in the transmission energy consumption
around 20% on average. Besides, I evaluated the impact of several factors
such as UWS and replace Candidate Buffer Size to demonstrate that how
these factors affect the performance of our proposed schemes. And then I
carried out another group of simulations to address the influence of best Up-
date Window Size and NDN network parameters such as topology and cache
size.
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Chapter 5
PPCSA Cache Replacement
Strategy
In this chapter, a cache replacement strategy named Popularity Propor-
tional Cache Size Allocation (PPCSA)1 strategy has been proposed, which
is designed for streaming content delivery on NDN. Unlike other previous
works in this area, which have focused on the popularity of individual con-
tent chunks, in this study, I not only consider the file-level popularity of a
streaming file which is composed of a set of video segments but also take the
chunk-level probability of streaming chunk within a streaming file into con-
sideration. I evaluated the strategy through simulations, by using a simple 4-
level tree topology and a real network based hybrid topology. The results val-
idate that on both scenarios, the proposed approach can increase the average
cache hit ratio and shorten the average retrieval distance between clients and
object contents. In addition, the energy efficiency of PPCSA strategy is ana-
lyzed, and I found that compared to other three cache replacement strategies,
LRU, LFU, and FIFO, PPCSA reduces the transmission energy consumption,
and improves the energy efficiency.
1This work has been published in the proceedings of European Conference on Networks
and Communications IEEE, 2015, as the No. 3 paper listed in the list of publications.
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5.1 Introduction
With the features of in-network caching, NDN is capable of facilitating
multicast of contents and shortening the content delivery distance between
content copies and requesters, by which the unnecessary network traffic can
be reduced. Thus an appropriate cache management scheme could improve
the network performance greatly.
By suggesting the new architecture of the future network, NDN provides
various challenges for researchers to study. And there are many pieces of
research existing in the study of cache strategy and video delivery.
A holistic model [76] has been developed to analyze the performance
and overhead of cache management strategies in NDN. Based on this model,
they proposed an optimal cache strategy named Coordinating In-network
Caching to improve the overall NDN network performance and optimize the
cache management cost. An in-network caching scheme ProbCache [37] has
been introduced, which aims to reduce the cached redundancy on the con-
tent transmission path, and fairly distributes contents for multiple requesters
on this path. Martin Draxler and Holger Karl proposed off-path based cache
strategies [46] to avoid redundant caching of contents, so as to improve the
utilization of cache space. These researches contribute in improving the cache
efficiency of NDN in various aspects. However, the requested objects in their
studies is the general contents. As for multiplexing a set of ordered contents,
e.g. video segments, the cache management scheme needs to be reconsid-
ered.
Cache replacement policy aims to carefully choose an appropriate con-
tent in CS to evict in order to make room for incoming contents. Although
many efficient cache replacement policies such as LRU, LFU, FIFO have been
widely adopted, the researches of seeking the more efficient policy of NDN
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is being carried out. Two cache replacement algorithms have been propos-
ing to enhance the efficiency of H.264/SVC based video streaming delivered
in NDN [74], while the scalability of these algorithms is under discussion.
A Reuse time (RT) [85] based caching policy has been presented, which is a
practical extension study of MIN algorithm[20]. RT caching policy exploits
the periodicity of request stream pattern in the case of video streaming and
exactly predicts the reuse time of a segment by the knowledge of play start
time of each user to view this video. However, the overhead of predicting
reuse times for every video segment has not been clearly assessed.
In this chapter, I propose a cache replacement strategy named PPCSA,
for improving the cache performance of streaming content delivery over NDN.
Based on the features of streaming content request model, I not only consid-
ered the file-level popularity of each streaming file which consists of a group
of streaming chunks but also took the chunk-level probability of streaming
chunks into account. PPCSA has been evaluated in the simulation on two
topologies with variable cache sizes. And the results show that compared
with LRU, LFU, and FIFO, the proposal enhances the network performance
of NDN in several aspects. In addition, the result of energy efficiency analy-
sis indicates that PPCSA is more energy efficient compared to the other three
cache replacement strategies.
5.2 Popularity Proportional Cache Size Allocation
Strategy
5.2.1 Assumptions
In NDN, contents are requested according to its individual names, and
the name structure used in NDN is hierarchical name structure, e.g.
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/Prefix/V ideoi/Contentj . Generally, a streaming file in NDN is composed of
a set of streaming segments (chunks) which are requested in sequence while
streaming is being requested.
I, therefore, assume that the name of requested streaming chunks in
NDN includes a streaming title name i and a sequence number j which is
used for distinguishing different chunks of this streaming file. And the se-
quence number j is ordered based on streaming chunk sequence. Accord-
ingly, I define that a streaming file fi consists of a set of streaming chunks
{Ci,1, Ci,2, . . . , Ci,j. . .}, which are ordered by its sequence number j. Besides,
in this study, I consider that streaming file will be requested from the first
chunks to the last one.
5.2.2 PPCSA Model
PPCSA is a cache replacement strategy which is concerned with both the
file-level popularity of streaming file and chunk-level popularity of stream-
ing chunks. Moreover, based on the natural linear time structure of streaming
chunks, the popularity of each chunk within a streaming refers to the proba-
bility of this content being requested in the future. The PPCSA model can be
divided into two components: Cache Size Allocation and Evictee Selection,
and the two types of popularity mentioned above are adopted.
Cache Size Allocation Algorithm
I argue that according to the file-level popularity, the allocation of stor-
age space for each streaming file in the CS needs to rapidly respond to the
dynamic variation of request ratio. Thus, I measure the request ratio Reqi for
each file and calculate the real-time CS occupancy rate Rcsi for file i cached
in the CS, in order to accurately adjust the allocated cache size for each file
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while cache replacement occurred. And the calculation ofReqi andRcsi takes
place as follows:
Reqi =
∑n
j=1Reci,j∑m
i=1
∑
j=1Reci,j
(5.1)
Reci,j ∈ {0, 1, 2, ...} represents the observed number of requests for con-
tent Ci,j in a single time unit. The m, n in Equation 5.1, are considered as the
amount of requested files and the number of requested chunks respectively.
Equation 5.1, request rate Reqi implies the dynamic popularity of file fi.
Reci =
∑
j=1 Rcsi,j
K
(5.2)
In Equation 5.2, Rcsi,j ∈ {0, 1} indicates whether chunk Ci,j is cached
in this CS, and K is the CS cache capacity of a node. Therefore, the real
time cache occupancy ratio for file fi in CS can be expressed by Equation 5.2.
Namely, Reci represents the proportion of cache size occupied by file fi.
The goal is to allocate cache proportional to content popularity, i.e.,Reqi =
Reci. Reqi < Reci indicates that file fi is occupying more cache spaces than it
needs. On the contrary, Reqi > Reci, I can regard that more chunks of file fi
need to be cached to meet the request ratio, in order to enhance the utilization
of CS.
Evictee Selection Algorithm
Users request streaming chunks in the order of sequence number j, then
I deduce that the subsequent chunk have higher probability to be requested
in the future. For instance, if an NDN router receives a request for content
Ci,6, the subsequent chunks of the same file such as Ci,7, Ci,8 etc. would likely
be requested later. Therefore, any of these subsequent chunk which cached in
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CS, will have a higher opportunity to be requested than prior chunks. And
PPCSA aims to keep these subsequent chunks in the CS for the future re-
quests by selecting the chunk with the smallest sequence number j to be the
evictee candidate.
PPCSA Cache Replacement Strategy
PPCSA cache replacement strategy is able to adjust the CS space oc-
cupied by each file due to the consideration of file-level popularity while
processing cache replacement algorithm. In the meantime, PPCSA strategy
evicts the content which has smallest probability to be requested in the fu-
ture.
When an NDN router receives a data chunk Ci,j , firstly the router com-
pares the monitored file-level popularity Reqi and CS storage space occu-
pancy rate Reci. And then based on the evictee candidate selection model, I
choose the suitable content to evict, as shown in Figure 5.1.
FIGURE 5.1: PPCSA cache replacement strategy.
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If Reqi < Reci, file fi is occupying CS rooms more than it needs. Thus
some of cache space should be freed for other files to enhance the CS effi-
ciency. Based on the evictee candidate selection method, I therefore choose
two chunks Ci,p, Ci,q of file fi in the CS to evict, and the evict candidates Ci,p,
Ci,q have the smallest two sequence number (p < q), as shown in Figure 5.2.
If Reqi = Reci, I select only one chunk Ci,p of file fi in the CS, which has
the minimum sequence number p, and evict it.
Otherwise, if Reqi > Reci, it refers that more contents of fi need to be
cached in this CS. Thus no chunk of fi will be removed. Instead of that, I
select the chunk Ck,p to evict, which has the minimum sequence number p
of file fk, and this file has the smallest request rate Reqi in CS. Figure 5.2
illustrate the algorithm.
FIGURE 5.2: An example of PPCSA cache replacement algo-
rithm.
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5.3 Simulation and Results
I implemented the PPCSA strategies with ndnSIM [71] simulator. The
proposed strategy is compared with 3 widely adopted chunk-level cache re-
placement strategies LRU, LFU, and FIFO on two topologies: a 4-level tree
topology and a complicated hybrid topology. LCE, the default cache decision
strategy, has been adopted in the simulation to work cooperatively with the
cache replacement strategies.
5.3.1 Simulation Configuration
To evaluate the performance of each cache replacement strategy in a re-
alistic network environment, video producers and clients were all connected
to the edge of the topology. And I implemented 25 different producers in the
simulation, and each of the producers provided a unique streaming file. In
addition, every file is consisted of 800 video chunks. Accordingly the total
chunk number is 20,000 items.
Furthermore, referring to file-level popularity, studies have shown that
the popularity of streaming files follows Zipf-distribution [84, 86]. Thus 100
clients are implemented and the popularity of request for different files fol-
lows the Zipf-distribution and assumed that α = 1.2. These clients started
to request files with a given intervals which were assumed to follows the
exponential-distribution. Besides, the consumers requested chunks in the or-
der of the sequence number j from the beginning of this file to the end. Each
simulation was stopped only if all 20,000 contents had been successfully re-
ceived by their corresponding clients. And the simulation was performed
independently across a range of CS sizes from 100 items to 1000 items for
each NDN node.
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I took two topologies to arrange the simulation. The first one is a 4-level
tree in order to test the performance of the PPCSA strategy on a simple and
small-scale network. To address the scalability and the performance on com-
plex conditions of PPCSA strategy, another group of simulations were carried
out arranged on a hybrid topology which composed of a core network and
an access network, as shown in Figure 5.3. I chose GEANT [83] as the core
network of the hybrid topology, and for the access networks I used 3-levels
complete binary tree.
FIGURE 5.3: Hybrid topology.
5.3.2 Evaluation Parameters
4 values were used to evaluate the performance of each cache replace-
ment strategies.
1. Total retrieval time illustrates the total processing time for all the 100
consumers to receive their requested videos contents.
2. Average retrieval distance indicates the average transmission round
trip distance (number of hops) for each video chunk request.
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3. Average cache hit ratio is pervasively used, as the primary performance
metric to measure the caching performance.
4. Network traffic is the sum of total data size which has been forwarded
by each node during the entire simulation.
5.3.3 Simulation Results
Results of cache replacement strategies arranged on tree topology are
presented in Figure 5.4, 5.5, 5.6 and 5.7. PPCSA reduced the average retrieval
distance and raised the average cache hit ratio as shown in Figure 5.5 and
5.6. It denotes that the PPCSA enhances the utilization of cache space so
that requesters can get the streaming content from the closer routers, in other
words, PPCSA lightens the pressure imposed on the original video sources.
Furthermore, Figure 5.7 provides the evidence that PPCSA strategy is more
efficient than the other three cache replacement strategies, due to unneces-
sary network traffic reduction.
Therefore, I can conclude that PPCSA strategy is able to significantly re-
duce the total retrieval time compared with LRU, LFU, and FIFO as shown in
Figure 5.4. When CS size is more limited, the improvement is more obvious.
I believe that there are two possible reasons for the finish time reduction. On
one hand, PPCSA reduced the average retrieval distance between requesters
and target content chunks so that the average transmission time of each file
chunk is reduced. On the other hand, by reducing the unnecessary network
traffic, the network congestion and packet loss occurred less than other al-
gorithms. Then requesters do not have to frequently resend the request, and
thus the total retrieval time can be reduced obviously.
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FIGURE 5.4: Total retrieval time on tree topology.
FIGURE 5.5: Average retrieval distance on tree topology.
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FIGURE 5.6: Average cache hit ratio on tree topology.
FIGURE 5.7: Network traffic on tree topology.
When PPCSA strategy was implemented onto a complex scenario, the
improvement of network performances was even more, as shown in Figure
5.8, 5.9, 5.10 and 5.11. The improvement of total retrieval time and network
traffic as shown in Figure 5.8 and 5.11 is more salient than the performance on
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the simple topology. PPCSA preforms independently on each router without
further information of other nodes. The file popularity and cache occupancy
ratio for each file are based on the real-time observation by each indepen-
dent router, and thus the complexity of network topology cannot affect the
performance of PPCSA. Therefore, based on the results, I can denote that the
PPCSA strategy shows great scalability and also can be deployed to complex
network scenarios.
FIGURE 5.8: Total retrieval time on hybrid topology.
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FIGURE 5.9: Average retrieval distance on hybrid topology.
FIGURE 5.10: Average cache hit ratio on hybrid topology.
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FIGURE 5.11: Network traffic on hybrid topology.
5.3.4 Energy Efficiency Analysis
It can be observed that many studies argued the power consumption of
NDN [87, 88]. Researchers are currently making their efforts to reduce the
energy consumption of NDN in different aspects. In the study, according to
the simulation results, a power consumption model has been proposed, as
shown below.
ENDN = Et + Es + Eidle (5.3)
Et = Pt ×Network traffic (5.4)
Es = Ps × Total cache size (5.5)
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Eidle = Pidle × Total retrieval time (5.6)
The total power consumption of NDN expressed asENDN has three com-
ponents, as shown in Equation 5.3: Et indicates the transmission power con-
sumption by NDN, and Pt (J/GB) represents the energy per size unit to trans-
port data across the network. Es refers to the storage energy cost while Ps
(J/GB) is the cache energy consumed per GB. And Eidle refers to the inherent
power consumed by the network during the whole simulation, and Pidle (J/s)
represents the idle network power consumption per second.
According to the results, by reducing the total retrieval time, PPCSA is
capable of reducing the Eidle. On the other hand, transmission power Et can
be cut down according to the reduction of network traffic. And the reduction
percentage is shown in Figure 5.12. PPCSA reduces the transmission energy
consumption over 15% on average compared to LRU and FIFO, and nearly
30% to LFU. And for Eidle, the reductions reach 34% compare to LRU and
FIFO, and 60% from LFU.
FIGURE 5.12: Power reduction percentage of PPCSA compare
to LRU, LFU and FIFO.
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5.4 Summery
By considering the characteristics of streaming content delivery, a cache
replacement strategy PPCSA is proposed which is an effort to enhance the
cache performance of NDN. In this chapter, I introduced the PPCSA model
and strategy with both file- and content-level popularity considered. In the
simulation, I implemented PPCSA strategy in ndnSIM simulator as well as
LRU, LFU, and FIFO for comparison. And the results show that on both tree
and hybrid topologies, PPCSA increased the cache hit ratio, shortened the
total retrieval time, and average retrieval distance between requesters and
contents, and showed great scalability and adaptability for complex network
scenarios. In addition, the energy efficiency of above-mentioned cache re-
placement strategies are analyzed and the result shows that PPCSA is more
energy efficient than other three cache replacement strategies.
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Chapter 6
TLP-TTH Cache Replacement
Sstrategy
I introduce a novel cache replacement strategy to improve the entire net-
work performance of video delivery over NDN. In the case of the NDN struc-
ture, I argue that: 1) for video multiplexing scenario, general cache strategies
that ignore the intrinsic linear time characteristic of video requests are unable
to make better use of the cache resources, and 2) it is inadequate to simply
extend the existing research conclusions of file-oriented popularity to chunk-
by-chunk popularity, which are widely used in NDN.
Unlike previous works in this field, the proposed strategy in this chap-
ter, named TLP-TTH1 cache replacement strategy, is designed on the basis
of the following principles. Firstly, the proposed cache replacement strat-
egy is customized for video delivery by carefully considering the essential
auto-correlated request feature of video chunks within a video file. Further-
more, the popularity in video delivery is subdivided into two levels, namely
chunk-level access probability and file-level popularity, in order to efficiently
utilize cache resources. I evaluated the proposed strategy in both a hierar-
chical topology and a real network based hybrid topology, and took view-
ers departure into consideration as well. The results validate that for video
1This work has been published in IEICE Transactions on Communications 99.12 (2016),
as the 1st paper listed in the list of publications.
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delivery over NDN, TLP-TTH strategy improves the network performance
from several aspects. In particular, I observed that the proposed strategy not
only increases the cache hit ratio at the edge of the network but the cache uti-
lization at the intermediate routers is also improved markedly. Further, with
respect to the video popularity variation scenario, the cache hit ratio of TLP-
TTH strategy responds sensitively to maintain efficient cache utilization.
6.1 Introduction
The in-network caching mechanism allows intermediate network de-
vices to temporarily store the passing content so that subsequent requests for
these contents can be responded directly without visiting the original content
source [37]. In-network caching mechanism enables every router to respond
cached contents to the requests, which results in multiple content providers
in the network. As a result, in-network caching facilitates the multicast of
contents and shortens the content delivery distance between the requesters
and the target contents. Thus, the overall unnecessary network traffic among
intermediate routers can be reduced. As such, the management scheme of
in-network caching will significantly affect the network performance.
In-network caching in NDN rises new challenges. Studies of traditional
in-network caching such as web, P2P, etc. are file-oriented, and the unit of
cache placement and replacement is a file. However, within the NDN in-
frastructure, the unit of caching is a fragment of a file called chunk. And
this variation of operation unit brings new challenges [49]. On one hand,
the popularity is defined for different granule size. The well-accepted re-
searches of popularity are file-oriented, e.g. the request popularity follows
the Zipf-distribution of web objects [49]. However, it is inadequate to simply
extend the existing research conclusions of file-oriented popularity to chunk-
by-chunk popularity, which are widely used in NDN. The reason is that users
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in NDN may get the whole file from different routers, and different chunks
of a single file will have different access frequencies at an NDN router. On
the other hand, Independent Reference Assumption which is typically used in
traditional file-oriented caching is no longer appropriate to NDN [49]. Inde-
pendent reference assumption refers that the request of a particular object is
emerged independently and will not affect other objects. For video delivery
over NDN, the request for different chunks within the same video are well
ordered according to the playback sequence, rather than be generated inde-
pendently. Therefore, in the case of chunk-by-chunk video content delivery,
the feasibility of independent reference assumption needs to be reconsidered.
The in-network caching mechanism in NDN introduces distinctive chal-
lenges, and many researchers have devoted themselves to their studies from
different criteria.
The new challenges have been outlined when the in-network caching
shift from traditional scenario to NDN case. New features of NDN caching
such as transparency, ubiquity, and fine granularity lead to the reconsidera-
tion of cache schemes [89–91]. And [92] introduces and classifies the stud-
ies of web cache strategies. Although these strategies may not be targeting
NDN, they are excellent references for designing NDN cache policies.
One of the core concerns of NDN in-network caching is its cache decision
policy, which focuses on choosing the appropriate caching location for par-
ticular contents in the network. The decided cache location could be along
the transmission path [36, 46, 93] or might not be limited to the content de-
livery path [50, 90]. Other studies such as [35, 94] focus on reducing network
congestion and improving network performance on the user-centric perfor-
mance metrics.
A cache replacement strategy is designed for carefully selecting and evict-
ing the contents of the a cache in order to make storage space for the new
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incoming data. For web caching scenario, cache replacement issues are well
studied [95–98]. Several papers such as [85] proposed the cache replacement
policies specific for video delivery. In NDN architecture, [99] developed a dy-
namic classification method to reduce the time complexity of cache inquiry
and proposes a fast convergence caching replacement algorithm named FCDC.
Nevertheless, the abovementioned study concentrates on distributing gen-
eral independent contents. For a set of organized contents, e.g. video chunks,
the cache scheme has to be reconsidered. In [74], a cache replacement algo-
rithm for layered video content has been proposed. However, the experiment
was conducted on a simple and liner network with 5 nodes, thus the scala-
bility of this proposal is unclear.
The independent reference model is widely adopted for evaluating the
performance of caching policies [100, 101], according to its simplicity and ef-
fectiveness. However, only taking independent reference assumption into
consideration is insufficient for reflecting request temporal locality and spa-
tial locality [102], and may lead to evaluation errors [103]. [103] also presents
a traffic model to account for the temporal locality observed in real YouTube
traffic, and [104] introduces the geographic spatial locality of YouTube videos.
Nevertheless, these traffic observations are based on TCP/IP traffic and the
target object is the video file. To better evaluate the caching performance for
NDN, chunk-level temporal locality and spatial locality need to be consid-
ered.
In this study, I address the problem of cache replacement, which fo-
cuses on video delivery over NDN. The research goal is to enhance cache
utilization and reduce unnecessary network traffic by proposing TLP-TTH
cache replacement strategy. The popularity used in this study is split into
two levels, chunk-level access probability and file-level popularity. And the
two algorithms of TLP-TTH strategy adopt each level of the popularity. In
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addition, instead of using independent reference assumption, the cache re-
placement strategy for video delivery has been redesigned by considering
the auto-correlation of the request sequence within a video file and the effect
of subsequent requests. Besides, the cache resources allocated to each video
file should be rapidly adjusted to adapt the dynamically fluctuant local file-
level popularity. And I also attempt to avoid additional management over-
head, such as messages or control packets, which will increase the network
burden.
6.2 Video Delivery Scenario over NDN
NDN communications rely on two types of packet, interest and data.
The interest packet is designed for requesting a target content and the data
packet is for delivering the requested content. The content is requested ac-
cording to its name, and the name structure used in NDN is hierarchical, (e.g.
/Prefix/Video_name/Chunk_name). In general, a video file is structured in video
chunks, which are transferred in sequence while the video is being played.
And each video chunk has a unique name, which would allow the chunk to
be requested, forwarded, and cached independently.
FIGURE 6.1: Scenrio of video delivery over NDN.
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The scenario of video delivery over NDN is illustrated in Figure 6.1.
When an NDN router receives an interest packet, the Content Store (CS) will
be traversed by the content name carried by the interest packet in order to
find whether the target chunk is cached there. If this chunk exists in the CS,
it will be packaged into a data packet to be sent to the client directly. This
is called a cache hit. Otherwise, the interest packet will be forwarded to up-
stream routers and lead to a cache miss at this router. The video chunk in
a data packet will be cached in the CS while NDN routers are forwarding
the data packet, and if the cache space is exhausted, a selected chunk will be
evicted to make room for the incoming data.
A cache replacement strategy is designed not only for finding a evictee
that makes room for the new coming chunk, but also for rationally managing
the CS space of NDN routers, in order to enhance the utilization efficiency
of the cache space globally. As a result, a well designed cache replacement
strategy can improve the network performance markedly, in terms of the
average cache hit ratio, the average chunk delivery distance, etc.
6.3 TLP-TTH Cache Replacement Strategy
Instead of only taking file-oriented popularity into consideration, I in-
troduce two levels of popularity, namely chunk-level access probability and
file-level popularity. In this study, The chunk-level access probability indi-
cates the local access probability among video chunks within a particular
video file, and the file-level popularity expresses the realtime local access
probability among different video files. The TLP-TTH cache replacement
strategy is composed of Time-To-Hold evictee selection algorithm and Cache
Size Allocation algorithm, which take the two levels of popularity mentioned
above into consideration. In addition, although the file level requests emerge
independently, the requests for chunks within a video file are well ordered
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in sequence. Therefore, I believe that instead of independent reference as-
sumption, for chunk-by-chunk communication in NDN, auto-correlation of
the request sequence within the video needs to be considered.
6.3.1 Definitions and Assumptions
I make the following definitions and assumptions:
1. The name of the video chunk in NDN is abstracted as two components,
the video file name i and the sequence number j which can be used for
distinguishing different chunks of this video file (e.g. movie03/0009).
2. The sequence number j is ordered based on the video playback se-
quence. (e.g. the sequence number of the first chunk is 0001, and the second
is 0002 and etc.).
3. Accordingly, I define that a video file fi consists of a set of video chunks
{Ci,1, Ci,2, ..., Ci,j...}, which are ordered by the sequence number j, and
each chunk Ci,j is assumed to have the same chunk size.
4. Video chunks will be requested in sequence from the first chunk.
6.3.2 Time-Ho-Hold Evictee Selection Algorithm
Since I assume that consumers will request the video chunks in a row
according to the sequence number, I deduce that the subsequent chunks will
have a relatively high probability of being requested in the future. For in-
stance, if a NDN router receives an interest packet for requesting movie01/0002,
the subsequent chunks such as movie01/0004 and movie01/0007 are likely to
be requested later. Therefore, if any of these subsequent chunks has already
been cached in the CS, they will have a higher chance being requested than
other chunks, i.e. they will have high chunk-level access probability. Further,
74 Chapter 6. TLP-TTH Cache Replacement Sstrategy
the research aim is to ”hold” these chunks in the CS for a short time span
in order to ensure that these chunks will not be easily replaced by the cache
replacement strategy before they are requested.
tthi,j is the estimated time point until which the already cached chunks
are expected to be stored in the CS. An early tthi,j value implies that the cor-
responding chunk has low probability of being requested in the the future.
In contrast, a late tthi,j value indicates high chunk-level access probability,
and the corresponding chunk will probably keep being requested for a rela-
tively long period of time. Therefore, when the cache replacement procedure
is executed, the evictee should have the minimum tthi,j as compared to the
other chunk within a particular video file.
I record the tthi,j value for every chunk in the CS, and update it promptly.
When the chunk is initially cached in the CS, the tthi,j value of this chunk
equals to the cached time tCached, as shown in Equation 6.1.
tthi,j = tCached (6.1)
Further, the tthi,j value should be updated when the NDN router re-
ceives other interest packets of this video. And for the tthi,j updating, I take
the interrelationship between video chunks into consideration. According to
the liner requesting feature of video delivery, the received interest implies
that some cached subsequent chunks will likely be requested in the future.
Thus, I stipulate that the tthi,j value of the cached chunks should be updated
under the following constraints:
1. tthi,j updating only occurs when an NDN router receives an interest
packet for video file fi.
2. The sequence numbers of the cached chunks are larger than the re-
quested chunk of the received interest packet.
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The tthi,j value is updated on the basis of the sequence number gap be-
tween the just received interest packet and the cached chunks, as shown in
Equation 6.2.
tthi,j = max{tthi,j, tInterest + (j − jInterest) ·∆t} (6.2)
Here, tInterest and jInterest denotes the received time point and the se-
quence number of chunk Ci,jInterest , which is requested by the just received
interest packet. j refers to the sequence number of cached chunk Ci,j . The
playback duration of each video chunk is expressed by ∆t. ∆t is propor-
tional to the chunk size and inverse proportional to the bit rate of this video.
I assumed that in this study the video files have the same bit rate and chunks
have a uniform size for simplicity as the initial study. Since ∆t is defined for
each video file, information to derive ∆t may be included in the file name as
an alternative.
When the NDN router receives an interest packet of video file fi at the
time tInterest, the tthi,j value of the cached chunks within this video will be
checked for an update. Consequently, the chunks that have higher chunk-
level access probability will have a larger tthi,j and will be updated more
frequently than the others which have lower probability of being requested in
the future. The update procedure is presented in Algorithm 1, where ik and
iInterest represent the video file name of the cached chunk and the received
interest, and jk denotes the sequence number for the cached chunk. Further,
K indicates the cache capacity (here I use the number of chunks to address
the cache capacity) and k ∈ [0, K) identifies the cached chunk in this CS.
For a particular video, the chunk with the minimum tthi,j value refers
that this chunk has the lowest probability of being requested in the future.
Therefore, when I need to replace chunk in the CS, one or two chunk(s) with
the minimum tthi,j value have to be evicted.
76 Chapter 6. TLP-TTH Cache Replacement Sstrategy
Algorithm 6.1 tthi,j Updating
Require: CiInterest,jInterest , tInterest, K
Receive an interest packet CiInterest,jInterest
for k =0 to K do
if ik = iInterest then
if jk > jInterest then
tthi,jk = max{tthi,jk , tInterest + (jk − jInterest) ·∆t}
end if
end if
end for
6.3.3 Cache Size Allocation Algorithm
I argue that at each NDN router, the cache space allocated to each video
file should be adjusted to the variation of the local file-level popularity, i.e.
local real time file-level access probability. To achieve this goal, I monitor the
request ratio Reqi for each video file fi at each router to obtain the local real
time access probability, and I calculate the current CS occupancy rate Rcsi
for every already cached video fi. Rcsi represents the percentage of storage
space already occupied by video fi in this particular CS. Further, Reqi and
Rcsi are calculated as follows:
Reqi =
Reci
Rec
(6.3)
Rcsi =
∑n
j=1Rcsi,j
K
(6.4)
Reci refers to the number of interest packets for video file fi, which is
measured in a unit of time, and Rec indicates the total number of request
received by this node in the same time unit. Thus, according to Equation 6.3,
request rate Reqi expresses the real time local access probability of video file
fi. Rcsi indicates the current cache occupancy ratio for video file fi in CS. In
Equation 6.4,Rcsi,j ∈ {0, 1} addresses whether chunkCi,j is cached in this CS
or not, and K denotes the cache capacity of this CS (number of chunks). By
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determining Reqi and Rcsi of every cached video file, I can allocate the local
cache resources to video files fairly and accurately. Besides, the calculation
time unit will affect the value of Reqi to truly reflect the variation of file-level
popularity, which will be changed by the arrival of new viewers. Therefore, I
stipulate that, the time unit for these calculations is equal to the average time
interval for new viewer arrival.
The TLP-TTH cache size allocation algorithm modifies the CS space oc-
cupied by each video file while cache replacement be executed. When an
NDN router receives a data packet of chunk Ci,j , I compare the monitored
Reqi and calculated Rcsi of video file fi. And according to the comparison
result, I then face one of the three conditions presented below as shown in
Figure 6.2.
FIGURE 6.2: Example of TLP-TTH cache allocation algorithm.
Reqi < Rcsi shows that video fi have occupied more CS space than it
requests. Thus, some of the cache space needs to be freed for other video
files in order to enhance the CS utilization efficiency. I decide to reduce the
storage space for fi, and according to the TLP-TTH evictee selection algo-
rithm, I choose two chunks Ci,p and Ci,q to evict where the tthi,p and tthi,q are
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minimum of video fi, and Ci,j is stored at one of the vacated cache slots.
Reqi = Rcsi refers that the current cache size allocated to video fi just
fits the local file-level popularity. Then, the space taken by fi will not be
changed. Thus, only one chunk Ci,p of video file fi with the minimum tthi,p
will be evicted during cache replacement.
Lastly, Reqi > Rcsi indicate that more chunks of video fi need to be
cached in this CS. Thus, no chunk of video fi will be replaced. Instead, ac-
cording to the TLP-TTH evictee selection algorithm, I choose one evictee Ck,p
that belongs to the video file fk, which has the smallest request ratio Reqk in
the CS compared with other video files.
Because of the high frequency of cache replacement being processed in
each router, the cache size allocation will be adjusted rapidly without an ad-
ditional communication overhead.
6.4 Simulation and Results
I compared the proposed scheme with other cache replacement strate-
gies: LRU, LFU and my previous work PPCSA. I believe that any cache de-
cision strategy such as LCD [104], Prob [72], ProbCache [37], etc. can work
cooperatively with TLP-TTH due to the independence between cache deci-
sion strategy and replacement strategy. To clearly address the performance
of TLP-TTH, I adopted the default cache decision strategy in NDN named
Leave Copy Everywhere (LCE) to cooperatively work with the proposed
cache replacement strategy.
TLP-TTH is evaluated with other cache replacement strategies by using
two topologies: a 4-level complete ternary tree topology in which level L0
refers to the root level and level L3 represents the leaf level, as shown in
Figure 6.3(a); and a hybrid topology consisting of a core network and access
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networks, as shown in Figure 6.3(b). For the core network, GEANT [83] was
selected, and for the access networks, I used 3-level complete ternary tree.
(a) Hierarchical topology.
(b) Hybrid topology.
FIGURE 6.3: Simulation topologies.
I customized the two-level popularity-oriented request model for the
simulations. To evaluate the performance similar to the real network circum-
stance, video producers are connected to the edges of the access networks.
I implemented 9 producers uniformly allocated at leaf nodes, each sub tree
has 3 producers, as the white nodes shown in 6.3. I implemented 25 different
video files randomly in these producers, and each video file contains 1,000
video chunks that could be requested as NDN content. Accordingly, the to-
tal chunk number was 25,000 items. With respect to file-level popularity,
studies have shown that it follows the Zipf-distribution [84, 86]. Therefore,
I implemented 100 video viewers on the rest leaf nodes, and the popularity
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of requests for different video files followed Zipf-distribution (α = 1.2) [105].
In addition, these viewers started to request videos with a given intervals
which were assumed to follow Exponential-distribution, and the mean is 1s.
Besides, as I assumed, the consumers requested video chunks in the order
of video sequence number j from the beginning of this video. In scenario 1,
2 and 4, viewers will not stop requesting till the end of the video, while in
scenario 3 viewers may stop watching video before end. And the simulation
was performed independently across a range of CS sizes from 200 items to
1000 items for each NDN node.
Four metrics were adopted to evaluate the performance of each strategy.
1. Average cache hit ratio was used as the primary performance metric to
measure the cache utilization efficiency.
2. Average retrieval distance indicated the average transmission round-trip
distance (the sum of the hops of one pair of interest and data packets
transferred) for each video segment delivery.
3. Network traffic presented the amount of total data forwarded by every
node during the entire simulation.
4. Average retrieval time denoted the average time period between interest
packet sent and data packet successfully received.
I evaluated the performance of TLP-TTH in the following four different
scenarios.
6.4.1 Scenario 1: Hierarchical Topology with Multiple Pro-
ducers
In this scenario, I tested the performance of the cache replacement strate-
gies in a 4-level complete ternary tree topology.
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(a) Average cache hit ratio. (b) Average retrieval distance.
(c) Network traffic. (d) Average retrieval time.
FIGURE 6.4: Simulation results of hierarchical topology.
The simulation results presented in Figure 6.4(a) and 6.4(b) show signif-
icant differences among the LRU, LFU, PPCSA, and TLP-TTH strategies. In
terms of average cache hit ratio, TLP-TTH outperforms the PPCSA strategy
by 3%, while PPCSA shows 5% improvement over LRU. Therefore, the over-
all performance rise is about over 8% for TLP-TTH as compared with LRU
and much more compared with LFU. Improvement in average retrieval dis-
tance is more impressive. TLP-TTH shows 24% decrease in average transfer
distance compared with PPCSA, and nearly 30% decrease from LRU. This
implies that compared with the reference strategies, TLP-TTH enhances the
utilization of the cache space, and thus, viewers can acquire video chunks
from the closer routers. In other words, TLP-TTH lightens the pressure of
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the original video sources.
TLP-TTH strategy reduces the total network traffic and the average re-
trieval time compared with LRU, LFU, and PPCSA, as proven by Figure 6.4(c)
and 6.4(d). On one hand, TLP-TTH reduces the network traffic by 10% from
PPCSA and 24% from LRU. On the other hand, for retrieval time TLP-TTH
outperforms the PPCSA strategy with over 4%, and over 10% improvement
form LRU on average. Because of the reduction of the average delivery dis-
tance between the viewers and the target content chunks, the unnecessary
network traffic among intermediate routers has been reduced, as well as the
average retrieval time. These reductions are further intensified by the high
cache hit ratio of the TLP-TTH strategy. In conclusion, to deliver the same
amount of video chunk, the TLP-TTH scheme consumes less network re-
source and takes less time with respect to LRU, LFU, and PPCSA, and when
the cache size is limited (e.g. cache size < 700items), the improvement is
more evident.
FIGURE 6.5: Average cache hit ratio in different domains of hi-
erarchical topology.
In addition, I was curious about how TLP-TTH performed in different
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domains of a network. Therefore, I recalculated the cache hit ratio of sce-
nario 1 (cache size=300 items) in different network regions. In the 4-level tree
topology, the core network refers to levels L0 and L1, and the access network
includes L2 and L3.
One interesting observation is that TLP-TTH increases the cache hit ratio
at the edge of the network, as shown in Figure 6.5, as well as the cache hit
ratio at the intermediate routers allocated at the core network. I believe that
the improvement in the core network is mostly due to the evictee selection
algorithm. I can see from Figure 6.5 that upon the adoption of the time to hold
evictee selection algorithm, the cache hit ratio in the core network improved
by 67% compared with PPCSA.
6.4.2 Scenario 2: Hybrid Topology with Multiple Producers
In this scenario, I aim to present the network performance of cache schemes
on a complex hybrid network topology. I spread 9 source producers and 100
video viewers connected to the leaf nodes at each access network. When the
TLP-TTH strategy is applied to this hybrid topology scenario, the improve-
ment of the network performance is still marked, as shown in Figure 6.6.
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(a) Average cache hit ratio. (b) Average retrieval distance.
(c) Network traffic. (d) Average retrieval time.
FIGURE 6.6: Simulation results of hybrid topology.
Since the average cache hit ratio and the average retrieval distance are
improved by TLP-TTH compared with other 3 strategies, the unnecessary
network traffic and average content retrieval time are significantly reduced.
TLP-TTH executes independently at each router without further information
of other nodes or any additional management overhead. The file-level popu-
larity and the cache occupancy ratio are based on real time observations and
calculations of each independent router. Thus, the complexity of a network
topology cannot affect the performance of TLP-TTH. On the basis of these
results, I can conclude that the TLP-TTH strategy shows great scalability and
can be deployed in complex network scenarios.
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FIGURE 6.7: Average cache hit ratio in different network do-
mains of hybrid topology.
Figure 6.7 shows the average cache hit ratio in different domains of the
hybrid-topology network, which indicates that TLP-TTH increases the cache
hit ratio in both edge and core networks and is not affected by the complexity
of the network topology.
6.4.3 Scenario 3: Hybrid Topology with Viewer Departure
In the previous two scenarios, I assumed that all users watched the video
completely without interruption. According to the observation of study [84],
I aim to further evaluate the performance of the proposal close to the reality
where viewers may stop watching video before its end.
In this scenario, I adopted the same topology and evaluation configura-
tion of scenario 2. The only difference is the viewers may stop requesting
video chunks while they are watching. I stipulated that the viewers depar-
ture time is the time period from the viewers start to request the video till
they stop. According to the observation of study [106], a Pareto-distribution
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(with mean between 54% to 61% of the total video length) fits well with the
measured viewer departure time. Therefore, I assumed that the viewers de-
parture time follows the Pareto-distribution and the mean is 57% of the video
duration.
(a) Average cache hit ratio. (b) Average retrieval distance.
(c) Network traffic. (d) Average retrieval time.
FIGURE 6.8: Hybrid topology with viewer departure.
The results are presented in Figure 6.8. Due to the viewer departure, all
cache replacement strategies reduce their performance compared with Sce-
nario 2. However, TLP-TTH still outperform other three cache replacement
strategies. Although the performance improvement is limited in this sce-
nario, I observe that among the four algorithms, TLP-TTH provides the high-
est average cache hit ratio, shortest average delivery distance (average hop
count), least network traffic as well as the average retrieval time. I speculate
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that, TLP-TTH always assigns new TTH value to the most recently requested
chunk and its subsequence chunks, and these TTH value will be updated
frequently by new TTH values while this video been requested, thus, these
"hot" chunks will not be replaced easily. Besides, when viewer stop request-
ing, this update will be stoped, and the cache size allocation algorithm will
keep reducing the cache size allocated to this video. Therefore, TLP-TTH
strategy will give the popular chunk and the chunks of popular video more
chance to survive in CS.
6.4.4 Scenario 4: File-level Popularity Variation
In reality, the file-level popularity of videos does not remain constant,
and new popular videos are requested explosively at the beginning periods
when they are uploaded. Therefore, in this scenario, I aim to test the respon-
siveness of TLP-TTH to the variation of global file-level popularity.
The simulation configuration of scenario 4 is mostly the same as that of
scenario 2. The difference is that half of the viewers who are interested in the
most popular videos independently start sending their interest packets from
time 20s. Still, the intervals between the starting times of viewing follow an
exponential distribution. In other words, I simulate that at time 20s, several
top popular videos are uploaded and start being requested, in order to eval-
uate the response sensitivity of cache replacement strategies to this variation
of file-level popularity.
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FIGURE 6.9: Average cache hit ratio in real time.
The results shown in Figure 6.9 reveal that cache strategies show differ-
ent responses to the file-level popularity variation. Before 20s, the average
cache hit ratios of TLP-TTH, LRU, and LFU are the same, because the cache
is still available for the limited number of requests at the very edge of the
network connected to the viewers. Since the popular videos are uploaded at
time 20s, which generates a heavy load of content delivery for these popular
videos, the cache strategies show different performance. The cache hit ratio
of LFU keeps decreasing until around time 65s, and the cache hit ratio is re-
duced by 26%. LRU shows better responsiveness. It takes 20 seconds (from
20s to 40s) to adjust the cached chunks in the CS, and the reduction of the
cache hit ratio is around 17%. TLP-TTH only needs 10 seconds to adjust the
CS (from 20s to 30s) and the cache hit ratio starts increasing after 30s. Further,
I believe that this increase relies on the cache size allocation algorithm that
can rapidly adjust the cache resources allotted to each video in order to meet
the variation of file-level popularity.
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6.5 Summery
I have proposed TLP-TTH cache replacement strategy for video deliv-
ery over NDN, which consists of an evictee selection algorithm and a cache
size allocation algorithm. The cache replacement strategy takes chunk-level
access probability into consideration and is customized for video streaming
by carefully selecting evictees that have low access probability of being re-
quested in the future. Further, the cache space allocated to each video file is
adjusted rapidly and accurately by TLP-TTH on the basis of the real time
monitored file-level popularity at each NDN router. Four scenarios have
been considered in the simulation to test the performance of the TLP-TTH
scheme. In both the hierarchical topology and the hybrid topology, the aver-
age cache hit ratio and the average hop count are improved, which implied
that the unnecessary network traffic and average content retrieval time are
significantly reduced. Upon observation, I found that TLP-TTH increases the
cache hit ratio in both edge and core network domains and is not affected by
the complexity of the network topology. Moreover, because of the effective-
ness of the cache size allocation algorithm, TLP-TTH responds sensitively to
the variation of file-level popularity in order to maintain high cache utiliza-
tion efficiency.
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Chapter 7
RXI Cache Replacement Strategy
Since the content delivery unit over ICN has shifted from files to the
segments of a file named chunks, solely using either file-level or chunk-level
request probability is insufficient for ICN cache management. In this chap-
ter, Request Expectation Index (RXI)1 based cache replacement algorithm for
streaming content delivery is proposed. In this algorithm, RXI is introduced
to serve as a fine-grained and unified estimation criteria of possible future
request probability for cached chunks. RXI is customized for streaming con-
tent delivery by adopting both file-level and chunk-level request probability
and considering the dynamically varied request status at each route as well.
Compared to prior work, the proposed algorithm evicts the chunk with the
minimum expectation of future request to maintain a high cache utilization.
Additionally, simulation results demonstrate that the RXI-based algorithm
can remarkably enhance the streaming content delivery performance and
can be deployed in complex network scenarios. The proposed results vali-
date that, by taking fine-grained request probability and request status into
consideration, the customized in-network caching algorithm can improve the
ICN streaming content delivery performance by high cache utilization, fast
content delivery, and lower network traffic.
1This work has been published in Future Internet MDPI, 2017, as the 2nd paper listed in
the list of publications.
92 Chapter 7. RXI Cache Replacement Strategy
7.1 Introduction
In-network caching specifically for streaming delivery (e.g., video deliv-
ery, audio broadcasting and file distribution) over ICN architectures raises
new challenges. Firstly, the cached object has a different granule size. This
variation leads to inadequacy in simply extending the existing file-oriented
caching research results to ICN caching studies, such as the popularity of
cached objects and the request feature [49]. Additionally, for streaming con-
tent delivery over ICN, the chunk request sequence for a file is well ordered
rather than generated independently. Thus, the access probability among
chunks in the same file, which I call chunk-level internal probability, is trace-
able and calculable once the file is requested. In the case of streaming content
delivery over ICN, the correlation in the occurrences of requests for chunks in
the same file needs to be considered. A cache replacement algorithm for lay-
ered video content is proposed [74]. However, the experiment is conducted
on a straightforward and linear network with five nodes, thus the scalabil-
ity of this proposal is unclear. Two-level popularity oriented time-to-hold
policy (TLP-TTH) [107] also adopts the two levels of popularity and future
requests prediction. Nevertheless, the chunk-level internal probability is not
included, which may further improve the streaming content delivery perfor-
mance.
In this study, to further improve the ICN streaming content delivery per-
formance of previous studies, I propose the RXI-based cache replacement
algorithm, which aims to enhance cache utilization and to reduce the con-
tent retrieval time and unnecessary network traffic. RXI considers both the
file-level and chunk-level internal request probability and estimates the pos-
sible future request probability according to the dynamically varied request
status at each ICN router. Subsequently, the RXI-based algorithm evicts the
cached chunk that has the smallest request expectation in the future in order
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to keep a high cache utilization. Moreover, the RXI based algorithm avoids
the additional management overhead, such as messages or control packet
transmission, which increases the network burden to some extent. I have
evaluated the proposed algorithm compared with LRU, LFU, and TLP-TTH
in both a hierarchical topology and a hybrid topology. The results indicate
that, in both scenarios, the RXI-based algorithm improves several aspects of
network performance and can be deployed in complex network scenarios.
7.2 Scenario Description and Assumptions
7.2.1 In-network caching for streaming content delivery sce-
narios
The in-networking caching for streaming content delivery is illustrated
in Figure 7.1. Once the ICN router receives a request, the cache space is tra-
versed according to the chunk name carried by the request to locate the tar-
get chunk. If the target chunk exists in the cache space, it is forwarded to
the client directly, which results in a cache hit. Otherwise, according to the
forwarding strategies, the request is forwarded to other routers, which leads
to a cache miss in this router. Thus, every ICN router in the network is able
to act as a content producer for returning the data chunk directly. For the
ICN router receiving a data chunk, whether to cache is determined accord-
ing to a cache decision algorithm, and if the cache space is exhausted, the
cache replacement process will be triggered. The chunk selected by a cache
replacement algorithm is evicted to make room for incoming chunks.
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FIGURE 7.1: In-network caching for a streaming content deliv-
ery scenario
An in-network cache replacement algorithm is designed not only to iden-
tify an evictee to make room for new chunks but also to rationally manage
the cache space globally to enhance the network performance in terms of the
cache hit ratio, chunk delivery distance, retrieval time, etc.
7.2.2 Definitions and assumptions
I make the following assumptions, and the notation is given in Table 7.1.
1. The name of the streaming chunk in ICN is abstracted as two compo-
nents: the streaming file name i and the chunk sequence number j,
which can be used to distinguish different chunks of the file (e.g., /3/9).
2. The chunk sequence number j is ordered based on the streaming se-
quence (e.g., the sequence number of the first chunk is 1, the second is
2, etc.).
3. Accordingly, a streaming file fi consists of a set of chunks
{Ci,1, Ci,2, ..., Ci,j...}, which are ordered by the sequence number j, and
each chunk Ci,j is assumed to have the same chunk size.
4. I assume that the streaming chunks are requested in sequence starting
with the first chunk.
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5. The request duration of fi (the period between the start and end of one
continuous user request for file fi) follows the distribution Q(x). For
example, in the case of video, viewers may quit the session before the
end of the video.
TABLE 7.1: Notation.
Pf (i) File-level request probability of file fi among different files at
an ICN router.
REQf (i) Local request ratio of file fi measured at each ICN router.
δt The time unit of the REQf (i) measurement, e.g., δt = 1s
denotes that REQf (i) is recalculated each second.
Pfi(j) Chunk-level internal request probability for chunk Ci,j , which
refers to the request probability for chunk Ci,j among all other
chunks within streaming file fi.
IRXIfi(j) Internal request expectation index (IRXI) of chunk Ci,j .
RXI(i, j) Request expectation index (RXI) of chunk Ci,j .
Q(x) Request duration distribution.
q(x) Probability density function of Q(x).
∆Ti Average request interval of consecutive chunks in file fi.
Mi Total chunk number of file fi,
e.g., for chunk Ci,j , j ∈ {1, ...,Mi}.
n Total number of chunks cached in a router.
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7.3 Request Expectation Index Based Cache Replace-
ment Algorithm
7.3.1 Request expectation index
RXI(i, j) is the request expectation index of chunk Ci,j , which estimates
the expectation of chunkCi,j being requested in the future. RXI(i, j) is calcu-
lated according to two levels of the request probability and the recent request
status, as shown in Equation 7.1:
RXI(i, j) = Pf (i)× IRXIfi(j). (7.1)
Pf (i) is the real-time file-level request probability of file fi among differ-
ent cached files in the ICN router, and
∑N
i=1 Pf (i) = 1. IRXIfi(j) indicates the
internal request expectation index of chunk Ci,j , which estimates the expec-
tation of chunk Ci,j being requested in the future among the chunks within
the file fi. The difference between RXI(i, j) and IRXIfi(j) is that RXI(i, j)
denotes the request expectation of chunk Ci,j among all cached chunks and
IRXIfi(j) only reflects the request expectation among the chunks within file
fi. For instance, assume there are two streaming files f1 and f2 and each
file has two chunks, i.e., f1 = {C1,1, C1,2}, f2 = {C2,1, C2,2}. In addition,
the file-level request probability of each file is given by Pf (1) = 0.3 and
Pf (2) = 0.7, while, within file f1, the request expectation of each chunk is
given by IRXIf1(1) = 0.8 and IRXIf1(2) = 0.2. Then, in this ICN router, the
request expectation index of chunk C1,1 is RXI(1, 1) = Pf (1) × IRXIf1(1) =
0.3× 0.8 = 0.24.
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File-level request probability
File-oriented request probability has been well established in extensive
studies. For example, the request probability for web objects follows the Zipf
distribution and Mandelbrot–Zipf distribution for objects delivered by P2P
networks. However, the file-level probability Pf (i) at an ICN router varies
by time and location. Therefore, at each ICN router, the cache replacement
should be adjusted based on the dynamic variation of the local file-level prob-
ability.
To achieve this goal, each router monitors the local real-time file-level
access frequency to obtain request ratio REQf (i), as shown in Figure 7.2,
and the calculation of REQf (i) is given bellow, as shown in Equation 7.2:
REQf (i) =
Reci
Rec
. (7.2)
FIGURE 7.2: Monitor the request ratio REQf (i).
Reci refers to the number of requests for file fi in time period (t, t + δt),
and Rec indicates the total number of request received by this node in the
same duration. Additionally, the calculation time unit δt affects the ability of
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REQf (i) to accurately reflect the variation of the local file-level request prob-
ability. REQf (i) may be changed by the arrival of new requesters; therefore,
I stipulate that the time unit for these calculations is equal to the average time
interval for the arrival of a new requester. In summary, the file-level request
probability Pf (i) can be reasonably approximated by the measured request
ratio REQf (i), as shown in Equation 7.3:
Pf (i) ≈ REQf (i). (7.3)
Chunk-level internal request probability
For the streaming request, the user does not always request all the chunks
of the file. The request probability of different chunks within a streaming file
may not be equal. For instance, it is unlikely that all the viewers watch the
whole video from the first chunk until the end. Thus, within a video, there
is a significant request probability gap between the first chunk and the last
chunk. Therefore, to accurately express this request probability difference
among chunks within the same file, the chunk-level internal request proba-
bility Pfi(j) is introduced.
Pfi(j) denotes the request probability of chunk Ci,j among the other
chunks of file fi, and
∑Mi
j=1 Pfi(j) = 1. For a particular type of streaming file,
the request duration follows a certain distribution, e.g., a Pareto distribution
(with mean between 54% and 61% of the total video length) fits well for short
videos which last less than 5 min, and the Wellbull distribution (with mean
between 18% and 40% of the total video length) fits well for long videos [106].
Therefore, I assume that the request duration of fi follows distribution Q(x).
Pfi(j) denotes the inherent access frequency among chunks within a par-
ticular type of streaming file. According to the statistical characteristics of the
request duration distribution Q(x), Pfi(j) is given by Equation 7.4.
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Pfi(j) =
Number of request for chunk Ci,j
Number of total request for fi
=
1 · ∫ j∆Ti
(j−1)∆Ti q(x)dx+ 1 ·
∫ (j+1)∆Ti
j∆Ti
q(x)dx+ ...+ 1 · ∫Mi∆Ti
(Mi−1)∆Ti q(x)dx
1 · ∫ ∆Ti
0
q(x)dx+ 2 · ∫ 2∆Ti
∆Ti
q(x)dx+ ...+Mi ·
∫Mi∆Ti
(Mi−1)∆Ti q(x)dx
= Gi ·
∫ Mi∆Ti
(j−1)∆Ti
q(x)dx, (7.4)
where
Gi =
1∑k=Mi
k=1 k ·
∫ k∆Ti
(k−1)∆Ti q(x)dx
.
In Equation 7.4, ∆Ti represents the average request interval of a user re-
questing two consecutive chunks for file fi. For instance, assume ∆Ti is 1 s;
accordingly, the chunkCi,2 will be requested at time 1 s, Ci,3 will be requested
at time 2 s and Ci,j at time (j − 1) s, etc. Additionally, the request duration
((j − 1)∆Ti, j∆Ti) refers that the user start to request the file from time 0 and
quit between time (j − 1)∆Ti and j∆Ti. In addition,
∫ j∆Ti
(j−1)∆Ti q(x)dx denotes
the probability that the user request duration falls within ((j − 1)∆Ti, j∆Ti).
According to the assumptions,
∫ j∆Ti
(j−1)∆Ti q(x)dx indicates the probability that
the chunk Ci,j is requested just before the user drops out of the session. Fur-
thermore, a user request duration longer than time j∆Ti indicates that chunk
Ci,j is definitely requested. Therefore, according to the Q(x) distribution,
the numerator of Equation 7.4 represents the number of possible requests for
chunk Ci,j . Meanwhile, for the denominator, the request duration (0,∆Ti)
refers that the user quit requesting before time ∆Ti. Thus, if the request du-
ration is in (0,∆Ti), there is only one request for chunk Ci,1, and if it is in
(∆Ti, 2∆Ti), there are two requests for chunk Ci,1 and Ci,2 and so on. Thus,
the denominator indicates the possible total number of requests for file fi
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based on the Q(x) distribution. Since the denominator does not vary by se-
quence number j, I stipulate that it equals the constant 1
Gi
. Please note that
Pfi(j) can be precalculated once the type of file fi is known and Q(x) for the
file is determined.
Chunk-level internal request expectation index
Since I assume that users will request the streaming chunks according
to the sequence number, the subsequent chunks will have a relatively high
probability of being requested in the following time interval. For instance,
if an ICN router receives a request for chunk C2,4, the subsequent chunks,
such as C2,5 and C2,6, are likely to be requested later. Therefore, if any of
these subsequent chunks have already been cached, they will have higher
access probability.
IRXIfi(j) is estimated according to the chunk-level internal probability
Pfi(j) and the current request status of file fi at this router. I record IRXIfi(j)
for every cached chunk in the ICN router and Update/Recover it promptly.
When a chunk is initially cached, the IRXIfi(j) of the chunk is equal to the
Pfi(j), as shown in Equation 7.5:
IRXIfi(j) = Pfi(j). (7.5)
IRXIfi(j) is updated when the ICN router receives additional requests
for the same streaming file fi. According to the linear request feature of
streaming content delivery, a received request implies that some cached sub-
sequent chunks will likely be requested in the future; thus, the IRXIfi(j) of
the cached chunks is updated under the following constraints:
1. Ci,j has been cached in the cache space of the ICN router.
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2. IRXIfi(j) updating only occurs when this ICN router receives a re-
quest for chunk Ci,g of the same file fi.
3. The sequence numbers j of the cached chunks are larger than the se-
quence number of the received request, i.e., j > g.
The IRXIfi(j) value is updated on the basis of the Pfi(j) gap between
the just-received request Ci,g and the first chunk of file fi, as shown in Equa-
tion 7.6:
IRXIfi(j) = Pfi(j) + ∆µ, j > g, (7.6)
where ∆µ = Pfi(1)− Pfi(g).
∆µ is calculated according to the following considerations. First of all,
if there are no new users requesting file fi, the chunk Ci,g having just been
requested refers to the next subsequent chunk Ci,g+1 temporarily having the
highest internal request probability. Because those chunks whose sequence
number are less than or equal to g will never be requested again by the
same user. Therefore, I increase IRXIfi(g + 1) by Pfi(1) − Pfi(g) so that
IRXIfi(g + 1) is the highest one currently. Secondly, the IRXIfi(j) of the
cached subsequent chunks will be added the same value ∆µ so that the same
request probability tendency remains compared with the chunk-level inter-
nal request probability Pfi(j). Finally, if there is a new user request for file
fi, which refers to the first chunk Ci,1 being requested, according to Equation
7.6, the IRXIfi(j) of chunks in file fi will return back to the initial value and
equal to Pfi(j).
When a request for Ci,g is received, the subsequent chunks of file fi will
likely be requested later. Therefore, the IRXIfi(j) of the subsequent chunks
is temporarily increased by ∆µ, that is, if any of these chunks are cached
in the router, they will have high probability of being requested soon and
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should not be easily replaced by the cache replacement algorithm, as shown
in Figure 7.3.
FIGURE 7.3: IRXIfi(j) calculation.
The temporarily increased IRXIfi(j) of the subsequent chunks should
be recovered to Pfi(j) after being requested, and, based on Equations 7.5 and
7.6, the calculation of IRXIfi(j) is summarized in Equation 7.7.
IRXIfi(j) =

Pfi(j), Ci,j is initially cached;
Pfi(j) + ∆µ, Ci,g is requested, (j > g);
Pfi(j), Ci,j is requested.
(7.7)
The Update/Recover procedure is presented in Algorithm 7.1. When
an ICN router receives a request for chunk CI,g, the cache space is traversed
and the value of IRXIfi(j) within file fi is checked for an updating or re-
covery. According to Algorithm 7.1, the time complexity of IRXIfi(j) up-
date/recover process is O(n), where n denotes the total number of chunks
cached in the router.
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Algorithm 7.1 IRXIfi(j) Update/Recover
Require: Pfi(j), ∆µ, CI,g
1: while All cached chunk Ci,j in the cache space do
2: if i = I then
3: if j > g then
4: IRXIfi(j)← Pfi(j) + ∆µ
5: else if j = g then
6: IRXIfi(j)← Pfi(j)
7: end if
8: end if
9: end while
In summary, according to Equations 7.1–7.4 and 7.7, the RXI(i, j) of
chunk Ci,j is given, which is the gist of the RXI algorithm.
7.3.2 RXI-Based cache replacement algorithm
In an ICN router, the chunk with the minimum RXI(i, j) denotes that
the chunk Ci,j has the lowest expectation of being requested in the future.
Therefore, when cache replacement occurs, theRXI(i, j) of each cached chunk
is calculated according to the current value of Pf (i) and IRXIfi(j). Subse-
quently, the cached chunk with the minimum RXI(i, j) is evicted, as shown
in Algorithm 7.2. Since theRXI(i, j) of each cached chunk is calculated when
cache replacement occurs, a traversal of cache space is needed for the calcu-
lations; thus, the time complexity of RXI-based cache replacement algorithm
is O(n).
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Algorithm 7.2 RXI-based Cache Replacement
Require: Pf (i), IRXIfi(j), MinRXI , MinChunk
1: MinRXI ← 1
2: while All cached chunk Ci,j in the cache space do
3: RXI(i, j)← Pf (i)× IRXIfi(j)
4: if MinRXI > RXI(i, j) then
5: MinRXI ← RXI(i, j)
6: MinChunk ← Ci,j
7: end if
8: end while
9: Evict the chunk MinChunk
7.4 Simulations and Results
I implemented the RXI cache replacement algorithm in the ndnSIM sim-
ulator. I compared the proposed scheme with other cache replacement algo-
rithms: LRU, LFU and TLP-TTH. To explicitly address the performance of the
RXI algorithm, I adopted the default cache decision strategy named Leave
Copy Everywhere (LCE) to work cooperatively with the cache replacement
algorithm.
The simulation is implemented by using two topologies: a 5-level com-
plete binary tree topology, as shown in Figure 7.4(a), and a hybrid topology
consisting of a core network and access networks, as shown in Figure 7.4(b).
The China Education and Research Network (CERNET) [81], which is the
first nationwide education and research computer network in China, is se-
lected as the core network, and I use a 3-level complete binary tree for the
access networks.
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(a)
(b)
FIGURE 7.4: Simulation topologies. (a) hierarchical topology;
(b) hybrid topology.
According to the Cisco Virtual Networking Index (CVNI) project [1], the
video streaming delivery has become a major consumer of network traffic
and is representative of streaming transmission. I therefore customize the
chunk-by-chunk video streaming request model for the simulations in both
scenarios. Four metrics are adopted to evaluate the performance of the re-
placement strategies in each scenario:
1. Average cache hit ratio is used as the primary performance metric to mea-
sure the cache utilization efficiency. In the simulation, the cache hit ratio
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is calculated individually by each router and represents the number of
cache hits divided by the number of requests received by each router.
2. Average retrieval distance indicates the average transmission round-trip
distance (the sum of the hops of one communication from sending a re-
quest till receiving the requested chunk) for each video chunk delivery.
3. Network traffic represents the sum of the data forwarded by every ICN
router during the entire simulation.
4. Total retrieval time denotes the sum of the retrieval time between a re-
quest being sent and the data bing received by the users.
7.4.1 Scenario 1: hierarchical topology with one producer
In this scenario, I evaluated the performance of the cache replacement
algorithms in the 5-level complete binary tree topology. I implemented one
video streaming server connected to the root router as the black router shown
in Figure 7.4(a). Twenty-five video streaming files are supplied on this server,
and each contains 1000 chunks that can be requested independently. Accord-
ingly, the total chunk number is 25,000 items. With respect to the file-level
popularity, studies have shown that it follows the Zipf distribution. There-
fore, I implement 100 video viewers connected to the leaf routers, as repre-
sented by the white routers in Figure 7.4(a), and the popularity of requests
for different video files follows a Zipf distribution (α = 0.8) [105]. In addition,
these viewers request videos with given intervals that are assumed to follow
the Exponential distribution with a mean of 1 s, that is, the time unit δt of
the REQf (i) measurement is set to 1 s. Additionally, the viewer requests for
a video following the order of the sequence number j from the beginning of
the video, but may stop before the end of the video. According to the ob-
servations in study [106], a Pareto distribution (with the mean between 54%
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and 61% of the total video length) fits the measured viewer request duration.
Therefore, I assume that the request duration of viewers follows the Pareto
distribution with a mean of 57% of the video duration. The simulation is per-
formed across a range of cache capacity from 200 chunks to 2000 chunks for
each ICN node.
The simulation results presented in Figure 7.5(a) and 7.5(b) show signif-
icant differences among the LRU, LFU, TLP-TTH and RXI-based algorithm.
The average cache hit ratio and the average hop count are calculated among
each ICN router with the router cache capacity ranging from 200 chunks
to 2000 chunks. Compared with TLP-TTH, the average cache hit ratio is im-
proved from 7.44% to 8.05% by the RXI-based algorithm, thus the average
cache hit ratio increase is over 8%, while TLP-TTH shows an 11% increase
over LFU. Therefore, the overall performance increase is approximately 20%
for the RXI-based algorithm compared with LFU and 32% compared with
LRU. The RXI-based algorithm shows a 1.1% decrease in average transfer
distance compared with TLP-TTH and a nearly 3.3% decrease compared with
LFU. The results above show that, compared with the reference algorithms,
the RXI-based algorithm enhances the utilization of the cache space; thus,
viewers can acquire video chunks from closer routers. In other words, the
RXI-based algorithm lightens the pressure on the original video sources. The
RXI-based algorithm reduces the total network traffic and the total retrieval
time compared with LRU, LFU and TLP-TTH, as shown in Figure 7.5(c)
and 7.5(d) . Because of the reduction in the average delivery distance be-
tween viewers and the target content chunks, the unnecessary network traf-
fic among intermediate routers and the average retrieval time are reduced.
These reductions are further intensified by the high cache hit ratio of the
RXI-based algorithm. In conclusion, to deliver the same number of video
chunks, the RXI-based algorithm consumes less network resources and re-
quires less time than LRU, LFU and TLP-TTH, and when the cache size is
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limited (e.g., cache size < 1400 chunks), the improvement is more evident.
(a) (b)
(c) (d)
FIGURE 7.5: Simulation results of hierarchical topology. (a) av-
erage retrieval distance; (b) average cache hit ratio; (c) network
traffic; (d) total retrieval time.
The performance improvements are mainly due to the following facts.
Fine-grained estimation of future request probability helps the accurate pre-
diction of future request behaviors, so that the underutilized cache capacity
can be efficiently used. For instance, both the TLP-TTH and RXI-based algo-
rithm adopt two-levels of the request popularity for cache replacement, and
both algorithms significantly improve the network performance compared
with LRU and LFU, which only take the simple chunk-by-chunk request
probability into account, as confirmed in all four figures of Figure 7.5. In ad-
dition, unlike TLP-TTH, the RXI-based algorithm includes the chunk-level
internal request probability and introduces a unified estimation criteria of
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possible future request probability for all cached chunks, which may belong
to different files and be located in different positions in the file. Therefore, by
further considering the internal relationships among chunks within a file, the
estimation of future request probability is more accurate, so that the network
performance is further improved by the RXI-based algorithm, as shown in
Figure 7.5. Nevertheless, accurate estimation of request probability requires
more calculation resources. Due to the simple principle of LRU and LFU,
the eviction time complexity can achieve O(1). In contrast, the eviction time
complexity of TLP-TTH and RXI-based algorithm is higher, but still able to
attain linear time complexity O(n).
In addition, I am curious about how the RXI-based algorithm performs
in different domains of a network. Therefore, I recalculate the cache hit ra-
tio of scenario 1 (cache size = 800 chunks) in different network regions. One
interesting observation is that, compared with the other algorithms, the RXI-
based algorithm increases the cache hit ratio at the edge of the network and
at the intermediate routers allocated at the core network, as shown in Fig-
ure 7.6. The improvement in the intermediate network is mostly due to the
accurate and independent estimation of the future request probability of the
cached chunks at each router, and the eviction of the chunk that has the low-
est expectation of been requested later.
110 Chapter 7. RXI Cache Replacement Strategy
FIGURE 7.6: Average cache hit ratio in different levels of hier-
archical topology.
7.4.2 Scenario 2: hybrid topology with multiple producers
In this scenario, I aim to present the network performance of cache schemes
on a complex hybrid network topology. To evaluate the performance in a
realistic scenario, video servers are connected to the edges of the access net-
works. I place three streaming sources that are connected to the black routers,
and 100 video viewers are connected to other leaf nodes (white routers) in
each access network, as shown in Figure 7.4(b). I randomly place 25 video
streaming files in these streaming sources so that the viewers may request
these videos from other access networks. With the exception of the topology
difference, all of the configurations are the same as in scenario 1.
In the complex network topology and request model, the performance
improvement of the RXI-based algorithm is still good, as shown in Figure 7.7.
Since the average cache hit ratio and the average hop count are significantly
improved by the RXI-based algorithm compared with the other three strate-
gies, unnecessary network traffic and the content retrieval time are reduced.
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(a) (b)
(c) (d)
FIGURE 7.7: Simulation results of hybrid topology. (a) average
retrieval distance; (b) average cache hit ratio; (c) network traffic;
(d) total retrieval time.
Because the RXI(i, j) is calculated independently at each router based
on real-time observations and current streaming request status, the complex-
ity of the network topology and the request model does not affect the perfor-
mance of the RXI-based algorithm. In addition, the RXI-based algorithm can
also avoid additional management overhead, such as messages or control
packets transmission, which may obviously increase the network burden in
the complex network topology. On the basis of these results, I can conclude
that the RXI-based algorithm can be deployed in complex network scenarios.
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7.5 Summery
In this chapter, the in-network caching management algorithm over ICN
is investigated. RXI-based caching replacement algorithm customized for
streaming delivery over ICN is proposed. I have introduced RXI to offer a
unified estimation criteria of possible future request probability for cached
chunks. RXI adopts both file-level and chunk-level internal request prob-
ability and is estimated according to the dynamically varied request status
at each ICN router. I have evaluated the proposed algorithm in two sce-
narios by comparing with the LRU, LFU and TLP-TTH. The simulation re-
sults indicate that the RXI-based algorithm evicts the cached chunk with the
minimum RXI in order to maintain high cache utilization, and improves the
ICN network performance in several aspects. In addition, the RXI-based al-
gorithm can also avoid additional management overhead, such as control
packets transmission. Thus, the proposed algorithm can be deployed in com-
plex network scenarios, as proved by the results. In conclusion, by taking
fine-grained request probability and dynamically varied request status into
consideration, the customized in-network caching management algorithm
specifically for streaming delivery can further improve the ICN network per-
formance.
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Chapter 8
Conclusion and Future Works
Cache management strategy that only considers file-oriented popularity
results in inefficient utilization of cache resources. Thus by considering the
fine-grained popularity leads to precise management of the cache space for
better performance. For streaming delivery scenario, the cache management
strategy needs to be customized to meet the liner streaming request charac-
teristics in order to improve the network performance.
I have proposed 6 cache management strategies for streaming content
delivery over ICN, which include cache decision strategies and cache re-
placement strategies. Simulation results show that the proposed cache man-
agement strategies improve the streaming content delivery over ICN dra-
matically.
Finally, energy-efficient cache management is still an open issue for con-
tent delivery over ICN, and in order to prepare for the explosive growth of
the current streaming traffic, the energy issue needs to be considered. Fur-
ther, to improve the user-perceived quality of videos, dynamic adaptation
streaming over HTTP (DASH) was proposed. Thus, an efficient management
of the cached videos with DASH is an interesting challenge.
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