Abstract: This paper presents initial steps towards an automated analysis for pain-related evoked potentials (PREP) to achieve a higher objectivity and non-biased examination as well as a reduction in the time expended during clinical daily routines. While manually examining, each epoch of an ensemble of stimulus-locked EEG signals, elicited by electrical stimulation of predominantly intra-epidermal small nerve fibers and recorded over the central electrode (Cz), is inspected for artifacts before calculating the PREP by averaging the artifact-free epochs. Afterwards, specific peaklatencies (like the P0-, N1 and P1-latency) are identified as certain extrema in the PREP's waveform. The proposed automated analysis uses Pearson's correlation and low-pass differentiation to perform these tasks. To evaluate the automated analysis' accuracy its results of 232 datasets were compared to the results of the manually performed examination. Results of the automated artifact rejection were comparable to the manual examination. Detection of peak-latencies was more heterogeneous, indicating some sensitivity of the detected events upon the criteria used during data examination.
Introduction
To investigate the nociceptive system, especially to diagnose small fiber neuropathies, methods are required which selectively examine the small nerve fibers, i.e. A-delta and C fibers. One established and feasible electrophysiological method is the evaluation of so-called pain-related evoked potentials (PREP) [1] . Using custom-built concentric surface electrodes with a small anode-cathode distance avoids the electrical stimulation of large nerve fibers (A-beta fibers) because the electrode's design yields to an electrical current flow predominantly limited to the superficial layer of the dermis where only the small nerve fibers are located. This stimulation causes a pin-prick sensation that is associated with the excitation of A-delta fibers on the one hand [2] and the observation of specific PREP in the EEG signal on the other hand. During manual examination, an experienced examiner visually inspects the stimulus-locked evoked potentials (epochs). The first epoch is usually rejected to avoid an influence of startle responses. In addition, all epochs containing technical or movement artifacts are also rejected. All remaining epochs are averaged and specific components (latencies and amplitudes of P0, N1 and P1) of the PREP waveform are manually determined. Figure 1 shows the results of this procedure. It becomes obvious that manual examination of the signal and the determination of critical parameters is very timeconsuming and the elimination of specific epochs is somewhat subjective. To allow for a faster and more objective analysis of PREP signals, the goal of the present study was to establish an analysis tool that provides an automated preprocessing as well as a feature estimation of critical parameters.
Methods
The datasets used to evaluate the proposed automated analysis were part of a clinical habituation study and consisted of 232 recordings of 29 healthy subjects (16 female, 13 male, age 27 ± 4.4 years). Three concentric electrodes (K2 stimulation electrodes [3] ) were placed on the dorsum of the dominant hand and connected in parallel to a stimulator (Digitimer DS7A) [4] . For each dataset =20 electrical stimuli (grouped in 5 blocks with 4 stimuli each) were applied and each stimulus consisted of three successive monopolar square waves (duration 200 µs) and an inter-wave interval of 5 ms. The inter-stimulus interval was randomly chosen between 4 to 6 s, while the inter-block interval was set to 12 s. The stimulus intensity was set to different percentages of a subject-specific NRS-60 intensity (numeric rating scale; 0: no pain; 100: most intense pain imaginable). In 5 of 8 datasets per subject the intensity was set to 100%, whereas in the remaining 3 datasets the intensity was reduced to 25%, 50% and 75%. The PREP signals were derived over Cz via cup electrodes with reference to linked earlobes (A1-A2; international 10-20 system). The signals were acquired by a 32-channel amplifier (BrainAmp Standard and USB 2 Adapter, Brain Products; sampling interval: = 200 µs; word length: 16 bit). During recording, no hardware notch filters were used thus avoiding distortions in the EEG signal caused by non-linear phase responses. The automated offline processing of the PREP datasets consisted of three stages. To suppress potential interferences, the first stage of the processing analyzed the spectrum of the raw EEG signal by computing the fast Fourier transform (FFT). If dominant spectral components at the line frequency or its harmonics were present, a notch filter specific for only these spectral components was applied as zero-phase infinite impulse response filter (IIR filter) using forward-backwardfiltering. The second stage started with the segmentation of the EEG signals (200 ms before and 800 ms after stimulus onset) to acquire the stimulus-locked epochs. Additionally, a baselinecorrection for each epoch was performed, i.e. the mean amplitude of the pre-stimulus interval (200 ms before stimulus onset) was subtracted from the whole epoch. Afterwards, an artifact rejection was applied following these rules: Figure 2 .  Similarity Once these epochs, mostly disturbed by technical interferences, were removed from the dataset, the average waveform of all remaining epochs ( , , … , ) was computed and considered as template. Based on Pearson's correlation coefficient , the similarity between this template waveform and each single epoch was analyzed. Epochs with a correlation coefficient smaller than a pre-defined value were rejected. To avoid high correlation coefficients in the presence of powerline interferences, the notch filter of the first processing stage is mandatory required. Finally, the remaining epochs were considered to be artifact-free.
After rejecting disturbed epochs, the averaged time-series of the remaining epochs was computed. This led to the characteristic PREP waveform that was further processed in the third stage. The components P0, N1 and P1 were estimated by first applying a low-pass differentiator as linear-phase finite impulse response filter (FIR filter) [6] . The output of this differentiator is the low-pass filtered first order deriva- tive of the signal. Its zero-crossings correspond to local extrema in the low-passed filtered equivalent of the PREP waveform if the filter's latency is compensated. Having a linear-phase FIR filter, its group delay is always , where denotes the filter order. Thus, compensation is simply possible by subtracting this delay from the detected event times. The cut-off frequency of the low-pass differentiator was selected accordingly to the expected duration of the P0-N1 segment which determines the highest frequency component in the signal to be considered. After calculating all local extrema in the PREP waveform, the segment N1-P1 was detected by analyzing the segments from one local minimum to the succeeding local maximum. The segment with the highest peak-to-peak-amplitude was interpreted as N1-P1 segment. To estimate the component P0, the preceding local maximum of N1 was chosen.
Results
Based on the manually examined 232 datasets, the following parameters for the automated analysis were derived before comparing the results.  The region of interest (ROI) for detecting the components P0, N1 and P1 was set to the interval of 0 ms to 350 ms after stimulus onset.  The valid voltage range for epochs in the ROI was predefined to ±80 µV.  The cut-off frequency for the low-pass differentiator was set to 15 Hz based on an estimated P0-N1 distance of 30 ms (FIR filter order 150).  Furthermore, the threshold value for the correlation based similarity analysis was set to +0.5.
After the manually performed artifact rejection, 12.81 ±2.89 epochs were averaged to create the PREP waveform, whereas the automated processing retained 12.84 ±3.91 epochs (note that the first epoch was always rejected even if it was not disturbed by any interferences). Comparing the manual and automated rejection separately for each dataset, the mean deviation of retained epochs was -0.08 ±3.14. Figure 3 illustrates the results of the artifact rejection as well as its influence on the averaged waveform and the feature estimation of the components P0, N1 and P1. The epochs 1 and 16 were rejected in both examinations (epoch 1 by convention; epoch 16 because of its phase-shift), while epoch 13 (solid gray trace) was only rejected manually (correlation coefficient with the average waveform greater than = 0.5). Obviously, its contribution to the automatically generated PREP waveform (bold gray trace) yields to a slightly different shape and to a deviation especially for the peak-latency of P1 (here 25 ms) because the criteria for selecting this component is specified as the first well defined local maximum after N1. Interestingly, persistent powerline interferences at 50 Hz and 150 Hz in the raw EEG had no major influence on the results of the manual examination in this specific dataset. However, those interferences have to be suppressed before applying the correlation-based similarity rejection during the automated processing. The overall performance of the feature estimation for the latencies of the components P0, N1 and P1 compared to the manually examined datasets is shown in Table 1 . Since differences in the artifact rejection as well as the applied notch filter have an influence on the smoothness of the waveform, the peak-and peak-to-peak-amplitudes are not compared. Due to its prominent contribution to the PREP waveform, the highest accordance was achieved in the determination of the component N1. For the other components, the results were more heterogeneous. Because of the less characteristic waveform for P0 and P1, the rejection of different epochs became more critical. Furthermore, relying primarily on the maximum amplitude led to somehow diverse results, especially in determining P1. Figure 4 shows the comparison for the determination of this component in two datasets of the same subject with different stimulus intensities. Evidently, the manually and automatically examined waveforms of the same dataset (100% stimulus intensity; black vs. dark gray trace) have an overall comparable shape with a more complex dicrotic structure after N1. However, the influence of the non-equal pre-processing steps (filtering and rejection) are also visible and the determined latencies of P1 differ by more than 100 ms. The waveform of the dataset with the reduced stimulus intensity (light gray trace) has also this specific dicrotic shape. However, for this dataset both examination procedures determined P1 almost accordingly in the second phase of this dicrotic structure. This emphasizes that the complexity of the waveform's shape should also be considered during examination.
Conclusion
The current study presents initial results of an ongoing collaboration for an algorithmically aided evaluation of PREP datasets to achieve higher objectivity as well as to accelerate the process of examination. The results indicate that using predefined parameters in an algorithmically based examination leads to a higher objectivity during examination. Furthermore, the time-consumption to analyze more than 200 datasets on a standard computer decreases to only a few minutes.
In the ongoing development of this analysis, the correlation based rejection has to be improved. Using a temporary averaged waveform as a template to find similarities can cause high coefficients for disturbed epochs if the disturbance is prominent in the template. Furthermore, the selection of the interval to compute the baseline-correction has to be scrutinized. Using always the pre-stimulus interval might not be the optimal solution because this interval is not guaranteed to be free from artifacts that lead to an unwanted offset. Another step to a more objective examination is to consider different possible waveform pattern and to classify the currently processed PREP waveform accordingly. Based on these classifications, abnormal waveforms could be treated differently during the automated processing or different rules for the determination of the specific components could be applied.
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