In this paper, we define a functional optimization problem corresponding to smooth functions which its optimal solution is first derivative of these functions in a domain. These functional optimization problems are applied for non-smooth functions which by solving these problems we obtain a kind of generalized first derivatives. For this purpose, a linear programming problem corresponding functional optimization problem is obtained which their optimal solutions give the approximate generalized first derivative. We show the efficiency of our approach by obtaining derivative and generalized derivative of some smooth and nonsmooth functions respectively in some illustrative examples.
Introduction
The generalized derivative has played an increasingly important role in several areas of application, notably in optimization, calculus of variations, differential equations, Mechanics, and control theory (see [1] [2] [3] ). Some of known generalized derivatives are the Clarke's Generalized derivative [1] , the Mordukhovich's Coderivatives [4] [5] [6] [7] [8] , Ioffe's Prederivatives [9] [10] [11] [12] [13] , the Gowda and Ravindran H-Differentials [14] , the Clarck-Rockafellar Subdifferential [15] , the Michel-Penot Subdifferential [16] , the Treiman's Linear Generalized Gradients [17] , and the Demyanov-Rubinov Quasidifferentials [2] . In these mention works, for introducing generalized derivative of non-smooth function is a set which may be empty or including several members.
4) The directional derivative is used to introduce generalized derivative.
5) The concepts limsup and liminf are applied to obtain the generalized derivative in which calculation of these is usually hard and complicated. However, in this paper, we propose a new definition for generalized first derivative (GFD) which is very useful for practical applications and hasn't above restrictions and complications. We introduce an especially functional optimization problem for obtaining the GFD of nonsmooth functions. This functional optimization problem is approximated with the corresponding linear programming problem that we can solve it by linear programming methods such as simplex method.
The structure of this paper is as follows. In Section 2, we define the GFD of non-smooth functions which is based on functional optimization. In addition, we introduce the linear programming problem to obtain the approximate GFD of non-smooth functions. In Section 3, we use our approach for smooth and nonsmooth functions in some examples. Conclusions of this paper will be stated in Section 4.
GFD of Nonsmooth Functions
In this section, we are going to introduce a functional optimization problem that its optimal solution is the derivative of smooth function on interval   
Without loss of generality, suppose . Since
N x  . Thus we have:
. □ Now we state the following theorem and prove it by Lemma 2.1 which 
Theorem 2.2:
where . Then we have
We use integration by parts rule and conditions :
where for each 
Proof:
Since set V is a total set for space V , There are real coefficients such that 1 2 , , c c 
We know the series is uniformly conver-
where     (6) we obtain for all
Thus by integrating both sides of inequality (7) 
We have:
where 
where for all .
,1 be the optimal solution of the functional optimization problem (10)- (11) . Then, .
. By theorem 2.3, we have (10)- (11) is an infinite dimensional problem. Thus we may convert this problem to the corresponding finite dimensional problem. We can extend any function
where coefficients k a and for satisfying in the following relations:
On the other hand, by Fourier analysis (see [18] ) we have lim 0 
Conclusions
In this paper, we defined a new generalized first derivative (GFD) for non-smooth functions as optimal solution of a functional optimization on the interval [0,1]. We approximated this functional optimization problem by a linear programming problem. The definition of GFD in this paper has the following properties and advantages: 1) Here, the obtained GFD For smooth functions is the usual derivative of these functions.
2) In our approach, using GFD we may define the derivative of continuous nonsmooth functions which the other approaches are defined usually for special functions such as Lipschiptz or convex functions.
3) Our approach for obtaining GFD is a global approach, in which the other methods and definitions are applied for one fixed known point.
