Uniform approximation by Bernstein-type operators  by Totik, V.
MATHEMATICS Proceedings A 87 (l), March 26, 1984 
Uniform approximation by Bernstein-type operators 
by V. Totik 
Bolyai Institute, Szeged, Aradi vhtanuk tere 1.. 6720 Hungary 
Communicated by Prof. A.C. Zaanen at the meeting of September 26, 1983 
SUMMARY 
The author solves the saturation and so called non-optimal approximation problem for a 
Bernstein-type approximation process defined by Bleimann, Butzer and Hahn. 
1. INTRODUCTION AND RESULTS 
The operators 
(1.1) L,foc)=L,cf;x)=(l+x)-” fJ-&)(;)A+ (x20, new 
were introduced by G. Bleimann, P.L. Butzer and L. Hahn [2], and have the 
property that they converge to f uniformly on any finite interval [u, b] c [0, a) 
provided f is bounded and continuous on [0, 00). The aim of the present article 
is to determine the saturation properties of {L,} and to characterize those 
functions f which are approximated by the transforms L, f with the order n-‘“. 
In the last decade intensive research has been carried out in the field of 
rational approximation and several papers have been devoted to rational 
function valued operators because of the importance of the latter in numerical 
approximation and integration. E.g. a close analogue of (1.1) was defined by 
C. BaMzs in [l], namely 
Rpf(x)=(l +n~-lx)-n f kJ(~)(~)~n f-X)k (x20, 0</3< 1, nczV). 
R!f) has the advantage that it is based on equidistant nodes but, in general, 
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{RAP)} has a poorer behaviour from the point of view of approximation theory 
than {L,). In [9] we settled the saturation properties of {Rj?)} away from the 
origin (i.e. on intervals [a, oo), a>O). The dependence of the saturation order 
and the saturation class on the parameter /3 is very strange and so is the 
structure of the saturation classes. That {L,}, which may roughly be con- 
sidered as the limiting case b= 1 of Rt, behaves much nicer is shown by 
THEOREM 1. Let f E CIO, ~0) be bounded and continuous. Then the relation 
L,f-f=0 ; 
0 
uniformly on [0, 00) 
holds IY and only if f is constant and 
(1.2) L, f -f = d 
0 
+ uniformly on [0, ~0) 
is satisfied if and only if f has an absolutely continubus derivative with 
(1.3) x(1 +x)2lf”(x)l ‘Kf (x>O) 
almost everywhere. 
In order to formulate our second theorem concerning non-optimal approxi- 
mation we introduce the notation CIO, a] for the class of continuous functions 
( E C[O, 03)) that have finite limit at infinity. If f E CIO, 001, then let f(a) be this 
limit. Since L.,J(x) has the limit f(n) at infinity and CIO, 001 is closed in 
CIO, oo), we can obtain uniform approximation on [0, 00) by the transforms 
L,f only if f belongs to C[O, 001. Therefore, in what follows we shall always 
work inside the class CIO, 001. Now the so called non-optimal approximation 
problem for {L,) is solved in 
THEOREM 2. Let O<cw< 1 and f E CIO, 001. Then the relation 
(1.4) L, f - f = &(nea) uniformly on [0, 00) 
is satisfied if and only if 
(1.5) xa(l +x)2”lA;Cf;x)(<Kfh2a (x>O, hlx/2) 
together with 
(1.6) If(x)-f(@J)l qx-a (x>O) 
holds true. 
Here, of course, 
A;cf;x) =foc- h) - 2f(x) +f(x+ h) 
is the usual symmetrical second difference off. 
That {L,} behaves better than any of the {RAfi)} is due to the fact that it 
“almost reproduces” the linear functions (see [2]), and, very probably, this has 
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also something to do with the following very interesting invariance property of 
L,. In [9] we considered the general operators 
R,Cf;x)=R,(B;a;f;x)=(l +a$)-” iof(bnk) ;0 (a,.@ k 
where a= {a,}: is a positive sequence and B= (b,&~SkSn iS a matrix with 
entries n=1,2,... 
Osb,,,<b,,<...<b,,. 
We proved that properties (a)-(d) below are pairwise equivalent: 
(a) for every fE CIO, 001, lim Z?,cf;x) =for) uniformly on [0, oo), 
(b) for every fc C[O, oo), ii Z?,cf;x) =f(x) uniformly on compact subsets 
of 10, -=), 
n-co 
(c) lim R,(l/(l +t);x)= l/(1 +x) at every rational point x10, 
(d) ;ii bn, [na,x/(l + a,x)] =x for every x10. 
Let ui r;fer to (a) as to the “approximation property of (R,(B;a)}“. E.g. 
in the case of {L,} we have b,k= n/(n -k+ l), a,,= 1 so (d) is satisfied and we 
obtain that {L,} has the approximation property (cf. [2]). Now it is easy to 
derive from (d) that if {R,((bnk),(a,))} posseses the approximation property 
then so does {R,*}, 
n=l,2,... 
and the invariance property of L, mentioned is that it is “almost” a fixed 
point of the transformation R,-+Rz in the sense that 
with &r/O) =f(o~) = lim f(x) is a real fixed point. 
x-c= 
2.PROOFOFTHETHEOREMS 
Let [[.I[ stand for the supremum norm. For f E CIO, 03) we put 
f,(x) =f(l -,“+ l,n) (05x= 1). 
Denoting the Bernstein polynomials associated with the function g by 
Xk(l -X)“-k, 
we have the relation 
(2.1) B,, f,;ex =L,cf;x). 
( > 
2.1. PROOF OF THEOREM I. We shall verify only the equivalence of (1.2) and 
(1.3); the first statement of our theorem can be proved similarly. First let us 
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consider the sufficiency of our condition. Thus let $ be absolutely continuous 
with 
(2.2) x(1 +x)*1y(x)l 5 Kf (a.e.). 
Taking into account the boundedness off we obtain from this that S(x) has 
zero limit at the infinity and 
c4 
(2.3) [x(1 +xv(x)/ ~K,x(l +x) j 
du 
x U(1 +u) 
,sK,K,. 
By (2.1) we have 
IJw;e-m)l s le.(i;&) -h(k) + 
+ A*(x). 
For the second term on the right we obtain from (2.3) that 
To estimate the first term we recall the inequality 
(2.4) IB,(g;x)-g(x)(l~llWg”#n-’ (1//(x)=x(1-x), 05xl1, n=l,2,...) 
due to Lorentz and Schumaker [7]. Since 
(2.2) and (2.3) imply that 
Now (2.4) yields A,(x)5 Kn- ’ with a K independent of x and n, and the 
sufficiency of (1.3) has been proved. 
After this let us turn to the verification of the necessity of (1.3). First of all, 
an easy calculation gives 
i 
“n-k+1 n Xk Ml +W’;x)-(1 +w= *so n+l 
0 
1 ---= 
k (l+X)R 1+x 
(2.5) =” in-k ; &+&-&x’ n+l f=O n 0 
I 1 1 X =n+l-(n+ l)(l +x)=(n+ l)(l +xj 
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Our next aim is to prove the following localization result for L,. This will 
allow us to apply the general methods of 131. 
LEMMA. If E > 0, [a, b] 5 (0,oo) and f is a function vanishing on [a - e, b + E] 
such that f(x)= 0(x2+ 1) (x10) is satisfied, then L,(f;x)=U(n-2, (n+oo) 
uniformly on [a, b]. 
PROOF. Let 
Mn(7)= 
if OITS l/2 
iill -7) if 1/2<rS 1. 
By [6, Theorem 1.5.31 for every L9>0 there are K, y>O such that 
c jk-nrl >M,(r)d 0 E rk(l-r))“-klKexp (-yM,,(r)). 
This yields that if 0 < a IXS b < 00 and E > 0, then for some y = y(a, a, b) > 0 and 
K = K(E, a, b) we have 
c 
n 
0 
Xk -<K.-y”, 
k/(n--k+l)b(u--E.b+&] k (1 +x)“- 
and so 
IUW SK C 
k/(n-k+I)a[a-e,b+&] 
sK(l +n2)e-Y”~Kn-2, 
as was stated above. 
Using this localization lemma and the estimates (see [2]) 
L,(?-xo;xo)= - 0 e ( > n (=@io(ne2N o 
x0(1 + xoj2 U(t-X0)2;X0)= n+2 +$ne2), 
the proof of [3, Lemma 5.51 yields that if f E CIO, 001 has a second derivative 
at x0 then 
(2.6) lim W,Cf; x0) --ford) =.~Yxo)xo(~ + ~0)~. 
n-m 
Now the proof of [3, Lemma 5.41 gives that if 
lim n(L,(g;x) -g(x))20 (XE [a, b]) 
n-co 
on a finite interval [a, b] 5; (0, oo), then g is convex on (a, b). After these two 
observations the proof of the necessity of (1.3) is quite standard. We may 
suppose IL,, f -fl I l/n. Let O< a< b. For the functions 
l+a 1 g*(x) =- - *f(x) 
a 1+x 
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we have by (2.5) 
- 
hm n(L,(g* ;x)-g*(x))lO, 
n-m 
and so both gf and g- are convex on the interval [a, b] c (0, w). Hence 
Ai(g*;x)lO, i.e., 
I&f;x)I + ld;((l+f)-‘;X)IlK/? (XE[&b]), 
and it is well-known (see e.g. [3, (1.3.6.)]) that this last condition implies the 
absolute continuity off’ on [a, b]. Since u, b were arbitrary, we can conclude 
that f’ has an absolutely continuous derivative on (0,oo). Now (1.2) and (2.6) 
imply (1.3) and so the proof is complete. 
2.2. PROOF OF THEOREM 2. Let us set p(x) = in, 
D= {f~ CIO, w)lf’ abs. cont., @‘I SK,}, 
W3f)= jf; w-gll +~211P2g”llh 
(2.7) Q&f;& = ,w, Il~tpfllCr(3/2,h2,(Ch2)-11+ sup Im~-m~l. 
*yr(8a)-2 
By a result of A. Grundmann [5] the relations (to be proved below) 
(2.8) 
(2.9) 
and 
(2.10) IIP2w&f)lI ~JqlP2f”ll u-E0 
imply that L, f - f = @(n-“) and K(t2, f) = 8(t2”) (~0) are equivalent for every 
O<a< 1. On the other hand [8, Theorem 71 and the remark made after [B, 
Theorem l] give that K(t2, f)= 0(t2”) (t-0) and ocf;6) = @(S’“) (6+0) are 
also equivalent and the latter (putting h =7cp into (2.7)) is easily seen to be 
equivalent to (1.5) and (1.6). 
Thus, all we have to prove is (2.8)-(2.10). (2.8) was verified in the proof of 
Theorem 1. Using (2.1) we obtain 
Since with t&x) =x(1 -x) (see [4, p. 2791) 
IIMXg)II ~Wlsll, IIy/B,“Wl ~~IIw”ll 
and II tyf:II ~KIIp~f”ll (see the proof of Theorem 1) are satisfied, we have only 
to prove the inequalities 
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The upper one follows directly from the formula (see [6, p. 121) 
Exactly as in (2.3) it follows that 
Ifwl ~m?*SII min (1 + [log xl ;x-*) 
and hence, by (2.12), 
I( 
k+l 
n-k+1 n-(k+l)+l- 
k -- 
n-k+1 
--&)( ;)xk] 5 lb*~ll(ir & ?+K) ~aa-7l. 
This is the second inequality in (2.1 l), and the proof is complete. 
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