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GORENSTEIN HOMOLOGICAL ALGEBRA FOR RNGS AND LIE
SUPERALGEBRAS
KEVIN COULEMBIER
Abstract. We generalise notions of Gorenstein homological algebra for rings to the context of
arbitrary abelian categories. The results are strongest for module categories of rngs with enough
idempotents. We also reformulate the notion of Frobenius extensions of noetherian rings into a
setting which allows for direct generalisation to arbitrary abelian categories.
The abstract theory is then applied to the BGG category O for Lie superalgebras, which can now
be seen as a “Frobenius extension” of the corresponding category for the underlying Lie algebra
and is therefore “Gorenstein”. In particular we obtain new and more general formulae for the Serre
functors and instigate the theory of Gorenstein extension groups.
Introduction
The original motivation for this paper is the following observation: “For an arbitrary mod-
ule M in the BGG category O of a classical Lie superalgebra, see [BGG, Ma2, Mu], the projective
dimension of the restriction of M to the underlying Lie algebra (inside category O for this Lie
algebra) is an intrinsic categorical property of M itself”. Note that the construction of such cate-
gorical invariants is motivated by the ongoing work on equivalences between blocks in category O,
see e.g. [BG, CMW, CS]. Although this observation is not particularly difficult to prove directly,
it is rather surprising since restriction to the underlying Lie algebra is a purely Lie algebraic ma-
nipulation, with a priori no intrinsic categorical interpretation.
In Part I of the paper, we develop ideas from Frobenius extensions and Gorenstein homological
algebra in ring theory to arbitrary abelian categories. In Part II, we apply this to module categories
over Lie superalgebras, which explains in particular the above observation in a general framework.
In Section 2, we propose a notion of a “Frobenius extension of an abelian category”. When applied
to the category of finitely generated modules over noetherian rings, we find that the Frobenius
extensions of S-mod, are precisely the categories R-mod for all Frobenius extensions R of S in the
classical sense. This demonstrates the consistency of the new definition with the classical one.
In Section 3, we generalise some results on Gorenstein homological algebra for rings from [AB,
AM, Ho1, Iw] to arbitrary abelian categories. The generalisation are immediate, without serious
modification of proofs. We define Gorenstein projective objects, G-dimensions, and Gorenstein
and Tate extension groups. The latter two form a long exact sequence with the ordinary extension
groups, generalising one of the main results of [AM]. As generalisations of the notions for rings,
see e.g. [AR, AM], we define notions of “Gorenstein” and “Iwanaga-Gorenstein” categories.
In Section 4, we focus on module categories over rngs (rings without identity) with enough
idempotents which satisfy some noetherian property. As a special case we consider, in Section 5,
locally finite k-linear abelian categories with enough projective and injective objects. The class
of such categories is closed under Frobenius extensions. Furthermore, the Frobenius extension is
Gorenstein if and only if the original category was. In this setting, the G-dimension of an object
in the extension is the G-dimension of the “image” of that object in the underlying category.
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In Sections 6 and 7, we focus on representations of Lie superalgebras, mainly in category O. It
is known that the universal enveloping algebra of a Lie superalgebra is a Frobenius extension (in
the classical sense) of that of the underlying Lie algebra, see [BF]. Consequently, category O for
the Lie superalgebra is a Frobenius extension, in the new sense, of category O for the Lie algebra.
Category O for a Lie algebra is Gorenstein in an obvious degenerate way, such that G-dimensions
coincide with projective dimensions. The results in Part I thus imply that category O for a Lie
superalgebra is Gorenstein, where the G-dimension of a module is equal to the projective dimension
of its restriction as a Lie algebra module. This explains the original observation. As an extra result,
we find a new characterisation of Serre functors, simplifying and extending some results in [MM].
In Section 8, we initiate the study of Gorenstein extensions and G-dimensions in category O
over gl(m|n).
Part I. Abstract Gorenstein homological algebra
1. Preliminaries
1.1. Categories and functors. We let C denote an arbitrary abelian category.
1.1.1. In general we do not assume existence of projective or injective objects, we thus define
extension functors as in [We, Section 3.4]. For X ∈ C, the projective dimension pdCX ∈ N∪{∞} is
the minimal i for which ExtjC(X,−) = 0 for all j > i and similarly for the injective dimension idCX.
Furthermore, the global (resp. finitary) dimension of the category, glo.dC ∈ N∪{∞} (resp. fin.dC ∈
N ∪ {∞}), is the supremum of all (resp. all finite) projective dimensions of the objects in C.
1.1.2. For a chain complex {di : Ci → Ci−1} in C we have syzygies Ω
i(C•) = coker di+1 and
homologies Hi(C•) = ker di/im di+1. For a cochain complex {∂
i : Ci−1 → Ci}, we have cohomologies
Hi(C•) = ker ∂i+1/im ∂i and cocycles Ci(C•) = ker ∂i+1.
1.1.3. We let pC, resp. iC, denote the full subcategory of projective, resp. injective, objects in C.
We denote the full subcategory of objects with finite projective dimension by pC(−).
Assuming that C has enough projective objects, for any n ∈ N, the full subcategory of C of all
objects of the form Ωn(P•), for P• a projective resolution of some X ∈ C is denoted by Ω
nC.
We denote the full subcategory of Db(C) of complexes quasi-isomorphic to perfect complexes
(finite complexes of projective objects) by Dper(C) ∼= K
b(pC).
1.1.4. Functors are assumed to be covariant unless specified otherwise. Whenever we are working
in additive (resp. k-linear) categories, functors are assumed to be additive (resp. k-linear). For
a k-linear additive category D with finite dimensional homomorphism spaces, a Serre functor Φ
on D, following [RV, Section I.1], is an autoequivalence of D equipped with isomorphisms
ξX,Y : HomD(X,ΦY ) →˜ HomD(Y,X)
∗,
for all X,Y ∈ D, natural in both X and Y . By [RV, Lemma I.1.3], a Serre functor on D, if it exists,
is unique up to isomorphism.
1.2. Elementary diagram constructions. Fix an abelian category C.
Lemma 1.2.1. [Baby horseshoe lemma] Consider short exact sequences X →֒ P ։ X1, Z →֒ Q։
Z1 and X →֒ Y ։ Z in C and assume that Ext
1
C(Z,P ) = 0. Then there exists Y1 such that we have
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a commuting diagram with exact columns and rows:
0

0

0

0 // X //

P //

X1 //

0
0 // Y //

P ⊕Q //

Y1 //

0
0 // Z //

Q //

Z1 //

0
0 0 0
Proof. Since Ext1C(Z,P ) = 0, we have HomC(Y, P ) ։ HomC(X,P ). Take α : Y → P in the
preimage of X →֒ P . Compose Y ։ Z and Z →֒ Q to construct β : Y → Q. Then we have a
monomorphism α+β : Y → P⊕Q, admitting two commuting squares in the diagram. The existence
of Y1 and the short exact sequence in the last column then follow from the snake lemma. 
Lemma 1.2.2. [Baby comparison lemma] Consider short exact sequences Y →֒ P ։ Y1, Z →֒
Q ։ Z1, a morphism α : Y → Z in C and assume that Ext
1
C(Y1, Q) = 0. Then there exists a
commuting diagram with exact rows:
0 // Y //
α

P //

Y1 //

0
0 // Z // Q // Z1 // 0.
Moreover, if α is an epimorphism, the diagram contains an exact sequence
0 → kerα → P → Q⊕ Y1 → Z1 → 0.
Proof. By Ext1C(Y1, Q) = 0, we have HomC(P,Q) ։ HomC(Y,Q). This allows to construct a
morphism β : P → Q to make a commuting square with α. We have an exact sequence
0→ HomC(Y1, Z1)→ HomC(P,Z1)→ HomC(Y,Z1).
Let β′ ∈ HomC(P,Z1) denote the composition of β with Q։ Z1. By construction, β
′ is mapped to
zero in the above sequence, meaning we can consider a non-zero γ ∈ HomC(Y1, Z1) in its preimage,
which completes the commuting diagram.
Now we construct the exact sequence. Consider a morphism φ : P → Q ⊕ Y1 obtained by
adding the morphisms P → Q and P → Y1 in the diagram. It is immediate by construction
that ker φ ∼= kerα and coker φ is isomorphic to the cokernel of the composition of α with Z →֒ Q.
When α is an epimorphism it thus follows that coker φ ∼= Z1. 
1.3. Subcategories of abelian categories. For the remainder of this section we fix an arbitrary
full subcategory B of an abelian category C.
1.3.1. Assume C has enough projective objects. Following [AB] or [AR, Section 3], a full karoubian
(idempotent split) subcategory B of C is (projectively) resolving if it contains all projective
objects in C and for every short exact sequence
0→ X → Y → Z → 0
in C with Z ∈ B, we have that X ∈ B if and only if Y ∈ B.
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1.3.2. We let ⊥B, resp. B⊥, denote the full subcategory of objectsX ∈ C which satisfy ExtiC(X,Y ) =
0, resp. ExtiC(Y,X) = 0, for all Y ∈ B and all i > 0. If we only require first extensions to vanish we
write ⊥1B, or B⊥1 . A chain complex C• in C, is called left, resp. right, B-acyclical if HomC(Y,C•),
resp. HomC(C•, Y ), is exact for all Y ∈ B.
Lemma 1.3.3. An exact sequence P• of projective objects in C is right B-acyclical if and only if
each syzygy object is in ⊥B.
Proof. Take i ∈ Z. The truncated complex · · · → Pi+1 → Pi → 0 is a projective resolution of
X := Ωi(P•). Hence we find Ext
k
C(X,Y )
∼= Hi+k(HomC(P•, Y )), for k ≥ 1 and Y ∈ B. 
Definition 1.3.4. A B-resolution of an object X ∈ C is a chain complex
· · · → B2 →
d2 B1 →
d1 B0 →
d0 0
in B, with only non-zero homology given by H0(B•) ∼= X ∼= Ω
0(B•). A B-resolution B• of X is
proper if the augmented exact sequence B• → X → 0 is left B-acyclical.
1.3.5. Following [AR, Section 1], a right B-approximation of X ∈ C is an epimorphism α :
A ։ X with A ∈ B, such that the induced morphism HomC(A
′, A) → HomC(A
′,X) is surjective
for each A′ ∈ B. The subcategory B is contravariantly finite in C if each object in C admits a
right B-approximation. An epimorphism α : A։ X, for A ∈ B such that K := coker (α) is in B⊥1
is called a special right B-approximation.
1.3.6. A cotorsion pair in an abelian category is a pair (A,B) of subcategories such that A = ⊥1B
and B = A⊥1 . A cotorsion pair is hereditary if, in addition, the restriction of ExtjC(−,−) toA
op×B
vanishes for all j > 0. A cotorsion pair admits enough projectives if every object X ∈ C admits
a special right A-approximation. Here, this is B →֒ A։ X, with A ∈ A and B ∈ B.
1.4. Noetherian rings. By ring we always mean unital ring. The category of all left modules
over a ring R is denoted by R-Mod. By noetherian ring we mean a ring which is both left and
right noetherian. For a noetherian ring R, we denote by R-mod the (abelian) category of finitely
generated modules. A finite ring extension of a ring S is a ring R such that S is a (unital)
subring and such that the (left) S-module R is finitely generated.
Definition 1.4.1. Consider a noetherian ring S with automorphism α. A ring R is an α-Frobenius
extension of S if it is a finite ring extension, with R projective as a left S-module and for which
we have an (R,S)-bimodule morphism
(1.1) R ∼= HomS(R, αS).
Such an isomorphism ϕ : R→ HomS(R, αS), a 7→ ϕa, for all a ∈ R, leads to a bi-additive map
σ : R×R→ S, σ(a, b) = ϕb(a),
which satisfies σ(ab, c) = σ(a, bc), for a, b, c ∈ R, and σ(xa, b) = α(x)σ(a, b) and σ(a, bx) = σ(a, b)x,
for x ∈ S. By [BF, Theorem 1.1], σ is non-degenerate.
1.4.2. Example. Let k be any field and A a finite dimensional k-algebra. By the above, it follows
easily that A is a Frobenius algebra if and only if it is an idk-Frobenius extension of k.
For (associative) algebras we will in general not assume that they are unital or finite dimensional.
A k-algebra is thus a k-vector space with a bilinear associative product.
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2. Frobenius extensions of abelian categories
2.1. Definitions. We let C be an arbitrary abelian category.
Definition 2.1.1. A Frobenius extension of C is an abelian category C˜ with (additive) functor
R : C˜ → C such that
(i) R has a left adjoint I and a right adjoint C;
(ii) R, I and C are faithful;
(iii) I ∼= C ◦ E for an auto-equivalence E of C.
Clearly C˜ is a Frobenius extension of C if and only if C˜op is a Frobenius extension of Cop. We will
show in Theorem 2.3.1 that this is an appropriate generalisation Definition 1.4.1. In analogy with
the situation in ring theory, one could use the term E-Frobenius extension of a category C.
Lemma 2.1.2. Consider the data of Definition 2.1.1.
(i) The functors R, I,C are exact.
(ii) The functors R, I,C restrict to functors between pC˜ and pC, and between iC˜ and iC.
(iii) The units IdC → R ◦ I and IdC˜ → I ◦ C are monomorphisms.
(iv) The counits I ◦ R→ Id
C˜
and R ◦ C→ IdC are epimorphisms.
Proof. Parts (i) and (ii) are standard homological properties of adjoint functors. For parts (iii)
and (iv) we just prove that η : IdC → R ◦ I is a monomorphism, the other claims can be proved
identically. As (I,R) is a pair of adjoint functors, for arbitrary X ∈ C, we have an isomorphism
ν : Hom
C˜
(I−, IX) →˜ HomC(−,R ◦ IX),
of contravariant functors. By definition, we have ηX = νX(1IX) and, for an arbitrary morphism
α : Y → X in C, the diagram
Hom
C˜
(IX, IX)
νX
//
−◦I(α)

HomC(X,R ◦ IX)
−◦α

Hom
C˜
(IY, IX)
νY
// HomC(Y,R ◦ IX)
commutes. This implies that ηX ◦α = νY (I(α)). Since I is faithful and νY an isomorphism, we have
ηX ◦ α 6= 0 for any non-zero α and indeed ηX is a monomorphism for all X. 
2.2. Properties of Frobenius extensions. Fix C, C˜ as in Definition 2.1.1.
Proposition 2.2.1. The category C˜ contains enough projective objects if and only if C contains
enough projective objects. If there exist enough projective objects, then
(i) the projective object in C are the direct summands of objects RP , for arbitrary P ∈ pC˜;
(ii) the projective object in C˜ are the direct summands of objects IP (or equivalently CP ), for
arbitrary P ∈ pC.
The same statements hold true for injective objects.
Proof. Assume first that C contains enough projective objects. Consider an arbitrary N ∈ C˜
with epimorphism π : P ։ RN , for P projective, in C. Define α : IP → N as the morphism
corresponding to π under (I,R)-adjunction. By Lemma 2.1.2(ii), IP is projective. By definition of
adjunction, for any β : N →M in C˜, we have a commuting square
HomC(P,RN) //
R(β)◦−

HomC˜(IP,N)
β◦−

HomC(P,RM) // HomC˜(IP,M),
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where the horizontal arrows are isomorphisms. Therefore, if β ◦ α = 0, then R(β) ◦ π = 0. Since π
is an epimorphism the latter means R(β) = 0 and by faithfulness of R thus finally β = 0. Hence, α
is an epimorphism and C˜ contains enough projective objects.
Now assume that C˜ contains enough projective objects. For any M ∈ C, we have an epimorphism
π : P ։ CM with P ∈ pC˜. Using adjunction one constructs, as above, an epimorphism RP ։ M ,
where RP is projective by Lemma 2.1.2(ii). Hence C contains enough projective objects.
The other statements in the proposition follow from the above construction, the symmetry be-
tween projective and injective objects and Definition 2.1.1(iii). 
Lemma 2.2.2. For any X ∈ C and Y ∈ C˜, we have
pd
C˜
IX = pd
C˜
CX ≤ pdCX and pdCRY ≤ pdC˜Y.
The same statements hold true for injective dimensions.
Proof. This follows immediately from adjointness properties of exact functors, see e.g. [CM1,
Proposition 7] for the case without injective or projective objects. 
Lemma 2.2.3. For all projective objects P ∈ C and Q ∈ C˜, we have
idCP = idC˜ IP = idC˜CP and idC˜Q = idCRQ.
The same holds for projective dimensions of injective objects.
Proof. By Lemma 2.1.2(iv), we find that P is a direct summand of RC(P ). Lemma 2.2.2 thus
implies
idCP ≥ idC˜C(P ) ≥ idCRC(P ) ≥ idCP.
Similarly, one proves id
C˜
Q = idCRQ. 
Lemma 2.2.4. Assume C has enough projective objects and Φ is an auto-equivalence of Dper(C)
with quasi-inverse Ψ. If there exist triangulated functors Φ˜ and Ψ˜ on Dper(C˜) which satisfy
Φ˜ ◦ I ∼= C ◦ Φ and Ψ˜ ◦ C ∼= I ◦Ψ,
then Φ˜ is an auto-equivalence of Dper(C) with quasi-inverse Ψ˜.
Proof. By assumption, we have isomorphisms of functors on Dper(C˜)
Ψ˜ ◦ Φ˜ ◦ I ∼= I and Φ˜ ◦ Ψ˜ ◦ C ∼= C.
The conclusion thus follows from Proposition 2.2.1, since the full subcategory of objects IP with P
a projective object in C generates Dper(C˜) as a triangulated category. 
2.3. Frobenius extensions of noetherian rings revisited.
Theorem 2.3.1. For S a noetherian ring, the Frobenius extensions of S-mod, in the sense of
Definition 2.1.1, are, up to equivalence, given by R-mod for all α-Frobenius extensions R of S in
the sense of Definition 1.4.1.
Proof. Consider an α-Frobenius extension R of S. The (R,S)-bimodule isomorphismR ∼= HomS(R, αS)
and exactness of HomS(R,−) imply an isomorphism of functors
R⊗S − ∼= HomS(R, αS ⊗S −) : S-Mod → R-Mod.
The faithful functor I := R⊗S − always restricts to a functor from R-mod to S-mod. Since R is a
finite ring extension, the faithful functor R := ResRS restricts to a functor from R-mod to S-mod.
By the above isomorphism, also C := HomS(R,−) restricts to a functor between those categories.
It follows that R : R-mod → S-mod satisfies the conditions in Definition 2.1.1, where the auto-
equivalence E in condition (iii) is α(−) = αS ⊗S −.
GORENSTEIN HOMOLOGICAL ALGEBRA 7
Now consider a Frobenius extension C˜ of S-mod in the sense of Definition 2.1.1. By Proposi-
tion 2.2.1, C˜ contains enough projective objects and pC˜ = add(IS). Define the ring and functor
R := End
C˜
(IS)op and Φ = Hom
C˜
(IS,−) : C˜ → R-Mod.
By faithfulness of I : Sop →֒ Rop, it follows that S is a subring of R. The commuting diagram
Hom
C˜
(IS,X)
∼
//
−◦I(a)

HomS(S,RX)
−◦a

∼
// RX
a·−

Hom
C˜
(IS,X)
∼
// HomS(S,RX)
∼
// RX
of group homomorphisms for any X ∈ C˜ and a ∈ Sop = HomS(S, S), shows that we have an
isomorphism of functors
(2.1) ResRS ◦ Φ
∼= R : C˜ → S-mod.
Evaluation on IS shows that the left S-module R is isomorphic to RIS. By Lemma 2.1.2(ii), the
latter is a (finitely generated) projective S-module. In particular, R is a finite ring extension of S
and thus noetherian. Equation (2.1) then further implies that Φ actually restricts to a functor from
C˜ to R-mod. By construction, this is an exact functor which restricts to an equivalence between
the categories of projective modules. It thus follows that we have an equivalence of categories
Φ = HomC˜(IS,−) : C˜ →˜ R-mod.
To conclude the proof, we now only need to establish the isomorphism of bimodules in (1.1).
Consider a quasi-inverse Ψ of Φ. By uniqueness of adjoint functors and (2.1), we have
I ∼= Ψ ◦ IndRS and C
∼= Ψ ◦ CoindRS .
Consequently, we have
R⊗S − ∼= HomS(R,−) ◦ E.
The isomorphism of bimodules (1.1) thus follows by observing that any auto-equivalence E of S-mod
is of the form α for some automorphism α. 
Recall that we take the convention that ‘functors’ between k-linear categories are k-linear
Corollary 2.3.2. Fix a field k. The Frobenius extensions of k-mod are, up to equivalence, the
categories A-mod, for A a finite dimensional Frobenius k-algebra.
Proof. Since E in Definition 2.1.1 must be a k-linear auto-equivalence of k-mod, it is isomorphic to
the identity. The result then follows as a special case of Theorem 2.3.1, by Example 1.4.2. 
3. Naive Gorenstein homological algebra in abelian categories
Fix for the entire section an abelian category C which contains enough projective objects. We
generalise some well-established notions from ring theory, see e.g. [AB, AM, Ho1].
3.1. Gorenstein projective objects.
Definition 3.1.1. A totally acyclic complex P• in pC is an exact sequence of objects in pC which
is right pC-acyclical. An object X in C is Gorenstein projective if and only if it is isomorphic
to a syzygy object of a totally acyclic complex in pC. We denote denote the full subcategory of C
of Gorenstein projective modules by gpC.
Clearly, pC is a subcategory of gpC. In the notation of [AR, Section 5] we have gpC := XpC .
Proposition 3.1.2.
(i) We have gpC ⊂ ⊥pC = ⊥pC(−).
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(ii) gpC is the category of all X which admit a projective coresolution with each cocycle in ⊥pC.
(iii) Each X ∈ gpC satisfies either pdCX = 0 or pdCX =∞.
Proof. The equality ⊥pC = ⊥pC(−) is straightforward. Parts (i) and (ii) then follow immediately
from Definition 3.1.1 and Lemma 1.3.3.
To prove part (iii) let X be an object of projective dimension k ∈ Z>0 and N some object with
ExtkC(X,N) 6= 0. For an epimorphism P ։ N , with P projective, we find an exact sequence
ExtkC(X,P )→ Ext
k
C(X,N)→ 0,
proving that X is not in ⊥pC. Part (iii) thus follows from part (i). 
An immediate consequence of Proposition 3.1.2(ii), or Definition 3.1.1, is that
(3.1) gpC ⊆ ΩkC, for any k ∈ N.
The following is the analogue of [AR, Proposition 5.1] or [Ho1, Theorem 2.5].
Proposition 3.1.3. The subcategory gpC is projectively resolving in C.
Proof. It is an easy exercise to prove that ⊥pC is resolving, which we will use freely. Now consider
a short exact sequence X →֒ Y ։ Z with Z ∈ gpC.
Assume first that X ∈ gpC. Clearly Y ∈ ⊥pC. Take P , resp. Q, to be the zero component of the
projective coresolution of X, resp. Z, in Proposition 3.1.2(ii) and denote the respective cokernels
by X1 and Z1. Lemma 1.2.1 then implies that there exists a short exact sequence
0→ Y → P ⊕Q→ Y1 → 0,
where Y1 admits a short exact sequence X1 →֒ Y1 ։ Z1 with again X1, Z1 ∈ gpC. We can thus
continue this procedure to construct a projective coresolution of Y where all cocycles are in ⊥pC.
Again by Proposition 3.1.2(ii), we have Y ∈ gpC.
Now assume that Y ∈ gpC. Take P , resp. Q, to be the zero component of the projective
coresolution of Y , resp. Z, in Proposition 3.1.2(ii) and denote the respective cokernels by Y1, Z1 ∈
gpC. By Lemma 1.2.2, there exists an exact sequence
0→ X → P → Q⊕ Y1 → Z1 → 0.
Hence we have a short exact sequence X →֒ P ։ X1, where X1 admits a short exact sequence
0→ X1 → Q⊕ Y1 → Z1 → 0.
As the middle and right term in the above short exact sequence are again Gorenstein projective,
we can proceed iteratively to construct a projective coresolution of X as in Proposition 3.1.2(ii).
Finally, if X = X ′ ⊕ X ′′ ∈ gpC, we claim that both X ′ and X ′′ are in gpC as well. By
Proposition 3.1.2(ii), there exist P ∈ pC and G ∈ gpC for which we have a short exact sequence
X →֒ P ։ G. Hence, the pushout X ′1 = P ⊔X X
′′ admits short exact sequences
0→ X ′ → P → X ′1 → 0 and 0→ X
′′ → X ′1 → G→ 0,
by [Fr, Theorems 2.15 and 2.54]. Taking the direct sum with X ′ in the first two terms of the
second exact sequence yields X →֒ X ′1 ⊕ X
′
։ G. As X and G are in gpC, the first part of the
proof shows that X ′1 ⊕ X
′ ∈ gpC and thus that X ′1 is again the direct summand of a Gorenstein
projective object. We can thus repeat the construction to construct a projective coresolution of X ′
as in Proposition 3.1.2(ii). 
Lemma 3.1.4. If for G ∈ gpC there exists q ∈ Z>0 such that Ext
q
C(G
′, G) = 0 for all G′ ∈ gpC,
then G is projective.
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Proof. Assume first that q = 1. Definition 3.1.1 implies we have a short exact sequence
(3.2) 0→ G→ P → G1 → 0, for some P ∈ pC and G1 ∈ gpC.
By assumption, such a short exact sequence should split and hence both G and G1 are projective.
Now assume that the statement has been proved for q0 ≥ 1 and consider the case q = q0+1. We
still have (3.2). By Proposition 3.1.2(i), this implies that
Extq0C (G
′, G1) ∼= Ext
q0+1
C (G
′, G) = 0,
for all G′ ∈ gpC. Hence we can apply the induction step to conclude that G1 is projective. The
short exact sequence (3.2) then shows that also G must be projective. 
3.2. G-dimension. We introduce the G-dimension of objects in an abelian category C follow-
ing [AB], [AM, Section 3] or [Ho1, Definition 2.8].
Definition 3.2.1. The G-dimension GdCX ∈ N ∪ {∞} of X ∈ C is the minimal length of a gpC-
resolution of X.
Clearly, GdCX = 0 if and only if X ∈ gpC. We use the notation gpC
(n), resp. gpC(−), for the full
subcategory of all objects of G-dimension at most n, resp. finite G-dimension.
The following is an analogue of [AM, Theorem 3.1] or [Ho1, Theorem 2.10]. The proof is also
identical, so we only give a sketch.
Proposition 3.2.2. The following are equivalent, for k ∈ N and an object X ∈ C:
(i) X has G-dimension at most k;
(ii) we have Ωk(P•) ∈ gpC for any projective resolution P• of X;
(iii) X admits a gpC-resolution of the form
(3.3) 0→ Pk → Pk−1 → · · · → P1 → G0 → 0, with Pi ∈ pC, for 1 ≤ i ≤ k.
Proof. Clearly (ii) and (iii) imply (i). That (i) implies (ii) is an application of Proposition 3.1.2(i)
and the comparison lemma, mutatis mutandis the proof of [AM, Lemma 2.5]. That (ii) implies (iii) is
an application of the the comparison lemma, mutatis mutandis the proof of [Ho1, Theorem 2.10]. 
This proposition has four useful corollaries.
Corollary 3.2.3. For any X ∈ gpC(−), there exist G ∈ gpC and K ∈ pC(−) (more precisely with
pdCK = GdCX − 1), with short exact sequence
(3.4) 0→ K → G→ X → 0.
In particular, each object in gpC(−) admits a special right gpC-approximation.
Proof. Proposition 3.2.2 implies that each X ∈ gpC(−) admits such a short exact sequence. By
Proposition 3.1.2(i), pC(−) ⊆ gpC⊥1 , so G։ X is a special right gpC-approximation. 
Corollary 3.2.4. We have ⊥pC ∩ gpC(−) = gpC.
Proof. The inclusion ⊥pC ∩ gpC(−) ⊃ gpC is clear. Now take X ∈ gpC(−), with short exact se-
quence (3.4). If X ∈ ⊥pC = ⊥pC(−) then the sequence must split. Hence, X is a direct summand
of G ∈ gpC, so by Proposition 3.1.3 we have X ∈ gpC, which concludes the proof. 
The following corollary shows that the G-dimension is a refinement of the projective dimension.
Definition 3.2.1 thus allows to capture more information on objects of infinite projective dimension.
Corollary 3.2.5. For an arbitrary object X in C we have
(i) GdCX ≤ pdCX;
(ii) GdCX = pdCX if pdCX <∞.
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Proof. Part (i) is immediate by Definition 3.2.1, as pC ⊂ gpC. Now assume that pdCX = k0 ∈ N,
so GdCX = k ≤ k0 by part (i). Consider the short exact sequence (3.4). As one can not have
precisely one object of infinite projective dimension in a short exact sequence we have pdCG <∞.
Proposition 3.1.2(iii) implies that G ∈ pC. But then we find k0 = pdCX ≤ k and hence k = k0. 
The following is an analogue of [Ho1, Theorem 2.20].
Corollary 3.2.6. For any X ∈ gpC(−) and k ∈ N, the following are equivalent:
(i) GdCX ≤ k;
(ii) ExtjC(X,−) is trivial on pC, for all j > k.
Proof. For k = 0, the statement is a reformulation of Corollary 3.2.4. Now take X ∈ gpC(−) with
gpC-resolution G• of length GdC(X) > 0. The syzygyY := Ω
1(G•) admits a short exact sequence
Y →֒ G0 ։ X. We clearly have GdCX = GdCY + 1 and
ExtjC(X,−)
∼= Ext
j−1
C (Y,−) on pC, for j > 0.
The full result thus follows by induction on k. 
3.3. Gorenstein resolutions and extensions. The following special case of Definition 1.3.4
follows [AM, Section 4].
Definition 3.3.1. A Gorenstein resolution of an object X ∈ C is a proper gpC-resolution of X.
Let gC denote the full subcategory of C of objects admitting a Gorenstein resolution.
Lemma 3.3.2. A gpC-resolution as in equation (3.3) is a Gorenstein resolution. Consequently we
have gpC(−) ⊆ gC. More precisely, for any k ∈ N, gpC(k) is the full subcategory of gC of all objects
admitting Gorenstein resolutions of length k.
Proof. Since HomC(G,−) is exact on projective modules, for G ∈ gpC, the fact that a gpC-resolution
as in equation (3.3) is a Gorenstein resolution is a standard exercise in homological algebra, see
e.g. [AM, Lemma 4.1]. The other claims follow directly from Proposition 3.2.2. 
Following [AM, Section 4] or [Ho2, Section 3], we introduce the Gorenstein extension groups.
Definition 3.3.3. For any k ∈ N, the functor GExtkC(−,−) : (
gC)op × C → Ab is defined by
GExtkC(X,Y )
∼= Hk(HomC(G•, Y )),
for G• a Gorenstein resolution of X.
3.3.4. That this is well-defined (does not depend on the choice of Gorenstein resolution) and
natural in X and Y follows from the Comparison Lemma, see [AM, Theorem 4.2(1)]. As a standard
essential property of relative homology, it also follows that, for X ∈ gC, and a left gpC-acyclical
short exact sequence A →֒ B ։ C in C, there exists a long exact sequence
(3.5) 0→ GExt0C(X,A)→ · · · → GExt
i
C(X,B)→ GExt
i
C(X,C)→ GExt
i+1
C (X,A)→ · · · ,
see e.g. [AM, Proposition 4.4].
We note some immediate consequences of the definition. Knowledge of a special gpC-approximation
allows to calculate Gorenstein extension groups from ordinary ones.
Lemma 3.3.5. Consider X ∈ gpC(−), with associated short exact sequence (3.4). We have iso-
morphisms of functors
GExtkC(X,−)
∼=
{
coker (HomC(G,−)→ HomC(K,−)) if k = 1;
Extk−1C (K,−) if k > 1.
Proof. We consider a finite projective resolution of K, which allows to construct a Gorenstein
resolution of X. The isomorphisms then follow by definition. 
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Lemma 3.3.6. We have isomorphisms of functors
(i) GExt0C(−,−)
∼= HomC(−,−) on
gCop × C;
(ii) GExtkC(X,−)
∼= ExtkC(X,−) if X ∈ pC
(−), for all k ∈ N;
(iii) GExtkC(X,−)
∼= ExtkC(X,−) on pC
(−) if X ∈ gpC(−), for all k ∈ N.
Proof. Part (i) is immediate by the left exactness of HomC(−, Y ). Part (ii) follows from taking a
finite projective resolution of X as the Gorenstein resolution G•.
We prove Part (iii) for k > 1, the case k = 1 being similar. We consider a short exact se-
quence (3.4) and know by Lemma 3.3.5 that GExtkC(X,−)
∼= Extk−1C (K,−). Since Ext
i(G,−) = 0
on pC(−) if i > 0, we have Extk−1C (K,−)
∼= ExtkC(X,−) on pC
(−). 
The following is the analogue of [AM, Theorem 4.2(2)] in our setting.
Proposition 3.3.7. For any X ∈ gC and k ∈ N, the following are equivalent:
(i) GdCX ≤ k;
(ii) GExtjC(X,−) = 0 for all j > k;
(iii) GExtk+1C (X,−) = 0.
Proof. The implications (i)⇒ (ii)⇒ (iii) are immediate, by Lemma 3.3.2.
Now consider X ∈ gC, satisfying GExtk+1C (X,−) = 0, with Gorenstein resolution G•. Define
Y := Ωk(G•). As G• is a Gorenstein resolution, the definition of GExtC implies that
GExt1C(Y,−)
∼= GExtk+1C (X,−) = 0.
Now define Z := Ωk+1(G•), with inherited short exact sequence
(3.6) 0→ Z → Gk → Y → 0.
As G• is a Gorenstein resolution, this short exact sequence is left gpC-acyclical. We can thus apply
equation (3.5) which yields a short exact sequence
0→ GExt0C(Y,Z)→ GExt
0
C(Y,Gk)→ GExt
0
C(Y, Y )→ 0
By Lemma 3.3.6(i), we then find Hom0C(Y,Gk)։ Hom
0
C(Y, Y ), which implies that the short exact
sequence (3.6) splits, so Y is Gorenstein projective. Hence, we have a finite gpC-resolution
0→ Y → Gk−1 → · · · → G1 → G0 → 0,
of X, so by definition GdCX ≤ k. This shows that (iii) implies (i), concluding the proof. 
Corollary 3.3.8. For any X,Y ∈ gC, we have GdC(X ⊕ Y ) = max{GdCX,GdCY }.
By [Ho2], Gorenstein extensions are consistent with respect to the concept of opposite categories.
Lemma 3.3.9. Assume that C also has enough injective objects and take M ∈ gC and N ∈ g(Cop).
We have isomorphisms of abelian groups
GExtjC(M,N)
∼= GExt
j
Cop(N,M).
Proof. Mutatis mutandis [Ho2, Theorem 3.6]. 
For the following result we did not manage to find a reference.
Proposition 3.3.10. Consider X ∈ gC and Y ∈ C. To any non-zero element in the group
GExt1C(X,Y ) we can associate M ∈ C with left gpC-acylical non-split short exact sequence
0→ Y →M → X → 0.
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Proof. Consider a Gorenstein resolution G• of X and set N := Ω
1(G•). Hence we have a left
gpC-acyclical short exact sequence
(3.7) 0 // N
ι
// G0 // X // 0.
Definition 3.3.3 and elementary diagram chasing yields an exact sequence
(3.8) HomC(G0, Y )
−◦ι
// HomC(N,Y ) // GExt
1
C(X,Y )
// 0.
To each non-zero element of GExt1C(X,Y ), we can thus associate a morphism α : N → Y which
is not of the form β ◦ ι for some morphism β : G0 → Y . The two morphisms ι : N → G0 and
α : N → Y define a pushout M := Y ⊔N G0, with commuting square
N 
 ι
//
α

G0
γ

Y
β
// M,
with coker β ∼= coker ι ∼= X, see the dual of [Fr, Theorem 2.52]. Furthermore, as ι is a monomor-
phism, so is β, see [Fr, Theorem 2.54]. We thus find a commuting diagram with exact rows
0 // N
ι
//
α

G0
γ

// X // 0
0 // Y
β
// M // X // 0.
If the extension on the second row would split, it would follow that there is a morphism γ′ : G0 → Y
such that α = γ′ ◦ι, which contradicts our assumptions. It only remains to be proven that the short
exact sequence on the second row is left gpC-acyclical. For any G ∈ gpC, applying HomC(G,−) to
the above diagram yields a commutative diagram
HomC(G,G0)

// HomC(G,X)
HomC(G,M) // HomC(G,X).
As (3.7) is left gpC-acyclical, the top horizontal arrow is a group epimorphism, hence the lower
horizontal arrow is also surjective. This concludes the proof. 
3.4. Tate cohomology. The following definition extends the one in [AM, Section 5].
Definition 3.4.1. For X ∈ gpC(k) with projective resolution Q•, we have G := Ω
k(Q•) ∈ gpC by
Proposition 3.2.2. We consider a totally acyclic complex P• with G = Ω
k(P•). Then we define, for
any Y ∈ C, the abelian groups
Êxt
i
C(X,Y ) = H
i(HomC(P•, Y )), for all i ∈ Z.
That this is well-defined (does not depend on the choice of P• and Q•) and yields a functor
Êxt
i
C(−,−) : (gpC
(−))op × C → Ab,
follows as in [AM, Section 5].
Remark 3.4.2. The following observations follow by definition.
(i) We have Êxt
i
C(X,−) = 0, for all i ∈ Z, if X ∈ pC
(−).
(ii) If G ∈ gpC, we have
Êxt
i
C(G,−)
∼= ExtiC(G,−), if i > 0.
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Lemma 1.3.3 and the fact ⊥pC = ⊥pC(−) imply that also Êxt
i
C(−, Y ) = 0, for all i ∈ Z, if Y ∈ pC
(−).
The following result can be proved as in [AM, Proposition 5.6].
Lemma 3.4.3. For a short exact sequence 0→ X → Y → Z → 0 with objects in gpC(−), we have
a long exact sequence of functors
· · · → Êxt
i−1
C (X,−)→ Êxt
i
C(Z,−)→ Êxt
i
C(Y,−)→ Êxt
i
C(X,−)→ Êxt
i+1
C (Z,−)→ · · ·
Corollary 3.4.4. For X ∈ gpC(−) with short exact sequence (3.4), we have
Êxt
i
C(X,−)
∼= ExtiC(G,−), if i > 0.
Proof. By Remark 3.4.2(i) and Lemma 3.4.3, we find Êxt
j
C(X,−)
∼= Êxt
j
C(G,−), for j ∈ Z. Re-
mark 3.4.2(ii) thus concludes the proof. 
The main result in [AM] states that, for noetherian rings, the functors Exti, Êxt
i
and GExti
form a long exact sequence of bi-functors. The proof can be generalised to our setting of arbitrary
abelian categories containing enough projective objects. If we are only interested in a functorial
version, the above already implies the claim.
Proposition 3.4.5. For any X ∈ gpC(−), we have an exact sequence of functors
0→ GExt1C(X,−)→ Ext
1
C(X,−)→ Êxt
1
C(X,−)→ GExt
2
C(X,−)→ Ext
2
C(X,−)→ · · · .
Proof. Consider short exact sequence (3.4). For K := coker (HomC(G,−)→ HomC(K,−)), we have
a long exact sequence
0→ K → Ext1C(X,−)→ Ext
1
C(G,−)→ Ext
1
C(K,−)→ Ext
2
C(X,−)→ · · · .
Inserting the natural isomorphisms in Lemma 3.3.5 and Corollary 3.4.4 concludes the proof. 
3.5. Naively Gorenstein categories. The following definition is inspired by [AM, Section 3].
Definition 3.5.1. The category C is naively d-Gorenstein, for d ∈ N, if C = gpC(d). The category C
is weakly Gorenstein if gpC = ⊥pC.
Lemma 3.5.2. C is naively d-Gorenstein if and only if gpC = ΩdC
Proof. By equation (3.1), it suffices to prove that C = gpC(d) if and only if ΩdC ⊆ gpC. This follows
from Proposition 3.2.2. 
Proposition 3.5.3. Let C be a naively Gorenstein category.
(i) The subcategory gpC is contravariantly finite. Furthermore, every object in C admits a special
right gpC-approximation.
(ii) The pair (gpC, pC(−)) is a hereditary cotorsion pair in C which admits enough projectives.
Proof. Corollary 3.2.3 implies that any object in C admits a special right gpC-approximation. In
particular, gpC is contravariantly finite, proving part (i).
Now we prove part (ii). By Proposition 3.1.2(i), the functors ExtjC(−,−) vanish on gpC
op×pC(−)
for j > 0. We thus have a hereditary torsion pair (with enough projective objects, by part (i))
if gpC⊥1 ⊆ pC(−) and ⊥1pC(−) ⊆ gpC.
Consider X ∈ gpC⊥1 . Since C = gpC(−), Corollary 3.2.3 implies we have a short exact sequence
0→ K0 → G0 → X → 0,
with G0 ∈ gpC and pdCK0 < ∞, so in particular K0 ∈ gpC
⊥. By assumption on X it thus follows
that G0 ∈ gpC
⊥1 . Lemma 3.1.4 thus implies that G0 is projective and thus that X ∈ pC
(−).
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Now consider Y ∈ ⊥1pC(−). We consider again a short exact sequence
0→ K1 → G1 → Y → 0,
with G1 ∈ gpC and K1 ∈ pC
(−). By assumption on Y , this extension must vanish and Y is a direct
summand of G1, so Y ∈ gpC. 
Proposition 3.5.4. For C naively Gorenstein, X ∈ C and k ∈ N, the following are equivalent:
(i) GdCX ≤ k;
(ii) ExtjC(X,−) is trivial on pC, for all j > k.
(iii) GExtjC(X,−) = 0, for all j > k.
Proof. Since gpC(−) = gC = C, the statements follow from Corollary 3.2.6 and Proposition 3.3.7. 
Corollary 3.5.5. If C is naively Gorenstein, it is also weakly Gorenstein.
3.6. Iwanaga-Gorenstein properties. Inspired by [Iw] or [AR, Section 6], we introduce the
following definition, for which we use the first letters of Iwanaga and Gorenstein.
Definition 3.6.1. We say the category C is d-IG, for d ∈ N, if the injective dimension of objects
in pC bounded by d. If C has enough injective objects, it is d-GI if the projective dimensions of
objects in iC is bounded by d.
Remark 3.6.2. The “Gorenstein symmetry conjecture” asks whether, for A a finite dimensional
k-algebra, A-mod is d-IG if only if it is d-GI.
3.6.3. Example. Any abelian category C which admits enough projective and injective objects and
has glo.dC = d is d-IG and d-GI.
Theorem 3.6.4. Let C˜ a Frobenius extension of C. Then C˜ is d-IG (resp. d-GI) if and only if C
is d-IG (resp. d-GI).
Proof. This is an immediate consequence of Proposition 2.2.1 and Lemma 2.2.3. 
Lemma 3.6.5. If C is d-IG, then we have ΩdC ⊂ ⊥pC.
Proof. Take an arbitrary X ∈ C, with projective resolution P•. For i > 0 and Q ∈ pC, we have
ExtiC(Ω
d(P•), Q) ∼= Ext
i+1
C (Ω
d−1(P•), Q) ∼= · · · ∼= Ext
i+d
C (X,Q).
However, as idCQ ≤ d < i+ d, the extension groups vanish and Ω
d(P•) ∈
⊥pC. 
Corollary 3.6.6. If C is d-IG, gpC is the category of objects which admit a projective coresolution.
Proof. Let X have a projective coresolution Q•. Clearly X and each cocycle in Q• belong to ΩkC
for any k ∈ N. Lemma 3.6.5 thus implies that all these objects are in ⊥pC. The conclusion follows
from Proposition 3.1.2(ii). 
Lemma 3.6.7. If C is naively d-Gorenstein, it is d-IG. If furthermore C contains enough injective
objects, then it is also d-GI.
Proof. For any Q ∈ pC, i > 0 and X ∈ C with projective resolution P•, we have Ext
d+i
C (X,Q)
∼=
ExtiC(Ω
d(P•), Q). By Lemma 3.5.2, Ω
d(P•) ∈ gpC, so the extension groups must vanish. Hence we
find idCQ ≤ d and C is d-IG.
Now assume C contains enough injective objects and consider I ∈ iC, with projective resolu-
tion R•. For any G ∈ gpC, we have
0 = Ext1C(G, I)
∼= Extd+1(G,Ωd(P•)).
By Lemma 3.5.2, Ωd(P•) ∈ gpC, so by Lemma 3.1.4 we have Ω
d(P•) ∈ pC. This means that
pdCI ≤ d and C is d-GI. 
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Lemma 3.6.8. The following are equivalent:
(i) C is naively d-Gorenstein;
(ii) C is weakly Gorenstein and d-IG.
Proof. The implication (i)⇒(ii) follows from Corollary 3.5.5 and Lemma 3.6.7.
Now assume that C is d-IG with gpC = ⊥pC. Lemma 3.6.5 and equation (3.1) thus imply
that ΩdC = gpC. The implication (ii)⇒(i) thus follows from Lemma 3.5.2. 
Lemma 3.6.9. If C is d-IG, then pdCX <∞ implies that idCX ≤ d.
Proof. If X has a finite projective resolution, one can calculate Extd+i(−,X) = 0, for all i > 0. 
Corollary 3.6.10. If C is d-IG and d-GI, then fin.dC ≤ d.
4. Idempotent noetherian rngs
In this section, R is a “rng”, a ring which need not contain a multiplicative identity. Modules
are defined as for rings, omitting the condition that the identity acts as the identity morphism.
4.1. Definitions. A rng R has enough idempotents, if there exists a set E of idempotents in R,
such that we have direct sums of abelian groups
R =
⊕
e∈E
eR =
⊕
e∈E
Re.
Clearly, such R is unital (i.e. a ring) if and only if ♯E <∞. Consequently, if R would be noetherian
in the traditional sense, this would force R to be a unital ring. We thus need an adapted definition.
Definition 4.1.1. An idempotent noetherian rng is a rng with enough idempotents such that Re,
resp. eR, is a noetherian left, resp. right, R-module, for each e ∈ E.
Clearly, R is idempotent noetherian, if and only if Rop is.
Definition 4.1.2. For a rng with enough idempotents, let R-mod denote the full category of all
noetherian left modules M which satisfy M =
⊕
e∈E eM .
If R is a noetherian unital ring, R-mod as defined above clearly corresponds to the abelian
category of finitely generated (unital) modules.
Lemma 4.1.3. If R is idempotent noetherian, R-mod is abelian and contains enough projective
objects. The objects in R-mod are the quotients of
⊕
e∈SRe, for S finite multisets of elements in E.
Proof. The category of noetherian modules is a Serre subcategory of the category of all modules
and hence abelian. The condition on a module M to be noetherian also implies that it must be
a quotient of
⊕
e∈SRe, for S finite. That any such quotient is noetherian follows again from the
fact that R-mod is a Serre subcategory. It is then obvious that R-mod contains enough projective
modules since any module
⊕
e∈SRe will be projective by construction. 
We also introduce the following notation:
• P = PR := p(R-mod) and P
◦ = P◦R := PRop ;
• P(−) = P
(−)
R := p(R-mod)
(−);
• GP = GPR := gp(R-mod) and GP
◦ = GP◦R := GPRop .
4.1.4. Example. For a field k, we have the following special case of idempotent noetherian rngs.
A k-algebra is strongly locally finite, see e.g. [MM, Section 2], if it admits a collection of
idempotents E, such that
A =
⊕
e,f∈E
eAf, with dimk eA <∞ and dimkAe <∞, for each e ∈ E.
In this case, A-mod is the category of finite dimensional modules M which satisfy M =
⊕
e∈E eM .
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4.2. Dualisation functors. Let R be a idempotent noetherian rng.
Definition 4.2.1. The dualisation functors are the contravariant functors given by
F(−) =
⊕
e∈E
HomR(−, Re) : R-mod → R
op-mod,
F◦(−) =
⊕
e∈E
HomR(−, R
ope) : Rop-mod → R-mod.
The following lemma is trivial.
Lemma 4.2.2. The functor F yields a contravariant equivalence P → P◦ with inverse F◦.
Proposition 4.2.3. The functor F yields a contravariant equivalence GP → GP◦ with inverse F◦.
Proof. Consider G ∈ GP and a totally acyclic complex P• in P with G = Ω
0(P•). As the complex is
totally acyclic, F maps this sequence to an exact cocomplex Q• of projective modules Qk = F(Pk) ∈
P◦. Since F is contravariant and left exact, we have F(G) = F(Ω0(P•)) ∼= C
0(Q•). By Lemma 4.2.2,
applying F◦ to Q• will yield the original sequence P•, which is in particular exact. This thus implies
that Q• is totally acyclic. Hence, we have F(G) ∈ GP◦ and
F◦F(G) ∼= F◦F(Ω0(P•)) ∼= Ω
0(P•) ∼= G.
That F and F◦ actually form mutual inverses then follows easily from Lemma 4.2.2. 
4.3. Idempotent (Iwanaga-)Gorenstein rngs. As a generalisation of [Iw] or [AR, Section 6],
we use the following definition.
Definition 4.3.1. An idempotent noetherian rngR is idempotent d-Iwanaga-Gorenstein, for d ∈
N, if and only if both R-mod and Rop-mod are d-IG.
The following definition is a generalisation of the one in [AM, Section 3].
Definition 4.3.2. An idempotent noetherian rng R is an idempotent d-Gorenstein rng if both
R-mod and Rop-mod are naively d-Gorenstein.
The following is the natural analogue of [AM, Theorem 3.2].
Theorem 4.3.3. For an idempotent noetherian rng R and d ∈ N, the following are equivalent:
(i) R is idempotent d-Iwanaga-Gorenstein;
(ii) R is idempotent d-Gorenstein.
Proof. The implication (ii)⇒(i) follows from Lemma 3.6.7. Now assume that R is idempotent d-
Iwanaga-Gorenstein. We will prove that GPR =
⊥PR, i.e. that R-mod is naively Gorenstein. The
conclusion then follows from Lemma 3.6.8 and symmetry between R and Rop.
The inclusion GPR ⊂
⊥PR is given in Proposition 3.1.2(i). Consider X ∈
⊥PR with projective
resolution P•. Hence P• must be right P-acyclical. Consequently, Lemma 4.2.2 implies that F(X)
has a projective coresolution Q• = F(P•). Corollary 3.6.6 thus implies F(X) ∈ GP
◦. Proposi-
tion 4.2.3 then states that X ∈ GP , so we have indeed GP = ⊥P. 
5. Locally finite abelian categories with enough projective and injective objects
Fix an arbitrary field k. We introduce a class of categories which behave well with respect to
Frobenius extension and Gorenstein homological algebra.
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5.1. lfp categories.
Definition 5.1.1. An lfp category C is a k-linear abelian category such that
(i) every object has finite length;
(ii) all HomC-spaces are finite dimensional;
(iii) C contains enough projective and injective objects.
Remark 5.1.2. Consider Definition 5.1.1.
(a) Conditions (i)-(ii) mean that C is a locally finite abelian category.
(b) An lfp category is Krull-Schmidt, see e.g. [Kr, Section 5].
(c) Every simple object in an lfp category admits a projective cover, which follows from (b) and
[Kr, Lemma 3.6]. Furthermore, any projective object is a direct sum of such covers.
(d) If k is algebraically closed, we can omit condition (ii) by Schur’s lemma and condition (i).
(e) C is lfp if and only if Cop is lfp.
Let Λ denote a labelling set for the isoclasses of simple objects in C. By Remark 5.1.2(c), we
have corresponding projective covers {Pλ |λ ∈ Λ}. We define the k-algebra
(5.1) A :=
⊕
λ,µ∈Λ
HomC(Pλ, Pµ) =
⊕
λ,µ
eλAeµ,
with multiplication given by αβ = β ◦ α and with eλ ∈ A the identity morphism of Pλ. By
Definition 5.1.1 and Remark 5.1.2(e), both Aeλ and eλA are finite dimensional. Hence, A is
strongly locally finite, see Example 4.1.4. There is a well-known equivalence
(5.2) Φ :=
⊕
λ
HomC(Pλ,−) : C →˜ A-mod.
Indeed, Φ is exact and restricts to an equivalence between the categories of projective modules,
which allows to quickly demonstrate the above equivalence.
5.2. Gorenstein homological algebra in lfp categories.
Definition 5.2.1. Consider an lfp category C and d ∈ N.
(i) C is d-Iwanaga-Gorenstein if C is d-IG and d-GI.
(ii) C is d-Gorenstein if it is naively d-Gorenstein.
Remark 5.2.2. Since we have a canonical equivalence Aop-mod ∼= Cop, for A in 5.1, C is d-Iwanaga-
Gorenstein if and only if A is idempotent d-Iwanaga-Gorenstein.
Theorem 5.2.3. For an lfp category C and d ∈ N, the following are equivalent:
(i) C is d-Iwanaga-Gorenstein;
(ii) C is d-Gorenstein.
Proof. The implication (ii)⇒(i) is just Lemma 3.6.7.
If C is d-Iwanaga-Gorenstein, Remark 5.2.2 and Theorem 4.3.3 show that C (and also Cop) is
naively Gorenstein, so in particular we find (i)⇒(ii). 
Remark 5.2.4. Although not obvious from Definitions 5.2.1 and 4.3.2, it follows from Theorems 4.3.3
and 5.2.3 that the lfp category C is Gorenstein if and only if A in (5.1) is idempotent Gorenstein.
Lemma 5.2.5. If the lfp category C is d-Gorenstein, then fin.dC ≤ d.
Proof. This follows from Theorem 5.2.3 and Corollary 3.6.10. 
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5.3. Frobenius extensions of lfp categories.
Proposition 5.3.1. Consider a Frobenius extension R : C˜ → C of k-linear abelian categories.
(i) C˜ is lfp if and only if C is lfp.
(ii) Assuming C and C˜ are lfp, we have that C˜ is d-Gorenstein if and only if C is so.
Proof. For part (i), assume first that C is lfp. The faithfulness and exactness of R : C˜ → C imply
that conditions (i) and (ii) in Definition 5.1.1 are inherited by C˜ from C. That condition 5.1.1(iii)
is also inherited follows from Proposition 2.2.1. The other direction follows similarly.
Part (ii) follows from Theorems 3.6.4 and 5.2.3. 
For the remainder of this section, fix a Frobenius extension R : C˜ → C of lfp categories.
Proposition 5.3.2. Assume C (and hence C˜) is Gorenstein. The Gorenstein projective modules
in C˜ are precisely those X ∈ C˜ for which R(X) is Gorenstein projective in C. More generally:
(i) GdC˜X = GdCRX, for any X ∈ C˜;
(ii) pdC˜X = pdCRX, if pdC˜X <∞;
(iii) GdC˜ IY = GdCY, for any Y ∈ C;
(iv) pdC˜ IY = pdCY, if pdCY <∞.
Proof. First we prove part (i). By Propositions 2.2.1(ii) and 3.5.4, the objects X ∈ C˜ satisfy-
ing GdC˜X ≤ k are precisely those which satisfy
Extj
C˜
(X,CP ) ∼= Ext
j
C(RX,P ) = 0,
for all P ∈ pC and j > k. This proves part (i)
To prove part (ii), now assume that pdC˜X < ∞. By Lemma 2.2.2, we also have pdCRX < ∞.
The result then follows from part (i) and Corollary 3.2.5(ii).
Part (iii) follows similarly as part (i) and part (iv) follows similarly as part (ii). 
We list crucial differences and similarities between projective and Gorenstein projective objects.
Scholium 5.3.3. Let R : C˜ → C be a Frobenius extension of Gorenstein lfp categories.
(i) If M is (Gorenstein) projective in C, then IM is (Gorenstein) projective in C˜.
(ii) Any projective object in C˜ is a direct summand of an IP with P ∈ pC. The corresponding
statement is not true for Gorenstein projective objects.
(iii) If N is (Gorenstein) projective in C˜, then RN is (Gorenstein) projective in C.
(iv) That RN is Gorenstein projective in C is enough to conclude that N is Gorenstein projective
in C˜. The corresponding statement is not true for projective objects.
We state explicitly the special case of Proposition 5.3.2 where C is as in Example 3.6.3.
Proposition 5.3.4. If glo.dC = d, then C˜ is d-Gorenstein and X ∈ gpC˜ if and only if RX ∈ pC.
More generally, we have
Gd
C˜
X = pdCRX and pdC˜ IY = pdCY, for any X ∈ C˜ and Y ∈ C.
5.4. Nakayama and Serre functors versus Frobenius extensions.
5.4.1. For a strongly locally finite algebra A, the Nakayama functor
N : A-mod → A-mod,
see e.g. [MM, Section 2.3], is the composition of the dualisation functor F of Section 4.2 with the
ordinary duality ∗ = Homk(−,k). The resulting covariant functor N is thus right exact.
We recall a result of Mazorchuk and Miemietz:
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Lemma 5.4.2. [MM, Proposition 2.2]. For an lfp category C which is d-GI, the derived Nakayama
functor LN restricts to a Serre functor on Dper(C).
Consider a Frobenius extension R : C˜ → C, of an lfp category C which is d-GI . By Theorem 3.6.4
and Proposition 5.3.1(i), also C˜ an lfp category which is d-GI. By Lemma 5.4.2, the categories
Dper(C˜) and Dper(C) admit Serre functors.
Proposition 5.4.3. Consider a Frobenius extension R : C˜ → C, of an lfp category C which is d-GI.
and let Φ denote the Serre functor of Dper(C). The Serre functor of Dper(C˜) is the unique (up to
isomorphism) auto-equivalence Φ˜ satisfying Φ˜ ◦ I ∼= C ◦ Φ.
Proof. Note that the functors R, I,C lead to adjoint pairs of functors between the categories D˜ :=
Dper(C˜) and D := Dper(C), by Lemma 2.1.2. For any X ∈ D˜ and Y ∈ D, we have an isomorphism
(5.3) HomD˜(X,CΦY )
∼= HomD(RX,ΦY ) ∼= HomD(Y,RX)
∗ ∼= HomD˜(IY,X)
∗,
natural in X and Y .
For an auto-equivalence Ψ of D˜ which satisfies ΨI ∼= CΦ, equation (5.3) implies isomorphisms
κX,Y : HomD˜(X,ΨIY ) →˜ HomD˜(IY,X)
∗,
natural in X and Y . Since D˜ is generated as a triangulated category by the image of I, see
Proposition 2.2.1(ii), this implies that Ψ is the Serre functor on D˜.
Conversely, equation (5.3) implies that, with Φ˜ the Serre functor of D˜, we have isomorphisms
νX,Y : HomD˜(X,CΦY ) →˜ HomD˜(X, Φ˜IY ),
natural in X and Y , from which we obtain a natural isomorphism CΦ→ Φ˜I. 
Part II. Applications to Lie superalgebras
From now on we always work over k = C.
6. Gorenstein homological algebra for Lie superalgebras
In this section, we let g = g0¯ ⊕ g1¯ be a finite dimensional Lie superalgebra over C, see [Mu,
Section 1.1]. The subalgebra g0¯ in degree 0¯ ∈ Z2 is known as the underlying Lie algebra.
6.1. Supermodules over Lie superalgebras.
6.1.1. Let U = U(g) and U0¯ = U(g0¯) denote the universal enveloping algebras. We denote by g-
sMod, or U -sMod, the category of all Z2-graded g-modules, where the morphisms are given by
the morphisms of g-modules which respect the Z2-grading. The notation Homg will be used for
the space of these morphisms. The parity shift functor Π on g-sMod is the exact functor which
preserves every module, but reverses its Z2-grading, and preserves every morphism. In particular,
g0¯-sMod
∼= g0¯-Mod ⊕ Πg0¯-Mod.
6.1.2. For M ∈ g-sMod, we define M∗ = HomC(M,C), with g-action given by
(Xα)(v) = −(−1)|X||α|α(Xv),
for X ∈ g, v ∈M and α ∈M∗. For M,N ∈ g-sMod, the module structure M ⊗C N is defined by
X(v ⊗ w) = Xv ⊗ w + (−1)|X||v|v ⊗Xw.
Clearly M ⊗N ∼= N ⊗M . For a finite dimensional V ∈ g-sMod, we have
(6.1) Homg(M ⊗ V,N) ∼= Homg(M,N ⊗ V
∗).
We recall the following result of Bell and Farnsteiner.
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Lemma 6.1.3. [BF, Theorem 2.2] For any Lie superalgebra k satisfying g0¯ ⊂ k ⊂ g, we have
that U(g) is an α-Frobenius extension of U(k). With d := dim g1¯ − dim k1¯, α is determined by
α(X) =
{
(−1)dX for X ∈ k1¯,
X + tr(adX : g/k→ g/k) for X ∈ k0¯.
6.1.4. We will focus in particular on the case k = g0¯. We consider the restriction functor
Resgg0¯ : g-sMod → g0¯-sMod.
The left adjoint is Indgg0¯ and the right adjoint is Coind
g
g0¯
. We will generally leave out the references
to g and g0¯ in these functors. Let Kg denote the one-dimensional g0¯-module Λ
tpg1¯ = Λ
dim g1¯g1¯. By
using Lemma 6.1.3 and keeping track of parity, we find an isomorphism of functors
(6.2) Ind ∼= Coind ◦ (Kg ⊗−).
By the PBW theorem, we have
(6.3) Res ◦ Ind ∼= Λg1¯ ⊗−.
Note that C = Λ0g1¯ and Kg = Λ
tpg1¯ are direct summands of Λg1¯. Hence, in this case, the
monomorphic unit Id →֒ R ◦ I and epimorphic counit R ◦ C։ Id of Lemma 2.1.2 even split.
6.2. Pairs of good module categories.
6.2.1. We are interested in abelian subcategories B of g-sMod with the following properties:
(a) B contains enough projective and injective objects;
(b) all objects in B have finite length;
(c) if M ∈ B, then M ⊗ V ∈ B for any finite dimensional V ∈ g-sMod.
We will simply call categories satisfying these four properties good module categories. By
definition and Schur’s lemma, good module categories are lfp .
Lemma 6.2.2. For a good module category C, finite dimensional V ∈ g-sMod and M ∈ C, we have
(i) pdCM ⊗ V ≤ pdCM ;
(ii) GdCM ⊗ V ≤ GdCM .
Proof. For any finite dimensional g-module V , the functor V ⊗ − on a good module category C
is exact and by (6.1) it maps projective modules to projective modules. These properties imply
part (i). Furthermore, by Definition 3.1.1 it follows that −⊗V maps Gorenstein projective modules
to Gorenstein projective modules. Applying exactness again proves part (ii). 
Similarly, it follows easily that
(6.4) GExtkC(M ⊗ V,N)
∼= GExtkC(M,N ⊗ V
∗),
for arbitrary M ∈ gC and N ∈ C.
Proposition 6.2.3. Consider a Lie superalgebra g and a good module category C for g0¯. Let C˜
denote the full subcategory of g-sMod of modules M satisfying ResM ∈ C.
(i) The category C˜ is a good module category.
(ii) The adjoint pairs functors (Ind,Res) and (Res,Coind) restrict to functors between C and C˜,
which make C˜ a Frobenius extension of C.
(iii) The category C˜ is d-Gorenstein if and only if C is d-Gorenstein.
(iv) For any M ∈ C, we have
pdCM = pdC˜IndM = pdC˜CoindM,
where the same holds for injective dimensions.
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Proof. The fact that Ind and Coind restrict to a functors C → C˜ follows immediately from equa-
tions (6.3) and (6.2) and property (d) for C. It then follows immediately from equation (6.2) that C˜
is a Frobenius extension of C, proving part (ii).
By part (ii) and Proposition 5.3.1(i), C˜ is lfp . Condition 6.2.1(c) follows from the fact that Res
commutes with tensor products, as U(g0¯) is a Hopf subalgebra of U(g). Hence part (i) follows.
Part (iii) then follows from Propositions 6.2.3(ii) and 5.3.1(ii). Part (iv) follows from Lemma 2.2.2
and the fact that ResIndM contains M as a direct summand by equation (6.3). 
A pair (C˜, C), where C˜ is obtained from C as in Proposition 6.2.3 will be called a pair of good
module categories.
6.3. Lie superalgebras of type I. We say that a Lie superalgebra g is of type I if it admits a
three-term Z-grading compatible with the Z2-grading. Concretely, we have
g = g−1 ⊕ g0 ⊕ g1, with g0¯ = g0 and g1¯ = g−1 ⊕ g1.
6.3.1. For a Lie superalgebra of type I we introduce the exact parabolic induction functors
Ind± : g0−sMod → g−sMod.
The functor Ind± corresponds to first interpreting g0-modules as g0 ⊕ g±1-modules with trivial
g±1-action, followed by Ind
g
g0⊕g±1 . Note that exactness of Ind
± follows from Lemma 6.1.3.
Lemma 6.3.2. Let (C˜, C) be a pair of Gorenstein good module categories for a Lie superalgebra g
of type I. For any M ∈ C, we have GdC˜Ind
±M = GdCM.
Proof. By Proposition 5.3.2, we have
GdC˜(Ind
+M) = GdCRes(Ind
+M) = GdC(Λg−1 ⊗M).
As M is a direct summand of Λg−1 ⊗M , Corollary 3.3.8 implies that GdCΛg−1 ⊗M is at least
GdCM . The equality thus follows from Lemma 6.2.2(ii). 
Corollary 6.3.3. Keep the assumptions of Lemma 6.3.2. If an arbitrary short exact sequence
0→M → N → K → 0
in C˜ is left gpC˜-acyclical, then the induced sequences
0→Mg1 → Ng1 → Kg1 → 0 and 0→Mg−1 → Ng−1 → Kg−1 → 0
are exact and left gpC-acyclical in C.
Proof. Take an arbitrary P ∈ pC. By Lemma 6.3.2, we have Ind+P ∈ gpC˜. As the short exact
sequence is left gpC˜-acyclical, we find by adjunction that
0→ HomC(P,M
g1)→ HomC(P,N
g1)→ HomC(P,K
g1)→ 0
must be exact for all P ∈ pC. Hence 0→Mg1 → Ng1 → Kg1 → 0 is exact. 
7. Super category O
From now on we assume that g = g0¯ ⊕ g1¯ is a classical Lie superalgebra, see [Mu]. This means
that g0¯ is a finite dimensional reductive Lie algebra and that the adjoint representation of g0¯ on g1¯
is finite dimensional and semisimple. We do not require g to be simple.
7.1. Parabolic category O.
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7.1.1. We consider a parabolic decomposition
g = u− ⊕ l⊕ u+,
as in [Ma2, Section 2.4], with Levi subalgebra l and parabolic subalgebra p = l⊕u+. Then u−
0¯
⊕l0¯⊕u
+
0¯
is a parabolic decomposition of g0¯. If l0¯ is a Cartan subalgebra of g0¯, we write
g = n− ⊕ h⊕ n+,
for the triangular decomposition, with Borel subalgebra b = h⊕ n+.
We denote the Weyl group of g0¯ by W = W (g0¯ : h0¯). For any w ∈ W , its length is denoted
by ℓ(w). Let w0 be the unique longest element of W . In particular, we have ℓ(w0) = dimn
+
0¯
. For p
a parabolic subalgebra of g, we have the corresponding longest element wp0 in the Weyl group of l0¯.
7.1.2. The category sO(g, p) is the full subcategory of g-sMod of modules which
• are finitely generated;
• restrict to direct sums of simple finite dimensional l0¯-modules;
• are locally U(u+)-finite.
With this definition, we have sO(g0¯, p0¯) = O(g0¯, p0¯)⊕ΠO(g0¯, p0¯), with O(g0¯, p0¯) the usual parabolic
subcategory of the BGG category of [BGG]. Clearly, sO(g, p) and sO(g0¯, p0¯) form a pair of good
module categories, as by [BGG] the category sO(g0¯, p0¯) is lfp .
7.2. Gorenstein homological algebra. Fix a parabolic subalgebra p of g.
Theorem 7.2.1. Set d := 2ℓ(w0)− 2ℓ(w
p
0).
(i) The lfp category sO(g, p) is d-Gorenstein.
(ii) The Gorenstein projective modules M in sO(g, p) are those for which ResM is projective
in sO(g0¯, p0¯).
(iii) We have GdsO(g,p)M = pdsO(g0¯,p0¯)ResM for any M ∈ sO(g, p).
Proof. Since glo.dsO(g0¯, p0¯) = d, see [CM4], this follows from Propositions 5.3.4 and 6.2.3(ii). 
Proposition 7.2.2. For any M ∈ sO(g, p), there exists G ∈ sO(g, p) with ResG projective
in sO(g0¯, p0¯) and K ∈ sO(g, p) with finite projective dimension, which admit an exact sequence
0→ K → G→M → 0.
Proof. This is an immediate application of Proposition 3.5.3, using Theorem 7.2.1. 
Remark 7.2.3. The direct classification of indecomposable Gorenstein projective modules in sO(g, p)
is a wild problem. Consider the special case, with g = gl(m|n) and p = g0 ⊕ g1 such that sO(g, p)
is the category of all finite dimensional weight modules. As sO(g0, g0) is semisimple, all modules
in sO(g, p) are Gorenstein projective, but the category is generally of wild representation type.
7.3. Serre functors for classical Lie superalgebras.
7.3.1. In [MM, Theorem 5.9], Mazorchuk and Miemietz obtained an elegant expression for the
Serre functor on the category Dper(sO(g, p)), for g in the list
(7.1) gl(m|n), sl(m|n), psl(n|n), osp(m|2n), q(n), pq(n), sq(n), psq(n).
One can check directly that the condition in Proposition 5.4.3 is satisfied. Instead, we will derive
an alternative expression for the Serre functor, which is also valid in slightly greater generality.
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7.3.2. For the remainder of this section we consider an arbitrary classical Lie superalgebra g for
which the g0¯-module Kg = Λ
tpg1¯ can be interpreted as a g-module. More precisely, the condition
is that for the character γ : g0¯ → C; X 7→ tr(adX : g1¯ → g1¯), the subspace
g1¯ ⊕ ker γ ⊂ g
constitutes an ideal. This condition is satisfied for all algebras in (7.1), and allows us to introduce
the functor K on sO(g, p), as well as on sO(g0¯, p0¯), as K = (K
∗
g⊗−), which intertwines the restriction
functor and its adjoints. Moreover, we have K ◦ Ind ∼= Coind. In many cases, K will be Id or Π.
7.3.3. For any simple reflection s ∈W , let Ts denote the corresponding twisting functor on sO(g, b)
of [CM2, Section 5]. By [CM2, Lemma 5.3], these functors satisfy braid relations. Hence we can
define Tw0 by composing twisting functors corresponding to a reduced expression of w0. By [CM2,
Lemma 5.4], Tw0 is right exact. In the following theorem we will restrict the cohomology func-
tors LiTw0 on sO(g, b) to the full subcategory sO(g, p), for arbitrary parabolic subalgebras p.
Theorem 7.3.4. Let g be as in 7.3.2. The restriction of Lℓ(wp0)
Tw0 to sO(g, p), which we denote
by Tp, is right exact. Furthermore, K◦L(Tp)2 ∼= K◦LTp ◦LTp is a Serre functor on Dper(sO(g, p)).
In particular, K ◦ L(Tw0)
2 is a Serre functor on Dper(sO(g, b)).
Proof. We denote the twisting functor on sO(g0¯, b0¯) by T
0¯
w0
. By [CM2, Lemma 5.1], we have
(7.2) Res ◦ Tw0
∼= T0¯w0 ◦ Res, and Ind ◦ T
0¯
w0
∼= Tw0 ◦ Ind.
As Res and Ind are exact functors mapping projective to projective modules, these properties
immediately extend to the left derived functor and its cohomology functors.
First we deal with the special case p = b. By [MS, Proposition 4.1(1)], L(T 0¯w0)
2 ∼= LT 0¯w0LT
0¯
w0
is a
Serre functor of Dper(sO(g0¯, b0¯)). The isomorphism between the two expressions of the Serre functor
follows from [We, Corollary 10.8.3] and the fact that Tw0 maps projective modules to Tw0-acyclical
modules. The latter is well-known, see e.g. [MS, CM3]. By equation (7.2) we have
Coind ◦ LT0¯w0
∼= K ◦ LTw0 ◦ Ind
as well as the analogue for the right adjoint of the twisting functors. We can thus apply Lemma 2.2.4
to conclude that KLTw0 , and hence LTw0 , is an auto-equivalence of Dper(sO(g, b)) and then Propo-
sition 5.4.3 to conclude that KLTw0LTw0 is a Serre functor.
Now we consider the parabolic case. The fact that the restriction of Lℓ(wp0)
Tw0 to sO(g, p) is
right exact follows from (7.2), the faithfulness of Res and the corresponding claim for g0¯ in [CM3,
Lemma 8.4]. Furthermore, just as above, Lemma 2.2.4 and Proposition 5.4.3 imply that it suffices
to prove that the left derived functor of the restriction of Lℓ(wp0)
T0¯w0 to sO(g0¯, p0¯) yields a Serre
functor of Dper(sO(g0¯, p0¯))
∼= Db(sO(g0¯, p0¯)). That property follows mutatis mutandis the proof
on p24-25 of [MS], using the case p = b and [CM3, Lemma 8.3]. 
8. Category O for the general linear superalgebra
Now we focus on the general linear superalgebra g = gl(m|n), see [Mu, Section 2.2].
8.1. Category O for gl(m|n). An overview of the theory of category O for gl(m|n) is given in [Br].
8.1.1. The Lie superalgebra gl(m|n) is of type I, with
g0 ∼= gl(m)⊕ gl(n), g1 ∼= C
m ⊗ (Cn)∗ and g−1 ∼= (C
m)∗ ⊗ Cn.
We choose the distinguished Borel subalgebra b = b0¯ ⊕ g1, with b0¯ given by all upper triangular
matrices in g0. The corresponding Cartan subalgebra is h ∼= C
m ⊕Cn. We choose a corresponding
basis {ǫ1, . . . , ǫm, δ1, . . . , δn} of h
∗. The even and odd positive roots are then given by
∆+
0¯
= {ǫi − ǫj | i < j} ∪ {δi − δj | i < j} and ∆
+
1¯
= {ǫi − δj}.
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We define a partial order on h∗ by setting µ ≤ λ if and only if λ − µ is sum of elements in ∆+.
The Weyl group is W = W (g0¯ : h)
∼= Sn × Sm. We let z ∈ h denote the element which satisfies
ǫj(z) = 1 and δk(z) = −1.
8.1.2. The anti-distinguished Borel subalgebra is b¯ := b0¯ ⊕ g−1. As this corresponds to the
distinguished Borel subalgebra for gl(n|m) ∼= gl(m|n), all our results are valid for this choice as
well. Moreover, by definition we have sO(g, b) = sO(g, b¯). However, the Verma modules differ for
both interpretations, as well as the labelling of the simple objects by highest weights.
8.1.3. Following [Br, Section 2], we can associate a parity p(λ) ∈ Z2 to each λ ∈ h
∗ such that
the weight space Mλ in an indecomposable module M in sO is of parity p(λ) + pM , for some
pM ∈ Z2 independent of λ. We define O as the subcategory of sO of modules M for which pM = 0¯.
Consequently we have
sO(g, b) = O(g, b)⊕ΠO(g, b),
see [Br, Lemma 2.2]. We simply write O = O(g, b) and O0¯ = O(g0¯, b0¯)
8.1.4. For any λ ∈ h∗ we have the Verma module M0(λ) := U(g0¯) ⊗U(b0¯) Π
p(λ)
Cλ, which has
simple top L0(λ). These L0(λ) are non-isomorphic for different λ and exhaust all simple objects
in O(g0¯, b0¯). The corresponding Verma module for g is given by
M(λ) = U(g)⊗U(b) Π
p(λ)
Cλ
∼= Ind+M0(λ).
This has simple top L(λ) and these exhaust all simple objects in O(g, b). It follows easily that
(8.1) L(λ)g1 ∼= L0(λ),
by considering the Z-grading on L(λ) induced by z ∈ h. We also introduce
K(λ) = Ind+L0(λ),
which is a quotient ofM(λ) and has simple top L(λ). One shows that Res and Ind map modules with
Verma flags to modules with Verma flags. For any λ ∈ h∗, the indecomposable tilting module T (λ)
is defined in [Ma2, Proposition 7(b)]. We denote the injective envelope of L(λ) by I(λ).
8.1.5. As g has a Chevalley anti-automorphism, the category O admits a simple-preserving dual-
ity d, see [Mu, Section 13.7]. Using this duality we can interpret Lemma 3.3.9 as
(8.2) GExtjO(M,N)
∼= GExt
j
O(dN,dM).
By [CMW], it suffices to consider modules with weights in the set
Λ0 = {λ ∈ h
∗ |λ =
∑
i
λiǫi +
∑
j
λm+jδj , with λk ∈ Z}.
We also denote by Λ+0 (and Λ
++
0 ) the dominant (regular) weights in Λ0 for the dot action, see [Mu,
Section 15.3]. An element of Λ0 is called typical if there is no γ ∈ ∆
+
1¯
such that 〈λ+ ρ, γ〉 = 0.
8.1.6. Translation functors. Let U ∼= Cm|n be the natural representation of gl(m|n), we have func-
tors F = −⊗U and E = −⊗U∗ on O, which decompose, following [Ku, Section 2.8], as E = ⊕i∈ZEi
and F = ⊕i∈ZFi. By definition and equation (6.4), we have
(8.3) GExtjO(EiM,N)
∼= GExt
j
O(M,FiN) and GExt
j
O(FiM,N)
∼= GExt
j
O(M,EiN).
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8.2. G-dimensions. Projective dimensions do not yield information on atypical simple or Verma
modules, see [CS, Theorem 6.1]. The follow theorem shows that G-dimensions can resolve that.
Theorem 8.2.1.
(i) GdOK(λ) = pdO0¯L0(λ), so for µ ∈ Λ
++
0 , we have GdOK(w · µ) = 2ℓ(w0)− ℓ(w);
(ii) GdO∆(λ) = pdO0¯∆0(λ), so for µ ∈ Λ
++
0 , we have GdO∆(w · µ) = ℓ(w);
(iii) GdOL(λ) ≥ pdO0¯L0(λ);
(iv) GdOI(λ) = pdO0¯I0(λ).
(v) GdOT (λ) = pdO0¯T0(λ).
Proof. The G-dimensions of K(λ) and ∆(λ) follow immediately from Lemma 6.3.2 and [Ma1,
Propositions 3 and 6]. It is clear that L0(λ) is a direct summand of ResL(λ). Property (iii) thus
follows from Proposition 5.3.4. Part (iv) follows from [CS, Theorem 6.1(iii)] and Corollary 3.2.5(ii).
For part (v), we can observe that T0(λ) is a direct summand of ResT (λ), whereas T (λ) is a direct
summand of Ind(T0(λ)⊗ Λ
tpg−1). 
Remark 8.2.2. The values pdO0¯L0(λ) and pdO0¯∆0(λ) are presently only explicitly known for special
cases, but can in principle be computed from Kazhdan-Lusztig combinatorics. The values pdO0¯I0(λ)
and pdO0¯T0(λ) are known in terms of Lusztig’s a-function. An overview is given in [CM4].
Corollary 8.2.3. For any λ ∈ Λ, we have GdOL(λ) = 2ℓ(w0) if and only if λ ∈ Λ
++
0 .
Proof. If λ ∈ Λ++0 , then [Ma1, Proposition 3] implies that pdO0¯L0(λ) = 2ℓ(w0), which is the
maximal G-dimension. The equality GdOL(λ) = 2ℓ(w0) thus follows from Theorem 8.2.1(iii).
Now assume that λ 6∈ Λ++0 and consider Q defined by the short exact sequence
(8.4) 0→ L(λ)→ dK(λ)→ Q→ 0.
One finds
pdO0¯ResdK(λ) = pdO0¯Λg−1 ⊗ L0(λ) = pdO0¯L0(λ).
By [CM4, Section 1] we have pdO0¯L0(λ) < 2ℓ(w0). Now assume that pdO0¯ResL(λ) = 2ℓ(w0). The
short exact sequence (8.4) then implies pdO0¯ResQ = 2ℓ(w0) + 1, strictly bigger than the global
dimension of O0¯, a contradiction. 
8.2.4. Example. Despite the above corollary, there are examples where the inequality in Theo-
rem 8.2.1(iii) will be strict. For g = gl(2|1) one computes
ResL(−ǫ1) = L0(−ǫ1)⊕ L0(−2ǫ1 + δ).
Hence we find
GdOL(−ǫ1) = pdO0¯L0(−2ǫ1 + δ) = 1 > 0 = pdO0¯L0(−ǫ1).
Nevertheless, it is clear that for weights which are ‘generic’, see e.g. [CM2, Section 7], the inequality
in Theorem 8.2.1(iii) will be an equality.
8.3. First Gorenstein extensions of simple modules.
Proposition 8.3.1. Take λ ∈ Λ0. Let N ∈ O be such that [N : L(w · λ)] = 0 for all w ∈ W\{e}
and furthermore [N : L(ν)] = 0 for ν < λ. Then we have GExt1O(L(λ),M) = 0.
Proof. Consider a left gpO-acyclical short exact sequence
0 // N
α
// M
β
// L(λ) // 0.
By Corollary 6.3.3 and equation (8.1), taking g1-invariants yields a short exact sequence
0→ Ng1 →Mg1 → L0(λ)→ 0.
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By assumption and (8.1) all simple factors in Ng1 have highest weight either λ or weights in different
Weyl group orbits. By linkage in O0¯, see e.g. [BGG], this sequence must split, so we can take
γ ∈ Homg(K(λ),M) ∼= Homg0¯(L0(λ),M
g1),
such that β ◦ γ 6= 0. By assumption, no factor in the radical of K(λ) appears in M . Hence, γ
factors through a morphism γ : L(λ)→M which splits the short exact sequence.
So we find that any left gpC-acyclical extension of L(λ) and M vanishes and the conclusion
follows from Proposition 3.3.10. 
Proposition 8.3.2. Consider λ, µ ∈ h∗ which belong to different Weyl group orbits, then
GExt1O(L(λ), L(µ)) = 0.
Proof. By equation (8.2), we can assume that µ 6≤ λ and take M = L(µ) in Proposition 8.3.1. 
There are also natural restrictions on the first Gorenstein extensions between modules with
highest weight inside the same Weyl group orbit.
Proposition 8.3.3. Consider λ, µ ∈ h∗ which belong to the same Weyl group orbit, then
dimGExt1O(L(λ), L(µ)) ≤ dimExt
1
O(L(λ), L(µ)) = dimExt
1
O0¯
(L0(λ), L0(µ)).
When the weights are typical, the inequality is actually an equality.
Proof. The right equality is is [CS, Lemma 3.9]. The inequality is a special case of Proposition 3.4.5.
It is well known that typical modules have finite projective dimension, see e.g. [CS, Theorem 6.1(i)].
The claim for typical modules thus follows form Lemma 3.3.6(ii). 
We show that the weak inequality in Proposition 8.3.3 can not be replaced by an equality.
Lemma 8.3.4. If mn 6= 0, we have GExt1O(C, L) = 0 for any simple L ∈ O, with C
∼= L(0) the
trivial g-module.
Proof. By Proposition 8.3.2 it suffices to prove that C has no first Gorenstein extensions with the
modules L(λ), where λ is in the 0-orbit. We can calculate the highest weight of L(λ) with respect
to the anti-distinguished Borel subalgebra, by using odd reflections, see e.g. [Mu, Section 3.4] and
[CM2, Lemma 2.3]. The module C has of course highest weight 0 in any root system. It follows
quickly that the only highest weight module which has highest weight in the 0-orbit for both systems
of positive roots is 0. We can thus apply Proposition 8.3.2 to exclude the corresponding possible
extensions. Self-extensions of C are excluded by Proposition 8.3.3. 
Proposition 8.3.5. For g = gl(m|1), a finite dimensional atypical simple L ∈ O and an arbitrary
simple L′ ∈ O, we have
GExt1O(L,L
′) = 0.
Proof. Up to an unimportant shift in the action of the centre, any atypical simple finite dimensional
module is of the form
L = L(k1ǫ1 + k2ǫ2 + · · ·+ kmǫm + iδ),
for some i ∈ [0,m − 1], with ki = 0 and k1 ≥ k2 ≥ · · · ≥ km. It is a straightforward exercise,
using [Ku, Theorem 5.2], that for this L there exists a composition A of indecomposable translation
functors as in 8.1.6, such that L ∼= A(C). Furthermore, for the adjoint translation functor B, we
find that B(L′) is simple, for all simple highest weight modules L′ with highest weight in the orbit
of k1ǫ1+ k2ǫ2+ · · ·+ kmǫm+ iδ. The result thus follows from equation (8.3), Proposition 8.3.3 and
Lemma 8.3.4. 
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Remark 8.3.6. The computation with translation functors is quite tedious. However, the conceptual
reason that simple modules are mapped to simple modules is rather straightforward. It follows from
the observation that at each stage we translate an atypical module with regular highest weight to
a module with the same properties.
Corollary 8.3.7. For g = gl(2|1) and simple modules L,L′, with at least one atypical, we have
GExt1O(L,L
′) = 0.
Proof. There are three possibilities for L = L(λ) atypical. Either λ is dominant regular, singular or
anti-dominant regular. Using Proposition 8.3.2, the second case leads to vanishing of extension since
there are no self-extensions. By Proposition 8.3.5, the first case vanishes. Finally, the third case also
vanishes by equation (8.2), because now Proposition 8.3.2 requires L′ to be finite dimensional. 
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