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CUMULANTS IN NONCOMMUTATIVE PROBABILITY THEORY II.
GENERALIZED GAUSSIAN RANDOM VARIABLES
FRANZ LEHNER
Abstrat. We ontinue the investigation of nonommutative umulants. In this paper
various haraterizations of generalized Gaussian random variables are proved.
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Generalized Gaussian random variables and Brownian motions have a long history in non-
ommutative probability theory and nonommutative entral limit theorems. For a system-
ati study see [GM02℄. In this paper we onsider generalized Gaussian random variables
from the point of view of ombinatorial umulant theory as developed in our paper [Leh02℄,
to whih we refer as part I. Our aim is to prove haraterizations of Gaussian random vari-
ables, as found in [KLR73℄ and [Bry95℄ for lassial Gaussian distributions. There are
essentially two kinds of haraterizations. The proofs of the simpler ones like spherial
symmetry, Bernstein's and Lukas' theorems an be immediately transferred to the non-
ommutative ase, while other theorems, notably inluding Cramér's and Marinkiewiz'
theorems, do not hold in general.
1. Preliminaries
Throughout this paper we will onsider a xed nonommutative probability spae (A, ϕ)
and an exhangeability system E = (U , ϕ˜,J ) for (A, ϕ) as dened in part I. The inter-
hangeable images of A in U will as usual be denoted by (Ai)i≥0, and we shall identify A
with A0. We shall moreover assume that A is a ∗-algebra and that all onsidered random
variables are selfadjoint.
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Denition 1.1. We say that two random variables X and Y ∈ A have the same dis-
tribution given E , if for any word W = W1W2 · · ·Wn with Wi ∈ {X} ∪
⋃
i≥1Ai the
expetation ϕ˜(W ) does not hange if we replae eah ourrene of X by Y . We all X
and Y E-i.i.d. if in addition they are E-independent. Similarly a sequene (Xi)i∈N ⊆ A
of E-independent random variables is alled E-i.i.d. if for any word W = W1W2 · · ·Wn
with Wi ∈ {Xi : i ∈ N} ∪
⋃
i≥1Ai the expetation ϕ˜(W ) does not hange if we apply a
permutation σ ∈ S∞ to the indies of Xi, i.e., if we replae eah ourrene of Xi by Xσ(i).
We will need the following weak variant of pyramidal independene (f. Denition I.3.10).
Denition 1.2. Let Xi be an interhangeable sequene of (entered) random variables,
that is, for every permutation pi ∈ S∞ and every hoie of indies i1, i2, . . . , in the expe-
tation does not hange under permutations:
ϕ(Xpi(i1)Xpi(i2) · · ·Xpi(in)) = ϕ(Xi1Xi2 · · ·Xin).
We say that the singleton ondition holds if
ϕ(Xi1Xi2 · · ·Xin) = 0
whenever one of the Xi's ours exatly one.
Let us start this setion by quoting a general nonommutative entral limit theorem.
Theorem 1.3 ([BS96℄). Let (A, ϕ) be a nonommutative probability spae, and Xi =
X∗i ∈ A be a sequene of exhangeable random variables. For a partition ν denote
ϕ(ν) = ϕ(Xi1Xi2 · · ·Xin)
where (i1, i2, . . . , in) is any multiindex with kernel ν. Assume that ϕ(Xi) = 0, ϕ(X
2
i ) = 1
and moreover that the singleton ondition of Denition 1.2 holds. Then the sequene
SN =
1√
N
∑N
1 Xi has limit distribution
lim
N→∞
ϕ(S2n+1N ) = 0 lim
N→∞
ϕ(S2nN ) =
∑
ν∈Πpair2n
ϕ(ν)
Interhangeable sequenes generate interhangeable algebras and give rise to exhangeabil-
ity systems. In view of the preeding nonommutative entral limit theorem we dene
Gaussian families as follows (see also [GM02℄).
Denition 1.4. An interhangeable family (Xi) of random variables is alled (entered)
Gaussian if all umulants whih orrespond to non-pair partitions vanish. In other words,
there is a funtion on pair partitions ν : Π
(2)
n → C suh that for all h : [n] → I
(1.1) ϕ(Xh(1)Xh(2) · · ·Xh(n)) =
∑
pi∈Π(2)n
pi≤ker h
ν(pi)
In partiular, odd moments vanish and the singleton ondition holds.
Nonommutative (i.e. operator valued) Khinhin inequalities are available for Gaussian
families, see [Bu01℄.
In the following all random variables are assumed self-adjoint and the state ϕ˜ is assumed
to be faithful. This is needed for the following ruial lemma to be valid.
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Lemma 1.5. Let E = (U , ϕ˜,J ) be an exhangeability system for a C∗-probability spae (A, ϕ)
with ϕ˜ faithful. Let X ∈ A be suh that X(1) 6= X(2). Then KE2 (X,X) > 0.
Proof. By Good's formula
KE2 (X,X) = ϕ((X
(1))2 −X(1)X(2)) = 1
2
ϕ((X(1) −X(2))2) > 0

2. Spherial symmetry and related haraterizations
We review now some haraterizations of lassial Gaussians whih may or may not hold
in the general framework of denition 1.4. A simple haraterization is the following.
Proposition 2.1. Let X and Y be E-i.i.d. nonommutative random variables suh that
X+Y√
2
has the same distribution as X (and Y ). Then X and Y are entered Gaussian.
Proof. We have to show that for every partition pi the umulant KEpi (X,X, . . . , X) vanishes
unless pi is a pair partition. Indeed, whenever there is a blok B of length m 6= 2, then the
assumption and Good's formula (Proposition I.2.8) imply
KEpi (X,X, . . . , X) = K
E
pi (X1, X2, . . . , Xn)
where
Xi =
{
X+Y√
2
if i ∈ B
X if i 6∈ B
and beause of vanishing of mixed umulants we obtain
KEpi (X1, X2, . . . , Xn) = 2
−m/2KEpi (X,X, . . . , X) + 2
−m/2KEpi (X
′
1, X
′
2, . . . , X
′
n)
where
X ′i =
{
Y if i ∈ B
X if i 6∈ B
and thus
KEpi (X,X, . . . , X) = 2
1−m/2KEpi (X,X, . . . , X)
whih is only possible if the umulant vanishes. 
The following generalization holds. See [Bry95, Thm. 3.3.1℄ for the lassial ase.
Proposition 2.2. Let Xi be a sequene of E-i.i.d. random variables and suppose that there
are real numbers a1, a2, . . . , an 6= 0 suh that
∑
aiXi has the same distribution as X = X1.
Then X is gaussian.
Proof. Comparing the seond umulant we get
KE2 (X) =
∑
a2iK
E
2 (X)
and by Lemma 1.5 we infer that
∑
a2i = 1. The rest of the proof is the same as the proof
of Proposition 2.1. 
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Another haraterization of lassial Gaussians is Maxwell's theorem. Its analogue for
lassial exhangeable random variables was proved by [Kin72℄, namely that spherially
symmetri exhangeable lassial random variables are onditionally i.i.d. normal. For the
free ase see [Ni96℄.
Denition 2.3. A family (Xi) of random variables is spherially symmetri if for every
n ∈ N and for every real orthogonal matrix U ∈ O(n) the families Yi =
∑
UijXj and Xi
have the same joint distribution.
Theorem 2.4. An innite interhangeable family (Xi) is Gaussian if and only if it is
spherially symmetri.
Proof. Assume Xi is gaussian and let U = [Uij] ∈ O(n) be an arbitrary orthogonal matrix,
i.e.,
∑
j UijUkj = δik. Fix an index map g : [m]→ [n]. Then by multilinearity we have
ϕ(Yg(1)Yg(2) · · ·Yg(m)) =
∑
h:[m]→[n]
Ug(1),h(1)Ug(2),h(2) · · ·Ug(m),h(m) ϕ(Xh(1)Xh(2) · · ·Xh(m))
=
∑
h:[m]→[n]
Ug(1),h(1)Ug(2),h(2) · · ·Ug(m),h(m)
∑
pi∈Π(2)m
pi≤ker h
ν(pi)
this is zero unless m is even and in the latter ase
=
∑
pi∈Π(2)m
ν(pi)
∑
h:[m]→[n]
ker h≥pi
Ug(1),h(1)Ug(2),h(2) · · ·Ug(m),h(m)
=
∑
pi∈Π(2)m
ν(pi)
∏
{a,b}∈pi
∑
j
Ug(a),jUg(b),j
=
∑
pi∈Π(2)m
ν(pi)
∏
{a,b}∈pi
δg(a),g(b)
=
∑
pi≤ker g
ν(pi)
= ϕ(Xg(1)Xg(2) · · ·Xg(m))
For the onverse, we are going to prove that if the Xi are even and if for eah n there
exists a orthogonal matrix, none of whose entries has modulus 1 and whih leaves the joint
distribution invariant, then only the umulants of order 2 are nonzero.
Suppose (Xi)i=1,2,...,n has the same distribution as Yi =
∑
UijXj for some orthogonal matrix
with the above property. We have to show that the umulants orresponding to non-pair
partitions vanish. Let pi = {pi1, pi2, . . . , pip} ∈ Πm. Beause the Xi are even, we an easily
dispose of partitions with singletons, so assume that all bloks have ardinality at least 2.
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Then by multilinearity
KEpi (X,X, . . . , X) = K
E
pi (Xpi(1), Xpi(2), . . . , Xpi(m))
= KEpi (Ypi(1), Ypi(2), . . . , Ypi(m))
=
∑
h:[n]→[n]
Upi(1),h(1)Upi(2),h(2) · · ·Upi(m),h(m)KEpi (Xh(1), Xh(2), . . . , Xh(m))
=
∑
ker h≥pi
Upi(1),h(1)Upi(2),h(2) · · ·Upi(m),h(m)KEpi (X,X, . . . , X)
=
∏
pij∈pi
(∑
k
U
|pij |
j,k
)
KEpi (X,X, . . . , X)
and by assumption eah
∑
k U
|pij |
jk where |pij | > 2 has modulus stritly less than 1 and thus
the produt is dierent from 1 unless all blok sizes are equal to 2. 
Atually a stronger haraterization holds, known as Bernstein's theorem or Ka-Loève
theorem [Fel71, III.4℄.
Proposition 2.5. Let X1 and X2 be E-independent nonommutative random variables
and assume that the random variables Y1 = αX1 + βX2 and Y1 = γX1 + δX2 are also E-
independent with αγ + βδ = 0 and α, β, γ, δ 6= 0 (that is, the matrix [ α βγ δ ] has orthogonal
olumns). Then X1 and X2 are (shifted) gaussian and have the same variane.
Proof. The E-independene of Y1 and Y2 implies vanishing of mixed umulants, in partiular
0 = KE2 (Y1, Y2) = αγK
E
2 (X1, X1) + βδK
E
2 (X2, X2)
= αγ(KE2 (X1, X1)−KE2 (X2, X2))
and therefore KE2 (X1, X1) = K
E
2 (X2, X2). Moreover we have[
0
0
]
=
[
KEn(Y1, Y1, . . . , Y1, Y1, Y2)
KEn(Y1, Y1, . . . , Y1, Y2, Y2)
]
=
[
αn−1γKEn(X1, X1, . . . , X1) + β
n−1δKEn (X2, X2, . . . , X2)
αn−2γ2KEn(X1, X1, . . . , X1) + β
n−2δ2KEn(X2, X2, . . . , X2)
]
=
[
α β
γ δ
] [
αn−2γKEn(X1, X1, . . . , X1)
βn−2δKEn(X2, X2, . . . , X2)
]
and sine the matrix
[
α β
γ δ
]
is invertible (if not, the random variables Y1 and Y2 are atually
salar multiples of eah other and annot be E-independent), the higher order umulants
vanish. 
For the multidimensional version of Bernstein's theorem we need the following lass of
matries.
Denition 2.6. A matrix A ∈Mn(R) is alled reduible if there are permutation matries
C1, C2 suh that
C1AC2 =
[
A1 0
0 A2
]
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Otherwise A is alled irreduible. Equivalently, A is irreduible if it does not ommute
with any projetion of the form P =
∑
i∈I eii.
Proposition 2.7 ([HNY99, Thm. 3.5℄). Let (A, ϕ) be a C∗-probability spae with ϕ faith-
ful. Let Xi ∈ A, i = 1, 2, . . . , n (with n ≥ 3) be entered E-independent random variables
and let U be an irreduible orthogonal n × n matrix suh that Yi =
∑
UijXj are also
E-independent. Then the Xi are E-i.i.d. Gaussian.
Proof. First let us prove that all Xi have the same variane. Indeed,
KE2 (Yi, Yj) =
∑
k,l
UikUjlK
E
2 (Xk, Xl)
=
∑
k
UikUjkK
E
2 (Xk, Xk)
i.e., if we set Ξ = [KE2 (Xi, Xj)],H = [K
E
2 (Yi, Yj)] (both are diagonal matries by assumption
and have nonzero diagonal entries by Lemma 1.5), then we have
H = UΞU t.
Beause the spetrum is invariant, it follows that we an also write H as a permutation
of Ξ: H = CtΞC. Consequently CUΞ = ΞCU and CU is irreduible and ommutes
with the spetral projetions of Ξ. The latter have the form
∑
i∈I eii and therefore Ξ is a
multiple of the identity matrix. To onlude the proof we have to show that the higher
order umulants vanish. Note that every row of U has at least two nonzero entries. (If
there is only one nonzero entry, the other rows must have zero in the orresponding entry
beause of orthogonality, ausing the matrix to be reduible). We x an index k and
assume without loss of generality that the entries U1,k and U2,k are nonzero. Consider for
m ≥ 3 the identity
0 = KEm(Yi, Y1, Y1, . . . , Y1, Y2)
=
∑
j
UijU
m−2
1j U2jK
E
m(Xj , Xj, . . . , Xj)
whih holds for every i. Therefore we have by orthogonality
0 =
∑
i
Uik
∑
j
UijU
m−2
1j U2jK
E
m(Xj , Xj, . . . , Xj)
0 =
∑
j
δjkU
m−2
1j U2jK
E
m(Xj, Xj, . . . , Xj)
= Um−21k U2kK
E
m(Xk, Xk, . . . , Xk)
It follows that KEm(Xk, Xk, . . . , Xk) = 0. 
3. Linear Forms. The Skitovi£-Darmois theorem and its relation to
Cramér's and Marinkiewiz' theorem
In the lassial ase, an even stronger result than Bernstein's theorem holds, known as
Skitovi£-Darmois theorem.
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Theorem 3.1 ([KLR73, Ch. 3℄). Let for n ≥ 2 lassial independent random variables
X1, X2, . . . , Xn be given and let ai, bi be real numbers for whih aibi 6= 0 for eah i. Assume
that the linear statistis
Y1 = a1X1 + a2X2 + · · ·+ anXn Y2 = b1X1 + b2X2 + · · ·+ bnXn
are independent. Then Xi are all gaussian.
This theorem heavily depends on Marinkiewiz' and Cramér's theorems.
Theorem 3.2 (Marinkiewiz [Mar39, Bry95℄). Let X be a lassial random variable
with only nitely many non-vanishing (lassial) umulants. Then X is normal, i.e., all
umulants of order greater than 2 vanish.
Theorem 3.3 (Cramér [Fel71, XV.8℄). Let X1,. . . , Xn be lassial independent random
variables suh that their sum X1 +X2 + · · ·+Xn is normal. Then all Xi are normal.
In the general ase Marinkiewiz' and Cramér's theorems do not hold, for example in
free probability [BV95℄. Counterexamples to both an be fabriated from the following
theorem, whih shows that the free umulants of order higher than 2 an take more or less
arbitrary values.
Theorem 3.4 ([BV95, Thm. 2℄). For every r > 0 there exists δ > 0 suh that the Taylor
oeients cn of every funtion f(z) = −z +
∑∞
n=0 cn+1z
n
analyti in {z : |z| < r} whih
satises f(z¯) = f(z) and |f(z)| < δ for every z are the free umulants of a probability
measure.
Corollary 3.5. For small enough ε there exists a selfadjoint random variable X (equiva-
lently, a probability measure on the real line) with free umulants KF1 (X) = 0, K
F
2 (X) = 1,
KF3 (X) = ε and K
F
n (X) = 0 for n ≥ 4.
This lemma an be used to show that the analogue of Skitovi£' theorem fails in the free
ase if there are at least three random variables involved.
Proposition 3.6. There are free random variables X1, X2, X3 whih are not semiirular
and suh that Y1 = a1X1 + a2X2 + a3X3 and Y2 = b1X1 + b2X2 + b3X3 are free.
Proof. By Corollary 3.5 there exists ε0 > 0 suh that for every ε with |ε| < ε0 there exists
a selfadjoint random variable X(ε) suh that all free umulants of X(ε) are zero with the
exeptions KF2 (X(ε)) = 1 and K
F
3 (X(ε)) = ε. Let X1, X2, X3 be a free family where
X1 ∼ X(ε/4), X2 ∼ X(ε) and X3 ∼ X(ε),
Y1 = 2X1 −X2 + 2X3 Y2 = 2X1 + 2X2 −X3
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Then Yi have vanishing mixed umulants:
KF2 (Y1, Y2) = a1b1K
F
2 (X1, X1) + a2b2K
F
2 (X2, X2) + a3b3K
F
2 (X3, X3)
= 4− 2− 2 = 0
KF3 (Y1, Y1, Y2) = a
2
1b1K
F
3 (X1, X1, X1) + a
2
2b2K
F
3 (X2, X2, X2) + a
2
3b3K
F
3 (X3, X3, X3)
= 8 · 1
4
+ 2− 4 = 0
KF3 (Y1, Y2, Y2) = a1b
2
1K
F
3 (X1, X1, X1) + a2b
2
2K
F
3 (X2, X2, X2) + a3b
2
3K
F
3 (X3, X3, X3)
= 8 · 1
4
− 4 + 2 = 0
and for all n ≥ 4 we learly have KFn (Yi1, Yi2, . . . , Yin) = 0. 
Denition 3.7. Let E = (U , ϕ˜,J ) be an exhangeability system for (A, ϕ). We say that
Marinkiewiz' theorem holds in E if a selfadjoint random variable X , whih for some xed
m satises KEpi (X1, . . . , Xn) = 0 whenever one of the bloks of pi onsists of more than m
opies of X 's, must be gaussian.
We say that Cramér's theorem holds in E if for any deomposition X = X1 + X2 +
· · ·+Xn of a selfadjoint gaussian random variable X into E-independent random variables
X1, X2, . . . , Xn, the summands Xj themselves must be gaussian.
Theorem 3.8. In an arbitrary exhangeability system Marinkiewiz' theorem and Cramér's
theorem imply the Skitovi£-Darmois theorem.
Proof. We follow the proof of [KLR73℄. Let X1, X2, . . . , Xn be E-independent random
variables and ai, bi nonzero real numbers. Assume that the random variables Y1 = a1X1 +
a2X2 + · · ·+ anXn and Y2 = b1X1 + b2X2 + · · ·+ bnXn are E-independent. After resaling
the Xi's we may assume that ai = 1 for all i. The assumed independene relations imply
for every pair of real numbers (α, β) the following identities for the umulants.
KEm(αY1 + βY2) = α
mKϕm(Y1) + β
mKϕm(Y2)(3.1)
=
n∑
j=1
(αm + βmbmj )K
E
m(Xj)(3.2)
KEm(αY1 + βY2) =
n∑
j=1
(α + βbj)
mKEm(Xj)(3.3)
(3.4)
Let us rst onsider the ase that the bj are pairwise dierent. Then we an dierentiate
the identity
n∑
j=1
(αm + βmbmj )K
E
m(Xj) =
n∑
j=1
(α + βbj)
mKEm(Xj)
k times with respet to β and evaluate at α = 1 and β = 0 and obtain
m(m− 1)(m− 2) · · · (m− k + 1)
∑
bkjK
E
m(Xj) = 0
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if m > n, this gives rise to a regular Vandermonde system and therefore KEm(Xj) must
vanish. Marinkiewiz' theorem then implies that the Xj are gaussian.
If some of the bj 's are equal, we an group the Xj 's with equal oeients together, and
the onsiderations above imply that the sum of the Xj 's in eah group is gaussian. Then
Cramér's theorem implies that the individual Xj 's are gaussian. 
As noted above, Marinkiewiz' theorem and Cramér's theorems do not hold for free inde-
pendene, but they do hold e.g. for boolean independene, see [SW97℄.
4. Quadrati forms. Lukas' theorem
The next result is known as Lukas' theorem in lassial probability [Fel71, III.6℄.
Proposition 4.1. Let X1, X2, . . . , Xn be a sequene of nonommutative E-i.i.d. random
variables for whih the singleton ondition of Denition 1.2 holds. Then Xi are gaussian
if and only if their sample mean S1 =
∑
Xk and sample variation T =
∑
(Xk − 1nS1)2 =∑
X2k − 1nS2 are E-independent.
Proof. To prove neessity, hoose any n × n orthogonal matrix U = [Uij ] with rst row
U1j =
1√
n
. Then by Maxwell's theorem 2.4 the random variables X ′i =
∑
UijXj are also
E-independent. Consequently S1 =
√
nX ′1 and
T =
∑
X2k −
1
n
S21 =
∑
X ′k
2 −X ′12 =
n∑
2
X ′j
2
are E-independent.
In order to prove suieny of the ondition, we show that the presene of a blok of length
at least three in a partition implies that the orresponding umulant vanishes. It is enough
to onsider the full umulants, the argument for partitioned umulants is entirely similar.
Thus assume m ≥ 3, then the E-independene of S1 and T = S2 − 1nS21 implies
0 = KEm−1(S1, S1, . . . , S1, T )
= KEm−1(S1, S1, . . . , S1, S2)−
1
n
KEm−1(S1, S1, . . . , S1, S
2
1)
By the produt formula (Proposition I.3.3) we have
KEm−1(Y, Y, . . . , Y, Y
2) = KEm(Y, Y, . . . , Y ) +
∑
pi∨pi0=1ˆm
pi<1ˆm
KEpi (Y, Y, . . . , Y )
for any random variable Y , where pi0 = · · · . Therefore the rst term is
KEm−1(S1, S1, . . . , S1, S2) = nK
E
m−1(X,X, . . . , X,X
2)
= n
(
KEm(X,X, . . . , X) +
∑
pi∨pi0=1ˆm
pi<1ˆm
KEpi (X,X, . . . , X)
)
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while the seond term is
1
n
KEm−1(S1, S1, . . . , S1, S
2
1) =
1
n
(
KEm(S1, S1, . . . , S1) +
∑
pi∨pi0=1ˆm
pi<1ˆm
KEpi (S1, S1, . . . , S1)
)
= KEm(X,X, . . . , X) + n
∑
pi∨pi0=1ˆm
pi<1ˆm
KEpi (X,X, . . . , X)
beause eah partition pi in the sum has exatly two bloks; The dierene of the two terms
is (n− 1)KEm(X,X, . . . , X) and vanishes. 
Lukas' theorem an be generalized to more general quadrati forms as follows. For dierent
proofs in the free ase see [HNY99, HKNY99℄. We are grateful to H. Yoshida for bringing
the latter to our attention.
Proposition 4.2 ([HNY99, Prop. 2.2℄). Let Xi be a sequene of E-i.i.d. Gaussian random
variables in the sense of Denition 1.1 and let A ∈Mn(R), b ∈ Rn suh that
(4.1) Ab = 0 btA = 0
Then the linear form L =
∑
biXi and the quadrati formQ =
∑
aijXiXj are E-independent.
Proof. Without loss of generality we may assume that b is a unit vetor, i.e., btb = 1. In
that ase we an extend b to an orthonormal basis ofRn, denoted {b1 = b, b2, . . . , bn} where
bi has omponents (bij)j=1,...,n. We an express A in this basis as
A =
∑
αijbib
t
j
with αij = b
t
iAbj . By Maxwell's Theorem 2.4 the sequene Yi =
∑
bijXj has the same
distribution as Xi. Our assumption (4.1) implies that α1j = 0 and αj1 = 0 for all j and we
an rewrite L and Q as
L = Y1 Q =
n∑
i,j=2
αijYiYj
whih are learly E-independent. 
Proposition 4.3 ([HNY99, Thm. 2.3℄). Let (Xi) be an E-i.i.d. entered sequene satisfying
the singleton ondition and let A = [aij ] ∈Mn(R), b ∈ Rn be suh that
Ab = btA = 0 ∀m ∈ N :
∑
i
bmi aii 6= 0.
If L =
∑
biXi and Q =
∑
aijXiXj are E-independent, then Xi are Gaussian.
Proof. The singleton ondition implies that umulants with singleton bloks vanish. There-
fore it sues to show that umulants with a blok of length greater than or equal to three
vanish. We proeed by indution. Consider for m ≥ 2 the umulant
KEm(L, L, . . . , L,Q) = 0.
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We an expand it with the help of the produt formula (Proposition I.3.3):
KEm(L, L, . . . , L,Q)
=
∑
h:[m+1]→[n]
bh(1)bh(2) · · · bh(m−1)ah(m)h(m+1)KEm(Xh(1), . . . , Xh(m−1), Xh(m)Xh(m+1))
=
∑
pi∈Πm+1
∑
h:[m+1]→[n]
ker h=pi
bh(1)bh(2) · · · bh(m−1)ah(m)h(m+1)KEm(Xpi(1), . . . , Xpi(m−1), Xpi(m)Xpi(m+1))
Note that eah ontributing partition pi has at most two bloks and by the produt formula
KEm(Xpi(1), . . . , Xpi(m−1), Xpi(m)Xpi(m+1)) =
∑
ρ∨pi0=1ˆm+1
ρ≤pi
KEρ (X,X, . . . , X)
with pi0 = · · · , and where X = X1 has the same distribution as all the Xi.
Using this we an ontinue
=
∑
pi,ρ∈Πm+1
ρ∨pi0=1ˆm+1
ρ≤pi
∑
kerh=pi
bh(1)bh(2) · · · bh(m−1)ah(m)h(m+1)KEρ (X,X, . . . , X)
=
∑
ρ∨pi0=1ˆm+1
∑
kerh≥ρ
bh(1)bh(2) · · · bh(m−1)ah(m)h(m+1)KEρ (X,X, . . . , X)
=
∑
i
bm−1i aiiK
E
m+1(X,X, . . . , X)
+
∑
ρ∨pi0=1ˆm+1
ρ<1ˆm+1
∑
ker h≥ρ
bh(1)bh(2) · · · bh(m−1)ah(m)h(m+1)KEρ (X,X, . . . , X)
We will now apply indution to show that all but the rst term of the last summation
vanish, and together with the assumption
∑
bm−1i aii 6= 0 this will imply thatKEm+1(X) = 0.
For m = 2 we have
0 = KE2 (L,Q) =
∑
biaiiK
E
3 (X,X,X)
+
∑
ρ∈{ , }
∑
ker h≥ρ
bh(1)ah(2)h(3)K
E
ρ (X,X,X)
and beause of the singleton ondition all but the rst summand vanish, showing that
KE3 (X,X,X) = 0.
For m = 3 we have
0 = KE3 (L, L,Q) =
∑
b2i aiiK
E
4 (X,X,X,X)
+
∑
ρ∈{ , , , }
∑
ker h≥ρ
bh(1)bh(2)ah(3)h(4)K
E
ρ (X,X,X,X)
For ρ ∈ { , }, the term vanishes by indution hypothesis (and beause of the sin-
gleton ondition). For ρ ∈ { , } the oeient of KEρ is
∑
bibjaij whih vanishes
by assumption on A and b. Now for m ≥ 4 any ρ < 1ˆm+1 satisfying ρ ∨ pi0 = 1ˆm+1 has
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exatly two bloks and one of the bloks has ardinality at least three, and the indution
hypothesis implies that the umulant vanishes. 
Proposition 4.4 ([HKNY99, Prop. 2.2℄). Let Xi be E-i.i.d. opies of the Gaussian random
variable X . Then the quadrati form Q =
∑
aijXiXj with A = [aij ] symmetri has
umulants
KEn(Q) = tr(A
n)KEn(X
2)
Proof. Indeed A an be diagonalized to A = U tΛU with U orthogonal and by Proposi-
tion 2.4 the random variables Yi =
∑
UijXj have the same distribution as Xi and the
umulants of
∑
λiY
2
i are
KEn(
∑
λiY
2
i ) =
∑
λniK
E
n(Y
2
i )

Remark 4.5. The joint umulants of arbitrary quadrati forms in Gaussian random vari-
ables are omputed as follows. Let Xi be an E-i.i.d. sequene of a Gaussian random
variable X and let Qk =
∑
aij(k)XiXj be quadrati forms where Ak = [aij(k)] are not
neessarily symmetri matries. Then
KEm(Q1, Q2, · · · , Qm)
=
∑
pi∈Π2m
∑
ker h=pi
ah(1)h(2)(1) · · ·ah(2m−1)h(2m)(m)KEm(Xpi(1)Xpi(2), . . . , Xpi(2m−1)Xpi(2m))
=
∑
ρ∨pi0=1ˆ2m
ρ∈Π(2)2m
∑
ker h≥ρ
ah(1)h(2)(1) · · ·ah(2m−1)h(2m)(m)KEρ (X)
where pi0 = · · · . For free Gaussians (that is, free semiirular random variables) there
is only one ontributing partition, namely ρ0 = · · · , and in this ase
KFm(Q1, Q2, · · · , Qm) = tr(A1A2 · · ·Am).
For lassial Gaussian random variables, every pair partition ρ with ρ ∨ ρ0 = 1ˆ2m an
be obtained from ρ0 by permuting and ipping the pairs (3, 4), (5, 6), . . . , (2m− 1, 2m). A
permutation of pairs orresponds to a permutation of the matries Ak and a ip orresponds
to replaing Ak by its transpose A
t
k. There are (n− 1)! · 2n−1 ways to do this and we get
κm(Q1, Q2, · · · , Qm) =
∑
σ∈S{2,3,...,m}
∑
ε2,ε3,...,εm∈{1,t}
tr(A1A
ε2
σ(2)A
ε3
σ(3) · · ·Aεmσ(m))
In the general ase, these summands are weighted with the orresponding KEρ (X).
Proposition 4.6 ([HKNY99, Prop. 2.3℄). Let Xi be an E-i.i.d. Gaussian sequene and A,
B ∈Mn(R) symmetri matries. Then the quadrati forms
Q =
∑
aijXiXj Q
′ =
∑
bijXiXj
are E-independent if and only if AB = 0.
Proof. Assume that Q and Q′ are E-independent. Then we an write umulants in two
ways:
KEn(sQ+ tQ
′) = tr((sA+ tB)n)KEn (X
2) = (sn tr(An) + tn tr(Bn))KEn(X
2)
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for n = 4 this implies
tr((AB +BA)2) + 2 tr(BA2B) = 0
and therefore tr((AB)t(AB)) = 0, i.e., AB = 0.
For the onverse, we will prove that more generally, the symmetri quadrati forms Qk =∑
aij(k)XiXj are E-independent if the matries Ak = [aij(k)] satisfy AiAj = 0 for i 6= j.
Indeed, by the produt formula (Proposition I.3.3) we have
KmE(Qk1, . . . , Qkm)
=
∑
h:[2m]→[n]
ah(1)h(2)(k1) · · ·ah(2m−1)h(2m)(km)KEm(Xh(1)Xh(2), . . . , Xh(2m−1)Xh(2m))
=
∑
pi∈Π2m
∑
ker h=pi
ah(1)h(2)(k1) · · ·ah(2m−1)h(2m)(km)KEm(Xpi(1)Xpi(2), . . . , Xpi(2m−1)Xpi(2m))
=
∑
pi∈Π2m
∑
ker h=pi
ah(1)h(2)(k1) · · ·ah(2m−1)h(2m)(km)
∑
ρ≤pi
ρ∨ρ0=1ˆ2m
KEρ (X)
=
∑
ρ∈Π(2)2m
ρ∨ρ0=1ˆ2m
∑
ker h≥ρ
ah(1)h(2)(k1) · · · ah(2m−1)h(2m)(km)KEρ (X)
where ρ0 = · · · . Eah ρ is a pair partition in whih eah blok onnets two dierent
bloks of ρ0 in suh a way that the resulting graph is onneted. If we number the bloks
of ρ0 from 1 to m, we an dene a yle σ ∈ Sm starting at blok 1, hoosing an ar of ρ
whih onnets it so some blok σ(1), hoosing the other ar starting in blok σ(1) et.n
Using the symmetry of the matries Ak we an rewrite∑
ker h≥ρ
ah(1)h(2)(k1) · · ·ah(2m−1)h(2m)(km) =
∑
i1,...,im
aiρ(1)iρ(2)(k1) · · ·aiρ(2m−1)iρ(2m)(km)
= tr(Akσ(1)Akσ(2) · · ·Akσ(m)).
If the ki are not all equal, the matrix produt vanishes by assumption. 
Proposition 4.7 ([HKNY99, Thm. 3.2℄). Let Xi be a sequene of E-i.i.d. opies of the
Gaussian random variable X . Then the distribution of
Y =
n∑
i=1
(Xi + ai)
2
only depends on the number
∑
a2i .
Proof. We show that the umulants only depend on
∑
a2i .
KEm(Y ) =
∑
i
KEm((X + ai)
2)
=
∑
i
∑
pi∨pi0=1ˆ2m
KEpi (X + ai)
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where pi0 = · · · . Sine X is Gaussian, the bloks of eah ontributing pi have size
at most 2. Together with the ondition pi ∨ pi0 = 1ˆ2m this implies that pi is either a pair
partition or pi has 2 singletons.
=
∑
i
( ∑
pi∨pi0=1ˆ2m
pi∈Π(2)2m
KEpi (X + ai) +
∑
pi∨pi0=1ˆ2m
pi 6∈Π(2)2m
KEpi (X + ai)
)
In the rst term there are only umulants of order 2 whih are invariant under translations,
therefore we an forget the ai. In the seond term, there are exatly 2 singletons and by
Lemma I.3.8 we have for suh partitions pi that
KEpi (X + ai) = a
2
iK
E
p˜i (X)
where p˜i ∈ Π(2)2m−2 is the partition obtained from pi by removing the two singletons.
=
∑
i
(
KEm(X
2) +
∑
pi∨pi0=1ˆ2m
pi 6∈Π(2)2m
a2iK
E
p˜i (X)
)
= nKEm(X
2) +
(∑
a2i
) ∑
pi∨pi0=1ˆ2m
pi 6∈Π(2)2m
KEp˜i (X)

A onverse of this theorem holds in lassial and free probability, but we were not able to
nd a generalization.
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