A local adjustment strategy for the initialization of dynamic causal modelling to infer effective connectivity in brain epileptic structures. Computers in Biology and Medicine, Elsevier, 2017, 84, pp.Abstract This paper addresses the question of effective connectivity in the human cerebral cortex in the context of epilepsy. Among model based approaches to infer brain connectivity, spectral Dynamic Causal Modelling is a conventional technique for which we propose an alternative to estimate cross spectral density. The proposed strategy we investigated tackles the sub-estimation of the free energy using the well-known variational Expectation-Maximization algorithm highly sensitive to the initialization of the parameters vector by a permanent local adjustment of the initialization process. The performance of the proposed strategy in terms of effective connectivity identification is assessed using simulated data generated by a neuronal mass model (simulating unidirectional and bidirectional flows) and real epileptic intracerebral Electroencephalographic signals. Results show the efficiency of proposed approach compared to the conventional Dynamic Causal Modelling and the one wherein a deterministic annealing scheme is employed.
A local adjustment strategy for the initialization of dynamic causal modelling to infer effective connectivity in brain epileptic structures
Introduction
Epilepsy is one of the most common neuronal diseases and concerns about 1% of the population. It results in a temporary dysfunction of the electrical brain activity, the epileptic seizure, arising from sudden abnormal electric discharges, known as paroxysmal discharges. These discharges occur repeatedly in one or several brain regions. Depending on the involved cortical areas, the clinical symptoms associated with the epileptic discharges vary from one patient to another and can lead to physical and mental impairments. The majority of epileptic patients can be successfully treated with drugs, which prevent the occurrence of epileptic seizures or attenuate their frequency. Now, in case of drugresistant epilepsies a surgical intervention is required to remove the epileptogenic zone (EZ) and consequently stop, or at least attenuate, the occurrence of seizures, under the constraint that post-surgical deficits are limited [1] . In practice, seizure activities are not systematically limited to the EZ and are distributed or modulated in distal and distinct brain structures. Hence, identifying the brain structure (network) responsible for the seizure onset is crucial in a pre-surgery phase even if it stands as a difficult task. The complexity of the problem relies on the fact that the cerebral network causing the epileptic seizure is patientdependent and the relationship between this network and the EZ is still not controlled. Compared to neuroimaging techniques (MRI, PET), intracerebral Electroencephalography (iEEG) is the most suited technique to characterize the rapid dynamics in a seizure activity thanks to its high temporal resolution, which permits to capture very fast neuronal dynamics related to the epileptic seizure.
Therefore, this technique is considered as gold standard for EZ identification and allows a more precise brain exploration in spite of its invasiveness. Causal influences in-between network's nodes (cortical regions) are crucial in identifying the EZ. Characterizing the propagation information inside the brain refers to effective connectivity [2] , i.e. to the causal effects exerted by one neural system over another one.
Quantifying effective connectivity goes back to the pioneer work of Wiener 2 in 1956 who recognized the importance of temporal ordering in identifying the direction of the information flow [3] . Later, in 1969, Granger [4] gave the logarithmic implementation of Wiener's idea in the context of AutoRegressive (AR) models of stochastic processes with an application to econometric. Since then several causality measures have been developed such as directed coherence [5] , frequency Geweke's Causality [6] and directed transfer function [7] to cite a few. Besides, other approaches in the scope of information theory have also been considered to infer effective connectivity such as transfer entropy [8] .
However, the aforementioned methods are known to be model-free techniques as no assumption on any specific underlying physiological model or prior knowledge concerning spatial or temporal underlying relationships is made. Therefore, considering such assumption would be relevant to understand how connected brain regions are coupled for a specific function generation such as epileptic seizure onset [9] .
Dynamic Causal Modelling (DCM) [10] has been proposed as a powerful tool to quantify effective connectivity. It is a model-based method, which consists in looking for the best model underlying the observed data. Inferring the best model is performed in a Bayesian model selection framework where each model structure corresponds to an alternative hypothesis about how the observed data are generated. The best model in a Bayesian framework is the one with the maximum model evidence (i.e. the log probability of the data given the model being tested) among all plausible models in the predefined model space. It is worth mentioning that the model space is defined according to the plausible generative models that could interpret the observed data. Generally, a state space representation consists of a state representation combined with a linear/nonlinear function that maps the state representation's inputs to the observation space (outputs). In the context of fMRI [11] this state representation is the well-known motion equation while it stands for a neural mass or field model when EEG or MEG data are observed [12] . Furthermore, DCM is used to interpret both real and complex-valued data features. More particularly, Friston et al. [13] have proposed DCM for complex-valued data features based on Power Spectral Density (PSD) of local field potential data. This is performed by resorting to a linearization of the generative model around its steady state [14, 15] . Recently, DCM gains more interest in quantifying effective connectivity in the context of epilepsy. Therefore, several models have been proposed as generative of the epileptic signals such as neural mass-like models [16] and cortical microcircuit ones [17, 18] . Typically, the Variational Bayes (VB) scheme [19] is used to estimate the evidence of each model defined in the model space. From a numerical point of view, the model evidence is expressed in terms of free energy and it is then computed by maximizing, under some assumptions, the latter [20] . Generally, the well-known variational Expectation-Maximization (EM) algorithm is used to do such maximization. However, despite its efficiency, the EM algorithm and its variational version are highly sensitive to the initialization which results in potential sub-estimation of the model evidence. A Deterministic Annealing (DA) scheme [21, 22] and Markov chain Monte Carlo samplers [23] have been proposed to deal with such an issue. The key idea underlying this DA scheme is the use of a posterior parametrized by a "temperature" parameter to control the annealing process included in the Bayesian/variational EM method.
More particularly, the maximization of the log-likelihood function is reformulated as minimizing the thermodynamic free energy based on statistical mechanics analogy to add temperature parameter [21, 22] . This DA scheme tracks the optimum of the considered objective function from high temperature wherein the objective function is smoothed (i.e. it has one global optimum) to low temperature wherein the shape of the objective function gradually approaches the one of the original objective function.
In this paper a local adjustment strategy tackling the initialization issue of the EM algorithm in the context of DCM and denoted by L-DCM is proposed.
It is a generalization of our earlier work [16] towards a robust estimation of the model evidence. The proposed strategy is based on an adjustment of the initial parameters in the variational EM algorithm, locally, using the current estimation of the model parameters. The efficiency of the proposed L-DCM is evaluated in the context of simulated and real iEEG recordings in the context of drug-resistant epilepsy. Furthermore, the behaviour of the proposed strategy is compared to both the conventional DCM and the DCM when the DA scheme is employed [22] , noted from now on as D-DCM. It is noteworthy that the simulated iEEG signals are generated using a physiology-based model of neural mass populations [24] developed in our team.
Physiology-based model
The electrical activities of potentially coupled brain regions are simulated using nonlinear time continuous Stochastic Differential Equations (SDE) according to [24] . The output of a neuronal population is seen as a nonlinear transformation of the local mean field activity by a quasi-static transfer function (see [24] for more details). Each neural population consists of three subpopulations, a major one standing for excitatory interneurons (main pyramidal cells) and two sub-populations corresponding to inhibitory interneurons, that mutually interact by positive or negative feedback via intrinsic coupling parameters C i , i = 1, ..., 7 as depicted in Fig. 1 . Considering two populations pop l , l ∈ {j, k}, each one is modeled using the above-mentioned neural-mass model and the dynamic of the hidden states of each population is mathematically described by a set of 16 one-order differential equations as follows:
where S (x (t)) = 2e0 1+exp(r0(V0−x(t))) is the sigmoid function. The noise input of each population, denoted by u l (t), l ∈ {j, k}, summarizes all exogenous contributions and is given by: u l (t) = 90+30w l (t), where w l (t) ∼ N (0, α l ), such that w j (t) and w k (t) are independent [24] . The directional connection from pop l to pop l , which reflects the number of axonal links, is characterized by the coupling parameter K l l , {l, l } ∈ {j, k}, l = l. According to the coupling parameters { K kj , K jk } (see Fig. 1 The parameters controlling the intrinsic activity of a given population pop l (normal background versus epileptic state) are given by the parameters vector
where the superscript T stands for the transpose operator and the parameter θ K ll reflects a possible causal effect from pop l to pop l , l = l. In case of two independent populations (i.e. the case of model M1),
denotes the vector of all model parameters to be estimated. Prior values of the components of the vector θ l are given in Table 1 . The other set of parameters figured in (1), i.e. {a, a d , b, g, r 0 , V 0 , e 0 }, is assumed to be constant as in [24] . Regarding the population output, y l (t), l ∈ {j, k}, it reflects the membrane potential of pyramidal cells, which can be considered as a zero-mean iEEG signal, and is computed as the difference between x 13,l (t) and its time average x 13,l , l ∈ {j, k}: 
Methodology
Synaptic gain excitation A l A l = 5exp (θ A l ) , θ A l ∼ N (0, 1/16) Dendritic slow inhibition B l B l = 3exp (θ B l ) , θ B l ∼ N (0, 1/16) Somatic fast inhibition G l G l = 20exp (θ G l ) , θ G l ∼ N (0, 1/16) Extrinsic connections K ll K ll = 500exp θ K ll , θ K ll ∼ N (0, 1) Input white noise variance α l α l = exp (θ α l ) , θ α l ∼ N (0, 1/64)
Towards a PSD maximization
Initially, DCM and L-DCM optimize the model structure by estimating its parameters based on the computation of the data's PSD. For two potentially coupled populations, the physiology-based model described by (1) and (2) can be represented in a set of 2×16 first-order differential equations and a two-component output vector summarized in a state space representation as:
where x is the time average of x (t) and
where (Z) k1,k2 denotes the (k 1 , k 2 )-th entry of the matrix Z ∈ {D, L}. Both the input and the output matrices, namely D and L, respectively contain only two non-zero entries. Due to the sigmoid function defined previously, the function f (x (t) , θ) is nonlinear and, consequently, the system output y (t) results from a nonlinear transformation of the input u (t). Therefore a linearization of (3) around the equilibrium state x 0 (θ) ∈ 32×1 is performed.
Note that the equilibrium point, if it exists, is defined as the solution of the
, otherwise the steady state trajectory generally stays on a limit cycle, and we set x 0 x [16] .
Following [14] , the system in (3) is linearized using first-order Taylor expansion as follows:
where
Considering the Laplace transforms in (4), we get:
where H(s, θ) = L(sI − (x 0 )) −1 D 1 ∈ 2×2 is the frequency transfer function, s = √ −1ω, ω = 2πν (ν is the frequency bin) and I is the identity matrix.
The analytical expression of the PSD of the signal vector y (t) denoted by g (ν, θ) ∈ 2×2 can be quantified by the transform function H(s, θ) and the input PSD denoted by α l , l ∈ {j, k}, such that:
where the superscript H is the conjugate transpose operator. Therefore, given the parameters θ of the generative model, it is easy to compute the analytical expression of the PSD [15] . In practice, the PSD is computed using the SPM spectral toolbox with a 12-pole AR process [15] . In this case, this PSD, called measured PSD, is denoted byg (ν) ∈ 2×2 . Thus, the following equation holds:
where ε (ν) ∈ 2×2 is the sampling error matrix such that ε (ν) ∼ N (0, Σ ν (λ)), Σ ν stands for the covariance matrix and λ denotes the vector of channels variances. According to (7) , it is obvious that estimating the PSD is, up to some sampling error, directly linked to the estimation of the optimal model parameters.
An optimal model, among all plausible models in the predefined model space, is designed as the one with the maximum PSD, (i.e. maximalg (ν)). Maximizing the measured PSD is typically performed with a VB scheme using the variational EM algorithm as extensively detailed in the next subsection. Defining an optimal model structure underlying the observed signals is performed by maximizing the likelihood ofg (ν) given a model structure, noted by p (g (ν) |Mm). However, since g (ν, θ) and consequentlyg (ν) are nonlinear in the parameter vector θ due to the sigmoid function, the likelihood p (g (ν) |Mm) is not conjugate to the Gaussian priors on the parameters [19] . Hence, a classical Bayesian estimation of the parameters requires computing an integral of the probability density which is, in turn, a hard task especially for high dimensional case. To cope with this issue, the VB scheme has been proposed [16] wherein the log-likelihood, ln p (g (ν) |Mm), is indirectly approximated by the so-called free energy [20] :
In the above equation, KL is the Kullback-Leibler divergence, p (θ|g (ν) , Mm)
is the posterior parameter distribution of the parameters vector θ, q (θ) ∼ N θ , Σθ is the approximate posterior distribution of θ which follows a normal distribution with mean vectorθ and covariance matrix Σθ. According to (8) , it is obvious that maximizing the log-likelihood, ln p (g (ν) |Mm), is equivalent to maximizing the free energy given a model structure, Mm. Note that maximizing the free energy implies a minimization of the Kullback-Leibler divergence term.
Maximizing the free energy, F m , is usually done in an iterative way using the variational EM algorithm whose main steps are summarized below [20] :
Repeat until convergence or a maximum no. of iterations is reached
In the above pseudo-code, recall that λ is the vector of channels variances, θ 0 is the initial vector for variational EM algorithm. 10
The proposed strategy
The variational EM algorithm is known to be highly sensitive to the initialization and so it may lead to sub-estimation of the free energy and consequently to a misestimation of the model parameters. To circumvent this problem, a local adjustment initialization strategy is adopted in this paper.
When applied this local adjustment strategy for the DCM technique, it gives rise to the L-DCM method. The latter mainly consists in refining the variational EM estimation by employing several sweeps of the variational EM algorithm with initial guess denoted by θ (r) 0 adjusted for each r-th sweep. To improve the estimation quality of the PSD for each population involved in the model structure being tested, an adequate criterion must be introduced. To this end, we first define, for each population, a threshold, T h ll , and a prediction error,
g ll ν,θ stands for the estimation of the analytical PSD obtained by substituting the model parameter estimateθ using the variational EM algorithm in (9) and N ν is the sum of frequency bins in the frequency interval ν
associated with the l-th population and comprising the spectral power features
m standing for the frequency bin corresponding to the maximum measured PSD. Also, γ stands for a weighting coefficient (confidence parameter) fixed empirically to 10% to guarantee an acceptable variation in a limited frequency band interval (including, according to (10) , the maximum measured PSD), between the measured PSDg ll (ν) and the estimated one g ll ν,θ computed according to (6) using the estimateθ. According to (10), a good estimation of the PSD g ll ν,θ is obtained when Er ll ≤ T h ll , l ∈ {j, k}. However, in case this inequality is not fulfilled, three situations can be figured out: situation 1 : For the sake of clarity, let us consider the two following illustrative examples.
Example 1: Consider the case of maximizing the free energy given the model structure M1. Assume that the situation 1 ( i.e. Er jj ≤ T h jj , Er kk > T h kk ) occurs for the r-th variational EM sweep. In this case, the initial parameter concerning the vector componentθ (r) j for the first population pop j is considered as a suitable starting point, whereas the one related to the second population (i.e. pop k ) is not so and therefore should be adjusted. Consequently, the initial guess to estimate the model parameter vector for the (r + 1)-th variational EM sweep is defined as follows:
where ∆θ k ∼ N 0, σ 2 I , I is the identity matrix and σ 2 is a data-dependent scalar to be determined. A detailed discussion regarding the choice of σ 2 is given in section 4.
Example 2: Consider now the case of maximizing the free energy given the model M2. Assume that situation 2 (i.e. Er jj > T h jj , Er kk ≤ T h kk ) Table 2 . L-DCM adjustment strategy for different situations and different plausible models 
Results
This section is devoted to provide comprehensive insight about the L-DCM performance in quantifying effective connectivity in epileptic neural populations.
The behaviour of the L-DCM method is compared to the conventional DCM one [16] and its variant the D-DCM wherein the DA scheme [22] is employed. This comparative study is conducted firstly using realistic iEEG recordings generated according to the physiology-based model developed in our team [24] . Secondly, human epileptic iEEG signals are considered. It is worth mentioning that the use of simulated signals is two-fold. On the one hand, their characteristics are similar to those of real signals observed at the onset of epileptic seizures. On the other hand, they provide a ground truth regarding the model structure underlying the observed data, which is hardly accessible in real conditions. Therefore a best choice of σ 2 regarding our considered application is discussed at first in this section. Then, the comparative study between the L-DCM, the DCM and the D-DCM methods is considered. Note that all aforementioned studies are conducted as a function of the coupling strength, K kj , between the two populations. Therefore, three scenarios are considered throughout this section: where the coupling strength (i.e. K kj ) is successively equal to 500, 1000 and 1500 from scenario 1 to scenario 3. For each scenario, the set of parameters is chosen in such a way that the output y(t) reveals a 25 Hz sinusoidal activity comparable to the one of a real epileptic activity observed at the seizure onset (see Fig. 3 (a) ). Besides, as expected, we note a lower free energy maximization when σ 2 = 1 compared to the other cases (i.e. σ 2 = 0.05, 0.1 and 0.15). A slight superiority in maximizing the free energy for σ 2 = 0.05 and 0.1 compared to σ 2 = 0.15 is to be noticed whatever the scenario. Consequently, from now on, the variance σ 2 is set to 0.1 for the proposed L-DCM when compared to both the classical DCM [16] and the D-DCM [22] methods as shown hereafter.
Performance analysis
This subsection is devoted to evaluate the performance of the proposed L-DCM method in inferring neural structures underlying the simulated epileptic iEEG signals when unidirectional flow between neural assemblies is considered as prior 96% recognition rate vs. 96% and 84% respectively, Scenario 3: 97% recognition rate vs. 94% and 84% respectively). In addition, Table 3 shows an increasing recognition rate for all methods in identifying the good model, M2, as K kj increases.
These results are further interpretable in terms of the maximized free energy as depicted in Fig. 5 . Obviously, the maximal median value of the maximized free energy is globally obtained for model M2 whatever the method. In addition, both the L-DCM and D-DCM methods show relatively higher maximization of the free energy than the DCM one whatever the scenario and the model. Furthermore, some false identification situations (i.e. identifying either M1, M3 or M4 instead of the considered ground truth model M2) are noted in Table   3 . Regarding the case of identifying M3 instead of M2, the false detection rate decreases from 5% to 0% for L-DCM, from 3% to 1% for D-DCM and from 4%
to 0% for DCM when the coupling strength between pop j and pop k increases (i.e. from 500 to 1500). The same result holds for the case of identifying M1 instead of M2. As soon as M4 is concerned, computed between the estimated and measured PSDs, and depicted in Fig. 3   (b-d) . These correlation coefficients are systematically higher for L-DCM or D-DCM than for DCM. As far as the execution time is concerned, Table 3 
Bidirectional flow
In this section, the bidirectional flow between pop j and pop k is considered so that M4 stands for the ground truth model to be inferred. This study is conducted as a function of the values of the couple {K kj , K jk } reflecting the coupling strength between the two aforementioned epileptic populations. Three different couples of parameters { K kj , K jk } are considered in this experiment leading to the three following experimental scenarios: Only the case K kj = K jk is considered in this study since only the symmetric influence of the coupling strength is tested. Note also that the above sets of parameters allow to produce effectively fast sinusoidal activity around 25 Hz similar to the epileptic one observed at the seizure onset (see Fig. 6 (a) ).
Choice of σ 2
Similarly to the unidirectional flow case, the influence of the parameter σ 2 in the bidirectional flow on the maximization of the free energy in the L-DCM method was to be investigated. Therefore, six values of σ 2 were evaluated in this study, Fig. 7 . Boxplots of the maximized free energy values using L-DCM and different values of σ 2 (bidirectional flow).
omitted since the results of the former were similar as the ones for σ 2 = 0.15 and the results of the latter were similar for the ones of σ 2 = 1. Note that the model M4 is correctly identified for all values of σ 2 as shown in Fig. 7 (a) , (b), (c). We note from these figures that, regardless of the considered scenario, a higher free energy is generally obtained when σ 2 = 0.1. Also, a lower maximized free energy is obtained for σ 2 = 1 regardless of the scenario. This is probably due to the initialization inconsistency between two successive sweeps caused by adding a random vector with relatively high variance (see (11) ). Based on the above results, we fixed σ 2 to 0.1 in the following analysis.
Performance analysis
In this section, we present a comparative performance study in the proposed L-DCM method, conventional DCM [16] and D-DCM [22] techniques in inferring neural structures underlying the simulated epileptic iEEG signals in the case M4) is obtained by the proposed L-DCM method whatever the scenario. We note also that L-DCM outperforms both D-DCM and DCM in terms of the recognition rate regardless of the considered scenario. Besides, regarding the identification rate of M4, an improvement of 17% using L-DCM is noticed in Table 4 when the bidirectional coupling between the two populations increases. However, only an improvement of 7% and 5% is obtained using the D-DCM and DCM methods, respectively. Furthermore, despite the fact that all methods suffer from false identifications, the error rate of the proposed L-DCM method is still relatively smaller than the error rates of the D-DCM and DCM methods. Indeed, regarding the case of identifying M1 instead of M4, L-DCM shows systematically a lower false identification rate of 7% while 10% is observed using either D-DCM or DCM methods regardless of the considered scenario.
Concerning the identification of models M2 and M3 instead of M4, the false detection rate using L-DCM is around 20% whereas it is more than 30% for both D-DCM and DCM. Fig. 6 (b-d) . For instance, the correlation coefficient computed between the measured and estimated PSDs for the first population, is equal to 0.987 for L-DCM while it is equal to 0.986 for D-DCM and to 0.920 for DCM (see Fig. 6 (b) ).
Real iEEG signals
This subsection is devoted to evaluate the performance of both the proposed L-DCM method compared to the ones of the DCM and the D-DCM methods on real iEEG signals recorded on an epileptic patient. Our database is composed of 72-second length iEEG signals recorded using invasive electrodes equipped with 20 channels and placed in a specific region of the cerebral cortex. This specific brain structure is determined according to preliminary clinical and electrophysiological examinations. It is noteworthy that iEEG signals are all bipolar, i.e. obtained as the difference between the potentials recorded on two adjacent sensors. As shown in Fig. 9 Table   5 . According to the clinical expert, the 20 channels can be categorized into three groups according to their involvement along the different phases/epochs of the seizure. These groups are listed in Table 6 are linked to activities in brain regions responsible for the seizure onset. Signals belonging to Group P are supposed to be influenced by those of the first group in the ictal phase. As for those included in Group N, they are assumed not to be impacted by the seizure.
Analysis on a pair of channels
As effective connectivity consists in inferring the directional flow between brain regions and since our purpose is to detect brain regions responsible for the seizure onset, it is legitimate to investigate this directionality by considering one channel extracted from Group O and another one issued from Group P.
In this study, two channels are retained: the Pp4 channel, whose activity was are shown in Table 7 for the three considered approaches, namely the proposed L-DCM, the D-DCM and the DCM. A unidirectional connectivity from Pp4
to Dp1 (i.e. from Group O to Group P) for the three tested epochs (Pre-ictal, Ictal 1 and Ictal 2) is considered as a ground truth according to the clinician. Therefore, the model M2 stands for the ground truth structure for the three tested epochs and more particularly for the two ictal ones. According to Table   7 , the proposed L-DCM method properly detects the propagation flow for these two temporal epochs. This claim is supported by the results depicted in Fig.   11 where generally more evidence to consider M2 among the other predefined models in the model space is obtained using the three methods. Moreover, a higher model evidence in terms of maximized free energy (as well as Q1 and Q3 quartiles) is obtained using the proposed L-DCM method compared to the two other techniques during the Ictal phase. This higher model evidence provided by the L-DCM method is associated with a better estimation of the PSD of the recorded signals. This is highlighted by the values of the correlation coefficients, ρ L−DCM , ρ D−DCM and ρ DCM , computed between the measured and estimated PSDs which are higher for L-DCM than for D-DCM and DCM in Fig. 10 (b-d) . Fig. 11 . Boxplots of the maximized free energy values using L-DCM (σ 2 = 0.1), D-DCM and DCM for the 4 models (real iEEG signals).
Group analysis
The group analysis consists in investigating the information flow from Group O to Group P in the Pre-ictal and Ictal phases. As mentioned before, according to the clinician feedback, a unidirectional connection from Group O to Group P in Ictal phase, and to a lesser extent in Pre-ictal phase, could be considered as ground truth. Therefore, in both phases, but more surely in the Ictal phase, model M2 stands for the target model to infer. Following our previous study (section According to the results depicted in Table 8 , a high variability in recognizing the true model (i.e. M2) whatever the (Ch1, Ch2) couple and regardless of the considered method can be observed. Now, D-DCM and L-DCM present a comparable behaviour in terms of maximizing the free energy, this free energy being generally greater than using the conventional DCM method. The identification of Model 2 is not so easy: for instance, the L-DCM method correctly recognizes the good model for the couples (Cp1, Pp8), (Cp1, Dp1) whereas the latter succeeds in identifying the true model for the couples (Cp1, Dp1) and (Cp1, Tp1). This high variability is also observed on other couples and can be explained by rapid changes in the interactions between different regions of the brain during the Pre-ictal phase wherein the seizure propagation starts to be set up.
Regarding the Ictal phase and the three methods (Table 9 ), it comes out that most of the channels in Group O have a causal influence on those in Group P. Therefore, the true model M2 is identified most of the time. In addition, the proposed L-DCM method generally provides higher median values of the maximized free energy compared to both D-DCM and DCM. For example, given the couple (Cp4, Pp8), L-DCM leads to a median value of the maximized free energy equal to −824 whereas D-DCM and DCM lead to values equal to −922 and −937 respectively.
To conclude on this analysis, our results globally match with the analysis of the clinician especially for the Ictal phase.
Discussion
In this study, to analyze human epileptic signals, three DCM based methods have been applied and compared. Tested on simulated epileptic iEEG data and real signals, the proposed L-DCM algorithm outperformed the two others in terms of maximizing the free energy. This is thanks to the use of well-conditioned variational EM sweeps during the maximization process. Besides, L-DCM shows particularly higher performance in identifying the bidirectional propagation flow.
Regarding the unidirectional flow, all techniques displayed quite comparable results even if L-DCM outperformed the two other DCM approaches in case of low coupling strength between the epileptic populations. It is noteworthy that since the epileptic seizure is typically patient-dependent, investigating the performance of the proposed L-DCM method using other epileptic iEEG dataset would be interesting and will be our next objective. 32
Conclusion
In this paper, we proposed a local adjustment model-based approach, named L-DCM, to quantify effective connectivity between different brain regions involved in the onset and in the propagation of epileptic seizures. The proposed method is robust to unsuitable initialization of the model parameters contrary to the standard DCM and D-DCM approaches. This is the result of using several wellconditioned variational EM sweeps during the maximization process. In addition, as mentioned previously, the proposed L-DCM method generally showed higher performance for both unidirectional and bidirectional flows especially for low coupling strength in the first case.
Coming works will consist in improving the accuracy of model identification.
We plan to consider a new generative model like the modified physiology-based model given in [25] . Accordingly, the L-DCM will be adapted to take into account the intrinsic structure of this new model. These variants should be evaluated on an extended real epileptic iEEG dataset to take into account the variability of the epileptic seizure among patients.
