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CONVERSE KAM THEORY REVISITED
Lin Wang
Abstract. For an integrable Hamiltonian with d (d ≥ 2) degrees of free-
dom, we show the conditions on perturbations, for which invariant tori can be
destructed.
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2 L. WANG
1. Introduction
By the Kolmogorov, Arnold and Moser (KAM) theory, we know that under
certain non-degeneracy, most (full Lebesgue measure) invariant tori of an integrable
Hamiltonian system are persisted under small perturbations. As the sizes of the
perturbations increase, those persisted invariant tori are destructed progressively.
The problems of determining the critical boundary between the persistence and
destruction of invariant tori motivates so called converse KAM theory.
Roughly speaking, the converse KAM theory consists of two parts. The first
part, with more physical flavor, is concerned about destruction of invariant tori
under the perturbations with positive lower bound, which is started by the analysis
of invariant circles of the generalized standard maps (see e.g. [Ci],[H2] and [Ma2]).
Besides, numerical results go further than theoretical ones. More sharp boundaries
are obtained by numerical methods (see e.g. [Gr] and [MP]). The second part is
concerned about destruction of invariant tori under arbitrarily small perturbations
in certain topology and it seems that numerical method is not as efficient as the first
part. In this paper, we are devoted to develop the second part.
In 1962, Moser proved that the invariant circles with Diophantine rotation num-
bers of an integrable twist map is persisted under arbitrarily small perturbations in
the C333 topology ([Mo1]). By the efforts of Moser, Ru¨ssman, Herman and Po¨schel
([H2, H3],[Mo2, Mo3],[P] and [R1, R2]), for Hamiltonian systems with d-degrees of
freedom, it is obtained that certain invariant tori are persisted under arbitrarily
small perturbations in the C2d+δ topology, where δ is a small positive constant.
Especially, Herman proved in [H3] that for twist maps on annulus, certain invariant
circles can be persisted under arbitrarily small perturbations in the C3 topology.
In contrast with the results on persistence of invariant tori, for exact area-
preserving twist maps on annulus, it is proved by Herman in [H2] that invariant
circles with given rotation numbers can be destructed by C3−δ arbitrarily small
C∞ perturbations. For certain rotation numbers, it is obtained by Mather (resp.
Forni) in [Ma5] (resp. [F]) that the invariant circles with those rotation numbers can
be destroyed by small perturbations in finer topology respectively. More precisely,
Mather considers Liouville rotation numbers and the topology of the perturbation
induced by C∞ metric. Forni is concerned about more special rotation numbers
which can be approximated by rational ones exponentially and the topology of the
perturbation induced by the supremum norm of Cω (real-analytic) function. Bessi
extended the result to the systems with multi-degrees of freedom. He found that
the invariant Lagrangian torus with certain rotation vector can be destructed by an
arbitrarily small Cω perturbation for certain positive definite systems with multi-
degrees of freedom in [Be], where Lagrangian torus is a natural analogy to invariant
circle in multi-degrees of freedom (see Definition 3.1 below).
On the other hand, it is also proved by Herman in [H5] that all Lagrangian
tori of an integrable symplectic twist map with d ≥ 1 degrees of freedom can be de-
structed by Cd+2−δ arbitrarily small C∞ perturbations of the generating function.
Equivalently ([Go, Mo4]), it shows that all Lagrangian tori of an integrable Hamilto-
nian system with d ≥ 2 degrees of freedom can be destructed by C∞ perturbations
which are arbitrarily small in the Cd+1−δ topology. Roughly speaking, there is a
balance among the arithmetic property of the rotation vector, the regularity of the
perturbation and its topology.
Comparing the results on both sides, it is natural to ask the following questions:
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• for every given rotation vector ω, if the Lagrangian torus with ω can be de-
structed by an arbitrarily small C∞ perturbation in the Cr topology, then
what is the maximum of r?
• for every given rotation vector ω, if the Lagrangian torus with ω can be de-
structed by an arbitrarily small analytic perturbation in the Cr topology, then
what is the maximum of r?
• if all of Lagrangian tori can be destructed by an arbitrarily small real-analytic
perturbation in the Cr topology, then what is the maximum of r?
Based on [CW] and [W1, W2, W3, W4], we have the following theorems.
Theorem 1.1 Given an integrable Hamiltonian H0 with d (d ≥ 2) degrees of free-
dom and a rotation vector ω, there exists a sequence of C∞ Hamiltonians {Hn}n∈N
such that Hn → H0 in C2d−δ topology and the Hamiltonian flow generated by Hn
does not admit the Lagrangian torus with the rotation vector ω.
Theorem 1.2 Given an integrable Hamiltonian H0 with d (d ≥ 2) degrees of free-
dom and a rotation vector ω, there exists a sequence of Cω Hamiltonians {Hn}n∈N
such that Hn → H0 in Cd+1−δ topology and the Hamiltonian flow generated by Hn
does not admit the Lagrangian torus with the rotation vector ω.
Theorem 1.3 For an integrable Hamiltonian H0 with d (d ≥ 2) degrees of freedom,
all Lagrangian tori can be destructed by analytic perturbations which are arbitrarily
small in the Cd−δ topology.
For positive definite Hamiltonian systems with d ≥ 2 degrees of freedom, together
with Herman’s result in [H5], we have the following Table 1.
r C∞ Cω
Single Destruction 2d− δ d+ 1− δ
Total Destruction d+ 1− δ d− δ
Table 1: Values of r for destruction of Lagrangian torus (tori) in the Cr topology
Unfortunately, except for the destruction of a Lagrangian torus by the C∞
perturbations, we still don’t know whether the other results are optimal. Some
further developments of KAM theory are needed to verify the optimality.
This paper is outlined as follows. In Section 2, we consider the destruction
of a Lagrangian torus with given rotation vector (Theorem 1.1 and Theorem 1.2).
Based on the difference of topology of phase spaces between d = 2 and d ≥ 3, we
divide the arguments into two cases. In terms of the correspondence between exact
area-preserving twist maps and Hamiltonian systems with 2 degrees of freedom, the
problem on destruction of the Lagrangian torus for the Hamiltonian system is trans-
formed into the one on destruction of the invariant circle for the twist map. Using
variational method developed by Mather, a new proof of Herman’s result ([H2]) is
provided. Moreover, from Jackson’s approximation, the result on Cω perturbation
is obtained. For the case with d ≥ 3 degrees of freedom, the minimality of the orbits
on Lagrangian torus plays a crucial role in destruction of the torus. Combining with
Melnikov method, the destruction of Lagrangian torus under Cω perturbations is
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achieved. In Section 3, we are concerned about the destruction of all Lagrangian
tori (Theorem 1.3). Similar to Section 2, according to the correspondence between
the Hamiltonian system and the symplectic twist map, we focus on destruction of
Lagrangian tori for symplectic twist map. From a criterion of total destruction of
Lagrangian tori found by Herman and an approximation lemma, total destruction
of Lagrangian tori under Cω perturbations is completed.
2. Destruction of a Lagrangian torus
2.1. Case with 2 degrees of freedom
Based on the correspondence between exact area-preserving twist maps and
Hamiltonian systems with 2 degrees of freedom, it is sufficient to consider the de-
struction of invariant circle for exact area-preserving twist map.
2.1.1. Preliminaries of exact area-preserving twist map
2.1.1.1. Minimal configuration
Let f : T× R→ T× R (T = R/Z) be an exact area-preserving monotone twist
map and h: R2 → R2 be a generating function for the lift F of f to R2, namely F
is generated by the following equations{
y = −∂1h(x, x′),
y′ = ∂2h(x, x′),
where F (x, y) = (x′, y′). The lift F gives rise to a dynamical system whose orbits
are given by the images of points of R2 under the successive iterates of F . The orbit
of the point (x0, y0) is the bi-infinite sequence
{..., (x−k, y−k), ..., (x−1, y−1), (x0, y0), (x1, y1), ..., (xk , yk), ...},
where (xk, yk) = F (xk−1, yk−1). The sequence
(..., x−k, ..., x−1, x0, x1, ..., xk, ...)
denoted by (xi)i∈Z is called stationary configuration if it stratifies the identity
∂1h(xi, xi+1) + ∂2h(xi−1, xi) = 0, for every i ∈ Z.
Given a sequence of points (zi, ..., zj), we can associate its action
h(zi, ..., zj) =
∑
i≤s<j
h(zs, zs+1).
A configuration (xi)i∈Z is called minimal if for any i < j ∈ Z, the segment of
(xi, ..., xj) minimizes h(zi, ..., zj) among all segments (zi, ..., zj) of the configuration
satisfying zi = xi and zj = xj . It is easy to see that every minimal configuration
is a stationary configuration. By [Ba], minimal configurations satisfy a group of
remarkable properties as follows:
• Two distinct minimal configurations cross at most once, which is so called
Aubry’s crossing lemma.
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• For every minimal configuration x = (xi)i∈Z, the limit
ρ(x) = lim
n→∞
xi+n − xi
n
exists and doesn’t depend on i ∈ Z. ρ(x) is called the rotation number of x.
• For every ω ∈ R, there exists a minimal configuration with rotation number
ω. Following the notations of [B], the set of all minimal configurations with
rotation number ω is denoted by Mhω , which can be endowed with the topol-
ogy induced from the product topology on RZ. If x = (xi)i∈Z is a minimal
configuration, considering the projection pr : Mhω → R defined by pr(x) = x0,
we set Ahω = pr(Mhω ).
• If ω ∈ Q, say ω = p/q (in lowest terms), then it is convenient to define the
rotation symbol to detect the structure ofMhp/q. If x is a minimal configuration
with rotation number p/q, then the rotation symbol σ(x) of x is defined as
follows
σ(x) =


p/q+, if xi+q > xi + p for all i,
p/q, if xi+q = xi + p for all i,
p/q−, if xi+q < xi + p for all i.
Moreover, we set
Mh
p/q+
= {x a is minimal configuration with rotation symbol p/q or p/q+},
Mh
p/q−
= {x a is minimal configuration with rotation symbol p/q or p/q−},
then both Mh
p/q+
and Mh
p/q+
are totally ordered. Namely, every two configu-
rations in each of them do not cross. We denote pr(Mh
p/q+
) and pr(Mh
p/q−
) by
Ah
p/q+
and Ah
p/q−
respectively.
• If ω ∈ R\Q and x is a minimal configuration with rotation number ω, then
σ(x) = ω and Mhω is totally ordered.
• Ahω is a closed subset of R for every rotation symbol ω.
2.1.1.2. Peierls’s barrier
In [Ma4], Mather introduced the notion of Peierls’s barrier and gave a criterion
of existence of invariant circle. Namely, the exact area-preserving monotone twist
map generated by h admits an invariant circle with rotation number ω if and only
if the Peierls’s barrier P hω (ξ) vanishes identically for all ξ ∈ R. The Peierls’s barrier
is defined as follows:
• If ξ ∈ Ahω, we set P hω (ξ)=0.
• If ξ 6∈ Ahω, since Ahω is a closed set in R, then ξ is contained in some complemen-
tary interval (ξ−, ξ+) of Ahω in R. By the definition of Ahω, there exist minimal
configurations with rotation symbol ω, x− = (x−i )i∈Z and x
+ = (x+i )i∈Z sat-
isfying x−0 = ξ
− and x+0 = ξ
+. For every configuration x = (xi)i∈Z satisfying
x−i ≤ xi ≤ x+i , we set
Gω(x) =
∑
I
(h(xi, xi+1)− h(x−i , x−i+1)),
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where I = Z, if ω is not a rational number, and I = {0, ..., q − 1}, if ω = p/q.
P hω (ξ) is defined as the minimum of Gω(x) over the configurations x ∈ Π =∏
i∈I [x
−
i , x
+
i ] satisfying x0 = ξ. Namely
P hω (ξ) = min
x
{Gω(x)|x ∈ Π and x0 = ξ}.
By [Ma4], P hω (ξ) is a non-negative periodic function of the variable ξ ∈ R with the
modulus of continuity with respect to ω.
2.1.2. C∞ case
2.1.2.1. Construction of the generating functions
Consider a completely integrable system with the generating function
h0(x, x
′) =
1
2
(x− x′)2 x, x′ ∈ R.
We construct the perturbation consisting of two parts. The first one is
(2.1.1) un(x) =
1
na
(1− cos(2πx)) x ∈ R,
where n ∈ N and a is a positive constant independent of n. The second one is a non
negative function vn(x) satisfying
(2.1.2)


vn(x+ 1) = vn(x),
supp vn ∩ [0, 1] ⊂ [12 − 1na , 12 + 1na ],
max vn = n
−s,
||vn||Ck ∼ n−s
′
,
where f ∼ g means that 1C g < f < Cg holds for a constant C > 1. For further
deduction, we need s′ > a. It is enough to take s = (k+2)a for achieving that. The
generating function of the nearly integrable system is constructed as follow:
(2.1.3) hn(x, x
′) = h0(x, x′) + un(x′) + vn(x′),
where n ∈ N. Moreover, we have the following theorem.
Theorem 2.1 For ω ∈ R\Q and n large enough, the exact area-preserving mono-
tone twist map generated by hn does not admit any invariant circles with the rotation
number satisfying
|ω| < n− a2−δ,
where δ is a small positive constant independent of n.
We will prove Theorem 2.1 in the following sections. First of all, based on the
theorem, we verify that our example has the property aforementioned in Section 1.
If ω ∈ Q, then the invariant circles with rotation number ω could be easily
destructed by an analytic perturbation arbitrarily close to 0. Therefore it suffices to
consider the irrational ω. The case with a given irrational rotation number can be
easily reduced to the one with a small enough rotation number. More precisely,
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Lemma 2.2 Let hP be a generating function as follow
hP (x, x
′) = h0(x, x′) + P (x′),
where P is a periodic function of periodic 1. Let Q(x) = q−2P (qx), q ∈ N, then the
exact area-preserving monotone twist map generated by hQ(x, x
′) = h0(x, x′)+Q(x′)
admits an invariant circle with rotation number ω ∈ R\Q if and only if the exact
area-preserving monotone twist map generated by hP admits an invariant circle with
rotation number qω − p, p ∈ Z.
We omit the proof and for more details, see [H2]. For the sake of simplicity of
notations, we denote Qqn by Qn and the same to uqn , vqn and hqn . Let
Qn(x) = qn
−2(un(qnx) + vn(qnx)),
where (qn)n∈N is a sequence satisfying Dirichlet approximation
(2.1.4) |qnω − pn| < 1
qn
,
where pn ∈ Z and qn ∈ N. Since ω ∈ R\Q, we say qn → ∞ as n → ∞. Let
h˜n(x, x
′) = h0(x, x′) +Qn(x′), we have
Corollary 2.3 For a given rotation number ω ∈ R\Q and every ε, there exists
N such that for n > N , the exact area-preserving monotone map generated by h˜n
admits no invariant circle with rotation number ω and
||h˜n − h0||C4−δ′ < ε,
where δ′ is a small positive constant independent of n.
Proof Based on Theorem 2.1 and Dirichlet approximation (2.1.54), it suffices
to take
1
qn
≤ 1
qn
a
2
+δ
,
which implies
(2.1.5) a ≤ 2− 2δ.
From (2.1.30), (2.1.2) and (2.2.38), it follows that
||h˜n(x, x′)− h0(x, x′)||Cr
= ||Qn(x′)||Cr ,
≤ qn−2(||un(qnx′)||Cr + ||vn(qnx′)||Cr ),
≤ qn−2(qn−a(2π)rqnr + C1qn−s′qnr),
≤ C2qnr−a−2,
where C1, C2 are positive constants only depending on r.
To complete the proof, it is enough to make r− a− 2 < 0, which together with
(2.1.55) implies
r < a+ 2 ≤ 4− 2δ.
We set δ′ = 2δ, then the proof of Corollary 2.3 is completed. 
The following sections are devoted to prove Theorem 2.1. For simplicity, we
don’t distinguish the constant C in following different estimate formulas.
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2.1.2.2. Estimate of lower bound of P hn
0+
In this section, we will estimate the lower bound of P hn
0+
at a given point. To
achieve that, we need to estimate the distances of pairwise adjacent elements of the
minimal configuration.
2.1.2.2.1. A spacing lemma
Lemma 2.4 Let (xi)i∈Z be a minimal configuration of h¯n with rotation symbol 0+,
then
xi+1 − xi ≥ C(n−
a
2 ), for xi ∈
[
1
4
,
3
4
]
,
where h¯n(xi, xi+1) = h0(xi, xi+1) + un(xi+1).
Proof Without loss of generality, we assume xi ∈ [0, 1] for all i ∈ Z. By
Aubry’s crossing lemma, we have
0 < ... < xi−1 < xi < xi+1 < ... < 1.
We consider the configuration (ξi)i∈Z defined by
ξj =
{
xj , j < i,
xj+1, j ≥ i.
Since (xi)i∈Z is minimal, we have∑
i∈Z
h¯n(ξi, ξi+1)−
∑
i∈Z
h¯n(xi, xi+1) ≥ 0.
By the definitions of h¯n and (ξi)i∈Z, we have
0 ≤
∑
i∈Z
h¯n(ξi, ξi+1)−
∑
i∈Z
h¯n(xi, xi+1)
= h¯n(xi−1, xi+1)− h¯n(xi−1, xi)− h¯n(xi, xi+1)
= (xi+1 − xi)(xi − xi−1)− un(xi).
Moreover,
un(xi) ≤ (xi+1 − xi)(xi − xi−1) ≤ 1
4
(xi+1 − xi−1)2.
Therefore,
xi+1 − xi−1 ≥ 2
√
un(xi).
For xi ∈ [14 , 34 ], un(xi) ≥ n−a, hence,
(2.1.6) xi+1 − xi−1 ≥ 2n− a2 .
Since (xi)i∈Z is a stationary configuration, we have
xi+1 − xi = −∂1h¯n(xi, xi+1),
= ∂2h¯n(xi−1, xi),
= xi − xi−1 + u′n(xi).
Since u′n(x) =
2π
na sin(2πx), it follows from (2.1.6) that
xi+1 − xi ≥ C(n− a2 ), xi ∈
[
1
4
,
3
4
]
.
The proof of Lemma 2.4 is completed. 
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2.1.2.2.2. The lower bound of P hn
0+
By the definition of vn, supp vn∩ [0, 1] ⊂ [12 − 1na , 12 + 1na ] and vn(x+1) = vn(x).
Let (xi)i∈Z be the minimal configuration of h¯n(xi, xi+1) = h0(xi, xi+1) + un(xi+1)
with rotation symbol 0+ satisfying x0 =
1
2 − 1na , then
(xi)i∈Z ∩ suppvn = ∅.
Moreover, for all i ∈ Z,
vn(xi) = 0.
Let (ξi)i∈Z be a minimal configuration of hn defined by (2.2.38) with rotation
symbol 0+ satisfying ξ0 = η, where η satisfies vn(η) = max vn(x) = n
−s, then
∑
i∈Z
(hn(ξi, ξi+1)− hn(ξ−i , ξ−i+1))
≥ vn(η) +
∑
i∈Z
h¯n(ξi, ξi+1)−
∑
i∈Z
hn(ξ
−
i , ξ
−
i+1),
≥ vn(η) +
∑
i∈Z
h¯n(xi, xi+1)−
∑
i∈Z
hn(xi, xi+1),
= vn(η) −
∑
i∈Z
vn(xi+1),
= vn(η).
Therefore,
P hn
0+
(η) = min
x0=η
∑
i∈Z
(hn(xi, xi+1)− hn(x−i , x−i+1)) ≥ vn(η) = n−s.
We conclude that there exists a point ξ ∈ [12 − 1na , 12 + 1na ] such that
(2.1.7) P hn
0+
(ξ) ≥ n−s.
2.1.2.3. The approximation from P hn0+ to P
hn
ω
In this section, we will prove the improvement of modulus of continuity of
Peierls’s barrier based on the hyperbolicity of hn. Namely
Lemma 2.5 For every irrational rotation symbol ω satisfying 0 < ω < n−
a
2
−δ, we
have
|P hnω (ξ)− P hn0+ (ξ)| ≤ C exp
(
−2n δ2
)
.
where ξ ∈ [12 − 1na , 12 + 1na ] and δ is a small positive constant independent of n.
2.1.2.3.1. Some counting lemmas
To prove the lemma, we need to do some preliminary work. First of all, we
count the number of the elements of a minimal configuration (xi)i∈Z with arbitrary
rotation symbol ω in a given interval. With the method of [F], we can conclude the
following lemma.
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Lemma 2.6 Let (xi)i∈Z be a minimal configuration of hn with rotation symbol ω >
0, Jn =
[
exp
(
−n δ2
)
, 12
]
and Λn = {i ∈ Z|xi ∈ Jn}, then
♯Λn ≤ Cn a2+ δ2 ,
where ♯Λn denotes the number of elements in Λn and δ is a small positive constant
independent of n.
Proof Let x− = exp
(
−n δ2
)
, x+ = 12 and σ =
(
x+
x−
) 1
N
, hence,
lnσ =
ln(x+)− ln(x−)
N
.
We choose N ∈ N such that 1 ≤ lnσ ≤ 2, then N = Ω
(
n
δ
2
)
.
We consider the partition of the interval Jn = [x
−, x+] into the subintervals
Jkn = [σ
kx−, σk+1x−] where 0 ≤ k < N . Hence, Jn = ∪N−1k=0 Jkn . We set Sk = {i ∈
Λn|(xi−1, xi+1) ⊂ Jkn} and mk = ♯Sk.
By the similar deduction as the one in Lemma 2.4, we have
xi+1 − xi−1 ≥ 2
√
un(xi) + vn(xi) ≥ Cn−
a
2xi, for xi ∈
[
0,
1
2
]
.
For simplicity of notation, we denote Cn−
a
2 by αn.
If there exists k such that i ∈ Sk for (xi)i∈Z, then xi+1 − xi−1 ≥ αnσkx−,
moreover,
mkαnσ
kx− ≤ 2L(Jkn) = 2(σ − 1)σkx−,
where L(Jkn) denotes the length of the interval of Jkn . Hence mk ≤ 2(σ − 1)α−1n .
On the other hand, if i ∈ Λn\∪N−1k=0 Sk , then there exists l satisfying 0 ≤ l < N
such that
xi−1 < σlx− < xi+1.
Hence,
♯{i ∈ Λn|i 6∈ Sk for any k} ≤ 2N.
Therefore,
♯(Λn) ≤ 2N(σ − 1)α−1n + 2N.
Since 1 ≤ lnσ ≤ 2 and N = Ω
(
n
δ
2
)
, then we have
♯Λn ≤ Cn
a
2
+ δ
2 .
The proof of Lemma 2.6 is completed. 
Remark 2.7 Let (xi)i∈Z be a minimal configuration of hn defined by (2.2.38) with
rotation symbol ω > 0, An argument as similar as the one in Lemma 2.6 implies
that
♯
{
i ∈ Z
∣∣∣∣xi ∈ [exp(−n δ2) , 1− exp(−n δ2)]
}
≤ Cn a2+ δ2 .
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It is easy to count the number of the elements of a minimal configuration with
irrational rotation symbol. More precisely, we have the following lemma.
Lemma 2.8 Let (xi)i∈Z be a minimal configuration with rotation number ω ∈ R\Q.
Then for every interval Ik of length k, k ∈ N,
k
ω
− 1 ≤ ♯{i ∈ Z|xi ∈ Ik} ≤ k
ω
+ 1.
Proof For every minimal configuration (xi)i∈Z with rotation number ω, there
exists an orientation-preserving circle homeomorphism φ such that ρ(Φ) = ω, where
Φ : R → R denotes a lift of φ. Since ω ∈ R\Q, thanks to [H1], φ has a unique
invariant probability measure µ¯ on T such that
∫ Φ(x)
x dµ¯ = ω for every x ∈ R. We
denote
∫ Φ(x)
x dµ¯ by µ(x,Φ(x)). In particular,
µ(xi, xi+1) = ω, for every i ∈ Z.
From µ(Ik) = k, it follow that
ω(♯{i ∈ Z|xi ∈ Ik} − 1) ≤ k,
ω(♯{i ∈ Z|xi ∈ Ik}+ 1) ≥ k,
which completes the proof of Lemma 2.8. 
Based on Lemma 2.6 and Lemma 2.8, if 0 < ω < n−
a
2
−δ and ω is irrational,
then
(2.1.8) ♯{i ∈ Z|xi ∈ I1} ≥ 1
ω
− 1 ≥ C1n
a
2
+δ > C2n
a
2
+ δ
2 ,
where I1 denotes the closed interval of length 1. Moreover, we have the following
conclusion.
Lemma 2.9 Let (xi)i∈Z be a minimal configuration of hn defined by (2.2.38) with
rotation symbol 0 < ω < n−
a
2
−δ, then there exist j−, j+ ∈ Z such that
0 < xj−−1 < xj− < xj−+1 ≤ exp(−n
δ
2 ),
1− exp(−n δ2 ) ≤ xj+−1 < xj+ < xj++1 < 1.
Proof By contradiction, we assume that there exist at most two points of
(xi)i∈Z in [0, exp(−n δ2 )], say xm and xm+1. It follows that xm−1 < 0 and xm+2 >
exp(−n δ2 ). Hence, among the intervals [xm−1, xm], [xm, xm+1] and [xm+1, xm+2],
there exists at least one such that its length is not less than 13 exp(−n
δ
2 ). Without
loss of generality, say [xm+1, xm+2].
Since (xi)i∈Z is a stationary configuration, we have
xm+2 − xm+1 = xm+1 − xm + u′n(xm+1),
where u′n(xm+1) =
2π
na sin(2πxm+1). From xm+1 ∈ [− exp(−n
δ
2 ), exp(−n δ2 )], it fol-
lows that
|u′n(xm+1)| ≤ Cn−a exp(−n
δ
2 ),
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which implies there exists N independent of n such that [− exp(−n δ2 ), exp(−n δ2 )]
contains at most N points of (xi)i∈Z.
On the other hand, by (2.1.8), we have that for n large enough, the number of
points of (xi)i∈Z in [− exp(−n δ2 ), exp(−n δ2 )] is also large enough, which is a contra-
diction. Therefore, there exists j− ∈ Z such that
0 ≤ xj−−1 < xj− < xj−+1 < exp(−n
δ
2 ).
Similarly, there exists j+ ∈ Z such that
1− exp(−n δ2 ) ≤ xj+−1 < xj+ < xj++1 < 1.
The proof of Lemma 2.9 is completed. 
Remark 2.10 From the proof of Lemma 2.9, it is easy to see that each of [0, exp(−n δ2 )]
and [1−exp(−n δ2 ), 1] contains a large number of points of the minimal configuration
(xi)i∈Z for n large enough.
By Lemma 2.8 and Lemma 2.9, without loss of generality, one can assume that
(2.1.9) j+ − j− ≥ C
(
n
a
2
+ 2δ
3
)
.
If ξ ∈ Ahnω , then P hnω (ξ) = 0. Hence, it suffices to consider the case with ξ 6∈ Ahnω
for destruction of invariant circles. Let (ξ−, ξ+) be the complementary interval of
Ahnω in R and contains ξ. Let ξ± = (ξ±i )i∈Z be the minimal configurations with
rotation symbol ω satisfying ξ±0 = ξ
± and let (ξi)i∈Z be a minimal configuration of
hn with rotation symbol ω satisfying ξ0 = ξ and ξ
−
i ≤ ξi ≤ ξ+i . By the definition of
Peierls barrier, we have
P hnω (ξ) =
∑
i∈Z
(hn(ξi, ξi+1)− hn(ξ−i , ξ−i+1)).
Since P hnω (ξ) is 1-periodic with respect to ξ, without loss of generality, we assume
that ξ ∈ [0, 1]. We set d(x) = min{|x|, |x − 1|} and denote exp(−n δ2 ) by ǫ(n). By
Lemma 2.9, there exist i−, i+ such that
(2.1.10) d(ξ−i ) < ǫ(n) and ξ
−
i+1 − ξ−i−1 ≤ ǫ(n) for i = i−, i+.
Thanks to Aubry’s crossing lemma, we have ξ−i ≤ ξi ≤ ξ+i ≤ ξ−i+1. Hence,
ξi − ξ−i ≤ ǫ(n) for i = i−, i+.
2.1.2.3.2. Proof of lemma 2.5
In the following, we will prove Lemma 2.5 with the method similar to the one
developed by Mather in [M3]. The proof can be proceeded in the following two
steps.
Step 1 We consider the number of the elements in a segment of the configuration
as the length of the segment. In the first step, we approximate P hnω (ξ) for ξ ∈
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[
1
2 − 1na , 12 + 1na
]
by the difference of the actions of the segments of length i+−i−+1.
To achieve that, we define the following configurations
xi =
{
ξi, i 6= i−, i+,
ξ−i , i = i
−, i+, and yi =
{
ξi, i
− < i < i+,
ξ−i , i ≤ i−, i ≥ i+,
where (ξi)i∈Z is a minimal configuration. It is easy to see that ξ0 = ξ is con-
tained both of (xi)i∈Z and (yi)i∈Z up to the rearrangement of the index i since
ξ ∈ [12 − 1na , 12 + 1na ]. Hence, by the minimality of (ξi)i∈Z satisfying ξ0 = ξ, we have
(2.1.11) P hnω (ξ) ≤
∑
i∈Z
(hn(yi, yi+1)− hn(ξ−i , ξ−i+1)).
Since ω is irrational, then (xi)i∈Z is asymptotic to (ξ−i )i∈Z, which together with the
minimality of (ξ−i )i∈Z yields
(2.1.12)
∑
i∈Z
(hn(yi, yi+1)− hn(ξ−i , ξ−i+1) ≤
∑
i∈Z
(hn(xi, xi+1)− hn(ξ−i , ξ−i+1)).
We set
h(xi, ..., xj) =
∑
i≤s<j
h(xs, xs+1),
then∑
i∈Z
(hn(xi, xi+1)− hn(ξi, ξi+1)) =
∑
i=i−,i+
(hn(ξi−1, ξ−i , ξi+1)− hn(ξi−1, ξi, ξi+1)).
By the construction of vn and Lemma 2.9, we have vn(ξi−), vn(ξ
−
i−
) = 0. It follows
that
hn(ξi−−1, ξ
−
i−
, ξi−+1)− hn(ξi−−1, ξi− , ξi−+1)
= hn(ξi−−1, ξ
−
i−
) + hn(ξ
−
i−
, ξi−+1)− hn(ξi−−1, ξi−)− hn(ξi− , ξi−+1),
= (ξi− − ξ−i−)(ξi−−1 + ξ−i− + ξi− + ξi−+1) + un(ξi−)− un(ξ−i−),
≤ 4(ξi− − ξ−i−)ǫ(n) + u′n(η)(ξi− − ξ−i−),
≤ 4ǫ(n)2 + 2π
na
sin(2πη)ǫ(n),
≤ Cǫ(n)2,
where η ∈ (ξi− , ξ−i−). It is similar to obtain
hn(ξi+−1, ξ
−
i+
, ξi++1)− hn(ξi+−1, ξi+ , ξi++1) ≤ Cǫ(n)2.
Hence,
(2.1.13)
∑
i∈Z
(hn(xi, xi+1)− hn(ξi, ξi+1)) ≤ Cǫ(n)2.
Moreover,∑
i∈Z
(hn(xi, xi+1)− hn(ξ−i , ξ−i+1))
=
∑
i∈Z
(hn(xi, xi+1)− hn(ξi, ξi+1) + hn(ξi, ξi+1)− hn(ξ−i , ξ−i+1)),
=
∑
i∈Z
(hn(xi, xi+1)− hn(ξi, ξi+1)) + P hnω (ξ),
≤ P hnω (ξ) + Cǫ(n)2.
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Therefore, it follows from (2.1.11) and (2.1.12) that
(2.1.14) P hnω (ξ) ≤
∑
i∈Z
(hn(yi, yi+1)− hn(ξ−i , ξ−i+1)) ≤ P hnω (ξ) + Cǫ(n)2,
where
(2.1.15)
∑
i∈Z
(hn(yi, yi+1)− hn(ξ−i , ξ−i+1)) = hn(yi− , ..., yi+)− hn(ξ−i− , ..., ξ−i+).
Step 2 It follows from [M4] that the Peierls’s barrier P hn
0+
(ξ) could be defined as
follows
(2.1.16) P hn
0+
(ξ) = min
η0=ξ
∑
i∈Z
hn(ηi, ηi+1)−min
∑
i∈Z
hn(zi, zi+1),
where (ηi)i∈Z and (zi)i∈Z are monotone increasing configurations limiting on 0, 1.
We set {
K(ξ) = minη0=ξ
∑
i∈Z hn(ηi, ηi+1),
K = min
∑
i∈Z hn(zi, zi+1).
First of all, it is easy to see that K(ξ) and K are bounded. Second, P hn
0+
(ξ) = 0
for ξ = 0 or 1. Hence, we only need to consider the case with ξ ∈ (0, 1). Following
the ideas of [M6], let ξ− and ξ+ be minimal configurations of rotation symbol 0+
and let (ξ−0 , ξ
+
0 ) be the complementary interval of Ahn0+ and contains ξ. Based on the
definition
P hn
0+
(ξ) = min
x0=ξ
{G0+(x)|ξ−i ≤ ζi ≤ ξ+i },
where
G0+(ζ ) =
∑
i∈Z
(hn(ζi, ζi+1)− hn(ξ−i , ξ−i+1)) = −K +
∑
i∈Z
hn(ζi, ζi+1),
the proof of (2.1.16) will be completed when we verify that the configuration (ζi)i∈Z
achieving the minimum in the definition of K(ξ) satisfies ξ−i ≤ ζi ≤ ξ+i . It can be
easily obtained by Aubry’s crossing lemma. In fact, since (ξ−i )i∈Z and (ζi)i∈Z are
minimal and both are α-asymptotic to 0 as well as ω-asymptotic to 1, by Aubry’s
crossing lemma, (ξ−i )i∈Z and (ζi)i∈Z do not cross. Similarly (ξ
+
i )i∈Z and (ζi)i∈Z do
not cross. It follows from ζ0 ∈ (ξ−0 , ξ+0 ) that (ζi)i∈Z achieving the minimum in the
definition of K(ξ) satisfies ξ−i ≤ ζi ≤ ξ+i .
In the following, we will compare K, K(ξ) with hn(ξ
−
i−
, ..., ξ−
i+
), hn(yi− , ..., yi+)
respectively, here hn(ξ
−
i−
, ..., ξ−
i+
) and hn(yi− , ..., yi+) are as the same as the notations
in (2.1.15).
First, we consider K and hn(ξ
−
i−
, ..., ξ−
i+
). Let (zi)i∈Z be a monotone increasing
configuration limiting on 0, 1 such that K =
∑
i∈Z hn(zi, zi+1). By Lemma 2.6,
♯{i ∈ Z|zi ∈ [ǫ(n), 1 − ǫ(n)]} ≤ Cn a2+ δ2 .
On the other hand, since (zi)i∈Z has the rotation number 0+, then from (2.1.9), it
follows that up to the rearrangement of the index i, there exists a subset of length
i+ − i− of (zi)i∈Z, denoted by {zi− , zi−+1, . . . , zi+−1, zi+} such that
zi−+1 ≤ ǫ(n), zi+−1 ≥ 1− ǫ(n).
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By Lemma 2.9, ξ−
i−+1
> 0 and ξ−
i+−1 < 1 for the minimal configuration (ξ
−
i )i∈Z.
We consider the configuration (x¯i)i∈Z defined by

x¯i = ξ
−
i , i
− < i < i+,
x¯i = 0, i ≤ i−,
x¯i = 1, i ≥ i+.
By the definition of hn, hn(x¯i, x¯i+1) = 0 for i < i
− or i ≥ i+, then
∑
i∈Z
hn(x¯i, x¯i+1) = hn(x¯i− , ..., x¯i+).
Moreover, by the minimality of (zi)i∈Z, we have
(2.1.17) K ≤
∑
i∈Z
hn(x¯i, x¯i+1) = hn(x¯i− , ..., x¯i+).
By the construction of hn, we have vn(x¯i−+1) = vn(ξ
−
i−+1
) = 0. Hence,
hn(x¯i− , x¯i−+1)− hn(ξ−i− , ξ−i−+1)
=
1
2
(x¯i− − x¯i−+1)2 + un(x¯i−+1)−
1
2
(ξ−
i−
− ξ−
i−+1
)2 − un(ξ−i−+1),
=
1
2
(ξ−
i−+1
)2 − 1
2
(ξ−
i−+1
− ξ−
i−
)2,
=
1
2
ξ−
i−
(2ξ−
i−+1
− ξ−
i−
),
≤ Cǫ(n)2.
(2.1.18)
It is similar to obtain
(2.1.19) hn(x¯i+−1, x¯i+)− hn(ξ−i+−1, ξ−i+) ≤ Cǫ(n)2.
Since
hn(x¯i− , ..., x¯i+)− hn(ξ−i− , ..., ξ−i+)
= hn(x¯i− , x¯i−+1)− hn(ξ−i− , ξ−i−+1) + hn(x¯i+−1, x¯i+)− hn(ξ−i+−1, ξ−i+),
then
(2.1.20) hn(x¯i− , ..., x¯i+)− hn(ξ−i− , ..., ξ−i+) ≤ Cǫ(n)2.
From (2.1.17) and (2.1.20) we have
(2.1.21) K ≤ hn(ξ−i− , ..., ξ−i+) + Cǫ(n)2.
To obtain the reverse inequality of (2.2.45), we consider the configuration as
follows 

x˜i = zi, i
− < i < i+,
x˜i = 0, i ≤ i−,
x˜i = 1, i ≥ i+.
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From the definition of hn, it follows that vn(zi−+1) = 0 and hn(zi, zi+1) ≥ 0 for
all i ∈ Z. Moreover, we have
hn(x˜i− , ..., x˜i+)−K
= hn(x˜i− , x˜i−+1) + hn(x˜i+−1, x˜i+)−
∑
i<i−,i≥i+
hn(zi, zi+1),
≤ 1
2
(zi−+1)
2 + un(zi−+1) +
1
2
(zi+−1 − 1)2,
≤ u′n(η)zi−+1 + C1ǫ(n)2,
≤ 2πn−a sin(2πη)zi−+1 + C1ǫ(n)2,
≤ C2n−a(zi−+1)2 + C1ǫ(n)2,
≤ Cǫ(n)2.
where η ∈ (0, zi−+1). Namely
(2.1.22) hn(x˜i− , ..., x˜i+) ≤ K + Cǫ(n)2.
Furthermore, we consider the finite segment of the configuration defined by

ηi = x˜i, i
− < i < i+,
ηi = ξ
−
i , i = i
−,
ηi = ξ
−
i , i = i
+.
Then, the minimality of (ξ−i )i∈Z implies hn(ξ
−
i−
, ..., ξ−
i+
) ≤ hn(ηi− , ..., ηi+). Hence, by
(2.1.22), we have
(2.1.23) hn(ξ
−
i−
, ..., ξ−
i+
) ≤ K + Cǫ(n)2 + hn(ηi− , ..., ηi+)− hn(x˜i− , ..., x˜i+),
where
hn(ηi− , ..., ηi+)− hn(x˜i− , ..., x˜i+)
= hn(ηi− , ηi−+1)− hn(x˜i− , x˜i−+1) + hn(ηi+−1, ηi+)− hn(x˜i+−1, x˜i+).
By the deduction as similar as (2.1.18), we have
hn(ηi− , ηi−+1)− hn(x˜i− , x˜i−+1) ≤ Cǫ(n)2,
hn(ηi+−1, ηi+)− hn(x˜i+−1, x˜i+) ≤ Cǫ(n)2.
Moreover,
(2.1.24) hn(ηi− , ..., ηi+)− hn(x˜i− , ..., x˜i+) ≤ Cǫ(n)2.
Hence, from (2.1.23) and (2.13), it follows that
(2.1.25) hn(ξ
−
i−
, ..., ξ−
i+
) ≤ K + Cǫ(n)2,
which together with (2.2.45) implies
(2.1.26) |hn(ξ−i− , ..., ξ−i+)−K| ≤ Cǫ(n)2.
Next, we compare hn(yi− , ..., yi+) with K(ξ).
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Since (ξi)i∈Z is minimal among all configurations with rotation symbol ω satis-
fying ξ0 = ξ. By (2.1.10) and Aubry’s crossing lemma, we have
d(ξi) ≤ ǫ(n), for i = i−, i+,
where d(ξi) = min{|ξi|, |ξi − 1|}. By an argument as similar as the one in the
comparison between K and hn(ξ
−
i−
, ..., ξ−
i+
), we have
(2.1.27) |hn(ξi− , ..., ξi+)−K(ξ)| ≤ Cǫ(n)2.
By the construction of (yi)i∈Z, namely
yi =
{
ξi, i
− < i < i+,
ξ−i , i ≤ i−, i ≥ i+,
we have
hn(yi− , ..., yi+)− hn(ξi− , ..., ξi+)
= hn(ξ
−
i−
, ξi−+1)− hn(ξi− , ξi−+1) + hn(ξi+−1, ξ−i+)− hn(ξi+−1, ξi+).
By the deduction as similar as (2.1.20), we have
(2.1.28) |hn(yi− , ..., yi+)− hn(ξi− , ..., ξi+)| ≤ Cǫ(n)2.
Finally, from (2.1.14), (2.1.26), (2.1.27) and (2.1.28) we obtain
|P hnω (ξ)− P hn0+ (ξ)| ≤ |hn(yi− , ..., yi+)− hn(ξ−i− , ..., ξ−i+) +K −K(ξ)|+ C1ǫ(n)2,
≤ |hn(ξi− , ..., ξi+)−K(ξ)|+ |hn(ξ−i− , ..., ξ−i+)−K|
+ |hn(yi− , ..., yi+)− hn(ξi− , ..., ξi+)|+ C1ǫ(n)2,
≤ Cǫ(n)2,
= C exp
(
−2n δ2
)
,
which completes the proof of Lemma 2.5. 
2.1.2.4. Proof of Theorem 2.1
Based on the preparation above, it is easy to prove Theorem 2.1. We assume
that there exists an invariant circle with rotation number 0 < ω < n−
a
2
−δ for hn,
then P hnω (ξ) ≡ 0 for every ξ ∈ R. By Lemma 2.5, we have
(2.1.29) |P hn
0+
(ξ)| ≤ C exp
(
−2n δ2
)
, for ξ ∈
[
1
2
− 1
na
,
1
2
+
1
na
]
.
On the other hand, (2.1.7) implies that there exists a point ξ˜ ∈ [12 − 1na , 12 + 1na ]
such that
P hn
0+
(ξ˜) ≥ n−s.
Hence, we have
n−s ≤ C exp
(
−2n δ2
)
.
It is an obvious contradiction for n large enough. Therefore, there exists no invariant
circle with rotation number 0 < ω < n−
a
2
−δ.
For −n− a2−δ < ω < 0, by comparing P hnω (ξ) with P hn0− (ξ), the proof is similar.
We omit the details. Therefore, the proof of Theorem 2.1 is completed. 
18 L. WANG
2.1.3. Cω case
We will prove the following theorem:
Theorem 2.11 Given an integrable generating function h0, a rotation number ω
and a small positive constant δ, there exists a sequence of real-analytic (hn)n∈N such
that hn → h0 in the C3−δ topology and the exact monotone area-preserving twist
maps generated by (hn)n∈N admit no invariant circles with the rotation number ω.
2.1.3.1. Construction of the generating functions
Consider a completely integrable system with the generating function
h0(x, x
′) =
1
2
(x− x′)2, x, x′ ∈ R.
We construct the perturbation consisting of two parts. The first one is
(2.1.30) un(x) =
1
na
(1− cos(2πx)), x ∈ R,
where n ∈ N and a is a positive constant independent of n.
We construct the second part of the perturbation in the following. Let pN (x)
be a trigonometric polynomial of degree N . It is easy to see that for any r > 0,
(2.1.31) ||pN (x)||r ≤ erN ||pN (x)||,
where ||pN (x)||r denotes the maximum of |pN (z)| in the strip Sr = {z ∈ C| |Imz| ≤ r}
of width 2r in the complex plane and ||pN (x)|| denotes the maximum of |pN (x)| on
the real line. Without loss of generality, we take r = 1, a.e.
(2.1.32) ||pN (x)||1 ≤ eN max |pN (x)|.
Then, by Cauchy estimates, for any fixed s > 0, we have
(2.1.33) ||pN (x)||Cs ≤ CseN max |pN (x)|,
where Cs is a constant depending only on s.
Based on Lemma 2.4, we need to construct a real analytic function with a
“bump” in correspondence with the interval Λn satisfying
(2.1.34) L(Λn) ∼ n− a2 and Λn ⊂
[
1
4
,
3
4
]
,
where L(Λn) denotes the Lebesgue measure of Λn and f ∼ g means that 1C g < f <
Cg holds for some constant C > 1.
The “bump” will be accomplished by using Jackson’s approximation theorem
(see [Z, p115]). It states that let φ(x) be an k-times differentiable periodic function
on R, then for every N ∈ N, there exists a trigonometric polynomial pN (x) of degree
N such that
max |pN (x)− φ(x)| ≤ AkN−k||φ(x)||Ck ,
where Ak is a constant depending only on k ∈ N.
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We take a C∞ bump function φ supported on the interval Λn, whose maximum
is equal to 2. By (2.1.34), the length of Λn is bounded by Cn
− a
2 , one can choose
φ(x) such that
(2.1.35) ||φ(x)||Ck ∼
(
n
a
2
)k
= n
ak
2 .
Then, choosing N large enough to achieve
(2.1.36) AkN
−k||φ(x)||Ck < σ ≪ 1,
where σ will be determined in the following, by Jackson’s approximation theorem,
we can construct a trigonometric polynomial pN (x) of degree N such that:
(2.1.37)
{
max pN (x) ≥ 1, attained on Λn,
|pN (x)| ≤ σ, on [0, 1]\Λn.
By (3.4.2), we have
(2.1.38) N ≥ Cσ− 1kn a2 .
Finally, we consider the normalized trigonometric polynomial
(2.1.39) p˜N (x) = e
−2N
(
pN (x)
max pN (x)
)2
.
From (2.1.33), p˜N (x) satisfies:
(2.1.40)


p˜N (x) ≥ 0,
||p˜N (x)||Cs ≤ C,
max p˜N (x) = e
−2N , attained on Λn,
|p˜N (x)| ≤ σ2e−2N , on [0, 1]\Λn.
Based on preparations above, we can construct the second part of the perturbation
as follow
(2.1.41) vn(x) = un(x)p˜N (x) =
1
na
(1− cos 2πx)p˜N (x).
It is easy to see vn satisfies the following properties:
(2.1.42)


vn(x) ≥ 0,
||vn(x)||Cs ≤ Cn−a,
max vn(x) ≥ e−2Nn−a, attained on Λn,
|vn(x)| ≤ Cσ2e−2Nn−a, on [0, 1]\Λn.
So far, we complete the construction of the generating function of the nearly
integrable system, a.e.
(2.1.43) hn(x, x
′) = h0(x, x′) + un(x′) + vn(x′),
where n ∈ N.
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2.1.3.2. Proof of Theorem 2.11
If ω ∈ Q, then the invariant circles with rotation number ω could be easily
destructed by an analytic perturbation arbitrarily close to 0. Therefore it suffices
to consider the irrational ω. Firstly, we prove the non-existence of invariant circles
with a small enough rotation number. More precisely, we have the following Lemma:
Lemma 2.12 For ω ∈ R\Q and n large enough, the exact area-preserving mono-
tone twist map generated by hn admits no invariant circle with the rotation number
satisfying
|ω| < n−a−δ,
where δ is a small positive constant independent of n.
Proof First of all, we estimate the lower bound of P hn
0+
. Let (ξi)i∈Z be a minimal
configuration of hn defined by (2.2.38) with rotation symbol 0
+ satisfying ξ0 = η,
where η satisfies vn(η) = max vn(x) and let (xi)i∈Z be the minimal configuration
of h¯n(xi, xi+1) = h0(xi, xi+1) + un(xi+1) with rotation symbol 0
+ satisfying x0 ∈
[0, 1]\Λn, then ∑
i∈Z
(hn(ξi, ξi+1)− hn(ξ−i , ξ−i+1))
≥ vn(η) +
∑
i∈Z
h¯n(ξi, ξi+1)−
∑
i∈Z
hn(ξ
−
i , ξ
−
i+1),
≥ vn(η) +
∑
i∈Z
h¯n(xi, xi+1)−
∑
i∈Z
hn(xi, xi+1),
= vn(η) −
∑
i∈Z
vn(xi+1).
Therefore, we have shown:
(2.1.44) P hn
0+
(η) = min
ξ0=η
∑
i∈Z
(hn(ξi, ξi+1)− hn(ξ−i , ξ−i+1)) ≥ vn(η)−
∑
i∈Z
vn(xi+1).
By (2.1.42), we have
(2.1.45) vn(η) ≥ e−2Nn−a.
It follows that
(2.1.46)∑
i∈Z
vn(xi+1) ≤ σ2e−2N
∑
i∈Z
un(xi+1) ≤ σ2e−2N
∑
i∈Z
1
4
(xi+1 − xi−1)2 ≤ σ2e−2N .
Hence,
(2.1.47) P hn
0+
(η) ≥ e−2N (n−a − σ2),
we choose then σ (consequently N) in such a way that
1
4
n−a − σ2 ≥ 0,
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which implies
σ ≤ 1
2
n−
a
2 .
By (3.4.4), if follows that
(2.1.48) N ≥ Cn a2+ a2k .
Therefore,
(2.1.49) max
N
P hn
0+
(η) ≥ n−a exp
(
−Cn a2+ a2k
)
.
Second, following a similar argument as [W1], we have
(2.1.50) |P hnω (ξ)− P hn0+ (ξ)| ≤ C exp
(
−2n a2+ δ2
)
.
where ξ ∈ Λn and δ is a small positive constant independent of n. Here Λn is as the
same as the notation in (2.1.34).
Based on the preparations above, it is easy to prove Lemma 2.12. We assume
that there exists an invariant circle with rotation number 0 < ω < n−a−δ for hn,
then P hnω (ξ) ≡ 0 for every ξ ∈ R. By (2.1.50), we have
(2.1.51) |P hn
0+
(ξ)| ≤ C exp
(
−2n a2+ δ2
)
, for ξ ∈ Λn.
On the other hand, (2.1.49) implies that there exists a point η ∈ Λn such that
P hn
0+
(η) ≥ n−a exp
(
−Cn a2+ a2k
)
.
Hence, we have
(2.1.52) n−a exp
(
−Cn a2+ a2k
)
≤ C exp
(
−2n a2+ δ2
)
.
To achieve the contradiction, it suffices to take
k >
3a
2δ
,
which implies
a
2k
<
δ
3
<
δ
2
.
Hence, for n large enough
(2.1.53) n−a exp
(
−Cn a2+ a2k
)
≥ C exp
(
−2n a2+ δ2
)
,
which contradicts (2.1.52). Therefore, there exists no invariant circle with rotation
number 0 < ω < n−a−δ.
For −n−a−δ < ω < 0, by comparing P hnω (ξ) with P hn0− (ξ), the proof is similar.
We omit the details. This completes the proof of Lemma 2.12. 
By Lemma 2.2, the case with a given irrational rotation number can be easily
reduced to the one with a small enough rotation number. For the sake of simplicity
of notations, we denote Qqn by Qn and the same to uqn , vqn and hqn . Let
Qn(x) = qn
−2(un(qnx) + vn(qnx)),
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where (qn)n∈N is a sequence satisfying Dirichlet approximation
(2.1.54) |qnω − pn| < 1
qn
,
where pn ∈ Z and qn ∈ N. Since ω ∈ R\Q, we say qn → ∞ as n → ∞. Let
h˜n(x, x
′) = h0(x, x′) +Qn(x′), we prove Theorem 2.11 for (h˜n)n∈N as follow:
Proof Based on Lemma 2.12 and Dirichlet approximation (2.1.54), it suffices
to take
1
qn
≤ 1
qna+δ
,
which implies
(2.1.55) a ≤ 1− δ.
From the constructions of un and vn, it follows that
||h˜n(x, x′)− h0(x, x′)||Cr
= ||Qn(x′)||Cr ,
≤ qn−2(||un(qnx′)||Cr + ||vn(qnx′)||Cr ),
≤ qn−2(qn−a(2π)rqnr + C1qn−aqnr),
≤ C2qnr−a−2,
where C1, C2 are positive constants only depending on r.
To complete the proof, it is enough to make r− a− 2 < 0, which together with
(2.1.55) implies
r < a+ 2 ≤ 3− δ.
This completes the proof of Theorem 2.11. 
2.2. Case with d ≥ 3 degrees of freedom
2.2.1. Preliminaries
In T∗Td, a submanifold T d is called Lagrangian torus if it is diffeomorphic to the
torus Td and the symplectic form vanishes on it. For positive definite Hamiltonian
systems, if a Lagrangian torus is invariant under the Hamiltonian flow, it is then
the graph over Td (see [BP]). An example of Lagrangian torus is the KAM torus.
Definition 2.13 T¯ d is called d dimensional KAM torus if
• T¯ d is a Lipschitz graph over Td;
• T¯ d is invariant under the Hamiltonian flow ΦHt generated by the Hamiltonian
function H;
• there exists a diffeomorphism φ : Td → T¯ d such that φ−1 ◦ ΦtH ◦ φ = Rtω for
any t ∈ R, where Rtω : x→ x+ ωt and ω is called the rotation vector of T¯ d.
For positive definite Hamiltonian systems, each KAM torus T¯ d supports a min-
imal measure µ. The rotation number ρ of µ is well defined and ρ(µ) = ω. The
rotation vector of the Lagrangian torus T d is not well defined. If T d supports sev-
eral invariant measures with different rotation vectors. In this paper, we are only
concerned with Lagrangian tori with well defined rotation vectors.
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Definition 2.14 T d is called d dimensional Lagrangian torus with the rotation vec-
tor ω if
• T d is a Lagrangian submanifold;
• T d is invariant for the Hamiltonian flow ΦtH generated by H.
• each orbit on T d has the same rotation vector.
In [H4], it is proved that each orbit on T d is an action minimizing curve.
An arithmetic approximation of the rotation vector is found in [Ch]. For any
given vector ω ∈ Rd with d ≥ 2, there is a sequence of integer vectors kn ∈ Zd with
|kn| → ∞ such that
(2.2.1) |〈ω, kn〉| < C|kn|d−1 ,
where C is a constant independent of n,
|k| =

 d∑
j=1
k2i


1
2
, for k = (k1, k2, . . . , kd).
A rotation vector ω ∈ Rd is called resonant if there exists k ∈ Zd such that
〈ω, k〉 = 0. Otherwise, it is non-resonant. Obviously, a Lagrangian torus with the
resonant rotation vector can be destructed by analytic perturbation arbitrarily close
to zero. Hence, it is sufficient to consider the Lagrangian torus with the non resonant
rotation vector. In that case, one can assume that the Lagrangian torus T d supports
a uniquely ergodic minimizing measure. Moreover, by [Ma3], T d is a Lipschitz graph
over the underlying manifold Td.
2.2.2. C∞ case
We will prove the following theorem:
Theorem 2.15 Given an integrable Hamiltonian H0 with d (d ≥ 3) degrees of free-
dom, a rotation vector ω and a small positive constant δ, there exists a sequence of
C∞ Hamiltonians {Hn}n∈N such that Hn → H0 in C2d−δ topology and the Hamil-
tonian flow generated by Hn does not admit the Lagrangian torus with the rotation
vector ω.
This theorem implies that the rigidity of the Lagrangian torus is as the same
as the KAM torus. Roughly speaking, the maximum of r is closely related to the
arithmetic property of the rotation vector ω. If ω is a Diophantine vector, then r is
at most 2d − δ. If ω is a Liouville vector, then r can be arbitrarily large. If ω can
be approximated exponentially by rational vectors, then the Lagrangian torus with
the rotation vector ω can be destructed by an arbitrarily small perturbation in Cω
(analytic) topology (see [Be]).
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2.2.2.1. Destruction of Lagrangian torus with a special rotation vector
The Hamiltonian function we consider here is nearly integrable
(2.2.2) Hn(q, p) = H0(p)− Pn(q),
where (q, p) ∈ Td × Rd. Without loss of generality, we assume
H0(p) =
1
2
|p|2,
for which (2.2.2) is a typical mechanical system.
Since Hn is strictly convex with respect to p, by the Legendre transformation,
the Lagrangian function corresponding to Hn is
(2.2.3) Ln(q, q˙) =
1
2
|q˙|2 + Pn(q),
where q˙ = ∂H0∂p .
Let
Pn(q) =
1
na
(1− cos q1) + vn (q1, q2) ,
where a is a positive constant independent of n. For the rotation vector ω =
(ω1, . . . , ωd), vn(q1, q2) is constructed as follow
(2.2.4)


vn is 2π-periodic,
supp vn ∩ {[0, 2π] × [−π, π]} = BRn(q∗),
max(q1,q2)∈[0,2π]×[−π,π] vn = vn(q0) = |ω1|s,
||vn||Cr ∼ |ω1|s
′
,
where Rn =
|ω1|
n2 , q
∗ = (π, 0) and we require s′ > 3, it can be satisfied if s > r + 3.
For (2.2.2), we have the following lemma.
Lemma 2.16 For n large enough, the Hamiltonian flow generated by Hn(q, p) does
not admit any Lagrangian torus with rotation vector ω = (ω1, . . . , ωd) satisfying
|ω1| < n− a2−ǫ,
where ǫ > 0 is independent of n.
Lemma 2.24 will be proved with variational method. First of all, we put it into the
Lagrangian formalism. Let σn = n
−a. The Lagrangian function corresponding to
(2.2.3) is
Ln
(
q1, Q, q˙1, Q˙
)
=
1
2
|Q˙|2 + 1
2
|q˙1|2 + σn(1− cos(q1)) + vn(q1, q2),(2.2.5)
whereQ = (q2, . . . , qd). Ln(q1, Q, q˙1, Q˙) can be considered as a perturbation coupling
of a rotator with d− 1 degrees of freedom and a perturbation with the Lagrangian
function
(2.2.6) An(q1, q˙1) =
1
2
|q˙1|2 + σn(1− cos(q1)),
which corresponds to the Hamiltonian via Legendre transformation
(2.2.7) hn(q1, p1) =
1
2
|p1|2 − σn(1− cos q1).
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2.2.2.1.1. The action of the simple pendulum
Each solution of the Lagrangian equation determined by An, denoted by q1(t),
determines an orbit (q1(t), p1(t)) of the Hamiltonian flow generated by hn. Each orbit
stays in certain energy level set (q1, p1) ∈ h−1n (e). Under the boundary condition
that t0 = 0, t1 = π (or t1 = π, t2 = 2π), there is a unique correspondence between
t1− t0 and the energy, denoted by e(t1− t0), such that the determined orbit stays in
the energy level set h−1n (e(t1 − t0)). More precisely, we have the following lemma.
Lemma 2.17 Let q¯1 be the solution of An on (t0, t¯1) satisfying the boundary condi-
tions {
q¯1(t0) = 0,
q¯1(t¯1) = π,
e(t¯1 − t0) be the energy of q¯1, i.e. (q¯1, p¯1) ∈ h−1n (e(t¯1 − t0)) and ω1 be the average
speed of q¯1 on (t0, t¯1), then
(2.2.8) e(t¯1 − t0) ∼ σn exp
(
−C
√
σn
|ω1|
)
,
where f ∼ g means that 1C g < f < Cg holds for some constant C > 0, σn = n−a.
Proof By the definition, we have
1
2
| ˙¯q1|2 − σn(1− cos(q¯1)) = e(t¯1 − t0),
hence
| ˙¯q1| =
√
2(e(t¯1 − t0) + σn(1− cos(q¯1))).
Since the average speed of q¯1 is ω1, by a direct calculation, we have
π
|ω1| =
∫ t¯1
t0
dt =
∫ π
0
dq¯1√
2(e(t¯1 − t0) + σn(1− cos(q¯1)))
∼ 1√
σn
ln
(
σn
e(t¯1 − t0)
)
,
moreover,
e(t¯1 − t0) ∼ σn exp
(
−C
√
σn
|ω1|
)
,
which complete the proof of Lemma 2.17. 
It is easy to see that Lemma 2.17 also holds for{
q¯1(t¯1) = π,
q¯1(t2) = 2π.
The following lemma implies that the actions along orbits in the neighborhood
of the separatix of the pendulum does not change too much with respect to a small
change in speed (time).
Lemma 2.18 Let t¯1, t˜1 ∈ [t0, t2]. Let q¯1(t) be a solution of An on (t0, t¯1) and (t¯1, t2)
with boundary conditions respectively{
q¯1(t0) = 0,
q¯1(t¯1) = π,
{
q¯1(t¯1) = π,
q¯1(t2) = 2π,
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and let q˜1(t) be a solution of An on (t0, t˜1) and (t˜1, t2) with boundary conditions
respectively {
q˜1(t0) = 0,
q˜1(t˜1) = π,
{
q˜1(t˜1) = π,
q˜1(t2) = 2π.
Let ω¯′1 and ω¯
′′
1 be the average speed of q¯1 on (t0, t¯1) and (t¯1, t2) respectively. Let ω˜
′
1
and ω˜′′1 be the average speed of q˜1 on (t0, t˜1) and (t˜1, t2) respectively. We set
|ω1| = max
{|ω¯′1|, |ω¯′′1 |, |ω˜′1|, |ω˜′′1 |} ,
then
(2.2.9)
∣∣∣∣
∫ t2
t0
An(q¯1, ˙¯q1)dt−
∫ t2
t0
An(q˜1, ˙˜q1)dt
∣∣∣∣ ≤ C1|t¯1 − t˜1|σn exp
(
−C2
√
σn
|ω1|
)
.
Proof The proof follows the similar idea of Lemma 4 in [Be]. Let q1(t) be a
solution of An on (t0, t1) and (t1, t2) with boundary conditions respectively{
q1(t0) = 0,
q1(t1) = π,
{
q1(t1) = π,
q1(t2) = 2π.
We consider the function
L(t1) =
∫ t1
t0
An(q1, q˙1)dt+
∫ t2
t1
An(q1, q˙1)dt,
=
∫ π
0
√
2(e(t1 − t0) + V (q1))dq1 − e(t1 − t0)(t1 − t0)
+
∫ 2π
π
√
2(e(t2 − t1) + V (q1))dq1 − e(t2 − t1)(t2 − t1),
where
V (q1) = σn(1− cos(q1)),
and e(∆t) denotes the energy of the orbit of the pendulum moving half a turn in
time ∆t. The quantity e(∆t) is differentiable with respect to ∆t, then
dL(t1)
dt1
=
∫ π
0
e˙(t1 − t0)√
2(e(t1 − t0) + V (q1))
dq1 − e˙(t1 − t0)(t1 − t0)
− e(t1 − t0)−
∫ 2π
π
e˙(t2 − t1)√
2(e(t2 − t1) + V (q1))
dq1
+ e˙(t2 − t1)(t2 − t1) + e(t2 − t1),
=
∫ t1
t0
e˙(t1 − t0)dt− e˙(t1 − t0)(t1 − t0)− e(t1 − t0)
−
∫ t2
t1
e˙(t2 − t1)dt+ e˙(t2 − t1)(t2 − t1) + e(t2 − t1),
=e(t2 − t1)− e(t1 − t0).
(2.2.10)
Thus, we have ∣∣∣∣dL(t1)dt1
∣∣∣∣ ≤ |e(t2 − t1)|+ |e(t1 − t0)|.
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Integrate from t¯1 to t˜1 and from (2.2.8), it follows that∣∣∣∣
∫ t2
t0
An(q¯1, ˙¯q1)dt−
∫ t2
t0
An(q˜1, ˙˜q1)dt
∣∣∣∣ ≤ C1|t¯1 − t˜1|σn exp
(
−C2
√
σn
|ω1|
)
,
which completes the proof of Lemma 2.18. 
2.2.2.1.2. The velocity of the action minimizing orbit
Once the function q1(t) is fixed, the function Q(t) is the solution of the Euler-
Lagrange equation with the non autonomous Lagrangian
(2.2.11)
1
2
|Q˙(t)|2 + vn (q1(t), q2(t)) ,
where Q(t) = (q2(t), . . . , qd(t)).
Lemma 2.19 Let (q1(t), Q(t)) be the orbit of Ln with rotation vector ω, then for
any t′, t′′ ∈ R and t ∈ [t′, t′′] we have
(2.2.12)
∣∣∣∣Q˙(t)− Q(t′′)−Q(t′)t′′ − t′
∣∣∣∣ ≤ C|ω1|2.
Proof By the Euler-Lagrange equation, we have
q¨i(t) = 0, for i = 3, . . . , d,
hence q˙i(t) = const., (2.2.12) is verified obviously for qi(t), i = 3, . . . , d. We just
need to consider q2(t). Let q1(t0) = 0 and q1(t2) = 2π. It suffices to prove that for
t ∈ [t′, t′′] ⊂ [t0, t2]
(2.2.13)
∣∣∣∣q˙2(t)− q2(t′′)− q2(t′)t′′ − t′
∣∣∣∣ ≤ C|ω1|2.
From the Euler-Lagrange equation,
q¨2(t) =
∂vn
∂q2
(q1(t), q2(t)),
together with ||vn||Cr ∼ |ω1|s′ , we obtain
q¨2(t) ≤ C1|ω1|s′ .
Integrate the two sides of the inequality above from t′ to t′′, we have
|q˙2(t′′)− q˙2(t′)| ≤ C2|ω1|s′ |t′′ − t′|.
It follows from (2.2.1) that |t′′ − t′| ≤ C3|ω1|−1. Hence
|q˙2(t′′)− q˙2(t′)| ≤ C4|ω1|s′−1.
Since s′ > 3, we have
|q˙2(t′′)− q˙2(t′)| ≤ C4|ω1|2.
This completes the proof. 
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2.2.2.1.3. Proof of Lemma 2.24
Based on the minimal property of the orbits on an invariant Lagrangian torus
and its graph property, passing through each x ∈ Td, there is a unique minimal
curve q(t) with rotation vector ω if the Hamiltonian flow generated by Hn admits a
Lagrangian torus with rotation vector ω. Hence, it is sufficient to prove the existence
of some point in Td where no minimal curve passes through.
Indeed, any minimal curve does not pass through the subspace (π, 0)×Td−2. It
implies Lemma 2.24. Let us assume the contrary, namely, there exists t¯1 such that
q1(t¯1) = π, q2(t¯1) = 0,
where q(t) = (q1, q2, . . . , qd)(t) is a minimal curve in the universal covering space R
d.
Because of ω1 6= 0, there exist t0 and t2 such that
q1(t0) = 0, q1(t2) = 2π.
Obviously, t0 < t¯1 < t2 and
t2 − t0 ∼ 1|ω1| .
Let t˜1 be the last time before t¯1 or the first time after t¯1 such that
|q2(t˜1)− q2(t¯1)| = π.
It is easy to see that,
|t˜1 − t¯1| ∼ 1|ω2| .
Since |ω2| ∼ 1, then
|t˜1 − t¯1| ≤ C0.
Without loss of generality, one can assume ω1 > 0 and ω2 > 0. Consider a solution
q˜1 of An on (t0, t˜1) and on (t˜1, t2) with boundary conditions respectively{
q˜1(t0) = q1(t0) = 0,
q˜1(t˜1) = q1(t¯1) = π,
{
q˜1(t˜1) = q1(t¯1) = π,
q˜1(t2) = q1(t2) = 2π.
Since q is assumed to be a minimal curve, we have
(2.2.14)
∫ t2
t0
Ln(q˜1, Q, ˙˜q1, Q˙)dt−
∫ t2
t0
Ln(q1, Q, q˙1, Q˙)dt ≥ 0.
See Fig.1, where x1 = (q1(t¯1), q2(t¯1)) = (π, 0), x0 = (q1(t0), q2(t0)) = (0, q2(t0)),
x2 = (q1(t2), q2(t2)) = (2π, q2(t2)), x˜
′
1 = (π,−π) and x˜′′1 = (π, π).
(q˜1(t), q2(t)) passes through the point x˜
′
1 or x˜
′′
1. Thus, by the construction of
Ln, we obtain from (2.2.14) that
(2.2.15)
∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q1, q˙1)dt ≥
∫ t2
t0
vn(q1, q2)dt−
∫ t2
t0
vn(q˜1, q2)dt.
By the definition of vn as (2.2.4), we find
(q˜1(t), q2(t)) ∩ supp vn = ∅, for t ∈ (t0, t2).
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· · · · · · · · · · · ·
0−pi pi
q1
q2
2pi
0
x0
x2
x1 x˜
′′
1x˜
′
1
Figure 1: The projections of the curves (q1(t), Q(t)) and (q˜1(t), Q(t)) on [0, 2π] ×R
In fact, if there would exist tˆ such that (q˜1(tˆ), q2(tˆ)) ∈ supp vn, without loss of
generality, one can assume tˆ > t˜1. By Lemma 2.19, for any t ∈ [t˜1, tˆ],
q˙2(t) ≤ C1,
hence,
tˆ− t˜1 ≥ C2,
where C1, C2 are constants independent of n. Consequently
|q˜1(tˆ)− q˜1(t˜1)| ≥ C3|ω1| > Rn,
where Rn is the radius of the support of vn. It is impossible.
Hence, we have
∫ t2
t0
vn(q1, q2)dt−
∫ t2
t0
vn(q˜1, q2)dt =
∫ t2
t0
vn(q1, q2)dt.
By the construction of vn and the minimality of (q1, Q), a simple calculation shows
(2.2.16)
∫ t2
t0
vn(q1, q2)dt ≥ |ω1|λ,
where λ is a positive constant. Consequently, if follows from (2.2.15) that
(2.2.17)
∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q1, q˙1)dt ≥ |ω1|λ.
On the other hand, consider a solution q¯1 of An on (t0, t¯1) and on (t¯1, t2) with
boundary conditions respectively{
q¯1(t0) = q1(t0) = 0,
q¯1(t¯1) = q1(t¯1) = π,
{
q¯1(t¯1) = q1(t¯1) = π,
q¯1(t2) = q1(t2) = 2π.
Along both of which the action of An achieves its minimum. Thus, we have∫ t2
t0
An(q1, q˙1)dt ≥
∫ t2
t0
An(q¯1, ˙¯q1)dt.
We compare the action
∫ t2
t0
An(q˜1, ˙˜q1)dt with the action
∫ t2
t0
An(q¯1, ˙¯q1)dt in the
alternative cases, which is based on the choices of t˜1. See Fig.2, where t¯ =
t0+t2
2 .
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t¯ t¯t¯ t¯1 t¯1t¯1
t˜1t˜1t˜1
Case 1 Case 2a Case 2b
Figure 2: The choices of t˜1
Case 1: |t¯1 − t¯| ≤ C0.
In this case, the average speed of q¯1 on (t0, t¯1) and (t¯1, t2) have the same quantity
order as |ω1|. By |t˜1 − t¯1| ≤ C0, we have |t˜1 − t¯| ≤ 2C0. Hence the average speed of
q˜1 on (t0, t˜1) and (t˜1, t2) have also the same quantity order as |ω1|. Thus, Lemma
2.18 implies∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q¯1, ˙¯q1)dt ≤ C4σn exp
(
−C5
√
σn
|ω1|
)
.
Case 2: |t¯1 − t¯| > C0.
In this case, we take t˜1 such that |t˜1 − t¯| ≤ |t¯1 − t¯|, which can be achieved by
the suitable choice of the position of q˜1(t˜1). More precisely,
• if t¯1 > t¯ + C0 (Case 2a in Fig.2), we choose t˜1 as the last time before t¯1, i.e.
(q˜1(t˜1), q2(t˜1)) = x˜
′
1 in Fig.1;
• if t¯1 < t¯ − C0 (Case 2b in Fig.2), we choose t˜1 as the first time after t¯1, i.e.
(q˜1(t˜1), q2(t˜1)) = x˜
′′
1 in Fig.1.
For both cases 2a and 2b, it follows from (2.2.10) that∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q¯1, ˙¯q1)dt ≤ 0.
Hence, for any t¯1 ∈ (t0, t2), we can find t˜1 such that∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q1, q˙1)dt ≤
∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q¯1, ˙¯q1)dt,
≤ C4σn exp
(
−C5
√
σn
|ω1|
)
.
Since
|ω1| ≤ n−
a
2
−ǫ.
It is easy to see that for n large enough,
C4σn exp
(
−C5
√
σn
|ω1|
)
≤ |ω1|λ,
where σn = n
−a, which contradicts to (2.2.17) for large n. This completes the proof
of Lemma 2.24. 
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2.2.2.2. Destruction of Lagrangian torus with an arbitrary rotation vector
By (2.2.1), for every non resonant rotation vector ω = (ω1, . . . , ωd) (d ≥ 2),
there exists a sequence of integer vector kn ∈ Zd satisfying |kn| → ∞ as n → ∞
such that
|〈kn, ω〉| < C|kn|d−1 .
2.2.2.2.1. Transformation of coordinates
We choose a sequence of kn ∈ Zd satisfying (2.2.1) and an integer vector se-
quence k′n such that 〈k′n, kn〉 = 0. In addition, select d−2 integer vectors ln3, . . . , lnd
such that kn, k
′
n, ln3, . . . , lnd are pairwise orthogonal. Let
(2.2.18) Kn = (kn, k
′
n, ln3, . . . , lnd)
t.
We choose the transformation of the coordinates
q = Knx.
Let p denotes the dual coordinate of q in the sense of Legendre transformation, i.e.
p = ∂L∂q˙ , it follows that
y = Ktnp,
where Ktn denotes the transpose of Kn. We set
Φn =
(
Kn
K−tn
)
,
then (
q
p
)
= Φn
(
x
y
)
.
It is easy to verify that
ΦtnJ0Φn = J0,
where
J0 =
(
0 1
−1 0
)
,
where 1 denotes a d × d unit matrix. Hence, Φn is a symplectic transformation in
the phase space.
Lemma 2.20 If the Hamiltonian flow generated by H˜n(x, y) admits a Lagrangian
torus with rotation vector ω, then the Hamiltonian flow generated by Hn(q, p) also
admits a Lagrangian torus with rotation vector Knω, where (q, p)
t = Φn(x, y)
t.
Proof Let T˜ d be the Lagrangian torus admitted by H˜n(x, y), a symplectic
form Ω vanishes on TxT˜ d for every x ∈ T˜ d. Since Kn consists of integer vectors,
then T d := KnT˜ d is still a torus. Φn is a symplectic transformation, hence T d is
a Lagrangian torus. From Definition 3.1, each orbit on T˜ d has the same rotation
vector ω. Let γ˜(t) be a lift of an orbit on T˜ d, it follows that
ω = lim
t→∞
γ˜(t)− γ˜(−t)
2t
.
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For γ(t) = Knγ˜(t), we have
lim
t→∞
γ(t)− γ(−t)
2t
= lim
t→∞
Knγ˜(t)−Knγ˜(−t)
2t
;
= Kn lim
t→∞
γ˜(t)− γ˜(−t)
2t
;
= Knω.
This completes the proof. 
Remark 2.21 For T˜ d and T d in the proof of Lemma 2.20, we have
Vol (T d) = |detKn|Vol (T˜ d),
where Vol(·) denotes the volume of (·).
2.2.2.2.2. Proof of Theorem 2.15
We construct H˜n(x, y) as follow:
(2.2.19) H˜n(x, y) =
1
2
|y|2 − P˜n(x),
where
P˜n(x) =
1
|kn|a+2 (1− cos〈kn, x〉) +
1
|kn|2 vn
(〈kn, x〉, 〈k′n, x〉) ,
where k′n is the second row of Kn and vn is defined by (2.2.4). Let q = Knx. In
particular, we have
(2.2.20)
{
q1 = 〈kn, x〉,
q2 = 〈k′n, x〉.
By the transformation of coordinates and the Legendre transformation, the La-
grangian function corresponding to (2.2.19) is
Ln
(
q1, Q, q˙1, Q˙
)
=
1
2
d∑
i=3
|q˙i|2
|lni|2 +
|q˙2|2
2|k′n|2
+
1
|kn|2
(
1
2
|q˙1|2 + 1|kn|a (1− cos(q1)) + vn(q1, q2)
)
,
(2.2.21)
where Q = (q2, . . . , qd).
For the Hamiltonian flow generated by (2.2.19), by Lemma 2.20, for the de-
struction of the Lagrangian torus T˜ d with rotation vector ω, it is sufficient to prove
that the Euler-Lagrange flow generated by (2.2.21) admits no the Lagrangian torus
T d := KnT˜ d with rotation vector Knω. Let Knω = (ω1, ω2, . . . , ωd).
It is easy to see that there exists an integer vector k′n such that
(2.2.22) 〈kn, k′n〉 = 0 and |〈k′n, ω〉| ∼ 1,
i.e. ω2 ∼ 1. In fact, it suffices to consider k′n ∈ Z3. Let k′n = (k′n1, k′n2, k′n3), then for
k′n ∈ Zd, one can take k′n = (k′n1, k′n2, k′n3, 0, . . . , 0) to verify (2.2.22).
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Since ω is non-resonant, then |k′n| → ∞, for n→∞. Let θ be the angle between
k′n and ω, then
|〈k′n, ω〉| = |k′n||ω|| cos θ|,
where |k′n| is determined by (2.2.24) below. Let Π be the plane orthogonal with
respect to kn. Let SRα ⊂ Π be the sector with cental point (0, 0, 0), central angle
α and radius R satisfying α = C1|k′n| and the angle between ω and one of the radii
is equal to π2 − C2|k′n| , where C2 > C1. To achieve (2.2.22), it is sufficient to find an
integer point m = (m1,m2,m3) ∈ Z3 satisfying
(2.2.23) |m| ∼ |k′n| and m ∈ SRα.
In deed, we take k′n = (m1 − 0,m2 − 0,m3 − 0). Since
cos θ ∼ cos(π
2
− 1|k′n|
) = sin
1
|k′n|
∼ 1|k′n|
,
we have |〈k′n, ω〉| ∼ 1. It is easy to see that there exists a suitable constant r(|k′n|)
only depending on |k′n| such that the square of area (r(|k′n|))2 contains at least one
integer point. We take
(2.2.24) |k′n| ∼ (r(|k′n|))κ,
where κ≫ 1, then it can be concluded that the integer satisfying (2.2.34) does exist.
Replacing n by |kn| in the proof of Lemma 2.24, we have that the Euler-Lagrange
flow generated by (2.2.21) does not admit any Lagrangian torus with rotation vector
satisfying
|ω1| < |kn|− a2−ǫ.
From the construction of Kn, |ω1| = |〈kn, ω〉| which together with (2.2.1) implies
|ω1| < C|kn|d−1 .
Based on Lemma 2.20, it suffices to take
C
|kn|d−1 ≤ |kn|
− a
2
−ǫ,
which implies
(2.2.25) a < 2d− 2− 2ǫ.
It follows from (2.2.4) and (2.2.19) that
||H˜n(x, y)−H0(y)||Cr
= ||P˜n(x)||Cr ,
= |kn|−2
(|kn|−a||1 − cos〈kn, x〉||Cr + ||vn(〈kn, x〉, 〈k′n, x〉)||Cr) ,
≤ |kn|−2
(
C1|kn|−a+r + C2|kn|−s′(d−1)+r
)
,
≤ C3
(
|kn|r−a−2 + |kn|r−3(d−1)−2
)
.
To complete the proof of Theorem 2.15, it is enough to make r− a− 2 < 0 and
r − 3(d − 1)− 2 < 0, which together with (2.2.25) implies
r < 2d− 2ǫ.
Taking δ = 3ǫ, this completes the proof of Theorem 2.15. 
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2.2.3. Cω case
We will prove the following theorem:
Theorem 2.22 Given an integrable Hamiltonian H0 with d (d ≥ 3) degrees of free-
dom, a rotation vector ω and a small positive constant δ, there exists a sequence of
Cω Hamiltonians {Hn}n∈N such that Hn → H0 in Cd+1−δ topology and the Hamil-
tonian flow generated by Hn admits no Lagrangian torus with the rotation vector
ω.
2.2.3.1. Construction of Hn
Pn(x) is constructed as follow:
Pn(x) =
1
|kn|d+1−ǫ (1− cos〈kn, x〉) + µn
1
|kn|d+1−ǫ (1− cos〈kn, x〉) cos〈k
′
n, x〉,
where kn, k
′
n are the first two rows of Kn defined as (2.2.18), ǫ is a given small
positive constant and µn satisfies
(2.2.26) µn ∼ exp
(
−|kn| d2− 12+ ǫ3
)
.
A simple calculation implies that for δ = 3ǫ
||Hn(x, y)−H0(y)||Cd+1−δ = ||Pn(x)||Cd+1−δ → 0 as n→∞.
From the transformation matrix of coordinates (2.2.18), let δn =
1
|kn|d−1−ǫ , the La-
grangian function corresponding to (2.2.3) is
Ln
(
q1, Q, q˙1, Q˙
)
=
1
2
d∑
i=3
|q˙i|2
|lni|2 +
|q˙2|2
2|k′n|2
+
1
|kn|2
(
1
2
|q˙1|2 + δn(1− cos(q1))
)
+
1
|kn|2 (µnδn(1− cos(q1)) cos(q2)) ,
(2.2.27)
where Q = (q2, . . . , qd).
Ln(q1, Q, q˙1, Q˙) can be considered as a perturbation coupling of a rotator with
d− 1 degrees of freedom and a perturbation with the Lagrangian function
(2.2.28) An(q1, q˙1) =
1
2
|q˙1|2 + δn(1 − cos(q1)),
which corresponds to the Hamiltonian via Legendre transformation
(2.2.29) hn(q1, p1) =
1
2
|p1|2 − δn(1− cos q1).
We denote the coupling perturbation by
(2.2.30) P˜n(q1, Q) = µnδn(1− cos(q1)) cos(q2).
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2.2.3.2. Melnikov function
In the following, we give some approximation lemmas on the actions of (2.2.28)
and (2.2.30) along the minimal orbits of Ln by the calculation of Melnikov function.
For t ∈ R, the separatrix qˆ1(t) of An as (2.2.28) satisfying ˙ˆq1 > 0 and qˆ1(0) = π
is
(2.2.31)
{
qˆ1(t) = 4 arctan
(
exp(
√
δnt)
)
,
˙ˆq1(t) =
2
√
δn
cosh(
√
δnt)
.
Let the separatrix of An takes value π at t1 and Q(t1) = Q1, then for a given rotation
vector ω, we define the Melnikov function as
Mn(ω,Q1, t1) = δn
∫
R
(1− cos(qˆ1(t− t1))) cos
(〈k′n, ω(t− t1)〉+ q2(t1)) dt.
Namely, Mn is the integral of the coupling perturbation (2.2.30) along the separatrix
of An. It can be explicitly calculated as follow
(2.2.32) Mn(ω,Q1, t1) = 2π
〈ω, k′n〉
sinh(π〈ω,k
′
n〉
2
√
δn
)
cos(q2(t1)).
It is easy to see that Mn only depends on ω2 = 〈ω, k′n〉 and q2(t1) on which Mn is
2π periodic. For the simplicity of notations, we denote Mn(ω,Q1, t1) by
(2.2.33) Mn(ω2, Q1, t1) = 2π
ω2
sinh( πω2
2
√
δn
)
cos(q2(t1)).
Next, we work on the universal covering space of Td. By (2.2.33), a simple calculation
implies the next lemma
Lemma 2.23 If q¯2(t
′)mod 2π = 0 and q˜2(t′′)mod 2π = π. Let
Q′ = (q¯2(t′), q3(t′), . . . , qd(t′)) and Q′′ = q˜2(t′′), q3(t′′), . . . , qd(t′′)),
then for n large enough
(2.2.34) Mn(ω2, Q
′, t′)−Mn(ω2, Q′′, t′′) ≥ exp
(
− λ√
δn
)
,
where λ is a positive constant independent of n.
Proof By (2.2.22), we have
|ω2| ∼ 1.
A simple calculation gives
Mn(ω2, Q
′, t′)−Mn(ω2, Q′′, t′′) ≥ exp
(
−C2|ω2|√
δn
)
≥ exp
(
− λ√
δn
)
,
where λ is a positive constant independent of n. This completes the proof of
(2.2.34). 
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2.2.3.3. An approximation lemma
We use Mn to approximate the action of the perturbation (2.2.30) along the
minimal orbits of Ln.
Lemma 2.24 Let (q1(t), Q(t)) be the minimal orbit of Ln satisfying q1(t1) = π with
rotation vector ω, then
(i) there exist τ > 0 and t0, t2 satisfying
(2.2.35) t0 ≤ t1 − τ
δ′n
< t1 +
τ
δ′n
≤ t2,
such that
q1(t0) = 0, q1(t2) = 2π.
where
δ′n =
1
|kn|d−1− ǫ4
;
(ii) let
(2.2.36) ω¯ =
(
ω1,
Q(t2)−Q(t0)
t2 − t0
)
,
then ∣∣∣∣δn
∫ t2
t0
(1− cos(q1(t))) cos(q2(t))dt−Mn(ω¯2, Q(t1), t1)
∣∣∣∣
≤ C
√
δn exp
(
− λ√
δn
)
,
where C is a positive constant independent of n and λ is the same as the one
in (2.2.34).
Proof The proof of Lemma 2.24 follows from the ideas of [Be]. We will prove
(i) and (ii) respectively in the following. For the simplicity of notations, we will use
u  v (resp. u  v) to denote u ≤ Cv (resp. u ≥ Cv) for some positive constant C.
2.2.3.3.1. Proof of (i)
We set τ = πC0 , where C0 is the constant in (2.2.1). From (2.2.1), it follows that
2τ
δ′n
<
2π
|ω1| .
Hence, we have either
t0 ≤ t1 − τ
δ′n
or t1 +
τ
δ′n
≤ t2.
Without loss of generality, we assume t1 +
τ
δ′n
≤ t2 and prove t0 ≤ t1 − τδ′n in the
following.
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Let t−1 and t3 be the last time to the left of t1 such that q1(t−1) = −π and the
first time to the right of t1 such that q1(t3) = 3π respectively. Consider the solution
q¯ of An on (t−1, t1) satisfying the boundary condition{
q¯(t−1) = q1(t−1) = −π,
q¯(t1) = q1(t1) = π.
We denote the energy of q¯ by e¯. Since t1− t−1  |kn|d−1, by the deduction as similar
as the one in Lemma 2.17, we have
(2.2.37) 0 < e¯ ≤ δn exp
(
−C|kn|
ǫ
√
δn
)
.
We set
e(t) =
1
2
|q˙1(t)|2 − δn(1− cos(q1(t))),
it is easy to see that there exists t¯ ∈ [t−1, t1] such that e(t¯) = e¯. Indeed, without loss
of generality, we assume by contradiction that q1(t) lie above q¯(t) in the phase plane
for all t ∈ [t−1, t1], namely q˙1(t) > ˙¯q(t) for all t ∈ [t−1, t1], which is contradicted by
the boundary conditions q¯(t−1) = q1(t−1) and q¯(t1) = q1(t1). Hence, there exists
t¯ ∈ [t−1, t1] such that q1(t¯) = q¯(t¯) and q˙1(t¯) = ˙¯q(t¯), moreover we have e(t¯) = e¯.
By Euler-Lagrange equation, we can estimate e˙(t). More precisely,
e˙(t)  µnδnq˙1(t).
Hence, integrating from t¯ to t, we have
(2.2.38) sup
t∈[t−1,t1]
|e(t) − e¯| ≤ γµnδn,
where γ is a positive constant independent of n.
We proceed the proof of (i) by the following three steps.
a) q˙1(t1) > 0.
we assume by contradiction that q˙1(t1) ≤ 0. q1(t1) = π together with (2.2.38)
implies that for n large enough, q˙1(t1) < 0. Let us denote by (t1 − ∆t, t1) the
maximal interval on the left of t1 on which q1(t) ≥ π. Since q˙1(t1) < 0, then ∆t > 0.
From q1(t−1) = −π < π = q1(t1), it follows that t1 −∆t > t−1. Let
q˜(t) =
{
q1(t) t ∈ [t−1, t1 −∆t),
2π − q1(t) t ∈ [t1 −∆t, t1].
It is easy to see that (q˜, Q) is still an action minimizing orbit on [t−1, t1]. By the
definition of ∆t, we have that q˜(t1 −∆t) = π and
˙˜q((t1 −∆t)−) · ˙˜q((t1 −∆t)+) ≤ 0,
where (t1−∆t)− denotes t tends to t1−∆t from the left side and (t1−∆t)+ denotes
t tends to t1 − ∆t from the right side. By Euler-Lagrange equation, we have that
˙˜q(t) is continuous for t ∈ [t−1, t1]. Hence, ˙˜q(t1 −∆t) = 0. On the other hand, from
(2.2.37) and (2.2.38), it follows that for n large enough, ˙˜q(t1 −∆t) 6= 0. Therefore,
we have q˙1(t1) > 0.
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b) q˙1(t) > 0 for t ∈
[
t1 − τδ′n , t1
]
.
Let (t˜, t1] be the maximal interval to the left of t1 on which q˙1 > 0, hence we
can denote the inverse function by t(q1). Let Γ = γµnδn. It follows from (2.2.38)
that for q1 < π,
t1 +
∫ q1
π
ds√
2(e¯− Γ + δn(1− cos(s)))
≤ t(q1),
≤ t1 +
∫ q1
π
ds√
2(e¯+ Γ + δn(1− cos(s)))
.
On the other hand, denoting the inverse function of qˆ1(t− t1) by tˆ(q1), we have
tˆ(q1) = t1 +
∫ q1
π
ds√
2(δn(1− cos(s)))
.
Moreover, a simple calculation implies
|t(q1)− tˆ(q1)|  e¯+ Γ
(δn(1− cos(q1))) 32
,
which together with (2.2.26) implies that
(2.2.39) |t(q1)− tˆ(q1)|  Γ
(δn(1− cos(q1))) 32
.
It is easy to see that
(2.2.40) |q˙1|+ | ˙ˆq1| 
√
δn.
Let
F (t) = min{1 − cos(q1(t)), 1 − cos(qˆ1(t− t1))}.
It follows from (2.2.39) and (2.2.40) that for t ∈ [t˜, t2]
(2.2.41) |q1(t)− qˆ1(t− t1)|  Γ
√
δn
(δnF (t))
3
2
.
Hence, we have
t˜ ≤ t1 − τ
δ′n
.
In fact, we assume by contradiction that t˜ > t1 − τδ′n . It follows from (2.2.41) that
for n large enough,
(2.2.42) q1(t˜) ≥ 1
2
qˆ1
(
− τ
δ′n
)
.
If there exists t∗ ∈ [t˜, t1] such that q˙1(t∗) = 0, then
|e(t∗)| ≥ δn exp
(
−C|kn|
3ǫ
4√
δn
)
,
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which is contradicted by (2.2.38) and (2.2.26). Since q˙1(t˜) ≥ 0, we get q˙1(t˜) > 0,
contradicted by the maximality of [t˜, t1]. Therefore, we have t˜ ≤ t1 − τδ′n . i.e.
q˙1(t) > 0 for t ∈
[
t1 − τδ′n , t1
]
.
c) q1(t1 − τδ′n ) > 0.
From (2.2.41) and (2.2.42), we have that for t ∈
[
t1 − τδ′n , t1
]
(2.2.43) |q1(t)− qˆ1(t− t1)|  Γδ−1n exp
(
C|kn| 3ǫ4√
δn
)
.
In terms of the definition of qˆ1(t), it follows from (2.2.26) that for n large enough,
(2.2.44)
1
2
qˆ1
(
− τ
δ′n
)
≤ q1
(
t1 − τ
δ′n
)
≤ 3
2
qˆ1
(
− τ
δ′n
)
.
Hence, q1(t1 − τδ′n ) > 0, which together with q˙1(t) > 0 on
[
t1 − τδ′n , t1
]
implies
t0 ≤ t1 − τδ′n .
Similarly, we have t1 +
τ
δ′n
≤ t2. The proof of (i) is completed.
2.2.3.3.2. Proof of (ii)
We let Ω = [t1 − τδ′n , t1 +
τ
δ′n
]. Since
∣∣∣∣δn
∫ t2
t0
(1− cos(q1(t))) cos(q2(t))dt−Mn(ω¯2, Q(t1), t1)
∣∣∣∣
≤C1δn
(∫
Ω
| cos(q2(t))− cos (qˆ2(t) + q2(t1)− qˆ2(t1)) |dt
+
∫
Ω
| cos(q1(t))− cos(qˆ1(t− t1))|dt +
∫
[t0,t2]\Ω
|1− cos(q1(t))|dt
+
∫
R\Ω
|1− cos(qˆ1(t− t1))|dt
)
,
where qˆ2(t) = q2(t0) + ω2(t− t0). Hence, it suffices to prove the following estimates
(2.2.45) δn
∫
Ω
| cos(q2(t))− cos (qˆ2(t) + q2(t1)− qˆ2(t1)) |dt  ǫn,
(2.2.46) δn
∫
Ω
| cos(q1(t))− cos(qˆ1(t− t1))|dt  ǫn,
(2.2.47) δn
∫
[t0,t2]\Ω
|1− cos(q1(t))|dt  ǫn,
(2.2.48) δn
∫
R\Ω
|1− cos(qˆ1(t− t1))|dt  ǫn,
where we set ǫn =
√
δn exp(− λ√δn ). We will prove (2.2.45)-(2.2.48) in the following.
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First of all, we prove (2.2.45). We set
q¯(t) =


qˆ1(t− t1)φ
(
t− (t1 − τδ′n )
)
, t0 ≤ t ≤ t1,
(qˆ1(t− t1)− 2π)φ
(
−t+ (t1 + τδ′n )
)
+ 2π, t1 ≤ t ≤ t2,
where φ is a C∞ function as follow
φ(t) =
{
0, t ≤ 0,
1, t ≥ 1.
We set Qˆ(t) = Q(t0) + ω¯(t − t0), hence (q¯, Qˆ)(t0) = (q1, Q)(t0) and (q¯, Qˆ)(t2) =
(q1, Q)(t2). From the minimality of (q1, Q), it follows that∫ t2
t0
Ln
(
q1, Q, q˙1, Q˙
)
dt ≤
∫ t2
t0
Ln
(
q¯, Qˆ, ˙¯q,
˙ˆ
Q
)
dt.
Since t2− t0 ≥ 2τ/δ′n, we let Ω¯ = [t1− τδ′n +1, t1+
τ
δ′n
− 1], then (2.2.31) and a direct
calculation implies∫ t2
t0
(1− cos(q¯(t)))dt =
∫
Ω¯
1− cos(qˆ1(t− t1))dt
+
∫
[t0,t2]\Ω¯
(1− cos(q¯(t)))dt,
 1√
δn
∫ 2π
0
√
1− cos(qˆ1)dqˆ1,
 1√
δn
,
hence,
(2.2.49)
∫ t2
t0
(1− cos(q¯))dt  1√
δn
.
Moreover, let ω¯ = (ω¯2, . . . , ω¯d), in terms of the definition of Ln as (2.2.27), we have∫ t2
t0
Ln
(
q¯, Qˆ, ˙¯q,
˙ˆ
Q
)
dt
≤
∫ t2
t0
1
2
d∑
i=3
|ω¯i|2
|lni|2 +
|ω¯2|2
2|k′n|2
+
1
|kn|2
(
1
2
| ˙¯q|2 + δn(1− cos(q¯))
)
dt+
1
|kn|2µnδn
∫ t2
t0
(1− cos(q¯))dt,
hence, from (2.2.49), it follows that∫ t2
t0
Ln
(
q¯, Qˆ, ˙¯q,
˙ˆ
Q
)
dt
≤
∫ t2
t0
1
2
d∑
i=3
|ω¯i|2
|lni|2 +
|ω¯2|2
2|k′n|2
+
1
|kn|2
(
1
2
| ˙¯q|2 + δn(1− cos(q¯))
)
dt+
C
|kn|2µn
√
δn.
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Since µn is small enough for n large enough, we have∫ t2
t0
Ln
(
q1, Q, q˙1, Q˙
)
dt
≥
∫ t2
t0
1
2
d∑
i=3
|q˙i|2
|lni|2 +
|q˙2|2
2|k′n|2
dt+
1
2
1
|kn|2
∫ t2
t0
(|q˙1|2 + δn(1− cos(q1)))dt.
It is easy to see that
1
2
|q˙i|2 = 1
2
|ω¯i|2 + 〈ω¯i, q˙i − ω¯i〉+ 1
2
|q˙i − ω¯i|2, for i = 2, . . . , d,
and the mean value of q˙i − ω¯i vanishes on [t0, t2] for i = 2, . . . , d. Hence,∫ t2
t0
Ln
(
q1, Q, q˙1, Q˙
)
dt
≥
∫ t3
t1
1
2
d∑
i=3
|ω¯i|2
|lni|2 +
|ω¯2|2
2|k′n|2
dt+
1
2
1
|kn|2
∫ t2
t0
(|q˙1|2 + δn(1− cos(q1)))dt.
From the deduction above, we have
1
2
∫ t2
t0
(|q˙1|2 + δn(1− cos(q1)))dt ≤
∫ t2
t0
(
1
2
| ˙¯q|2 + δn(1− cos(q¯))
)
dt+ Cµn
√
δn.
From the definition of q¯ and (2.2.31), a direct calculation implies
∫ t2
t0
(
1
2
| ˙¯q|2 + δn(1− cos(q¯))
)
dt
=
∫
Ω¯
(
1
2
| ˙ˆq1(t− t2)|2 + δn(1− cos(qˆ1(t− t2))
)
dt
+
∫
[t0,t2]\Ω¯
(1− cos(q¯(t)))dt,

√
δn
∫ 2π
0
√
1− cos(qˆ1)dqˆ1,

√
δn,
hence,
(2.2.50)
1
2
∫ t2
t0
(|q˙1|2 + δn(1− cos(q1)))dt 
√
δn.
From Euler-Lagrange equation on (q1, Q), it follows that
|Q¨| ≤ µnδn(1− cos(q1)).
Hence,
|Q˙(t)− Q˙(t′)| ≤ µnδn
∫ t
t′
(1− cos(q1))dt, for any t, t′ ∈ [t0, t2].
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By (2.2.50), we have
|Q˙(t)− Q˙(t′)|  µn
√
δn, for any t, t
′ ∈ [t0, t2].
Moreover,
|Q˙(t)− ω¯|  µn
√
δn, for any t ∈ [t0, t2],
which yields
sup
Ω
|Q(t)− (Qˆ(t) +Q(t1)− Qˆ(t1))|  |kn|
2µn√
δn
,
if we integrate Q˙(t) from t1 to t. In particular, we have
sup
Ω
|q2(t)− (qˆ2(t) + q2(t1)− qˆ2(t1))|  |kn|
2µn√
δn
.
Since
(2.2.51) | cos(θ1)− cos(θ2)| ≤ |θ1 − θ2|,
then the proof of (2.2.45) is completed if we take n large enough.
Second, we prove (2.2.46). By (2.2.44), we have
1
2
qˆ1
(
− τ
δ′n
)
≤ q1
(
t1 − τ
δ′n
)
≤ 3
2
qˆ1
(
− τ
δ′n
)
,
hence, from (2.2.31), it follows that
q1
(
t1 − τ
δ′n
)
 exp
(
−|kn|
3ǫ
4 τ√
δn
)
.
Moreover, the above inequality and (2.2.43) imply that for n large enough and
t ∈ (t1 − τδ′n , t2],
|q1(t)− qˆ1(t− t1)|  Γ
δn(1− cos(qˆ1(t− t1))) 32
 ǫn.
The case in which t ∈ [t1, t1 + τδ′n ] is similar, more precisely,
|q1(t)− qˆ1(t− t1)|  ǫn, for t ∈
[
t1, t1 +
τ
δ′n
]
.
Therefore, from (2.2.51), it follows that
| cos(q1(t))− cos(qˆ1(t− t1))|  ǫn, for t ∈ Ω,
hence, we complete the proof of (2.2.46).
Third, we prove (2.2.47). It suffices to prove for Ω′ =
[
t−1 + τδ′n , t2 −
τ
δ′n
]
δn
∫
Ω′
|1− cos(q1(t))|dt  ǫn,
where t−1 satisfies q1(t−1) = −π.
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Let q˜1 be the solution of An satisfying boundary conditions

q˜1
(
t−1 + τδ′n
)
= q1
(
t−1 + τδ′n
)
,
q˜1
(
t1 − τδ′n
)
= q1
(
t1 − τδ′n
)
.
From the minimality of (q1, Q), it follows that∫
Ω′
Ln
(
q1, Q, q˙1, Q˙
)
dt ≤
∫
Ω′
Ln
(
q˜1, Q, ˙˜q1, Q˙
)
dt.
By (2.2.27), we have∫
Ω′
1
2
|q˙1|2 + δn(1− cos(q1)) + µnδn(1− cos(q1)) cos(q2)dt
≤
∫
Ω′
1
2
| ˙˜q1|2 + δn(1− cos(q˜1)) + µnδn(1− cos(q˜1)) cos(q2)dt.
From the construction of q˜1, let e˜ be the energy of q˜1, a similar argument as the one
in Lemma 2.17 implies
0 < e˜ ≤ δn exp
(
−C|kn|
ǫ
√
δn
)
.
Based on the change of variable dq = q˙dt, a direct calculation gives∫
Ω′
1
2
| ˙˜q1|2 + δn(1− cos(q˜1)) + µnδn(1− cos(q˜1)) cos(q2)dt
 exp
(
−C|kn|
ǫ
√
δn
)
.
For n large enough, we have
1
2
∫
Ω′
|q˙1|2 + δn(1− cos(q1))dt
≤
∫
Ω′
1
2
|q˙1|2 + δn(1− cos(q1)) + µnδn(1− cos(q1)) cos(q2)dt,
which together with |q˙1| ≥ 0 implies
δn
∫
Ω′
|1− cos(q1(t))|dt ≤
∫
Ω′
|q˙1|2 + δn(1− cos(q1))dt  ǫn,
hence, (2.2.47) is proved.
Finally, the inequality (2.2.48) can be obtained by a direct calculation. More
precisely,
δn
∫
R\Ω
|1− cos(qˆ1(t− t1))|dt =δn
∫ t1− τ
δ′n
−∞
1− cos(qˆ1(t− t1))dt
+ δn
∫ ∞
t1+
τ
δ′n
1− cos(qˆ1(t− t1))dt.
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By (2.2.31), qˆ1(t) = 4 arctan
(
exp(
√
δn(t− t1))
)
, we have
δn
∫ t1− τ
δ′n
−∞
1− cos(qˆ1(t− t1))dt
 δn
∫ t1− τ
δ′n
−∞
arctan2
(
exp(
√
δn(t− t1))
)
dt,
 δn
∫ t1− τ
δ′n
−∞
exp
(
2
√
δn(t− t1)
)
dt,

√
δn exp
(
−2|kn|
3ǫ
4 τ√
δn
)
.
It is similar to get
δn
∫ ∞
t1+
τ
δ′n
1− cos(qˆ1(t− t1))dt 
√
δn exp
(
−2|kn|
3ǫ
4 τ√
δn
)
.
Hence, (2.2.48) is proved for n large enough,.
So far, we complete the proof of (2.2.45)-(2.2.48) and also the proof of Lemma
2.24. 
Remark 2.25 In the proof of (2.2.45), as a bonus we obtain an important estimate
on Q˙(t). Namely, let (q1(t), Q(t)) be the action minimizing orbit of Ln, then for any
t′, t′′ ∈ R and t ∈ [t′, t′′] we have∣∣∣∣Q˙(t)− Q(t′′)−Q(t′)t′′ − t′
∣∣∣∣ ≤ Cµn√δn.
From Remark 2.25 and the definition of Melnikov function (2.2.32), it follows that
for n large enough,
(2.2.52) |Mn(ω2, Q1, t1)−Mn(ω¯2, Q1, t1)| ≤ C
√
δn exp
(
− λ√
δn
)
,
where λ is the same as the one in (2.2.34).
2.2.3.4. Proof of Theorem 2.22
Based on the minimal property of the orbits on an invariant Lagrangian torus
and its graph property, passing through each x ∈ Td, there is a unique minimal
curve q(t) with rotation vector ω if the Hamiltonian flow generated by Hn admits a
Lagrangian torus with rotation vector ω. Hence, it is sufficient to prove the existence
of some point in Td where no minimal curve passes through.
Indeed, any minimal curve does not pass through the subspace (π, 0) × Td−2.
It implies Lemma 2.24. Let us assume contrary, namely, there exists t¯1 such that
q1(t¯1) = π, q2(t¯1) = 0,
where q(t) = (q1, q2, . . . , qd)(t) is a minimal orbit in the universal covering space R
d.
Because of ω1 6= 0, there exist t0 and t1 such that
q1(t0) = 0, q1(t2) = 2π.
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Obviously, t0 < t¯1 < t2. From (2.2.1), we have
t2 − t0 ≥ 2π
C0
|kn|d−1,
where C0 is the constant in (2.2.1). Let t˜1 be the last time before t¯1 or the first time
after t¯1 such that
|q2(t˜1)− q2(t¯1)| = π.
By (2.2.22), we have
|t˜1 − t¯1| ∼ 1|ω2| ≤ C1.
Without loss of generality, one can assume ω1 > 0 and ω2 > 0. Consider a solution
q˜1 of An on (t0, t˜1) and on (t˜1, t2) with boundary conditions respectively{
q˜1(t0) = q1(t0) = 0,
q˜1(t˜1) = q1(t¯1) = π,
{
q˜1(t˜1) = q1(t¯1) = π,
q˜1(t2) = q1(t2) = 2π.
Since q = (q1, q2, . . . , qd) is assumed to be a minimal curve, setting Q =
(q2, . . . , qd), we have
(2.2.53)
∫ t2
t0
Ln(q˜1, Q, ˙˜q1, Q˙)dt−
∫ t2
t0
Ln(q1, Q, q˙1, Q˙)dt ≥ 0.
See Fig.3, where x1 = (q1(t¯1), q2(t¯1)) = (π, 0), x0 = (q1(t0), q2(t0)) = (0, q2(t0)),
x2 = (q1(t2), q2(t2)) = (2π, q2(t2)), x˜
′
1 = (π,−π) and x˜′′1 = (π, π).
· · · · · · · · · · · ·
0−pi pi
q1
q2
2pi
0
x0
x2
x1 x˜
′′
1x˜
′
1
Figure 3: The projections of the curves (q1(t), Q(t)) and (q˜1(t), Q(t)) on [0, 2π] ×R
(q˜1(t), q2(t)) passes through the point x˜
′
1 or x˜
′′
1. Thus, by the construction of
Ln, we obtain from (2.2.53) that∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q1, q˙1)dt
≥ µn
(∫ t2
t0
P˜n(q1, Q)dt−
∫ t2
t0
P˜n(q˜1, Q)dt
)
,
(2.2.54)
where
P˜n(q1, Q) = µnδn(1− cos q1) cos q2.
By Lemma 2.24, we have∫ t2
t0
P˜n(q˜1, Q)dt−
∫ t2
t0
P˜n(q1, Q)dt
≤Mn(ω¯2, Q(t˜1), t˜1)−Mn(ω¯2, Q(t¯1), t¯1) + C
√
δn exp
(
− λ√
δn
)
,
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where ω¯ = (Q(t2)−Q(t0))/(t2−t0). Here, the approximation fromMn(ω¯2, Q(t˜1), t˜1)
to
∫ t2
t0
P˜n(q˜1, Q)dt can not be obtained directly by Lemma 2.24, since (q˜1, Q(t)) may
be not minimal. But based on the simplicity of q˜1, a much simpler calculation than
the one in Lemma 2.24 implies that the approximation in Lemma 2.24 is still verified
for the orbit (q˜1, Q(t)). We omit it.
By Lemma 2.23 and (2.2.52), we have
∫ t2
t0
P˜n(q˜1, Q)dt−
∫ t2
t0
P˜n(q1, Q)dt  − exp
(
− λ√
δn
)
.
From (2.2.54), it follows that
(2.2.55)
∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q1, q˙1)dt  µn exp
(
− λ√
δn
)
.
On the other hand, consider a solution q¯1 of An on (t0, t¯1) and on (t¯1, t2) with
boundary conditions respectively
{
q¯1(t0) = q1(t0) = 0,
q¯1(t¯1) = q1(t¯1) = π,
{
q¯1(t¯1) = q1(t¯1) = π,
q¯1(t2) = q1(t2) = 2π.
We have ∫ t2
t0
An(q1, q˙1)dt ≥
∫ t2
t0
An(q¯1, ˙¯q1)dt.
Since |t˜1 − t¯1| ≤ C1, An argument similar as the one to Fig. 2 implies
∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q¯1, ˙¯q1)dt  |kn|d−1δn exp
(
−C|kn|
ǫ
√
δn
)
.
From (2.2.26),
µn ∼ exp
(
−|kn|
d
2
− 1
2
+ ǫ
3
)
,
it follows that
∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q¯1, ˙¯q1)dt  µn|kn| exp
(
− λ√
δn
)
.
Hence, for any t¯1 ∈ (t0, t2), we can find t˜1 such that
∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q1, q˙1)dt ≤
∫ t2
t0
An(q˜1, ˙˜q1)dt−
∫ t2
t0
An(q¯1, ˙¯q1)dt,
 µn|kn| exp
(
− λ√
δn
)
,
which is contradicted by (2.2.55) for large n. this completes the proof of Theorem
2.22. 
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3. Destruction of all Lagrangian tori
In this section, we are concerned with Lagrangian tori as follow:
Definition 3.1 T d is called d dimensional Lagrangian torus with the rotation vector
ω if
• T d is a Lagrangian submanifold;
• T d is invariant for the Hamiltonian flow ΦtH generated by H.
For positive definite Hamiltonian systems, if a Lagrangian torus is invariant under
the Hamiltonian flow, it is then the graph over Td (see [BP]).
In the following subsections, we consider the destruction of all Lagrangian tori
of symplectic twist maps. Based on the correspondence between symplectic twist
maps and Hamiltonian systems, it can be achieved to destruct all Lagrangian tori
of Hamiltonian systems.
3.1. A toy model
To show the basic ideas, we are beginning with a toy model whose generating
function is as follow:
(3.1.1) hn(x, x
′) = h0(x, x′)− 5
4n2
sin(nx′)− 1
16n2
cos(2nx′),
where h0(x, x
′) = 12(x − x′)2. Let fn(x, y) = (x′, y′) be the exact area-preserving
twist map generated by (3.1.1), then{
y = −∂1hn(x, x′) = x′ − x,
y′ = ∂2hn(x, x′) = x′ − x− 54n cos(nx′) + 18n sin(2nx′).
We set φn(x) = − 54n cos(nx) + 18n sin(2nx), then
(3.1.2) fn(x, y) = (x+ y, y + φn(x+ y)).
In [H2], Herman found a criterion of total destruction of invariant circles. By Birkhoff
graph theorem (see [H4]), if fn admits an invariant circle, then the invariant circle
is a Lipschitz graph. We denote the graph by ψn, then it follows from [H5] that
ψn ◦ gn − ψn = φn ◦ gn,
where gn = Id + ψn. This is equivalent to
(3.1.3)
1
2
(gn + g
−1
n ) = Id +
1
2
φn.
Let Dn be the set of differentiable points of gn, then Dn has full Lebesgue measure
on R since gn is a Lipschitz function. For x ∈ Dn, we differentiae (3.1.3),
1
2
(Dgn(x) + (Dgn)
−1(g−1n (x))) = 1 +
1
2
Dφn(x).
Let Gn = ||Dgn||L∞ . It is easy to see that for ε > 0, there exists x˜ ∈ Dn such that
Dgn(x˜) ≥ Gn − ε. Let Mn = maxDφn, we have
1
2
(
Gn +
1
Gn
− ε
)
≤ 1 + 1
2
Mn.
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Since ε > 0 is arbitrarily small, then
1
2
(
Gn +
1
Gn
)
≤ 1 + 1
2
Mn.
Hence,
(3.1.4) Gn ≤ 1 + 1
2
Mn +
(
Mn +
1
4
Mn
2
) 1
2
.
Obviously, for x ∈ Dn, we have
1
Gn
≤ 1 + 1
2
Dφn(x).
Let mn = minDφn, then we have
1
Gn
≤ 1 + 1
2
mn,
which together with (3.1.4) implies that
1
1 + 12mn
≤ 1 + 1
2
Mn +
(
Mn +
1
4
Mn
2
) 1
2
.
Therefore, it is sufficient for total destruction of invariant circles to construct φn(x)
such that
(3.1.5)
1
1 + 12 minDφn
> 1 +
1
2
maxDφn +
(
maxDφn +
1
4
(maxDφn)
2
) 1
2
.
In our construction,
(3.1.6) Dφn(x) =
5
4
sin(nx) +
1
4
cos(2nx).
A simple calculation implies{
minDφn(x) = −32 , attained at x = 32n + 2πkn ,
maxDφn(x) = 1, attained at x =
π
2n +
2πk
n ,
where k ∈ Z. Hence, (3.1.5) holds. Moreover, the exact area-preserving twist map
generated by (3.1.1) admits no invariant circles.
By interpolation inequality ([H2]), for a small positive constant δ, we have
||φn||C1−δ ≤ 2||φn||δC0 ||Dφn||1−δC0 .
From the construction of φn, it follows that ||φn||C0 → 0, as n →∞ and ||Dφn||C0
is bounded. Hence,
||φn||C1−δ → 0 as n→∞,
which implies that
||hn − h0||C2−δ → 0 as n→∞.
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3.2. C∞ case
In [H5], Herman extended the criterion (3.1.5) to multi-degrees of freedom.
More precisely, for exact symplectic twist map of T∗Td of the following form
(3.2.1) f(x, y) = (x+ y, y + dΨ(x+ y)),
where Ψ ∈ Cr(Td,R), r ≥ 2 and
dΨ =
(
∂Ψ
∂x1
, · · · , ∂Ψ
∂xd
)
.
Let E(x) be the derivative matrix of dΨ and T (x) = 1dtrE(x), where tr denotes the
trace of E(x). From a similar argument as the deduction of (3.1.5), it follows that
it is sufficient for total destruction of Lagrangian tori to construct T (x) such that
(3.2.2)
1
1 + 12 minT (x)
> 1 +
1
2
maxT (x) +
(
maxT (x) +
1
4
(max T (x))2
) 1
2
.
Moreover, for T (x)→ 0, (3.2.2) implies
(3.2.3) − 1
2
minT (x) >
√
maxT (x) +O(max T (x)).
Herman constructed a sequence {Ψn}n∈N that satisfies (3.2.3). It is easy to see
Tn(x) =
1
d∆Ψn where ∆ denotes the Laplacian. Since Tn(x) is 2π-periodic, it is
enough to construct it on [−π, π]d. More precisely,
Tn(x) =


T+n (x), x ∈ [0, π]d,
T−n (x), x ∈ [−π, 0]d,
0, others.
where Tn(x) is C
∞ function, T+n (x) and T−n (x) have the following forms respectively.
T+n (x) satisfies: {
suppT+n (x) ⊂ [0, π]d,
maxT+n (x) =
1
n ,
T−n (x) satisfies: 

suppT−n (x) = BRn(x0),
maxT−n (x) =
1√
n
,
Rn ∼
(
1√
n
) 1
d
,
x0 =
(−π2 , · · · ,−π2 ) ,
where f ∼ g means that 1C g < f < Cg for a constant C > 1. Hence, we obtain a
sequence of {Tn(x)}n∈N with bounded Cd norms and satisfying∫
Td
Tn(x)dx = 0.
Form interpolation inequality, it follows that Tn(x) → 0 as n → ∞ in the Cd−δ
topology for any δ > 0.
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Let Ψn be the unique function in C
∞(Td,R) such that∫
Td
Ψn(x)dx = 0 and
1
d
∆Ψn(x) = Tn(x).
By Schauder estimates one knows that for any δ > 0, Ψn(x) → 0 as n → ∞ in the
Cd+2−δ topology. From the construction of Tn(x), it is easy to see that (3.2.3) is
verified.
Above all, we have the following theorem
Theorem 3.2 All Lagrangian tori of an integrable symplectic twist map with d ≥ 1
degrees of freedom can be destructed by C∞ perturbations of the generating function
and the perturbations are arbitrarily small in the Cd+2−δ topology for a small given
constant δ > 0.
Based on the correspondence between symplectic twist maps and Hamiltonian sys-
tems, we have the following corollary.
Corollary 3.3 All Lagrangian tori of an integrable Hamiltonian system with d ≥ 2
degrees of freedom can be destructed by C∞ perturbations which are arbitrarily small
in the Cd+1−δ topology for a small given constant δ > 0.
3.3. An approximation lemma
In this subsection, we will prove a lemma on C∞ functions approximated by
trigonometric polynomials. First of all, we need some notations. Define
C∞2π(R
d,R) :=
{
f : Rd → R|f ∈ C∞(Rd,R) and 2π − periodic in x1, . . . , xd
}
.
Let f(x) ∈ C∞2π(Rd,R). The m-th Feje´r-polynomial of f with respect to xj is given
by
(3.3.1) F [j]m (f)(x) :=
1
mπ
∫ π/2
−π/2
f(x+ 2ej)
(
sin(mt)
sin t
)2
dt,
where x ∈ Rd, m ∈ N, j ∈ {1, . . . , d} and ej is the j-th vector of the canonical basis
of Rd. F
[j]
m (f)(x) is a trigonometric polynomial in xj of degree at most m− 1. By
[Z],
1
mπ
∫ π/2
−π/2
(
sin(mt)
sin t
)2
dt = 1,
hence, from (3.3.1), we have
||F [j]m (f)||C0 ≤ ||f ||C0 .
We denote
P [j]m (f) := 2F
[j]
2m(f)− F [j]m (f).
It is easy to see that P
[j]
m (f) is a trigonometric polynomial in xj of degree at most
2m− 1. Moreover,
(3.3.2) ||P [j]m (f)||C0 ≤ 3||f ||C0 ,
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(3.3.3) P [j]m (af + bg) = aP
[j]
m (f) + bP
[j]
m (g),
where a, b ∈ R and f, g ∈ C∞2π(Rd,R). For k ∈ {1, . . . , d}, j1, . . . , jk ∈ {1, . . . , d}
with jp 6= jq for p 6= q. Let m1, . . . ,mk ∈ N and f ∈ C∞2π(Rd,R), we define
(3.3.4) P [j1,...,jk]m1,...,mk(f) := P
[j1]
m1
(
P [j2]m2
(
· · ·
(
P [jk]mk (f)
)
· · ·
))
.
It is easy to see that for all l ∈ {1, . . . , k}, P [j1,...,jk]m1,...,mk(f) are trigonometric polynomials
in xl of degree at most 2ml − 1. We have the following lemma.
Lemma 3.4 Let f ∈ C∞2π(Rd,R), r1, . . . , rd ∈ N, m1, . . . ,md ∈ N, then we have
(3.3.5) ‖f − P [1,...,d]m1,...,md(f)‖C0 ≤ Cd
d∑
j=1
1
mjrj
∥∥∥∥ ∂rjf∂xjrj
∥∥∥∥
C0
,
where Cd is a constant only depending on d.
Proof From [A], we will prove Lemma 3.4 by induction. The case d = 1 is covered
by Jackson’s approximation theorem. More precisely, for f ∈ C∞2π(R,R), m, r ∈ N,
we have
(3.3.6) ‖f − P [1]m (f)‖C0 ≤ C1
1
mr
∥∥∥∥∂rf∂xr
∥∥∥∥
C0
.
Let the assertion be true for some d ∈ N. We verify it for d + 1. Consider the
functions f(x1, ·) with x1 as a real parameter. Then by the assertion for d, we have
‖f(x1, ·)− P [2,...,d+1]m2,...,md+1(f)(x1, ·)‖C0 ≤ Cd
d+1∑
j=2
1
mjrj
∥∥∥∥ ∂rjf∂xjrj
∥∥∥∥
C0
,
hence,
(3.3.7) ‖f − P [2,...,d+1]m2,...,md+1(f)‖C0 ≤ Cd
d+1∑
j=2
1
mjrj
∥∥∥∥ ∂rjf∂xjrj
∥∥∥∥
C0
.
Let xˆj ∈ Rd denote the vector x ∈ Rd+1 without its j-th entry. For the functions
f(·, xˆ1), from (3.3.6), it follows that
‖f(·, xˆ1)− P [1]m1(f)(·, xˆ1)‖C0 ≤ C1
1
m1r1
∥∥∥∥ ∂r1f∂x1r1
∥∥∥∥
C0
,
hence,
(3.3.8) ‖f − P [1]m1(f)‖C0 ≤ C1
1
m1r1
∥∥∥∥ ∂r1f∂x1r1
∥∥∥∥
C0
.
By (3.3.2), (3.3.3)),(3.3.4) and (3.3.7), we have∥∥∥P [1]m1(f)− P [1,...,d+1]m1,...,md+1(f)
∥∥∥
C0
=
∥∥∥P [1]m1(f)− P [1]m1 (P [2,...,d+1]m2,...,md+1(f))
∥∥∥
C0
,
=
∥∥∥P [1]m1 (f − P [1]m1P [2,...,d+1]m2,...,md+1(f))
∥∥∥
C0
,
≤ 3Cd
d+1∑
j=2
1
mjrj
∥∥∥∥ ∂rjf∂xjrj
∥∥∥∥
C0
,
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which together with (3.3.8) implies that∥∥∥f − P [1,...,d+1]m1,...,md+1(f)
∥∥∥
C0
≤
∥∥∥f − P [1]m1(f)∥∥∥C0 +
∥∥∥P [1]m1(f)− P [1]m1 (P [2,...,d+1]m2,...,md+1(f))
∥∥∥
C0
,
≤ C1 1
m1r1
∥∥∥∥ ∂r1f∂x1r1
∥∥∥∥
C0
+ 3Cd
d+1∑
j=2
1
mjrj
∥∥∥∥ ∂rjf∂xjrj
∥∥∥∥
C0
,
≤ Cd+1
d+1∑
j=1
1
mjrj
∥∥∥∥ ∂rjf∂xjrj
∥∥∥∥
C0
.
This finishes the proof. 
Obviously, there exist mj¯ , rj¯ such that
1
mj¯
rj¯
∥∥∥∥ ∂rj¯f∂xj¯ rj¯
∥∥∥∥
C0
= max
1≤j≤d
{
1
mjrj
∥∥∥∥ ∂rjf∂xjrj
∥∥∥∥
C0
}
.
Hence, we have
‖f − P [1,...,d]m1,...,md(f)‖C0 ≤ dCd
1
mj¯
rj¯
∥∥∥∥ ∂rj¯f∂xj¯ rj¯
∥∥∥∥
C0
,
≤ C ′d
1
mj¯
rj¯
‖f‖Crj¯ .
For the simplicity of notations, we denote
pN (x) = P
[1,...,d]
m1,...,md
(f)(x),
where x = (x1, . . . , xd) and N = 2mj¯ − 1. Moreover, we denote k := rj¯, then
(3.3.9) ‖f(x)− pN (x)‖C0 ≤ AdkN−k‖f(x)‖Ck ,
where Adk is a constant depending on d and k.
3.4. Cω case
Similar to Herman’s construction, we consider C∞ function T˜n(x) as follow:
T˜n(x) =


T˜+n (x), x ∈ [0, π]d,
T˜−n (x), x ∈ [−π, 0]d,
0, others.
T˜+n (x) satisfies: {
supp T˜+n (x) ⊂ [0, π]d,
max T˜+n (x) ∼ 1,
T˜−n (x) satisfies: 

supp T˜−n (x) = BRn(x0),
max T˜−n (x) = n,
Rn ∼
(
1
n
) 1
d ,
x0 =
(−π2 , · · · ,−π2 ) .
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By Lemma 3.4, there exists a trigonometric polynomial pN (x1, · · · , xd) in xl
(1 ≤ l ≤ d) of degree at most N such that∥∥∥T˜n(x1, · · · , xd)− pN (x1, · · · , xd)∥∥∥
C0
≤ AdkN−k
∥∥∥T˜n(x1, · · · , xd)∥∥∥
Ck
.
By the construction of T˜n, we have
(3.4.1) ||T˜n(x1, · · · , xd)||Ck ∼ n
k
d
+1.
Then, choosing N large enough such that
(3.4.2) AdkN
−k||T˜n(x1, · · · , xd)||Ck < σ ≪ 1,
where σ is a small enough positive constant. Hence, we have
(3.4.3)
{
max pN (x) ∼ n, attained on BRn(x0),
max pN (x) ∼ 1, on [−π, π]d\ BRn(x0).
By (3.4.1) and (3.4.2), we have
(3.4.4) N >
(
Adk
σ
) 1
k
n
1
d
+ 1
k ≥ Cn 1d+ 1k ,
where C is a constant independent of n. We consider the normalized trigonometric
polynomial
(3.4.5) p˜N (x) =
1
n1−ε
pN (x)
max |pN (x)| ,
where x = (x1, . . . , xd). It is easy to see that{
max p˜N (x) ∼ 1n2−ε ,
min p˜N (x) ∼ − 1n1−ε .
Hence, (3.2.3) is verified.
Next, we estimate ||p˜N (x)||Cr . By a simple calculation, we have
(3.4.6) ||pN (x)||Cr ≤ CnN r+1.
Then,
||p˜N (x)||Cr ≤ 1
n1−ε
1
max |pN (x)| ||pN (x)||C
r ,
≤ 1
n2−ε
· CnN r+1,
= C
1
n1−ε
N r+1.
To achieve n−(1−ε)N r+1 → 0 as n→∞, it suffices to make
1
n1−ε
N r+1 ≤ 1
nε
.
Hence, we have
r ≤ logN n1−2ε − 1.
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From (3.4.4), we take
N ∼ n 1d+ 1k ,
then, we have
(3.4.7) max
N
r ≤
(
1
d
+
1
k
)−1
(1− 2ε)− 1.
Since k can be made large enough, we take k = d2ε . Let
δ =
4ε
1 + 2ε
d,
then, we have
(3.4.8) max
N
r ≤ d− 1− δ.
It follows that p˜N (x)→ 0 as n→∞ in the Cd−1−δ for any δ > 0.
Let Ψ˜n be the unique function in C
ω(Td,R) such that
∫
Td
Ψ˜n(x)dx = 0 and
1
d
∆Ψ˜n(x) = p˜N (x).
By Schauder estimates one knows that for any δ > 0, Ψ˜n(x) → 0 as n → ∞ in the
Cd+1−δ topology. From the construction of p˜N (x), it is easy to see that (3.2.3) is
verified. Hence, we have that the symplectic twist maps generated by the generating
function h˜n(x, x
′) = 12(x−x′)2+Ψ˜n(x′) do not admit any Lagrangian tori for n large
enough.
So far, we prove the following theorem
Theorem 3.5 All Lagrangian tori of an integrable symplectic twist map with d ≥ 2
degrees of freedom can be destructed by Cω perturbations of the generating function
and the perturbations are arbitrarily small in the Cd+1−δ topology for a small given
constant δ > 0.
Based on the correspondence between symplectic twist maps and Hamiltonian sys-
tems, together with the toy model corresponding to the case with d = 1, we have
the following corollary.
Corollary 3.6 All Lagrangian tori of an integrable Hamiltonian system with d ≥ 2
degrees of freedom can be destructed by Cω perturbations which are arbitrarily small
in the Cd−δ topology for a small given constant δ > 0.
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