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1. INTROD~CTJ~N 
Some basic theorems of linear programming were recently extended to 
complex space by N. Levinson [l]. In particular, the important duality 
theorem of linear programming was generalized. In this note, we extend the 
duality theorem to the case of complex quadratic programming by an adaption 
of the technique used by Dorn [2]. 
2. DUALITY FOR LINEAR PROGRAMMING IN COMPLEX SPACE 
The complex linear programming problem may be posed as follows. To 
minimize Re (p*z) over all n-dimensional complex vectors x satisfying the 
constraints 
I arg (-42 - 6) I < P, I arg z I d 01, 
where p is an n x 1 vector, b an nz x 1 vector, and ,4 an wz x n matrix, all 
with entries from the field of complex numbers. OL and /? are n x 1 and m x 1 
real vectors with 0 < 01 < n/2, 0 < fl < n/2. Here, and throughout, 7~12 
denotes a vector of appropriate dimension with ~12 in each entry. Vector 
inequality constraints apply to each component of the corresponding vectors, 
e.g., / arg x 1 < 01 means I arg zfk) 1 < atk), k = l,..., n. Arguments of com- 
plex numbers are restricted to the interval (- 7r, ~1. It suffices in this paper 
to assign the argument 0 to the complex number 0. 
The dual problem to the above is to maximize Re (b*w) over all nz-dimen- 
sional complex vectors w satisfying 
Iarg(-A*w+p)l+-- 
( arg w 1 < 3 - fl. 
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Levinson’s duality theorem ([l], Theorem 2.2) states that if a solution a,, 
to the first problem exists, then a solution w,, to the second exists and 
Re @*a,) = Re (b*w,). 
3. COMPLEX QUADRATIC PROGRAMMING 
Consider the following problem: 
Problem A 
minimize 
f(z) = Re (+ z*Cz + p*z) 
subject to 
I arg (AZ - 4 I d B (1) 
and 
I arg z I < a, (2) 
where C is a Hermitian, positive semi-definite 12 x II matrix, and p, b, z, A, OL 
and /I are as in Section 2. Thus p, b and A are of dimension 12 x 1, m x 1 and 
m x n with complex entries, 01 and /3 are n x 1 and m x 1 vectors with 
0 d a < n/2,0 < /3 < 42. 
The restriction that C be Hermitian involves no loss of generality. To see 
this note that, if C is not Hermitian, it follows from 
c=c+c* c-c* ___ ___ 
2 + 2 
and the fact that z*[(C - C*)/2] z is pure imaginary, that 
(C + c*) 2 Rez*C.z=Rez* 2 . 
(C + C*)/2 is, of course, always Hermitian. If problem A were formulated 
without the restriction that C be Hermitian, then the corresponding positive 
semi-definiteness requirement would be that Re z*Cx > 0 for all z. 
A dual to problem A is the following: 
Problem B 
maximize 
subject to 
g(u, w) = Re (- $ u*Cu + b*w) 
Iarg(-A*w+Cu+p)~<~-- (3) 
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and 
I arg w I < F - A (4) 
where u and w are 11 x 1 and m x 1 complex vectors. 
Note that if A, C, 6 and p have only real entries and if 01 = 0, /3 = rr/2, then 
problems A and B reduce to the dual quadratic programs in real space of [2]. 
We shall make use of the following two lemmas. 
LEMMA 1. If C is positive semi-deJinite Hermitian, then for any complex 
vectors z1 and z2 (of appropriate dimension) 
Re [z~Cz, - z~CZ, - 2(2, - ~a)* Czp] > 0. (5) 
PROOF. Since C is positive semi-definite Hermitian, we have 
6% - ,4* C(% - 4 > 0 
Since the last two terms in this inequality are conjugate, and the difference 
of two conjugate numbers is pure imaginary, we have 
Re [z$Cz, - z~CZ, - 2(2, - ~a)* Czz] > 0. 
LEMMA 2. Let z1 and z2 be two complex vectors of the same dimension. If 
then 
The last result follows easily by considering corresponding components in 
each of the three inequalities. 
4. DUALITY 
THEOREM 1. If there exists a vector z, which minimizes problem A, then 
there exists a vector (u,, , w,,) which maximizes problem B, where u,, = z,, , and 
the extreme values of the two objective functions are equal. 
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PROOF. Consider the linearized problem: 
Problem A’ 
minimize 
subject to 
F(x) = Re (- 4 z$Cz, + z,*Cz + p*.s) 
I arg (AZ - 4 I < B (6) 
and 
1 arg z 1 < (Y. (7) 
It is clear that z,, is feasible for problem A’. It will be shown that x,, minimizes 
problem A’. Suppose, to the contrary, that for some feasible x1 , 
e4 < Oo), 
that is, 
or 
Re (z~CZ, + p*zi) < Re (a$Cz, + p*z,,) 
Re (z,*C + p*) (ai - a+,) < 0. (8) 
Let zp = Z, + X(Z, - z,,) for some real ;\, 0 < h < 1. Now 
) arg (Jz~ - 4 I < B implies I arg (1 - 4 (AZ, - b) I d B 
and 
I arg (A3 -b)I <P implies I arg A(4 - b) I < 8. 
Therefore, by virtue of Lemma 2, 
l~~g{~[(~-~)~,+~~,l-~b)I=/~~g(~~,-~)I~8. (9) 
Similarly, 
I arg z. I < 0~ implies I arg(1 --h)z, I <a 
I arg z1 I ,< 0~ implies I arg AZ, I < 0~. 
Therefore, by virtue of Lemma 2, 
larg[(l -~)~o+~41 =larg3I <a. (10) 
From (9) and (IO), we see that z2 is feasible for problems A and A’. Now 
f(+) --f(zo) = Re (g z~CzZ + p*z, - & z~CZ, - p*zo) 
= Re [a (zz - so)* C(Z, - so) + (.z,*C + p*) (~a - zo)] 
= A Re [G (zr - x0)* C(Z, - zo) + (a,*C + p*) (zi - .a,,,]. 
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Since the second term inside the square brackets in the last expression is 
independent of h, one can choose h > 0 sufficiently small so that the right hand 
side of the above equation has the same sign as Re [(z$C + p*) (zr - a,)], 
which, by (8) is negative. 
This gives f(zs) <f(z,,), which contradicts the hypothesis that z0 mini- 
mizes problem A. Hence, z0 also minimizes problem A’. 
By Levinson’s duality theorem for linear programming in complex space, 
the dual of problem A’ is the following: 
Problem B’ 
maximize 
Re (- 4 .$Cz, f b*w) 
subject to 
/arg(-A*w+Cz,+p)I<:-- 
and 
largwI<+-P 
(11) 
(12) 
and the extreme values of problems A’ and B’ are equal. That is, 
Re (b*w,) = Re (z,*Cz,, + p*z,,) (13) 
where w,, is optimal in problem B’. 
Clearly (zO , ws) is a feasible solution of problem B. We now show that 
h 9 w,,) is also optimal for problem B. 
Let (u, w) be any other feasible solution of problem B. Then 
dZ” T w,,) - g(u, w) = Re [- 4 z~CZ, + b*w, + 4 u*Cu - b*w] 
> Re [(u - z,J* Cz, + b*w, - b*w] (by (5)) 
= Re [u*Cz, + p*z, - b*w] (by (13)) 
= Re [(CU + p)* a,, - b*w] (since C is Hermitian). 
Now (with bar denoting conjugate) we have, by (2) and (3), 
1 arg {( - A*w + Cu + p)‘“’ x?)} / 
~!arg(-A*w+Cu+p)‘L’I+Iargz~k’l~~, k = I,..., n. 
:. Re (- A*w + Cu + p)* z,, > 0, 
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that is, 
Re (Cu + p)* zO > Re w*Az, 
:. g(zo , wo) -g(u, w) > Re (w*Az, - b*w) = Re (w*Az, - w*b) 
BY (1) and (4) 
I arg {Sk)(Az, - b)(“)) 1 < 1 arg ZLJ(~) / + / arg (AZ, - b)ik) 1 , k = I,..., ttl. 
. Re [w*(Az,, - b)] 3 0. . . 
Hence 
&% 3 %> 3 g(u, 4. 
Finally from (13), it follows that 
g(z,, , w,,) = Re (- 6 z~Cz,, + b*uj,,) = Re ($ zOCz, + p*z,,) =f(z,,). 
verifying the equality of the objective functions. 
5. CONVERSE DUALITY 
THEOREM 2. If there exists a vector (u,, , MJ which maximizes problem B, 
then there exists a vector z,, , such that Cz, = Cu,, , which minimizes problem A, 
and the extreme values of the two objective functions are equal. 
PROOF. Problem B may be written in the form 
minimize 
Re (4 u*Cu - b*w) 
subject to 
and 
Iarg(-A*w+Cu+p)l<:--- 
It is easy to see, by a consideration of corresponding coordinates, that for 
any vector u there exists vectors r, s, and y such that u = Y - s where 
I arg + I < ” - y, 2 I arg s I < 2_ - y, 2 
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where Y is a real n x 1 vector of constants satisfying 0 ,< y < 7r/2. With 
this substitution, problem B becomes 
minimize 
subject to 
and 
which is of the form of Problem A, and which, by Theorem 1, has the dual 
maximize 
Re -+ 
I 
subject to 
and 
C-CO j 
-c co KS 
0 I[1 OOm 
1 arg z ( < 0~. 
- p*z 1 
0 Y 
0 < y (14) 
-b III [I B 
(15) 
Moreover, by Theorem 1, the maximizing solution is required to satisfy 
j-k=uu, (16) 
and 
m = w. . 
Using the fact that C is Hermitian, (14) becomes 
Iwig{--Cz+C(j--K)ll<y 
I arg 0 - C(i - 41 I < Y 
iarg(Az -b) 1 <j3. 
(17) 
(18) 
(19) 
(20) 
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Since y < r/2, (18) and (19) imply 
Cz = C( j - k). 
From (21) and C = C* it follows that 
z*Cz = x*C(j - k) = (j - k)* Cz = (j - k)* C(j - k). 
Therefore, the dual problem may be rewritten as 
maximize 
subject to 
and 
Re [- 4 z*Cz - p*z] 
larg(Az--)IdB 
(21) 
which is just problem A. From (16) and (21) then, the optimal solution z,, 
to problem A must satisfy Cz, = CU, . Moreover, it follows from Theorem 1 
that the extreme values of the objective functions in both problems are 
equal. 
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