In order to investigate the carbon-to-oxygen ratio of the young open cluster M 45 (Pleiades), the C and O abundances of selected 32 F-G type dwarfs (in the effective temperature range of T eff ∼ 5800-7600 K and projected rotational velocity range of v e sin i ∼ 10-110 km s −1 ) belonging to this cluster were determined by applying the synthetic spectrum-fitting technique to C i 5380 and O i 6156-8 lines. The non-LTE corrections for these C i and O i lines were found to be practically negligible (less than a few hundredths dex). The resulting C and O abundances (along with the Fe abundance) turned out nearly uniform without any systematic dependence upon T eff or v e sini. We found, however, in spite of almost solar 
Introduction
The abundances of carbon and oxygen in the Galaxy are currently attracting hot interest of astrophysicists, because they play significant roles in the chemical characteristics of celestial objects such as stars and planets. For example, carbon-dominated rocky planets (rather than oxygen-dominated ones such as those existing in the solar system) are expected to form if C/O ratio of the circumstellar gas is sufficiently high to satisfy N (C)/N (O)> 0.8 (e.g., Bond et al. 2010) , which corresponds to [C/O] > +0.16 if Asplund et al.'s (2009) solar abundances of A ⊙ (C) = 8.43 and A ⊙ (O) = 8.69 are adopted.
1 Accordingly, the * Based on data collected by using the 1.5-m Telescope of Gunma Astronomical Observatory, and those with the 1.88-m Telescope of Okayama Astrophysical Observatory (obtained from SMOKA, operated by the Astronomy Data Center, National Astronomical Observatory of Japan).
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In this paper, we define the logarithmic number abundance for element X as A(X)≡ log[N (X)/N (H)] + 12, where N (X) and N (H) is the number density of element X and H (hydrogen), respectively. Similarly, we use the usual notation for the differ- Gustafsson et al. 1999, or Fig. 6d in Takeda & Honda 2005) .
However, despite that several groups challenged this problem recently, considerably discordant results have been reported: Delgado Mena et al. (2010) as well as Petigura and Marcy (2011) argued that a significant fraction (∼ 20-30%) of nearby FGK stars have N (C)/N (O)> 0.8 (even N (C)/N (O)> 1 is found for > ∼ 5% of the sample). On the other hand, Nissen et al. (2014) criticized the consequences of these two studies as being questionable (presumably due to the difficult nature of adopted forbidden [O i] 6300 line which suffers a blending with Ni i line and has a different parameter-sensitivity in comparison to the high-excitation C i lines also used by them), and concluded based on high-excitation C i 5052/5380 and O i 7771-5 lines that very few F-G stars in the solar neighborhood exceed the critical N (C)/N (O) limit of 0.8 even at the highest metallicity of [Fe/H] = +0.4. Furthermore, Nakajima and Sorahana (2016) very recently examined the distribution of C-to-O abundance ratio of M dwarfs, and lent support rather to the latter conclusion of Nissen et al. (2014) . In any event, more observational studies would be needed to settle this controversy.
In this connection, investigating the C and O abundances of stars belonging to an open cluster is of significance, since (1) they represent the original composition of the gas at a well-established time point in the Galactic history and (2) fairly accurate abundances are determinable by comparing/averaging the results of many members by making use of the chemical homogeneity. Takeda et al. (2013;  hereinafter referred to as Paper I) once studied the C and O abundances of F-G stars in the Hyades cluster (age of ∼ 625 Myr; cf. Perryman et al. 1998) . In view of this consideration, it is meaningful to check the C and O abundances of another well-known open cluster M 45 (Pleiades), which has an age of ∼ 120-130 Myr (cf., Basri, Marcy, & Graham 1996; Bonatto, Bica, & Girardi 2004) and thus further younger than Hyades. Unfortunately, available previous investigations of C and O abundances in the Pleiades stars are not so many, despite that various spectroscopic studies of other elements have been published (see, e.g., Table I of Gebran & Monier 2008 or Sect. 1 of Funayama et al. 2009 ) where the metallicity ([Fe/H]) was reported to be nearly solar. -Friel and Boesgaard (1990) determined the C abundances for 12 Pleiades dwarfs (T eff ∼ 5900-6900 K) by using C i 7771-9 and C i 6587 lines and derived an almost near-solar (or very slightly subsolar) tendency for [C/H] (−0.06). -Boesgaard (2005) reported that the C and O abundances of 20 late-F and early-G stars (T eff ∼ 5600-6200 K) determined from C i 7111-9 and O i 7771-5 lines were almost solar (the mean abundances were [C/H] = −0.02 and [O/H] = +0.01). -Gebran and Monier (2008) carried out abundance studies for 21 stars (16 A-type and 5 F-type) of the Pleiades cluster for 18 elements including C and O. By using a spectrum-fitting technique applied to a number of C i and O i lines, they found that C and O tend to be underabundant relative to the Sun, where the extent of deficiency is larger for A stars (−0. The remainder of this article is organized as follows. After describing our observational data in section 2, we explain the assignments of atmospheric parameters in section 3. The procedure of our abundance determination based on the spectrum-fitting method is illustrated in section 4. Section 5 discusses the consequence of our analysis, where the resulting abundances of C and O along with the C/O ratios of the Pleiades stars are examined in various respects. In addition, two supplementary sections are prepared to justify the adopted reference solar oxygen abundance derived from the O i 6156-8 lines (appendix 1) and to briefly report the Li abundances of 7 Pleiades stars among our sample (appendix 2).
Observational data
A total of 32 F-G dwarfs of the Pleiades cluster were selected as the sample stars of this study. Regarding 25 stars among them, we made use of the high-dispersion spectral data (with a spectral resolving power of R ∼ 40000) in the green-red region originally obtained in 2006-2007 by Funayama et al. (2009) and employed for their metallicity study of Pleiades stars, which are archived as raw (unprocessed) data at Gunma Astronomical Observatory (GAO) and Okayama Astrophysical Observatory (OAO). See Sect. 2 in Funayama et al. (2009) regarding the observational details of these data.
In addition, we newly carried out spectroscopic observations of 7 stars in the 2015-2016 season by using GAOES (Gunma Astronomical Observatory Echelle Spectrograph) installed at the Nasmyth Focus of the 1.5 m reflector of GAO, by which R ∼ 40000 spectra (corresponding to the slit width of 2 ′′ ) covering the wavelength range of 5340-6580Å were obtained.
The data reduction for all these 32 stars (bias subtraction, flat-fielding, aperture-determination, scattered-light subtraction, spectrum extraction, wavelength calibration, and continuum-normalization) was performed using the "echelle" package of IRAF.
2 Generally, a number of spectral frames (sometimes those obtained over several different nights) 3 for each star were co-added in order to improve the data quality. The typical S/N ratio of the 2 IRAF is distributed by the National Optical Astronomy Observatories, which is operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation. resulting spectra is around ∼ 100 (i.e., ∼ 40-50 for the worst cases while ∼ 150 for the best cases) . The basic information of the finally adopted observational data for our 32 sample stars (along with their photometric data taken from the SIMBAD database) is summarized in table 1.
Besides, since we selected Procyon (F5 III-IV) and Sun (Moon) as the reference stars, their spectra were taken from Takeda et al.'s (2005a) spectrum database of 160 FGK stars which were obtained at OAO. 
Atmospheric parameters
The fundamental atmospheric parameters [the effective temperature (T eff ), logarithmic surface gravity (logg), microturbulence (ξ)] of each 32 Pleiades star were determined by making use the fact that all the objects (member stars of the Pleiades cluster) are known to have almost the same age (∼ 120-130 Myr) and the solar abundance (cf. section 1). We adopted the solar-metallicity isochrones 5 computed by Bressan et al.'s (2012 Bressan et al.'s ( , 2013 ) PARSEC code (version 1.2S) corresponding to the age of 125 Myr, 6 in which the values of M V 0 (absolute visual magnitude), (B − V ) 0 (unreddened color), T eff , and g are tabulated in terms of the stellar mass. These data suffice us to express M V 0 , T eff , and log g in terms of (B − V ) 0 , which was derived from the observed B − V color (taken from the SIMBAD database) along with the typical color excess of E B−V = 0.03 mag (or the extinction is A V = 3.1E B−V = 0.093 mag) for the Pleiades cluster (see Table 3 of Breger 1986 ). The V 0 (≡ V − A V ) vs. (B − V ) 0 plots for the program stars are compared with the isochrones (where M V 0 was reduced to V 0 by using the distance of 136.2 pc; cf. Melis et al. 2014) in figure 1a . The final T eff -(B − V ) 0 and log g-(B − V ) 0 relations we adopted for our Pleiades stars are shown (by solid lines) in figures 1b and 1c, respectively, where other empirical formula occasionally used for FGK dwarfs are also shown (by dashed lines) for comparison.
Regarding the microturbulence, we employed the analytical formula for ξ in terms of T eff and log g derived in Paper I [cf. equation (1) therein], by which ξ can be expressed as a function of (B − V ) 0 by using the relations specific for Pleiades stars mentioned above. Such derived ξ vs. (B − V ) 0 relation we adopted is illustrated in figure  1d (solid line), where similar relations based on alternative empirical ξ(T eff , log g) formulas of Nissen (1981) and Edvardsson et al. (1993) are also shown for comparison (dashed lines).
The finally adopted values of T eff , log g, and ξ for Since there was a serious defect in Takeda et al.'s (2005a) Moon spectrum around 5375-5377Å, we had to discard this spectrum portion in the fitting process, by which Mn abundance could not be determined for the Sun (cf. figure 3) .
5
Available at http://stev.oapd.inaf.it/cgi-bin/cmd .
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Actually, the parameter-determination procedure described in this section was performed for two different isochrones with ages of 100 Myr and 150 Myr. Since they were found to be hardly discernible from each other in the considered (B − V ) 0 range, we simply averaged the both results to derive the solution corresponding to 125 Myr.
the program stars are given in table 2 (columns 3-5). These isochrone-based parameters are reasonably consistent with those derived spectroscopically by Funayama et al. (2009) Fig. 4 of Breger 1986) , which are translated to uncertainties in T eff by ∼ ±200 K (cf. figure 1b) . Regarding errors in log g and ξ, we assume ∼ ±0.1 dex and ∼ ±0.5 km s −1 as done in Paper I, respectively, which may be reasonable estimates as judged from figures 1c and 1d.
Abundance determination

Spectrum-fitting analysis
The model atmosphere for each star was constructed by two-dimensionally interpolating Kurucz's (1993) ATLAS9 model grid (models with convective overshooting) with respect to T eff and logg determined in section 3, where we exclusively applied the solar-metallicity models.
Our abundance determination procedure is basically the same as adopted in Paper I (see section 5 therein), which consists of three consecutive steps: (i) synthetic spectrum fitting to derive provisional abundances for the important elements in the relevant spectrum range, (ii) inverse calculation of the equivalent width for the line (or the blended feature) of C or O in question by using the fitting-based abundance solutions, and (iii) analysis of such established equivalent widths to derive the final abundances or abundance errors due to uncertainties in atmospheric parameters.
For the purpose of determining C and O abundances, we decided to employ C i 5380.325 line (instead of C i 7111-9 lines adopted in Paper I, which are unavailable in our data) and O i 6156-8 lines (which were also used in Paper I), since these two line features are available in all the spectra at our hand (cf. table 1). Accordingly, we selected two wavelength regions: (a) 5375-5390Å region (comprising lines of C, Ti, Mn, and Fe), and (b) 6150-6167Å region (comprising lines of O, Na, Si, Ca, Fe, and Ni). The atomic data of the spectral lines were taken from VALD database (Ryabchikova et al. 2015) for former 5375-5390Å region, while from Kurucz and Bell's (1995) compilation for the latter 6150-6167Å region (in order to maintain consistency with Paper I where the same O i 6156-8 lines were used). Although all the atomic lines contained in each database were included for each wavelength region, only the selected data for especially important lines are summarized in table 3.
As to the macroscopic broadening function (to be convolved with the intrinsic spectrum to simulate the synthetic stellar spectrum), we adopted the rotational broadening function (see, e.g., Gray 2005) with the limbdarkening coefficient of ǫ = 0.5, which means that v e sin i (projected rotational velocity) is the control parameter for adjusting the line width in the fitting. Note here that, since neither instrumental broadening nor macroturbulence is explicitly included in our modeling, the resulting v e sin i solution should not always be regarded as equivalent to true (projected) rotational velocity: That is, in case of sharp lines (e.g., < ∼ 10 km s −1 ), our v e sini solution may lead to some overestimation (though such a case is rather exceptional because rotational broadening is dominant for most of our sample stars). Accordingly, the parameters to be varied to accomplish the best fit between the theoretical and observed spectrum by using Takeda's (1995) numerical technique are (i) the abundances of relevant elements, (ii) v e sin i, and (iii) ∆λ (radial velocity shift).
The convergence of the fitting solutions turned out fairly successful for most of the cases. How the theoretical spectrum for the converged solutions fits well with the observed spectrum for each of the 32 Pleiades stars (as well as Procyon and Sun/Moon) is displayed in figure 3 (5375-5390Å fitting, where C, Ti, Mn, and Fe abundances were varied) and figure 4 (6150-6167Å fitting, where O, Na, Si, Ca, Fe, and Ni abundances were varied). The finally resulting values of elemental abundances (A) as well as v e sin i derived from the fitting procedure for each region are presented in tableE.txt (on-line material).
Equivalent widths and abundance uncertainties
Next, as done in Paper I, we computed the equivalent widths for the C i 5380.325 line (W 5380 ) 7 and the O i 6158 feature (W 6158 ; comprising three components) based on these fitting-based abundances. Then, the non-LTE abundances [A N (C) and A N (O)] and the relevant non-LTE corrections (∆ 5380 and ∆ 6158 ; where ∆ ≡ A N − A L ) were derived based on these W 5380 and W 6158 , where the non-LTE effect for the C and O lines was taken into account as done by Takeda and Honda (2005) . The resulting equivalent widths and non-LTE abundances as well as corrections for the sample stars are also given in tableE.txt (on-line material).
The uncertainties in A(C) and A(O) due to errors in the adopted atmospheric parameters were estimated by repeating the analysis on the W values while perturbing the standard parameters interchangeably by ±200 K in T eff , ±0.1 dex in log g, and ±0.5 km s −1 in ξ (which are considered to be typical magnitudes of ambiguities; cf. the last paragraph in section 3).
We also evaluated errors due to random noises of the observed spectra by estimating S/N-related uncertainties in the equivalent width (δW ) by invoking the relation derived by Cayrel (1988) , δW ≃ 1.6(wδx) 1/2 ǫ, where δx is the pixel size (≃ 0.025Å), w is the width of a line (which 7 Actually, several other weaker C i lines exist in the neighbourhood of this C i 5380.325 line (cf. table 3), among which the C i 5380.227 line (of higher excitation) may not be negligible. However, since W (5380.227) turned out only ∼ 20% compared with W (5380.325), as demonstrated in figure 5a, it can not make any important contribution. So, we considered only the C i 5380.325 line in evaluating the non-LTE correction (∆ 5380 ).
we assumed to be λv e sin i/c, where c is the velocity of light), and ǫ ≡ (S/N) −1 . This approach is known to yield abundance errors of almost the same order of magnitude as those derived by extensive numerical simulations based on a large number of mock spectra with artificial noises (cf. Takeda & Honda 2015) . We thus determined the abundances for each of the perturbed W + (≡ W + δW ) and W − (≡ W − δW ), respectively, from which the differences from the standard abundance (A) were derived as δ W + (> 0) and δ W − (< 0).
Figure 5 (C) and figure 6 (O) graphically show the resulting equivalent widths (W ; with ±δW as error bars), non-LTE corrections (∆), non-LTE abundances (A N ; with δ W + and δ W − as error bars), and abundance variations in response to parameter changes (δ T ± , δ g± , and δ ξ± ), as functions of T eff . We can recognize from these figures that (a) non-LTE corrections are very small ( < ∼ a few hundredths dex) and practically negligible, (b) abundance errors due to parameter uncertainties (essentially due to ambiguities in T eff ) amount to ∼ 0.1 dex for C and < ∼ 0.2 dex for O (i.e., O abundances are subject to comparatively larger errors than C abundances), and (c) S/Nrelated abundance errors are not so significant except for A N (O) of lower-T eff stars (6000 K < ∼ T eff < ∼ 6500 K) where the O i line becomes appreciably weak (W ∼ 10 mÅ or less).
Since the present abundance study is based on a differential analysis, the results should not be significantly affected by uncertainties in line-formation or model atmospheres such as 3D hydrodynamical effect (e.g., Amarsi et al. 2016 , who showed that the 3D correction for the O i 6158.2 line is on the order of ∼ 0.1 dex and almost T eff -independent) or treatment of convection (such as with/without overshooting, resulting in abundance differences of ∼ 0.1 dex; cf. Paper I) which we do not explicitly take into consideration. In particular, thanks to the fact that C and O abundances are derived from similar high-excitation lines of neutral species, the resulting [C/O] ratio (the main purpose) must be practically insensitive to such modeling details. 
Differential abundances relative to the Sun
The differential abundances ([C/H], [O/H], and [Fe
/H]) to be discussed in section 5 are computed as [C/H] ≡ A N 5380 (C) − A N 5380⊙ (C), [O/H] ≡ A N 6158 (O) − A N 6158⊙ (O), [Fe/H] 53 ≡ A
Results and discussion
Rotation and metallicity
We first examine the rotational velocity (v e sin i) and metallicity ([Fe/H]). resulting from the fitting analysis at 5375-5390Å and 6150-6167Å. The v e sin i values derived from these two wavelength regions (ranging from ∼ 10 km s −1 to ∼ 110 km s −1 ) are in good agreement with each other (figure 7a), and show a decreasing trend with a lowering of T eff (figure 7b). While this is a trend well-known for field stars (i.e., manifest dropdown as the spectral type becomes later from F to G; see Fig. 18 .21 in Gray 2005) and also seen in Hyades stars (see Fig. 15a in Paper I), the rotational velocities of Pleiades stars tend to be comparatively higher reflecting their younger ages.
Regarding 
C and O abundances
We now discuss the trends of C and O abundances as Here, it is important to note that the result we derived for Pleiades F-G stars is quite similar to that recently reported for B-type stars. That is, Nieva and Przybilla (2012) determined the light-element abundances for 20 B- Table 9 or Fig. 12 Georgy et al. 2013) , this result of subsolar [C/O] appears to be the common characteristics seen for young stars born within < ∼ 10 8 yr. Therefore, the same discussion as developed by Nieva and Przybilla (2012) regarding the Sun and B-type stars may hold for the present case. Their important suggestion was that the Sun was born in comparatively inner/metalrich region at the galactocentric radius of R G ∼ 5-6 kpc and has migrated outward to the current position of R G ∼ 8 kpc, which naturally explains the paradox why the light-element abundances of such young stars are nearly the same (or even slightly underabundant) compared to the Sun (age of 4.6 × 10 9 yr) despite that chemical evolution must have enriched the Galactic gas during the passage of time. As they pointed out, this hypothesis leads to a reasonable account for the larger C-to-O abundance ratio of the Sun compared to those of young stars in the solar neighborhood, because C/O in the Galactic disk tends to decline with an increase of R G as indicated from recombination-line observations of H ii regions ) and supported by some theoretical models of chemical evolution .
Consequently, according to this scenario, our observational fact that the [C/O] values in the Pleiades F-G stars are by ∼ −0.2 dex lower than the Sun may be interpreted as due to the difference of C/O ratios in two kinds of interstellar gases: (1) which recently formed young stars near to the current Sun (R G ∼ 8 kpc, age of < ∼ 10 8 yr) and (2) which formed the Sun in the inner region (R G ∼ 5-6 kpc) long before (4.6×10 9 yr ago). We should remark, however, that the [C/O] values of field stars of near-solar metallicity ([Fe/H] ∼ 0) studied by Takeda and Honda (2005) evenly distribute around ∼ 0 (figure 9c), which means that the Sun is not exceptional compared to nearby solar-type stars in terms of the C/O ratio. So, if our Sun really has significatly changed its orbit since its birth, such a migration may not necessarily be a rare phenomenon for stars in the Galactic disk.
In summary, while we found based on our C and O abundance study of 32 Pleiades stars that the [C/O] ratios of these recently formed young stars are by ∼ −0.2 dex lower than those of the Sun and similarly aged solarmetalicity field stars, this difference between these two age groups is presumably due to (not the direct time-evolution effect but) the orbit migration mechanism which Galactic stars may undergo in a long time. Given this scenario, detecting C-rich stars with N (C)/N (O)> 0.8 (mentioned in section 1) would be hardly possible among young stars in the solar neighborhood, while such a possibility may be higher for old metal-rich stars which were born near to the Galactic bulge. This research has made use of the SIMBAD database (operated by CDS, Strasbourg, France) as well as the VALD database (operated at Uppsala University, the Institute of Astronomy RAS in Moscow, and the University of Vienna).
Data reduction was in part carried out by using the common-use data analysis computer system at the Astronomy Data Center (ADC) of the National Astronomical Observatory of Japan. Takeda and Honda (2005) as the reference solar oxygen abundance, instead of the slightly lower value of 8.68 obtained in this study, since we believe that the former is more reliable than the latter. This is related to the difficulty involved with O-abundance determination from O i 6156-8 lines in the spectrum of the Sun, where lines of other species are blended because of its comparatively low T eff . Actually, there are differences between these two analyses, although they used the same model atmosphere and the same Moon spectrum.
-First, Takeda and Honda (2005) carried out the fitting in the limited 6156.4-6158.6Å region (only 2.2Å wide) while we applied fittings to a much wider 6150-6167Å region in this study since stars with considerably broad lines (up to v e sin i ∼ 100 km s −1 ) are involved (i.e., to ensure the stability of solutions). -Second, although both studies were based on the same Kurucz and Bell's (1995) compilation for the atomic line data, Takeda and Honda (2005) applied arbitrary chages in the gf values of 4 Ti lines (cf. footnote 5 therein) in order to reproduce the absorption feature at ∼ 6157.4Å, while such modifications were not applied in this study where all the data given in Kurucz and Bell (1995) were employed without any change since such a ∼ 6157.4Å feature is seen only for lower-T eff stars (T eff < ∼ 6000 K; cf. 10 ) It should also be remarked that a consistency is accomplished by this choice of using Takeda and Honda's (2005 Takeda and Honda (2005) .
Regarding the lines of other species contaminating the relevant O i lines in the solar spectrum, the weakest O i 6156.0Å line is severely blended with the Ca i 6156.023 line which we took into consideration (cf. table 3). Meanwhile, the O i 6156.8 line (medium strength) is evidently blended with some other line (cf. figure 10b ) which is not included in Kurucz and Bell's (1995) compilation. This unknown blend may be due to Fe i, since the VALD database contains Fe i 6156.804 (χ low = 4.956 eV, log gf = −1.495), though this log gf must be erroneously too large as it predicts too strong contribution [W ⊙ ∼ 13 mÅ for A ⊙ (Fe) = 7.50] compared to the required amount of only ∼ 2 mÅ. Finally, although Pereira, Asplund, and Kiselman (2009) 
Appendix 2. Lithium abundances of 7 Pleiades stars
We originally wished to organize this study on Pleiades stars in close analogy with Paper I, where not only C and O abundances but also Li abundances of Hyades F-G stars were determined. Unfortunately, given that we primarily relied on the available archived data for many of our sample stars (25 out of 32), Li abundances for those stars could not be derived as the Li i 6708 line was outside the wavelength range of their spectra (cf . table 1 ). Yet, since this Li line was included in the spectra of 7 stars (i.e., No. 26-32 in table 1) newly observed by ourselves in the 2015-2016 season, we could determine their 10 The oxygen abundance of Procyon (= HR 2943 = HD 61421 = HIP 37279) relative to the Sun has already been determined in several published studies using various lines of different reliability. For example, according to Steffen's (1985) Li abundances, which we briefly report here for reference. The procedure for Li abundance determination is essentially the same as described in Takeda and Kawanomoto (2005) (also adopted in Paper I), which may be consulted for more details. The best-fit theoretical spectrum with the observed data in the 6702-6712Å region is shown in figure 10 If these A N (Li) values of 7 stars (ranging at 5800 K < ∼ T eff < ∼ 6600 K, overlapping the Hyades Li-dip of T eff ∼ 6200-6800 K) are overplotted on the A N (Li) vs. T eff relation of Hyades stars presented in Fig. 14e of Paper I, we can confirm that the primordial Li abundance (∼ 3.3) is nearly preserved in the photosphere of Pleiades stars at T eff ∼ 5800-6600 K with little sign of depletion, in marked contrast with the case of Hyades stars at the Li chasm. This is consistent with the results of previous studies (see, e.g., Fig. 1 The data in the 5375-5390Å region were adopted from the VALD database, while those in the 6150-6167Å region were taken from the compilation of Kurucz and Bell (1995) in order to maintain consistency with Paper I. Parenthesized values of the damping parameters are those computed according to the default treatment of Kurucz's (1993 ) WIDTH9 program (cf. Leusin, Topil'skaya 1987 , since they are not given in the original database. The best-fit theoretical spectra are shown by blue solid lines, while the observed data are plotted by red symbols (while those masked/disregarded in the fitting are highlighted in green). In each panel, the spectra are arranged in the descending order of ve sini (cf. A N (C) (non-LTE abundance derived from W 5380.325 ), (d) δ T ± (abundance changes in response to T eff variations by ±200 K), (f) δ g± (abundance changes in response to log g variations by ±0.1 dex), and (g) δ ξ± and (abundance change in response to ξ variations by ±0.5 km s −1 ). The signs of δ's concerning the variations of T eff , log g, and ξ are δ T + < 0, δ T − > 0, δ g+ > 0, δ g− < 0, δ ξ+ < 0, and δ ξ− > 0. The error bars attached to each of the symbols in panels (a) and (c) denote the S/N-related uncertainties in equivalent widths (±δW ) estimated by Cayrel's (1988) (Takeda et al. 2005a ) and the fitted theoretical spectra, respectively. (b) Simulated solar spectra (lines) corresponding to the abundance solutions derived in this study and in Takeda and Honda (2005) (convolved with a Gaussian function with an e-folding width of 2.5 km s −1 ) in comparison of Kurucz et al.'s (1984) solar flux spectrum (its continuum position is slightly raised by 0.5% in order to match the theoretical spectra). Fig. 11 . Synthetic spectrum fitting at the 6702-6712Å region for 7 stars, for which spectra at the Li i 6708 line are available (i.e., GAOES data in the 2015-2016 season; cf. table 1). The best fit was accomplished by adjusting the abundances of Li and Fe along with the macrobroadening parameter (ve sin i). The spectra are arranged according to the object number (cf . table 1 ). An appropriate offset of 0.2 is applied to each spectrum relative to the adjacent one Otherwise, the same as in figure 3 .
