Abstract. In this paper we deal with a Dirichlet problem for an elliptic equation involving the 1-Laplacian operator and a source term. We prove that, when the growth of the source is subcritical, there exist two bounded nontrivial solutions to our problem. Moreover, a Pohozaev type identity is proved, which holds even when the growth is supercritical. We also show explicit examples of our results.
Introduction
This paper is concerned to the following Dirichlet problem for the 1-Laplacian operator and a subcritical source term, whose model problem is . Our aim is to obtain nontrivial solutions (in the sense of Definition 2.1) and study their properties.
We point out that similar problems have many applications and have been studied for a long time. Indeed, the study of steady states of reaction-diffusion equations have systematically been studied since the late 1970s (see [17] and [22] for a more recent survey). More precisely, Dirichlet problems with p-Laplacian type operator (p > 1) having a term with a subcritical growth, that is:
in Ω, u = 0, on ∂Ω, with 0 < q < p * − 1 (where p * stands for the Sobolev conjugate), have extensively been considered in the theory of Partial Differential Equations by using different approaches (for a background we refer to [2] and [16] ). For instance in [15] the authors, by using the well-known "Mountain Pass Theorem" by Ambrosetti and Rabinowitz [3] , firstly proved that the trivial solution is a local minimum of the corresponding energy functional and then, since the functional has a mountain pass geometry, they find other critical points (one positive and another one negative), which obviously are solutions to problem (2) . We point out that the proof of the Palais-Smale condition relies on the reflexivity of the energy space W 1,p 0 (Ω). Moreover, the restriction q < p * − 1 ensures that the imbedding W 1,p 0 (Ω) ֒→ L q (Ω) is compact, being this fact essential for the approach used in [15] .
The 1-Laplace operator appearing in (1) introduces some extra difficulties and special features. We recall that in recent years there have been many works devoted to this operator (we refer to the pioneering works [19, 20, 12, 5] and the related papers [6, 7, 10, 11, 13, 14] ). One of the main interests for studying the Dirichlet problem for equations involving the 1-Laplacian comes from the variational approach to image restoration (we refer to [8] for a review on the first variational models in image processing and their connection with the 1-Laplacian). This has led to a great amount of papers dealing with problems that involve the 1-Laplacian operator. In spite of this situation, up to our knowledge, this is the first attempt to analyze problem (1).
The natural energy space to study problems involving the 1-Laplacian is the space BV (Ω) of functions of bounded variation, i.e., those L 1 -functions such that their distributional gradient is a Radon measure having finite total variation. In order to deal with the 1-Laplacian operator, a first difficulty occurs by defining the quotient Du |Du| , being
Du just a Radon measure. It can be overcome through the theory of pairings of L ∞ -divergence-measure vector fields and the gradient of a BV-function (see [9] ). Using this theory, we may consider a vector field z ∈ L ∞ (Ω; R N ) such that z ∞ ≤ 1 and (z, Du) = |Du|, so that z plays the role of the above ratio. In general, the Dirichlet boundary condition is not achieved in the usual trace form, so that a very weak formulation must be introduced: [z, ν] ∈ sign (−u), where [z, ν] stands for the weak trace on ∂Ω of the normal component of z.
We point out that the space BV (Ω) is not reflexive, so that we cannot follow the arguments of [15] . Instead, we apply the results in [15] for problem (2) getting nontrivial solutions w p and then we let p goes to 1. Hence, one of our biggest concerns will be that constants appearing in the proof do not depend on p. The other major difficulty we have to overcome is to check that the limit function w = lim p→1 w p is not trivial.
1.1. Assumptions and main result. Let us state our problem and assumptions more precisely. We consider the general problem
Here, the source term f : Ω × R → R is a Carathéodory function satisfying the following hypotheses (i) There exists α > 0 such that
(ii) There exist q ∈ 0,
(iii) There exist κ > 1 and s 0 > 0 such that
where
We deal with solutions of problem (P ) in the sense of Definition 2.1 (see next section). Our main result is stated as follows: Theorem 1.1. Under the above assumptions, there exist at least two
The proof of existence considers approximating p-Laplacian problems and then the limit as p → 1 + of their nontrivial solutions w p is taken. To this end, it is essential to achieve the existence of a positive constantC independent of p such that
0 (Ω) ≤C , so that they are uniformly bounded in W 1,1 0 (Ω). However, we carefully have to check that their limit is not the trivial solution.
As far as the regularity of solutions is concerned, we further prove that they are bounded. To prove the boundedness of the solutions a crucial point is the estimate (3). We would like to highlight that the usual Stampacchia truncation method with p−Laplacian problem does not work here since the problem becomes superlineal when p tends to 1 (i.e. p − 1 < q).
Finally, in Proposition 4.1 we state a Pohozaev type identity for solutions belonging to W 1,1 (Ω). The important point to note here is, unlike p−Laplacian problems, the existence of solutions for any growth conditions of the source term. This is confirmed by dealing with explicit examples in the ball. This paper is organized as follows: in the next section on Preliminaries we introduce the space of functions of bounded variation and we give some definitions and properties of Anzellotti's theory. In addition, we raise the problem (P ) in a variational framework. Section 3 is devoted to the proof of existence and regularity of nontrivial solutions. To finish, in Section 4 a Pohozaev type identity is obtained. For the sake of completeness, we include there some examples.
Preliminaries
Throughout this paper, the symbol H N −1 (E) stands for the (N − 1)-dimensional Hausdorff measure of a set E ⊂ R N and |E| for its Lebesgue measure. Moreover, Ω ⊂ R
N denotes an open bounded set with Lipschitz boundary. Thus, an outward normal unit vector ν(x) is defined for H N −1 -almost every x ∈ ∂Ω.
We will denote by W 1,q 0 (Ω) the usual Sobolev space, of measurable functions having weak gradient in L q (Ω; R N ) and zero trace on ∂Ω. Finally, if 1 ≤ p < N, we will denote by p * = Np/(N − p) its Sobolev conjugate exponent. Furthermore, BV (Ω) will denote the space of functions of bounded variation:
Du is a bounded Radon measure where Du : Ω → R N denotes the distributional gradient of u. In what follows, we denote the distributional gradient by ∇u if it belongs to L 1 (Ω; R N ). We recall that the space BV (Ω) with norm
is a Banach space which is non reflexive and non separable.
On the other hand, the notion of a trace on the boundary can be extended to functions u ∈ BV (Ω), so that we may write u ∂Ω , through a bounded operator BV (Ω) ֒→ L 1 (∂Ω), which is also onto. As a consequence, an equivalent norm on BV (Ω) can be defined (see [4] ):
where H N −1 denotes the (N − 1)-dimensional Hausdorff measure. We will often use this norm in what follows. In addition, the following continuous embeddings hold
,
Moreover, we will use some functionals which are lower semicontinuous with respect to the L 1 -convergence. Besides the BV-norm, we also apply the lower semicontinuity of the functional given by
where ϕ is a nonnegative smooth function. For further properties of functions of bounded variations, we refer to [4] Since our concept of solution lies on the Anzellotti theory, we next introduce it. Consider
Moreover, in [9] (see also [8, Corollary C.7, C.16]) it is proved that (z, Du) is a Radon measure with finite total variation and for every Borel B set with
We recall the notion of weak trace on ∂Ω of the normal component of z defined in [9] as the application [z, ν] : ∂Ω → R, being ν the outer normal unitary vector of ∂Ω,
. Furthermore, this definition coincides with the classical one, that is,
where Ω δ = {x ∈ Ω : dist(x, ∂Ω) < δ}, for some δ > 0 sufficiently small. In [9] a Green formula involving the measure (z, Du) and the weak trace [z, ν] is established, namely:
being z ∈ X N (Ω) and u ∈ BV (Ω).
Next, we give the definition of solution to our problem
Remark 2.2. We remark that our solution belongs to
, so that the Anzellotti theory is available. Remark 2.3. In principle, condition (1) in Definition 2.1 only allows us to take test functions in the space C ∞ c (Ω). We explicitly point out that, as a consequence of the Anzellotti theory, we may choose any w ∈ BV (Ω) as a test function. Then, Green's formula (7) implies
Observe that the vector field z need not be unique. For instance, we may choose z = (1, 0, · · · , 0) or z = (0, 1, · · · , 0) to check that u ≡ 0 is solution of (1).
In order to introduce a variational setting of problem (P ) we recall the notion of subdifferential of a convex operator. Definition 2.4. Let H : BV (Ω) → R be a convex operator. For every u ∈ BV (Ω) we denote by ∂H(u), the subdifferential of H in u, as the set
Using this definition it is easy to check that u 0 is a global minimum of H if and only if 0 ∈ ∂H(u 0 ).
′ as a consequence of the Anzellotti theory. Indeed, Green's formula (7) and z ∞ ≤ 1 imply
On the other hand, for every v ∈ BV (Ω) we obtain
Let J : BV (Ω) → R be defined as
We will say that u 0 ∈ BV (Ω) is a critical point of functional
In virtue of Lemma 2.6, the functional given by ξ(w) = − Ω w div z belongs to ∂ u 0 . We point out that critical points of J coincide with solutions of problem (P ).
3. Proof of Theorem 1 3.1. Existence of non trivial solutions. We shall prove that (P ) has a nontrivial solution w ≥ 0. A similar argument shows that there exists a nontrivial solution v ≤ 0. Letp = min {1 + α, κ, q + 1}. For each 1 < p <p, consider the problem
By our hypotheses and the choice ofp, the following assertions are true for every p ∈ (1,p):
Then, it is well-know that problem (8) has nontrivial solutions v p ≤ 0 ≤ w p (see e.g. [16] ). These solutions are obtained using the "Mountain Pass Theorem" by Ambrosetti and Rabinowitz ( [3] ) for the two following functionals J
Concretely, for the nonnegative solution w p it is used J + p (while J
Since, by Young's inequality
it follows that I p is nondecreasing with respect to p. On the other hand, we fix 0 < φ ∈ C ∞ c (Ω) and since I p (tφ) → −∞ as t → ∞, it yields e = T φ (for some T > 0) such that Ip(e) < 0. Then, by monotonicity, we obtain I p (e) < 0, for all p ∈ (1,p).
Moreover, due to the fact that critical points of J + p are uniquely determined by critical points of I p , it follows that u ≡ 0 is a local minimum of I p and w p ≥ 0 is a nontrivial critical point of I p which can be obtained invoking to the Mountain Pass Theorem. That is, it satisfies
Next we claim that the sequence {I p (w p )} 1<p<p is increasing. Indeed, let 1 < p 1 < p 2 <p and thanks to the monotony of I p and the fact that
and the claim is proved. Thus, for a fixed p 0 ∈ (1,p) we get I p (w p ) ≤ I p 0 (w p 0 ) for all p ∈ (1, p 0 ) and hence
with C = C(p 0 ) > 0 independent of p. Observe that we write F (x, w p ) instead F + (x, w p ) because w p ≥ 0 (an analogous remark holds for f + (x, w p )).
We denote Ω p = {x ∈ Ω : w p (x) ≤ s 0 }, for any p ∈ (1, p 0 ). Then, by condition (a) and the definition of F (x, s), we obtain
where C 1 is independent of p. Also, by condition (c) and since w p is a solution, it holds
Substituting (10) and (11) into (9), we get
Then, since κ > p 0 , we conclude that
for some positive constantC =C(p 0 ), independent of p.
This last inequality (12) allows us to establish the following statements (see [5, Proposition 3] , and also [21, Theorem 3.3]): there exists a bounded vector field z ∈ L ∞ (Ω : R N ) with z ∞ ≤ 1 such that
On the other hand, (12) and Young's inequality imply
so that {w p } p>1 is bounded in BV (Ω). It follows that there exists w ∈ BV (Ω) such that, up to a subsequence (no relabeled),
Observe that w ≥ 0 because w p ≥ 0 for all p > 1. Then, thanks to (B) and the fact that f (x, s) is a Carathéodory function, we obtain
Moreover, we deduce from (C) that
Consequently, by the Dominated Convergence Theorem,
Expressions (14) and (15) imply that
In order to prove that (z, Dw) = |Dw|, we note that it is enough to show (z, Dw), ϕ = |Dw|, ϕ for all 0 ≤ ϕ ∈ C 1 c (Ω). Since z ∞ ≤ 1 and (5) holds, we just prove the inequality (z, Dw), ϕ ≥ |Dw|, ϕ . Due to the definition of (z, Dw), we must check that:
To this end, taking 0 ≤ w p ϕ ∈ W 1,p 0 (Ω) as a test function in problem (8), we get
We estimate the first integral term in (18) using Young's inequality:
Now, from the lower semicontinuity of the involved functional, we obtain lim inf
On the other hand, by (A) and (13)
The right hand side of (18) is analyzed as follows. We deduce from
and the pointwise convergence, that
Then, letting p → 1 + in (18), we obtain the required inequality (17) to conclude that (19) (z, Dw) = |Dw|.
Next, we will show that [z, ν] ∈ sign(−w) on ∂Ω. It is easy to check that this fact is equivalent to show (20)
it remains to prove the reverse inequality. To do this, we take w p − ϕ, with ϕ ∈ C 1 c (Ω), as a test function in (8) , to obtain
Hence, using Young's inequality, we get
Now, having in mind (13), the weak lower semicontinuity of the total variation and from the previous arguments, we can pass to the limit as p → 1 + , to have
due to (16) . Furthermore, by (16) , (7) and (19), we get
Replacing this equality in (22) gives the desired equality in (20) and we conclude that
Then, (16), (19) and (23) lead to conclude that w is a nonnegative solution of problem (P ) in the sense of Definition 2.1.
In order to check that w is nontrivial, by hypothesis (i), f (x, 0) = 0 and there exists δ > 0, small enough, such that |f (x, s)| ≤ K 1 |s| α for all |s| ∈ (0, δ) and for some K 1 > 0. Observe that hypothesis (ii) implies α < q <
. Moreover, by definition of F + (x, s) it follows
for |s| ∈ (0, δ). Let ρ ∈ (0, δ) to be determined. Then, for u ∈ BV (Ω) with u = ρ, it holds
We define ρ, so small, such that 1
, so that
Observing that J(e) < 0, we deduce that e > ρ. Since, by Young's inequality, we get that
On the other hand, we have
where in the last equality we have used that w is a solution of (P ). In addition, it is easy to check that
By using these last two equalities, we can assert that
Summarizing (24) and (25) we conclude that J(w) ≥ ρ 2 and then w is nontrivial, because J(0) = 0.
With regard to the existence of a nontrivial solution v ≤ 0 of problem (P ), we use the same reasoning applied to the functional
Where v p is the nonpositive solution of p−Laplacian problem (8).
3.2. Boundedness of the solutions. In this subsection, we will write S 1 to denote the best constant of the Sobolev embedding W 
Lemma 3.1. For every ε > 0 there exists k 0 > 0 (which does not depend on p) such that
for every k ≥ k 0 and for all p > 1 small enough.
Proof. Using Hölder's inequality twice, Sobolev's inequality and taking into account that
now, having in mind inequality (12) which asserts the existence of a positive constantC, which does not depend on p, satisfying
and since |Ω| p−1 p < 1+|Ω|, it follows that there exists a positive constant C = C(N, q, S 1 , |Ω|) such that
Remark 3.2. By a similar argument we can state the existence of a k 0 > 0 (which does not depend on p) such that
for every k ≥ k 0 and for all p > 1 sufficiently small. Where 0 ≥ v p ∈ W 1,p 0 (Ω) is the negative solution of (8) and
Now, we are ready to prove the boundedness of the solutions v and w of problem (P ).
Proof of Boundedness. We prove the boundedness of the positive solution w. The proof for the negative one is similar in spirit.
For every k > 0, we define the auxiliary function G k : R → R as usual
Now, computing and using (26), Sobolev's embedding, and the Young and Hölder inequalities, we have
By Lemma 3.1, there existsk 0 > 0 (which does not depend on p) such that
and for all p > 1 sufficiently small. Consequently, we obtain
Since w p (x) → w(x) a.e. x ∈ Ω, by Fatou lemma, we can pass to the limit on p → 1, to conclude that
Thus, w ∞ ≤k 0 .
A Pohozaev type identity and explicit examples
In this section we provide a Pohozaev type identity for elliptic problems involving the 1-Laplacian operator
in Ω,
From now on, for any function g evaluated on ∂Ω, we write ∂Ω g instead of ∂Ω g dH N −1 when no confusion can arise.
Proposition 4.1. [Pohozaev type identity for the 1-Laplacian]
Let u ∈ W 1,1 (Ω) be a solution of problem (27) in the sense of Definition 2.1 with z ∈ C 1 (Ω δ ) (for some δ > 0 sufficiently small) and assume that x · ∇u ∈ W 1,1 (Ω). Then, u satisfies the identity
Proof. By our assumption x · ∇u ∈ W 1,1 (Ω), we have
Moreover, by Stampacchia's Theorem, ∇ (x · ∇u) = 0 a.e. in the set {x · ∇u = 0} which implies
Hence, integrating by parts and taking into account (6), we obtain (29)
On the other hand, we also get
where in the last integral term we replace ∇u |∇u| by z since we can assume that |∇u| > 0. Then, combining (29) and (30), we obtain (31)
Since u is a solution, we can choose x · ∇u ∈ W 1,1 (Ω) as a test function and by using integration by parts we get
Also, taking u as a test function we have
Replacing the above two equalities in (31) and remembering that u (z · ν) = −|u|, it yields the equality (28). Finally, we point out that in case |∇u| = 0 in the whole Ω, we obtain the identity
In case Ω = B R (the ball of radius R > 0). Under the hypotheses of Proposition 4.1, solutions of (27) must satisfy the inequality
Proof. Since x · ν = R and by (5) , it follows that
Substituting into (28), we obtain the desired inequality.
The following result, first obtained by F. Demengel in [12, Section 4] , is now a consequence of Proposition 4.1. It is worth noting that in the Pohozaev inequalities, there is no restriction on the possible values of q. We give some explicit examples about radial solutions of problem (P ) in the ball B R = {x ∈ R N : |x| < R}. We point out that they also satisfy the Pohozaev identity (28). Furthermore thanks to Proposition 4.1, for a general continuous and increasing function f , constant solutions of (27) in B R must satisfy
In the next examples, we assume a supercritical growth, so that in the supercritical case, two positive (and two negative) solutions are 
