Nichols algebras are a fundamental building block of pointed Hopf algebras. Part of the classification program of finite-dimensional pointed Hopf algebras with the lifting method of Andruskiewitsch and Schneider is the determination of the liftings, i.e., all possible deformations of a given Nichols algebra. Based on recent work of Heckenberger about Nichols algebras of diagonal type we compute explicitly the liftings of
Introduction
At the moment the most promissing general method for the classification of finite-dimensional pointed Hopf algebras is the lifting method developed by Andruskiewitsch and Schneider [3] : Given a finite-dimensional pointed Hopf algebra A with coradical A 0 = k [Γ] and abelian group of group-like elements Γ = G(A). Then we can decompose its associated graded Hopf algebra into a smash product gr(A) ∼ = B#k[Γ] where B is a braided Hopf algebra. The subalgebra of B generated by its primitive elements V := P (B) is a Nichols algebra B(V ). Now the classification is carried out in three steps:
(1) Show that B = B(V ).
(2) Determine the structure of B(V ). Many classification results in special situations were obtained in this way [3, 5, 4, 12, 13] . The most impressive result obtained by this method by Andruskiewitsch und Schneider [7] is the classification of all finite-dimensional pointed Hopf algebras where the prime divisors of the order of the abelian group Γ are > 7. In this case the diagonal braiding of V is of
We consider the following monoidal structure on for all v ∈ V g , g ∈ Γ, w ∈ W . Thus every V ∈ Γ Γ YD is a braided vector space (V, c V,V ). We have the following important example: For a group Γ we denote by Γ the character group of all group homomorphisms from Γ to the multiplicative group k × .
If there is a basis x i , i ∈ I, of V and g i ∈ Γ, χ i ∈ Γ for all i ∈ I such that g · x i = χ i (g)x i and x i ∈ V g i , then we say V is of diagonal type.
Note that if k is algebraically closed of characteristic 0 and Γ is finite, then any finitedimensional V ∈ Γ Γ YD is of diagonal type. For the braiding we have c(x i ⊗ x j ) = χ j (g i )x j ⊗ x i for 1 ≤ i, j ≤ θ. Hence the braiding is determined by the so-called braiding matrix of V (q ij ) 1≤i,j≤θ := (χ j (g i )) 1≤i,j≤θ . • B is generated as an algebra by B(1).
Nichols algebras of diagonal type
Any two Nichols algebras of V are isomorphic, thus we write B(V ) for "the" Nichols algebra of V . One can construct the Nichols algebra in the following way: Let I denote the sum of all ideals of T (V ) that are generated by homogeneous elements of degree ≥ 2 and that are also coideals. Then B(V ) ∼ = T (V )/I. We say the Nichols algebra B(V ) is of diagonal type, if V is of diagonal type.
Cartan matrices
A matrix (a ij ) 1≤i,j≤θ ∈ Z θ×θ is called a generalized Cartan matrix if for all 1 ≤ i, j ≤ θ
• a ij ≤ 0 if i = j,
• a ij = 0 ⇒ a ji = 0.
Let B(V ) be a Nichols algebra of diagonal type. Recall that V resp. B(V ) with braiding matrix (q ij ) is called of Cartan type, if there is a generalized Cartan matrix (a ij ) such that
ii .
Not every Nichols algebra is of Cartan type (see Example We call (a ij ) the Cartan matrix associated to B(V ).
Weyl equivalence
Heckenberger introduced in [15, 16, Sect. 2 ] the notion of the Weyl groupoid and Weyl equivalence of Nichols algebras of diagonal type. With the help of these concepts Heckenberger classified in a series of articles [18, 14, 19] all braiding matrices (q ij ) of diagonal Nichols algebras with a finite set of PBW generators. We are concerned with the list of rank 2 Nichols algebras given in the table [15, 18, Figure 1 ]. We want to recall the following: For diagonal B(V ) with braiding matrix (q ij ) we associate a generalized Dynkin diagram: this is a graph with θ vertices, where the i-th vertex is labeled with q ii for all 1 ≤ i ≤ θ; further, if q ij q ji = 1, then there is an edge between the i-th and j-th vertex labeled with q ij q ji : Thus, if q ij q ji = 1 resp. q ij q ji = 1, then we have 2. In the non-standard Weyl equivalence class of row 8 of [15, 18, Figure 1 ] the Cartan matrices
, and
, e e −ζ 3 −ζ −1 −1 appear. These Nichols algebras are lifted in Section 5.5. The same Cartan matrices appear in row 9, where we lift the Nichols algebras corresponding to the last two Dynkin diagrams.
q-commutator calculus
In this section let A denote an arbitrary algebra over a field k of characteristic char k = p ≥ 0. The main result of this chapter is Proposition 2.1, which states important q-commutator formulas in an arbitrary algebra.
q-calculus
For every q ∈ k we define for n ∈ N and 0 ≤ i ≤ n the q-numbers (n) q := 1 + q + q 2 + . . . + q n−1 , the q-factorials (n) q ! := (1) q (2) q . . . (n) q , and the q-binomial coefficients
. Note that the latter right-handside is well-defined since it is a polynomial over Z evaluated in q. We denote the multiplicative order of any q ∈ k × by ordq. If q ∈ k × and n > 1, then 2) and the q-binomial theorem: For x, y ∈ A and q ∈ k × with yx = qxy we have
Note that for q = 1 these are the usual notions.
q-commutators
Let θ ≥ 1, X = {x 1 , . . . , x θ }, X the free monoid and A = k X the free k-algebra. For an abelian group Γ let Γ be the character group, g 1 , . . . , g θ ∈ Γ and χ 1 , . . . , χ θ ∈ Γ. If we define the two monoid maps
for all 1 ≤ i ≤ θ, then k X is Γ-and Γ-graded. Let a ∈ k X be Γ-homogeneous and b ∈ k X be Γ-homogeneous. We set
Further we define k-linearly on k X the q-commutator
Note that q a,b is a bicharacter on the homogeneous elements and depends only on the values
Further if a, b are Z θ -homogeneous they are both Γ-and Γ-homogeneous. In this case we can build iterated q-commutators, like
( 
Lyndon words and q-commutators
In this section we recall the theory of Lyndon words [25, 28] as far as we are concerned and then introduce the notion of super letters and super words [24] .
Words and the lexicographical order
Let θ ≥ 1, X = {x 1 , x 2 , . . . , x θ } be a finite totally ordered set by x 1 < x 2 < . . . < x θ , and X the free monoid; we think of X as an alphabet and of X as the words in that alphabet including the empty word 1. For a word u = x i 1 . . . x in ∈ X we define ℓ(u) := n and call it the length of u. The lexicographical order ≤ on X is defined for u, v ∈ X by u < v if and only if either v begins with u, i.e., v = uv
Lyndon words and the Shirshov decomposition
A word u ∈ X is called a Lyndon word if u = 1 and u is smaller than any of its proper endings, i.e., for all v, w ∈ X \{1} such that u = vw we have u < w. We denote by L := {u ∈ X | u is a Lyndon word} the set of all Lyndon words. For example
For any u ∈ X \X we call the decomposition u = vw with v, w ∈ X \{1} such that w is the minimal (with respect to the lexicographical order) ending the Shirshov decomposition of the word u. We will write in this case
If u ∈ L\X, this is equivalent to w is the longest proper ending of u such that w ∈ L.
For example L is Shirshov closed, and if
Super letters and super words
Let the free algebra k X be graded as in Section 2.2. For any u ∈ L we define recursively on ℓ(u) the map
. This map is well-defined since inductively all [u] are Z θ -homogeneous such that we can build iterated q-commutators; see Section 2.2. The elements 
is a new alphabet containing the original alphabet X; so the name "letter" makes sense. Consequently, products of super letters are called super words. We denote
the subset of k X of all super words. Any super word has a unique factorization in super letters [22, Prop. 2.6 ], hence we can define the lexicographical order on [L] (N) , as defined above on regular words. We denote it also by ≤.
A well-founded ordering of super words
The length of a super word
This defines a total ordering of [L] (N) with minimal element 1. As X is assumed to be finite, there are only finitely many super letters of a given length. Hence every nonempty subset of [L] (N) has a minimal element, or equivalently, fulfills the descending chain condition:
is well-founded. This makes way for inductive proofs on .
A class of pointed Hopf algebras
In this chapter we deal with a special class of pointed Hopf algebras. Let us recall the notions and results of [24, Sect. 3] : A Hopf algebra A is called a character Hopf algebra if it is generated as an algebra by elements a 1 , . . . , a θ and an abelian group G(A) = Γ of all group-like elements such that for all 1 ≤ i ≤ θ there are g i ∈ Γ and χ i ∈ Γ with
As mentioned in the introduction this covers a wide class of examples of Hopf algebras. 
where the smash product k X #k[Γ] and the ideal I are constructed in the following way:
Let k X be Γ-and Γ-graded as in Section 2.2, and k[Γ] be endowed with the usual bialgebra structure ∆(g) = g ⊗ g and ε(g) = 1 for all g ∈ Γ. Then we define
In this case, k X is a k[Γ]-module algebra and we calculate
is a Hopf algebra with structure determined for all 1 ≤ i ≤ θ and g ∈ Γ by
Ideals associated to Shirshov closed sets
In this subsection we fix a Shirshov closed L ⊂ L. We want to introduce the following notation for an
(N) with ℓ(U) = ℓ(W ), U > W (resp. U ≥ W ), and
Furthermore, we set for each u ∈ L either N u := ∞ or N u := ordq u,u (resp. N u := p k ordq u,u with k ≥ 0 if char k = p > 0) and we want to distinguish the following two sets of words depending on L:
Nu . Then let I be the Γ-homogeneous ideal of k X #k[Γ] generated by the following elements:
Calculation of coproducts
Let in this section char k = 0. For any g ∈ Γ, χ ∈ Γ we set
Although the following calculations are for k X #k[Γ], we can use the results in any character Hopf algebra A by the canonical Hopf algebra map k X #k[Γ] → A. Assume again the situation of Section 2.2.
Lemma 4.2. Let 1 ≤ i < j ≤ θ and r ≥ 1.
(
3) we obtain the claim. For (2) and (3) Next we want to examine certain coproducts in the special case when q ii = −1 for a 1 ≤ i ≤ θ. Note that in the following two Lemmata we could write more generally i and j with 1 ≤ i < j ≤ θ instead of 1 and 2: 
we have W U = qUW and
We further set for r ≥ 1 
We state for r ≥ 1
from where the claim follows. This we prove by induction on r: For r = 1 the claim is true. By induction assumption
where the last sum is zero since
by shifting the index of the second sum. Using Eq. (2.2) we get the desired formula. (2) is proven analogously with the formula (V + W ) As a consequence we have the following:
(1) If ordq 12,12 = 3, then
Hence
(2) If q 12 q 21 = q −2
11 and ordq 11 = 3, then
Proof. This is also a straightforward calculation using the following identities: Since
] by the restricted q-Leibniz formula of Proposition 2.1, thus Lemma 4.5. Let 1 ≤ i = j ≤ θ, 1 < N := ordq ii < ∞, and r ∈ Z. Then: 
Lifting
We proceed as in [3, 5] : In this chapter let char k = 0 and A be a finite-dimensional pointed Hopf algebra with abelian group of group-like elements G(A) = Γ and assume that the associated graded Hopf algebra with respect to the coradical filtration is
where V is of diagonal type of dimension dim k V = θ with basis X = {x 1 , . . . , x θ }. We will always identify
In particular B(V ) is finite-dimensional and we can associate a Cartan matrix as in Definition 1.1. (1) (a) If q i,w = 1 for some 1 ≤ i ≤ θ, then χ w = ε.
(b) If χ w = ε and for all 1 ≤ i ≤ θ there are 1 ≤ j ≤ θ such that q j,w = q ji or q w,j = q ij , then P χw gw = 0. Nu . Yet we don't know the c w , d u ∈ k X #k[Γ] explicitly; our general procedure to compute these elements is the following, stated inductively on ≺:
• Suppose we know all relations ≺-smaller than [w] resp. [u] Nu .
• Then we determine a counterterm r w resp. s u ∈ k X #k[Γ] such that 
In order to formulate our conjecture, we define the following ideal: For any super word
(N) let I U denote the ideal of k X #k[Γ] generated by the elements
Note that I U ⊂ I.
Nu , i.e.,
Remark 5.5.
1. If the conjecture is true, then one could investigate from the list of braidings in [19] where a free paramter λ w resp. µ u occurs in the lifting, without knowing r w resp. s u explicitly.
2. To determine the generators of the ideal I explicitly, i.e., to find r w resp. s u , it is crucial to know which relations of I are redundant. The redundant relations are detected as described in [23] .
3. In general r w resp. s u is not necessarily in k[Γ], like it was the case in [7] ; see Lemma 5.6 (2b),(3b) below or the liftings in the following sections.
At first we lift the root vector relations of x 1 , . . . , x θ and the Serre relations in general. Note that for these relations our Conjecture 5.4 is true. We denote the images of [x
Lemma 5.6. Let A be a lifting of B(V ) with braiding matrix (q ij ) and Cartan matrix (a ij ). Further let 1 ≤ i < j ≤ θ and N i := ordq ii . We may assume q ii = 1 for all 1 ≤ i ≤ θ.
(1) We have a
Moreover, if
a j ] = 0; in particular the latter claim holds if q jj = −1 and q
in particular the latter claim holds if q ii = −1 and q
Proof. 
. Now either µ j = 0 or q N j ij = 1 by (1), from where the claim follows. From now on let θ = 2, i.e., B(V ) is of rank 2. is e e q r with q := q 11 and r := q 22 . Then the Nichols algebra is given by
Lifting of B(V ) with Cartan matrix
with basis {x [18] . It is well-known [3] that any lifting A is of the form
with basis {x The Nichols algebras are given explicitly in [17] . As mentioned above, it is crucial to know the redundant relations for the computation of the liftings. Therefore we give the ideals without redundant relations which are detected in [23] :
Proposition 5.7 (Nichols algebras with Cartan matrix A 2 ). The finite-dimensional Nichols algebras B(V ) with Cartan matrix of type A 2 are exactly the following:
(1) e e−1 q (Cartan type A 2 ). Let q 12 q 21 = q −1
with basis {x
with basis {x 
with basis {x . If q 11 = q 22 = −1, N := ordq 12 q 21 ≥ 3, then
with basis {x where I is specified as follows:
A basis is {x
, then I is generated by, see [10] ,
r 12 x r 1 1 g | 0 ≤ r 2 , r 12 , r 1 < 3, g ∈ Γ} and dim k A = 3 3 ·|Γ| = 27·|Γ|. (c) If N := ordq 11 ≥ 4, then I is generated by, see [5] ,
A basis is {x 
A basis is {x (a) If q 12 = ±1, then I is generated by
(b) If q 12 = ±1, then I is generated by
In both cases a basis is {x Then we show that a lifting A is necessarily of this form.
• (T (V )#k[Γ])/I is a Hopf algebra: We show that in every case I is generated by skewprimitive elements, thus I is a Hopf ideal. The elements x .
(1b),(1c) is treated in [10, 5] . For (4a): By induction on N (the induction basis N = 2 is Lemma 5.6(2b))
Further q 12,12 = q 12 q 21 is of order N and q 
which is 0 since (q 12 q 21 ) N = q • The other way round, let A be a lifting of B(V ) with a i ∈ P χ i g i as in the beginning of this chapter. We consider the Hopf algebra map
which takes x i to a i and g to g. It is surjective since A is generated by a 1 , a 2 and Γ [3, Lem. 2.2]. We have to check whether this map factorizes to 
Lifting of B(V ) with Cartan matrix B 2
In this section we lift some of the Nichols algebras of standard type with associated Cartan matrix
of type B 2 (in the next Section also of non-standard type B 2 ). At first we recall the Nichols algebras (see [17] ), but again we give the ideals without redundant relations [23] : 
with basis x
with basis x 
with basis x (b) If ordq 11 = 4 and q 12 = ±1, then I is generated by 1 g | 0 ≤ r 1 , r 12 < 4, 0 ≤ r 2 , r 112 < 2, g ∈ Γ .
(2) e In (a),(b),(c) dim k A = 72 · |Γ|. and a basis is 1 g | 0 ≤ r 1 < 3, 0 ≤ r 12 < 6, 0 ≤ r 2 , r 112 < 2, g ∈ Γ .
(d) Let N := ordq 11 > 4 (N = 4 is (1)), and q 12 = ±1. Denote 1 g | 0 ≤ r 1 < N, 0 ≤ r 12 < N ′ , 0 ≤ r 2 , r 112 < 2, g ∈ Γ . 
