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Abstract 
In the paper, original control system of adaptive 
antennas, which is based on Kalman filter, is presented 
and compared with earlier approaches to the problem. 
The designed control circuit eliminates some disadvan-
tages of the control circuits based on the classical Kal-
man neural network and the Wang one, and enables a 
real time processing of quickly changing signals pro-
cessed by adaptive antennas. Especially, the dependen-
ce of the convergence rate on ratio of eigenvalues and 
the risk of instability are significantly reduced. 
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1. Introduction 
An adaptive antenna array is an antenna system, that 
automatically sets minims of its directivity pattern to direc-
tions from which the most powerful interference signals 
come. Other words, the directivity pattern of the adaptive 
antenna is synthesized to optimize the signal to interference 
ratio at the antenna output. Or - an adaptive antenna can be 
understood as a spatial filter which passes signals coming 
from the main lobe direction (from which the desired 
signal comes) and which adaptively suppresses signals arri-
ving from other directions. 
At present, most adaptive antennas are based on the 
pilot signal method and the steering vector one. 
In the case of the pilot signal, a transmitter transmits a 
signal, which is known at the receiving side during a lear-
ning period. Hence, an error signal, which equals to the 
difference between the desired pilot and the actual signal at 
the antenna output, can be defined and the mean squared 
error can be minimized to obtain an optimal signal to inter-
ference ratio at the antenna output. 
In the case of the steering vector, the mean power of 
signal at the antenna output is minimized. If the minimi-
zation is constrained in order not to influence parameters of 
the antenna system in the main lobe direction (from which 
a desired signal comes), then the minimization reduces 
interference signals only and the signal to interference ratio 
at the antenna output is optimized again. 
From the optimization point of view, adaptive anten-
nas are parallel systems, which are asked to be very fast in 
most applications. Since digital processors work in a se-
quential way and since parallel multiprocessor systems are 
expensive, analog parallel processors seem to be a suitable 
alternative for the control of an optimization process (since 
analog circuits can work quickly and they are relatively 
cheap). One approach consists in using analog neural net-
works. These networks are analog circuits based on certain 
adaptive algorithm (Least Mean Squares [3], Kalman filter 
[12]) and consisting of certain number of same cooperating 
units. Since the neurons work in a parallel way, these 
networks are suitable for solving sets of simultaneous equ-
ations. Since steering algorithms for the control of adaptive 
antennas can be converted to the form of a set of simulta-
neous linear equations, the analog neural networks are ap-
plicable also in adaptive antennas. 
In the paper, we compare adaptive antenna control 
system based on the Wang network (WN) and originally 
developed adaptive antenna control system based on the 
Simplified Kalman network (SKN) and its improvement, 
which exhibits better convergence properties.  
2. Pilot Signal Systems 
The pilot signal method is based on transmitting a pi-
lot signal by transmitter during the adaptation period, that 
is known at receiving side and which serves for adaptation 
of the antenna to the interference environment. The mean 
squared difference between the signal on the antenna 
output and the known "pilot" signal (mean square error) is 
proportional to the power of received interference signals. 
If mean squared error is minimized, then the power of re-
ceived interference signals is minimized too. The pilot sig-
nal has to be of similar spectral and directional characteris-
tics as the incoming signal (desired signal), which is trans-
mitted after the end of adaptation. 
The removal of interferences is provided by changes 
of directivity pattern, which leads to the minimization of 
the interference power. Setting the main lobe and nulls of 
directivity pattern to desired directions is reached by com-
plex weighting of signals at outputs of antenna elements. 
Optimal complex weights (producing optimal signal to in-
terference ratio in Wiener sense) can be sought by gradient 
algorithms, which iteratively change setting of weights in 
contra-direction of the gradient of the mean squared error. 
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Fig. 1 The pilot-signal-based adaptive antenna controlled by WN. 
As already mentioned, the difference between the pilot sig-
nal and the signal at the antenna output (the error signal) is 
expressed according to [8] as 
( ) ( ) ( ) ( )tttdte WX ⋅−= H . (1) 
In (1), W(t) is a vector of complex weights at the outputs 
of antenna elements, d(t) is a pilot signal and X(t) denotes 
a vector of signals at the outputs of antenna elements (Fig. 
1). The mean squared error is minimal if [8] 
( ) ( )[ ] 0* =∇ teteEW  (2) 
where E denotes the mean value and * complex conjugate 
value. Substituting (1) into (2) and performing a few 
mathematical manipulations [8], Wiener-Hoff equation for 
computing optimal weights is obtained 
PWR =opt . (3) 
Here, R = E {X(t)XH(t)} is the auto-correlation matrix of 
signals at the antenna elements outputs, P = E {d*(t)X(t)} 
is the cross-correlation vector of the pilot signal and signals 
at the outputs of antenna elements, and H denotes 
Hermitian conjugate value. 
The pilot signal method is very popular because of its 
simplicity. Unfortunately, there are problems with realiza-
tion of the pilot signal. Estimation of its proper statistical 
parameters is the first hard nut, and problem of synchroni-
zing the received pilot with generated one is second one. 
2.1 Adaptive Antenna Controlled by 
Wang Network 
Adaptive antenna controlled by WN is depicted in 
Fig. 1. Blocks containing “I” denote integrators; blocks 
containing “X” represent analog multipliers. 
The task solved by ANN is the Wiener-Hoff equation, 
where the estimates of the left-side matrix elements are 
computed by couples of multipliers. Hence, the respective 
Wang ANN can be described as follows: 
[ ])()()()()()( H* ttttdt
RCdt
td
intint
WXXXW −= η . (4) 
Here, CintRint is a time constant of the integrator and η is an 
adaptation constant. The weighting vector can be obtained 
when solving (4) by the variation of parameters. Handling 
with the equation 
0)()()()( H =+ ttt
RCdt
td
intint
WXXW η , (5) 
the vector W(t) is obtained in the form 
CXXW ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎦
⎤⎢⎣
⎡ −= ∫t
intint
d
RC
t
0
H )()(exp)( τττη , (6) 
where C is a vector of constant elements. In order to obtain 
the solution of (4), we suppose the vector C being time-de-
pendent. Then, eqn. (4) can be rewritten to 
⋅
⎭⎬
⎫+
⎩⎨
⎧ +−+
)()()(
)()()()(
H
H
ttt
RC
ttt
RCdt
td
intint
intint
CXX
CXXC
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η
 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎦
⎤⎢⎣
⎡ −⋅ ∫t
intint
d
RC0
H )()(exp τττη XX  
)()( * tdt
RC intint
Xη= . (7) 
From this, we can express C(t) as 
∫ ∫ ⋅⎪⎩
⎪⎨
⎧
⎥⎦
⎤⎢⎣
⎡=
t
intintintint
dttt
RCRC
t
0 0
H )()(exp)(
τ ηη XXC  
} KX +⋅ .)()( * τττ dd  (8) 
Then, the relation for W(t) can be rewritten to 
{ +⋅
⎭⎬
⎫
⎩⎨
⎧ −= ∫ KXXW t
intint
d
RC
t
0
H )()(exp)( τττη  
⎪⎭
⎪⎬
⎫
⎥⎦
⎤⎢⎣
⎡∫ ∫t
intintintint
dddttt
RCRC0
*
0
H )()()()(exp τττηη
τ
XXX   (9) 
where K is a vector of constant elements, which are evalu-
ated considering initial conditions (substituting t = 0 to 
eqn. 9). First, time integrals in (9) are evaluated. As stated 
in [14], we replace the exponential function according to 
⎥⎦
⎤⎢⎣
⎡=∫ RXX
intintintint RC
tdttt
RC
ηη exp)()(exp H . (10) 
Hence, time integral in brackets of (9) can be rewritten to 
=⎥⎦
⎤⎢⎣
⎡∫ ∫ τττηη
τ
dddttt
RCRC
t
intintintint
)()()()(exp *
0 0
H XXX  
∫ ⎥⎦
⎤⎢⎣
⎡=
t
intintintint
dd
RCRC0
* )()(exp ττττηη XR  (11) 
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and evaluated as 
=⎥⎦
⎤⎢⎣
⎡∫t
intintintint
dd
RCRC0
* )()(exp ττττηη XR  
{ })()(exp *1 tdtE
RC
t
intint
XRR −⎥⎦
⎤⎢⎣
⎡= η   (12) 
where the product X(t)d*(t) is replaced by its averaged va-
lue [14]. Hence, (9) be can rewritten to 
⎪⎩
⎪⎨⎧ ⋅⋅⎥⎦
⎤⎢⎣
⎡⎥⎦
⎤⎢⎣
⎡ −= −1expexp)( RRRW
intintintint RC
t
RC
tt ηη  
{ } }KX +)()( * tdtE . (13) 
For t = 0, a constant vector K can be expressed as 
{ } )0()()( *1 WXRK +−= − tdtE . (14) 
Then, the average weighting vector converges to 
{ } ( ) +
⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ −+= − 0exp)()()( *1 WRXRW
intint RC
ttdtEt η  
{ )()(exp *1 tdtE
RC
t
intint
XRR −⎥⎦
⎤⎢⎣
⎡ −− η } .  (15) 
Using transform [14], we can obtain 
[ ] [ ] NjRCT jintintj ,,2,1, K== λη , (16) 
where λj represents j-th eigenvalue of the matrix R and N is 
a number of eigenvalues. This is the same result as in the 
case of the Wang network for solution of set of simulta-
neous linear equations [17]. It can be concluded, that con-
vergence properties are not very good. From (16), it can be 
seen that the bigger ratio of eigenvalues, the more slowly 
the network converges. Another problem is the use of 
optimal setting of adaptive parameters for another ratio of 
eigenvalues, which can result in creating of an unstable 
state of the circuit, especially when the used ratio of eigen-
values is higher than the ratio of eigenvalues, for which are 
the circuit parameters set as optimal. Therefore, the 
improvements of the Wang network were made – see, for 
example, [3], [12], [14] and [15]. 
2.2 Adaptive Antenna Controlled by 
Simplified Kalman Network 
SKN can control pilot-signal based adaptive antennas 
as well. On the basis of properties of SKN, discussed in 
[18], we can say that the control circuit based on SKN 
should exhibit better convergence properties than such cir-
cuit based on Wang network. An adaptive antenna con-
trolled by SKN is depicted in Fig. 2. Here, blocks P and I 
denote predictor and integrator respectively, which are 
depicted in Fig. 4. Mathematical description of the circuitry 
is based on the equations of non-simplified Kalman filter 
[12]. These equations can be rewritten to 
( )[ ])()()()()()( H* ttttdtt
RCtd
td
intint
WXXXKW −= η , (17) 
( ) ( ) [ ] ρTH )()( tttt XXPK = , (18) 
)()()()(1)( H tttt
RCdt
td
intint
PXXKP −=  (19) 
by considering the Wiener-Hoff equation as the solved 
task. Here, CintRint denotes a time constant of Kalman pre-
dictor and a time constant of the integrator (see Fig. 4), 
which are considered to be equal, and η is an adaptation 
coefficient (see Fig. 2), which will be for simplicity in fol-
lowing derivation considered to be equal to one. Next, P(t) 
is a predicted state-error, ρ  is a coefficient representing a 
residual error, K(t) denotes a matrix of a Kalman gain and 
X(t) is the vector of input signal. The predicted state error 
can be expressed as 
[ ] [ ]⋅−= )()()()()( HH tttttdtd T XXXXPP  
[ ]intint RCt ρ)(P . (20) 
This can be arranged to 
[ ] =+∫ − Ctdtt IPPP )()()( 1   
[ ] [ ] [ ]{ }∫−= intint RCdttttt ρ)()()()( HTH XXXX , (21) 
where C denotes a constant. Considering 
[ ] [ ] [ ]{ }=− ∫ intint RCdttttt ρ)()()()( HTH XXXX  
[ ] [ ]intint RCtρRRT−= , (22) 
we can find that 
P R R( )
int int
t
t
C R
CT= +⎛⎝⎜
⎞
⎠⎟
−ρ 1
I . (23) 
Here, R is auto-correlation matrix of signals at outputs of 
antenna elements. The constant C can be determined from 
the initial condition P(t)=P0. Then, we can find 
01 PC =  (24) 
and therefore 
( ) ( )[ ] 10T)( −+= PRCtt intint IRRP ρ . (25) 
Now, Kalman gain can be expressed as 
( ) ( )[ ] ⋅+= −10T)( PRCtt intint IRRK ρ  
[ ] ρTH )()( tt XX . (26) 
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We substitute (26) to (17) and express the weighting 
vector. Then, (17) can be rewritten to 
⋅⎥⎦
⎤⎢⎣
⎡ +=
−1
0
T1)(
PRC
t
RCdt
td
intintintint
IRRW ρ  (27) 
[ ] [ )()()()()()()( H*TH ttttdttt WXXXXX −⋅ ρ ]. 
In order to obtain the solution of (27), we solve first 
⋅⎥⎦
⎤⎢⎣
⎡ ++
−1
0
T1)(
PRC
t
RCdt
td
intintintint
IRRW ρ  
[ ] [ ] 0)()()()()( HTH =ttttt WXXXXρ . (28) 
Applying a similar procedure as used in Section 2.1, we 
can obtain 
[ ] [ ]∫ ⎩⎨
⎧ −′= .)()()()(exp)( HTH tttt
RC
t
intint
XXXXCW ρ  
dt
PRC
t
intint ⎪⎭
⎪⎬
⎫
⎥⎦
⎤⎢⎣
⎡ +⋅
−1
0
T IRRρ . (29) 
Here C’ is a vector of constants. In order to obtain the 
solution of (27), we assume the vector of constants C’ 
being time-dependent. Then, we can rewrite (27) to 
[ ] [ ]
⋅⎥⎦
⎤⎢⎣
⎡ +=
⎪⎭
⎪⎬
⎫
⎥⎦
⎤⎢⎣
⎡ +
⋅
⎩⎨
⎧ −′
−−
∫
1
0
T
1
0
T
HTH
1
)()()()(exp)(
PRC
t
RC
dt
PRC
t
tttt
RCdt
td
intintintintintint
intint
IRRIRR
XXXXC
ρρ
ρ
 
[ ] [ )()()()( *TH tdttt ρXXX⋅ ]. (30) 
Hence, the constant C’(t) can be expressed as 
∫ ⋅⎪⎩
⎪⎨
⎧
⎥⎦
⎤⎢⎣
⎡ +=′
−1
0
T1)(
PRC
t
RC
t
intintintint
IRRC ρ   
[ ] [ ]} KXXX ′+dttdttt γρ)()()()( *TH ,  (31) 
where 
[ ] [∫ ⎩⎨
⎧= )()()()(1exp HTH tttt
RC intint
XXXXγ ] 
dt
PRC
t
intint ⎪⎭
⎪⎬
⎫
⎥⎦
⎤⎢⎣
⎡ +
−1
0
T IRR
ρ  (32) 
and K’ is a vector of constants. Now, we need to evaluate 
time integrals in (31). We note, that (31) is rewritten to 
[ ] [ ] KXXXC ′+⎭⎬⎫⎩⎨⎧=′ ∫ − dttdtttdtdt )()()()()( *1Hγ . (33) 
Finally, (33) can be rearranged (considering similar assum-
ptions as in the previous chapter) to 
{ } KXRC ′+=′ − )()()( *1 tdtEt γ . (34) 
Now, we can express the weighting vector as 
{ } += − )()()( *1 tdtEt XRW  
[ ] [∫ ⋅⎩⎨
⎧ −+ )()()()(exp HTH tttt
RC intint
XXXXρ ]  
KIRR ′
⎪⎭
⎪⎬
⎫
⎥⎦
⎤⎢⎣
⎡ +⋅
−
dt
PRC
t
intint
1
0
Tρ . (35) 
As already stated, the exponential function can be replaced 
according to 
[ ] [ ]
=
⎪⎭
⎪⎬
⎫
⎥⎦
⎤⎢⎣
⎡ +
⎩⎨
⎧ ⋅−
−
∫
dt
PRC
t
tttt
RC
intint
intint
1
0
T
HTH )()()()(exp
IRR
XXXX
ρ
ρ
 
[ ]{ }intint RCPt IRR +−= T0lnexp ρ , (36) 
and (35) can be rewritten to 
{ } [ ]KIRRXRW ′++= − intint RCPttdtEt T0*1 )()()( ρ . (37) 
In order to find an expression for constant vector K’, t = 0 
is substituted to (37). Then 
{ } intintintint RCtdtERC )0()()( *1 WXRK +−=′ −  . (38) 
Finally, we can express time course of the average weigh-
ting vector 
( )[ ]
{ }+⋅
⋅+−=
−
−
)()(
)(
*1
1T
0
tdtE
RCPtRCt intintintint
XR
IRRIW ρ  
[ ] )0(1T0 WIRR −++ intintintint RCPtRC ρ . (39) 
Convergence properties of the described adaptive antenna 
system (including influence of eigenvalue ratio) are given 
by the term [ρP0t RTR + I Cint Rint]-1, which are very similar 
to convergence properties of Kalman neural network, des-
cribed in [18]. We can use the matrix transform described 
in [14] in order to obtain the dependence on eigenvalues: 
following [14], we define W’(t) = E-1W(t), X’(t) = E-1X(t), 
where E denotes a transform matrix. We multiply (39) by 
E-1 and rewrite (39) to 
 { )()(')(' *110 tdt
RC
tP
t
intint
XRIIW −
−
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +Λ−= ρ }. (40) 
Here, Λ represents the matrix of eigenvalues. Comparing 
(40) to (16), the form of the convergence process of Wang 
ANN is given by the exponential function of a negative ar-
gument. If argument is a function of time, its decrease is 
quicker than inverted value of time. Computer simulations 
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show that circuit from Fig. 2 converges more quickly for 
the same input signal, which can be explained by the influ-
ence of real circuit elements (in ideal case, both networks 
can converge to zero within very short time, because we 
are not limited in setting of adaptive parameters).  
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Fig. 2 Pilot-signal-based adaptive antenna controlled by classical 
simplified Kalman ANN. 
In real case, convergence rate is limited by properties of 
real circuit elements (especially opamps), which can cause 
an unstable state of ANN, if there is a high gain of the cor-
responding closed loops in the circuit (caused by high or 
low value of an adaptation parameter, e.g.). Higher conver-
gence rate of SKN is caused by multiplying the error signal 
by Kalman gain, which is decreasing with time very quick-
ly. Therefore, gains of the closed loops in the lower part of 
SKN are not time-independent - they are decreasing in time 
due described multiplying. Hence, creating an unstable sta-
te requires higher values of gains of closed loops at the be-
ginning of the convergence process comparing to Wang 
ANN, which leads to better stability and convergence pro-
perties. In case of SKN, there are also more possibilities of 
influencing closed-loops gains because Kalman gain de-
pends on the input signal and on the upper-circuit adapta-
tion parameters, which allows finer tuning of the network. 
Properties of the SKN-based adaptive antenna can be 
improved applying improved versions of the classical SKN 
[18]. An analog realization of adaptive antenna controlled 
by improved SKN is depicted in Fig. 3. Here, the block P 
denotes a predictor, and the block I’ is a modified integra-
tor from Fig. 5. Such network for solving of simultaneous 
linear equations was at first presented in [18], where it was 
P+ x
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Fig. 3 The pilot-signal-based adaptive antenna controlled by im-
proved SKN. 
created by combining of separately developed improve-
ments, which led to the shortest convergence time of all 
developed improved networks. Unfortunately, time course 
of combined SKN cannot be expressed analytically due to 
the enormous complexity; only the SKN with only one 
improvement used in circuit from Fig. 3 can be analyzed, 
which was performed in [18]. However, the computer 
simulations show that these improvements separately used 
do not lead to strong decreasing of the convergence rate 
and dependence of the convergence rate on the eigenvalue 
ratio of the input signal matrix, but its combination exhibits 
such properties (see part 4 of this work). Considering use 
of adaptive antennas in such areas as mobile communica-
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tions are [10], [11], such properties of the control circuit 
are the significant contribution to its errorless function. 
3. Steering Vector Systems 
The steering vector method is based on such minimi-
zation of mean output power, which does not influence 
properties of the antenna in the main lobe direction, from 
-
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Fig. 4 Blocks used in the control circuit based on SKN: 
a) integrator, b) predictor 
which the desired signal comes, and reduces mean power 
of the interference signals at the output of the antenna, 
since interferences are assumed to come from other 
directions. The mean output power [8] can be expressed as 
( ) ( )[ ]{ }tytyE *min
W
, (41) 
and its minimization is constrained by the requirement of 
fixed properties of directivity pattern in the main lobe di-
rection [8] 
( )S WT t = 1. (42) 
Here, y(t) is the output signal of the adaptive antenna and S 
is column vector, which is generally of the form 
T
0
0
0
0
cos)1(2exp,....,cos2exp,1 ⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⎟⎟⎠
⎞
⎜⎜⎝
⎛= θλ
πθλ
π MdjdjS .(43) 
Here, M is a number of elements of the antenna array, d is 
the element spacing, λ0 is the wavelength of the plane 
wave in free space and θ0 is the look direction angle (the 
angle between the axis of the linear antenna array and the 
direction of the arrival of the desired signal). 
Rf
p -
+
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Fig. 5 Modified integrator 
The constrained minimization can be solved by the 
method of Lagrange multipliers [5] producing 
( ) ( )[ ] ( )[L E y t y t t= +* Tλ C W 1]− , (44) 
which is to be minimized. In (44), λ denotes the Lagrange 
multiplier. The necessary condition for the minimum of 
(44) can be expressed as 
∇ =W L 0 . (45) 
Substituting (44) into (45), considering (for simplicity) S to 
be the column vector of ones (the desired signal has the 
same phase at all elements) and evaluating the resultant 
equation yields the following relation 
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, (46) 
which provides (N+1) relations for N unknown complex 
weights w and an unknown Lagrange multiplier λ.  
The adaptive antenna based on this control system 
was so far designed by 2 ways: The first one was published 
in [5], where solving of the quadratic programming prob-
lem was applied to the Wang network, and the second one 
was published in [4] and [6] and deals with the Hopfield 
network. Because of relative bad properties of the Hopfield 
network, the first approach only will be mentioned bellow.  
3.1 Adaptive Antenna Controlled by 
Wang Network 
Since the above-described steering vector system is 
the complex-value constrained quadratic programming 
problem, which cannot be solved by the neural network di-
rectly, it is necessary to separate the real and the imaginary 
parts of elements of the weighting vector and the matrix of 
the input signal. [4] shows that the product of complex 
values WHRW, which represents the mean output power of 
the adaptive antenna and which is to be minimized, can be 
converted to the form 
v
RR
RR
vWRW ⎥⎦
⎤⎢⎣
⎡ −=
ri
irTH , (47) 
where 
[ ]Tir WWv = . (48) 
Here, Wr is real part of W, Wi is imaginary part of W, Rr 
and Ri denote real and imaginary part of R, respectively. 
Discussing the way of the design of ANN for solving 
of this task, problem is described as a minimization of 
vGvv T21)( =Φ  (49) 
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subject to 
bvC = , (50) 
where 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=
ri
ir
RR
RR
G , (51) 
( )T01=b , (52) 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= TT
TT
ri
ir
SS
SS
C . (53) 
Here, C is created same way as G (for more information 
see [4]), Sr and Si denote here real and imaginary part of S. 
The Langrangian of the quadratic programming prob-
lem with equality constraints is defined according to [5] as 
)(),( TT21 bCvvGvG −+= λλL  (54) 
where λ is two-dimensional column vector of Langrangian 
multipliers (the length of this vector is determined by the 
vector b). From the condition (see [2]) 
∇ =W L 0 , (55) 
we can obtain matrix-form algebraic equation 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
b
Nv
NC
CG 2
1
T
λ , (56) 
where N1 is a null matrix of size 2×2, and N2 is n-dimensi-
onal null column vector. According to [5], (n+2)-dimensi-
onal linear system of algebraic equations in (55) has a 
unique solution if G is positive definite and C has full rank 
(n is the dimension of G). The dynamics of Wang ANN for 
the solution of this problem can be described by 
yZxZZx TT )()( ηη +−= t
dt
td  (57) 
where 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
1
T
NC
CG
Z , (58) 
( T)()()( ttt λvx = )
)
, (59) 
( T2 bNy = , (60) 
and η is a learning constant (as mentioned above). The re-
lation (57) can be rewritten to 
⎟⎟⎠
⎞
⎜⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
⎛
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⎛
2
T
T2
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)(
/)(
/)(
N
Cbv
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GCCCGv ηληλ t
t
dttd
dttd
T
. (61) 
Wang ANN for solving this problem consists of (m+2) 
neurons representing variables vi(t) and λi(t). The first mat-
rix is denoted as 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=
CCGC
CGCCG
M
TT
T2
η , (62) 
and the biasing threshold vector is denoted as 
( )T2NbCηθ = . (63) 
Then, we can rewrite (61) to 
d t dt
d t dt
t
t
v
M
v( ) /
( ) /
( )
( )λ λ θ
⎛
⎝⎜
⎞
⎠⎟ =
⎛
⎝⎜
⎞
⎠⎟ + . (64) 
This is the classical task to be solved by Wang ANN of 
(m+2) neurons. Convergence properties are given by eigen-
values of M, as seen from (64). The dependence of the 
convergence rate upon ratio of eigenvalues of this matrix is 
similar as this dependence in the case of the classical Wang 
network, described in [17]. Computer simulations are dif-
ficult to perform because of complexity of the circuitry, 
which causes very high computational requirements – from 
reason, real opamps can not be used, as well as multipliers 
providing correlation coefficients. Therefore, it is not 
necessary to observe the dependence of the convergence 
rate on the circuit parameters and on the eigenvalue ratio of 
the input signal matrix, because by setting of circuit para-
meters an arbitrary low convergence rate can be reached. 
3.2 Adaptive Antenna Controlled by 
the Simplified Kalman Network 
Kalman ANN can control the steering-vector antenna 
too [9]. The basis for deriving control relations is 
yZxZZx TT )()( ηη +−= t
dt
td , (65) 
which was presented in previous chapter as an equation de-
scribing convergence process of Wang ANN for solving of 
the quadratic programming problem. In order to obtain de-
sired equations for steering vector system implemented by 
Kalman ANN, relation (65) has to be applied to the basic 
equations of Kalman filter. Then, (65) can be rewritten to 
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⎞
⎜⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
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where 
( ) ( )
T
1
T
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
NC
CG
PK tt ρ  (67) 
( ) ( ) ( )tt
dt
td P
NC
CG
KP ⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
1
T
 . (68) 
K(t) is a Kalman gain vector, P(t) is a vector of predicted 
state error and ρ is an adaptive parameter. Other symbols 
denote the same quantities as in the previous chapter. On 
the basis of presented equations, we can express an equ-
ation of the convergence process of weighting vector as 
( ) +⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
−
b
N
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v 2
1
1
T
t  (69) 
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The last brackets in (69), i.e. ratio of eigenvalues of the 
matrix product in these brackets determine convergence 
properties. Influence of eigenvalue ratio is similar to the 
classic Kalman ANN. Realization of Kalman ANN for this 
task is quite easy - it can be solved by the classic Kalman 
ANN, which is extended to have m+2 neurons. Because the 
complexity of the steering vector based adaptive antenna 
controlled by SKN is much more complicated than such 
adaptive antenna controlled by Wang ANN, the computer 
simulations were not performed from previous reasons. 
4. Computer Simulations 
In Tab.2, computer simulations related to the discus-
sed circuits are presented. Computer simulations are per-
formed by using PSPICE for a two-element adaptive anten-
na based on a pilot signal. Values of circuit parameters 
were set for the case of optimal convergence time for input 
signal with frequency 100 kHz (frequency shift between 
antenna array and ANN is supposed) and other parameters 
following the third row of the Tab. 1 (all the simulations 
were performed with this setting of circuit parameters). 
 
Phase of 
interference Phase of signal Weights λ1/λ2
1st el. 2nd el. 1st el. 2nd el.   
1 -60° +60° -40° -40° ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
156.0
449.0
v  4 
2 -60° +135° -40° -40° ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
998.1
511.0
v  526 
3 -60° +139° -40° -40° ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
088.10
515.0
v  13092 
Tab. 1 Observed input signals (in all cases, the same input signal 
frequency is considered, amplitude of all the signals 1V). 
 Wang’s net classical SKN modified SKN
λ1 / λ2 t [ms] t [µs] t [µs] 
 4 6.31 divergence 13.32 
 526 6.55 divergence 16.79 
 13092 4.26 227.76 20.87 
Tab. 2 Dependency of the convergence time on the eigenvalue 
ratio of the input signal matrix. 
5. Conclusion 
The paper presents an original control system of the 
adaptive antenna, based on improved simplified Kalman 
filter. In section 2, control systems of the pilot signal based 
adaptive antenna, based on classical Wang and simplified 
Kalman network, were presented and analyzed. In chapter 
3, adaptive antenna based on the steering vector method is 
discussed in a similar way. By using results of computer 
simulations, the mentioned control circuits were compared 
with circuit based on modified simplified Kalman network, 
which was found to exhibit very high convergence rate and 
very low dependence on the eigenvalue ratio. 
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