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Summary 
User models and recommender systems due to their similarity can be considered the same thing 
except from the use that we make of them. Both have their root in multiple disciplines such as 
information retrieval or machine learning among others. The impact has grown rapidly with the 
importance of data on systems and applications. Most of the big companies employ one of the 
other for different reasons such as: gathering more customers, boost sales or increase revenue. 
Thus very well-known companies like Amazon, EBay or Google use models to improve their 
businesses. In fact, as data becomes more and more important for companies, universities and 
people, user models are crucial to make decisions over large amounts of data. Although user 
models can provide accurate predictions on large populations their use and application is not 
restricted to predictions but can be extended to selection of dialogue strategies or detection of 
communities within complex domains. 
After a deep review of the existing literature, it was found that there is a lack of statistical 
user models based on experience plus the existing models in the area are content-based models 
that suffer from major problems as scalability, cold-start or new user problem. Furthermore, 
researchers in the area of user modelling usually develop their own models and then perform ad-
hoc evaluations that are not replicable and therefore not comparable. The lack of a complete 
framework for evaluation makes very difficult to compare results across models and domains. 
There are two main approaches to build a user model or recommender system: the content 
based approach, where predictions are based on the same user past behaviours; and the 
collaborative approach where predictions rely on like-minded people. Both approaches have 
advantages but also downsides that have to be considered before building a model. The main goal 
of this thesis is to develop a hybrid user model that takes the strengths of both approaches and 
mitigates the downsides by combining both methods. The proposed hybrid model is based on an 
R-Tree structure. The selection of this structure to support the models is backed from the fact that 
the rectangle tree is specifically designed to effectively store and manipulate multidimensional 
data. This data structure introduced by Guttman in 1984 is a height balanced tree that only requires 
visiting a few nodes to perform a tree search. As a result, it can manage large populations of data 
efficiently as only a few nodes are visited during the inference. R-Tree has two different 
typologies of nodes: the leaf-node and the non-leaf node. Leaf nodes contain the whole universe 
of users while non leaf nodes are somehow redundant and contain summaries of child nodes. 
Along this thesis two statistical user models based on experience have been proposed. The 
first one is a knowledge base user mode (KLUM), is a classical approach that summarizes and 
remove data in order to keep performance level within reasonable margins. The second one, an 
R-Tree user model (RTUM), is an innovative model based on an R-Tree structure. This new 
model not only solves the problem of removing data but also the scalability problem which turns 
out to be one of the major problems in the area of user modelling. Both models have been 
developed and tested with equivalent formulations to make comparisons relevant. Both models 
are prepared to create their own knowledge base from scratch but also they can be fed with expert 
knowledge. Thus alleviating another major problem in the area of user modelling as it is the start-
up problem. 
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Regarding the proposal of this thesis, two statistical user models are proposed (KLUM and 
RTUM). In addition, a refinement of RTUM user model is proposed, while RTUM performs node 
partitions based on the centroids of the users in that node, the new refinement implements a new 
partition based on privileged features. Hence, the new approach takes advantage of most 
discriminatory features of the domain to perform the partition. This new approach not only 
provides accurate inferences, but also an excellent clustering that can be useful in many different 
scenarios. For instance, this clustering can be employed in the area of social networks to detect 
communities within the social network. This is a tough task that has been one of the goals of many 
researchers during the last few years. 
This thesis also provides a complete evaluation of the models with a great diversity of 
parameterizations and domains. The models are tested in four different domains and as a result of 
the evaluation, it is proved that RTUM user model provides a massive gain against classical user 
models as KLUM. During the evaluation, RTUM reached success rates of 85% while the 
analogous KLUM could only reach a 65% thus leaving a 20% gain for the proposed model. The 
evaluation provided not only compares models and success rates, but also provides a broad 
analysis of how every parameter of the models impact the performance plus a complete study of 
the databases sizes and inference times for the models. The main conclusion to the evaluation is 
that after a complete evaluation with a wide diversity of parameters and domains RTUM 
outperforms KLUM on every scenario tested. 
As previously mentioned, after the literature review it was also found a lack of evaluation 
frameworks for user modelling. This thesis also provides a complete evaluation framework for 
user modelling. This fills a gap in the literature as well as makes the evaluation replicable and 
therefore comparable. Along years researchers and developers had found difficulties to compare 
evaluations and measure the quality of their models in different domains due to the lack of an 
evaluation standard. The evaluation framework presented in this thesis covers data samples 
including training set and test set plus different sets of experiments alongside with a statistical 
analysis of the domain, confidence intervals and confidence levels to guarantee that each 
experiment is statistically significant. The evaluation framework can be downloaded and then 
used to complete evaluations and cross-validate results across different models. 
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1 Introduction 
Nowadays most applications and systems use either a recommender system or a user model. In 
fact, very well-known sites such as: Amazon1, Ebay2 or MovieFinder3 make use of these systems 
to personalize content and to provide targeted products to their users. Even though, each site has 
a different implementation of these systems, all of them make use of these systems. Therefore, 
since online E-Commerce sites until desktops applications need personalization and adaptation 
due to the vast amount of electronic data and the each time higher expectations of their users. 
Despite the fact that some time ago systems and applications used to have the same behaviour 
regardless the user, this trend is over and new trend leads to develop systems to work as if they 
were designed to fit the requirements of every single user. 
User modelling is a multi-disciplinary research topic that belongs to the following areas, 
Human-Computer Interaction (HCI), Artificial Intelligence and Machine Learning. User 
modelling discipline focuses on building systems able of adapting their interaction based on the 
user’s features, behaviours, needs, likes and preferences. Thus, the systems must have a 
representation of the user in order to provide the adaptation effect. Such representation of the 
universe of users is called user model. Therefore, a user model can be described as a representation 
of the users that captures the goals of the user that is what the user is attempting to achieve: 
experiences, interests, likes, preferences and behaviours. The term user model should not be 
confused with the term user profile, which is usually restricted to user-specified information, 
disregarding the information acquired about the user by any other means. 
Usually, main steps in user modelling involve: choosing the domain and performing domain 
analysis before building the model. Though this is the classic and most widespread approach, this 
thesis deals with another approach where user models are domain-independent. Models built 
under this approach can be reused in different domains. Both the structure and the implementation 
of the reasoning mechanisms are common and reusable, and even the content acquired through 
experience is still valid through different domains. Another important distinction among user 
models is the adaptation focus. In this sense, two main approaches have to be mentioned: the 
content-based approach and the collaborative approach. The first performs adaptation or produce 
recommendations for current user based on the preferences and likes of that user. On the other 
hand, collaborative filtering produces recommendations for current user based on the likes and 
preferences of other like-minded people. 
1.1 Motivation 
Long ago developers began struggling for personalization and adaptation in their systems. These 
provide features which have proved their flexibility to adapt contents to the user needs. In fact, 
up to day most systems, applications and services employ a user model or a recommender system 
                                                     
1 Amazon: http://www.amazon.com/ 
2 Ebay: http://www.ebay.com/ 
3 MovieFinder: http://www.moviefinderonline.com/ 
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to behave according to the user needs. The terms user model and recommender system have been 
used together to refer to the same concept. However, the main difference between recommender 
systems and user models is the use of the system or the purpose of the system. Usually 
recommender systems focus on providing recommendations to their users, these 
recommendations are based on the user’s likes and preferences. On the other hand, user models 
not only provide recommendations, but also seek for adapting the behaviour of the system to be 
more useful and to fit the specific background of the user. In fact, developers of Human-Computer 
Interaction systems face the arduous task of designing and writing software for millions of people 
while making it works as if it was designed for every single user. 
In fact, as computers and mobile devices have spread, the software has also become more 
interactive. Instead of software for masses, new trends points out that every single piece of 
software must be conceived to fit the requirements of every single user. This new trend magnifies 
the important of adaptation and personalization in software development. Human-Computer 
Interaction studies interactions and relationships between humans and computers. Though, HCI 
is a multidisciplinary area (including User Modelling), most researchers have shown their interest 
in User Modelling because of the potential of this area to improve the relation between humans 
and computers. 
This thesis belongs to the area of Human Computer Interaction and more precisely to the area 
of Statistical User Modelling. Therefore, this thesis addresses the problem of providing 
predictions for unobserved features employing observed features to perform those predictions. As 
stated above, user modelling is an emergent area where many challenges still have to be 
addressed. Thus, this thesis tries to deal with main problems in the area of user modelling such 
as: scalability problem, knowledge loss, response time or the lack of standardized evaluation tools 
adapted to the specific problem of user modelling. 
1.2 Objectives 
The research problem addressed on this thesis is the problem of predictive and statistical user 
models under the collaborative approach. This research problem involves improving the 
capabilities of software by providing adaptation and personalization. To deal with this problem a 
new statistical user model approach is proposed and developed. Therefore, there are several thesis 
goals that will be explained next. Some of them are requirements that the solution proposed has 
to meet and some of them are new research lines that come to alleviate main barriers in the area 
of statistical user modelling. 
 Baseline model versus new approaches: Main goal of this thesis focuses on developing a 
new statistical user model that fixes or alleviates main problems of classical user 
modelling. This goal itself requires develop a baseline user model based on the classical 
approach to establish a comparison between the new approach and the classical one. 
 Response time: Response times lower than one second are considered to be almost real 
time. The system must provide real time responses to the users. However, offline tasks 
do not have to meet this requirement. 
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 Scalability: One of the bigger problems of user modelling is the scalability problem. At 
the beginning most systems are able to provide quick response times. As systems 
knowledge bases grow and degenerate, response times trend to grow and fail to complete 
tasks in bounded response times. 
 Domain-Independent: Though, main approach to build user modelling systems involves 
create a domain-oriented model, this thesis seeks building a domain-independent user 
model able to perform in different domains just changing some certain parameters. 
 Knowledge loss: The problem of knowledge loss is highly related to scalability, the 
efficiency of the system is inversely proportional to the size of the knowledge base. Most 
common solution when system efficiency drops is merging knowledge and discarding 
part of this knowledge. The approach of this thesis tries to fix the problem of knowledge 
loss, maintaining the efficiency of the algorithm. 
 Evaluation Framework: The area of user modelling lack of proper mechanisms to perform 
comparable evaluations. Evaluation is a non-standardized and time-consuming task. The 
area of user modelling has usually borrowed evaluation mechanisms from the areas of 
Machine Learning and Information Retrieval. One of the objectives of this thesis is to 
adapt those evaluation mechanisms to the area of user modelling and propose a whole 
evaluation framework. Thus, an evaluation methodology together with a set of metrics to 
specifically evaluate statistical user models will be proposed. Finally, a benchmark for 
user modelling is presented in order to compare and replicate evaluations. 
1.3 Approach to solution 
As stated in the Objectives section of this thesis, the research problem addressed, not only focuses 
on developing a new user model under the collaborative approach, but also involves addressing 
the problem of evaluation of statistical user models. 
1.1.1 Statistical user model 
On the one hand, the solution to the statistical user modelling problem will be addressed by 
adapting and employing an R-Tree structure Guttman, (1984) to build a new user model proposal 
that meets the requirements described on the Objectives section of this thesis. This data structure 
hierarchically divides the space into several overlapped sub-spaces. Therefore, the whole universe 
of users will be split into several sub-spaces depending on user’s similarities. According to R-
Tree performance, new elements are added to the leaves of the tree while the rest of the nodes 
(non-leaves) will store knowledge about past users. Thus, it can be stated that this approach 
overcomes the problem of knowledge loss since every single user is represented with different 
detail at each level of the tree. Starting from the root until the conjunction of all user’s descriptions 
on the leaves of the tree. 
Therefore the R-Tree structure alleviates the problem of knowledge loss. In fact the main 
reason to alleviate this problem is in the efficiency of this structure even when the knowledge 
base grows. Since the R-Tree is a structure that grows width wise even when it is traversed in 
lengthwise, the tree searches are very efficient even when the volume of data stored grows 
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immensely. This advantage of the R-Tree provides a fix to the problem of the response times and 
the problem of scalability. Once these two points are clear the problem of knowledge loss is 
somehow eased since the growth of the knowledge base does not directly impact the performance 
of the model.  
1.1.2 Evaluation framework 
The area of user modelling requires its own evaluation mechanisms that can be defined departing 
from those used in Machine Learning and Information Retrieval areas but adapting and extending 
these mechanisms to the specific problem of user modelling. The key to build a complete 
evaluation framework is providing proper metrics and an overall methodology together with a set 
of experiments. All these components have to be mixed in order to create a re-usable benchmark. 
The evaluation methodology should answer the question, how the evaluation process should be 
accomplished? The set of experiments must be described incrementally departing from a baseline 
experiment and improving this reference trial. On the other hand, the metrics defined should 
describe which performance features take into account when evaluating and how to measure these 
features. All in all, these three components define the evaluation frameworks and enables 
comparable and replicable evaluations.  
1.4 Document structure 
The explanation of how this thesis has evolved and how it has been achieved is going to be divided 
in different sections. In particular this document contains six main sections: Introduction, 
Theoretical part, State of the Art, Proposal, Evaluation, Concluding Remarks and Future Works. 
The first chapter explains the motivation of this thesis and the main reasons to pursuit a new 
approach in statistical user modelling (Section 1.1). Section 1.2 analyses main objectives of the 
research thesis and Section 1.3 provides an overview of the thesis proposal. Once it is clear the 
purpose of the thesis, the second part of the thesis explains the theoretical foundations that support 
the development of current proposal. This section is divided in the three main areas that support 
this new approach, Mass storage, R-Tree structure and Data mining. Next, the third section of this 
document includes references and explanations of highly related works together with main works 
on the area and main problems, issues and barriers on statistical user modelling. 
Third chapter of the document explains the proposal addressed on this thesis. This chapter 
explains solution taken to solve the problems found on the previous section. In this chapter, the 
reader can also find the software methodology followed during the development of the proposal. 
The evaluation of the new proposed approach is presented on the fifth block (Section 5) where 
the reader can find comparisons among different models and their performance in different 
scenarios. Finally, a complete analysis and discussion of the thesis is provided in chapter six. This 
section provides an outline of the main advantages and disadvantages of the solution provided 
together with an explanation of main issues found during the achievement of the thesis. 
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Some systems, like for example multimedia applications, usually need to store big amounts 
of data. For instance, in 1957 the highest storage density in a commercial disk was 2000 bits per 
square inch, in 1972 it was 800000 bits per square inch, and nowadays this density is close to 1 
Tb per square inch. Thus, it can be stated that the idea of mass storage and the concept of large 
amounts of data depends on several circumstances such as: the time frame or the industry. In 
addition, there are several taxonomies of mass storage devices, main ones are depicted in Figure 
2. 
Figure 2 Taxonomy storage devices 
 
According to Figure 1 and Figure 2, mass storage devices have evolved over the years and 
are still evolving. On the other hand, the capacity of mass storage devices has increased by several 
orders of magnitude during the last years and it is still growing. In fact, the apparition of 
multimedia applications unleashes the enormous growth of mass storage capacity, since this type 
of applications requires storing and handling big amounts of data. Mass storage is mostly 
restricted to devices (electronic hardware) that store information and supports some protocols for 
sending and retrieving information over a hardware interface. Information stored in such devices 
range from executable programs until documents or images Hoagland (1972). 
There are different types of mass storage, being magnetic disks and magnetic tapes the most 
widely spread. Magnetic disks provide the majority of secondary storage for modern computers. 
Magnetic disks consist of several platters; these platters are covered with a magnetic material able 
to record information. The read/write heads attached to the disk arm are responsible for reading 
and writing information on the disk. The surface of every platter is divided into tracks and the 
tracks are subdivided into sectors. The set of tracks at one arm position forms a cylinder. Figure 
3 depicts the structure of a common magnetic disk. 
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Figure 3 Magnetic Disks Structure 
 
There are several parameters that define a magnetic disk, for example the speed of the disk 
when it is in use most disks rotate between 60 and 250 times per second. In fact, disk speed 
depends on two parameters: the transfer rate and the positioning time. Transfer rate is the speed 
at which the data flows from the disk to the computer. On the other hand, the positioning time 
(random access time) consists of the time that the disk arm employs to be on the desired cylinder 
(seek time), plus the time to rotate the desired sector to the disk head (rotational latency). Usually, 
disk transfers several megabytes per second and their seek times and rotational times are on the 
order of milliseconds. 
 Meanwhile, magnetic tapes were usually used as secondary storage. However, magnetic 
tapes have some limitations such as: slower access times (several orders slower than magnetic 
disks) or much more slowly random access times. Usually thousand times slower than magnetic 
disks. Even when magnetic tapes can store from 20 GB to 200 GB of data, they were progressively 
replaced by magnetic disks. 
Every mass storage device such as: magnetic tapes or magnetic disks has to deal with several 
problems to provide good performance. These devices usually have to deal with several 
input/output requests that may occur at the same time. Scheduling is usually a proper solution to 
improve performance and enables sharing devices among processes. However, scheduling is just 
one way to improve performance, several other means related to the idea of using storage space 
in main memory or using techniques like buffering, caching and spooling can also improve 
performance. The principles of buffering, caching and spooling are pretty similar but the reasons 
to employ any of these techniques are different. Buffer usually refers to a region of physical 
memory storage used to momentarily store data while this data is being transferred from one place 
to another. Usually the data is stored in a buffer just before an input device is retrieving it or just 
before it is sent to an output device. There are three main reasons to use a buffer. First reason is 
to deal with a speed gap between the sender and the receiver. Second reason to use buffers is 
related to data transfers sizes, when the sender and the receiver have different data transfer sizes, 
a buffer is needed to avoid fragmentation and provide message reassembly. The third use of buffer 
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is usually related to consistency reasons. This is to guarantee that when some application calls for 
example the system call write the content written is exactly the one at the moment of the call, no 
matters when the call is being executed. On the other hand, a cache is a component that 
transparently stores data in order to provide faster access to that data. Thus, access to cached data 
is usually more efficient than accessing to the original data. Main difference between a buffer and 
a cache is that a buffer might have the only copy of some data while a cache has a copy of the 
data that resides elsewhere. Even though, buffering and caching have different purposes, a region 
of memory can be used for both techniques. In fact, buffers are usually used as caches to improve 
the input/output efficiency for files shared by different applications. Another example of caching 
is applying caching to the web and it is known as web cache. Web cache is a mechanism for 
temporary storage of web documents to reduce bandwidth usage and alleviate server lags. Finally, 
spooling is an application of buffering for output devices that do not support interleaved data 
streams. Main example of spooling devices are printers. Printers can only attend one request at 
the same time, several printers may wish to print the same work concurrently. To solve this issue, 
the operating system spools the output to a separate disk file for every printer. These techniques 
usually employ algorithms to manage the cache memory. These algorithms usually try to provide 
blocks accessing the cache only. In case the block is not in the cache, that block will be read in 
the cache. Thus, next queries over the same block do not need accessing the disk again. Thousands 
of blocks are in the cache and it is needed to decide quickly if a block is present or not. Most 
common solution involves hashing the device and disk addresses and figure out the result in a 
hash table. All blocks with the same hash value are put together in a linked list. It might happen 
that a new block has to be inserted in a full cache; in that case, some blocks must be removed. 
Several algorithms can be used to decide which block should be removed; main strategies are 
FIFO, LIFO, LRU and MRU. Figure 4 depicts buffering scenario having the hash table and the 
collisions chain for all block having the same hash value. 
Figure 4 Buffering structure 
 
Even thought, this scenario enables accessing blocks quickly, some algorithms such as LRU 
might present some disadvantages and may become impracticable. If some important block e.g. 
an i-node is read into the cache and modified, if the system crashes before this block is re-written, 
the file system will be inconsistent. Therefore, some considerations must be taken into account 
before applying any algorithm for block replacing. First consideration involves considering if the 
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block is going to be needed again and second one consider whether the block is essential for the 
consistency of the file system. To alleviate these problems, blocks are divided into categories such 
as i-node block, indirect blocks, directory blocks and full data blocks. Thus, blocks that are 
supposed to be needed again will go to the end of the queue. In addition, essential blocks to the 
file system consistency must be written immediately if they have been modified. Re-writing these 
blocks immediately eliminates the possibility of having some inconsistencies. 
2.1.1 File systems 
As has been explained before, computers can store information on various storage media, for 
example magnetic disks, optical disks, magnetic tapes, etc. The information stored on these media 
can be accessed by the operating system. The operating system provides a logical view abstracting 
from the physical details of the storage devices. This logical storage unit is the file. The content 
stored on files is persistent and is mapped to physical devices for the operative system. Therefore, 
files contain related information and are stored on secondary storage. A file can contain many 
different types of information, such as: source programs, object programs, executable programs, 
text, images or sounds. Depending on the content, the file has a certain structure, for example a 
text file is a sequence of characters. In general, all files have some attributes that define the file 
and its content. Though some attributes can vary depending on the operating system, most 
common attributes are the followings: 
 Name: The name is used to refer to the file and is the only human readable information. 
 Identifier: Identifies the file within the file system. The identifier is numeric information. 
 Type: Information required for those systems that support different types of files. 
 Location: A pointer to the physical device and to the location of the file on that device. 
 Size: Current size of the file and maximum allowed size for this file. 
 Protection: Determines who can read write and execute the file. 
The information about the files is stored in the directory structure. Unix based system use a 
structure called i-node to keep all this information. Figure 5 depicts the i-node structure for a data 
file. The i-node keeps all the information about the file except from the name. 
Figure 5 I-node information 
 
 
 
 
20 
 
As have been explained before, there are different types of files; Figure 6 summarizes main 
categories of files depending on the structure. 
Figure 6 File Types 
 
The file (a) is an unstructured file that consists of a sequence of bytes. In fact, the operative 
system just see bytes inside this type of files (Unix and Windows use this approach). In addition, 
this approach is the most flexible since programs and the operative system can store almost 
anything in files. Second approach, or structured file, is depicted in file (b), which consists of a 
sequence of fixed-length records. Each record might have a different structure. Third approach is 
displayed in file (c) and it is the tree structure. Each node of the tree contains records of different 
structure and length, each record has a key field. The tree is sorted using the key field to enable 
fast searches over the file. On the other hand, most operative systems support several types of 
files, for instance UNIX and Windows support regular files. Regular files used to be ASCII files 
or binary files. Regarding file access, early operative systems provided only sequential access to 
files. Sequential access did not enable skipping bytes of the file. Lately operative systems provide 
random access to files, which is essential for many applications as database systems. Main issue 
with random access is determining the starting point to read, two different approaches were 
developed. First approach states that the reading operation must determine the starting point. 
Second approach provides the functionality seek that set the starting position in the file. 
Operative systems must provide several functionalities to store information in files and 
retrieve such information later. Most common operations are: 
 Create: Create an empty new file and sets its attributes. 
 Delete: Delete the file permanently from the disk. 
 Open: The open call moves partially the file to main memory to be used for some 
application. 
 Close: Close the file and frees up internal table space. 
 Read: Enable reading data from the file. Usually the caller must specify how much data 
is needed and a buffer to store this data. 
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 Write: Write data in the file at current position. If current position is the end of the file, 
the size of the file increases. If current position is in the middle of the file, data is 
overwritten. 
 Append: Add data to the end of the file. 
 Seek: Seek is used to set the starting position for random access files. 
 Get attributes: Return the attributes of the file. 
 Set attributes: Enable modifying some of the attributes of the file. 
 Rename: Change the name of the file. 
All these operations enable handling files, storing information and reading information. 
However, accessing files can be done in different ways. Most common access method is 
sequential access where the information in the file is accessed in order, one record after the other. 
Some operating systems provide functionalities to reset the pointer to the beginning of the file or 
even skip forward a number of records. On the other hand, direct access files contain fixed length 
logical records and allow programs to rapidly access records in no particular order. Figure 7 
depicts the two access cases. 
Figure 7 Sequential Access versus Direct Access 
 
 
 
The direct access method relies on a disk model of a file where the disk provides random 
access to any block. Direct access files are very efficient for immediate access, usually databases 
supports this random access. Despite all these operations provided, some devices are more 
suitable for secondary storage than others. For instance, magnetic disks provide several features 
that make this device the best secondary structure to store data. Magnetic disk can be rewritten, 
that is a block can be read, modified and written back. A disk provides direct access to any block. 
In terms of efficiency, the input output operations rather than transferring one byte, transfer units 
called blocks. Thus, blocks are the minimum transfer unit, blocks sizes range from 32 bytes to 
4096 bytes. The operative system enforces one or more file systems that are responsible for 
providing efficient access to the disk. The design of a file system usually copes with two main 
problems, how the file system looks to the user and which algorithms and data structures 
guarantee a mapping between the logical side and the physical secondary storage. The file system 
imposed by the operating system is usually composed of different layers. Each layer uses the 
features of the lower level and provides features to the higher level. Figure 8 provides an overview 
of a common layered file system. 
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Figure 8 Layered File System 
 
 
The lowest layer, the input output control, contains the device drivers and transfer 
information between main memory and the disks. Thus, the basic file system layer only needs 
basic commands to read and write data to or from the disk. The file organization module knows 
about files and their logical and physical structure. Therefore, this layer can map and translate 
logical block addresses to physical block addresses. This layer is also responsible for handling 
empty blocks. The logical file system manages metadata information containing all the file system 
structure except the data itself. In fact, this layer is in charge of the security of the file system, of 
the file organization module and of the file structure. 
2.1.2 Databases 
Since the beginning of computation, storing and manipulating data have been a major focus. The 
history of databases dates from the 1960 when Charles Bachman designed the Integrated Data 
Store. Since 1960 until now the amount of electronic data available has been constantly growing 
and the need to organize this information is becoming each time more important to developers 
and systems. To handle such amounts of information, users need tools that simplify managing 
data and extract relevant information from data. Databases provide functionalities to store data, 
to access data and to retrieve information in a short period of time. Several definitions of databases 
can be found in the literature, one of the most widely known is the following Ramakrishnan and 
Gehrke, (2000). A database is a collection of data describing the activities of one or more related 
organizations. An example might be a database for a university containing entities such as: 
students, faculty or courses. Relationships between entities for instance students enrol in courses. 
The aggregate of data, hardware and software responsible for the management of the database 
is called the Database Management System (DBMS). The main function of the DBMS is to 
provide efficient methods to access the data. These mechanisms should be not only efficient but 
also reliable mechanisms. In fact, most DBMSs have to deal with several users trying to access 
data simultaneously. Elmasri and Navathe, (2006) provided another definition of databases. They 
stated that a database is a collection of related data. Understanding data as facts that can be 
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recorded and that have implicit meaning. The need and use of databases and DBMSs is growing 
rapidly. In addition, all databases have some inherent properties: 
 A database represents aspects of real world (Universe of discourse). Changes in the 
universe of discourse are reflected in the database. 
 A random collection of data without implicit meaning cannot be referred as database. 
 A database is designed, built and used for some specific purpose. It has some users and 
applications with specific needs. 
In addition, databases and DBMS provides some advantages to users, main benefits are the 
following. 
 Improved availability: Same information is available to different users. 
 Minimized redundancy: Databases are designed to reduce redundancy. It means that the 
cost of storage will be also reduced. 
 Accuracy: Accurate and up-to-date data is a property of integrity. In addition, the chances 
of making a mistake are higher if you have to make changes in several places. 
 Improved security: Multiple users can access resources. Even though, this is a reason for 
risk, DBMS manage security even in these scenarios. DBMS enforce integrity 
constraints. 
 Data independence: Applications should not be aware of details of data representation 
and storage. 
 Efficient data access: DBMS are in charge of retrieving data efficiently and uses several 
techniques to provide this feature. 
 Data administration: When several users share data, centralized administration provides 
several improvements. For example redundancy reduction. 
 Crash recovery: DBMS protects users from the effects of system failures. For example 
providing backup and recovery functionalities. 
 Development time cost: DBMS supports several functionalities that are common to 
applications accessing data. 
 Java embedded code: Some DBMSs provide functionalities to embed Java source code 
in its databases. This functionality improves the performance of the system. 
 Buffering: Some DBMSs provide the ability to maintain in cache memory the part of the 
database that is being accessed at each time. 
 Improved performance: BDMS might provide specific functionalities to improve the 
performance of some systems. For example, modifying the block size may be a 
performance improvement for some specific applications. 
 Performance variables: Some DBMSs enable modifying variables like PCTFREE, 
PCTUSED, which respectively modify the empty space in a block and the free space 
needed to allow new insertions in the block. 
Both file systems and databases provide proper features for mass storage and for dealing with 
unstructured data. However, the lack of proper information retrieval mechanisms leads to 
inaccessible data or inefficient access to data. The need of information retrieval is satisfied with 
the introduction of Databases and File Systems that provide mechanisms to access data. Both 
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Databases and File Systems have some advantages and disadvantages that make one mechanism 
more suitable for certain purposes than the other. For example, Databases are more adequate for 
certain processes such as: complex queries or concurrent requests. On the other hand, the 
performance of Databases cannot be enough on real-time applications. For those systems 
requiring real-time responses, a file system using caching mechanisms is more efficient than 
databases. 
2.2 Multi-key access 
In order to speed up the access to indexing data becomes crucial. An index is a data structure that 
improves the speed of data retrieval operations. Though, indexes speed up retrieval operations, 
maintaining indexes have a cost of additional storage to keep a copy of the data. However, index 
size is usually much smaller than the size of the original data. Therefore, indexes provide a quick 
access to data without having to search every single record. There are several categories of 
indexes, primary and secondary indexes, dense and sparse indexes. Indexes are a common 
solution to single-key access to data where the data is searched for a single-key and indexes 
provide quicker access than searching the overall records. However, as data becomes more and 
more complex, queries have evolved to turn from single-key access to multi-key access. Most 
common index solutions are not adequate for multi-key access, leading to serial access to data 
when multi-key access is required. Nonetheless, there are some structures suitable for multi-key 
access. For example, Grid files, Bitmap indexes and R-Trees provide efficient access when 
performing multiple key accesses to data. Though this research thesis is highly related with the 
R-Tree, the explanation of this structure will be skipped on this sub-chapter, however a fully 
detailed explanation of the R-Tree can be found in the following chapter. 
Therefore, the rest of this section focuses on the grid files and the bitmap indexes as solutions 
to multiple key accesses. As explained, a wide selection of file structures is available for: 
accessing collections identified by a single key; sequentially allocated files; tree-structured files 
and even hash files. These structures allow the execution of common operations such as: find, 
insert or delete when searching by a single query. The history of multi-key access can be traced 
back to the history of single-key access. In fact, structures developed for multi-key access have 
their origins in structures designed for single-key access. Though this structures address the 
problem of multi-key access, most of them have deficiencies when dealing with highly dynamic 
environments. 
A grid file can be considered as an access method that splits a space into grids where one or 
more cells of the grid refer to a small set of points. The grid file is thought to speed up multi-key 
queries involving one or more operators. The grid file contains a single grid array and one linear 
scale for every search attribute. The number of dimensions of the grid is the number of key 
attributes. In fact, multiple cells can point to the same bucket. Therefore, searches involve: 
locating the row, locating the column and following the pointer. On the other hand, bitmap 
indexes  are also designed for multi-key access, but its structure is simple like an array of bits. 
Records in a relation should be easy to retrieve. Bitmaps are especially useful when the number 
of distinct values is small. Though these two structures provide a solution to the problem of 
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multiple key access, all searching techniques fall in some aspects. The R-Tree is an encouraging 
approach to efficiently face the problem of multi-key access. 
2.2.1 R-Tree 
The Rectangle-Tree (R-Tree) was introduced in the middle of the eighties with the idea of 
alleviate the problem of handling spatial data efficiently Guttman, (1984). Spatial data usually 
covers multi-dimensional areas, which prevents the use of classical indexing structures. Classical 
indexing structures, e.g. B-Trees Comer, (1979), are non-efficient for multi-dimensional 
problems. The R-tree represents objects by intervals in several dimensions. In fact R-Tree has 
been proved to represent spatial data in more than two dimensions. 
2.2.1.1 R-Tree structure 
An R-Tree is a height-balanced tree where the nodes contain pointers to data objects. Main 
advantage of R-Tree is that a spatial search only requires visiting a few nodes. The structure of 
the R-Tree comprises the spatial data by Minimal Bounding Rectangles (MBR), Papadias and 
Theodoridis, (1997). Each MBR is comprised again by another MBR continuing this structure 
until the root of the tree that comprises all objects over the R-Tree. In addition, the index of the 
R-Tree is completely dynamic in the sense that inserts and deletes can be mixed with searches 
and no periodic reorganization of the index (tree) is required. Figure 9 and Figure 10 depict main 
structure of an R-Tree. 
Figure 9 R-Tree MBR representation 
 
Figure 10 R-Tree 
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According to previous figures, the elements 1,2,3,4 are in the root node, for example the 
element 1 comprises the elements 5,6,7,8 with the Minimal Bounding Rectangle. There are some 
properties that every R-Tree satisfies: 
 Every leaf node contains between m and M index records except from the root node. 
 Each leaf node is represented by the smallest rectangle that spatially contains the whole 
n-dimensional data in the node. 
 Every leaf node except from the root contains between m and M children. 
 The root node contains at least two children unless it is a leaf. 
 The tree is height-balanced. All leaves are in the same level. 
R-Tree has two different typologies of nodes, the leaf-node and the non-leaf node. Spatial 
databases or multi-dimensional information consists of tuples representing spatial objects. Each 
tuple has a unique identifier that enables retrieving the tuple. Leaf-nodes contain index entries of 
the form (I, tuple-identifier) where tuple-identifier is the tuple in the database and I is an n-
dimensional rectangle containing the spatial objects. In addition, I can be seen as a set of intervals 
I = (I0, I1, I2, …., In-1 ) where n is the number of dimension and Ii represents the extent of the 
object along dimension i. On the other hand, leaf-nodes contain entries of the form (I, child-
pointer) where child-pointer is the address of the child node and I covers all elements in child 
node. 
 
 
 
Figure 11 can be compared with Figure 10 to understand how the root element 1 covers all 
elements in its child node with the smallest rectangle. Variable m represents the minimum number 
of elements that every node except from the root node might have. On the other hand, M is the 
maximum number of elements in a node. Therefore, the minimum number of entries in a node 
depends on M, having 
M
2
 ≥ m. In addition, having that N is the number of index records, the 
maximum number of nodes in the tree is computed as: 
N
m
+ 
N
m2
+ 1. Notice that the parameter m 
will be responsible for the height of the tree and for the performance of the algorithms over the 
structure. 
Figure 11 Root element 1 covers all elements in child node 
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2.2.1.2 Algorithms 
R-Trees used to rely on four main algorithms to perform. Those algorithms are: search, insert, 
delete and split. The search algorithm for R-Tree starts in the root node and descends to leave 
nodes similarly to the search in a B-Tree. However, in the case of the R-Tree, more than one sub-
tree under current node might be searched. That happens due to the multidimensional properties 
of information and because of the overlapped regions in spatial information (See Figure 10). 
Figure 12 shows how overlapped regions might be needed to be explored during one search. 
 
 
 
 
The grey rectangle in Figure 12 shows the area that is necessary to explore to perform a 
search in the R-Tree. Figure 13 shows the path required for that search. 
 
  
 
 
 
The search algorithm pseudo code is the following: (1) having the root node R; (2) find all 
index records whose rectangles overlapped the search rectangle - see Figure 10. 
 
Figure 12 Search overlapped regions R-Tree 
Figure 13 R-Tree search path 
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Step Description 
1.- Search sub-
tree 
If R is not leaf then  
     Check entry Ei to see if its rectangle overlaps S 
    FORALL overlapped entries invoke Search with root node pointed by 
Ei 
 
2.- Check 
Relevance 
If R is a leaf check all entries E to see whether Ei overlaps S 
    If so E is a relevant record 
 
The insertion process is quite similar to inserting in a B-Tree, new records are always inserted 
on the leaves nodes of the tree. Leaves nodes can overflow and split; and there might be split 
propagation up the tree. The pseudo code to insert new records in an R-Tree is detailed next. 
Notice that this pseudo code requires some additional methods. 
Step Description 
1.- Insert Find position for new entry E; invoke ChooseLeaf to find a leaf L to 
place E. 
2.- Add record to 
leaf 
If L has room for a new entry then add E.  
Else invoke SplitNode to obtain L and L’ containing E and all entries in 
L. 
3.- Propagate 
changes 
Invoke adjust tree on L and on L’ if a split was required. 
4.- Grow tree If split propagation causes the root to split, then create a new root whose 
children are the two resulting nodes. 
Figure 14 shows how a new insertion is done in the tree of Figure 10, showing the MBR 
representation. 
 
 
 
Figure 14 R-Tree insertion 
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In Figure 14, the grey rectangle is inserted in the R-tree. To select the best node to insert, the 
method ChooseLeaf is invoked. Figure 15 depicts how this method chooses the best way to insert 
the new record. 
 
 
 
 
First of all, the algorithm explores the root node to find the most similar record. In this case, 
the most similar node is 2. After that, the child node is explored and the record gets inserted since 
it is a leaf node. Notice that the ChooseLeaf method has to select between the node 2 and 3 to 
insert the new record. The selection goes for the node 2 because its rectangle needs less 
enlargement than the rectangle of the node 3, to fit the new record. However, in this particular 
case, the leaf node does not have enough room to place the new record, thus the node produces 
an overflow and invokes the split procedure. Figure 16 depicts this scenario. 
 
 
The split procedure tries to minimize rectangles, according to Figure 16, records (9, 10, 11) 
can be covered by the minimum rectangle and elements (12,13,23) can also be covered by a 
minimum rectangle. Therefore the elements are distributed according to Figure 16. On the other 
hand, the delete process differs from the deletion in a B-Tree. The pseudo code to delete the index 
record E from the R-Tree is the following. 
 
 
Figure 15 R-Tree insertion path 
Figure 16 R-Tree overflow and split 
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Step Description 
1.- Find node Invoke FindLeaf to search the node L that contains E. If record is not found 
stop 
2.- Delete Remove E from L 
3.- Propagate 
changes 
Invoke CondenseTree on L 
4.- Shorten Tree If the root node has only one child, the child becomes root node 
 
In addition, an explanation of the CondenseTree method will be provided. This method 
makes the difference between R-Tree deletion and B-Tree deletion. In an R-Tree, if a node has 
an underflow, it is deleted and inserted again. On the other hand, in the B-Tree the node would 
be fused with another node. In addition, the deletion process makes R-Trees more efficient than 
B-Trees since the insertion process can be used to develop the deletion. Furthermore, after each 
deletion and re-insertion, the spatial structure of the tree is improved. The insert and delete 
procedures use the split mechanism to save the tree structure. The split procedure gets activated 
when trying to add a new entry to a full node. That is a node containing M entries. In addition, 
the split procedure is responsible for guaranteeing that the probability of both nodes being 
explored in following searches is as lowers as possible. As previously mentioned, the split 
procedure must minimize the total area of the resultant rectangles. Figure 17 shows a bad split 
and a good split taking into consideration the areas of the resultant rectangles. 
 
 
 
As can be seen in the previous figure, the second split minimizes the area of resulting 
rectangles and it is considered better than the first split. 
2.2.1.3 R-Tree performance 
Several performance test where done with an R-Tree trying to find the best performance and the 
best values for both M and m Guttman, (1984). The test was done using two-dimensional data 
Figure 17 Split procedure R-Tree 
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and having the minimum number of entries in a node 
M
2
, 
M
3
 and 2. In addition, five page sizes were 
used during the test. Table 1 depicts main issues of pages’ sizes. 
Table 1 Test issues 
Bytes per page M 
126 6 
256 12 
512 25 
1024 50 
2048 102 
 
Each test performed starts reading data and inserting in an empty tree. After inserting, the 
test continues searching randomly generated rectangles; and finally, deleting some rectangles. In 
addition, several algorithms were compared to perform the splitting process. These algorithms are 
compared during the test and can be identified according to the following notation, E (Exhaustive 
algorithm), Q (Quadratic algorithm) and L (Linear algorithm). 
First test involves inserting records in an R-Tree. Figure 18 depicts CPU cost for inserting 
the last 10% records of each proposed experiment with different values of M and m. 
 
 
 
 
As can be seen in the previous figure, the best algorithm in performance is the linear 
algorithm while the exhaustive algorithm needs more time even with fewer pages. Notice that the 
linear algorithm keeps the CPU cost even when the number of pages increases. Second test checks 
the performance of the structure when searching records. This test invokes the function search 
100 times. Two different measures were taken: first one involves count the number of pages 
visited per search; and the other measures the CPU cost. Figure 19 displays performance test when 
counting the number of pages per record searched. 
Figure 18 CPU cost insert records 
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Notice that even three algorithms, which behave similarly (search does not require splitting), 
the exhaustive method behaves slightly better since its index is a little better. Figure 20 shows 
CPU cost when performing the searches. 
Figure 20 Search CPU cost 
 
Once again, the exhaustive algorithms provide better performance because of its index. In 
addition, a deleting test was performed. One index record for every tenth data item was removed. 
Figure 21 depicts the CPU costs for each algorithm when performing the deletions. 
 
 
 
The algorithms, that perform better, were the linear method and the quadratic method. 
However, the results were affected by the value m, lower values of m yields to higher rates of 
Figure 19 Search pages visited 
Figure 21 Delete CPU cost 
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underflows and re-insertions (might cause overflows). Guttman presented some additional tests 
for the R-Tree. For these new experiments, the same operations were performed but using samples 
containing 1057, 2238, 3295 and 4559 rectangles. Main purpose of these tests is measuring the 
R-Tree performance depending on the amount of data in the index. Main parameterizations of 
these experiments are: Linear algorithm with m = 2 and quadratic algorithm with m = 
M
3
 page 
size is 1024 bytes and M = 50. Figure 22 shows the results of the text to compare how insertions 
and deletions may be affected by tree size. 
 
 
Guttman noticed the test containing 1057 rectangles produced a tree with two levels while 
the other tests yield a tree with three levels. It can be seen that quadratic algorithms remain almost 
constant for inserting, except from the moment where the tree grows in height. In addition, the 
linear algorithm remains almost constant during all the insertions. Guttman also noticed that no 
split occured during the deletion because of the small number of items. The small jump that 
happens during the delete process is due to the new level of the tree. Figure 23 confirms that both 
configurations have almost the same performance even during the search tests. 
 
 
 
 
 
Figure 23 Search versus amount of data 
Figure 22 Insert and delete CPU cost 
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Finally, Figure 24 confirms that almost every space in the R-Tree is used for leaf nodes. 
Figure 24 Space required by an R-Tree 
 
According to Figure 24, it can be concluded that the number of leaves in the tree increases 
linearly with the amount of data in the index. Finally, according to Guttman, the R-Tree has been 
proved to be useful for indexing spatial objects. In addition, the linear algorithm has been proved 
to behave as good as more expensive algorithms even performing faster than these algorithms. 
2.2.1.4 R-Tree alternatives 
Though, R-Tree have played an important role in terms of indexing multidimensional data, there 
are several alternatives that have to be addressed. R+-Trees were proposed as a structure that 
avoids visiting multiple paths during point location queries. And thus, the retrieval performance 
could be improved Timos, et al., (1987). Moreover, MBR overlapping of internal modes is 
avoided. This is achieved by using the clipping technique. In simple words, R+-Trees do not allow 
overlapping of MBRs at the same tree level. In turn, to achieve this, inserted objects have to be 
divided in two or more MBRs, which means that a speciﬁc object’s entries may be duplicated and 
redundantly stored in several nodes. The search algorithm is similar to the one used for R-trees. 
The only difference is that duplicate elimination is necessary to avoid reporting an object more 
than once. However, insertion, deletion, and node splitting algorithms are different due to the 
clipping technique applied. In order to insert a new entry E, the insertion algorithm starts from 
the root and determines the MBRs that intersect. Then, it is clipped and the procedure is 
recursively applied for the corresponding subtrees. The fact that multiple copies of an object’s 
MBR may be stored in several leaf nodes has a direct impact on the deletion algorithm. All copies 
of an object’s MBR must be removed from the corresponding leaf nodes.  
Time after the apparition of R+-Trees a new evolution called R*-Trees were proposed 
Beckmann, et al., (1990). R*-Trees are still very well received and widely accepted in the 
literature as a prevailing performance structure that is often used as a basis for performance 
comparisons. As previously explained R-Tee relies on the area minimization of each MBR. 
However, R*-Trees examines other alternatives.  The main alternative is minimization of the area 
covered by each MBR. This criterion aims at minimizing the dead space, to reduce the number of 
paths pursued during query processing. This is the single criterion that is also examined by the R-
tree. Second criterion is minimization of the overlapping between MBRs. Since the larger the 
overlapping, the larger is the expected number of paths followed for a query, this criterion has the 
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same objective as the previous one. Finally, maximization of storage utilization to involves fewer 
nodes in query processing. 
Apart from the aforementioned R-tree variations, a number of interesting ex- tensions and 
adaptations have been proposed that in some way deviate from the original idea of R-trees. The 
Sphere-tree by Oosterom, (1999) uses minimum-bounding spheres instead of MBRs, whereas the 
Cell-tree by Guenther (1989) uses minimum bounding polygons designed to accommodate 
arbitrary shape objects. Similarly to Cell-trees, Jagadish (1990) proposed independently the 
structure of Polyhedral trees or P-trees, which use minimum bounding polygons instead of MBRs. 
The QR-tree proposed in is a hybrid access method composed of a Quadtree and a forest of R-
trees Fu, et al., (2003). The Quadtree is used to decompose the data space into quadrants. An R-
tree is associated with each quadrant, and it is used to index the objects’ MBRs that intersect the 
corresponding quadrant. Performance evaluation results show that for several cases the method 
performs better than the R-tree. However, large objects intersect many quadrants and therefore 
the storage requirements may become high due to replication. Finally, the S-Tree relaxes the rule 
that the R-tree is a balanced structure and may have leaves at different tree levels Aggarwal, 
(1997). However, S-trees are static structures in the sense that they demand the data to be known 
in advance. 
2.2.2 Other structures 
Despite R-Trees are the core of this multi-key access structures, some other structures have to be 
mentioned due to their importance. For instance, Excell Tamminen, (1982), which becomes a 
generalization of extendible hashing to higher dimension. It applies a one-dimensional hashing 
and makes it extensible through the rest of dimensions. Applying a similar strategy than the one 
applied in grid files. Grid files are one of the simplest data structures that often outperform single-
dimension indexes for queries involving multidimensional data. Grid files partitioned the space 
of points in a grid. In each dimension gridlines partition the space into stripes. Those points that 
fall into a grid line are considered to belong to the stripe for which that grid line is the lower 
boundary. The amount of grid lines in different dimensions may vary. Each of the regions of a 
partitioned space can be seen as a bucket of a hash table. Every point in that region has its record 
placed in a block belonging to that bucket. Overflow blocks can be used to increase the size of a 
bucket. Instead of a one-dimensional array of buckets, as is found in conventional hash tables, the 
grid file uses an array whose number of dimensions is the same as for the data file. To locate the 
proper bucket for a point, it is needed to know the list of values of the grid lines for each 
dimension. Once the bucket is decided, the point can be stored in that bucket. If there is no room 
for the point, two main solutions can be adopted. First one involves adding overflow blocks to the 
buckets and second one involves reorganizing the structure adding or moving the grid lines. 
Accessing buckets in a grid file is not always a simple task, while ideally a grid file might 
have just few dimensions and few stripes per dimension, usually grid files have lots of dimension 
and stripes on every dimension. In that case, indexing dimensions used to help in terms of 
performance when looking for a cube. Grid files measures times to perform a file operation in 
terms of disk accesses. 
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Another remarkable structure well-known for its performance when dealing with 
multidimensional data is the general grid. The general grid is a flexible generic structure for 
storing grid information. It is usually employed to store data of arbitrary dimensions and it is also 
capable of dealing with unstructured grids. The grid is represented by a list of grid points along 
with other attributes representing each location. 
Finally, the Bang file Freeston (1987) is a particularly relevant attempt of balancing the load 
in a regular partition pattern. It uses to work over a regular grid to guarantee linear growths. Unlike 
the grid file the Bang file splits a cell into two resulting subspaces differing as little as possible. 
This is done under the restriction that the smaller subspace is created by recursively cutting the 
subspace to be divided. Those cuts run cyclically through all dimensions. Usually Bang files have 
fewer cells than the grid files. However cells in Bang files use to be more complex than cells in 
grid files. Despite their complexity, these cells can be stored in a highly compressed form. They 
are created with a strict mechanism that enables storing cells as a pair of indexes. Bang files are 
organized following a tree structure. 
2.3 Data mining 
Data mining is the process of finding (mining) trends or patterns (knowledge) in large data sets. 
People have been looking for patterns since the beginning of human life. Data mining area is 
pretty close to some areas like statistics, data analysis, knowledge discovery and machine 
learning. Even though, main ideas of most related areas can be employed in data mining, main 
difference refers to scalability, data mining tools are specially designed for large data sets. Even 
though, data mining provides tools to find patterns in large data sets, data mining in real world is 
even more. Data usually is incomplete and plenty of noise, if these issues are not corrected, some 
interesting patterns might be missed. Data mining can be positioned within the knowledge 
discovery process. This process can be divided into four steps: 
 Data cleaning: Data is standardized, outliers and noise is removed. 
 Data selection: Involves identified the data subset of interest and main attributes to 
consider, departing from the raw data set. 
 Data mining: Apply data mining tools to figure out interesting patterns in data. 
 Evaluation: Patterns are presented to final users 
 
Figure 25 depicts this process starting from large data sets stored probably in a database, the 
cleaning and selection phases prepares the data to be treated with some data mining algorithm in 
order to extract those patters that leads to non-trivial knowledge in the data set. 
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Figure 25 Knowledge discovery process 
 
As can be seen in previous figure first steps involving data cleaning and data selection are 
forms of data pre-processing necessary for the data mining process. Patterns discovered might be 
stored as new knowledge in the knowledge base. Thus, data mining is just one step within the 
knowledge discovery process, but it is the most critical step. In the process of data mining several 
components are needed to help the data mining engine in retrieving useful patterns. Main 
components are the database, the data warehouse, the knowledge base and the pattern evaluation 
component. 
2.3.1 Data mining functionalities 
This section provides an overview of main types of patterns that can be found applying data 
mining techniques. Data mining task can be classified into two different categories, descriptive 
and predictive. Descriptive tasks characterize general properties of the data. On the other hand, 
predictive tasks perform inferences on data in order to provide non-trivial predictions. Data can 
usually be associated with some classes or concepts. These classes or concepts can be obtained 
using data characterization, data discrimination and mixing both techniques. Data characterization 
involves summarizing main features of target class. Data discrimination involves comparing the 
target class with all other classes. There exist several methods from data summarization for 
example data warehouse, data summarization based on statistical methods and the data cube 
OLAP operation. In addition, there are some patterns that are common to most data sets and occur 
frequently in data. For example customers tend to purchase a mobile phone followed by a memory 
card. Several types of common patterns can be identified, common items, common sub-sequences 
and frequent sub-structures. Common items refer to several items that usually appear together. A 
sub-sequence contains a pattern related to several user behaviours that occur together. Finally a 
sub-structure can refer to different structural forms like for example trees representing a user 
behaviour. 
Among data mining functionalities, classification or prediction involves dividing items in 
classes in order to predict the class of a new item. That is building a model able to predict the 
class of an unknown item. This model is usually built departing from the analysis of a training 
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data set. The derived model might be presented as a set of rules, a decision tree, a mathematical 
formulation, a neural network and so on. Classification and prediction might need some relevance 
analysis to identify main attributes and help in the prediction process. Classification methods 
often have to deal with the problem of outliers. Most data points in a dataset can be represented 
with a model, however some data points does not comply with the general model, this data points 
are usually called outliers. Generally, data mining algorithms and tools discard outliers 
considering such data points as noise. On the other hand, some applications need outliers to 
mining interesting patterns. For example a fraud detection application must consider outliers to 
produce reliable patterns. Outlier’s analysis is usually referred as outlier mining. Two main 
methods have been applied to identify outliers in a data set, first one involves using statistical 
models that assume some distribution and second one measures distances. Both methods assume 
that data points that are a considerable distance from any other cluster are outliers. 
One variation of classification techniques is clustering. Even though, most classification 
techniques are based on labelled classes and these methods provides the ability to assign a new 
object to the most similar class, in real world applications sometimes the classes are not identified 
for large datasets. Clustering is the process of grouping data into classes (cluster), fulfilling two 
main rules. Any pair of objects within the same class has higher similarity and any pair of objects 
belonging to different clusters has lower similarity. Therefore, a cluster is a set of objects that are 
similar to other objects in the same cluster. Clustering can be used for outlier detection since it 
provides insight about data distribution and about the characterization of each cluster. Clustering 
belongs to several research areas like for example data mining, machine learning, marketing or 
spatial databases among others. Even though, clustering has been studied for many research fields, 
in this sub-section we provide an overview of clustering since the data mining side. Usually 
clustering in data mining has been challenged by the following issues: 
 Scalability: Most clustering algorithms provides relatively good performance when 
working with small data sets (fewer than several hundred objects). On the other hand, in 
real world large databases contain millions or even billions of objects and current cluster 
methods might head to non-reliable results. 
 Attributes source: Many clustering methods are intended to perform with numerical data, 
however sometimes algorithms are required to handle binary data, nominal data or ordinal 
data. 
 Cluster shapes: Measures of similarity are usually based on Euclidean distance and 
Manhattan distance. These measures tend to identify cluster with spherical shapes and 
similar size. However, real world data distributions might not be grouped in spherical 
clusters, thus clustering should provide functionalities to manage clusters of different 
shapes. 
 User’s inputs: Some clustering algorithms are dependent of user’s inputs. A user input 
might determine the desired number of clusters. Clustering methods are usually sensitive 
to user’s inputs that might lead to biased results. 
 Noise: Real world datasets usually contains noise and outliers that are difficult to handle 
for clustering methods that may produce poor quality clusters. 
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 Data dimensions: Even though, clustering techniques have proved good quality when 
data has two or three dimensions, most algorithms provides lower clustering quality when 
working with high-dimensional data. Furthermore, high-dimensional data might be 
sparse and even skewed. 
2.3.1.1 Clustering methods 
Even though, several clustering methods can be found in the literature and some of them might 
overlap with another method, this section provides an overview of main clustering techniques 
attending to how they built the clusters. Main typologies of clustering methods are, partitioning, 
hierarchical, density-based, grid-based, model-based, high-dimensional and constraints methods. 
Partitioning clustering methods works under the following assumptions, given a dataset of n 
objects, the algorithm splits data into k partitions being k ≤ n. Each cluster contains at least one 
object and each object belongs to exactly one cluster. However the last assumption can be relaxed 
for fuzzy distributions where data can be overlapped. Partitioning methods creates an initial 
partition depending on the desired number of clusters (k). The method tries to improve the initial 
partition using an iterative relocation technique that moves objects from one group to another 
depending on their similarities and dissimilarities trying to reach the optimal partitioning. To 
obtain the optimal partition, the clustering method would need to exhaustively explore all possible 
partitions. This approach provides the best solution but the worst performance. Therefore, most 
clustering methods employs a heuristic algorithm to obtain one of the best partitions. Most popular 
heuristics algorithms employed for such purpose are the k-means and the k-medoids algorithm. 
In the k-means approach each cluster is represented by the mean value of the objects in the cluster. 
On the other hand, the k-medoids algorithm represents each cluster using one of the objects in the 
cluster, probably the one that is closer to the centre of the cluster. These algorithms have showed 
good performance for finding spherical clusters in medium-sized data sets. 
On the other hand, the k-means algorithm takes the input parameter k and splits a set of n 
objects into k clusters having higher intra-cluster similarity and lower inter-cluster similarity. 
Cluster similarity is measures using the mean value of the objects in the cluster, which is the 
centroid of the cluster. The algorithm firstly randomly selects k objects that form the clusters 
centres. For each remaining object, it is assigned to the most similar cluster based on the distance 
between the object and the cluster mean. Then the algorithm re-calculates each cluster centre. 
This process is repeated iteratively until some function converges, usually the square-error 
function. Square-error function is defined as follows: 
 
𝐸 = ∑ ∑ |𝑝 − 𝑚𝑖|
2
𝑝 ∈ 𝑐𝑖
𝑘
𝑖=1
 
 
where E is the sum of the square error for all objects in the data set, p represents a given 
object and mi is the mean of cluster ci. K-means algorithm is sensitive to outliers; in fact one 
object with uncommon features might totally change the distribution of data. In addition, the 
square-error function far from alleviating these problems exacerbates the effect of outliers. To 
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alleviate this problem, the k-medoids algorithm employs a representative point of some cluster to 
represent the cluster. Each remaining object is compared with the representative point of every 
cluster and it is assigned to the most similar. The algorithm tries to minimize the dissimilarities 
between each object and its representative point. For that purpose the absolute-error function is 
used: 
𝐸 = ∑ ∑ |𝑝 − 𝜕𝑗|
𝑝∊𝐶𝑗 
𝑘
𝑖=1
 
being E the sum of the absolute error for all objects in the data set, p represents each object 
in cj. The algorithm depends on the implementations but usually iterates until each point (p) is 
the medoid of its cluster. Though flat clustering methods have several advantages, they have many 
disadvantages that may be overcome using hierarchical clustering. Unlike flat clustering, 
hierarchical clustering provides a structure with more information and does not require pre-
specifying the number of clusters. However these advantages of hierarchical clustering come at 
the cost of lower efficiency due to the higher complexity of hierarchical methods. Hierarchical 
methods rely on grouping objects into a tree of clusters. These methods can be classified as 
agglomerative and divisive depending on the approach to build the hierarchy, bottom-up (merge) 
or top-down (split). Main drawback of both approaches is the inability of hierarchical methods to 
backtrack and fix a poor split or merge decision. 
Agglomerative clustering follows a bottom-up strategy where each particular object is placed 
in its cluster and then merges these clusters into a larger cluster until all objects fit in a cluster or 
some termination condition is reached. On the other hand, divisive clustering works under a top-
down approach where each element is assigned to a large cluster, in successive iterations this 
clusters is split into smaller clusters. There is no clear consensus of which approach provides 
better clustering. However, flat clustering should be use when the number of clusters is known 
beforehand or when efficiency really matters. Moreover, hierarchical clustering is more suitable 
when the number of clusters is unknown or when the results needed requires more information 
than the cluster itself. Figure 26 shows main differences between those clustering types. 
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Figure 26 Agglomerative clustering vs divisive clustering 
 
Finally density based methods proposes an alternative to most distance based methods 
previously explained. Even though, distance-based clusters perform well when finding spherical-
shaped clusters, these methods suffer whit arbitrary-shaped clusters. For that purpose, other 
clustering methods have been developed based on the idea of density. The approach under the 
density-based methods is to continue expanding clusters as long as the number of elements in 
their neighbourhood exceeds some threshold. These methods are highly related with noise and 
outliers filtering. Main methods of density-based clustering are DBSCAN Ester, et al., (1996) and 
OPTICS Ankerst, et al., (1999).  
 Grid-based methods 
Grid-based methods are particularly useful when dealing with massive datasets. The principle is 
to summarize the dataset with cells that form a grid structure. Therefore, the approach consists of 
clustering the space surrounding the data points instead of clustering the data points themselves. 
The result is a grid summarizing the data points. This grid structure is then used to perform every 
cluster operation. The efficiency of these methods depends on the number of cells per dimension 
instead of the number of objects. Thus, efficiency is one of the most important advantages of grid-
based clusters. Even though, first proposals of grid-based methods rely on rectangular grids, new 
approaches are arbitrary-shape capable. Main drawback of rectangular-shaped grids is that all 
data space is covered with the same precision, no matters the data density. Most commonly used 
grid-based method is called Statistical Information Grid Wang, et al., (1997). STING performs 
grid-based clustering dividing the spatial area into rectangular cells. It also provides information 
about the structure of the spatial space assigning each cell a level depending on the resolution and 
the density. Each cell at the higher levels is divided into new cells of lower levels. Once the grid 
structure is constructed, some statistical parameters (count, mean, standard deviation, minimum, 
maximum, etc) are pre-computed for the grids at the lower levels. These parameters can easily be 
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calculated from the parameters of the lower level cells. This mechanism improves the efficiency 
of grid-clustering. 
 Model-based methods: 
Model-based clustering tries to fit every cluster with one model. The principle is search the best 
model that fits all data in the cluster. Model-based methods belong to flat clustering and usually 
employ density functions to identify the clusters. Most widely spread model-based algorithm is 
called Expectation-Maximization (EM) and is a generalization of k-means. Model-based 
algorithms perform clustering according to a model or probability distribution that fits the data 
points in the cluster. In fact the entire data space is a mixture of these distributions. Thus, main 
challenge of these algorithms is to determine the parameters that best fit the data. Even though, 
these algorithms used to converge rapidly, they could not reach the global optimal solution. 
 High-dimensional methods: 
Most data sets contain a large number of features or dimensions. In fact most text documents 
contain a huge amount of terms or keywords that require clustering methods able to deal with 
high dimensionality data. As the amounts of dimensions grow the data becomes sparse due to the 
meaningless of distance measures between pairs or due to the low density of every data space 
area. Clique and Proclus are able to deal with this type of data by exploring a subset of features 
rather than performing over the whole data space. 
2.3.2 Finding patterns 
Data mining system produce large set of patterns or rules that leads to the idea that not all patterns 
will be relevant or interesting. Furthermore, just a reduced subset of patterns will be interesting 
for applications. To identify whether some pattern is interesting or not, some objective rules 
exists. These rules are based on probabilities that compute the percentage of transactions in the 
dataset that the rule or pattern is satisfied. However, objective rules must be combined with 
subjective rules since the relevance of some patterns depends on the user preferences and interests. 
Even though, most data mining systems have the ability to obtain most interesting patterns, this 
is not realistic and applicable due to performance constraints. Usually the user provides some 
restrictions to the search and the completeness of the data mining algorithm is measured taking 
into account that constraints. 
2.3.3 K-nearest neighbours 
The k-nearest neighbour’s algorithm is a non-parametric method where no parameters are 
estimated. The algorithm employs the proximity of the input observations in the training set and 
their corresponding outputs to predict the proximity of the objects in the test set. The output 
variables can be interval variables in which case the algorithms is used for prediction or can be 
nominal or ordinal variables in which case the method is used for classification. Before going into 
the details of the algorithm it is necessary to define the Euclidean distance. Euclidean distance 
between two vectors of items xi and xj is calculated as follows. Assuming the case of two 
dimensions the vectors can be represented as xi = (xi1, xi2) and xj = (xj1, xj2). Figure 27 depicts the 
scenario.  
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Figure 27 Euclidean distance 
 
Formally the Euclidean distance is computed as follows: 
Formula 1 Euclidean distance computation two dimensions 
𝑑(𝑥𝑖, 𝑥𝑗) =  |𝑥𝑖 − 𝑥𝑗| =  √(𝑥𝑖1 − 𝑥𝑗1)
2
+ (𝑥𝑖2 − 𝑥𝑗2)
2
 
The previous definition in formula 1 can be extended to the general case of N dimensions. 
The formulation is the following: 
Formula 2 Euclidean distance computation N dimensions 
𝑑(𝑥, 𝑦) =  |𝑥 − 𝑦| =  √(𝑥1 − 𝑦1)2 + (𝑥2 − 𝑦2)2 + …+ (𝑥𝑛 − 𝑦𝑛)2 
Taking into account that the k-nearest neighbour is dependent on distance measure it is 
desirable that input data was standardized. To get an idea of how the algorithm performs, Figure 
28 depicts the scenario of finding the k-nearest neighbours with k ranging from 1 to 3. 
Figure 28 K-nearest neighbour’s representation 
 
 
As can be seen in the previous figure, for k=1, the result is plus, for k=2 the result is unknown 
and finally for k=3 the result is minus. Furthermore, Figure 28 depicts the scenario of predicting 
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the output value for a vector in the test set 𝑥𝑎 = (𝑥𝑎1, 𝑥𝑎2), which associated output value is 
𝑦𝑎and it’s the estimated value. In addition, Figure 28 shows three representative points in the 
training set, 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2), 𝑥𝑗 = (𝑥𝑗1, 𝑥𝑗2), 𝑥𝑘 = (𝑥𝑘1, 𝑥𝑘2) and their associated outputs 
𝑦𝑖 , 𝑦𝑗 , 𝑦𝑘. In Figure 29 it can be seen that 𝑥𝑖 is the closest data point (closest neighbour), that is 
𝑑(𝑥𝑎 , 𝑥𝑖) <  𝑑(𝑥𝑎, 𝑥𝑗) <  𝑑(𝑥𝑎 , 𝑥𝑘). Therefore, having k=1, the estimated value 𝑦𝑎 = 𝑦𝑖, which 
is the output value of its nearest neighbour. 
Figure 29 Predicting test set output using nearest neighbours 
 
Formally the problem of finding the k-nearest neighbours having 𝑃 = {𝑝𝑖⃑⃑  ⃑}1
𝑛 a set of n points 
in a d-dimensional space, and let 𝑞  be the estimated point, can be stated as follows: 
Find the point pc⃑⃑⃑⃑  ∈ P, which is the minimum distance from q⃑ .  
Figure 30 K-nearest neighbour’s formal definition 
‖𝑞 − 𝑝𝑐⃑⃑  ⃑‖  ≤  ‖𝑞 − 𝑝𝑖⃑⃑  ⃑‖ ∀ 𝑝𝑖⃑⃑  ⃑  ∈ 𝑃 
Figure 30 details the mathematical formalization of K-nearest neighbours. This is a general 
formulation that is usually modified according to the needs of the problem. 
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3 State of the Art 
This section provides a short view of user models researches since the beginning of this paradigm 
till the latest approaches. Recommender systems became important with the appearance of the 
first papers on collaborative filtering in the middle of the nineteen’s Resnick, (1994). The area of 
recommender systems has been of great interest during the last decade due to abundance of 
applications that help users with personalized content. Thus, much work has been done in this 
area from the industry and the academia. Examples of these applications that help users providing 
personalized content and recommendations are, Amazon.com recommending books or CDs 
Linden (2003), or Versifi recommending news Billsus, et al., (2002). In addition some 
commercial applications have incorporated recommendation capabilities into their commerce 
servers to provide their customers personalized suggestions Peddy and Armentrout, (2003). Even 
though first recommender systems date from the mid-nineteen’s and several advances have been 
developed, current generation of recommenders still needs improvements to make recommender 
systems applicable for more real-life applications. Some studies reveal that recommender systems 
are still far of being applicable and effective in some fields Wade, (2003). 
First approaches to recommender systems belong to researchers in Natural Language and 
Dialogue Management classifying users Perrault, et al., (1978). It was during the mid-eighties 
when distinctions between components of the recommender system and components of the 
application were done.  User modelling via stereotypes was already proposed in late seventies 
Rich., (1979), and during the mid-eighties the group user models technology arises, with systems 
like GUMS Finin & Drager, (1986). It was in the mid-nineteen’s when recommender systems 
emerged as an independent research area and when researchers started to focus on 
recommendation problems and explicitly rely on ratings.  
The problem of recommenders on its simplest form can be seen as estimating a rating for 
some item that has not previously been seen for the user. This definition of recommender problem 
was formalized as follows; Let C be the set of all users and let S be the set of all items that can be 
recommended, both spaces (C and S) might be very large. Let u be a utility function that measures 
the usefulness of item s to user c. 
Let  the utility function be u: C x S  R  
Where R is totally ordered Adomavicius and Tuzhilin, (2007). Most recommender systems 
represent the result of the utility function as a rating that specifies how much a user likes some 
item. Each element of the user space can be described with a profile including main features of 
the user. The simplest profile just consists of a user identifier. Likewise each element of the item 
space is defined with a set of features. Therefore, main problem of recommenders is related to 
utility function that is usually not defined on the whole C x S space. In fact most recommenders 
need to extrapolate their utility function to reach the whole space C x S. Since the utility function 
is usually characterized by ratings, it is initially defined over the set of items rated. Therefore, the 
recommender should estimate that ratings for each non-estimated pair user/item and provide 
reliable recommendations based on these estimations. Estimations are usually done by heuristic 
methods or by optimizing some criterion like for example the mean square error when predicting 
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a rating. Once these unknown ratings are estimated for current user the system must select the 
highest one or the N highest ones depending on the problem. 
In addition two different typologies of recommenders can be found, rating-based 
recommenders and preference-based recommenders. First approach predicts the absolute value of 
ratings while second one focus on predicting a proper order of items for some current user Cohen, 
et al., (1999) Jin, et al., (2003). 
Even though main classification of recommender system is done concerning the approach 
used to estimate ratings, another classification can be done according the purpose of the user 
model. Thus main user models have been developed in the academic area or in the industry area 
Kobsa, (2001). In addition, main focus of this thesis is statistical user modelling, which includes 
most user model or recommender systems. 
3.1 Academic developments and Industry developments 
First approaches to user models enable creating hierarchies of stereotypes and relate a set of rules 
to each stereotype. An example of these first approaches is General user modelling shell (GUMS) 
Finin, (1989). The sets of rules that GUMS handles describe the behaviour of each user in its 
knowledge base. In addition, GUMS provides features to store new facts and verify the 
consistency of new rules against the old ones. To maintain the consistency of the rules, GUMS 
store facts in a tree structure and updates such structure every certain time. In case that soma 
inconsistency cannot be solved, the stereotype responsible for that inconsistency will be removed 
from the database. 
At the end of the eighties, some regulations were established to user models, these regulations 
define a set of rules that a user model must meet Kobsa, (2001): 
 Representation of assumptions about one or more user characteristics 
 Representation of users in subgroups including features of these users in the user model 
 Recording of user’s past interaction with the system 
 Formalization of assumptions based on interaction history 
 Consistency maintenance in the user model 
Therefore, at the beginning of the nineteen’s the User Modelling Tool (UMT) Branjnik & 
Tasso, (1994) appears. UMT is also classified within the stereotype user models. UMT provides 
a maintenance system and user’s information can be classified as premises or assumptions. Some 
other tools like Prolog based Tool for User Modelling (PROTUM) Vergara, (1994), or Theory 
and Applications for General User/Learner-modelling Systems created by Paiva and Self (1994) 
emerge like new approaches of academic user models. In addition BGP-MS (2001) (Belief, Goal 
and Plan Maintenance System) created by Kobsa and Pohl allows creating assumptions about the 
user and recording past user session. Finally two more approaches come up meeting most 
requirements of academic user models. These tools are TAGUS (1994) created by Paiva and Self 
and Doppelganger that was developed by Jon Orwant, (1995). Both tools provide system 
maintenance, representation of user’s assumptions and a knowledge base full of knowledge of 
past sessions. 
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At the end of the nineties, the concept of web personalization was increasingly recognized in 
the area of electronic commerce. In fact web segmentation provides product offering and sales 
promotions to be targeted to each particular user. Thus, taking user navigation habits and previous 
interactions, it is possible to migrate from mass marketing to one-to-one marketing. 
The first approach of web oriented user models is Group Lens, developed by Net Perceptions 
Breese, et al., (1998), Herlocker, et al., (1999). As mentioned before Group Lens is a web oriented 
user model, based on ratings of user’s behaviour when surfing the web. The second approach 
arises when Andromeda develops LikeMinds (2000). LikeMinds is pretty similar to GroupLens, 
the main difference is in its architecture and that GroupLens provides ODBC support. Another 
approach to web oriented user models is the Personalization server that appears in 2000. The tool 
is based in pre-fixed stereotypes. In addition, the tool classifies new users within these stereotypes 
according to their demographic information. Lately the Personalization server has been used to 
personalize web pages and it has been classified within classical user models. Finally two more 
approaches of web oriented user models appear during the first decade of the 21st century. These 
tools are called FrontMind and Learn Sesame. Both tools are based on pre-fixed stereotypes and 
have been applied for several personalization purposes. 
3.2 State of the Art in Statistical User Models 
Statistical user models are concerned with the use of observed sample results and provide 
predictions about unknown dependent parameters. In the case of user modelling these parameters 
are aspects, likes, preferences or behaviours of a user and represent his or her goals. According 
to Larson “Statistical user models are intended to perform predictions of a dependent parameter, 
departing from observed samples. Such parameter represents an aspect of a user future behaviour” 
Larson, (1969). 
A well-known problem within Artificial Intelligence community is about obtaining the user 
modelling systems knowledge bases and it is called the bottleneck problem. This problem affects 
group user models that rely on hand-built knowledge bases. In addition, hand-building a 
knowledge base with many representative points is harder task than hand-building a knowledge 
base with just a few points to consider. Furthermore, some other factors might affect group user 
models, for instance vitiated data together with certainty degradation. 
Therefore, main problem of group user models can be related to the bottleneck problem, this 
problem together with the amount of data generated by recent application domains pointed 
towards statistical user models as an encouraging alternative to the traditional approach. In 
addition, large quantities of electronically available data together with the advances performed in 
machine learning boost the use of statistical models instead of group user models. 
Recently, due to the information explosion and the improvements in communications people 
have access to large repositories of information almost anyplace and anytime. In addition, 
information providers can figure out more information about user by monitoring people’s 
activities. The mixture between electronic content and knowledge about users leads to statistical 
user models as an encouraging trend to build user models that support the delivery of personalized 
content. 
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The usage of statistical and probabilistic user models has been manifested in UMUAI papers 
during the last years, showing a clearly growth as years go by. In particular, noteworthy articles 
in UMUAI have identified several challenges that user modelling presents to statistical and 
probabilistic modelling techniques Albrecht and Zukerman, (2007). These challenges can be 
classified in three different categories: limitations of current user modelling approaches, dynamic 
nature of user modelling data and efficiency considerations. 
Recommender systems have been classified according to their approach to estimate ratings, 
most accepted classification were done by Balabanovic and Shoham, (1997): 
 Content-based recommenders 
 Collaborative recommenders 
 Hybrid systems 
3.2.1 Content-based approach 
In the content-based approach, the behaviour of a user is predicted from his or her past behaviour, 
content-based approach has its roots in Information retrieval Baeza-Yates, Ribeiro-Neto, (1999). 
And so then, first recommenders under the content-based approach involve retrieving textual 
information. Main improvement over Information Retrieval approaches comes from the use of 
profiles that store user preferences and likes. Content-based recommenders employ survey 
techniques or implicit methods to obtain these profiles. 
Thus, the utility function u(c, s) of items s for user c is estimated based on the utilities u(c, 
si). Where si is the set of ratings assigned by user c to items similar to s, then si  S. Content-
based learning is used when users past behaviour are reliable indicators of their future behaviours 
or preferences. Therefore, user models based on this approach are built departing from the data 
of user’s past behaviours. Content-based approach is suitable for scenarios where users behave in 
some manner distinctively. On the other hand, this approach requires that systems collect large 
amounts of data from each user to perform statistical predictions. Another disadvantage of 
content-based approach is that the features selected when building a content-based model have a 
substantial effect on the usefulness of this model Zukerman and Albrecht, (2001). In fact very 
specific features make systems useful only for repetitive behaviours. On the other hand, too 
general features provide poor quality predictions. As previously mentioned most recommenders 
under the content-based approach, recommend items basing on textual information such as 
keywords. Therefore the problem focuses on determining the importance of word ki in document 
dj. Such importance is determined using a weighting measure; most common measure is the Term 
Frequency Inverse Document Frequency (TF-IDF) Salton, (1989). TF-IDF is defined as follows, 
assuming the whole set of documents N and assuming that the keyword ki appears in ni document 
of N. Let fij be the number of times that  keyword ki appears in document dj, then the TFij of 
keyword ki in document dj is measured as follows: 
𝑇𝐹𝑖𝑗 = 
𝑓𝑖𝑗
𝑚𝑎𝑥𝑧𝑓𝑧𝑗
   
Where the maximum is calculated over the frequencies fzj of all keywords kz that appear in 
document dj. Even though, this is one of the most used metrics it lacks when keywords appear in 
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most documents, then another method must be combined with the TF-IDF. Thus recommender 
systems under content-based approach will suggest items previously rated by current user Lang, 
(1995). On the other hand, Bayesian networks were also used to determine whether an item is 
relevant or not for some concrete user Pazzani and Billsus, (1997). In addition, the Winnow 
algorithm was used for the same purpose Littlestone and Warmuth, (1994). However Winnow 
algorithm was preferred to TF-IDF or Bayesian networks when there are many features per item 
or per user Pazzani, (1999). 
There are some limitations that recommenders under the content-based approach must face 
to demonstrate accuracy in its predictions. 
3.2.1.1 Partial content analysis 
Content-based recommenders produce suggestions according to the features linked to the objects 
they recommend. Thus, a computer must parse content or features must be extracted and 
associated to an object manually. In certain domains it might be difficult to automatically extract 
those features. While it is easy to obtain features from textual resources, it may be difficult to 
manage from multimedia resources. In addition, in textual resources if two documents have the 
same set of keywords these two documents become undistinguishable for the recommender 
Shardanand and Maes, (1995). 
3.2.1.2 Over-specialization 
Content-based recommendations are restricted to items previously rated. In order to ease this 
problem the most accepted solution involves introducing some randomness. For example the use 
of genetic algorithms was proposed as a solution Sheth and Maes, (1993). However over-
specialization problem not only involves recommending items very different to those previously 
rated by the user, but also involves the problem of recommending items too similar to those rated 
by current user. Therefore, some authors introduce the idea of redundancy in content-based 
systems Zhang, et al., (2002). 
3.2.1.3 New user problem 
New user problem in recommenders affects those users with insufficient number of ratings. 
System needs sufficient information about the user to produce reliable recommendations. 
3.2.2 Collaborative approach 
In the collaborative approach, a user’s behaviour is predicted from the behaviour of other like-
minded people. Thus, collaborative learning is used under the assumption that a user behaves 
similarly to other user. Collaborative systems are built using data from a group of users and 
achieving predictions over an individual user. Main limitation of systems under the collaborative 
approach is that they make predictions about the behaviour of a single user departing from 
observations of many users, hence they do not make predictions tailored to individual users. On 
the other hand, collaborative learning systems are more suitable than content-based systems when 
predicting about a new user or predicting about a known user under a new situation. As a matter 
of fact, collaborative filtering has been used over the years to build successful recommender 
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systems Xiaoyuan and Taghi, (2009). Usually collaborative filtering systems have a user-item or 
user-feature matrix. Table 2 shows an example of user-feature matrix for collaborative learning 
which most time is implicit in collaborative system knowledge bases. 
Table 2 User-feature matrix 
 Shrek Snow White Spider-man Super-man 
Alice like Like  Dislike 
Bob  Like Dislike Like 
Chris  dislike Like  
Tony Like  Dislike ? 
There are some missing values in table one where users did not give their preferences. 
Analogous to content-based approach, models under collaborative approach must deal some 
limitations to provide reliable predictions. 
3.2.2.1 Data sparsity 
Data sparsity domains can challenge the quality of the recommendations provided by some 
recommender. One specific case of the data sparsity problem is the cold start problem also known 
as the new user problem or the new item problem Yu, et al., (2004). New items cannot be 
recommender because they have not been rated and new users cannot be classified due to the lack 
of information about these users. Some other problems are related to the sparsity problem in 
recommender systems, for instance the reduced coverage problem. Coverage has been defined as 
the percentage of items that can be recommended Xiaoyuan and Taghi, (2009). Then, the reduced 
coverage problem arises when the percentage of pair’s user-rating is too low compared with the 
number of items in the system. In that case, the recommender won’t be able to provide predictions 
over the whole set of items in its knowledge base. Last problem associated to data sparsity is 
called the neighbour transitivity problem. This problem happens in sparse databases when two 
similar users are identified as very dissimilar users just because they both have not rated the same 
items Bessa, et al., (2012). 
To alleviate the data sparsity problem, dimensionality reduction techniques Billsus and 
Pazzani, (1998) have been used. Several methods belonging dimensionality reduction were used, 
most important are. Singular Value Decomposition, which removes unrepresentative data-points 
from the user-feature matrix. Latent Semantic Indexing (LSI) Landauer and Littman, (1994) that 
calculates similarity among users in a reduced space instead of considering the whole users-items 
space. Finally, Goldberg, et al., (2001) developed eigenstate that also employs dimensionality 
reduction techniques to alleviate the sparse data problem. On the other hand, some authors 
identified that applying dimensionality reduction some information about users and items will be 
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removed from the system leading to some degradation in the quality of the recommendations 
Sarwar, et al., (2000). 
3.2.2.2 Scalability 
Scalability problem happens when the number of users and items starts growing. Collaborative 
filtering algorithms suffer the problem of scalability reducing their performance as the amount of 
information grows. In fact, some collaborative algorithms are intended to provide real-time 
responses to their uses, for instance those systems that need to react to online requirements. 
Therefore, those systems request high scalability and perform the most time-consumption 
calculations offline Linden, et al., (2003). In addition, Linden, et al., provides a comparison of 
how traditional methods handle scalability. 
Traditional collaborative learning algorithms do not provide any offline computation and its 
online calculations scales with the number of users and items. By the way, this approach does not 
provide any solution to scalability problem unless it uses dimensionality reduction or partitioning, 
but in these cases this will affect to the quality of the recommendations. Even though clustering 
performs much of the computation offline, it has been proved that these recommenders provide 
poor-quality predictions. Finally, the authors identify that search-based methods provide poor 
scalability features. Thus, it can be stated that the clue to provide scalable systems is in the offline 
computation and concretely in the ability of the system to build and reorder its knowledge base 
offline. 
3.2.2.3 Synonymy 
Synonymy occurs when several concepts or items have different names or entries. Most 
recommender systems under the collaborative approach are unable to discover these relationships 
yielding debatable predictions when synonymy occurs. For example the concepts “children 
movie” and “children film” refers to the same but most system would find no match between 
them. Therefore, the prevalence of synonyms decreases the recommendation performance of 
collaborative filtering systems. Most attempts to solve the synonymy problem depend on term 
expansion or the construction of a thesaurus, however fully automatic methods are still non-
applicable due to its rapid degradation Jones, (1972). Once again, some dimensionality reduction 
methods have been used to ease the problem of synonymy. The Latent Semantic Indexing (LSI) 
method (See 3.3.1.2.1.1) is able to alleviate the synonymy problem ignoring the less important 
terms. However, it has been proved that the performance of LSI method is quite encouraging at 
higher recall levels. On the other hand, its performance seems to decrease at the lowest levels of 
recall Deerwester, et al., (1990). Another problem identified by Deerwester, et al., and related to 
synonymy is the polysemy, which means that most words have more than one meaning. The 
author’s state that LSI method deals properly with the synonymy problem but it provides poor 
capabilities to deal with polysemy. 
3.2.2.4 Grey Sheep 
The name of Gary Sheep problem or Gary Sheep users refers to users whom do not totally agree 
or disagree with any group and are difficult to classify for collaborative filtering systems 
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Claypool, et al., (1998) Burke, (2002). In recommender systems there might be users that have 
rare likes or preferences compared to the rest of the community and that are difficult to classify 
for collaborative filtering methods Ghazanfar and Prugel-Bennett, (2011). In fact these users 
usually have a low correlation degree with other users. In addition, Mustansar and Prügel-Bennett, 
(2014) identified that the presence of these users in a medium community of users leads to two 
different problems: first one is that these rare users will not receive accurate predictions, second 
one is that these users may affect negatively to the rest of the recommendations. Even though, the 
problem of grey sheep has not been widely addressed in the literature, an algorithm to identify 
was proposed. Mustansar and Prügel-Bennett proposed this algorithm and it is inspired in shape 
detection during image processing. According to these authors same procedures applied to 
separate rare shapes in a different cluster can be employed to detect grey sheep users and separate 
them into a different cluster. The proposed algorithm departs from the K-means++ clustering 
algorithm Arthur and Vassilvitskii, (2007). This algorithm was modified to cluster user-item pairs 
and detect grey sheep users. The basics of the proposed algorithms are in calculating the top-rated 
users that is users that have rated larger number amounts of items. Finally use these users to 
calculate the centroids of the clusters and identify the grey sheep users. Furthermore, some users 
identify the black sheep problem, which refers to users that due to his idiosyncratic are almost 
impossible to classify, however this problem has been considered for most authors as an 
acceptable failure McCrae, et al., (2004).  
Regarding the ways employed to build recommender systems, two main approaches are well-
known in the literature, the Memory-Based and the Model Based approach. 
3.2.2.5 Memory-Based Collaborative Filtering Techniques 
Memory-based collaborative filtering algorithms use the whole or a set of the user-feature 
database (user-feature matrix) to compute similarities among users or items. Every user is a part 
of a group that consists of several users with same likes or preferences. Therefore, this type of 
algorithms requires calculating the neighbours of each user. This calculation is based on the 
neighbourhood-based algorithm, which uses the following steps: it calculates the similarity or 
correlation between two users, it produces a prediction for current user based on the weighted 
average of all the ratings of the user or simply using a weighted average Sarwar, et al., (2001). 
On the other hand, when the system needs to produce the top-N recommendations, the algorithm 
looks for the k most similar users (nearest neighbours) after calculating the similarities. Therefore, 
the similarity calculation is a crucial step in memory-based algorithms. Similarity can be 
calculated for two different types of systems, item-based systems and user-based systems. The 
main idea to compute the similarity between item i and item j is in retrieving the users who have 
rated both items and then employ a similarity measure to determine the similarity wij. There exist 
several measures to compute this similarity between items or users, the most important are 
Pearson correlation and Vector Cosine similarity. Pearson correlation measures how much two 
variables relate each other. The general expression for Pearson correlation is depicted in Figure 
31. 
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This general expression can be applied to calculate how two users (u, v) relate each other. 
For that purpose the first summation, must go over the whole set of items that both users u and v 
have rated and ?̅? is the average rating of the co-rated items for user u, while ?̅? is the averaged 
rating of the co-rated items for user v. 
On the other hand, with the vector cosine method the similarity is measured considering each 
document as a vector of word frequencies and computing the cosine of the angle formed by the 
vectors Salton and McGill, (1983). This paradigm can be borrowed to collaborative filtering 
changing documents for users or items and frequencies for ratings. Figure 32 depicts how vector 
cosine-based similarity is computed. 
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Having the (m x n) user-item matrix, the similarity between two items i, j is calculated as the 
cosine of the vectors corresponding to the columns i and j of the matrix. 
3.2.2.5.1 Computing recommendations 
Produce recommendations is the most important task in collaborative filtering. Taking into 
account the neighbourhood-based algorithm, the predictions are calculated using the ratings of 
the most similar user. To aggregate those ratings, two main approaches have been used, weight 
the sum of neighbour’s ratings and use a simple weighted average. To produce a prediction for 
current user a on some item i, all ratings on that item can be weighted according to the following 
formula Resnick, et al., (1994). 
𝑃𝑎,𝑖 = 𝑟?̅? + 
∑ (𝑟𝑢,𝑖
𝑈
𝑢 − 𝑟?̅?) ∗  𝑤𝑎,𝑢
∑ |𝑤𝑎,𝑢|
𝑈
𝑢
 
where the summations are done over all users 𝑢 𝜖 𝑈 who have rated item i. 𝑟𝑎 and 𝑟𝑢 are the 
average ratings for the user a and the user u. Finally 𝑤𝑎,𝑢 are calculated using the vector cosine-
based similarity. On the other hand, in order to compute predictions, the simple weighted average 
can be employed Sarwar, et al., (2001). The simple weighted average for an item-based prediction 
can be calculated as follows: 
Figure 31 Pearson Correlation 
Figure 32 Vector cosine-based similarity 
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where in this case summations are over all rated items for user u, 𝑤𝑖,𝑛 is the weight between 
items i and n. Finally 𝑟𝑢,𝑛 is the rating for user u on item n. 
3.2.2.5.2 Computing Top-N recommendations 
The top-N recommendation involves producing an ordered set of items according to current user 
preferences. Top-N recommendation algorithms analyse the user-item matrix to figure out 
relations between users and items and provide suggestions. Two approaches have been developed 
to produce the top-N recommendations in collaborative filtering systems. First approach is the 
user-based Sarwar, et al., (2000), this method relies on the idea that each person can be classified 
in a larger set of similar users having similar behaviours. Finally, items liked by most people in 
that group can be used to produce reliable recommendations. Second approach is known as item-
based Kitts, et al., (2000) and it basics are, analyse historical information to identify relations 
between items. Such relations might be for example that the purchase of some item always leads 
to another item purchase. The user-based approach suffers serious problems with scalability and 
real-time performance Karypis, (2001). On the other hand, the item-based method alleviates the 
scalability problem but must deal with the problem of finding sub-optimal solutions Deshpande 
and Karypis, (2004). 
3.2.2.6 Model-Based Collaborative Filtering Techniques 
The advance in the areas of machine learning and data mining enables the development of models 
able to recognize patterns in a training set and make intelligent predictions for real world (test 
set). Model-based collaborative filtering algorithms have been investigated to alleviate main 
problems of memory-based algorithms Breese, et al., (1998). Several techniques have been used 
over the years to build model-based systems. Main techniques are Bayesian networks, clustering 
algorithms and regression-based algorithms. The simple Bayesian algorithm applies a Naïve 
Bayes to perform collaborative predictions. The Naïve Bayes assumes that all features are 
independent according to its class, then the probability of a class given the features can be 
computed and the class with highest probability is classified as the predicted class Miyahara and 
Pazzani, (2002). In addition, clustering techniques can be used to build user models under the 
model-based approach. A cluster can be defined as collection of objects that are similar to other 
objects in the same cluster but are dissimilar to the objects in other clusters Han and 
Kamber, (2001). Clustering algorithms usually employs the Minkowski distance Groenen, et al,. 
(2007) or the Pearson Correlation Herlocker, et al., (1999) to compute the similarity among 
objects. The Minkowski distance for two data objects 𝑋 = (𝑥1, 𝑥2 …𝑥𝑛) and 𝑌 = (𝑦1, 𝑦2 …𝑦𝑛) is 
normally calculated according to the following formula: 
𝑑(𝑥, 𝑦) =  √∑ |𝑥𝑖 − 𝑦𝑖|𝑞
𝑛
𝑖=1
𝑞
 
Where, n is the dimension of the object and 𝑥𝑖 and 𝑦𝑖 are the corresponding values of the 
element in the position I of the initial data objects. Finally q is a positive integer that may take 
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two values, if 𝑞 = 1 then 𝑑(𝑥, 𝑦) is Manhattan distance, if 𝑞 = 2 then 𝑑(𝑥, 𝑦) is the Euclidean 
distance. 
Clustering methods can be classified in three different categories: partitioning methods, 
density-based methods and hierarchical methods Han and Kamber, (2001). The most extended 
partitioning method is k-means created by MacQueen, (1967). This method has two main 
advantages, it is relatively efficient and soft implementation MacQueen, (1967). Density-based 
methods usually search for dense areas or cluster and separate them from sparse areas that 
represent noise. Main examples of clustering methods are DBSCAN Ester, et al., (1996) and 
OPTICS Ankerst, et al., (1999). On the other hand, hierarchical methods splits the whole set of 
objects or user building a hierarchical decomposition according to some criterion. Main example 
of hierarchical methods is BIRCH Zhang, et al., (1996). Usually clustering methods are used to 
produce a set of clusters that are used for later analysis. For example clustering can be applied to 
split the data into clusters and after that use some algorithm to provide predictions within some 
of the clusters O'Connor and Herlocker, (1999). 
3.2.2.6.1 Regression algorithms for model-based collaborative filtering 
Some algorithms employed in memory-based systems might determine that two vectors are really 
distant based on Euclidean distance, however these vector may be really similar in terms of other 
metrics like Pearson correlation. In those scenarios, memory-based algorithms are not able to 
accurately determine whether the vectors are similar or not. Regression methods can help to ease 
this problem. Having 𝑋 = (𝑥1, 𝑥2 …𝑥𝑛) being a random variable that represent user’s preferences, 
a regression can be formulated as follows: 
𝑌 = [
𝑌00 ⋯ 𝑌0𝑛
⋮ 𝑌 ⋮
⋯ 𝑌𝑚𝑛
] =  [
𝐴00 ⋯ 𝐴0𝑛
⋮ 𝐴 ⋮
⋯ 𝐴𝑘𝑛
] [
𝐵00 ⋯ 𝐵0𝑘
⋮ 𝐵 ⋮
⋯ 𝐵𝑚𝑘
] + 𝑁 
Where N = (N1,….., Nn) is a random variable representing noise. Each Yij is the rating of 
user i on item j. Each Xij is an estimation of the variable X. Main problem of this approach is that 
usually the matrix Y suffers the sparsity problem. A solution to this problem was provided by 
Canny, (2002) who introduced the idea of sparse factor analysis, which replaces missing elements 
(those elements with the average of non-missing elements) of the matrix Y. 
3.2.3 Content-based learning versus Collaborative learning 
Content-based learning is used under the assumption that each user exhibits a behaviour under a 
given set of circumstances and that this behaviour should be repeated under similar circumstances. 
Moreover collaborative learning is based on the idea that a particular group of users tend to behave 
in similar way under some given circumstances. Over the years several comparisons have been 
performed between both content-based and collaborative approaches. One of the first 
comparisons was done over the domain of films recommendation. The comparison consists of 
checking the performance of two recommenders, first one built under content-based approach and 
exactly same recommender built under the collaborative approach Alspector, et al., (1997). 
Results yielded shows that models under the collaborative approach perform significantly better 
than those under the content-based approach. Even thought, the results yielded by system under 
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the collaborative approach were better than those provided by the system under the content-based 
approach, the collaborative system present signs of over fitting. In addition, Alspector, et al. 
identified some restrictions of both approaches. Concerning collaborative approach, it can be used 
with user’s that have not been assigned to a group. On the other hand, content-based approach 
requires careful feature selection (specialist intervention). Finally, study results indicate that this 
type of systems must combine both approaches (hybrid system) Burke, (2002). 
3.2.4 Hybrid collaborative filtering techniques 
Hybrid recommender systems combine collaborative learning techniques with other 
recommendation method to gain better performance. Usually collaborative filtering is combined 
with content-based filtering. In addition, some other systems combine collaborative filtering with 
demographic recommenders based on profiles Krulwich, (1997). 
Content-based recommender systems analyse the context of information to provide 
recommendations. Then the content-based system uses heuristics or classification methods to 
make recommendations Pazzani and Billsus, (1997). However, content-based techniques suffer 
the sparse data problem (see 2.3.2.1) and require enough information to build a reliable classifier. 
In addition, they are restricted by features, which are associated explicitly with the objects. These 
features might be difficult to obtain, while collaborative filtering can make predictions without 
any descriptive data. Furthermore, content-based techniques suffer overspecialization, which 
restricts recommendations to items similar to those rated by current users Adomavicius and 
Tuzhilin, (2007). Attempting to avoid main limitations of content-based systems and improve 
recommendations, collaborative filtering and content-based filtering are combined to build hybrid 
recommenders. Several classifications of hybrid recommender systems can be found along the 
literature, however the most extended one is that one done by Burke, (2002). According to Burke, 
hybrid recommender can be classified depending on the hybridization method, main approaches 
are, weighted, switching, mixed, feature combination, cascade, feature augmentation and meta-
level. Hereafter, an overview of these approaches will be provided. 
3.2.4.1 Weighted hybrid recommenders systems 
Weighted recommender systems compute recommendations according to the results of all 
available recommendation methods in the system. In this case, the simplest systems would be a 
linear combination of recommendation scores, for example the P-Tango system Claypool, et al., 
(1999). P-Tango firstly assigns same weight to collaborative than to content-based algorithms but 
it continuously adjust weights according to the success of each prediction method. Main 
advantage of weighted hybrid recommender systems is that all system capabilities take part on 
predictions and it is easy to modify the weights to achieve more reliable recommendations. On 
the other hand, main weakness of these systems is that it works under the assumption that weights 
are uniform for each method independently of the item in the space of items. 
3.2.4.2 Switching hybrid recommenders systems 
Switching hybrid recommenders employs just one technique at the same time to produce 
recommendations. Most switching systems applies one method to provide a recommendation and 
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in case that this method could not provide a sufficiently reliable recommendation switches to 
another method. For example the DailyLearner Billsus and Pazzani, (2000) uses a content-
based/collaborative switching system. It first tries the content-based approach and if this approach 
cannot provide reliable recommendations switches to the collaborative filtering. This switching 
does not alleviate the sparse data problem (see 2.3.2.1) since both approaches suffers this problem. 
However, DailyLearner content-based method is the nearest neighbour Fix and Hodges, (1951), 
which does not require a large amount of samples to provide reliable classifications. In the case 
of DailyLearner, the switching to collaborative filtering provides the system the ability to 
recommend items that are not close in a semantic way to previously rated items. That is provide 
predictions about items that the content-based approach is unable to achieve. However the 
methodology of DailyLearner imposes that the content-based approach will be used first always. 
However, some alternatives to this plan have been proposed, for example use the agreement 
between user’s ratings or likes and the recommendations of each technique to select the most 
suitable technique for next recommendations Tran and Cohen, (2000). Switching hybrid systems 
introduce a new challenge for user modelling community since the switching criteria must be 
defined and this creates a new level of parameterization. However, combining two 
recommendation techniques provides the system with main advantages of both methods. 
3.2.4.3 Mixed hybrid recommenders systems 
In some cases systems are required to provide large amounts of recommendations at the same 
time. In these cases it would be interesting to use a “mixed” approach where recommendations 
provided by every technique are presented together. Over the years some systems using this mixed 
approach have been developed, for example PTV system that uses a mixed approach to suggest a 
television program Smyth and Cotter, (2000). Content-based approach focuses on the textual 
descriptions while collaborative filtering is used to compute the preferences of other similar users. 
Final recommendation is based on the predictions of both approaches. Mixed approaches alleviate 
the sparse data problem (cold data problem) since the content-based filtering can be relied to 
propose recommendations of items not rated. However, the mixed strategies does not get around 
the new user problem since both, content-based and collaborative filtering need some background 
about current user to make reliable predictions. 
3.2.4.4 Feature combination hybrid recommenders systems 
Feature combination systems use collaborative information to assemble an augmented data set to 
be used with content-based learning. For example experiments using the prototype Ripper to 
recommend movies accomplished a significant improvement in precision over a simply 
collaborative approach Basu, et al., (1998). However, hand-filtering content features enables such 
improvement. In addition, the author identify that without hand-filtering content features, the 
system improves it recall but not the precision. Main advantage of feature combination is that it 
enables the system to consider collaborative information but it does not only rely on this 
information. 
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3.2.4.5 Cascade hybrid recommenders systems 
Cascade hybrid systems relies on a staged process where one recommendation technique is 
applied first to obtain a set of candidates and a second method refines the recommendation from 
among the initial set of candidates. A well-known recommender system based on cascade 
methods is EntreeC Burke, (2002). The system employs its knowledge of restaurants to make 
recommendations. Recommendations done by the content-based approach are placed in buckets 
and collaborative filtering is used to break ties. Cascade systems main advantage is its efficiency 
since these systems are not forced to use the second, lower-priority mechanism. However these 
systems rely on its higher-priority mechanism since lower-priority techniques can only refine 
recommendations. 
3.2.4.6 Feature augmentation hybrid recommenders systems 
Feature augmentation methods apply one technique to produce a rating of items to be 
recommended, and then this information is fed to second recommendation method. Unlike to 
cascade methods, in this case the second recommendation technique is used in every 
recommendation process. For example Libra Mooney and Roy, (1999) makes content-based 
recommendations of books departing from information obtained by Amazon.com collaborative 
filtering. Feature augmentation provides additional functionalities added by intermediates and 
that can be used by other techniques. Note the differences among augmentation and the techniques 
presented before. Augmentation is different from feature combination since the last technique 
combines information from different recommendation methods. On the other hand, both cascade 
and augmentation techniques sequence two recommenders but in augmentation the input of 
second recommender includes the output of the first one, in cascade second recommender, which 
is a lower-priority recommender, does not use any output of first recommender. 
3.2.4.7 Meta-level hybrid recommenders systems 
Unlike feature augmentation that feeds part of the model generated by first recommender to 
second recommender, Meta-level systems feed the whole model to second recommender. First 
system supporting this approach was Fab Balabanovic, (1998). Fab uses content-based filtering 
using Rocchio’s method Rocchio, (1971) to maintain a term vector model that describes the areas 
of interest of some user. This term vector is fed to the collaborative component to refine 
predictions. The main advantage of the meta-level method especially for the pair content-
based/collaborative is that the learned model is a representation of the interest of a user and 
collaborative filtering performs better with this representation than with the whole raw data. 
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3.2.4.8 Summary of main hybridization methods 
Table 3 Hybridization Methods 
Hybridization Method Summary 
Weighted Recommendations based in both mechanism  
Switching Switch methods according to some criterion 
Mixed Provides two recommendations at the same time 
Feature Combination Collaborative data is treated as additional information for content-based 
Cascade Use one method to produce recommendations and another to refine 
Feature Augmentation One method produce a rating that is the input of the second method 
Meta-Level One method produces a model that is the input of the second method 
 
3.2.4.9 Advantages and disadvantages of Hybridization 
Hybridization mitigates some problems of individual recommendation techniques. However the 
pair content-based/collaborative always suffers the start-up problem since both approaches need 
certain amount of knowledge in their knowledge bases to provide reliable predictions. However, 
hybridization may enable inferring some information departing from sparse databases and in 
certain way complete these databases. Several proposed hybridization methods are order 
insensitive while some others are order sensitive. For example those recommenders built using 
weighted method, mixed method switching method or feature combination will be order 
insensitive. Several researchers have compared the performance of hybrid recommenders with 
pure collaborative filtering and found that hybrid proposals can make better predictions especially 
when the new user problem happens or when dealing with sparse databases Basu, et al., (1998). 
Main disadvantage of hybrid systems is the complexity of its implementation Popescul, et al., 
(2001). 
3.3 Dynamic nature of user modelling data 
Data involving user-modelling changes constantly, new users may arise and new items may be 
introduced. Additionally sometimes happens that the behaviour of users changes over time. These 
fact causes two different but related problems to statistical user modelling techniques, these 
problems are known as: the sparse data problem and the concept drift problem Albrecht and 
Zukerman, (2007). 
3.3.1 The sparse data problem 
The sparse data problem also known as cold data problem refers to scenarios where there is 
insufficient information to classify users or items Albrecht and Zukerman, (2007). In the case of 
the sparse data problem, both the collaborative and the content-based approach have difficulty to 
make predictions about a user whom just a few observations are known. In the case of 
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collaborative filtering, systems cannot make reliable predictions about a user insufficiently 
observed. In contrast, the content-based approach can make such predictions according to the 
features of these items. However these are not accurate predictions.  
3.3.2 The concept drift problem 
Concept drift means that user models may become obsolete or scarce. Attributes and features that 
characterize a user might change over the time yielding outdated models. In real world concepts 
are often not stable and changes with time. Typical examples of concepts that change are weather 
predictions or user preferences or likes. In fact the underlying distribution may change as well, 
that yields to obsolete models with old data inconsistent with new data. Models need a regular 
updating Tsymbal, (2004).  Therefore, the feature of interest can somehow depends on some 
“hidden context” not given explicitly. For example a customer buying preferences may depend 
on availability of alternatives, prices etc. Furthermore, the cause of the change use to be hidden 
and it is not known beforehand, making predictions more complicated. Changes in the “hidden 
concept” can provoke more or less radical changes in the target concept Widmer and Kubat, 
(1996). 
Two types of concept drift may happen and are normally distinguished in the literature: 
sudden concept drift and gradual concept drift. In addition, Stanley, (2003) identifies two different 
types of gradual concept drift depending on the rate of the changes. Thus, two categories of 
gradual concept drift are, moderate and slow gradual concept drift. Sometimes hidden changes in 
context (concept drift) are not only a cause of change of target feature or concept but these changes 
may provoke changes in the underlying distribution. Changes in the distribution might keep the 
target concept unalterable but may produce unacceptable error rates in the model (virtual concept 
drift) forcing to update the model Widmer and Kubat, (1993). 
3.4 Efﬁciency considerations 
Efficiency issues referring statistical user models check the ability of each model to handle vast 
amounts of data during main phases of user modelling process. These stages involve the model 
building (training), prediction generation (inference) and model maintaining. At least second 
phase requires real time responses Albrecht and Zukerman, (2007). 
3.4.1 Context in recommender systems 
Even though, most recommender systems provide recommendations just focusing on the tuple 
user-item, some additional information might be required to provide reliable recommendations 
Berkovsky, et al., (2007). Thus, the majority of recommenders deals with users (profiles) and 
items to produce recommendations but they usually avoid put them into context before achieving 
any recommendation Adomavicius and Tuzhilin, (2011). In the case of recommending a vacation, 
the system should be aware of some context before providing the suggestion. In this case the 
recommendations might depend on the season and the user current location. In fact most 
recommenders should take context into consideration to provide reliable predictions or to improve 
the quality of their recommendations. Recent companies have started incorporating contextual 
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information into their recommenders. This is the case of Soucetone 4 a web radio that takes into 
account current user mood (context) before providing next song suggestion.  
3.4.1.1 How to understand context 
Context is a multidimensional concept studied in different areas over the years. It has been stated 
that the ability to reach customers anytime and anywhere, depends not only in the quality of 
products and services but also in the capacity to take context into consideration Prahalad, (2004).  
Some researchers studied and analyse until 150 different definitions of context from different 
fields or areas Bazire and Brézillon, (2005). In order to regulate the idea of concept, several 
taxonomies of context were introduced Dourish, (2004). Thus, context might belong to two 
different categories, the representational problem or the interactional problem. On the 
representational side context must be represented in Software systems. Thus the definition of 
context might be slightly different, in fact several definitions of context within the 
representational problem can be found in the literature. Context has been defines as “location and 
identity of nearby people and objects” Schilit and Theimer, (1994). In addition, context has more 
recently been defined as “any information that can be used to characterize the situation of entities” 
Dey, et al., (2001). On the other hand, context on the interactional side the context is not only a 
representation but also what defines a user behaviour. 
 Even though, several areas have studied context, most important areas related to 
recommender systems studying the idea of context are data mining, e-commerce, databases, 
information retrieval, ubiquitous computing and mobile computing Palmisano, et al., (2008). A 
short review of what is context and how it has been defined will be provided. Regarding data 
mining, context has been considered as those events or facts that changes customer preferences 
or likes Berry and Linoff, (1997). Examples proposed of context are finding a new job, a marriage 
or a divorce. These facts help data mining techniques to focus only in relevant results depending 
on the context. On the side of E-commerce, context was studied by Palmisano, et al., (2008), who 
creates different user’s profile depending on the behaviour of the user in every circumstance. For 
example a user might buy from the same site a book for reading or a gift, which makes two 
different intentions and behaviours. Separating those behaviours in different profiles provides an 
advantage because it produces a more comprehensive model for different e-commerce 
applications. The importance of context in e-commerce recommenders has been proved and it has 
been stated that taking into account context helps to increase the quality of recommendations 
Adomavicius, et al., (2005). In addition, it has been demonstrated that including dimensions such 
as time, companion and weather improves the quality and the accuracy of recommendations Oku, 
et al., (2006). 
According to the initial definition of context in ubiquitous computing, context represents the 
location of the user, the people around the user and main items around the user together with some 
changes in these components Schilit and Theimer, (1994). This initial definition has been refined 
over the years including new elements that should take part of context. Examples of these 
elements are, date, season and temperature Brown, et al., (1997), the interests of the user Ryan, 
                                                     
4 See: http://www.sourcetone.com/ (2012-08-14) 
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et al., (1997) and the user’s emotional state Dey, et al., (2001). Finally two different approaches, 
first one is supported by those who relates context to the user Dey, et al., (2001) while second one 
focuses on relationships between the user and the application Rodden, et al., (1998). In addition, 
other techniques for context-aware systems have been discussed. For example, hybrid techniques 
for mobile applications Ricci and Nguyen, (2006) Woerndl, (2007) where several recommenders 
under the content-based approach and under the collaborative approach (considering context) are 
available to users to decide the most interesting applications for them. Furthermore, graphical 
models were introduced, these models enables obtaining the context considering visual 
information such as images or videos. This approach enriches the context with information non-
considered up to this moment Boutemedjet and Ziou, (2008). Finally, all these contextual 
information becomes essential to provide reliable recommendations to mobile customers Schiller 
and Voisard, (2004). 
Contextual information also becomes important to databases where different queries might 
provide different answers depending on the context. In fact, a SQL extension was proposed in 
order to consider not only user’s preferences but also contextual information Stefanidis, et al., 
(2007). In addition, Agrawal, et al., (2006) also incorporate context and user preferences to query 
language in order to provide suitable answers to contextual queries. Finally, system architecture 
of a Context and Preference Aware Location-based Database Server (CareDB) was introduced. It 
personalized content to users depending on its surrounding context. An example of a service that 
CareDB provides to users is a restaurant finder, in this case CareDB not only takes into account 
the user location but also the user surrounding context such as user dietary restrictions, user 
preferences and even road traffic Mokbel, and Levandoski, (2009). It has been proved that 
combining several location methods such as (Google maps 5, Microsoft MapPoint 6 and Yahoo 
maps 7) has resulted in the realization of location-based services for commercial purposes and 
research prototypes Güting, et al., (2005), Mokbel, et al., (2004). Thus, location services enables 
providing new services to customers depending on their location. In the case of databases, the 
query “Where is my nearest restaurant” requires location services to provide reliable responses. 
Even though, information retrieval mechanisms often ignored contextual information 
Akrivas, et al., (2002), it has been proved that contextual information helps information retrieval 
systems to produce recommendations Jones, et al., (2005). In fact the quality of any information 
retrieval system resides on its ability to perform context-based retrieval and return context-
relevant results Sieg, et al., (2007). Context within information retrieval is considered as the 
collection of topics close to the search terms. Finally the idea of context into Web services was 
introduced and well accepted since currently most Web services are context-aware Maamar, et 
al., (2006). 
                                                     
5 See: https://maps.google.com/maps?hl=en (2012-08-14) 
6 See: http://www.microsoft.com/mappoint/en-us/home.aspx (2012-08-14) 
7 See: http://maps.yahoo.com/ (2012-08-14) 
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3.4.1.2 Contextual information representation 
As previously mentioned, recommendation in its simplest formulation involves estimating ratings 
for items that a user has not seen before. In this case the rating function R is defined as follows: 
R: User x Item  Rating 
Actually the R function is estimated for the pairs (user, item) that have not been rated by the 
users. After that, the recommender might suggest the top-rated item or the N top-rated items. 
However, context-aware systems take into consideration additional contextual information and 
the rating function for these systems is defined as: 
R: User x Item x Context  Rating 
This new formulation is based on the user and items space but also takes into account some 
additional information such as locations, time, etc. that forms the contextual information. Context 
is a complex feature that can take many different forms and many different representations, 
however the most accepted way to represent context is that one based on the hierarchical structure 
of contextual information that represents context using trees of contextual information Palmisano, 
et al., (2008). Even with this hierarchical representation, two different approaches have been 
adopted over the years; first one states that context is a structure that not changes significantly 
over the time Dourish, (2004). Second approach is called the interactional approach and assumes 
that context is always changing over the time Anand and Mobasher, (2007). 
3.4.1.3 Obtaining contextual information 
There are three different ways to obtain contextual information, explicitly, implicitly and inferring 
Adomavicius and Tuzhilin, (2011). Explicitly means by asking direct questions to relevant people 
and other sources of contextual information. For instance, a web site might obtain contextual 
information by asking people to fill in a form. Implicit context is obtained from the environment 
such as location or time that may be detected by a mobile phone. Therefore, implicit information 
does not need any interaction with the users, the source of contextual information is directly 
accessed and information is extracted. Finally, contextual information may be obtained inferring 
context using statistical or data mining methods. To obtain this type of contextual information a 
predictive classifier is required, most commonly used is Naïve Bayes. Finally contextual 
information may be hidden in the data and it can be used implicitly Anand and Mobasher, (2007). 
3.4.1.4 Incorporating context to recommender systems 
The fact of incorporating contextual information to recommender system can be traced back to 
the idea that this type of information can lead recommenders to better predictions Herlocker and 
Konstan, (2001). For example when recommending movies to a child the recommender might 
perform better if it knows the movies that the children has watched before and which ones he 
likes. Even though, this approach is under the classical R formulation (R: User x Item  Rating), 
it leads to the idea that additional information can be incorporated to the standard filtering 
approach. In fact, the use of interest topics (likes) in recommender systems was used to build 
contextual profiles for recommender systems Ziegler, et al., (2005). Two main approaches have 
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been used to incorporate contextual information to recommender systems. First approach uses 
contextual information obtained directly from the user, or directly from the environment (specify 
mood, location) to query some repository and present the best matching item. Main applications 
of this approach are mobile recommenders and tourist recommenders Cena, et al., (2006) Van 
Setten, et al., (2004). Second approach to incorporate contextual information to recommenders 
involves modelling and learning user preferences by observing user’s interactions with systems 
and other users Panniello, et al., (2009) Yu, et al., (2006). Finally both approaches have been 
combined for example to produce news recommendations Cantador and Castells, (2009). 
Hereafter, an overview of second approach can be found, this second approach is more recent 
than the first one and has better acceptation to build context-aware recommenders. Three different 
methodologies have been used to construct recommenders under this approach. These approaches 
are, contextual pre-filtering, contextual post-filtering and contextual modelling. 
Contextual pre-filtering takes into consideration contextual information during the process 
of recommending items. Therefore the acquisition of contextual information is done previously 
to the recommendation process Adomavicius, et al., (2005). Contextual post-filtering initially 
ignores the context information and produce recommendations without considering the context. 
Afterwards, the set of recommendations is fine-tuned to get adapted to contextual information 
Panniello, et al., (2009). Finally, contextual modelling involves using contextual information as 
part of rating estimation. Thus, contextual modelling uses context directly in the recommendation 
function and to predict or estimate the ratings of each item. In fact, this approach is the only one 
that truly uses the context-aware function (R: User x Item x Context  Rating). Figure 33 depicts 
main ways to handle context when performing recommendations. 
Figure 33 Context on Recommendations 
 
 
Several examples combining these approaches can be found in the literature together with 
how these combination can lead to better performance Burke, (2007) Koren, (2008). In addition, 
several combination methods have been used. First one involves combining several models of the 
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same type Adomavicius, et al., (2005). Second one involves combining two different approaches; 
most common combination involves pre-filtering and post-filtering methods. 
3.4.2 Statistical user models evaluation 
The performance of a recommender must be measured according to an evaluation process. The 
type of metrics user to evaluate a user model depends on the collaborative filtering. Metrics to 
evaluate recommendation systems can be classified as follows: predictive accuracy metrics, 
classification accuracy metrics and rank accuracy metrics Herlocker, et al., (2004). 
3.4.2.1  Evaluation issues 
The evaluation of any recommender system is an inherently difficult task due to the following 
reasons. First one refers to the data set different algorithms may perform better or worse 
depending on the data set. Most collaborative systems are designed for a specific data set or maybe 
for a concrete data set structure. For example MovieLens Miller, et al., (2003) has designed for a 
dataset with 65.000 users and 5.000 movies. In the case of MovieLens dataset, there are much 
more users than items and this system might be inappropriate for any domain with more items 
than users. Similar issues occur with other properties of the datasets. Second reason concerns 
evaluation goals, most evaluations differ in their goals. For example most evaluations focuses on 
measure the quality of recommendations when it could be more valuable to measure how often 
the system leads to wrong choices. For example some works may measure large errors between 
the predicted and the proper item Shardanand and Andmaes, (1995), other work may suggest that 
properties different from accuracy might have higher effect on users satisfaction and performance. 
Finally a significant challenge happens at the time of deciding a set of comparable metrics. It 
seems that new systems perform better when comparing with a similar older system, but several 
authors identify that when both systems are tuned to its maximum, results are similar. For example 
some authors suggest that users provide inconsistent ratings when asked to rate an item at different 
times Hill, et al., (1995). They propose that an algorithm cannot be more accurate than the 
variance in user’s rating. 
3.4.2.2  Data sets 
Data sets main properties can be divided into three different categories: domain features, inherent 
features and sample features Herlocker, et al., (2004). Each of these three categories has some 
features that must be analysed. Domain features reflect the nature of the content being 
recommender independently of the system itself. Main domain features are. 
 Topic of recommendations. 
 The user tasks supported by the system 
 Quality need 
 The granularity of user preferences 
Most recommenders are built for a particular domain; in fact most typical domains are related 
to entertainment (movies, music, etc). However, a particular topic might have different contexts, 
for example movie recommenders may operate totally on the web or may operate as a part of a 
digital video recorder. Probably the most important feature is the quality needed for 
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recommendations, most users were generally happy if recommendation includes just an item they 
were not familiar with it. This approach matches the conventional recommendations but it is 
almost useless for some recommendation domains, for example the supermarket domain where 
new items cannot be discovered and this approach cannot be used to recommend bananas or eggs. 
Another important domain feature refers to user granularity, which is how many levels of user 
preferences are. For example in binary domains users just rate items as good or bad items. In that 
case the distinction among good items is not necessary as the distinction among bad items. 
However, user granularity may be different than ratings granularity, for example a user might rate 
an item from 0 to 10 but obtain recommendations that only care if the item is good or bad. In 
general evaluating an algorithm with significantly different domains features can be a mistake. 
Inherent features reflect the core nature of the recommender system. Main inherent features 
are. 
 Whether rating are implicit or explicit 
 Scale of ratings 
 Timestamps 
 Context information 
Explicit ratings are entered by the user, while implicit ratings are inferred departing from 
explicit ratings. The simplest explicit scale is the unary-liked where all that is known is whether 
the user likes or purchased an item or not. The term unary is preferred to binary because the lack 
of purchase of item X does not mean that the user does not like the item. Explicit ratings scales 
usually have 5-point, 7-point or 100-point scales. Most recommenders uses a single rating 
dimension, however systems where users can enter several ratings for a single item are becoming 
important. Timestamps are a property especially important for those users that are prone to change 
its preferences according to their interaction with other items. Finally the presence of 
demographic information could improve recommendations, however some researchers identify 
that most answers related to demographic information are false due to the suspect of marketing 
questions Herlocker, et al., (2004). 
Sample features refer to data distribution and it can usually be manipulated by selecting the 
appropriate subset. Sample features include most of the statistical properties considered during 
the evaluation. Main sample features to consider are. 
 Sample distribution 
 Density of ratings 
Sample distribution refers to the number of users and number of items and the equivalence 
between these features. In addition, density of ratings means the average of items that have been 
rated. Some dataset might have uneven distributions and density of ratings may be manipulated 
including or excluding items. Each of these statistical features has great impact on recommender 
results. The relationship between number of users and number of items determines whether it is 
easier or not to discover correlations among users and among items. Ratings distribution also 
affects system performance, dataset with dense sub region of ratings and sparse sub region of 
ratings might use the inferences over the dense region to recommend items of the sparse region. 
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For example, the system Jester, Goldberg, et al., (2001) was designed to ask all users to rate the 
same jokes, thus the system makes a dense section of ratings. Afterwards, the system employs 
inferences over the dense section to recommend jokes in a sparse section. On the other hand, 
systems using more even dataset will be more challenged to cope with the sparse sections unless 
they incorporate dimensionality reduction techniques Billsus and Pazzani, (1998). 
3.4.2.2.1 Main datasets 
Over the years some dataset have been used to evaluate most recommender systems, more widely 
used datasets are EachMovie dataset (http://research.compaq.com/SRC/eachmovie/), Jester 
dataset Goldberg, et al., (2001) and MovieLens dataset. EachMovie dataset contains more than 
2.8 million ratings from 70000 users and it has been used in several research projects to analyse 
how to predict user ratings. For example analysis algorithms have been tested using EachMovie 
dataset Canny, (2002) or algorithms to compute network values Domingos and Richardson, 
(2003). MovieLens dataset has not been totally released but a sub-dataset of 100000 ratings and 
1 million users was released and used mainly for cold-start recommendations Schein, et al., 
(2001). Finally Jester dataset has been used for several researchers to evaluate their recommender 
systems. Note that this dataset is totally different from the EachMovie dataset and the MovieLens 
dataset since it suffers from much more biases than the previously mentioned and it provides a 
dense region of ratings. Most publications on recommender systems use these three dataset. 
Researchers do not have resources to build their own dataset or to collect data to create the dataset, 
however they are forced to use the few existing datasets. 
3.4.2.3  Evaluation metrics 
Main problem to select one or more metrics to evaluate collaborative filtering algorithms is that 
there is a lack of standardization. Researches must face some questions at the time of selecting 
metrics for evaluation. Are the results with this metric comparable to other works in the same 
field? How sensitive is a metric to detect differences if there are? According to Herlocker, et al., 
(2004) answers to these questions have not been totally addressed. In addition, the problem of 
standardized metrics is still growing since researchers introduce new metrics when evaluating 
their recommender system. It is almost certain that compare results from one publication to 
another publication is pretty difficult according to the diversity of evaluation metrics user for 
collaborative filtering. 
3.4.2.3.1  Most commonly used metrics 
Recommender systems accuracy has been subject of discussion since the middle of the nineteen’s 
Resnick, et al., (1994). As mentioned above, evaluations of recommender systems used many 
different metrics (see 2.3.4.3). Predictive accuracy metrics are based on true user ratings and 
compare these ratings with system predictions to measure the distance between true ratings and 
predicted ratings. Predictive accuracy metrics are very important for those recommenders that 
displays predicted ratings to users. MovieLens predicts the number of stars that a user will give 
to each movie and displays the prediction to the user. Main problem of these metrics is that even 
if the systems rank properly the item it could fail due to the predicted rating. That is main reason 
why most systems just display a list of ranked items but they do not display the predicted ratings. 
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In any case, each researcher interested on using predictive accuracy metrics is restricted to a 
measurement of the distance between the true rating and the predicted rating, for example the 
mean absolute error. Mean absolute error (MAE) calculates the absolute deviation between true 
rating and predicted rating Willmott and Matsuura, (2005). It has been used to evaluate several 
recommenders Breese, et al., (1998). Mean absolute error formula corresponds with the following 
equation. 
𝑀𝐴𝐸 =
1
𝑛
∑|𝑌𝑗 − 𝑌′𝑗|
𝑛
𝑗=1
 
Main advantages of mean absolute error are the capacity to measure the accuracy of 
predictions, its simplicity and easy to be understood and finally that mean absolute error provides 
good properties to measure the difference between the errors of two systems. These properties 
related to mean absolute error are, mean squared error; root mean squared error and normalized 
mean absolute error Goldberg, et al., (2001). 
Classification metrics are suitable for those recommenders intended to classify items as good 
or bad items. These metrics measures the ability of some recommender to make correct or 
incorrect decisions. Thus classification metrics are appropriate for binary classification. On the 
other hand, classification metrics may be challenged by the data sparsity problem. To avoid this 
problem during evaluations, main approaches are. First one suggests removing those items that 
have not been rated by users Herlocker, et al., (2002). Second approach to avoid sparsity problem 
is to assume default ratings for those items that have not been rated by users (commonly negative 
ratings) Breese, et al., (1998). On the side of metrics borrowed from the area of information 
retrieval, precision and recall are used in information retrieval Cleverdon, (1968). Even though, 
these measures were used in information retrieval, they have been used for evaluating 
recommender systems Bassu, et al., (1998). Precision and recall are computed in a binary scale 
where the item is classified as relevant or non-relevant. Some systems used larger than binary 
scales but transform these scales into a binary classification. For example MovieLens uses a rating 
scale from 1 to 5 but it considers ratings higher than 3 as relevant and the rest as non-relevant 
Dahlen, et al., (1998). Precision is defined as the ratio of relevant items retrieved from the number 
of items selected. Following equation displays precision definition. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
|{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠} ∩ {𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠}|
|{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠}|
 
Therefore, precision measures the probability that a retrieved item was relevant. On the other 
hand, recall is the ratio between relevant items selected and the total of relevant items. Recall is 
defined as follows. 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
|{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠} ∩ {𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠}|
|{𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠}|
 
However, both precision and recall depend on the idea of relevant and non-relevant. In 
addition, the meaning of relevance has been discussed over the years in the area of information 
retrieval Harter, (1996). In fact the area of Information Retrieval employs the objective meaning 
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of relevance where something is relevant with respect to a query or a document and a set of 
specialist can decide whether it is or it is not relevant. In the field of recommender systems this 
meaning of relevance does not make sense since recommenders produce recommendations 
according to a certain probability. In fact, the user is the only person who can determine whether 
the item is relevant or not. Therefore in the area of recommender systems, relevance must be 
considered in its subjective meaning. Main problem of considering relevance in its subject 
meaning is that for some user an item rated with 3 might be relevant but for another user it might 
be non-relevant. This reason makes that researchers had to put much effort researching on 
multipoint scales. Thus, ROC curve is an alternative to precision and recall measures that was 
introduced with the name of “relative operative characteristic” Swets, (1969). ROC curve 
measures the ability of a recommender system to differentiate between relevant items and noise. 
Thus, ROC curve is a two-dimensional representation of recommenders or classifiers 
performance. Usually when some ROC curve is higher than another one means that this system 
performs better than the one corresponding with the lower curve. The area under the ROC curve 
measures the system performance. 
Regarding measures that compute the error rate of a recommender, there exist Ad hoc 
measures. Ad hoc measures define the error rate as the number of incorrect predictions over the 
total of predictions. However with just a few recommendations the error rate can only be 
measured experimentally. In addition Ad hoc measures also focus on larger errors in 
recommendations, for example errors of three or more points on a five-point scale. Ad hoc 
measures might be interesting for preliminary evaluations but these measures have not been used 
still for final evaluations Herlocker, et al., (2002). 
Rank accuracy metrics are suitable for those recommenders intended to provide an ordered 
list of relevant items to the final user. This metrics are used when recommendations are non-
binary. Even thought that a recommender provides a list of ten relevant items the rank metric 
might not yield the highest value because the most relevant item may not be in the first position 
of the list. Thus, the purpose is not only to provide a set of relevant items but also providing a 
well-ordered list. In addition, some recommenders distinguish between a relevant item and the 
most relevant item, in such domains the list of recommended items might contain relevant items 
but these items may not be the most relevant ones. 
3.4.2.3.1.1 Other metrics 
Several other metrics have been used to evaluate user models. For instance the prediction 
correlation where two variables are correlated if these variables are dependent that is the variance 
in one variable depends on the variance on the other. Most widely spread correlation measures 
are Pearson product-moment correlation Pearson, (1896), Spearman rank correlation coefficient 
Spearman, (1904) and Kendall Tau correlation coefficient Kendall, (1938). Despite the simplicity 
of all these correlations, their uses have been restricted to just a few projects. However, correlation 
metrics have some advantages like that they are well understood by researcher’s community, or 
that they provide a single measure for the whole system. Main disadvantage of correlation metrics 
is about interchanges. For example an interchange between recommendations 1 and 2 will have 
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same impact in metric outcome that interchanges between recommendations 100 and 101 since 
both interchanges have the same distance in positions.  
Another commonly used metric is the half-life metric. It was designed for those processes 
that need a list of ranked elements but the final user is not supposed to go into the details of the 
list, main example of this process are web browsers Breese, et at., (1988) Heckerman, et al., 
(2000). This metric measures the utility of the ranked list for the user. The metric measures the 
likelihood that the user views every element according to its position in the list. First element 
must have greater likelihood and successive elements will have lower probabilities according to 
a decay function. The strength of the decay is defined by a half-life parameter. Therefore to get 
higher values of the metric first elements in the list must be those with higher rating by the user. 
Main disadvantage of half-life metric concerns its parameterization; it might vary from one 
researcher to another researcher making evaluations almost non-comparable. On the other hand, 
the NDPM metric was introduced in 1995 by Yao, (1995) and it was mainly used to evaluate the 
recommender FAB Balabanovic and Shoham, (1997). NDPM consists of a normalized distance-
based performance measure. Main advantage of NDPM is that it is comparable among different 
datasets since it is normalized. However, as happens with correlation metrics NDMP suffers the 
problem of ratings interchanges. In addition, NDMP just evaluate orders but it is not appropriate 
to evaluate ratings values. 
Some researchers accomplished a comparative among evaluation metrics and some 
interesting conclusions were extracted from this comparison Herlocker, et al., (2002). Any metric 
computed per individual user and averaged provides different results than the same metric 
computed overall. Mean average metric provides same order than correlation metrics computed 
per user and averaged. Pearson correlation metric provides almost same results than rank 
correlation metrics. ROC area metrics perform similar to other metrics when computed overall. 
Finally the study concludes that some metrics are more appropriate depending on the 
recommender and the task of evaluation. Thus some risk of evaluating a recommender using an 
inappropriate metrics arises. In this case results provided by the evaluation metric will not be 
reliable and comparable. 
3.4.2.3.2 More Recent Metrics 
Recent studies about recommender’s evaluations shows that previous metrics based on accuracy 
are not enough to determine the effectiveness of the system and the satisfaction of the final users. 
In fact recommenders evaluations based on accuracy might yield a high value of the metrics since 
evaluations may be based on easy to predict items. In addition some evaluations of recommenders 
provide deceitful results even when evaluating with the proper metric. For example a 
recommender might be intended to provide a large ordered set of items to final user while the user 
is expecting just a few highly useful recommendations. Thus, the user task also affects in 
evaluation and might disturb evaluation results Turpin and Hersh, (2001). Thus, evaluations 
metrics have been moving to measure not only accuracy but also suitability of recommendations. 
Most important new trend metrics are detailed below. 
First and one of the most used metrics is called coverage. There exist two different forms of 
coverage concerning recommender systems. First and most common form of coverage is known 
71 
 
as prediction coverage measures the number of items that a recommender is able to recommend. 
Second form of coverage is known as catalog coverage and it is defined as the percentage of items 
that the recommender is able to suggest from the available items Zanker, et al., (2007). System 
with lower coverage will probably be less valuable for users since they are limited in choices. 
Coverage has been employed by many researchers to measure the ability of their recommenders 
to provide reliable predictions Good, et al., (1999). On the other hand, collaborative systems can 
be evaluated using their learning capability. The prediction capabilities of these recommenders 
should improve as the amount of data available increases. However there is no general rule for 
statistical algorithms, some might need just a few points to start producing acceptable 
recommendation while other may need more representative data points. The amount of data-
points needed by a recommender is known as the learning rate. There are three main learning 
rates concerning recommender systems, overall learning rate, item learning rate and user learning 
rate Schein, et al., (2001). Overall learning rate is a measure of quality in recommendations 
computed over the total number of items or users. Item learning is measured for a single item 
according to the number of ratings that the item has. Finally user-learning rate is calculated as a 
function of the items that the user has rated. Last but not least, innovation, serendipity and 
confidence can be tested to evaluate a recommender system. Most recommender system might 
provide acceptable predictions based on obvious items. For example the recommendation “buy 
apples” in a supermarket probably is a highly accurate recommendation but it lack in usefulness. 
Thus, obvious recommendations might improve the accuracy of the system but they do not make 
any effect in user satisfaction. However, it has been found that obvious recommendations might 
be suitable for new users even when these recommendations do not provide any new information. 
Main reason is about system credibility, these recommendations about items familiar to the user 
increases user confidence in the system Swearingen and Sinha, (2001). 
Two new dimensions needed to evaluate recommender systems were identified, first one is 
innovation and second one is serendipity Herlocker, et al., (2004). Innovation means that the 
recommender is able to suggest items related to other items known to the user. On the other hand, 
serendipity is related with the ability of some recommender to suggest items that are not even 
related to other items known by the user. For example a recommender that suggests a new film 
of some director known to the user provides innovative recommendations, while a recommender 
that suggests a completely new film by a new director provides serendipitous recommendations. 
A serendipitous recommendation will be also an innovative recommendation. In addition, the 
distinction between innovation and serendipity is important because serendipity is an intrinsic 
feature of collaborative filtering systems and content-based systems cannot provide this feature. 
Best metric to measure serendipity of a recommender system should check how serendipitous 
recommendations increase user’s interest for these suggestions. 
Finally confidence refers to how accurate are recommendations that recommenders suggest. 
In fact most users must face the problem of how to interpret recommendations when no measure 
of confidence is given by the system. In addition, most recommenders systems are based on the 
idea that a user is more likely to prefer an item rated five stars in a five stars scale than an item 
rated four stars in the same scale. However Herlocker, et al., (2004) discovered that this 
assumption is often false according to the problem of data sparsity. High predictions might be 
suggested just because the small amount of data about these items. Some researchers have been 
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done about how to display the confidence of a recommendation; main conclusion is that the way 
that confidence is presented to user makes significance differences in user’s decisions. In fact, 
best confidence displays are much better than no display. However, worse displays have a bad 
impact on decisions Herlocker, et al., (2000). Thus, it can be stated that recommenders that do not 
include confidence measure are prone to provide poorer decision-making to users.  
3.4.2.3.3 Evaluation remarks 
Even though, all metrics discussed above affect in evaluation, there are some other issues that 
must be considered during the evaluation of a recommender system. In fact the whole space of 
evaluation is larger than the space of the previously analysed metrics. Most important dimensions 
during evaluations were identified and analysed by Herlocker, et al., (2004). 
Ask versus observe: First dimension refers to how the system gains insight into the user. 
Explicitly (ask) or implicitly (observe), first method usually employs interviews while second one 
monitors user behaviour and subjects it to several analyses. 
Laboratory studies versus field studies: Laboratory studies test the system under certain well-
controlled conditions. However field studies might show new real contexts or new real patterns 
that developers may not have considered. 
Outcome versus process: Accuracy might be the most important metric since the system 
perspective. In fact suitable metrics must be designed taking into account how to reach a 
successful outcome Newman, (1997). According to user’s perspective these metrics must be 
defined considering their particular evaluation tasks. 
Short-term versus long-term: Some issues might not arise in short-term evaluations (Lab 
studies) while they may appear in long-term experiments. 
Several researchers analyse these evaluation dimensions in its studies Cosley, et al., (2003) 
McDonald, (2001). Mainly they accomplished several laboratory studies that explicitly gather 
information from users. Other researches achieve quite similar experiments but using both explicit 
and implicit information in their studies Amento, et al., (2003). 
Together with these evaluation dimensions, most recommenders provide to users a rating 
about its recommendations. In fact, Cosley, et al. (2003) achieved a complete study to determine 
how predicted rating can affect the current rating given by the user. This study found that 
inaccurate predictions reduced user satisfaction. Therefore, there is some evidence that users are 
sensitive to prediction’s accuracy. However, there still more than accuracy, users should rely on 
the recommender system and recommendations of familiar items aids in this process. 
Furthermore, information about why some item has been recommended makes users gaining 
confidence in the system. Supporting information about recommendations might help users to 
understand the reason of the suggestion and to trust the recommender system. For example 
recommending a movie by suggesting just its title may not be enough to convince the user to 
watch the movie. On the other hand, suggesting the same film but providing supporting 
information about its director, some reviews or some trailers should be more appropriate to 
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convince users. Regarding the metrics, they can vary from one domain to another domain and 
from one evaluation task to another evaluation task Amento, et al., (1999). 
3.4.3 Improvements of statistical recommenders 
Previous approaches to statistical recommenders can be upgraded incorporating new features or 
components like better understanding of users and items, contextual information, multi-criteria 
ratings or more flexible recommendations. 
3.4.3.1 Better understanding of users 
Some recommendation systems do not take full advantage of the information about the user and 
its previous sessions. In fact these systems produce predictions based on restricted understanding 
of users Konstan, et al., (1998) Adomavicius and Tuzhilin, (2001 a). Main examples are classic 
collaborative filtering algorithms that just use ratings information to produce predictions instead 
of using users and items profiles to yield these predictions Resnick, et al., (1994) Hill, et al., 
(1995). Even though these systems do not use user’s profiles and that there have been an 
improvement in profiling over the years, profiles in recommender systems tend to be quite simple 
Pennock and Horvitz, (1999). Thus, more advanced profiling techniques based on data mining 
techniques, sequences and signatures should be use to improve the performance and exploit the 
power of user’s profiles. 
3.4.3.1.1 Data mining profiling techniques 
There has been a great interest over the years in one-to-one marketing applications Peppers and 
Rogers, (1993) and in recommender systems able to suggest individual user’s items and services 
of their interest Kautz, (1998), Soboroff, et al., (1999). Thus, personalized profiles must contain 
as much as possible information about the user. These profiles are models containing user’s 
behaviour and preferences; they can be built departing from user’s previous sessions and using 
data mining techniques. However several rules in a profile might be ambiguous or irrelevant, main 
problem is about how to perform rules validation. Mostly this validation should be done with 
human expert support. Even with human support some problems may arise due to the amount of 
rules per user or due to the amount of users. Two main approaches have been adopted to build 
user’s profiles, first one involves constructing profiles departing from demographic and 
transactional data, these profiles contain important factual information about the user. Main 
examples of factual information in these profiles are, age, address, incomes, show sizes and 
certain facts. All these features are extracted from the user transactional data. On the other hand, 
in the second approach the profiles contain not only factual information but also rules concerning 
user behaviour. However most profiles built under this approach have rules for groups of users 
instead of having rules for every individual user Adomavicius and Tuzhilin, (2001 b). 
3.4.3.1.1.1 User profile definition 
Data in user’s profiles has been classified in two different types, factual data and transactional 
data. Usually factual data is related to who is the user while transactional data is related to what 
the user does. On the other hand, the profile itself is a set of information describing a user. Main 
issue concerning user’s profiles is about what information should be in every profile. Simple 
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user’s profiles include only factual information while more complex profiles relies also on 
transactional information. Profiles containing transactional information contain a set of rules 
describing user’s behaviours. User’s behaviours can be defined by means of conjunctive rules 
such as association rules Agrawal, et al., (1996) or classification rules Breiman, et al., (1984). 
Using rules in profiles provides information about user’s behaviours. An example of rule 
describing a user behaviour is “when user X comes to site Y from site Z he usually returns to site 
Z”. 
3.4.3.1.1.2 User profile construction 
Several data mining algorithms have appeared over the years. Most important algorithms are, 
Apriori Agrawal, et al., (1996) using association rules, CART Breiman, et al., (1984) using 
classification rules and C4.5 Quinlan, (1993). Several studies reveal that some rule discovery 
algorithms produce very large set of rules where many of these rules are almost non-relevant, 
trivial or false Piatetsky-Shapiro and Matheus, (1994), Padmanabhan and Tuzhilin, (1999). Thus 
rule validation becomes an important task in order to alleviate the amount of deceitful rules. 
3.4.3.1.2 Sequences and signatures in profiling 
Several data mining techniques have been used to discover patterns or sequences of events. Main 
applications of these techniques are discovering sequences in alarms, user interfaces, and crimes 
committed Mannila, et al., (1997). In addition the interest on sequences discovering has increased 
over the years Agrawal and Srikant, (1995) Bettini, et al., (1996). One of the most important 
problems in discovering sequences involves finding episodes Mannila and Toivonen, (1996). 
Episodes are set of events that happen together in a large sequence of events. Once the episodes 
have been identified, second step involves finding relationships among the different events in the 
episode. Such relationships can provide information about a user or an item and improve the 
quality of its profile. The basic idea is look for small frequent episodes first and then look for 
larger episodes. In addition, Mannila, et al., (1997) defines a sequence of events and an episode 
as follows: 
A sequence of events consists of several events together with their time of occurrence. 
Therefore an event can be defined as a set E of event types where an event is a pair (A, t) where 
A ∈ E and t is the occurrence time of the event. In addition, the event type (A) might contain 
several attributes. On the other hand, an episode is defined as a partially ordered collection of 
event occurring together.  
Regarding signatures in profiling, a signature is defined as a set of fields in a data stream. For 
example a signature for a phone number might be a set of measurable features such as information 
about the regions where most calls to this number are placed. Therefore signatures can be 
considered as evolved profiles where transactional information has been included. Main 
application to extract information or signatures from large data streams is Hancock (Cortes, et al., 
2000). Transactional information obtained from data streams can improve the quality of any 
profile. 
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3.4.3.2 Best practices in recommendation techniques 
Even though, statistics and machine learning areas helps in rating estimation, some other areas of 
mathematics and computer science might provide better features to develop improved rating 
estimation Buhmann, (2001) and Nurnberger, (1989). For example, the use of radial basis 
functions Duchon, (1979) and Schaback and Wendland, (2001) might help to improve ratings 
estimation. Main advantage of radial basis functions is that they have been studied and analysed 
over the years. In addition, the use of these functions for practical applications has good 
acceptance and reputation within the mathematics community. Thus, radial basis functions leads 
to an encourage alternative to improve recommender systems. Therefore, there are methods 
different from statistics and machine learning to improve the quality of recommender systems. 
Main approaches to improve recommendations and users satisfaction are, multidimensional 
recommendations, multi-criteria ratings, non-intrusiveness and effectiveness in recommendations 
Adomavicius and Tuzhilin, (2007). 
3.4.3.2.1 Multidimensional recommendations 
Multidimensional recommendations refer to the ability of recommender systems to take into 
consideration additional information such as context (see 2.3.4). 
3.4.3.2.2 Multi-Criteria ratings 
Even thought, most recommender systems deal with single ratings condition, for some 
recommenders it may be crucial to consider multi-criteria ratings. For example a recommender 
for restaurants should take into account not only the food but also the service to perform its 
suggestions. Main approaches when performing multi-criteria ratings are: Pareto optimal 
solutions, reducing multi-criteria problems to single criteria problems, optimizing most important 
criterion. 
3.4.3.2.3 Non-intrusiveness 
Intrusiveness in recommender systems refers to the degree of involvement of the user with the 
recommender. In addition, some recommenders are considered intrusive since they require some 
feedback from the user. On the other hand, some other recommenders are non-intrusive since they 
use implicit feedback instead of requiring explicit feedback. Recommender systems usually 
exploit explicit ratings given by users. The idea of providing explicit ratings usually makes 
difficult to get large populations and to get reliable ratings. In addition, explicit ratings contribute 
to data sparsity problem. Implicit feedback tries to avoid this bottleneck and provide large 
populations together with reliable ratings. Three different sources of implicit feedback have been 
identified, examination, retention and reference Nichols, (1997). Examination means monitoring 
user interactions to discover repeatable behaviours. Retention involves grouping behaviours that 
suggest intention of making use of an object. Finally, reference seeks relationships among objects 
and actions performed just before or after using that object. Two different strategies have been 
adopted to use implicit ratings. First one employs observations to inference estimated ratings and 
use these estimated ratings to produce predicted ratings Konstan, et al., (1997). Second approach 
uses past observations to predict user’s behaviour in response to new information and then the 
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inference stage to produce predicted ratings Stevens, (1993). According to Oard and Kim, (1998), 
Figure 34 depicts these two strategies. 
Figure 34 Strategies for implicit ratings 
 
Even though, both strategies are quite similar, there are some differences. First strategy will 
characterize some item departing from information observed of other users, while second strategy 
characterizes items departing from predicted ratings for other users. An example of non-intrusive 
ratings is the time that some user spends reading an article. Even though, these implicit ratings 
are useful to improve the quality of predictions, they cannot totally replace explicit ratings 
provided directly by users due to their inaccuracy Adomavicius and Tuzhilin, (2007). Thus, 
researchers must address the problem of intrusiveness and decide the amount of explicit ratings 
asked to users and the amount of implicit feedback that guarantees reliability in their systems. 
There are different ways to handle the intrusiveness problem, for example defining a set of explicit 
ratings that the user must provide before using the system. This approach involves some effort on 
the side of the user. Finally, the problem of selecting data from both the implicit and the explicit 
side resides on developers.  
3.4.3.2.4 Effectiveness 
Effectiveness in recommender systems refers to the quality of the metrics used to evaluate 
recommenders together with the ability to build reliable metrics (see 2.3.5.3). 
3.5 Highly-Related work and summary 
There are not many proposals of the same aim and nature than the here presented, but during last 
years this research area has experimented a certain growth in the application cases, which 
undoubtedly should encourage research and subsequently the appearance of new approaches. 
Those applications usually show very small deviations to common and largely applied classic 
solutions, which have proven both reliability and versatility. Though, there is still much space for 
improvement to explore. In Table 4, main features of proposals and systems highly related to this 
research are briefed. 
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about the evaluation of user models and recommender systems, nor to systematically understand 
the implications of evaluating these systems for different tasks and contexts. 
Finally, it is remarkable the need of a new approach on the area of user modelling addressing 
main challenges of the area like scalability, response times, domain independence and knowledge 
loss. On the side of evaluation, the lack of evaluation frameworks for user modelling turns out 
into the need of adapting mechanisms and built a complete Benchmark to make user models 
results comparable and to provide the area with standard metrics and methodologies. 
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4 Proposal 
Main goals of this research were initially described in the Introduction section of this document. 
Goals can be classified in two main categories: those goals related to the construction of a new 
user model and those goals related to the problem of evaluating user models. Even though there 
are a clear connection between both categories, this distinction clarifies what is being tried to be 
achieved with every of further decisions taken. 
Therefore, first category involves building a new innovative user model that overcomes most 
of the limitations of traditional user modelling. As previously stated, traditional user modelling 
has several restrictions such as: domain dependent models or models with knowledge loss. Thus, 
the new approach must deal with knowledge loss and be able to perform in different domains 
providing reliable predictions. The idea of building a domain independent user model where the 
whole model can be reused when changing the data source clearly provides advantages regarding 
those models that have been specifically designed for one particular domain. However, changing 
the domain while keeping the same model might lead to performance drop. Therefore, the 
proposed model must not only be able to perform in such different domains but also be able to 
provide at least as good performance as traditional user models. On the other hand, the problem 
of knowledge loss usually affects traditional models reducing their reliability. This problem has 
a direct impact in the performance of most models. In fact the idea of knowledge loss derives 
from the scalability problem (Section 3.2.2.2). Over time user models have more and more 
sessions gaining knowledge from the users during those sessions. As sessions passed, the size of 
the knowledge base grows over some bounds. In that case, the most common solution is merging 
knowledge with the consequent loss of information. However, that merge not only keeps the size 
of the knowledge base under certain limits but also keeps the efficiency of the model. Another 
problem related with merging the information is called certainty degradation (Section 3.2.2.1), 
after several merges, the certainty of the resultant groups trends to be much lower than the 
certainty of other groups that have experience less merges. Even tough, the solution of merging 
knowledge has provide reasonable results over the years, this thesis tries to provide a new model 
improving the results of traditional user modelling by solving the scalability problem and 
consequently the problem of knowledge loss. 
Before going into details of the new proposal, some general concepts of every user model are 
detailed. Those concepts and definitions help to have better insight about the problem of 
knowledge loss and about the scalability problem. 
The first concept that must be described is the notion of user description (UD) (1); a user 
description stores each single information atom that defines a user. Each of those atoms represents 
one feature of the user. Thus, a user description is defined extensively as a set of information 
atoms represented by tuples of the type {feature, value, sign, certainty}. Formally, a user 
description is defined as follows: 
Let UD be {(c, v, s, z): c is a user feature, v  domain(c), s  {-1,1}, z  (0,1]} (1) 
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It is remarkable that each tuple in a given user description has a direct impact characterizing 
that user: the value applies (or not, depending upon the sign) to the user regarding the feature, 
observing that this piece of information has a given certainty, that is, a measure of the confidence 
of being certain when applying this statement. The term certainty is preferred to probability since 
there are diverse sources of knowledge including the user’s fuzzy assertions through his/her 
interventions. The certainty must be higher than zero, given that value zero is considered as ‘no 
information’, and any tuple with such certainty will be omitted. Any UD may lack tuples for a 
given feature (which is equivalent to including a tuple with certainty zero for each value and sign 
in its domain) or include several rows with the same feature but different values.  
The UD includes no identifier, so this description initially defined to stand for a user may 
actually represent several similar users. Consequently, a stereotype (henceforth, group of users) 
is also a UD with the addition of a value for its ‘population’, indicating the number of sessions 
held to acquire this group. Notice that the term session is here preferred to the term user, since 
there are no identifiers and therefore all those similar UD (or part of them) could have been 
acquired through several interactions (sessions) held with the same user. Formally, the definition 
of a group of users is (2): 
Let a group of users (stereotype) be GU  ( UD, p )  p  N (2) 
The whole set of groups of users for a particular domain will be named universe of users 
(UU). The UU defined here is in fact the currently available knowledge about the universe of 
users, stored in the knowledge base of the model’s implementation. Since it is a statistical model, 
any new session will provide new knowledge. Consequently, the description of the UU within 
any given implementation is dynamic, and the GUs can be updated or new ones can be added. 
However, an extreme growth of the knowledge base could cause a fatal performance drop. To 
prevent such drawbacks, some models include upper bounds to the number of information atoms 
() and to the number of groups of users () within a UU. The following expression (3) defines a 
general UU, taking into account the definition of group of users and the definition of UD: 
Let a universe of users be UU  {GUi}  i  N [1, ] (3) 
Even though, the above expression is a general description of a universe of users, this 
expression might slightly change depending on the user model and its structure. However, those 
variations are usually based on this general formula. The following image describes this general 
concept of universe of users giving a perspective of how it looks likes within the structure of a 
user model. 
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Figure 35 Universe of Users Distribution 
 
As can be seen in Figure 35, the universe of users of any user model looks like an aggregation 
of users where each particular user has been attributed to some group of users. Figure 35 
represents a general universe of users with just two dimensions. However, it is remarkable that 
current user models usually deal with multidimensional data. Thus, this figure has to be 
extrapolated to n dimensions. In addition, each individual group of users might have a different 
number of dimensions than any other group. Several implementations can be found across the 
literature but user models try to attribute new users to the most similar group of users in its 
universe of users. It is also noticeable that some users belong to more than one group of users and 
that the group of users are mostly overlapped. In fact, due to the usually huge amount of dimension 
to define a user and a group of users, most of them are overlapped. As can be seen in Figure 35, 
the current user has been painted in red. When a new user comes, it has to be fitted with the most 
similar group. In fact there are several possibilities when inserting a new user in terms of the 
structure of the group. In Figure 35 different groups of users have been numbered. In this case the 
new user has been inserted in the group number seven. This is a well-formed group, with relatively 
low overlapping. It might be the case that the current user belongs to group four. This is a mostly 
overlapped group with just a few users (probably outliers). The third scenario is that the current 
user falls into group number five. This is a well-formed group though an enormous one. This type 
of group suffers the problem of certainty degradation due to the amount of users that belong to 
the group. Most user models have to deal with certainty degradation, however these types of 
groups are prone to provide poor quality predictions due to the huge degradation. Thus, a universe 
of users mainly with groups like number two or number seven will provide accurate predictions. 
However, if the structure of the universe of users is degraded with enormous groups like number 
five, mostly overlapped groups like number three or four, being the latest one a group of outliers, 
the quality of predictions will be dramatically affected. Therefore, the structure of the universe of 
users is crucial for the quality of predictions provided. Poor structured universe of users usually 
provide inaccurate predictions. 
During any interaction, the interlocutor is characterized incrementally as information atoms 
about him/her are acquired. The atoms are gathered in the current user description state (CUDS), 
which is formalized as a general UD (1) according to the expression (4). 
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Let the CUDS be a UD, and its resultant stereotype GU(CUDS) = (CUDS, 1) (4) 
When finishing a session, the CUDS is stored as a new group of users (with population 1). 
Storing every new CUDS in the knowledge base may lead to exceed the threshold (). In such 
cases, the knowledge has to be summarized to meet  again. Specifically, the most similar pair of 
GUs has to be merged into a single GU, thus decreasing the size of the UU in a unit. The required 
procedures to do this are: ‘finding the proper pair’ and ‘merging groups’, which are based on the 
match and the fusion functions, respectively. 
4.1 General functions and concepts 
Together with the common definitions detailed above, there exist some general functions that 
every user model needs to employ. Even though, several different implementations of these 
functions can be found across different user models, each model relies on these functions to 
provide predictions. These functions are usually called the match and the fusion function. 
4.1.1 The match function 
As previously explained and as it can be seen in Figure 35, every new CUDS has to be stored in 
the knowledge base. Every user model tries to figure out the most similar group of users (GU) in 
its knowledge base and attach the new CUDS to that group of users. In terms of geometry, the 
most similar group can be seen as the group that requires least modification to include the new 
user. Figure 36 depicts the scenario where a given knowledge base has to include a new user, 
(user 23). Currently, there are four different groups in the knowledge base where the new user 
might fit. The matching function is then responsible for figuring out which group requires least 
modification to include the new user. This geometrical approach to different dimensions can be 
understood as the most similar group. Therefore the final purpose of the matching function is to 
find the most similar group taking into account the multiple dimensions of the data that usually 
populates user models. 
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Figure 36 Match Function 
 
Even though, the case represented in Figure 36 is pretty clear and the most similar group to 
user 23 is the group 3, the match function must iterate and try to fit the new user with each 
particular group of users in the database. For the scenario of Figure 36, the resultant knowledge 
base is detailed in Figure 37. 
Figure 37 Match Function Final State 
 
 
As Figure 37 shows, definitively the group three is the most similar and therefore requires 
least modifications in the knowledge base to include the new user. Thus, the matching function is 
responsible for finding the most similar group of users given a particular user description. 
Therefore, this function provides the most similar group of users given any other user description. 
That is given a current user description (CUDS), the matching function will provide the most 
similar user description (UD) within the universe of users of the model. Though, many different 
implementations of this function can be found, most of them rely on different variations of the k 
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nearest neighbour algorithm. In fact, the problem of finding similarities is a classification problem 
and any classification algorithm might be used to develop the matching function. 
4.1.2 The fusion function 
Though, the matching function is in charge of finding the most similar group of users given a user 
description, the fusion function is responsible for merging two or more groups of users into a new 
one. This function is usually related with the size of the knowledge base and it is usually triggered 
when the size of the knowledge base exceeds some particular bound. However, this function is 
also highly related with the performance of the model. Merging means keeping the size of the 
knowledge base within some margins and therefore preserving the performance of the model. As 
it has been previously stated the performance of most user models drops dramatically when the 
size of their knowledge base grows. It has been documented as the scalability problem and most 
user models suffer this problem. Figure 38 depicts a case where some knowledge base bound has 
been set up to five groups and a new group has to be merged. In that case, the fusion function is 
triggered in order to merge those groups. It is important to emphasize that the fusion function first 
need the match function to figure out what groups are being merged. Finally, the fusion function 
is responsible to update the structure of the knowledge base and merge those groups causing the 
less impact to the knowledge base. 
Figure 38 Fusion Function 
 
 
In Figure 38, once the fusion function is triggered, both group five and six are merged due to 
their similarity. 
Once two main functions have been explained, it is understandable that both functions are 
highly related to the structure of the knowledge base. That is, every user model relies upon these 
functions to keep their knowledge base. The knowledge base has to be seen as a component that 
is in a continuous state flux. Thus, keeping the knowledge base well-formed is crucial for the 
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proper performance of the model. Figure 39 shows two examples of how the knowledge base 
might evolve to well-formed or bad-formed bases. 
Figure 39 Ideal, Well and Bad formed knowledge bases 
 
As can be seen in Figure 39, the top knowledge base is the ideal scenario where there is no 
overlapping, all the groups are well formed and the amount of empty space is relatively low. 
Secondly, the left base is a pretty well formed knowledge base where: the overlapping is still low, 
most of the groups are well structured and no much empty space is missing. On the other hand, 
the right knowledge base has a bad structure. It is plenty of overlapping and all the groups are 
affected by certainty degradation. Identifying groups in the two ideal and well-formed knowledge 
bases is pretty simple; however, the structure of each group is unclear in the bad-formed base. 
Moreover, spotting the centroids in the bad-formed base is difficult since most of the centroids 
fall in a small region. In contrast, the well-formed and the ideal knowledge base have clear 
centroids for each of their groups. It is remarkable that Figure 39 represent the knowledge bases 
in just two dimension. Current user models have to deal with n-dimensional data. The most 
dimensions the worst are the structures of the knowledge bases. In fact some metrics to measure 
how good the structure of a knowledge base is can be computed. First, metric measures the 
amount of overlapping. As overlapping increases the quality of the recommendations decrease. 
In addition, high-overlapped knowledge bases are also hard to fit new users. Second, metric 
computes the amount of empty space this metric is therefore related to the level of overlapping. 
Even though, the best scenario to perform predictions is described by the ideal knowledge base. 
In practice, this scenario is unreachable. As previously explained, these models have to deal with 
multidimensional data and usually with poor formed structures. 
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4.1.3 Common features 
After describing main common concepts and functions of every user model, there are some 
features regarding the behaviour of a user model that must be described. Before start building any 
particular user model, some decisions must be taken. It is important to remark that these decisions 
will affect the performance of the model and how suitable is the model to perform in different 
scenarios. The most important decision to take refers to how the model performs predictions. For 
that purpose, three main approaches coexist. First one is the content based approach. Second one 
is the collaborative approach and the third one is a hybrid approach mixing main features of 
former approaches. As previously stated, both approaches have great advantages and several 
disadvantages. Thus, the reasons to use one approach or the other depend on the model and their 
use. However, according to the bibliography, hybrid user models that combine both approaches 
usually perform better than other models constructed following one specific approach. These 
hybrid models used to present the advantages of both approaches and used to compensate the 
disadvantages of every approach by combining both techniques. The second decision involves 
deciding how the model compute similarities (match function), two main approaches exist: the 
Memory based and the Model based. Both approaches differ in the way they look for similar users 
in the knowledge base. Memory based approach used to employ the whole knowledge base to 
generate predictions. Thus, memory-based model relies exclusively on similarity measures to 
match similar people. On the other hand, model based algorithms take a probabilistic approach 
and build a model that represent users in the knowledge base. Therefore, model based systems 
employ Machine Learning algorithms to construct the model and rely on these models to generate 
predictions. Though, these models can be very simple or very complex, model based techniques 
usually perform better than model based. 
Finally, a user model can be context aware or might ignore context. Since context is usually 
a source of knowledge that can provide better insight to generate more reliable recommendations, 
models aware of context usually outperform models ignoring context. In case a user model 
manages context, three main approaches are usually adopted for any user model: contextual pre-
filtering, contextual post-filtering and contextual modelling. Since these approaches have 
previously been explained, in this section they are just mentioned in order to understand that this 
decision must be taken in advance. 
Before going into the details of how each model has been constructed, a mathematical 
formalization of specific functions developed for this model is given. Though, the mathematical 
formulation is not the main goal of this thesis, the formulas in each model will be validated and 
tested. It is also remarkable that most of this formulation is based on well-known algorithms such 
as: k-means or k-neighbours. Since the formulation employed in every model is equivalent for 
each common function such as: the matching function, the fusion procedure, etc, comparisons in 
terms of efficiency can be done. Once main common features and components of a user model 
have been described, some particular issues concerning each model together with a formal 
mathematical description of the models is detailed. Hereafter, the user model subjected to 
knowledge loss will be referred as KLUM while the new approach proposed on this research 
thesis will be referred as RTUM. 
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4.2 First approach, KLUM user model 
As previously stated a baseline model is needed to be able to measure the improvements of the 
new approach. This first model follows main principles of traditional user modelling. In 
traditional user modelling, the knowledge base size is usually limited in order to control its 
growth. A bounded knowledge base is the reason that causes knowledge loss in this type of 
models. As the size of the knowledge base grows and reaches its maximum size, some knowledge 
is probably merged to maintain the amount of knowledge within the limits. Even though, most of 
these models do not have an explicit knowledge loss, their merge procedure entails an implicit 
knowledge loss. This is the case of the baseline user model developed for this proposal. Though, 
there are many reasons to limit the size of the knowledge base, the most important reason is 
keeping the efficiency of the model within some margins. For that purpose, two bounds used to 
be set up. The first one limits the total number of information atoms in the knowledge base; while 
the second one is an upper bound for the number of descriptions of user groups. The first bound 
is set up to reduce the number of candidates when matching groups; while, the second one lowers 
the average execution time of each matching process. Though, obtaining the most adequate 
bounds is not a simple task, in that case these bounds were obtained through preliminary 
experimentation by observing both the overall performance of the model for different 
configurations and the individual response times for every interaction. This preliminary 
experimentation was done using real hardware resources similar to the resources that will be used 
to evaluate the models. 
This baseline model relies upon a few notions (some of them widely spread), which are now 
to be defined. Therefore, departing from the previous formulas and concepts described and 
supported by every user model, this particular model relies on some specific concepts and 
formulas. That mathematical formulation is going to be described.  
The internal matching function (M) that the model employs to find the most similar pair of 
GUs (each pair of GUs in the knowledge base), provides a value within the range [0, 1] measuring 
the similarity among each pair. The pair maximizing that value will be chosen for merging. The 
M function proposed here is described in (5). 
 
Let the match be  M: UUUU  [0,1]            
 x  X   y  Y, where GX = (X, px)  and  GY = (Y, py) are groups of users 
(5) 
The M function is defined upon the notion of partial matching (µ), providing a portion of 
information about the matching. It is used for comparing an information atom (from a GU) with 
another GU. The result can be positive or negative, that is information about matching in case of 
positive partial matching or information about knock out in case of negative partial matching. The 
definition of this function observes two main cases: the disjoint partial matching (special case), 
and the coincident partial matching (general rule). 
In first place, the disjoint partial matching occurs when comparing an atom on a feature that 
is missing in the other GU (there is no atom defined for that feature). These cases provide no 
M(GX, GY) =  ( { (x, GY), ( y, GX) } + 1 ) / 2 
89 
 
information about the matching, and therefore the result of disjoint partial matching is zero. The 
rest of the cases are considered as coincident partial matchings, and its calculation has to observe 
every atom in the GU defined on the coincident feature. Thus, its definition will be based on 
another function, the single atom match () providing a measure of the match for two individual 
atoms. The partial match function (6) is defined in Table 6 observing the fore-described cases. 
Table 6 Partial match function 
µ-match type Condition Formula  
Disjoint 
given  x=(c, v, s, z) and GY=(Y, 
pY) 
 y=(c’, v’, s’, z’) Y, meets c ≠ 
c’ 
(x, GY) = 0 
 
(6) 
Coincident 
given  x=(c, v, s, z) and GY=(Y, 
pY) 
 y=(c, v’, s’, z’) Y 
(x, GY) = 
(x,y) , 
 y  Y 
 
 
The definition of the proposed  function (atoms match) is divided into three different 
components. The first component is the sign of the matching (7) that is a notion of lace or a knock 
out notion and is calculated as follows: 
S = Sx · Sy (7) 
Being Sx, Sy the signs of the atoms to compare. Even though S defines the sign of the result; 
the sign of match through two cases should also be observed: when both atoms have the same 
value (v), the match is equivalent and the sign is positive; on the contrary, if the values are 
different the match is non-equivalent and the sign is negative. The second component of partial 
matching function involves weighting the certainties of both atoms. The measure used to weight 
these certainties is the arithmetic average of both certainties. This component is calculated in the 
following expression (8), according to the next formula: 
Z = (zx+zy) / 2 (8) 
The third component of partial matching is going to be applied when the equivalency is about 
the antithesis (both atom signs are negative) or the non-equivalency involves a negative value 
(any sign is negative). In these cases, the result must be corrected by adding a domain-dependent 
correction factor (9). The information provided by the partial matching excludes one element of 
our universe; therefore the correction factor is calculated as follows: 
f  = 1 / ( |dom(Cx)| - 1 ) (9) 
Once the three components have been explained, its product defines the magnitude of the 
atom matching formula (10). Taking also into account the cases of coincidence (equivalent and 
non-equivalent), the function can be defined as shown in Table 7. 
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reliable inference while a slightly different group might provide better inferences (13). This 
mechanism takes into account the match value and the certainty of the feature. Both proposals 
will be observed in the evaluation section.  
1(c, CUDS, UU) = v   
 (c, v, s, z)  Xi, GU = (Xi, pi) UU,  (c’,v’,s’,z’) Xi  z’z,   
 GU’  UU  M(CUDS,GU’)  M(CUDS,GU) 
 
(12) 
  
2(c, CUDS, UU) = v   (c, v, s, z)  Xi, GU = (Xi, pi)  UU,  
 (c’,v’,s’,z’) Xi,  GU’  UU  z’ · M(CUDS,GU’)  z · M(CUDS,GU) 
(13) 
Such a user model subject to knowledge loss is formalized in KLUM (F, , , , , ), where 
F is a set of pairs (feature c, domain(c)) within a wide range of attributes and behaviours 
characterizing the user;  and  are upper bounds to the number of GUs and to the number of 
tuples in the base, respectively; and ,  and  are the match, fusion and inference functions, 
respectively. Notice that, although the set of features and domains F is included for definition 
completeness, the model can learn new features and domains as they are acquired through 
different sessions during the system’s lifetime.  
4.3 Second approach, RTUM user model 
The abbreviation RTUM user model stands for R-Tree Guttman, (1984) User Model. Therefore, 
this model has been built under the principles of the R-Tree structure. In general all functions like 
partition, fusion, etc are based on the basics of the R-Tree. R-Tree structure has proven 
capabilities when dealing with multi-dimensional data. In addition, using an R-tree structure over 
multi-dimensional data prevents employing classical indexing structures that usually provide poor 
performance when dealing with this type of data. Basically, an R-Tree is a height-balanced tree 
where the nodes contain pointers to data objects. One of the most important advantages of the R-
Tree is that searching only requires visiting a few nodes. 
It has been stated that traditional user modelling usually imposes a limit to the size of the 
knowledge base that limit helps to keep performance of user model within reasonable margins. 
This is usually called the scalability problem in user modelling. RTUM thanks to the R-Tree 
structure does not enforces a limit to the knowledge base. According to R-Tree performance 
(Section 2.2.1.3) this data structure is designed to keep performance even when dealing with large 
datasets. User models requires tight response times when performing online processes. Such 
response times has been set to be lower than one second in order to be considered real time 
performance. User models are required to provide real time performance for those processes that 
need user interaction. 
Even though, RTUM does not impose a limit to the amount of information atom in its 
database, it limits the number of descriptions (user groups) in each sub-universe of users. It means 
that the model sub-divides the overall universe of users into several-overlapped sub-universe of 
users. This refinement occurs due to its structure. R-Trees or rectangle trees divide the space in 
several overlapped rectangles. The same idea can be extended to the user model problem. 
According to the definition of universe of users given (3), that space is exactly the same that the 
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universe of users in a given user model. Thus, the R-Tree imposes dividing the universe of users 
in overlapped rectangles having the minimum intra-rectangle distances and the maximum inter-
rectangle distances. Formally a sub-universe of users (14) is defined as follows: 
Let a sub-universe of users j of the level i be UUij  {GUk}  k  N [1,n (14) 
According to the design of the R-Tree, new elements (individual descriptions of user 
sessions) are added to the leaves of the tree. By the way, there are two different types of sub-
universe of users. Those in the deepest level of the tree, having individual user descriptions, and 
those non-leaf nodes keeping user’s descriptions representing the set of users in its sub-tree 
(UUi,j). It is important to emphasize that in this particular model the universe of users is 
represented with different detail, depending on the level of the tree. Thus, sub-universe of users 
formed by the root node contains the most general knowledge and that knowledge gains 
specificity all the way to the leaf nodes. In fact, the conjunction of all the leaves of the tree forms 
the universe of users for this model. It is remarkable that the user model keeps in the leaves of the 
tree the overall knowledge gained during the different sessions. The structure enables providing 
inferences with different granularity depending on the level of the tree. Formally the universe of 
users (15) for this model is re-written as follows: 
Universe of user UU =  ⋃ 𝑈𝑈𝑛𝑗𝑖    being n the tree’s depth (15) 
 
According to previous definition, it can be concluded that the rest of the information in the 
tree (non-leaf nodes) is redundant information. Hereafter, user’s descriptions in the leaf nodes are 
called individual users, while users in non-leaf nodes will be called briefs, since they summarize 
the content of children nodes. The definitions of these elements (16 and 17, respectively) are 
supported by a common user description (UD), which is the same already defined for the former 
model (1). The individual user group (16) found exclusively at the leaves has a UD and population 
1, while the general user group (17) has population p and a pointer to a sub-tree representing the 
sub universe of users UUx+1, and summarized within its UD. 
Let GU be a group of users in the leaves level, GU  ( UD, 1 ) (16) 
Let GU be a group of users in a non-leaf level, GU  ( UD, p, UUx+1,y) , p  N (17) 
 
Consequently, every node in the tree (except for the root) has a summary of its information 
in its ancestor node, and the summary has a pointer associated to that node.  Formally: 
 
 UUx,j with x > 1  a GUx-1,j  in its ancestor node that is the brief of UUx,j (18) 
 
According to (18), GUx-1,j  is the group resultant of merging the whole set of user’s groups in 
the node UUx,j.  
4.3.1 Merging and Partition 
The merging procedure is supported by the fusion function  (11), which is the same already used 
in the former KLUM model. While KLUM employs the fusion function to preserve the size of its 
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knowledge base, RTUM uses this function to control the size of its sub-universe of users. Thus, 
in this case instead of restricting the size of the knowledge base, the upper bounds ( and ) restrict 
the number of group descriptions and information atoms (respectively) of every sub-universe of 
users, that is any node of the tree. However, it is remarkable that while imposing a limit to the 
size of the sub-universe of users the model does not imposes any limit to the whole knowledge 
base size and therefore keeps all the information stored in the knowledge base. The upper bound 
 limits the number of information atoms that any sub-universe of users (tree node) can contain. 
However, this definition is not fully consequent with the idea of avoiding knowledge loss. It might 
be the case that a leaf node of the tree structure would exceed the upper bound . In that case, if 
some information atoms were removed, the model will fall into knowledge loss. Note that it would 
not happen with any other node since the information in the non-leaf nodes is redundant 
information. Therefore, RTUM does not enforce this limitation over the leaf nodes. Leaf nodes 
trend to be smaller than any other node in the R-Tree structure and consequently skipping this 
limitation not only does not point to a huge growth of the knowledge base, but also enables being 
consequently with the idea keeping all the information in the knowledge base. 
Even though, RTUM has several differences with traditional user models (KLUM) in the 
form that it treats upper bounds, main difference is that RTUM not only summarizes knowledge, 
but also distributes knowledge; and after that, summarizes knowlege. That is, when any node 
grows and exceeds the upper bound (), the knowledge in this node has to be distributed along 
the R-Tree structure and therefore summarized. Exceeding the  limit means that the number of 
groups in that particular node is over than allowed. In that case, the node is to be partitioned in 
two (or more) nodes. Thus, the former node is replaced with new nodes. The elements of such 
node are therefore distributed between those new nodes. Finally, the summary of the old node, 
located in the parent node, will be replaced with the summaries of the new nodes. Each new 
summary has attached a pointer to the new node. 
4.3.2 Insertion 
On the general idea of how the model works and how it manages to keep generated knowledge. 
A review of the overall insertion procedure is being detailed. As long as the model is built under 
the principles of the R-Tree, the insertion process will be done according to that basis. Inserting 
in an R-Tree is pretty much similar than inserting in a B-Tree, new records are always inserted in 
the leaf nodes. Therefore, leaf nodes may cause an overflow, such an overflow leads to splitting 
the node (distributing) and after that propagating that split up along the tree (summarizing). 
However, before inserting the node and before splitting procedure is triggered, it is needed to find 
the proper node to perform the insertion. Thus, the insertion algorithm starts exploring the root 
node to find the most similar record to the new record (matching function 5). Emphasize that the 
formulation for the match function (and its subsequent supporting functions) is the same that the 
one applied to the previously explained model subject to knowledge loss (KLUM).  
After that, the algorithm goes one level deeper for the proper pointer and repeats the same 
search, this process is repeated until the leaves level is reached. Once one particular node on the 
leaves level is reached, the new record CUDS (4) is inserted in that node. Notice that the initial 
population of that particular CUDS will be one. If the node has room for a new record, then it is 
94 
 
inserted and the changes are propagated over the tree. On the other hand, if the node does not 
have room enough for a new entry, then the split procedure is triggered. The following algorithm 
states how the insertion occurs in any generic R-Tree. 
Step Description 
1.- Insert Find position for new entry E; invoke ChooseLeaf to find a leaf L to place 
E. 
2.-Add record to 
leaf 
If L has room for a new entry then add E.  
Else invoke SplitNode to obtain L and L’ containing E and all entries in L. 
3.-Propagate 
changes 
Invoke adjust tree on L and on L’ if a split was required. 
4.- Grow tree If split propagation causes the root to split, then create a new root whose 
children are the two resulting nodes. 
As can be seen, the algorithm match up the previous explanation; however, one thing is 
missing on the explanation. As previously explained, any insertion might cause one or more 
partitions. In general, one partition produces new nodes replacing the former node in the same 
level of the tree. There is an exception to this case, if the node that is being partitioned is the root 
node, the new nodes are created in a new level making the tree grow one level. 
Thus, as previously stated, this model not only summarizes; but also distributes content along 
the tree structure, for that purpose the model relies on a distribution function  (19), which 
provides a distribution of the elements within a sub universe of users into several ones (at least 
two) by following some criteria (specific of each implementation).  
 
: UUx,y  {UUx,z}   z > 1,   UUx,z  UUx,y  and   i,j  UUx,i  UUx,j     (19) 
 
According to (19) and the definition of R-Tree, the structure only gains new levels (depth 
growth) when the root node overflows. Even though some overflows in the root node can happen, 
they might turn to happen very frequently if the rest of the nodes in the tree are mostly empty. To 
avoid a quick depth growth of the tree that might lead to performance drop, the nodes of the tree 
must meet a minimum occupation requirement (kmin). Given that an overflowed node has +1 
elements, the maximum cardinality of a sub universe resultant from partition will be +1-kmin. In 
fact, this is a requisite applied by the specific implementation of . In the following formulation 
(20), a proposal of such implementation is provided in order to illustrate the general definition of 
. 
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Let 0(UUx,y,,)  (UUx,y - {GUa, GUb}, {GUa}, {GUb})   
    GUa, GUb  UUx,y    GUc, GUd  UUx,y  is M(GUa, GUb)  M(GUc, GUd) 
(20) 
 i≠0, let i(A,B,C)  (A-{GUa}, B’, C’)   
    GUa  A   GUb  A is max(M(GUb,B), M(GUb,C))  max(M(GUa,B), M(GUa,C))  
    with (B’ B  {GUa}  C’ C)  iff  |C|  +1-kmin  (|B| < +1-kmin  M(GUa,B)  M(GUa,C)) 
    and  (B’ B  C’ C  {GUa}) in other cases 
 
(UUx,y)  (UUx,1, UUx,2)  n(n-1(… 0(UUx,y,,)…))  (, UUx,1, UUx,2),,  n = |UUx,y|-2  
 
After creating these two (or more) new nodes, their briefs are obtained as the fusion of all its 
content (all the elements within). These briefs with the correspondent pointers to the new nodes 
are inserted into the parent node. Finally, the overflowed node (and, consequently, its brief at the 
ancestor) is removed. This general rule can be applied to every node except from the root node. 
If the root node overflows, it will be partitioned just in the same way. But in such case a new root 
node must be created, containing the briefs and pointers to the new nodes. 
Notice that by increasing the number of group descriptions in the ancestor, it may be 
overflowed in turn leading to a new partition process, and so on till the root. Even though multiple 
partitions would affect the system’s performance, this is an infrequent scenario in R-trees. In fact, 
even regular partitions are infrequent due to the R-tree structure. However, those insertions 
triggering a partition process assure that the tree structure is updated or at least that the branch 
affected by the insertion is updated. Notice that those insertions that do not trigger any partition 
may lead to obsolescence of this branch of the tree. As has been previously mentioned, every 
node has a summary in the parent node, if a new insertion does not cause a partition, the summary 
of the node where the insertion happens won´t be updated. In this scenario, the parent node has a 
summary that does not take into account one of the record in the child node. Consequently, its 
current parent node won’t be fully updated and so on until the root node. That is, one branch of 
the tree is not totally updated because an insertion does not cause an overflow. One simple 
solution to this problem that might lead to obsolescence of the tree is forcing the update of the 
parent node and successively of every single node until the root. Though, this is the most 
straightforward solution, it may require high computational cost to perform all the updates. 
However, the number of updates can be reduced controlling the number of insertions and forcing 
the updates every “x” insertions. Anyway, it should be pointed out that the eventual loss of 
performance due to inserts does not affect any critical process, since insertion is an offline process 
(it runs once the user is disconnected). 
4.3.3 Inference 
The final purpose of the user model is providing reliable predictions or inferences. However, 
reliability and performance are not truly compatible. Since inference is an online process that 
involves the user, efficiency and precision are very important. Processing several nodes of the 
tree to provide an inference is usually unaffordable even when just taking into consideration one 
single branch of the tree. Thus, the inference process must focus on a unique node to provide 
efficient responses. For that purpose, the model incorporates the idea of current window. The 
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current window is basically a pointer to a tree node that is being added to the CUDS (21). At the 
beginning of any inference, that pointer is set up to point the root node. Thus, any inference starts 
always in the root node and might descend through the tree depending on some circumstances. 
The CUDS is matched with the different GUs in the root node, the function () is used to figure 
out the best match. In fact, () is responsible for determining when a match is good enough and 
therefore trustworthy. Once again the definition of that function may, and probably, vary from 
one model to another. It may be that simple as a certainty threshold, or different thresholds for 
each level of the tree, a threshold over the difference between the two best matches and so on. 
Anyhow, once the match satisfies the function the pointer of the current window must be updated 
with the node summarized by the best match. That is, the current window descends one or more 
levels for the best-matching branch. New matches will be performed in that node and so on until 
that ideally the leaves level is reached. 
The CUDS is a UD, its stereotype and the current window GU(CUDS) = (CUDS, 
1, UUij)  being i the root level at the beginning of every interaction. 
(21) 
Once the sub space of users is selected, and having the matches already calculated, the 
inference is accomplished by applying a selection function (12, 13), as in the former KLUM 
model. 
4.3.4 Summary 
In summary, RTUM user model is based on an R-Tree structure and is able to avoid knowledge 
loss. Formally, the model is defined by RTUM(F,,,,,,,), having the same elements as in 
KLUM (in general as any traditional user model) but adding two new functions. The two new 
functions are needed because of the R-Tree structure the first one is the distribution function . 
This function is in charge of partitioning overflowed nodes having in mind that this model not 
only summarizes knowledge but also distributes knowledge. Secondly, the match test  is 
responsible for updating the current window during the inferences. Although the model is defined 
by generality, examples of general functions are added to illustrate the proposal and to depict a 
specific implementation, which will be evaluated in the following section. 
4.4 Software Development Methodology 
This section provides an overview of the software development methodology employed during 
the development of current proposal. There are many different software methodologies that 
present advantages and disadvantages depending on the scenario. For this particular case a spiral 
methodology has been chosen due to its flexibility and capabilities to refine and improve the 
prototypes. This methodology is based on several iterations. Activities and tasks may vary from 
one iteration to another (flexibility). On the other hand, each new cycle is usually set up depending 
on the results of former iterations. Therefore the methodology provides a good framework to 
develop a base prototype and improve this prototype through several iterations. In addition, new 
tasks and activities can be included on each cycle depending on demands and previous results. 
Figure 40 depicts a general spiral methodology containing some common task for each iteration. 


)LJXUH6SLUDO0HWKRGRORJ\

$V FDQ EH VHHQ WKH LGHD EHKLQG WKLV PHWKRGRORJ\ LV D FRQWLQXRXV LPSURYHPHQW WKURXJK
GLIIHUHQWLWHUDWLRQV7KRXJKWKHPHWKRGRORJ\SURSRVHVGLIIHUHQWF\FOHVWKHQXPEHURIF\FOHVIRU
HDFKVRIWZDUHGHYHORSPHQWKDVWREHGHFLGHG,QWKHFDVHRIFXUUHQWSURSRVDOILYHGLIIHUHQWF\FOHV
DUHSURSRVHGLQRUGHUWRFRPSOHWHWKHZKROHVRIWZDUHGHYHORSPHQWDQGHYDOXDWLRQ
4.4.1 First approach 
$VSUHYLRXVO\PHQWLRQHGFXUUHQWSURSRVDOLQYROYHVWKHGHYHORSPHQWRIDEDVHOLQHPRGHOWRPDNH
FRPSDULVRQVEHWZHHQ WKHQHZDSSURDFKDQG WKLVPRGHO0DLQJRDORI WKLV F\FOH LQYROYHV WKH
UHVHDUFKDQGGHYHORSPHQWRIWKLVPRGHO7DVNVLQFOXGHGRQWKLVF\FOHDUHWKHGHVLJQDQGDQDO\VLV
UHTXLUHGWRFUHDWHWKHPRGHODILUVWGHYHORSPHQWRIWKHPRGHODQGDYDOLGDWLRQWRREWDLQIHHGEDFN
DERXWWKHDFFHSWDELOLW\RIWKHPRGHO7KHDQDO\VLVDQGGHVLJQSKDVHVLQYROYHVFUHDWLQJWKHPRGHO
DQGPDNLQJGHFLVLRQVDERXWWKHVWUXFWXUHRIWKHPRGHODQGLWVPDLQSULQFLSOHV7KHUHDUHVHYHUDO
GHFLVLRQVWKDWZLOODIIHFWWKHSHUIRUPDQFHRIWKHPRGHO)LUVWRQHLQYROYHVGHFLGLQJWKHVWUXFWXUH
RI WKHPRGHO6LQFH WKLVPRGHOKDV WRPHHW WKHSULQFLSOHVRIFODVVLFDOXVHUPRGHOOLQJ LWKDVD
VLPSOHVWUXFWXUHEDVHGRQRQHQRGH7KLVQRGHLVUHVSRQVLEOHIRUVWRULQJDOOWKHVHVVLRQVDQGWULP
NQRZOHGJHLIQHHGHG5HJDUGLQJWKHEHKDYLRXURIWKHPRGHOLWKDVWREHGHYHORSHGWREHDK\EULG
PRGHO SURYLGLQJ ERWK FRQWHQWEDVHG DQG FROODERUDWLYH FDSDELOLWLHV &RQFHUQLQJ FRQWH[W WKH
PRGHOPXVW EH FRQWH[WDZDUH VLQFH FRQWH[W LV DQ DGGLWLRQDO VRXUFH RI NQRZOHGJH WKDW PLJKW
LPSURYHWKHSHUIRUPDQFHRIWKHPRGHO7KXVWKHDQDO\VLVDQGGHVLJQSKDVHV\LHOGDK\EULGDQG
FRQWH[WDZDUHPRGHOEDVHGRQH[SHULHQFHDQGFDSDEOHWRSHUIRUPLQGLIIHUHQWGRPDLQV
$IWHUWKLVSKDVHWKLVF\FOHLQYROYHVWKHGHYHORSPHQWRIWKHILUVWDSSURDFKWRWKHVROXWLRQ,Q
WHUPVRIWHFKQRORJ\WKHPRGHOZLOOEHGHYHORSHGXVLQJDQ2UDFOHWDEOHWRPDLQWDLQLWVRQHQRGH
VWUXFWXUH,QJHQHUDO2UDFOHGDWDEDVHZLOOEHXVHGWRGHYHORSWKHPRGHODQGLWVPDLQSURFHGXUHV
,QDGGLWLRQ-DYDFRGHZLOOEHHPEHGGHGLQWKHGDWDEDVHWRSURYLGHDGGLWLRQDOIXQFWLRQDOLWLHVWKDW
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cannot be easily implemented in PL/Sql. The decision of taking Oracle 11G as a database 
management systems comes from the fact that this database provides a framework to embed Java 
code.  Embedded code provides better performance since large amounts of data does not have to 
be sent over potentially slow networks. Consequently, the majority of the former formulation for 
KLUM will be developed in Pl/Sql while Java will be used for some particular pieces of code. 
Thus, for this model the match function and distance functions will be developed in Java. The 
remaining procedures and the whole structure of the model will be developed in Pl/Sql. 
Finally, the validation of the model is needed to guarantee the consistency of the 
mathematical formulation. Equivalent mathematical formulation will be used in the following 
models in order to establish comparisons among models. A small set of experiments to check the 
efficacy of the model will be run. 
According to the main tasks and principles of this first stage, second stage must be oriented 
towards: analysing the results of this cycle; proposing improvements or amends to this model; 
and starting the creation of the new prototype. 
4.4.2 Second approach 
As previously mentioned this stage starts analysing the results of former cycle and proposing 
tweaks in terms of how the models perform. Even though, results obtained are in general 
satisfactory, a small amend in terms of how the models treats context was proposed. There are 
different ways of building a context-aware model, pre-filtering, post-filtering and modelling. 
Most user models employ pre-filtering to be aware of context. That means include context before 
providing recommendations. The model was tuned to accept pre-filtering and contextual 
modelling. That is not only pre-filtering but also creating a whole model where knowledge in the 
database merges with context to potentially provide better recommendations. Once results of 
previous cycle are analysed and improvements proposed, this second cycle focuses on the analysis 
and design of the new user model proposal together with its development, validation and 
evaluation. 
Unlike former KLUM, this new approach has to provide new capabilities such as: the ability 
to deal with scalability problems or knowledge loss. Similarly to previous model, some decisions 
have to be made in order to outline the model. First decision involves deciding the structure that 
is going to support the model. This is one of the most crucial decisions since the structure is not 
only responsible of supporting the model, but also affects how the model behaves and its 
capabilities. In order to provide the model with advance capabilities an advanced structure is 
needed. In this case an R-Tree will be used to build the model. R-Trees provides functionalities 
and capabilities that are required for most user models. R-Trees are able to deal with 
multidimensional data and provide and advance structure where performance is not affected by 
the growth of the knowledge base. Unlike KLUM this new approach consists of several nodes 
forming an R-Tree. Concerning the behaviour of the model, it will follow the same principles as 
KLUM that means a hybrid model, context-aware providing context pre-filtering and context 
modelling. 
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Alike RTUM, this model will be developed combining an Oracle database and embedded 
Java code. In terms of mathematical formulation, same or equivalent formulation as the one used 
in former KLUM will be used. Thus, during the development of this model pieces of code 
developed for KLUM will be re-used. 
Similarly to precious cycle, this cycle involves a validation and a small set of experiments in 
order to guarantee the acceptability of the model and check its efficacy. In this case, these 
experiments are also intended to check the consistency between the two models. 
This cycle also involves building an evaluation framework suitable for the user modelling 
problem. For that purpose, an evaluation dataset must be provided together with metrics, 
experiments and an evaluation methodology. Therefore, this task involves: the selection of the 
datasets, the selection of the metrics and the selection of the experiments that will be in the 
benchmark. 
The final step of this cycle involves evaluating both KLUM and RTUM models with 
preliminary experiments to decide their best set-up. After deciding a set-up for each particular 
problem in the evaluation framework, that set-up will be used when facing the model to that 
experiment. The set of preliminary experiments must be complete and provide feedback to 
characterize the model to perform in different scenarios. 
According to main targets in this cycle, next cycle should: review the results obtained, 
provide amends, improvements and perform new evaluations. 
4.4.3 RTUM refinement 
The third cycle of the methodology starts analysing previous results and proposing tweaks to both 
models and to the evaluation framework. A new refinement of former RTUM should be 
developed. This amend will provide RTUM a new advantage by getting the most of the data 
through a little understanding of the domain. That means modify how the model behaves 
depending on the domain and more concretely depending on which features will come first during 
an average interaction. First step in this cycle involves the development of this new approach over 
RTUM model. 
Second task after that development involves validating the new approach and its new 
components. Alike KLUM and RTUM, this new approach will be tested again a small set of 
experiments in order to prove its consistency and efficacy. 
Finally, an evaluation of the model has to be performed in order to measure the gap between 
previous models and the new approach. Even though, this new approach s slightly different to 
former RTUM it has to be evaluated under the same circumstances that previous models to obtain 
reliable data about the differences in performance. At the same time, the three models will be 
evaluated in another domain to check their performance and their ability to run over different 
domains. 
The fourth cycle of the methodology should take care of reviewing results yielded by latest 
evaluations, propose new refinements and evaluate those new approaches. 
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4.4.4 Final improvements 
According to previous cycles, this fourth iteration starts analysing the results obtained in the 
previous cycles and proposing modifications, probably in terms of better understanding of the 
data. Through this final cycle, it was observed a certain lack of semantic support, often neglected 
by most approaches of this kind. Indeed, there exist semantic relationships between labels 
introduced into the model as user features. It is not only a matter of dealing with synonymy and 
multilingual bases, as this and many other systems already implement. It should be dealt going 
further into the semantic links of different user features. On one hand, many valuations of a feature 
are performed on a numeric metric, on which there can be calculated distances between different 
valuations. For example, when dealing with users aged 45, it could be useful to apply some 
knowledge on users aged 44. Distances between values can be obtained even on discrete domains 
with natural language labels, as long as, there exists a parallel numeric domain to which stablish 
some equivalence (probably by means of fuzzy logic trapeziums (Zhao and Bose, 2002)). Besides, 
two different people might be classified as adults but is not the same an adult aged 32 than an 
adult aged 45 and probably their preferences and likes will be quite different. On the other hand, 
there exist functional dependencies inside the data, between different concepts, regardless of the 
people on which they are applied. Thereby, a child lacks of driving license, for example. These 
dependencies can be exploited to gain knowledge about the data and feed the model with this new 
knowledge.  
Such conclusions lead to propose the support of a strong ontology to the statistical user model 
as demonstrated by Heckmann, et al, (2005). This ontology can provide distances for features 
such as ‘age’ and semantic relationship between concepts, empowering the statistical user model 
performance. Finally, after collecting the information about the domains and providing the model 
with such knowledge, the model has to be evaluated under the same circumstances than the 
previous models.  
4.4.5 Final analysis 
This final cycle does not involve any development but it is necessary to analyse the results 
provided in previous cycles and to make a comparison of all the results obtained during the whole 
evaluation process. 
 
 
 
 
 
101 
 
5 Evaluation 
This section provides an overview of the evaluation process over the three previously described 
models. The chapter starts with an introduction that explains main targets of the episode and 
relates the evaluation back to the state of the art. Next the purpose of the evaluation is explained 
and analysed. Right after, the methodology used to evaluate together with main metrics will be 
explained. Following, the reader can find the design of the evaluation process including the 
baseline experiment, the setup of the models and the list of experiments proposed. Finally, the 
results obtained during the evaluation will be depicted, analysed and discussed, debating main 
reasons that lead to those results. To conclude the evaluation chapter a complete discussion will 
be provided. 
5.1 Introduction 
Though most research thesis have the majority of its workload on the development phase, this 
proposal has a different distribution being the evaluation the stage with more workload. After 
developing the models each model has to be evaluated in different scenarios and with different 
parameterizations. This diversity of models and scenarios allows us to demonstrate the ability of 
the models to generalize and perform in different domains and in general, measure the 
improvements of the new approaches. 
Main purpose of this chapter is to provide a complete overview about the performance of the 
models together with a discussion and analysis of the results. However, this chapter tries to go 
further and at the same time, solve main problems related to statistical user modelling evaluation. 
Those problems usually derive from the lack of proper mechanisms to complete the evaluation. 
That means, standard evaluation mechanisms that allow comparing different models and different 
evaluations. This deficiency causes that most researchers borrowed metrics from other areas e.g. 
Information Retrieval of Machine Learning while some others use to employ their own metrics. 
The final outcome is an amalgam of metrics and methodologies that make most evaluations 
difficult to compare. Furthermore, the area of user modelling not only lacks of metrics for 
evaluation but also needs proper datasets, experiments and methodologies to make evaluations 
comparable. Therefore, there is a need of a complete and public evaluation framework to provide 
researchers and developers proper tools adapted to the problem of user modelling. Those tools to 
evaluate user models might be taken from other disciplines but they have to be adapted to the 
particular problem of user modelling. Even though, an evaluation framework is usually designed 
over some particular domain, that means a specific dataset, the metrics, experiments and 
methodologies must be domain independent. That means, every metric, experiment and 
methodology can be exported and applied to any other domain being confident that those tools 
will work on that domain. Therefore, there is a need of proper tools to evaluate any user model. 
However, most user models are specifically designed for some particular domains. It means 
that those models are likely to provide better performance over that domain than over any other 
domain. Thus, testing those models only over customized domains does not allow comparison 
among different models. 
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On the other hand, the area of user modelling lacks of agreement in terms of evaluation 
purposes. For instance, some evaluations focus on measuring the quality of recommendations 
while some other try to measure how often the systems lead to wrong choices. Some works may 
measure large errors between the predicted and the proper item Shardanand and Andmaes, (1995), 
other work may suggest that properties different from accuracy might have higher effect on users 
satisfaction and performance. For that reasons, another important challenge in this area is 
selecting proper and re-usable metrics that allow researchers to compare evaluations. 
To conclude, the evaluation of any user model is hard and compare results with another model 
in the area can be even harder. The lack of proper mechanisms to evaluate user models has brought 
researchers to create new metrics for almost every evaluation. This chapter tries to solve main 
problems related to the evaluation of user modelling at the same time that provides and analyses 
the results of different evaluations. Those evaluations have been designed to provide reliability at 
the time of measuring the improvements of the new approach proposed in this thesis compared to 
previous approaches. 
5.2 Evaluation goals 
Most predictive statistical User Models seek characterizing the interlocutor for further proposing 
new values to unknown features, likes or future behaviour. Even though this evaluation proposes 
several goals that will be detailed along this section, since this work involves the proposal of an 
enhanced knowledge base preventing knowledge loss, the main goal of this evaluation should be 
to measure the advantages of the new approach RTUM when comparing with a model subjected 
to knowledge loss like KLUM. Indeed, every evaluation chapter must tackle other issues that 
provide completeness to the chapter and to the applied evaluation methodology itself. Among 
those issues this chapter provides a complete evaluation framework to standardize user models 
evaluations and then, shows several evaluations performed on different domains and with 
different parameterizations in order to seek diversity during the evaluation and more perspective 
in the results analysis. 
Specifically the models presented during this proposal will be evaluated on four different 
domains. Each domain has a different structure and characterization. As previously stated, one of 
the goals of this proposal is to develop a domain-independent user model. Though, this goal has 
been addressed during the research and development phases the evaluation must prove the success 
of the approach. The first domain involved in the evaluation is a real and open domain. It means 
a real application case domain that has no validation against any ontology or thesaurus. 
Evaluations over this typology of domains use to provide a good feedback in terms of research 
but they are usually not used in real systems due to their complexity. It should be noted that 
systems of this kind are usually supported by a thesaurus or a lexical-base with semantic labels 
(ontology model) to match concepts and terms and reduce the dependence on the domain. The 
second domain taking part of the evaluation is a bounded domain that unlike the first domain has 
been machine-generated. Bounded domain means that some of the terms and concepts within the 
domain have been validated against and ontology. This validation establishes some naming 
conventions among terms and concepts that ease the life of any system using that domain. The 
third domain comes from one of the Spanish research projects that have supported the 
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development of this thesis: Cadooh (TSI-020302-2011-21). This is a real case domain that, unlike 
the previous domain, counts on ontology model to map terms and concepts. The latest domain 
has been obtained using the API provided by a well-known social network. Even though this 
domain is not validated by any ontology model, the social network provides this validation and 
the domain is considered as a bounded domain. Note that, as previously mentioned bounded 
domains are prone to provide better results since ontology validation provides standard naming 
conventions within the domain. Table 8 shows main features of each domain in order to allow a 
comparison of the complexity of each domain. 
Table 8 Domains description 
 Open domain Artificial domain Benchmark domain Social domain 
Number of users 100.000 100.000 40.000 2.810 
Number of features 23 22 29 18 
Maximum feature cardinality 177.851 90.196 53 76.746 
Minimum feature cardinality 57 7520 2 2 
Average feature cardinality 41.788 31.967 7 5.492 
Maximum features per user 21 22 27 20 
Average features per user 11 21 22 14 
Minimum features per user 3 18 20 5 
Domain default value 0.01% 0.1% 16% 0.45% 
% Multi-valued features 81.8% 24.2% 3.33% 89.8% 
 
According to Table 8 there are significant differences between the open domains (open 
domain and artificial domain) and the benchmark and social network domain. The maximum 
cardinalities are higher for those domains as it is the average feature cardinality but the most 
important features to consider are the domain default values and the percentage of multi-valued 
features. These two parameters typically have a massive impact on the performance of the models 
since they increase the complexity of the domains. It can be seen that the domain default values 
(naïve algorithm) is much higher for those real application domains while the values for open and 
non-validated domains are significantly lower. On the other hand, the percentage of multi-valued 
features is also crucial to understand the complexity of each model as multi-valued features are 
inherently harder to predict than those single-valued features. In this case the social network 
domain has the biggest percentage thus indicating the complexity of this model. 
As aforementioned, one important goal of this evaluation chapter is to address the problems 
that arise when evaluating a user model. In order to tackle those problems, a complete evaluation 
framework is been developed and proposed. Among the four previously presented domains, the 
third one has been selected to create the evaluation framework. This domain comes from a real 
application case and is also validated against ontology. This fact makes it the most suitable 
domain to build the evaluation benchmark around it. The main purpose of this benchmark is to 
provide a framework to evaluate and measure the performance of any user model together with 
making those evaluations replicable and comparable. 
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5.3 Evaluation Methodology 
Though user modelling is a widely spread multidisciplinary area, the evaluation of user models is 
still a non-standardized sub-area. Evaluating user models is an inherently difficult task. Moreover, 
it has become more and more difficult due to lack of standards and evaluation frameworks. The 
absence of proper tools to evaluate user models has led to non-replicable and non-comparable 
evaluations. Main reasons behind this amalgam are difficulties to select a dataset to perform 
evaluation, problems identifying the goals of the evaluation, lack of metrics to decide what has to 
be measured; and, finally, non-standardized methodologies to run the experiments. 
The problem of selecting proper datasets to evaluate refers to the ability of some user models 
to perform well over some datasets and poorly over different datasets. Similar problems arise 
when stating the goals of the evaluation. Though several evaluations might have the same goals, 
the lack of standards to measure those goals make very difficult to compare any pair of 
evaluations. In addition, the same problem happens when referring to the metrics used in the area 
of user modelling. Most of those metrics have been borrowed from other disciplines like for 
instance Machine Learning or Information Retrieval. Though, this might be a good practice, those 
metrics have to be adapted and standardized to the problem of user modelling. Indeed, the lack of 
regulation has turned out into an amalgam of coexisting metrics. Furthermore, it can be stated that 
almost any new evaluation introduces a new metrics or new amends over existing metrics. 
Thus, there is a lack of datasets, experiments, metrics and methodologies adapted to the 
problem of user modelling. In order to fill the gap existing in the area, a complete evaluation 
framework is proposed, yet observing most common techniques and metrics of similar works, 
trying to converge in a globally useful evaluation tool. Such evaluation framework is built around 
a real case domain, from which the knowledge acquisition is validated by means of an ontology 
model, and which datasets can be published (making it a perfect candidate to build the 
benchmark). First step when building an evaluation framework is to define the overall evaluation 
methodology. This methodology has been specifically adapted to the problem of user modelling 
but it has been designed to be usable in any user-modelling problem. Figure 41 depicts the general 
evaluation methodology. 
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and query the model again. It should be remarked that every time the model receives a new portion 
of knowledge it has more information to refine predictions, and consequently the model should 
get closer to the goal. Thus, an isolated experiment consists of as many iterations of the pair ‘learn 
fact’ + ‘infer’ as required till the inference is successful (or until there are no more available facts 
for that user; except for the goal-feature, of course, that will be never fed). Note that feeding the 
goal fact will lead to biased experiments, as it should easily conduct the model to the goal and 
move the experiment away from real application experiments. 
An alternative experiment could complete always all the iterations, detecting the eventuality 
of losing the correctness of the inferences when new facts are fed. In addition, a set of experiments 
is needed to complete the evaluation process as depicted in Figure 41. Any set of experiments 
must contain a feature stating whether it belongs to the training set or the test set. In addition, 
other features such as: the number of samples, the statistical significance intervals, and the order 
to provide new facts to the model or the subset of facts to select the goal fully describe the 
experiments. 
5.3.2 Metrics 
The metrics within the evaluation framework provides an idea of what has to be measured in order 
to provide the results of the experiments. Those metrics are one of the clues to make results of 
any evaluation replicable and comparable. As previously explained, most techniques used to 
evaluate statistical user models are borrowed from other areas where non-specific metrics for 
statistical user models have been defined. In the case of the benchmark, the set of metrics proposed 
to evaluate are: 
1. Inference success (if the model infers the correct fact). 
2. Number of iterations required to get the correct fact. 
3. Certainty of successful inferences. 
4. Certainty of unsuccessful inferences. 
5. Response time. 
6. Success rate (whole evaluation). 
All these metrics are briefly explained next. The inference success means checking whether 
the model predicts the correct fact or not. Second metric involves counting the number of 
iterations required to hit the goal. To preserve the validity of the results through metric (2), the 
model should not be fed back with the results of its inferences (either success or fail). Thus, at 
next iteration the model can infer again the same (unsuccessful) value unless the newly fed fact 
about current user makes it to change its consideration. Nevertheless, another method and metric 
can be posed by feeding back the model and checking how many iterations requires to success. 
Metrics (3) and (4) measure the certainty of successful and unsuccessful inferences. User models 
are set to be real time applications and therefore measuring the response time is important for any 
user model independently of the application of that user model. The response time shown by the 
inference process through each iteration is also observed (response time for a single inference, 
regarding the amount of already-acquired knowledge on current interlocutor). Finally, the success 
rate is observed as the number of correct predictions divided by the number of users in the test 
set. In summary, all these metrics come to alleviate the lack of standardization while evaluating 
and comparing two user models implementations.  
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5.3.3 Evaluation Framework Description 
As previously stated the benchmark has been obtained from a real domain used in the Spanish 
research project Cadooh (TSI-020302-2011-21), from where over 4·104 samples (anonymized 
user descriptions) were acquired. All features within the benchmark have been discretized in order 
to go from qualitative values to quantitative values and therefore smooth the impact of those 
features in any user model. The set of samples was split into a training set (28.000 randomly 
chosen samples) to train the statistical user model before its evaluation, and a test set (the 
remaining 12.000 samples) containing enough samples to support different confidence and 
interval levels that assure the significance of most experiments. Figure 42 depicts main issues 
concerning benchmark samples including cardinality distribution, features per user distribution 
and rows per user of the proposed benchmark. 
Figure 42 Benchmark statistical distribution 
 
In addition to the statistical distribution provided in Figure 42, a complete description of the 
data in the benchmark is provided. Table 9 includes the characterization of the benchmark 
including number of users, number of features and main cardinalities regarding the data. 
Table 9. Domain characterization 
 Benchmark domain 
Number of users 40000 
Number of features 29 
Maximum feature cardinality 53 
Minimum feature cardinality 2 
Average feature cardinality 7 
Despite the fact that the benchmark has been obtained from a real domain research project, 
it has been normalized in order to make it suitable for any user model. However, as analysed 
during the state of the art some user models are created to perform over some particular domain. 
Those models might struggle when tested over this benchmark while that drop of performance is 
due to the model and not due to the benchmark. On the other hand, statistical user models have 
the ability to adapt to any domain (domain-independent) and therefore, will provide accurate 
results when performing over this benchmark. After the domain characterization provided in 
Table 9, a complete description of the samples is provided in Table 10. 
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Table 10. Samples characterization 
 Benchmark domain 
Number of users 40·103 
Maximum rows per user 33 
Minimum rows per user 18 
Average rows per user 25 
Maximum features per user 27 
Minimum features per user 18 
Average features per user 22 
Percentage of multi-valued features per user 3.33% 
Percentage of multi-valued rows per user 5.42% 
Once the training set (28000 samples) and the test set (12000 samples) were formed, a set of 
experiments is prepared. Thus, the benchmark contains experiments using the training set and 
experiments with the test set samples. In order to obtain these experiments a complete statistical 
analysis has been done. After this analysis, two confidence levels and two confidence intervals 
has been set for the benchmark. The proposed confidence levels are 95% and 99% while the 
confidence intervals are 2% and 5%. Combining these two values per metric provides different 
precision levels to meet any requirement. First set of experiments includes experiments through 
which a random fact is selected (to query the model) while the remaining facts are randomly 
ordered and fed into the model incrementally. On the other hand, the second set of experiments 
selects the inferable fact from a reduced subset of facts, alike the first battery, and the remaining 
facts are sorted and provided to the model. Table 11 shows main features of those batteries 
describing dataset. 
Table 11. Data sets description 
Data set Confidence level Confidence interval Sample size 
Training set 95% 2% 2250 
Training set 95% 5% 400 
Training set 99% 2% 3650 
Training set 99% 5% 650 
Test set 95% 2% 2050 
Test set 95% 5% 400 
Test set 99% 2% 3100 
Test set 99% 5% 650 
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As previously mentioned, this benchmark proposes a solution to fill the lack of 
standardization and proper mechanisms for evaluate user models, therefore satisfying the needs 
of replicating evaluations and even supporting comparison of two different evaluations. In order 
to spread its use, it has been made available (under the link 
http://labda.inf.uc3m.es/doku.php?id=en:labda_lineas:um_1) and presented in specialized 
forums Calle, et al., (2013). By following that link, the reader can find the benchmark, 
documentation about the benchmark and some practical examples of use. 
5.4 Evaluation Design 
This chapter will go through some important aspects of the evaluation process including the 
preparation of the experiments, the models parameterization, and the load of experiments 
proposed to test every model. Before going deeper into the details of each single experiment, a 
complete description of the hardware and an overall parameterization of the models will be 
provided.  
5.4.1 Experiments Preparation 
Both proposals (RTUM and KLUM) have been developed using Java 1.6 and Pl/Sql. The 
knowledge bases are supported by Oracle 11g relational databases. All models rely on embedded 
Java 7 procedures. Those procedures are developed and inserted in the database in order to 
provide certain functionalities and improve response times. Having those procedures separate 
from the database involves network communication times that are usually opposed to bounded 
response times. Therefore, the best approach is to embed those procedures and make 
communications through Oracle 11g internal sockets that provide faster transfers. The 
experiments have been launched and tested using the in-house shell Cognos.User (Castaño et al., 
2011). To perform the evaluation two Sun XFire with Intel Xeon E5450 clocked at 3GHz, 8GB 
RAM and SAS hard drives (4ms latency) are available. On the client side, a couple of Intel 
Pentium 4 clocked at 3GHz with 2GB RAM memory are running the software. All machines are 
running windows, on the server side Windows Server 2008 while the client machines are running 
Windows 7. Therefore, in order to replicate the experiments and provide the requirement of 
bounded response times those hardware specifications have to be replicated (same or higher 
hardware specifications). As important as the hardware requirements are the software 
specifications in order to keep the performance of the models within a reasonable margin. Next 
section covers the parameterization of the models along the experimentation. 
5.4.2 Model’s Parameterization 
Regarding model’s parameterization all models are set to provide bounded response times of less 
than one second (this parameter, which was a real research project requirement, has been taken 
for this evaluation, and is hereby proposed as common standard for future evaluations). In order 
to satisfy this requirement, some parameters have to be tuned. Thought, the response time depends 
not only on the model parameterization but also on the hardware resources. There are multiple 
parameters that will affect the performance of the models. In first place two parameters regarding 
the R-Tree structure will have a strong impact in the performance of the models. Those parameters 
are widely known as k and kmin. The value k represents the maximum population of any node in 
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the tree. That is a maximum threshold that is going to trigger the partition process when exceeded. 
On the other hand, kmin is set to balance the nodes of the tree when distributing elements. The 
value of k for every model and every domain will be obtained through proper preliminary 
experimentation that has been specifically designed to provide information that reveals the most 
suitable value of k for each scenario, kmin values will be also obtained via preliminary 
experimentation. The value of kmin is usually fixed to 50 percent in the distribution of the B family 
trees. However, R-Trees trend to relax this value in order to provide better distribution despite the 
impact that it has on the tree structure. Thus, B, B+ and B* trees among others force kmin to be 50 
percent in order to balance the structure of the tree. Fixing kmin to 50 percent assures a perfect 
balance when distributing elements between two nodes; therefore, the structure of the tree is 
completely balanced. On the other hand, that restriction might end up in non-optimal distributions. 
R-Trees used to relax that value accepting distributions with different balances, for instance 60 or 
70 percent in order to guarantee the suitability of the distribution even when the structure of the 
tree can be good but not ideal. Thus, relaxing this criterion and keeping kmin values below 50% 
provides better distribution and also increases the success rate, while at the cost of unbalancing 
the sibling nodes load. Note that better distribution makes easier to select the proper branch of the 
tree and consequently increases the success rates. Furthermore, the structure of the groups of users 
within the tree is better and matching a new user with a group of users is easier and more accurate. 
This phenomenon will be reinforced through the evaluations over the leaves nodes of the tree. On 
the other hand, and as the main downside of this approach, relaxing the values of kmin means 
decreasing the minimum occupational density of the sibling nodes. The immediate concern of that 
reduced density is the growth of the amount of nodes, and consequently of the overall size of the 
tree. In general, lower density means larger size of the tree as their nodes might contain fewer 
elements. Note that the value of kmin has a strong impact in several parameters of the tree that will 
affect the performance of the model. Nevertheless, this fact has no real effect in the model’s 
performance as long as the tree’s depth is kept. Therefore the selection of both parameters k and 
kmin is crucial in order to maximize the performance of the models, and must be determined 
through preliminary experimentation.  
Apart from k and kmin there are some other parameters that can be configured and will affect 
the performance of the model. The third parameter of the models is called the level of granularity 
and it refers to the specificity of the inferences performed over the model. This criterion allows 
configuring which condition will be used to go one level deeper during the inferences. There are 
multiple possibilities that can be developed in order to allow the model advance through the tree 
structure. One of the most common criterions is to fix a threshold. If that threshold is surpassed 
then the model will provide inferences in the next level. In fact, the models have been designed 
to accept thresholds in order to go down through the tree structure. Eight different thresholds have 
been tested in the models. Those thresholds are explained next. 
The eight thresholds can be separated in terms of the success or failure of the prediction of 
the model. That is, four thresholds are measured when the model predictions’ hit the expected 
value, and another four ones when the predictions are mistaken. Both sets of thresholds (success 
and failure) are equivalent. The first threshold is set to the certainty values measuring the 
minimum certainty to obtain a hit during the test or in the case of failure measuring the maximum 
certainty providing a fail. The second threshold has the same definition for the case of success 
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and failure and its definition consists of measuring the iteration in order to estimate the best 
iteration to move down one level. The third threshold measures the difference between the first 
and the second candidate within the same iteration. In other words, through each iteration, the 
difference between first and second candidates is taken, in order to use that value to predict the 
best moment to go down one level. It should be recalled that, as described in the proposal, the 
best match has a child node endorsed, and that child node focuses a subset of the population 
described in the father node, with a more detailed description and higher certainty values, which 
will enhance predictions as long as the child choice is correct, but can lead to severe failure if the 
choice is mistaken. Finally, the fourth threshold measures the difference in terms of certainty 
between the first candidate of the iteration N and the first one of the iteration N-1. Therefore these 
are the eight thresholds that can be configured in the model. It is remarkable that the selection of 
one threshold or another will have a strong impact in the performance of the models. The 
thresholds are responsible for the granularity of the inference. Thus, at the beginning the models 
will provide more general inferences and ideally after several iterations those inferences should 
be more specific since they are supposed to be performed deeper along the tree structure. 
The next parameter that can be set in the models is the inference method. All models 
developed admit to different inference methods in order to provide predictions. Despite both 
methods have been deeply explained in the proposal section of this document, a short explanation 
of this parameter is provided. The first method or maximum fit inference consists of taking the 
group with the maximum certainty. On the other hand, the second approach instead of taking the 
most similar group (best fit) looks for the second most similar group that usually has only slightly 
differences with the best one but may provide better inferences. Unlike the rest of the parameters 
explained, the inference method selection affects directly to the predictions and its value is crucial 
for the performance of the model. Similar to the inference method the partition method can be 
selected when configuring a model. Two main partition methods are available though some others 
might be developed, those methods perform the partition based on centroids or based on policies. 
Both approaches depends on the geometrical distribution of the users (items); however, the 
centroids method looks for the centroid of the groups while the privileged approach use to 
privilege one or more dimensions within that geometrical structure. An overall description of 
those mechanisms can be found along the proposal section of this document. 
Another parameter that can be configured in the models is the ‘fit method’. In present 
evaluation, this parameter has been set to the k-neighbours method. The k nearest neighbours is 
a well-known algorithm that measures the proximity of the input observations in the training set 
together with their related outputs in order to predict how close the objects in the test set are. It is 
noticeable that even when the models presented in this document only accept one value for the fit 
method parameter, this is still a parameter of the model and can be set to a different value just 
adding the implementation of another fit method to the model. 
The two last parameters of the model are called the prune method and the update interval; 
and are responsible for removing useless data from the model and for setting the update frequency 
of the model respectively. The prune method parameter accepts two different values, prune using 
the number of rows within some particular node or prune using the standard deviation of all the 
rows within one node. As previously stated, one of the downsides of any knowledge model (and 
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specifically, any user model) comes from the certainty degradation of the tuples within the model. 
Severely deteriorated tuples are not providing any information or knowledge to the inferences, 
while can make the system perform slower. A common solution to avoid this drawback consists 
of pruning tuples when they are so deteriorated that are deemed to be useless. Thus, one approach 
removes tuples when the number of rows within one node is higher than some threshold. On the 
other hand, the standard deviation approach removes rows when their standard deviation is far 
enough from the average to be sure that they have degraded enough. Finally, the update interval 
refers to how often the model is updated when a new user is inserted. This parameter has a strong 
impact in the efficiency of the model. When a new user is inserted in the model, the briefs in the 
parent’s nodes all the way to the root of the tree become slightly outdated and a whole update is 
required. However, this small obsolescence won’t have a noticeable impact on the predictions and 
can be delayed until some more users have been inserted in the model. The upside of this approach 
is the efficiency, fewer updates means better efficiency. Anyway, those updates cannot be 
postponed a big number of insertions because that might cause an impact on the predictions. 
Therefore, the values of this parameter are crucial for the efficiency and the accuracy of the model. 
Once the definitions of the models in terms of their parameterization have been detailed, the 
chapter moves forward to detail the batteries of experiments and the workload of every model. 
5.4.3 Workload and set of experiments 
This section provides a whole run through the experiments proposed including those experiments 
within the preliminary experimentation and those within the evaluation phase. As 
aforementioned, the evaluation is performed over four different domains, however two domains 
are taken to perform the preliminary experiments. Those domains are: the real case domain 
selected to create the evaluation framework (from now on Benchmark domain) and the real 
domain obtained through the API of a well-known social network. The reasons to prefer these 
two domains over the other two are that these domains come from a real application case and both 
of them have been validated against an ontology. These reasons make those domains more 
suitable for the purpose of preparing the models for evaluation. 
Even though, this section provides an overview of the sets of experiments, it starts with the 
preliminary experiments in order to present the parameterizations of the models that will be used 
during the rest of the evaluation. Right after the preliminary experiments the workload for each 
domain together with its peculiarities will be provided and analysed. 
5.4.4 Preliminary Experiments 
The preliminary experiments are aimed to provide relevant feedback about the most suitable 
parameterization of the model. The domain selected to complete the preliminary experiments is 
the Benchmark domain as it is specifically designed for user models and should provide a better 
feedback on the parameters. The set of analysed parameters and their focused ranges of valuation 
are displayed in Table 12. 
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Table 12 Preliminary Experiments 
Model RTUM KLUM 
K 5, 10, 20, 50 5, 10, 20, 50 
Kmin 30 - 
Granularity One out of four thresholds: 
Max/Min certainty, #Iteration, 
Diff_Same_Iter, Diff_Two_Iters 
One out of four thresholds: 
Max/Min certainty, #Iteration, 
Diff_Same_Iter, Diff_Two_Iters 
Inference Method Fit vs Fit & Certainty Fit vs Fit & Certainty 
Partition Method Centroids vs Privileged - 
Fit Method Adapted K-Neighbours Adapted K-Neighbours 
Prune Method #Rows #Rows 
Update Interval Five insertions Five insertions 
 
The first set of preliminary experiments tests both user models against the Benchmark 
domain. This experiment tests the fourth proposed values of K and the two suggested inference 
methods. Table 13 shows the results of this preliminary experimentation. 
Table 13 Preliminary experiments results 
 KLUM RTUM 
K Values Fit Fit & Certainty Fit Fit & Certainty 
5 62.87% 41.78% 70.10% 67.15% 
10 63.65% 43.18% 70.77% 61.06% 
20 61.55% 44.78% 70.93% 62.06% 
50 60.34% 42.02% 71.58% 60.04% 
 
As can be seen on Table 13, the partition method of maximum fit always outperforms the fit 
and certainty. Irrespective, the value of K or the model the maximum fit method provides much 
better success rates than the fit and certainty. Regarding the models, RTUM outpaces KLUM in 
every single experiment although a comparison between both models is not the main purpose of 
the preliminary experiments. In order to support a better analysis of these results, the following 
set of charts depicts the former results. Figure 43 shows the aforementioned results for KLUM 
model on the training set. 
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training set data sample, the next two charts cover the results obtained with the test set. Figure 45 
has the results of the model KLUM evaluated against the tests set. 
Figure 45 Preliminary Experiments KLUM test set 
 
It can be seen that there is a massive gap between both partition methods being the fit method 
consistently better that the contender fit and certainty. As was the case with previous experiments, 
the best value of K depends on the partition method but even attending only to the best partition 
method it is difficult to make a decision. Finally, Figure 46 shows the equivalent experiment with 
RTUM performing over the test set. 
Figure 46 Preliminary Experiments RTUM test set 
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Figure 47 Best iteration threshold first level 
 
 
After the above calculations, one threshold has to be picked for the model, according to Table 
14 and Figure 47 there are three candidates to be selected as threshold. Firstly, the minimum 
certainty of a hit seems to perform relatively well when this threshold is set to a certainty within 
[0.5-0.6]. Secondly, the difference of the top-2 candidates when failing the prediction performs 
only slightly worse than the first candidate. Finally, the best iteration method seems to be a clear 
winner as the second iteration can be set as a first level threshold achieving during the preliminary 
experiments a number of successes slightly over nine thousand. This threshold is then preferred 
and will be used for further experimentation. It is noticeable that setting the certainty to its 
maximum level will provide a very strong performance (15958 successes) using for instance the 
maximum certainty when failing the prediction and even a stronger performance (16795 
successes) if using the difference in certainty between the top-2 candidates. The reason why these 
thresholds are ditch down in favour of the second iteration threshold is because reaching the 
second iteration will occur much earlier during the inference than reaching a certainty of one 
(assured fact). As ideally going deeper through the tree provides higher accuracy the threshold 
has to find a balance between two main factors, the number of successes and the time when the 
thresholds is reached. Hence, combining these two factors the best iteration set to the second 
iteration is unquestionably the best threshold for this level of the tree. To continue with the 
preliminary experiments Table 15 shows the threshold results for the second level of the tree. 
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preferred. Hence, to make a decision between both candidates it is necessary to know how the 
certainty evolves through the iterations. Figure 50 shows the evolution of the certainty values 
provided with the iteration running. 
Figure 50 Certainty versus iteration third level 
 
 
As can be seen in Figure 50, a certainty of 0.7 is reached on average before the fifth iteration 
but between the fourth and the fifth and therefore the difference is not big as most of the times 
the model will go one level down between the fourth and the sixth iteration which is actually 
similar to using the best iteration set to fifth iteration and as this method provides better number 
of hits it will be preferred and the model will be set to reach the leaf level after the fifth iteration. 
5.4.4.1.1 Preliminary Experiments Analysis and discussion 
From the results of the preliminary experiments detailed above, some conclusions can be 
obtained. First of all, that the maximum fit inference method always performs better than the 
contender fit and certainty. Therefore, this inference method will be used for the rest of the 
experimentation. Second of all, it can be concluded that among the four K values tested (5, 10, 
20, 50) is difficult to decide which one performs better as it seems to depend on the experiment 
and differences are very subtle across experiments. Also, it cannot be decided the best value of K 
for each data sample (training set, test set) as differences are again small and the best values in 
one experiment seem not to be the best in the next experiment. Even when this result suggests 
that any value of K can be acceptable for the experimentation, in order to have broader feedback, 
the values of K will iterate during the evaluation. 
On the other hand, regarding the thresholds calculations, it can be concluded that the best 
iteration method outperforms the rest of thresholds tested. The best iteration allows the model to 
go deeper through the tree structure at an earlier stage and at the same time provides consistently 
the highest number of successes. Hence, this method is picked for the three thresholds as the 
preliminary experimentation shows this is the best method. The next section of this document 
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provides a complete evaluation of the models in order to better understand their performance, 
weakness and strengths. 
5.4.5 Evaluation 
This section contains all the sets of experiments proposed to test the models in different scenarios. 
The section begins testing the RTUM user model parameterized per the previous section of this 
document and tested against the benchmark and social network domain. Table 17 summarizes the 
first set of experiments. 
Table 17 RTUM experiments on benchmark and social domain 
Domain Benchmark Social Network 
Default Value 16% 0.45% 
K 5, 10, 20, 50 5, 10, 15, 20 
Kmin 30,35,40 30,35,40 
Granularity #Iteration #Iteration 
Inference Method Fit Fit 
Partition Method Centroids vs Privileged Centroids vs Privileged 
Fit Method Adapted K-Neighbours Adapted K-Neighbours 
Prune Method #Rows #Rows 
Update Interval Five insertions Five insertions 
 
As aforementioned, Table 17 splits the experiments depending on the domain. Although 
some parameters have been decided after the preliminary experiments (granularity and inference 
method), some others are iterated during this evaluation for completeness. Thus, the evaluation 
starts showing the results over the benchmark domain. 
5.4.5.1 Evaluation walk-through 
This section offers a quick guide to better understand and read the evaluation of this thesis. Due 
to the large amount of experiments, figures and tables, this guide helps to go through the 
evaluation or jumping into a subsection. Figure 51 contains the map of the first part of the 
evaluation. 
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The latest of this series of experiments shows a different trend where the privileged partition 
method performs better than the centroids method. In addition, there are two different pikes 
depending on the partition method, while the method of privileged features shows its peak again 
when K is 10 the method of centroids performs better when K is 20. Also the centroids method 
seems to struggle to reach its maximum when using low values of K. In terms of comparison 
among the different values of Kmin, the maximum value is reached when Kmin is set to 30. 
The first set of experiments has been performed over the training set of the benchmark 
domain, for the second series of experiments the parameterizations employed will remain the 
same whereas the experiments perform over the test set of the benchmark domain. Similarly to 
the first set of experiments, Table 19 depicts all parameters and models to be tested during this 
second series of experiments. 
Table 19 RTUM evaluation benchmark test set 
Domain Benchmark 
K 5, 10, 20, 50 
Kmin 30, 35, 40 
Granularity #Iteration 
Inference Method Fit 
Partition Method Centroids vs Privileged 
Fit Method Adapted K-Neighbours 
Prune Method Rows 
Update Interval Five insertions 
Corpus Test Set 
 
According to Table 19 RTUM user model is tested using similar parameterizations to the 
experiments above but over the test set. Experiments over the test set prove the ability of the 
model to generalize and recommend to other users different to those employed during the training 
set. 
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Along with Figure 88 both partition methods provide success rates in the thirtyish and 
therefore similar values to previous experiment on the leaves level and multi-valued features. 
Though the smallest value ok K provides better peak performance, the three experiments deliver 
similar rates. In terms of comparison with the equivalent experiment over the test set and using 
the inference window the centroids partition method performs a surprising 7.53% worse over the 
leaf node and the privileged method in contrast is a 1.07% better. As previously explained, 
inferring on the leaf node not always provides the right answer and also inferring on as suboptimal 
node can also provide a good result. All in all, after all the experiments on the leaves node, it can 
be concluded that reaching the leaf node and performing inferences over the leaf node is beneficial 
and boost the performance of the models.   
5.4.5.8 RTUM set against classical modelling 
Along this section a comparison between RTUM and a classical model (KLUM) can be found. 
This section aims to provide a better understanding of the improvement of RTUM versus a 
classical and equivalent approach. Even though, just the best parameterization of RTUM is needed 
for the comparison for completeness reasons different parameterizations of RTUM are included 
on this comparison. The comparison is developed over the benchmark and social network domain 
and it will iterate the values of K and Kmin per the values used during the evaluation. Table 26 
shows the parameterization of both models for the comparison, although some parameters of 
RTUM iterate during the comparison, the best parameterization of KLUM is chosen for this 
comparison. 
Table 26 RTUM versus KLUM 
Model RTUM KLUM 
Domain Benchmark and Social Network Benchmark and Social Network 
K 5, 10, 20, 50 5, 10, 20, 50 
Kmin 30, 35, 40 - 
Granularity #Iteration - 
Inference Method Fit Fit 
Partition Method Centroids - 
Fit Method Adapted K-Neighbours Adapted K-Neighbours 
Prune Method Rows Rows 
Update Interval Five insertions Five insertions 
Corpus Training Set and Test Set Training Set and Test Set 
 
This comparison starts with the benchmark domain and training set. Figure 89 has the results 
for the first experiment of the comparison over the training set data sample. 
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Figure 89 Training set benchmark comparison 
 
 
As can be seen in Figure 89, RTUM models clearly outperform KLUM for most of the data 
points. It has to be pointed out that different K values and Kmin values are included in the 
comparison to provide a more relevant feedback of the gap between both models. In a real world 
application, the best parameterization of RTUM should be picked and in that case, the different 
in success rate if a whopping 19.85% when RTUM is parameterized as (K = 10, Kmin = 30). The 
19.85% gap is measured against the best KLUM performance which is also (K = 10). This means 
that using RTUM rather than KLUM provides a 20% increase in success rate for this experiment. 
It is also noticeable that two RTUM models outperform KLUM for each K value whereas the 
third one seems to struggle for the smallest K configurations but finally outpaces KLUM. To 
confirm these results Figure 90 shows the equivalent experiment on the test set of the benchmark 
domain. 
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Figure 90 Test set benchmark comparison 
 
 
Similar to previous experiment, Figure 90 shows how RTUM models beat KLUM thus 
confirming the previous improvements in success rate. As it happened on the training set, the best 
RTUM mode is configured with Kmin set to 30 and K set to 10. On the other hand, the best result 
of KLUM is produced when K is set to 30. The difference between these two parameterizations 
is a massive 20.32% which is similar to the improvement experienced over the training set. From 
these two experiments, it can be stated that RTUM models perform regularly better than KLUM, 
and that best parameterization for RTUM is (K = 10, Kmin = 30) for both training and test set 
whereas KLUM best parameterization is K = 10 for training set and K = 50 for the test set. In 
order to be consistent with previous experiments, the same experimentation over the social 
network domain is provided next. First two charts with single-valued features and then two more 
with multi-valued features. Figure 91 contains the results for the training set and dealing with 
single-valued features. 
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
5 10 20 50
Su
cc
e
ss
 R
at
e
K Values
Test Set RTUM vs KLUM
Kmin=30 Kmin=35 Kmin=40 KLUM Fit
159 
 
Figure 91 Training set single-valued comparison 
 
 
Interestingly, the gap between KLUM and RTUM seems to have decreased in the above 
figure. However, the best RTUM model (K = 20, Kmin = 40) and the best KLUM (K = 10) still 
have an impressive gap of 9.7%. In fact, this model is regularly better than the KLUM model and 
therefore it can be stated that RTUM improves the success rate also on the social network domain. 
Figure 92 contains the equivalent experiment over the test set. 
Figure 92 Test set single-valued comparison 
 
 
As shown in Figure 92, RTUM outperforms KLUM, the smallest Kmin (30) outpaces KLUM 
with a significant improvement in success rate. The best RTUM (K = 50, Kmin = 30) outperforms 
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the best KLUM (K = 50) by an impressive 18.13%. Therefore, it can be said that the gap between 
both models is consistent as long as the best parameterization of RTUM is picked. In addition, 
picking a RTUM model with (K = 5, Kmin = 30) for both the training set and the test set yields an 
average improvement in success rate of almost 10% over the best KLUM performance for these 
experiments. The following experiment depicted in Figure 93 deals with multi-valued features 
rather than the previous single-valued. 
Figure 93 Training set multi-valued comparison 
 
 
Once again, highest success rates are delivered by RTUM models reaching a peak success 
rate of 32.03% while the best success rate yielded by KLUM is 24% thus keeping an 8% gap even 
when dealing with multi-valued features. It is also remarkable that for most data points RTUM 
models outperform KLUM except from K = 10 where KLUM seems very similar to the best 
RTUM. It is also noticeable that the success rate when K = 10 is a 23% that is far from the 32% 
obtained using RTUM under the same circumstances. Last but not least, Figure 94 has the results 
for the last experiment of the comparison where both models deal with multi-valued features and 
the test set. 
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Figure 94 Test set multi-valued comparison 
 
 
The last experiment shows how RTUM models perform massively better than KLUM, 
especially the best RTUM (K = 50, Kmin = 50) reaches a 53.8% success rate while the best KLUM 
can only deliver a 27.2% for the lowest value of K. Hence, RTUM can reach a 26% improvement 
when compared to KLUM. In terms of choosing the best RTUM for the latest two experiments, 
the best parameterization is (K = 50, Kmin = 40) as this model performs the best over the test set 
but also delivers a good success rate over the training set. 
After this comparison, it can be stated that irrespectively of the domain and the nature of the 
features or data sample used for the evaluation, RTUM always provides better results than the 
classical approach (KLUM).  
The next set of experiments aims to provide a better understanding on how K and Kmin 
parameters impact the disk sizing when applying the model. 
5.4.5.9 Database sizes 
The following set of charts shows the different sizes of the databases for RTUM models before 
the training phase and after the training phase. Thus, iterating the values of K and Kmin parameters 
it can be understood how each parameter impacts the size of the database instance. Figure 95 
shows the size figures when K is set to 5 per the same hardware specifications employed during 
the evaluation. 
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Figure 99 Inference times Kmin = 30 
 
 
According to the figure above, the slowest model to complete the evaluation has a value of 
K of 50 and the top performers have the smallest value of K. As K determines the maximum 
population of each node, it can be stated that bigger nodes lead to slower inferences. Figure 100 
contains a similar chart but RTUM parameterization has changed and Kmin is now set to 35. 
Interestingly, the response times to complete the whole evaluation (100%) are on average 3% 
quicker than the analogous model with Kmin = 30. While Kmin set to 30 means that the distribution 
of elements can be thirty percent in one node and seventy percent in the other one, a value of 35 
for Kmin tightens the unbalance allowing a minimum occupancy of 35%. The bigger unbalance is 
found when K is set to 30, making new partitions slightly more likely and therefore having a 
certain impact in the number of nodes and partitions. This explains why the inference response 
times are a bit slower. 
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Figure 100 Inference times Kmin = 35 
 
 
Once again the RTUM model based on centroids and K set to 50 is the slowest model whereas 
the same model based on privileged features is the follower. Then both models with K fixed to 
20 and it can be said that as K values decrease the performance increases. From these two 
experiments it can also be determined that those models where the partition method is set to 
centroids are slower than equivalent models based on privileged features. Finally, Figure 101 
shows the inference response times for the biggest value of Kmin. Once again as the value of Kmin 
increases the inference response times seem to be higher. In fact, inference response times for all 
the evaluation (100%) are, on average, a significant 9% slower than those experiments with Kmin 
set to 35. Therefore, it can then be stated that both K and Kmin play an important role on inference 
response times. 
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Figure 101 Inference times Kmin = 40 
 
 
According to previous figure the slowest model is once again the centroids model, with 
highest value of K and the best performers are those models with lower values of K. From this 
set of experiments it can be learnt that K and Kmin values have an impact in the number of nodes 
(as seen in the databases size experiments) and the number of nodes has an influence on the 
inference response times. In addition, the slower response times for those models based on 
privileged features can be explained in terms of database size, as seen in the previous section 
(Section 5.4.5.9) the centroids based models are bigger in size and therefore the complexity of 
this clusterization explain the gap in performance. After the evaluation on the benchmark and 
social network domain and recalling section 5.2 of this document, the models are evaluated in 
four different domains. Former evaluation is been done over the benchmark domain and the social 
network domain, the next section provides the results of the evaluation of both RTUM and KLUM 
on the open domains. 
5.4.5.11 Open domain evaluation 
The last section of this evaluation involves testing both proposed user models on open domains. 
This type of domains is not the main focus of the evaluation as in real world applications the 
models usually deal with bounded and reduced domains. However, these results are believed to 
have an important research value and provide a wider perspective of the performance of the 
models.  
These domains have two main features: one is the massive amount of multi-valued features 
and the other is the lack of features (information atoms) for some of the users. These issues usually 
have a great impact on the clusterization and therefore on the performance of the models. Two 
different domains are proposed for the open domain evaluation, the first one is an open real case 
domain. This domain is available from real data and has not been corrected or validated. Thus, it 
can be found that two or more terms refer to the same concept, typing errors are not corrected and 
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abbreviations can also refer to the same concept. Because of this, the second proposed open 
domain is a machine-generated sample that has cross-ontology validation. Even though, this 
second domain corrects some of the issues of the real application domain, it is still a very complex 
domain due to its nature and amount of multi-valued features. Table 27 shows the 
parameterizations of the models to be tested. 
Table 27 Open domain evaluation 
Model RTUM KLUM 
Domain Open domains Open domains 
K 50 50 
Kmin 30 - 
Granularity #Iteration - 
Inference Method Fit/Fit and certainty Fit/Fit and certainty 
Partition Method Centroids - 
Fit Method Adapted K-Neighbours Adapted K-Neighbours 
Prune Method Rows Rows 
Update Interval Five insertions Five insertions 
Corpus Training Set Training Set 
 
According to, Table 27 both models RTUM and KLUM are tested on both proposed open 
domains. First part of the evaluation is done over the open domain and main results are depicted 
in Table 28. 
Table 28 Open domain evaluation results 
Model  Fit partition method Fit & certainty partition method Domain default value  
KLUM 12% 14.7% 0.01% 
RTUM 14.3% 15.02% 0.01% 
 
According to Table 28 RTUM user model outperforms KLUM irrespectively of the partition 
method used. This result just confirms previous results in different domains where RTUM 
consistently performed better that KLUM. It is also remarkable that even when the results seem 
relatively low compared to previous domains the domain default value is an insignificant 0.01% 
compared to 16% for the benchmark domain and a 0.45% for the social network domain. Thus, 
results on this domain are expected to be lower than those obtained on previous domains. Also in 
favour of these results it has to be said that the open domain has an impressive 81.8% of multi-
valued features plus multiple non-validated values and some very difficult to classify users due 
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to lack of information about them. Once again, evaluating the models on this typology of domains 
has a strong relevance for the academy and research purposes but lacks of impact on the industry 
or real world applications due to the nature of the domain. Taking all this in mind, the results 
obtained are good results that show the complexity of the domain and the great impact of multi-
valued features and non-standardized domains. To follow up with the evaluation, Table 29 shows 
the results obtained for both models on the artificial domain. 
Table 29 Artificial domain evaluation results 
Model  Fit partition method Fit & certainty partition method Domain default value  
KLUM 18.68% 18.72% 0.1% 
RTUM 20.31% 21.89% 0.1% 
 
The artificial domain is an open domain with some cleaning processes supported by an 
ontology that solves the problems of synonymy and syntactical errors. However, the average 
feature cardinality and the amount of multi-valued features is still very high and has an impact on 
the performance. As displayed on Table 29 results on this domain are higher than those obtained 
on the open domain as it is the domain default value that is ten times higher for this domain. Alike 
the previous domain RTUM provides the best success rates for the domain thus confirming its 
superiority across four different domains. 
5.4.5.12 Experiments Analysis and discussion 
As a first and global result of the evaluation, it can be stated that RTUM model outperforms 
KLUM across the four proposed domains. Being the latter a representative and general 
implementation of the classic approaches for statistical user modelling, it can be followed that the 
RTUM approach offers some benefits that can be advantaged either by applying the model as a 
whole or by taking some isolated aspects of it into another already existent models.  
Furthermore, the diversity of the datasets applied through the evaluation demonstrates that 
the model proposed is versatile enough, and adaptable to different needs and domains. The 
performance of current implementation of the model is not only comparable to other similar 
systems, but shows state of the art results in many cases, some of which have already been 
published in international widespread and well indexed journals.  
This discussion of results aims to extend the understanding of the evaluation, state the 
implications, and summarize strengths and weaknesses. To ease the reading of this section, the 
conclusions have been distributed into six main issues, briefly exposed next. 
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 Testing alternative methods 
Going deeper in detail, it should be pointed out that the centroids partition method outpaced 
that other one based on privileged features for the majority of experiments along the evaluation 
of the RTUM. However, to the extent of the evaluation carried out, it is not possible to assure 
there is no specific scenario where the latter partition method performs better than others. Indeed, 
such method success is strongly linked to the correlation between the chosen privileged features 
and the afterwards queried features. In general scenarios, it is hard to find a feature (or small 
sequence of features) showing good correlation to all queried features, while the joint of many 
other features lead to better characterization. Nevertheless, it is interesting to take it into account 
for those specific cases. Besides, the privileged partition method not only provides good enough 
success rates (excellent in some cases), but also an outstanding clusterization that is especially 
useful in some domains. A good example of this is found in the social network domains, where 
apart from providing accurate predictions the RTUM with that partition method (based on 
privileged features) can help in detecting communities within the social network. Thus, the added 
value of this partition method can justify its election in some specific cases. 
In regard of inference methods, two main approaches have been tested and it can be 
concluded that the so called maximum fit method performs better across different domains 
(Benchmark and Social) but the fit and certainty is slightly better on open domains where the 
features to infer are defined on excessively wide ranges. However, it is fair to say that the 
maximum fit method came always close on the open domain experiment with an average loss of 
1.71% on the open domain and a negligible 0.8% on the artificial domain.  
 Results regarding the parameterization of the model 
In respect to K and Kmin parameters, it is hard to settle a universal recommendation, as the 
results vary across domains and experiments. However, having a deeper look into the results, it 
can be said that regarding the benchmark domain and to the extent of this evaluation, the best Kmin 
value found was 30, as it delivers an average success rate of 73.55% on the training set across 
different values of K and a 77.63% on the test set. These results are 6% better than those obtained 
when Kmin is set to 35 and a 14% better than the same results when Kmin is 40. When tested on the 
social network domain, conclusions about the best Kmin are even more difficult to make as 
performance varies depending on the data sample used to evaluate (training set/test set). On one 
hand, and irrespectively of the nature of the features (single-valued, multi-valued), the best value 
on the training set is again 30 (the lowest). But on the other hand, when testing against the test 
set, Kmin set to 40 (the highest) is slightly better than 30. Finally, concerning the best K value all 
K values perform similarly but fixing the value of Kmin to the previously discussed maximum (30) 
the best K is 10 which actually delivers the peak results reaching an 83.5% on the training set and 
an 84.9% on the test set. The social network domain is again harder to make a decision but having 
set a value of 30 for Kmin the best K value is 5 but differences are very small. 
Therefore, due to its variability these values should be trained and decided in preliminary 
experiments for each single domain. However, it has to be observed that most of the values tested 
provided comparable results making it possible to migrate the model across domains and get 
competitive results. 
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Another level where the parameterization of the model has a strong impact is the size of the 
database supporting the model. During the evaluation, it has been stated that, as expected, the 
bigger the value of K and Kmin (tighter distribution), the smaller the database holding the 
knowledge bases supporting the model. This result was foretold upon the following basis: the 
bigger the number of nodes the bigger the size of the database; smaller values of K (maximum 
number of individuals in a single node) mean more nodes for the same population and, finally, 
relaxing the value of Kmin provides more flexibility but also increases the chances of new partitions 
and decreases the occupation density (hence increasing the number of nodes for the same 
population). Finally, it should be added that the privileged-features partition method produces 
bigger database size (if compared to the centroids method) due to its more complex clustering. 
Model parameterization also impacts both the inference response times and the model global 
performance. On one hand, bigger nodes cause the performance of the model to be slower, as 
proved along the experimentation, being the models configured with smaller K values 
significantly quicker than any others. On the other hand, the bigger the database is (in number of 
nodes), the more imperative the need for going down through the tree structure in order to attain 
good enough results, also deriving in eventual waste of time. In this line, it has been stated that 
the privileged-features partition method draws globally worse response times.  
 Highlights on quantitative results 
Reviewing the numerical results of the RTUM evaluation, the proposal achieves state of the 
art success rates, reaching peaks close to 85% (Figure 53 and Figure 56) in the benchmark domain, 
success rates on the sixtyish in the social network domain, and 15% on open domains (nearly 22% 
if normalized). Yet the latter seems to be low, it should be reminded of the vast cardinality of 
domains, leading to hard predictions. If compared to recommender systems or to web search 
engines, it is like hitting best choice in first place of the results provided, and current technologies 
of this kind show success rates swirling around the attained by RTUM. 
 Best and worst performing cases 
In addition to general working evaluation, some test where conducted where the RTUM model 
worked with its inference window (the tree node focused for inference processes) forced to stay 
at the root node, thus obtaining the worst predictions it can provide. Through these root-node 
tests, RTUM showed acceptable performance, yet worse than classic approach KLUM. Indeed, it 
should be pointed out that the root node separated from the rest of the tree is comparable to a 
KLUM model (where groups of users are summarized into stereotypes, and those stereotypes used 
through inference processes). But the KLUM’s processes are designed to work in a single node, 
while the RTUM’s are designed for working within the whole tree. 
Regarding the best performance case, a leaf node evaluation has been provided to prove the 
theoretic maximum capacity of the models. Per the previous experimentation, RTUM models 
provided impressive success rates close to 90% for the benchmark domain and close to 80% and 
40% for the social network domain with single-valued and multi-valued features respectively. It 
is remarkable that there is not a big gap if compared to the model’s general working (barely 5% 
improvement). For analysing this fact, it should be recalled that these results must be understood 
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as typical behaviour of the model, since, as proved during the evaluation, inferring on a sub-
optimal node or branch yield good results and often hits the right prediction, while prediction on 
the right node could eventually be mistaken. The gap between each maximum and the model 
performance is determined by different factors, but two decisions are crucial for the performance 
of the model, one is the parameterization as largely discussed during the evaluation and the other 
one is the selection of thresholds. In this document, four different thresholds have been explored 
with one (iteration number) performing better than the others. However, different thresholds 
should be explored in the future as this is critical to decide when the inference window moves 
down one level. 
Finally, an open domain evaluation has been performed to test the model in the worst possible 
scenarios, yet only for the sake of completeness and with academic purposes, as this is not the 
main target of these models. Nevertheless, this evaluation provided very interesting results, 
showing that the proposed RTUM user model performs better than the classic approach (KLUM) 
on each of the four domains tested. Moreover, the results of KLUM on these scenarios proved to 
be competitive, opening a future line of work in adapting this technology to application domains 
where term validation is never possible. The open domain evaluation also provides a very good 
feedback of how multi-valued features and non-validated terms can impact the performance of 
both RTUM and KLUM, and potentially any other user model. 
 Comparison against classical approach 
The next consequence of the evaluation is that the comparison between RTUM and KLUM 
left a clear winner in terms success rate and clusterization. According to, the experimentation 
RTUM user model leaded the evaluation over the benchmark domain with an average 20% gap 
over KLUM. In addition, RTUM user model also outperformed KLUM with a noticeable 10% 
average improvement in success rate on the social network domain. This together with its advance 
structure based on an R-tree to solve the scalability problem makes the use of this model and in 
general any other similar approach a good decision in order to beat the performance offered by 
classical models. In fact, only through the root-only evaluation KLUM was able to outperform 
RTUM, and this was because the latter was forced to work in the RTUM style (being this one, 
certainly, more adequate for such working). But this fact reinforces the conclusion that the 
advanced (R-tree) structure, and the use on it of the inference window, is definitely more 
advantageous than any classical KLUM-like model.  
 Evaluation final remarks 
Summarizing, a complete evaluation has been provided with diversity of models, parameters and 
domains. Along the evaluation, it has been proved that the proposed RTUM model outperforms 
a classical user model approach in terms of success rate, clusterization and performance. Last but 
not least, this evaluation provides an added value as it is comparable and it is easily replicable. 
Indeed, there was a serious lack of unified methodologies and tools for evaluating statistical user 
models, and specifically, there was no benchmark for this task. The introduction of a standardized 
and user model oriented domain for evaluation (benchmark) makes simple to replicate the 
evaluation and cross-validate the results. This is an extremely important milestone, due to the lack 
of frameworks for user model evaluations that during many years made enormously difficult to 
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compare results across different models, and certainly another contribution of this PhD thesis to 
the area. 
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6 Concluding Remarks 
User model and therefore recommendation algorithms have become very important due to 
the vast amount of information available. Most companies and institutions rely on 
recommendation algorithms to increase their revenue, reach larger populations or target 
customers with the most appropriate content or product. Both technologies have their roots in 
multiple disciplines such as information retrieval or machine learning among others. In fact, as 
data becomes more and more important for companies, universities and people, user models are 
crucial to make decisions over large amounts of data. However, after a deep review of the 
literature, it was found a lack of statistical models based on experience. In addition, the existing 
models suffer from some major problems as the scalability problem, the cold-start problem or the 
new user problem. Among these problems the scalability problem is crucial due to massive 
amounts of data available for companies and institutions. Furthermore, the area of user modelling 
suffers from the lack of proper evaluation frameworks to make evaluations comparable. Thus, 
leaving researchers and developers with ad-hoc evaluations that cannot be compared. Therefore, 
per the current literature there is an overwhelming demand of statistical models to handle large 
datasets alongside with proper evaluation frameworks. 
Current developments in the area of user modelling cover classical approaches that usually 
rely on content-based model. Though, those models have proven their ability to provide 
recommendations on medium size datasets they usually suffer from major problems in the area 
of user modelling as scalability, cold-start or new user problems. Additionally, those content-
based models rely on current user actions and behaviours to provide recommendations. While this 
approach has been successfully applied during the last decades the rapid development of data 
science plus the large amounts of data available require new approaches able to provide better 
predictions and capable to handle larger datasets. Having in mind those requirements this PhD 
thesis focus on developing an innovative hybrid user model that combines the strengths of content 
based and collaborative models at the same time that tackles the problem of scalability. This PhD 
thesis also proposes a complete evaluation framework for researchers and developers. This 
framework makes evaluations comparable across different models while guaranteeing the 
statistical significance of the evaluations. 
Along this thesis two statistical user models based on experience have been proposed (KLUM 
and RTUM). The first one (KLUM) is a classical approach that summarizes and remove data in 
order to keep its performance level within reasonable margins. The second one (RTUM) is an 
innovative model based on an R-Tree structure. The aim of this new model is providing accurate 
predictions while solving some of the biggest problems in the area of user modelling. RTUM user 
model thanks to its advance structure solves the problem of removing data while addressing the 
scalability problem. RTUM user model requires only visiting one branch of the tree to provide 
accurate predictions. That means the process of providing an inference can be considered depth-
first as it only traverse along one branch to produce the inference. To put this into perspective, 
RTUM can model the world population (roughly 7 billion) with only 8 levels (given a typical 
parameterization K=20, Kmin=50) and without removing information from the knowledge base. 
This is a massive achievement as the performance of the model won’t be impacted by the size of 
the dataset and because no other model in the literature provides this functionality. Moreover, a 
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user model not necessarily uses identified users but different interlocutors (one per session) so the 
same user produces as many registries as sessions held. Therefore, the model has different 
interlocutor status and different values for each session. The main downside of this approach is 
the huge amount of data produced. Thus, only a model able to scale can handle this type of 
interaction. 
Both proposed models have been developed and tested with equivalent formulations to make 
comparisons relevant. Moreover, the models have been tested in different domains and have 
proved to deliver competitive success rates across domains. Thus, proving the versatility of the 
models and how their success rates are competitive across domains. 
Regarding the proposed models, RTUM and KLUM are prepared to create their own knowledge 
base from scratch but also can be fed with expert knowledge thus alleviating another major 
problem in the area of user modelling as it is the start-up problem. While most of the classical 
approaches suffer from the start-up problem, both RTUM and KLUM can be fed with expert 
knowledge to solve the start-up problem. The expert knowledge is used to provide initial 
inferences and it is refined with newly acquired knowledge during interactions. When the amount 
of knowledge in the database grows KLUM will eliminate knowledge to keep performance within 
reasonable levels whereas RTUM will keep all the knowledge in its database. However, the 
impact on the inferences of those initial stereotypes can be reduced. If a new user that fit those 
stereotypes comes into the system RTUM will progressively restore those stereotypes and 
increase their influence on the inferences. While this seems like a normal behaviour it is a 
remarkable feature of the model that makes it a hybrid model and addresses the start-up problem. 
RTUM user model introduces an inference window that allows the model to perform inferences 
with different levels of granularity. The inference window has been proved successfully along the 
evaluation with experiments in the leaf nodes performing stronger than any other experiment. 
However, focusing simultaneously on more than one node during the inference should be 
explored as it can boost the performance but also improve the results. To achieve focusing on two 
nodes at the same time a good data management supporting data sharing and parallelism is 
necessary. The need of a powerful database support raises the need of a broader study of databases 
covering physical data structures, cache policies and some other features. This will be left for 
further research as it is beyond the reach of this thesis. 
In regards to the evaluation of both models, this thesis provides a complete evaluation where a 
new model based on an R-Tree (RTUM) is evaluated against four different domains plus 
compared to a classical approach (KLUM). The so called RTUM model proved to perform better 
than the classical approach on every single scenario across the four domains. RTUM reached 
success rates of 85% for the Benchmark domain where KLUM managed to reach a 65% which is 
an impressive 20% gain in success rate. Accordingly, the gap between both models on the social 
network domains also reaches the 14% with RTUM reaching a 68% and KLUM a 50% success 
rate. The evaluation provided not only compare models and success rates but also provides a 
broad analysis of how every parameter of the models impacts the performance plus a complete 
study of the databases sizes and inference times for the models. The main conclusion to the 
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evaluation is that after a complete evaluation with a wide diversity of parameters and domains 
RTUM outperforms KLUM on every scenario tested. 
As aforementioned, RTUM user models comes to fill an important gap in the area of user 
modelling where there is a lack of statistical user models based on experience. The model also 
addresses major problems in the area like the start-up problem or the knowledge loss. However, 
the main strength of RTUM is its ability to handle large datasets without decreasing the 
performance. If RTUM comes to fill a gap in the area of statistical user models based on 
experience and addresses some of the problems in this area as the scalability problem, the 
evaluation provided is not only complete but also replicable. The importance of replicable 
evaluations can be noticed after the literature review where no other evaluation framework for 
user modelling was found. Thus, this thesis also provides a standard evaluation framework for 
user modelling. The proposed evaluation framework includes data samples (training set and test 
set), sets of experiments a complete set of metrics to measure during the evaluation and a complete 
study to guarantee that each experiment is statistically significant. This framework is available 
for public use and can be downloaded and then used to evaluate and cross-validate results of 
different models. Additionally, the proposed models have been tested using the evaluation 
framework thus making this evaluation more relevant as it can be easily compared to any other 
model in the area. 
However, the main downside of RTUM user model is the amount of redundant knowledge that 
stores in its knowledge base. As explained before, the universe of users consists of the union of 
all the leaf nodes of the tree with the rest of the nodes being redundant though. While this is a 
clear downside in terms of storage size the performance of the model should not be affected. The 
R-Tree structure enforces a minimum occupation on each node preventing the knowledge base to 
grow dramatically. Thus, while this affects the storage size it won’t have a major impact on the 
performance of the model. Additionally, the proposed models also might suffer from overfitting 
which is another problem in the area of user modelling. The possibility of overfitting exists as the 
criterion used for training the model differs from the criterion used for testing. Overfitting occurs 
due to poor training of the models making the models to memorize from the training sample rather 
than learning to generalize. While this is a relatively rare problem it might affect the models thus 
having to train the models from scratch to avoid overfitting. 
To conclude and summarize, it can be stated that this thesis makes a great contribution to the area 
of user modelling establishing a new paradigm of hybrid user models based on experience that 
can be used across different domains. This new approach also addresses some of the major 
problems in the area as the scalability problem or the start-up problem. Additionally the thesis 
contributes to fill an important gap in the literature supplying a standardized framework to 
evaluate user models irrespectively of their nature and formulation. Thus, user models evaluations 
are no longer incomparable thanks to this new benchmark. 
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7 Future works 
The first future line involves exploring additional algorithms for both models. Although, RTUM 
formulation across different functions has provided competitive results along the experimentation 
the impact of variations on those algorithms is yet to be explored as it is the selection of the best 
formulation for each domain. This thesis aims to provide an innovative model based on a 
completely new structure that addresses major problems in the area. However, exploring different 
algorithms is not the main goal of the thesis while those new formulations can improve the 
predictions though. In this line, more clustering solutions should be explored, the adapted K-
means performed well but other solutions like C-means (Siriporn and Hwajoon, 2009) algorithm 
might improve the performance for certain domains. In addition, new solutions to replace the 
fusion procedure or the matching function can also be explored. Ultimately, self-adaptive 
formulation based on Artificial Intelligence can be seen as the final step in order to get the best 
formulas for each scenario. Although the self-adaptive formulation is the most appealing solution 
it is also the most sophisticated one and time consuming. 
The second line of work proposed covers studying the impact of new thresholds on RTUM user 
model. Along the evaluation a set of thresholds has been analysed but whether some other 
thresholds might improve the performance of the model or not is yet to be analysed. Also 
regarding the parameterization of the models, along the evaluation some questions came up and 
should be explored further. While, the presented evaluation provides an extensive study of 
parameters as K and Kmin supplementary research can be done in order to better understand the 
behaviour of the model regarding those parameters.  
The third future line comes to alleviate one of the weakness of this proposal as it is the overfitting 
problem. To that respect techniques to avoid overfitting can be applied to flag when additional 
training is not resulting in better generalization. 
The next future line involves exploring more domains and specifically different typologies of 
domains. It is certainly true that this thesis explores a good number and typologies of domains 
but further research can be done in order to determine which domains are easier to predict and 
which ones are harder. In line with, the domains diversity, features diversity can also be explored. 
Thus, the impact of biometric features should be studied. Additionally the influence of providing 
ontology support (offline cleaning) to the features has to be explored. Offline cleaning matches 
different terms representing the same concept and therefore improves the quality of the domain. 
Last but not least, further work can be done in the direction of detecting communities within social 
domains. This thesis did a first approach in the direction of detecting communities by providing 
a model that produces a very good clustering to identify those groups within social networks 
domains. However, this line should be further explored and that clustering should be tested against 
other methods such as the minimum-cut method or the modularity maximization. 
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UMTool user manual 
Application tabs 
1. Connection to databases 
2. Training 
3. Inference 
4. Evaluation 
5. Monitoring 
6. About 
7. Console 
 
Connection to databases 
 
 
 
 
 
 
Figure 102 Connection tab 
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1. Target DB connection: enables a connection to the model instance. 
2. Source DB connection: enables a second connection to the raw data. 
3. Source table: table with source data. 
4. Model Setup: Checks whether some model is installed, enables configuration. 
5. Save: Stores permanently the model configuration.  
Model training 
 
 
 
 
1. Max users: Number of user to achieve the model training 
2. Automatic training: Enables training since the source database 
3. Manual training: Enables inserting users manually.  
 
 
Figure 103 Training tab 
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Model Inference 
 
 
 
 
1. Threshold table: Thresholds for the inference. (Use only with “Use thresholds to go 
through the tree”). 
2. User: Selects a user and depicts the user in “User feature”. 
3. Max Iterations: Maximum iterations for the inference. 
4. Mode: Enables changing the inference method, using thresholds or inference on the 
leaves. 
5. Infer: Starts the inference. 
6. Result: Shows inference results. 
 
 
 
Figure 104 Inference tab 
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Model Evaluation 
 
 
 
 
1. User’s generator: Selects the source data connection, “n” random users and fix a random 
feature. 
2. Destination table: Determines the table where users are stored. If the table does not exists, 
creates a new one. 
3. Source users table: Table set in 2. 
4. Result table: Table to store the results yielded by the evaluation. If the table does not 
exists, creates a new one. 
5. Max iterations: Maximum iterations for the evaluation. 
6. Thresholds: Value for the different thresholds starting in the tree level 1 and until the 
level n (leaves). If thresholds are missing evaluation is done on the root. 
7. Mode: Enables using thresholds or doing evaluation on the leaves. 
 
Figure 105 Evaluation tab 
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Monitoring 
 
 
 
1. Model tree: Displays the tree structure. Enables visiting some user or some table of the 
tree structure. 
2. User info: Enables searching by user identifier. Also shows the path in the tree structure 
to reach that user. 
3. Info: Shows model data. 
About 
Information about tool developers 
 
 
 
Figure 106 Monitoring tab 
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Application console 
 
 
 
The application employs one or more consoles to show all the instructions that are executed 
in real time. Errors that happen during the execution will be displayed in red. 
  
Figure 107 Console 
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Glossary 
 Predictive: That is has the ability to infer implicit information. 
 Statistical: Based on statistical formulation 
 Content-based: Based on your own behaviour 
 Collaborative: Based on other like-minded people 
 Probability: Frequency of a result when performing some experiment 
 Certainty: Quality of truth  
 Disk: Permanent storage medium. It contains sectors of some block size, which is the 
minimum accessible unit. 
 Block: The smallest writable and readable unit. Every operation in a file system is done 
over blocks. 
 Partition: Subset of blocks in a disk. A disk may have several partitions. 
 Volume: Collection of blocks on some storage medium. A volume might me some portion 
of the blocks of some disk but it can also cover blocks of several disks. 
 Superblock: Part of a volume where the most critical information is stored. For example, 
the name and the length of the volume. 
 Metadata: General term used to refer to information about something but not directly part 
of it. For example the name of a file is important information but is not part of the file. 
 I-node: Place where metadata of a file is stored. I-nodes also contain pointers to the 
contents of the file. 
 Extent: Also known as block runs, extents are a starting block number and the length of 
the extent. Extents are always contiguous. 
 Attribute: A pair name-value associated. 
 Scalability: An algorithm is scalable if its running time grows (linearly) in proportion to 
the data set size. 
 
 
 
