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A systematic strategy for the calculation of density functionals (DFs) consists in coding informations 
about the density and the energy into polynomials of the degrees of freedom of wave functions. DFs and 
Kohn–Sham potentials (KSPs) are then obtained by standard elimination procedures of such degrees of 
freedom between the polynomials. Numerical examples illustrate the formalism.
© 2011 Elsevier B.V. Open access under CC BY license.Existence theorems [1] for DFs do not provide directly con-
structive algorithms. Fortunately, the Kohn–Sham (KS) method [2] 
spares the construction of a “kinetic functional” and reduces en-
ergy and density calculations to the tuning of a local potential, 
vKS(r). Hence, a considerable amount of work has been dedicated 
to detailed estimates of electronic correlation energies and the cor-
responding KSPs, see for instance [3–5]. Many authors were also 
concerned with representability and stability questions, see for in-
stance [6] and, for calculations in subspaces, see [7] and [8]. For 
cases where the mapping between potential and density shows 
singularities, see [9]. For reviews of the rich multiplicity of deriva-
tions of DFs and KS solutions and their properties, we refer to [10] 
and [11], and, for nuclear physics, to [12].
Local or quasi-local approximations use the continuous inﬁn-
ity of values ρ(r), ∀r, as the parameters of the problem. However,
whether for atoms, molecules or nuclei, a ﬁnite number of pa-
rameters is enough to describe physical situations. For instance, 
Woods-Saxon nuclear proﬁles notoriously make good approxima-
tions, depending only on a handful of parameters, and it is easy 
to add a few parameters describing, for example, long tails and/or 
moderate oscillations of the density. (High frequency oscillations 
are unlikely, for they might cost large excitation energies.) We can 
stress here, in particular, the one-dimensional nature of the radial 
density functional (RDF) theory [13], valid for nuclei and/or atoms, 
isolated, described by rotationally-invariant Hamiltonians; the con-
strained density minimization of energy [14] returns isotropic den-
sities, with radial proﬁles, ρ(r), 0  r < ∞. The number of param-
eters to describe a nuclear density, therefore, can be restricted to 
maybe ∼10 at most; situations with ∼20 parameters are a luxury.
For molecules, shapes are much more numerous, but a ﬁnite, while
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doi:10.1016/j.physletb.2011.07.051large number of parameters, truncating a list of multipoles for in-
stance, still makes a reasonable frame. Practical DFs, therefore, can 
boil down to functions of a ﬁnite number of parameters. Functional 
variations can then be replaced by simple derivatives.
This Letter shows how information about both the density and 
the energy can be recast into polynomials. This allows elimination 
of part of the parameters. Further polynomial manipulations lo-
cate energy extrema. Only density parameters are left. The same 
method gives KSPs. Finally we offer a discussion and conclusion.
Consider a basis of n orthonormalized, single-particle states,
ϕα(rστ), where spin and isospin labels στ will be understood.
The orthonormalized Slater determinants φi made out of the ϕα ’s 
for N fermions make a ﬁnite subspace, of some dimension N ,
in which eigenstates of the physical Hamiltonian H can be ap-
proximated by conﬁguration mixings, Ψ =∑Ni=1(Ci + iC ′i)φi . Here
Ci and C ′i are the real and imaginary parts, respectively, of the 
mixing coeﬃcients, but, in practice, with real matrix elements, 
Hij = 〈φi |H|φ j〉, of the Hamiltonian H , the imaginary parts C ′i van-
ish. Both the energy η and the normalization are quadratic func-
tions of such coeﬃcients,
η =
N∑
i, j=1
CiHijC j,
N∑
i=1
C2i = 1. (1)
Let a†r and ar be the usual creation and annihilation operators at 
position r. Tabulate the matrix elements 〈φ j |a†rar|φ j〉. The density 
corresponding to Ψ is, again, quadratic with respect to the Ci ’s,
ρ(r) =
∑
i j
Ci〈φ j|a†rar|φ j〉C j, (2)
and any parameter that is linear with respect to moments of the 
density is also a quadratic function of the Ci ’s.
Let {Sν(r)}, ν = 1, . . . ,∞, be a complete orthonormal set of
“vanishing average” functions. Namely, the two sets of conditions,
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dr Sν(r) = 0, ∀ν , and,
∫
dr Sμ(r)Sν(r) = δμν , ∀μν , are satisﬁed.
Such sets are easy to ﬁnd; in the case of one-dimensional prob-
lems, including radial ones, they can be implemented by means of
orthogonal polynomials [15,16] and a generalization to more di-
mensions is easy. Then subtract from ρ some reference density,
ρ0, obtained by some approximation relevant for the N fermions.
The difference, ρ = ρ − ρ0, is of a vanishing average, since, by
deﬁnition, both ρ and ρ0 integrate out to N . Then the Fourier co-
eﬃcients,
ν =
∫
dr Sν(r)ρ(r), (3)
deﬁne ρ , as ρ = ρ0+∑∞n=1 ν Sν . As already stated, this expansion
of ρ can be truncated. at some realistic order N ′ , lower than the
number of independent parameters Ci . The ν ’s are quadratic in
the Ci ’s,
ν =
∑
i j
Ci
[∫
dr Sν(r)〈φi |a†rar|φ j〉
]
C j − ρ0ν . (4)
Note the auxiliary numbers, ρ0ν =
∫
dr Sν(r)ρ0(r).
It is then trivial to use the N ′ density constraints, Eq. (4),
and the normalization in Eq. (1), to eliminate, for instance, the
last (N ′ + 1) coeﬃcients Ci . This leaves a polynomial relation,
R(η,1, . . . ,N ′ ,C1, . . . ,CN −N ′−1) = 0, between the energy, the
density parameters, and the remaining coeﬃcients Ci . Finally, the
energy must be minimized with respect to such remaining coeﬃ-
cients, via still polynomial conditions, ∂R/∂Ci = 0, i = 1, . . . ,N −
N ′ − 1. This gives a polynomial relation, E(η,1, . . . ,N ′ ) = 0,
between the energy and the density parameters. This polynomial
E is our “algebraic” DF. It accounts for all contributions to the en-
ergy, both without and with correlations, for only matrix elements
of the full H are used.
The procedure can be further simpliﬁed in the following way.
Let H be the matrix representing the Hamiltonian on an orthonor-
mal basis for a suitable subspace of wave functions, and, similarly,
let, for instance, D1,D2 be the matrices representing two con-
straints selected to parametrize the density, such as, for instance,
two among the parameters (ν + ρ0ν). Set the equation, polyno-
mial in all three variables ε,λ1, λ2,
P (ε,λ1, λ2) ≡ det(H− λ1D1 − λ2D2 − ε) = 0. (5)
Here ε is the free energy, lowest eigenvalue of (H − λ1D1 −
λ2D2), and the λ’s are Lagrange multipliers. It is well known that
∂ε/∂λi = −Di , i = 1,2, where Di ≡ 〈Di〉 is the expectation value
of the corresponding constraint. From Eq. (5) such partial deriva-
tives read, ∂ε/∂λi = −(∂ P/∂λi)/(∂ P/∂ε), i = 1,2, hence two more
polynomial relations are obtained,
Q i(Di, ε,λ1, λ2) ≡ (∂ P/∂ε)Di − (∂ P/∂λi) = 0. (6)
Replace in Eqs. (5), (6) the free energy by its value, ε = η−λ1D1 −
λ2D2, in terms of the energy, η ≡ 〈H〉 and the constraints, D1, D2.
This creates three polynomials in terms of η, D1, D2, λ1, λ2, out
of which λ1, λ2 can be eliminated, for a ﬁnal polynomial equa-
tion, E(η, D1, D2) = 0. This easy Legendre transform generates our
“algebraic DF”. A generalization to any number of quadratic con-
straints is trivial. Such algebraic DFs are not open formulae of the
form, η = F (D1, . . . , DN ′ ), but they provide roots for η at any real-
istic degree of numerical accuracy. Incidentally, they may also give
excited energies and/or spurious ones, a well-known property [17]
of DFs.
For an illustrative toy model, we consider two fermions only
and set the one-body part of H as, K = −d2/(2dr21) − d2/(2dr22) +
(r2 + r2)/2, the sum of two harmonic oscillators, and its two-body1 2part as a translation invariant, separable potential, deﬁned in coor-
dinate representation by
〈
r1r2
∣∣V ∣∣r′1r′2〉
= −V0δ
[(
r1 + r2 − r′1 − r′2
)
/2
]
e−[(r2−r1)2+(r′2−r′1)2]/4
× (r2 − r1)
(
r′2 − r′1
)
/
√
2π. (7)
Then, given the ﬁrst 4 wave functions, ϕ0, . . . , ϕ3, of the one-
dimensional harmonic oscillator, we create, to prepare a conﬁg-
uration mixing, a basis of 4 negative parity Slater determinants.
These read, in a transparent notation, {ϕ0,ϕ1}, {ϕ0,ϕ3}, {ϕ2,ϕ1},
{ϕ2,ϕ3}. We set V0 = 3 for a numerical test. To constrain H , we
choose the second moment operator, r21 + r22 . The matrices repre-
senting H and the constraint in the toy subspace read
H=
⎡
⎢⎣
−1 0 0 0
0 7/4 3
√
3/4 0
0 3
√
3/4 13/4 0
0 0 0 45/8
⎤
⎥⎦ , (8)
and
D =
⎡
⎢⎣
2
√
3/2
√
1/2 0√
3/2 4 0
√
1/2√
1/2 0 4
√
3/2
0
√
1/2
√
3/2 6
⎤
⎥⎦ . (9)
The equations which correspond to Eqs. (5), (6) read
P toy(ε,λ) = −360+ 154ε + 344ε2 − 154ε3 + 16ε4 + 1464λ
+ 1692ελ − 1636ε2λ + 256ε3λ + 725λ2 − 5140ελ2
+ 1408ε2λ2 − 4192λ3 + 3072ελ3 + 2064λ4 = 0,
Q toy(D, ε,λ) = −1464− 1692ε + 1636ε2 − 256ε3 − 1450λ
+ 10280ελ − 2816ε2λ + 12576λ2 − 9216ελ2
− 8256λ3 + (154+ 688ε − 462ε2 + 64ε3
+ 1692λ − 3272ελ + 768ε2λ − 5140λ2
+ 2816ελ2 + 3072λ3)D = 0. (10)
Finally, the substitution, ε = η − λD , followed by the elimination
of λ, generates the desired polynomial equation, Etoy(η, D) = 0.
(This polynomial Etoy is of order 12 in both η and D and is a little
cumbersome for a publication here. It is available to the interested
reader.)
We show in Fig. 1 the contour line, Etoy(η, D) = 0. The ground
state is found at the lowest point of the oval envelope, with co-
ordinates, D = 2, η = −1. The highest and lowest eigenvalues of
H are, 45/8 and −1, and those of D are, 4 ±
√
4+ √15, namely
∼6.81 and ∼1.19. This is conﬁrmed by the extremal points, up,
down, right and left, of the oval. The inside pattern refers to ex-
cited states. The concavity of the lowest part of the envelope and
convexity of its highest part are transparent properties of the the-
ory. They generalize for any dimension of the subspace and any
number of constraints; we tested this generalization with further
toy models. Moreover, when, via embedded subspaces, the dimen-
sion N of the matrices, H,Di , grows while H and the constraints
are kept the same, a growth of the envelope is found and the bot-
tom of the envelope converges towards a limit, as expected. This
gives numerical estimates for an extrapolation of this concave part
towards its limit for N → ∞.
Such concavities should also occur in DF theories with a con-
tinuous inﬁnity of constraints. But they are often diﬃcult to verify,
and are, therefore, overlooked, although they are an important test
of soundness.
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A byproduct of the procedure consists of a polynomial relat-
ing the potential energy to the constraints. Set the Hamiltonian as,
H = h + V , with V = −V0V , where V0 is an interaction strength
and V gives all details of interaction shapes. Nothing prevents
one from considering V0 as a Lagrange multiplier and obtain, via
the polynomial method pushed one step further, a polynomial,
F(〈h〉, 〈V〉, D1, . . . , DN ′ ), linking 〈h〉 to the expectation values of
V and the constraints. A standard result of this Legendre trans-
form is, ∂〈h〉/∂〈V〉 = V0, i.e.,
G(V0, 〈h〉, 〈V〉, D1, . . . , DN ′)
≡ (∂F/∂〈h〉)V0 − ∂F/∂〈V〉 = 0. (11)
Replace, in F and G , the quantity 〈h〉 by η+〈V〉V0. Then eliminate
η and V0 between E and such modiﬁed F and G . This links 〈V〉,
hence 〈V 〉, to the Di . It must be stressed here that now 〈V〉 should
not be minimized with respect to the Di ; rather, those Di values
to be used are those that minimize the total energy η.
A similar argument provides the kinetic energy, or any other
part of η, in the same context of total energy constrained min-
imization. Such results are of interest for a detailed analysis of
corrections induced by correlations.
The direct approach resulting from Eqs. (5) and (6) bypasses
the KS approach. For the sake of completeness, however, we now
show how this theory can handle determinants and also calculate
a KSP. Consider a basis of n single-particle states, ϕα , α = 1, . . . ,n,
a Slater determinant Φ made of N orthonormal orbitals, ψγ =∑n
α=1 cγαϕα , and a Hamiltonian with its one-body and two-body
parts, H = K +V , assuming real matrix elements, Kαβ = 〈ϕα |K |ϕβ〉
and Vαβγ δ = 〈ϕαϕβ |V |ϕγ ϕδ〉. The energy of Φ becomes quartic in
the orbital coeﬃcients, cγα , because of V , and even needs order 6
if three-body forces are introduced, but the N(N + 1)/2 orthonor-
malization constraints and the density remain quadratic. Obviously,
a few parameters constraining the density of Φ , or its difference
from some ρ0, can again be chosen as quadratic in the coeﬃcients
cγα . Elementary eliminations then yield a polynomial relation be-
tween Slater energy and density parameters.
The following toy model, in which the number of free param-
eters reduces to N = 2 and we choose that of density constraints
as N ′ = 1, illustrates the strategy. From the ﬁrst 4 wave functions,
ϕ0, . . . , ϕ3, of the one-dimensional harmonic oscillator, set a Slater
determinant Φ made of one positive and one negative parity or-
bitals,ψ+ = tϕ0 + uϕ2, ψ− = vϕ1 + wϕ3. (12)
One constraint is spared by such orbital parities, which ensure or-
thogonality. Normalization constraints can also be spared if they
are ensured by a “trigonometric” form of the components, t = (1−
a2)/(1+a2), u = 2a/(1+a2), v = (1−b2)/(1+b2), w = 2b/(1+b2),
with both parameters, a,b, real numbers. The density is a Gaussian
modulated by a polynomial,
ρ(r) = π− 12 e−r2(a6r6 + a4r4 + a2r2 + a0), (13)
with two independent coeﬃcients only, because of the two pa-
rameters only, a,b, for Φ . One of the relations between a6, . . . ,a0
is linear, since the integral,
∞∫
−∞
dr ρ(r) = 15
8
a6 + 3
4
a4 + 1
2
a2 + a0 = 2, (14)
must equate to the particle number. The other comes from the
condition that gives the density of Φ ,
|ψ+|2 + |ψ−|2 = π− 12 e−r2
(
a6r
6 + a4r4 + a2r2 + a0
)
. (15)
Insert Eqs. (12) into Eq. (15) and take advantage of the harmonic
oscillator basis states. The density constraint, Φ ⇒ ρ , then means
4 conditions in terms of t,u, v,w ,
4w2/3= a6, t2 −
√
2tu + u2/2 = a0,
2u2 + 4√2/3vw − 4w2 = a4,
2
√
2tu − 2u2 + 2v2 − 2√6vw + 3w2 = a2. (16)
We can use these, Eqs. (16), rather then Eq. (4), for our argument.
In terms of a,b, these Eqs. (16) read
a6 = 16b
2
3(1+ b2)2 , a0 =
1− 2√2a + 2√2a3 + a4
(1+ a2)2 ,
3a4
(
1+ a2)2(1+ b2)2
= 8(3a2 + √6b + 2√6a2b + √6a4b − 6b2 − 6a2b2 − 6a4b2
− √6b3 − 2√6a2b3 − √6a4b3 + 3a2b4),
a2
(
1+ a2)2(1+ b2)2
= 2(1+ 2√2a − 2a2 − 2√2a3 + a4 − 2√6b − 4√6a2b
− 2√6a4b + 4b2 + 4√2ab2 − 4√2a3b2 + 4a4b2 + 2√6b3
+ 4√6a2b3 + 2√6a4b3 + b4 + 2√2ab4 − 2a2b4
− 2√2a3b4 + a4b4). (17)
For the sake of simplicity, we select a6 and a0 as primary, indepen-
dent parameters of ρ and eliminate a,b between those of Eqs. (17)
that give a6,a0,a4. The result,
256− 1024a0 + 1536a20 − 1024a30 + 256a40 − 768a4
+ 1792a0a4 − 1280a20a4 + 256a30a4 + 864a24 − 960a0a24
+ 352a20a24 − 432a34 + 144a0a34 + 81a44 − 4608a6
+ 3840a0a6 − 2048a20a6 + 768a30a6 + 8640a4a6
− 6912a0a4a6 + 2112a20a4a6 − 5184a24a6 + 1296a0a24a6
+ 972a34a6 + 25056a26 − 10944a0a26 + 1824a20a26
− 22032a4a26 + 4752a0a4a26 + 5346a24a26 − 38880a36
+ 6480a0a3 + 14580a4a3 + 18225a46 = 0, (18)6 6
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show that 0 3a6  4 and 0 2a0  3.
The same toy Hamiltonian H as was used to generate Fig. 1
induces the Slater energy,
η ≡ 〈Φ|H|Φ〉
= (t2 + 5u2 + 3v2 + 7w2)/2− V0/8
× [2(4t2 + u2)v2 − 4√3tuvw + (6t2 + u2)w2]
= [2+ 12a2 + 2a4 + 12b2 + 40a2b2 + 12a4b2 + 2b4 + 12a2b4
+ 2a4b4 − V0
(
1− a2 + a4 − 2√3ab + 2√3a3b + b2
− 2a2b2 + a4b2 + 2√3ab3 − 2√3a3b3 + b4 − a2b4 + a4b4)]
/
[(
1+ a2)(1+ b2)]2. (19)
Given H , the DF is deﬁned by the constrained minimization
[14], F [ρ] = MinΦ⇒ρ〈Φ|H|Φ〉, where the constraint, Φ ⇒ ρ , will
now be interpreted as just a constraint Φ ⇒ a6. We motivate this
choice of the maximum degree coeﬃcient by at least two reasons,
namely, i) it is an interesting degree of freedom, since it can be in-
terpreted as a “halo driving” parameter, ii) it will actually turn out
that the ground state corresponds to a6 = 0 (hence, no halo!), this
value 0 interestingly sitting on an edge of the convex domain of
densities; variational calculus at edges of domains are notoriously
challenging. We can, therefore, eliminate b between Eq. (19) and
the ﬁrst among Eqs. (17). This implements the constraint, Φ ⇒ a6,
in a precursor situation before energy minimization with respect
this constrained Φ , whose last free parameter is a. This “precur-
sor” energy is given by
P(η,a6,a)
= 1024+ 12288a2 + 38912a4 + 12288a6
+ 1024a8 + 1536a6 + 12288a2a6
+ 21504a4a6 + 12288a6a6 + 1536a8a6 + 576a26
+ 2304a2a26 + 3456a4a26 + 2304a6a26 + 576a8a26
− 1024η − 8192a2η − 14336a4η − 8192a6η
− 1024a8η − 768a6η − 3072a2a6η − 4608a4a6η
− 3072a6a6η − 768a8a6η + 256η2 + 1024a2η2
+ 1536a4η2 + 1024a6η2 + 256a8η2 − 1024V0
− 5120a2V0 + 4096a4V0 − 5120a6V0 − 1024a8V0
− 576a6V0 + 384a2a6V0 + 384a4a6V0 + 384a6a6V0
− 576a8a6V0 + 144a26V0 + 288a2a26V0 + 288a4a26V0
+ 288a6a26V0 + 144a8a26V0 + 512ηV0 + 512a2ηV0
+ 512a6ηV0 + 512a8ηV0 − 96a6ηV0 − 192a2a6ηV0
− 192a4a6ηV0 − 192a6a6ηV0 − 96a8a6ηV0 + 256V 20
− 512a2V 20 + 768a4V 20 − 512a6V 20 + 256a8V 20
− 96a6V 20 − 480a2a6V 20 + 960a4a6V 20 − 480a6a6V 20
− 96a8a6V 20 + 9a26V 20 + 432a2a26V 20 − 846a4a26V 20
+ 432a6a26V 20 + 9a8a26V 20 = 0. (20)
This is now combined with the energy minimization, ∂P/∂a = 0,
with respect to a, thus eliminating a,Q(η,a6)
= (32+ 24a6 − 16η − 16V0 + 3a6V0)
× (128+ 48a6 − 32η − 8V0 + 3a6V0)
× (4096+ 4608a6 + 1152a26 − 3072η − 1536a6η
+ 512η2 − 2304V0 − 480a6V0 + 216a26V0 + 640ηV0
− 144a6ηV0 + 128V 20 − 144a6V 20 + 63a26V 20
)= 0. (21)
This polynomial Q, Eq. (21), is an algebraic DF for the Slater Φ .
In turn, with a ﬁnal minimization, ∂Q /∂a6 = 0, “with respect to
the density”, actually here w.r.t. the a6 parameter, the polynomial
equation for η reads
S(η) = (η + V0 − 2)(4η + V0 − 16)(8η + V0 − 48)
× (4η + 3V0 − 16)
(
64+ 36V0 − 2ηV0 + V 20
)
× (−1024− 1152V0 + 64ηV0 + 316V 20 − 348ηV 20
+ 47η2V 20 − 264V 30 + 52ηV 30 + 5V 40
)= 0. (22)
An elimination of η between the same conditions, Q = 0 and
∂Q/∂a6 = 0, yields the condition for a6,
a6(3a6 − 4)(3a6V0 − 24V0 − 64)
(
524288+ 491520V0
− 49152a6V0 + 151552V 20 + 46080a6V 20
− 54144a26V 20 + 18432V 30 + 7680a6V 30 − 10152a26V 30
+ 3024a6V 40 − 2961a26V 40
)= 0. (23)
For the numerical illustrations that follow, set V0 = 3. Then
Eq. (21) becomes
(16− 33a6 + 16η)(104+ 57a6 − 32η)
(−1664+ 1872a6
+ 2367a26 − 1152η − 1968a6η + 512η2
)= 0. (24)
For V0 = 3 the lowest root of Eq. (22) is, η = −2.98623. But it
is soon recognized as spurious, because, inserted into Eq. (21),
it returns absurd, negative only values of a6. This is conﬁrmed
by a detailed consideration, in the only allowed domain, 0 
a6  4/3, of the solution branches yielded by Eq. (24), namely
η = −1 + 33a6/16, η = 13/4 + 57a6/12, η = (72 + 123a6 ±√
18496+ 2736a6 − 3807a26 )/64. These are shown in Fig. 2, and
clearly validate the second lowest root, η = −1, of Eq. (22), to-
gether with that root, a6 = 0, of Eq. (23), hence b = 0.
It is then trivial to take advantage of Eq. (19) by inserting
the results, η = −1, b = 0, and obtain, a = 0, hence a0 = 1, then
a4 = 0 and a2 = 2. The optimal density is, therefore, ρ = (1 +
2r2)e−r2/
√
π . Notice, incidentally, that we have ﬁve equations at
our disposal, namely Eq. (19) and Eqs. (17) to directly relate η and
the ai ’s via an elimination of a,b, via polynomial conditions of the
form T (η,a6,a4) = 0, and U(η,a6,a2) = 0, for instance. We veri-
ﬁed that the same set, {a0 = 1,a2 = 2,a4 = 0,a6 = 0}, results from
such a direct use of the values, V0 = 3, η = −1.
While usually many wave functions can give the same den-
sity, this toy model allows the wave function to be identiﬁed. It
is that Slater determinant Φgs made of ϕ0 and ϕ1. This Φgs is, ob-
viously, the ﬁrst two-fermion eigenstate of our K , a sum of two
harmonic oscillators, with eigenvalue, 2 = 1/2 + 3/2. The same
Φgs is also an eigenstate of V , Eq. (7), since in the following Ja-
cobi coordinates, R = (r1 + r2)/2, r21 = r2 − r1, the wave function
of Φgs reads ∝ exp(−R2)r21 exp(−r221/4), while the representation
of V is 〈Rr21|V |R ′r′21〉 ∝ δ(R− R ′) r21r′21 exp[−(r221+r′221)/4], show-
ing an obvious projector on that relative motion expressed by Φgs .
The corresponding eigenvalue is, −V0, hence our result, η = −1,
when V0 = 3. We took great care to verify that the same results
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are obtained if, instead of a6, we use other choices for “density
constraint”, such as the parameter a0, or a moment such as the
second one, a0/2+ 3a2/4 + 15a4/8+ 105a6/16, or the local value
ρ(θ) at some testing point r = θ . Such rearrangements of informa-
tion with respect to the wave function parameters may be of some
interest for questions of physics or numerical convenience, but do
not change the nature of the algebra nor the ﬁnal results. It can
be noted here that what is important for the method is that the
energy and the constraints be polynomials of the parameters. The
fact that, in the toy model, the density is described by a polyno-
mial of r is not essential. It only makes the algebra slightly simpler.
With wave functions more complicated than harmonic oscillator
ones, any choice of moments, or local values of ρ , still makes eli-
gible constraints.
An issue which will arise in all future models using this polyno-
mial method is that the ﬁnal minimization of η must be performed
within a convex domain of densities: what conditions must the
coeﬃcients ai , or those other selected parameters (moments, lo-
cal values, etc.), satisfy to maintain ρ positive? This question was
recently [18] solved by means of the Sturm criterion, for a gen-
eral class of positive functions having positive Fourier transforms.
The criterion gives the number of real roots of a polynomial, and
can be used to ensure that a polynomial has no real roots. As seen
in the toy model, the detailed structure of the calculation can be
a guide to deﬁne the physically acceptable domain of parameters,
see the bounds found for a6 and a0. For more subtle questions
about the topology of acceptable functional spaces of densities and
trial functions, we refer to [19], but will conjecture, without proof,
that here with traditional functions (harmonic, Coulomb) and their
conﬁguration mixings, the positivity of ρ should be suﬃcient.
There is also the question of spurious solutions. The elimina-
tion of that spurious solution found in the Slater toy model turned
out to be trivial. For more complicated systems, spurious solutions
[7,8] might certainly pop up, but an analysis for their detection
remains easy. In particular, for other toy models that we tested,
spurious solutions were found to induce values of physical param-
eters out of their allowed range, and/or even complex values while
only real ones are acceptable. We can insist that the ﬁnal, poly-
nomial equation for the energy, S(η) = 0, can only create a ﬁnite
number of candidate solution branches to be investigated.
This concludes our toy model as a demonstration of a handling
of determinants in this algebraic approach. But we can still takeadvantage of it for a study of the “kinetic Kohn–Sham functional”.
First notice that the “harmonic energy”, 〈Φ|K |Φ〉, and the kinetic
energy of Φ differ by only an explicit functional of the density,
namely half of its second moment,
∫
dr r2ρ(r). The search for a
functional for 〈Φ|K |Φ〉, therefore, is a problem equivalent to that
for the kinetic energy. Set now V0 = 0 in Eqs. (19). The same pro-
gram of elimination that was used for a full energy functional
now returns a simpler, and very transparent, form of Eq. (22),
(η − 6)(η − 4)2(η − 2) = 0. The corresponding version of Eq. (21),
(2η−4−3a6)2(2η−8−3a6)2 = 0, gives η = 2 and η = 4 if a6 = 0.
This means determinants made of {ϕ0,ϕ1} and {ϕ2,ϕ1}, respec-
tively. For a6 = 4/3, at the other edge of the domain, the harmonic
energies are η = 4 and η = 6, with determinants {ϕ0,ϕ3} and
{ϕ2,ϕ3}, respectively.
After this proof that the method is basically the same for de-
terminants as for conﬁguration mixings, we can stress that con-
ﬁguration mixings have the technical advantage that the energy is
quadratic only and permits the short cut described at the stage of
Eqs. (5), (6).
A constructive derivation of KSPs is available. For instance, trun-
cate some single particle basis and let P be the projector upon the
resulting, ﬁnite dimensional subspace for a system of N fermions,
with their Hamiltonian H , or rather now, PHP . Given the kinetic
energy operator T , choose a local potential w0(r), hence a one-
body operator W0 = ∑Ni=1 w0(ri), hence a one-body Hamiltonian
H0 = T + W0, so that the ground state of PH0P , a Slater de-
terminant Φ0, be non-degenerate and providing an approximate
density ρ0 for the system. For any density ρ in the subspace,
the integral,
∫
ρ , of the difference, ρ = ρ − ρ0, vanishes as
already stated. (Here and in the following, the integral sign,
∫
,
means
∫
rd−2 dr depending on the d-dimensional problem under
consideration.) Expand, as already discussed, ρ in a basis of
orthonormal functions Sβ(r), “constrained by vanishing averages”
[15,16], ρ(r) = ∑∞β=1 bβ Sβ(r). Truncate the expansion at some
suitable order N ′ . Again, given a determinant Φ with the parame-
ters cαnm of its orbitals, or given a correlated state, Ψ =
∑
q CqΦq ,
the constraints, Φ ⇒ bβ or Ψ ⇒ bβ , are polynomials of the pa-
rameters. Given H0, the polynomial method returns a polynomial
K(κ,b1, . . . ,bN ′ ) for a reference functional, such that the lowest
root of the equation, K = 0, represents the constrained minimum,
κ ′ = MinΦ⇒b1,...,bN ′ 〈Φ|H0|Φ〉, for the determinants in the sub-
space. In the same way, given the full H , the method gives a
polynomial E(η,b1, . . . ,bN ′ ), the lowest η root of which is the
constrained minimum, η′ =MinΨ⇒b1,...,bN ′ 〈Ψ |H|Ψ 〉, for correlated
states in the subspace. Then it is trivial to derive from K and E a
polynomial, Ω(ω;b1, . . . ,bN ′ ), for the difference, ω = η − κ . The
diagonalization of PHP then reads
∂κ
∂bβ
+ ∂ω
∂bβ
= 0, β = 1, . . . ,N ′. (25)
With the ratio, vβ = −(∂Ω/∂bβ)/(∂Ω/∂ω), representing ∂ω/∂bβ ,
deﬁne the one-body, local potential, v(r) = ∑N ′β=1 vβ Sβ(r). Let
Φ be the ground state of P[H0 + ∑Ni=1 v(ri)]P . Notice that〈Φ|P SβP|Φ〉 = 〈Φ|Sβ |Φ〉. Then the energy E of Φ has derivatives,
∂E/∂vβ =
∫
(ρ + ρ0)Sβ = bβ + bβ0, (26)
because of the orthonormality of the Sβ ’s. The numbers, bβ0 =∫
ρ0Sβ , are easily pretabulated. The quantities, vβ and (bβ + bβ0),
are Legendre conjugates, and, moreover, ∂/∂(bβ + bβ0) = ∂/∂bβ .
The conditions, Eqs. (25), read as the diagonalization for a deter-
minant Φ with the same density ρ as that of the eigenstate Ψ of
PHP . The potential, P(w0+ v)P , is a KSP valid for the subspace,
up to the convergence of the truncation with N ′ terms.
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parametrization of ρ , that deviates from the quasi-local tradition
of the ﬁeld. In every case, our unconventional parametrization of
ρ creates a new zoology of DFs. Nothing of this zoology is known
to us, but its interest is obvious, since manipulations of polyno-
mials and properties of their roots, including bounds, are basic
subjects. Moreover, extrapolations of polynomials, and criticism of
such extrapolations, are easy. The number of available, exactly solv-
able models is huge. It is limited only by computational power. For
nuclei or atoms, the models will be “radial” [13], somewhat sim-
ple. For nuclear physics, our ultimate goal will be to see whether
particle number can be used as a constraint, to generate a mass
formula. For electrons in molecules or extended systems (metals,
thin layers, etc.), however, a necessary algebra of functions of 2
or 3 variables will burden the models. Anyhow, one can always test
whether our polynomials from “smaller” models may remain good
approximations for “larger” ones, if, for instance, scaling proper-
ties can be established. Asymptotic properties of a sequence of “DF
polynomials” might guide towards derivations of more traditional
DFs. In particular, the polynomial models allow comparisons be-
tween the KS and the true kinetic energies of correlated systems.
They also provide explicit terms for those correlation energies due
to interactions.
In conclusion, this algebraic method simpliﬁes density func-
tional theory into energy minimization under ﬁnite numbers of
constraints, under very elementary manipulations of polynomials.
It retains all essential information about the density and all com-
ponents of the energy. In a forthcoming paper, we shall investigate
a more realistic problem than the toy models used for this Letter.Acknowledgements
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