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Superconducting proximity effect in flat band systems
Somayeh Ahmadkhani and Mir Vahid Hosseini∗
Department of Physics, Faculty of Science, University of Zanjan, Zanjan 45371-38791, Iran
We study theoretically proximity-induced superconductivity and its inverse effect in dice lattice
flat band model by considering Josephson junction with an s-wave pairing in the superconducting
leads. Using self-consistent tight-binding Bogoliubov-de Gennes method, we show that there is a
critical value for chemical potential of the superconductors depending on paring interaction strength
over which for undoped normal region the proximity effect is enhanced. Whereas if the supercon-
ductor chemical potential is less than the critical one the proximity effect decreases regardless of
normal region doping and in the meanwhile, the pairing amplitude of superconducting region in-
creases significantly. Furthermore, we unveil that the supercurrent passing through the junction is
large (vanishingly small) when the superconductor chemical potential is smaller (larger) than the
critical value which increases as a function of normal region chemical potential.
I. INTRODUCTION
Proximity-induced superconductivity [1] has gained a
great deal of interest in modern condensed matter physics
recently [2] due to providing feature to generate exotic su-
perconducting correlations in non-superconducting mate-
rials [3]. Indeed, the underlying lattice structure of non-
superconducting materials which is intimately related to
the energy spectrum of materials plays an essential role.
One of the most important characteristics of energy spec-
trum to capture possible correlated states is to provide
the most available states at Fermi energy in which charge
carriers may become unstable and for instance, tend to
the formation of superconductivity [4] at low tempera-
tures.
The combination of crystal symmetry and internal de-
grees of freedom in condensed-matter systems results in
electronic multi-band structures with unique features. In
such systems band crossings occurred at high-symmetry
points or on high-symmetry lines have provided a new
ground to realize free unconventional quasi-particles [5]
without having high-energy counterparts. Moreover, it
has been investigated that multi-band systems can host
Cooper pair with higher total angular momentum [6]. In
particular, band crossings including flat bands exhibit
more exotic pairing symmetries [7, 8] and topological
properties [8, 9].
Dice lattice model [10], known also as T3 lattice [11],
consists of three different sublattices (A, B and C) where
the A and C sites are connected indirectly through the B
sites [top-right panel of Fig. 1]. The effective low-energy
theory of band structure of dice lattice is characterized
by linear dispersive bands touching at the corners of the
Brillouin zone and additional middle perfectly flat band
at zero energy implying triple-band crossings [bottom-
right panel of Fig. 1]. Dice lattice can be realized natu-
rally by three adjacent (111) layers of cubic lattice, such
as the transition-metal oxide SrTiO3/SrIrO3/SrTiO3 tri-
layer heterostructure [12, 13] or artificially in cold atomic
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systems [14, 15]. Note that thin films of perovskite
SrIrO3 have been reported to exhibit metallic behav-
ior [16]. Dice geometry has also been implemented by
Josephson junction arrays [17] which is investigated in
the presence of magnetic frustration [18].
On the other hand, the presence of flat band, result-
ing in localization of single particle states, makes a di-
verging peak in the density of states close to the Fermi
level which usually leads to various correlated quantum
phases such as Ferromagnetic [19, 20], and particularly,
pair condensate phases [20–23]. In the latter case, the
superconducting pairing potential in flat bands is pro-
portional to pairing interaction strength [21], unlike the
exponentially small ones in dispersive band, signaling an
essential enhancement of transition temperature. The
correlated phases of bosons and fermions in the presence
of magnetic flux [24, 25] have been studied for perfectly
flat band systems. Especially, it has been shown that
nonzero Chern number provides a lower bound for su-
perfluid weight in the topological flat band [9]. How-
ever, finite superfluid weight for a flat band with zero
Chern number has geometric origin [26]. Moreover, re-
cent studies show that intrinsic superconductivity in sys-
tems with even partially flat bands can promote super-
conductivity [27, 28] with unconventional pairing poten-
tial [29]. In most of the previous models whose band
structures contain flat bands, intrinsic mechanisms for
the formation of propagating Cooper pairs with either
low-energy effective theory [7, 8, 21, 22, 27] or lattice
model [9, 20, 23, 25, 26, 28, 29] have been investigated.
While there is still a little attention to the penetration
of superconducting correlations from external supercon-
ductors into localized normal states of dice lattice flat
band.
In this work, we explore the possibility of estab-
lishing extrinsic superconducting state in the dice lat-
tice via proximity effect and determine its properties.
We consider superconducting/normal/superconducting
(SNS) Josephson junction on dice lattice with an s-wave
superconducting pairing symmetry. Using self-consistent
tight-binding Bogoliubov-de Gennes (TBdG) formalism,
we reveal proximity effect of superconductivity in the
normal region and its inverse effect for principal orien-
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FIG. 1. (Color online) Left panel: Geometrical schematic of
SNS junction comprising of two s-wave superconducting elec-
trodes deposited on top of a 2D dice lattice. L is the length
of N region between two superconducting leads. Zigzag direc-
tion is along the y direction whereas the system is assumed
to have finite length in the x direction. Upper right panel:
dice lattice structure with A, B and C are sublattices and
dashed lines denote the span of unit cells with indicated their
indices. Lower right panel: low-energy portion of dice lattice
band structure.
tations of dice lattice and uncover the role of flat band
of the spectra. We find that there is a critical value for
chemical potential of the S region above which for un-
doped N region considerable superconductivity can be in-
duced to the N region, particularly, near the junction in-
terface. Oppositely, below the critical value by decreasing
the superconducting chemical potential and approaching
zero, the pairing potential of the S regions increases while
proximity-induced superconductivity in the N region de-
creases and becomes almost independent of the N re-
gion chemical potential. Also, supercurrent is calculated
as functions of phase difference across the junction and
doping levels of both S and N regions. We show, inter-
estingly, that the supercurrent is significant (small) if the
chemical potential in superconductors is smaller (larger)
than the critical value, where the induced pairing magni-
tude is small (large), which increases with the increment
of the N region chemical potential.
II. MODEL AND THEORY
We consider a dice lattice in the xy plane, as shown
in Fig. 1 (left panel), which is in contact with two su-
perconducting leads. The two superconductors are sep-
arated by a length L and, for concreteness, assumed to
have s-wave pairing symmetry. The established super-
conductivity on regions under the leads causes that su-
perconducting pairing correlations would penetrate into
the N region of dice lattice via proximity effect. The to-
tal Hamiltonian of itinerant carriers in the dice lattice
Josephson junction can be modeled within a standard
nearest-neighbor tight-binding description as,
H = Hkin +H∆
Hkin = −t
∑
〈i,j〉,σ
(c†i1σci2σ + c
†
i3σci2σ)+H.c
−
3∑
α=1
∑
i,σ
µ(i)c†iασciασ , (1)
H∆ = −
3∑
α=1
∑
i,σ
U(i)c†iα↑c
†
iα↓ciα↓ciα↑ +H.c,
where c†iασ(ciασ) is electron creation (annihilation) op-
erator of sublattice α with spin σ =↑, ↓ at ith unit cell.
t is the nearest-neighbor hoping energy of electrons and
the parameter U(i) is the on-site attractive pairing in-
teraction. µ(i) is the chemical potential having different
values in the S and N regions. Experimentally, for our
proposed scheme, the chemical potential of each region
can be controlled individually by applying back gate volt-
age located at the bottom of the regions.
Using mean-field approximation, one can decouple H∆
and recast it in the form
HMF∆ = −
3∑
α=1
∑
i,σ
∆(i)c†iα↑c
†
iα↓ +H.c, (2)
where the mean field superconducting order parameter
∆(i) is defined as
∆(i) = −U(i)
3
3∑
α=1
〈ciα↓ciα↑〉. (3)
Following the approach used for bipartite lattices, e.g.,
graphene, in Refs. [30, 31], one can extend its method to
three sublattices case. Thus, the total Hamiltonian can
be diagonalized by using the TBdG formalism through
the Bogoliubov-Valatin transformation [30, 32, 33],


ci1σ
ci2σ
ci3σ

 =
3n∑
ν=1


uνi
yνi
xνi

 γνσ − sign(σ)


vν∗i
zν∗i
wν∗i

 γ†νσ¯,
(4)
where {uν , yν , xν} are electron and {vν , zν , wν} are hole
states in TBdG formalism. γ†ν↑(γν↓) is quasi-particle
creation (annihilation) operator in ν state with spin
direction ↑ (↓). The eigenvalues and eigenvectors of
system can be determined by solving the following
TBdG equations,
∑
i
HMF (i, j)ψν(i) = Eνψν(j), (5)
with
HMF (i, j) = H0(i, j)σz +∆(i)σ+ +∆†(i)σ−, (6)
3where ψν(i) = [uνi , y
ν
i , x
ν
i , v
ν
i , z
ν
i , w
ν
i ]
T is eigenvector cor-
responding to eigenvalue Eν , σ± = (σx±iσy)/2 and σxyz
are Pauli’s matrices. H0(i, j) and ∆(i) are 3×3 matrices
that are defined, respectively, as:
H0(i, j) = µ(i)S0 − t
∑
ξ=±
δi+ξ,jSξ, (7)
∆(i) = ∆U (i)S0. (8)
Here S0 is 3× 3 identity matrix and S± = (Sx± iSy)/
√
2
with Sν(ν = x, y) being angular momentum matrices for
spin 1 states which are given by
Sx =
1√
2


0 1 0
1 0 1
0 1 0

 , Sy = i√2


0 −1 0
1 0 −1
0 1 0

 .
Inserting Eq. (4) into Eq. (3), one can arrive at
the self-consistent order parameter as
∆U (i) =
U(i)
3
3n∑
ν=1
(uνi v
ν∗
i + y
ν
i z
ν∗
i + x
ν
i w
ν∗
i ) tanh(
βEν
2
),
(9)
where β = 1/kBT with kB is Boltzmann constant and
T represents temperature. So by plugging the obtained
eigenvalues and eigenvectors from Eq. (5) into Eq. (9),
the superconducting order parameter can be determined
by iteration. In order to study how superconductivity
penetrates from the S region into the N region, it is con-
venient to define pairing amplitude (PA) [30] as:
FU (i) = −∆U (i)/U(i). (10)
Note that the leakage of Cooper pairs from superconduc-
tors into N region, displayed by FU , plays a key role in
investigating the reduced as well as induced supercon-
ductivity via extrinsic mechanisms.
In what follows, we will assume that the order pa-
rameters of superconducting leads have different phases.
So the supercurrent passing through the N region can
be controlled by the phase gradient over the junction
via the self-consistent process. Using the Heisenberg
equation of motion we can obtain an expression to study
supercurrent given by
I(i) = −e〈dni
dt
〉 = −e i
~
〈[HMF , ni
]〉
= 2et(〈c†1(i−1)c2i〉+ 〈c†2(i−1)c3i〉 −H.c),
(11)
where ni is the particle density at ith unit cell. Usinig
the Bogoliubov-Valatin transformation Eq. (4), the su-
percurrent (11), which implicitly depends on phase dif-
ference between superconducting leads, can be expressed
as
I(i) = 4et
∑
ν
{(Im[xν∗i yνi−1 + uνi−1yν∗i ]F (Eν)
+ Im[wνi z
ν∗
i−1 + v
ν∗
i−1z
ν
i ]F (−Eν)}, (12)
where F (E) is Fermi-Dirac distribution function. Fur-
thermore, to gain insight into the behavior of energy lev-
els we investigate local density of states (LDOS)
LDOSi(E) =
∑
ν
|ψν(i)|δ(E − Eν), (13)
and density of states (DOS)
DOS(E) =
∑
i
LDOSi(E), (14)
for all occupied states of the system.
In the following, without loss of generality, the geom-
etry of zigzag dice nanoribbon is adopted by imposing
open boundary conditions along the x-axis such that the
SNS junction is oriented along the finite length of lattice
with n unit cells (see left panel of Fig. 1). We also apply
Fourier transformation and periodic boundary conditions
along the junction interface, which is taken to be in the
y-direction. Note that though the following results are
presented for the zigzag interface but for the other direc-
tion we performed the calculation and qualitatively the
same results were obtained.
III. RESULTS AND DISCUSSION
Calculating superconducting order parameter self-
consistently, one can obtain PA throughout the junction
to find that how the existence of zero energy flat band
of dice lattice affects on penetrating Cooper pairs from S
to N regions. Throughout the paper U is set to be 1.36
(zero) in the S (N) region of junction, otherwise spec-
ified. Also, the temperature is chosen to be T=10 K.
Moreover, the lattice constant is unity and t is taken as
energy unit. As shown in Fig. 2(a), the normalized PA
(NPA) is plotted in terms of unit cell index for different
values of doping level in the N region with supercon-
ducting doping µS = 1.2. At zero doping level µN = 0,
interestingly, there is an abrupt change of PA about the
interface exhibiting a large peak (dip) on the N (S) side
(see inset of Fig. 2(a)) with the smallest value in the
middle of N region. This is can be attributed to the ex-
istence of an infinitely large DOS at zero energy level of
N region causing a huge leak of Cooper pairs from the
S side into the N side of the junction. As a result, gi-
ant proximity-induced superconductivity [34] takes place
near the interface, contrary to the flat-less band struc-
ture counterparts such as graphene Josephson junction
[35]. Furthermore, by increasing the µN , the PA declines
arising from the decrease in DOS for the N region. This
is due to transition of Fermi level from the flat band to
the conic band. With a further increase in µN once again
the values of PA increase with almost uniform magnitude
throughout the N region owing to approaching van Hove
singularity level of the N region. Consequently, the pos-
sibility of Copper pairings in the vicinity of the interface
at zero doping µN = 0 is more than other levels.
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FIG. 2. (Color online) (a) NPA vs. lattice unit cells for
different doping levels of N region with µS = 1.2, L = 50 and
50 unit cells for S regions. (b) NPA in term of doping levels
of the S regions for different unit cells near the SN interface
on the S side i=48, 49, 50 and on the N side i=51, 52, 53 with
µN = 0.9.
The position of the Fermi level seems to be significant
in both regions. So, the dependence of PA on µS for some
unit cells around the SN interface including both S (i ≤
50) and N (51≤ i ≤ 100) regions with doped N region is
shown in Fig. 2 (b). Importantly, one finds that there is
a critical value µ∗S = 0.35t for the chemical potential of S
region, indicated by vertical dashed line, below which the
PA decreases from relatively high values on the S side,
similar to the superconducting surface state in rhombo-
hedral graphite [27], and takes almost small constant val-
ues on the N side. While over the critical value the PA
slightly increases and then saturates in the S region and
at the same time, in the N region, it increases slowly. Re-
markably, the above-mentioned behavior for the S region
is in contrast to bulk superconductivity of conventional
materials where by decreasing µS the pairing potential
decreases and eventually vanishes at µS = 0, except for
high enough values of U [36]. As a result, although the
order parameter has the highest value for the lowest value
of µS establishing strong superconductivity Cooper-pair
leaking distance, i.e., direct and inverse proximity effect,
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FIG. 3. (Color online) NPA along the junction as function of
µS in three different doping levels of N region as; first row: no-
doping (µN = 0), second row: moderated doping (µN = 0.6)
and third row: high doping (µN = 1.2) for short L=10 (left
column) and long L=50 (right column) junctions.
becomes small (see also Fig. 3). This feature is very dif-
ferent from that of an ordinary SN interface [37] and will
be further discussed below.
To get a full view of the behavior, the density plots of
NPA as functions of lattice sites and doping levels of the
S regions are represented in Fig. 3 for different values of
µN and for short [Fig. 3 (a)-(c)] and long [Fig. 3 (d)-
(f)] junctions. One observes that for S chemical potential
smaller than the critical one the proximity effect and its
inverse effect are not only small but also unaffected by
changing the µN . Besides of critical value of µS , which
is already discussed above, there are some visible oscilla-
tions in the S region above the µ∗S depending on the junc-
tion length L and µN . For µN = 0 the short [Fig. 3 (a)]
and long [Fig. 3 (d)] junctions exhibit the oscillations.
But for µN = 0.6 the oscillations in the long junction
[Fig. 3 (e)] are rather spoiled out compered to the short
junction [Fig. 3 (b)]. The oscillations become further
damped for both short and long junctions in µN = 1.2
[Fig. 3 (c) and Fig. 3 (f)]. This behavior can arise as a
consequence of the combination of finite size effects and
the Fermi level difference between both regions.
In order to trace back the origin of critical chemical po-
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FIG. 4. (Color online) (a) DOS as a function of S region
potential. Below µ∗S , indicated by horizontal dashed line, the
superconducting gap splits the flat band developing singular
DOSs at both edges of the gap. (b) Dependence of critical
chemical potential µ∗S on the pairing interaction amplitude.
tential µ∗S , we studied LDOS of the S regions giving rise
almost uniform states throughout the S region. Thus,
the DOS of S region which can demonstrate available
states as functions of E and µS is represented in Fig.
4 (a). One finds that as the S chemical potential is lo-
cated near or at the flat band, the superconducting gap
in the Fermi level can split the flat band into two flat
bands making an extremely sharp coherent peak at the
superconducting gap edges. Moreover, if the magnitude
of doping levels is larger than |µ∗S |, the flat band is far
away from the superconducting gap quenching its contri-
bution to superconductivity. Instead, in such situation,
only the dispersive bands with finite Fermi surface would
participate in Cooper pairings leading to a weak pairing
potential.
Inspection above requires that the remaining parame-
ter, namely pairing interaction U may be responsible for
the values of the critical chemical potential µ∗S . Due to
dependence of gap width on the pairing interaction U the
range of energies, specifying µ∗S , for which the flat band
lies inside the gap is associated with U. We calculated
the dependence of µ∗S on pairing interaction U as shown
in Fig. 4 (b). µ∗S increases from zero quadratically with
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FIG. 5. (Color online) Supercurrent as functions of phase
difference and the S region chemical potential for (a) µN = 0
and (b) µN = 0.9 with L = 50.
the paring interaction U so that strong superconductivity
can be revealed by even a small U.
Correspondingly, one may expect that the Josephson
current manifests spectacular behaviors due to the ex-
istence of flat band in the band structure of S and N
regions. For studying the flat band effects on the super-
current, we put the phase φ (zero) to the outermost of
left (right) superconducting lead and calculate phase dif-
ference ∆φ across the N region self-consistently as well as
supercurrent. In Fig. 5, the supercurrent as functions of
phase difference ∆φ and doping levels in the S region is
plotted with µN = 0 [panel (a)] and µN = 0.9 [panel (b)].
In both panels, the supercurrent has a maximum value
below the µ∗S = 0.35 implying that in the range of µS
where the induce PA in the N region is small the pairing
induced supercurrent is large and vice versa. This re-
sult can be understood as a consequence of establishing
strong superconductivity below the µ∗S in the S regions
providing much more bound states carrying the supper-
current through the junction. In contrast, for µN = 0.9
the range of supercurrent has larger value [Fig. 5 (b)]
than that of µN = 0 case [Fig. 5 (a)]. Therefore, the su-
percurrent as well as superconductivity can be controlled
electrically by using a small gate voltage [38].
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FIG. 6. (Color online) Supercurrent as functions of phase
difference and the N region chemical potential for (a) µS = 0
and (b) µS = 0.9 with L = 50.
On the other hand, the dependence of supercurrent on
the phase difference ∆φ and on the chemical potential
of the N region with µS = 0 and µS = 0.9 is depicted
in Fig. 6 (a) and Fig. 6 (b), respectively. The super-
current increases from zero by increasing µN . Obviously,
when the µN increases the available quasi-particle states
which carry the suppercurrent increase. However, the
maximum of supercurrent for µS = 0 takes place in a
large phase difference but for µS = 0.9, the supercur-
rent is overall small with a maximum in smaller phase
differences. Moreover, from both Figs. 5 and 6 it can
be noticed that the phase difference across the N region
cannot reach to large values provided both µN and µS
have large values which is consistent with the previous
studies [30].
The evolution of ∆φ with respect to µS for different
φ with µN = 0 and µN = 0.9 is plotted, respectively, in
Fig. 7 (a) and Fig. 7 (b). Below the critical chemical
potential, the ∆φ remains almost unchanged as a func-
tion of µS except for near the µ
∗
S . Whereas above the µ
∗
S
the phase difference values decrease slightly (strongly) for
µN = 0 (µN = 0.9) as shown in Fig. 7 (a) (7 (b)). These
behaviors indicate that the absence of supercurrent for
µS > µ
∗
S (see Fig. 6) is mainly due to the lack of bound
states rather than the small phase difference.
∆φ
/pi
0
0.25
0.5
0.75
µ   = 0.0N(a)
µ
∆φ
/pi
0 0.2 0.4 0.6 0.8
0
0.25
0.5
0.75
φ = 0.0
φ = 0.1
φ = 0.2
φ = 0.3
φ = 0.4
φ = 0.5
φ = 0.6
φ = 0.7
φ = 0.8
φ = 0.9
µ   = 0.9N
S
(b)
FIG. 7. (Color online) Phase difference as a function of the
S region chemical potential for (a) µN = 0 and (b) µN = 0.9
with L = 50.
IV. SUMMARY
In this work, we investigated the superconducting
proximity effect in heterostructure SNS involving an s-
wave superconductor and a non-superconducting mate-
rial based on dice lattice model containing flat band in
their band structures. Using self-consistent TBdG ap-
proach, we found that there is a critical value for super-
conducting chemical potential depending on pairing in-
teraction strength and determining a crossover between
considerable and vanishingly small proximity effect. Be-
low the critical chemical potential because of coinciding
the Fermi level on the flat band in the S region and
subsequently, splitting the flat band both direct and in-
verse proximity effect decrease insensitive to the N region
Fermi level. When the S region chemical potential is
greater than the critical value the flat band lies far away
from the superconducting gap so that only conic band
hosts Cooper pairs resulting in weak superconductivity.
In this case, for undoped N region there is a large leak
of Cooper pairs from superconductors into the N region,
exhibiting a large peak near the interface owing to very
large DOS in the N region. Moreover, for doped N region
the proximity effect at first decreases and then increases
as the doping level raises. However, by increasing µN , the
7supercurrent increases from zero. But with increasing
µS , the supercurrent decreases from considerable value
till the superconductor chemical potential reaches to the
critical chemical potential and for µS > µ
∗
S , it reduces
to vanishingly small values. This allows for controlling
the system features such as direct and inverse proximity-
induced superconductivity and supercurrent simply using
electric fields.
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