Computing infrastructure in order to deliver mobile logistic services with high quality of service and adaptation to the dynamic nature of logistic operations.
INTRODUCTION
Logistic operators deliver goods to customers; the optimization of quality of service, e.g., on-time delivery and cost delivery is of major concern in this domain; this necessitates the optimization of truck loading and vehicle routing. The nature of logistic applications is dynamic, e.g., good delivery orders or cancellations may occur at any time; transportation difficulties may also occur at any time; these vicissitudes may be due to vehicle faults, traffic jam or particular weather conditions. A Logistic Mobile Application (ALMA) proposes a mobile, real time, IoT-based solution in order to take into account the dynamic nature of logistic problems and to optimize the quality of service. Mobile devices like smart phones are used to report good delivery occurrences and incidents like an engine fault or a traffic jam; they are also used in order to launch computations related to the solution of a resulting routing problem on computing infrastructures in order to cope with incidents in real time. The ALMA project relies on a new High Performance Computing (HPC) infrastructure that makes use of clusters, grids and peer-to-peer networks via a broker that takes into account computational need and machines availability. We note that the peer-to-peer concept has known great developments with file sharing applications like Gnutella [1] or FreeNet [2] . Recent advances in microprocessors architectures, e.g., the generalization of the concept of parallelism and advances in high bandwidth networks permit one to consider high performance peer-to-peer computing as an economic and attractive solution. The ALMA project relies also on new optimization algorithms for the solution of combined truck loading and vehicle routing problems.
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Section II deals with logistics. We present the global ALMA architecture in section III. In particular, we detail the communication infrastructure and the HPC infrastructure. A first series of computational results is presented in Section IV. Finally, conclusions and future work are treated in section V.
II.
LOGISTICS
Logistic applications are difficult problems; most of them are NP-complete problems (see [3] to [7] ). The ALMA logistic application considers combined truck loading and vehicle routing problems. Treatment of vehicle routing problems in conjunction with truck loading is very attractive in just-in-time distribution context; indeed the stock can be close to zero (no stock). This technique is used more and more in mass-market retailing and car manufacturing. In spite of the advantages of just-in-time distribution and in particular its influence on cost reduction; it may generate weakness in the logistic chain in case of failure; hence the necessity to treat dynamically and as quickly as possible the events that may perturb the correct working of the logistic chains.
Treatment of vehicle routing problems in conjunction with truck loading has been studied in the literature (see [3] to [6] ). The ALMA logistic application concentrates also on dynamic logistic problems whereby dynamicity results from new orders, cancellations, as well as traffic incidents that may occur at any time; this leads to extremely difficult problems. Our approach is essentially based on the approximate solution of truck loading problems via strip generation and beam search (see [7] to [9] ); vehicle routing problems are solved via Ant Colony Optimization (ACO) [10] . The approach relies on parallel and distributed computing via several types of architectures, e.g., clusters, grids or peer-to-peer infrastructures since those problems are difficult to solve.
III.
GLOBAL ALMA ARCHITECTURE
The ALMA logistic application relies on two infrastructures: a communication infrastructure and a HPC infrastructure. Fig. 1 displays the infrastructures of the mobile application ALMA.
A. The communication infrastructure
Goods to be delivered are identified by tags. When a good is delivered, the transporter scans the tag and transmits the information in real time to the logistic centre with a smart phone connected to the Internet via a 3G connection. The mobile application is based on the existing telecommunication infrastructure. Similarly, the transporter informs the centre in real time of traffic incidents, like road closed and traffic jam. In case of problems, e.g. traffic incidents, the proposed initial route may not be valid. Thus the transporter uses also the mobile application to ask for a new route. The request for a new route is transmitted to the broker of the HPC infrastructure.
B. The HPC infrastructure 1) The broker
The broker is designed in order to select a convenient HPC infrastructure among several available parallel or distributed architectures. These architectures may be clusters, grids or peer-to-peer networks. For a given instance of vehicle routing problem and method, the broker selects also a convenient topology and number of machines. This represents an evolution in comparison with the approach presented in [11] . The main goal of the broker is to select a computing infrastructure that satisfies the real time constraints of the application. Vehicle routing solution requests are associated with a deadline for result reception so as to limit vehicle idle time since computation time that are too long lead to a blocking of the logistic application. We note that if the infrastructure selection is not convenient, then a suboptimal solution far from the optimum will not be appropriate.
Two main phases can be considered for brokering: first, the supervision of available resources, e.g. clusters, grids or peerto-peer networks. Secondly, the prediction of computation time for the considered problem and selected method. We note that these steps can be iterated several times in order to improve prediction. Reference is made to [12] to [14] for previous work on performance prediction of HPC applications on distributed computing infrastructures.
2) The environment for computing
The environment for computing is an extension of P2PDC (see [11] ). Reference is also made to [15] and [16] for more details and extensions of P2PDC. We recall that P2PDC was originally designed as a decentralized environment for peer-topeer High Performance Computing; P2PDC is particularly devoted to task parallel applications. P2PDC is intended in particular to scientists who want to solve numerical simulation problems or optimization problems via distributed iterative methods that lead to frequent direct data exchanges between peers. P2PDC relies on the use of the P2PSAP self adaptive communication protocol [17] (see Fig. 2 ) and a reduced set of communication operations (P2Psend, P2Preceive and P2Pwait) in order to facilitate programming. The programmer cares only about the choice of distributed iterative scheme of computation (synchronous or asynchronous) that he wants to be implemented and does not care about the communication mode between any two machines. The programmer has also the possibility to select a hybrid iterative scheme of computation, whereby computations are locally synchronous and asynchronous at the global level. P2PSAP chooses dynamically the most appropriate communication mode between any two peers according to a decision taken at application level like scheme of computation and elements of context like network topology at transport level. In the hybrid case, the communication mode between peers in a group of machines that are close and that present the same characteristics is synchronous and the communication mode between peers in different groups is asynchronous. The decentralized environment P2PDC is based on a hybrid topology manager and a hierarchical task allocation mechanism which make P2PDC scalable. We note that the P2PSAP communication protocol was designed first as an extension of the CTP transport protocol [18] based on the CACTUS framework which uses the concept of microprotocols (see [19] ). The CTP protocol includes a wide range of micro-protocols including a small set of basic micro-protocols like Transport Driver, Fixed Size or Resize and Checksum that are needed in every configuration and a set of micro-protocols implementing various transport properties like acknowledgements, retransmissions, error correction and congestion control. The P2PSAP communication protocol takes into account Ethernet and Infiniband clusters. Reference is also made to [20] for details on peer-to-peer computing.
IV.
EXPERIMENTAL RESULTS
We consider here loading problems and present preliminary experimental results obtained for a 2D cutting stock problem solved with a two-stage two-dimensional method based on strip generation and beam search via the decentralized environment P2PDC on the Grid 5000 testbed. Reference is made to [21] and [22] for details on the two-stage two-dimensional method based on strip generation and beam search. A maximum of twenty processors were allocated to this particular problem. We note that the number of active processors varies according to the evolution of the algorithm, i.e. the need of computing resources to treat in parallel the problem. In the beginning, the solution needs few computing resources since the number of nodes to explore is small. The number of processors increases with the time (since more and more nodes to explore are created) till the limit is met, i.e., the maximum number of twenty processors that were allocated to the solution of this problem. Finally, the number of active processors decreases since the number of nodes to explore decreases.
Obtaining a good approximation of the best solution at a given processor and communicating it to other processors permits one sometimes to decrease dramatically the need for computing resources. This is what we observe when the number of processors decreases suddenly from twenty to fifteen. Nevertheless, we observe that the number of needed computing resources may increase for a while before finally tending to zero at the end of the computation. Three cases are considered: a case with a maximum number of six machines (diamonds), a case with maximum number of ten machines (squares) and finally a case with twenty machines (triangles). We note that in general, the more processors are allocated, the smaller the solution time.
Reference is made to [23] and [24] for details on peer-to-peer distributed algorithms for 2D Cutting stock problems. The reader is also referred to [25] for distributed branch and bound on peer-to-peer networks.
V.
CONCLUSIONS
In this paper, we have presented the logistic mobile application ALMA that is based on the Internet of Things. ALMA addresses dynamic logistic problems whereby new orders or cancellation, as well as traffic incidents may occur at any time. The ALMA application permits one to communicate in real time the information regarding delivery of goods.
The logistic application ALMA combines a communication infrastructure and a parallel / distributed computing infrastructure in order to obtain rapidly new routes for transporters that deliver goods to customers in case of incidents like traffic jam. The HPC infrastructure makes use of a broker to select the convenient parallel / distributed architecture as well as the number of computing resources to perform computations according to a fixed deadline. Clusters, grids or peer-to-peer infrastructures can be selected among a pool of available parallel / distributed infrastructures. The computing infrastructure makes use of the High Performance Computing decentralized environment P2PDC in order to facilitate its use.
The mobile application ALMA addresses also combined truck loading and vehicle routing problems that lead to very complex optimization problems. A first series of computational experiments for cutting stock problems solved on Grid 5000 has been presented and analyzed in the paper. In particular, this permits one to illustrate the interest of the proposed approach.
We are presently extending the decentralized environment P2PDC for high performance distributed computing to Myrinet clusters and infrastructures combining Infiniband, Myrinet and Ethernet networks. We plan also to extend the P2PDC environment to heterogeneous architectures combining multicore CPUs and GPUs. Self organization of machines for deployment and efficiency purposes or for insuring everlastingness of applications in hazardous situations or in the presence of faults will be also studied.
