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Analytic continuation of the kite family
Christian Bogner, Armin Schweitzer and Stefan Weinzierl
Abstract We consider results for the master integrals of the kite family, given in
terms of ELi-functions which are power series in the nome q of an elliptic curve.
The analytic continuation of these results beyond the Euclidean region is reduced to
the analytic continuation of the two period integrals which define q. We discuss the
solution to the latter problem from the perspective of the Picard-Lefschetz formula.
1 Introduction
In this talk, we consider the family of Feynman integrals associated to the kite graph,
shown in fig. 1 (c). Certain master integrals of this family have recently served as
interesting showcases for the problem that multiple polylogarithms are not always
sufficient to express the coefficients of Feynman integrals in the Laurent expansion
in ε of dimensional regularization. Elliptic generalizations of (multiple) polyloga-
rithms can be used to express these integrals instead. In [5] a way to recursively
obtain the master integrals of this family to arbitrary order in ε was presented for
the Euclidean kinematic region. This computation and previous related work on the
sunrise integral [6–9] rely crucially on properties of an underlying elliptic curve and
its periods, which were pointed out in [17]. The results for the master integrals of
the kite family are expressed in terms of a class of functions defined in [9] as power
series in the nome q of this elliptic curve. Alternative expressions in terms of iter-
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ated integrals of modular forms were found in [12] and results for the first order of
the Laurent expansion were previously derived in [42].
Here we focus on the analytic continuation of the results for the kite family [18]
beyond the Euclidean region. By considering the periods of the underlying ellip-
tic curve, we can reduce the analytic continuation of the Feynman integrals to the
question how cycles on the elliptic curve behave under the variation of a kinematic
invariant. The answer to this question is then very simple and can be deduced from
an application of the Picard-Lefschetz formula [35], as we want to emphasise with
this presentation. In this way we arrive at analytic results for the master integrals
which can be evaluated numerically at any real value of the kimematic invariant, the
singular points being the only exceptions.
Under certain conditions, which are met in our problem, the Picard-Lefschetz
formula determines the variation undergone by integration domains when an un-
integrated variable of the integral is sent on a path in the complex plane around a
value, where a pinch singularity of the integral occurs. It was known for a long time
that at least in some well behaved cases, the formula would apply to Feynman in-
tegrals and predict their analytic structure. With this motivation in mind, the theory
was extended by Fotiadi, Froissart, Lascoux and especially by Pham [29, 38, 39]
in the sixties, using results of Thom [44] and Leray [36]. Related literature from
the sixties and seventies shows that already for rather simple Feynman integrals a
practical application of Picard-Lefschetz theory is far from trivial.
Since then, other methods to determine the analytic properties of Feynman inte-
grals have become more important. Cutkosky rules predict the discontinuities in a
handy, graphical way in terms of cut-integrals. Furthermore, if the Feynman integral
can be computed in the Euclidean region in terms of sufficiently well-known func-
tions such as multiple polylogarithms, the analytic continuation to other regions can
be deduced from the analytic properties of these functions. However, the mentioned
theory framework around the Picard-Lefschetz theorem seems to experience new
attention in the recent literature on Feynman integrals. Extended Picard-Lefschetz
theory was used in a recent proof of the Cutkosky rules in [16]. Furthermore, in
a series of articles [2–4] which employs Leray’s residue theory for the definition
of cut integrals, it is suggested that the discontinuities play a crucial role in a con-
jectured co-product structure on Feynman integrals, motivated from the co-product
on polylogarithms. We take these recent developments as additional motivation to
emphasise the role of homology in our application.
Our presentation is organized as follows: In the next section, we review the fam-
ily of Feynman integrals associated to the kite graph and its underlying family of
elliptic curves. In section 3 we reduce the problem of the analytic continuation of
the master integrals of the kite family to the question how the periods of the ellip-
tic curve behave under a particular variation of a kinematic parameter. Section 4
discusses the latter problem as an application of the Picard-Lefschetz formula.
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2 The kite family and its elliptic curve
We consider the family of Feynman integrals associated to the kite graph of fig. 1 (c).
The same particle mass m is assigned to each of the three solid internal edges while
the propagators drawn with dashed lines are massless. The graph has one external
momentum p and we define t = p2. The integrals of this family in D-dimensional
Minkowski space are
I (ν1,ν2,ν3,ν4,ν5) = (−1)ν
∫ dDl1dDl2(
ipi
d
2
)2 5∏
i=1
D−νii
with inverse propagators D1 = l21 −m2, D2 = l22 , D3 = (l1− l2)2−m2, D4 = (l1−
p)2, D5 = (l2− p)2−m2 and ν = ∑5i=1 νi. The integration is over loop-momenta
l1, l2. These integrals are obviously functions of D, t and m2 which is suppressed in
our notation. By integration-by-parts reduction, the integrals of this family with νi ∈
Z can be expressed as linear combinations of eight master integrals, which can be
chosen as I(2,0,2,0,0), I(2,0,2,1,0), I(0,2,2,1,0), I(0,2,1,2,0), I(2,1,0,1,2),
I(1,0,1,0,1), I(2,0,1,0,1), I(1,1,1,1,1). The first five of these integrals can be
expressed in terms of multiple polylogarithms [30, 31]
Lin1,...,nr(z1, ...,zr) = ∑
j1> j2>...> jr>0
z j11 ...z
jr
r
jn11 ... j
nr
r
for |zi|< 1.
The latter three integrals correspond to the graphs in fig. 1 respectively. For the
computation of these inegrals, multiple polylogarithms are not sufficient. In partic-
ular the sunrise integral I(1,0,1,0,1) has been essential in recent developments to
extend the classes of functions applied in Feynman integral computations beyond
multiple polylogarithms. We refer to [1,10,11,13–15,20–26,37,40,41,43] for some
of these recent developments in quantum field theory and string theory.
The master integrals of the kite family can be computed by use of the method of
differential equations, deriving a system of ordinary first-order differential equations
in the variable t. It was shown in [5, 42] that certain changes of the basis of master
integrals simplifies the system of equations and in [13] it was shown that by a non-
algebraic change of variables, the system can even be written in canonical form [32].
Results for the master integrals were given in terms of elliptic generalizations of
(multiple) polylogarithms. In [5] it was shown that in the Euclidean region where
t < 0 the master integrals can be expressed in terms of functions
ELin;m(x;y;q) =
∞
∑
j=1
∞
∑
k=1
x j
jn
yk
km
q jk =
∞
∑
k=1
yk
km
Lin(qkx), (1)
and multi-variable generalizations
ELin1,...,nl ;m1,...,ml ;2o1,...,2ol−1 (x1, ...,xl ;y1, ...,yl ;q)
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=
∞
∑
j1=1
...
∞
∑
jl=1
∞
∑
k1=1
...
∞
∑
kl=1
x j11
jn11
...
x jll
jnll
yk11
km11
..
ykll
kmll
q j1k1+...+ jlkl
∏l−1i=1 ( jiki+ ...+ jlkl)
oi
(2)
to all orders in ε = (4−D)/2. Results in terms of iterated integrals over modular
forms were derived in [12]. For the purpose of this presentation, aiming at the an-
alytic continuation of the results beyond the Euclidean region, the precise shape of
the results for the master integrals is not relevant. The following discussion merely
uses the fact that up to simple prefactors the results can be expressed as power series
in q = q(t) which is the nome of a family of elliptic curves, with the parameter of
the family being the kinematic invariant t.
Figure 2: A set of master integrals for the kite family. A dot on a propagator indicates, that
this propagator is raised to the power two. The graphs correspond to the following integrals
(from upper left to lower right): I2,0,2,0,0, I2,0,2,1,0, I0,2,2,1,0, I0,2,1,2,0, I2,1,0,1,2, I1,0,1,0,1, I2,0,1,0,1
and I1,1,1,1,1. We use a linear combination of these master integrals as a basis.
define
t = p2. (5)
For the convenience of the reader, we will suppress the dependence of the integrals on the mass
m and the scale µ in the following and we write instead
Iν1ν2ν3ν4ν5(D, t) = Iν1ν2ν3ν4ν5(D, t,m
2,µ2). (6)
There are eight master integrals. A set of master integrals is shown in fig. (2). It will be conve-
nient to use linear combinations of the integrals shown in fig. (2) as a basis for the kite family in
D= 4−2ε space-time dimensions. We will use the basis
I1 (D, t) = (D−4)2 I20200 (D, t) ,
4
(a) (b) (c)
Fig. 1 The sunrise graph (a), the sunrise with one raised index (b), and the kite graph (c).
This family of elliptic curves is derived from the sunrise integral I(1,0,1,0,1)
following [17]. The second Symanzik polynomial reads
F =−x1x2x3t+m2 (x1+ x2+ x3)(x1x2+ x2x3+ x1x3) .
A change of variables transforms the equation F = 0 to the Weierstrass normal
form
y2 = 4(x− e1)(x− e2)(x− e3)
with the three roots
e1 =
1
24
(
−t2+6m2t+3m4+3(m2− t) 32 (9m2− t) 12)
e2 =
1
24
(
−t2+6m2t+3m4−3(m2− t) 32 (9m2− t) 12)
e3 =
1
24
(
2t2−12m2t−6m4)
of the cubical polynomial in x, satisfying e1 + e2 + e3 = 0. The family of elliptic
curves degenerates at the values 0, m2, 9m2, ∞ of the parameter t. In the Euclidean
region t < 0 the three roots are real and separated as e1 > e3 > e2. Here we define
the period integrals
ψ1 = 2
∫ e3
e2
dx
y
, ψ2 = 2
∫ e3
e1
dx
y
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which evaluate to
ψ1 =
4
(m2− t) 34 (9m2− t) 14
K(k), ψ2 =
4i
(m2− t) 34 (9m2− t) 14
K(k′)
with the complete elliptic integral of the first kind
K(k) =
∫ 1
0
dt√
(1− t2)(1− k2t2) (3)
where the modulus k and the complementary modulus k′ are given by
k =
e3− e2
e1− e2 , k
′2 = 1− k2 = e1− e3
e1− e2 .
With these periods we introduce
τ =
ψ2
ψ1
, q = eipiτ .
The mentioned results of [5] for the eight master integrals in the Euclidean are
expressed in terms of the functions of eqs. 1 and 2 with the nome q. Up to simple
general prefactors involving the first period ψ1, this is their only dependence of the
kinematic invariant t.
3 Analytic continuation
Re(t)
Im(t)
m2 9m2
I II III IVC0 C1 C9
Fig. 2 Variation contour in the complex t-plane.
The previous section has shown that the analytic continuation of the eight master
integrals of the kite family can be reduced to the analytic continuation of the two
period integrals ψ1,ψ2. We are interested in the analytic behaviour of the periods
ψ1,ψ2 as t varies along the real axis beyond the Euclidean region. As singular points
and branch cuts of the period integrals correspond to real values of t, we consider the
variation of t in the complex t-plane and shift the contour of this variation slightly
away from the real axis by Feynman’s prescription t→ t+ iδ . Here δ is small, real,
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positive and sent to zero in the end for evaluations on the real axis. We choose the
contour such that it furthermore circumvents the singular points in small half circles.
Fig. 2 shows the contour of the variation of t.
Re(k2)
Im(k2)
III
III
IVC0
C1
C9
Re(k′2)
Im(k′2)
I II
III
IV C0
C1
C9
Fig. 3 Variations in the complex plane of k2 and k′2.
In order to discuss the branch cut behaviour of the periods, it is furthermore
useful to consider the complete elliptic integral of the first kind in eq. 3 as a function
of k2 and note that it has only one branch cut [1,∞[ in the complex k2-plane. We
study the question, where along the variation of t this branch cut is crossed for the
two periods. Fig. 3 shows the behaviour of k2 and k′2 as t is varied along the contour
of fig. 2. We notice that k′2 does not cross the branch cut of the complete elliptic
integral at all. The variable k2 crosses the branch cut only once. This happens as t
is varied on the half circle C1 around the singular point t = m2. Therefore it is this
piece of the contour of t along which we have to study the behaviour of the first
period ψ1 more closely.
The three quarters of the circle which k2 takes in fig. 3 may be deformed to a full
circle for convenience. In order to study this variation, we consider the Legendre
form
y2 = x(x−λ )(x−1)
of the family of elliptic curves, where λ = k2. As t varies along C1, the parameter λ
moves in a small circle around 1. Equivalently, we can describe this variation by
y2 = x(x− e1(ϕ))(x− e2(ϕ))
with e1(ϕ) = 1−reiϕ , e2(ϕ) = 1+reiϕ where r is a small, positive, real number
and ϕ is an angle whose value is 0 in the beginning and monotonously rises to 2pi. In
order to observe the change of the two periods along this variation, it is convenient
to write them as integrals over cycles δ1,δ2 which form a basis of the first homology
group of the elliptic curve. We introduce
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P1(ϕ) =
∫
δ1
dx
y
, P2(ϕ) =
∫
δ2
dx
y
, y =−√x
√
x− e1(ϕ)
√
x− e2(ϕ),
where the cycles δ1,δ2 are oriented such that
P1(0) = 2
∫ e1(0)
0
dx
y
=−2
∫ ∞
e2(0)
dx
y
and P2(0) = 2
∫ e1(0)
e2(0)
dx
y
with the integration contour on the right-hand side slightly shifted by a negative
imaginary part for x. Fig. 4 shows the cycles δ1,δ2 on the elliptic curve. The use of
e1(0) e2(0) ∞ 0
δ2(0)
δ1(0)
Fig. 4 The cycles δ1 and δ2 before the variation.
dashed and straight lines indicates that δ1 has two parts in two different Riemann
sheets of the elliptic curve, separated by the branch cuts. The question is: How do
the two cycles change under the mentioned variation? This will be discussed in
section 4. There we will see that δ1 becomes δ1−2δ2 while δ2 remains unchanged.
We therefore obtain:
P1(2pi) = P1(0)−2P2(0) and P2(2pi) = P2(0).
This is the behaviour of the periods as t varies around the critical point t = m2. The
above discussion has shown that the behaviour along all other pieces of the variation
is trivial. We hence arrive at the analytic continuation of the two period integrals:(
ψ2(t+ iδ )
ψ1(t+ iδ )
)
=
4
(m2− t− iδ ) 34 (9m2− t− iδ ) 14
Mt
(
iK (k′ (t+ iδ ))
K (k (t+ iδ ))
)
with
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Mt =

(
1 0
0 1
)
for −∞< t < m2,(
1 0
−2 1
)
for m2 < t < ∞.
Applying this result in terms of
q(t+ iδ ) = eipi
ψ2(t+iδ )
ψ1(t+iδ )
to the functions in eqs. 1 and 2, we obtain the analytic continuation of the results for
the master integrals of the kite family. As an example, the results for the ε0-term for
the kite integral I(1,1,1,1,1) in 4−2ε dimensions is plotted in fig. 5.
SecDec
our result
kite, real part
t/m2
R
e(
I 1
11
11
)
151050−5
6
5
4
3
2
1
0
−1
−2
SecDec
our result
kite, imaginary part
t/m2
Im
(I
11
11
1)
151050−5
6
5
4
3
2
1
0
−1
−2
Fig. 5 The real and imaginary parts of the ε0-term of the kite integral. The dashed vertical lines
indicate t =m2 and t = 9m2. The blue line is our analytic result and the red dots are numerical data
produced with the program SecDec [19].
4 An application of the Picard-Lefschetz formula
Before we discuss the deformation of δ1 which was left open in the previos section,
let us recall the main idea of the Picard-Lefschetz formula with the help of a classical
example1 [34]. We consider the integral
I(λ ) =
∫ b
a
1
x2−λ dx =
1
2
√
λ
ln

(
a+
√
λ
)(
b−
√
λ
)
(
a−
√
λ
)(
b+
√
λ
)

with real b > a > 0 depending on a complex parameter λ . We are interested in
the point λ = 0 where the two singular points e1 = −
√
λ and e2 =
√
λ coincide.
1 Thorough introductions to Picard-Lefschetz theory can be found in [28, 39].
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(a) (b)
(c) (d)
e1 e2 a b
Im(x)
Re(x) e1 e2 a b
Im(x)
Re(x)
e2 e1 a b
Im(x)
Re(x) e1 e2sc1 c2
Fig. 6 Contours in the complex x-plane.
As long as the integration contour from a to b is not in between e1 and e2, this
contour is not trapped when the two singular points approach each other. This is the
situation of fig. 6 (a), corresponding to the principal sheet of the logarithm. There is
no square-root singularity in this case.
The more interesting situation is shown in fig. 6 (b) where the integration contour
is in between the points e1 and e2 and will be trapped for λ = 0. (This picture is
obtained after sending λ in a small circle around a2 in anti-clockwise direction.)
The situation at λ = 0 is known as a simple pinch and it gives rise to a square-root
singularity.
Let us now send λ in a small circle around 0 in anti-clockwise direction. We will
call this the variation of λ . This causes the points e1 and e2 to rotate around each
other in anti-clockwise direction until they have changed positions. The result of
this movement is shown in fig. 6 (c). The integration contour is deformed by this
rotation as shown in the figure. Along the variation of λ , the integral I(λ ) picks
up a discontinuity, which is an integral with the same integrand and the integration
contour given by two small cycles c1,c2 around e1,e2 with orientations shown in fig.
6 (d). It is easy to see that these two cycles are in a homological sense the difference
between the integration contours of I(λ ) before and after the variation of λ .
It is this change of integration contours after variations around a simple pinch
which is computed in the Picard-Lefschetz formula. The formula can be written as
c→ c+ k ·h, (4)
where c is a path or cycle, in our case the contour of integration of I(λ ), the arrow
indicates the change along the variation of λ , k is an integer and h is another cycle.
Both, the integer k and the cycle h are determined from a so-called vanishing cycle
associated to the pinch situation. In our simple example, the relevant vanishing cycle
is the straight line s oriented from e1 to e2 as shown in fig. 6 (d). This line is indeed
vanishing if λ goes to zero and it is a relative cycle in the relative homology of the
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complex plane modulo the set of points {e1,e2}. We may consider s as an oriented
1-simplex and obtain its boundary as
∂ s = e2− e1. (5)
The last ingredient in the construction of the cycle h is the co-boundary operator δ
of Leray [36]. The co-boundary of an n-dimensional cycle can be thought of as an
(n+ 1)-dimensional tube wrapped around the cycle. In our case, we only need to
construct the co-boundary of a point, which is a small circle around this point with
anti-clockwise orientation. We obtain
h = δ (∂ s) = c1+ c2
where the minus sign in eq. 5 is reflected in the clockwise orientation of c1.
e2(0) e1(0) ∞ 0
δ1(pi)
(a)
e2(0) e1(0) ∞ 0
(b)
e2(0) e1(0) ∞ 0
(c)
e2(0) e1(0) ∞ 0
(d)
e2(0) e1(0) ∞ 0
(e)
Fig. 7 The deformation of δ1 on the elliptic curve.
It remains to determine the integer k in the Picard-Lefschetz formula. Up to a
sign, which depends on the dimension of the problem, this number is an intersection
number or Kronecker index, depending only on the relative orientation of the cycle c
and the vanishing cycle at their intersection. In our case one simply obtains k= 1. In
conclusion, the Picard-Lefschetz formula predicts c→ c+c1+c2 which is precisely
what we have deduced from the figures above.
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We are only two steps away from the answer to the question left open in section
3. On the elliptic curve, the points e1(λ ), e2(λ ) coincide for λ = 1 and trap the
cycle δ1 in a simple pinch, similar to the above example. In contrast to the warm-up
example, these two points make not half of a rotation but a full rotation around each
other as λ is sent around the pinch point. We therefore have an additional factor 2
in the Picard-Lefschetz formula and obtain
δ1(0)→ δ1(2pi) = δ1(0)+2(c1+ c2)
where c1 and c2 are the small circles around e1 and e2 again. The series of snapshots
in fig. 7 shows in more detail how after half of a rotation, these circles arise in the
deformation of δ1 and from these pictures it is clear, that c1 and c2 are located in
different Riemann sheets. In order to express the change of δ1 in terms of the basis
of the first homology group, δ1(0),δ2(0), we may pull c1 over to the same sheet as
c2. This is the step from in fig. 7 (c) to fig. 7 (d). We see that they combine to the
cycle −δ2(0) and arrive at the result
δ1(0)→ δ1(2pi) = δ1(0)−2δ2(0)
applied in section 3.
We remark that this deformation on the elliptic curve is also a well-known ex-
ample. Detailed discussions with slightly different visualizations can be found e.g.
in [27,45] where the Riemann sheets, glued together to a torus, are viewed as twisted
against each other.
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