Abstract. We consider the number of random cuts that are necessary to isolate the node with label λ, 1 ≤ λ ≤ n, in a random recursive tree of size n. At each stage of the edge-removal procedure considered an edge is chosen at random from the tree and cut, separating the tree into two subtrees. The procedure is then continued with the subtree containing the specified label λ, whereas the other subtree is discarded. The procedure stops when the node with label λ is isolated. Using a recursive approach we are able to give asymptotic expansions for all ordinary moments of the random variable X n,λ , which counts the number of random cuts required to isolate the vertex with label λ in a random size-n recursive tree, for small labels, i. e., λ = l, and large labels, i. e., λ = n + 1 − l, with l ≥ 1 fixed and n → ∞. Moreover, we can characterize the limiting distribution of a scaled variant of X n,λ , for the instance of large labels.
Introduction
The model of random recursive trees is definitely one of the most popular and most studied random tree models, since it turned out to be of interest for various applications; we mention here the stemma construction in philology [11] , for pyramid schemes [3] , and the spread of contamination in an organism [10] . For a survey of applications and results of recursive trees see [9] .
A rooted labelled tree T of size |T | = n (the size of a tree T is measured as usual by the number of nodes of T ), where the nodes are labelled by distinct integers of the set {1, 2, . . . , n} is a recursive tree, if the root is labelled by 1, and for each node v holds that the labels of the vertices on the unique path from the root to v form an increasing sequence. It is well known that there are T n = (n − 1)! different size-n recursive trees. A random recursive tree of size n is then a recursive tree with n nodes chosen with equal probability 1 Tn from the space of all such trees. Besides the previous description the construction of random recursive trees can be described via the following simple growth rule: a random tree T of size n is obtained from a random tree T of size n − 1 by choosing uniformly at random a node in T and adjoining the node labelled by n to it.
In [10] Meir and Moon considered the following edge-removal procedure (= cutting-down procedure) for a rooted tree with n vertices. Pick one of the n − 1 edges of the tree at random and remove it. This separates the tree into a pair of rooted trees; the tree containing the root of the original tree retains its root, while the tree not containing the root of the original tree is rooted at the vertex adjacent to the edge that was cut. Now the subtree that does not contain the original root is discarded and the procedure is continued recursively for the remaining subtree until the original root is isolated. In paper [10] the random variable X n is studied, which counts the number of edges that will be removed from a randomly chosen recursive tree of size n by above edge-removal procedure until the root, i. e., the node labelled by 1, is isolated. This problem was studied in the context of the spread of contamination in an organism, where it is assumed that the first node is the source of all the contamination. By separating nodes from the source by successively removing edges one eventually isolates the source node. It was shown in [10] the following asymptotic equivalent of the expectation: E(X n ) ∼ n log n . Thus on average ∼ n log n random edges have to be removed from a random size-n recursive tree before the root node is isolated.
Recently Javanian and Vahidi-Asl [8] have studied a modification of above edge-removal procedure, motivated by considerations concerning the hierarchy of a workforce of a company: at each stage after removing a random edge, the subtree containing the node with the largest label, i. e., label n, is kept and the other subtree is discarded. Thus finally the node labelled by n will be isolated. Again one is interested in a study of the random variable Y n , which counts the number of edges that will be removed from a randomly chosen recursive tree of size n until node n, i. e., the last recent entry, is isolated. It was shown in [8] the following asymptotic equivalent of the expectation: E(Y n ) ∼ n 2 log n . Therefore on average ∼ n 2 log n random edges have to be removed from a random size-n recursive tree before node n is isolated.
But isolating node 1 and isolating node n in a tree by removing random edges can be considered as special instances of a natural generalization of the edge-removal procedures described above. In order to isolate via random cuttings the node with a specified label λ, with 1 ≤ λ ≤ n, in a tree T with nodes labelled by 1, 2, . . . , n we consider the following procedure:
(1) Pick one of the n − 1 edges of the tree at random and remove it. This separates the tree T into two subtreesT andT . Let us assume that λ ∈T . (2) Continue the edge-removal procedure recursively for the subtreeT , which contains the node labelled by λ, until node λ is isolated.
In the present paper we are studying this general edge-removal procedure by analyzing the random variable X n,λ , with 1 ≤ λ ≤ n, which counts the number of edge-cuts that are necessary to isolate the node labelled by λ in a random recursive tree of size n. Of course, the margin cases X n (isolating the root) and Y n (isolating the largest node) are contained as the special instances X n,1 and X n,n , respectively. This general edge-removal procedure has a natural interpretation in the model for the spread of a contamination in an organism mentioned above: instead of assuming that the root node is the contamination source we assume that a certain node λ is the contamination source, which one wants to isolate. Figure 1 and Figure 2 give examples of isolating certain nodes via the edge-removal procedure considered here. We will analyze the random variable X n,λ from "both ends", i. e., we are studying X n,λ for small labels: λ = l, with l ≥ 1 fixed and n → ∞, and for large labels: λ = n + 1 − l, with l ≥ 1 fixed and n → ∞. By using a recursive approach we are able to give asymptotic expansions of the moments of the random variables X n,l and X n,n+1−l , for l fixed and n → ∞. For the instance of large labels we can apply the Theorem of Fréchet and Shohat and characterize the limit law of the normalized random variable log n n X n,n+1−l by its moments. It turns out that the random variable X n,n+1−l , which counts the number of edge cuts necessary for isolating the l-th largest node, is (after scaling with log n n ) asymptotically, for l fixed and n → ∞, uniformly distributed on [0, 1). For the instance of small labels we can show that log n n X n,l converge, for l fixed and n → ∞, in probability to 1, but it turns out that a zero-mean and unit-variance normalization of X n,l has (for s ≥ 2) s-th moments of order log s 2 −1 n. Thus existence of the limit law (and in the affirmative case a characterization of the limit law) of this normalized random variable cannot be shown by the method of moments. This was already observed for the special instance of isolating the root, i. e., for X n,1 , in [12] .
Throughout this paper we use the abbreviations 
Remarks:
(i) We want to remark that for the problem of isolating the root node of a tree via random cuttings Janson [7] gave an alternative approach by establishing a very useful connection between the number of cuts to isolate the root and the number of records when assigning random values to the edges of the tree. We want to sketch in the following that one can extend the arguments used in [7] to give also a connection between the number of cuts and the number of records for the problem of isolating a specified label λ. We consider a randomly chosen recursive tree of size n and attach to each edge e a random value γ e , where we assume that the values γ e are i. i. d. with an arbitrary continuous distribution. For a given label λ, with 1 ≤ λ ≤ n, we call a value γ e a record if it is the largest value in the path from the node labelled by λ to the edge e. Then it holds that the number of records is again distributed as X n,λ .
(ii) Furthermore we want to remark that the cutting-down procedure for isolating the root node of a random recursive tree has also been used to give an alternative representation of the so called Bothausen-Sznitman coalescent (see [5] ).
2.
Results and outline of the proof 2.1. Results. For the s-th moments of the random variables X n,l and X n,n+1−l we get the following asymptotic expansions, for l ≥ 1 fixed and n → ∞, stated as Theorem 1 and Theorem 2. Theorem 1. The s-th moments E X s n,l of the number of random cuts necessary to isolate node l in a random recursive tree of size n are, for l, s ≥ 1 fixed and n → ∞, asymptotically given by
where the constants γ l,s appearing in above expansion are given by
where γ = 0.57721 is the Euler-Mascheroni constant.
Theorem 2. The s-th moments E X s n,n+1−l of the number of random cuts necessary to isolate node n + 1 − l in a random recursive tree of size n are, for l, s ≥ 1 and n → ∞, asymptotically given by
From these asymptotic expansions of the s-th moments we obtain the following results for the limiting behavior of X n,l and X n,n+1−l , for l fixed and n → ∞, given as Corollary 1 and Theorem 3.
Corollary 1. The s-th centered moments E X n,l − E X n,l s of the number of random cuts necessary to isolate node l in a random recursive tree of size n are, for l ≥ 1, s ≥ 2 fixed and n → ∞, asymptotically given by
where the constants δ l,s appearing in above expansion are given by
Thus the scaled random variable log n n X n,l converges, for l ≥ 1 fixed and n → ∞, in probability to 1 with convergence of all moments.
Theorem 3. The limiting distribution of the normalized random variable log n n X n,n+1−l is, for l ≥ 1 fixed and n → ∞, a standard uniform distribution U 1 with support [0, 1):
2.2. Outline of the proof. In order to show our results we will basically use a recursive approach, which allows to describe the number of random cuts necessary to isolate label l in a random recursive tree of size n via the corresponding quantities for smaller tree sizes k < n and labels r not larger than l, i. e., r ≤ l. Such a recursive approach is amenable, since it is well known (see [5, 12] ) that random recursive trees satisfy a certain randomness-preservation property, which is stated in Subsection 3.1.
Using this property we can easily give a distribution recurrence for X n,l (and X n+1−l ), where the behavior of the random variables considered are determined by the splitting probabilities p (n,l),(k,r) (and p (n,l),(k,r) ), which give the probability that when starting with a random size-n recursive tree and removing a random edge the subtree containing node l (node n + 1 − l) is of size k and where furthermore node l (node n + 1 − l) is the r-th smallest (the r-th largest) node in this subtree. Using a bijective argument we can give exact formulae for these splitting probabilities. They are computed in Subsection 3.2 and given as Lemma 1.
From the distribution recurrences for X n,l and X n+1−l we easily obtain recurrences for the s-th moments E X s n,l and E X s n,n+1−l . In order to treat these recurrences we use a generating functions approach, which allows to translate these recurrences into linear differential equations for suitably introduced generating functions M l,s (z) and N l,s (z). Since we are able to determine the general solutions of the corresponding homogeneous differential equations it is possible to describe the solutions of these differential equations rather "explicitly". To determine the asymptotic growth behavior of E X s n,l and E X s n,n+1−l , and thus essentially of the coefficients of the generating functions M l,s (z) and N l,s (z), we use singularity analysis (see [2] ), i. e., we study the growth behavior of the functions in a neighborhood of the dominant singularity, together with certain lemmata for singular differentiation and integration; the corresponding Lemma 2 is stated in Subsection 4.1. Since, for a given pair (l, s), all generating functions M r,j (z) (and N r,j (z)), with r ≤ l, j ≤ s and (r, j) = (l, s), appear in the inhomogeneous part of the differential equations determining M l,s (z) (and N l,s (z)), we are forced to "pump out" the asymptotic expansions of the generating functions M l,s (z) (and N l,s (z)) around the dominant singularity via induction on both parameters l and s. The corresponding computations for small labels: labels l ≥ 1 fixed, are carried out in Section 4, whereas the computations for large labels: labels n + 1 − l, with l ≥ 1 fixed, are given in Section 5.
3. The recursive approach 3.1. Recurrences. It has been observed in earlier work that random recursive trees satisfy the following "randomness-preservation" property, which will allow a recursive approach for the analysis of the parameter considered.
Choose a random recursive tree of size n and then one of its n − 1 edges uniformly at random. Cutting this edge produces a pair of trees of size k and n − k. Then, conditioned on k and after an order preserving relabelling of the subtrees with labels {1, . . . , k} and {1, . . . , n − k}, the subtrees themselves are random recursive trees of size k and n − k.
An important step for the recursive description of the probabilities P{X n,l = m} is to introduce the splitting probabilities p (n,l),(k,r) : they give the probability that when starting with a random sizen recursive tree and removing a random edge the subtree containing node l is of size k and where furthermore node l is the r-th smallest node in this subtree.
When we treat the analogous problem of isolating the node n+1−l it is convenient to introduce the splitting probabilities p (n,l),(k,r) : they give the probability that when starting with a random size-n recursive tree and removing a random edge the subtree containing node n + 1 − l is of size k and where furthermore node n + 1 − l is the r-th largest node in this subtree. Of course, these quantities are connected via the trivial relation
From the recursive nature of the problem together with the randomness-preservation property immediately follows the distribution recurrence for the number of random cuts necessary to isolate the l-th smallest node in a random recursive tree of size n given below.
with initial value P{X 1,1 = 0} = 1. Furthermore, the distribution recurrence for the number of random cuts necessary to isolate the l-th largest node, i. e., node n + 1 − l, in a random recursive tree of size n is given by:
with initial value P{X 1,1 = 0} = 1. The splitting probabilities p (n,l),(k,r) appearing in (6) are given by Lemma 1, which also determine the splitting probabilities p (n,l),(k,r) appearing in (7) due to equation (5). 3.2. The splitting probabilities. We obtain the following explicit formulae for the splitting probabilities p (n,l),(k,r) appearing in (6). Lemma 1. The splitting probabilities p (n,l),(k,r) are, for 1 ≤ l ≤ n, 1 ≤ r ≤ k, 1 ≤ k ≤ n − 1 and n ≥ 2, given as follows:
Proof. If we remove an edge e of a size-n recursive tree we split the tree into two subtrees: we denote with T the subtree containing the original root, i. e., label 1, and with T the other subtree, which is rooted at the vertex adjacent to the edge e that was cut. After an order preserving relabelling with labels {1, . . . , |T |} and {1, . . . , |T |} both subtrees can be considered as recursive trees. Furthermore we denote with B the arising subtree, which contains the node labelled by l in the original tree; we assume that this subtree has size k, with 1 ≤ k ≤ n − 1. We distinguish now the cases r = l and r < l. If r = l then it follows that B = T . We want to determine the number of possibilities of removing an edge e of a recursive tree of size n leading (after an order preserving relabelling) to the pair (T , T ) of subtrees. To do this we count the number of different ways of distributing the labels {1, . . . , n} order preserving to T and T and adjoining the root of T to a node of T (by inserting edge e), such that the resulting tree is a recursive tree. We consider now the node of T incident with e: if the node of T incident with e has label j, with 1 ≤ j ≤ k, then it follows that the labels of T must all be larger than j. For 1 ≤ j ≤ l we can choose n − k of the labels l + 1, l + 2, . . . , n and distribute them order preserving to T , whereas the remaining labels are distributed order preserving to T , leading to n−l n−k possibilities. For l + 1 ≤ j ≤ k we can choose n − k of the labels j + 1, j + 2, . . . , n and distribute them order preserving to T , whereas the remaining labels are distributed order preserving to T , leading to n−j n−k possibilities. Thus this quantity is independent of the actual choice of T with |T | = k and T with |T | = n − k. Since there are T k = (k − 1)! and T n−k = (n − k − 1)! different recursive trees of size k and n − k, this leads together with the fact that there are n − 1 ways of selecting an edge e for any of the T n = (n − 1)! recursive trees of size n to the following formula:
appealing to a well known identity. If r < l we have to distinguish further between the two cases B = T and B = T . If B = T and we distribute the labels {1, . . . , n} order preserving to T and T we have the restriction that exactly l − r nodes of the nodes 2, . . . , l − 1 have to be in T . If B = T then we have the restriction that exactly r − 1 nodes of the nodes 2, . . . , l − 1 have to be in T . Proceeding the same way as before we obtain eventually the following formula.
Isolating nodes with small labels 4.1. Singular differentiation and integration. In order to treat the recurrences for the s-th moments of X n,l and X n,n+1−l that will be obtained in the sequel we use a generating functions approach, which leads "in principle" to exact formulae for suitably introduced generating functions. To obtain asymptotic information for the s-th moments we will basically use singularity analysis of generating functions, i. e., the transfer lemmata of Flajolet and Odlyzko [2] to "translate" the asymptotic growth behavior of a generating function in the neighborhood of its dominant singularity into the growth behavior of its coefficients. For the functions studied in the present paper the unique dominant singularity is always located at z = 1, thus we will specialize the considerations given below to this case. In order to apply singularity analysis it is necessary that the functions involved are analytic for a domain larger than the circle of convergence, namely the functions have to be analytic for indented discs ∆ := ∆(φ, η) = {z : |z| < 1 + η, | Arg(z − 1)| > φ}, with η > 0, 0 < φ < π 2 . Such functions are called ∆-regular (see [1] ). We want to point out that the functions considered in this paper are always ∆-regular, since they are generated from ∆-regular functions via basic arithmetical functions and the operations differentiation and integration.
We will require the following O-transfer lemma for a ∆-regular function with a certain growth estimate in a neighborhood of z = 1:
together with an asymptotic expansion of the coefficients of the following functions:
where both formulae (8) and (9) hold (at least) for a > 0 and b ≥ 0 (see [2] ). However, for a study of the functions appearing we require also lemmata, which describe the asymptotic behavior of the derivative f (z) and the antiderivative z 0 f (t)dt of a ∆-regular function f (z) in the neighborhood of the dominant singularity z = 1, supposed that the asymptotic behavior around z = 1 of the function f (z) itself is of a certain kind. Such theorems are known as theorems for singular differentiation and integration and can be found, e. g., in [1] . But in the sequel we will require slightly more general theorems than given there, which are stated in Lemma 2. The proof of this lemma is omitted, since one can essentially "repeat" the arguments used in the proof of the corresponding theorems given in [1] .
Lemma 2 (Singular differentiation and integration). Let f (z) be a ∆-regular function (see [1] ), an analytic function in the domain ∆ := ∆(φ, η),
with η > 0, 0 < φ < π 2 , satisfying, for z → 1, the expansion
f (t)dt and f (z) are also ∆-regular and they admit, for z → 1, the expansions
4.2.
Expectations. The first step in our proof of Theorem 1 is to show the special case s = 1, i. e., asymptotic expansions of the expectations E(X n,l ), for l fixed and n → ∞, given as Lemma 3.
Lemma 3.
The expectations E(X n,l ) of the number of random cuts necessary to isolate node l in a random recursive tree of size n are, for l ≥ 1 fixed and n → ∞, asymptotically given by
The proof of this lemma will be carried out by a generating functions approach using induction on l. The recurrences for the expectations E(X n,l ) are obtained easily from the distribution recurrence (6) and are given by
with splitting probabilities given by Lemma 1. We introduce for l ≥ 1 the generating functions
which allow to translate recurrence (10) by multiplication with (n − 1)(n − 1) l−1 z n−l and summing up over n ≥ l into the following first order linear differential equation for M l (z), where the functions M r (z), with r < l, are appearing in the inhomogeneous part R l (z):
with inhomogeneous part
The homogeneous differential equation corresponding to (12) has the following general solution, with C an arbitrary constant:
The method of variation of constants leads then to the following particular solution of (12):
and it can be shown that this particular solution matches the initial condition and is thus the wanted function, so
l (z). It will suffice to show the following asymptotic expansion of M l (z) around the dominant singularity z = 1, since a direct application of the transfer lemmata (8) and (9) leads then to Lemma 3:
The proof of the expansion (14) will be done by induction. The case l = 1 gives the following solution, which already appeared in [10] :
Integration by parts together with an application of Lemma 2 for singular integration leads then from (15) to the expansion (14) for the instance l = 1. Now we assume that the functions M r (z) satisfy for all r < l and a given l > 1 the asymptotic expansion (14). Plugging these expansions into the formula for the remainder term R l (z) given above easily leads to the expansion
and furthermore to
Due to formula (13) for (14) is also shown for l. Thus (14) and as a consequence Lemma 3 is shown for all l ≥ 1.
Higher moments.
In order to show Theorem 1 for the asymptotic behavior of the moments E(X s n,l ) we will continue our generating functions approach, where we will now use double induction on both parameters: the label l considered and the order s of the moments. To obtain a recurrence for the s-th moments of X n,l we multiply the distribution recurrence (6) 
We proceed as before and introduce for l ≥ 1 and s ≥ 1 the generating functions
Thus it holds M l,1 (z) = M l (z) for the functions M l (z) introduced in Subsection 4.2. Again we can translate above recurrence (16) into the following first order differential equation for M l,s (z), where the functions M r,j (z), with r ≤ l, j ≤ s and (r, j) = (l, s), appear in the inhomogeneous part R l,s (z):
and initial condition M l,s (0) = (l − 1)! E X s l,l . Since the homogeneous differential equations corresponding to (18) and (12) coincide, we already know the shape of the general solution of (18):
with C an arbitrary constant. It turns out that the particular solution obtained for C = 0 matches the initial condition and we get thus
Again it suffices to show the following asymptotic expansion around the dominant singularity z = 1 for the generating functions M l,s (z), since basic singularity analysis immediately leads from this expansion and (17) to Theorem 1.
with constants
To show expansion (20) for all l, s ≥ 1 we use induction on both parameters. The case s = 1 with arbitrary l ≥ 1 was already treated in Subsection 4.2, where we computed the following expression, which coincides with (20):
Now we assume that for all pairs (r, j) < (l, s), which means for r ≤ l, j ≤ s and (r, j) = (l, s), the functions M r,j (z) have in a neighborhood of the dominant singularity z = 1 the asymptotic expansion (20). We want to show that (20) also holds for the pair (l, s), where we may assume s > 1, since the case s = 1 is already shown. Plugging the expansions of the functions M r,j (z) into the formula for the inhomogeneous part R l,s (z) we obtain the expansion
This further leads by an application of singular integration to the following expansion around z = 1:
Using equation (19) leads for M l,s (z) to the expansion
, and thus to the following recurrence for the coefficients α l,s :
with initial value α l,1 = (l − 1)!(4l − 1 − 2lH l ). It is not hard to check that the coefficients α l,s defined in equation (20) 
where the functions f l,s (j) are given as follows:
Since it holds that s j=0 s j (−1) s−j = 0, for all s ≥ 1, the first term of (21) vanishes. To show Corollary 1 it only remains to simplify the expression for the constants δ l,s . One can do this, for instance, by using the calculus of higher order differences (see, e. g., [4] ). Below we give two identities that can be shown by this method, which are required to obtain a closed form expression for δ l,s . 
This eventually leads to Corollary 1.
5.
Isolating nodes with large labels 5.1. Isolating node n. Now we are studying the random variable X n,n+1−l , for l ≥ 1 fixed. First we will consider the special case l = 1, i. e., the instance of isolating the node with largest label n in a size-n recursive tree. We show the following lemma and prove thus the case l = 1 of Theorem 2.
Lemma 4. The s-th moments E X s n,n of the number of cuts necessary to isolate node n in a random recursive tree of size n are, for s ≥ 1 and n → ∞, asymptotically given by
An asymptotic equivalent of the expectation E(X n,n ) together with a O-bound for the variance of X n,n was already given in [8] .
After simplifying the expressions for the splitting probabilities p (n,1),(k,1) as computed in Section 3 we can write the distribution recurrence (5) as follows:
with P{X 1,1 = 0} = 1. For computing the s-th moments of X n,n we multiply (22) with m s = s j=0 s j (m − 1) s and sum up for m ≥ 1, which leads to the following recurrence:
We treat (23) by introducing the generating functions
In the sequel we will obtain the following asymptotic expansion of the generating function N 1,s (z), which leads, after applying basic singularity analysis, to Lemma 4.
To show (25) we will use induction on s. First we have to consider the case s = 1. Plugging s = 1 into the recurrence (23) leads after multiplying with (n − 1)z n−1 and summing up for n ≥ 2 to the following second order linear differential equation for the generating function N 1,1 (z):
with initial conditions N 1,1 (0) = 0 and
The solution of the homogeneous differential equation corresponding to (26) is given as follows, with C 1 , C 2 arbitrary constants:
where we may choose any real 0 < α < 1. Since the Wronski determinant of the two homogeneous solutions equals one,
a particular solution of (26) is given by 
It turns out that the particular solution (30) satisfies also the initial conditions of (26) and is thus the required solution, i. e., N 1,1 (z) = N
[p]
1,1 (z). An application of partial integration and singular integration, Lemma 2, shows then the instance s = 1 of expansion (25). Now we assume that for all pairs (r, j) < (l, s), which means for r ≤ l, j ≤ s and (r, j) = (l, s), the functions N r,j (z) admit the asymptotic expansion (42) in a neighborhood of the dominant singularity z = 1. We want to show that (42) also holds for the pair (l, s), where we may assume s > 1 and l > 1, since the margin cases are already treated. Plugging the expansions of the functions N r,j (z) into the formula for the inhomogeneous part R l,s (z) and using singular differentiation we obtain that the main contributions in the expansion of R l,s (z) around z = 1 are stemming from the terms 
Plugging (45) into equation (44) we obtain after applying singular integration that expansion (42) also holds for pairs (l, s), with l > 1 and s > 1. Thus (42) is shown for all l ≥ 1 and s ≥ 1, which completes the proof of Theorem 2.
5.4. The limiting distribution. From the asymptotic expansion of the s-th moments of X n,n+1−l as given by Theorem 2 we obtain for the s-th moments of the scaled random variableX n,n+1−l := log n n X n,n+1−l , for l ≥ 1, s ≥ 0 and n → ∞:
If we consider a random variable X, which has a standard uniform distribution U 1 with support [0, 1) then the s-th moments of X are, for s ≥ 0, given as follows:
A direct application of the Theorem of Fréchet and Shohat (the second central limit theorem, see, e. g, [6] ) proves then Theorem 3.
Conclusion
Using a generating functions approach in combination with singularity analysis and lemmata for singular differentiation and integration we obtain distribution results for the number of random cuts necessary to isolate large nodes and small nodes in random recursive trees via random cuttings. Although the recurrences given in the present paper could be applied to treat the parameter studied for arbitrary labels l and tree sizes n, it turns out that for general growth rates of l compared to n (e. g., when isolating nodes in the central region l/n ∼ ρ, with 0 < ρ < 1) it seems considerably more difficult to attack the problem.
