Abstract. Let I be a two-dimensional squarefree monomial ideal of a polynomial ring S. We evaluate the geometric regularity, a i -invariants for i ≥ 1 of the power I n . It turns out they are all linear functions in n from n = 2. Moreover, it is proved g-reg(S/I n ) = reg(S/I (n) ) for all n ≥ 1.
Introduction
Let S := K[x 1 , . . . , x r ] be a polynomial ring over a field K and m the maximal homogeneous ideal of S. Let M be a finitely generated graded S-module. Let I be a homogeneous ideal of the polynomial ring S. It was proved that the regularity reg I n is a linear function in n for n ≫ 0 ( [4, 12, 19] ). In other words, there exists integers d, e, n 0 such that reg I n = dn + e for all n ≥ n 0 . A good many authors have investigated regularity of powers of ideals. Roughly speaking, these researches fall into two classes. The first one devotes to understanding the nature of d, e, n 0 for some special or general ideals I [3, 5, 9] . The other one is to compute explicitly or to bound the regularity function reg I n for some special classes of ideals I [1, 2, 11] .
Let ∆ be a simplicial complex on [r] := {1, 2, . . . , r}. The Stanley-Reisner ideal of ∆ is defined to be the ideal of S I ∆ := (x F : F is a minimal non-face of ∆), where x F is the squarefree monomial i∈F x i . Every two-dimensional squarefree monomial ideal containing no variables is the Stanley-Reisner ideal of a simplicial complex of dimension one, which may be looked upon as a simple graph that may contains isolated vertices. Two-dimensional squarefree monomial ideals attract many authors' interests. The Buchsbaum property of symbolic powers and ordinary powers of such ideals were studies in [13] and [14] respectively. In [15] , the Cohen-Macaulayness of symbolic powers and ordinary powers of these ideals were characterized in terms of the properties of its associated graph. Recently, the regularity of symbolic powers of such ideals was computed explicitly in [9] .
Inspired by the notion of regularity for sheaves on projective spaces, the following weaker but natural notion of regularity was introduced in [17] .
Definition 0.1. The geometric regularity of M is defined by g-reg(M) := max{a i (M) + i : i > 0}
In this paper, we want to evaluate the geometric regularity of S/I n G for a simple graph G. Let G be a simple graph on vertex set [r] . We use E(G) to denote the edge set of G and V 0 (G) the set of isolated vertices. Then the Stanley-Reinser ideal of G is also equal to I G = (
where P e = (x i : i ∈ [r] \ e) and P j = (x i : i ∈ [r] \ {j}). A two-dimensional squarefree monomial ideal containing no variables always has this form. Our paper is structured as follows. In Section 1, we will state Takayama's Lemma and some related results. In Section 2, we consider the question: if I is a monomial ideal in S := K[x 1 , . . . , x r ] and J = (I, yx 1 , · · · , yx r ) is the ideal of R := S[y], could we compare the regularity or a i -invariants of S/I n and R/J n ? This question is inspired by the following observation: if G is a simple graph on [r] and G ′ is the graph obtaining from G by adding an isolated vertex r + 1, then I G ′ = (I G , x r+1 x 1 , x r+1 x 2 , . . . , x r+1 x r ).
We prove in Section 2
Proposition 0.2. With S, R, I, J defined as before. Let I ⊆ (x 1 , . . . , x r ) 2 . (1) If reg I n = dn + e for all n ≫ 0 with d ≥ 3 then reg J n = reg I n for all n ≫ 0. (2) If I n has a linear resolution for all n ∈ [t], where t is a given positive integer, then reg J n = reg I n for all n ∈ [t].
As an immediate consequence, we see that if I(H) is the edge ideal of a complete graph H, then reg I(H) n = 2n for n ≥ 1. This is a special case of [1, Corollary 3.8] . We also prove the following result.
Theorem 0.3. With S, R, I, J defined as before. Set A i = max{a i (S/I n−t ) + t : 0 ≤ t ≤ n − 1}. Then the following statements hold.
(
In Section 3, we compute a i (S/I n G ) for i = 1, 2 when G is a simple graph without any isolated vertices. We find that a 2 (S/I n G ) = a 2 (R/I (n) G ) holds for all graphs G but a 1 (S/I n G ) and a 1 (R/I (n) G ) may be very different. For example, if G is a matroid, then R/I (n) G ) is Cohen-Macaulay and thus a 1 (R/I (n) G ) is always equal to −∞, but a 1 (S/I n G ) can be any number in {3n − 3, 2n − 1, 2n − 2, −∞}. Since a 1 (S/I n G ) has been computed we can clarify all graphs G for which S/I n G is Cohen-Macaulay. This recovers two results of [15] . Along the way we obtain a characterization of a matroid in terms of forbidden of two special classes graphs. In the final section, by applying Theorem 0.3, we obtain the values of g-reg(S/I n G ) for any graph G which may contain isolated vertices and for all n ≥ 2. We conclude this paper by proving g-reg(S/I n ) = reg(S/I (n) ) for all two-dimensional squrefree monomial ideals I.
Preliminaries
Recall that a simplicial complex ∆ on [r] = {1, 2, . . . , r} is a collection of subsets of [r] such that if σ ∈ ∆ and τ ⊆ σ then τ ∈ ∆. Any F ∈ ∆ is called a face of ∆. A maximal face is called a facet. A simplicial complex is given by its facets. If F 1 , · · · , F k are all facets of ∆, then ∆ = F 1 , . . . , F k , which means the set {F : F ⊆ F i for some 1 ≤ i ≤ k.} Let I be a monomial ideal of the polynomial ring S =: K[x 1 , . . . , x r ] and m the maximal homogeneous ideal of S. For any a ∈ Z r , we put G a = {i ∈ [r] : a i < 0}. The famous Takayama's lemma [18] can be stated as follows.
The simplicial complex ∆ a (I) has several equivalent interpretations. Suppose that I is generated by monomials (u 1 , . . . , u g ). Then (|a 1 | + a 1 , . . . , |a r | + a r ), where |a i | is the absolute value of a i . Then
This interpretation of ∆ a (I) has some advantages. We illustrate it by the following results. Let e 1 , . . . , e r denote the standard basis of Z r .
Proposition 1.2. Denote n = (x 1 , . . . , x r−1 ) and let b ∈ Z r−1 and a ∈ Z r .
, and ∆ a−e j (I) = ∆ a (I) if j ∈ G a . Now the results follow from Lemma 1.1.
Let G be a face of ∆. Recall that Link ∆ (G) is defined to be the subcomplex {F \ G : G ⊆ F ∈ ∆}. This following result allows us to only consider the case when a ∈ N r . Lemma 1.3. Let a = (a 1 , . . . , a r ) be a vector in Z r with G a = ∅. Then
Proof. If F belongs to either ∆ a (I) or Link ∆a
We recall some basic facts on the theory of simplicial homology. 
Comparisons
Let I be a monomial ideal of S = K[x 1 , . . . , x r ] and let
be the ideal of R =:
. We want to compare regularities, gregularities and a i -invariants of S/I n and R/J n . We will always assume that I ⊆ (x 1 , . . . , x r ). Under this assumption, J[r+1] = (x 1 , . . . , x r ). Denote m = (x 1 , . . . , x r ) and n = (x 1 , . . . , x r , y).
The following lemmas may be well-known, but we give proofs for the completeness.
Lemma 2.1. Let M be a finitely generated graded S-module. Then reg(mM) ≤ reg(M) + 1.
Proof. Put reg(M) = r. Then the maximal degree of minimal generators of M is less than or equal to r. From this it follows that (M/mM) t = 0 for all t ≥ r + 1 and so reg(M/mM) ≤ r. An application of the following short exact sequence
Proof. By the given short exact sequence we have reg(P ) ≤ max{reg(M)−1, reg(N)}. From this it follows that reg(P ) ≤ reg(N) since reg(P ) > reg(M) − 1. We also have reg(N) ≤ max{reg(M), reg(P )} by the same exact sequence. This then implies reg(N) ≤ reg(P ). Proof. To use the following short exact sequence:
we look at the regularities of (R/J n : y[−1]) and R/(J n , y).
and so
where we use the equality (S/m
On the other hand, (J n , y) = (I n , y). This implies reg R/(J n , y) = reg(S/I n ). (1) We may assume reg(S/I n ) = dn + e for all n ≥ n 0 . Let n
for all n ≥ n ′ 0 by Lemma 2.1 and so reg(R/J n : y)[−1] ≤ reg(R/(J n , y)) for n ≫ 0. Now the desired equality follows from the afore-mentioned short exact sequence and Lemma 2.2.
(2) We may assume that I is generated in a single degree d ≥ 2. Then reg I n = dn and reg I n m k = dn + k for n ∈ [t] and k ≥ 0. An application of Lemma 2.1 also yields reg(R/J n :
, and then the result follows in the same way as above. 
where u i j are minimal generators of J for j = 1, . . . , n and v is a monomial. Since
Proof. The first statement follows from Proposition 2.3(2). To prove the statements on geometric regularity, we first show that J n : n ∞ = (x 1 , . . . , x r ) n . The inclusion has been proved in the proof of Proposition 2.5. Let u = x a with |a| ≥ n. Then, for any x b y t with |b|+t ≥ n, we may choose a vector c ∈ N r such that |c| = t and c ≤ a + b.
for all n ≥ 1. Notice that I n : m ∞ = S, the last statement follows.
This example suggests the relationship between g-reg(R/J n ) and g-reg(S/I n ) is more subtle. In the rest part of this section we use Takayama's Lemma to compare the a i -invariants of S/I n and R/J n for i ≥ 1. Hereafter, a is always a vector in Z r and t ∈ Z.
. From this it follows that ∆ (a,t) (J n ) = ∅ by the equality 1.
n if and only if |a| ≤ n − 1.
Lemma 2.9. Suppose t ≥ 0 and r + 1 ∈ F . Then F ∈ ∆ (a,t) (J n ) if and only if F = {r + 1}, G a = ∅ and |a| ≤ n − 1.
n and equivalently {r + 1} ∈ ∆ (a,t) (J n ). Hence ∆ (a,t) (J n ) = {r + 1} and so the first statement has been proved. The second one follows immediately by the facts x a y t / ∈ (J[r + 1]) n if and only if |a| ≤ n − 1.
Proof.
(1) By the assumption that either
(2) This follows from (1) and from Lemma 2.9.
Remark 2.12. Recall some more facts on simplicial homology:
Proof. Let i ≥ 1. We first show that a i (R/J n ) ≥ a i (S/I n−t ) + t for all 0 ≤ t ≤ n − 1. For this, fix t ∈ {0, . . . , n − 1}. If a i (S/I n−t ) = −∞, there is nothing to prove. Now, we let a ∈ Z r such that H i m (S/I n−t ) a = 0 with |a| = a i (S/I n−t ). Since
From this it follows that r + 1 / ∈ F for any F ∈ ∆ (a,t) (J n ) by Lemma 2.9. Thus, ∆ (a,t) (J n ) = {∅} by Lemma 2.11, and consequently
It is clear that ∆ (a,t) (J n ) = ∅, and it is also clear that t ≤ n − 1 by Corollary 2.8 and Lemma 2.10.
If i ≥ 2 then it must be t ≥ 0 and ∆ (a,t) = {∅}. This then implies either ∆ (a,t) (J n ) = ∆ a (I n−t ) or ∆ (a,t) (J n ) = ∆ a (I n−t ), {r+1} and G a = ∅. by Lemma 2.11. In view of Remark 2.12, H i−|Ga|−1 (∆ a (I n−t ); K) = 0. Hence a i (R/J n ) ≤ a i (S/I n−t )+ t and the proof of (1) is complete. Now consider the case when i = 1. If t < 0 then it must be ∆ (a,t) (J n ) = {∅} and
, {r + 1} and G a = ∅. In the first case, a i (R/J n ) ≤ a i (S/I n−t ) + t. In the second case,
Finally, we show that a 1 (R/J n ) ≥ 2n − 2. We may harmlessly assume that I[1] = S [1] . Set a = (n − 1, 0, . . . , 0, n − 1). Since x n−1 1
n and x n−1 1 
. For the proof of the converse direction, we fix i ∈ [r] \ {p, q}. If both {i, p} and {i, q} are edges of G, then x i x p x q ∈ I G and so x i ∈ I G [p, q]; If either {i, p} or {i, q} is not an edge of G, then at least one of x i x p and x i x q belongs to I G , this also implies 
For the proof of the converse part, recall that
It is enough to show that x F [p] ∈ T for any minimal non-face F of G. Let F be a minimal non-face of G. Then F is either a three-element subset {i, j, k} which forms a triangle of G or a pair {i, j} which does not belong to E(G). In the first case, if p ∈ {i, j, k},
∈ {i, j, k} and p is not adjacent to at least one of {i, j, k}, say i, then x i ∈ T and so x F [p] = x F ∈ T ; if p / ∈ {i, j, k} and p is adjacent to all of {i, j, k}, then x i x j , x k x i , x k x j all belong to T , so x F [p] = x F ∈ T . The second case can be proved in a similar way. Thus, x F [p] ∈ T for any minimal non-face F of G, completing the proof. (1) The vertex p is an isolated vertex of ∆ a (I n G ); (2) There exists t ∈ {0, . . . , n − 1} such that
n if and only if there exists t ∈ {0, n} such that x a ∈ J n−t and
n , a contradiction. Thus, t ∈ {0, . . . , n − 1}. For each j ∈ N p , since {p, j} / ∈ ∆ a (I n G ), it follows that i∈[r]\{p,j} a i ≥ n by Proposition 3.2. This is equivalent to requiring i∈Np a i −a j ≥ n − t. It remains to be shown the third inequality.
First, we notice that since x a ∈ K t and x a / ∈ K s for s > t, x a / ∈ (I G [p]) n if and only if x a / ∈ J n−t . Next we claim that a i ≤ n − t − 1 for all i ∈ N p . In fact, if a j ≥ n − t for some j ∈ N p , then, since i∈Np a i − a j ≥ n − t, we have x a ∈ J n−t , a contradiction. Thus, a i ≤ n − t − 1 for all i ∈ N p . Due to this fact, it is enough to prove the following statement:
Let t ∈ {0, . . . , n − 1}. If a i ≤ n − t − 1 for i ∈ N p and i∈Np a i ≥ 2(n − t) then x a ∈ J n−t . Set k = n − t. We will use the induction on k to prove this statement. If k = 1 there is nothing to prove and the case when k = 2 is also clear. Now suppose that k ≥ 3. Since i∈Np a i ≥ 2k, we may write a = b + c such that b, c ∈ N r and i∈Np b i = 2k. We may harmlessly assume further N p = {1, 2, . . . , s} and
This proves the desired statement and then completes the proof.
(2)⇒ (1) From the inequalities ➊ and ➋, it follows that i∈[r]\{p,j} a i ≥ n for any j ∈ N p . Thus, {p, j} is not an edge of ∆ a (I n G ) for any j ∈ N p . Since J n−t is generated in degree 2(n − t), x a / ∈ J n−t by the inequality ➌. This then implies
Proof. If deg p = 2, that is, N p contains only two elements, then the three conditions for p to be an isolated vertex can be fulfilled simultaneously. In fact, if we write N p = {1, 2}, then a i ≥ n − t for each i = 1, 2 by ➋, and it follows that i∈Np a i = a 1 + a 2 ≥ 2(n − t). This is contradicted with ➌. Proof. Let q be the unique vertex which is adjacent to p.
n at the same time, which is impossible.
The number a One may look at Broom as given in Figure 1 , where 3 is a good vertex. 
In particular, |a| ≤ 2(n − 1). Case 2: There exist an isolated vertex and an edge in ∆ a (I n G ). Let p be such an isolated vertex with N p and M p defined before. Then there exists t ∈ {0, . . . , n − 1} such that i∈Mp a i = t, i∈Np a i ≤ 2(n − t) − 1 and a i ≤ n − t − 1 for all i ∈ N p by Proposition 3.4.
Let e = {k, ℓ} be an edge of ∆ a (I n G ). Then i∈[r]\e a i ≤ n − 1 . It is clear that e N p , for otherwise, p is a good vertex. If e ⊆ M p , then i∈e a i ≤ t ≤ n − 1. From this it follows that |a| ≤ 2n − 2. So we may assume k ∈ N p and ℓ ∈ M p . Then a k ≤ n − t − 1 and a ℓ ≤ t, which also implies |a| ≤ 2n − 2. Case 3: ∆ a (I n G ) contains distinct isolated vertices p, q. Then, by Proposition 3.4, there exist s, t ∈ {0, . . . , n − 1} such that
Subcase 3.1: Suppose first that {p, q} is an edge of G. Then p ∈ N q and q ∈ N p . We may write N p = A ⊔ {q}, N q = B ⊔ {p} and M p = B ⊔ C, M q = A ⊔ C. Here ⊔ means the disjoint union. Since G contains no good vertex, A ∩ B = ∅. Under these notations, we have
Subcase 3.2:
Suppose next that {p, q} is not an edge of G. Since p ∈ M q , it follows that a p ≤ t and so
From these two inequalities, we conclude that |a| ≤ 2n − 1 and thus the first statement has been proved. Now assume that a 0 1 (S/I n G ) = 2n − 1. We only need to consider Subcase 3.2 we discussed above. Thus, there exists a ∈ N r with |a| = 2n − 1 such that ∆ a (I n G ) contains distinct isolated vertices p and q, which are non-adjacent in G. What is more, since 2n − 1 ≤ 2(n − t) + s + t − 1 and 2n − 1 ≤ 2(n − t) + s + t − 1, we obtain s = t. Note that the inequalities ① and ② are now equalities, we obtain a p = a q = t and i∈Np a i = i∈Nq a i = 2(n − t) − 1. It is enough to show that N p ∩ N q contains at least three vertices.
Conversely, assume that G contains two distinct non-adjacent vertices p, q of degree ≥ 3 such that |N p ∩ N q | ≥ 3. We may assume {1, 2, 3} ⊆ N p ∩ N q . We see that if a = (n − 1, n − 1, 1, 0, · · · , 0), then p and q are isolated vertices of ∆ a (I Proof. We may assume that G contains the Broom as given in Figure 1 as its subgraph. If we set a = (n − 1, n − 1, n − 2, 1, 0, · · · , 0), then {1, 2} is an edge of ∆ a (I 
Examining the proof of Proposition 3.9, we only need to consider the cases when ∆ a (I n G ) contains an isolated vertex p and an edge e with e ⊆ N p and when ∆ a (I n G ) contains two distinct isolated vertices p and q such that p is adjacent to q in G.
First we consider the case when ∆ a (I n G ) contains an isolated vertex p and an edge e with e ⊆ N p . Since e ∈ ∆ a (I n G ) and e ⊆ N p , one has |a| − i∈e a i ≤ n − 1 and a i ≤ n − 1 for i ∈ e. This immediately implies |a| ≤ 3n − 3.
For the case when ∆ a (I n G ) contains two distinct isolated vertices p and q such that p is adjacent to q in G, we note that N p , N q , M p , M q and s, t satisfy the conditions as given in the proof of Case 3. Then
This completes the proof.
Recall some notions on graphic theory. Let p, q be vertices of G
Proof. There exist a pair of vertices, say 1, 2, such that For simplicity, we use C i , i = 1, 2, . . . , 5 to indicate the following five conditions on a simple graph G respectively. C 1 : G contains a good vertex; C 2 : G does not satisfy C 1 but it contains two non-adjacent vertices such that the intersection of their neighbors contains at least three vertices; C 3 : G satisfies neither C 1 nor C 2 , but G contains a vertex of degree ≥ 3; We are now in the position to present the main theorem of this subsection.
Theorem 3.12. Let G be a simple graph on [r] with r ≥ 3 and n an integer ≥ 2. Then Proof. If G ∈ C 1 then a 1 (S/I n G ) = 3n − 3 by Proposition 3.10. If G ∈ C 2 then a 1 (S/I n G ) = 2n − 1 by Proposition 3.9. If either G ∈ C 3 or G ∈ C 4 then a(S/I n G ) = 2n − 2 by Lemmas 3.7 and 3.11 together with Proposition 3.9. It remains to be considered the case when G ∈ C 5 , namely, G is either a path of length 2 or a 4-cycle or a 5-cycle. The case when G is a path of length 2 or a 4-cycle is proved in a similar way as in the case when G is 5-cycle and we omit its proof.
Suppose now that G is 5-cycle, that is, G is the Pentagon in Figure 1 . Then H 
On the contrast, we have: Example 3.14. Let G be a matroid on [r] with r ≥ 3. Then a 1 (R/I n G ) could be any number of {3n − 3, 2n − 1, 2n − 2, −∞}, depending on the structure of G. In fact, if G is a complete graph on [4] then a 1 (R/I n G ) = 3n − 3; if G is the graph on [5] with E(G) = {{4, i}, {5, i} : i = 1, 2, 3} (such a graph is called a diamond in the lattice theory) then a 1 (R/I n G ) = 2n − 1; if G is the graph on [4] with E(G) = {{4, i} : i = 1, 2, 3} then a 1 (R/I n G ) = 2n − 2. Finally if G is a 4-cycle, then a 1 (R/I n G ) = −∞. We end this subsection by a characterization when a graph is a matroid, which may be of independent interest. It is clear that every matroid has its diameter ≤ 2. We first consider obstructions for a graph of diam(G) ≤ 2 to be a matroid. Let Proof. If G has an induced subgraph isomorphic to either Broom or Pentagon, as given in Figure 1 , then {1, 2} and {3, 4} are disjoint edges that does not belong to any 4-cycles. For the proof of the converse, it is enough to show that there is no a graph G of diam(G) ≤ 2 such that G is not a matroid and that G has no induced subgraph isomorphic to one of the graphs as given in Figure 1 . Assume on the contrary that such a graph exists. Let G be such a graph. Since G is not matroid, there are disjoint edges, say {1, 2} and {3, 4}, which does not belong to any 4-cycle. We consider the following cases:
Suppose that d G (i, j) = 2 for any i ∈ {1, 2} and j ∈ {3, 4}. (This means none of {i, j} with i ∈ {1, 2} and j ∈ {3, 4} is an edge of G).) Let 1 −p 1 −3 and 1 −p 2 −4 be two paths. If p 1 = p 2 , then since {1, 3} and {1, 4} are not edges of G, the subgraph induced on {1, 3, 4, p 1 = p 2 } is isomorphic to a Broom, a contradiction. Thus, p 1 = p 2 . Since G contains no induced subgraphs isomorphic to a pentagon, at least one of the pairs {3, p 2 }, {4, p 1 }, {p 1 , p 2 } is an edge of G. If {3, p 2 } ∈ E(G), then the subgraph induced on {1, p 2 , 3, 4} is isomorphic to a Broom, a contradiction again. From this it follows that {3, p 2 } / ∈ E(G). With the same reason {4, p 1 } / ∈ E(G). It must be {p 1 , p 2 } is an edge of G. Thus, the subgraph of G induced on {1, p 1 , p 2 , 3} is isomorphic to a Broom. This yields a contradiction again. Thus, d G (i, j) = 1 for some i ∈ {1, 2} and j ∈ {3, 4}. Say d(1, 3) = 1, or equivalently, {1, 3} is an edge of G. Then {2, 4} is not an edge of G. Let 2 − p − 4 be a path. If p ∈ {1, 3}, say p = 1, then since the graph of G induced on {1, 2, 3, 4} can not be a Broom, {2, 3} must be an edge of G. Thus 1 − 2 − 3 − 4 − 1 is a 4-cycle of G, a contradiction. Consequently, p / ∈ {1, 3} Since the subgraph of G induced on {1, 2, 3, 4, p} is not a pentagon, at least one of {1, 4}, {2, 3}, {1, p}, {3, p} is an edge of G. If {1, 4} is an edge, since the subgraph of G induced on {2, 1, 3, 4} is not a Broom, we have {2, 3} ∈ E(G). This implies 1 − 2 − 3 − 4 − 1 is a 4-cycle containing {1, 2}, {3, 4}, a contradiction. Thus, {1, 4} is not an edge. Similarly {2, 3} / ∈ E(G). If {1, p} ∈ E(G), then subgraph induced on {3, 1, 2, p} is isomorphic to a Boom, thus {1, p} / ∈ E(G). At last, {3, p} / ∈ E(G). Thus, in all cases, our assumption leads to a contradiction. Before presenting the main result of this subsection, we note that the definitions of I G in [10] and in this paper are not completely same. By our definition, the number of variables of S is equal to the number of vertices of G, so I G is always generated in degrees ≥ 2, while in [10] , the number of variables of S may be larger than the number of vertices of G and I G may contain some variables. Due to this fact, we can not apply [10, Theorem 2.8] directly. However in a similar way as in the proof of [10, Theorem 2.8], we obtain the following result. In order to obtain the formula of reg(S/I n G ), we have to get the value of a 0 (S/I n G ), which it seems much more difficult. As a first step to compute reg(R/I n G ), it would be of interest to compute the depth function depth(S/I n G ).
