Learning is thought to facilitate the recognition of objects by optimizing the tuning of visual neurons to behaviorally relevant features. However, the learning mechanisms that shape neural selectivity for visual forms in the human brain remain essentially unknown. Here, we combine behavioral and functional magnetic resonance imaging (fMRI) measurements to test the mechanisms that mediate enhanced behavioral sensitivity in the discrimination of visual forms after training. In particular, we used high-resolution fMRI and multivoxel pattern classification methods to investigate fine learning-dependent changes in neural preference for global forms. We measured the observers' choices when discriminating between concentric and radial patterns presented in noise before and after training. Similarly, we measured the choices of a pattern classifier when predicting each stimulus from fMRI activity. Comparing the performance of human observers and classifiers demonstrated that learning alters the observers' sensitivity to visual forms and the tuning of fMRI activation patterns in visual areas selective for task-relevant features. In particular, training on low-signal stimuli enhanced the amplitude but reduced the width of pattern-based tuning functions in higher dorsal and ventral visual areas. Thus, our findings suggest that learning of visual patterns is implemented by enhancing the response to the preferred stimulus category and reducing the response to nonpreferred stimuli in higher extrastriate visual cortex.
Introduction
Detecting and identifying meaningful objects in clutter is a critical skill for interactions and survival in complex environments. Although these processes appear fast and effortless, the computational challenges of visual recognition are far from trivial. For example, the recognition of coherent objects entails segmentation of relevant features from clutter and discrimination of highly similar features belonging to different objects. Learning has been suggested to facilitate these processes by tuning neural selectivity to behaviorally relevant visual features (for review, see Kourtzi and DiCarlo, 2006) . However, the learning mechanisms that shape neural selectivity for visual forms in the human brain remain essentially unknown. In particular, learning-dependent changes in neural selectivity (i.e., sharpening of neuronal tuning to a visual stimulus) may result from three different possible mechanisms: enhanced response to the preferred stimulus, decreased response to the nonpreferred stimulus, or a combination of the two. Here, we combine behavioral and fMRI measurements to test which of these neural mechanisms mediate learning of forms in the human visual cortex. We exploit the sensitivity of high-resolution fMRI and multivoxel pattern classification analysis (MVPA) methods to investigate fine learning-dependent changes in neural preference at the level of large neural populations in the human visual cortex as revealed by fMRI.
In particular, we used a morphing stimulus space that is generated by varying the spiral angle between radial and concentric patterns resulting in stimuli that vary in their similarity (see Fig. 1 A) . Observers were presented with stimuli at different amounts of background noise (i.e., high-signal vs lowsignal stimuli) and judged whether they resembled a concentric or radial visual pattern. We measured the observers' choices (i.e., proportion concentric) with high-signal stimuli and compared them with those with low-signal stimuli before and after training. Similarly, we measured the choices of a pattern classifier, that is, the proportion of patterns on which the classifier predicted each stimulus from fMRI activity pooled across voxels. We investigated the link between behavioral and fMRI learning changes by comparing psychometric functions and fMRI pattern-based tuning functions before and after training.
Our findings demonstrate that training alters the observers' sensitivity to visual forms and fMRI selectivity in higher dorsal and ventral visual areas. Specifically, training on lowsignal stimuli enhanced the amplitude but decreased the width of pattern-based tuning in higher dorsal and ventral visual areas. These findings suggest that learning enhances behavioral sensitivity to visual forms and fMRI sensitivity in higher visual areas by enhancing neural responses to behaviorally relevant features, whereas decreasing responses to nonpreferred features.
Materials and Methods

Participants
Ten observers participated in the study (two males, eight females; age range, 19 -37 years). All observers had normal or corrected-tonormal vision, gave written informed consent, and were paid for their participation. The data from one observer were excluded as a result of low behavioral performance after training and from a second observer as a result of poor fMRI signals even for high-signal stimuli. The study was approved by the local ethics committee.
Stimuli
Stimuli were Glass patterns (Glass, 1969) generated using previously described methods (Li et al., 2009) ensuring that coherent form patterns are reliably perceived for the stimulus generation parameters we used. In particular, stimuli were defined by white dot pairs (dipoles) displayed within a square aperture (7.7°ϫ 7.7°) on a black background (100% contrast). The dot density was 3%, and the Glass shift (i.e., the distance between two dots in a dipole) was 16.2 arc min. The size of each dot was 2.3°ϫ 2.3°arc min 2 . For each dot dipole, the spiral angle was defined as the angle between the dot dipole orientation and the radius from the center of the dipole to the center of the stimulus aperture. Each stimulus comprised dot dipoles that were aligned according to the specified spiral angle (signal dipoles) for a given stimulus and noise dipoles for which the spiral angle was randomly selected. The proportion of signal dipoles defined the stimulus signal level. We generated concentric and radial Glass patterns by placing dipoles tangentially (concentric stimuli) or orthogonally (radial stimuli) to the circumference of a circle centered on the fixation dot. Further, we generated intermediate patterns between these two Glass pattern types by parametrically varying the spiral angle of the pattern from 0°(radial pattern) to 90°(concentric pattern) (Fig. 1 A) . Half of the observers were presented with clockwise patterns (0°to 90°s piral angle) and half with counterclockwise patterns (0°to Ϫ90°spiral angle). A new pattern was generated for each stimulus presented in a trial, resulting in stimuli that were locally jittered in their position.
Design
All observers participated in three psychophysical training sessions and three fMRI sessions. In the psychophysical sessions, observers were presented with stimuli at 45% signal level. For the pretraining and posttraining fMRI sessions, observers were presented with stimuli at 45% signal level (low-signal stimulus sessions), whereas for the third fMRI session, observers were presented with stimuli at 80% signal level (high-signal stimulus session). The high-signal stimulus session followed the lowsignal stimulus sessions to avoid priming the observers with highly visible versions of the stimuli before training.
Psychophysical training
Observers were first familiarized with the task during a short practice session (20 trials). Then observers performed one pretest session (one run without feedback), followed by three training sessions that were conducted on different days. Each session comprised five training runs with audio feedback on error trials and was followed by one test run without feedback. Each psychophysical run comprised 160 trials (16 trials per stimulus condition). Stimuli were presented at 10 possible spiral angles (5°, 15°, 25°, 35°, 42°, 48°, 55°, 65°, 75°, and 85°). Each trial lasted 1.5 s, and the stimulus was presented for 200 ms. Observers were instructed to indicate whether each presented stimulus was similar to a radial Glass pattern (0°spiral angle) or a concentric Glass pattern (90°s piral angle), by pressing one of two (left or right) buttons on a mouse. The buttons for different stimulus categories were counterbalanced across observers.
fMRI sessions
Observers participated in three scanning sessions: one high-signal stimulus session (i.e., observers were presented with stimuli at 80% signal level), one low-signal stimulus session (i.e., observers were presented with stimuli at 45% signal level) before training (after the psychophysical pretest), and one low-signal stimulus session after training (after the last psychophysical session). During scanning, observers performed the same categorization task as during the psychophysical sessions.
Each scanning session comprised eight experimental runs, each of which lasted 364 s. Each run comprised eighteen 18-s-long stimulus blocks. A 10 s fixation block (i.e., only a fixation square was presented on the screen) was presented after every six stimulus blocks, as well as in the beginning and the end of each run. Each stimulus block was repeated three times in each run. The order of the blocks was randomized within each run, and each block was presented only once between two fixation blocks. Each stimulus block comprised 12 trials, including target and distractor stimuli. That is, 10 trials contained target stimuli presented at one of six conditions (i.e., spiral angles), whereas two trials contained distractor stimuli from another condition. Possible combinations of spiral angles (target/distractor stimuli) presented in a block were 10°/50°, 30°/60°, 40°/80°, 50°/10°, 60°/30°, and 80°/40°. The presentation order of target and distractor stimuli within each block was randomized; one of the distractors was presented in the first six trials and the other in the last six trials. Each trial lasted 1.5 s. Stimuli were presented for 200 ms each and separated by a 1300 ms interstimulus interval, during which observers made their response to the stimulus by pressing one of two keys. The color of the fixation square, which was presented during fixation blocks and throughout each trial, served as a cue for the motor response. If the cue was red, observers used the same key-category matching as during the psychophysical training sessions (e.g., left key for concentric pat- terns), whereas if the cue was green, observers switched finger-key matching (e.g., left key for radial patterns). The color of the fixation square changed after every six stimulus blocks (i.e., before each fixation block) and was counterbalanced across runs.
fMRI data acquisition
The experiments were conducted at the Birmingham University Imaging Centre using a 3 T Philips Achieva MRI scanner. T2*-weighted functional and T1-weighted anatomical (1 ϫ 1 ϫ 1 mm resolution) data were collected with an eight-channel head coil. Echo planar imaging data (gradient echo-pulse sequences) were acquired from 28 slices (repetition time, 2000 ms; echo time, 34 ms; 1.5 ϫ 1.5 ϫ 2 mm resolution). Slices were oriented near coronal covering the entire occipital and posterior temporal cortex.
fMRI data analysis
Data preprocessing. MRI data were processed using Brain Voyager QX (Brain Innovation B.V.). T1-weighted anatomical data were used for coregistration, three-dimensional cortex reconstruction, inflation, and flattening. Preprocessing of the functional data involved slice-scan time correction, three-dimensional head movement correction, temporal high-pass filtering (three cycles), and removal of linear trends. No spatial smoothing was performed on the functional data used for the multivariate analysis. The functional images were aligned to anatomical data under careful visual inspection, and the complete data were transformed into Talairach space (voxel size of 1 ϫ 1 ϫ 1 mm, nearest-neighbor interpolation). Transforming the data into Talairach space ensured that the coordinates of the selected regions of interest (ROIs) for each individual subject were comparable with previous studies. When aligning the functional data to the anatomical scans, we used a nearest-neighbor interpolation method for resampling the data at high resolution (1 ϫ 1 ϫ 1 mm) and included only the unique voxels for the pattern classification analysis. For each participant, the functional imaging data between sessions were coaligned, registering all volumes of each observer to the first functional volume. This procedure ensured a cautious registration across sessions.
Mapping regions of interest. For each individual observer, we identified retinotopic visual areas (V1, V2, V3d, V3a, V7, V3v, and V4v) based on standard mapping procedures (Engel et al., 1994; Sereno et al., 1995; DeYoe et al., 1996) . We also identified V3B/KO (kinetic occipital area) and the lateral occipital complex (LOC) in two independent scans. Area V3B/KO was defined as the set of contiguous voxels anterior to V3a that showed significantly stronger activation ( p Ͻ 0.005) for kinetic boundaries than transparent motion (Dupont et al., 1997) . LOC was defined as set of contiguous voxels in the ventral occipitotemporal cortex that showed significantly stronger activation ( p Ͻ 0.005) for intact than scrambled images of objects (Kourtzi and Kanwisher, 2000) .
Multivoxel pattern analysis
Voxel selection. For each observer and session, we selected voxels in each ROI (retinotopic areas, V3B/KO, and LOC) that showed stronger response to stimulus conditions than fixation ( p Ͻ 0.05). To enable comparisons across ROIs and observers, we selected the average number of voxels across ROIs and observers with the highest difference between stimulus conditions ( p Ͻ 0.05). This procedure resulted in the selection of 250 voxels per ROI, by which point classification accuracies had saturated in all ROIs. If an ROI had fewer than 250 voxels (4.94% of cases across subjects and ROIs), we selected the classification accuracy at the maximum number of voxels in the region. The time course of each voxel was z-score normalized for each run and shifted by 4 s to account for the hemodynamic delay. For each pattern, we averaged the fMRI responses across all trials per block, resulting in 24 patterns per session for each condition and ROI.
Pattern classification. We trained linear support vector machine (SVM) classifiers using these patterns per ROI and calculated mean classification accuracies following a leave-one-run-out cross-validation procedure (supplemental Fig. S1 A, available at www.jneurosci.org as supplemental material). That is, we trained binary classifiers on 21 training patterns and tested their accuracy on three test patterns per condition and ROI using an eightfold cross-validation procedure. For each crossvalidation, we selected voxels using only the training dataset, thus ensuring that the classifier was not confounded by using the same data for pattern classification and voxel selection. Also, to ensure that the classifier output did not simply result from univariate differences across conditions, we subtracted the grand mean response across voxels from each voxel.
To determine whether we could predict the viewed stimulus from the six possible stimulus conditions (i.e., spiral angles), we used multiple pairwise (one-against-one) binary classifiers (supplemental Fig. S1 B, available at www.jneurosci.org as supplemental material) (Kamitani and Tong, 2005; Preston et al., 2008; Serences et al., 2009 ). In particular, we trained and tested all possible pairwise classifiers (15 comparisons) and collated their results for each test pattern. The predicted stimulus category corresponded to the category that received the fewest "votes against" when collating the results across all pairwise classifications. In the event of a tie, the prediction was randomly assigned to one of the categories. We expressed the accuracy of the six-way classifier as the proportion of test patterns for which it correctly predicted the viewed stimulus.
Pattern-based tuning functions. We examined the pattern of predictions made by the classifier when trained on a particular stimulus condition (i.e., spiral angle). We calculated the proportion of patterns for which the classifier predicted each stimulus condition from fMRI activity associated with each of the six different stimulus conditions. This gave us six sets of predictions for each of the six spiral angles: one prediction indicated the classification accuracy, whereas the rest indicated the classification errors. We plotted these 36 predictions as a function of the difference in spiral angle between the stimulus that evoked the fMRI response and the stimulus predicted by the classifier (supplemental Fig.  S1 B, available at www.jneurosci.org as supplemental material). This allowed us to generate pattern-based tuning functions for spiral angle in each ROI. In particular, each proportion predicted P(i) with stimulus distance (i.e., spiral angle difference) i was calculated as follows:
where n(i) is the number of patterns predicted to have distance i (from the stimulus condition), and N(i) is the total number of patterns that is possible to be predicted to have distance i. We then fitted the averaged pattern-based tuning functions across observers using a Gaussian function:
where ␣ is the scaling parameter, is the mean, s is the standard deviation, and ␤ is the baseline. Data for Ϯ70°difference in spiral angle were excluded because they were derived from a single prediction (Ϯ10°vs Ϯ80°) resulting in outlier values. Note that, for this approach, the area under each tuning function is not constrained to unity (or a constant number) because the proportion of patterns predicted is a function of the total number of patterns that is possible to be predicted for each condition (i.e., spiral angle difference) rather than the total number of patterns across conditions. To quantify the pattern-based tuning functions, we measured the amplitude (value at x ϭ 0) and the width (standard deviation s) of these functions based on 1000 bootstrap samples.
Voxel-based tuning functions. We generated tuning functions based on the fMRI response of individual voxels, as described previously (Serences et al., 2009 ). For each ROI and scanning session, we selected the same 250 voxels as for the pattern-based tuning functions following the same procedure for voxel selection and using only the training data. The time course of each voxel was z-score normalized for each run and shifted by 4 s to account for the hemodynamic delay. We then determined the preference of each voxel by the stimulus condition that evoked the largest mean response when considering data from all experimental runs except one (test run). Then using the data from the test run, we determined the response of each voxel in each condition by the difference (in spiral angle) between the stimulus condition and the preference of the voxel. Akin to the MVPA procedure, we averaged the results from this leaveone-run-out eightfold cross-validation procedure to obtain voxel-based tuning functions for each observer and ROI. We then fitted the average tuning functions across observers with the Gaussian function and estimated the amplitude and the width of these functions from 1000 bootstrap samples.
Results
Behavioral results
We tested the observers' ability to categorize global form patterns as radial or concentric when stimuli were presented at high versus low signal before and after training (Fig. 1 A) . Our results showed that training improved the observers' sensitivity in discriminating visual forms, that is, the 78% threshold performance for low-signal stimuli was reduced after training (Fig. 1B) . A repeated-measures ANOVA showed higher standard deviation (estimated from cumulative Gaussian fits on individual subject data) for low-than high-signal stimuli before training (F (1,7) ϭ 14.35, p Ͻ 0.01), which decreased significantly after training (F (1,7) ϭ 10.24, p Ͻ 0.05). Similar results were observed during testing in the laboratory (supplemental Fig. S2 , available at www.jneurosci.org as supplemental material), indicating that training enhanced the observers' sensitivity to stimulus category.
fMRI results: pattern-based tuning functions
We used multivoxel pattern classification (Haynes and Rees, 2005; Kamitani and Tong, 2005) to investigate which visual areas encode selective information about shape category (concentric, radial Glass patterns) as determined by the orientation of the local stimulus dipoles (i.e., spiral angle). In particular, we used a six-way linear SVM classifier to discriminate fMRI responses evoked by each stimulus condition from fMRI responses for the other five conditions. We calculated the predictions of the classifier for each stimulus condition using the fMRI activity associated with each of the six different stimulus conditions. From these predictions, we generated pattern-based tuning functions across spiral angle in each ROI (Fig. 2) . For high-signal stimuli, we observed a tuned response across visual areas. That is, the classifiers mispredicted stimuli at similar spiral angles more frequently than stimuli at dissimilar spiral angles, suggesting fMRI selective responses for visual forms differing in local orientation signals. To assess the effect of learning on fMRI selectivity for visual forms, we compared the amplitude and the width (i.e., standard deviation of the Gaussian fits) of the pattern-based tuning functions for high-signal stimuli with those for low-signal stimuli before and after training. The amplitude at x ϭ 0 indicates accuracy for each predicted stimulus category relating to the classification accuracy of the six-way MVPA (supplemental Fig. S3 , available at www.jneurosci.org as supplemental material).
Consistent with the behavioral results, we observed higher amplitude for high-than low-signal stimuli before training in higher visual areas. However, after training, the amplitude for low-signal stimuli increased significantly in higher dorsal and ventral areas (Fig. 3A) . A repeated-measures ANOVA showed significant differences across sessions in dorsal (F (2,14) ϭ 15.33, p Ͻ 0.001) and ventral (F (2,14) ϭ 27.26, p Ͻ 0.001) but not early (V1, V2) visual areas (F (2,14) ϭ 2.02, p ϭ 0.17). For dorsal visual areas, amplitude was higher for high-than low-signal stimuli before training (F (1,7) ϭ 64.49, p Ͻ 0.001), but it increased significantly for low-signal stimuli after training (F (1,7) ϭ 7.84, p Ͻ 0.05). Similar results were observed in the LOC rather than earlier ventral areas (V3v, V4), as indicated by a significant interaction between session and ventral regions (F (4,28) ϭ 3.13, p Ͻ 0.05).
Next, we observed narrower tuning of the pattern-based functions for high-than low-signal stimuli before training in higher visual areas (Fig. 3B) . However, training enhanced the tuning width in both dorsal and ventral areas. A repeated-measures ANOVA showed significant differences in the tuning width across sessions for dorsal (F (2,14) ϭ 20.09, p Ͻ 0.001) and ventral (F (2,14) ϭ 16.90, p Ͻ 0.001) areas but not early (V1, V2) visual areas (F (2,14) ϭ 1.15, p ϭ 0.27). For both dorsal (F (1,7) ϭ 64.05, p Ͻ 0.0.001) and ventral (F (1,7) ϭ 31.99, p Ͻ 0.01) areas, the tuning width was narrower for high-than low-signal stimuli before training. However, after training, the tuning width for lowsignal stimuli decreased significantly in dorsal (F (1,7) ϭ 6.02, p Ͻ 0.05) and ventral (F (1,7) ϭ 12.27, p Ͻ 0.01) areas.
In summary, our results show that training results in behavioral improvement and changes in the tuning of multivoxel patterns in higher dorsal and ventral visual areas. It is interesting to note that, although behavioral and fMRI sensitivity for low-signal stimuli improved with training, it did not reach the levels of sensitivity for high-signal stimuli. In particular, the 78% threshold was lower for high-than low-signal stimuli after training (F (1,7) ϭ 19.44, p Ͻ 0.01), suggesting that observers' sensitivity for discriminating global forms was higher for high-than low-signal stimuli. Similarly, the amplitude of the pattern-based tuning functions was higher (F (1,7) ϭ 10.87, p Ͻ 0.05) whereas the width significantly lower (F (1,7) ϭ 6.78, p Ͻ 0.05) for high-than low-signal stimuli after training. It is possible that more extensive training would result in equivalent performance and fMRI pattern-based tuning for high-and low-signal stimuli.
Control analyses
To discern learning-dependent changes to fMRI signals related to preferred compared with nonpreferred shape categories, we compared the amplitude and width of pattern-based tuning functions. However, these parameters can be coupled; that is, changes in tuning width can relate to changes in amplitude. Therefore, we performed two additional analyses. First, we examined the pattern of mispredictions by excluding prediction data from the preferred shape category (i.e., zero difference in spiral angle). Regression analysis (supplemental Fig. S3 , available at www.jneurosci.org as supplemental material) showed steeper slopes (i.e., reduced mispredictions far from the preferred category) across higher dorsal and ventral areas after training, indicating narrower tuning independent of changes in the peak of the pattern-based tuning functions. Second, we tested learningdependent changes in the preferences of individual voxels for shape categories (Fig. 4) . This method (Serences et al., 2009) does not rely on probability distributions and produces voxel-based tuning functions for which amplitude and standard deviation are independent. In agreement with the MVPA results, we observed changes in both the amplitude and standard deviation of tuning in higher dorsal and ventral areas. These findings provide additional evidence for learning-dependent changes not only in the overall responsiveness of large neural populations (at the level of single voxels or patterns) to trained stimuli but also in the neural sensitivity to shape categories.
To avoid confounds and ensure that our data treatment was appropriate, we conducted the following additional analyses. First, we tested for differences in the overall fMRI responsiveness that could result from differences in task difficulty across scanning sessions. Analysis of the percentage signal change from fixation baseline across cortical regions did not show any significant differences across scanning sessions (F (2,14) ϭ 1.08, p ϭ 0.37), suggesting that differences in the pattern-based tuning functions could not be attributed to differences in the overall fMRI signal. Second, to ensure that our classification approach was not overpowered and did not suffer from any bias, we ran the classification with the data labels shuffled. The results for the classification of 1000 permutation of the six-way classifier (supplemental Table  S1 , available at www.jneurosci.org as supplemental material) were at chance. Finally, analysis of eye movement data collected during scanning did not show any significant differences between sessions in the eye position or number of saccades (supplemental Fig. S5 , available at www.jneurosci.org as supplemental material), suggesting that differences in the pattern-based tuning functions across sessions could not be significantly attributed to eye movement differences.
Discussion
Our findings demonstrate that training alters the observers' sensitivity to visual forms and fMRI selectivity in higher dorsal and ventral visual areas. In particular, we show that training on lowsignal stimuli increases the amplitude but reduces the width of pattern-based tuning in higher dorsal and ventral visual areas. Increased amplitude after training indicates higher stimulus discriminability that may relate to enhanced neural responses for the preferred stimulus category at the level of large neural populations across voxels. Reduced tuning width after training indicates fewer classification mispredictions, suggesting that learning decreases neural responses to nonpreferred stimuli. Thus, our findings suggest that learning of visual patterns is implemented in the human visual cortex by enhancing the response to the preferred stimulus category, whereas reducing the response to nonpreferred stimuli.
Our findings advance our understanding of learning brain mechanisms in two main respects. First, we provide evidence for learning-dependent changes related to neural sensitivity rather than simply overall responsiveness (i.e., increased or decreased fMRI responses) to trained stimuli as reported in previous imaging studies (Kourtzi et al., 2005; Sigman et al., 2005; Op de Beeck et al., 2006; Mukai et al., 2007; Yotsumoto et al., 2008) . This previous work does not allow us to discern whether learningdependent changes in fMRI signals relate to changes in the overall magnitude of neural responses or changes in neuronal selectivity of neural populations. Previous work using fMRI adaptation has suggested selectivity changes related to learning (Jiang et al., 2007; Gillebert et al., 2009 ). Here, we take advantage of the sensitivity of high-resolution fMRI recordings and MVPA methods to discern the mechanisms that mediate learning-dependent changes in visual selectivity. This combination of methods allows us to discern whether learning changes the magnitude of responses to preferred or nonpreferred stimuli by comparing fMRI tuning functions before and after training. Although the low spatial resolution of fMRI compared with neurophysiology does not allow us to investigate learning-dependent changes at the level of single neurons, our methodology provides sensitive tools for testing how learning shapes the fine-tuned representation of visual forms across large neural populations.
Second, our findings provide novel evidence for the role of dorsal areas in learning visual forms. Although the evidence for experience-dependent plasticity in V1 remains controversial Schoups et al., 2001; Ghose et al., 2002; Furmanski et al., 2004; Li et al., 2004) , recent work indicates that learning shapes visual processing in ventral stream areas. In particular, training is shown to result in greater changes in orientation tuning in V4 than in V1 (Yang and Maunsell, 2004; Raiguel et al., 2006) . However, our results demonstrate learningdependent changes in fMRI selectivity in dorsal visual areas, consistent with our previous work showing that these areas are involved in the integration of local orientation signals into global forms (Ostwald et al., 2008) . Furthermore, our results show learning-dependent changes in fMRI selectivity in the LOC, consistent with the role of learning in shaping inferotemporal processing of complex visual features (Sigala and Logothetis, 2002; Freedman et al., 2006) , multiple-part configurations (Baker et al., 2002) , and objects (Logothetis et al., 1995; Rolls, 1995; Kobatake et al., 1998) .
Thus, our findings suggest that learning alters the tuning of activation patterns in regions selective for task-relevant visual features. We have shown previously that the categorization of visual forms is achieved by integrating local visual features and configurations in dorsal visual areas, whereas global form structure in the LOC (Ostwald et al., 2008) . Here we propose that learning shapes these processes by decreasing responses to distractor stimuli during the integration of visual forms, whereas enhancing responses for the selective representation of behaviorally relevant stimuli. Recent neurophysiology work suggests that these learning-dependent changes may be mediated by changes in the readout of signals rather than stimulus encoding in visual areas (Law and Gold, 2008) . Although, the high-resolution fMRI used in our study limited our recordings to the visual cortex, it is possible that higher frontoparietal circuits may modulate neural plasticity and optimize visual processing through attention-gated learning mechanisms (Hochstein and Ahissar, 2002; Roelfsema and van Ooyen, 2005) . Additional work using multimodal imaging (e.g., EEG-fMRI measurements) is necessary for understanding these interactions across cortical circuits and the spatiotemporal dynamics that mediate learning-dependent plasticity in the human brain.
