Abstract-In this paper, a multicarrier multi-hop multipleinput multiple-output (MIMO) relay system is investigated. A linear non-regenerative strategy is applied at each relay node. We show that for Schur-concave objective functions, the optimal source precoding matrix, the optimal relay amplifying matrices and the optimal receiving matrix jointly diagonalize the multicarrier multi-hop MIMO relay channel. And for Schur-convex objectives, such joint diagonalization along with a rotation of the source precoding matrix is also shown to be optimal. Using the optimal structure of the source and relay matrices, the multi-hop relay design problem boils down to the issue of power loading among the resulting parallel multi-hop single-input single-output (SISO) relay channels. This paper provides additional details of the multicarrier version of some of our recent results.
I. INTRODUCTION
Recently, non-regenerative multiple-input multiple-output (MIMO) relay communications have attracted much research interest [1] - [9] . It has been shown in [3] that for a threenode two-hop linear non-regenerative MIMO relay system where the direct link between source and destination is negligible, the optimal source, relay and receiving matrices jointly diagonalize the source-relay-destination channel for Schurconcave objective functions. And for Schur-convex objectives, such joint diagonalization along with a rotation of the source matrix is also shown to be optimal. The above result is a generalization of that in [10] from a one-hop MIMO link to a two-hop MIMO relay system.
We have recently discovered in [4] that the above stated results are also true for a multi-hop non-regenerative MIMO relay system with any number of hops using linear relaying and the linear minimal mean-squared error (MMSE) processing at the destination. Note that although the structures of the optimal source and relay matrices are similar for both twohop and multi-hop systems, the proof of the main theorem is much more involved for the multi-hop system [4] than for the two-hop system [3] . In this paper, we follow our recent result in [4] to present additional details of its multicarrier version. We will address both subcarrier-independent and subcarriercooperative multi-hop MIMO relay systems.
Utilizing the structure of the optimal source and relay matrices, the multicarrier multi-hop MIMO relay design problems boil down to the issues of power loading among the resulting multi-hop single-input single-output (SISO) relay channels. We demonstrate that the power loading problem can be efficiently solved by iteratively updating the power allocation vectors at the source and all relay nodes [3] , [8] . Interestingly, the updating of each power allocation vector follows the wellknown water-filling principle for Schur-concave objectives. While for Schur-convex functions, the power allocation result can be viewed as a multilevel water-filling solution.
We would like to mention a few other recent works on multihop non-regenerative MIMO relay systems [5] - [7] . Under the assumption that the relay matrices are scaled identity matrices, the asymptotic capacity of multi-hop MIMO relay system is derived in [5] . In [6] , the authors investigated the diversity gain of multi-hop MIMO relay channels when the relays use diagonal amplifying matrices. In [7] , by neglecting the noise at the relay nodes, the authors derived the optimal relay matrices. Compared with those results in [5] - [7] , our results in this paper are more general.
II. SYSTEM MODEL We consider a wireless communication system with one source node, one destination node, and L − 1 relay nodes (L ≥ 2). We assume that due to the propagation path-loss, the signal transmitted by the ith node can only be received by its direct forward node, i.e., the (i + 1)-th node. Thus, signals transmitted by the source node pass through L hops until they reach the destination node. We also assume that the number of antennas at each node is [8] , a linear non-regenerative relay matrix is used at each relay to process and forward the received signal. Based on whether the subcarriers cooperate with each other in processing the signals at the source and relay nodes, we can have either subcarrierindependent or subcarrier-cooperative systems.
A. Subcarrier-Independent System
At the source node, the signal sequence is modulated by N c subcarriers. We denote N (n) b , 1 ≤ n ≤ N c as the number of symbols in the nth subcarrier. Hereafter, the superscript (n) denotes the corresponding variables for the nth subcarrier. The N 1 × 1 signal vectors transmitted by the source node are
where
× 1 source symbol vector, and
source precoding matrix. We assume that
, where E[·] stands for the statistical
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expectation, (·)
H denotes the Hermitian transpose, and I n is an n × n identity matrix. The N i × 1 signal vectors received at the ith node are written as (2) where H Using the linear non-regenerative strategy, the input-output relationship at node i is given by
is the N i × N i amplifying matrix at node i. Combining (1)- (3), we obtain the received signal vectors at the destination node (the (L + 1)-th node) as
whereH (n) andv (n) are the equivalent MIMO channel matrix and the noise vector, and given respectively bȳ
Here for matrices
We assume that without wasting transmission power at any node, the number of source symbols at each transmission satisfies N
, and rank(·) denotes the rank of a matrix.
B. Subcarrier-Cooperative System
In a subcarrier-cooperative system, the received signal vector at the destination node is
T denotes the matrix (vector) transpose, and bd(·) stands for a block-diagonal
channel matrix of the ith hop. From (7), we see that the cooperation among different subcarriers is performed by a "super"
A subcarrier-cooperative MIMO relay system is a generalization of a subcarrier-independent system, since if we impose a block-diagonal structure on
. Then (7) becomes (4). Hence we anticipate that a subcarrier-cooperative system has a better performance than a subcarrier-independent system. Interestingly, from a mathematical point of view, the subcarrierindependent system model (4) is more general, since (7) can be obtained from (4) by simply setting N c = 1. Thus, in the following, we use (4) to derive the optimal source and relay matrices. After obtaining the optimal source and relay matrices for subcarrier independent system, we revisit (7) to derive the optimal structure of F i , 1 ≤ i ≤ L, for subcarrier-cooperative systems.
III. OPTIMAL SOURCE AND RELAY MATRICES
In this section, we derive the optimal source and relay matrices for subcarrier independent systems. It has been shown in [3] , [10] that many practical objectives for MIMO systems such as the maximal mutual information (MI) between s (n) and y (n) L+1 can be represented as functions of the main diagonal elements of the MMSE matrix. The MMSE matrix is the error matrix of the linear MMSE estimates of the elements of s (n) using y (n) L+1 . With a linear receiver at the destination node, the estimated signal vector iŝ
weight matrix of the linear receiver at the nth subcarrier. From (4) we find that the weight matrix of the linear MMSE receiver is
) H is the noise covariance matrix at the nth subcarrier, and (·) −1 denotes the matrix inversion. The MMSE matrix denoted as E (n) , is given by [3] , [10] 
From (6) we have
(12) Substituting (5) and (12) into (11), we obtain
At the nth subcarrier, the multi-hop linear non-regenerative MIMO relay design problem can be summarized as
where 
where the dimensions of U
The following theorem is a main result of this paper.
THEOREM 1: Assume that the following conditions hold: 
diagonal matrices, and U 
unitary rotation matrix, such that d E (n) has identical elements. PROOF: The proof is the same as in [4] . Conditions 1 and 2 are motivated by the fact that under the criterion of the maximal MI between source and destination, at each subcarrier, the maximal number of independent data streams that can be sent from source to destination for any given {F
Moreover, conditions 1 and 2 are sufficient to allow N (n) b independent data streams to be sent from source to destination. The condition 3 is a natural choice for any practical purpose.
Theorem 1 generalizes the results obtained in [3] and [10] . Similar to the examples shown in [10] , the Schur-concave objective functions include for example the arithmetic sum of the MSEs of estimating the elements of s (n) using y
and the negative of the MI between s (n) and y (n)
L+1 . And the Schur-convex functions include for example the maximum of the MSEs of the MMSE estimates of the elements of s (n) using y (n)
L+1 .

A. MIMO Relay Design with Schur-Concave Objective Functions
For Schur-concave objective functions, substituting (18) into (5) and (12), we havē
diagonal matrices with the kth diagonal element given by [D i , respectively. Note that in order to achieve the optimal performance, strong subchannels of σ (n) i,k in all hops should be paired together, while the weak subchannels of σ (n) i,k should be coupled together [3] . Substituting (20) and (21) back into (10), we obtain
From (4), (9), (22), we can writê
is the noise vector after the receiver processing with the following covariance matrix
Here
is a diagonal matrix with the kth
From (23) and (24) we see that the optimal source, relay, and destination matrices jointly diagonalize the L-hop MIMO relay channel between s (n) andŝ (n) , and the effective noisẽ v (n) is white. Substituting (18) back into (13), we find that
(25) Using the optimal source and relay matrices (18), the transmission power constraints (15) and (16) are equivalent to
To simplify notations, let us introduce the following variable substitutions for
Then we obtain
Substituting (30) and (31) back into (25) we have
(32) Using (28) and (29), the power constraints (26), (27) can be summarized as
(33) Using (32) and (33), and combining the problem (14)- (16) throughout all subcarriers, the multicarrier multi-hop MIMO relay design problem is equivalent to the following power loading problem
where we define
When L = 1, as shown in [10] , the problem (34)-(36) is convex for most common objective functions and adopts a waterfilling type solution. However, when L = 2, as illustrated in [3] , the problem (34)- (36) is nonconvex. Obviously, the nonconvexity of the problem (34)-(36) also holds for L > 2. Thus for L ≥ 2, a globally optimal solution is difficult to obtain especially when L is large. However, the problem (34)-(36) has a conditional convexity, i.e., it is convex with respect to {x
Hence, a locally optimal solution of this problem can be obtained by using the alternating algorithm as shown in [3] , [8] . This algorithm starts at a random feasible {x
i,k } is convex and has a water-filling type solution. Since the conditional update of x 
B. MIMO Relay Design with Schur-Convex Objective Functions
For all Schur-convex objective functions, from (5) and (19) we obtainH
From (12) and (19) we have C (n) v as given by (21). Substituting (37) and (21) back into (10), we have
Hṽ(n) , and we find that for Schur-convex objective functions, the equivalent channel between s (n) andŝ (n) is diagonalized by the source, relay, and receiving matrices after a rotation U (n) 0 of the source matrix. Moreover, the effective noise (U
Hṽ(n) is no longer white, and its covariance matrix is given by (U
0 . By substituting (19) back into (13), and using (30) and (31) we obtain
Interestingly, for all Schur-convex objectives, since E (n) has identical diagonal entries, we only need to minimize tr(E (n) ). The relay scheme which minimizes the maximal MSE (MM-MSE) among all data streams has the following objective function min
It can be shown similar to [10] that (39) 
The optimization problem with the MM-MSE objective can be written as the following multilevel water-filling problem In the first example, we compare the bit-error-rate (BER) performance of the following algorithms: the naive amplifyand-forward (NAF) algorithm where the source precoding matrix and relay amplifying matrices are scaled identity matrices; the MA-MSE algorithm (34)-(36) with q being the arithmetic sum of the MSEs of all data streams given by Nc n=1 tr(E (n) ); the MMI algorithm where we solve (34)-(36) taking q as the negative MI between source and destination given as (N c N 2 ) . From Fig. 1 we find that the NAF algorithm has the highest BER since it doesn't exploit the channel information. The MM-MSE algorithm has the best BER performance. The reason is that the MM-MSE objective function (39) is Schur-convex, and from (38) and (40)- (43) we see that all data streams have identical MSE. This makes the MM-MSE algorithm robust in BER performance.
In the second example, we study the system performance with respect to the number of hops. The number of antennas at each node is N i = N = 10, 1 ≤ i ≤ L, and the number of source symbols is N 
VI. CONCLUSIONS
In this paper, we have highlighted some of our recent discoveries on a non-regenerative MIMO relay system of any number of hops as shown in [4] . One of the key results is that the diagonal system structure associated with the optimal source and relay matrices for a two-hop non-regenerative MIMO relay system is also valid for such a relay system of any number of hops. This paper contains additional details to address the multicarrier case.
