Abstract-A Boolean function g is said to be an optimal predictor for another Boolean function f , if it minimizes the probability that f (X n ) = g(Y n ) among all functions, where X n is uniform over the Hamming cube and Y n is obtained from X n by independently flipping each coordinate with probability δ. This paper is about self-predicting functions, which are those that coincide with their optimal predictor.
I. INTRODUCTION
One of the most important properties of a Boolean function f : {−1, 1} n → {−1, 1} is its robustness to noise in its inputs. This robustness is traditionally measured by the noise sensitivity of the function, defined as
where X n ∈ {−1, 1} n is a uniform Bernoulli vector, and Y n ∈ {−1, 1} n is the output of a binary symmetric channel of crossover probability 0 < δ < 1/2 with X n in its input. The noise sensitivity of Boolean function has been extensively investigated in the theory of Boolean functions [1] , most often in terms of the equivalent notion of stability
where 0 < ρ < 1 is the correlation parameter, i.e., ρ EX i Y i = 1 − 2δ. The noise sensitivity of f can also be interpreted as the error probability of a predictor trying to guess the value of f (X n ) by simply applying f to the noisy inputs Y n . While this predictor is intuitively appealing and easy to analyze, it is generally suboptimal. As a simple example, think of the case where f is biased and the noise level δ is sufficiently high; it is easy to see that a constant predictor would result in a lower error probability than f (Y n ) would. The optimal predictor, i.e., the one that minimizes the error probability in predicting f (X n ) from Y n , is clearly given by the sign of E (f (X n ) | Y n = y n ), a function that in general can be very different than f itself.
While using the optimal predictor is generally superior to using the function itself (albeit as we shall see, by a factor of two at the most), computing the former is often very difficult as it depends on the values of the function over the entire Hamming cube. It is therefore interesting to study functions that coincide with their optimal predictor; we call these functions self-predicting (SP). As can be noted, a function can be SP at certain noise levels but not at others, and thus we further say that a function is uniformly SP (USP) if it is SP at any noise level. Predicting the value of a USP function by applying it to noisy inputs is always optimal, clearly a desirable property. For example, if the function describes a voting rule and the noise represents possible contamination of the votes (e.g., due to fraud), it is not realistic to assume that the noise level is known. Yet, if the function is USP it can
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In this paper, we introduce and explore self-predictability of Boolean functions. We derive various properties of SP functions, and specifically the following:
• For a monotone function, self-predictability at dominating boundary points is necessary and sufficient for the function to be SP. We use this fact to show that Majority functions are USP.
• High correlation SP: A function with Fourier degree k is SP for any ρ > 1 − 1/k, and a polynomial threshold function with sparsity s is SP for any ρ ≥ e − s n ·ln s s−1 . Also, if f is SP for ρ > 1 − ε and n = Ω(1/ε), then each x n has a distance-2 neighbor with the same function value.
• A low correlation SP (LCSP) function is spectral threshold, i.e., equal to the sign of its lowest Fourier level. This implies many properties: LCSP functions are either balanced of constant, they have energy at least 1/2 on their first level (if any), and a monotone LCSP function is 2 /πn-close to a linear threshold function.
• Sharp threshold: While all functions are trivially SP for
, only a doubly-exponential small fraction are SP for ρ = 1 − 2α n for any α > 1. The same continues to hold in the fixed high-correlation regime. Proofs can be found in [2] , along with full details and a list of open problems.
II. PRELIMINARIES

A. Notation and Definitions
We use upper case letters for random variables and random vectors, and their lower case counterparts for specific realizations. For vectors we write x j i = (x i , . . . , x j ) and omit the subscript whenever i = 1. A concatenation of vectors is denoted by (x
The cardinality of a set S will be denoted by |S|. The complement of the set S is denoted by S c . We denote [n] = {1, 2, . . . , n}, and let sgn(z) returns the sign of z, where by convention sgn(0) = 1. Throughout, the logarithm log(t) is base 2, while ln(t) is the natural logarithm.
In this paper, X n is a uniformly distributed binary vector, and Y n is the binary vector obtained by flipping each coordinate of X n with some given probability δ ∈ [0, 1/2]. We write p(x n , y n ) to denote the associated joint probability mass function. Instead of the parameter δ, we will work with the more natural correlation parameter ρ :
B. Boolean Functions and Fourier Analysis
In this paper we consider Boolean functions f : {−1, 1} n → {−1, 1}. The distance between two Boolean functions f and g is defined as the fraction of inputs on which they disagree, i.e., Pr(f (X n ) = g(X n )). We say that f and g are ε-close if their distance is at most ε.
An inner product between two functions f, g is defined as
A character associated with a set of coordinates S ⊆ [n] is the Boolean function x S := i∈S x i , where by convention x ∅ = 1. It can be shown [1, Chapter 1] that the set of all characters form an orthonormal basis with respect to (w.r.t.) to the inner product (3). Furthermore,
where {f S } S⊆ [n] are the Fourier coefficients of f , given bŷ
, we use the shorthand f i =f {i} . The Fourier weight of f at degree k is
Instead of the noise sensitivity defined in (1) it is more common to consider the stability, defined as
The noise sensitivity and stability are trivially related via
Thus, the stability of a function is directly related to the error probability of the possibly suboptimal predictor f (y n ). When X n and Y n are ρ-correlated, it is useful to define the noise operator
for which it can be easily verified that
The stability can then be expressed using the Fourier coefficients and the noise operator as
where (12) is using Plancharel's identity f, g
. A PTF has sparsity s if {p S } is supported over exactly s terms. For LTF and PTFs, we will always assume that coefficients are chosen such that the polynomial inside the sign operator is never exactly zero.
III. OPTIMAL PREDICTION AND SELF PREDICTING (SP
n → {−1, 1} be some Boolean function. The optimal predictor (minimizing the error probability) of f (X n ) given that Y n = y n has been observed, is clearly
where sgn(0) = 1, but ties can be broken arbitrarily in any other way. We say that a Boolean function f is ρ-selfpredicting (ρ-SP) at y n , if the optimal predictor given y n at correlation level ρ coincides with the function itself whenever it is not tied, i.e., if
We say that f is uniformly selfpredicting (USP) if it is ρ-SP for any ρ ∈ [0, 1]. For technical reasons, we also say that f is low-correlation self-predicting (LCSP), if there exists some ρ * > 0 such that f is ρ-SP for all ρ ∈ [0, ρ * ). The following fact follows easily from the definition. Proposition 1. All the characters are USP.
We will later see that there are other USP functions besides the characters.
How far can a function be from self predicting? We say that a function is ε-close to ρ-SP when and its optimal predictor sgn T ρ f are ε-close.
S -close to ρ-SP. For any n, functions that depend on all n variables can be found (even balanced ones), whose distance from their optimal predictor is larger than some universal constant. The problem with this measure of closeness to SP is that in many cases the optimal predictor might be different from the functions on inputs that are very noisy, i.e., where the posterior probability of the function value is close to uniform. Thus, a more practically motivated way of quantifying closeness to SP is by considering noise sensitivity and stability.
Define the strong noise sensitivity of a function f to be
and the associated strong stability as
Of course, just as for the regular noise sensitivity and stability, the trivial connection
holds, and we can express strong stability in terms of the noise operator:
Thus the 1-norm of T ρ f can be interpreted in terms of the error probability associated with the optimal predictor for f .
Since the optimal predictor sgn T ρ f can only do better than f itself, we immediately have:
Proposition 3. For any function f and any ρ
with equality if and only if f is ρ-SP.
The strong stability can also be upper bounded by a regular stability expression.
An immediate consequence of the above is:
Corollary 5. The strong noise sensitivity satisfies:
Note that this bound is tight for the characters (and again shows that they are USP). We can easily derive the following weaker statements:
If f is balanced, then
We may obtain improved bounds for low correlation values:
A. Majority is USP The Majority function (for odd n) is given by Maj(x n ) := sgn n i=1 x i . While intuitively appealing, the following is not trivial:
Theorem 8. Majority is USP.
The proof of Theorem 8 is based on the following characterization, interesting on its own right. We define the natural partial order over R k , where y k z k if and only if y i ≤ z i for all coordinates i. We write ≺ to denote the case of strict inequality in at least one of the coordinates. We say that a function f is monotone on a set of coordinates
, and suppose f (y n ) = 1. Let z n satisfy y
Recall that x n is called a boundary point of f if the value of f (x n ) can be flipped by filliping some single coordinate of x n . We further say that x n is a dominating boundary point of f if f (x n ) = 1 (resp. = −1) and f (y n ) = −1 (resp. = 1)
for
Corollary 10. A monotone function is ρ-SP if and only if it is ρ-SP at all its dominating boundary points.
The proof of Theorem 8 then follows by showing that
Majority is SP at all its boundary points. While tempting to conjecture, Majority (and characters) are not the only USP functions, and not even the only USP LTFs:
Example 11. The balanced LTFs with n = 5 and coefficients a 5 1 = (1, 1, 3, 3, 5) , with n = 7 and coefficients a 7 1 = (1, 1, 3, 3, 3, 5, 7) , with n = 9 and coefficients a 9 1 = (1, 1, 3, 3, 3, 5, 5, 5, 7) can all be verified to be USP.
B. SP/USP Preserving Operators
Let us now discuss several operations that preserve selfpredictability. First, we note that self predictability is invariant to negation of inputs. We write • for the Hadamard product.
Proposition 12. Let a n ∈ {−1, 1} n Then, f (x n ) is ρ-SP if and only if f (a n • x n ) is ρ-SP.
Next, we consider the case of separable functions.
). Then f is ρ-SP if and only if both g and h are ρ-SP.
Note that Proposition 1 also follows as a simple corollary to Proposition 13. Next, we consider functions of equal-size disjoint characters.
Example 15. Using the fact that characters and Majority are USP functions, together with Propositions 12, 13 and 14, we can construct many distinct USP functions. For example, the following function is USP:
Nonetheless, there are USP functions that cannot be constructed from characters and Majority this way. For example, none of these functions can be an LTF, as the USP functions in Example 11. We note in passing that several seemingly plausible properties do not hold in general:
Example 16. The optimal predictor of a balanced function may not be balanced. For example, the following function is a balanced function, yet sgn T ρ f is non-balanced when ρ = 1/2:
Example 17. We will later explore functions that are SP for high or low correlation. However, self-predictability is not necessarily a monotone property in ρ. To wit, a ρ 0 -SP function then might not be ρ-SP for some ρ ≥ ρ 0 . For example, the balanced LTF with n = 11 and coefficients 
IV. HIGH CORRELATION SUFFICIENT CONDITIONS
In this section, we present sufficient conditions on a function to be SP using various arguments. All our conditions will be high correlation ones, i.e., for ρ larger than some threshold.
Proposition 18. Any function is ρ-SP for ρ > 2 (n−1) /n − 1, and there is no better universal guarantee.
The proof of Proposition 18 follows from identifying the range of the crossover probability in which the probability no bit was flipped (1 − δ) n , is at least 1/2. The OR function is extermal in the sense that it is SP only when the condition of Proposition 18 is satisfied.
In what follows, we will obtain improved sufficient conditions using specific properties of the function. Before that, we remark that the extermal property of the OR function noted above may ostensibly be attributed to the fact that it is extremely unbalanced. However, the statement of Proposition 18 does not change even if we restricted ourselves to balanced functions. Indeed, consider the enlightened dictator (E-DIC) function, defined for n ≥ 3 as
Evidently, E-Dict(x n ) is determined by the "dictator" x 1 , unless all the "subjects" x 2 , . . . , x n disagree. By analyzing this function, we show that: (2) n +O(n −2 ), and there is no better universal guarantee.
A. Bounded Degree Next, we provide an stronger statement that uses the degree Deg(f ) of the function, i.e., the maximal character degree appearing in the Fourier representation of f . n, e.g., for n-dimensional functions f that can be computed by a decision tree of depth k, in which case Deg(f ) ≤ k [1, Proposition 3.16].
B. Sparse PTFs
Next, we derive a sufficient condition that applies to PTFs of a given sparsity.
Theorem 21. Let f be a PTF of sparsity s and character widths {w j } s j=1 . Then f is ρ-SP for all ρ ≥ ρ 0 where ρ 0 is the (unique) solution to
The theorem is useful for moderate values of n. Using the convexity of ρ t the following is easily verified:
A simple generalization of Theorem 21 is as follows.
C. Friendly Neighbors Given a function f , we say that a point x n has a radiusd friendly neighborhood w.r.t. f if there exists some y n of distance at most d that agrees with x n , namely, where
is the Hamming distance between x n and y n .
Proposition 24. Let f be ρ-SP for all ρ > 1 − ε, and n > max{2ε −1 , γ} where γ is a universal constant. Then each x n ∈ {−1, 1} n has a radius-2 friendly neighborhood w.r.t. f .
Hence, for a function to be SP even slightly above the guaranteed high correlation threshold of ρ > 1 − 2 ln (2) n + O(n −2 ), every point admit a radius-2 friendly neighborhood. The OR function, e.g., does not satisfy this property. This result is tight as for the largest character x
[n] = n i=1 x i , which is USP, yet the distance-1 neighbors of each point do not agree with it.
V. LOW CORRELATION SELF PREDICTING (LCSP)
FUNCTIONS In this section we discuss LCSP functions, i.e., functions that are ρ-SP for any ρ < ρ * for some ρ * > 0. Note that any USP function is trivially also LCSP, hence all our LCSP necessary conditions will apply to USP functions verbatim.
A. LCSP and Spectral Threshold Functions
Let the minimal level of a function f be defined as
and let
We say that f is weakly spectral threshold (
e., the sign of both functions agree whenever f Lev = 0. We say that f is strongly spectral threshold (SST) if it is WST and f Lev is never zero. Recalling that the Fourier coefficients (f φ ,f 1 , . . . ,f n ) of an LTF f are known as the Chow parameters, it can be noted that SST functions are the LTFs for which the solution to the Chowparameters problem [4] is the chow parameters themselves.
Proposition 25. SST implies LCSP, and LCSP implies WST.
An immediate consequence of Proposition 25 is:
Corollary 26. An LCSP function is either balanced or constant.
It is interesting to note that in light of Proposition 25, Proposition 7 immediately implies the following dichotomy:
Corollary 27. Let f be an LCSP function. Then either
This result is very similar to the claim that The next two examples show that the distinction between WST and SST in the theorem is necessary.
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Example 29 (LCSP does not imply SST). Consider the balanced LTF with n = 4 and coefficients a 3 1 = (2, 1, 1, 1) . This is a Majority function with a tie breaking input. It can be verified by direct computation that this function is USP, hence also LCSP. However, its level-1 Fourier coefficients are ( ). Hence, while it is clearly WST, it is not SST as there are 2 inputs for which f Lev (x n ) = 0.
Example 30 (WST does not imply LCSP). The balanced LTF with n = 9 and coefficients a 9 1 = (1, 5, 16, 19, 25, 58, 68, 91, 94) can be verified to be WST, but not LCSP. It is ρ-SP only for ρ > 0.577.
The next example shows that the SST property is limited to the low-correlation regime only.
Example 31 (SST does not imply USP). The LTF of Example 17 is SST, but as was shown there, is not USP. Thus, while an SST is always LCSP, it is not necessarily USP.
We note in passing that are SST and WST functions outside Majority that are USP.
Example 32. The LTF in Example 11 is SST and USP, while the balanced LTF with n = 9 and coefficients a Finally, using Proposition 25, we can show that the largest coefficients of an LCSP LTF cannot be too distinct.
Proposition 33. Let f be an LTF that depends on all its n variables. Let a and b be its first and second largest coefficients in absolute values, respectively, in some representation of f . If f is LCSP then
For example, the enlightened dictator function (31) has firstto-second coefficient ratio of n − 2, and thus cannot be LCSP.
B. LTF Approximation
The WST condition can be leveraged to show that a LCSP function can typically be well approximated by an LTF:
Theorem 34. An LCSP f is 
VI. STABILITY-BASED CONDITIONS
We next provide simple necessary conditions for a function to be ρ-SP, in terms of its stability and Fourier coefficients.
The bound of Proposition 36 is tight, e.g., for the OR function. We may deduce again the result of Corollary 26, which states that an LCSP function is either balanced or constant, and, more generally, have the following:
Corollary 37. If f is LCSP then
Specifically, if f is also monotone, this bound reads
where the r.h.s. is the so-called maximal influence of f .
When the Deg(f ) < n, another bound of the form of Proposition 36 can be derived using the following implication of hypercontractivity [5] , [6] : When f : {−1, 1} n → R has Deg(f ) = k then f 2 ≤ e k · f 1 [1, Theorem 9.22].
Proposition 38. If f is ρ-SP and Deg(f ) = k then
The last proof implies for a degree k, ρ-SP function f
It can be observed that even for a given degree k, neither of the bounds in Propositions 36 and 38 subsumes the other.
VII. SHARP THRESHOLD AT HIGH CORRELATION As we have seen, all functions are ρ-SP when ρ > 1− 2 ln 2 n + O(n −2 ). In this section, we show that when the correlation is reduced ever so slightly to ρ ≈ 1 − 
