Retrieving human actions from video databases is a paramount but challenging task in computer vision. In this work, we develop such a framework for robustly recognizing human actions in video sequences. The contribution of the paper is twofold. First a reliable neural model, the Multi-level Sigmoidal Neural Network (MSNN) as a classifier for the task of action recognition is presented. Second we unfold how the temporal shape variations can be accurately captured based on both temporal self-similarities and fuzzy log-polar histograms. When the method is evaluated on the popular KTH dataset, an average recognition rate of 94.3% is obtained. Such results have the potential to compare very favorably to those of other investigators published in the literature. Further the approach is amenable for real-time applications due to its low computational requirements.
Introduction
Visual recognition and interpretation of human-induced actions and events are among the most active research areas in computer vision, pattern recognition, and image understanding communities [22] . Undoubtedly, the automatic recognition and understanding of actions in video sequences are still an underdeveloped area due to the lack of a robust general purpose model and the approaches proposed in literature remain limited in their ability. For this, much research still needs to be undertaken to address the ongoing challenges. It is clear that developing good algorithms for solving the problem of human action recognition would yield huge potential for a large number of potential applications (e.g., human-computer interaction, video surveillance, gesture recognition, and robot learning and control). In fact, the non-rigid nature of human body and clothes in video sequences, resulting from drastic illumination changes, changing in pose, and erratic motion patterns presents the grand challenge to human detection and action recognition [15] . In addition, while the real-time performance is a major concern in computer vision, especially for embedded computer vision systems, the majority of state-of-the-art action recognition systems often employ sophisticated feature extraction and learning techniques, creating a barrier to the real-time performance of these systems. This suggests a trade-off between accuracy and real-time requirements.
The remainder of this paper commences by briefly reviewing the most relevant literature in Section 2, In Section 3, the MSNN model as a classifier is presented. Section 4 describes the details of the proposed action recognition method. The experimental results that assess the effectiveness of the method are presented and analyzed in Section 5. At last, in Section 6, we conclude the paper and outline future research directions.
Related work
Recent years have witnessed a flurry of interest in more research on the analysis and interpretation of human motion boosted by the rise of security concerns and increasing ubiquity and affordability of digital media production equipment [6] . Although a lot of papers have been published in this field, the problem is still open for investigation, posing great challenges to the researchers. Thus more research needs to be conducted to come around it. Human action can be generally recognized using various visual cues such as motion [7, 9, 20, 25] and shape [30] . Scanning the literature, one notices that a significant body of work in action recognition focuses on using spatial-temporal keypoints and local feature descriptors [8, 16, 18, 21, 23] . The local features are extracted from the region around each keypoint detected by the keypoint detection process. These features are then quantized to provide a discrete set of visual words before they are fed into the classification module. Another thread of research is concerned with analyzing patterns of motion to recognize human actions. For instance, in [7, 25] , periodic motions are detected and classified to recognize actions. In [20] the authors analyze the periodic structure of optical flow patterns for gait recognition. Alternatively, some researchers have opted to use both motion and shape cues. For example, in [5] , Bobick and Davis use temporal templates, including motion-energy images and motion-history images to recognize human movement. In [29] the authors detect the similarity between video segments using a space-time correlation model. While in [26] , Rodriguez et al. present a template-based approach using a Maximum Average Correlation Height (MACH) filter to capture intra-class variabilities. Jhuang et al. [14] perform actions recognition by building a neurobiological model using spatio-temporal gradients. In [27] , actions are recognized by training different SVM classifiers on the local features of shape and optical flow. In parallel, a significant amount of work is targeted at modelling and understanding human motions by constructing elaborated temporal dynamic models [10, 13, 19, 24] . In addition, there is more research focusing on using generative topic models for visual recognition based on the socalled Bag-of-Words (BoW) model. The key concept of a BoW is that the video sequences are represented by counting the number of occurrences of descriptor prototypes, so-called visual words. Topic models are built and then applied to the BoW representation. Three of the most popularly used topic models are Correlated Topic Models (CTM) [3] , Latent Dirichlet Allocation (LDA) [4] and probabilistic Latent Semantic Analysis (pLSA) [12] .
Multi-level neural networks
In this section, the neural model used by the proposed action recognition system is described. Neural network classifier has many advantages over other competitive machine learning classifiers. Some of these advantages include the high rapidity, easiness of training, realistic generalization capability, high selectivity and great capability to create arbitrary partitions of feature space. However, the neural model, in the standard form, might have low classi- fication accuracy and poor generalization properties because its neurons employ a standard bi-level function that gives only two values (i.e., binary responses) [2] . To relax this restriction and allow the neurons to generate multiple responses, a new functional extension for the standard sigmoidal functions should be developed. This extension is termed the Multilevel Activation Function, and the model that uses this extension is termed the Multi-level Sigmoidal Neural Network (MSNN). There are several multi-level versions corresponding to several standard activation functions. It is straightforward to derive a multi-level version from a given bi-level standard sigmoidal activation function. Let us suppose the general form of the standard sigmoidal function f (x) is given by (see Figure 1 (a))
where β is a constant (sometimes called a steepness factor). Therefore the multi-level form can easily be derived from the previous standard form as follows
where λ is an integer index running from 1 to r − 1; r is the number of levels, and c is an arbitrary constant. Multi-level sigmoidal functions for r = 3 and 5 are depicted in Figure  1 (b) and Figure 1 (c) respectively.
Proposed recognition framework
In this section, the proposed action recognition system is presented, which is schematically illustrated in Figure 2 . As seen from the block diagram, the process of action recognition systematically runs as follows. For each action snippet, the keypoints are first detected using the Harris corner detector. To make the method more robust against time warping effects, action snippets are temporally divided into a number of overlapping time-slices defined by Gaussian membership functions. Local features are then extracted based on fuzzy log-polar histograms and temporal self-similarities. Since the global features tend to be relevant to the current task, the final features (so-called hybrid features) fed into the MSNN classifier are constructed by combining both local and global features. The next subsections explain each of these components of the system in further detail. 
Pre-processing and keypoint detection
Preprocessing generally aims to prepare the representative features desirable for knowledge generation. The frames of each video clip containing a person performing a certain action are smoothed by Gaussian convolution with a kernel of size 3 × 3 and variance σ = 0.5 to wipe off noise and weaken image distortion. Many previous evaluations of keypoint detectors [28] , have revealed that the Harris detector still demonstrates its superior performance to that of many competitors. However Harris detector originally is not invariant to scale changes , so that it is highly needed to make Harris detector more robust to scale changes. The idea is quite simple. This can be done by joining the original Harris detector with automatic scale selection [11] . In this case, the local second moment matrix quantifying scale adaptive Harris detector are adapted to scale changes to make it independent of image resolution. The scaleinvariant keypoints are then detected using the scale-adaptive Harris detector. The obtained keypoints are then filtered, so that under a certain amount of additive noise, only stable and more localized keypoints are retained. This is done in two steps: first low contrast keypoints are discarded, and second isolated keypoints not satisfying the spatial constraints of feature points are excluded (because they are out of the spatial scope of a target object).
Extracted local features
Feature extraction is the most important part of the action recognition procedure because the accuracy of the recognizer often relies on how well the features are extracted. In this section, the features that describe the local spatio-temporal shape characteristics are described.
Fuzzy log-polar histograms
Initially, we temporally divide a video sequence into several time-slices to compensate the time warping effects. These slices are defined by linguistic intervals. Gaussian membership functions are used to describe such intervals, which are given by
where ε j , σ , and m are the center, width, and fuzzification factor, respectively, and s is the total number of time-slices. Note that the membership functions defined above are chosen to be of identical shape on condition that their sum is equal to one at any instance of time as shown in Figure 3 . By using these fuzzy functions, not only are temporal information extracted successfully, the performance decline due to time warping effects can also be dramatically weakened or obliterated. To extract the local features of the shape representing action at an instance of time, the basic idea of the shape context proposed first by Belongie et al. in [1] should be improved. Their shape contexts were applied to images after aligning transforms. The shape descriptor presented in this work calculates the log-polar histograms on condition that they are invariant to simple transforms like scaling, rotation and translation. These histograms are normalized for all affine transforms as well. The idea behind a modified shape context is based on computing rich descriptors for fewer keypoints. Furthermore the shape context is reasonably extended by combining local descriptors with fuzzy memberships functions and temporal self-similarities paradigms. In general, human action is composed of a sequence of poses over time. Reasonable estimate of a human pose can be constructed using a small set of keypoints. Ideally, such points are distinctive, persist across minor variation of shapes, robust to occlusion and do not require segmentation. Let B be a set of sampled keypoints {(x i , y i )} n i=1 representing an action pose at an instance time t. Then, log-polar coordinates (ρ i , η i ) for each keypoint p i ∈ B, are given by
where (x c , y c ) is the center of mass, which is invariant to scaling, rotation or translation. Hence the angle is computed with respect to a horizontal line passing through the center of gravity. To calculate the modified shape context of action pose, a log-polar histogram is overlaid on the shape of pose as illustrated in Figure 4 . Thus the fuzzy log-polar histograms representing action at a time-slice j is constructed by using the membership functions:
Each of these histograms is a 2-d matrix of dρ × dη dimensional, where dρ and dη are the radial and angular dimensions, respectively. By applying a simple linear transformation on the indices k 1 and k 2 , the 2-d histograms is converted into one dimensional (1-d) as follows
Next, the resulting histograms are normalized to the integral value of unity to achieve robustness to scale variations and to reduce the influence of illumination. The normalized histograms obtained can now be used as shape contextual information for classification and matching. Many conventional approaches in various computer vision applications directly combine such normalized histograms to obtain one feature vector per video clip, which, in turn, can be classified by any classification algorithm such as Bayes decision rule, ANN, HMM, SVM, etc. In contrast, in this research, we aim to enrich these histograms with the self-similarity analysis after using a suitable distance function to measure similarity (more precisely dissimilarity) between each pairs of these histograms. This is of most importance to accurately discriminate between temporal variations of different human actions.
Similarity measure of action snippets
Video analysis is seldom carried out directly on row video data. Instead feature vectors extracted from small portions of video (i.e., so-called frames) are used. Thus the similarity between two video segments is measured by the similarity between their corresponding feature vectors. For comparing the similarity between two vectors, one can use several metrics such as Euclidean metric, Cosine metric, Mahalanobis metric, etc. Whilst such metrics may have some intrinsic merit, they have some limitations to be used with our approach because we might care more about the overall shape of expression profiles rather than the actual magnitudes, which is of main concern in applications such as action recognition. Therefore, we use a different similarity metric in which the relative changes are considered. Such metric is based on Pearson Linear Correlation (PLC), and given by:
v i are the means of u and v respectively. The expression profiles are shifted down (by subtracting the means) and scaled by the standard deviations (i.e., the data have µ = 0 and σ = 1). Note that Pearson linear correlation (PLC) is a measure that is invariant to scaling and shifting of the expression values. The value of PLC is constrained between −1 and +1 (perfectly anti-correlated and perfectly correlated). This is a similarity measure, but it can be easily enforced to be a dissimilarity measure by:
Temporal self-similarities construction
To reveal the inner structure of a human action in a video clip, second statistical moments (i.e., mean and variance) are not enough. Instead, self-similarity analysis seems to be a much more appropriate paradigm, which can formally formulated as follows. Given a histogram series H = {h 1 , h 2 , . . . , h m } that represents m time-slice of an action, then the temporal selfsimilarity matrix is given by
where s i j = s(h i , h j ), i, j = 1, 2, . . . , m. The diagonal entries are zero, as s(h i , h i ) = 0. Moreover since s i j = s ji , S is a symmetric matrix.
Fusion of global and local features
It follows from the previous subsections that the features extracted based on the fuzzy logpolar histograms and temporal self-similarities are emphasized. Such features extracted on each temporal slice are considered as temporally local features while those features extracted during the entire motion of the action actor in a video sequence are regarded as temporally global features. The use of global features has proven to be very beneficial in many applications of object recognition. This motivates us to fuse global and local features to form the final MSNN classifier. All the global features extracted here are based on calculating the center of mass m(t) that delivers the center of motion. Therefore the global features F(t) describing the general distribution of motion are given by
Such features have profound implications, not only about the type of motion (e.g., translational or oscillatory), but also about the rate of motion (i.e., velocity). With these features, it would be able to distinguish, for example, between an action where motion occurs over a relatively large area (e.g., running) and an action localized in a smaller region, where only small parts of the body are in motion (e.g., boxing). It is worthwhile mentioning that fusing global and local features was very beneficial for the current action recognition task, and thereby a dramatic improvement in recognition accuracy was achieved.
Action classification
In this section action recognition is modeled as a multi-class classification task, where there is one class for each human action, and the goal is to assign an action to an individual in each video sequence. There are various supervised learning algorithms by which an action recognizer can be trained. The MSNN classifier described in Section 3 is used for the current classification task due to its outstanding generalization capability and reputation of a highly accurate paradigm. The basic model of MSNN is a multi-layer feedforward network with two hidden layers of 20 neurons each, which is most similar to the classical network structures but with improving in the hidden-unit adaptive activation functions (i.e., Multi-level Activation Functions). Before the training phase, the classifier starts with random weights at the connections between the neurons. The learning procedure followed by the MSNN classifier is similar to the well-known backpropagation procedure. In our approach, several classes of actions are created. During the learning stage, the MSNN classifier is trained using the features extracted from the action snippets in the training dataset. The up diagonal elements of the similarity matrix representing the local features are first transformed into plain vectors, and then fused with the global features. All feature vectors are finally fed into the MSNN classifier to distinguish all action classes. After the learning stage is finished, the system is able to recognize and identify unseen actions. In fact, the classifier produces a real value between 0 and 1, which can easily be binarized by using a predetermined threshold.
Experimental results
In this section, the proposed method is evaluated on the popular KTH dataset [18] . To illustrate the effectiveness of our approach, the results obtained are compared with those of other similar state-of-the-art methods in the literature. The KTH dataset contains a total of 2391 sequences, which, in turn, are comprised of six types of human actions (i.e., walking, jogging, running, boxing, hand waving and hand clapping). The actions are performed by a total of 25 individuals in four different settings (i.e., outdoors, outdoors with scale variation, outdoors with different clothes, and indoors). All sequences were acquired by a static camera at 25fps and a spatial resolution of 160 × 120 pixels over homogeneous backgrounds. There is, to the best of our knowledge, no other similar action dataset already available in the literature with sequences acquired on different environments. Typical example frames from the KTH dataset for each action in each scenario can be seen in Figure 5 . In order to prepare the simulation and to provide an unbiased estimation of the generalization abilities of the classification process, the sequences, for each action, were divided into a training set (two Ke et al. [16] 63.0% Dollàr et al. [8] 81.2%
Rodriguez et al. [26] 88.6%
Jhuang et al. [14] 91.7%
Liu et al. [21] 92.8%
Kim et al. [17] 95.3% thirds) and a test set (one third). This was done such that both sets contained data from all 540 sequences. The MSNN was trained on the training set while the evaluation of the recognition performance was performed on the test set. The confusion matrix depicting the results of action recognition obtained with the proposed method and the comparison of our results with those of other previously published studies in the literature are shown in Figure  6 (a) and Figure 6 (b) respectively. As follows from the figures tabulated above, most of actions are correctly classified. Furthermore there is a high distinction between arm actions and leg actions. Most of the mistakes where confusions occur are between "jogging" and "running" actions and between "boxing" and "clapping" actions. This is intuitively plausible due to the fact of high similarity between each pair of these actions. From the comparison given in Figure 6 , it turns out that the proposed method performs competitively with other state-of-the-art methods and the results obtained compare very favorably to those reported in the literature. Notably all the methods we compare to have used the same experimental setup, except the method of Kim et al. [17] that has achieved an impressive accuracy (i.e., 95.3%), but spatio-temporal alignment of video sequences was manually carried out. Thus the comparison is reasonably fair. Finally, using the self-similarity analysis provides an efficient way of doing feature reduction that allows the method to be processed in real-time and thus amenable to real-time applications.
Conclusion and future work
This paper has introduced such a fuzzy framework to recognize human actions from video sequences. In the proposed method, the temporal shape contextual information of action is obtained based on the local temporal self-similarities defined over fuzzy log-polar histograms. The incorporation of the fuzzy membership functions makes the method quite robust to shape deformations and time wrapping effects. When validated on the KTH action dataset, the results obtained compare very favorably with those achieved by much more sophisticated and computationally complex methods. Furthermore, the method runs in realtime and thus can offer latency guarantees to real-time applications. However, it would be beneficial to explore the empirical validation of the method on more complex realistic datasets presenting many technical challenges in data handling. These issues are of crucial interest and worthwhile to be investigated in our future work.
