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Introduzione
La geometria di contatto e` lo studio di una struttura geometrica su varieta` differenziabili
di dimensione dispari 2q + 1, data da una distribuzione di iperpiani coorientabile nel
fibrato tangente, che soddisfa una condizione massimale di non integrabilita`. Questa
distribuzione e` pari al nucleo di una 1-forma α che, per definizione, e` tale che
α ∧ (dα)q 6= 0. (1)
Se ξ = kerα e` una struttura di contatto sulla (2q + 1)-varieta` differenziabile M , dalla
condizione di contatto (1) segue che dα e` una forma simplettica sul sottofibrato ξ ⊂ TM .
Questo implica l’esistenza di una struttura complessa J su ξ, unica a meno di omotopia.
Quindi c’e` una decomposizione di TM nella somma del q-fibrato vettoriale complesso
(ξ, J) e di un fibrato lineare reale banale θ. La terna (ξ, J, θ) e` detta struttura di quasi
contatto ξ-compatibile.
Una delle questioni piu` importanti in geometria di contatto e` stabilire quali varieta`
di dimensione dispari orientabili ammettano una struttura di contatto. E’ noto che tut-
te le varieta` aperte e le varieta` chiuse di dimensione minore o uguale a 5 ammettono
strutture di contatto, mentre, per varieta` chiuse di dimensione strettamente maggiore
di 5 la questione e` ancora aperta. Eliashberg, Strom Borman e Murphy hanno appena
annunciato di saper dimostrare questo risultato ([SBEM14]). Secondo un recente risul-
tato di Bourgeois ([Bou02]), data una varieta` di contatto M , il prodotto M × Σg, dove
Σg e` una superficie di genere g ≥ 1, ammette una struttura di contatto. In questa tesi
mostreremo, facendo riferimento all’articolo [BCS14] di Bowden, Crowley e Stipsicz, che
il risultato di Bourgeois vale anche nel caso g = 0. Piu` precisamente, presenteremo una
dimostrazione del seguente teorema.
Teorema 0.0.1. Sia M una (2q+1)-varieta` di contatto chiusa. Allora il prodotto M×S2
ammette una struttura di contatto.
iii
iv INTRODUZIONE
Per dimostrare questo teorema occorrono fondamentalmente tre risultati.
Il primo e` quello di Bourgeois, che ci permette, fissata una struttura di contatto
su M , di considerare una struttura di contatto ξ su M × T 2. Indicata quindi con ϕ
una struttura di quasi contatto ξ-compatibile, mostreremo che e` possibile costruire un
cobordismo Y tra M × T 2 e M × S2, che ammette una struttura quasi complessa che
estende ϕ.
In secondo luogo, abbiamo bisogno di un risultato che ci garantisca che il cobordismo
Y si possa ottenere da M × T 2 attaccando manici di indice al piu` q + 2. Mostreremo
che cio` equivale a richiedere che la coppia (Y,M ×S2) sia (q+ 1)-connessa, ipotesi nella
quale ci porteremo mediante chirurgie all’interno di Y .
Infine, abbiamo bisogno di un risultato dovuto a Weinstein ed Eliashberg sulle chirur-
gie di contatto. Una chirurgia di contatto e` una chirurgia su una varieta` di contatto, che
avviene lungo sfere isotrope con fibrato normale simplettico conforme banale in maniera
tale che la varieta` risultante ammetta una struttura di contatto, coincidente con quella
iniziale fuori da un intorno in cui ha avuto luogo la chirurgia. Tale struttura di contatto
e` quella indotta dal campo di Liouville della varieta` simplettica che si ottiene attaccando
alla simplettizzazione della varieta` di contatto iniziale un manico simplettico mediante
un simplettomorfismo. Questa costruzione e` dovuta a Weinstein. Il risultato di Eliash-
berg garantisce che, se si considera una chirurgia usuale lungo una sfera di dimensione
al piu` q + 1 in una (2q + 1)-varieta` di contatto e se la struttura di quasi contatto sulla
varieta` si estende ad una struttura quasi complessa sulla traccia della chirurgia, allora la
chirurgia e` realizzabile come chirurgia di contatto e dunque la varieta` ottenuta ammette
una struttura di contatto.
Applicando questo risultato al cobordismo Y , otterremo la tesi per il Teorema 0.0.1.
Inoltre, modificando leggermente la dimostrazione del Teorema 0.0.1, vedremo che e`
possibile supporre che la struttura di contatto ottenuta su M × S2 sia tale che, fissato
p ∈M , la sottovarieta` M × {p} sia di contatto e contattomorfa ad M .
In conclusione, osserveremo che le stesse argomentazioni usate nella dimostrazione
del Teorema 0.0.1 provano che, data una varieta` di contatto M , sotto opportune ipotesi
sulla varieta` X, il prodotto M ×X e` una varieta` di contatto. Questo ci permettera` di
concludere che M ×Si1 × ...×Sin con ∑nj=1 ij = 2k ammette una struttura di contatto.
La trattazione sara` organizzata come segue.
Nel primo capitolo di questa tesi introdurremo le varieta` di contatto e illustreremo le
vprime proprieta` di cui esse godono. In particolare, giustificheremo tutto quanto affermato
nel primo paragrafo di questa introduzione e proveremo il Teorema di stabilita` di Grey,
che afferma che, sulle varieta` chiuse, non esistono deformazioni non banali delle strutture
di contatto. Le tecniche illustrate nella dimostrazione di questo teorema saranno utili
per dimostrare i risultati del Capitolo 4.
Nel secondo capitolo costruiremo un cobordismo tra M ×T 2 e M ×S2, che sara` mu-
nito di una opportuna struttura, detta struttura complessa stabile, che sara` quella che
ci permettera` di portarci nelle ipotesi necessarie ad applicare il risultato di Eliashberg.
Una struttura complessa stabile e` una struttura complessa sul fibrato tangente stabile
della varieta` considerata, dove il fibrato tangente stabile e` la classe di s-equivalenza del
fibrato tangente (vedere Sezione 2.4). Per poter lavorare agevolmente con le strutture
complesse stabili, avremo bisogno di classificare le classi di s-equivalenza di fibrati vet-
toriali, pertanto andremo ad approfondire l’argomento nella Sezione 2.3. A tale scopo,
nella prima parte del secondo capitolo, richiameremo definizioni e risultati della teoria
generale dei fibrati, con particolare attenzione ai risultati che riguardano la classificazio-
ne omotopica e la riduzione del gruppo di struttura. Per poter discutere di esistenza e
unicita` a meno di equivalenza delle strutture complesse stabili, faremo largo uso della
teoria dell’ostruzione, affrontata nella Sezione 2.1. La seconda parte del capitolo sara`
dedicata alla descrizione delle strutture complesse stabili e alla costruzione del cobordi-
smo di cui sopra. Precisamente, fissata una struttura di contatto sulla (2q + 1)-varieta`
M , costruiremo un cobordismo M ×W tra M × T 2 e M × S2 e porremo sul suo fibrato
tangente stabile una struttura complessa che si restringera` a strutture complesse sui
tangenti stabili di M × T 2 e M × S2. Un cobordismo con questa proprieta` sara` detto
cobordismo complesso orientato. Questo sara` il punto di partenza per la dimostrazione
del Teorema 0.0.1.
Il terzo capitolo sara` dedicato a illustrare quei risultati che ci permetteranno di
sostituire il cobordismo M ×W con un cobordismo Y , ottenibile da M ×T 2 attaccando
manici di indice al piu` q + 2. Piu` nel dettaglio, dopo aver presentato i risultati classici
della teoria delle chirurgie nella Sezione 3.1, sfrutteremo ampliamente questi ultimi nella
Sezione 3.2 per provare che Y e` ottenibile da M ×T 2 attaccando manici di indice al piu`
q+2 se e solo se la coppia (Y,M×S2) e` (q+1)-connessa, dove il cobordismo Y si ottiene
da M ×W mediante chirurgie che non interessano le componenti di bordo di M ×W .
Nella Sezione 3.3 vedremo che e` possibile realizzare queste chirurgie in modo tale che Y
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sia un cobordismo complesso orientato tra M ×T 2 e M ×S2 e la coppia (Y,M ×S2) sia
(q + 1)-connessa.
Il quarto capitolo sara` dedicato interamente alle chirurgie di contatto. In partico-
lare, illustreremo dettagliatamente il risultato di Weinstein per la realizzazione di un
cobordismo simplettico mediante chirurgia su una varieta` di contatto, inducente tramite
il proprio campo di Liouville una struttura di contatto sull’altra componente di bordo.
Infine, enunceremo il risultato di Eliashberg e vedremo come la sua dimostrazione segua
dal risultato di Weinstein e dalle ipotesi.
Nel quinto ed ultimo capitolo costruiremo una struttura di contatto su M×T 2 e pro-
veremo che la struttura complessa stabile indotta da quest’utima e` pari alla restrizione
della struttura complessa stabile sul cobordismo Y . Mediante la teoria dell’ostruzione,
questo ci permettera` di provare che Y ammette una struttura complessa che estende la
struttura di contatto su M × T 2 da cui seguira` la tesi applicando il risultato di Elia-
shberg. Nella parte finale di questo capitolo vedremo come modificare la dimostrazione
del Teorema 0.0.1 per far s`ı che che la struttura di contatto ottenuta su M ×S2 sia tale
che, fissato p ∈ M , la sottovarieta` M × {p} sia di contatto e contattomorfa ad M . Ve-
dremo, infine, sotto quali ipotesi e` possibile generalizzare il risultato ottenuto sfruttando
la stessa dimostrazione.
Capitolo 1
Varieta’ di contatto
In questo primo capitolo introduciamo le varieta` di contatto e illustriamo le prime
proprieta` di cui esse godono.
1.1 Strutture di contatto
Sia M una varieta` differenziabile reale e indichiamo con TM il suo fibrato tangente.
Definizione 1.1.1. Una distribuzione k-dimensionale su M e` un sottoinsieme D ⊂ TM
del fibrato tangente, tale che Dp := D ∩ TpM e` un sottospazio k-dimensionale di TpM
per ogni p ∈M . Diremo D liscia se, per ogni p ∈M , esistono un intorno aperto U ⊆M
di p e k campi vettoriali Y1, ..., Yk su U , tali che Dp = Span(Y1(p), ..., Yk(p)), per ogni
p ∈ U .
Definizione 1.1.2. Sia D ⊆ TM una distribuzione liscia. Una sottovarieta` integrale di
D e` una sottovarieta` immersa S ↪→ M , tale che TpS = Dp, per ogni p ∈ S. Diremo D
integrabile se ogni punto di M e` contenuto in una sottovarieta` integrale di D.
Sia ora ξ una distribuzione liscia di codimensione 1 in M . Allora ξ e` un sottofibrato
di codimensione 1 di TM , ovvero un campo di iperpiani.
Lemma 1.1.3. Localmente, ξ e` il nucleo di una 1-forma differenziale α. Tale 1-forma
α e` definita globalmente su tutta M se e solo se ξ e` coorientabile, cioe` se e solo se il
fibrato quoziente TM/ξ e` banale.
Dimostrazione. Scegliamo una metrica Riemanniana g su M e definiamo il fibrato in
rette ξ⊥ come il complementare ortogonale di ξ in M rispetto a g. Allora TM ∼= ξ ⊕ ξ⊥
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e TM/ξ ∼= ξ⊥. Ogni p ∈M ammette un intorno U su cui ξ⊥ e` banale. Sia X una sezione
non nulla di ξ⊥|U e definiamo la 1-forma αU su U ponendo αU := g(X,−). Allora e`
chiaro che ξ|U = kerαU .
Dire che ξ e` coorientabile e` lo steso che dire che ξ⊥ e` orientabile e quindi che e` banale.
In questo caso X e, di conseguenza, α esistono globalmente. Viceversa, se ξ = kerα per
una 1-forma globale α, allora e` possibile definire un’orientazione di ξ⊥ tramite α.
Definizione 1.1.4. Sia M una varieta` differenziabile di dimensione dispari 2n+ 1. Una
struttura di contatto su M e` una distribuzione liscia di codimensione 1 coorientabile
ξ = kerα ⊂ TM , tale che α ∧ (dα)n 6= 0. La 1-forma α e` detta forma di contatto. La
coppia (M, ξ) e` detta varieta` di contatto.
Osservazione 1.1.5. Come caso degenere questa definizione include le 1-varieta` con
una 1-forma α non nulla. La corrispondente struttura di contatto ξ = kerα e` la sezione
nulla del fibrato tangente.
Osservazione 1.1.6. Dal teorema di Frobenius ([AT11]) segue che una distribuzione
liscia di codimensione 1 coorientabile ξ = kerα e` integrabile se e solo se α ∧ dα ≡ 0.
Pertanto, la richiesta che α ∧ (dα)n 6= 0 implica che ogni 2n-sottovarieta` di M non
e` tangente al campo di iperpiani ξ in alcuno dei suoi punti, ovvero una condizione
massimale di non integrabilita` della distribuzione.
Osservazione 1.1.7. Osserviamo che α e` una forma di contatto precisamente quando
α ∧ (dα)n e` una forma di volume su M . In particolare M deve essere orientabile. La
condizione α∧ (dα)n 6= 0 e` indipendente dalla scelta di α ed e` una proprieta` di ξ = kerα:
ogni altra 1-forma che definisce il campo di iperpiani deve avere la forma λα per una
certa funzione liscia λ : M −→ R \ {0}, quindi si ha che
λα ∧ (dλα)n = λα ∧ (λdα+ dλ ∧ α)n = λn+1α ∧ (dα)n 6= 0.
Vediamo che se n e` dispari il segno di questa forma di volume dipende solo da ξ e non
dalla scelta di α, percio` la struttura di contatto induce una orientazione naturale su M .
Se M era gia` orientata si parla allora di struttura di contatto positiva o negativa.
Esempio 1.1.8. Consideriamo su R2n+1 con le coordinate cartesiane (x1, y1, ..., xn, yn, z)
la 1-forma α := dz+
∑n
j=1 xjdyj . Si verifica che α e` una forma di contatto. La struttura
di contatto ξ = kerα e` detta struttura di contatto standard su R2n+1.
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Esempio 1.1.9. Siano (x1, y1, ..., xn+1, yn+1) coordinate cartesiane su R2n+2. Allora la
struttura di contatto standard sulla sfera unitaria S2n+1 in R2n+2 e` data dalla restrizione
della 1-forma α0 :=
∑n+1
j=1 (xjdyj − yjdxj).
1.2 Teorema di stabilita` di Grey
Una prima proprieta` delle strutture di contatto, che si rivelera` utile nel seguito, e` data
dal teorema di stabilita` di Grey, che enunceremo a breve. Esso afferma che, sulle varieta`
chiuse, non esistono deformazioni non banali delle strutture di contatto.
Lemma 1.2.1. Associato ad una forma di contatto α, esiste un campo vettoriale Rα,
detto di Reeb, univocamente determinato dalle condizioni:
(i) dα(Rα,−) ≡ 0,
(ii) α(Rα) ≡ 1.
Dimostrazione. Sia dimM = 2n+ 1. Per ogni p ∈M , la forma dα|TpM e` antisimmetrica
di rango massimo 2n grazie alla condizione di contatto. Pertanto, kerdα|TpM ha rango 1,
quindi le equazioni (i) e (ii) definiscono un unico campo vettoriale Rα come voluto.
Lemma 1.2.2. Sia {ωt}t∈[0,1], una famiglia liscia di k-forme differenziali su una varieta`
M e sia (ψt)t∈[0,1] una isotopia di M . Definiamo un campo vettoriale Xt dipendente dal
tempo mediante Xt ◦ ψt = ψ˙t, in modo che ψt sia il flusso di Xt. Allora
d
dt
(ψ∗t (ωt))|t=t0 = ψ∗t0(ω˙t)|t=t0 + LXt0ωt0 ,
dove L indica la derivata di Lie.
Dimostrazione. Per una k-forma ω indipendente dal tempo si ha che
d
dt
(ψ∗t ω)|t=t0 = ψ∗t0(LXt0ω)
([Gei08, Appendice B]). Pertanto abbiamo:
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d
dt
(ψ∗t ωt) = lim
h→0
ψ∗t+hωt+h − ψ∗t ωt
h
= lim
h→0
ψ∗t+hωt+h − ψ∗t+hωt + ψ∗t+hωt − ψ∗t ωt
h
= lim
h→0
ψ∗t+h(
ωt+h − ωt
h
) + lim
h→0
ψ∗t+hωt − ψ∗t ωt
h
= ψ∗t (ω˙t) + LXtωt.
Teorema 1.2.3 (Teorema di stabilita` di Gray). Sia {ξt}t∈[0,1], una famiglia di strutture
di contatto su una varieta` chiusa M . Allora esiste una isotopia (ψt)t di M , tale che
dψt(ξ0) = ξt, per ogni t ∈ [0, 1].
Dimostrazione. Sia αt una famiglia liscia di 1-forme su M tali che kerαt = ξt, per
ogni t ∈ [0, 1]. Si tratta allora di mostrare che esiste una isotopia (ψt)t di M ta-
le che ψ∗t (αt) = λtα0, dove λt : M → R+ e` un’opportuna famiglia liscia di funzioni
differenziabili. Derivando rispetto a t ed applicando il Lemma 1.2.2 abbiamo che
ψ∗t (α˙t + LXtαt) = λ˙tα0 =
λ˙t
λt
ψ∗t (αt).
Abbiamo che LX = d ◦ iX + iX ◦ d ed e` possibile provare che questa formula vale anche
nel caso in cui il campo X sia un campo dipendente dal tempo ([Gei08, Appendice B]).
Allora, posto µt :=
d
dt(log λt) ◦ ψ−1t , otteniamo la relazione:
ψ∗t (α˙t + d(αt(Xt)) + iXtdαt) = ψ
∗
t (µtαt). (1.1)
Se scegliamo Xt ∈ ξt, l’equazione (1.1) sara` soddisfatta se
α˙t + iXtdαt = µtαt. (1.2)
Valutando quest’ultima uguaglianza sul campo di Reeb Rαt , si ha la relazione
α˙t(Rαt) = µt, che possiamo usare per definire µt. Usando a questo punto il fatto che
dαt|ξt e` non degenere e che Rαt ∈ ker(µtαt − α˙t), possiamo determinare univocamente
una soluzione Xt ∈ ξt di (1.2).
Osservazione 1.2.4. Nei punti p ∈M in cui α˙t,p e` identicamente zero abbiamo
Xt(p) ≡ 0. Quindi tali punti sono stazionari sotto l’isotopia ψt.
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Nelle notazioni del teorema precedente, supponiamo che α˙t,p = 0 per un certo p ∈M .
Lemma 1.2.5. Esiste un’isotopia (ψt)t di un intorno di p ∈ M , tale che ψ∗tαt = α0 su
tale intorno.
Dimostrazione. Differenziando la relazione ψ∗tαt = α0 e supponendo che ψt sia il flusso
di un campo Xt come nella dimostrazione del Teorema 1.2.3, otteniamo che
ψ∗t (α˙t + LXtαt) = 0. Quindi cerchiamo Xt tra le soluzioni dell’equazione
α˙t + d(αt(Xt)) + iXtdαt = 0. (1.3)
Cerchiamo un campo Xt della forma HtRαt + Yt, per Yt ∈ kerαt. Sostituendo nell’equa-
zione (1.3) e valutando in Rαt , ricaviamo che
α˙t(Rαt) + dHt(Rαt) = 0.
Si dimostra che su un intorno di p, sufficientemente piccolo affinche´ in esso nessun cam-
po Rαt abbia orbite chiuse, e` possibile trovare per integrazione una famiglia liscia di
funzioni Ht che risolvono tale equazione. Inoltre, poiche´ α˙t,p = 0, possiamo richiedere
che Ht(p) = 0 e che (dHt)p = 0. Una volta scelta Ht abbiamo che Yt, e quindi anche Xt,
e` univocamente determinata dalla (1.3), cioe` da
α˙t + dHt + iYtdαt = 0.
Osserviamo che le assunzioni su Ht implicano che Xt(p) = 0. Definiamo ora ψt come
il flusso locale di Xt. Poiche´ Xt(p) = 0, per l’Osservazione 1.2.4 abbiamo che ψt fissa
p, pertanto e` definito per ogni t ∈ [0, 1]. Essendo il dominio di un flusso locale su una
varieta` sempre aperto, deduciamo che ψt e` definito per ogni t ∈ [0, 1] su tutto un intorno
sufficientemente piccolo di p.
1.3 Algebra lineare simplettica
Definizione 1.3.1. Sia V uno spazio vettoriale reale di dimensione finita. Una forma
bilineare antisimmetrica ω su V e` detta forma simplettica se l’omomorfismo
φω : V −→ V ∗
v 7−→ ω(v,−)
e` un isomorfismo. La coppia (V, ω) e` detta spazio vettoriale simplettico.
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Definizione 1.3.2. Dato U sottospazio vettoriale di uno spazio vettoriale simplettico
(V, ω), diciamo complementare ortogonale simplettico di U il sottospazio
U⊥ := {v ∈ V | ω(u, v) = 0 per ogni u ∈ U}.
Il sottospazio U e` detto isotropo se U ⊂ U⊥.
Lemma 1.3.3. Per ogni sottospazio U di uno spazio vettoriale simplettico (V, ω) vale
che dimU + dimU⊥ = dimV e (U⊥)⊥ = U .
Dimostrazione. Consideriamo l’omomorfismo
φU : V −→ U∗
v 7−→ ω(v,−)|U .
Allora kerφU = U
⊥ per definizione di U⊥.
Data ϕ ∈ U∗, consideriamo la sua estensione ad una forma lineare ϕ˜ ∈ V ∗, con
ϕ˜|U∗ = ϕ. Essendo φω suriettiva, esiste v ∈ V tale che φω(v) = ϕ˜. Abbiamo allora che
φU (v) = φω(v)|U = ϕ˜|U = ϕ. Quindi φU e` suriettiva. Ne segue che
dimV = dim ImφU + dim kerφU = dimU + dimU
⊥.
L’inclusione U ⊂ (U⊥)⊥ segue direttamente dalla definizione di complementare orto-
gonale simplettico, mentre l’altra inclusione segue dal fatto che, per la formula sopra,
dimU = dim (U⊥)⊥.
Osservazione 1.3.4. Dal lemma precedente segue che un sottospazio isotropo (ovvero
tale che U ⊂ U⊥) di uno spazio simplettico 2n-dimensionale ha dimensione minore o
uguale a n.
Lemma 1.3.5. Sia U un sottospazio isotropo di uno spazio vettoriale simplettico (V, ω).
Allora ω induce una struttura simplettica ben definita sul quoziente U⊥/U .
Dimostrazione. Presi u, u′ ∈ U e v, v′ ∈ U⊥, dalla relazione U ⊂ U⊥ abbiamo
ω(v+u, v′+u′) = ω(v, v′), pertanto ω induce una forma bilineare ben definita su U⊥/U .
Se v0 ∈ U⊥ e` tale che ω(v0, v) = 0 per ogni v ∈ U⊥, allora v0 ∈ (U⊥)⊥ = U , da cui
[v0] = 0 in U
⊥/U . Questo significa che ω e` simplettica su U⊥/U .
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Lemma 1.3.6. Sia U un sottospazio di uno spazio vettoriale simplettico (V, ω). Allora
U ∩ U⊥ = 0 se e solo se ω|U e` simplettica. Inoltre, essendo (U⊥)⊥ = U , la situazione e`
simmetrica in U e U⊥.
Dimostrazione. Se U ∩ U⊥ = 0, allora V = U ⊕ U⊥. Dato u0 ∈ U , u0 6= 0, esiste v ∈ V
tale che ω(u0, v) 6= 0. Scriviamo v = u+ u⊥ ∈ U ⊕ U⊥. Allora 0 6= ω(u0, v) = ω(u0, u).
Ne segue che l’omomorfismo φU : U −→ U∗ e` iniettivo e quindi e` un isomorfismo essendo
dimU = dimU∗.
Viceversa, supponiamo di sapere che φU e` iniettivo e sia u ∈ U ∩ U⊥. Allora
ω(u, u′) = 0 per ogni u′ ∈ U . Questo significa che φU (u) = 0, da cui u = 0.
Proposizione 1.3.7. Uno spazio vettoriale simplettico (V, ω) ha dimensione reale pari.
Se dimV = 2n, esiste una base {e∗1, f∗1 , ..., e∗n, f∗n} per V ∗, tale che
ω = e∗1 ∧ f∗1 + ...+ e∗n ∧ f∗n.
Quindi ωn = n!e∗1 ∧ f∗1 ∧ ... ∧ e∗n ∧ f∗n 6= 0.
Viceversa, una forma bilineare antisimmetrica ω su uno spazio vettoriale reale
2n-dimensionale tale che ωn 6= 0 e` una forma lineare simplettica.
Dimostrazione. Sia (V, ω) uno spazio vettoriale simplettico. Scegliamo un vettore ar-
bitrario non nullo e1 ∈ V , supponendo V diverso da 0. Per definizione di forma sim-
plettica, esiste f1 ∈ V tale che ω(e1, f1) = 1. Dall’antisimmetria di ω segue allora che
U1 = Span(e1, f1) ha dimensione 2. Inoltre, ω|U1 e` simplettica, quindi V = U1 ⊕ U⊥1 e
ω|U⊥1 e` pure simplettica per il Lemma 1.3.6.
Per induzione, troviamo una base {e1, f1, ..., en, fn} di V tale che ω(ei, fj) = δi,j ,
ω(ei, ej) = ω(fi, fj) = 0, per i, j = 1, ..., n. Pertanto dimV = 2n e` pari e la base duale
{e∗1, f∗1 , ..., e∗n, f∗n} per V ∗ ci da` la tesi.
Viceversa, supponiamo che ω sia una forma bilineare antisimmetrica sullo spazio
vettoriale reale 2n-dimensionale V e che ωn 6= 0. Dato un vettore non nullo v ∈ V ,
dovra` esistere v′ ∈ V tale che ω(v, v′) 6= 0, altrimenti si avrebbe che ωn(v, ...) = 0. Cio`
significa che φω(v) 6= 0 ∈ V ∗, ossia che φω e` iniettiva da cui la tesi.
Osservazione 1.3.8. Se ξ = kerα e` una struttura di contatto su una varieta` differen-
ziabile (2n+ 1)-dimensionale M , la condizione di contatto α∧ (dα)n 6= 0 e` equivalente a
(dα)n|ξ 6= 0. Cio` equivale a richiedere che (ξp, dα|ξp) sia uno spazio vettoriale simplettico
per ogni p ∈M .
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Definizione 1.3.9. Una struttura complessa su uno spazio vettoriale reale V e` un auto-
morfismo J : V −→ V tale che J2 = −IdV . Se (V, ω) e` uno spazio vettoriale simplettico,
allora J e` detta ω-compatibile se:
(i) ω(Ju, Jv) = ω(u, v) per ogni u, v ∈ V ,
(ii) ω(v, Jv) > 0 per ogni v ∈ V , v 6= 0.
Osservazione 1.3.10. Se J e` una struttura complessa su uno spazio vettoriale reale
V , possiamo definire una moltiplicazione scalare complessa definendo, per a, b ∈ R,
i :=
√−1 e v ∈ V , (a + ib)v := av + b(Jv). In questo modo e` possibile rendere V uno
spazio vettoriale complesso. In particolare la dimensione reale di V deve essere pari.
Osservazione 1.3.11. Un prodotto scalare definito posititvo g sullo spazio vettoriale V
su cui e` definita la struttura complessa J e` detto J-compatibile se g(Ju, Jv) = g(u, v),
per ogni u, v ∈ V . Partendo da un qualsiasi prodotto scalare definito positivo g˜ definito
su V , possiamo definirne uno J-compatibile g, ponendo g(u, v) := g˜(u, v) + g˜(Ju, Jv),
per ogni u, v ∈ V . Dato un prodotto scalare definito positivo J-compatibile g, possiamo
definire su V , visto come spazio vettoriale complesso, un prodotto Hermitiano h, ponendo
h(u, v) := g(u, v) + ig(u, Jv), per ogni u, v ∈ V . Se J e` compatibile con una forma
simplettica ω, allora gJ(u, v) := ω(u, Jv), u, v ∈ V , definisce un prodotto scalare definito
positivo J-compatibile su V .
Proposizione 1.3.12. Lo spazio J (ω) delle strutture complesse ω-compatibili sullo
spazio vettoriale simplettico (V, ω) e` non vuoto e contraibile rispetto alla topologia di
sottospazio su J (ω) indotta da quella sullo spazio vettoriale degli endomorfismi di V .
Dimostrazione. Scegliamo un arbitrario prodotto scalare definito positivo g su V e defi-
niamo un auomorfismo A di V ponendo, per u, v ∈ V , ω(u, v) = g(Au, v). Formalmente,
se φg indica l’isomorfismo
V −→ V ∗
v 7−→ g(v,−),
allora Au = φ−1g (φω(u)). Quindi
g(Au, v) = ω(u, v) = −ω(v, u) = −g(Av, u) = g(u,−Av),
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da cui segue che l’aggiunta A∗ di A rispetto a g e` pari a −A. Pertanto −A2 = AA∗
e` simmetrica e definita positiva rispetto a g. Sia Q tale che Q2 = −A2. Tale Q e`
determinata richiedendo che, su ogni autospazio di −A2, agisca come la moltiplicazione
per la radice quadrata positiva del corrispondente autovalore. Definiamo J := AQ−1.
Si verifica facilmente che A preserva gli autospazi di −A2 e quindi commuta con Q,
percio` si ha che J2 = AQ−1AQ−1 = A(Q2)−1A = A2(Q2)−1 = −IdV , cioe` J e` una
struttura complessa su V . Inoltre, per le proprieta` di A e Q, abbiamo, per u, v ∈ V , che
ω(Ju, Jv) = ω(u,−J2v) = ω(u, v) e
ω(u, Jv) = g(Au, Jv) = g(u,−AJv) = g(u,−A2Q−1v) = g(u,Qv),
che e` strettamente positivo per v 6= 0. Questo dimostra che J (ω) e` non vuoto.
Per dimostrare che questo spazio e` contraibile, consideriamo lo spazio G dei prodotti
scalari definiti positivi su V . Possiamo porre su G una topologia, scegliendo una base
di V e identificando G con lo spazio delle matrici simmetriche e definite positive. La
costruzione vista nel precedente paragrafo fornisce una mappa liscia
j : G −→ J (ω)
g 7−→ J = j(g).
Data J ∈ J (ω), se consideriamo il prodotto scalare definito positivo J-compatibile gJ
definito nell’Osservazione 1.3.11, allora ω(u, v) = gJ(Ju, v), da cui segue che la matrice A
precedentemente introdotta e` uguale a J e la matrice Q e` pari a −IdV . Quindi j(gJ) = J .
Fissiamo un elemento J0 ∈ J (ω) e definiamo una famiglia di mappe continue
ft : J (ω) −→ J (ω)
J 7−→ j((1− t)gJ0 + tgJ),
al variare di t ∈ [0, 1]. Questo definisce una omotopia tra la mappa costante f0 ≡ J0 e
l’identita` f1 = IdJ (ω).
1.4 Fibrati vettoriali simplettici
Definizione 1.4.1. Un fibrato vettoriale simplettico (E,ω) su una vareta` differenziabile
M e` un fibrato vettoriale pi : E →M con una forma lineare simplettica ωp su ogni fibra
Ep = pi
−1(m), p ∈M , con ωp che dipende C∞ da p.
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Esempio 1.4.2. Dato un qualsiasi fibrato vettoriale E → M , esiste una struttura di
fibrato simplettico canonica sulla somma di Whitney E ⊕ E∗, definita da
ωp(X + η,X
′ + η′) = η(X ′)− η′(X), per X,X ′ ∈ Ep, η, η′ ∈ E∗p e p ∈M.
Definizione 1.4.3. Una struttura complessa su un fibrato vettoriale E → M e` una
famiglia di strutture complesse Jp sulle fibre Ep, con Jp che dipende C
∞ da p. Una
struttura complessa su un fibrato vettoriale simplettico (E,ω) e` detta ω-compatibile se
Jp e` ωp-compatibile, per ogni p ∈M .
Definizione 1.4.4. Una struttura complessa sul fibrato tangente TM alla varieta` dif-
ferenziabile M e` detta struttura quasi complessa su M .
Osservazione 1.4.5. Dato un fibrato vettoriale E →M di rango 2n con una struttura
complessa, possiamo scegliere una metrica arbitraria su E e quindi costruire una metrica
Hermitiana sul fibrato nel modo illustrato nell’Osservazione 1.3.11. Il fibrato puo` allora
essere localmente banalizzato mediante n sezioni ortonormali rispetto a questa metrica
Hermitiana e linearmente indipendenti su C. Le funzioni di transizione rispetto a questa
banalizzazione locale saranno quindi a valori in U(n). Viceversa, se esistono banalizza-
zioni locali E|U ∼= U × Cn, U ⊂ M , tali che le funzioni di transizione assumono valori
in U(n), allora queste funzioni di transizione preservano la struttura di spazio vettoria-
le complesso Hermitiano. Questo significa che la moltiplicazione per i sul fattore Cn di
queste banalizzazioni locali induce una struttura di fibrato complesso J su E, e il prodotto
Hermitiano standard su Cn induce una metrica Hermitiana rispetto a J su E.
Proposizione 1.4.6. Sia (E,ω) un fibrato vettoriale simplettico sulla varieta` differen-
ziabile M . Allora lo spazio J (ω) delle strutture complesse ω-compatibili su E e` non
vuoto e contraibile.
Dimostrazione. La dimostrazione segue direttamente dalla dimostrazione dell’enunciato
equivalente per spazi vettoriali illustrata nella Proposizione 1.3.12. Sia jp la mappa
costruita nella dimostrazione della Proposizione 1.3.12, che associa ad ogni prodotto
scalare su Ep una struttura complessa ωp-compatibile. Scegliamo ora una metrica g su
E e definiamo Jp := jp(gp) per ogni p ∈ M . Lavorando in una banalizzazione locale
del fibrato vediamo che, dal fatto che la mappa j costruita nella dimostrazione della
Proposizione 1.3.12 e` liscia, segue che Jp dipende C
∞ da p. La prova del fatto che J (ω)
e` contraibile resta invece invariata.
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Consideriamo ora una varieta` differenziabile M con una struttura di contatto coorien-
tata ξ = kerα. Segue dall’Osservazione 1.3.8 che il sottofibrato ξ ⊂ TM con la 2-forma
dα|ξ e` un fibrato vettoriale simplettico su M . Osserviamo inoltre che, se rimpiazziamo α
con λα, dove λ : M → R+ e` una funzione differenziabile, allora d(λα|ξ) = λdα|ξ e quindi
la classe conforme delle strutture simplettiche sul fibrato dipende solo dalla struttura di
contatto ξ. Questo ci permette di dare le seguenti definizioni.
Definizione 1.4.7. Sia (M, ξ) una varieta` di contatto con struttura di contatto coo-
rientata ξ. Una struttura complessa J su ξ e` detta ξ-compatibile se Jp : ξp → ξp e` una
struttura complessa dαp-compatibile su ξp, per ogni p ∈M , dove α e` una qualsiasi forma
di contatto definente ξ = kerα.
Definizione 1.4.8. Una struttura di quasi contatto su una (2n+1)-varieta` differenziabile
M e` una terna (η, J, θ), tale che η ⊂ TM e` un campo di iperpiani coorientato con
una struttura complessa J e θ ⊂ TM e` un sottofibrato orientato (e quindi banale)
complementare ad η e definente la coorientazione.
Se (M, ξ) e` una varieta` di contatto diremo che la struttura di quasi contatto (η, J, θ)
e` ξ-compatibile se η = ξ come campo di iperpiani coorientato e J e` ξ-compatibile.
Proposizione 1.4.9. Lo spazio delle strutture di quasi contatto compatibili con una
struttura di contatto coorientata ξ e` non vuoto e contraibile.
Dimostrazione. Segue dalla Proposizione 1.4.6 applicata a (ξ, dα|ξ) e dal fatto che lo
spazio dei fibrati banali complementari a ξ e` non vuoto e contraibile.
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Capitolo 2
Strutture su fibrati
Il primo passo verso la costruzione di una struttura di contatto su M × S2, dove M e`
una varieta` di contatto, prevede la realizzazione di un cobordismo tra M×T 2, dove T 2 e`
l’usuale toro S1×S1, e M ×S2. Tale cobordismo dovra` essere munito di una opportuna
struttura, che andremo a descrivere nelle ultime sezioni di questo capitolo. A tale scopo,
abbiamo bisogno di illustare alcuni strumenti di topologia algebrica, come la teoria
dell’ostruzione e alcuni risultati della teoria dei fibrati, in particolare quanto riguarda
la loro classificazione omotopica. In quanto segue, tratteremo piu` approfonditamente
quegli argomenti di cui faremo largo uso, gli altri saranno solo accennati.
2.1 Teoria dell’ostruzione
Definizione 2.1.1. Una mappa p : E → B ha la proprieta` di sollevamento dell’omotopia
per uno spazio W se, per ogni mappa g : W → E ed ogni omotopia ft : W → B con
pg = f0, esiste una omotopia gt : W → E con g0 = g e pgt = ft, per ogni t ∈ [0, 1].
Definizione 2.1.2. Diciamo fibrazione una mappa p : E → B avente la proprieta`
di sollevamento dell’omotopia per ogni spazio W . In tal caso diciamo sezione della
fibrazione una mappa s : B → E tale che ps = IdB.
Definizione 2.1.3. Si puo` provare che se p : E → B e` una fibrazione, allora le sue fibre
sono tutte omopicamente equivalenti ad uno spazio F , che diremo fibra della fibrazione.
Il teorema seguente ([DK01, Teorema 6.8]) e` utile per trovare esempi di fibrazioni.
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Teorema 2.1.4. Sia p : E → B una mappa e sia {Ui}i∈I un ricoprimento aperto
numerabile di B tale che p : p−1(Ui) → Ui sia una fibrazione per ogni i ∈ I. Allora
p : E → B e` una fibrazione.
La proprieta` piu` utile delle fibrazioni e` data dal seguente teorema ([DK01, Corolla-
rio 6.44]).
Teorema 2.1.5. Sia p : E → B una fibrazione a fibra F . Allora se x0 ∈ p−1(b0) = F ,
per b0 ∈ B, esiste un morfismo di gruppi ∂ : pin(B, b0)→ pin−1(F, x0) tale che la seguente
successione di gruppi sia esatta:
... // pin(E, x0)
p∗ // pin(B, b0)
∂ // pin−1(F, x0) // pin−1(E, x0) // ... .
Tale successione e` detta sequenza esatta lunga della fibrazione.
Siano ora p : E → B una fibrazione e X un CW -complesso (o anche una varieta` su
cui fissiamo una decomposizione cellulare). Supponiamo di avere una mappa f : X → B
e consideriamo il problema di sollevare f ad una mappa g : X → E tale che il diagramma
E
p

X
g
>>}
}
}
}
f
// B
commuti. Osserviamo che per X = B e f = IdB cio` equivale a determinare una sezione
della fibrazione.
Per risolvere questo problema procediamo induttivamente. Supponiamo che B sia
connesso per archi, allora per ogni x nello 0-scheletro X0 di X esiste ex ∈ p−1(f(x)).
Possiamo percio` definire una mappa g0 : X0 → E tale che pg0 = f |X0 ponendo
g0(x) = ex, per ogni x ∈ X0. Consideriamo quindi il problema di estendere g0 ad una
mappa g1 definita su X1 tale che pg1 = f |X1 . Ogni 1-cella e1i di X e` munita di una
mappa caratteristica
φi : (D
1, S0)→ (e1i , ∂e1i ) ⊂ (X1, X0),
la cui restrizione a S0 e` la mappa di incollamento fi = φi|S0 : S0 → X0. Consideriamo
la composizione f ◦ φi : D1 → B. Essendo D1 contraibile abbiamo che p−1(f ◦ φi(D1))
e` omotopicamente equivalente alla fibra F . Se assumiamo allora che quest’ultima sia
connessa per archi, possiamo estendere g0 ◦ fi ad una mappa ki : D1 → E. Poiche´ D1 e`
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contraibile e poiche´ p ◦ ki|∂D1 = f ◦ fi, p ◦ ki e` omotopa a f ◦φi : D1 → B mediante una
omotopia relativa a S0 e, per la proprieta` di estensione e sollevamento dell’omotopia delle
fibrazioni ([Whi78, Teorema 7.16]), abbiamo che ki e` omotopa mediante una omotopia
relativa a S0 ad una mappa k′i : D
1 → E che solleva f ◦ φi ed estende g0 ◦ fi. Allora
ψi := k
′
i ◦ ψ−1i : e1i → E e` una mappa che solleva f |e1i ed estende g0|e1i . Incollando le
mappe ψi cos`ı definite otteniamo infine una mappa g1 : X1 → E che solleva f |X1 ed
estende g0. Abbiamo percio` che vale la seguente proposizione.
Proposizione 2.1.6. Sia p : E → B una fibrazione tale che la fibra F e la base B sono
connesse per archi. Dati un CW complesso X e una mappa f : X → B, esiste sempre
una mappa g : X1 → E tale che pg = f |X1.
Supponiamo quindi di avere una estensione g : Xn → E che solleva f |Xn per un certo
n ≥ 1. Assumiamo inoltre che F sia n-semplice ossia tale che l’azione di pi1(F ) su pin(F )
sia banale. Quest’assunzione garantisce che l’insieme [Sn, F ] delle classi di omotopia di
mappe Sn → F coincida con pin(F ) ([DK01, Teorema 6.57]).
Ogni (n+ 1)-cella en+1i di X e` munita di una mappa caratteristica
φi : (D
n+1, Sn)→ (en+1i , ∂en+1i ) ⊂ (Xn+1, Xn),
la cui restrizione a Sn e` la mappa di incollamento fi = φi|Sn : Sn → Xn. Consideriamo
quindi la composizione Sn
fi−→ X g−→ E p−→ B. Essa e` pari a Sn fi−→ X f−→ B, che si estende
alla (n + 1)-cella en+1i ⊂ X. L’estensione determina una precisa omotopia tra p ◦ g ◦ fi
e la mappa costante. La proprieta` di sollevamento dell’omotopia delle fibrazioni implica
allora che la composizione Sn
fi−→ X g−→ E e` omotopa ad una mappa Sn → F . Essendo
F per ipotesi n-semplice, in questo modo abbiamo associato ad ogni (n + 1)-cella en+1i
un elemento xi ∈ pin(F ).
Poiche´ in generale non e` detto che f preservi i punti base, ci sono delle ambiguita`
nell’individuazione della fibra F considerata per ogni (n + 1)-cella, pertanto questa co-
struzione non ci permette di definire una cocatena in Cn+1(X,pin(F )) estendendo per
linearita` l’elemento che associa ad ogni en+1i la classe xi, a meno che non si supponga,
ad esempio, che pi1(B) sia banale. Assumiamo dunque che lo sia. Sotto questa ipotesi
possiamo allora dare la seguente definizione.
Definizione 2.1.7. Se pi1(B) e` banale, diciamo cocatena di ostruzione l’elemento
θn+1(g) ∈ Cn+1(X,pin(F )) definito sulle (n+1)-celle dalla formula θn+1(g)(en+1i ) = [g◦fi]
e quindi esteso per linearita`.
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Lemma 2.1.8. La cocatena di ostruzione θn+1(g) e` banale se e solo se g si estende ad
una mappa g′ definita sull’(n+ 1)-scheletro Xn+1 a valori in E tale che pg′ = f |Xn+1.
Dimostrazione. La tesi segue dal fatto che una mappa Sn → E e` omotopicamente banale
se e solo se si estende ad una mappa Dn+1 → E. Piu` precisamente, se g si estende a
g′ che solleva f |Xn+1 , allora per ogni (n + 1)-cella en+1i la mappa g ◦ fi : Sn → E si
estende a g′ ◦ φi : Dn+1 → E e dunque e` omotopicamente banale, da cui segue che
θn+1(g)(en+1i ) = 0 e quindi che θ
n+1(g) = 0.
Viceversa, se θn+1(g) = 0, allora θn+1(g)(en+1i ) = 0 per ogni (n+ 1)-cella e
n+1
i , ossia
esiste una mappa hi : D
n+1 → E tale che hi|Sn = g◦fi. Essendo Dn+1 contraibile, poiche´
p ◦ hi|Sn = f ◦ fi, abbiamo che p ◦ hi e` omotopa a f ◦ φi tramite una omotopia relativa
a Sn, quindi, per la proprieta` di estensione e sollevamento dell’omotopia delle fibrazioni
([Whi78, Teorema 7.16]), esiste h′i : D
n+1 → E omotopa ad hi mediante una omotopia
relativa a Sn, tale che ph′i = f ◦ φi e h′i|Sn = g ◦ fi. Posta ψi := h′i ◦ φ−1i : en+1i → E,
abbiamo quindi che ψi e` un sollevamento di f |en+1i che estende g|en+1i . Incollando le
mappe ψi cos`ı definite otteniamo infine una mappa g
′ : Xn+1 → E che solleva f |Xn+1 ed
estende g come voluto.
Andiamo ora a dare una definizione algebrica della cocatena di ostruzione, equivalente
a quella data. Utilizzando la definizione algebrica siamo infatti in grado di provare che
la cocatena di ostruzione e` un cociclo. Ricordiamo che il complesso di catene cellulari
e` definito prendendo i gruppi Cn(X) pari ad Hn(Xn, Xn−1) e il differenziale pari alla
composizione
Hn(Xn, Xn−1)
∂−→ Hn−1(Xn−1) i−→ Hn−1(Xn−1, Xn−2).
Ricordiamo inoltre che vale il seguente teorema.
Teorema 2.1.9 (Teorema di Hurewicz).
1. Dato uno spazio connesso per archi X tale che pij(X) = 0 per ogni j < n con
n > 0, allora Hj(X) = 0 per ogni 0 < j < n ed esiste un omomorfismo
ρ : pin(X) → Hj(X) che e` un isomorfismo per n > ed e` suriettivo con nucleo il
sottogruppo dei commutatori di pi1(X) per n = 1.
2. Dati due spazi connessi per archi X e Y tali che Y 6= ∅ e pij(X,Y ) = 0 per ogni
j < n con n > 1, allora Hj(X,Y ) = 0 per ogni j < n ed esiste un omomor-
fismo suriettivo ρ : pin(X,Y ) → Hn(X,Y ) il cui nucleo e` generato dall’insieme
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K := {x(α(x))−1|x ∈ pin(X,Y ), α ∈ pi1(Y )}, dove l’azione di pi1(Y ) su pin(X,Y ) e`
descritta in [Hat02, p.345].
Osservazione 2.1.10. Osserviamo che se l’azione di pi1(Y ) su pin(X,Y ) e` banale, allora
ρ e` un isomorfismo. In particolare cio` accade se Y e` semplicemente connesso. Suppo-
niamo che l’azione di pi1(Y ) su pin(X,Y ) non sia banale e consideriamo p : X
∗ → X il
rivestimento universale di X e indichiamo con Y ∗ := p−1(Y ). Allora p induce isomor-
fismi p∗j : pij(X
∗, Y ∗) → pij(X,Y ). Infatti, se consideriamo k : (Dj , Sj−1) → (X,Y ),
essa, come mappa definita su Dj, e` nullomotopa. Esistera`, dunque, un’omotopia
H : Dj × [0, 1] → X tale che H(−, 0) = k e H(−, 1) = h e` la mappa costante y ∈ Y .
Indichiamo con h˜ : Dj → Y ∗ ⊂ X∗ la mappa costante y˜, dove p(y˜) = y. Allora, poiche´
p ◦ h˜ = h = H(−, 1), possiamo sollevare l’omotopia H a H˜ : Dj × [0, 1] → X∗, con
p ◦ H˜(−, 0) = k e H˜(−, 1) = h˜. Questo prova che p∗j e` suriettiva. L’iniettivita` si vede
analogamente. Poiche´ si dimostra che i gruppi di omologia Hj(X
∗, Y ∗) sono isomorfi
ai gruppi di omologia a coefficienti locali Hj(X,Y ;Z[pi1(X)]) ([Hat02, Sezione 3.H]),
abbiamo che l’omomorfismo suriettivo ρ e` sempre un isomorfismo, a patto di sostituire
nell’enunciato del teorema i gruppi di omologia con i gruppi di omologia a coefficienti
locali. Useremo questo fatto solo nella dimostrazione del Lemma 3.2.5.
Tornando al nostro problema, per il teorema di approssimazione cellulare ([Hat02,
Teorema 4.8, Corollario 4.12]), si ha che la mappa pik(Xn) → pik(Xn+1) indotta dal-
l’inclusione di Xn in Xn+1 e` un isomorfismo per k < n ed e` surgettiva per k = n.
Pertanto, dalla sequenza esatta della coppia in omotopia, segue che pik(Xn+1, Xn) = 0
per ogni k ≤ n e quindi, per il teorema di Hurewicz, abbiamo che esiste un omomorfi-
smo suriettivo ρ : pin+1(Xn+1, Xn) → Hn+1(Xn+1, Xn), il cui nucleo e` il sottogruppo di
pin+1(Xn+1, Xn) generato da K := {x(α(x))−1|x ∈ pin+1(Xn+1, Xn), α ∈ pi1(Xn)}. Sia
pi+n+1(Xn+1, Xn) := pin+1(Xn+1, Xn)/K.
Lemma 2.1.11. Si ha la seguente fattorizzazione:
pin+1(Xn+1, Xn)
∂ //

pin(Xn)
g∗ // pin(F )
pi+n+1(Xn+1, Xn).
g∗◦∂
44hhhhhhhhhhh
18 CAPITOLO 2. STRUTTURE SU FIBRATI
Usando il lemma precedente, una cui dimostrazione e` consultabile in [DK01, p.170],
possiamo considerare la composizione
Cn+1(X) = Hn+1(Xn+1, Xn)
∼=−→
ψ−1
pi+i+1(Xn+1, Xn)
g∗◦∂−→ pin(F ),
dove ψ : pi+n+1(Xn+1, Xn)→ Hn+1(Xn+1, Xn) e` l’isomorfismo di Hurewicz. Questa com-
posizione definisce un’altra cocatena in HomZ(Cn+1(X);pin(F )) che indichiamo sempre
con θn+1(g).
Proposizione 2.1.12. Le due definizioni di θn+1(g) coincidono.
Dimostrazione. Partiamo dalla seconda definizione. Data una (n+ 1)-cella en+1, sia
φ : (Dn+1, Sn) → (Xn+1, Xn) la sua mappa caratteristica. Costruiamo una map-
pa (φ ∨ u) ◦ q : (Dn+1, Sn, p) → (Xn+1, Xn, x0) come composizione di una mappa
q : (Dn+1, Sn, p) → (Dn+1 ∨ I, Sn ∨ I, p), per I = [0, 1], come in Figura 2.1, e una
Figura 2.1: La mappa q : (Dn+1, Sn, p)→ (Dn+1 ∨ I, Sn ∨ I, p).
mappa Dn+1 ∨ I φ∨u−−→ Xn+1, dove u e` un cammino in Xn fino al punto base x0.
Chiaramente (φ ∨ u) ◦ q e` omotopa a φ. Quindi ψ((φ ∨ u) ◦ q) e` il generatore di
Hn+1(Xn+1, Xn) rappresentato dalla cella e
n+1. Percio` (φ∨u)◦q rappresenta l’elemento
ψ−1(en+1) ∈ pi+n+1(Xn+1, Xn).
Per definizione ∂((φ∨u)◦q) ∈ pin(Xn) e` rappresentato dalla composizione della mappa
q¯ : Sn → Sn∨I, ottenuta restringendo q al bordo, e della mappa di incollamento f = φ|Sn
della cella en+1 con un cammino u terminante in x0: ∂((φ∨u)◦q) = (f∨u)◦q¯ : Sn → Xn.
Allora, per la seconda definizione, θn+1(g)(en+1) = g ◦ ((f ∨ u) ◦ q¯). Ma questa e`
(g ◦ f ∨ g ◦ u) ◦ q¯ che e` pari a [g ◦ f ] ∈ [Sn, F ] = pin(F ), che e` esattamente la prima
definizione di θn+1(g)(en+1).
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Teorema 2.1.13. La cocatena di ostruzione θn+1(g) e` un cociclo.
Dimostrazione. Consideriamo il seguente diagramma commutativo.
pin+2(Xn+2, Xn+1)

// Hn+2(Xn+2, Xn+1)

pin+1(Xn+1)

// Hn+1(Xn+1)

pin+1(Xn+1, Xn)

// Hn+1(Xn+1, Xn)
θn+1(g)

pin(Xn)
g∗ // pin(F ).
Se non specificatamente indicato, le mappe corrispondenti alle frecce orizzontali, sono
omomorfismi di Hurewicz, mentre quelle corrispondenti alle frecce verticali derivano dalle
sequenze esatte in omotopia e in omologia per le coppie (Xn+2, Xn+1) e (Xn+1, Xn).
La tesi segue osservando che δθn+1(g) e` la composizione di tutte le mappe verticali
sulla destra, che la mappa corrispondente alla freccia orizzontale piu` in alto e` suriettiva
per il teorema di Hurewicz e che la composizione delle mappe corrispondenti alle due
frecce verticali piu` in alto sulla sinistra e` nulla in quanto si tratta di mappe consecutive
nella sequenza esatta della coppia (Xn+1, Xn).
Proposizione 2.1.14. Il cociclo θn+1(g) e` coomologo a 0 se e solo se la restrizione
g|Xn−1 : Xn−1 → E si estende ad una mappa Xn+1 → E che solleva f |Xn+1.
Per provare questo teorema dobbiamo vedere che, se θn+1(g) = δd per una qualche
cocatena d ∈ Cn(X,pin(F )), allora g puo` essere ridefinita sull’n-scheletro e quindi estesa
all’(n+ 1)-scheletro ad un sollevamento di f |Xn+1 .
Definizione 2.1.15. Una omotopia H tra mappe f0 e f1 a valori in E e` detta verticale
se p ◦H e` stazionaria.
Lemma 2.1.16. Siano f0 e f1 due mappe definite su Xn a valori in E tali che f0|Xn−1
e` omotopa a f1|Xn−1 tramite una omotopia verticale che solleva f ◦ pX |Xn−1×[0,1], dove
pX : X × [0, 1] → X e` la proiezione sul primo fattore. Allora una scelta dell’omotopia
verticale che solleva f ◦ pX |Xn−1×[0,1] definisce una cocatena d ∈ Cn(X,pin(F )) con
δd = θn+1(f0)− θn+1(f1).
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Dimostrazione. Sia Xˆ = X × [0, 1]. Allora, posto I := [0, 1], abbiamo che Xˆ e` un
CW -complesso con Xˆk = Xk × ∂I ∪Xk−1 × I. Dunque una mappa Xˆn → E che solleva
f ◦ pX |Xˆn e` una coppia di mappe f0, f1 : Xn → E ed una omotopia verticale
G : Xn−1 × I → E delle restrizioni di f0 e f1 a Xn−1, che solleva f ◦ pX |Xˆn−1 . Quindi
otteniamo un cociclo di ostruzione θ(f0, G, f1) ∈ Cn+1(Xˆ, pin(F )) all’estensione di
f0 ∪ G ∪ f1 ad una mappa definita su Xˆn+1 che solleva f ◦ pX |Xˆn+1 . Da questo cociclo
otteniamo la cocatena differenza d(f0, G, f1) ∈ Cn(X,pin(F )) restringendoci alle celle
della forma en × I, cioe`: d(f0, G, f1)(en) = (−1)n+1θ(f0, G, f1)(en × I) per ogni n-cella
en di X. Usando il fatto che θ(f0, G, f1) e` un cociclo, per ogni (n+1)-cella e
n+1 abbiamo:
0 = (δθ(f0, G, f1))(e
n+1 × I) = θ(f0, G, f1)(∂(en+1 × I)) =
= θ(f0, G, f1)(∂e
n+1 × I)+
+ (−1)n+1(θ(f0, G, f1)(en+1 × {1})− θ(f0, G, f1)(en+1 × {0})) =
= (−1)n+1(δ(d(f0, G, f1))(en+1) + θ(f1)(en+1)− θ(f0)(en+1)).
Pertanto δd(f0, G, f1) = θ
n+1(f0)− θn+1(f1).
Osservazione 2.1.17. C’e` una interpretazione geometrica per la cocatena differenza.
Identificando Sn con ∂(Dn × I), per una n-cella en sia φ : (Dn, Sn−1)→ (Xn, Xn−1) la
sua mappa caratteristica. Allora ±d(f0, G, f1)(en) ∈ pin(F ) e` f0 ∪ G ∪ f1 composta con
la mappa di incollamento di en × I, come in Figura 2.2.
Figura 2.2: Interpretazione geometrica del cociclo differenza.
Corollario 2.1.18. Data g : Xn → E che solleva f |Xn, il cociclo di ostruzione θn+1(g)
e` nullomologo se la restrizione g|Xn−1 : Xn−1 → E e` omotopa tramite una omotopia
verticale ad una mappa che si estende a Xn+1 e solleva f |Xn+1.
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Dimostrazione. Basta prendere f0 = g|Xn−1 e f1 pari alla mappa che si estende a Xn+1.
Allora, per il lemma precedente, δd = θn+1(f0) in quanto θ
n+1(f1) = 0.
Vogliamo provare che vale anche il viceversa: supponiamo di avere una mappa
g : Xn−1 → E che solleva f |Xn−1 ed una omotopia verticale G : Xn−1 × I → E costante
nel tempo tale che G(−, 0) = g|Xn−1 e che θn+1(g) = δd, vogliamo vedere che allora
esiste f1 : Xn → E che solleva f |Xn tale che d = d(g,G, f1) perche´ in tal caso avremmo
che θn+1(f1) = 0, dunque che f1 si estende ad una mappa definita su Xn+1 che solleva
f |Xn+1 . Poiche´ f1|Xn−1 = g|Xn−1 , questo ci dara` la tesi per il Teorema 2.1.14.
Lemma 2.1.19. Per ogni mappa f : Dn × {0} ∪ Sn−1 × I → Y e per ogni elemento
α ∈ [∂(Dn × I), Y ], esiste una mappa H : ∂(Dn × I)→ Y tale che H rappresenta α e si
restringe ad f .
Dimostrazione. Sia k : ∂(Dn × I)→ Y una mappa che rappresenta α e sia
D := Dn×{0}∪Sn−1×I. Poiche´ D e` contraibile, sia k|D che f sono nullomotope, allora
esistera` una omotopia ft : D → Y tale che f0 = k|D e f1 = f , quindi k e` una estensione
di un estremo di questa omotopia. Essendo (∂(Dn × I), D) una CW -coppia, l’omotopia
ft si estede ad una omotopia H : ∂(D
n × I) × I → Y tale che H(−, 0) = k. Allora la
mappa richiesta e` H = H(−, 1).
Proposizione 2.1.20. Date una mappa f0 : Xn → E che solleva f |Xn, una omotopia
verticale G : Xn−1×I → E tale che G0 = f0|Xn−1 e un elemento d ∈ Cn(X,pin(F )), esiste
una mappa f1 : Xn → E che solleva f |Xn tale che G(−, 1) = f1|Xn−1 e d = d(f0, G, f1).
Dimostrazione. Per ogni n-cella eni ⊂ Xn, siano φi : (Dn, Sn−1) → (Xn, Xn−1) la
sua mappa caratteristica e fi = φi|Sn−1 la sua mappa di incollamento. Consideria-
mo hi = f0 ◦ φi ∪ G ◦ (fi × IdI) e α = d(eni ). Per il lemma precedente esiste una
mappa H che rappresenta α e si restringe a hi. Definiamo quindi f1 sulle n-celle e
n
i
ponendo f1|eni (φi(x)) = H(x, 1). Sfruttando la contraibilita` delle n-celle e il fatto che
f1|eni si restringe su ∂eni a G(−, 1) che solleva f |∂eni , possiamo supporre, eventualmen-
te applicando la proprieta` di estensione e sollevamento dell’omotopia delle fibrazioni
([Whi78, Teorema 7.16]), che la mappa f1 cos`ı ottenuta sollevi f |Xn . L’interpretazione
geometrica della cocatena differenza illustrata nell’Osservazione 2.1.17 implica allora che
d(f0, G, f1)(e
n) = d(en) come voluto.
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Dimostrazione della Proposizione 2.1.14. Dobbiamo provare che se g : Xn → E e` tale
che θn+1(g) = δd, allora g|Xn−1 si estende ad una mappa definita su Xn+1 che solleva
f |Xn+1 . Applicando la proposizione precedente a g, d e all’omotopia stazionaria
(x, t) → g(x) di g|Xn−1 , otteniamo g′ : Xn → E che coincide con E su Xn−1, solleva
f |Xn ed e` tale che δd = θn+1(g) − θn+1(g′), da cui segue che θn+1(g′) = 0 e quindi che
g′ si estende ad una mappa definita su Xn+1 che solleva f |Xn+1 .
Tutto quanto visto finora prova il seguente teorema.
Teorema 2.1.21. Sia p : E → B una fibrazione con B semplicemente connesso tale che
la fibra F e` connessa per archi. Dati un CW complesso X e una mappa f : X → B,
esiste sempre una mappa g : X1 → E tale che pg = f |X1. Inoltre, data g : Xn → E che
solleva f |Xn, se pi1(F ) agisce banalmente su pin+1(F ), e` possibile estendere g|Xn−1 ad un
sollevamento di f |Xn+1 se e solo se [θn+1(g)] ∈ Hn+1(X,pin(F )) e` banale.
Dimostrazione. La prima affermazione segue dalla Proposizione 2.1.6, mentre la seconda
e` data dalla Proposizione 2.1.14.
Osservazione 2.1.22. Sia p : E → B una fibrazione con B semplicemente connesso
tale che la fibra F e` connessa per archi. Dati un CW complesso X, un sottocomplesso
A di X e una mappa f : X → B, supponiamo che esista una mappa g : A → E tale
che pg = f |A. Indichiamo con XAn l’n-scheletro del CW -complesso X/A. Allora si puo`
provare che e` sempre possibile estendere g ad una mappa g′ : A ∪XA1 → E che solleva
f |A∪XA1 . Inoltre, data g
′ : A∪XAn → E che solleva f |A∪XAn , se pi1(F ) agisce banalmente
su pin+1(F ), allora esiste un cociclo θ
n+1(g) ∈ Cn+1(X,A;pin(F )) ed e` possibile estendere
g′|A∪XAn−1 ad un sollevamento di f |A∪XAn+1 se e solo se [θ
n+1(g)] ∈ Hn+1(X,A;pin(F )) e`
banale. Le dimostrazioni di queste affermazioni sono analoghe a quelle viste per il caso
A = ∅ (vedi [Whi78, Capitolo 5, Sezione 6]).
2.2 Fibrati
In questa sezione richiameremo i risultati principali sui fibrati. Per una trattazione piu`
completa faremo riferimento a [Hus94].
Definizione 2.2.1. Un fibrato e` una terna (E, p,B), dove p : E → B e` una mappa
continua. Lo spazio B e` detto base del fibrato, mentre lo spazio E e` detto spazio totale.
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Per ogni b ∈ B diremo fibra lo spazio p−1(b). Un fibrato le cui fibre sono tutte omeomorfe
ad uno spazio F sara` detto fibrato a fibra F . Una mappa continua s : B → E tale che
s(b) ∈ p−1(b) per ogni b ∈ B e` detta sezione del fibrato.
Definizione 2.2.2. Siano (E, p,B) e (E′, p′, B′) due fibrati. Un morfismo di fibrati
(u, f) : (E, p,B)→ (E′, p′, B′) e` una coppia di mappe continue u : E → E′ e f : B → B′
tali che p′u = fp. Il morfismo (u, f) e` un isomorfismo di fibrati se u ed f ammettono
inverse continue. Se B = B′ un morfismo di fibrati su B e` una mappa continua
u : E → E′ tale che p′u = p. Esso e` un isomorfismo se u ammette un’inversa continua.
2.2.1 Classificazione di fibrati
Definizione 2.2.3. Un gruppo topologico e` un gruppo G su cui e` definita una topologia
rispetto a cui la mappa
G×G −→ G
(s, t) 7−→ st−1
e` continua.
Definizione 2.2.4. Dato un gruppo topologico G, diciamo G-spazio destro uno spazio
X con una mappa continua
X ×G −→ X
(x, s) 7−→ xs
tale che
(1) per ogni x ∈ X e s, t ∈ G, vale che x(st) = (xs)t;
(2) per ogni x ∈ X e indicata con 1 l’identita` di G si ha che x1 = x.
Analogamente, X si dira` G-spazio sinistro se esiste una mappa G × X → X tale che
(st)x = s(tx) e 1x = x per ogni s, t ∈ G e x ∈ X. Se X e` un G-spazio sinistro, la relazione
xs = s−1x definisce una struttura di G-spazio destro. Poiche´ c’e` una corrispondenza
biunivoca tra le strutture di G-spazio destro e sinistro, ci basta considerare solo G-spazi
destri, che chiameremo semplicemente G-spazi.
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Sia X un G-spazio, allora si vede facilmente che la mappa x 7→ xs e` un omeomorfismo
di X e che pi : X → X/G e` una mappa aperta. Ne segue che X determina un fibrato
α(X) := (X,pi,X/G). Inoltre, se h : X → Y e` un morfismo di G-spazi, ossia una mappa
continua tale che h(xs) = h(x)s, per ogni x ∈ X e s ∈ G, essa induce un morfismo
f : X/G→ Y/G tale che f(xG) = h(x)G e la coppia (h, f) : α(X)→ α(Y ) risulta essere
un morfismo di fibrati.
Definizione 2.2.5. Un fibrato (X, p,B) e` detto G-fibrato se e` isomorfo al fibrato α(X)
per una qualche struttura di G-spazio su X, mediante un isomorfismo
(1, f) : α(X)→ (X, p,B), tale che f : X/G→ B sia un omeomorfismo.
Definizione 2.2.6. Un G-spazio X e` detto libero se xs = s implica che s = 1, per ogni
x ∈ X. Se X∗ e` il sottospazio degli elementi (x, xs) ∈ X × X, al variare di s ∈ G e x
nel G-spazio libero X, esiste una funzione τ : X∗ → G, tale che xτ(x, x′) = x′, per ogni
(x, x′) ∈ X∗. Diremo τ funzione di traslazione.
Definizione 2.2.7. Un G-spazio X e` detto principale se e` libero e ammette una funzione
di traslazione τ : X∗ → G continua. Diciamo G-fibrato principale un G-fibrato (X, p,B)
tale che X e` uno G-spazio principale.
Proposizione 2.2.8. Sia ξ = (X, p,B) un G-fibrato principale. Allora ξ e` un fibrato
con fibra G.
Dimostrazione. Per x ∈ p−1(b), con b ∈ B, definiamo una bigezione u : G → p−1(b)
mediante la relazione u(s) = xs. La funzione inversa di u e` la mappa x′ 7→ τ(x, x′) che
e` continua, dunque u e` un omeomorfismo.
Definizione 2.2.9. Un morfismo (u, f) : (X, p,B) → (X ′, p′, B′) tra due G-fibrati
principali e` un morfismo principale se u : X → X ′ e` un morfismo di G-spazi
Ad ogni G-fibrato principale ξ = (X, p,B) e` possibile associare un nuovo fibrato
le cui fibre risultino tutte omeomorfe ad un G-spazio sinistro H fissato. Consideriamo
la relazione (x, y)s = (xs, s−1y): essa definisce una struttura di G-spazio destro su
X×H, quindi possiamo considerare lo spazio quoziente XH := (X×H)/G e una mappa
pH : XH → B, data dalla fattorizzazione della composizione X × H prX−−→ X p−→ B
mediante la proiezione X ×H → XH . Esplicitamente abbiamo pH((x, y)G) = p(x) per
ogni (x, y) ∈ X ×H.
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Definizione 2.2.10. Il fibrato ξ[H] := (XH , pH , B) e` detto fibrato sopra B con fibra H
e fibrato principale associato ξ. Il gruppo G e` detto gruppo di struttura del fibrato ξ[H].
Proposizione 2.2.11. Il fibrato ξ[H] = (XH , pH , B), a fibra H con G-fibrato principale
associato ξ = (X, p,B), e` tale che, per ogni b ∈ B, la fibra p−1H (b) e` omeomorfa ad H.
Consideriamo un morfismo principale tra G-fibrati principali
(u, f) : (X, p,B)→ (X ′, p′, B′). Esso definisce un morfismo di G-spazi
u× IdH : X ×H → X ′×H. Passando ai quozienti abbiamo allora una mappa continua
uH : XH → X ′H tale che (uH , f) : ξ[H]→ ξ′[H] e` un morfismo di fibrati, con
ξ = (X, p,B) e ξ′ = (X ′, p′, B′).
Definizione 2.2.12. Un morfismo di fibrati a fibra H tra ξ[H] e ξ′[H] e` un morfismo di
fibrati della forma (uH , f) : ξ[H]→ ξ′[H], dove (u, f) : ξ → ξ′ e` un morfismo principale
di G-fibrati principali.
In particolare (uH , f) : ξ[H] → ξ′[H] e` un isomorfismo di fibrati a fibra H se e solo
se (u, f) : ξ → ξ′ e` un isomorfismo principale di G-fibrati principali. Inoltre, vale che se
ξ = (X, p,B) e` un G-fibrato principale, per ogni mappa continua f : B′ → B, esiste un
isomorfismo canonico g : f∗(ξ[H])→ f∗(ξ)[H] di fibrati su B′.
Definizione 2.2.13. Sia θ(B) := (B ×G, prB, B), allora diciamo che il G-fibrato prin-
cipale ξ e` banale se e` isomorfo a θ(B) mediante un isomorfismo principale. Diremo ξ
localmente banale se, per ogni b ∈ B, esiste un intorno aperto U tale che ξ|U e θ(U) sono
fibrati su U isomorfi tramite un isomorfismo principale. Dato uno spazio H, diremo che
ξ[H] e` banale o localmente banale se ξ lo e`.
Definizione 2.2.14. Un ricoprimento aperto {Ui}i∈S di uno spazio topologico B e`
numerabile se esiste una partizione dell’unita` localmente finita {ui}i∈S tale che
u−1i ((0, 1]) ⊂ Ui, per ogni i ∈ S.
Definizione 2.2.15. Un G-fibrato principale ξ su uno spazio B e` numerabile se esiste
un ricoprimento aperto numerabile {Ui}i∈S di B tale che ξ|Ui e` banale per ogni i ∈ S.
Osservazione 2.2.16. Essendo un fibrato banale una fibrazione, per il Teorema 2.1.4
ogni G-fibrato principale numerabile e` una fibrazione.
Si puo` provare che se abbiamo un G-fibrato principale numerabile ξ su B ed una
mappa continua f : B′ → B, allora il pullback f∗(ξ) e` un G-fibrato principale numerabile
su B′. Vale poi il seguente teorema.
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Teorema 2.2.17. Sia ξ un G-fibrato principale numerabile su B e sia ft : B
′ → B una
omotopia. Allora f∗0 (ξ) e f∗1 (ξ) sono G-fibrati principali numerabili isomorfi su B′.
Per ogni spazio B, indichiamo con kG(B) l’insieme delle classi di isomorfismo di
G-fibrati principali numerabili su B. Indichiamo con {ξ} la classe di isomorfismo del
G-fibrato principale numerabile ξ su B. Per una classe di omotopia [f ] : X → Y ,
definiamo una funzione kG([f ]) : kG(Y ) → kG(X) ponendo kG([f ])({ξ}) = {f∗(ξ)}. Si
prova allora che l’elemento {f∗(ξ)} non dipende dalla scelta del rappresentante ξ ∈ {ξ}
e, per il Teorema 2.2.17, neppure dalla scelta di f ∈ [f ]. Inoltre, se [g] : Y → Z e`
un’altra classe di omotopia, si ha che kG([g ◦f ]) = kG([f ])kG([g]) e kG([IdX ]) e` l’identita`
su kG(X). Da cio` seguono i seguenti risultati.
Corollario 2.2.18. Se f : X → Y e` una equivalenza omotopica, allora
kG([f ]) : kG(Y )→ kG(X) e` una bigezione.
Corollario 2.2.19. Ogni G-fibrato principale numerabile su uno spazio contraibile e`
banale.
Definizione 2.2.20. Sia ωG = (EG, p, BG) un fissato G-fibrato principale numerabile.
Per ogni spazio X, definiamo una funzione φω(X) : [X,BG]→ kG(X), mediante la rela-
zione φωG(X)([u]) = {u∗(ωG)}. Essa e` una funzione ben definita per il Teorema 2.2.17.
Diciamo allora che ωG e` universale se, per ogni spazio X, la funzione φωG(X) e` una
bigezione. Diciamo invece che ωG e` n-universale se φωG(X) e` una bigezione per ogni
CW -complesso X di dimensione minore o uguale a n. In entrambi i casi BG e` detto
spazio classificante.
Poiche´ si ha che condizione necessaria e sufficiente affinche´ un G-fibrato principale
numerabile sia universale e` che il suo spazio totale sia contraibile, supporremo sempre
che EG sia contraibile. Analogamente un G-fibrato principale numerabile e` n-universale
se e solo se pii(EG) = 0 per ogni i ≤ n.
Osservazione 2.2.21. Chiedere che un G-fibrato principale numerabile ωG = (EG, p, BG)
sia universale equivale a chiedere che valgano le seguenti:
(1) per ogni G-fibrato principale numerabile ξ su X, esiste una mappa continua
f : X → BG, detta mappa classificante, tale che ξ e f∗(ωG) sono fibrati isomorfi su
X;
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(2) se f, g : X → BG sono due mappe classificanti per uno stesso fibrato ξ, allora sono
omotope.
Si dimostra che, per ogni gruppo topologico G, esiste sempre un G-fibrato principale
numerabile ωG = (EG, p, BG) universale. Esso si ottiene mediante una costruzione detta
costruzione di Milnor.
Grazie alla costruzione di Milnor, abbiamo che vale il seguente teorema.
Teorema 2.2.22. Ogni G-fibrato principale numerabile su uno spazio X e` isomorfo al
pullback di un G-fibrato universale ωG = (EG, p, BG), tramite una mappa classificante
unica a meno di omotopia.
2.2.2 Riduzione del gruppo di struttura
Sia ξ = (X, p,B) un G-fibrato principale e sia K un sottogruppo di G. Assumiamo per
semplicita` che K sia chiuso, sebbene questa ipotesi possa essere omessa nella maggior
parte dei risultati che seguono. Poiche´ la relazione su X definita dall’azione del gruppo
K e` compatibile con la proiezione p : X → B, esiste un fibrato ξ/K := (X/K, q,B),
dove q si ottiene dalla fattorizzazione di p con la proiezione X → X/K.
Teorema 2.2.23. Siano ξ = (X, p,B) un G-fibrato principale e K un sottogruppo chiuso
di G. Esiste un isomorfismo canonico tra i fibrati ξ/K e ξ[G/K] su B.
Dimostrazione. Sia h : X/K → XG/K definita dalla relazione h(xK) = (x, eK)G, per e
identita` di G. Per v ∈ K, abbiamo h(xK) = h(xvK) = (xv, eK)G = (xv, v−1eK)G =
(x, eK)G, quindi h e` ben definita. Poiche´ X/K ha la topologia quoziente, abbiamo
che h e` anche continua. Per ogni u ∈ G, abbiamo (x, uK)G = (xu, eK)G, quindi h e`
suriettiva. Se h(xK) = h(x′K), abbiamo (x, eK)G = (x′, eK)G e x′ = xv per v ∈ K.
Di conseguenza h e` iniettiva.
Infine vediamo che h−1 e` continua. Le funzioni g1 : X ×G→ X e
g2 : X × G/K → X/K date dalle relazioni g1(x, u) = xu e g2(x, uK) = xuK sono
continue. Poiche´ g2(x, uK) = g2(xv, v
−1uK), la mappa g2 induce una mappa
(X × (G/K))/G→ X/K che e` proprio h−1 e questo conclude.
Corollario 2.2.24. Il G-fibrato principale ξ e il fibrato ξ[G], tale che G agisce sulla
fibra G a sinista, sono fibrati isomorfi su B.
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Definizione 2.2.25. Per K sottogruppo chiuso del gruppo topologico G, consideriamo
un G-fibrato principale ξ = (X, p,B) e un K-fibrato principale η = (Y, q,B). Sia
f : Y → f(Y ) ⊂ X un omeomorfismo su un sottoinsieme chiuso f(Y ) tale che f(ys) =
f(y)s per ogni y ∈ Y e s ∈ K. Allora η e` detto riduzione del gruppo di struttura G di ξ
a K, mentre ξ e` detto prolungamento di η.
Ogni K-fibrato principale ammette un prolungamento ad un G-fibrato principale,
ma non e` detto che, dato un G-fibrato principale ξ, esso ammetta una riduzione ad un
K-fibrato principale η.
Teorema 2.2.26. Sia K un sottogruppo chiuso del gruppo topologico G e sia H un
G-spazio sinistro che sia anche un K-spazio sinistro. Consideriamo un G-fibrato prin-
cipale ξ = (X, p,B), che ammette una riduzione η = (Y, q,B) del gruppo di struttura a
K. Allora esiste un isomorfismo naturale tra i fibrati ξ[H] e η[H].
Dimostrazione. Sia f : Y → X la mappa che definisce la riduzione del gruppo di strut-
tura. Definiamo g : YH → XH mediante la relazione g((y, z)K) = (f(y), z)G. Allora g e`
continua essendo l’indotta al quoziente di f × IdH .
Poiche´ ogni elemento di XH e` della forma (x, z)G, per x ∈ f(Y ), la mappa g e`
suriettiva. Poiche´ la relazione su X×H determinata dall’azione di G induce la relazione
su f(Y )×H determinata dall’azione di K, la mappa g e` iniettiva.
Infine, dobbiamo vedere che g e` una mappa aperta. Sia g((y0, z0)K) = (f(y0), z0)G
con f(y0) = x0. Consideriamo un aperto W in YH contenente (y0, z0)K e indichiamo con
q1 : Y ×H → YH e p1 : X ×H → XH le proiezioni. Siano quindi W1 e W2 intorni aperti
rispettivamente di y0 in Y e di z0 in H tali che q1(W1 ×W2) ⊂W . Esistono un intorno
aperto simmetrico N dell’identita` 1 ∈ G ed un intorno V di z0 in H tali che NV ⊂W2.
Sia U un intorno aperto di x0 in X tale che p(U) ⊂ q(W1) e τ((U × U) ∩ X∗) ⊂ N .
Rimpiazziamo W1 con W1∩q−1(p(U))∩f−1(U) e U con p−1(q(W1))∩U . Allora abbiamo
p(U) = q(W1) e f(W1) ⊂ U . Per ogni (x, z) ∈ U × V , esiste y ∈ W1 tale che f(y) ∈ U
e f(y) = xs. Questo significa che s ∈ N e g((y, s−1z)K) = (f(y), s−1z)G = (x, z)G.
Pertanto g(W ) ⊃ g(q1(W1 ×W2)) ⊃ p1(U × V ) e g(W ) e` aperto. Questo conclude la
dimostrazione.
Corollario 2.2.27. Nelle notazioni del teorema precedente i fibrati η[G] e ξ sono iso-
morfi come fibrati su B ed esiste una mappa continua g : YG → XG = X che e` un
isomorfismo di G-spazi.
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Dimostrazione. Sappiamo che ξ e` isomorfo a ξ[G], quindi per avere la tesi basta vedere
che l’isomorfismo che g commuta con l’azione di G. Poiche´ g((y, s)K)t = (f(y), st)G =
g((y, st)K), abbiamo che g e` un G-morfismo.
Consideriamo ora, per K sottogruppo chiuso di G, un fibrato universale
ωK = (Y0, q0, BK) per K e un fibrato universale ωG = (X0, p0, BG) per G. Possiamo
vedere ωK come riduzione di un suo prolungamento ad un G-fibrato principale, quindi dal
Corollario 2.2.27 segue che ωK [G] e` un G-fibrato principale numerabile su BK e allora,
per il Teorema 2.2.22, esiste un morfismo di G-fibrati principali (h0, f0) : ωK [G] → ωG,
dove f∗0 (ωG) e ωK [G] sono isomorfi come G-fibrati con base BK .
Teorema 2.2.28. Nelle notazioni precedenti, sia ξ = (X, p,B) un G-fibrato principale
numerabile su B con mappa classificante f : B → BG. Allora le riduzioni η = (Y, q,B)
di ξ sono in bigezione con le classi di omotopia di mappe g : B → BK tali che f0g ed f
sono omotope. Abbiamo il diagramma seguente:
BK
f0

Y0
q0oo
B
g
>>|
|
|
|
f
// BG X0.p0
oo
Dimostrazione. Sia η una riduzione di ξ. Allora esiste un’unica classe di omotopia de-
terminata dalla mappa classificante g : B → BK di η. Poiche´ η e g∗(ωK) sono isomorfi,
anche η[G] e g∗(ωK)[G] ∼= g∗(ωK [G]) sono isomorfi. Dalla discussione precedente dedu-
ciamo quindi che η[G] e` isomorfo al fibrato g∗(f∗0 (ωG)). Inoltre, sappiamo che ξ e` isomor-
fo a f∗(ωG). Essendo ξ ed η[G] isomorfi per il Corollario 2.2.27, per il Teorema 2.2.22
abbiamo che f e f0g sono omotope.
Viceversa, se g esiste, indichiamo con η = (Y, q,B) il fibrato g∗(ωK). Abbiamo un
morfismo di K-spazi h′ : Y0 → X1, dove f∗0 (ωG) = (X1, p, BK), che si ottiene identifi-
cando ωK con ωK [K] e componendo il quoziente per K dell’inclusione Y0×K ↪→ Y0×G
con l’isomorfismo ωK [G]→ f∗0 (ωG).
Y0 ×K 
 //

Y0 ×G

h : Y0 ∼= (Y0 ×K)/K
q0
))SSS
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// (Y0 ×G)/K
∼= // X1
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30 CAPITOLO 2. STRUTTURE SU FIBRATI
La mappa h′ definisce un morfismo di K-spazi h′′ = g∗(h′) da Y nello spazio totale di
g∗(f∗0 (ωG)). Il morfismo h′′, composto con l’isomorfismo g∗(f∗0 (ωG))→ ξ di fibrati su B,
definisce un morfismo di restrizione h : Y → X, che commuta con l’azione di K.
Osservazione 2.2.29. Supponiamo che il sottogruppo chiuso K di G sia tale che
G → G/K sia un K-fibrato principale numerabile. Cio` accade ad esempio se G e` un
gruppo di Lie. Nelle notazioni del teorema precedente si ha allora che X0 → X0/K e`
un K-fibrato universale: per il Teorema 2.2.23 possiamo identificare la proiezione con la
mappa (X0 ×G)/G→ (X0 × (G/K))/G e usare il fatto che G→ G/K e` un
K-fibrato principale numerabile per concludere che X0 → X0/K e` un K-fibrato principa-
le numerabile, quindi dedurre che e` universale dalla contraibilita` di X0. Di conseguenza,
possiamo supporre Y0 = X0, BK = X0/K e q0 pari alla proiezione. Ne segue che lo spa-
zio totale del G-fibrato principale ωK [G] e` (X0×G)/K e che la mappa classificante f0 e` la
mappa X0/K → X0/G che manda xK in xG per ogni x ∈ X0, ossia, essendo per il Teo-
rema 2.2.23 ωG/K ∼= ωG[G/K], che f0 e` la fibrazione G/K ↪→ (X0×G/K)/G→ X0/G.
In particolare, osserviamo che se ξ[G/K] ammette una sezione, allora esiste sempre
una mappa g tale che f0g = f . Infatti, tale g corrisponde ad una sezione del pull-
back f∗(((X0 ×G/K)/G, f0, X0/G)) che e` proprio ξ[G/K]. Viceversa, l’esistenza di g,
per quanto visto, implica che ξ ammette una riduzione del gruppo di struttura a η. Se
h : Y → X definisce la riduzione, allora la sua composizione con la proiezione X → X/K
definisce una sezione di ξ/K ∼= ξ[G/K]. Quindi abbiamo una corrispondenza biunivoca
tra le sezioni di ξ[G/K] e le riduzioni del gruppo di struttura di ξ a K.
2.2.3 Fibrati vettoriali
I fibrati vettoriali sono fibrati con una struttura di spazio vettoriale su ogni fibra. La
presenza di tale struttura ne permette una classificazione omotopica. Indichiamo con F
il campo sul quale si considera la struttura di spazio vettoriale sulle fibre. Sia Gk(F
n) la
varieta` Grassmanniana, definita dall’insieme dei sottospazi k-dimensionali di Fn con la
topologia quoziente data dalla proiezione che associa ad ogni k-upla di vettori linearmente
indipendenti in Fn il k-sottospazio vettoriale da essi generato. Su Gk(F
n) possiamo
considerare il k-fibrato vettoriale canonico γnk tale che la fibra su un punto p ∈ Gk(Fn)
e` il sottospazio delle coppie (V, x) ∈ Gk(Fn) × Fn per cui x ∈ V . Poiche´ naturalmente
si ha Gk(F
k) ⊂ Gk(F k+1) ⊂ ... ⊂ Gk(Fn) ⊂ ..., e` ben definita la Grassmaniana infinita
Gk(F
∞) := ∪k≤nGk(Fn), su cui poniamo la topologia induttiva, ossia la topologia per
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cui un insieme U ⊂ Gk(F∞) e` aperto se e solo se U∩Gk(Fn) e` aperto in Gk(Fn) per ogni
n ≥ k. Un punto di Gk(F∞) non e` altro che un k-sottospazio vettoriale di F∞ := ∪nFn.
Su Gk(F
∞) possiamo quindi considerare il k-fibrato vettoriale canonico γk tale che la
fibra su un punto p ∈ Gk(F∞) e` il sottospazio delle coppie (V, x) ∈ Gk(F∞) × F∞ per
cui x ∈ V . E’ noto allora che ogni fibrato vettoriale di rango k con base paracompatta
e` isomorfo al pullback f∗(γk) per una certa f : B → Gk(F∞). Inoltre una mappa
g : B → Gk(F∞) e` tale che ξ e` isomorfo a g∗(γk) se e solo se g e` omotopa ad f .
In realta` i fibrati vettoriali altro non sono che fibrati localmente banali su un para-
compatto aventi uno spazio vettoriale di dimensione finita come fibra e il gruppo lineare
su di esso (o un suo sottogruppo) come gruppo di struttura. Siano ξ = (X, p,B) un
G-fibrato principale su B paracompatto e H un G-spazio sinistro.
Definizione 2.2.30. Sia U un aperto di B. Una carta di ξ[H] su U e` un isomorfismo
h : θ(U) → ξ[H]|U , dove θ(U) e` il fibrato (U × H, prU , U). Un atlante di carte per
ξ[H] e` una famiglia di coppie {(Ui, hi)}i∈I tali che hi e` una carta su Ui e {Ui}i∈I e` un
ricoprimento aperto di B. Un atlante e` completo se include tutte le carte del fibrato.
Un fibrato ξ[H] e` localmente banale se e solo se ammette un atlante. In tal caso am-
mette un unico atlante completo. I fibrati vettoriali sono definiti in modo che ammettano
sempre un atlante di carte.
Come per i fibrati vettoriali, se il fibrato ξ[H] su B ammette un atlante {(Ui, hi)}i∈I ,
allora esiste una famiglia di mappe continue gi,j : Ui ∩Uj → G tali che, per ogni i, j ∈ I
ed ogni (b, h) ∈ (Ui ∩ Uj) × H, si ha hj(b, h) = hi(b, gi,j(b)h). La famiglia {gi,j} ha le
seguenti proprieta`:
(1) per ogni b ∈ Ui ∩ Uj ∩ Uk, gi,k(b) = gi,j(b)gj,k(b);
(2) per ogni b ∈ Ui, la mappa gi,i(b) e` l’identita` di G;
(3) per ogni b ∈ Ui ∩ Uj , si ha gi,j(b) = gj,i(b).
Una famiglia di mappe {gi,j}i,j∈I che soddisfa le proprieta` sopra enunciate e` detta, an-
che in questo caso, sistema di funzioni di transizione relativo al ricoprimento aperto
{Ui}i∈I di B. Come nel caso dei fibrati vettoriali, due sistemi di funzioni di transi-
zione {gi,j}i,j∈I e {g′i,j}i,j∈I relativi allo stesso ricoprimento aperto {Ui}i∈I si dicono
equivalenti se esistono mappe ri : Ui → G tali che, per ogni b ∈ Ui ∩ Uj , si abbia
g′i,j(b) = r
−1
i (b)gi,j(b)rj(b).
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Si hanno allora i seguenti teoremi.
Teorema 2.2.31. Siano η e η′ due fibrati localmente banali su B con fibra H e gruppo
di struttura G oppure due fibrati vettoriali di rango k con G = GL(k, F ). Siano {Ui}i∈I
un atlante di η con sistema di funzioni di transizione {gi,j}i,j∈I e {U ′i}i∈I un atlante di
η′ con sistema di funzioni di transizione {g′i,j}i,j∈I . Allora η e η′ sono fibrati isomorfi su
B se e solo se {gi,j}i,j∈I e {g′i,j}i,j∈I sono sistemi di funzioni di transizione equivalenti.
Osservazione 2.2.32. Le classi di isomorfismo di k-fibrati vettoriali e di fibrati con fibra
F k e gruppo di struttura GL(k, F ) sono determinate da funzioni di transizione a valori
in GL(k, F ). Il teorema seguente mostra che questi due insiemi di classi di isomorfismo
sono in bigezione.
Teorema 2.2.33. Sia {Ui}i∈I un ricoprimento aperto di B. Dato un sistema di funzioni
di transizione {gi,j}i,j∈I associato al ricoprimento, esiste un fibrato η = ξ[H] su B con
fibra un G-spazio sinistro H e gruppo di struttura G, che ammette un atlante {(Ui, hi)}i∈I
il cui sistema di funzioni di transizione e` {gi,j}i,j∈I . Inoltre se H = F k e G e` un
sottogruppo chiuso di GL(k, F ), allora η ammette una struttura di spazio vettoriale.
Infine η e` unico a meno di isomorfismo di fibrati su B.
Come conseguenza di questo risultato, deduciamo che esiste una bigezione tra le
classi di isomorfismo di fibrati localmente banali con fibra H = F k e gruppo di struttura
G = GL(k, F ) e le classi di isomorfismo di fibrati k-vettoriali: in entrambi i casi le
classi di isomorfismo sono determinate da classi di equivalenza di funzioni di transizione
associate ad un atlante completo di un membro della classe di isomorfismo. Inoltre, se
consideriamo un GL(k, F )-fibrato principale ξ, allora ξ[F k] e` un fibrato vettoriale dove
la struttura di spazio vettoriale su F k determina quella sulle fibre di ξ[F k]. Quindi, a
meno di isomorfismo, i fibrati vettoriali non sono altro che fibrati localmente banali a
fibra F k e gruppo di struttura GL(k, F ).
Esempio 2.2.34. Identifichiamo un k-fibrato vettoriale con il fibrato ξ[F k] avente
G(k, F )-fibrato principale localmente banale associato ξ. Consideriamo quindi UF (k)
pari a O(k) se F = R e a U(k) se F = C. Poiche´ G(k, F )/UF (k) e` contraibile, per
il Teorema 2.2.28 e l’Osservazione 2.2.29, dal Teorema 2.1.21 segue che esiste sempre
una riduzione del gruppo di struttura per ξ. In altre parole, ritroviamo che ogni fibrato
vettoriale reale o complesso ammette sempre una metrica Euclidea o Hermitiana rispet-
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tivamente. Possiamo pertanto identificare ogni k-fibrato vettoriale con un fibrato η[F k]
con UF (k)-fibrato principale localmente banale associato η.
Allo stesso modo si vede che k-fibrato vettoriale reale e` orientabile se e solo se
ammette una riduzione del gruppo di struttura da O(k) a SO(k).
Esempio 2.2.35. Si prova che se K e` un sottogruppo chiuso del gruppo topologico G e
ξ = (X, p,B) e` un G-fibrato principale localmente banale sul paracompatto B, allora,
fissato un atlante di carte {(Ui, hi)}i∈I per ξ con sistema di funzioni di transizione
corrispondente {gi,j}i,j∈I , allora ξ ammette una riduzione del gruppo di struttura a K
se e solo se esistono mappe ri : Ui → G tali che le funzioni di transizione
g′i,j(b) = r
−1
i (b)gi,j(b)rj(b) sono a valori in K per ogni b ∈ Ui ∩ Uj .
Poiche´ abbiamo visto (Osservazione 1.4.5) che un fibrato vettoriale reale di rango 2n
ammette una struttura complessa se e solo se ammette banalizzazioni locali con funzioni
di transizione a valori in U(n), deduciamo che porre una struttura complessa su un
2n-fibrato vettoriale reale equivale a ridurne il gruppo di struttura da O(2n) a U(n).
Allo stesso modo si vede che una struttura di quasi contatto su una varieta`
(2n+1)-dimensionale M equivale ad una riduzione del gruppo di struttura del suo fibrato
tangente a U(n)× Id ⊂ GL(2n+ 1,R). Piu` precisamente se M ammette una struttura
di quasi contatto, allora TM si decompone nella somma di Whitney di un 2n-fibrato
vettoriale complesso (ξ, J) e di un fibrato lineare reale banale θ. Pertanto TM potra`
essere localmente banalizzato da 2n + 1 sezioni linearmente indipendenti σ1, ..., σ2n, σ
tali che σ1, ..., σ2n sono sezioni che banalizzano localmente ξ, ortonormali rispetto ad
una fissata metrica Hermitiana su ξ descritta nell’Osservazione 1.3.11 e linearmente
indipendenti su C, mentre σ e` una sezione globale del fibrato lineare reale banale θ. Le
funzioni di transizione rispetto a questa banalizzazione locale saranno percio` a valori in
U(n)× Id ⊂ GL(2n+ 1,R). Viceversa se esistono banalizzazioni locali
TM |U ∼= U × Cn × R, U ⊂ M , tali che le funzioni di transizione assumono valori
in U(n) × Id ⊂ GL(2n + 1,R), allora esisteranno 2n + 1 sezioni locali linearmente
indipendenti σ1, ..., σ2n, σ tali che σ e` una sezione globale definente un sottofibrato lineare
reale banale θ di TM e σ1, ..., σ2n definiscono la struttura di spazio vettoriale complesso
sul complementare in TM |U di θ|U , indotta dalla moltiplicazione per i sul fattore Cn
della banalizzazione, grazie all’ipotesi sulle funzioni di transizione.
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2.2.4 Fibrati universali e spazi classificanti per i gruppi classici
Consideriamo ora G-fibrati principali tali che G = UF (k). Il nostro scopo e` descrivere
esplicitamente un fibrato universale ωG.
Indichiamo con Vk(F
n) la varieta` di Stiefel, data dall’insieme k-uple di vettori or-
tonormali in Fn e consideriamo la proiezione p : Vk(F
n) → Gk(Fn), che associa ad
ogni k-upla ortonormale in Vk(F
n) il sottospazio da essa generato. Si puo` dimostrare
allora che αnk := (Vk(F
n), p,Gk(F
n)) e` un UF (k)-fibrato principale localmente bana-
le su Gk(F
n). In particolare e` una fibrazione a fibra UF (k). Inoltre, se consideriamo
Vk(F
∞) := ∪k≤nVk(Fn) con la proiezione p : Vk(F∞) → Gk(F∞), anche il fibrato
αk := (Vk(F
∞), p,Gk(F∞)) e` un fibrato principale localmente banale e dunque e` una
fibrazione a fibra UF , dove UF , per definizione, e` lo spazio ∪kUF (k), ottenuto osservando
che ... ⊂ UF (k) ⊂ UF (k + 1) ⊂ ... ⊂ UF (n) ⊂ ..., munito della topologia induttiva. Poi-
che´, indicata con c la dimensione di F come spazio vettoriale reale su R, si dimostra che
pii(Vk(F
k+m)) = 0 per i ≤ c(m+ 1)− 2, segue che il fibrato principale αk+mk e` universale
in dimensione c(m+ 1)− 2 e che α∞k e` universale.
Consideriamo ora il fibrato vettoriale αnk [F
k].
Proposizione 2.2.36. Il fibrato vettoriale αnk [F
k] e` isomorfo al fibrato vettoriale cano-
nico γnk sulla Grassmaniana.
Dimostrazione. Sia f : αnk [F
k]→ γnk definita da
f([(v1, ..., vk, y)]) = (Span(v1, ..., vk), y1v1 + ...+ y1v1),
per ogni [(v1, ..., vk, y)] ∈ (Vk(Fn)× F k)/UF (k). Per a = (ai,j) ∈ UF (k), siano
(v1, ..., vk)a = (v
′
1, ..., v
′
k), dove v
′
j =
∑
1≤i≤k ai,jvi per ogni j = 1, ..., k e ay = y
′. Allora
abbiamo che
∑
m y
′
mvm =
∑
m,j am,jyjvm =
∑
j yjv
′
j e quindi la mappa f e` un morfismo
di fibrati ben definito. Per come e` definita la struttura di fibrato vettoriale su αnk [F
k] e
dalla definizione di f , segue che f e` un isomorfismo su ogni fibra, dunque e` un isomorfismo
di fibrati vettoriali.
Alla luce di cio`, abbiamo che vale il seguente teorema, che migliora il risultato dato dal
teorema di classificazione dei fibrati vettoriali nel caso di CW -complessi di dimensione
finita.
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Teorema 2.2.37. Sia X un CW -complesso n-dimensionale. La funzione che assegna
ad ogni classe di omotopia [f ] : X → Gk(F k+m) la classe di isomorfismo del k-fibrato
vettoriale f∗(γk+mk ) su X e` una bigezione per n ≤ c(m+ 1)− 2.
Dimostrazione. Sia η un k-fibrato vettoriale su X. Allora alla classe di isomorfismo di
η corrisponde la classe di isomorfismo di un fibrato ξ[F k] su X con gruppo di struttura
UF (k) e fibrato principale associato ξ. Per n ≤ c(m + 1) − 2, esistera` una mappa
classificante f : X → Gk(F k+m), unica a meno di omotopia, tale che ξ ∼= f∗(αk+mk ).
Allora ξ[F k] ∼= f∗(αk+mk )[F k] ∼= f∗(αk+mk [F k]) ∼= f∗(γk+mk ).
Osservazione 2.2.38. Sostituendo alla Grassmaniana Gk(Rn) la varieta` SGk(Rn) dei
sottospazi k-dimensionali orientati in Rn, si dimostrano gli stessi risultati per il gruppo
SO := ∪kSO(k), ottenuto osservando che ... ⊂ SO(k) ⊂ SO(k + 1) ⊂ ... ⊂ SO(n) ⊂ ...,
munito della topologia induttiva.
2.3 Fibrati vettoriali stabili
Definizione 2.3.1. Due fibrati vettoriali ξ ed η su uno spazio X sono detti s-equivalenti
se esistono due interi q ≥ 0 e n ≥ 0 tali che ξ⊕ θq e η⊕ θn sono fibrati vettoriali isomorfi
su X. Un fibrato s-equivalente a 0 e` detto stabilmente banale. La classe di s-equivalenza
del fibrato tangente ad una varieta` e` detta fibrato tangente stabile della varieta`.
La s-equivalenza e` chiaramente una relazione di equivalenza. Poiche´ fibrati vetto-
riali isomorfi sono s-equivalenti, possiamo pensare questa relazione definita sul’insieme
V ectF (X) delle classi di isomorfismo di F -fibrati vettoriali su X.
Vogliamo vedere che, se X e` un CW -complesso connesso finito, e` possibile classificare
le classi di s-equivalenza di fibrati vettoriali su X mediante classi di omotopia di mappe
classificanti definite su X a valori in uno spazio classificante BUF (o BSUF nel caso di
fibrati orientati), in analogia con i Teoremi 2.2.22 e 2.2.37.
Per fare cio` cominciamo a introdurre una opportuna struttura algebrica in tutta
generalita`.
Definizione 2.3.2. Un semianello e` una terna (S, α, µ), dove S e` un insieme, α :
S×S → S e` l’operazione di somma, che indicheremo con α(a, b) = a+ b e µ : S×S → S
e` l’operazione di prodotto, che indicheremo con µ(a, b) = ab e, rispetto ad esse, S soddisfa
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tutti gli assiomi di anello, eccetto che l’esistenza di un inverso per la somma. Come per
gli anelli, parleremo di semianelli con unita` e di semianelli commutativi.
Esempio 2.3.3. Un esempio di semianello e` dato da N con le usuali operazioni di somma
e prodotto.
Esempio 2.3.4. SiaX uno spazio topologico connesso e consideriamo l’insieme V ectF (X).
Esso ha una struttura naturale di semianello commutativo, dove (ξ, η) 7→ ξ ⊕ η e`
l’operazione di somma e (ξ, η) 7→ ξ ⊗ η e` quella di prodotto.
Definizione 2.3.5. Un morfismo di semianelli e` una funzione f : S → S′ da un semia-
nello S in un semianello S′, tale che f(a+ b) = f(a) + f(b), f(a, b) = f(a)f(b) per ogni
a, b ∈ S e f(0) = 0.
Esempio 2.3.6. Dato X spazio topologico connesso, abbiamo un morfismo di semianelli
rk : V ectF (X) → Z che assegna ad ogni classe di isomorfismo di fibrati vettoriali su X
il rango di un suo rappresentante.
Vediamo ora come, dato un semianello, sia sempre possibile considerarne un anello
corrispondente. Il processo che illustreremo e` quello che, applicato al semianello dei
numeri naturali, fornisce l’anello dei numeri interi.
Definizione 2.3.7. Il completamento ad anello di un semianello S e` una coppia (S∗, θ),
dove S∗ e` un anello e θ : S → S∗ e` un morfismo di semianelli tale che soddisfa la seguente
proprieta` universale: se f : S → R e` un qualsiasi morfismo a valori in un anello R, allora
esiste un unico morfismo di anelli g : S∗ → R, tale che gθ = f .
S∗
g
  A
A
A
A
S
θ
>>}}}}}}}}
f
// R
Proposizione 2.3.8. Ogni semianello S ammette un completamento ad anello,unico a
meno di isomorfismo di anelli.
Dimostrazione. Consideriamo l’insieme delle coppie (a, b) ∈ S × S. Poniamo su questo
insieme la relazione di equivalenza che identifica (a, b) e (a′, b′) se e solo se esiste c ∈ S
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tale che a+b′+c = a′+b+c. Indichiamo con [(a, b)] la classe di equivalenza della coppia
(a, b) e definiamo S∗ pari all’insieme delle classi [(a, b)] al variare di (a, b) ∈ S × S.
Definiamo allora [(a, b)] + [(c, d)] = [(a + c, b+ d)] e [(a, b)][(c, d)] = [(ac + bd, bc+ ad)].
Rispetto alla somma, l’identita` e` 0 = [(0, 0)], mentre l’inverso dell’elemento [(a, b)] e`
quindi [(b, a)] e S∗, con queste operazioni, e` un anello. Definiamo θ : S → S∗ ponendo
θ(a) = [(a, 0)].
Vediamo che (S∗, θ) soddisfa la proprieta` universale. Sia quindi f : S → R un
morfismo di semianelli e definiamo g : S∗ → R ponendo g([(a, b)]) := f(a) − f(b).
Abbiamo che g e` ben definita infatti se (a′, b′) e` un altro rappresentante di [(a, b)], allora
esiste c ∈ S tale che a + b′ + c = a′ + b + c e quindi f(a + b′ + c) = f(a′ + b + c). Ne
segue che f(a) + f(b′) + f(c) = f(a′) + f(b) + f(c) e quindi, essendo R un anello, che
f(a) − f(b) = f(a′) − f(b). Un semplice conto mostra che g e` un morfismo di anelli.
Inoltre, per definizione di g e θ, si ha che gθ(a) = g([(a, 0)]) = f(a) da cui segue che g e`
l’unico morfismo di anelli tale che gθ = f .
Infine, vediamo che (S∗, θ) e` unico a meno di isomorfismo di anelli. Infatti, se esistesse
un altro completamento (S∗1 , θ1) di S, per definizione di completamento, esisterebbero,
unici, due morfismi di anelli f : S∗ → S∗1 e g : S∗1 → S∗ tali che fθ = θ1 e gθ1 = θ. Ma
allora gf = IdS∗ e fg = IdS∗1 .
Definizione 2.3.9. L’anello KF (X) di uno spazio topologico connesso X e` il comple-
tamento ad anello del semianello V ectF (X).
Osserviamo che se f : Y → X e` una mappa continua, allora possiamo definire una
mappa continua V ectF (f) : V ectF (X) → V ectF (Y ) ponendo V ectF (f)(ξ) = f∗(ξ),
dove ξ e f∗(ξ) indicano la classe rappresentata rispettivamente da ξ e f∗(ξ). Allo-
ra se (KF (Y ), θY ) e (KF (X), θX) sono il completamento ad anello rispettivamente di
V ectF (Y ) e V ectF (X), per la proprieta` universale di (KF (X), θX), esiste un unico mor-
fismo di anelli KF (f) : KF (X) → KF (Y ), tale che KF (f)θX = θY V ectF (f), ossia tale
che il diagramma seguente commuti.
V ectF (X)
V ectF (f)

θX // KF (X)
KF (f)

V ectF (Y )
θY
// KF (Y )
Piu` precisamente, se indichiamo con ξ − η per comodita` di notazione la classe
[(ξ, η)] ∈ KF (X) abbiamo che KF (f)(ξ − η) = f∗(ξ) − f∗(η). Se g : Z → Y e` un’altra
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mappa, si verifica facilmente che KF (fg) = KF (f)KF (g). Inoltre KF (IdX) e` l’identita`
di KF (X).
Per la proprieta` del completamento, abbiamo che il morfismo rk : V ectF (X) → Z
definito nell’Esempio 2.3.6 si fattorizza come segue.
KF (X)
rk′
""E
EE
EE
EE
EE
V ectF (X)
θX
88qqqqqqqqqq
rk
// Z
Piu` precisamente abbiamo rk′(ξ − η) = rk(ξ)− rk(η).
L’identita` rispetto al prodotto, indicata con 1, in KF (X) e` rappresentata dal fibrato
banale di rango 1, quindi rk′(1) = 1. Di conseguenza, esiste un morfismo  : Z→ KF (X)
tale che rk′ = IdZ, dove (n) e` la classe dell’ n-fibrato banale θn per n ≥ 0. Per una
mappa f : Y → X, il diagramma seguente e` commutativo.
KF (X)
rk′
##F
FF
FF
FF
FF

Z

;;xxxxxxxxx
 ##F
FF
FF
FF
FF Z
KF (Y )
rk′
;;xxxxxxxxx
Indichiamo con K˜F (X) il nucleo del morfismo rk
′ : KF (X) → Z. Dal diagramma
precedente segue allora che KF (X) = K˜F (X)⊕ Z. Inoltre e` possibile, data una mappa
f : Y → X, definire K˜F (f) come la restrizione di KF (f). In questo modo K˜F (f) soddisfa
le stesse proprieta` di KF (f).
Grazie al seguente teorema, vediamo che e` possibile identificare le classi di
s-equivalenza di fibrati vettoriali su X con gli elementi di K˜F (X).
Teorema 2.3.10. Sia X uno spazio toplogico connesso tale che, per ogni fibrato vetto-
riale ξ su di esso, esiste un fibrato vettoriale η con ξ⊕η isomorfo ad un certo θm. Allora
la funzione α : V ectF (X) → K˜F (X), definita da α(ξ) = ξ − rk′(ξ), dove consideriamo
Z ⊂ KF (X) grazie al morfismo , e` suriettiva e α(ξ) = α(η) se e solo se ξ e η sono
s-equivalenti.
Dimostrazione. Per vedere che α e` suriettiva, sia ξ−η ∈ K˜F (X) tale che rk′(ξ) = rk′(η).
Sia η′ un fibrato vettoriale tale che η⊕ η′ sia isomorfo ad un certo θm. Allora in K˜F (X)
abbiamo ξ − η = ξ ⊕ η′ − η ⊕ η′ = ξ ⊕ η′ −m = ξ ⊕ η′ − rk′(ξ ⊕ η′) = α(ξ ⊕ η′).
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Siano ξ ed η due fibrati di rango rispettivamente n e m su X e supponiamo che
ξ − n = α(ξ) = α(η) = η−m. Allora esiste un fibrato ζ tale che ξ ⊕ θm ⊕ ζ e η⊕ θn ⊕ ζ
sono isomorfi. Sia ζ ′ un fibrato vettoriale tale che ζ ⊕ ζ ′ e θq sono isomorfi. Allora
ξ ⊕ θm ⊕ θq = ξ ⊕ θm+q e η ⊕ θn ⊕ θq = η ⊕ θn+q sono isomorfi, quindi ξ e η sono
s-equivalenti. Viceversa, se ξ⊕θn e η⊕θm sono isomorfi, abbiamo α(ξ⊕θn) = α(η⊕θm).
Poiche´ α(ξ ⊕ θq) = α(ξ), abbiamo che α(ξ) = α(η).
Osservazione 2.3.11. Ogni CW -complesso X connesso e di dimensione finita e` tale che
per ogni fibrato vettoriale ξ su di esso, esiste un fibrato vettoriale η con ξ ⊕ η isomorfo
ad un certo θm. Supponiamo infatti che dimX = n, allora se ξ ha rango k, per il
Teorema 2.2.37 sara` ξ ∼= f∗(γk+hk ) per una certa f : X → Gk(F k+h), con
n ≤ c(h+ 1)− 2. Consideriamo allora il fibrato (γk+hk )∗ su Gk(F k+h) il cui spazio totale
consta delle coppie (V, x) con x ortogonale a V . Allora, essendo γk+hk ⊕ (γk+hk )∗ banale
su Gk(F
k+h), abbiamo un isomorfismo f∗(γk+hk ) ⊕ f∗((γk+hk )∗) ∼= θk+h. Preso allora
η := f∗((γk+hk )
∗), dalla banalita` di f∗(γk+hk ⊕ (γk+hk )∗) segue la banalita` di ξ ⊕ η.
Quindi se X e` un CW -complesso connesso e di dimensione finita le classi di s-
equivalenza di fibrati vettoriali su di esso corrispondono agli elementi di K˜F (X). Per
arrivare ad una classificazione omotopica, dobbiamo allora stabilire una bigezione tra gli
elementi di K˜F (X) e le classi di omotopia di opportune mappe, che saranno le mappe
classificanti cercate. A tale scopo, andiamo a vedere come si comportano le mappe
classificanti date dal Teorema 2.2.37 rispetto alla somma di Whitney.
Sia percio` X un CW -complesso n-dimensionale. Per calcolare la mappa classifi-
cante di una somma di Whitney di fibrati vettoriali, definiamo un morfismo di fibra-
ti (w, d) : γnk × γml → γn+mk+l , dove γnk = (E1, p1, Gk(Fn)), γml = (E2, p2, Gl(Fm))
e γn+mk+l = (E, p,Gk+l(F
n+m) sono i fibrati canonici sulle rispettive Grassmanniane.
Abbiamo quindi il seguente diagramma commutativo:
E1 × E2 w //
p1×p2

E
p

Gk(F
n)×Gl(Fm)
d
// Gk+l(F
n+m),
dove d(W1,W2) = W1 ⊕W2 e w((W1, x1), (W2, x2)) = (W1 ⊕W2, w1 + w2).
Teorema 2.3.12. Siano ξ ed η fibrati vettoriali su X. Siano poi f : X → Gk(Fn) e
g : X → Gl(Fm) mappe classificanti rispettivamente per ξ ed η. Indicata con
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∆ : X → X×X la mappa definita da x 7→ (x, x) per ogni x ∈ X, si ha che d◦ (f ×g)◦∆
e` una mappa classificante per ξ ⊕ η.
Dimostrazione. Consideriamo il morfismo di fibrati vettoriali
h : f∗(γnk )⊕ g∗(γml )→ (d(f × g)∆)∗(γn+mk+l )
definito da h((b,W, y), (b,W ′, y′)) = (b,W ⊕ W ′, y + y′). Poiche´ h e` chiaramente un
isomorfismo di spazi vettoriali sulle fibre, esso e` un isomorfismo di fibrati vettoriali.
Corollario 2.3.13. Se f : X → Gk(Fn) e` una mappa classificante per un fibrato vetto-
riale ξ su X e i : Gk(F
n) ↪→ Gk(Fn+m) e` la naturale inclusione, allora if e` una mappa
classificante per ξ.
Dimostrazione. Lo spazio G0(F
m) e` costituito dal solo punto 0 e i e` semplicemente
d : Gk(F
n) × G0(Fm) → Gk(Fn+m). Per l’unica mappa g : X → G0(Fm) abbiamo
g∗(γm0 ) = 0. Essendo ξ × 0 = ξ, la tesi e` immediata per il teorema precedente.
Corollario 2.3.14. Se f : X → Gk(Fn) e` una mappa classificante per un fibra-
to vettoriale ξ su X e j : Gk(F
n) ↪→ Gk+m(Fn+m) e` la naturale inclusione, dove
j(W ) = W × Fm, allora jf e` una mappa classificante per ξ ⊕ θm, dove θm e` il fibrato
banale m-dimensionale.
Dimostrazione. Lo spazio Gm(F
m) ha solo il punto Fm e j e` semplicemente
d : Gk(F
n ×Gm(Fm)) → Gk+m(Fn+m). Per l’unica mappa g : X → Gm(Fm) abbiamo
g∗(γm0 ) ∼= θm e anche in questo caso la tesi e` immediata per il teorema precedente.
Osservazione 2.3.15. Sia ζ : Gk(F
n)→ Gn−k(Fn) la mappa che associa a
W ∈ Gk(Fn) il suo complementare ortogonale. Allora, nelle notazioni dei corollari
precedenti, abbiamo il seguente diagramma commutativo per k + l = n:
Gk(F
n)
i //
ζ

Gk(F
n+m)
ζ

Gl(F
n)
j
// Gl+m(F
n+m)
Teorema 2.3.16. Per un CW -complesso n-dimensionale X con n ≤ c(m+ 1)− 2 e
n ≤ c(k + 1)− 2, le funzioni i∗ : [X,Gk(F k+m)]→ [X,Gk(F k+m+1)] e
j∗ : [X,Gk(F k+m)]→ [X,Gk+1(F k+m+1)] sono bigezioni.
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Dimostrazione. L’enunciato per i∗ segue dal Corollario 2.3.13, quello per j∗ segue dal
diagramma dell’Osservazione 2.3.15, dove la mappa ζ e` un omeomorfismo.
Corollario 2.3.17. Nelle ipotesi del Teorema 2.3.16, la funzione
j∗i∗ : [X,Gm(F 2m)]→ [X,Gm+1(F 2m+2)]
e` una bigezione.
Definizione 2.3.18. Sia X un CW -complesso connesso di dimensione finita. Definia-
mo un morfismo φXm : [X,Gm(F
2m)] → K˜F (X) ponendo φXm([g]) pari alla classe di
g∗(γ2mm )−m in K˜F (X).
Teorema 2.3.19. Per ogni CW -complesso connesso X di dimensione minore o uguale
a n, il morfismo φXm e` un isomorfismo per n ≤ c(m+ 1)− 2, dove c e` la dimensione di
F come spazio vttoriale reale su R.
Dimostrazione. Per il Teorema 2.3.10, gli elementi di K˜F (X) sono della forma ξ−rk′(ξ),
e ξ−rk′(ξ) = η−rk′(η) se e solo se ξ e η sono s-equivalenti. Sempre per il Teorema 2.3.10,
abbiamo che il morfismo φXm e` suriettivo. Inoltre, se φXm([f ]) = φXm([g]), allora
f∗(γ2mm ) e g∗(γ2mm ) sono s-equivalenti e dello stesso rango. Quindi esiste l ≥ 0 tale che
f∗(γ2mm ) ⊕ θl ∼= g∗(γ2mm ) ⊕ θl. Poiche´ stiamo supponendo che n ≤ c(m + 1) − 2, per
[Hus94, Capitolo 9,Teorema 1.5] abbiamo che f∗(γ2mm ) e g∗(γ2mm ) sono fibrati vettoriali
isomorfi su X e dunque, per il Teorema 2.2.37, essendo la dimensione di X minore o
uguale a c(m+ 1)− 2, abbiamo [f ] = [g], percio` φXm e` anche iniettivo.
Indichiamo ora con BUF lo spazio topologico ottenuto dall’unione ∪1≤mGm(F 2m)
munita della topologia induttiva.
Proposizione 2.3.20. Per ogni CW -complesso finito e connesso X e per ogni q tale
che c(q + 1)− 2 ≥ dimX l’inclusione naturale di Gg(F 2q) in BUF induce una bigezione
[X,Gq(F
2q)]→ [X,BUF ].
Dimostrazione. Per il Corollario 2.3.17, per i k ≥ 0 tali che dimX ≤ c(k + 1) − 2, le
seguenti bigezioni sono indotte dalle inclusioni:
[X,Gk(F
2k)] // ... // [X,Gq(F
2q)] // ... .
Essendo X compatto, ogni mappa f : X → BUF ha immagine contenuta in Gn(F 2n)
per un certo n ≥ k, quindi la funzione [X,Gq(F 2q)] → [X,BUF ] e` suriettiva. Poiche´
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l’immagine di una omotopia di mappe da X in BUF e` contenuta in Gn(F
2n) ⊂ BUF per
un certo n ≥ k, la funzione [X,Gq(F 2q)]→ [X,BUF ] e` anche iniettiva.
Per q ≥ 0 tale che dimX ≤ c(q + 1)− 2, possiamo considerare la mappa
θ(X) : [X,BUF ]→ K˜F (X) data dalla seguente composizione
[X,BUF ]
αq−→ [X,Gq(F 2q)] φXq−→ K˜F (X),
dove αq e` l’inversa della bigezione [X,Gq(F
2q)] → [X,BUF ]. Per quanto visto, θ(X) e`
una bigezione, quindi deduciamo il seguente teorema.
Teorema 2.3.21. Ogni classe di s-equivalenza di fibrati vettoriali su un CW -complesso
finito e connesso X e` univocamente determinata dalla classe di omotopia di una mappa
classificante X → BUF .
2.4 Strutture complesse stabili
Definizione 2.4.1. Una struttura complessa stabile su un fibrato vettoriale reale con
spazio totale E e` una struttura complessa sulla somma di Whitney E⊕Rk per un qualche
k ≥ 0, dove Rk e` il fibrato vettoriale reale banale di rango k. Una struttura complessa
stabile su una varieta` differenziabile e` una struttura complessa stabile sul suo fibrato
tangente.
Esempio 2.4.2. Una struttura quasi complessa su una varieta` differenziabile e` una strut-
tura complessa stabile. Non tutte le strutture complesse stabili si ottengono in questo
modo. Ad esempio S5 ammette una struttura complessa stabile in quanto TS5 ⊕ R ∼=
S5 × R6 ∼= S5 × C3, mentre non ammette una struttura quasi complessa essendo di
dimensione dispari.
Esempio 2.4.3. Una varieta` complessa e` quasi complessa e quindi stabilmente complessa.
Siano E0 ed E1 spazi totali di due fibrati vettoriali su una varieta` differenziabile M .
Supponiamo di avere due strutture complesse stabili J0 e J1 rispettivamente su E0⊕Rk e
su E1⊕Rl. Indichiamo con R e con C i fibrati vettoriali banali di rango 1 rispettivamente
reali e complessi.
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Definizione 2.4.4. Diciamo che J0 e J1 sono equivalenti se esistono a, b ≥ 0 tali che
E0⊕Rk ⊕Ca e E1⊕Rl ⊕Cb siano C-fibrati vettoriali isomorfi su M , ossia se E0⊕Rk e
E1⊕Rl, muniti delle strutture J0 e J1, sono s-equivalenti come fibrati vettoriali complessi
su M .
Esempio 2.4.5 (Strutture complesse stabili su S2). In generale il problema di esistenza
e classificazione di strutture complesse stabili su una varieta` e` studiabile mediante la
teoria della classificazione dei fibrati, eventualmente ricorrendo alla teoria dell’ostruzione.
Vediamo il caso della sfera orientata S2.
Per il Teorema 2.3.21 la classe di s-equivalenza del fibrato tangente di S2, come fibrato
reale orientato e` data dalla classe di omotopia di una mappa classificante S2 → BSO.
Analogamente, le classi di s-equivalenza di fibrati vettoriali complessi su S2 sono in
bigezione con le classi di omotopia di mappe classificanti S2 → BU . Porre una struttura
complessa stabile su S2 equivale alla riduzione del gruppo di struttura da SO ad U
del fibrato tangente stabile di S2. Per il Teorema 2.2.28 le possibili riduzioni sono
in bigezione con le classi di omotopia dei sollevamenti di S2 → BSO ad una mappa
S2 → BU . Poiche´ si dimostra ([Bot59]) che
pii(SO/U) ∼=

Z se i ≡ 2 (mod 4)
Z2 se i ≡ 0, 7 (mod 8)
0 altrimenti,
abbiamo H2(S2, pi1(SO/U)) ∼= 0 quindi, per il Teorema 2.1.21 , S2 ammette sempre
almeno una struttura complessa stabile.
Consideriamo la sequenza esatta lunga della fibrazione SO/U ↪→ BU → BSO:
...→ pi3(BSO)→ pi2(SO/U) i→ pi2(BU)→ pi2(BSO)→ pi2(BSO)→ ... .
Essendo il fibrato tangente stabile di S2 banale, la mappa S2 → BSO e` nullomotopa,
quindi rappresenta 0 ∈ pi2(BSO). Per l’esattezza della successione sopra, abbiamo allora
che le classi di omotopia dei sollevamenti di tale mappa corrisponderanno agli elementi
dell’immagine Γ2 di pi2(SO/U) in pi2(BU) tramite la mappa i, indotta in omotopia
dall’inclusione della fibra SO/U in BU . D’altra parte i e` iniettiva in quanto dalla
sequenza esatta lunga della fibrazione SO ↪→ ESO → BSO e dalla contraibilita` di
ESO, segue che pi3(BSO) ∼= pi2(SO) ∼= 0 ([Bot59]). Quindi Γ2 ∼= pi2(SO/U) ∼= Z e le
possibili differenti strutture complesse stabili su S2 sono esattamente Z.
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Una struttura complessa stabile induce sempre un’orientazione. Infatti, fissata un’o-
rientazione complessa su E⊕Rk, un’orientazione della varieta` e` determinata dalla scelta
su ogni fibra di E di una base che, insieme ad una base di Rk positivamente orienta-
ta rispetto all’orientazione standard, da` una base sulla corrispondente fibra di E ⊕ Rk,
positivamente orientata rispetto all’orientazione complessa.
Una ragione per cui considerare strutture complesse stabili e` che la nozione di cobor-
dismo per esse e` particolarmente semplice, in quanto una struttura complessa stabile su
una varieta` induce sempre una struttura complessa stabile sul suo bordo, come enunciato
nella seguente proposizione.
Proposizione 2.4.6. Sia M una varieta` differenziabile con bordo ∂M . Una struttu-
ra complessa stabile su M induce una struttura complessa stabile su ∂M . Strutture
complesse stabili equivalenti su M inducono strutture complesse stabili equivalenti su
∂M .
Dimostrazione. Indicato con T (∂M) il fibrato tangente al bordo e con
N(∂M) = TM |∂M/T (∂M) il fibrato normale al bordo, abbiamo che
TM |∂M ∼= T (∂M)⊕N(∂M). Il fibrato normale N(∂M) e` un fibrato vettoriale reale di
rango 1 orientabile. La scelta di un’orientazione determina un isomorfismo N(∂M) ∼=
∂M × R e dunque un isomorfismo TM |∂M ∼= T (∂M)⊕ R, da cui segue la tesi.
Definizione 2.4.7. Siano M0 ed M1 due varieta` orientate munite di due strutture
complesse stabili. Un cobordismo complesso orientato tra queste varieta` e` una varieta`
orientata con bordo W , munita di una struttura complessa stabile, e di un diffeomorfismo
di ∂W con −M0unionsqM1, che trasporta la struttura complessa stabile su ∂W in strutture su
M0 e M1 equivalenti a quelle date, dove il segno “−”sta a indicare che il diffeomorfismo
inverte l’orientazione su M0 e preserva quella su M1.
2.5 Strutture complesse stabili su varieta` di contatto
In questa sezione mostreremo come ogni varieta` di contatto ammetta una struttura com-
plessa stabile e vedremo come questo ci permetta di costruire un cobordismo complesso
orientato tra M×T 2 e M×S2. Partendo da tale cobordismo, costruiremo un diagramma
commutativo, che sara` il punto di partenza per il passo successivo verso la realizzazione
di una struttura di contatto su M × S2.
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Sia quindi M una (2q + 1)-varieta` chiusa e sia ξ = kerα una struttura di contatto
coorientata su M . Sappiamo allora che (ξ, dα|ξ) e` un fibrato vettoriale simplettico su
M e, dunque, che esiste una struttura complessa J su ξ, unica a meno di omotopia e
dα|ξ-compatibile. Di conseguenza, possiamo considerare la struttura di quasi contatto
ξ-compatibile ϕ := (J, ξ,R) su M . Poiche´ l’esistenza della struttura di quasi contatto
ϕ implica che TM si decompone come la somma di un fibrato vettoriale complesso di
rango q e di un fibrato vettoriale reale banale di rango 1, allora ϕ induce una struttura
complessa stabile ζϕ sul fibrato tangente stabile τM di M . Infatti, possiamo identificare il
fibrato tangente stabile TM⊕R2k−1 ∼= ξ⊕R2k col fibrato vettoriale complesso (ξ, J)⊕Ck.
Questo processo e` detto stabilizzazione.
Sia ora W la varieta` (D2×S1)−D˚3, ossia il toro solido 3-dimensionale dal cui interno
e` stata rimossa una piccola 3-palla. Osserviamo che e` possibile definire su W una mappa
c : W → S2 che e` un diffeomorfismo sulla componente di bordo ∂1W diffeomorfa a S2
(e ha grado 1 sulla componente di bordo ∂0W diffeomorfa a T
2). Ad esempio, possiamo
definire c pari alla restrizione a W della proiezione radiale dall’esterno di D3 sul suo
bordo S2.
Poiche´ T (D2×S1) ∼= TD2×TS1 ∼= TD2⊕R, possiamo porre una struttura complessa
stabile ζ sul toro solido D2×S1 stabilizzando una qualsiasi struttura complessa su TD2.
Sia ζW := ζ|W la restrizione di ζ a W e consideriamo le strutture complesse stabili ζS2 e
ζT 2 , rispettivamente su S
2 ∼= ∂1W e su T 2 ∼= ∂0W , date dalla restrizione di ζW alle sue
componenti di bordo.
Osservazione 2.5.1. Per costruzione ζT 2 si ottiene stabilizzando una opportuna strut-
tura quasi complessa su T 2. D’altra parte, a meno di omotopia, esiste un’unica struttura
quasi complessa su T 2, poiche´ il fibrato tangente sul toro TT 2 e` isomorfo a R2 e lo spazio
delle strutture complesse su R2, compatibili con l’orientazione standard, e` diffeomorfo
a SO(2)/U(1) ∼= S1/S1 ([Gei08, Lemma 8.1.7]), quindi e` banale. Pertanto, deduciamo
che ζT 2 e` equivalente alla stabilizzazione di una qualsiasi struttura quasi complessa su
T 2.
Osservazione 2.5.2. Si vede facilmente che W e` omotopicamente equivalente a
S1∨S2. L’equivalenza omotopica induce una bigezione tra le classi di omotopia di mappe
W → BU e le classi di omotopia di mappe S1 ∨ S2 → BU . Se τ : S1 ∨ S2 → BU e
τ1 := τ |S1, dalla sequenza della fibrazione U ↪→ EU → BU e dalla contraibilita` di EU ,
deduciamo che pi1(BU) ∼= pi0(U) e` banale, quindi che τ1 e` nullomotopa. Ne segue che
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la classe di omotopia di τ e` completamente determinata dalla classe di omotopia di
τ2 := τ |S2. Pertanto, esiste una bigezione [W,BU ]→ [S2, BU ] tra le classi di omotopia
di mappe W → BU e le classi di omotopia di mappe S2 → BU . Questo significa che,
se indichiamo con ζW : W → BU la mappa classificante del fibrato (τW , ζW ), allora la
classe di omotopia di ζW (e dunque la classe di isomorfismo di (τW , ζW )) e` univocamente
determinata dalla classe di omotopia di ζS2 := ζW |S2, che, per costruzione, classifica il
fibrato (τS2 , ζS2). Poiche´ c e` un diffeomorfismo sulla componente di bordo ∂1W ∼= S2,
abbiamo che [ζS2 ◦c|∂1W ] = [ζS2 ], da cui deduciamo che ζW e` omotopa a ζS2 ◦c, ossia che
esiste un isomorfismo (τW , ζW ) ∼= (c∗(τS2), c∗(ζS2)), dove c∗(ζS2) e` la struttura complessa
classificata dalla mappa ζS2 ◦ c.
Sia X una n-varieta` e supponiamo che X ammetta una struttura complessa stabile
ζX . Indicato con τX il fibrato tangente stabile di X, abbiamo che il fibrato tangente
stabile τM×X e` pari a τX × τM e quindi ammette la struttura complessa stabile ζX × ζϕ,
dove M e` la (2q+1)-varieta` di chiusa che ammette la struttura di contatto ξ considerata
all’inizio di questa sezione e ζϕ e` la struttura complessa sul fibrato tangente stabile
τM indotta dalla struttura di quasi contatto ξ-compatibile ϕ. In particolare, i prodotti
M ×W , M × S2 e M × T 2 ammettono rispettivamente le strutture complesse stabili
ζϕ× ζW , ζϕ× ζS2 e ζϕ× ζT 2 . Orientiamo M ×W , M ×S2 e M ×T 2 in modo che M ×W
sia un cobordismo complesso orientato tra M × T 2 e M × S2, quindi ∂(M × W ) =
−(M × T 2) unionsq (M × S2).
Sia ora g : M ×W → M × S2 la mappa IdM × c. Allora, dall’Osservazione 2.5.2,
deduciamo che g∗(τM×S2) e` isomorfo a τM×W e che le strutture complesse stabili ζϕ×ζW
e g∗(ζϕ × ζS2) sono equivalenti. Inoltre, abbiamo il seguente diagramma commutativo
M × T 2 i0 //
f0 &&LL
LLL
LLL
LL
M ×W
g

M × S2,
i1
[[
dove le mappe i0 e i1 sono gli embeddings delle componenti di bordo e f0 := IdM ×
(c|∂0W ) (e ha grado 1). Per costruzione, si ha poi che (τM×T 2 , ζϕ × ζT 2) e` isomorfo a
(f∗0 (τM×S2), f∗0 (ζϕ × ζS2)).
Capitolo 3
Chirurgie
Lo scopo di questo capitolo e` mostrare che e` possibile modificare il (2q + 4)-cobordismo
complesso orientato M ×W costruito nella Sezione 2.5 e ottenere un nuovo cobordismo
complesso orientato tra (M × T 2, ζϕ × ζT 2) e (M × S2, ζϕ × ζS2), che gode di ulterio-
ri proprieta` che ci saranno utili in seguito. Per fare cio` ricorreremo alla teoria delle
chirurgie.
3.1 Chirurgie e cobordismi
Indichiamo con Dn+1 il disco unitario in Rn+1 con bordo Sn e centro 0.
Definizione 3.1.1. Sia X una m-varieta` differenziabile. Dato un embedding
ϕ : Si ×Dm−i −→ X,
indichiamo con χ(X,ϕ) la varieta` quoziente ottenuta dall’unione disgiunta
(X \ ϕ(Si × {0})) unionsq (Di+1 × Sm−i−1)
identificando ϕ(u, θv) con (θu, v), per ogni u ∈ Si, v ∈ Sm−i−1 e 0 < θ ≤ 1. Si ha che
χ(X,ϕ) e` una varieta` differenziabile e se X ha bordo, allora χ(X,ϕ) ha lo stesso bordo
di X. Se indichiamo con X ′ una varieta` differenziabile diffeomorfa a χ(X,ϕ), diciamo
che X ′ e` ottenibile da X per chirurgia di tipo (i,m− i). La procedura di costruzione di
X ′ da X e` detta chirurgia indotta dall’embedding ϕ o chirurgia lungo ϕ(Si×{0}) ⊂ X.
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Osservazione 3.1.2. E’ chiaro che X ed X ′ giocano un ruolo simmetrico in questa
costruzione. Se X ′ = χ(X,ϕ) e` ottenuta da X mediante una chirurgia di tipo (i,m− i),
allora X puo` essere ottenuta da X ′ mediante una chirurgia di tipo (m− i, i).
Teorema 3.1.3. Due varieta` differenziabili possono essere ottenute l’una dall’altra me-
diante una sequenza finita di chirurgie se e solo se sono nella stessa classe di cobordismo.
Per dimostrare questo teorema ci serviremo della teoria di Morse. Maggiori dettagli
sui risultati di seguito enunciati sono reperibili in [Mil65].
Definizione 3.1.4. Una funzione di Morse sul cobordismo (V ;X,X ′) e` una funzione
differenziabile f : V → [0, 1] tale che f−1(0) = X e f−1(1) = X ′, i cui punti critici sono
tutti interni e non degeneri.
Si puo` provare che i punti critici di una funzione di Morse sono isolati. Inoltre, con
argomenti di densita`, si dimostra che ogni cobordismo ammette una funzione di Morse,
che assume valori distinti su punti critici distinti. Un cobordismo che ammette una
funzione di Morse con un unico punto critico si dice elementare.
Proposizione 3.1.5. Sia f una funzione di Morse per il cobordismo V . Allora esiste
un campo vettoriale ξ su V , detto quasi gradiente tale che:
1. ξ(f) > 0 sul complementare dell’insieme dei punti critici di f ,
2. se p e` un punto critico per f di indice i, esiste un intono U di p in V su cui sono
definite coordinate (x, y) = (x1, ..., xi, y1, ..., yn−i) tali che f = f(p)− ‖x‖2 + ‖y‖2
e ξ ha coordinate (−x1, ...,−xi, y1, ..., yn−i) su U .
Teorema 3.1.6. Se il cobordismo (V ;X,X ′) ammette una funzione di Morse priva di
punti critici, allora e` un cobordismo banale, ossia equivalente al cobordismo
(X × [0, 1];X × {0}, X × {1}).
Dimostrazione. Sia f : V → [0, 1] una funzione di Morse priva di punti critici e con-
sideriamo un campo quasi gradiente ξ per f . Abbiamo allora che ξ(f) : V → [0, 1] e`
strettamente positiva, quindi, moltiplicando ξ in ogni punto per il reale positivo 1ξ(f) , pos-
siamo supporre ξ(f) identicamente 1 su V . Ne segue che se φ : [a, b]→ V e` una qualsiasi
curva integrale per ξ, allora f(φ(t)) = t+costante. Posta allora ψ(s) := φ(s− costante),
otteniamo una curva integrale che soddisfa f(ψ(s)) = s che, per compattezza di V , e`
definita su tutto [0, 1].
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Se quindi ψy : [0, 1] → V e` l’unica curva integrale passante per y ∈ X che soddisfa
f(ψy(s)) = s, definiamo h : X × [0, 1]→ V , ponendo h(y, s) = ψy(s). Esendo ψy(s) una
funzione differenziabile in entrambe le variabili ed essendo h cos`ı definita invertibile con
inversa differenziabile abbiamo la tesi.
Proposizione 3.1.7. Sia χ(X,ϕ) la varieta` ottenuta per chirurgia di tipo (i,m − i)
dalla m-varieta` X. Allora esiste un cobordismo elementare (ω(X,ϕ);X,χ(X,ϕ)) che
ammette una funzione di Morse f : V → [0, 1] con un unico punto critico di indice i.
Dimostrazione. Indichiamo con H il luogo dei punti (x, y) ∈ Ri+1×Rm−i che soddisfano
le disuguaglianze
−1 ≤ ‖x‖2 − ‖y‖2 ≤ 1
e
‖x‖‖y‖ < (sinh 1)(cosh 1).
Quindi H e` una varieta` differenziabile con due componenti di bordo. Quella superiore,
‖x‖2 − ‖y‖2 = 1, e` diffeomorfa a Si × D˚m−i mediante l’identificazione di (u, θv) con
(u cosh θ, v sinh θ), al variare di u ∈ Si, v ∈ Sm−i−1 e 0 ≤ θ < 1. Analogamente la
componente di bordo inferiore ‖x‖2−‖y‖2 = −1 e` diffeomorfa a D˚i+1×Sm−i−1 mediante
l’identificazione di (θu, v) con (u sinh θ, v cosh θ), al variare di u ∈ Si, v ∈ Sm−i−1 e
0 ≤ θ < 1. Osserviamo che H non e` diffeomorfo all’(i+ 1)-manico Di+1 ×Dm−i, quindi
non e` un manico in senso stretto, ma e` piuttosto una copia di tale manico con gli angoli
tagliati.
Consideriamo le traiettorie ortogonali alle superfici ‖x‖2−‖y‖2 =costante. La traiet-
toria che passa per il punto (x, y) puo` essere parametrizzata nella forma t 7→ (tx, t−1y).
Se x o y sono pari a 0, tale traiettoria e` una retta che tende all’origine, mentre se x
e y sono entrambi non nulli, essa e` un’iperbole che congiunge un punto ben definito
(u cosh θ, v sinh θ) sul bordo superiore di H al punto corrispondente (u sinh θ, v cosh θ)
sul bordo inferiore (vedi Figura 3.1).
Sia ora V l’unione disgiunta (X−ϕ(Si×{0}))×D1unionsqH. Per ogni u ∈ Si, v ∈ Sm−i−1,
0 < θ < 1 e c ∈ D1, identifichiamo il punto (ϕ(u, θv), c) nel primo addendo, con l’unico
punto (x, y) ∈ H tale che
1. ‖x‖2 − ‖y‖2 = c,
2. (x, y) giace sula traiettoria che passa per il punto (u cosh θ, v sinh θ), ortogonale a
‖x‖2 − ‖y‖2 = c in (x, y).
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Figura 3.1: Il manico H e la traiettoria ortogonale alla superficie ‖x‖2 − ‖y‖2 = a.
Si verifica facilmente che questa corrispondenza definisce un diffeomorfismo tra
ϕ(Si× (D˚m−i−{0})) e H ∩ ((Ri+1−{0})× (Rm−i−{0})). Quozientando quindi V per
la relazione di equivalenza indotta da questo diffeomorfismo, otteniamo una ben definita
varieta` differenziabile ω(X,ϕ) con due componenti di bordo, corrispondenti ai valori
c = 1 e c = −1. La componente di bordo corrispondente a c = 1 puo` essere identificata
con X facendo corrispondere a z ∈ X(z, 1) ∈ (X − ϕ(Si × {0}))×D1 per z /∈ ϕ(Si × {0})(u cosh θ, v sinh θ) ∈ H per z = ϕ(u, θv).
La componente di bordo corrispondente a c = −1 puo` essere identificata con χ(X,ϕ)
facendo corrispondere a z ∈ X −ϕ(Si × 0) l’elemento (z,−1) ∈ (X −ϕ(Si × {0}))×D1
e a (θu, v) ∈ Di+1 × Sm−i−1 l’elemento (u sinh θ, v cosh θ) ∈ H.
Infine vediamo che il cobordismo ω(X,ϕ) e` elementare, infatti la funzione di Morse
f : ω(X,ϕ)→ [0, 1], definita daf(z, c) = c per (z, c) ∈ (X − ϕ(Si−1 × {0}))×D1f(x, y) = −‖x‖2 + ‖y‖2 per (x, y) ∈ H,
ammette un unico punto critico di indice i.
Questo prova la prima implicazione del Teorema 3.1.3. Per l’altra, consideriamo un
cobordismo V tra X ed X ′ e vediamo che allora X ′ e` ottenibile da X mediante una
sequenza finita di chirurgie.
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Fissiamo sul nostro cobordismo V una funzione di Morse f con campo quasi gradiente
ξ. Supponiamo che f ammetta i punti critici p0, ..., pn, di indici rispettivamente i0, ..., in.
Poniamo f(ph) = ch, per h = 0, ..., n e assumiamo, a meno di rinominare i ph, che
0 < c0 < ... < cn < 1. Per ogni ph fissiamo dei valori ah < ch < ah+1, con a0 = 0 e
an+1 = 1, tali che ph sia l’unico punto critico in Vh := f
−1[ah, ah+1]. Allora il cobordismo
V e` composizione dei cobordismi elementari Vh per h = 0, ..., n. Per concludere la
dimostrazione del Teorema 3.1.3 ci basta allora mostrare che f−1(ah+1) =: Xh+1 e`
ottenibile per chirurgia da f−1(ah) =: Xh, per ogni h = 0, ..., n.
Fissiamo quindi h ∈ {0, ..., n} e consideriamo p := ph di indice i. Poniamo c := f(p).
Poiche´ ξ e` un campo quasi gradiente per f , esistono un intorno U di p in V e una carta
φ : D˚m2 → U , definente su U coordinate (x, y) con x = (x1, ..., xi) e y = (xi+1, ..., xm)
tali che fφ(x, y) = c − ‖x‖2 + ‖y‖2 e che ξ abbia coordinate (−x, y) su U . Poniamo
X− := f−1(c − 2) e X := f−1(c + 2). Segliendo opportunamente  > 0, possiamo
assumere che X− giaccia tra Xh e f−1(c) e che X giaccia tra f−1(c) e Xh+1. Sia quindi
ϕ˜ : Si−1×Dm−i → X− l’embedding definito da ϕ˜(u, θv) = φ(u cosh θ, v sinh θ) per ogni
u ∈ Si−1, v ∈ Sm−i−1 e 0 ≤ θ < 1. Definiamo quindi l’embedding ϕ : Si−1×Dm−i → Xh
facendo scivolare il punto ϕ˜(u, θv) su Xh lungo la linea di flusso di ξ da esso uscente
(vedi Figura 3.2).
Figura 3.2: Cobordismo tra S1 e S0 × S1 con funzione di Morse f data dall’altezza.
Proposizione 3.1.8. Il cobordismo (Vh;Xh, Xh+1) e` equivalente al cobordismo
(ω(Xh, ϕ);Xh, χ(Xh, ϕ)). In particolare Xh+1 e` diffeomorfa a χ(Xh, ϕ).
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Dimostrazione. Per il Teorema 3.1.6, il cobordismo (Vh;Xh, Xh+1) e` equivalente al co-
bordismo (V := f
−1[c− 2, c+ 2];X−, X). D’altra parte, il cobordismo
(ω(Xh, ϕ);Xh, χ(Xh, ϕ)) e` equivalente al cobordismo (ω(X−, ϕ˜);X−, χ(X−, ϕ˜)), quindi
ci basta vedere che (V;X−, X) e` equivalente a (ω(X−, ϕ˜);X−, χ(X−, ϕ˜)).
Definiamo un diffeomorfismo k : ω(X−, ϕ˜) → V come segue. Per ogni (z, t) ∈
(X− − ϕ˜(Si−1 × {0})) ×D1, poniamo k(z, t) pari all’unico punto v ∈ V giacente sulla
curva integrale passante per z e tale che f(v) = 2t + c. Per ogni (x, y) ∈ H poniamo
invece k(x, y) = φ(x, y). Dalle definizioni di ϕ˜ e ω(X−, ϕ˜) e dal fatto che ϕ˜ manda le
traiettorie ortogonali in H nelle curve integrali in V, segue che k e` un diffeomorfismo
ben definito.
Osservazione 3.1.9. Dalla costruzione precedente vediamo che ogni cobordismo V tra
X = X0 ed X
′ = Xn+1 si esprime come composizione di cobordismi V0, ..., Vn, tali che
Vh e` un cobordismo tra Xh e Xh+1, dove Xh+1 e` ottenuta da Xh per chirurgia di tipo
(ih,m− ih). Si puo` dimostrare ([Mil65, Sezione 4]) che e` possibile riarrangiare i Vh in
modo che V sia pari alla composizione Vi0,1◦ ...◦Vi0,k0 ◦ ...◦Vin,1◦ ...◦Vin,kn dove, per ogni
j = 0, ..., n, i cobordismi Vij ,1, ..., Vij ,kj sono tutti cobordismi elementari che ammettono
una funzione di Morse con punto critico di indice ij con i0 < ... < in.
Definizione 3.1.10. Sia X una m-varieta` differenziabile. Dato un embedding
ϕ : Si×Dm−i −→ X, diciamo traccia della chirurgia indotta da ϕ la varieta` (topologica)
V ottenuta attaccando a X × [−1, 1] l’(i+ 1)-manico H := Di+1 ×Dm−i, identificando
(ϕ(Si ×Dm−i), 1) ⊂ X × [−1, 1] con Si ×Dm−i ⊂ H.
Osservazione 3.1.11. Si dimostra ([BJ82, (13.12)]) che e` possibile supporre V dif-
ferenziabile, smussando opportunamente gli angoli che si creano attaccando il manico.
Facendo cio`, V diviene un cobordismo tra X, corrispondente alla componente di bordo
X×{−1}, e χ(X,ϕ), corrispondente alla copia di X a cui e` stato attaccato il manico H.
Inoltre, V risulta essere un cobordismo elementare, ammettente una funzione di Morse
con punto critico di indice i. Poiche´ e` evidente che i cobordismi elementari costrui-
ti nella dimostrazione del Teorema 3.1.3 sono di questo tipo, ossia cobordismi ottenuti
attaccando manici, per l’Osservazione 3.1.9 abbiamo che vale il seguente teorema.
Teorema 3.1.12 (Decomposizione in manici). Sia (V ;X,X ′) un cobordismo tra le
varieta` differenziabili X ed X ′. Allora esiste una sequenza di varieta` differenziabili
X × [−1, 1] = V−1 ⊂ V0 ⊂ ... ⊂ Vn = V,
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tale che Vi e` ottenuta da Vi−1 attaccando un certo numero (possibilmente zero) di
i-manici al bordo superiore di Vi.
Osservazione 3.1.13. Se il cobordismo duale di (V ;X,X ′) e` definito pari al cobordismo
(V ;X ′, X), allora il duale di un cobordismo elementare e` anch’esso elementare, percio`
dualizzando termine a termine i cobordismi della decomposizione in manici di (V ;X,X ′),
otteniamo una decomposizione in manici per (V ;X ′, X), dove il duale di un i-manico e`
un (m− i)-manico per l’Osservazione 3.1.2.
3.2 Connessione geometrica
In questa sezione introdurremo i concetti di connessione e di connessione geometrica
per una coppia di spazi e mostreremo che, sotto opportune ipotesi, tali concetti sono
equivalenti tra loro. Sfrutteremo questa equivalenza nella Sezione 3.3 per provare che il
cobordismo complesso orientato M×W , costruito nella Sezione 3.2, puo` essere sostituito
da un cobordismo complesso orientato Y , ottenible attaccando a M×T 2 manici di indice
al piu` q + 2. Per i risultati che seguono faremo riferimento a [Wal71].
Definizione 3.2.1. Una coppia (U, Y ) e` detta i-connessa se ogni mappa
f : (L,K) → (U, Y ), dove L e` un CW -complesso di dimensione minore o uguale a i, e`
omotopa come mappa di coppia ad una mappa che manda L in Y .
Per i < 0 la condizione e` vuota; per i = 0 equivale a dire che ogni componente
connessa per archi di U interseca Y ; per i = 1 significa che l’inclusione da` una bigezione
tra le componenti connesse per archi di Y ed U e che su ogni coppia corrispondente
la mappa indotta dall’inclusione sui gruppi fondamentali e` surgettiva. Per i ≥ 1, se
supponiamo per semplicita` che U sia connesso, la condizione e` equivalente ad avere
Y connesso e pik(U, Y ) banale per ogni k ≤ i, pertanto se i ≥ 2 la mappa indotta
dall’inclusione sui gruppi fondamentali e` un isomorfismo.
Definizione 3.2.2. Dato un cobordismo (V ;X,X ′), diciamo che la coppia (V,X) e`
geometricamente i-connessa se esiste una decomposizione in manici di V priva di manici
di dimensione minore o uguale i.
Osservazione 3.2.3. Nelle notazioni della sezione precedente, dato un cobordismo ele-
mentare V , si ha che V ∼= ω(X,ϕ) per un certo embedding ϕ : Si × Dm−i → X.
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Modulo opportune identificazioni, abbiamo visto che ω(X,ϕ) e` pari all’unione disgiunta
(X − ϕ(Si × {0})) × [−1, 1] unionsq H, dove H e` un (i + 1)-manico (con gli angoli taglia-
ti). In tal caso, diciamo che V e` un cobordismo di indice i + 1. Diciamo inoltre cuore
dell’(i+ 1)-cobordismo V , l’(i+ 1)-disco Da := H ∩ (Ri+1×{0}), il cui bordo e` chiamato
sfera di incollamento. Dualmente abbiamo un cocuore Db := H ∩ ({0} × Rm−i), il cui
bordo e` detto sfera cintura. Abbiamo allora che V ammette X ∪ Da come retratto per
deformazione. Sia infatti C := {(x, y) ∈ H | ‖y‖ ≤ δ}, per un certo δ > 0, un intor-
no cilindrico di Da. Allora V si deforma su X ∪ C: seguendo le traiettorie del campo
quasi gradiente, possiamo costruire una retrazione di V su X ∪C, che e` quella ovvia di
(X − ϕ(Si × {0}))× [−1, 1] su (X − ϕ(Si × {0})) fuori da H ed e` quella in Figura 3.3
su H.
Figura 3.3: La retrazione di V su X ∪ C ristretta al manico H.
Possiamo infine deformare X ∪ C su X ∪Da, usando la retrazione in Figura 3.4.
Figura 3.4: La retrazione di X ∪ C su X ∪Da.
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Allo stesso modo si vede che V ammette X ′ ∪Db come retratto di deformazione.
Dall’osservazione precedente si deduce che una decomposizione in manici determina
automaticamente un CW -complesso.
Osservazione 3.2.4. Poiche´ V si ottiene attaccando a X celle di dimensione stretta-
mente maggiore di i ([Hat02, Corollario 4.12]), se (V,X) e` geometricamente i-connessa,
allora e` sicuramente i-connessa. Cio` che vogliamo provare e` che vale anche il viceversa,
ossia che la i-connessione implica la i-connessione geometrica.
Per provare cio` abbiamo bisogno di alcuni risultati preliminari.
Proposizione 3.2.5. Siano B e C due CW -complessi intersecantisi in un sottocom-
plesso comune. Se l’inclusione B ∩ C ⊂ C induce isomorfismi pi0(B ∩ C) ∼= pi0(C) e
pi1(B ∩ C) ∼= pi1(C), le coppie (B,B ∩ C) e (B ∪ C,C) hanno la stessa connettivita`.
Dimostrazione. Dal teorema di Van Kampen ([Bro06, (6.7.2)]) e dalle ipotesi, segue
([Man08, Corollario 14.3]) che anche l’inclusione di B in B ∪ C induce isomorfismi
pi0(B) ∼= pi0(B ∪ C) e pi1(B) ∼= pi1(B ∪ C). Quindi se una delle due coppie e` i-connessa
per i ≤ 1, anche l’altra lo e` e se i = 2, tutte e quattro le inclusioni danno isomorfismi
tra i gruppi pi0 e pi1.
pi2(B,B ∩ C) // pi1(B ∩ C) //
o

pi1(B) //
o

pi1(B,B ∩ C) // pi0(B ∩ C) //
o

pi0(B)
o

pi2(B ∪ C,C) // pi1(C) // pi1(B ∪ C) // pi1(B ∪ C,C) // pi0(C) // pi0(B ∪ C)
Passando ora alle componenti connesse e ai rivestimenti universali, possiamo supporre
tutti gli spazi semplicemente connessi e applicare il teorema di Hurewicz (vedi Osserva-
zione 2.1.10). Abbiamo allora che il primo gruppo di omotopia non nullo della coppia
(B,B ∩ C) (rispettivamente (C,B ∪ C)) e` pari al primo gruppo di omologia non nullo.
Poiche´ per escissione i gruppi di omologia relativi coincidono, abbiamo la tesi.
Proposizione 3.2.6. Consideriamo una terna Z ⊂ Y ⊂ U . Allora
1. se (U, Y ) e` (i+1)-connessa e (U,Z) e` i-connessa, abbiamo che (Y, Z) e` i-connessa;
2. se (Y, Z) e (U, Y ) sono i-connesse, abbiamo che (U,Z) e` i-connessa;
3. se (U,Z) e` i-connessa e (Y, Z) e` (i−1)-connessa, abbiamo che (U, Y ) e` i-connessa.
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Dimostrazione. La tesi segue direttamente dalle ipotesi e dalla sequenza esatta lunga in
omotopia della terna (U, Y, Z) ([Hat02, pp.344-345]):
...pii+1(U, Y ) // pii(Y, Z) // pii(U,Z) // pii(U, Y ) // pii−1(Y,Z)... .
Il nostro obiettivo e` provare il seguente teorema.
Teorema 3.2.7 (Wall). Sia (V ;X,X ′) un cobordismo (m + 1)-dimensionale e suppo-
niamo che (V,X) sia i-connessa, con i ≤ m − 3. Allora (V,X) e` geometricamente
i-connessa.
E’ sufficiente procedere per induzione su i. Cominciamo quindi col mostrare che la
coppia (V,X) e` geometricamente 0-connessa. Essendo (V,X) i-connessa, ogni compo-
nente connessa per archi di V interseca X, pertanto la tesi segue applicando ad ogni
componente di V il teorema seguente ([Mil65, Teorema 8.1]).
Teorema 3.2.8. Supponiamo data una decomposizione in manici del cobordismo
(W ;Y, Y ′). Se W e` connessa e Y non vuota, allora e` possibile cancellare tutti gli 0-manici
con 1-manici.
Supponiamo percio` che (V,X) sia geometricamente (i− 1)-connessa. Esprimiamo il
nostro cobordismo come composizione dei cobordismi seguenti:
• (V0;X,X0), composizione di tutti i cobordismi elementari di indice i tranne uno;
• (V1;X0, X1), cobordismo rimanente di indice i;
• (V2;X1, X2), composizione di tutti i cobordismi di indice i+ 1;
• (V3;X2, X ′), composizione di tutti i cobordismi di indice strettamente maggiore di
i+ 1.
Indichiamo con Vj,j+1 := Vj ∪ Vj+1, per j = 0, 1, 2 e con Vj,j+1,j+2 := Vj ∪ Vj+1 ∪
Vj+2, per j = 0, 1. Siano poi Da, Db, Sa ed Sb rispettivamente cuore, cocuore, sfera di
attaccamento e sfera cintura del cobordismo V1.
Lemma 3.2.9. La coppia (V1,2 −Da, X0 − Sa) e` i-connessa se i ≤ m− 2.
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Dimostrazione. Per ipotesi (V,X) e` i-connessa. Ma (V, V0,1,2) e` (i + 1)-connessa in
quanto tutte le celle in V −V0,1,2 hanno dimensione strettamente maggiore di i+ 1 (vedi
Osservazione 3.2.4), quindi, per la Proposizione 3.2.6, la coppia (V0,1,2, X) e` i-connessa.
Analogamente (V0, X) e` (i − 1)-connessa, quindi, ancora per la Proposizione 3.2.6, la
coppia (V0,1,2, V0) e` i-connessa. Poiche´ (V0, X0) e` geometricamente (m − i)-connessa e
m− i ≥ 2 per ipotesi, dalla Proposizione 3.2.5 segue che (V1,2, X0) e` i-connessa.
A meno di omotopia, V1,2 si ottiene da (V1,2−Da)∪X0 attaccando una (m+1)-cella,
pertanto la coppia (V1,2, (V1,2 − Da) ∪ X0) e` m-connessa con m ≥ i + 2. Applicando
allora la Proposizione 3.2.6, otteniamo che ((V1,2 −Da) ∪X0, X0) e` i-connessa. Infine,
poiche´ Sa ha codimensione m − i + 1 ≥ 3 in X0, la coppia (X0, X0 − Sa) e` 2-connessa,
quindi la tesi segue applicando ancora la Proposizione 3.2.5.
Corollario 3.2.10. La coppia (V2, X1 − Sb) e` i-connessa.
Dimostrazione. Poiche´ V1,2 −Da ammette V2 come retratto di deformazione e la defor-
mazione induce una equivalenza omotopica tra X0−Sa e X1−Sb, la tesi e` immediata.
Consideriamo ora l’i-manico del cobordismo V1. Esso interseca X1 in D
i × Sm−i−1.
Considerato quindi D− := Di × {p}, dove p ∈ Sm−i−1 e` tale D− e` contenuto nell’in-
tersezione tra Di × Sm−i−1 e l’i-manico del cobordismo V1, per il corollario precedente
abbiamo che l’inclusione di (D−, ∂D−) in (V2, X1 − Sb) e` omotopicamente banale, per-
tanto si estende ad una mappa ψ : Di+1 → V2, che manda l’emisfero negativo di ∂Di+1
in D− e quello positivo in X1 − Sb. Osserviamo in particolare che, per costruzione,
ψ(∂Di+1) interseca Sb trasversalmente in un solo punto.
Possiamo supporre che ψ(Di+1) sia trasversa ai cocuori degli (i+ 1)-manici e che, a
meno di deformazioni, intersechi degli intorni Di+1 ×Dm−i di tali cocuori in un numero
finito n di dischi embedded Di+1 × Pj per j = 1, ..., n, con tutti i punti Pj su raggi
distinti di Dm−i. Mediante una deformazione, possiamo muovere i Pj lungo il raggio di
Dm−i lungo cui si trovano e fare in modo che essi appartengano a ∂Dm−i.
Congiungiamo ora le controimmagini tramite ψ di questi dischi embedded mediante
archi in Di+1. Poiche´ i cuori degli (i+1)-manici di V2 hanno codimensione m− i almeno
2, possiamo deformare ψ affinche´ l’immagine degli archi non intersechi alcuno di essi.
Allora possiamo sfruttare le traiettorie del campo quasi gradiente della funzione di Morse
su V2 per fare in modo che ψ li mandi in X2 (vedi Proposizione 3.1.6). Inoltre, essendo
m ≥ i+ 2 ≥ 3, possiamo assumere che su di essi ψ sia un embedding (Teorema 3.3.4).
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Siano ora Dj := ψ
−1(Di+1 × Pj) e Sj := ∂Dj per j = 1, 2. Indichiamo quindi con A
l’arco inDi+1 che congiungeD1 aD2 e supponiamo che intersechi S1 e S2 trasversalmente
in un solo punto.
Lemma 3.2.11. Possiamo porre su X2 una metrica Riemanniana rispetto a cui ψ(S1) e
ψ(S2) siano sottovarieta` totalmente geodetiche, tale che ψ(A) sia ortogonale ad entrambe.
Dimostrazione. Copriamo ψ(S1)∪ψ(S2)∪ψ(A) con delle carte (Uj , hj), con hj : Uj → Rm
per j = 1, ..., k, tali che
1. se ph = ψ(Sh)∩ψ(A) ∈ Uh esistono aperti disgiunti Nh tale che ph ∈ Nh ⊂ N¯h ⊂ Uh
e Nh ∩ Uj = ∅ per h = 1, 2 e j ∈ {3, ..., k}.
2. hj(Uj∩ψ(Sh)) ⊂ Ri×{0} e hj(Uj∩ψ(A)) ⊂ {0}×Rm−i, per j = 1, ..., k e h = 1, 2.
Consideriamo la metrica Riemmaniana 〈v, w〉 sull’aperto U = U1 ∪ ... ∪ Uk ottenuta
incollando mediante una partizione dell’unita` subordinata al ricoprimento {Uj}j=1,...,k
di U le metriche definite sugli Uj , indotte dalla metrica standard su Rm mediante le hj
([AT11, Proposizione 6.5.6]).
Con questa metrica costruiamo intorni tubulari T , T1 e T2 rispettivamente di ψ(A),
ψ(S1) e ψ(S2) usando la mappa esponenziale. Scegliendo tali intorni tubulari piccoli a
sufficienza possiamo supporre che T ∩ Tj ⊂ Nj per j = 1, 2 e che
hj(T∩Tj) = D˚ij×D˚m−ij ⊂ Ri×Rm−i. Consideriamo ora, per j = 1, 2, l’involuzione liscia
αj : Tj → Tj , ossia una mappa liscia tale che α2j = IdTj , data dalla mappa antipodale
su ogni fibra di Tj . Definiamo una nuova metrica Riemanniana 〈v, w〉αj su Tj ponendo
〈v, w〉αj := 12(〈v, w〉+ 〈α∗jv, α∗jw〉). Abbiamo allora che, rispetto a questa nuova metrica,
ψ(Sj) e` una sottovarieta` totalmente geodetica di Tj . Sia infatti γ una geodetica in Tj
tangente a ψ(Sj) in un punto z ∈ ψ(Sj). Si vede facilmente che αj e` una isometria di
Tj rispetto alla nuova metrica e quindi manda geodetiche in geodetiche. Poiche´ ψ(Sj) e`
l’insieme dei punti fissi di αj , deduciamo che αj(γ) e γ sono due geodetiche con lo stesso
vettore tangente in αj(z) = z. Per l’unicita` delle geodetiche abbiamo che αj e` l’identita`
su γ, quindi γ ⊂ ψ(Sj), come affermato.
Queste nuove due metriche coincidono con le vecchie su T∩T1 e su T∩T2 per le ipotesi
fatte, pertanto, incollandole, otteniamo una metrica su tutta T ∪ T1 ∪ T2. Estendendo
a tutta X2 la restrizione di questa metrica ad un aperto V con ψ(S1) ∪ ψ(S2) ∪ ψ(A) ⊂
V ⊂ V¯ ⊂ T ∪ T1 ∪ T2, otteniamo la metrica Riemanniana voluta.
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Consideriamo ora due basi ortonormali rispettivamente per Tp1ψ(S1) e Tp2ψ(S2).
Rispetto alla metrica scelta, tali basi sono ortogonali alle direzioni tangenti a ψ(A) in
p1 e p2. Essendo ψ(A) contraibile, ogni fibrato su ψ(A) sara` banale, dunque ammettera`
sempre sezioni globali lisce. Cio` sara` vero in particolare se consideriamo su ψ(A) il fibrato
delle i-basi ortonormali ortogonali a ψ(A), avente fibra O(m − 1)/O(i) = Vi(Rm−1).
Poiche´ m − 1 > i per le ipotesi, tale fibra e` connessa per archi ([Hus94, Capitolo 6,
Teorema 5.1]), dunque, dalla contraibilita` di ψ(A) e dalla Proposizione 2.1.14, segue che
esistono i-sezioni lisce globali ζ1, ..., ζi di questo fibrato, tali che in p1 e p2 coincidono
con le basi fissate di Tp1ψ(S1) e Tp2ψ(S2).
Supponiamo ora per comodita` che A = [a, b] × {0} ⊂ Di+1 e definiamo una mappa
ψ′ : [a, b]× Ri → X2 ponendo ψ′(u, x1, ..., xi) := exp(
∑i
j=1 xjζj(ψ(u))), per ogni
u ∈ [a, b]. Restringendoci ad un opportuno intorno N dell’origine 0 ∈ Ri, possiamo
supporre che ψ′ sia un embedding e che A×N ⊂ Di+1. Abbiamo ora che ψ′(a×N) ⊂
ψ(S1) e ψ
′(b×N) ⊂ ψ(S2), in quanto ψ(S1) e ψ(S2) sono totalmente geodetiche.
Possiamo ripetere la costruzione precedente per ogni arco Aj in D
i+1 che congiunge
Dj := ψ
−1(Di+1 × Pj) e Dj+1 := ψ−1(Di+1 × Pj+1), per ogni j = 1, ..., n − 1. In
questo modo, considerato il disco Di+10 ⊂ Di+1 ottenuto dall’unione dei Dj con gli archi
Aj , ispessiti nella maniera vista, possiamo supporre, ridefinendo eventualmente ψ, che
ψ|Di+10 e` un embedding di D
i+1
0 in X2.
Riassumendo, esiste una mappa ψ : (Di+1, ∂Di+1)→ (V2, X1) tale che:
(i) esiste Di+10 ⊂ D˚i+1 tale che ψ|Di+10 e` un embedding di D
i+1
0 in X2,
(ii) ψ(Di+1 − D˚i+10 ) e` disgiunto dai cocuori degli (i+ 1)-manici;
(iii) ψ(∂Di+1) interseca Sb trasversalmente in un solo punto.
Ora possiamo deformare ψ(Di+1 − D˚i+10 ) per ottenere una omotopia tra ψ|∂Di+1 e
l’embedding ψ|∂Di+10 .
Per concludere abbiamo bisogno del seguente risultato, l’unico per il quale e` neces-
saria l’ipotesi i ≤ m− 3, piuttosto che i ≤ m− 2.
Lemma 3.2.12. Sia X una (p + q)-varieta` differenziabile e supponiamo date due sue
sottovarieta` chiuse P e Q di dimensioni rispettivamente p e q. Supponiamo che l’in-
clusione j : Q ↪→ X sia omotopa ad una mappa che interseca P trasversalmente in un
solo punto, allora, se p ≥ 3, si ha che j e` isotopa ad un embedding che interseca P
trasversalmente in un solo punto.
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Traccia della dimostrazione. Diamo un’idea di come si procede, una dimostrazione com-
pleta e` consultabile in [Sta67, pp. 253-258]. Sia H : Q × [0, 1] → X l’omotopia tra j e
l’embedding che interseca P trasversalmente in un solo punto. E’ possibile assumere H
differenziabile e provare che:
(1) H e` trasversa a P , quindi H−1(P ) e` una sottovarieta` di dimensione 1 di Q× [0, 1],
perche´ dimP + dimQ = dimX;
(2) indicato con Σ(H) l’insieme delle singolarita` di H, ovvero l’insieme dei punti
(x, t) ∈ Q× [0, 1] in cui H non e` una immersione o tali che H−1(H(x, t)) consta di
piu` punti oltre che (x, t), esso ha codimensione dimX−dim (Q× [0, 1]) = p− 1; per
le ipotesi Σ(H) e` disgiunto da Q× {0}.
Definiamo quindi l’insieme S(H) come l’unione degli archi q× [λ, 1] ⊂ Q× [0, 1] al variare
di (q, λ) ∈ Σ(H). Allora abbiamo che S(H) ha codimensione p− 2 in Q× [0, 1].
Si dimostra che, se p > 3, e` possibile assumere che S(H) e H−1(P ) siano disgiunti e
che e` possibile scegliere un intorno N di S(H), anch’esso disgiunto da H−1(P ), tale che
esiste una funzione differenziabile f : Q→ [0, 1], identicamente 1 fuori da un intorno di
S(H)∩Q×{1}, per cui l’unione N ∪ (Q×{1}) sia della forma {(q, λ)|λ ≥ f(q)}. Allora
si vede che l’isotopia cercata e` data da F (q, t) := H(q, f(q)t).
Supponiamo p = 3: occorre ora garantire che S(H) intersechiH−1(P ) in punti isolati.
Se q = 0, allora P = X e j gia` interseca P trasversalmente in un punto solo. Se q = 1,
allora si ha che Σ(H) e` finito e si dimostra che, tramite un omeomorfismo di Q× [0, 1],
e` possibile fare in modo che i punti di Σ(H) si trovino tutti a livelli diversi. Riusciamo
cos`ı a provare che H e` una immersione e quindi che definisce una isotopia. Se p ≥ 2
si dimostra che e` possibile assumere che S(H) ∩H−1(P ) sia un insieme finito di punti,
aventi tutti immagini distinte tramite H. Se S′(H) e` ottenuto da S(H) eliminando gli
archi corrispondenti a punti in un intorno di quelli nell’intersezione, si dimostra infine
che, scegliendo intorni sufficientemente piccoli, l’omotopia F definita come sopra e` una
isotopia.
Applicando il lemma precedente con X = V2, P = Sb e Q = ∂D
i+1
0 , otteniamo una
isotopia tra j = ψ|∂Di+10 e un embedding che interseca Sb trasversalmente in un solo
punto.
Attacchiamo ora a X2 un cobordismo banale. Per i risultati in [Mil65, Sezione 8],
possiamo esprimere questo cobordismo come composizione di due cobordismi elementari
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C1 e C2, di indici rispettivamente i + 1 e i + 2. La sfera di attaccamento di C1 borda
un disco che, a meno di isotopia, possiamo supporre essere ψ(Di+10 ). Ne segue che
l’(i + 1)-manico di C1 ha una sfera di attaccamento in X1, isotopa ad una intersecante
Sb trasversalmente in un solo punto. A meno di isotopie di X1, supponiamo quindi che
questa sfera di attaccamento in X1 dell’(i + 1)-manico intersechi Sb trasversalmente in
un solo punto. Ricordiamo che vale il seguente teorema ([Mil65, Teorema 5.4]).
Teorema 3.2.13. Sia Y un cobordismo dato dalla composizione di due cobordismi ele-
mentari Yj e Yj+1 di indici rispettivamente j e j + 1. Se la sfera di attaccamento di
Yj+1 interseca la sfera cintura di Yj trasversalmente in un punto solo, allora Y e` un
cobordismo banale.
Dimostrazione del Teorema 3.2.7. Applicando il Terorema 3.2.13, possiamo trovare una
nuova decomposizione in manici di V2 ∪ (V2 × [0, 1]), e quindi di V2, in cui l’i-manico
iniziale e l’(i+ 1)-manico di C1 sono cancellati e in cui compare un ulteriore
(i+2)-manico, corrispondente al cobordismo C2. Questo ci da` una nuova decomposizione
in manici di V , avente un i-manico in meno e un (i+2)-manico in piu`. Procedendo allora
per induzione sul numero di i-manici di V , otteniamo la tesi.
Osservazione 3.2.14. Un cobordismo tra varieta` con bordo e` una terna (V ;X−, X+),
dove X− e X+ sono varieta` compatte disgiunte ed esiste una varieta` compatta Y tale
che ∂Y = Y ∩ (X− ∪ X+) = ∂X− ∪ ∂X+ e ∂V = X− ∪ Y ∪ X+. Supponiamo che
Y ∼= ∂X−× [0, 1], ossia che Y sia un cobordismo banale tra le componenti di bordo delle
varieta` X− e X+. Allora, considerando funzioni di Morse su V prive di punti critici su
Y , abbiamo che, per questo tipo di cobordismi tra varieta` con bordo, valgono i risultati
illustrati nella Sezione 3.1. Ne deduciamo che, con la stessa dimostrazione, e` possibile
provare il Teorema 3.2.7 nel caso in cui il cobordismo considerato sia un cobordismo tra
varieta` con bordo che si restringe ad un cobordismo banale sulle componenti di bordo
delle stesse.
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3.3 Chirurgia sotto la dimensione intermedia
Nella Sezione 2.5 abbiamo costruito un cobordismo complesso orientato M × W tra
M × T 2 e M × S2 ed un diagramma commutativo
M × T 2 i0 //
f0 &&LL
LLL
LLL
LL
M ×W
g

M × S2,
i1
[[
in cui la mappa g e` tale che g∗(τM×S2) e` isomorfo a τM×W e che le strutture complesse
stabili ζϕ × ζW e g∗(ζϕ × ζS2) sono equivalenti. In questa sezione vogliamo vedere che
e` possibile sostituire M ×W con un cobordismo complesso orientato Y tra M × T 2 e
M×S2 e g con una mappa gY in modo che il diagramma sopra restri commutativo e che
(Y,M×S2) risulti geometricamente (q+1)-connessa, dove ricordiamo che dimM = 2q+1.
Per le proprieta` di g, indicate con τM×W : M×W → BSO e τM×S2 : M×S2 → BSO
le mappe classificanti dei fibrati tangenti stabili τM×W e τM×S2 rispettivamente suM×W
e su M × S2, il diagramma seguente commuta:
M × S2
τM×S2

M ×W τM×W //
g
88rrrrrrrrrr
BSO.
Proposizione 3.3.1. E’ possibile sostituire M×W con una varieta` Y , da essa ottenuta
mediante una sequenza finita di chirurgie disgiunte dal bordo, su cui sia definita una
mappa gY : Y → M × S2 tale che, indicata con τY : Y → BSO la mappa classificante
del fibrato tangente stabile τY su Y , il diagramma seguente sia commutativo (a meno di
omotopia)
M × S2
τM×S2

Y τY
//
gY
;;vvvvvvvvv
BSO
e l’omomorfismo (gY )∗ : pij(Y ) → pij(M × S2) sia un isomorfismo per j ≤ q + 1 e sia
suriettivo per j = q + 2.
La dimostrazione di questa proposizione occupa quasi interamente il resto di questa
sezione, richiedendo diversi risultati preliminari, illustrati all’occorrenza.
3.3. CHIRURGIA SOTTO LA DIMENSIONE INTERMEDIA 63
Cominciamo con l’osservare che, essendo M ×W e M × S2 entrambe connesse,
g∗ : pi0(M ×W ) → pi0(M × S2) e` gia` un isomorfismo. Inoltre, essendo pi1(M × S2) ∼=
pi1(M), l’omomorfismo g∗ : pi1(M ×W )→ pi1(M ×S2) e` pari, a meno di indentificazioni,
alla proiezione pi1(M) × Z → pi1(M) e dunque e` suriettivo. Vediamo che e` possibi-
le supporre che sia anche iniettivo. Per fare cio` abbiamo bisogno di alcuni risultati
preliminari.
Sia X una varieta` differenziabile di dimensione m := 2q+4 e consideriamo una classe
di omotopia λ ∈ pii(X), per i < q + 1.
Definizione 3.3.2. Un embedding ϕ : Si ×Dm−i −→ X rappresenta la classe di omo-
topia λ se λ = ϕ∗(ι), dove ι e` un generatore del gruppo ciclico infinito pii(Si ×Dm−i) e
ϕ∗ : pii(Si ×Dm−i)→ pii(M) e` indotta da ϕ.
Nelle notazioni della definizione precedente, supponiamo che λ sia rappresentata
dall’embedding ϕ e sia X ′ = χ(X,ϕ). Indichiamo con V la traccia della chirurgia lungo
ϕ(Si × 0) ⊂ X.
Lemma 3.3.3. Nelle ipotesi sopra enunciate, i gruppi di omotopia pik(X
′) e pik(X) sono
isomorfi per k < i e pii(X
′) e` isomorfo a pii(X) modulo un sottogruppo che contiene λ.
Dimostrazione. Cominciamo con l’osservare che, essendo i < q + 1 e m = 2q + 3,
m − i > q + 2 > q + 1 > i. Per l’Osservazione 3.2.3 abbiamo che V si deforma sul
sottoinsieme X ∪Di+1, ottenuto attaccando ad X una (i+ 1)-cella mediante la mappa
u 7→ ϕ(u, 0). Poiche´ evidentemente la coppia (X ∪Di+1, X) e` i-connessa, abbiamo che
pik(X ∪Di+1, X) = 0 per ogni k < i. Dalla successione esatta lunga in omotopia segue
immediatamente che l’omomorfismo indotto dall’inclusione pik(X) → pik(X ∪ Di+1) ∼=
pik(V ) e` un isomorfismo per k < i ed e` surgettivo per k = i. Inoltre, la classe di omotopia
λ della mappa di incollamento e` nel nucleo di questo omomorfismo.
Poiche´ V si deforma anche su X ′ ∪Dm−i, analogamente l’omomorfismo
pik(X
′)→ pik(V ) e` un isomorfismo per k < m− i ed e` surgettivo per k = m− i. Essendo
i < m− i abbiamo la tesi.
Dal lemma precedente deduciamo che, mediante una chirurgia, e` possibile eliminare
ogni elemento in pii(X) rappresentato da un embedding. Vediamo sotto quali condizioni
cio` accade. Ricordiamo che vale il seguente teorema ([Whi36]).
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Teorema 3.3.4 (Teorema di embedding di Whitney). Siano N ed X varieta` differen-
ziabili di dimensioni rispettivamente n ed m. Se 2n+ 1 ≤ m, ogni mappa f : N → X e`
omotopa ad un embedding e per 2n+ 2 ≤ m due embedding omotopi sono isotopi.
Teorema 3.3.5. Per ogni classe di omotopia λ ∈ pii(X) con 2i + 2 ≤ m esiste un
embedding f : Si → X tale che λ = [f ]. Inoltre λ e` rappresentata da un embedding
ϕ : Si ×Dm−i → X se e solo se il fibrato normale ν(f) e` banale.
Dimostrazione. Per il Teorema 3.3.4 abbiamo la prima affermazione. Consideriamo quin-
di λ ∈ pii(X) con 2i+2 ≤ m e sia f : Si → X un embedding tale che λ = [f ]. Supponiamo
ν(f) banale e consideriamo un intorno tubulare di f(Si) in X. Esso puo` essere identifi-
cato con lo spazio totale del Dm−i-fibrato normale e quindi e` diffeomorfo a Si ×Dm−i.
L’embedding che ne risulta ϕ : Si × Dm−i → X certamente rappresenta [f ]. L’altra
implicazione e` ovvia.
Supponiamo ora di avere una mappa gX : X → M × S2 tale che, indicate con
τX : X → BO e τM×S2 : B → BO le mappe classificanti dei fibrati tangenti stabili
rispettivamente suX e suM×S2, il diagramma seguente commuta (a meno di omotopia):
M × S2
τM×S2

X τX
//
gX
;;vvvvvvvvv
BO.
Indichiamo ora con (gX)i∗ : pii(X) → pii(M × S2) la mappa indotta da gX sull’i-esimo
gruppo di omotopia di X.
Proposizione 3.3.6. Per i < m2 , ogni elemento λ ∈ ker(gX)i∗ e` rappresentato da un
embedding ϕ : Si ×Dm−i → X. Inoltre, se V e` la traccia della chirurgia indotta da ϕ,
esiste una mapppa continua gV : V →M×S2, che si restringe a gX sulla componente di
bordo di V che corrisponde a X ed e` tale che il diagramma seguente commuta (a meno
di omotopia)
M × S2
τM×S2

V τV
//
gV
;;wwwwwwwww
BO,
dove τV classifica il fibrato tangente stabile su V .
Per la dimostrazione di questa proposizione occorre il seguente Lemma.
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Lemma 3.3.7. Sia ξ un fibrato vettoriale di rango n su un CW -complesso di dimensione
k < n. Indichiamo con θ1 il fibrato lineare banale su K. Allora ξ e` un fibrato banale se
e solo se la somma di Whitney ξ ⊕ θ1 e` banale.
Dimostrazione. Consideriamo l’ SO(n + 1) fibrato universale E → BSO(n + 1). Al-
lora abbiamo visto (Osservazione 2.2.29) che un SO(n) fibrato universale e` dato da
E → BSO(n), dove BSO(n) = E/SO(n) e che Sn ↪→ BSO(n) pi→ BSO(n + 1) e`
una fibrazione, dove pi : BSO(n) → BSO(n + 1) e` la mappa indotta dall’inclusione
SO(n) ↪→ SO(n+ 1).
Sia f : K → BSO(n) una mappa classificante per ξ. Allora pif : K → BSO(n + 1)
e` una mappa classificante per ξ ⊕ θ1 (Corollario 2.3.14). Se pif e` nullomotopa, allora f
e` omotopa ad una mappa da K nella fibra Sn. Poiche` K ha dimensione strettamente
minore di n, questo implica che e` nullomotopa.
Dimostrazione della Proposizione 3.3.6. Sia f : Si → X tale che [f ] = λ, dove
λ ∈ ker(gX)i∗. Poiche´ m ≥ 4 e i < m2 , per il Teorema 3.3.4, possiamo supporre che f sia
un embedding. Indicato con ν(f) il fibrato normale di f(Si) ⊂ X e identificati i fibrati
tangenti stabili suX e su Si con le loro mappe classificanti, abbiamo τX |f(Si) ∼= τSi⊕ν(f),
dove τX |f(Si) e` il fibrato classificato da τX ◦f . Poiche´ τX ◦f ∼= (gX ◦f)◦τM×S2 e (gX ◦f) e`
omotopicamente banale in quanto λ ∈ ker(gX)i∗, abbiamo che τX |f(Si) e` banale. Essendo
anche τSi banale, deduciamo che ν(f) e` stabilmente banale e quindi che e` banale dal
Lemma 3.3.7, essendo m − i > i. Per il Teorema 3.3.5, abbiamo che λ e` rappresentata
da un embedding ϕ : Si ×Dm−i → X.
Poiche´ (gX ◦ f) e` omotopicamente banale, esiste una mappa h : Di+1 → M × S2
tale che h|∂Di+1 = gX ◦ f . Sia quindi k : Di+1 ×Dm−i → M × S2 una mappa tale che
k|Di+1×{0} = h.
Consideriamo ora il seguente diagramma
X × {1} ↪→ X × [−1, 1]
g˜X
))RRR
RRR
RRR
RRR
RR
τX×[−1,1]
$$
Si × {0}
f 00
  // Si ×Dm−i
ϕ
55kkkkkkkkkkkkkkk
 v
))SSS
SSSS
SSSS
SSSS
M × S2
τM×S2 // BO
Di+1 ×Dm−i
k
55llllllllllllll
τDi+1×Dm−i
::
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in cui abbiamo indicato con g˜X : X× [−1, 1]→M×S2 la mappa ottenuta estendendo in
maniera ovvia gX e con τX×[−1,1] : X × [−1, 1]→ BO la mappa classificante del fibrato
tangente stabile τX×[−1,1] di X × [−1, 1]. Abbiamo allora che g˜∗X(τM×S2) ∼= τX×[−1,1]
per la commutativita` del diagramma per gX , essendo g˜X omotopa a gX e τX×[−1,1]
isomorfo a τX , che τDi+1×Dm−i ∼= k∗(τM×S2), comunque scegliamo k, per la contraibilita`
di Di+1 ×Dm−i e che ϕ coincide con f su Si × {0} per costruzione.
L’embedding ϕ e` determinato dalla scelta di una banalizzazione di ν(f). Abbiamo
allora che, eventualmente cambiando la banalizzazione (e dunque l’embedding ϕ), possia-
mo fare in modo che il blocco centrale del diagramma sopra sia anch’esso commutativo,
ossia che gX ◦ ϕ = k|Si×Dm−i , dove indichiamo con gX la restrizione di g˜X a X × {1}.
Questo ci da` la tesi prendendo gV pari a g˜X su X × [−1, 1] e pari a k su Di+1 ×Dm−i.
La dimostrazione di questo fatto si ottiene modificando leggermente la dimostrazione
di [Kre99, Lemma 2]. Piu` precisamente, supponiamo che τM×S2 : M × S2 → BO sia
una fibrazione a fibra F ([DK01, Sezione 6.6]) e consideriamone la sequenza esatta
...pii+1(BO)
d→ pii(F ) s→ pii(M × S2) r→ pii(BO)→ ... .
Per esattezza, fissata per ogni [γ] ∈ pii(BO) una classe [δ] ∈ pii(M ×S2) tale che r([δ]) =
[γ], abbiamo che r−1([γ]) = [δ] + s(pii(F )). Ne deduciamo che tutte le possibili mappe
p : Si ×Dm−i →M × S2 tali che τM×S2 ◦ p ∼= τSi×Dm−i sono classificate dall’immagine
tramite s degli elementi di pii(F ).
Poiche´ per ipotesi gX ◦f = k|Si×{0} e` omotopicamente banale, da quanto detto segue
che le possibili mappe p : Si × Dm−i → M × S2, tali che τM×S2 ◦ p ∼= τSi×Dm−i e
che p|Si×{0} = gX ◦ f , sono in bigezione con gli elementi del nucleo di s e quindi, per
esattezza della successione, con gli elementi dell’immagine di d. Procedendo come in
[Kre99, Lemma 2], da questo si deduce che allora le mappe cercate sono tutte e sole
quelle della forma gX ◦ (ϕ ◦ gα), dove, al variare di α : Si → O(m− i), la mappa gα e` un
diffeomorfismo cos`ı definito:
gα : S
i ×Dm−i −→ Si ×Dm−i
(x, y) 7−→ (x, α(y)x).
Di conseguenza esistera` α : Si → O(m − i) tale che k|Si×Dm−i = gX ◦ (ϕ ◦ gα), percio`,
sostituendo ϕ con ϕ ◦ gα abbiamo la tesi.
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Osservazione 3.3.8. Se X ′ ∼= χ(X,ϕ) e` la varieta` ottenuta da X mediante la chirurgia
indotta dall’embedding ϕ, indicata con gX′ : X
′ → M × S2 la restrizione di gV alla
componente di bordo X ′, si ha che g∗X′(τM×S2) ∼= τX′.
Possiamo ora provare che l’omomorfismo suriettivo g1∗ : pi1(M ×W )→ pi1(M × S2)
indotto dalla mappa g : M ×W → M × S2 puo` essere supposto iniettivo. Essendo M
chiusa, M ×W e` compatta, pertanto, per quanto sappiamo dalla teoria di Morse, il suo
gruppo fondamentale, e quindi il nucleo di g1∗, e` finitamente generato. Siano x1, ..., xr
i generatori di kerg1∗. Per la Proposizione 3.3.6, possiamo rappresentare x1 mediante
un embedding ϕ : S1 ×Dm−1 →M ×W e quindi, per l’Osservazione 3.3.8, considerare
una mappa gX : X → M × S2, definita sulla varieta` X ottenuta da M ×W tramite la
chirurgia indotta da ϕ. Applicando il Lemma 3.3.3 e tenendo presente la costruzione di
gX , abbiamo infine che (gX)0∗ e` un isomorfismo, (gX)1∗ e` suriettivo e che il nucleo di
(gX)1∗ e` pari al nucleo di g∗ modulo un sottogruppo che contiene x1. Ripetendo questa
costruzione per ognuno degli xk, dopo un numero finito di chirurgie, otteniamo una
m-varieta`, che indichiamo ancora con X, su cui e` definita una mappa gX : X →M ×S2
tale che (gX)
∗(τM×S2) ∼= τX e (gX)0∗ e (gX)1∗ sono isomorfismi.
Osservazione 3.3.9. Ricordiamo che, data una mappa continua f : X → Y , se If e` lo
spazio ottenuto quozientando X × [0, 1] unionsq Y per la relazione che identifica
(x, 1) ∈ X × {1} a f(x), allora If si retrae per deformazione su Y , facendo scivolare
(x, t) lungo {x} × [0, 1] ⊂ If fino a f(x) ∈ Y . In particolare f risulta omotopicamente
equivalente all’inclusione i : X ↪→ If . Pertanto, a meno di sostituire Y con If , possiamo
supporre che ogni mappa continua f sia un’inclusione di X in Y .
Tenendo conto dell’osservazione precedente, ha senso considerare la sequenza esatta
lunga in omotopia della coppia (M × S2, X):
... −→ pii(X) (gX)i∗−→ pii(M × S2) −→ pii(M × S2, X) −→ pii−1(X) −→ ... .
Ne deduciamo che, per poter dimostrare la Proposizione 3.3.1, basta provare che e` pos-
sibile supporre pii(M ×S2, X) banale per ogni i ≤ q+ 2. Poiche´ (gX)i∗ e` un isomorfismo
per i ≤ 1, pi1(M × S2, X) e` banale, quindi possiamo procedere induttivamente. Suppo-
niamo pertanto pii(M × S2, X) banale per ogni i ≤ j per 0 < j < q + 1 e vediamo che
allora e` possibile supporre banale anche pij+1(M × S2, X).
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La banalita` di pii(M×S2, X) per ogni i ≤ j implica che pij+1(M×S2, X) e` finitamente
generato come Z[pi1(M×S2)]-modulo. La prova di questo fatto e` conseguenza immediata
dei due lemmi seguenti.
Ricordiamo che, data una coppia di CW -complessi (Z,X), il gruppo fondamentale
di X agisce sui gruppi di omotopia relativa pii(Z,X) ([Hat02, p.345]). Grazie a questa
azione il gruppo abeliano pii(Z,X) ammette una struttura di Z[pi1(X)]-modulo data da
(
∑
imiγi)α =
∑
imi(γiα) per
∑
imiγi ∈ Z[pi1(X)] e α ∈ pii(Z,X).
Lemma 3.3.10. Sia X un CW -complesso a cui sono attaccate delle i-celle eiα per un
certo i ≥ 2 a dare un CW -complesso Z := X∪α eiα. Se la mappa pi1(X)→ pi1(Z) indotta
dall’inclusione X ↪→ Z e` un isomorfismo, allora pii(Z,X) e` uno Z[pi1(X)]-modulo libero
con base le classi di omotopia delle mappe caratteristiche φα delle i-celle e
i
α.
Osservazione 3.3.11. Se le mappe caratteristiche φα : (D
i, ∂Di) → (Z,X) non man-
dano un punto base s0 ∈ Di nel punto base x0 di X, allora definiranno elementi di
pii(Z,X, x0) solo dopo una scelta di un cammino che cambi il punto base da φα(s0) a
x0. Scelte diverse di tale cammino danno elementi di pii(Z,X, x0) legati all’azione di
pi1(X,x0), percio` la base di pii(Z,X, x0) e` ben definita a meno di moltiplicazione per
invertibili di Z[pi1(X)].
Dimostrazione. Supponiamo che X sia semplicemente connesso. Consideriamo Z ∪CX
ottenuto attaccando a Z un cono CX lungo X ⊂ Z. Essendo CX un sottocomplesso
contraibile di Z∪CX, il quoziente Z∪CX −→ (Z∪CX)/CX ∼= Z/X e` una equivalenza
omotopica ([Hat02, p. 11]). Abbiamo allora un diagramma commutativo
pii(Z,X) // pii(Z ∪ CX,CX) // pii((Z ∪ CX)/CX) ∼= pii(Z/X)
pii(Z ∪ CX)
∼=
ggOOOOOOOOOOO ∼=
55jjjjjjjjjjjjjjj
dove le mappe verticali sono isomorfismi dati dalle sequenze esatte lunghe in omoto-
pia. Poiche´ la coppia (Z,X) e` (i − 1)-connessa ([Hat02, Corollario 4.12]) e stiamo
supponendo X semplicemente connesso, si puo` provare che la prima mappa orizzonta-
le da sinistra nel diagramma sopra e` un isomorfismo ([Hat02, Teorema 4.23]). Essendo
Z/X ∼= ∨α Siα, abbiamo quindi che pii(Z,X) ∼= pii(∨α Siα). Per concludere ci basta allora
studiare pii(
∨
α S
i
α).
Consideriamo percio`
∨
α S
i
α e supponiamo dapprima che esso abbia solo un numero
finito di fattori. Possiamo pensare
∨
α S
i
α come l’i-scheletro del prodotto
∏
α S
i
α, dove
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su Siα abbiamo la struttura di CW -complesso usuale e su
∏
α S
i
α la struttura prodotto.
Poiche´
∏
α S
i
α ha celle solo in dimensione multipla di i, la coppia (
∏
α S
i
α,
∨
α S
i
α) e`
(2i − 1)-connessa. Dalla sequenza esatta lunga in omotopia per questa coppia segue
allora che
∨
α S
i
α ↪→
∏
α S
i
α induce un isomorfismo tra pii(
∨
α S
i
α) e pii(
∏
α S
i
α) se i ≥ 2.
Essendo pii(
∏
α S
i
α)
∼= ⊕α pii(Siα) e ⊕α pii(Siα) un gruppo abeliano libero con base le
inclusioni Siα ↪→
∏
α S
i
α, lo stesso vale per pii(
∨
α S
i
α).
Nel caso in cui
∨
α S
i
α abbia infiniti fattori, consideriamo l’omomorfismo
Φ :
⊕
α pii(S
i
α) → pii(
∨
α S
i
α) indotto dalle inclusioni S
i
α ↪→
∨
α S
i
α. Esso e` suriettivo
in quanto ogni mappa f : Si → ∨α Siα ha immagine compatta, dunque contenuta nel
prodotto wedge di solo un numero finito di addendi Siα e si applica quindi quanto visto nel
paragrafo precedente. Allo stesso modo una nullomotopia di f ha immagine compatta,
dunque contenuta nel prodotto wedge di solo un numero finito di addendi Siα. Anche in
questo caso possiamo applicare quanto visto nel paragrafo precedente e concludere che
Φ e` anche iniettivo.
Supponiamo ora che X non sia semplicemente connesso. Per ipotesi, l’inclusione
X ↪→ Z induce un isomorfismo sui gruppi fondamentali, percio` il rivestimento universale
Z˜ di Z e` ottenuto dal rivestimento universale X˜ diX attaccando le i-celle e˜iβ che sollevano
le eiα. Fissato un sollevamento e˜
i
β di e
i
α, tutti gli altri sono le immagini γe˜
i
β di e˜
i
β sotto
l’azione di pi1(X). Il gruppo pii(Z˜, X˜) e` un gruppo abeliano libero con base corrispondente
alle celle γe˜iβ per i paragrafi precedenti. Poiche´, per quanto visto nell’Osservazione 2.1.10,
pii(Z˜, X˜) ∼= pii(Z,X), deduciamo che pii(Z,X) e` un gruppo abeliano libero con base le
classi [γeiα], al variare di γ ∈ pi1(X) o, in altre parole, e` un Z[pi1(X)]-modulo libero con
base le i-celle eiα.
Lemma 3.3.12. Data una CW -coppia (Z,X), dove Z e` un CW -complesso finito, se
pii(Z,X) ∼= 0 per ogni i ≤ j, allora pij+1(Z,X) e` uno Z[pi1(X)]-modulo finitamente
generato.
Dimostrazione. Essendo pii(Z,X) ∼= 0 per ogni i ≤ j, tutte le celle di dimensione minore
o uguale a j in Z possono essere deformate in X. A seguito della deformazione ottenia-
mo un CW -complesso Z ′ tale che, se r indica la retrazione, r∗ : pik(Z,X) → pik(Z ′, X)
e` un isomorfismo per ogni k. In particolare, abbiamo che Z ′ = X ∪ (∪sh=1Dj+1h ) ∪
{celle di dimensione > j+ 1}. Applicando piu` volte alla coppia (Z ′, X) il lemma prece-
dente, otteniamo che pij+1(Z
′, X) e` uno Z[pi1(X)]-modulo finitamente generato, da cui
segue la tesi sfruttando l’isomorfismo r∗.
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Dimostrazione della Proposizione 3.3.1. Sia {y1, ..., ys} un insieme di generatori per
pij+1(M×S2, X). Consideriamo la classe y1, allora essa e` rappresentata da un diagramma
commutativo
Sj _

f // X
gX

Dj+1 h
//M × S2,
in cui possiamo supporre che f sia un embedding per il Teorema 3.3.4. Poiche´ evidente-
mente gX ◦f e` omotopicamente banale, possiamo applicare la Proposizione 3.3.6. Quindi
esiste un embedding ϕ : Sj×Dm−j → X che rappresenta [f ] e, indicata con V la traccia
della chirurgia indotta da ϕ, una mappa continua gV tale che g
∗
V (τM×S2) ∼= τV . Consi-
deriamo il gruppo pij+1(V,X), che per il Lemma 3.3.10 e` uno Z[pi1(X)]-modulo libero di
rango 1. Il suo unico generatore e` mappato in y1 tramite la mappa
pij+1(V,X) → pij+1(M × S2, X), indotta dall’inclusione X ↪→ V e da gV . Essendo
pij(V,X) ∼= 0 per il Lemma 3.3.3, la sequenza esatta lunga della terna (M × S2, V,X)
...→ pij+1(V,X)→ pij+1(M × S2, X) (iX)∗→ pij+1(M × S2, V )→ pij(V,X)→ ... ,
ottenuta supponendo gV pari all’inclusione V ↪→M×S2 per l’Osservazione 3.3.9, mostra
che pij+1(M×S2, V ) e` generato da {(iX)∗(y2), ..., (iX)∗(ys)}. Per il Lemma 3.3.3, indicata
con X ′ la varieta` ottenuta da X mediate la chirurgia indotta da ϕ, si ha che, per ogni
k ≤ q + 1, pik(V ) ∼= pik(X ′) da cui segue, applicando l’Osservazione 3.3.9 alla mappa
gX′ descritta nell’Osservazione 3.3.8, che pik(V,X
′) ∼= 0 per ogni k ≤ q + 1. Considerata
allora la sequenza esatta lunga della terna (M × S2, V,X ′)
...→ pij+1(V,X ′)→ pij+1(M × S2, X ′)→ pij+1(M × S2, V )→ pij(V,X ′)→ ... ,
deduciamo che pij+1(M × S2, X ′) ∼= pij+1(M × S2, V ). In particolare pij+1(M × S2, X ′)
sara` finitamente generato come Z[pi1(M × S2)]-modulo e un insieme di suoi generatori
sara` {(iX)∗(y2), ..., (iX)∗(yk)}. Ripetendo questa costruzione per ognuno degli yk, dopo
un numero finito di chirurgie, otteniamo una m-varieta`, che indichiamo ancora con X,
su cui e` definita una mappa gX : X →M ×S2 tale che (gX)∗(τM×S2) ∼= τX per la quale,
applicando l’Osservazione 3.3.9, si ha pii(M ×S2, X) ∼= 0 per ogni i ≤ j+ 1 come voluto.
Questo conclude il passo induttivo e ci da la tesi.
Proposizione 3.3.13. E’ possibile sostituire M×W con una varieta` Y , da essa ottenuta
mediante una sequenza di chirurgie, che soddisfa le seguenti proprieta`:
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1. esiste una mappa continua gY : Y → M × S2 tale che il diagramma seguente sia
commutativo:
M × T 2 i0 //
f0 &&LL
LLL
LLL
LL
Y
gY

M × S2,
i1
cc
2. l’omomorfismo (gY )∗ : pij(Y ) → pij(M × S2) e` un isomorfismo per j ≤ q + 1 ed e`
suriettivo per j = q + 2;
3. Y ammette una struttura complessa stabile ζY tale che, posta su Y l’orientazione
indotta da ζY , (Y, ζY ) e` un cobordismo complesso orientato tra (M × T 2, ζM×T 2)
e (M × S2, ζM×T 2).
Dimostrazione. L’esistenza di Y e della mappa continua gY e la tesi per il punto (2)
seguono dalla Proposizione 3.3.1.
La commutativita` del diagramma in (1) segue dal fatto che le chirurgie mediante
le quali Y si ottiene da M ×W sono tutte interne, quindi sulle componenti di bordo
M × T 2 e M × S2 di Y la mappa gY coincide per costruzione con la mappa g costruita
nella Sezione 2.5.
Poiche´ gY e` tale che g
∗
Y (τM×S2) ∼= τY , indicata con ζM×S2 : S2 → BU la mappa
classificante del fibrato complesso stabile (τM×S2 , ζM×S2), abbiamo che il diagramma
seguente e` commutativo
M × S2
τM×S2

ζM×S2
((RR
RRR
RRR
RRR
RRR
Y
gY
66mmmmmmmmmmmmmm
τY
// BSO BU,oo
quindi possiamo considerare su Y la struttura complessa stabile classificata dalla com-
posizione ζM×S2 ◦ gY . Poiche´ gY coincide con g sulle componenti di bordo M × T 2 e
M × S2 di Y , otteniamo (3).
Proposizione 3.3.14. Per q ≥ 1 il cobordismo Y ammette una decomposizione in
manici con manici di indici al piu` q + 2 attaccati a (M × T 2)× [−1, 1].
Dimostrazione. Si tratta di provare che la coppia (Y,M×S2) e` geometricamente (q+1)-
connessa. Per il Teorema 3.2.7 ci basta mostrare che i gruppi di omotopia relativi
pii(Y,M × S2) sono banali per i ≤ q + 1. Essendo (gY )∗ : pii(Y ) → pii(M × S2) un
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isomorfismo per i ≤ q + 1 per il punto (2) della proposizione precedente ed essendo
g ◦ i1 = IdM×S2 , abbiamo che anche (i1)∗ : pii(M × S2) → pii(Y ) e` un isomorfismo per
i ≤ q + 1. La tesi segue allora dalla sequenza esatta lunga in omotopia per la coppia
(Y,M × S2).
Capitolo 4
Chirurgie di contatto
Questo capitolo ha lo scopo di introdurre uno strumento, le chirurgie di contatto, me-
diante il quale sara` possibile, utilizzando il cobordismo complesso orientato Y costruito
nella sezione precedente, indurre una struttura di contatto su M × S2, partendo da una
opportuna struttura di contatto su M × T 2, che descriveremo nel capitolo seguente.
4.1 Varieta` simplettiche
Definizione 4.1.1. Una forma simplettica su una varieta` differenziabile W di dimen-
sione pari 2n e` una 2-forma chiusa ω tale che ωn 6= 0. In tal caso la coppia (W,ω) e`
detta varieta` simplettica.
Lemma 4.1.2. Un campo di Liouville X su una varieta` simplettica (W,ω) e` un campo
vettoriale su W tale che LXω = ω, dove L indica la derivata di Lie. In questo caso la
1-forma α := iXω := ω(X,−) e` una forma di contatto su ogni ipersuperficie N trasversa
a X (cioe` con X mai tangente ad N).
Dimostrazione. Poiche´ vale LX = d ◦ iX + iX ◦ d e ω e` chiusa, la condizione che X sia
di Liouville si esprime come d(iXω) = ω. Se W ha dimensione 2n, abbiamo
α ∧ (dα)n−1 = iX(ω) ∧ (d(iXω))n−1 = iXω ∧ ωn−1 = 1
n
iX(ω
n).
Essendo ωn una forma di volume su W , α ∧ (dα)n−1 e` una forma di volume su ogni
ipersuperficie trasversa a X.
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Esempio 4.1.3. Data una (2n − 1)-varieta` di contatto (N, ξ = kerα), possiamo formare
la varieta` simplettica (N × R, ω := d(etα)), dove t indica la coordinata su R e stiamo
identificando α con il suo pullback sotto la proiezione N × R → N . Infatti, si ha che
ωn = (et(dt ∧ α + dα))n = nentdt ∧ α ∧ (dα)n−1 6= 0. La varieta` (N × R, ω) e` detta
simplettizzazione di (N,α). Si verifica che ∂t e` un campo di Liouville per ω. Inoltre,
l’orientazione indotta dalla forma di volume ωn su N × R coincide con l’orientazione
prodotto su N × R, dove N e` orientata da α ∧ (dα)n−1.
Definizione 4.1.4. Due varieta` di contatto (N0, ξ0) ed (N1, ξ1) sono dette contattomorfe
se esiste un diffeomorfismo f : N0 → N1 tale che df(ξ0) = ξ1. Se ξi = kerαi per i = 0, 1,
cio` equivale a richiedere che α0 e f
∗(α1) determinino lo stesso campo di iperpiani, quindi
a richiedere che esista λ : N0 → R \ {0} differenziabile tale che f∗(α1) = λα0. Se λ e`
identicamente 1 parleremo di contattomorfismo stretto.
Siano ora Ni, i = 0, 1, ipersuperfici in due varieta` simplettiche (Wi, ωi), trasverse
ai campi di Liouville Xi, definiti e non nulli in un intorno di Ni in Wi. Per i = 0, 1
indichiamo con ji : Ni ↪→Wi l’inclusione di Ni in Wi e poniamo αi := j∗i (iXiωi).
Proposizione 4.1.5. Sia φ : (N0, α0) → (N1, α1) un contattomorfismo stretto. Esten-
diamo φ ad un diffeomorfismo φ˜ di un intorno cilindrico di N0 in W0 con il corrispon-
dente intorno cilindrico di N1 in W1 mandando le linee di flusso di X0 in quelle di X1.
Allora φ˜ e` un simplettomorfismo cioe` φ˜∗ω1 = ω0.
Dimostrazione. Osserviamo che φ˜∗ω1 e` una forma simplettica su un intorno cilindrico di
N0 in W0 e che X0 e` un suo campo di Liouville. Inoltre abbiamo che
j∗0(iX0 φ˜
∗ω1) = j∗0 φ˜
∗(iX1ω1) = φ
∗j∗1(iX1ω1) = φ
∗α1 = α0,
cioe` φ˜∗ω1 e ω0 inducono la stessa forma di contatto su N0. Per dimostrare che φ˜∗ω1 = ω0
ci basta allora vedere che ω0 e` completamente determinata da α0 e X0.
Poniamo α˜0 = iX0ω0. Poiche´ α˜0(X0) = 0, abbiamo che LX0α˜0 = iX0d(iX0ω0) =
iX0LX0ω0 = iX0ω0 = α˜0 e quindi la 1-forma α˜0 sull’intorno cilindrico di N0 in W0 e`
completamente determinata dalla sua restrizione α0 a TN0. Infatti, indicata con ψt
una linea di flusso di X0 passante per N0 a t = 0, sfruttando il fatto che
d
dt(ψ
∗
t α˜0) =
ψ∗t (LX0α˜0) = ψ∗t (α˜0), abbiamo che α˜0 = etα0, dove stiamo identificando α0 con il suo
pullback sotto la proiezione lungo le linee di flusso dell’intorno cilindrico su N0. Ne segue
che anche ω0 = dα˜0 e` completamente determinata da α0 e X0.
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4.2 Sottovarieta` isotrope
Definizione 4.2.1. Sia (N, ξ) una varieta` di contatto. Una sottovarieta` L di (N, ξ) e`
detta isotropa se TpL ⊂ ξp, per ogni p ∈ L.
Proposizione 4.2.2. Se L e` una sottovarieta` isotropa in una (2n+1)-varieta` di contatto
(N, ξ), allora dim(L) ≤ n.
Dimostrazione. Sia i l’inclusione di L in N e sia α una forma di contatto che definisce
ξ. Allora L e` isotropa se i∗α ≡ 0. Ne segue che i∗dα ≡ 0. In particolare per ogni
p ∈ L si ha che TpL ⊂ ξp e` un sottospazio isotropo dello spazio vettoriale simplettico
2n-dimensionale (ξp, dα|ξp). Dall’Osservazione 1.3.4 segue allora che dimTpL ≤ n.
Sia L ⊂ (N, ξ = kerα) una sottovarieta` isotropa di una varieta` di contatto con
struttura di contatto coorientata. Indichiamo con (TL)⊥ ⊂ ξ|L il sottofibrato di ξ|L,
ortogonale simplettico di TL rispetto alla struttura di fibrato simplettico data da dα|ξ.
Poiche´ la classe conforme di questa struttura di fibrato simplettico dipende solo dalla
struttura di contatto ξ, abbiamo che il fibrato (TL)⊥ non dipende dalla scelta della
forma di contatto α. Essendo L isotropa, si ha che TL ⊂ (TL)⊥.
Definizione 4.2.3. Il fibrato quoziente
CSNN (L) := (TL)
⊥/TL
con la struttura simplettica conforme indotta da dα e` detto fibrato normale simplettico
conforme di L in N .
Osservazione 4.2.4. Se NL := (TN |L)/TL e` il fibrato normale di L in N , allora
NL ∼= (TN |L)/(ξ|L)⊕ (ξ|L)/(TL)⊥ ⊕ CSNN (L).
Osserviamo inoltre che se dimN = 2n+ 1, allora dimL = k ≤ n, percio` (TL)⊥ ha rango
2n− k per l’Osservazione 1.3.4. I tre addendi sopra hanno allora rango rispettivamente
1, k e 2n − 2k. In particolare, essendo ξ coorientato, il primo addendo e` un fibrato
banale una cui sezione mai nulla e` data dal campo di Reeb Rα. Quindi (TN |L)/(ξ|L)
puo` essere identificato con 〈Rα〉 ⊂ TN .
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Lemma 4.2.5. Il fibrato (ξ|L)/(TL)⊥ e` isomorfo al fibrato cotangente T ∗L mediante
l’isomorfismo
Ψ : (ξ|L)/(TL)⊥ −→ T ∗L
[X] 7−→ iX(dα|TL).
Dimostrazione. Per definizione di (TL)⊥, il morfismo di fibrati Ψ e` ben definito e
iniettivo. La tesi segue allora dal fatto che entrambi i fibrati hanno rango k.
Proposizione 4.2.6. Sia J : ξ → ξ una struttura complessa su ξ compatibile con la
struttura simplettica data da dα|ξ. Allora il fibrato (ξ|L)/(TL)⊥ e` isomorfo a J(TL) e
il fibrato normale simplettico conforme CSNN (L) e` isomorfo, come fibrato simplettico
conforme, a (TL⊕ J(TL))⊥.
Dimostrazione. Sia p ∈ L un punto arbitrario. Se X ∈ (TpL)⊥ ∩ Jp(TpL) ⊂ ξp, allora
dα(X, JpX) = 0 e quindi X = 0. Questo prova che (TpL)
⊥ ∩ Jp(TpL) = {0}. Poi-
che´ questi sottospazi di ξp hanno dimensioni complementari, segue che Jp(TpL) e` un
complementare di (TpL)
⊥ in ξp, percio` ξp/(TpL)⊥ ∼= Jp(TpL).
Nel caso di CSNN (L) procediamo allo stesso modo. Cominciamo con il verificare
che TpL ⊕ Jp(TpL) e` effettivamente una somma diretta: se X ∈ TpL ∩ Jp(TpL), allora
X ∈ TpL e` pari a JpY per un certo Y ∈ TpL ⊂ (TpL)⊥. Pertanto, dα(Y, JpY ) = 0
implica che Y = 0, da cui X = 0. Sia TpL che (TpL ⊕ Jp(TpL))⊥ sono contenuti
in (TpL)
⊥ e hanno dimensioni rispettivamente k e 2n − 2k che si sommano a dare la
dimensione di (TpL)
⊥. Quindi, per mostrare che CSNN (L)p ∼= (TpL ⊕ Jp(TpL))⊥ e`
sufficiente mostrare che TpL ∩ (TpL⊕ Jp(TpL))⊥ = {0}. Sia quindi X nell’intersezione.
In particolare X ∈ (Jp(TpL))⊥ e JpX ∈ Jp(TpL), da cui dα(X, JpX) = 0, che implica
X = 0.
Esempio 4.2.7. Sia S la sfera unitaria in R2n+1 con la sua struttura di contatto standard
ξ = kerα0 descritta nell’Esempio 1.1.9. Sia L ⊂ S la sfera (k − 1)-dimensionale definita
dall’equazione x21 + ... + x
2
k = 1 (e tutte le altre coordinate pari a zero). Sia J la
struttura complessa standard su R2n+2, determinata da J(∂xj ) = ∂yj per j = 1, ..., n+1.
Allora J preserva ξ ed e` compatibile con dα0. Il campo di Reeb Rα0 di α0 e` dato da
Rα0 =
∑n+1
j=1 (xj∂yj − yj∂xj ), che lungo L si riduce a Rα0 |L =
∑k
j=1 xj∂yj . Ne segue
che il fibrato 〈Rα0 |L〉 ⊕ J(TL) e` lo Span di ∂y1 , ..., ∂yk , mentre CSNS(L) e` lo Span di
∂xk+1 , ∂yk+1 , ..., ∂xn+1 , ∂yn+1 .
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Lemma 4.2.8. Sia J : ξ → ξ una struttura complessa su ξ compatibile con la struttura
simplettica data da dα|ξ. Il morfismo di fibrati
IdTL ⊕Ψ : (TL⊕ J(TL), dα) −→ (TL⊕ T ∗L, ω),
dove ω e` la forma simplettica definita nell’Esempio 1.4.2, e` un isomorfismo di fibrati
vettoriali simplettici.
Dimostrazione. Dobbiamo verificare solo che IdTL⊕Ψ e` un morfismo di fibrati vettoriali
simplettici. Sia p ∈ L un punto arbitrario e siano X, X ′ ∈ TpL e Y, Y ′ ∈ Jp(TpL).
Scriviamo Y = JpZ e Y
′ = JpZ ′ per Z,Z ′ ∈ TpL. Abbiamo dα(Y, Y ′) = dα(JZ, JZ ′) =
dα(Z,Z ′) = 0, essendo L isotropa. Analogamente dα(X,X ′) = 0. Quindi
dα(X + Y,X ′ + Y ′) =dα(Y,X ′)− dα(Y ′, X) = Ψ(Y )(X ′)−Ψ(Y ′)(X) =
= ω(X + Ψ(Y ), X ′ + Ψ(Y ′))
e ci siamo.
Teorema 4.2.9. Siano (Ni, ξi), i = 0, 1, varieta` di contatto con sottovarieta` isotrope
chiuse Li. Supponiamo esista un isomorfismo di fibrati normali simplettici conformi
Φ : CSNN0(L0) → CSNN1(L1) che copre un diffeomorfismo φ : L0 → L1. Allora φ si
estende ad un contattomorfismo ψ : NL0 → NL1 di opportuni intorni NLi di Li, i = 0, 1.
Dimostrazione. Siano αi forme di contatto per ξi, per i = 0, 1, riscalate in modo tale
che Φ sia un isomorfismo di fibrati vettoriali simplettici rispetto alla struttura di fibrato
vettoriale simplettico su CSNNi(Li) (pensato come sottofibrato di TNi|Li) data da dαi.
Per l’Osservazione 4.2.4 e la Proposizione 4.2.6, abbiamo la seguente identificazione di
NLi come sottofibrato di TNi|Li , per i = 0, 1:
NLi = 〈Rαi〉 ⊕ Ji(TLi)⊕ CSNNi(Li).
Sia ΦR : 〈Rα0〉 → 〈Rα1〉 l’isomorfismo di fibrati definito richiedendo che l’immagine
di Rα0(p) sia Rα1(φ(p)).
Sia Ψi : Ji(TLi) → T ∗Li, per i = 0, 1, l’isomorfismo ottenuto dal prodotto interno
con dαi. Osserviamo che
dφ⊕ (dφ∗)−1 : (TL0 ⊕ T ∗L0, ω0)→ (TL1 ⊕ T ∗L1, ω1),
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dove ω0 e ω1 sono definite come nell’Esempio 1.4.2, e` un isomorfismo. Dal Lemma 4.2.8
deduciamo percio` che
dφ⊕Ψ−11 ◦ (dφ∗)−1 ◦Ψ0 : (TL0 ⊕ J0(TL0), dα0)→ (TL1 ⊕ J1(TL1), dα1)
e` un isomorfismo di fibrati vettoriali simplettici.
Sia ora Φ˜ : NL0 → NL1 l’isomorfismo di fibrati che copre φ definito da
Φ˜ = ΦR ⊕ (Ψ−11 ◦ (dφ∗)−1 ◦ Ψ0) ⊕ Φ. Consideriamo le mappe τi : NLi → Ni date dal
teorema dell’intorno tubulare. Le τi sono embedding tali che:
• identificando Li con la sezione nulla di NLi, τi|Li e` l’inclusione di Li in Ni
• se T (NLi)|Li = TLi ⊕NLi = TNi|Li , il differenziale dτi induce l’identita` di NLi
lungo Li.
Allora τ1 ◦ Φ˜ ◦ τ0 : N (L0) → N (L1) e` un diffeomorfismo di opportuni intorni N (Li) di
Li, che induce il morfismo di fibrati dφ ⊕ Φ˜ : TN0|L0 → TN1|L1 . Per costruzione α0 e
(τ1 ◦ Φ˜ ◦ τ0)∗(α1) sono entrambe forme di contatto su N (L0) e coincidono su TN0|L0 .
Consideriamo ora la famiglia di 1-forme
βt = (1− t)α0 + t(τ1 ◦ Φ˜ ◦ τ0)∗(α1), t ∈ [0, 1].
Su TN0|L0 si ha che βt ≡ α0 e dβt ≡ dα0. Poiche´ la condizione di contatto e` una
condizione aperta, eventualmente cambiando N (L0), possiamo supporre che βt sia di
contatto su N (L0), per ogni t ∈ [0, 1].
Per il Teorema 1.2.3 e per l’Osservazione 1.2.4, esiste una isotopia ψt di N (L0), che
fissa L0, tale che ψ
∗
t βt = λtα0 per una certa famiglia di funzioni differenziabili
λt : N (L0)→ R+. Procedendo come nella dimostrazione del Lemma 1.2.5, eventualmen-
te cambiando N (L0), e` possibile supporre che λt sia identicamente 1 per ogni t ∈ [0, 1].
Concludiamo pertanto che la composizione ψ := τ1 ◦ Φ˜ ◦ τ−10 ◦ ψ1 e` il contattomorfismo
cercato.
Definizione 4.2.10. Se L e` una sottovarieta` isotropa di una varieta` di contatto (N, ξ)
con ξ definita come nucleo di una 1-forma di contatto fissata α e (TL)⊥ ⊂ kerα e` il
complementare ortogonale simplettico di TL in kerα rispetto alla struttura simplettica
dα|kerα, il fibrato quoziente
SNN (L) := (TL)
⊥/TL
e` detto fibrato normale simplettico di L in N .
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Teorema 4.2.11. Siano (Ni, αi), i = 0, 1, varieta` di contatto strette con sottovarieta`
isotrope chiuse Li. Supponiamo esista un isomorfismo di fibrati normali simplettici
Φ : SNN0(L0) → SNN1(L1) che copre un diffeomorfismo φ : L0 → L1. Allora φ si
estende ad un contattomorfismo stretto ψ : NL0 → NL1 di opportuni intorni NLi di Li,
i = 0, 1, tale che dψ|SNN0 (L0) = Φ.
Dimostrazione. Per la dimostrazione del Teorema 4.2.9 possiamo supporre che:
• N0 = N1 =: N, L0 = L1 =: L, φ = IdL,
• α0 = α1 e dα0 = dα1 su TN |L, Φ = Id|SNN (L), osservando che SNN (L) e` lo stesso
per entrambe le forme di contatto.
In particolare deduciamo che i campi di Reeb Rα0 e Rα1 coincidono su L.
Consideriamo un intorno aperto N (L) di L in N e scegliamo un’ipersuperficie Σ ⊂
N (L), contenente L e tangente alla struttura di contatto ξ = kerα lungo L. Scegliendo
N (L) sufficientemente piccolo possiamo supporre che Σ sia trasversa a Rα0 e Rα1 , cioe`
che dα0 e dα1 inducano forme simplettiche su Σ, e che ogni curva integrale di Rα0 o Rα1 ,
rispettivamente, intersechi Σ esattamente una volta.
Indicata con j : Σ ↪→ N l’inclusione, eventualmente rimpicciolendo N (L) e Σ, possia-
mo supporre che, se αt := (1−t)α0 +tα1, la 2-forma ωt := j∗(αt) sia simplettica su Σ per
ogni t ∈ [0, 1]. Vogliamo ora cercare una isotopia (ψt)t∈[0,1] di un intorno di L in Σ, tale
che ψ∗t ωt = ω0, ψt|L = Id|L e dψt e` l’identita` su TΣ|L = ξ|L. A tale scopo utilizziamo il
seguente lemma, una dimostrazione del quale e` consultabile in [Gei08, Appendice B].
Lemma 4.2.12. Sia L una sottovarieta` di una varieta` differenziabile N e sia η una
k-forma chiusa in N tale che j∗η = 0 per j inclusione di L in N . Allora esistono un
intorno aperto U di L in N e una (k− 1)-forma ζ su U , nulla su L e tale che dζ = η su
U . Se, inoltre, η e` nulla su L, allora e` possibile scegliere ζ tale che le derivate parziali
al primo ordine delle sue componenti rispetto alle coordinate locali su N , in ogni carta,
siano nulle nei punti di L. Diremo in tal caso che ζ e` nulla fino al secondo ordine su L.
Applicando questo lemma alla 2-forma η := ω1 − ω0 = ω˙t, otteniamo una 1-forma ζ
su un intorno di L in Σ, nulla fino al secondo ordine su L, tale che dζ = η.
Supponiamo che l’isotopia che cerchiamo ψt sia il flusso di un campo vettoriale Xt.
Derivando la relazione ψ∗t ωt = ω0, dal Lemma 1.2.2 otteniamo l’equazione
ψ∗t (dζ + d(iXtωt)) = 0.
80 CAPITOLO 4. CHIRURGIE DI CONTATTO
Per trovare una soluzione Xt di questa equazione ci basta risolvere
ζ + iXtωt = 0,
cosa che possiamo certamente fare essendo ωt simplettica in un intorno di L ⊂ Σ, per
ogni t ∈ [0, 1].
Poiche´ ζ e` nulla fino al secondo ordine su L, lo stesso vale per Xt. In particolare il
flusso locale di Xt fissa L, quindi puo` essere definito fino al tempo 1 su tutto un intorno
di L. Inoltre abbiamo che dψt e` l’identita` su TΣ|L in quanto cio` vale per ψ0 = IdΣ e,
per ogni campo vettoriale Z su Σ, si ha:
d
dt
(dψ−1t (Z)) = dψ
−1
t (LXtZ) = dψ−1t ([Xt, Z]) = 0
su L.
Estendiamo ora ψ1 ad un diffeomorfismo ψ : N (L) → N1(L) tra l’intorno N (L)
di L ⊂ N (rimpicciolendo eventualmente N (L) e Σ) e un altro suo intorno N1(L),
richiedendo che ψ mandi le linee di flusso del campo Rα0 in quelle del campo Rα1 .
Poiche´ Rα0 = Rα1 lungo L, abbiamo che dψ e` l’identita` su TN |L. Questo implica anche
che ψ∗α0 = α1 su TN |L. Inoltre, poiche´ il campo di Reeb R di una forma di contatto α
soddisfa iR(dα) ≡ 0, da cui LRdα ≡ 0, deduciamo che ψ∗dα1 = dα0 su N1(L). Pertanto
possiamo ora, cambiando la notazione in maniera ovvia, supporre che α0 = α1 su TN |L,
dα0 = dα1 su N (L) e Φ = IdSNN (L).
La 1-forma αt, definita come prima, sara` allora una forma di contatto su N (L) per
ogni t ∈ [0, 1], se scegliamo N (L) sufficientemente piccolo. A questo punto procediamo
come nell’Osservazione 1.2.5. Cerchiamo quindi una isotopia (ψ)t∈[0,1] di N (L) tale che
ψ∗t = α0, con ψt pari al flusso di un campo vettoriale Xt che risolve
α˙t + d(αt(Xt)) + iXtdαt = 0.
Applicando il Lemma 4.2.12 alla 1-forma η := α1 − α0 = α˙t, troviamo, eventualmente
rimpicciolendo N (L), una funzione f su N (L) nulla fino al secondo ordine su L, tale
che η = df , che significa che, se l’equazione per Xt e` risolta cercando, come nell’Osser-
vazione 1.2.5, Xt della forma HtRαt +Xt, per Xt ∈ kerαt, allora Ht = −f . Dovra` allora
essere Y nullo e Xt = −fRαt . Come nella prima parte della dimostrazione, dal fatto
che Xt e` nullo fino al secondo ordine su L, deduciamo che il suo flusso e` definito fino al
tempo 1 su tutto un intorno sufficientemente piccolo di L e che dψt e` l’identita` su TN |L
per ogni t ∈ [0, 1] e in particolare per ψ := ψ1.
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4.3 Cobordismi simplettici e chirurgie di contatto
Consideriamo una sfera isotropa con fibrato normale simplettico conforme banale in
una data varieta` di contatto. Vorremmo fare una chirurgia lungo tale sfera in modo
che la varieta` risultante supporti una struttura di contatto, coincidente con quella data
inizialmente fuori da un intorno su cui avviene la chirurgia. Questo tipo di chirurgia
sara` detto chirugia di contatto.
Quando consideriamo chirurgie su varieta` di contatto, possiamo considerare un par-
ticolare tipo di cobordismi.
Definizione 4.3.1. Siano (N±, ξ±) varieta` di contatto chiuse di dimensione 2n− 1 con
strutture di contatto coorientate, inducenti le orientazioni delle rispettive varieta`. Un
cobordismo simplettico tra (N−, ξ−) e (N+, ξ+) e` una varieta` simplettica 2n-dimensionale
(W,ω), orientata dalla forma di volume ωn, tale che:
• il bordo orientato di W e` pari a ∂W = N+ unionsq N−, dove N− indica N− con
l’orientazione opposta;
• in un intorno di ∂W esiste un campo di Liouville X per ω, trasverso al bordo,
uscente lungo N+ ed entrante lungo N−;
• la 1-forma α := iXω si restringe su TN± ad una forma di contatto per ξ±. Diciamo
N+ bordo convesso di W , mentre diciamo N− bordo concavo.
Per ottenere una chirurgia di contatto lungo una sfera isotropa, andremo quindi a
costruire il corrispondente cobordismo simplettico. Per fare cio`, costruiremo un modello
di manico simplettico, che andremo ad attaccare alla nostra varieta` di contatto, mediante
un’identificazione di un intorno della sfera isotropa lungo cui avviene la chirurgia, con
un intorno di una sfera isotropa nel manico. Come vedremo, le sfere isotrope nel manico
simplettico avranno fibrato normale simplettico conforme banale, ed e` per questo che
occorre imporre la stessa condizione sul fibrato normale simplettico conforme della sfera
isotropa lungo cui vogliamo fare la chirurgia.
Partiamo dalla costruzione del nostro modello di manico simplettico, corrispondente
ad una (k − 1)-sfera isotropa L in una varieta` di contatto (N, ξ = kerα) di dimensione
2n− 1. Per l’Osservazione 1.3.4 dovra` essere 1 ≤ k ≤ n.
Indichiamo con q = (q1, ..., qn) ∈ Rn e con p = (p1, ..., pn) ∈ Rn, dove
(q1, ..., qn, p1, ..., pn) sono coordinate su R2n.
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Su R2n = Rk × R2n−k abbiamo la forma simplettica standard ω0 =
∑n
j=1 dpj ∧ dqj .
Un campo di Liouville per ω0 e` dato da
X :=
k∑
j=1
(−qj∂qj + 2pj∂pj ) +
1
2
n∑
j=k+1
(qj∂qj − pj∂pj ).
Infatti, un semplice calcolo mostra che la contrazione
α′ = iXω0 =
k∑
j=1
(2pjdqj + qjdpj ) +
1
2
n∑
j=k+1
(pjdqj − qjdpj )
soddisfa dα′ = ω0.
Osserviamo che X e` il gradiente, rispetto alla metrica Euclidea standard su R2n,
della funzione
g : (q, p) 7−→
k∑
j=1
(−1
2
q2j + p
2
j ) +
1
4
n∑
k+1
(q2j + p
2
j ).
Sia NH ∼= Sk−1 × D˚2n−k un intorno aperto nell’ipersuperficie g−1(−1) ⊂ R2n della
(k − 1)-sfera
Sk−1H := {
k∑
j=1
q2j = 2, qk+1 = ... = qn = p1, ..., pn = 0}.
Definiamo il manico simplettico H come il luogo dei punti (q, p) ∈ (R2n, ω0), che sod-
disfano la disuguaglianza −1 ≤ g(q, p) ≤ 1 e si trovano su una linea di flusso del gra-
diente di g, passante per un punto di NH . Esso ha due componenti di bordo date da
NH = H ∩ g−1(−1) e da H ∩ g−1(1). Possiamo utilizzare per H la Figura 3.1 a meno di
sostituire x con (q1, ..., qk) ∈ Rk e y con (qk+1, ..., qn, p1, ..., pn) ∈ R2n−k.
Poiche´ X e` chiaramente trasverso agli insiemi di livello di g, per il Lemma 4.1.2
la 1-forma α′ induce una forma di contatto sulle componenti di bordo di H, una delle
quali e` NH . Rispetto a questa forma di contatto Sk−1H e` una sottovarieta` isotropa di
∂H. Inoltre, la forma di contatto indotta su Sk−1H e` pari alla restrizione a S
k−1
H della
struttura di contatto standard α0 sulla sfera (2n − 1)-dimensionale in R2n descritta
nell’Esempio 1.1.9.
Dall’Esempio 4.2.7 segue allora che, indicata con J0 la struttura complessa standard
su R2n, definita da J0(∂pj ) = ∂qj per j = 1, ..., n, il fibrato 〈Rα0 |Sk−1H 〉 ⊕ J0(TSk−1H ) e` lo
Span di ∂p1 , ..., ∂pk , mentre il fibrato SN∂H(S
k−1
H ) e` lo Span di ∂qk+1 , ..., ∂qn , ∂pk+1 , ..., ∂pn
e questo ne definisce una banalizzazione.
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Consideriamo ora la simplettizzazione (N×[0, 1], d(etα)), definita nell’Esempio 4.1.3,
della varieta` di contatto (N, ξ) con ξ definita come nucleo di una 1-forma di con-
tatto fissata α. Se esiste un contattomorfismo stretto tra intorni delle sfere isotrope
L × {1} ⊂ N × {1} e Sk−1H ⊂ ∂H, grazie alla Proposizione 4.1.5, possiamo attaccare
il manico simplettico H sopra costruito alla varieta` simplettica N × [0, 1] identificando
tali intorni, in modo che la varieta` risultante sia un cobordismo simplettico inducente su
N la struttura di contatto ξ = kerα. D’altra parte, per il Teorema 4.2.11, se SNN (L)
e SN∂H(S
k−1
H ) sono fibrati isomorfi, possiamo identificare un piccolo intorno N (L) di
L ⊂ N con un piccolo intorno di Sk−1H ⊂ ∂H mediante un contattomorfismo stretto.
Per concludere, e` sufficiente quindi garantire l’esistenza di un isomorfismo tra i fibrati
normali simplettici delle due sfere isotrope considerate: bastera` poi prendere NH pari
a tale intorno e definire H di conseguenza. Poiche´ stiamo supponendo che il fibrato
normale simplettico (conforme) di L sia banale, essendo per quanto visto SN∂H(S
k−1
H )
pure banale, un tale isomorfismo esiste sempre. Tuttavia la scelta di questo isomorfi-
smo determina una precisa banalizzazione del fibrato normale NL e quindi un preciso
embedding di L×D2n−k in N .
Ricordiamo che se L e` una sottovarieta` isotropa in una varieta` di contatto (N, ξ) con
ξ definita come nucleo di una 1-forma di contatto fissata α, il suo fibrato normale NL e`
isomorfo a 〈Rα〉 ⊕ J(TL) ⊕ SNN (L), dove 〈Rα〉 e` il fibrato banale generato dal campo
di Reeb di α e J e` una struttura complessa su kerα compatibile con dα|kerα.
Abbiamo che 〈Rα〉 ⊕ J(TL) e` isomorfo a 〈Rα〉 ⊕ TL. Quest’ultimo e` isomorfo a
R ⊕ TSk−1 per Sk−1 sfera di dimensione (k − 1) in Rk. Essendo R ⊕ TSk−1 notoria-
mente banale in questo modo otteniamo una banalizzazione 〈Rα〉 ⊕ J(TL). Quindi per
individuare una banalizzazione di NL basta scegliere una banalizzazione per SNN (L).
Consideriamo Sk−1H ⊂ ∂H. Il suo fibrato normale e` banalizzato da ∂p1 , ..., ∂pk con la
banalizzazione di SN∂H(S
k−1
H ) precedentemente descritta. Osserviamo che J0 manda il
campo di LiouvilleX lungo Sk−1H nel campo di Reeb Rα0 e ∂p1 , ..., ∂pk nella banalizzazione
standard ∂q1 , ..., ∂qk di TRk|Sk−1H , dove identifichiamo quest’ultimo fibrato col fibrato
〈−X〉⊕TSk−1H , dopo aver orientato Sk−1H come il bordo del disco unitario in Rk. Quindi
J0 realizza una identificazione tra TRk|Sk−1H = TR
k|S e 〈−Rα0〉 ⊕ J0(TSk−1H ).
Tenendo conto dell’orientazione, fissata la banalizzazione 〈−Rα〉 ⊕ J(TL) appena
descritta, abbiamo che la scelta di un isomorfismo φ : SNN (L) → SN∂H(Sk−1H ), deter-
minato da una qualsiasi banalizzazione di SNN (L), determina un preciso isomorfismo
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tra NL e il fibrato banale. Quest’ultimo isomorfismo sara` detto isomorfismo naturale.
Tutto quanto detto dimostra finalmente il seguente teorema.
Teorema 4.3.2 (Weinstein). Sia Sk−1 una sfera isotropa in una varieta` di contatto
(N, ξ = kerα) con una banalizzazione del fibrato normale simplettico conforme
CSNN (S
k−1). Allora esiste un cobordismo simplettico tra (N, ξ) e la varieta` N ′ ottenuta
da N per chirurgia lungo Sk−1 usando la banalizzazione naturale del fibrato normale
NSk−1. In particolare il cobordismo simplettico induce su N ′ una struttura di contatto,
che coincide con quella su N lontano dalla regione in cui e` avvenuta la chirurgia.
Osservazione 4.3.3. Per k = 1 le ipotesi del teorema sono sempre soddisfatte. In parti-
colare e` sempre possibile fare la somma connessa di varieta` di contatto equidimensionali.
Osservazione 4.3.4. Al fine di poter applicare il Teorema 4.3.2, sorge spontaneo chie-
dersi sotto quali ipotesi, dato un embedding f di una sfera (k − 1)-dimensionale in una
(2n − 1)-varieta` di contatto con 1 ≤ k ≤ n, nella classe di isotopia di f esiste un em-
bedding isotropo con fibrato normale simplettico conforme banale. Supponendo che tale
embedding isotropo esista e supponendo, inoltre, di poter fare la chirurgia standard lun-
go la sfera isotropa corrispondente, ci chiediamo, allora, se sia possibile realizzare un
isomorfismo tra il fibrato normale della sfera e il fibrato banale, che sia un isomorfi-
smo naturale rispetto ad una banalizzazione del fibrato normale simplettico conforme. A
queste domande fornisce delle risposte il Teorema 4.3.5.
Definiamo un k-manico H in dimensione 2n come H = Dk×D2n−k. Il bordo inferiore
di H e` ∂−H := ∂Dk × D2n−k. Possiamo attaccare H alla componente di bordo N di
una (2n)-varieta` (ad esempio N × [0, 1]) mediante un embedding f : ∂−H → N .
Supponiamo ora che N ammetta una struttura di contatto ξ = kerα. Sia poi (W,ω)
una varieta` simplettica avente (N, ξ) come componente di bordo convessa (ad esempio
(W,ω)=(N × [0, 1], d(etα))). Per la Proposizione 1.4.9 esiste un’unica (a meno di omo-
topia) struttura quasi complessa ω-compatibile J su W . Lungo N questa J puo` essere
descritta come l’unica (a meno di omotopia) struttura di fibrato complesso su TW |N
che e` ξ-compatibile e manda il campo normale esterno (o il campo di Liouville) in un
campo positivamente trasverso a ξ (ad esempio il campo di Reeb di α).
Teorema 4.3.5 (Eliashberg). Sia (N, ξ) una varieta` di contatto (2n− 1)-dimensionale
e supponiamo contenga una sfera embedded (k − 1)-dimensionale con fibrato normale
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banale, dove n > 2 e 1 ≤ k ≤ n. Descriviamo la sfera e una banalizzazione del suo
fibrato normale mediante un embedding
f : Sk−1 ×D2n−k −→ N.
Sia (W,ω) una varieta` simplettica con (N, ξ) come componente di bordo convessa. In-
dichiamo con W ′ = W ∪f H la varieta` ottenuta da W attaccando un k manico lungo
il suo bordo inferiore ∂−H = Sk−1 ×D2n−k con l’aiuto di f e chiamiamo N ′ la nuova
componente di bordo (il risultato della chirurgia lungo f(Sk−1×{0}) in N). Se la strut-
tura quasi complessa J sopra descritta si estende su H ad una struttura quasi complessa
su tutto W ′, allora W ′ ammette una forma simplettica ω′ ed una struttura complessa
ω′-compatibile omotopa a J su W tale che N ′ e` una componente del bordo convesso di
(W ′, ω′). La struttura di contatto ξ′ indotta su N ′ e` quella risultante dalla chirurgia di
contatto lungo una sfera isotropa isotopa a f(Sk−1 × {0}).
La tesi per il Teorema 4.3.5 segue dal Teorema 4.3.2 dimostrando che, sotto l’ipotesi
di estendibilita` della struttura quasi complessa al manico, e` possibile rispondere affer-
mativamente alle questioni sollevate nell’Osservazione 4.3.4. Piu` precisamente, dato un
embedding f di una (k − 1)-sfera in una (2n − 1)-varieta` di contatto con 1 ≤ k ≤ n,
non solo esiste sempre un suo embedding isotropo isotopo a f , ma esso puo` essere scelto
arbitrariamente vicino ad f rispetto alla topologia C0 e in modo tale che sia possibi-
le realizzare un isomorfismo tra il corrispondente fibrato normale alla sfera e il fibrato
banale, che sia naturale rispetto ad una banalizzazione del fibrato normale simplettico
conforme. Maggiori dettagli a riguardo sono consultabili in [Gei08, Capitolo 6].
Osservazione 4.3.6. Se (N ′, ξ′) e` il risultato di una chirurgia di contatto su (N, ξ),
allora il corrispondente cobordismo simplettico fornisce una estensione di J su H. Quindi
il teorema precedente fornisce una descrizione completa delle condizioni necessarie e
sufficienti affinche´ sia possibile fare chirurgie di contatto lungo una data classe di isotopia
di embeddings di Sk−1 → N , fissata una scelta di un isomorfismo tra il fibrato normale
e il fibrato banale.
Osservazione 4.3.7. Per n = 2 e k = 1, cioe` nel caso delle somme connesse, il teorema
rimane valido senza alcun cambiamento poiche´ la condizione di estensione dlla struttura
quasi complessa all’1-manico e` soddisfatta banalmente.
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Capitolo 5
Strutture di contatto su M × S2
In questo capitolo mostreremo come porre una struttura di contatto su M×S2. Per fare
cio` avremo bisogno di costruire una struttura di contatto su M ×T 2 per poter applicare
al cobordismo complesso orientato Y , costruito nella Sezione 3.3, il Teorema 4.3.5. Infine
vedremo sotto quali ipotesi e` possibile utilizzare le tecniche illustrate finora per costruire
una struttura di contatto su M ×X, dove X e` una varieta` differenziabile di dimensione
pari munita di una struttura complessa stabile.
5.1 Una struttura di contatto su M × T 2
Definizione 5.1.1. Una decomposizione a libro aperto di una n-varieta` M consta di una
sottovarieta` B di codimensione 2, detta rilegatura e di una fibrazione (liscia e localmente
banale) ρ : M \B → S1, tale che B ammettae un intorno tubulare banale B ×D2 in M
su cui ρ sia data dalla coordinata angolare del fattore D2. Le fibre ρ−1(ϑ), al variare di
ϑ ∈ S1, sono dette pagine della decomposizione. (Vedi Figura 5.1).
Osservazione 5.1.2. La chiusura di ogni pagina della decomposizione e` una sottovarieta`
di codimensione 1 di M con bordo B.
Sia M una varieta` di dimensione dispari orientata. Sia (B, ρ) una decomposizione a
libro aperto di M , dove B e` orientata con l’orientazione indotta da M . Orientiamo le
pagine ρ−1(ϑ), per ogni ϑ ∈ S1, richiedendo che l’orientazione indotta sul bordo della
chiusura di ogni pagina coincida con l’orientazione di B. Questo equivale a richiedere
che ∂ϑ, insieme all’orientazione della pagina, dia l’orientazione su M : se β e` una base
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Figura 5.1: Una decomposizione a libro aperto.
positiva per il fibrato tangente ad un punto di B ∼= ∂Σ, dove Σ denota la pagina, quindi
la fibra di ρ, allora β, ∂r, ∂ϑ e` una base positiva per B × D2 ⊂ M , dove (r, ϑ) sono le
coordinate polari su D2; l’orientazione per Σ e` data da −∂r, β poiche´ −∂r e` la normale
uscente di Σ; le orientazioni −∂r, β, ∂ϑ e β, ∂r, ∂ϑ coincidono poiche´ B ha dimensione
dispari.
Definizione 5.1.3. Una struttura di contatto ξ = kerα su M e` detta supportata dalla
decomposizione a libro aperto (B, ρ) se:
(i) la forma di contatto α induce l’orientazione positiva su M ;
(ii) la 2-forma dα induce una forma simplettica su ogni pagina definendo la sua orien-
tazione positiva;
(iii) la 1-forma α induce una forma di contatto positiva su B.
Esempio 5.1.4. Pensiamo S3 come il sottoinsieme di C2 dato da
S3 = {(z1, z2) ∈ C2|‖z1‖2 + ‖z2‖2 = 1}.
Scriviamo la forma di contatto standard α su S3 in coordinate polari:
α = r21dθ1 + r
2
2dθ2.
Sia B = {(z1, z2) ∈ S3|z1 = 0} e consideriamo la fibrazione
ρ : S3 \B −→ S1 ⊂ C
(z1, z2) 7−→ z1‖z1‖ .
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In coordinate polari essa e` data da (r1e
iϑ1 , r2e
iϑ2) 7→ ϑ1 ∈ S1. Si ha che (B, ρ) e` una
decomposizione a libro aperto di S3 avente per pagine i 2-dischi aperti
ρ−1(ϑ) = {‖z2‖ < 1, z1 =
√
1− ‖z2‖2eiϑ}.
La forma di contatto α si restringe a dϑ2 lungo B, mentre dα si restringe a r2dr2 ∧ dϑ2
sui tangenti di ogni pagina. Cio` mostra che kerα e` supportata da (B, ρ).
Teorema 5.1.5 (Giroux-Mohsen). Ad ogni struttura di contatto ξ su una varieta` chiusa
M di dimensione almeno 3 si puo` associare una decomposizione a libro aperto di M che
la supporti.
Definizione 5.1.6. Sia (M, ξ) una varieta` di contatto. Una sottovarieta` M ′ di M con
struttura di contatto ξ′ e` una sottovarieta` di contatto se TM ′ ∩ ξ = ξ′.
Osservazione 5.1.7. Se ξ = kerα e i : M ′ ↪→ M e` l’inclusione, allora la condizione
affinche´ (M ′, ξ′) sia un sottovarieta` di contatto di (M, ξ) e` che ξ′ = Ker i∗(α).
Teorema 5.1.8 (Bourgeois). Sia (M, ξ) una varieta` di contatto chiusa di dimensione
2n− 1 ≥ 1. Allora M × T 2 ammette una struttura di contatto ξ˜ tale che M ×{p} e` una
sottovarieta` di contatto di (M × T 2, ξ˜), per ogni p ∈ T 2.
Dimostrazione. Possiamo supporre M connessa. Se n = 1, allora M = S1 e una
struttura di contatto del tipo cercato su S1 × T 2 e` data da
ξ˜ = ker(dϑ+ cosϑdϑ1 + sinϑdϑ2),
dove ϑ e` la coordinata su S1, mentre ϑ1 e ϑ2 sono le coordinate su T
2 ∼= S1 × S1.
Supponiamo n ≥ 2. Sia ξ = kerα, allora, per il Teorema 5.1.5, avendo M dimensione
almeno 3, esiste una decomposizione a libro aperto (B, ρ) che supporta ξ. Siano (r, ϑ) le
coordinate polari sul fattore D2 dell’intorno B×D2 della rilegatura su cui ρ : M \B → S1
e` data da ϑ.
Scegliamo una funzione f della variabile r su B ×D2 tale che:
• f(r) = r vicino a B ∼= B × {0},
• f ′(r) ≥ 0,
• f ≡ 1 vicino a B × ∂D2.
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Estendiamo f ad una funzione liscia definita su tutta M ponendola identicamente 1
fuori da B × D2. Poniamo x1 := f cosϑ e x2 := f sinϑ. Allora x1 e x2 sono funzioni
differenziabili su M che coincidono con le coordinate cartesiane sul fattore D2 vicino a
B × {0} ⊂ B ×D2. Un calcolo veloce mostra che
x1dx2 − x2dx1 = f2dϑ
e
dx1 ∧ dx2 = fdf ∧ dϑ
su tutta M .
Definiamo ora una 1-forma α˜ su M × T 2 mediante
α˜ := x1dϑ1 − x2dϑ2 + α,
dove identifichiamo α con il suo pullback tramite la proiezione M × T 2 →M . Allora
dα˜ = dx1 ∧ dϑ1 − dx2 ∧ dϑ2 + dα,
percio`
(dα˜)n = n(dα)n−1 ∧ (x1dx2 − x2dx1) ∧ dϑ1 ∧ dϑ2+
+ (−1)n(n− 1)(dα)n−2 ∧ dx1 ∧ dϑ1 ∧ dx2 ∧ dϑ2.
Calcoliamo quindi
α˜ ∧ (dα˜)n = n(dα)n−1 ∧ (x1dx2 − x2dx1) ∧ dϑ1 ∧ dϑ2+
+ n(n− 1)α ∧ (dα)n−2 ∧ dx1 ∧ dx2 ∧ dϑ1 ∧ dϑ2 =
= n(dα)n−1 ∧ (f2dϑ) ∧ dϑ1 ∧ dϑ2+
+ n(n− 1)α ∧ (dα)n−2 ∧ (fdf ∧ dϑ) ∧ dϑ1 ∧ dϑ2.
Il primo addendo di α˜∧ (dα˜)n e` nullo su B × T 2, mentre, su (M \B)× T 2, e` una forma
di volume positiva grazie al fatto che, essendo ξ supportata da (B, ρ), dα e` una forma
simplettica su ogni pagina che ne definisce l’orientazione positiva. Il secondo addendo
e` non negativo su tutta M × T 2 ed e` strettamente positivo vicino a B × T 2, essendo
α una forma di contatto positiva su B, in quanto ξ e` supportata da (B, ρ). Dunque
α˜ ∧ (dα˜)n > 0 su M × T 2, quindi ξ˜ := kerα e` una struttura di contatto su M × T 2.
Poiche´ si ha che, per ogni p ∈ T 2, il pullback i∗(α˜) = α, dove i : M ×{p} ↪→M ×T 2
e` l’inclusione, abbiamo che ξ˜ e` la stuttura cercata.
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Proposizione 5.1.9. Sia (M, ξ = kerα) una varieta` di contatto e siano
pr1 : M × T 2 → M e pr2 : M × T 2 → T 2 le proiezioni rispettivamente sul primo e sul
secondo fattore. Esiste una struttura di contatto ξ′ = kerα′ su M × T 2 tale che, se J ′ e`
l’unica struttura complessa su ξ′ compatibile con dα′|ξ′, il sottofibrato complesso (ξ′, J ′)
di T (M × T 2) e` isomorfo al sottofibrato complesso
pr∗1(ξ, J)⊕ pr∗2(T (T 2), JT 2),
dove J e` l’unica struttura complessa su ξ compatibile con dα|ξ e JT 2 e` una struttura
quasi complessa su T 2.
Dimostrazione. Per il teorema precedente possiamo considerarare su M × T 2 la forma
di contatto ξ˜ = kerα˜ tale che
α˜ = f(r) cosϑdϑ1 − f(r) sinϑdϑ2 + pr∗1(α),
dove α e` una forma di contatto per la struttura di contatto ξ su M , ϑ ∈ S1 e` la coordinata
angolare risultante da una decomposizione a libro aperto di M che supporta ξ, r e` la
coordinata radiale su un intorno della rilegatura della decomposizione e ϑ1, ϑ2 sono le
coordinate sul toro.
Per costruzione, la struttura di contatto ξ˜ interseca il sottofibrato pr∗1(TM) in pr∗1(ξ),
quindi abbiamo il seguente isomorfismo di fibrati vettoriali simplettici:
(ξ˜, dα˜|ξ˜) ∼= (pr∗1(ξ), pr∗1(dα))⊕ (E, dα˜|E), (5.1)
dove E := (pr∗1(ξ))⊥dα˜ e` il complementare ortogonale simplettico di pr∗1(ξ) rispetto alla
forma simplettica dα˜|ξ˜.
Osserviamo infine che il differenziale della proiezione pr2 realizza un isomorfismo tra
E e TT 2. Essendoci un’unica struttura quasi complessa sul toro (Osservazione 2.5.1), ab-
biamo allora che l’unica struttura complessa compatibile con dα˜|ξ˜ su TT 2 e` proprio JT 2 .
Pertanto, dall’isomorfismo di fibrati vettoriali simplettici (5.1), deduciamo l’isomorfismo
di fibrati vettoriali complessi cercato prendendo ξ′ := ξ˜.
Osservazione 5.1.10. Se (M, ξ) e` la nostra (2q+ 1)-varieta` di contatto possiamo porre
su M × T 2 la struttura di contatto ξ′ data dalla proposizione precedente. L’isomorfismo
tra (ξ′, J ′) e pr∗1(ξ, J)⊕pr∗2(T (T 2), JT 2) determina allora su M×T 2 una struttura di quasi
contatto che, se stabilizzata, da` una struttura complessa stabile equivalente a ζϕ × ζT 2,
dove ζϕ × ζT 2 e` la struttura complessa stabile su M × T 2 costruita nella Sezione 2.5.
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5.2 Una struttura di contatto su M × S2
Andiamo ora a vedere come la struttura di contatto su M × T 2,costruita nella sezione
precedente, induca una struttura di contatto suM×S2: e` a questo punto che utilizzeremo
i risutati sulle chirurgie di contatto illustrati nel capitolo precedente.
Ricordiamo che per ogni n ≥ 0, U(n) e` incluso in SO(2n), percio`, fissata un’inclusione
di SO(2n) in SO(2n+ 1), abbiamo un’inclusione di U(n) in SO(2n+ 1).
Lemma 5.2.1. L’inclusione SO(2n + 2)/U(n + 1) ↪→ SO/U induce un isomorfismo
pii(SO(2n+ 2)/U(n+ 1))→ pii(SO/U) per ogni i ≤ 2n.
Dimostrazione. Dalla sequenza esatta della fibrazione
SO(2n+ 2)/U(n+ 1) ↪→ SO(2n+ 3)/U(n+ 1)→ SO(2n+ 3)/SO(2n+ 2) ∼= S2n+2,
deduciamo che pii(SO(2n + 2)/U(n + 1)) ∼= pii(SO(2n + 3)/U(n + 1)) per ogni i ≤ 2n.
D’altra parte per [Gei08, Lemma 8.1.2] si ha che
pii(SO(2n+ 3)/U(n+ 1)) ∼= pii(SO(2n+ 4)/U(n+ 2)), da cui segue la tesi.
Teorema 5.2.2. Sia (M, ξ) una (2q + 1)-varieta` di contatto chiusa. Allora il prodotto
M × S2 ammette una struttura di contatto.
Dimostrazione. Per q = 0 la varieta` M e` diffeomorfa a S1 ed e` noto che S1×S2 ⊂ S1×R3
ammette una struttura di contatto, ad esempio possiamo considerare la struttura di
contatto data dalla forma
zdϑ+ xdy − ydx,
dove (x, y, z) sono coordinate cartesiane su R3 e ϑ ∈ S1. Supponiamo quindi 2q+ 1 ≥ 3.
Possiamo allora porre su M × T 2 la struttura di contatto ξ˜ data dal Teorema 5.1.8.
Per l’Osservazione 5.1.10 la struttura complessa stabile indotta da questa stuttura di
contatto e` (a meno di equivalenza), la struttura complessa stabile ζϕ × ζT 2 costruita
nella Sezione 2.5.
Consideriamo ora il cobordismo complesso orientato (Y, ζY ) dato dalla Proposizio-
ne 3.3.13. Dimostriamo ora che la struttura complessa stabile ζY e` la stabilizzazione di
una struttura quasi complessa J su Y , che estende la struttura di quasi contatto data
dalla struttura di contatto ξ˜. Dalla Proposizione 3.3.14 sappiamo che Y e` ottenuta at-
taccando manici di indice al piu` q+ 2 a M ×T 2. Consideriamo il problema di estendere
la struttura complessa stabile ζϕ×ζT 2 a tutta Y . Esso equivale al problema di estendere
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la mappa classificante ζϕ × ζT 2 : M × T 2 → BU a tutta Y , dunque possiamo utilizzare
la teoria dell’ostruzione procedendo per induzione sulla dimensione dei manici. Ad ogni
passo, le ostruzioni all’estensione della mappa classificante sono nei gruppi di coomologia
H i+1(Y,M ×T 2;pii(SO/U)) (vedi Osservazione 2.1.22). Analogamente, se consideriamo
il problema di estendere la struttura di quasi contatto su M ×T 2 ad una struttura com-
plessa su Y , vediamo che, applicando la teoria dell’ostruzione, procedendo per induzione
sulla dimensione dei manici, ad ogni passo le ostruzioni all’estensione della mappa classi-
ficante sono nei gruppi di coomologia H i+1(Y,M×T 2;pii(SO(2q+4)/U(q+2))) . Poiche´
per il Lemma 5.2.1 l’inclusione SO(2q + 4)/U(q + 2) ↪→ SO/U induce un isomorfismo
pii(SO(2q + 4)/U(q + 2)) −→ pii(SO/U) per ogni i ≤ q + 1 ≤ 2q + 2, ne segue che le
ostruzioni all’estensione della struttura complessa stabile coincidono con le ostruzioni
all’estensione della struttura quasi complessa, da cui segue quanto affermato.
Poiche´ Y si ottiene attaccando manici di indice al piu` q+2 a M×T 2 per la Proposizio-
ne 3.3.14 e, per quanto visto, la struttura complessa ζY si destabilizza ad una struttura
quasi complessa che estende la struttura di quasi contatto data da ξ˜ su M × T 2, siamo
nelle ipotesi del Teorema 4.3.5, da cui segue che Y ammette una forma simplettica ωY
ed una struttura complessa ωY -compatibile JY omotopa a J , tale che M × S2 e` una
componente di bordo convessa di (Y, ωY ). Pertanto M × S2 ammette la struttura di
contatto risultante dalle chirurgie di contatto lungo le sfere di incollamento dei manici
che ci danno Y a partire da M × T 2.
Teorema 5.2.3. Sia (M, ξ) una (2q+ 1)-varieta` di contatto chiusa e sia p ∈ S2. Allora
il prodotto M × S2 ammette una struttura di contatto tale che la sottovarieta` M × {p}
e` di contatto e la mappa naturale in (M, ξ) e` un contattomorfismo.
Dimostrazione. La tesi per questo teorema si ottiene ricalcando la dimostrazione del
teorema precedente. Consideriamo quindi la varieta` Ŵ ottenuta dal toro solido D2×S1
rimuovendo dal suo interno una 3-palla aperta e un intorno aperto di un arco embedded,
congiungente le due componenti di bordo di W ed intersecante S2 in p. Il prodotto
M × Ŵ e` quindi un cobordismo tra M × (S2 − D˚2) e M × (T 2 − D˚2), inoltre esiste una
mappa naturale Ŵ → (S2−D˚2) che e` un diffeomorfismo sulla componente di bordo di Ŵ
diffeomorfa a (S2 − D˚2). Deduciamo allora gli stessi risultati illustati nella Sezione 2.5.
Nella Sezione 3.3 possiamo sostituire M × S2 con M × (S2 − D˚2) e M × T 2 con
M × (T 2 − D˚2) e dimostrare l’equivalente della Proposizione 3.3.13. Inoltre, per l’Os-
servazione 3.2.14, i risultati della Sezione 3.2 si applicano anche al caso di cobordismo
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tra varieta` con bordo, se il cobordismo tra i bordi di queste varieta` e` banale. Essendo
il cobordismo Ŷ dato dalla Proposizione 3.3.13 di questo tipo in quanto le chirurgie che
lo producono sono tutte interne a M × (T 2 − D˚2), deduciamo che, sostituendo M × S2
con M × (S2 − D˚2) e M × T 2 con M × (T 2 − D˚2), vale anche l’equivalente della Propo-
sizione 3.3.14. Quindi M × (S2− D˚2) puo` essere ottenuta da M × (T 2− D˚2) attaccando
manici di indici al piu` q + 2.
Incolliamo ora a Ŷ una copia di M×D2×[0, 1] lungo la parte di bordo corrispondente
al cobordismo banale tra le componenti di bordo di M × (T 2 − D˚2) e M × (S2 − D˚2).
In questo modo otteniamo un cobordismo tra M × S2 e M × T 2 e possiamo procedere
come nel teorema precedente, applicando il Teorema 4.3.5. Poiche´ l’embedding isotropo,
isotopo all’embedding della sfera di attaccamento di un manico, puo` essere scelto arbi-
trariamente vicino ad esso rispetto alla topologia C0, possiamo scegliere tale embedding
isotropo in modo che non intersechi M × {p}, dove p ∈ D˚2 ⊂ S2, quindi, applicando il
Teorema 4.3.5 con questo accorgimento, otteniamo, come illustrato nella dimostrazione
del teorema precedente, una struttura di contatto su M×S2, che su M×{p} e` la struttu-
ra di contatto rispetto a cui M ×{p} e` una sottovarieta` di contatto di (M × T 2, ξ˜) data
dal Teorema 5.1.8, poiche´ le chirurgie di contatto preservano la struttura di contatto
fuori da un piccolo intorno della sfera lungo cui avviene la chirugia.
La tesi segue allora ricordando che la struttura di contatto ξ˜ e` tale che, per ogni
p ∈ T 2, la sottovarieta` M × {p} e` di contatto e contattomorfa a (M, ξ).
Concludiamo osservando che gli stessi argomenti usati per dimostrare l’esistenza di
una struttura di contatto su M × S2 provano il seguente teorema.
Teorema 5.2.4. Sia (M, ξ) una varieta` di contatto chiusa e indichiamo con ζϕ la strut-
tura complessa stabile su M indotta da ξ. Sia poi X una 2k-varieta` chiusa munita di
una struttura complessa stabile ζX . Supponiamo inoltre che valgano le seguenti:
• esistono una 2k-varieta` chiusa Z, una struttura complessa stabile ζZ su Z e un
cobordismo complesso orientato (W, ζW ) tra (X, ζX) e (Z, ζZ) tali che esiste una
mappa c : W → X, che si restringe ad un diffeomorfismo lungo X ⊂W ;
• la varieta` prodotto M × Z ammette una struttura di contatto ξ′ che induce una
struttura complessa stabile equivalente a ζϕ × ζZ .
Allora M × X ammette una struttura di contatto che induce una struttura complessa
stabile equivalente a ζϕ × ζX . Inoltre, e` possibile scegliere la struttura di contatto su
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M ×X in modo che, fissato un punto x ∈ X, la sottovarieta` M × {x} sia di contatto e
la naturale proiezione ristretta a M × {x} sia un contattomorfismo con (M, ξ).
Esempio 5.2.5. Si vede facilmente che la varieta` X = Si1 × ... × Sin con ∑nj=1 ij = 2k
soddisfa le ipotesi del teorema precedente se Z e` pari al toro 2k-dimensionale T 2k.
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