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Аннотация: Ушбу мақолада машина ўрганиши жараёнлари, ўрганиш 
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ўрганиш, мустахкамловчи ўрганиш ва метамаълумотларни автоматик 
экстракция қилишда машина ўрганиши алгоритмларидан фойдаланиш 
тўғрисида батафсил маълумот берилган. Назорат остидаги ўрганишнинг 
таснифловчи ва регрессив турлари, жумладан, қарор дарахтлари, қарор 
қоидалари, содда Байес таснифловчилари, Байес ишонч тармоқлари, энг яқин 
қўшни таснифловчилари, чизиқли дискриминант функциялари, логистик 
регрессия, таянч вектор машиналари, сунъий нейрон тармоқлари, назоратсиз 
ўрганишнинг кластерлаш ва ўлчовликни кичрайтириш турлари, ярим назоратли 
ўрганиш ва мустахкамловчи ўрганиш тўғрисида фикр юритилган. 
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Abstract: This article provides detailed information on machine learning 
processes, learning methods, supervised learning, unsupervised learning, semi-
supervised learning, reinforcement learning, and the use of machine learning 
algorithms in automatic extraction of metadata. Classification and regressive types of 
supervised learning, including decision trees, decision rules, Naive Bayes classifiers, 
Bayesian trust networks, nearest neighbor classifiers, linear discriminant functions, 
logistic regression, support vector machines, artificial neural networks, clustering and 
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dimensionality reduction methods of unsupervised learning, semi-supervised 
learning, and reinforcement learning methods are also discussed. 
Keywords: machine learning, supervised learning, unsupervised learning, semi-
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Кириш 
Сунъий интеллект соҳаси одатда инсон интеллекти талаб қилинадиган 
вазифаларни бажариш имкониятига эга бўлган компьютер тизимларининг 
назарияси ва тадбиқ этилиши билан боғлиқ. Машина ўрганиши бу сунъий 
интеллект соҳаси бўлиб у ўрганишга қодир ақлли машиналарни яратиш бўйича 
изланишлар доирасида пайдо бўлган. Ўрганиш қобилияти интеллектуал хатти-
ҳаракатларнинг асосий хусусиятларидан биридир. Машина ўрганиши 
маълумотлар асосида қонуниятликларни аниқлаш ва улардан фойдаланиб янги 
маълумотлар тўғрисида башоратлар қилиш билан шуғулланувчи сунъий 
интеллект соҳасидир. Mitchell [1] томонидан берилган таърифга кўра 
компьютер дастури маълум вазифа ва маълум умундорлик кўрсаткичига 
нисбатан тажриба асосида ўрганадиган деб хисобланади қачонки унинг 
белгиланган кўрсаткич билан ўлчанадиган унумдорлиги ушбу тажриба асосида 
яхшиланадиган бўлса. Машина ўрганишининг асосий натижаси умулаштириш 
даражаси, яъни, модельнинг аввалги ўхшаш маълумотлар асосида ўрганилган 
қоидаларга асосланиб янги маълумотлар учун тўғри башорат қилиш даражаси 
хисобланади. Янги маълумотлар асосида аниқ башорат қила оладиган 
модельларни тузиш машина ўрганишининг асосий мақсади хисобланади. 
Тушунтиришдан умумлаштиришгача бўлган ўтиш машина ўрганишини 
статистикага асосланган анъанавий изланишлардан фарқ қилади. Машина 
ўрганиши маълумотларда тегишли қонуниятларни ўрганади, сўнг, улардан 
башорат қилишда фойдаланилади. Машина ўрганиши маълумотларни таҳлил 
қилиш ва маълумотлар базаларида билим излаш; эксперт тизимлари учун 
билимлар базасини автоматик яратиш; режалаш, ўйин ўйнаш, сонли ва сифат 
моделларини тузишни ўрганиш; матнларни таснифлаш ва олиш; динамик 
жараёнларни бошқариш учун билимларни автоматик олиш; расм, қўлёзма ва 
нутқни автоматик таниб олиш ва бошқа соҳаларда қўлланилади. Машина 
ўрганишининг асосий принципи бу тўпланган маълумотларни яратган 
жараёнларни моделлаштиришдан иборат. Маълумотлардан ўрганишнинг 
натижаси сифатида қоидалар, функциялар, муносабатлар, тенгламалар 
тизимлари, ехтимолликлар тақсимоти ва қарор қабул қилиш қоидалари каби 
бошқа билим кўринишлари намоён бўлади. Моделлар маълумотларни 
тушунтиради ва жараёнларга доир қарорларни қўллаб қувватлаш учун 
фойдаланилади [3].  
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Ўрганиш услубига кўра машина ўрганишинининг турли ёндошувлари 
мавжуд. Ушбу таснифга кўра машина ўрганиши услублари тўрт гуруҳга 
ажратилади: назорат остидаги, назоратсиз, ярим назоратли ва мустаҳкамловчи 
[2]. 
Назорат остидаги ўрганиш 
Назорат остидаги ўрганишда алгоритм башорат қилиши керак бўлган 
объект, мақсадли ўзгарувчига мурожаат қилиш имкониятига эга бўлади. Бундан 
асосий мақсад кириш маълумотлари ва мақсадли ўзгарувчи ўртасидаги 
боғлиқликни қўлга киритувчи оптимал функцияни ўрганиш учун алгоритмдан 
фойдаланиш. Назорат остидаги ўрганишда алгоритм чиқиш қийматлари қандай 
бўлиши кераклиги тўғрисида олдиндан маълумотга эга бўлади. Алгоритм бир 
нечта мисоллар асосида ўқитилади ва қиладиган башорати мақсадга 
яқинлилигига қараб қайта алоқа олишга рухсат берилади. Мазкур контекстда, 
ўрганиш бу ҳосил қилинадиган башорат ва мақсадли ўзгарувчи орасида фарқ 
минималлашгунига қадар башорат қилиш ва кейинги ўзгартириш киритишнинг 
такрорий жараёни хисобланади. Алгоритмнинг унумдорлиги ҳосил қилинган 
башоратларни янги маълумотларнинг мақсадли қийматлари билан таққослаш 
орқали ўлчанади. Мақсадли ўзгарувчи қатъийлилиги ёки узлуксизлилигига 
қараб назорат остидаги ўрганиш вазифасини таснифловчи ёки регрессив 
турларига ажратилади. Таснифлаш алгоритмлари кузатув тўпламлари учун 
гуруҳлашни башорат қилиш учун мўлжалланган. Регрессив масалаларда 
натижани узлуксиз кўринишда башорат қилиш мақсади қўйилади. Таснифлаш 
алгоритми ёрдамида хал қилиниши мумкин бўлган баъзи масалаларни 
натижани узлуксиз ўзгарувчи сифатида белгилаш орқали регрессив алгоритми 
ёрдамида хам ечиш мумкин. 
Таснифлаш 
Машина ўрганиши усуллари таснифлаш учун кенг қўлланилади. Хар бир 
объект кўплаб атрибутлар билар тавсифланади. Объектни чекланган синфлар 
тўпламидан аниқ бир синфга бириктирилиши мумкин. Объект атрибутлари 
кузатиладиган мустақил ўзгарувчилар бўлиб дискрет ёки узлуксиз бўлиши 
мумкин. Синф кузатилмайдиган дискрет қарам ўзгарувчи бўлиб унинг қиймати 
тегишли мустақил ўзгарувчиларнинг қийматларидан аниқланади. 
Таснифловчининг вазифаси ўрганилаётган объект қайси синфга 
бириктирилишини аниқлашдан иборат. Синфни аниқлаш учун таснифловчи 
аттрибутлар соҳасидан синфлар соҳасига кўчирувчи дискрет функцияни 
тавсифлаши керак бўлади. Бу функция олдиндан берилиши ёки 
маълумотлардан ўрганиб олиниши мумкин. Маълумотлар аввалги 
муаммоларни тавсифловчи ўрганиш мисолларидан ташкил топиши мумкин. 
Турли таснивловчилар кўчирувчи функцияларни турли кўринишда ифодалайди. 
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Кенг тарқалган тавсифловчиларга қарор дарахтлари, қарор қоидалари, содда 
Байес таснифловчилари, Байес ишонч тармоқлари, энг яқин қўшни 
таснифловчилари, чизиқли дискриминант функциялари, логистик регрессия, 
таянч вектор машиналари ва сунъий нейрон тармоқлари киради [3]. 
Қарор дарахтлари бу таснифлаш ва регрессия учун қўлланиладиган 
параметрик бўлмаган назорат остидаги ўрганиш услуби хисобланади. Ушбу 
услубнинг асосий мақсади маълумотларнинг хусусиятларидан келиб чиққан 
ҳолда қарор қабул қилиш қоидаларини ўрганиш орқали мақсадли 
ўзгарувчининг қийматини башорат қилиш моделини яратишдан иборат. Қарор 
дарахтини танловлар ва уларнинг натижаларини дарахт кўринишидаги график 
шаклида акс эттириш мумкин. Дарахтнинг бўғимлари воқеа ёки танловни 
ифодаласа, навдалари эса қарор қабул қилиш қоидалари ёки шартларини 
ифодалайди. Хар бир қарор дарахти бўғим ва навдалардан иборат бўлади. Хар 
бир бўғим таснифланиши керак бўлган гуруҳдаги атрибутларни ва хар бир 
навда бўғим қабул қилиши мумкин бўлган қийматни ифодалайди [5]. 
Содда Байес таснифловчиси таснифлаш вазифалари учун қўланиладиган 
эхтимолий машина ўрганиши модели бўлиб унинг асосини Байес теоремаси 
ташкил қилади. Байес теоремасига кўра Б ходиса содир бўлганини хисобга олиб 
А ходисанинг содир бўлиш эхтимоли топилади. Бу ерда Б - далил, А - гипотеза. 
Қилинган тахмин ва функциялар мустақил хисобланади яъни, бир хусусиятнинг 
мавжудлиги бошқа хусусиятга таъсир қилмайди. Содда Байес таснифловчиси 
асосан матнни таснифлаш учун қўлланилади [6]. 
Энг яқин қўшни таснифловчиси икки ва ундан ортиқ мақсадли синфларни 
ажратишда илгари кўрилмаган сўров объектларини белгилашга мўлжалланган 
машина ўрганиши усули хисобланади [4]. Умуман олганда, хар қандай 
таснифловчилардек берилган белгиларга эга бўлган машқ маълумотларини 
талаб қилади. Сўров объекти машқ тўпламидаги энг яқин намуна объектидан 
белгиларни мерос қилиб олади. Машқ маълумотларидаги битта энг яқин 
қўшнининг қарорлар тўпламини k энг яқин қўшнилар тўпламига 
кенгайтирилади. Қарор қабул қилиш қоидаси сўров объекти учун башорат 
қилинган белгини аниқлашда ушбу k қарор объектларининг белгиларини 
умулаштиради [7].  
Ўрганувчи алгоритмнинг вазифаси тузилиши олдиндан белгиланган 
дискриминант функциялари учун коэффициентларни хисоблашдан иборат. 
Дискриминант функция бу аттрибутлар майдонида икки синфлар ўртасида 
иккига бўлинадиган гипер юза хисобланади. Гипер юза фақатгина узлуксиз 
гипер маконда аниқланиши мумкинлиги сабабли барча аттрибутлар узлуксиз 
бўлиши талаб этилади. Агар синфлар сони иккитадан ортиқ бўлса хар бир 
синфлар жуфтлиги учун алохида гипер юза керак бўлади. Дискриминант 
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функциялар чизиқли, квадратик ёки полиномал бўлиши мумкин. Дискриминант 
функция чизиқли бўлса тегишли гипер юза икки синфлар ўртасида иккига 
бўлинадиган бўлади. Гипер юза коэффициентлари таснифлаш хатоликлар 
даражасини минималлаштириш учун аниқланади. Кўп холларда Фишернинг 
чизиқли дискриминант функцияси ишлатилади. У хар бир синфда ўрганиш 
мисолларини нормал тақсимланишини назарда тутади ва иккала синфларнинг 
ўртача мисоллари ўртасида Евклид масофасини максимал даражада оширади. У 
потенциал хар хил синф фарқлари учун хисобланади ва синфлар ўртасидаги 
мақбул тасниф чегарасини топади [8].  
Таянч вектор машиналари алгоритмида хар бир маълумот элементи n 
ўлчовли фазода белгиланади. Бунда, n - хусусиятлар сони, хусусиятнинг 
қиймати - координата нуқтасининг қийматини ифодалайди. Таснифлаш икки 
синфларни ажратиб турувчи гипер текисликни топиш орқали амалга 
оширилади. Гипер текисликлар маълумот нуқталарни таснифлашга ёрдам 
берадиган қарор чегараси хисобланади. Гипер текисликнинг хар хил 
томонларига тўғри келадиган маълумот нуқталари хар хил синфларга тегишли 
бўлади. Гипер текисликнинг ўлчами хусусиятлар сонига боғлиқ бўлади. Таянч 
векторлар гипер текисликка энг яқин бўлган маълумот нуқталари бўлиб гипер 
текисликнинг жойлашиши ва йўналишига таъсир қилади. Таянч вектор 
машиналари алгоритми чекланган миқдордаги маълумотлар билан ишлаганда 
юқори тезлик ва яхши унумдорликка эга [9].  
Сунъий нейрон тармоқлари учун алгоритмлар нейрон функцияларини 
оддий нейрон элементи кўринишига мавхумлаштириш орқали биологик нейрон 
тармоқка тақлид қилади ҳамда кириш маълумотларни умулаштириш ва чиқиш 
маълумотларни нормаллаштириш имкониятига эга. Нейронлар ўзаро боғланган 
ҳолда ихтиёрий мураккаб сунъий нейрон тармоқларига бирлашади. Таснифлаш 
учун кўпинча тўғридан-тўғри боғланган кўп қаватли нейрон тармоқлари 
ишлатилади. Нейронлар қатламли каскадлар кўринишида ташкил этилади яъни, 
атрибутларга мос келадиган кириш қатлами, бир ёки бир нечта яширин 
қатламлар ва синфларга мос келадиган чиқиш қатлами. Ўрганиш алгоритмнинг 
асосий вазифаси таснифлашнинг хатолик даражасини минималлаштириш учун 
нейронлар ўртасидаги боғлиқликларнинг салмоғини аниқлашдан иборат. Янги 
мисолни таснифлаш учун унинг атрибут қийматлари сунъий нейрон 
тармоғининг кириш нейронларига тақдим этилади. Ушбу қийматларнинг 
салмоғи нейронлар ўртасидаги боғлқликларига асосан ўлчанади ва 
нейронларнинг кейинги қатламидаги хар бир нейронда уларнинг салмоғи 
йиғиндилари хисобланади. Чиқиш нейронлардаги нормаллашган натижалар 
таснифлаш натижасини белгилайди [10].  
Регрессия 
"Science and Education" Scientific Journal / ISSN 2181-0842 November 2021 / Volume 2 Issue 11
www.openscience.uz 306
Таснифлаш масалаларида бўлгани каби регрессияда бир нечта атрибутлар 
билан тасвирланадиган объектлар тўплами мавжуд. Атрибутлар мустақил 
кузатилиши мумкин бўлган ўзгарувчилар хисобланади. Қарам ўзгарувчи 
узлуксиз бўлиб унинг қиймати мустақил ўзгарувчилар функцияси сифатида 
аниқланади. Регрессив башоратчининг вазифаси кўриб чиқилаётган объект 
учун қарам бўлган кузатилмайдиган узлексиз ўзгарувчининг қийматини 
аниқлашдан иборат. Таснифлагичларга ўхшаб регрессив башоратчи атрибутлар 
маконидан башорат қийматларига узлуксиз ўтказиш функциясини амалга 
оширади. Бу функция олдиндан берилиши ёки олдин ечилган муаммолардан 
ўрганилиши мумкин. Ўрганиш алгоритмининг вазифаси ўрганиш тўпламидан 
ўрганиш орқали узлуксиз функцияни аниқлашдан иборат. Бу функция 
кейинчалик янги, илгари кўрилмаган мисоллар учун қийматларни башорат 
қилиш учун ишлатилиши мумкин. Регрессив башоратчилар регрессив 
функцияни ифодаланиши билан фарқ қилади. Кенг тарқалган регрессив 
башоратчилар чизиқли регрессия, регрессия дарахти, махаллий салмоғли 
регрессия, регрессия учун таянч вектор машиналари ва регрессия учун кўп 
қаватли тўғридан-тўғри боғланган нейрон тармоқлари хисобланади [11].  
Регрессия дарахти мақсад ўзгарувчиси жойлашган алгоритмни билдиради 
ва ушбу алгоритм унинг қийматини башорат қилиш учун ишлатилади. 
Регрессия дарахтлари, таснифлаш дарахтларидан фарқли ўлароқ, мақсад 
ўзгарувчиси узлуксиз бўлганида қўлланилади. Регрессия дарахтлари башорат 
қилиш масалаларида қўлланилади. Регрессия дарахти иккилик рекурсив 
бўлиниш жараёни ёрдамида қурилади. Бу жараён маълумотларни бўлимларга 
(дарахт бўғинлари), хосил бўлган бўлимларни яна кичик бўлимларга бўладиган 
итератив жараён хисобланади.  
Чизиқли регрессия функциясида барча атрибутлар узлуксиз қийматланган 
ва мос равишда нормаллаштирилганлиги назарда тутилади. Бундан ташқари, 
қарам ва мустақил ўзгарувчилар ўртасида чизиқли боғлиқликни мавжудлиги 
ҳам назарда тутилади. Ўрганувчи алгоритм ўрганиш мисолларида баҳоланган 
регрессив башоратларнинг мутлақ хатоликларининг йиғиндисини 
минималлаштириш мақсадида чизиқли функциянинг коэфициентларини 
аниқлаш керак бўлади. Бунда аналитик ечим ёки итератив оптималлаштириш 
қўлланилиши мумкин. Ўрганишнинг натижаси хар бир мисол учун қарам 
ўзгарувчининг қийматини аниқловчи гипер текислик хисобланади. Берилган 
мисол учун хатолик унинг қарам ўзгарувчи ўқида гипер текисликкача бўлган 
масофаси билан аниқланади. 
Махаллий салмоғли регрессия регрессияга мослаштирилган энг яқин 
қўшни алгоритми бўлиб чизиқли регрессия функцияси янги мисолнинг энг 
яқин қўшнилари асосида хисобланади. Бу орқали чизиқли регрессия махаллий 
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хусусиятларга мослаштирилади. Чизиқли регрессиядан ташқари энг яқин 
қўшниларнинг ўртача қийматлари ёки бошқа содда функция ишлатилиши 
мумкин. Қўшнилар сони камлиги сабабли мураккаб функциялар 
ишлатилмайди.  
Таянчи вектор машиналар алгоритмини регрессия масалаларини ечиш 
учун мослаштириш имконияти мавжуд. Регрессия гипер текисликнинг 
атрофидаги чегара шундай белгиланганки тўғри башорат қилинган ўрганиш 
масалалари унинг ичида ётади. Таянч векторлар чегарани белгилайди. Таянч 
вектор машиналари чегарани камайтиришга, шунингдек, ўрганиш мисолларида 
башорат хатоликларини минималлаштиршга қаратилган. Таснифлашда 
қўлланиладиган таянч вектор машиналари каби меъзон функцияси регрессия 
ўзгарувчисининг башорат хатолиги, шунигдек, меъзон функциясининг 
мураккаблиги бўйича оптималлаштирилиши керак бўлади. 
Таснифлаш учун гибрид алгоритмлар бир нечта турдаги ёндашувларни 
уларнинг афзалликларидан фойдаланган ҳолда бирлаштиради ва шу тариқа 
эхтимолий мукаммал ўрганувчи алгоритмларни яратади. Махаллий салмоғли 
регрессия чизиқли регрессия ва энг яқин қўшнилар алгоритмларини 
бирлаштирган алгоритм хисобланади. Шундай натижаларга регрессия 
дарахтларида чизиқли регрессия алгоритмини қўллаш орқали эришилади. Бу 
ердаги мантиқий асос шундан иборатки оддий регрессор яхши ишлаши учун 
регрессия дарахти атрибутлар маконини бўлимларга етарли даражада бўлиши 
керак бўлади. Оддий регрессия учун етарли даражада мисоллар таъминлаш 
учун регрессия дарахти кичикрок бўлиши керак.  
Назоратсиз ўрганиш 
Назорат остидаги ўрганишдан фарқли ўлароқ назоратсиз ўрганиш 
вазифасида мақсадли қиймат мавжуд бўлмайди. Назоратсиз ўрганишнинг 
асосий мақсади маълумотнинг асосий тузилмасини аниқлашдан иборат. 
Назоратсиз ўрганишнинг кластерлаш ва ўлчовликни кичрайтириш турлари 
мавжуд. Кластерли таҳлил қилиш катта намунадан мазмунли кичик гуруҳларни 
яратиш учун аналитик услуб хисобланади. Ўлчовликни кичрайтириш услуби 
хусусиятлар сони кузатувлар сонидан анча катта бўлганида фойдали бўлиб, 
хисоблаш қувватини пасайтириш, аҳамиятсиз маълумотларни олиб ташлаш ва 
ортиқча тўлдириш хавфини камайтириш имкониятини беради. Ўлчовликни 
кичрайтириш учун асосий компонентлар таҳлили, мустақил компонентлар 
таҳлили ёки автоэнкодерлар усулларидан фойдаланиш мумкин. 
Кластерлаш назоратсиз ўрганишнинг асосий тури бўлиб ўхшаш бўлган 
мисоларни гуруҳлаш жараёни хисобланади. Кластерлашнинг мақсади 
белгиланмаган маълумотлар тўпламида маълум тузилмани топишдан иборат. 
Кластер бир бирига ўхшаш бўлган аммо, бошқа кластердаги мисолларга 
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ўхшамайдиган мисоллар тўплами хисобланади. Кластерлашда гуруҳлар сони 
олдиндан маълум бўлмайди. Кластерлаш алгоритми қуйидаги меъзонларга 
тўғри келиши керак: кўламлилик, хар хил турдаги атрибутлар билан ишлаш, 
ихтиёрий шаклдаги кластерларни аниқлаш, кириш параметрларини аниқлаш 
учун билим соҳасига минимал талаблар қўйилиши, етишмовчи маълумотлар ва 
шовқинлар билан ишлаш имконияти, кириш маълумотларни тартибига 
сезувчан эмаслиги, тушуниш ва фойдаланиш қулайлилиги. Кластерлаш 
алгоритмларини иерархик ёки қисмли, эксклюзив ёки кесишган, детерминистик 
ёки стохастик, инкрементал ёки ноинкрементал турлари бўйича таснифланиши 
мумкин. Иерархик кластерлаш алгоритми икки энг яки кластерлар ўртасидаги 
бирликка асосланган. Жараён бошланишида хар бир масала алохида кластер 
сифатида кўрилади. Кластерларни қўшишнинг бир нечта итерациялардан сўнг 
якуний кластерлар олинади. Қисмли кластерлашда мисоллар кластерларга 
бўлинади. Эксклюзив кластерлаш усулларида мисоллар алохида гуруҳланади. 
Яъни, агар мисол бир кластерга мансуб бўлса уни бошқа кластерга қўшиш 
бўлмайди. Кесишган кластерлаш усулларида хар бир мисол турли аъзолик 
даражасида бир нечта кластерларга тегишли бўлиши мумкин. Ўхшаш эмаслик 
кластерни таърифлашда фундаментал тушунча хисобланиб бир хил атрибутлар 
маконидан олинган икки мисол ўртасидаги ўхшаш эмаслик даражасининг 
ўлчами аксарият кластерлаш жараёнлари учун асосий хисобланади.  
Юқори ўлчовликка эга бўлган маълумотларни адекват даражада бошқариш 
учун уларнинг ўловлиги кичрайтирилиши керак бўлади. Ўлчовликни 
кичрайтириш услуби юқори ўлчовликка эга маълумотларни кичрайтирилган 
ўлчовликнинг мазмунли ифодаси хисобланади. Ўлчовликнинг кичрайтирилган 
кўриниши маълумотнинг ички ўлчовлигига тўғри келиши керак. Маълумотнинг 
ички ўлчовлиги унинг кузатилаётган хусусиятларини хисобга олиш учун керак 
бўладиган параметрларининг минимал сони [12]. Одатда, ўлчовликни 
кичрайтириш асосий компонентлар таҳлили, омилларни таҳлил қилиш ва 
анъанавий масштаблаш каби чизиқли техникалар ёрдамида амалга оширилади. 
Сўнгги вақтларда ўлчовликни кичрайтириш учун ночизиқли техникалар таклиф 
қилинган. Анъанавий чизиқли техникалардан фарқли ўлароқ ночизиқли 
техникалар мураккаб ночизиқли маълумотлар билан ишлаш имкониятини 
беради. 
Ярим назоратли ўрганиш 
Ярим назоратли ўрганишда мақсадли ўзгарувчилар маълумотларнинг 
фақатгина маълум қисмигагина мавжуд бўлади. Кўп холатларда юқори сифатли 
белгиланган маълумотларни олиш қиммат ва кўп вақт талаб этади. Ярим 
назоратли ўрганишда модель белгиланмаган маълумотларни ўзининг назорат 
остидаги ўрганиши билан интеграциясини таъминлайди. Мазкур ёндашув барча 
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қатнашувчилар учун мақсадли ўзгарувчига мурожаат қилиш ёки ўлчаш 
имконсиз ёки қиммат бўлганида фойдали хисобланади. Ярим назоратли 
ўрганиш алгоритмлари назорат остидаги ва назоратсиз ўрганиш алгоритмлари 
билан боғлиқ маълумотларни умумлаштириш орқали ишлаш самарадорлигини 
оширишга харакат қилинади. Ярим назоратли ўрганиш соҳасидаги 
тадқиқотларда асосан таснифлашга эътибор қаратилган. Ярим назоратли 
таснифлаш усуллари белгиланган маълумотлар кам бўлган холатлар билан 
боғлиқ бўлади. Бундай холатларда ишончли назорат остидаги таснифловчини 
ташкил этиш қийинчилик туғдириши мумкин ва белгиланган маълумотларни 
олиш қийин ёки қиммат бўлган соҳаларда вужудга келади. Бу ўз навбатида оз 
миқдордаги белгиланган маълумотларни катта миқдордаги белгиланмаган 
маълумотларни бирлаштирган ҳолда фойдаланувчи самарали машина ўрганиши 
алгоритмларини яратишга эхтиёж ошиб бормоқда. Ярим назоратли ўрганиш 
белгиланган ва белгиланмаган маълумотларни бирлаштириб таснивловчини 
яратувчи машина ўрганиши техникаси синфига боғлиқ хисобланади. Ярим 
назоратли ўрганишнинг иккита асосий муаммоси мавжуд бўлиб булар 
белгиланмаган маълумотлар хулоса чиқариш учун фойдали хисобланилиши ва 
белгиланмаган маълумотлар хулоса чиқариш сифатини оширишда 
ишлатилишидир. Белгиланмаган маълумотлардан самарали фойдаланиш 
маълум тахминларни талаб қилади. Белгиланмаган маълумотларнинг вазифаси 
потенциал хулоса чиқариш қоидаларининг соҳасини чеклашдан иборат бўлиб 
тўғри башоратчини танлаш кам миқдордаги белгиланган маълумотларни талаб 
қилади. Ярим назоратли ўрганишнинг кенг тарқалган тахминларига кластер 
тахмини, кўпқаватлилик тахмини ва мослилик тахмини киради. Кластер 
тахмини белгиланмаган маълумотлар кластерларга эга бўлиб хар бир кластер 
фақат битта синфга тўғри келади. Белгиланмаган маълумотдан кластерларни 
ажратиб олиш эхтимолий таснифлаш қоидалари учун соҳани кескин 
кичрайтиради. Энг содда холда, таснифлаш учун битта кластерда биттадан 
белгиланган маълумот тўғри келиши етарли хисобланади. Кўпқаватлилик 
тахминида маълумот кўп ўлчамли фазода кичик ўлчамли остки 
кўпқаватлилигда ёки унинг яқинида ётади ва шартли синф кўпқаватлилик 
атрофида жойлашади. Мослилик тахмини маълумотлар хар хил атрибутлар 
тўпламига эга эканлигига таянади. Бу ерда тахмин шундан иборатки ушбу 
атрибутлардан фойдаланиб олинган таснифлаш маълумотлар тўпламининг 
белгиланмаган қисми учун хам изчил бўлиши талаб этилади [13]. Ярим 
назоратли ўрганиш алгоритмларига трансдуктив таянч вектор машиналари, 
генератив моделлар, ўзи ўрнувчи алгоритмлар киради [14].  
Мустахкамловчи ўрганиш 
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Мустахкамловчи ўрганишнинг мақсади атроф мухит билан алоқа қилиш 
орқали ўрганиш имкониятига эга тизимни яратишдан иборат. Бу турдаги 
ўрганишда алгоритмнинг хатти-харакатлари изланувчи томонидан белгиланган 
мақсадга эришишда мукофотлаш ва жазолаш кетма-кетлиги орқали 
шаклланади. Хатти харакатларни моделлаш учун берилган намуналардан 
фойдаланадиган алгоритмларга эга назорат остидаги ўрганишдан фарқли 
ўлароқ мустахкамловчи ўрганишда алгоритмга эркин фаолият юритишга 
имконият берилади. Уриниш ва хатолар асосида мукофотларни оширувчи ва 
жазоларни камайтирувчи амалларни топиш имкониятини беради. 
Мустахкамловчи ўрганиш мукофотларни кўпайтириш учун нима қилишни 
ўрганувчи яъни, ҳолатларни амалларга боғловчи хисобланади. Бунда ўрганувчи 
қайси амални бажариши белгиланмайди балки, уларни бажариб кўриш орқали 
қайси амаллар энг кўп мукофот келтиришини аниқлаши керак бўлади. Идеал 
ҳолатларда амаллар нафақат жорий мукофотларга балки, кейинги вазиятларга 
ва улар орқали кейинги мукофотларга ҳам таъсир кўрсатиши мумкин. Синов ва 
хато усулида излаш ва кечиктирилган мукофотлаш мустахкамловчи 
ўрганишнинг асосий хусусиятларидан бири хисобланади [15]. 
Метамаълумотларни автоматик экстракция қилишда машина ўрганиши 
алгоритмларидан фойдаланиш 
Метамаълумотларни автоматик экстракция қилиш рақамли кутубхоналар 
тўпламларининг оммалашиши ва кенг фойдаланиш имкониятини яратишни 
таъминлайди [21] [22] [23]. Машина ўрганиши усуллари метамаълумотларни 
ишончли ва мослашувчан автоматик экстракция қилишни таъминлайди [20]. 
Hui Han ва б. [16] таянч вектор машиналаридан фойдаланадиган 
ҳужжатлардан метамаълумотларни автоматик экстракция қилиш усулини 
таклиф қилади. Академик мақолаларнинг бош қисмидан метамаълумотларни 
экстракция қилишни таянч вектор машиналари таснифлашга асосланган усул 
бошқа усуллардан самаралилиги кўрсатилган. Ушбу усул ёрдамида ҳужжат 
бош қисмининг хар бир қатори бир ёки бир нечта синфларга таснифланади. 
Аввалги итерацияда қўшни қаторларнинг башорат қилинган синф белгиларидан 
фойдаланиб итератив конвергенция процедураси қаторларни таснифлашни 
яхшилаш учун ишлатилади. Кейинги метамаълумотларни экстракцияси хар бир 
қторнинг энг яхши бўлак чегараларини излаш орқали амалга оширилади. 
Маълумотларнинг тузилиш андозалари ва соҳага асосланган сўз кластерлаш 
метамаълумотларни экстракцияси унумдорлигини ошириши мумкин. Бундан 
ташқари тўғри хусусиятларни нормаллаштириш ҳам таснифлаш 
унумдорлигини кескин оширади. 
Tkaczyk ва б. [17] CERMINE илмий адабиётлардан тузилмали 
метамаълумотларни автоматик экстракция қилиш тизимини таклиф қилади. 
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Мазкур тизим электрон илмий мақолалардан тузилмали метамаълумотларни 
экстракция қилувчи кенг қамровли очиқ кодли тизим хисобланади. Тизим 
модулли иш оқимига асосланган бўлиб, унинг эркин боғланган архитектураси 
индивидуал компоненталарни баҳолаш ва созлаш, алгоритмнинг мустақил 
қисмларини осон такомиллаштириш ва алмаштириш имкониятларини беради ва 
келажакда архитектурани кенгайтиришга ёрдам беради. Тизимни тадбиқ 
этишнинг кўп босқичлари назорат остидаги ва назоратсиз машинани ўрганиш 
техникасига асосланган, бу ўз навбатида тизимни янги ҳужжат тузилиши ва 
стилларига мослаштирилишини осонлаштиради. Катта миқдордаги 
маълумотлардан фойдаланиб амалга оширилган экстракция жараёнини 
баҳолаш аксарият метамаълумотлар турлари учун яхши самарадорликни 
кўрсатган.  
Safder ва б. [18] тўлиқ матнли академик ҳужжатлардан алгоритмик 
метамаълумотларни чуқур ўрганиш асосланган экстракция қилиш усули таклиф 
қилган. Қидириш тизимларининг ривожланиши катта хажмдаги матнли 
маълумотларни самарали олиш имкониятини беради. Аммо, бундай анъанавий 
излаш услублари аксарият холатларда олинган маълумотларнинг аниқлилик 
даражаси пастлигини кўрсатади. Алгоритмлар учун мўлжалланган 
AlgorithmSeer қидирув тизими илмий нашрлардан псевдокодлар ва юзаки 
матнли метамаълумтларни экстракция қилиб улар учун қидириш 
тизимларининг умумий услублрини тадбиқ этиш учун анъанавий ҳужжат 
сифатида кўради. Машина ўрганиши техникалари тўпламидан фойдаланиб 
алгоритмик псевдокодлар ва боғлиқ алгоритмик метамаълумотларни ўз ичига 
олувчи жумлаларни автоматик аниқлаш ва экстракция қилиш усуллари таклиф 
этилган. 
Skluzacek ва б. [19] Skluma: тартибсиз маълумотлар учун 
кенгайтириладиган метамаълумотларни экстракция қилиш тизими таклиф 
қилинган. Маълумотларни юқори тезликда кенгайиш эффектини юмшатиш ва 
маълумот репозиторийларини ташкил этишни автоматлаштириш учун Scluma 
тизими таклиф этилган. Ушбу тизим мақсад репозиторийни автоматик қайта 
ишлаб метамаълумотларни экстракция қилади. Skluma тизими турли 
метамаълумотларни шу жумладан, ўрнатилган тузилишга эга маълумотлардан 
олинган жамланган қийматларни, матнли маълумотлар ичидаги номли 
объектлар ва яширин мавзуларни, расмлар ичидаги контентни экстракция 
қилиш имкониятига эга. Skluma тизими файллардан метамаълумотларни 
экстракция қилишда кенгқамровли тахминий манбани амалга оширади. Файл 
турини аниқлашда машина ўрганиш усулларини қўллайди, метамаълумот 
экстрактори тўпламини динаммик равишда устуворлигини белгилайди ва 
амалда қўллайди, файллар ўртасидаги боғлиқликларга асосланиб 
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метамаълумотларни ўрганади. Олинган метамаълумотлар хар бир файл 
тўғрисида тахминий билимни тасвирлайди ва кейинчалик излаш ва ташкил 
этиш жараёнларида қўлланилиши мумкин. 
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