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A parameter free similarity index based on clustering ability
for link prediction in complex networks
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Link prediction in complex network based on solely topological information is a challenging
problem. In this paper, we propose a novel similarity index, which is efficient and parameter free,
based on clustering ability. Here clustering ability is defined as average clustering coefficient of
nodes with the same degree. The motivation of our idea is that common-neighbors are able to
contribute to the likelihood of forming a link because they own some ability of clustering their
neighbors together, and then clustering ability defined here is a measure for this capacity. Exper-
imental numerical simulations on both real-world networks and modeled networks demonstrated
the high accuracy and high efficiency of the new similarity index compared with three well-known
common-neighbor based similarity indices: CN, AA and RA.
PACS numbers: 89.75.Hc, 89.20.Hh
I. INTRODUCTION
Many complex systems can be modeled using complex
networks, such as social, biological and information sys-
tems, and the study of complex networks has attracted
increasing attention and becomes a popular tool in many
different branches of science [1–5]. Link prediction in
complex networks aims at estimating the likelihood of
the existence of a link between two nodes, and it has
many applications in different fields. For example, pre-
dicting whether two users know each other can be used to
recommend new friends in social networking sites, and in
the field of biology, accurate prediction of protein-protein
interaction has great value to sharply reduce the experi-
mental costs, especially when our knowledge is very lim-
ited. For example, 80% of the molecular interactions in
cells of Yeast [6] and 99.7% of human [7] are still unob-
served. Large amount of missing links make the observed
networks sparser, which of course leads to more difficulty
to predict.
The problem of link prediction can be defined in dif-
ferent backgrounds considering different information. In
this paper, we focus on link prediction relying on solely
topological information. There are three main kinds of
methods: local, global and quasi-local methods [8, 9].
Local methods [10–13] are always very efficient, while
global ones [14–17] are more accurate. Quasi-local meth-
ods, such as Ref. [18], can be designed by adding some
constraints on global ones, but always bring some param-
eters.
CN [10] is the most well-known local similarity index,
which regards pair of nodes with more common neigh-
bors is more likely connected by a link. The drawback
of CN is that all common neighbors are treated as the
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same, so that many pairs of nodes are given the same
likelihood. AA [11] and RA [12] indices solve this prob-
lem by distinguishing common-neighbors by node-degree
in different way. Some prediction results have shown AA
and RA can predict missing links more accurately than
CN for better resolution. But in some cases, degree is
still limited. For example, the max degree of some large
sparse networks is not very big, so degree is not able to
provide sufficient resolution in these cases. In this paper,
we will focus on this problem and give a novel similarity
index with better discriminative resolution.
Besides, there are also some sophisticated models to
solve the problem of link prediction. Clauset et al. pro-
posed an algorithm based on the hierarchical network
structure, which gives good predictions for the networks
with hierarchical structures [19, 20]. Guimera et al.
solved this problem using stochastic block model [21].
Recently, Linyuan Lu¨ et al. propose a concept of struc-
tural consistency, which can reflect the inherent link pre-
dictability of a network, and they also propose a struc-
tural perturbation method for link prediction, which is
more accurate and robust than the state-of-the-art meth-
ods [22]. Not only these methods can give good pre-
diction results in some networks, another significance of
these methods is to give insights into the mechanism of
link formation, network evolution, and even the link pre-
dictability [22]. However, there should be more effort to
make these methods efficient enough.
In this paper, we will propose a simple, efficient and pa-
rameter free similarity index based on clustering ability,
which is defined by average clustering coefficient of nodes
with the same degree. The study of Liben-Nowell and
Kleinberg showed that CN and AA perform better than
other seven well-known local similarity indices. Some
later literature showed that RA perform even better than
CN and AA. So we compare our method with the three
state-of-the-art common-neighbor based indices in exper-
2iments. Experimental results on 12 real-world networks
drawn from 6 different fields show that our method out-
performs other compared well-known common-neighbor
based methods. Especially, we find the new similarity in-
dex can always give impressive promotion in sparse net-
works with low average clustering coefficient. Further,
we verify this point employing a tunable network model.
II. METHODS
Considering an unweighted undirected simple network
G(V,E), where V is the set of nodes and E is the set
of links. For each pair of nodes, x, y ∈ V , we assign a
score sxy. Since G is undirected, the score is symmetry.
All the nonexistent links are sorted in decreasing order
according to their scores, and the links in the top are most
likely to exist. The common-used framework always sets
the similarity to the score, so the higher score means the
higher similarity, and vice versa.
A. Compared similarity indices
In this paper, we will compare our method with three
well-known similarity indices: CN, AA and RA. Their
definitions and relevant motivations are introduced as fol-
lows:
(1) CN (common neighbors) For a pair of nodes, CN
counts the number of common neighbors. In common
sense, more common neighbors indicates larger probabil-
ity to form/exist a link between two nodes. The defini-
tion of CN is given in equation (1), in which Γ(x) denotes
the set of neighbors of node x.
sCNxy = |Γ(x) ∩ Γ(y)| (1)
(2) AA (Adamic-Adar). AA refines the simple count-
ing of common neighbors by assigning the less-connected
nodes more weight, and is defined as equation (2).
sAAxy =
∑
z∈|Γ(x)∩Γ(y)|
1
log(kz)
(2)
(3) RA (Resource allocation). RA is also an index
based on common neighbors, and the motivation comes
from resource allocation dynamics on complex systems.
For a pair of unconnected nodes, x and y, the node x can
send some resource to y, with their common neighbors
playing the role of transmitters. In the simplest case,
assume that each transmitter has a unit of resource, and
will equally distribute the resource to all its neighbors.
The similarity can be defined as given by equation (3),
which measures the amount of resource y received from x.
Comparing with AA (Adamic-Adar), which only simply
replaces kz by log(kz), the little difference only makes the
results different significantly when the degrees of common
neighbors are comparatively high.
sRAxy =
∑
z∈|Γ(x)∩Γ(y)|
1
kz
(3)
In respect to CN, most other CN-based similarity in-
dices are design by weakening high-degree nodes or bring
some other link or structural information into the defini-
tion of measures. In one word, all these motivations can
be summed up in offering more discriminative resolution.
B. The new similarity index
The new index is called CA (clustering ability) and its
definition is given in equation (4).
sCAxy =
∑
z∈|Γ(x)∩Γ(y)|
C(kz) (4)
where C(kz) is the average clustering coefficient of
nodes with degree equal to kz. The clustering coefficient
of a node is defined in equation (5).
Ci =
2ti
ki(ki − 1)
(5)
where ti is the number of triangles passing through node
i and ki is the degree of node i.
The motivation of the CA index comes from the as-
sumption that common-neighbors can contribute likeli-
hood to a pair of nodes, because they have some ability
to cluster other nodes together. Please note clustering
ability has some difference with the current clustering
situation of a node. For example, we cannot say a node
with only two neighbors that are not connected has no
ability to cluster its neighbor together. On the contrary,
if the link between its neighbors is unobserved or missing,
we will totally make a wrong judgement. Thus, we use
the average clustering coefficient of nodes with the same
degree to estimate the clustering ability of a node, and
we think it is a more robust way.
One may ask whether there is a big difference between
C(k), 1/k and 1/log(k). The answer is definitely yes. We
plot C(k) versus k for all tested networks in Figure 1 and
Figure 2. It is easy to find in most cases their distribu-
tions on k are very different. There are two main aspects:
1) when degrees are relatively small, C(k) not only does
not decrease as fast as 1/k or 1/logk, but even increases a
bit for some networks, such as PPI1 and PPI2 networks.
In most cases, C(k) distributes a little flat or decreases
very slow when k is small; 2) when degrees are large,
the distribution of C(k) can be very broad, instead of a
straight line (RA) or a curve (AA). That means nodes
with similar degrees can provide very different contribu-
tions in forming a link.
3C. Estimation
To estimate the predicted results comprehensively,
here we employ two estimators: AUC and precision,
which are commonly used in other related literatures
[18, 22]. The basic preparation for calculation of the two
methods is the same. To test the precision of a prediction
algorithm, the observed links E is randomly divided into
two parts: the training set Et is treated as known infor-
mation, while the probe set Ep is used for testing and
no information in the probe set is allowed to be used for
prediction. Obviously, E = Et ∪Ep and Et ∩Ep = null.
In this paper, we consider 10% of links as test links.
AUC is a standard metric, the area under the receiver
operating characteristic (ROC) curve, to quantify the ac-
curacy of the prediction algorithms. In this situation,
it can be interpreted as the probability that a randomly
chosen missing link (belongs to Ep) is given a higher score
than a randomly chosen nonexistent link (which belongs
to U −E, where U denotes the set of all node-pairs). In
practice, the calculation of AUC is given as defined by
equation (6), where n is the times of independent com-
parisons, n′ denotes the times the missing links having a
higher score, and n′′ counts situations they have the same
score. A higher value of AUC indicates better results.
AUC =
n′ + 0.5n′′
n
(6)
Given the ranking of the non-observed links, the pre-
cision is defined as the ratio of relevant items selected to
the number of items selected. That means if we take the
top-L links as the predicted ones, among which Lr links
are right, then the precision can be defined as equation
(7). Higher precision indicates higher prediction accu-
racy.
precision =
Lr
L
(7)
III. EMPIRICAL ANALYSIS
A. Tests on real-world networks
In this paper, we will compare CA index with three
other well-known common-neighbor based similarity in-
dices on 12 real-world networks drawn from various fields.
PPI1 [23] and PPI2 [23, 24] are two protein-protein in-
teraction networks. Food [25] and Grassland [26] are two
food web networks. Dolphins [27] and Jazz [28] are dol-
phins and musician social networks. MacNeu [29] and
MouseNeu [30] are two neural networks. PB [31] and
Email [32] are two social networks from electronic infor-
mation systems. Grid [33] and INT [34] are two artificial
infrastructure networks. The basic topological features
of these networks are given in Table I.
TABLE I. The basic topological features of the 12 real-world
networks. N and M are the total number of nodes and links,
respectively. <k>is the average degree of the network. <d>is
the average shortest distance between node pairs. <C>is the
average clustering coefficient.
Nets N M <k> <d> <C>
PPI1 4036 10411 5.159 4.412 0.0682
PPI2 4385 12234 5.58 4.424 0.0911
Food 51 233 9.137 2.063 0.0813
Grassland 75 113 3.013 3.875 0.3377
Dolphins 62 159 5.129 3.357 0.259
Jazz 198 2742 27.7 2.235 0.6175
MacNeu 94 1515 32.23 1.771 0.7736
MouseNeu 18 37 4.111 1.967 0.2163
PB 1222 16714 27.36 2.738 0.3203
Email 1133 5451 9.622 3.606 0.2202
Grid 4941 6594 2.669 15.87 0.0801
INT 5022 6258 2.492 5.99 0.0116
In Figure 1, we plot the corresponding measure of
common-neighbor’s contribution for CA, RA and AA
in the twelve real-world networks. It shows that there
are big differences among the three indices, whether for
small-degree nodes or large-degree nodes. For nodes with
small degree, C(k), which indicates average clustering
coefficient of nodes with degree k, always decreases very
slowly with the increase of degree, and for PPI networks
the trend is even in the opposite direction. For nodes
with large degree, C(k) always distributes more broad,
rather than as a line or a curve.
First, we show the experimental results of the four effi-
cient methods evaluated by AUC in Table II, with those
entries corresponding to the highest accuracies being em-
phasized by black. All experimental results in this paper
are average of 100 runs. RA performs the best among all
methods. CA performs the second-best and is slightly
worse than RA. On five networks, AA, RA and CA get
the same results. On the rest of networks, RA gets four
best results and CA gets another three best results.
TABLE II. Link prediction accuracy measured by AUC on 12
real-world networks.
AUC CN AA RA CA
PPI1 0.714 0.715 0.715 0.715
PPI2 0.738 0.738 0.738 0.738
Food 0.397 0.409 0.419 0.445
Grassland 0.782 0.796 0.797 0.790
Dolphins 0.796 0.799 0.797 0.800
Jazz 0.956 0.963 0.972 0.962
MacNeu 0.944 0.945 0.949 0.946
MouseNeu 0.467 0.475 0.476 0.483
PB 0.924 0.927 0.929 0.928
Email 0.856 0.858 0.858 0.858
Grid 0.625 0.625 0.625 0.625
INT 0.653 0.653 0.653 0.653
Table III shows the precision results of the compared
4FIG. 1. Common-neighbor’s contribution versus degree for CA, RA and AA in 12 real-world networks.C(k) indicates the
average clustering coefficient of nodes with degree k.
indices on the 12 networks. Clearly, CA performs bet-
ter than all other three indices with a distinct advan-
tage. Among all tested networks, CA can predict more
precisely than AA and RA. Only on PB network, CN
gets a better result than CA. At the same time, big im-
provements are attained in many networks, such as PPI1,
PPI2, Food, Grid and INT networks. One may note that
all the above five networks have two common statistical
features: low average clustering coefficient and relatively
low average degree. If we look back at these networks in
Figure 1, we can find an interesting phenomenon: these
networks are exactly the ones in which the distributions
of C(k) are very different from 1/k and 1/log(k). We fig-
ure that this goes to show the capacity of CA in better
estimating the contribution of common-neighbors. The
large improvements may have relations with both low
average clustering coefficient and low average degree, al-
though it is hard to give a definite theoretical analysis.
We will give some more evidence on this issue employing
a network model in the following section.
B. Tests with PS model
To demonstrate the relationship between the advan-
tages of CA index and network features, we test the above
four similarity indices on artificial networks generated by
Popularity versus Similarity (PS) model [35]. PS model
considers the factor of popularity and similarity at the
TABLE III. Link prediction accuracy measured by precision
on 12 real-world networks.
Prec CN AA RA CA
PPI1 0.184 0.145 0.080 0.202
PPI2 0.236 0.196 0.109 0.240
Food 0.007 0.006 0.008 0.023
Grassland 0.064 0.126 0.126 0.126
Dolphins 0.128 0.114 0.095 0.130
Jazz 0.821 0.838 0.824 0.850
MacNeu 0.574 0.578 0.554 0.604
MouseNeu 0.046 0.047 0.047 0.052
PB 0.418 0.380 0.252 0.400
Email 0.293 0.320 0.256 0.328
Grid 0.120 0.098 0.080 0.131
INT 0.105 0.104 0.083 0.110
same time in the growing procedure of a network, so that
it can generate networks with more similar features with
those of real-world networks than some other well-known
models, such as WS model [33], BA model [36] and etc.
Two parameters of PS model are tuned in our analysis:
one is the temperature parameter T , which can be used
to tune the average clustering coefficient of the generated
network, and the other one is m, which is a parameter
controlling the average node degree <k> = 2m. The
parameter T ranges from 0 to 1 and a higher value corre-
sponds to lower clustering coefficient. We set two groups
of networks with m equal to 3 and 9, indicating spare
5and dense networks respectively. For each group, we give
three different values of temperature parameter T , as 0.1,
0.5 and 0.9, to generate networks with different average
clustering coefficient. For each combination of the two
parameters we generate 10 networks, and link prediction
algorithms run 10 times for each realization. The average
statistical features of their giant connected components
are given in Table IV.
We also plot C(k), 1/k and 1/log(k) versus degree k
for the artificial networks in Figure 2. Among these net-
works, the one with m equal to 3 and T equal to 0.9 is
our most interested network, which is sparse and with
low average clustering coefficient. More importantly, we
find that the distribution of C(k) versus degree is very
similar to what we see in Figure 1, i.e. for nodes with
small degree, the trend of C(k) is a bit ascending and for
nodes with large degree, C(k) distributes more broadly
with the growth of degree k.
Table V and Table VI show the link prediction results
of four similarity indices on these artificial networks with
different features. For results estimated under AUC, RA
and CA almost give the same results, which are a little
better than those of AA and CN. However when evalu-
ated by precision, the big differences appear as what we
see in real-world networks. Especially for the network
with m equal to 3 and T equal to 0.9, CA index out-
performs AA and RA by a large rate of 40% and 61.5%,
respectively. While on dense networks, differences among
the four indices are very small. Thus what we find on the
real-world networks are well verified by the test results
on artificial networks generated by PS model.
TABLE IV. The basic topological features of the giant com-
ponent of artificial networks generated using PS model with
different m and T. Other parameters of PS model are: N =
1000 (node number), ζ = 1 (curvature parameter), γ = 2.1
(power law exponent).
parameters N M <k> <d> <C>
m=3 T=0.1 946.1 3160.8 6.684 3.009 0.783
m=3 T=0.5 969.7 3040.2 6.271 3.212 0.416
m=3 T=0.9 848.3 1459.9 3.442 4.554 0.071
m=9 T=0.1 1000 9720 19.440 1.982 0.851
m=9 T=0.5 1000 8912.9 17.826 2.196 0.532
m=9 T=0.9 993.9 4026.9 8.103 3.029 0.160
TABLE V. Link prediction accuracy measured by AUC on
artificial networks generated by PS model.
AUC CN AA RA CA
m=3 T=0.1 0.961 0.978 0.98 0.98
m=3 T=0.5 0.859 0.872 0.873 0.873
m=3 T=0.9 0.606 0.608 0.608 0.607
m=9 T=0.1 0.986 0.994 0.996 0.996
m=9 T=0.5 0.924 0.943 0.948 0.948
m=9 T=0.9 0.712 0.72 0.72 0.72
TABLE VI. Link prediction accuracy measured by precision
on artificial networks generated by PS model.
Prec CN AA RA CA
m=3 T=0.1 0.482 0.663 0.687 0.657
m=3 T=0.5 0.174 0.2 0.193 0.211
m=3 T=0.9 0.036 0.03 0.028 0.041
m=9 T=0.1 0.962 0.984 0.986 0.985
m=9 T=0.5 0.352 0.363 0.369 0.37
m=9 T=0.9 0.101 0.101 0.091 0.099
C. Runtime
At last, we show the efficiency of CA index in Ta-
ble VII. Since the rest predicting procedures are the
same for different similarity indices in the link prediction
framework we used if similarity matrix is prepared, we
only show the time cost of calculating the similarity ma-
trix for the four indices. Clearly, CN runs fastest among
the four indices. In most cases, CA can run competitively
fast comparing with AA and RA. The most complex part
of CA is the calculation of clustering coefficient, which
has a computational complexity of O(Nd2max), where
dmax is the max degree of a network. Therefore, CA
is very efficient, especially for sparse networks.
TABLE VII. Computing time (in millisecond) of similarity
matrix for four similarity indices on 12 real-world networks.
The hardware environment is the same for all similarity in-
dices on the same network.
networks CA CN AA RA
PPI1 890.14 69.68 1223.93 906.19
PPI2 1083.52 81.74 1398.48 1060.61
Food 5.54 0.14 0.45 0.40
Grassland 5.99 0.11 0.57 0.48
Dolphins 6.51 0.13 0.49 0.43
Jazz 32.14 2.24 4.62 4.47
MacNeu 15.33 1.03 1.70 1.65
MouseNeu 2.08 0.08 0.25 0.24
PB 405.91 44.25 89.83 70.74
Email 182.46 10.13 84.57 79.04
Grid 1410.01 64.26 1185.65 377.06
INT 833.25 65.36 2039.75 393.49
IV. CONCLUSION
In this paper, we present a novel efficient and param-
eter free common-neighbor based similarity index, called
CA. The main difference from other well-known common-
neighbor based similarity indices lies in the way of eval-
uating common-neighbor’s contribution. CA index as-
sumes common-neighbor with higher clustering ability
contributes more to the likelihood of forming a link be-
tween a pair of nodes, and here average clustering co-
efficient of nodes with the same degree is used to mea-
6FIG. 2. Common-neighbor’s contribution versus degree for CA, RA and AA in artificial networks. C(k) indicates the average
clustering coefficient of nodes with degre k.
sure the clustering ability of nodes with this degree. In
both real-world networks and artificial networks, we find
our measure of common-neighbor’s contribution is very
different with those of AA and RA, and the bigger the
differences are, the better CA performs than AA and RA.
Experimental results on both real-world networks and
artificial networks show that CA index outperforms state-
of-the-art common-neighbor based similarity indices in
precision, especially on sparse networks with low average
clustering coefficient. Although the calculation of clus-
tering coefficient in CA index needs more time than AA
and RA, the time costs of CA on real-world networks
show that it is still a very efficient index. The computa-
tional complexity of clustering coefficient is O(Nd2max),
where dmax is the max node degree of a network. Thus,
the computational complexity of CA is nearly O(N) on
sparse networks.
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