There are currently a number of psycholinguistic models in which processing at a particular level of representation is characterized by the generation of multiple outputs, with resolution -but not generation -involving the use of information from higher levels of processing. Surprisingly, models with this architecture have been characterized as autonomous within the domain of word recognition but as interactive within the domain of sentence processing. We suggest that the apparent confusion is not, as might be assumed, due to fundamental differences between lexical and syntactic processing. Rather, we believe that the labels in each domain were chosen in order to obtain maximal contrast between a new model and the model or models that were currently dominating the field. The contradiction serves to highlight the inadequacy of a simple autonomy/interaction dichotomy for characterizing the architectures of current processing models.
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Models of psycholinguistic processing typically consist of a number of levels loosely corresponding to levels of linguistic analysis. Even where a model deals only with the operations of one level-for example, word recognition or parsing-some assumptions about its relationship to the other levels will usually be spelled out. In part, this is because models virtually always take a stand on one side or the other of what has come to form a Great Divide in psycholinguistic theorizing: interaction versus autonomy.
Consider models of syntactic processing. One of the defining issues is
