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Cancer is an evolutionary disease, in which heterogeneous populations of tumor cells can emerge,
proliferate, and disappear depending on selective and neutral processes. This principle has been
observed in many studies of acute myeloid leukemia (AML), which is the most common blood
cancer in adults. Clonal heterogeneity and evolution have been proposed to play a role in the
high relapse rate of this type of cancer. In order to understand this feature, it is crucial to
have adequate clinical and experimental models that can provide enough data to elucidate the
evolutionary history of a tumor, such as patient-derived xenografts (PDX). These models can be
combined with high-resolution sequencing technologies, such as single-cell RNA-seq, to provide
a detailed view of the heterogeneity and molecular features of the tumor. However, adequate
analytical tools have to be applied and developed in order to fully exploit such datasets.
Here I present the analysis of the clonal heterogeneity of an AML patient and the corresponding
PDX model, which was treated with multiple rounds of chemotherapy. This model allowed to study
the response of the tumor populations to the pressure induced by the therapy, and the possible
evolutionary forces behind it. Datasets for these AML samples were generated with multiple types
of sequencing methods, one of which was single-cell RNA sequencing. To enable the analysis of
somatic mutations and clonal populations in this kind of data, I developed a software package,
umivariants, which is capable of extracting and proofreading variant sequences by making use
of Unique Molecular Identifiers (UMIs), which are sequence barcodes that allow to distinguish
reads that come from PCR amplification duplicates. The benefits of employing this proofreading
approach for variant calling and for inferring the clonal identity of single cells were demonstrated.
Finally, I applied umivariants to the analysis of the single-cell data of the AML PDX samples that
were treated with chemotherapy, as well as other datasets with UMI-based sequencing.
xii Aims
Aims of the Thesis
The present work has been motivated by one of the crucial needs in biomedical science: to improve
the understanding of cancer, a vastly complex and diverse set of diseases. In spite of increasingly
sophisticated therapies, it is widely acknowledged that multiple aspects of its underlying biology
still make it one of the most complex clinical challenges. This is particularly true of acute
myeloid leukemia (AML), which has a high incidence of relapse despite a seemingly low number
of causal genetic factors. One of the fundamental mechanisms behind this phenomenon is clonal
heterogeneity, in which cell lineages acquire individual mutations and establish subpopulations
within the tumor. Such subclones have been found to expand in AML after chemotherapy
and become frequent in the tumor at relapse (Ding et al. [2012]). However, it is still unclear
whether these rare subclones are the main drivers of relapse in AML, or how often, and how the
clonal composition is shaped by all the genetic and environmental factors. Characterizing this
heterogeneity requires not only sensitive and precise methods, but also an evolutionary approach.
The main objective of this dissertation was to establish a framework for the analysis of the
clonal architecture in AML using the multiple omics datasets from clinical data at diagnosis
and relapse, as well as patient-derived xenograft (PDX) samples. I will describe the strategy to
call somatic cancer variants in the sequencing data, and how this information was used to infer
subclones and their frequencies. The analysis of clonal architecture and reconfiguration of clonal
frequencies during chemotherapy treatment will be shown.
The present study was made possible by the Munich Collaborative Research Center 1243.
Within this framework, collaborators extracted the primary patient samples and established
patient-derived xenografts, which allow to preserve clinical tumor samples in a mouse in-vivo
system that is amenable to replication and experimental manipulation (Vick et al. [2015]). With
one particular PDX sample, it was possible to perform an experiment in which samples were
treated with multiple rounds of chemotherapy. These samples were then analyzed with diverse
genomic, epigenomic, and transcriptomic methods.
Sequencing data of the PDX samples was prepared with diverse methods that employ sequence
barcodes called unique molecular identifiers (UMIs). This was particularly important for the case
of single-cell RNA sequencing (scRNA-seq). Therefore, another aim of this dissertation was to
develop umivariants, a software package that can use UMIs to proofread and call sequence variants
in datasets from multiple kinds of methods, particularly scRNA-seq. The package also uses the
UMI-corrected data to estimate variant allele frequencies, genotypes, and clonal assignment or
clonal frequencies in the samples. I will present the incorporation of umivariants to tools and
pipelines for processing particular types of data, as well as demonstrations of umivariants for the
xiv Aims
analysis of scRNA-seq and targeted sequencing datasets.
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1.1 Heterogeneity and Evolution in Cancer
1.1.1 The Biology of Cancer and Acute Myeloid Leukemia
Cancer can be defined as a set of diseases in which cells proliferate uncontrollably, which then
invade regions outside their tissue of origin. In its many forms, it represents the second leading
cause of deaths worldwide (World Health Organization [2020]). Cancer is a genomic disease,
characterized by genetic and epigenetic factors that lead to a disruption of the molecular mechanisms
that regulate the normal life cycle of healthy cells (Yates and Campbell [2012]). This is achieved,
on one hand, by upregulating the signaling pathways that sustain proliferation and the mechanisms
that lead to replicative immortality (e.g. telomere extension). On the other hand, cancers need
to avoid programmed cell death, growth suppressors, and immune destruction (Hanahan and
Weinberg [2000], Hanahan and Weinberg [2011]).
One particular family of cancers is that of leukemias. These are hematologic, i.e. blood cancers,
which originate from cells of the hematopoietic stem cell lineage. These can be classified initially
as acute or chronic depending on the rate at which the tumor cells divide; the other important
element for their classification is the actual lineage of the tumor originating cell. Acute myeloid
leukemia (AML) is the type that derives from abnormally or not differentiated hematopoietic
stem and progenitor cells, which infiltrate the bone marrow and peripheral blood (Döhner et al.
[2015]). AML is diagnosed when more than 20% of the bone marrow or peripheral blood cells can
be morphologically classified as myeloblasts, or when the cells present certain recurrent genetic
abnormalities (Arber et al. [2016]). AML entails a poor prognosis in adults over 60 years old, and
can be successfully cured in only about 35-40% of adults below that age (Döhner et al. [2015]).
AML patients are particularly prone to high relapse rates. Across multiple studies, more
than two thirds of the patients that enter complete remission have been observed to relapse,
generally within the first 5 years after the initial diagnosis (Yanada et al. [2008], Verma et al.
[2010], Oliva et al. [2018]). It has been shown that relapse AML samples can present additional or
different genetic alterations compared to the original tumor (Ding et al. [2012], Klco et al. [2014],
Shlush et al. [2017]). In order to obtain a deeper understanding of how these aggressive relapse
tumors develop in AML, as well as other cancers, it is therefore not only important to analyze
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Figure 1.1: Representation of the clonal evolution process. Each node corresponds to a cell, where
the first node (labeled ’N’) is the normal cell from which the founder of the tumor (’F’) originates.
Each line to a new node represents a cell division, and each cross mark (’X’) represents a driver
mutation event that defines a new clone or subclone. Adapted from Nowell [1976].
the molecular features that characterize the relapse tumors, but also to study how such features
emerge and expand in the cells. Evolutionary theory provides the exact framework to analyze how
tumors diversify and adapt to the pressure of treatments.
1.1.2 Clonal Evolution and Heterogeneity
Given that cancers emerge from mutations and pathway deregulation that increase their proliferation
- and thus their fitness - with respect to normal, healthy cells, it is natural to view this process as
akin to the evolution of species: new traits emerge in a population, and are eventually fixed or lost
by selection or drift. The basis for the paradigm of cancer as an evolutionary phenomenon was laid
out by the seminal paper of Nowell [1976]. In this work, cancer evolution is described by a model of
clonal evolution, in which the first neoplastic cell divides asexually, transfers its molecular lesions
to the next generation, and the process is repeated as the tumor expands (figure 1.1). Thus, all
cells from a neoplasm share a common set of mutations and/or chromosomal aberrations that can
be traced to one ancestral cell. At the species level, genomic recombination (driven, for instance,
by sexual reproduction) would lead to a mix and spread of those ancestral traits.
In the model of clonal evolution, tumor cells would not only retain a core of ancestral traits:
new generations of these cells eventually and independently acquire novel sets of mutations, which
are inherited to new offspring cells. This has the effect of increasing the diversity of the tumor cells,
thus generating new populations called subclones. Subclonal diversity has been widely observed
across tumors of all tissues, and has been frequently proposed as the origin of tumor cells that
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resist chemotherapy, lead to relapse, initiate metastasis, and evade immunological control (Hu
et al. [2010], Ding et al. [2012], Caswell and Swanton [2017]).
1.1.3 Mutations in cancer
Mutations in cancers are vastly diverse. Throughout the last decade, gigantic efforts by the
international community have been undertaken to characterize a comprehensive catalog of cancer
variants, giving birth to projects like The Cancer Genome Atlas (TCGA) or the Pan-Cancer
Analysis of Whole Genomes (PCAWG) (Cancer Genome Atlas Research Network et al. [2013],
ICGC/TCGA Pan-Cancer Analysis of Whole Genomes Consortium [2020]).
By analyzing variants from the big datasets of these consortia, a trend for their functional
importance has been revealed and consolidated. First, there are mutations known as drivers,
which directly increase the fitness of a tumor cell and are generally more frequently observed in
multiple patients (Greenman et al. [2007]). Driver mutations can be categorized in two groups:
gain-of-function in oncogenes, which are genes that stimulate cell growth, division, and survival;
and loss-of-function in tumor suppressors, which regulate cellular growth, DNA repair, and cell
cycle checkpoint activation (Lee and Muller [2010]). The appearance of new driver mutations
has been associated with subclonal expansions (Bozic et al. [2010]). The counterpart to driver
mutations are passenger mutations, which do not have a direct functional impact on cancer genes
and fitness. Passenger mutations can increase their frequency as a result of hitchhiking with driver
mutations during clonal expansion.
Another general category of cancer variants is by the kind of molecular lesion they entail.
Among genetic variants, which are direct alterations of the DNA sequence, we find single-nucleotide
variants (SNVs), also called point mutations, which entail substitutions among the different
nucleotides. Next are insertions and deletions (jointly abbreviated indels), which are the direct
addition or removal of short sequences with respect to the reference. SNVs and indels are also
categorized in terms of the effect on a protein sequence: if they fall inside the protein coding
sequence, they can be synonymous (no effect on protein sequence) or non-synonymous (altered
protein sequence); otherwise they are catalogued as non-coding. Mutations affecting a large
portion of DNA sequence, typically above 50 base-pairs (Liu et al. [2013]), fall in the category of
structural or copy-number variants (SVs and CNVs, respectively). These include large insertions
and deletions, segmental duplications, and chromosomal rearrangements. More aspects of these
mutations will be covered in sections 1.2.2 and 1.2.3.
In the last decade, it has been postulated that mutations in tumors tend to present patterns
that may reveal some of the underlying molecular and physiological mechanisms that led to
their emergence. These patterns are known as mutational signatures (Nik-Zainal et al. [2012],
Alexandrov et al. [2013]). Such signatures have been inferred from the study of the sequence
context (i.e. adjacent sequence) of the catalogue of somatic mutations from samples of all cancer
types in datasets like the TCGA. Some signatures have been associated with specific etiologies, such
as C to T deaminations that were correlated with aging and would be originated endogenously.
In contrast, other signatures have been attributed to mutagenic exposures such as ultraviolet
radiation or smoking (Alexandrov et al. [2013]).
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Figure 1.2: Estimation of genome-wide dN/dS values by Martincorena et al. [2017], across a)
multiple species, b) tumor samples from the TCGA database, and c) normal tissues. Figure
extracted directly from the original article by Martincorena et al. [2017], without modifications
(CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0/).
1.1.4 The Roles of Selection and Neutral Evolution
To complete the picture of cancer as an evolutionary process, the influence of natural selection
and neutralism needs to be addressed. There has been an extensive debate over the last few
years about whether Darwinian selection or genetic drift are the prominent forces that shape the
survival and diversification of cancer in its environment, and analyses of some of the currently
available big datasets of tumor genomes and mutations have led to contradictory interpretations.
On one hand, the adaptation of a classical measure of selection by the rate of nonsynonymous
versus synonymous mutations (dN/dS) yielded evidence for positive selection across most kinds
of tumors from the TCGA dataset (figure 1.2; Martincorena et al. [2017]). However, different
approaches reveal that certain cancers accumulate mutations at a rate that fits the expectations
from a neutral model (Williams et al. [2016]).
With these contrasting views, and the accumulating evidence, one unifying framework has
been to interpret the evolutionary forces in cancer as acting in a multi-step process (Wu et al.
[2016]): selection can have a more decisive role in the early establishment of the tumor, when driver
mutations confer a fitness advantage with respect to the normal tissue, even though positive and
negative selection tend to overlap and cancel each other’s effects. In later expansions, tumors
accumulate mutations by drift. Both processes shape subclonal diversity.
1.1.5 Evolution in acute myeloid leukemia
Many of the characteristic driver mutations in AML fall in genes that regulate hematopoietic
differentiation (NPM1, FLT3), DNA methylation (DNMT3A, TET2), or transcription factors
(RUNX1, CEBPA), among others. Characteristic mutations in these genes include not only SNVs
and indels, but also translocations and gene fusions (Saultz and Garzon [2016]). The majority
of mutations that are detected in AML have been generally inferred to accumulate randomly
throughout the life of the patient in healthy hematopoietic stem cells (Welch et al. [2012], Shlush
et al. [2017]). The diversity of mutations and subclonal populations has found to be an important
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feature of the AML samples at relapse (Ding et al. [2012], Klco et al. [2014], Shlush et al. [2017]).
In a targeted sequencing study of 1540 AML patients, Papaemmanuil et al. [2016] established
that DNMT3A mutations were often acquired early in the founder clone (which could be attributed
to clonal hematopoiesis), but eventually required additional mutations to achieve malignancy,
particularly NPM1 (but also RUNX1). Other mutations that frequently appear in the founder
clone of patients occur in TP53, IDH2, CEBPA, TET2, and NPM1 (Metzeler et al. [2016]). In
contrast, RAS mutations are more often subclonal, with NRAS mutations being more frequent
than those of KRAS (Papaemmanuil et al. [2016]). Another kind of subclonal mutations in AML,
which are nevertheless frequently found in many patients, are FLT3 tandem duplications (Metzeler
et al. [2016]).
In spite of the knowledge of such important driver mutations, it is not possible to use such
information to predict the scenarios that would lead to potential relapses, especially if a rare
subpopulation emerges with high fitness or resistance to therapy. In order to generate a better
understanding of the evolutionary dynamics in AML, it is necessary to make use of methods that
can provide a comprehensive profile of the genetic and molecular features that characterize the
clonal and subclonal populations. Furthermore, it is necessary to employ experimental models
where the effect of chemotherapies can be measured and interpreted in the context of tumor
heterogeneity.
1.2 Analyzing Tumor Heterogeneity in Next-Generation Sequencing
Data
1.2.1 The Landscape of Genomic and Transcriptomic Sequencing Methods
The last two decades have witnessed the surge and development of Next Generation Sequencing
(NGS) methods, which have enabled the high-throughput analysis of hundreds of thousands of
biological and clinical samples per year Goodwin et al. [2016]. The majority of studies and
applications up to the present time have made use of the sequencing-by-synthesis approach of
Illumina. This method relies on the generation of abundant short reads, typically within the
range of 50 to 150 base pairs.
Sequencing analyses can be designed in ways that offer different compromises between the
number of reads that cover a genomic region or the fraction of the genome that is covered by
reads; i.e., the depth and breadth of coverage. Whole genome sequencing (WGS) offers the most
comprehensive breadth of coverage, allowing the study of both coding and non-coding regions.
However, sequencing sufficient samples at depths that would be ideal for variant calling and clonal
inference, i.e. at least 200x reads (Griffith et al. [2015]), becomes expensive. Alternatively, it is
possible to focus only on the protein coding regions: with whole exome sequencing (WES), exonic
regions are specifically targeted, allowing deeper read coverage at a fraction of the cost of original
WGS. Finally, when only a set of specific genes is of interest, it is possible to perform targeted
amplicon sequencing (TAS) to obtain extremely deep coverage of that restricted set. In clinical
applications and studies, WES and TAS are can be effectively used to accurately characterize
patient samples where informative mutations are well known (Bewicke-Copley et al. [2019]). These
methods usually require the PCR amplification of their target regions.
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Sequencing has also been paramount to increase our capability to study gene expression. RNA
sequencing has become a commonplace technique over the last decade, having displaced the use
of microarrays due to its capability to characterize unexpected elements of the transcriptome.
RNA-seq has been most frequently applied to the study of differentially expressed genes between
samples. However, it has also provided huge opportunities for the study of alternative splicing,
translation, RNA structure, and even spatial transcriptomics (Stark et al. [2019]). The same
sequencing technology as for the genome can be used, but RNA first needs to be converted into a
library of complementary DNA (cDNA) by means of reverse transcription (RT).
The sequencing techniques themselves are not the only ones that have enabled the analysis
of ever more complex samples. Progress in sample and library preparation have been crucial to
sequence not only full organisms, but also tissues and, particularly, single cells. The latter will be
described in section 1.3
1.2.2 Somatic Single-Nucleotide Variant Calling
Sequencing technologies have made it possible to analyze millions of sequencing variants with high
reliability. This feat has required the development of specialized computational and statistical
methods. In general, such methods depend on comparing the observed sequence with a reference
genome and/or control samples, as well as evaluating the amount and quality of evidence that
come from the sequencing reads.
Some of the methods that have been designed to call somatic SNVs and indels are based on the
direct analysis of the pileup of allelic coverage, such as VarScan (Koboldt et al. [2009], Koboldt
et al. [2012]). VarScan calls germline and somatic variants by analyzing pileup files of tumor
and matched-normal samples jointly, and applies a Fisher’s exact test to determine significant
differences between the VAFs of the tumor and normal samples. Another option is to apply
Bayesian models on the coverage data, and two important somatic callers that use this approach
are MuTect (Cibulskis et al. [2013], Benjamin et al. [2019]) and Strelka (Saunders et al. [2012],
Kim et al. [2018]). Out of these algorithms, MuTect was the best performer in the ICGC-TCGA
DREAM mutation calling challenge, in which many tools were benchmarked using in silico tumor
genome data (Ewing et al. [2015]). Furthermore, MuTect2 has been shown to perform better at
detecting low-frequency variants than Strelka2 (Chen et al. [2020]).
MuTect has been implemented as one of the tools from the Genome Analysis Toolkit (GATK).
The GATK is not only designed as a software suite, but has also been conceived with a set of
best practices (Van der Auwera et al. [2013]; figure 1.3). In the GATK pipeline, the first step
is to align (i.e. map) the sequencing reads to a reference genome. For DNA sequencing (WGS,
WES, TAS, etc.), this is done using BWA mem (Li [2013]); for RNA-seq, STAR is recommended
(Dobin et al. [2013]). For the next steps, the reads are further pre-processed to reduce biases
due to PCR amplification or sequencing technology. Using the Picard suite (Broad Institute
[(Accessed: 2020/04/13; version 2.22.3]), reads coming from PCR duplicates of the same fragment
are identified, and a ’Read Group’ tag is added for sample identification. If the dataset is from
RNA-seq, reads spanning splice junctions are divided into separate reads with one of the GATK
modules. Afterwards, the GATK is used to recalibrate quality scores (which are provided with
the sequencing reads) at locations with known SNVs and indels, which could be a hotspot for
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systematic errors in sequencers. After the recalibration step, the reads are ready for actual variant
calling.
The GATK tools and best practices were originally conceived to call single nucleotide polymorphisms
(SNPs), i.e germline point mutations and small indels. This is done with the HaplotypeCaller
(Poplin et al. [2017]. This software implements an assembly of haplotypes based on the reads
around regions with candidate variants using de Bruijn-like graphs, an estimation of the likelihoods
of the observed reads using a hidden Markov model (HMM), and a final estimation of the genotype
likelihood.
In contrast to HaplotypeCaller, MuTect implements a Bayesian classifier, where the likelihood
of the model with a called variant at a given location of the genome is compared to the likelihood
of the variant being absent. These two likelihoods are estimated based on the number of reads
supporting each of the alleles, and the sequence qualities (the full mathematical model is described
in section 7.2.4). This is done to distinguish true variants from sequencing errors. The likelihood
model is applied on both the tumor and, preferentially, a matched normal sample, which helps
distinguish cancer somatic variants from germline or non-tumor variants. The likelihood values
provide a measurement of confidence in the called variant, and allow the model to have no
expectations of the variant allele frequency (VAF; equal to variant allele reads divided by total
coverage). Therefore, low frequency variants, like the ones from tumor subclones, can still be
detected and validated. In the latest version of the program, MuTect2, an assembly step like the
one from HaplotypeCaller is also employed (Benjamin et al. [2019]).
1.2.3 Copy-Number Variant Calling
Copy-number variants (CNVs) are another kind of frequent genetic alteration in cancers. These
comprise duplications and deletions of large chromosome segments of typically at least 50bp in
length, but often spanning mega-bp regions or whole chromosome arms (Liu et al. [2013], Lauer
and Gresham [2019]). In somatic cells, these generally come as a consequence of errors during
homologous and non-homologous repair, particularly in genomic regions with high complexity or
repeats (Hastings et al. [2009]). They can be produced by mechanisms of genomic instability in
cancer and defective regulators of repair pathways or cell division.
Calling copy number variants from NGS data requires other approaches than simply comparing
to a reference. One general principle is identifying positions where sequence coverage changes
noticeably, called breakpoints, which are used to establish defined CNV segments (Liu et al.
[2013]). This becomes complex to determine from short-read sequencing as the coverage signal is
grainy and fuzzy throughout the genome, and even more so when it comes from WES sequencing
only. Nevertheless, methods have emerged for both the WGS and WES scenarios. For instance,
using the packages described in the MARATHON pipeline (Urrutia et al. [2018]), it is possible to
call CNVs from either WGS or WES: CODEX/CODEX2 (Jiang et al. [2018]) are employed for
coverage normalization and total copy number estimation, while FALCON or FALCON-X employ
SNP information to assign CNVs to specific alleles (Chen et al. [2017]). This requires the usage
























- Panel of normals
- SNP database
- COSMIC















- Qual by Depth
- Clusters
Annotation and analysis
Figure 1.3: Pipelines for somatic and germline variant calling with the GATK best practices.
Adapted from Van der Auwera et al. [2013], Cibulskis et al. [2013], Broad Institute [2014 (Accessed:
2020/05/10], and Broad Institute [2020 (Accessed: 2020/05/10].
1.2 Analyzing Tumor Heterogeneity in Next-Generation Sequencing Data 9
1.2.4 Inference of Clonal Structure and Phylogeny
Sequencing data from cancer samples can provide information on the variants that characterize
tumor subclones, as well as their relative fractions in the sample. In principle, this can be treated
as a deconvolution problem, where the complete distribution of allele frequencies of all variants
is actually a mixture of VAF distributions from all subclones. When the variants, subclones, and
their frequencies are discerned from this mixture, it is possible to use this information to infer
their evolutionary relations.
A wide diversity of algorithms have been designed to infer clonal compositions and phylogeny
from DNA and also RNA sequencing data. An excellent overview is provided in (Schwartz and
Schäffer [2017]). Some of these approaches tackle the inference of clonality and the phylogeny
separately. One family of methods deals with the inference of subclones by VAF clustering
approaches, and two popular examples are SciClone (Miller et al. [2014]) and PyClone (Roth
et al. [2014]). SciClone applies a variational Bayesian mixture model that groups variants with
closely-correlated frequencies in multiple samples. It has been used for a number of landmark
studies on clonal heterogeneity in leukemias and other cancers (e.g. Klco et al. [2014]). PyClone
applies a Markov Chain Monte Carlo (MCMC) Bayesian clustering algorithm, and is able to
consider copy number information to convert VAFs into a cellular prevalence value (i.e. tumor
fraction). However, PyClone can lead to overclustering of the variants when a large number of these
is provided as input (Miller et al. [2014], Farahani et al. [2017]). Therefore, SciClone can be a more
adequate tool for datasets with high numbers of variants, such as WGS. An alternative approach to
these methods is Clomial (Zare et al. [2014]), a package that fit variant allele counts to a binomial
model with a expectation-maximization algorithm. It runs one model for multiple numbers of
clones, and chooses the best model (i.e. number of clones) based on maximum likelihood.
Clustering approaches do not themselves provide a framework for phylogenetic inference of the
subclones, which requires the use of additional algorithms. ClonEvol (Dang et al. [2017]) is one
such option: it parts from the assumption that the added cellular prevalence of daughter clones
should not exceed that of their parent (sum rule), and clonal orderings should be the same across
samples (cross rule). It tests these principles in all compatible phylogenies by bootstrapping the
variants, discards trees that violate the rules, and infers the best consensus tree across samples.
Other methods provide a complete framework for deconvolution and phylogenetic inference.
Canopy (Jiang et al. [2016]) is a framework that resolves clonal inference and phylogeny by
sampling trees with an MCMC method. It can incorporate clonal and subclonal CNV events
to the history. Like Clomial, it fits a model for a given number of clones at a time (although it
would be for the likelihood of a tree), and can also be preceded by a binomial pre-clustering step.
When performing tumor clonal inference from bulk data, it should be considered that low
sequencing depths and neutral evolution could lead to the inference of clusters with low-VAF
variants which do not reflect the true phylogeny of the tumor. The recently developed framework
MOBSTER (Caravagna et al. [2020]) attempts to fit such false-positive "neutral trail" clusters to a
model with neutrality assumptions and remove them from the analysis. On the other hand, clonal
inference precision can improve if sequencing is done at significantly higher depths (Griffith et al.
[2015]). Another solution, however, is to adopt a single-cell based approach, which would provide
exact estimates of mutational prevalence and co-ocurrence in the tumor cells. Such paradigm will
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be discussed in the following section.
1.3 Single-Cell Sequencing for the Study of Tumor Evolution:
Progress and Challenges
1.3.1 Single-cell RNA sequencing
One of the greatest breakthroughs in biology over the last decade has been the development of
single-cell genomics and transcriptomics methods. This has been of particular interest to study
cellular diversity in many contexts: during differentiation, development, and maintenance of tissues
and organs; in health and disease; and in evolutionary comparisons of cellular composition and
gene regulation. This progress has enabled the establishment of projects like the Human Cell
Atlas, which has the ambitious goal of characterizing in detail all the cell types that can be found
in the human body (Regev et al. [2017]).
In order to obtain this kind of knowledge, a huge focus has been placed on bringing gene
expression to the single cell level, thus giving birth to single-cell RNA-seq (scRNA-seq). scRNA-seq
techniques have grown exponentially in terms of their throughput and scalability: from tens of cells
in a single experiment in 2009, to hundreds of thousands in the present (Svensson et al. [2018]).
This has been made possible by the development of important methodological steps during library
preparation and sequencing:
• Handling and separation of single cells. This has been accomplished by splitting and
FACS-sorting the cells into single wells in plates, or by suspending them in an emulsion
and sorting them in droplets or microfluidic devices.
• The incorporation of DNA barcodes to transcript sequences during first-strand synthesis,
i.e. reverse transcriptions. Barcodes can be designed to label a specific cell in general (from
here on labeled BCs), but one real advance has been the design of random barcodes that can
tag individual transcripts. These are generally called Unique Molecular Identifiers (UMIs;
Kivioja et al. [2011]). UMIs make it possible to collapse the reads that are products of PCR
amplification, and instead count the original molecules (Islam et al. [2014]). This principle is
illustrated in figure 1.4. Furthermore, the barcodes allow to pool single-cell libraries in early
steps, as they can be demultiplexed during the analysis step based on the barcode sequence.
• PCR amplification of the cDNA library right after reverse transcription, which increases
the starting material and reduces the molecules that are missed during fragmentation and
sequencing.
It has been observed that UMI-based methods with early sample pooling, like SCRB or
mcSCRB-seq, allow for a more sensitive quantification of gene expression at lower costs per cell,
with increased power to detect differential expression compared to other methods (Ziegenhain et al.
[2017], Bagnoli et al. [2018]). It must be acknowledged, however, that UMI-based methods require
the incorporation of the barcodes via the primer for reverse transcription, and their detection is
therefore restricted to the end of the sequence where they were placed. This is not an issue for
full-length methods like Smart-seq (Ramsköld et al. [2012]) or Smart-seq2 (Picelli et al. [2013]),
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Figure 1.4: Using UMIs for transcript counting in scRNA-seq by collapsing PCR duplicates.
Adapted from Islam et al. [2014].
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which were shown to yield highly sensitive detection of gene expression in these benchmarks,
albeit at the expense of sacrificing the use of UMIs and their methodological and quantification
advantages. However, the recently developed Smart-seq3 protocol has been designed to produce
full-length and UMI-tagged libraries simultaneously (Hagemann-Jensen et al. [2020]).
scRNA-seq methods have been widely adopted to characterize and analyze cancer cell populations
since their inception. A few examples of their applications are the discovery of dormant, chemotherapy-resistant
cells in acute lymphoblastic leukemia (Ebinger et al. [2016]), the inference of developmental
hierarchies in oligodendroglioma (Tirosh et al. [2016]), and the association of clonal and driver
mutations in AML (Petti et al. [2019]), or other hematological malignancies (Nam et al. [2019]),
to their specific hematologic progenitor lineage.
1.3.2 Challenges in the analysis of somatic variants
Single cell data offer the unprecedented opportunity to analyze clonal evolution at the highest
possible resolution. However, given the reduced amounts of starting material, single-cell methods
are particularly sensitive to two noise from two opposite phenomena:
• If PCR amplification is employed, biases can be introduced and certain genes or regions can
become overrepresented, and sequence errors can also be introduced early on the library
preparation process.
• Certain genes or genomic regions will be missed due to insufficient coverage (especially in
genes with low or no expression in scRNA-seq), a phenomenon also known as dropouts.
Furthermore, amplification or sequencing errors could obscure variant detection.
To obtain precise variant calls in spite of those two error sources, several specialized methods
have been developed. For instance, Monovar (Zafar et al. [2016]) employs sample pooling and
dynamic programming to call variants and estimate genotype likelihoods across cells. SCIφ calls
mutations in single cells by jointly inferring their phylogeny (Singer et al. [2018]). Alternatively,
some pipelines have made use of HaplotypeCaller to call variants per cell, since these would appear
as fixed SNPs on each cell (see Poirion et al. [2018]) and (Zhou et al. [2020]).
Bulk SNV calling methods have been evaluated for their direct use in scRNA-seq datasets (Liu
et al. [2019]). On real and simulated SMART-seq2 data, Strelka2 and SAMtools-bcftools showed
the best levels of sensitivity and specificity, and HaplotypeCaller also had good performance. On a
10x dataset, FreeBayes had the highest sensitivity, albeit with a high false discovery rate. MuTect2
was the least adequate algorithm in their comparison for direct application on scRNA-seq.
Currently, there are also approaches for CNV calling in single cells, particularly from scRNA-seq
data. HoneyBADGER (Fan et al. [2018]) clusters the cells by smoothed minor allele frequencies of
SNPs, divides them into two groups, calls CNV regions with a hidden Markov model, and repeats
the procedure iteratively until no new CNVs are found. This also produces a CNV-based clonal
phylogeny. CaSpER (Serin Harmanci et al. [2020]) applies a smoothing of expression signal to
identify breakpoints, establishes segments with a hidden Markov model, and overlays them with
allelic frequencies. The authors of these methods claimed that they could achieve CNV calling at
10 Mb or gene-length resolution, respectively. Finally, in a recent publication, Petti et al. [2019]
employed a direct approach to call clonal variants that had been identified from enhanced WGS
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datasets in scRNA-seq, and used this to analyze clinical leukemia samples. They developed two
computational methods to perform variant pileup, UMI proofreading, and genotyping in 10x data:
cb_sniffer and vartrix.
Aside from improving the computational frameworks that detect variants, experimental methods
have been developed to increase coverage at variant sites. Genotyping of Transcriptomes (GoT,
Nam et al. [2019]) implements a modified 10x platform in which a small fraction of transcripts from
genes and loci of interest are deeply amplified with PCR during library preparation. UMI and cell
barcode information are preserved, and it is possible to relate the amplicon variant calls to the
single cell transcriptomes (and thus their inferred cell types) via the BC. They also developed the
IronThrone pipeline to perform variant calling in GoT data. MutaSeq is a similar method designed
for amplification during Smart-seq2 library preparation (Velten et al. [2018]). The method is highly
sensitive, but has the disadvantage of lacking UMIs. These methods rely on the amplification
of pre-specified loci during library preparation, but a method under development, Single-Cell
Transcriptome and Genotype (scTAG-seq), will provide an opportunity to amplify any locus from
an already available SCRB/mcSCRB-seq cDNA library (Johannes Bagnoli, Lucas Wange; personal
communication).
As these methods mature, and new datasets emerge, it also becomes necessary to develop
frameworks that can process the reads and barcodes, call the variants of interest, and use this
information for the analysis of clonal heterogeneity.
1.3.3 Clonal inference or mapping at the single-cell level
Several methods have been designed to infer clonal phylogenies from single-cell variant estimates,
while accounting for both false positive and negative calls due to amplification bias, sequencing
errors, and sparse coverage. These have been based on clustering, like SCG (Roth et al. [2016]),
or on a maximum likelihood approach with evolutionary assumptions: for the infinite sites model,
there is OncoNEM (Ross and Markowetz [2016]), which implements neighbor search heuristics to
explore the tree space, or SCITE (Jahn et al. [2016]), which implements an MCMC tree search
algorithm. On the other hand, SiFit (Zafar et al. [2017]) and SciCloneFit (Zafar et al. [2019]) are
based on the finite sites model. SCITE and SiFit produce single-cell lineage trees, while OncoNEM
and SiCloneFit are able to cluster these into subclones. All of these methods, however, remain
sensitive to very high dropout or false negative estimates, and may not be able to perform with
very high numbers of SNVs (a problem with e.g. OncoNEM).
Due to the sparsity of single cell approaches, there has been an interest in the field to combine
these datasets with the strengths from bulk sequencing. Some frameworks have been designed to
infer clones jointly from bulk and single-cell data, such as bSCITE (Malikic et al. [2019]), and
ddClone (Salehi et al. [2017]). On the other hand, other methods have been designed to use
the variant information from a previously inferred clonal architecture to map single cells to their
clones, and actually require scRNA-seq as input. Cardelino (McCarthy et al. [2020]) is a framework
that can extract variant allele counts of SNVs in the single-cell data, model allelic imbalance, and
estimate the likelihood of each cell to belong to each possible subclone while accounting for the
phylogenetic structure. clonealign (Campbell et al. [2019]) is another package that can do such
clonal assignment, but using CNV information.
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scRNA-seq is particularly challenging for the direct inference of clonality. This is not only
due to the inherent sequencing issues from single cell methods, but also because detection of a
variant would depend on the expression of its gene. Furthermore, as gene expression has been
demonstrated to occur in bursts which lead to stochastic monoallelic expression (Reinius et al.
[2016], Larsson et al. [2019]), this directly affects allelic coverage in a given cell. Nonetheless, a
few frameworks have been designed to handle this kind of data. SSrGE (Poirion et al. [2018])
determines expressed SNVs by fitting a LASSO regression between SNV detection and expression
levels. Then it uses the regression to estimate weights for the SNVs, scores them for potential
subpopulations, and clusters the cells. DENDRO (Zhou et al. [2020]) implements a beta-binomial
framework to model variant detection given dropouts and bursting, determines the cell genotypes,
and determines the subclones by clustering the cells.
While the progress in clonal inference at the single-cell level has advanced significantly with the
development of the previous approaches, there is still a fundamental need to ensure that the signal
of false positive variants is minimized in order to avoid the inference of spurious subpopulations,
or the incorrect association of single cells with a subclone. Otherwise, the conclusions on other
molecular and evolutionary features about such cells and populations could be misleading. It is
therefore critical to establish pipelines that can make use of tools like UMIs and multiple types of
omics data to proofread variant calling, and which can afterwards provide the corrected data to
the clonal inference method of choice.
1.4 Optimizing the Analysis of Tumor Evolution from Bulk
to Single-Cell Level
1.4.1 Unique Molecular Identifiers to proofread variant calling
The potential of UMIs for their proofreading capabilities has not only been used for scRNA-seq
applications, but also for accurate and ultra-sensitive variant calling in deep targeted approaches.
Protocols like single molecule molecular inversion probes (smMIPs) have employed UMIs to analyze
low frequency variants in cancer samples, and throughout clonal hematopoiesis (Hiatt et al. [2013],
Acuna-Hidalgo et al. [2017]). UMI-based approaches have also been used to obtain error-corrected
immune profiles (Shugay et al. [2014], Turchaninova et al. [2016]). In order to perform such
proofreading, these approaches have relied on calling a consensus sequence across the reads that
are labeled with the same UMI (Salk et al. [2018]). The concept of the UMI consensus parts
from the principle that one UMI should correspond to a single molecule (i.e. a transcript or a
fragment of genomic DNA), and a unique final sequence is determined from all the reads that are
barcoded with the UMI, which would correspond to PCR copies. By employing this technique, it
is possible to reduce the number of amplification and sequencing errors that are considered when
calling variants. An illustration of the concept is shown in figure 1.5.
Some computational methods have been created to proofread UMI-labeled sequences and call
variants. MAGERI (Shugay et al. [2017]) is a framework that first assembles a consensus sequence
from all the reads that are labeled with a UMI, keeping the most frequent nucleotide at each
position. Then, it uses a beta-binomial distribution to model errors during PCR amplification
and sequencing in order to exclude them from the true variant. A similar approach had been
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Figure 1.5: Calling the UMI consensus from multiple reads, and using the consensus sequences to
call variants. This example is shown for cDNA reads of a single-cell transcriptome.
implemented in MIGEC, which calls consensus immunoglobulin sequences in RNA-seq data (Shugay
et al. [2014]). Other approaches, as implemented by Hiatt et al. [2013] and in the fgbio suite
(Fennel et al.), employ the sequence quality scores to calculate the likelihood of each possible
nucleotide per position (i.e. given the error probability); this is used to estimate a posterior
probability, and the highest value determines the consensus. Standard variant calling methods
can be used afterwards. Finally, other methods perform variant calling after majority-vote UMI
collapsing, such as cellSNP (Huang et al. [2019]) or UMI-VarCal (Sater et al. [2020]). However,
these methods might not be suitable for the specific needs of clonal inference in scRNA-seq, and
their UMI collapsing techniques need to be evaluated.
1.4.2 Analyzing clonal heterogeneity in leukemia from patient-derived
xenografts
Clonal deconvolution within a single patient requires employing multiple samples, for instance from
different timepoints or regions - either sections of the tumor or also from a metastasis (Schwartz
and Schäffer [2017]). However, this poses a set of limitations for the comprehensive analysis of
clonal heterogeneity and evolution, particularly for hematologic malignancies. First, this restricts
the number of samples that can be realistically obtained and thus detection power, aside from the
health burden and invasive methods required for their extraction. Second, it is not always possible
to obtain sufficient biological material from the clinical sample to fully profile rare subclones, or
even to detect them in the first place.
In order to produce additional material for the study of cancers, diverse experimental models
have been established. In vitro systems, like cell lines and, more recently, 3D cultures and
patient-derived organoids have enabled the characterization of many kinds of tumors (Kennedy
and Barabé [2008], Gao and Chen [2015]). However, it has also been largely acknowledged that
the physiological conditions in the environment of the tumor play a decisive role in its molecular
composition, adaptation, and response to selective pressures, aside from the fact that successfully
established cultures might present significant molecular differences to their original tumors (Gillet
et al. [2013], Gao and Chen [2015]). Furthermore, AML has proven particularly difficult to preserve
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in in-vitro cultures (Aigner et al. [2013]). Therefore, in vivo models that can provide a resemblance
to the original host conditions represent a very valuable resource. Patient-derived xenografts
(PDX) are a system in which primary tumor cells from the patient are transplanted and grown
within an animal host, which is usually an immunodeficient mouse (Cho et al. [2016]).
PDX models have been a very useful tool to capture the heterogeneity of leukemia populations
for nearly three decades (Cesano et al. [1992], Sawyers et al. [1992]). Cells from AML PDX samples
have been shown to preserve many driver mutations that were present in the original sample patient
at similar allele frequencies, and in some cases can even be engineered and serially transplanted
(Vick et al. [2015], Wang et al. [2017]). Rare subclonal populations, and their corresponding
variants, have also been demonstrated to develop successfully and acquire predominance in some
PDX samples (Sandén et al. [2020]). Nevertheless, the versatility and throughput of PDX models
make them attractive for the study of multiple biological properties by applying multi-omics
methods, which can reveal valuable information about the biology of subclonal populations and
the mechanisms that could enable them to resist therapies.
1.4.3 Developing software for the analysis of clonal variants
The aforementioned computational methods for UMI-based variant proofreading have enabled
calling and correcting variants from the output of multiple protocols. However, each method has
been designed for certain specific types of input, output, and usage. This increases the complexity
and user workload during the integrative analysis of multiple UMI-based datasets. In order to
facilitate the analysis of clonal variants and heterogeneity across multiple types of UMI-omics data,
it is necessary to provide a set of tools and pipelines that provide homogeneous and reproducible
results.
In this work, I will introduce umivariants, a package written in the R language to extract,
proofread, and evaluate SNVs from a clonal architecture. The package also provides functions to
assign single-cell or sample genotypes, estimate variant allele frequencies, and perform accurate
cell-to-clone assignment. With this package, it is possible to obtain comparable results from
different UMI-based protocols, regardless of whether they are DNA- or RNA-based, sequencing
depth, barcode design, and so on. Furthermore, it makes it possible to evaluate the advantages of
different UMI consensus methods in samples with complex clonal architectures.
Chapter 2
Clonal Heterogeneity in a PDX
Model of Acute Myeloid Leukemia
under Long-Term Chemotherapy
2.1 Description of the AML-PDX Model
One important question in AML evolution is how clonal heterogeneity is directly affected by the
selective pressure of chemotherapy. Patient-derived xenograft (PDX) models have been used to
maintain and study cancer heterogeneity, and therefore represent a very useful experimental tool
to understand this phenomenon. A number of studies up to date have focused on analyzing the
clonal structure in PDX models immediately after treating with chemotherapy once, or passaging
multiple times without any selective pressure from chemotherapy (Sandén et al. [2020]). However,
how such structure is affected after multiple applications of the treatment remains unexplored.
A collaborative project of the SFB 1243 was designed to provide some insights to that question.
Samples from an established PDX model were engrafted into multiple mouse hosts, and these were
separated into treatment groups that received up to three doses of chemotherapy. Tumor cells from
these treated PDX were extracted before therapy, shortly after therapy, or after full-blown regrowth
depending on the treatment group. I analyzed the clonal architecture of the treated and untreated
PDX samples, as well as those from the original patient. Subclonal frequencies were estimated on
each sample and compared along the treatment stages (i.e. the treatment groups with one, two,
or three rounds of chemotherapy) in order to understand the evolutionary mechanisms that take
place as the therapy progresses.
2.1.1 Clinical information and PDX sample generation
The clinical samples were extracted from a 52-year old patient at diagnosis that presented a case
of acute myeloid leukemia with a t(2;11) translocation. Primary samples were taken from the bone
marrow at three stages of the disease: diagnosis, first relapse, and second relapse. Three kinds of
germline controls were extracted from the patient: minimal residual disease at full remission, after
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Gene AA Chr Position Ref Alt V-D V-R1 V-R2 V-491
NRAS Q61K chr1 115256530 G T 0.003 0.0 0.037 0.082
DNMT3A R882S chr2 25457243 G T 0.512 0.229 0.306 0.371
ETV6 P214L chr12 12022535 C T 0.487 0.214 0.249 0.42
KRAS G12A chr12 25398284 C G 0.007 0.0 0.0 0.355
PTPN11 D61H chr12 112888165 G C 0.442 0.267 0.276 0.492
RUNX1 N136K chr21 36252954 A C 0.423 0.215 0.318 0.536
BCOR P683fs chrX 39932551 G - 0.452 0.38 0.248 0.554
Table 2.1: SNVs of interest detected in the AML-LT HaloPlex analysis. The corresponding gene,
amino acid change (AA), genomic coordinates (chromosome, position) in the hg19 reference, and
alleles (reference and alternative) are shown. The last 4 columns indicate variant allele frequencies
(V) at diagnosis (D), first relapse (R1), second relapse (R2), and AML491 (491). Data provided
by Dr. Klaus Metzeler and Dr. Maja Rothenberg-Thurley (ELLF-LMU, SFB1243).
the first allogeneic hematopoietic stem-cell transplant, and after the second stem-cell transplant.
A PDX line (AML491) was generated by collaborators from the Helmholtz Zentrum München
(Dr. Binje Vick, Dr. Irmela Jeremias) from the first relapse sample, and transformed to express
mCherry and luciferase (Vick et al. [2015]).
The patient and AML491 samples were analyzed by collaborators from the group of Dr. Klaus
Metzeler for potential driver mutations at genes that are frequently mutated in AML. The Agilent
HaloPlex system was used to amplify exonic regions of a panel of 67 AML-relevant genes (Metzeler
et al., personal communication). 8 variants of interest were detected (table 2.1). The DNMT3A
R882S mutation in particular was persistent in the remission sample.
A sample from the AML491 PDX was grown and serially passaged into new mouse hosts. The
tumor content of one of such PDX samples (mouse 1021) was extracted, diluted, and transplanted
into separate mouse hosts. These were treated with one, two, or three rounds of chemotherapy
regime, and samples were taken at full-blown growth before the next treatment (stages I, III, V,
and VII), or when the tumor population was depleted after the therapy (stages II, IV, and VI).
In the particular case of stages V, VI, and VII, the tumors were not extracted from mouse 1021,
but from PDX samples of stage IV. Due to the extended number of chemotherapy cycles that
were used to treat the PDX samples, this was called the AML long-term experiment, or AML-LT
(figure 2.1).
Tumor cells from the PDX samples were FACS-sorted and aliquoted for multiple kinds of
genomic, transcriptomic, epigenomic, and functional analyses carried out by multiple groups of
the SFB 1243. Two ancestral PDX samples of the LT-experiment (652 and 1021), i.e. that had
been serially passaged from the original AML491, were also included as stage 0 (figure 2.2).
2.2 Clonal Inference in Whole-Genome Sequencing Data
2.2.1 Inferring the clonal phylogeny from somatic SNVs and Indels
3 primary patient tumor samples, as well as 5 LT PDX samples from stages I (1x), III (3x), and VII
(1x) were used to call somatic SNVs and indels, using the complete-remission and bone-marrow
donor samples as controls (sections 7.1.2 and 7.1.6). SNVs and indels were filtered based on the
normal controls, depth > 50, and a maximum VAF of 0.75 (figure 2.3). SNVs that passed all
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Figure 2.1: Scheme of the patient and PDX sample generation for the long-term experiment. In
the PDX block, the orange arrow indicates chemotherapy regime 1 (2x AraC 50 + DNX; 1x AraC
100), and the red arrows indicate regime 2 (3x AraC 100).
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Status Not available Failed QC Available
Figure 2.2: PDX samples used for the multi-omics analyses of the AML-LT experiment, divided
by chemotherapy stage.
filters were used to infer clone clusters using SciClone (Miller et al. [2014]). SciClone estimated
8 clusters in total (figure 2.4). Clusters 1 and 2 were fixed in the PDX samples. NRAS-Q61K
was assigned to cluster 3, and KRAS-G12A to cluster 4. Cluster 7 was only detectable in the
second-relapse sample, and contained the EZH2 SNV. Cluster 5 contained variants with low and
inconsistent VAFs across all samples, thus being a likely artifact, which was in contrast with the
consistent VAF values of variants in the other 7 clusters. Therefore, cluster 5 was excluded from
subsequent analyses.
I used the remaining 7 clusters, comprising 6384 variants, to infer the clonal phylogeny and
frequencies per sample with the ClonEvol package (Dang et al. [2017]). The inferred clonal
phylogeny (figure 2.5) indicates linear evolution from diagnosis to relapse, followed by branching
into the KRAS, NRAS, and second-relapse subclones. The KRAS and NRAS subclones produced
an additional distinct subclone each, which were only detectable in PDX samples from later stages
(III and VII).
Clonal fractions varied in the patient, and in the PDX samples throughout the long-term
experiment (figure 2.6). In spite of the limited number of samples, this analysis provides a
glimpse into the clonal dynamics that take place throughout chemotherapy stages. The KRAS and
NRAS subclones were not detectable in the patient samples; furthermore, these had a considerable
germline fraction. In the PDX samples, the stage I sample (28675) was predominated by KRAS,
even though the NRAS subclone was still detected with a fraction of about 0.055. Two samples
from stage III (26669 and 28648) had comparable fractions of both KRAS and NRAS, with sample
26669 also presenting the KRAS-2 subclone. The third sample (27077) was NRAS-predominant,
with a KRAS fraction of 0.051. The stage VII sample (26617) consisted entirely of the NRAS and
NRAS-2 subclones.
2.2.2 Mutational Profiles and Signatures
Given the well-delimited mutational profiles of each specific subclone, I was interested in analyzing
whether there these showed any particular patterns. GC-loss mutations were the most abundant in




















Depth > 50 in all samples
VAF < 0.75
6384Consistent VAF in cluster
All controls passed
Figure 2.3: Number of SNVs and indels that passed the filters in WGS. In the upper part, the
number of SNVs that passed the variant calling filters against all corresponding controls are shown.
The lower part shows filters for depth, VAF, and cluster consistency across all samples. Complete
remission was used as a control for all samples; Donor 1 was used as a control for first relapse,
second relapse, and PDX; Donor 2 was used as a control for second relapse.
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Figure 2.4: Variant allele frequencies of WGS SNVs and indels in the clusters inferred by SciClone.
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Figure 2.5: Clonal phylogeny of the AML-LT WGS dataset. Numbers in branches indicate the
amount of SNVs that defined the clone or subclone. Squared nodes indicate clones that were
present in the patient samples, and circular ones indicate subclones in the PDX samples.
the KRAS, NRAS, and second-relapse subclones (figure 2.7). An analysis of mutational signatures
of SNVs that were unique to each subclone, performed by Christopher Alford, revealed that
COSMIC signatures 18 and 24, with prevalent GC-loss mutations, were the most prevalent in
these three subclones (figure 2.8; Christopher Alford, personal communication). Signature 18 is of
particular interest, as its proposed etiology is the exposure to reactive oxygen species (ROS). This
signature has been previously detected in several leukemia samples (Ma et al. [2018], Alexandrov
et al. [2020]). In contrast, signature 1, which is associated with aging, was prevalent in the trunk
clone, but was absent from KRAS, NRAS, and second-relapse.
2.2.3 Using the mutational profiles to estimate the timeline for subclone
emergence
I estimated approximate age ranges per clone following a method that was introduced by Körber
et al. [2019]. In the original approach, they used the proportion of changes in mutational signature
1 (which was taken as the molecular clock) between diagnosis and relapse tumors to approximate
changes in somatic mutation rate and growth rate. This information was used to calculate
the approximate age of the tumor. I adapted this approach to be able to estimate the age of
each individual subclone, based on the prevalence of signature 1 on the sets of subclone-specific
mutations (section 7.1.10). However, this had the limitation that it was not possible to estimate
approximate times for the KRAS, NRAS, or second-relapse subclones, as their fractions of signature
1 were essentially 0.
The clonal ages for the founder and first-relapse clones are interpreted as time before obtaining
the corresponding patient sample (in weeks). To translate them into actual times before and after
initial diagnosis, I subtracted these values from the date at diagnosis. According to this estimate,
the founder clone was established about a year before diagnosis (estimate with mean growth rate:
55.125 weeks before; range: 66.124 - 47.263 weeks; figure 2.9). The relapse clone was estimated to
have been formed between 5.714 and 7.994 weeks before diagnosis, albeit at very low frequencies.
The exact age of KRAS and NRAS clones could not be estimated due to the lack of signature 1
prevalence. However, I have tentatively placed them as formed by the time of diagnosis due to
detection of the KRAS and NRAS variants at very low frequency in the HaloPlex dataset.
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Figure 2.6: Clonal frequencies in the AML-LT WGS samples, represented as bell plots. The x
axis indicates the emergence of each subclone, but does not represent real time. The frequency
that was actually observed in the sample corresponds to the last point. Bell plots were generated
using ggmuller (Noble [2019]).

























































Exposures of COSMIC Signatures per Subclone
Figure 2.8: Mutational signature prevalence in the AML-LT WGS subclones. Courtesy of
Christopher Alford.
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Figure 2.9: Estimated age per subclone with respect to the time of diagnosis. The x axis shows the
time in weeks before or after diagnosis. Colored dashed lines indicate sampling times for diagnosis,
first relapse, and second relapse.
2.3 Clonal Inference in Whole-Exome and Targeted
Sequencing Data
2.3.1 Overview of the Dataset
The analysis of the WGS samples was important to establish the general clonal architecture that
was present in the patient and that was preserved in the PDX samples. However, with only one
sample from stages I and VII, it was not possible to determine if the frequencies of the KRAS
and NRAS were necessarily the same in all samples from these stages. Furthermore, the three
samples from stage III might not have been representative of how the KRAS and NRAS subclone
frequencies changed after the first treatment with chemotherapy.
In order to obtain a more comprehensive picture of the frequencies of these subclones before and
after each treatment, I used whole-exome and targeted sequencing data from additional samples
(figure 2.2). WES data was available for 13 samples from stages I, III, and VII. Two kinds of
TAS data were produced: HaloPlex (23 samples from stages 0, I, III, and VII), and SimSen-Seq
(7 samples from stages 0, IV, and V).
2.3.2 Copy-Number Variants Were Stable in the PDX Samples
Given the diversity of samples that were available in the WES dataset, I considered that these
would be useful to estimate a the whole diversity of CNV regions throughout all treatment stages.
Allele-specific copy number variants were called on the exome data against normal controls using
the MARATHON pipeline (Urrutia et al. [2018]). Genomic regions with 1 or more adjacent CNVs
were filtered for a minimum length of 10 Mb. The full pipeline for CNV calling and filtering is
described in chapter 7.1.8. 5 major CNVs could be detected in patient and PDX samples (figure
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Chr Start (Gb) End (Gb) Size (Mb) Samples Genes Type
chr6 1.727 28.358 26.632 R2 812 Del; + Dup (R2)
chr6 28.358 36.713 8.355 R2, PDX 506 Del
chr7 90.004 158.851 68.848 R1, R2, PDX 1395 Del
chr16 31.771 33.962 2.191 D, PDX 130 Del
chr16 33.962 46.637 12.676 PDX 87 Del
Table 2.2: AML-LT CNV regions. Genomic coordinates (hg19), size, affected samples, and
overlapping genes are shown. D = Diagnosis, R1 = Relapse 1, R2 = Relapse 2, PDX = PDX; Del
= deletion; Dup = duplication.
2.10, table 2.2). Interestingly, the same unique set of CNVs was detected in all PDX samples,
irrespective of the stage.
Two CNVs were present since the emergence of the founder or first-relapse clones. A 2.19-Mb
deletion in chromosome 16 was observed in the diagnosis and PDX samples, and is adjacent to
a 12.66-Mb deletion that is exclusive to the PDX samples and affected both chromosomes. A
68.85-Mb deletion in chromosome 7, covering most of the q-arm, was present in the first relapse,
second relapse, and all PDX samples. One of the driver mutations of the second relapse, in
the EZH2 gene, is in the major copy of this deletion. Finally, a complex set of CNVs can be
observed on chromosome 6. An 8.35-Mb deletion was observed in the PDX samples, which could
be affecting both major and minor copies similarly (or which could not be definitely associated to
one chromosome). This same CNV was present in the second relapse sample, but was detected as
a deletion in the minor copy and a duplication in the major copy. It is adjacent to a 26.63-Mb
deletion/duplication in the second relapse.
In the pathway enrichment analysis of the CNV genes that were shared among all PDX samples
(and thus both KRAS and NRAS subclones), the most significantly enriched pathways are related
to immunological responses: interferon signaling, MHC antigen presentation, TCR signaling, and
other related pathways. As seen on figure 2.12, this enrichment can be partly explained by
the abundance of HLA genes that are located in chr6. Interestingly, there was also significant
enrichment for oncogenic MAPK signaling, with genes such as BRAF, RASA4, and KDM7A. There
was also enrichment for metabotropic glutamate/ pheromone receptors due to the abundance of
TAS2R genes (in chr7), which encode taste receptors.
2.3.3 Inferring the clonal phylogeny with the Canopy package
Somatic SNVs and indels were also called in the WES patient and PDX data with MuTect2,
following the GATK best practices. After filtering for enriched exonic regions, depth, VAF, and
CNV overlap (see 7.1.6), 75 variants were kept for further analysis (figure 2.13).
The 75 SNVs and indels were used to re-infer the clonal architecture in the PDX samples
using the Canopy package version 1.3.0 (Jiang et al. [2016]). The second-relapse sample was not
included in the analysis, as variants from its corresponding subclone had not been called in the
PDX samples. CNV events were not considered for clonal inference, as the identical set was called
in all PDX samples and would therefore not be informative of the phylogeny.
The Canopy tree reflects the initially linear and then branching structure that was obtained
from WGS, even though the NRAS-2 subclone was not detected (figure 2.14). In this tree, the
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Copy Major allele Minor allele
Figure 2.10: CNVs in the AML-LT exome dataset (patient and PDX samples). The x axis indicates
chromosomal coordinates; full chromosome lengths are shown. The y axis indicates the copy
number of the major or minor copy (which are indicated with colors).
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Figure 2.11: Reactome pathways that were enriched for genes in the CNV regions that were shared
across all PDX samples.
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Figure 2.12: Gene networks of the reactome pathways that were enriched for genes in the CNV
regions from PDX samples.
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Passed MuTect2 filters in at least one sample 75,012
Not in normal or germline in any sample 2502
In enriched exome regions 963
Depth > 50 498
VAF ≥ 0.2 and 4 ALT reads in at least one sample 87
VAF ≥ 0.1 in at least two samples 79
Not in a CNV region 75
Figure 2.13: Exome SNV filters and remaining number of variants on each step
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Figure 2.14: Clonal phylogeny inferred from the AML-LT exome dataset (without second relapse).
Numbers in branches indicate the amount of SNVs that defined the clone or subclone. CNV events
are indicated in the branches where they occurred; the added copy number (major + minor copy)
is color coded.
NRAS subclone had more associated variants than KRAS + KRAS-2. The figure also shows the
branches in which CNV events occurred, and these were all present in the final PDX samples (the
last CNVs in chr6 and chr16 appeared after the relapse clone).
All 12 variants of the founder clone were completely fixed in the PDX samples, with VAFs
generally close to 0.5 (figure 2.15). VAFs from the first-relapse clone were also mostly constant
and in the range between 0.4 and 0.6, although some also had values between 0.2 and 0.4. VAFs
from variants in the KRAS and NRAS clones were generally within close ranges in the samples
where these variants appeared. One exception was one single SNV in the KRAS subclone, which
had lower VAF values than the rest of the KRAS SNVs. This SNV was assigned to another KRAS
branching subclone, but since this was not suggested by the WGS analysis and it was a single point
of evidence, I assigned it to the initial KRAS subclone for now. The KRAS-2 subclone consisted
of only 2 variants at this point, which were not simultaneously detected in a same sample. This
could also be attributed to noise due to low frequencies.
2.3.4 Integration with ultrasensitive amplicon data
To obtain KRAS and NRAS clonal fractions in samples that were not subjected to WGS or
WES, I employed the data from two deep targeted sequencing approaches. The first one was the
aforementioned HaloPlex analysis (section 2.1.1). For the second approach, SNVs of the KRAS
and NRAS subclones were sorted by coverage across samples and the correlation of their VAFs with
respect to those of the KRAS and NRAS SNVs (Spearman’s rho). The top sites were evaluated
for multiplexed amplification and iteratively discarded until a suitable subset was found. These
sites, which are shown in table 2.3, were used by Daniel Richter for genotyping additional PDX
samples from stages 0, IV, and V using SiMSen-seq, which is a targeted, UMI-based ultra-sensitive
sequencing protocol (Ståhlberg et al. [2017]). He called the targeted SNVs using MAGERI, version
1.1.1 (Shugay et al. [2017]).
To estimate clonal fractions from additional samples where only targeted amplicon re-sequencing
data were available, KRAS and NRAS SNV VAFs were used directly to estimate their clonal
frequencies. The mean VAF of SNVs in the panel that were assigned to the trunk of the phylogeny
were used to estimate the total tumor fraction in the sample. The difference of the tumor fraction
minus the KRAS + NRAS fractions was assigned to a combined founder/first relapse clone, as













































































































































































Figure 2.15: VAFs of the variants that define each clone in the AML-LT exome dataset. The plot is
faceted vertically by sample type (PDX or patient), and horizontally by subclone. Shapes indicate
SNVs in genes that were analyzed by HaloPlex, and their VAFs were obtained from HaloPlex read
counts.
Gene Chrom Position Ref Alt Subclone
CREB3 chr9 35735991 G T KRAS
CSMD3 chr8 114111154 C A NRAS
KRAS chr12 25398284 C G KRAS
NLRP3 chr1 247588686 G T KRAS
NRAS chr1 115256530 G T NRAS
Table 2.3: AML-LT variants targeted with SiMSen-seq. Genomic coordinates and associated clone
(from the exome analysis) are shown.
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the latter could not be distinguished. The germline fraction was calculated as 1 - tumor fraction.
The addition of samples with respect to the WGS dataset helps to complete the picture of
the clonal dynamics (figure 2.16). One interesting feature is the detection of a low fraction of
the relapse clone in the diagnosis sample. Next, it can be observed that stages 0 and I show
a predominance of KRAS (either pure or KRAS + KRAS-2) in most samples, which becomes
an intermediate frequency in most samples of stage III. However, from stage IV onwards most
samples tend to have one predominant subclone once again, with a majority of them showing a
larger KRAS fraction.


























































Figure 2.16: Clonal frequencies in the AML-LT exome and targeted datasets. The type of dataset
is indicated by the transparency.
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Chapter 3
umivariants: An R Package for
Analyzing Clonal Variants in
Sequencing Data with Unique
Molecular Identifiers
3.1 Calling Variants from Single-Cell RNA-Seq with Unique
Molecular Identifiers
3.1.1 An approach to proofread variants in scRNA-seq for the study of
clonal heterogeneity
As demonstrated by the case of the AML-LT experiment, the detailed analysis of somatic variants
is important to infer cancer heterogeneity and to track clonal frequencies. For this very purpose, it
is critical to tap into the potential of single-cell techniques such as scRNA-seq methods. These can
not only provide the highest possible resolution into the subclonal variant composition, but have
become sufficiently accessible and affordable to enable their widespread use. However, as described
in section 1.3, these methods rely heavily on PCR amplification to increase the signal from the
starting biological material. The amplification step is a potential source of sequence errors that
can lead to call false positive variants, or to mask the true ones. UMIs therefore represent an
important tool to proofread such errors, as amplification duplicates can be collapsed into a single
value that removes the signal of errors that come from individual reads.
My aim is to improve variant calling in scRNA-seq in order to enable a precise estimate of the
subclonal composition in tumor datasets. To fulfill this goal, here I propose a general approach
for the application of UMIs to proofread sequences and call variants in scRNA-seq (figure 3.1). In
principle, it would not depend on direct variant discovery on the scRNA-seq dataset, but require
a set of variants that have been called and associated with clones in data from bulk DNA-seq
methods, such as WGS or WES (as recommended by McCarthy et al. [2020] or Petti et al. [2019]).
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Known subclonal variants
Variant pileup with UMIs UMI consensus
Coverage and VAF SNV score
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Figure 3.1: Flowchart with the approach for variant proofreading and calling in scRNA-seq using
UMIs.
Sequences of the variant sites would be extracted from the scRNA-seq reads to generate a pileup
table. The proofreading step would be performed on the pileup by generating a consensus across
all values per UMI per position. After proofreading, the UMI-consensus sequences are used to
calculate the coverage (total and per allele) of each variant per cell. These corrected coverage
values are provided to a variant calling model, which gives a confidence score. This information
is used to determine the genotype of each variant per cell. The mutational profile of each cell is
finally used to assign it to one of the clones from the bulk DNA-seq annotation. The steps of this
approach have been implemented in the umivariants R package.
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3.1.2 Extracting variants and reads with UMIs
In order to extract the variants of interest and their sequences in the scRNA-seq dataset, input files
with the corresponding information have to be provided to umivariants. Sequences at the variant
positions are scanned in the file with the UMI-barcoded reads, and the nucleotide or indel value
at the site is reported per read with its corresponding UMI and sample barcode (BC) sequences.
In umivariants, this is achieved with the scan_UMI_bam() function.
To extract the variants of interest, the user needs to provide the following information in
an input file: their chromosomal coordinates (chromosome name, start position, optionally end
position and strand), the reference allele, and the variant allele. The input file with the variants
can be provided in three different formats. The first one is the Variant Call Format (VCF), which
was designed by the 1000 Genomes Project Analysis Group (Danecek et al. [2011]). This is the
standard format of the output files produced by MuTect2 and HaplotypeCaller, as well as most
other widely used variant callers. The second possibility is the BED format. This is a tabular
format where the first three obligatory columns contain the coordinates of the variant. The actual
alleles need to be provided in optional fields. The final possible input format is a custom text
table, which needs to contain the required columns with the variant location and alleles.
scRNA-seq reads from which the variant sequences are to be extracted should be mapped with
the appropriate software. I would recommend using zUMIs (Parekh et al. [2018]) with the STAR
aligner (Dobin et al. [2013]), but CellRanger (Zheng et al. [2017]) is an appropriate pipeline for 10x
datasets as well. Both zUMIs and CellRanger produce a BAM file (Li et al. [2009]) with tags (i.e.
fields) that contain the UMI and sample BC sequences that were associated with each read. The
exact name of the tags containing the UMIs and BCs needs to be provided to scan_UMI_bam().
If a pipeline that incorporates the UMI/BC sequences to the read identifier was employed, the
sequences can be parsed using separators or regular expressions.
Variant sequences are extracted from the reads in the BAM file together with their corresponding
UMIs and BCs. The function is capable of handling SNVs, indels, and multi-nucleotide replacements;
it can also make use of multiple threads to process multiple variant sites simultaneously (see
section 7.2.2). The output of this step is a pileup table that contains the information of the start
position of the variant (chromosome and location), the UMI sequence, the sample barcode (BC)
sequence, the sequence quality score (Phred-scaled and ASCII-converted), mapping quality score,
and optionally the read query name. Such table contains the necessary information for subsequent
steps of UMI-consensus based proofreading.
3.1.3 UMI proofreading and collapsing with consensus
The UMI consensus step consists in collapsing the sequences from all reads that are associated with
the same UMI, position, and sample BC into a single value. The goal of this step is to harness the
power of all available PCR duplicates to reduce the number of amplification or sequencing errors
that might lead into false positive variant calls. The principle behind the UMI consensus is the
assumption that, since every UMI should be bound to a single transcript during the first-strand
synthesis, a unique sequence is expected for any transcript-UMI combination. That means that
all the reads from each UMI should have the same sequence. Any deviations would be attributed
to amplification or sequencing errors.
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Figure 3.2: Graphical illustration of the UMI consensus methods implemented in umivariants
To compute the UMI consensus, parameters like the nucleotide frequency or sequence quality
can be considered. Three different methods that make use of this information have been implemented
in umivariants (figure 3.2; section 7.2.3). The first one is the Majority vote, in which the allele
with the highest frequency is taken as the consensus. Sequences can be filtered to have a minimum
quality value before computing this consensus. The second method is called MaxQualSum
method, which stands for ’Maximum Quality Sum’. In this method, the consensus based on the
sum of quality scores (Phred scores) of the reads of a UMI that have a certain allele (i.e. nucleotide
or indel). This method was conceived as an alternative to the direct majority vote, in order to
balance the evidence for each allele in cases in which multiple reads of low quality support one
value, and fewer reads with high quality support another. The third consensus method available is
fgbio, an implementation of the method from the fgbio software suite (Fennel et al.). This consists
of a likelihood model of each possible nucleotide at the variant site, given their count and Phred
scores. The consensus nucleotide is the one with the highest posterior probability, estimated from
the likelihood of the nucleotides. The fgbio method provides a robust confidence estimate of the
quality of the consensus sequence, but is only adequate for SNVs and not for indels.
The three UMI consensus methods estimate a Phred-scaled consensus quality score (CQS),
which attempts to represent the sequence quality of the consensus reads. In the case of the
majority vote method, the CQS is estimated with the method implemented in MAGERI (Shugay
et al. [2017]), which is calculated from the frequency of the consensus allele in the UMI and scaled
to a maximum value of 40 (see section 7.2.3). The CQS in MaxQualSum is equal to the mean
Phred score of the sequences with the consensus allele. The CQS of the fgbio method is obtained
from the posterior probability of the consensus nucleotide, after applying the likelihood model.
The output table of the UMI consensus step of umivariants contains the UMI, sample BC,
position, consensus nucleotide, total reads per UMI, read count and fraction with the consensus
nucleotide, and specific output of the consensus method. Based on this output, the proofread
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sequence values and the UMI counts per sample can be used to compute the coverage of the
variant site (total and per allele), as well as variant allele frequencies (VAF). These two metrics
can be estimated and plotted by umivariants to give an overview of the support for variant calling,
and are required for steps further downstream in the pipeline (variant scoring and genotyping).
3.1.4 Variant calling and genotyping per sample
After proofreading the input sequences with the UMI consensus, it is possible to perform variant
calling on each of the single cells. To do this, the allelic coverage and CQS values need to be
provided to a mathematical framework that can determine if the variant can be effectively detected
in the sample. The variant caller can estimate a score that reflects the confidence on the detected
variant.
In order to perform the variant calling and scoring, I have implemented two methods in
umivariants. These are implementations of two published variant callers. The first one isMuTect.
This is the Bayesian classifier of the somatic variant caller from the Genome Analysis Toolkit
(Cibulskis et al. [2013]). The score of this method corresponds to a log odds (LOD) score of the
likelihood of presenting the variant versus having only the reference sequence (section 7.2.4).
The second implemented SNV calling method is MAGERI (Shugay et al. [2017]). In contrast
to MuTect, this model was designed for UMI sequencing data, where the consensus was computed.
MAGERI is based on a beta-binomial model which was designed to account simultaneously for
amplification and sequencing errors, based on empirically-determined polymerase substitution
rates (section 7.2.4). One fundamental difference that needs to be considered in the umivariants
implemetation of MAGERI with respect to the original software is that the latter performs an
assembly of all the reads that belong to a UMI in order to generate a single consensus read,
while the umivariants version only gets the consensus for a single site. The original MAGERI
pipeline aligns the UMI consensus reads to the reference with a Smith-Waterman algorithm, while
umivariants expects an input dataset that has already been mapped to the reference.
Each of these two scoring techniques has some limitations. The MuTect method requires
extensive calculations of the variant calling likelihood, based on the Phred scores from all the
consensus sequences. On the other hand, the MAGERI score is only defined for substitutions, not
for indels, and to obtain fully accurate parameters, extensive analyses of the error rates of specific
polymerases would need to be conducted.
The scores reported using either the MuTect or MAGERI methods can be employed to produce
a final list that reflects the observed genotype of all variants of interest per sample. To this end,
a threshold on the SNV score from the variant caller can be applied to determine if the variant
was detected on each cell or not. Combined with the coverage and VAF values, the status can be
further classified into one of the following genotypes: homozygous reference (0/0), heterozygous
(0/1), homozygous variant (1/1), or undetermined (-/-). In scRNA-seq, it is important to consider
that low expression and coverage values can lead to the detection of a single allele. Therefore, an
additional heterozygosity score, based on the binomial distribution, was implemented in umivariants
to label potential heterozygous variants when these are genotyped as homozygous variant due to
low coverage (see section 7.2.5).
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3.1.5 Assigning single cells to clones
After calling the variants and their corresponding genotypes on each of the cells, it is possible to
proceed to the final step of the umivariants approach: inferring what is the clone or subclone from
which each of the cells originated. If the expected clonal structure is available (i.e. from a WES
or WGS analysis), the phylogeny can be used for clonal assignment based on the genotypes and
coverage values.
Two methods were implemented for clonal assignment of single cells. The first one, Simple
Assignment, labels the cell with the clone that has the highest number of detected variants (based
on the genotype). If all the detected variants are shared between possible ancestral and daughter
subclones, the method assigns the most ancestral one to the cell. The second clonal assignment
method is Cardelino (McCarthy et al. [2020]), which takes the variant allele coverage, total
coverage, and a the clonal phylogeny in matrix format as inputs. Cardelino assigns the clone
to each cell based on a Bayesian mixture model that is applied to the coverage values, and the
estimated posterior probability is provided in the output. Regardless of the approach, cells can
be left unassigned if there is no coverage of the variants that can inform of the subclone.
3.2 Benchmarking the UMI Consensus and SNV Scoring Methods
from umivariants for Variant Calling and Clonal Assignment
3.2.1 Benchmarking framework for UMI consensus and SNV score methods
It is expected that the usage of the UMI consensus as a proofreading step should increase the
precision in variant calling and clonal assignments. However, this statement needs to be demonstrated
with actual scRNA-seq data with UMIs. Furthermore, it is important to quantify the actual
improvement in the variant and clonal assignment estimate that is obtained from the application
of this procedure, if any. This lead me to benchmark the consensus and score functions of
umivariants with an AML scRNA-seq dataset, using a set of ground-truth variants. The evaluation
of the variant calls with and without the consensus methods was used to determine changes in
false-positive variant detection through the false positive and false discovery rates, together with
the impact on false negative variants (false negative rate). To evaluate how this affects subsequent
clonal assignment, the benchmarking rates from the UMI consensus methods were used to simulate
single-cell allelic coverage datasets from different clonal phylogeny configurations. These data were
in turn used to calculate how many cells could be assigned to their true subclone of origin.
The data that I employed for this analysis was a scRNA-seq dataset that was generated for 28
PDX samples of the AML-LT experiment (figure 2.2; section 7.1.5). 2276 cells passed the initial
quality filters, which included library size and a proportion of mouse reads below 30% (Johannes
Bagnoli, personal communication). As a ground truth set of variants, I called the set of core
heterozygous germline variants (i.e. with VAF = 0.5) from the AML long-term exome dataset
on the scRNA-seq dataset (7.1.7). The rationale for this procedure was that heterozygous SNPs
should be present in the genome sequence of all tumor cells of the PDX samples, and these should
be detectable given enough coverage.
The effect of initial read coverage on the ability to detect the variants and reduce false postive
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In ground truth set Not in ground truth set
Called in scRNA-seq True positive (TP) False positive (FP)
Not called in scRNA-seq False negative (FN) True negative (TN)
Table 3.1: Confusion matrix of the UMI-consensus method benchmark in AML-LT scRNA-seq
data. The values were estimated for the variant call results of each combination of UMI-consensus
method, SNV calling method, and SNP coverage threshold.
Rate Formula
False Positive Rate (FPR) FP/(FP + TN)
False Negative Rate (FNR) FN/(FN + TP )
False Discovery Rate (FD) FP/(FP + TP )
Table 3.2: Performance rates of the UMI-consensus method benchmark in AML-LT scRNA-seq
data. The rates were estimated from the confusion matrix of each combination of UMI-consensus
method, SNV calling method, and SNP coverage threshold.
calls was evaluated by subsetting the ground truth set of SNPs according to the minimum coverage
of the site across all cells, ranging from 1 to 40. The three UMI-consensus methods (MaxQualSum,
majority vote, fgbio) were used to proofread the sequences in the scRNA-seq dataset at SNP sites
that passed each coverage threshold. The UMI consensus tables were used to perform variant
calling with the MuTect or MAGERI methods, and the variants were classified as called in the
scRNA-seq dataset if they passed the score thresholds (6.3 and 40, respectively). The variant
calling results were compared to a modality where no UMI consensus method was employed.
A confusion matrix was estimated from the variant calling results per UMI consensus method,
SNV calling method, and coverage threshold to analyze how many of the called SNPs were true
positives, false positives, true negatives, or false negatives (table 3.1).
The values of the confusion matrix of each combination of UMI consensus method, SNV caller,
and SNP coverage were used to estimate a series of performance rates that reflect the proportion
of true or false results in the scRNA-seq SNP calls. In particular, the usage of UMI consensus
methods was expected to reduce the false positive (FPR) and false discovery rates (FDR), due
to a better control of false positive calls. However, I also wanted to evaluate whether this step
would also have a negative impact when calling true positive variants, and thus estimated the false
negative rate (FNR) as well to evaluate how many true SNPs were missed.
3.2.2 The MaxQualSum Consensus and MAGERI Score Minimized the
False Discovery Rate
In the benchmark analysis of the UMI consensus methods in the AML-LT scRNA-seq data, it could
be observed that different combinations of UMI and SNV consensus methods were able to reduce
the FPR, FDR, and FNR more efficiently depending on the different coverage values (3.3). Up to
the 20-read coverage threshold, the combination of MaxQualSum +MuTect yields the lowest FPR.
At higher coverage values, any UMI consensus method + MAGERI worked better. With respect
to the FDR, the use of any UMI consensus method lead to a reduction of the FDR compared
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Figure 3.3: Classification rates of the UMI consensus and SNV score method benchmark with the
AML-LT data. The x-axis represents the read coverage threshold. The shown rates are: false
positive rate (FPR), false negative rate (FNR), and false discovery rate (FDR). The plot on the
lower right corner shows the number of SNPs that passed the coverage threshold and were not
filtered out during consensus and score estimation.
to the control without UMI consensus. It is particularly interesting to compare the maximum
FDR value (0.45) of the non-consensus group + MAGERI at coverage 40 with the corresponding
analyses where a UMI consensus was generated, the latter being nearly equal to zero. Similarly to
the case of the FPR, the lowest values for the FDR were obtained with MaxQualSum + MuTect
up to a coverage of 26 reads, and any UMI consensus method + MAGERI lead to the lowest FDR
at higher coverage values.
Apart from the impact on the reduction of false positive variant calls, it was important to
determine if the application of UMI consensus methods lead to a detectable increase in the amount
of true SNPs that were excluded from the variant calls. However, this did not appear to be the
case: for any given variant calling method, the FNR values produced when employing the UMI
consensus methods were nearly equal to the control without a consensus (figure 3.3, upper right
side). The lowest FNR results for up to a coverage of 8 reads were obtained by any UMI consensus
method + MAGERI. At higher thresholds, a lower FNR was obtained with the fgbio or majority
consensus methods + MuTect.
3.2.3 Evaluating the impact on clonal assignment
The previous benchmark was useful to establish the advantage of using UMI consensus methods
to reduce false positive variant calls, without an impact on the detection of true variants. The
following step was to evaluate whether such variant proofreading can contribute to a more precise
assignment of single cells to their subclones. In order to approach this, I used the FPR and FNR
obtained with each combination of UMI consensus and SNV calling methods to simulate variant
counts from cells that originated of a specific clonal phylogeny configuration. With such variant
counts, cells would be assigned to one of the possible subclones, and the proportion of cells that
were assigned to their true subclones could be evaluated.
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For this analysis, clonal phylogenies of 3, 5, or 7 subclones were designed with equal or mixed
branch lengths (figure 3.4). In the case of trees with unequal branch lengths, the branch length
value of the new subclonal generations was increased either once in a lineage, or twice for one
of the 7-subclone trees (’7 - Double’). Two trees were designed to reflect two scenarios of more
complex branch length inequalities: one where the number of variants was the highest for the
founder clone, and decreased on each new generation of subclones (’Large trunk, small tips’); and
another with the opposite scenario, in which few variants were at the trunk, and increased for the
last generation of daughter cells (’Small trunk, large tips’). A total of 105 SNVs in-silico generated
SNVs were distributed along the branches of each of the trees.
To evaluate the impact of variant calling benchmark rates on the single-cell assignments to
these clonal phylogenies, I implemented a method based on the single-cell allele coverage matrix
simulation function from OncoNEM (Ross and Markowetz [2016]; section 7.3.2). In brief, coverage
per allele of each variant site per cell was simulated, depending on the true genotype of the cell.
These allelic counts were modified to reflect variant calling errors based on the FPR and FNR
that were obtained in the UMI consensus benchmark for each combination of methods at fixed
coverage thresholds of 5, 20, or 40 reads. Cells were then assigned back to the subclones using
Cardelino. The number of correct assignments, incorrect assignments, and unassigned cells was
estimated.
3.2.4 Error rates derived from the UMI consensus method benchmarks
improved clonal assignments
Allelic counts simulated with the FPR and FNR values that resulted from the application of UMI
consensus methods led to higher proportions of correctly assigned cells across all different clonal
phylogenies, but especially those with more subclones or more variation in the branch lengths
(figure 3.5). In the simplest clonal phylogeny (3 clones, equal branch lengths), all consensus and
score methods performed comparably well across all coverage values, and even the control without
consensus yielded high correct assignment rates 1 in most cases (except for a coverage threshold
of 40 + MuTect). Increasing the complexity of the clonal phylogeny (more clones, unequal branch
lengths) made the assignment more sensitive to the FPR and FNR. Interestingly, increasing the
number of clones seemed to have a stronger influence on the correct assignment rate than branch
length inequalities: median correct assignment rates were lower on the 5- or 7-clone configurations
(0.98 and 0.95, respectively), but were comparable between the versions of a given number of
clones with equal or unequal branch lengths (0.97 and 0.93). The highest drop in the assignment
rate was observed in the most complex clonal configurations: 7 clones with large trunk and small
tips (median = 0.83), or small trunk and large tips (median = 0.85).
Different consensus and score method combinations yielded the optimal correct assignment
rate per coverage threshold, largely reflecting the FPR and FNR values that were obtained on the
SNP calling benchmark. For the coverage thresholds of 5 and 20 reads, the highest median correct
assignment rate across phylogenies was obtained with the MaxQualSum + MuTect combination.
In the 40-bp threshold, any consensus method + MAGERI score yielded comparably good correct
assignment rates (median 1). It is also worth pointing out that the correct assignment rates
were generally comparable for within a phylogeny and threshold in combination with any UMI
46
3. umivariants: An R Package for Analyzing Clonal Variants in Sequencing Data




















































































































Figure 3.4: Simulated clonal phylogeny configurations for the evaluation of clonal assignment.
Branches are labeled with the corresponding number of variants.
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consensus method, and in the 5- and 40-read thresholds was able to improve the assignment rate
without any consensus method.
3.3 Performance Efficiency
3.3.1 Runtime Measurement Setup
The umivariants approach is capable of producing accurate variant calls and clonal assignments
in scRNA-seq, as demonstrated by the results of previous benchmarks. However, one practical
consideration that has to be contemplated is the amount of computational resources and running
time that have to be employed for each of the steps, especially for larger datasets with a large
number of reads or variants to analyze. In order to provide some expectation for these requirements,
I benchmarked the runtime efficiency and resource usage of the most computationally intensive
functions of umivariants, namely the UMI pileup, the UMI consensus, and SNV score calculation.
I also address what are the performance benefits of the multithreaded processing of such steps.
I employed subsampled datasets derived from the AML-LT scRNA-seq data. The original BAM
file was subset with different numbers of reads ranging from 5× 104 to 1× 108. Six replicate BAM
files were produced for each number of reads. On each BAM file, increasing numbers of variants
were called (5 to 200), which correspond to the n variants with the highest coverage in the original
BAM file. Finally, I ran the pileup, consensus, and SNV score steps on each combination of
total reads and number of variants 3 times with the microbenchmark R package, which estimated
runtime statistics on each case. The mean runtime values per triplicate test were subsequently
averaged among the 6 replicates. Each umivariants step was run using 1 or 5 threads. These tests
were run on a Scientific Linux 7.3 server with 88 threads and 500 Gb of RAM.
3.3.2 Runtime depends on the number of SNVs in the pileup step, and
on the number of reads in the UMI consensus and SNV calling
steps
In the sequence pileup step, increasing the number of reads or variants, or using a single core,
generally result in longer runtimes. Employing 5 threads instead of one reduced the runtime by
factors ranging from 1.74 to 4.83; this was nearly always more beneficial for 100 or 200 variant
(figure 3.6). Interestingly, the actual increase in runtime does not scale consistently in its entirety
when increasing the number of reads, and in some cases a drop can actually be observed for a
higher library size. This could be a consequence of lacking direct coverage in some of the chosen
variants, as the reads were randomly subset.
In a benchmark using 5 threads, the runtime of the UMI consensus methods scaled exponentially
in the lol-log scale with the number of reads (figure 3.7). The fgbio and majority vote methods
were the most computationally intensive. The runtime values increased moderately with higher
numbers of SNVs, but such an increase was not scaled.
The runtime of both SNV calling methods, MuTect and MAGERI, scale exponentially in the
log-log scale with the number of reads. The runtime with MuTect increases considerably after 1
million reads. In contrast, the calculation of the MAGERI score is more efficient, finishing in less
48
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Figure 3.5: Fraction of cells assigned to their true clone in the simulation of clonal phylogenies and
variant allele coverage according to the FPR and FNR from the UMI consensus benchmark. The
plot is divided in three columns representing discrete coverage cut-offs at which the FPR and FNR
were taken. On each of these columns, clonal phylogeny configurations are faceted horizontally,
the UMI consensus methods of the corresponding error rates are faceted vertically, and the x axis
contains the variant calling method. E = equal branch lengths; U = unequal branch lengths;
U_x2 = unequal, double; lt = large trunk and small tips; st = small trunk and large tips.







































































































































Figure 3.6: Results of the UMI pileup performance tests. The log10-scaled number of subsampled
reads is shown on the x-axis. The plotted values correspond to the mean of 6 replicates. The error
bars represent the standard deviation. The line and point color represents the number of called
















































































































































































































Figure 3.7: Results of the UMI consensus performance tests. The plot is log10 − log10-scaled.
The plotted values correspond to the mean of 6 replicates. The error bars represent the standard
deviation. The line and point color represents the number of called variants. 5 threads were used.
The plots are faceted by consensus method; a control without consensus was also computed.
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Figure 3.8: Results of the SNV calling performance tests. The log10-scaled number of subsampled
reads is shown on the x-axis. The plotted values correspond to the mean of 6 replicates. The error
bars represent the standard deviation. The line and point color represents the number of called
variants, and the shape indicates the number of threads used for running the pileup. 5 threads and
the MaxQualSum consensus method were used. The plots are faceted by SNV calling method.
than a second for up to 10 million reads, and in 3 seconds for 100 million (figure 3.8). Similarly
to the UMI consensus step, runtimes are similar across different numbers of SNVs, so these were
not a critical factor in increasing the runtime.
3.4 Comparison of the Original MAGERI Method to the
umivariants Implementation Using Ultra-Sensitive Genotyping
Data
As mentioned in section 3.1.4, the original MAGERI software assembles the reads that are
associated with a UMI prior to mapping using its own local aligner. Therefore, variant calling
results produced with the original MAGERI pipeline could potentially present significant differences
with the ones from its implementation in umivariants, even if the same UMI consensus and SNV
scoring methods are applied. In order to confirm whether such differences would be prevalent,
I compared the performance of both methods using the SiMSen-seq dataset of the AML-LT
experiment (section 2.3.4), which incorporates UMIs for ultra-sensitive variant genotyping.
For the umivariants analysis, SiMSen-seq reads were mapped using BWA-MEM, and the
output BAM files were UMI-tagged using fgbio. The UMI-consensus and SNV calling steps were
performed using the methods and parameters that had the closest resemblance to the orignal
MAGERI software defaults: a majority vote UMI consensus with a minimum of 5 reads, and a
MAGERI SNV score threshold of 20. Even though this corresponds to a bulk targeted amplicon
sequencing dataset, the input files and variant sequences can be processed just like the scRNA-seq
data. Variant calling with the original MAGERI software (version 1.1.1) was performed by Daniel
Richter. 7 samples with two replicates were analyzed.
I compared the UMI coverage, VAF, and SNV call status of the 5 targeted variants between
both MAGERI implementations on each replicate of the samples. The UMI coverage ratio was
estimated by dividing uCovMAGERI/uCovumivariants, where uCov is the UMI coverage calculated
with one of the methods. I also estimated the VAF difference by subtracting V AFMAGERI −
V AFumivariants.
The VAF and UMI coverage values were largely similar across variants between both MAGERI
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Figure 3.9: Comparison of VAF, UMI coverage, and variant acceptance (i.e. score threshold
pass) when comparing variant processing and calling with MAGERI and its implementation in
umivariants. The plot is faceted by sample (vertically) and replicate (horizontally).
implementations, with VAF differences below 0.01 and UMI coverage ratios within a range of 0.8 to
1.21 in a majority of cases (3.9). One exception was the CREB3 variant, which actually presented
a VAF difference > 0.5 in four instances. Furthermore, it had the largest VAF difference overall
with a value of 0.238 (mouse 20271, replicate 2). The KRAS and CDH2 variants also presented
some instances of VAF differences higher than 0.25.
It is noteworthy that variant calling (i.e. evaluation of variants that passed the score threshold)
agreed between both implementations; i.e. they both classified the same variants as being true or
false on each sample and replicate. Furthermore, UMI coverage ratios stayed close to 1 in most
cases, even with a total UMI coverage value in the tens of thousands. One conclusion from this
is that it is possible to rely on the umivariants implementation of MAGERI for variant calling in
most cases, even if the assembly step is not executed. Further adjustments could be performed on
the upstream processing of the reads (such as mapping, trimming, etc.) or during quality filtering
to minimize any differences in the UMI coverage and VAF values with respect to the results from
the original MAGERI algorithm.
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Chapter 4
Analysis of scRNA-seq Data with
umivariants
4.1 Calling Variants in Genotyping of Transcriptomes Data
4.1.1 Description of the dataset
To demonstrate the potential of umivariants for accurate variant calling in scRNA-seq, I performed
a re-analysis of the data from the publication by Nam et al. [2019]. In their work, they analyzed
samples from patients with calreticulin (CALR)-mutated myeloproliferative neoplasms: 6 of the
sequenced patients presented essential thrombocytonemia (ET), and 5 had myelofibrosis (MF).
scRNA-seq data from these samples was generated with the 10x protocol. In the publication,
the authors generated a method for targeted amplification of loci of interest during the library
preparation step: Genotyping of Transcriptomes (GoT). They employed GoT to increase the
coverage of variants in CALR and other genes that were only sparsely covered in the 10x data.
GoT data were processed with their own computational pipeline, IronThrone-GoT. In this
method, variants are extracted from the reads based on fixed expected positions in the amplicons.
The reads preserve their UMIs and sample barcodes, and a majority-vote approach is applied
for the UMI consensus, with any ties being decided by the read with the highest Phred score.
Reference and variant alleles are interpreted based on the user-provided configuration file, and the
UMIs that present each allele on each cell are afterwards counted.
Both the 10x and GoT data from this publication have been made publicly available (see section
7.4). Furthermore, variant coverage counts obtained with IronThrone-GoT were also provided.
Therefore, I was interested in using all these available data to determine if umivariants could
effectively analyze the same variants in both kinds of datasets, and produce variant calls that were
comparable to the ones from IronThrone-GoT.
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Sample Cells Mutated genes / Variant ID
ET01 6811 CALR 1, JAK2?
ET02 1135 CALR 2, SH2B3
ET03 3587 CALR 1, XBP1, NOTCH1
MF01 965 CALR 2, SF3B1
MF05 8475 CALR 2, NFE2, SF3B1
Table 4.1: Genes with somatic variants in the 10 GoT samples. ET = essential thrombocytonemia;
MF = myelofibrosis. Variants/genes in italics were not amplified by GoT. Taken from the extended
figure 3 and supplementary table 1 of Nam et al. [2019].
ID hg38 Pos Variant Transcript cDNA Pos AA
CALR 1 19:12943751 52-bp del ENST00000316448.9 1099 L367Tfs*46
CALR 2 19:12943813 A>ATTGTC ENST00000316448.9 1154 K385Nfs*47
JAK2 9:5073770 G>T ENST00000381652.3 1849 V617F
NFE2 12:54292710 GCTCT>G ENST00000540264.2 782 Q261fs
SF3B1 2:197402649 G>C ENST00000335508.10 1984 H662D
Table 4.2: GoT variants with start positions in the hg38 genome and in the cDNA of selected
transcripts, as well as amino acid (AA) change. Variants are identified by the gene name and, in
the case of CALR, an additional number. Taken from the extended figure 3 and supplementary
table 1 of Nam et al. [2019].
4.1.2 umivariants is able to recover the reported variants in the 10x
and GoT-amplicon datasets
I started my re-analysis of the Nam et al. [2019] data with umivariants by calling five variants of
interest (table 4.2) that the authors reported in the 10x datasets of five samples were made readily
available in BAM format (table 4.1). The variants included two types of indels in CALR: one
52-bp deletion and one one 5-bp insertion. Using umivariants, it was possible to call the reported
variants on the 10x samples, including the CALR deletion and the insertion (figure 4.1). Variants
were only detected in a low number of cells per sample, which was in agreement with the original
publication.
To demonstrate the performance of umivariants in the analysis of GoT data, I processed the
reads from the ET02 sample and called the CALR insertion (CALR 2) that was reported as
present in the sample. I applied the MaxQualSum, majority vote, and no UMI consensus methods
to determine whether these led to differences in the reported coverage or genotype. 942 cells showed
a coverage of at least one UMI with 2 reads in the CALR 2 site. The total UMI coverage values
per cell were generally similar between the results from both umivariants and IronThrone-GoT,
with Spearman correlation values > 0.95 between the two approaches (figure 4.2).
430 cells had at least one UMI with the CALR 2 insertion. As a proxy to the coverage of the
variant allele per cell, and to determine the number of cells in which both alleles could be detected,
I computed and compared the VAF values per cell reported by umivariants and IronThrone-GoT.
The observed CALR 2 VAF per cell in mutant cells ranged from 0.053 to 1. The VAF estimate
based on the counts from the MaxQualSum consensus showed the highest correlation (ρ = 0.931)
with the VAFs based on the allelic counts from IronThrone-GoT, while the one from a control
without consensus showed the lowest correlation (ρ = 0.873; figure 4.3).
The allelic coverage estimates of the CALR 2 variant from each pipeline were used to assign
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Figure 4.1: VAFs of the variants of interest in five 10x datasets of the GoT publication. Variants
were called using umivariants. In the ET01 dataset, UMIs were not filtered by number of reads
in order to show detection of the CALR deletion.
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Figure 4.2: Comparison of CALR insertion UMI coverage values estimated by umivariants or
IronThrone-GoT in the GoT ET02 sample. The plots are faceted by the consensus method used
in umivariants. Spearman’s ρ values between both analyses per consensus method are shown.
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Figure 4.3: Comparison of CALR insertion VAF values estimated by umivariants or
IronThrone-GoT in the GoT ET02 sample. The plots are faceted by the consensus method used
in umivariants. Spearman’s ρ values between both analyses per consensus method are shown.
the genotype of each cell. When comparing the genotype assignments of the umivariants results
with the MaxQualSum consensus to the IronThrone-GoT values, 93.47% of all cells showed the
exact same genotype in both approaches, with an agreement of 96.2% of cells classified as variant,
i.e. genotypes of either 0/1 or 1/1 (figure 4.4). 2.44% of the cells had coverage dropouts in the
umivariants analysis and could not be genotyped.
4.1.3 Consistent cluster labeling between umivariants and the original
publication
In the original publication, the authors used the GoT data to analyze differences in gene expression
between mutant and wild-type cells, particularly in the context of clusters of different hematopoietic
progenitors. I analyzed if the genotyping results produced by umivariants led to any appreciable
differences in the gene expression patterns of mutant cells across cell clusters. To that end, I
used the ET02 sample with the CALR 2 insertion on which I compared the umivariants and
IronThrone-GoT genotypes in the previous section.
I processed the publicly available ET02 scRNA-seq gene expression count matrices with Seurat
(Stuart et al. [2019]), and performed dimensionality reduction using UMAP (McInnes et al. [2018])
with Louvain clustering. Each single cell was labeled with the genotypes that were estimated from
the umivariants (MaxQualSum) and IronThrone-GoT analyses. From an initial visual inspection,
cells with the genotypes of both approaches appeared to be equally distributed in the different
clusters, as expected from the high agreement rate between the genotypes of both estimations
(figure 4.5). Accordingly, the fraction of mutant cells (i.e. with genotype 0/1 or 1/1) on each
cluster cluster was similar between the annotations of umivariants and IronThrone-GoT (figure
4.6). This fraction was generally lower in the umivariants annotation, but this was moderate and
consistent in all clusters, indicating that the coverage and genotype dropouts were not biased by
a specific cell group.
I performed a differential expression analysis of the CALR 2 mutant and WT cells, based
on the genotypes of either umivariants or IronThrone-GoT. Using Seurat, I counted how many
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Figure 4.4: Comparison of CALR insertion genotype per cell estimated by umivariants with the
MaxQualSum consensus or IronThrone-GoT in the GoT ET02 sample. The fraction of cells with
a specific genotype in the IronThrone-GoT analysis that were assigned to each possible genotype
in the umivariants analysis are shown with the color of the bars.



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(b) UMAP projection with estimated clusters.
Figure 4.5: UMAP projection and genotyping of the ET02 sample.






















Figure 4.6: Fractions of CALR mutant cells per cluster in the ET02 sample determined from the
IronThrone-GoT or umivariants.
















Figure 4.7: Number of DE genes in the ET02 sample that were found per cluster in CALR 2
mutant versus WT cells, depending on the genotype by umivariants or IronThrone-GoT. Counts
are colored depending on whether a gene was classified as DE in the cells of that cluster when
using the annotation of only one or both genotyping approaches.
differentially expressed (DE) genes were found per cluster. Then I counted how many of those
DE genes were retrieved when using only one of the genotype annotations, or both. Only two
genes (one in cluster 0 and one in cluster 7) were not found in the mutant classification with
both methods, while any other DE gene instances were shared (figure 4.7). Therefore, genotype
assignments from both umivariants and IronThrone-GoT can be used to profile gene expression
values in mutant cells with comparable results.
4.2 Assigning Clones in the AML-LT scRNA-seq Data Using
umivariants
After validating umivariants for the reliable genotyping of mutant cells in the GoT dataset, it
was now possible to use this approach for the study of mutant cells and subclonal heterogeneity
in AML. To that end, the scRNA-seq data that was generated for the AML-LT experiment was
available, and I already demonstrated its utility for the benchmarking of UMI consensus methods
(section 3.2). To increase the potential coverage of the variant sites of interest, the scRNA-seq
dataset was sequenced under 3 different configurations (section 7.1.5). The reads from all three
approaches were combined, and SNVs from the subclones defined in the exome dataset (section
2.3.3).
With the combined coverage of all three sequencing configurations, I attempted to assign cells
to one of the KRAS or NRAS subclones. However, one hurdle became evident at this stage: only
66 cells had any coverage of a variant allele. Furthermore, only 10 of the 75 clonal variants had
coverage for the variant allele in the single cells; another 19 had coverage of the reference allele
only. KRAS G12A was actually the best covered variant, found in 27 cells (4.8).
One potential reason behind the coverage of few of the variant sites could be the actual
expression level of the genes that contain them. After normalization with scran (Lun et al. [2016];
performed by Beate Vieth), only 18 of the genes with associated SNVs were found to be effectively
expressed in the dataset, generally with a median below 5 normalized counts (figure 4.9). Some
of the most highly expressed genes in this set had SNVs from the founder clone, such as ETV6 or
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Figure 4.8: Allelic coverage at clonal SNV sites per cell in the AML-LT scRNA-seq dataset. The
bars show the number of cells with a specific log2 read coverage per gene on either reference or
alternative allele (labeled ’Germline’ or by the clone, respectively). log2 read coverage is indicated
by transparency. Genes are faceted by their corresponding subclone inferred with Canopy in the
exome data. K2 = KRAS-2.
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RUNX1.
Subclonal variants could be called in 66 cells. 30 of these were assigned to the KRAS clone, 2
to NRAS, and 34 to the founder. For the assignment, I used Cardelino through its umivariants
wrapper, with a posterior probability cutoff of 0.35. Their exact distribution across PDX samples
and therapy stages can be seen in figure 4.10. Given the low number of cells assigned to a clone
per sample, these do not reflect the clonal frequencies inferred from bulk sequencing. On the other
hand, all KRAS and NRAS cells had only one detectable variant from either of these subclones
(figure 4.11).
When analyzing the transcriptional and clustering profiles of the cells that could be assigned
to a subclone or the founder clone, it was observed that the KRAS and founder cells were
homogeneously spread among different clusters (4.12; Philipp Janssen, personal communication).
The two NRAS cells were placed into clusters associated with hematopoietic stem cells and common
myeloid progenitors, but with such a low number of cells it cannot be determined if NRAS cells
in general would be confined to such clusters.






































































































































































































































































































































































































































































































































































































































































































































Figure 4.9: Normalized counts of genes with clonal SNVs that were expressed above background
levels in the AML-LT scRNA-seq data
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Figure 4.11: Total UMI coverage of the variant allele (ALT) in cells that were assigned to a clone
or subclone. The plot is faceted by SNV clone (rows) and clone assigned to the cell (columns).
NR = NRAS. K2 = KRAS-2.
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Figure 4.12: UMAP projection of the cells of the AML-LT scRNA-seq dataset, colored by clonal
assignment. Courtesy of Philipp Janssen. HSC = hematopoietic stem cell, CMP = common
myeloid progenitor, MEP = megakaryocyte-erythroid progenitor.
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Chapter 5
Discussion
5.1 The Challenges of Analyzing Clonal Heterogeneity and
Evolution in AML
Inferring clonal heterogeneity and evolution in AML, just like in the cancer field as a whole,
represents a highly complex challenge that has required the development of multiple experimental
and computational methods. In order to have sufficient power to call sufficient sequence variants
that inform of such heterogeneity, it is critical to analyze sufficient samples with the highest
possible breadth and depth of sequence coverage. It is also ideal to analyze a particular cancer
dataset with multiple omics methods that can provide different strengths and support for the
multiple molecular lesions; however, the different requirements for quality control, analysis, and
integration remain non-trivial.
With the advent of scRNA-seq methods in particular, it has become possible to study clonal
heterogeneity in high detail in AML, and to associate specific subclonal populations with molecular
phenotypes and cell types (van Galen et al. [2019], Petti et al. [2019]). However, these studies have
also revealed that the coverage obtained from the single-cell transcriptome alone is too sparse to
allow the analysis of the complete profile of subclonal variants. This becomes increasingly difficult
when the genes with variants of interest have low or no expression in the cells. Therefore, various
techniques have been designed to amplify the signal of expected somatic variants (Nam et al.
[2019], van Galen et al. [2019], Velten et al. [2018]). The use of deep amplification and sequencing,
while enhancing the signal of the variants of interest, can also increase the probability of inducing
false positive mutations due to technical errors. It is therefore important to make use of tools
like UMIs to enable proofreading and filtering such errors, as has been done in methods like GoT
(Nam et al. [2019]), or the currently developed scTAG-seq: a method that will enable amplification
on readily available cDNA libraries with UMIs (Johannes Bagnoli, Lucas Wange, et al., personal
communication).
The approach and software package proposed in this dissertation, umivariants, was designed
to enable proofreading and analyzing sequence variants based on UMIs, with the end goal of using
such information to study clonal heterogeneity in cancer samples. Other computational methods
have been developed over the past years to use UMI information to call and/or proofread variants
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Method Data type Functions
umivariants Multi-omics with
UMIs
Variant pileup, UMI consensus, SNV scoring, genotyping,
clone mapping, chimeric UMI pre-testing
cellSNP + Vireo scRNA-seq (UMI
or not)
Variant calling, UMI collapsing, genotyping,
demultiplexing
MAGERI UMI-TAS UMI consensus, SNV calling (with score)
UMI-VarCal UMI-TAS UMI collapsing, SNV calling
cb_sniffer +
vartrix
10x Variant pileup, UMI collapsing, genotyping
Table 5.1: Examples of software that handle variants in UMI / sc-RNA sequencing data, including
umivariants. Sources: cellSNP + Vireo: Huang et al. [2019]; MAGERI: Shugay et al. [2017];
UMI-VarCal: Sater et al. [2020]; cb_sniffer + vartrix: Petti et al. [2019].
as well (table 5.1). These different methods are generally good solutions for specific tasks and
input types: e.g. cellSNP and Vireo for calling haplotypes in and demultiplexing scRNA-seq
datasets (Huang et al. [2019]), or MAGERI for variant calling in TAS datasets. However, these
are often restricted to one format or data type. In contrast, umivariants provides a framework
that can help transition seamlessly among different types of UMI data, and to generate outputs
that are easy to compare and combine. Therefore, it represents a solution to the complex problem
of sequence quality control and integration among multiple samples and methods.
5.2 umivariants Tools and Pipelines Allow Efficient and Precise
Variant Calling in scRNA-seq and Other UMI-Based Methods
umivariants provides a universal framework for extracting and analyzing variants in multiple
kinds of sequencing data that contain UMIs. With its modular and sequential functions, it is
possible to design efficient and flexible pipelines that make use of UMI sequence proofreading by
estimating the consensus. Its functionality was demonstrated with different datasets from the
AML-LT experiment, as well as those from external publications.
As shown throughout the examples in this work, umivariants is capable of handling multiple
types of UMI sequencing data (scRNA-seq, targeted amplicons, etc.) by providing multiple options
to read the necessary input. Sample barcodes and UMIs can be directly extracted from the BAM
file as tags, parsed from the read names, and BCs can even be omitted or provided manually.
Variants of interest can be provided as a text table or VCF file, and indel positions are adequately
adjusted. After the reads and barcodes are extracted, the user remains in control of downstream
quality control, as well as the exact methods and parameters that should be applied for UMI
consensus and SNV calling. The results from each step are stored in data frames that can be
easily manipulated.
In order to evaluate if the UMI consensus procedure effectively contributed to a reduction
in variant calling errors and more precise assignment of mutant cells to clones, I performed a
benchmarking analysis using a scRNA-seq dataset with ground-truth variants (section 3.2). I
evaluated the false positive, false discovery, and false negative rates that were obtained when calling
variants after applying the UMI consensus; these were compared to a control analysis without this
step. The results showed that the usage of UMI consensus methods led to a better control of
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the false positive calls, without an increase in false negative ones. By using these benchmarking
rates to generate simulated datasets based on clonal structures of different complexities, it was
also revealed that such reduction in false positive calls was useful to improve the assignment of
single cells to their true clones.
From the benchmarking tests, it could be observed that the MaxQualSum method yielded
good performance in low coverage scenarios, which would generally be the case with scRNA-seq
(as seen in section 3.2). It was also the best option for scRNA-seq targeted amplification methods,
such as GoT (section 4.1.2). The methods that were implemented originally in MAGERI, i.e.
the majority-vote consensus and its homonymous SNV calling method, would be adequate for the
analysis of datasets sequenced at higher depths. For a test dataset of deeply genotyped variants,
the umivariants implementation of MAGERI performed comparably to the original software in
nearly all cases, in spite of foregoing the assembly step of the original approach (section 3.4).
Verifying that appropriate variant calling and genotyping was performed with umivariants in the
GoT and SiMSen-seq datasets was important to demonstrate that it is a reliable approach for the
eventual analysis of other important features of the cells or samples that have to be interpreted
in the context of the genetic makeup, such as the molecular phenotype (i.e. gene expression) of
mutant cells.
The development of scRNA-seq library preparation and analysis is a fast-paced, highly dynamic
field. Because of its modularity and flexibility with input files and parameters, umivariants has
the potential to enable the analysis of data generated with future generations of methods, as well
as to contribute to the development of new ones. With options in the UMI-consensus functions
to retain and analyze non-consensus UMI reads, it will be possible to evaluate proportions of
chimeric UMIs, i.e. reads from different samples that were mistakenly barcoded with the same
UMI and BC sequences (Dixit [2016]). The information of the analysis would then be helpful
to design strategies against this phenomenon. Furthermore, multi-threading options have been
implemented in the functions for pileup, consensus, and SNV scoring (see section 3.3). These will
be important to scale the analysis of ever-increasing numbers of variants, samples, and sequencing
depths. The current implementation can already alleviate some bottlenecks in computationally
intensive calculations (figure 3.6).
In its current version, umivariants is able to retrieve and call a consensus in substitutions and
moderately complex indels. Appropriate detection and control of the latter is not a straightforward
task, as it can be influenced by all steps in the variant calling pipeline, from mapping to the
statistical model, and might often be lost in regions of high genomic complexity. In the future, it
would also be relevant to adapt and apply umivariants for the analysis of further types of sequence
variants. One possibility would be to provide allelic counts that could be used in a single-cell CNV
calling framework that requires SNP allelic coverage, such as HoneyBADGER or CaSpER (see
section 1.3.2). In this scenario, umivariants should be provided with the complete SNP profile of
the sample.
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5.3 The Subclonal Architecture of the AML Long-Term Experiment
Pinpoints the Different Evolutionary Forces Acting on
the Patient and the PDX
The AML long-term experiment represents a unique dataset for the comprehensive analysis of
clinical and experimental samples of an AML tumor. The combination of primary patient samples
with PDX models that underwent extensive therapy regimes provided a detailed view into the
effects of selective pressure from chemotherapy on the clonal composition of the tumor. The
availability of data from multiple genomic sequencing methods at different breadths and depths
of coverage (WGS, WES, TAS) was critical to enable calling variant and clonal inference in the
patient and PDX, resulting in an overarching clonal structure that connected the populations
observed in all of the different available samples.
The subclonal architectures and phylogenies inferred from WGS (figure 2.5) and WES (figure
2.14) converged in a common evolutionary history, in which the subclone that was present on
the first-relapse sample descended directly from the founder clone (which was predominant at
diagnosis), and three different subclones emerged from the first-relapse one: KRAS, NRAS, and
second-relapse. It is noteworthy that the observed clonal populations in the relapse and PDX
samples descended from the initial one that was predominant at diagnosis, which contrasts with
cases from other studies in which such relapse populations were actually derived from different
lineages that could even be traced to pre-leukemic stem cells (Shlush et al. [2017]).
The founder clone was characterized by a fixed set of known AML driver mutations in genes
like DNMT3A, RUNX1, BCOR, PTPN11, and ETV6. This profile would confer the tumor the
necessary shift in fitness to expand its population, representing the initial selective event in this
sample. The SNV profile of first-relapse subclone likely does not reflect a product of positive
selection, as few non-synonymous mutations were actually damaging (2 in WGS and 2 in WES),
and none of these have been recognized as AML drivers. However, this is the subclone where
the deletion of the chromosome 7 q-arm appeared, a lesion that has been associated with poor
prognosis (Papaemmanuil et al. [2016]). Finally, the second-relapse was likely defined by selection
after chemotherapy, possibly driven by the EZH2 SNV and the overlapping deletion in chromosome
7. Furthermore, this subclone contains the largest number of mutations that were swept with the
drivers in a single event. The second relapse sample also contains the NRAS Q61K mutation at a
low frequency (0.037).
In contrast with the founder and both relapse subclones, the KRAS and NRAS subclones were
not prevalent in the patient samples, and the SNVs of these two genes were only found at very
low frequency in the diagnosis sample. However, these two subclones constituted the bulk of the
tumor population in the PDX samples. The KRAS and NRAS variants might be the only relevant
drivers that distinguish these subclones. Several non-synonymous mutations of these subclones
are present in large genes that frequently present rare mutations in public exome datasets, such
as TTN (KRAS) or USH2A (KRAS-2) (Shyr et al. [2014]). Other variants are present in genes
with diverse functions regarding the cytoskeleton, extracellular matrix, translation, respiration,
and translation; however, they appear not to have direct associations with leukemias, even if they
have been associated to other cancers (such as ADAM12 in NRAS, or NLRP3 in KRAS).
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The CNV profiles obtained from all WES samples revealed that, as expected for AML, the
chromosomal structure remained largely stable after the appearance of specific events in the
relapse, second-relapse, and the most recent common ancestor of the KRAS and NRAS clones. The
deletion of the q-arm in chromosome 7 in the first-relapse subclone was the most extensive CNV
in the dataset, and might have had an impact on pathways such as MAPK and BRAF signaling.
CNV profiles were identical among all PDX samples, further indicating a lack of PDX-specific
selection. This makes a contrast to the observations of a study that found pervasive mouse-specific
selection and evolution in 1110 PDX samples from 24 cancer types by analyzing their CNV profiles
(Ben-David et al. [2017]).
The analysis of mutational signatures of both the patient and PDX subclones showed that
the signals from mutational signatures 18 and 24 increased in the relapse and PDX subclones,
becoming predominant in the second relapse, KRAS, and NRAS (2.8). Mutational signature 18
was the most prevalent in these cases, and has been potentially associated with DNA damage by
reactive oxygen species (ROS). High levels of ROS have been observed across many leukemias,
including AML, and have been associated with the control of processes like proliferation and
hematopoietic differentiation (Prieto-Bermejo et al. [2018]). The induction of ROS can be mediated
by the activation of oncogenes such as RAS, which has been observed to shift metabolism towards
anaerobic fermentation and to the increase in ROS production during growth in glucose-depleted
medium (Chiaradonna et al. [2006]). This physiological background could contribute to the
production of the somatic variants that would eventually constitute the background of the KRAS,
NRAS, and second-relapse subclones. In contrast, mutational signature 1, which is associated with
aging, had a high frequency in the founder clone; was lost in the KRAS, NRAS, and second-relapse
subclones; and increased again in the KRAS-2 and NRAS-2 subclones. In the case of the founder
clone, the presence of this signature agrees with the notion that most mutations that initiate AML
originate from randomly accumulated mutations in hematopoietic stem cells through the lifetime
of the patient (Welch et al. [2012]). The presence of signature 1 was useful to attempt to estimate
the age of the founder clone at about 1 year before diagnosis, but the same procedure could not
be applied to the other subclones (section 2.9).
5.4 Clonal Fractions in the AML-LT PDX Samples May Reflect
Subclone-Specific Sensitivity to Therapies, without Ongoing
Adaptation
Tumor populations of the AML-LT PDX samples were characterized by the expansion of the
KRAS and NRAS subclones, in contrast to their rare frequencies in the patient. RAS-protein
mutations have long been known to be sufficient to induce malignancy in mouse cells (Malumbres
and Barbacid [2003]). It has been observed that oncogenic transformation by RAS in mouse
has different requirements than in human: namely, stimulation of the RalGEF pathway instead
of Raf or PI3K (Hamad et al. [2002]). These mechanisms could have been relevant for the
initial engraftment of these populations in the PDX, while other properties would influence the
frequencies of these two subclones.
In mouse models, it has been observed that KRAS G12D induces aggressive proliferation in
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hematopoietic stem cells, eventually depleting this population, and the KRAS subclone population
could be following this regime (Sabnis et al. [2009]). In contrast, cells from NRAS-predominant
samples were found to be associated with more stem-cell features and lower expression of cell cycle
genes (Philipp Janssen, personal communication), even though the NRAS Q61K variant has been
typically associated with MAPK pathway activation (Li et al. [2012], Posch et al. [2016]).
One striking feature of the AML-LT samples that underwent one round of chemotherapy was
the transition from a majority of KRAS-dominant samples to more samples with intermediate or
high NRAS frequencies. This was largely reverted after additional rounds of treatment. In most
samples from stage IV onwards, KRAS was again the predominant subclone. It is important to
point out that the first round of chemotherapy had a treatment with cytarabine and daunorubicin,
while only cytarabine was used for subsequent treatments. Changes in clonal frequency and decline
rate that were observed in this experiment could reflect a specific sensitivity of the cells from the
KRAS subclone to daunorubicin. After this agent was removed, differences in the replicative
potential of the KRAS cells might have given them a fitness advantage once again. It could
be especulated that, in those samples where NRAS was predominant and which had not been
treated with daunorubicin, this was due to a stochastic depletion of the KRAS population during
engraftment, which would further agree with the lack of selection that was observed in these
subclones.
The ability to enable the analysis the mutational profile of the AML-LT single cells from the
scRNA-seq data that was generated in the project was one motivation behind the development of
umivariants. This became possible only for a very limited number of cells, due to low expression
and coverage values of the genes and sites that contained the defining subclonal mutations (4.8).
Nevertheless, some insights into the molecular profiles of subclonal cells could still be obtained.
The analysis of the gene expression profiles of the cells that could be assigned to clones, as well
as additional inference of cell populations based on the clonal frequencies from bulk methods,
indicated that the transcriptional profiles of the KRAS and NRAS cells were generally similar
among themselves and throughout the stages of chemotherapy (figure 4.12; Philipp Janssen,
personal communication). This provides additional evidence of a largely neutral evolutionary
process in the samples of this experiment, in which no adaptation to the chemotherapy was
induced.
Chapter 6
Final Conclusions and Perspectives
UMI-based sequencing technologies will remain under active development and usage in the analysis
of tumor and tissue heterogeneity in the foreseeable future. Many of these methods are being
actively developed at the moment for bulk and especially single-cell applications. The umivariants
package has a the potential to contribute to the analysis of the data generated by this diversity
of methods, given the features, flexibility, and modularity it offers. It already offers robust and
user-friendly solutions for variant pileup, proofreading through UMI consensus, variant calling,
and genotyping, which can easily be adapted and extended for future format considerations and
dataset magnitudes.
The new opportunities provided by the development of these sequencing and analysis tools
will be critical to expand our understanding of AML heterogeneity, evolution, and mechanisms
of relapse in both clinical and experimental settings. The use of this tools was essential to study
the AML long-term experiment, which represents one example of AML tumor cells that evolve
neutrally without adaptation to the pressure of chemotherapy. With the analysis of the genetic
profile of these samples in bulk and single-cell datasets, it was possible to observe the response of
its subclonal populations to additional treatments, and to contrast their situation with the tumor
populations in the patient that were driven by selection.
Single-cell analyses in additional AML PDX models with future methods that yield a higher
coverage of the clonal variants will help elucidate the molecular features of subclonal populations
that drive their fitness and diversity. I expect umivariants to be a useful tool in the analysis of
those datasets, and thus contribute to our knowledge on how AML is shaped by evolution.




7.1.1 PDX Model Generation and Long-Term Treatment
AML PDX models were established from the primary patient samples by Dr. Binje Vick, from the
group of Prof. Dr. Irmela Jeremias (Helmholtz Zentrum München, SFB1243). Tumor cells were
transformed to express enhanced firefly luciferase and mCherry, and transplanted into the PDX
model to generate the initial AML491 PDX line (Vick et al. [2015]). PDX cells were transplanted
into a donor mice 652 -> 1021, and from the latter, cells were transplanted into the PDX mice that
would constitute the LT experiment. Tumor burden was monitored by bioluminescence imaging.
The AML PDX samples were treated with up to three regimes of chemotherapy (figure 2.1).
The first regime was a treatment over 32 days with 1 mg kg−1 of daunorubicin, one dose of 50
mg kg−1 of cytarabine, and one dose of 100 mg kg−1 of cytarabine. The second and third regimes
were a treatment over 32 days with three doses of 100 mg kg−1 of cytarabine. Due to clinical
signs of illness, tumor samples from mice of stage IV were re-transplanted and used to generate
the samples from stages V, VI, and VII. Cells were extracted after full-blown growth (I, III, V,
VII), or shortly after the application of chemotherapy when the cells were depleted (II, IV, VI).
7.1.2 Whole-Genome Sequencing
WGS data of the patient and PDX samples were generated by the group of Dr. Philipp Greif
(ELLF-LMU, SFB1243). WGS reads from 5 PDX samples (paired-end, 150 bp) were aligned to a
concatenated human and mouse genome (hs37d5-GRCm38) using bwa mem (version 0.7.15-r1140;
Li [2013]). Reads from human chromosomes were coordinate-sorted and extracted with samtools
version 1.8 (Li et al. [2009]) and used for downstream analysis.
7.1.3 Whole-Exome Sequencing
WES data of the patient and PDX samples were generated by Julia Niggemeyer (Metzeler Group,
ELLF-LMU, SFB1243). Paired-end 100 bp whole exome sequencing (WES) reads were mapped
using BWA-MEM. Reads from patient samples were mapped to the human reference genome,
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Run ID UMI length BC length Read length
Run 1 10 14 50
RFC150 10 14 150
RFC18_100 10 16 100
Table 7.1: AML-LT scRNA-seq dataset configurations.
version hg19. Reads from the PDX samples were mapped to a concatenated human-mouse
reference genome (hg19 - GRCm38), and reads mapping to standard human chromosomes were
extracted with samtools version 1.8.
7.1.4 Targeted Amplicon Sequencing and Ultra-Sensitive Genotyping
TAS data was generated with the HaloPlex AML panel of 67 genes by Dr. Maja Rothenberg-Thurley
and Dr. Klaus Metzeler (ELLF-LMU, SFB1243).
PDX samples of stages IV and V were re-sequenced using SiMSen-seq (Ståhlberg et al. [2017])
by Daniel Richter (SFB1243). The 5 SNVs described in table 2.3 were amplified. Libraries were
sequenced with 100-bp paired-end reads.
7.1.5 Single-Cell RNA-Sequencing
cDNA libraries of 2276 cells from 28 samples of the AML-LT experiment (stages I, II, III, IV,
VI, and VII) were successfully prepared with the mcSCRB-seq protocol (Bagnoli et al. [2018]) by
Johannes Bagnoli. These were generated under three different configurations of library preparation
and/or sequencing, which are shown in table 7.1. In all cases, BCs were a composite of the SCRB
BC sets and a TruSeq i7 anchor.
Reads from all three configurations were pre-processed uniformly. Reads were mapped to a
concatenated hg38-mm10 (human-mouse) genome using zUMIs Parekh et al. [2018], with STAR
2.6 (Dobin et al. [2013]). Cells were filtered for high quality by Johannes Bagnoli with a minimum
of 13,000 reads, 2000 UMIs mapping to exons and 3000 UMIs mapping to introns or exons,
1000 detected genes, 50% of reads mapping to introns or exons, 25 UMIs mapping to ERCC
sequences, and a maximum of 30% reads mapped to mm10 genes. GATK best practices were used
to pre-process the mapped reads (Van der Auwera et al. [2013]). Pileup and consensus of exome
clonal variants (described in section 2.3) were done with umivariants. In the case of RFC18_100
data, BCs were trimmed to 14 bases after pileup (an extra pair of TT at the 3’ end was removed).
Consensus, VAF, and genotype were estimated from the reads of all three datasets jointly.
7.1.6 Somatic SNV Calling
WGS data
SNVs and indels were called following the GATK best practices, version 3.6 (Van der Auwera
et al. [2013]), with MuTect2 (Cibulskis et al. [2013]), using the remission and post-bone-marrow
transplantation samples (labeled "Donor") as normal controls. The ExAC release 0.3.1 (Lek et al.
[2016]) was used as a reference for common SNPs. SNVs that were annotated in ExAC with a
VAF > 0.05 were excluded.
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Variants from the primary patient WGS data were called by collaborators using the DKFZ
OTP pipeline (Reisinger et al. [2017]; Sebastian Vosberg, personal communication).
SNVs and short indels from both patient and PDX samples were further filtered to have a
minimum coverage of 50 reads in all samples, a maximum allele frequency of 0.75 in any sample,
and a VAF = 0 in normal controls (except for DNMT3A R882S, which was persistent at remission).
SNVs and indels were also removed if they had a P − value > 0.01 in a binomial test B(V AF >
0.5|K,N) given K variant allele reads and N total coverage. After applying these filters, 7461
SNVs and indels remained.
WES data
SNVs and indels were called following the GATK best practices with MuTect2 (version 3.6), using
the remission and post-bone-marrow transplantation samples as normal controls. ExAC 0.3.1 was
used as a polymorphism reference. Variants were filtered to have a minimum depth of 50 reads
and a maximum VAF of 0.75 across all patient and PDX samples, at least two variant allele reads
and a VAF of 0.1 in at least one tumor sample, and a VAF of 0 in controls (except for DNMT3A
R882S). Sites with more than one variant allele were excluded.
7.1.7 SNP Calling
Germline SNPs and indels were called following the GATK best practices with HaplotypeCaller,
version 3.6. A set of core heterozygous SNPs was defined as being called in the patient diagnosis
and complete remission samples (i.e. before any bone marrow transplantation), with a VAF = 0.5
on both samples, a depth of 20 reads, and a frequency ≤ 0.05 in ExAC 0.3.1.
7.1.8 CNV Calling and Overlapping Gene Analysis
Allele-specific copy number variants were called on the exome data using the MARATHON pipeline
(Urrutia et al. [2018]), which makes use of the CODEX2 and FALCONX packages (Chen et al.
[2017], Jiang et al. [2018]). The pipeline estimates the copy number based on the coverage per allele
at heterozygous SNP sites. The core set of heterozygous SNPs from the diagnosis and remission
exomes was given as input to CODEX2 to normalize the coverage on the patient and PDX tumor
samples with respect to the three control samples (first full remission, and remission after first and
second BM transplants). FALCONX was used to call chromosomal regions with allele-specific copy
number differences between each tumor-control pair based on the coverage at heterozygous SNPs
which were observed in both samples. Major and minor copy number estimates were homogenized
along stretches of 1 Mbp, and segments were delimited based on local copy number differences of
0.3.
Raw CNV calls were further processed to yield a unique set of consensus CNV regions for all
samples. First, I obtained the intersection of CNV regions per sample that were called against
each control. Afterwards, I merged them across all samples using the reduce() function of the
GenomicRanges R package (Lawrence et al. [2013]) (i.e. to combine segments with at least a
1-bp overlap), and filtered any regions below 10 Mbp in length. To establish segments within
the merged regions where the CNV was not present in all samples, I used the GenomicRanges
disjoin() function to obtain all possible non-overlapping CNV segments. Any adjacent segments
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that were below 1 Mbp in length were merged. I also merged larger segments with the smaller
ones if they were present in less than 3 samples, or more than 13 (out of 16). This strategy kept
regional differences in copy number per sample, but vastly reduced the number of smaller, separate
segments to be considered. The final copy number that was reported per segment corresponds
to the mean between the copy number values per sample (i.e. from the FALCON-X output),
weighted by the length of the CNV segment. Segments that were not called in a sample were
assigned a copy number of 1 (for both major and minor).
In order to find which genes could be affected by the CNV events, I extracted them by
their overlap with the CNV coordinates based on the GRCh37.75 annotation, importing the
corresponding GTF file as a txdb object in R. ENSEMBL gene identifiers were converted to
their gene names and Entrez Gene ID with the biomaRt package v2.42.0 (Durinck et al. [2009]).
The number of genes that overlapped with each CNV is shown in table 2.2. To find the broader
functional context of these CNV genes, I ran a pathway enrichment analysis with the ReactomePA
package (Yu and He [2016]). Gene sets for pathway enrichment were defined by the CNVs that
were present per sample or per chromosome.
7.1.9 Clonal Inference
The set of filtered SNVs and indels from the WGS analysis were used for cluster inference with the
SciClone package, version 1.1.0 (Miller et al. [2014]). I used the remaining 7 clusters, comprising
6384 variants, to infer the clonal phylogeny and frequencies per sample with the ClonEvol package,
version 0.99.11 (Dang et al. [2017]).
In the case of the data from the 13 WES samples, the Canopy package version 1.3.0 was
employed (Jiang et al. [2016]). The second relapse sample and CNVs were excluded from the
analysis. Canopy was set to perform inference from 3 to 10 clones with an initial binomial clustering
step of 100 EM runs. MCMC sampling of trees was done on each number of clusters using Canopy’s
canopy.sample.cluster.nocna function, using 100 chains with a minimum of 20000 iterations and
a maximum of 200000. The first 100 iterations were excluded as burn-in. The number and
composition of clones was determined with the maximum Bayesian Information Criterion (BIC),
and the best clonal phylogeny for the chosen architecture was determined by maximum likelihood.
Clonal fractions per sample were directly extracted from the Canopy output.
7.1.10 Clonal Age Analysis
I estimated approximate age ranges per clone following a method that was introduced by Körber
et al. [2019]. To calculate the time that would take for each clone to acquire its set of mutations,




where m is the number of mutations on the WGS dataset that were acquired on that particular
clone (i.e. excluding any ancestral ones), µ is the mutation rate, and λ is the growth rate. The
growth rate was calculated from the bioluminescence proliferation assays of KRAS- or NRAS-predominant
PDX samples. For the founder, first-relapse, and second-relapse clones I took the mean growth
rate of these assays. The standard deviation of the growth rates was used to provide upper and

















Table 7.2: Versions of umivariants dependencies (R packages)
lower limits. Growth rates were provided as doublings per week. The mutation rate per subclone
was calculated with µ = µbasecov50∗sig1 , where µbase is the basal somatic mutation rate in humans,
which was estimated as a median of 2.8 ∗ 10−7bp−1generation−1 by Milholland et al. [2017]),
cov50 is the number of sites covered at 50x across all WGS samples (due to the minimum coverage
required for SNV calling), and sig1 is the ratio of the mutational signature 1 in the subclonal SNVs
to those present in the parent clone (or just the fraction of signature 1 for the founder clone).
7.2 umivariants Development and Testing
7.2.1 Software Versions
umivariants version 0.0.0.9000 was developed in R version 3.6.0. Essential dependencies are shown
in table 7.2.
7.2.2 Variant pileup
To extract variants from UMI-barcoded reads, variants are imported from the input file and
converted into a GenomicRanges object (Lawrence et al. [2013]). Sequences at each variant position
are extracted from reads in the input BAM file that overlap the variant coordinate, using the
stackStringsFromBam() function from the GenomicAlignments package (Lawrence et al. [2013]).
This same function is used to extract the Phred-scaled sequence quality scores. The input BAM
file needs to be coordinate-sorted, and a BAM index file (.bai extension) needs to be created in
its same location.
Tags containing the UMI and BC, read query names, and mapping quality values of each
analyzed read are extracted with the Rsamtools package (Morgan et al. [2019]), and merged with
the stackStringsFromBam() output. If minimum sequence and/or mapping quality values are
provided by the user, reads are filtered by these values. UMIs and BCs are parsed depending on
the input BAM file configuration:
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• If the UMI and barcode are contained in tags, their names can be provided directly as
parameters. These are used as part of the scanning parameters in scanBamParam() from
Rsamtools.
• If the UMI and BC are contained in the same string, these can be split by position.
• If the UMI is contained in the read query name (QNAME), it can be extracted with different
methods, such as splitting the QNAME by a separator character, a regular expression, or a
fixed position.
• If the sample contains no BC, a sample name can be provided as a parameter, or the UMI
can be copied into the BC column.
Each variant position is handled individually, a process which can be divided among multiple
threads using the ’cores’ option.
The type of variant at each location is determined from the alleles presented in the input SNV
table. Four possible types of variants can be handled by the scan_UMI_bam() function: SNVs
(i.e. single-nucleotide substitutions), insertions, deletions, and multi-nucleotide substitutions (i.e.
replacements, see Danecek et al. [2011]). While SNVs are extracted directly with the call to
stackStringsFromBam(), the other three types of variants require additional processing to extract
the full sequence of the alleles and to obtain quality values that can be employed for subsequent
consensus estimation:
• Multi-nucleotide substitutions: if multiple substitutions occur contiguously, the sequences
can be piled up directly with the call to stackStringsFromBam(). Quality values of all
nucleotides are averaged for subsequent steps of UMI consensus and scoring.
• Deletions: two kinds of characters can be used to represent a deletion by default when
using stackStringsFromBam(): ’-’, for deletions represented with a D in the CIGAR string,
and ’.’, for large deletions that were assigned to an N. The N character can also be used to
convey any case in which a large chromosomal region is skipped, such as in a splice junction.
In order to confirm that the extracted string matches the expected deletion, an additional
function verifies that the length of the ’-’ or ’.’ string matches the length of the annotated
deletion.
• Insertions: the position of the read that contains the insertion is extracted from the
CIGAR string. The cigar_breaker() function from umivariants parses the CIGAR string and
provides a table where each row corresponds to the different operations in succession. If the
CIGAR contains the character ’I’, preceded by the length of the insertion, the corresponding
row of the cigar_breaker() table is used to extract the position of the insertion in the
read. Instead of extracting the sequence with stackStringsFromBam(), the complete reads
are extracted with Rsamtools scanBam(), and the substring is extracted based on the
cigar_breaker() table.
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7.2.3 UMI-Consensus Models
MaxQualSum model
Quality scores are converted from ASCII format (i.e. character) to a numeric Phred-scaled value:
QPhred = A − O, where A is the numeric value of the character in ASCII format, and O is an
offset value. The latter is defined by the Illumina/CASAVA version, which is equivalent to 33 in
versions 1.8 and above. The raw score of each allele (i.e. single nucleotide, multiple nucleotide, or
indel) per UMI, position, and sample BC is determined by adding the Phred scores of all reads
that present the allele. The consensus allele is determined by the highest sum of Phred scores. In
the case of a tie between two or more alleles, the UMI is flagged for potential exclusion by the
user; they can be discarded in the output table already if specified, which is the default. The mean
Phred score of the nucleotides/indels with the consensus allele is taken as the consensus quality
score.
The Phred quality score (Q) is equal to q = −10log10(p) (Ewing and Green [1998]), where p
is the error probability defined by CASAVA. In the QUAL field, it is converted into the ASCII
character with the equivalent rounded value + 33 (Illumina ≥ 1.8) or + 64 (Illumina < 1.8).
Majority vote model
After the pileup step, read sequences are filtered with a user-provided minimum Phred score
value. The number of reads that contain each observed allele per UMI, position, and sample BC
are counted. The allele with the highest frequency is taken as the consensus. UMIs with ties
between two or more alleles are also flagged in this case, and optionally discarded.
The consensus quality score is computed after Shugay et al. [2017] with the following equation:
CQS =
40 ∗ (4 ∗ Fcons − 1)
3
where Fcons is the frequency of the consensus nucleotide in the UMI.
fgbio likelihood model
The complete fgbio model is described in the Wiki of the project’s Github page (Fennel et al.;
https://github.com/fulcrumgenomics/fgbio/wiki/Calling-Consensus-Reads). The model is based
on the likelihood of each possible nucleotide substitution to originate from an amplification or
sequencing error. The consensus is estimated using the following steps on each nucleotide from
each read that overlaps the position of interest. The equations were taken from the fgbio GitHub
Wiki page.
1. ASCII Phred scores are converted to their numeric value (Q), which is converted back to
the error probability by Perr = 10−Q/10. (Perr is written as PQ′ in the original reference,
where Q’ is a re-scaled Phred score required in cases of systematic over-estimation, which is
not applied here.)
2. The combined error probability for amplification and sequencing is estimated with this
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formula:
P ′err = Errpost ∗ (1− Perr) + (1− Errpost) ∗ Perr + (Errpost ∗ Perr ∗ 2/3)
Errpost is an expected error after UMI incorporation; i.e. it would correspond to errors
during amplification, and is a parameter provided by the user.
3. The next step is the estimation of the likelihood of each nucleotide (A, C, G, or T) to be





P ′err,i/3 ifB 6= Bi
(1− P ′err,i) ifB = Bi
}
4. The posterior probability of each base for being the correct consensus is calculated by dividing
the likelihood of the base by the sum of the likelihoods of all four bases, and the base with




5. The posterior probability of the consensus is converted back to an error probability by
Perr = 1 − PostCall. The final error estimate is done by incorporating the probability of
having an error before incorporating the UMIs (e.g. during reverse transcription), where
Errpre is a user-provided prior for such error:
P ′err = Errpre ∗ (1− Perr) + (1− Errpre) ∗ Perr + (Errpre ∗ Perr ∗ 2/3))
As a final step, this is converted back to a Phred-scaled consensus quality score:
Qcall = −10 ∗ log10(P ′err)
No consensus model
This option was incorporated to generate controls for the evaluation of the three UMI consensus
models. Counts and frequencies of each allele per UMI, position, and sample BC are estimated.
The mean Phred score per allele is calculated, but consensus quality scores are not provided.
Quality or frequency ties among alleles are not flagged or excluded.
7.2.4 SNV-Calling Models
MuTect model
The MuTect model for variant calling was created by Cibulskis et al. [2013], and the following
equations were extracted from this source with permission under RightsLink license number
4836740058907.
The main principle consists in performing a likelihood ratio test between the two possible
variant calling models: M0, in which there is no variant at the site, and Mmf , in which variant m
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exists with frequency f . M0 is eqivalent to Mmf with f = 0, The likelihood of M
m
f is defined as:
L(Mmf ) = P (bi|ei, r,m, f) =
d∏
i=1
P (bi|ei, r,m, f)
where r is the reference allele r ∈ A,C,G, T , bi is the called base of read i, and ei is the sequence
error. P (bi|ei, r,m, f) is defined from ei depending on whether bi is equal to the r, m, or another
sequence.
Variant detection in the tumor (T) is done by dividing the likelihood of the two models to
obtain a LOD score:
LODT (m, f) = log10
(
L(Mmf )P (m, f)
L(M0)(1− P (m, f))
)
≤ log10δT
≤ log10δT is a decision threshold value equal to 6.3 in the publication, and in the umivariants
default parameter. If LODT (m, f) ≤ log10δT , the variant is considered to be called.
MAGERI model
The MAGERI variant calling model was published by Shugay et al. [2017]. It is reproduced here
as permitted by the Creative Commons BY 4.0 License.
MAGERI is based on an implementation of the Beta-Binomial model which covers the inference
of errors generated during both PCR amplification and sequencing. It is defined for single based
substitutions, defined into six categories (A>C / T>G; A>G / T>C; A>T / T>A; C>A / G>T;
C>G / G>C; C>T / G>A).
Error frequencies per substitution type (xy) are fitted with a Beta distribution:
εxy Beta(αxy, βxy);x, y ∈ A, T,C,G
where the values for αxy, βxy were estimated by the authors based on empirical polymerase error
rates published in Shagin et al. [2017]. Such parameters are stored internally in umivariants.
The total observed error counts nxyi at position i given coverage Ni are modelled with the
Beta-binomial distribution:
nxyi ∼ BetaBinom(Ni, αxy, βxy)
Quality scores of the variant call (Q score) are defined as:
Q = −10log10PBetaBinom(nxyi,Ni, αxyi, βxy)
and Q is capped to a maximum value of 100. A minimum value of Q can be used as a threshold
to define a variant as called (defaults to 20).
7.2.5 Variant genotyping
Variants are genotyped per sample BC using the UMI-consensus and SNV score table by following
the following steps:
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• The initial classification is based exclusively on the VAF: 0 or 1 for the homozygous cases,
any value in-between for heterozygotes, and ’-/-’ for variant sites without coverage.
• If the SNV score was calculated and is provided as input, any variants with VAF > 0 which
did not pass the score threshold are re-classified as 0/0.
• For variants with a VAF = 1 that is the result of very low coverage, a heterozygosity score
is calculated to determine the probability of being an actual heterozygote.
The heterozygosity score is estimated from a binomial test per site and sample:
Phet = B(a|d, θ)





CN is the copy number of the site at the sample (default = 2). Pmiss is the probability of missing
one allele (i.e with 0 reads) based on the read coverage, and is calculated with
Pmiss = B(0|dr, Pcov/CN)
where dr is the read depth at the site. Pcov is the coverage probability, and is empirically calculated
on the whole dataset as the fraction of samples (BCs) with a coverage > 1 read for that site.
In variants with a VAF = 1, if the P-value of the heterozygosity score and Pmissing are above
user-specified thresholds (0.05 and 0.8 as default, respectively), then the genotype is assigned as
0/1.
7.3 Benchmark of Variant Calling and Clonal Assignment
with the UMI Consensus Methods
7.3.1 Benchmarking true and false positive calls
The set of core exome SNPs that was described in section 7.1.7 was used as a ground truth dataset
to evaluate variant calls in the AML-LT scRNA-seq dataset after calling the UMI consensus with
the 3 different methods implemented in umivariants, as well as the control without consensus.
The read coverage of all SNPs was calculated in the complete scRNA-seq datastet. SNP subsets
were defined by filtering the sites according to each coverage value. The SNPs were taken as true
positives and any other possible variants were taken as false positives. The confusion matrix in
table 3.1 was estimated based on this classification of true and false positives; undetected SNPs
were called as false negatives. True negatives were defined if the variant call from MAGERI or
MuTect was equal to FALSE, and the variant had a different allele from the expected SNP.
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7.3.2 Benchmarking clonal assignment with the variant calling rates
Clonal phylogenies were designed to vary in the total number of clones, and the branch length (i.e.
number of variants) on each of the daughter clones . These trees were written in Newick format
with the desired branch lengths, and imported into R with the ape package (Paradis and Schliep
[2019]). Ancestral and offspring clones were integrated in each tree.
On each of these clonal phylogenies, sets of randomly selected SNVs were assigned to each of the
corresponding clones. The number of SNVs per clone was taken from the branch lengths. Based on
these SNV-clone assignments, sets of single cells were randomly assigned to the clones based on a
simulated clonal frequency. SNV detection on each cell was simulated with a method based on the
simulator from the OncoNEM package (Ross and Markowetz [2016]): a binary cell-SNV matrix
was generated with the true SNVs per clone for each cell, and coverage values of the reference and
variant alleles of each SNV were sampled from a binomial distribution to reflect SNV detection
and site coverage. A random number of these values was sampled based on the FPR to assign
false positives, on the FNR to assign false negatives, or on a dropout rate (0.1) to assign lack
of coverage. With these simulated allele counts, cells were assigned to the set of subclones using
Cardelino (McCarthy et al. [2020]). The number of correct assignments, incorrect assignments,
and unassigned cells was estimated based on the ground truth annotation of each simulated cell.
7.4 GoT Data Analysis
The 10x and GoT sequencing data from the ET and MF samples were downloaded from the Gene
Expression Omnibus using the accession number GSE117826. 10x Cell Ranger count matrices
were available for all samples in Matrix Market Exchange Format (MEF; .mtf). BC whitelists
of each sample were also downloaded from GEO. Some of the 10x datasets (ET01, ET02, ET03,
MF01, and MF05) were directly available and downloaded in BAM format.
Reads for the ET02-GoT dataset were downloaded from the NCBI Sequence Read Archive
(SRA) in FASTQ format from accesion numbers SRR7613783 and SRR7613784. The ET02
FASTQ files were mapped to the hg38 genome using zUMIs with STAR 2.7. The variant sites
described in table 4.2 were retrieved from the BAM files and analyzed using umivariants as
described in 4.1.
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