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ABSTRACT 
Many applications of data-driven knowledge discovery processes call for the exploration of 
data from multiple points of view that reflect different ontological commitments on the part of 
the learner. This is particularly important in scientific applications in which specific ontological 
and representational commitments often reflect prior knowledge and working assumptions. Of 
particular interest in this context are algorithms for learning classifiers from ontologies and 
data. In many practical applications, it is often the case that the instances to be classified are 
specified using attributes at different level of precision, leading to partially specified instances. 
Against this background, my dissertation research is aimed at the design and analysis of 
algorithms for the construction of robust, compact, accurate and ontology-aware classifiers. 
We have precisely formulated the problem of learning pattern classifiers from Attribute 
Value Taxonomies (i.e., AVT, a specific class of ontologies) and partially specified data. We 
have designed and implemented efficient algorithms for learning classifiers from such data 
sources. Based on a general strategy of top-down hypothesis refinement to search in a general­
ized hypothesis space, this framework can be extended to theoretically well-founded AVT-based 
variants of machine learning algorithms. Our AVT-guided learning algorithms adopt a gen­
eral learning framework that takes into account the tradeoff between the complexity and the 
accuracy of the predictive models. This tradeoff enables us to learn a classifier that is both 
compact and accurate. We have systematically evaluated the resulting algorithms on machine 
learning benchmark data sets. 
We have extended our approach to learning compact and accurate classifiers from seman­
tically heterogeneous data sources. We presented a principled way to reduce the problem of 
learning from semantically heterogeneous data to the problem of learning from distributed par­
xvi 
tially specified data by reconciling semantic heterogeneity using AVT-mappings, and described 
a sufficient statistics based solution. The resulting algorithm is exact, relative to its centralized 
counterpart, and our experimental results on synthesized distributed and semantically hetero­
geneous data verified our theoretical analysis on the exactness of the algorithm. We illustrated 
our approach to using this strategy to design AVT-guided algorithms for learning classifiers 
from semantically heterogeneous data using the Naïve Bayes classifier as an example. However, 
the proposed approach can be extended to a broad range of other machine learning algorithms. 
1 
CHAPTER 1. Introduction 
This chapter provides an introduction to the main topics and the background of the thesis. 
A brief description of our approaches and the outline of the structure of the thesis is provided. 
1.1 Background and Motivation 
Rapid advancement of computing technology gives us the ability to store, manage and 
access vast amounts of data in a way far more than we could understand the data. Cheap 
computer hardware and fast communication devices have revolutionalized the way data is 
recorded and distributed. Tera bytes of data on credit card transactions, web based click-
streams, geospatial data, human genome data and protein sequence data are collected, stored 
and updated every day. 
However, as Cliff Stoll and Gary Schubert have pointed out philosophically, "Data is not 
information, Information is not knowledge, Knowledge is not understanding, Understanding is 
not wisdom". The growing amount of data is meaningless if we cannot find the right tool to 
extract useful information and knowledge from it. 
Machine Learning (ML), along with Knowledge Discovery in Databases (KDD) and Data 
Mining (DM), provides us with theories and methodologies in exploring, analyzing, and even­
tually understanding the available massive amount of data. 
Many data rich domains (e.g., biological sciences, space sciences, e-commerce) offer unprece­
dented opportunities in computer-assisted data driven knowledge acquisition in a number of 
applications, including in particular, data-driven scientific discovery in bioinformatics (e.g., 
characterization of protein sequence-structure-function relationships in computational molec­
ular biology), environmental informatics, health informatics, data-driven decision making in 
2 
business and commerce, monitoring and control of complex systems (e.g., load forecasting in 
electric power networks), and security informatics (discovery of and countermeasures against 
frauds and attacks on critical information). 
1.2 Machine Learning Methods in Data Driven Knowledge Discovery 
Machine learning is the study of methods for programming computers to learn, and to 
improve their performance automatically with experience [Mitchell (1997); Dietterich (2003)]. 
A detailed understanding of information processing algorithms for machine learning leads to a 
better understanding of human learning abilities as well [Mitchell (1997); Duda et al. (2001)]. 
Due to the overwhelmingly large volume of data and the constantly changing nature of 
the phenomena in real world applications, it is almost impossible to extract useful information 
solely by hand. Machine learning algorithms help to build models from "training data", and 
the learned model can then be used to make predictions for new and unseen data. Machine 
learning has been established as an interdisciplinary subject which overlaps with artificial intel­
ligence, statistics, knowledge discovery, data mining, and psychology. However, the emphasis 
of machine learning is on the accuracy and the effectiveness of the resulting learning system. 
Machine learning in general, and supervised learning or learning from examples in par­
ticular, offers some of the most cost-effective approaches to automated or semi-automated 
knowledge acquisition (discovery of features, correlations, and other complex relationships and 
hypotheses that describe potentially interesting regularities from large data sets) in many 
data rich application domains. Examples of such applications include design of customiz­
able information retrieval agents, synthesis of domain-specific information extraction engines, 
data-driven scientific discovery (e.g., characterization of protein sequence-structure-function re­
lationships in computational molecular biology), discovery of patterns of coordinated attacks 
on distributed computer networks, data mining in business and commerce (e.g., credit risk 
assessment), automated diagnosis, and monitoring and control of complex systems (e.g., load 
forecasting in electric power networks). A large class of such applications involves synthesis of 
pattern classifiers using a training set of labeled instances (i.e., "training data"). Once trained, 
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such a classifier can be used to classify novel instances (i.e., instances not encountered during 
training). The conditions under which such classifiers can be expected to generalize well as 
well as methods for improving generalization have been the subject of extensive theoretical 
and experimental investigation. 
Currently, there are a large variety of machine learning algorithms available, and they 
have been applied to a great number of real world problems. However, with new emerging 
demands of data rich applications, we have seen many new challenges for machine learning 
and knowledge discovery [Caragea et al. (2005a)]: 
• In many real world applications, data repositories are large in size, dynamic, and phys­
ically distributed. Consequently, it is neither desirable nor feasible to gather all of the 
data in a centralized location for analysis. The ability of autonomous organizations to 
share raw data is limited due to a variety of reasons (e.g., privacy considerations). Thus, 
there is a growing need for efficient algorithms that can learn from distributed data 
sources without shipping large amount of data. 
• In practice, data driven knowledge discovery occurs within a context. Autonomously de­
veloped data sources differ in terms of their underlying ontological commitments [Sowa 
(1999)], i.e., assumptions concerning the objects that exist in the world, the properties or 
attributes of the objects, the possible values of attributes, and their intended meaning, 
as well as the granularity or level of abstraction at which objects and their properties 
are described. In scientific discovery applications, because learners often need to exam­
ine data in different context from different perspectives, methods for context-dependent 
and ontology-aware information extraction from data with user-specified ontologies are 
needed. 
• Collaborative scientific discovery applications often require users to be able to analyze 
data from multiple, semantically disparate data sources. For such data sources, there 
is no single privileged perspective that can serve all users, nor even a single user in 
every context. Hence, there is a need for methods that can dynamically and efficiently 
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extract and integrate information needed for learning (e.g., statistics) from distributed, 
semantically heterogeneous data based on user-specified ontologies and user-specified 
mappings between ontologies. 
As a continually evolving research subject, machine learning has been applied to solve 
many other complex learning tasks, including supervised learning from sequence data, time 
series, spatial data, and other complex objects, and unsupervised learning for clustering, data 
visualization, density estimation, anomaly detection, and information retrieval, etc. [Mitchell 
(1997); Dietterich (2003)] We can be sure to see great advancement of the field of machine 
learning in the future. 
1.3 Motivations for Learning from Ontologies and Data 
The increasing need for information sharing between organizations, individuals and scien­
tific communities has led to significant efforts to the construction of ontologies in Bioinfor-
matics, E-commerce, Geospatial informatics, etc. Making ontological commitments (that are 
typically implicit in a data set) explicit enables users to explore data from different points 
of view, and at different levels of abstraction. Each point of view corresponds to a set of 
ontological (and representational) commitments regarding the domain of interest. The goal of 
incorporating ontologies in learning pattern classifiers is aimed at the design and analysis of 
algorithms for construction of robust, accurate and easy-to-comprehend classifiers from ontolo­
gies and data. Therefore, algorithms for learning from ontologies and data are of significant 
interests in practice. In the following, we listed several motivations for pursuing this research 
direction. 
Our first motivation for exploring learning algorithms that can exploit user-supplied on­
tologies to analyze data stems from the significance of interaction between data and knowledge 
- in particular, knowledge that takes the form of ontology (or ontologies) used by the learner. 
In many data-driven knowledge acquisition tasks, there is a need to explore data from multi­
ple points of view that reflect different ontological commitments on the part of the learner. This 
is particularly important in scientific applications of machine learning where specific ontologi-
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cal and representational commitments often reflect prior knowledge and working assumptions 
of scientists [Reinoso-Castillo et al. (2003); Sowa (1999)]. 
However, in such applications, there is no single universal ontology that can serve all users 
in every context or even a single user in every context. For example, in one context, the 
scientist may not consider it necessary to distinguish between different subfamilies of a family 
of proteins or different types of sequence patterns or structural features of proteins. In other 
cases, such distinctions may be desirable. Each ontological commitment that a user chooses is 
like an ontological lens. Because of different needs, different users might need different lenses 
regarding the domain of interests. Hence, methods for learning from ontologies and data are 
needed to support knowledge acquisition from data. 
Ontologies also provide us with a rich repository of semantic information and relations. Use 
of ontology can enhance knowledge discovery and information extraction through standard 
machine learning methods. Moreover, ontologies help to facilitate information integration 
and data mining from semantically heterogeneous data sets. Hence, the exercise of designing 
algorithms for learning from ontologies and data can offer useful insights into the more general 
problems of machine learning. 
Our second motivation for considering algorithms for learning from ontologies and data 
arises from the preference for comprehensible and simple, yet accurate and robust classifiers 
in many practical applications of data mining. 
The availability of user-supplied ontologies presents the opportunity to learn classification 
rules that are expressed in terms of familiar hierarchically related concepts (or, abstract at­
tribute values) leading to simpler, easier-to-comprehend rules [Zhang et al. (2002); Kohavi 
and Provost (2001)]. 
Taxonomies (also known as concept hierarchies) are among particularly common and useful 
classes of ontologies. A taxonomy is specified by a collection of names (types or concepts) and 
a set of type-subtype relations. Typically, attribute values are grouped into a tree structure, 
called attribute value taxonomies (AVTs), to reflect actual or assumed similarities among the 
attribute values in the domain of interest. When a taxonomy is defined over class labels (target 
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attribute), it is called a class taxonomy (CT). 
There is a need to study strategies for transforming traditional inductive learning algo­
rithms into ontology-guided (more specifically, AVT-guided and CT-guided) inductive learning 
algorithms for data-driven discovery of relationships at multiple levels of abstraction. 
Our third motivation for considering ontology-guided learning algorithms arises from 
the need to learn from relatively small data sets where there is a greater chance of generating 
classifiers that overfit the training data. 
A common approach used by statisticians when estimating from small samples involves 
shrinkage [McCallum et al. (1998); Duda et al. (2001)] or using abstract attribute values which 
correspond to sets of the original attribute values grouped according to an AVT (or abstract 
class labels from a class taxonomy) when there are too few instances that match any specific 
attribute value or class label to estimate the relevant statistics with adequate confidence. 
Learning algorithms that exploit taxonomies can potentially perform shrinkage automati­
cally thereby yielding robust classifiers. In other words, such algorithms can perform a built-in 
regularization or pruning to minimize over-fitting. 
Our fourth motivation relates to the ability to learn from partially specified data when 
different instances are specified at different levels of precision relative to attribute value tax­
onomies 
In many pattern classification tasks, it is often the case that the instances to be classified 
are specified at different levels of precision. That is, the value of a particular attribute, or the 
class label associated with an instance, or both are specified at different levels of precision in 
different instances, leading to partially specified data [Zhang and Honavar (2003); Zhang and 
Honavar (2004a)]. To illustrate this phenomenon, consider the AVT for the "color" attribute 
shown in Figure 1.1. We can use a precise shade of Blue for describing a blue object, such 
as Sky Blue, Light Blue, Dark Blue, and Navy Blue. But, in some cases when we lose this 
specificity, the object is simply described as Blue without specifying the precise shade of blue. 
Partially specified instances are encountered quite often in practice. For example, in a 
medical diagnosis task, different cases may be described in terms of symptoms or results of 
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Primary Color 
Red Green Blue 
Sky 
Blue 
Light 
Blue, 
Dark 
Blue 
Navy 
Blue 
Figure 1.1 An Attribute Value Taxonomy for the Color attribute 
diagnostic tests at different levels of precision. For example, a patient may be described as 
having cardiac arrhythmia without precise details of the type. While in another case, a pa­
tient has been diagnosed as having a detailed type of arrhythmia. In an intrusion detection 
task, the activity to be classified may be specified in terms of events described at different 
levels of precision. Likewise, the diagnosis (class label) associated with a set of symptoms may 
be specified at different levels of detail (e.g., breast cancer versus the precise type of breast 
cancer with respect to a class taxonomy). Partially specified data are also quite common in 
data mining applications in science (e.g., data driven approaches in functional genomics, char­
acterization of macromolecular sequence-structure-function relationships), e-commerce (e.g., 
analysis of consumer behavior), security informatics (e.g., discovery of patterns of coordinated 
attacks on distributed computing and communications networks when network events, system 
calls, and user characteristics may be specified at different levels of detail), and social science. 
Partially specified data are also unavoidable in knowledge acquisition scenarios which call 
for integration of information from semantically heterogeneous information sources [Reinoso-
Castillo et al. (2003); Caragea et al. (2004a)]. Semantic differences between information sources 
arise as a direct consequence of differences in ontological commitments [Berners-Lee et al. 
(2001a)]. Hence, it is necessary for us to explore algorithms for learning from AVT and 
partially specified data. 
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Class 
Transcription Energy Metabolism 
Nucleotide^, /phosphate 
metabolism/Xmetabolism 
Aminoacid 
metabolism 
Amino acid 
biosynthesis 
Amino acid 
transport 
Figure 1.2 A partial Class Taxonomy for functional classification catalogue 
for S. Cerevisiae 
1.4 Our Approaches 
Against this background and the motivations, it is of significant practical interest to pre­
cisely formulate the problem of learning from ontologies (as a form of background knowledge or 
working assumptions) and data, and to explore the design space of algorithms for data-driven 
knowledge acquisition using explicitly specified ontologies (such as taxonomies). 
In this thesis work, we formalize the problem of learning pattern classifiers from attribute 
value taxonomies and data (which can be partially specified), and propose AVT-guided learning 
algorithms. AVT-guided learning algorithms extend standard learning algorithms in principled 
ways so as to exploit the information provided by AVT. We have designed and implemented 
AVT-NBL [Zhang and Honavar (2004a); Zhang and Honavar (2004b)] and AVT-DTL [Zhang 
and Honavar (2003)] for learning AVT-guided Naive Bayes and Decision Tree classifiers, re­
spectively. The standard Decision Trees or Naive Bayes learning algorithms can be viewed 
as special cases of AVT-DTL or AVT-NBL, where the AVT associated with each attribute 
has only one level. The root of such an AVT corresponds to the value of the attribute being 
unknown and the leaves correspond to the primitive values of the attribute. 
9 
Our general strategy is to implement a top-down AVT-guided search in the corresponding 
hypothesis space. An AVT-guided learning algorithm has a bias in favor of the level of ab­
straction based on more abstract attribute values (i.e., those that appear closer to the roots 
of the corresponding AVTs) that are sufficiently informative for classifying the training set. 
We start by building a classifier that is based on the most abstract level of abstraction and 
successively refine the classifier (hypothesis) by doing hypothesis refinement. Therefore, the 
learning algorithm generates a sequence of hypothesis refinements until a final optimal level of 
abstraction and an optimal classifier is obtained. 
An AVT-guided learning algorithm adopts a general learning framework that takes into 
account the tradeoff between the complexity and the accuracy of the predictive models. For 
example, the Minimum Description Length (MDL) principle [Rissanen (1978)] is to compress 
the training data D and encode it by a hypothesis h such that it minimizes the length of the 
message that encodes both h and the data D given h. By making this tradeoff, we are able 
to learn classifiers that are both compact and accurate. We provide a general framework for 
learning classifiers from attribute value taxonomies and data. We illustrate the application of 
this framework in the case of AVT-based variants of decision tree and Naïve Bayes classifiers. 
However, this framework can be used to derive AVT-based variants of other learning algorithms, 
such as nonlinear regression classifiers, support vector machines, etc. 
We extend our previous approach to learning compact and accurate classifier from partially 
specified semantically heterogeneous data sources. Our approach to AVT-guided learning from 
partially specified semantically heterogeneous data relies on our general strategy for transform­
ing algorithms for learning from data into algorithms for learning from distributed, semantically 
heterogeneous data [Caragea et al. (2004a)]. This strategy is based on the decomposition of 
the learning task into an information extraction component (when sufficient statistics needed 
for learning are gathered) and a hypothesis generation component (that uses the sufficient 
statistics to generate or refine a current hypothesis). 
We present a principled way to reduce the problem of learning from semantically heteroge­
neous data to the problem of learning from distributed partially specified data by reconciling 
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semantic heterogeneity using AVT-mappings, and describe a sufficient statistics based solution. 
The resulting algorithm is exact relative to its centralized counterpart, and our experimental 
results on synthesized distributed and semantically heterogeneous data verified our theoretical 
analysis on the exactness of the algorithm. We illustrate our approach to using this strategy 
to design AVT-guided algorithms for learning classifiers from semantically heterogeneous data 
using the Naive Bayes classifier as an example. However, the proposed approach can be ex­
tended to a broad range of machine learning algorithms including variants of Decision Tree, 
Bayesian networks, generalized linear models, and support vector machines. 
1.5 Outline of the Thesis 
The remainder of this thesis is organized as follows. 
In Chapter 2, a brief introduction to learning classifiers from data is given. Preliminary 
concepts of ontologies and formal definitions of attribute value taxonomies and partially spec­
ified data are provided. We formally define the problem of learning classifiers from attribute 
value taxonomies and partially specified data, and define the problem of learning classifiers 
from distributed and semantically heterogeneous data sources. A brief survey of the related 
work on learning with missing values, learning classifiers from ontologies and data, and learning 
classifiers from distributed and heterogeneous data is given. 
In Chapter 3, we present AVT-DTL, an AVT-guided decision tree learning algorithm, that 
is able to exploit user supplied attribute value taxonomies (AVTs) and to learn from partially 
specified data. We describe in detail how standard decision tree learning algorithms (DTL) 
can be extended in a principled way to AVT-DTL. We describe several alternative approaches 
to learning decision tree classifiers by data preprocessing. For performance evaluation, we 
present experimental results of AVT-DTL algorithm and make performance comparisons with 
standard decision tree learning algorithm and several alternative approaches. 
In Chapter 4, we describe in detail AVT-NBL, a natural generalization of the Naïve Bayes 
learner (NBL), for learning classifiers from AVT and data, including partially specified data. 
We present experimental results by comparing AVT-NBL with standard Naïve Bayes Learner 
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(NBL) and an alternative approach (NBL on propositionalized data) on accuracy, complexity, 
and robustness of the induced classifiers. 
In Chapter 5, we describe a general framework for designing algorithms to learn classifiers 
from AVT-extended data sources. Based on this framework, we demonstrate our approach 
by showing that AVT-DTL and AVT-NBL, presented in the previous two chapters, can be 
instantiated using this general framework. 
In Chapter 6, we precisely define the problem of learning classifiers from distributed, se­
mantically heterogeneous data sources viewed from a learner's perspective. We extend our 
previous approach for learning Naïve Bayes classifier from semantically homogeneous data 
with associated attribute value taxonomies and partially specified data to an approach for 
learning compact and accurate Naïve Bayes classifier from distributed and heterogeneous data 
sources. We reconcile semantic heterogeneity using AVT-mappings, and describe a sufficient 
statistics based solution to distributed data that is either horizontally fragmented or vertically 
fragmented. We also provide a theoretical analysis of the resulting classifier. 
We conclude the thesis work in Chapter 7. A summary and the conclusions from my study 
are given. Some interesting future research problems are also addressed. 
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CHAPTER 2. Preliminary Concepts and Related Work 
This chapter provides preliminaries and problem formulations for this thesis. First, we 
describe the basic concepts of learning classifiers from data. We provide preliminary concepts 
of ontologies and attribute value taxonomies. Then, we formalize the notions on partially 
specified data, and we formally define the problem of learning classifiers from attribute value 
taxonomies and partially specified data. We also define the problem of learning classifiers from 
distributed and semantically heterogeneous data sources. Finally, we examine related work in 
literature on learning with missing values, learning classifiers from ontologies and data, and 
learning classifiers from distributed and heterogeneous data. 
2.1 Learning Pattern Classifiers from Data 
Inductive learning algorithms offer a powerful approach to building classifiers for data-
driven discovery of complex, apriori unknown relationships from data. The purpose of a 
pattern classifier is to label or categorize the data into a set of known classes. A classifier is 
constructed based on a set of labeled training data, and usually, but not always, an explicit 
set of classification rules can be extracted from the classifier, which provides us with a better 
understanding of the classification domain. Examples of classification of various domains 
include: (1) Loan eligibility for the applicants given the historical data pertaining to the 
customers, such as age, profession, income, family size, city location etc. A classifier is built 
to predict an applicant's ability to pay the monthly payment, or the likelihood of making such 
a payment; (2) Medical diagnosis based on different symptoms and/or lab test results for the 
patient; (3) Protein function prediction that assigns protein sequences into functional families 
based on characteristic motif compositions. 
13 
2.1.1 Data Format 
As an essential part of a classification learning task, data can take different forms and 
formats. In the supervised learning scenario, each example (instance) is an ordered pair (Xp, 
cxp) where Xp is the input to the classifier and cxp is the class label. Typically, the set of class 
labels is assumed to be finite and the classes are assumed to be mutually exclusive. In many 
applications, the instance to be classified, that is, the input to the classifier is represented using 
a fixed set of features or attributes. The value of an attribute for a particular instance is a 
measurement of the quantity for that attribute. In this case, the pth instance Xp is an ordered 
tuple of attribute values (vip,v2p,..., w/vp) where N is the number of attributes. 
There are different kinds of attributes (so called variables in statistics) that are used to 
measure different aspects of the instance. Of particular interest to us in classification are 
nominal attribute, numerical attribute and ordinal attribute. Numerical attribute, sometimes 
called continuous attribute, assumes any value of a continuum of values, such as Temperature 
or Weight. A nominal attribute takes any value of a set of non-numerical values without 
particular order, such as Weather Conditions or a Shopping List, and is sometimes referred to 
as categorical. An ordinal attribute is similar to a nominal attribute, in which the values form 
a logical order, such as Education Level or Job Ranking. Other rarely used attribute types 
include interval, ratio, etc. An instance can be described using only one type of attribute 
or using a combination of different types of attributes. Occasionally, some attribute values 
may be missing in some of the instances to be classified. Consequently, techniques for dealing 
with missing attribute values during training, as well as classification, have received significant 
attention in the literature [Mitchell (1997); Duda et al. (2001)]. 
2.1.2 Instance Space and Hypothesis Class 
A classifier is built on a set of labeled training instances. The whole data for training a 
classifier is called a sample, expressed as D — {{Xp,cxv)\p = 1 - • • |D|}. Normally, we assume 
that the sample is independent and identically distributed (iid), and all instances are drawn 
from the same unknown joint distribution p(X, c). The order of the instances is not important. 
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We use instance space I to represent all possible instances defined throughout the domains of 
all attributes. 
In pattern classification tasks, a hypothesis h is a classifier, represented in some hypothe­
sis language or by a parameterized family of functions (e.g., decision trees, neural networks, 
Bayesian classifiers, SVM, etc.). A hypothesis class (or hypothesis space) H is a collection 
of all possible hypotheses using a particular hypothesis language or parameterized functional 
format. For example, a hypothesis space H for decision trees is the set of.all possible decision 
trees. 
2.1.3 Learning Classifiers from Data 
Given the original training data set D, a hypothesis class H, and a performance criterion P, 
a learning algorithm L outputs a hypothesis h e H that optimizes P (e.g., finding a hypothesis 
that is most likely given the training data D, or finding a compact classifier with minimum 
classification error). 
Classifier 
Learner 
(Labeled Examples) 
Data D 
Figure 2.1 Learning Classifier from Data 
Generally, we can use g{X\Q) to represent the classifier, where g(-) defines the hypothesis 
class, X is the input and 6 are the parameters. We can define a loss function R(-) to compute 
the difference between the desired output and the output by classifier. Thus, we calculate the 
expected loss as the sum of losses over all instances [Alpaydin (2004)]: 
\D\ 
p= l 
The learning algorithm uses an optimization procedure to find 9* to minimize the approx­
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imation error: 
6* = argmin£(y|Z>) 
9 
Besides hypothesis language, different learning algorithms have different loss functions and 
different optimization procedures. 
For many learning problems, data by itself is not sufficient to find a unique classifier, and 
we say such problems are ill-posed. Every learning algorithm has its own inductive bias, and 
does some model selection from the hypotheses that are consistent with the data. According 
to Diettterich (2003), there are triple trade-off factors in learning: 
• The complexity of the hypothesis, or the capacity of the hypothesis class, 
• The amount of training data, 
• The generalization error on new examples. 
In practice, we usually evaluate a classifier by doing cross-validation on the training data 
to help decide the best suitable classifier. Another approach to finding the optimal complexity 
of the classifier is by doing regularization [Breiman (1998)], which penalizes complex models in 
the augmented error function. Minimum Description Length (MLD) [Rissanen (1978)] makes 
the trade-off by using information theoretic measures on the Kolmogorov complexity of the 
data set. 
2.2 Ontologies and Attribute Value Taxonomies 
2.2.1 Ontologies 
An ontology is an explicit specification of a conceptualization ). A formal ontology is 
usually specified by a collection of names for concept and relationships organized in a partial 
ordering by the type-subtype relations. There are two kinds of ontology: generic ontology and 
domain specific ontology. The purpose of generic ontology is to include extensively categories 
of human knowledge. For example, CYC [Lenat (1995)], WordNet [Miller (1995)], and 
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Sensus [Swartout et al. (1996)] are generic ontologies. We are more interested in domain 
specific ontologies, because they are fine grained and directly related to a specific application 
domain. Such domain specific ontologies are usually constructed and maintained by a domain 
expert. There are many publicly available domain specific ontologies. For example, ontology 
for intrusion detection [Undercover and et al. (2004)], ontology for semantic web [Berners-Lee 
et al. (2001a)], ontology for e-commerce application [Kohavi and Provost (2001)], etc. Among 
the most popular ontologies for computational biology and bioinformatics is Gene Ontology 
[Ashburner and et al. (2000)], describing many aspects of macromolecular sequence, structure, 
and function. WHO has a Drug Dictionary [WHODD (2001)], and the US national library 
of medicine maintains a fairly large scale ontology called "Unified Medical Language System" 
[UMLS (2001)]. 
A full ontology itself is usually organized as a complex structure. Figure 2.2 shows only 
a small piece of Gene Ontology (GO). Some biological terms related to molecular functions, 
biological processes and cellular components are collected into a directed acyclic graph, where 
each node represents a term, and child-terms are either members or representatives or their 
parent-terms. GO is organized as a DAG (Directed Acyclic Graph). It has no cycles in the 
graph, but one child can have more than one parent. 
biological pixtcm 
developmental process** 
I iMi 
genetic exchange 
cdl growth and/or maintenance 
w / — ^  
ctfli-cci! fusion | i-.. j iskj 
mating i*ens.u ftmgtî 
Mating (sen*» SatehammycW 
part-of 
prtiteitt modification 
Protem processing 
protein metabolism & modification 
I Iva 
PheninWHie processing 
Figure 2.2 A piece of Gene Ontology 
An ontological commitment defines the agreement to use the vocabulary in a coherent and 
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consistent manner within a specific data repository. Therefore, when data are distributed 
and collected by different entities, they may have different ontological commitments. Because 
ontologies can provide us with a rich repository of semantic information and rich relations, use 
of ontologies can enhance knowledge discovery and information extraction through standard 
machine learning methods. 
There are commonly encountered types of ontologies that are of particular interest to 
learning, including taxonomies defined over attributes, taxonomies over class labels, and part-
whole hierarchies over attributes. We will formally define attribute value taxonomy in next 
subsection. 
2.2.2 Attribute Value Taxonomies 
Let A =  [Ai ,  A-2 , . . . ,  A . y }  be an ordered set of nominal attributes, and let dom(Ai)  denote 
the set of values (the domain) of attribute Ai. We formally define attribute value taxonomy 
(AVT) as follows. 
Definition 2.1 (Attribute Value Taxonomy) Attribute value taxonomy % for attribute 
Ai i s  a  tree  s tructured concept  h ierarchy in  the  form of  a  part ia l ly  order  se t  (dom (Ai) ,~< 
), where dom(Ai) is a finite set that enumerates all attribute values in Ai, and -< is the 
partial order that specifies is-a relationships among attribute values in dom(Ai). Collectively, 
T = {T\,T2, •.. ,7jv} represents the ordered set of attribute value taxonomies associated with 
attributes A\, A2,..., Ayv-
Let Nodes(Ti) represent the set of all values in %, and Root(Ti)  stand for the root of %. 
The set of leaves of the tree, Leaves{%), corresponds to the set of primitive values of attribute 
A,-. The internal nodes of the tree (i.e., Nodes(7i)—Leaves(7i)) correspond to abstract values 
of attribute Aj. Each arc of the tree corresponds to a is-a relationship over attribute values in 
the AVT. Thus, an AVT defines an abstraction hierarchy over the values of an attribute. 
For example, Figure 2.3 shows two attributes with corresponding AVTs for describing 
students in terms of their student status and work status, together with a sample data set 
collected by a university department based on the corresponding AVTs. With regard to the 
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Work Status Student Status 
On-Campus Off-Campus 
Graduate Undergraduate 
TA RA AA 
Master Ph.D 
Government Freshman 
Federal State Sophomore 
Com Org 
Student ID Student Status Work Status Hourly Income Internship 
60-421 Freshman Org $10/hr. No 
73-727 Master Com $30/hr. Yes 
81-253 Ph.D RA $20/hr. No 
75-455 Graduate On-Campus $20/hr. No 
32-719 Sophomore AA $15/hr. No 
42-139 Senior Government $25/hr. Yes 
6&33S Undergraduate Federal $25/hr. Yes 
Figure 2.3 Two attribute value taxonomies on student status and work 
status and a sample data set based on the two corresponding 
AVTs. 
AVT associated with student status, Sophomore is a primitive value while Undergraduate is an 
abstract value. Undergraduate is an abstraction of Sophomore, whereas Sophomore is a further 
specification of Undergraduate. We can similarly define AVT over ordered attributes as well 
as intervals defined over numerical attributes. 
After Haussier (1988), we define a cut 7^ for % as follows. We also define a global cut F 
through T. 
Definition 2.2 (Cut) A cut 7j is a subset of elements in Nodes(%) satisfying the following 
two properties: (1) For any leaf m G Leaves(7î), either m € 7, or m is a descendant of an 
element n 6 7a and (2) For any two nodes f,g£ 7i, f is neither a descendant nor an ancestor 
o f # -
19 
Definition 2.3 (global cut) Let aj be the set of all valid cuts in % of attribute Ai, and a = 
ai be the cartesian product of the cuts through the individual AVTs. f = {71,72, • • •, 7jv} 
defines a global cut through T = {T\, T2,..., 7/v}, where each 7, € a, and f e a. 
The set of abstract attribute values at any given cut of % form a partition of the set of 
values at a lower level cut, and also induce a partition of all primitive values of Aj. For example 
in Figure 1, the cut { Undergraduate, Graduate} defines a partition over all the primitive values 
{Freshman, Sophomore, Junior, Senior, Master, Ph.D} in the student status attribute, and 
the cut {On-Campus, Off-Campus} defines a partition over its lower level cut {On-Campus, 
Government, Private} in the work status attribute. 
Definition 2.4 (cut refinement) We say that a cut 7, is a refinement of a cut 7i ifji is 
obtained by replacing at least one attribute value v 6 7i by its descendants ip(v,%). Conversely, 
7i is an abstraction of 7^. We say that a global cut f is a refinement of a global cut f if at 
least one cut in f is a refinement of a cut in f. Conversely, the global cut f is an abstraction 
of the global cut F. 
Work Status Student Status 
,ampus 
TA RA AA 
Government Freshman 
State 
Org 
Figure 2.4 Cut refinement. The cut 71—{Undergraduate, Graduate} in the 
student status attribute has been refined to 7i={ Undergraduate, 
Master, Ph.D}, such that the global cut T={Undergraduate, 
Graduate, On-Campus, Off-Campus} has been refined to 
T—{Undergraduate, Master, Ph.D, On-Campus, Off-Campus}. 
As an example, Figure 2.4 illustrates a demonstrative cut refinement process based on 
the AVTs shown in Figure 2.3. The cut ji={Undergraduate, Graduate} in the student status 
20 
attribute has been refined to 71 ={ Undergraduate, Master, Ph.D} by replacing "Graduate" with 
its two children "Master, Ph.D". Therefore, f—{Undergraduate, Master, Ph.D, On-Campus, 
Off-Campus} is a cut refinement of F={ Undergraduate, Graduate,On-Campus, Off-Campus}. 
2.3 Learning Classifiers from Attribute Value Taxonomies and Partially 
Specified Data 
2.3.1 AVT Induced Abstract Instance Space 
A classifier is built on a set of labeled training instances. The original instance space I  
without AVTs is an instance space defined over the domains of all attributes. We can formally 
define AVT-induced instance space as follows. 
Definition 2.5 (Abstract Instance Space) Any choice T of A — xja, defines an abstract 
instance space ip. When 3iji G T such that 7j ^ Leaves(Ti), the resulting instance space is 
an abstraction of the original instance space I. The original instance space is given by I = ip0, 
where Vi"fi 6 fq, 7i — Values(Ai) = Leaves(Ti), that is, the primitive values of the attributes 
Ai • • • Ajv-
Definition 2.6 (AVT-Induced Instance Space) A set of AVTsT — {Tj • • -Tyv} associated 
with a set of attributes A — {Ai • • • Ajv} induces an instance space IT = UreA-fr (the union of 
i n s t a n c e  s p a c e s  i n d u c e d  b y  a l l  o f  t h e  t h e  c u t s  t h r o u g h  t h e  s e t  o f  A V T s  T ) .  
2.3.2 Partially Specified Data 
In order to facilitate a precise definition of partially specified data, we define two operations 
on AVT % associated with attribute A*. 
• depth(%,v( A i ) )  returns the length of the path from root to an attribute value v(Aj) in 
the taxonomy; 
•  l e a f ( % , v ( A i ) )  returns a Boolean value indicating if v ( A { )  is a leaf node in %, that is if 
v ( A i )  e  L e a v e s ( 7 i ) .  
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Definition 2.7 (Partially Specified Data) An instance Xp is represented by a tuple {v\p, 
VNp) • Xp is. 
• a partially specified instance if one or more of its attribute values are not primitive: 
EWjp E Xp, Vjp) > 0 A -Veo/(7i, ^ p) 
• a completely specified instance ifVivip G Leaves{%) 
Thus, a partially specified instance is an instance in which at least one of the attribute 
values is partially specified (or, partially missing). Relative to the AVT shown in Figure 2.3, 
the instance {Ph.D, RA) is a fully specified instance. The shaded instances in the sample data 
set are partially specified: (Graduate, On-Campus), (Senior, Government), (Undergraduate, 
Federal). The conventional missing value (normally recorded as "?") is a special case of par­
tially specified attribute value, whose attribute value corresponds to the root of its AVT and 
contains no descriptive information about that attribute. We call such kind of missing totally 
missing, or completely missing. 
Definition 2.8 (A Partially Specified Data Set) A partially specified data set D? (rel­
ative to a set T of attribute value taxonomies) is a collection of instances drawn from IT where 
each instance is labeled with the appropriate class label from C = {ci, C2,..., CM}, a finite set 
of mutually disjoint classes. Thus, DT Ç IT X C. 
2.3.3 Learning Scenario 
The problem of learning classifiers from AVT and partially specified data is a natural 
generalization of the problem of learning classifiers from data without AVT, and it is a special 
case for learning classifiers from ontology and data. In general, the typical hypothesis class 
H has been extended to Ho, where the original hypothesis language has been enriched by 
ontology O. The resulting hypothesis space Ho is a much larger space. In the case where 
the ontology is a set of attribute value taxonomies, the hypothesis space changes to HT, a 
collection of hypothesis classes {-ffr|F G A}. Each H\; corresponds to a hypothesis class with 
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regard to a global cut F in the AVTs. Because partial ordering exists among global cuts, it is 
obvious that the resulting hypothesis space HT also has partial ordering structure. 
Specifically, the problem of learning classifiers from AVT and data can be stated as follows: 
Definition 2.9 (Learning Classifiers from AVT and Data) Given a user-supplied set 
of AVTs T and a data set DT of (possibly) partially specified labeled instances, construct a 
classifier h-T : IT ~* C for assigning appropriate class labels to each instance in the instance 
space IT-
Of special interest are the cases in which the resulting hypothesis space HT has structure 
that makes it possible to search it efficiently for a hypothesis h that is both concise as well as 
accurate. 
Figure 2.5 Learning classifiers from AVT and data. 
Classifier that makes 
classifications at 
multiple levels of 
abstraction 
Figure 2.5 shows a general picture of our learning scenario. Our learning algorithms take 
input partially specified data set (it may be a combination of fully specified and partially 
specified instances), and take input as well the user supplied AVTs. Our output is a pattern 
classifier that is able to generate classification rules at multiple levels of abstraction. 
We describe AVT-DTL and AVT-NBL for learning AVT-guided Decision Tree and Naïve 
Bayes classifiers in details in chapters 3 and 4. We provide a general learning framework for 
AVT-based classifier learners in chapter 5. 
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2.4 Learning Classifiers from Distributed and Semantically Heterogeneous 
Data Sources 
2.4.1 A Motivating Example 
We use student information collected from different university departments as a motivating 
example to show the data sources from which we are going to learn a pattern classifier [Caragea 
et al. (2005b)]. 
Consider that two computer science departments from two universities independently col­
lect information about their Students in connection to Internships. Suppose that the data 
D\ collected by the first department is described by the attributes Student ID, Student Sta­
tus, Work Status, Monthly Income and Internship and it is stored into a table as the one 
corresponding to D\ in Table 2.1. 
The data D2 collected by the second department is described by the attributes Univ. ID, 
Student Status, Work Status, Hourly Income and Internship and it is stored into a table as the 
one corresponding to D2 in Table 2.1. 
Now that we have a specific user, who may come from either of the departments or from 
another university, we want to learn a classifier from the two data sources, but with his or her 
own perspective. Specifically we consider the case where the use has a different representative 
attributes, including SSN, Student Status, Work Status, Yearly Income and Internship. For 
example, the user may want to classify the instances (represented as in the entry corresponding 
to DL in Table 2.1) into the target class Internship by using the classifier learned from the 
other two data sources. 
To build classifiers from such different data sources requires learning algorithms have the 
ability to perform queries over the two data sources associated with the departments of interest 
from the user's perspective (e.g., number of graduate students who did an internship). However, 
we notice that the two data sources differ in terms of semantics from the user's perspective. In 
order to cope with this heterogeneity of semantics, the user must observe that the attributes 
Student ID in the first data source and Univ. ID in the second data source correspond to the 
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Table 2.1 Student data collected by two departments and a user data set 
Student ID Student Status Work Status Monthly Income Internship 
44215 3rd year Com 2530 yes 
49897 Master On-Campus 1600 no 
DI 23221 D.Phil. RA 1800 no 
22178 M.Sc. Private 3500 yes 
63255 1st year Org 900 no 
Univ. ID Student Status Work Status Hourly Income Internship 
223-11 Master Com 34 yes 
219-65 Sophomore AA 15 no 
D2 223-98 Ph.D On-Campus 18 no 
277-12 Senior Off-Campus 28 yes 
290-33 Graduate State 28 yes 
aav Student Status Work Status Yearly Income Internship 
-8475 Junior AA 13000 
DL -5287 Graduate Private 38000 
-7530 Undergraduate Org 9000 
attribute SSN in the user data; the attributes Monthly Income and Hourly Income correspond 
to the attribute Yearly Income, etc. 
In order to solve the semantic heterogeneity and establish the correspondence between val­
ues that two similar attributes can take, we need to associate types with attributes and to 
map the domain of the type of an attribute to the domain of the type of the corresponding 
attribute (e.g., Hourly Income to Yearly Income or Student Status in D\ to Student Status 
in Di). We can associate the type of an attribute with a simple hierarchical ontology. For 
example, in describing the attribute student status, Figure 6.1 shows two different AVTs asso­
ciated with data source D\ and Dg. Figure 6.2 shows a learner AVT for the same attribute. 
Examples of semantical correspondences in this case could be: Post — Graduate in D\ is equiv­
alent to Graduate in DL, 1st Year in D\ is equivalent to Freshman in DL, Master in D2 is 
hierarchically below Graduate in DL, etc. 
We also notice that data in different data sources could be described at different levels 
of abstraction. For instance, the attribute Student Level in D\ is specified in a greater detail 
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Student Status 
Post-Graduate Post-Doctoral Undergraduate 
4th year Master D.Phil. 
year ^ 
(^^yeaT^) MA MSc 
Student Status 
Graduate Post-Doc 
Ph.D 
Freshman 
Sophomore 
Figure 2.6 AVTs for data source D\ and D-2 respectively 
(lower level of abstraction) than the corresponding attribute Student Program in D^. Instances 
within each data source can be specified at different levels of abstraction, and can be partially 
specified. 
2.4.2 Distributed and Semantically Heterogeneous Data Source 
Because data can be independently collected and operated, it is common that data for 
learning are physically distributed over several data sources. Here, we assume data D for 
learning are distributed over D\, D2,..., D/<. Each data source Dt contains only a fragment 
of the whole data D, and we consider two common types of data fragmentation [Caragea 
et al. (2004b)]: horizontal fragmentation, wherein subsets of data tuples are stored at different 
locations; and vertical fragmentation, wherein sub-tuples of data tuples are stored at different 
locations. 
The nature of distributed data sources imposes several constraints on learning classifiers 
from such data. One major constraint is the prohibition of shipping raw data from each of the 
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Student Status 
Graduate Post-Doc Undergraduate 
Senior 
Freshman 
Sophomore 
Figure 2.7 The Learner AVT 
sites to a centralized location, but it allows collecting certain statistics from each site. When 
it is possible to obtain all necessary sufficient statistics from each and every individual site, 
learning classifiers from distributed data sources is possible without shipping the raw data. 
In the motivating example, the student data are not only distributed in two different 
universities, but also they have different data semantics by following different ontologies. For 
example, they use different attribute value taxonomy for student status attribute. This leads to 
semantically heterogeneous data sources, where each data source A has an associated ontology 
Oi. We also assume that the learner has a learner's ontology OL- The problem of learning 
from semantically heterogeneous data can be briefly defined as follows. 
Definition 2.10 (Learning Classifiers from Semantically Heterogeneous Data) 
[Carageaet a l .  ( 2 0 0 4 a ) ]  Given the distributed, semantically heterogeneous data sources D\, - • •, DK 
with the associated ontologies 0\, - • • ,OK AND A learner's ontology OL, a hypothesis class H 
and a performance criterion P, the task of the learner L is to output a hypothesis h £ H that 
optimizes P by integrating the data sources D\, • • •, DK according to the learner's ontology OL-
There are two different approaches in learning classifiers from semantically heterogeneous 
data. We can build a data warehouse for learning by getting all relevant data sources into one 
centralized location. However, this approach is sometimes not feasible nor desirable. A better 
approach is to perform necessary analysis on data where data and computational resources are 
available and only necessary information is transmitted to build a classifier. This enables a 
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learner to view the semantically heterogeneous data sources as though they were a collection of 
tables from the point of the learner's ontology. The key technique is to develop a mechanism 
to answering the statistical queries posed by the learner in terms of the learner's ontology 
from the heterogeneous data sources. We formally define ontology-extended data sources, and 
describe our solution to this learning problem in chapter 6. 
2.5 Related Work 
2.5.1 Learning in the Presence of Missing Values 
There has been a long history in dealing with imperfect data in learning and statistical 
modelling. For real world scientific data exploration, the available data at the earlier stages 
of data mining are almost always imperfect. The early work of Bonnissone and Tong (1985) 
categorized three types of imperfect data: incompleteness, imprecision, and uncertainty. In­
completeness arises from the absence of a value, imprecision from the existence of a value which 
cannot be measured with suitable precision, and uncertainty from the fact that an agent has 
constructed a subjective opinion about the truth of a fact which it doesn't know for certain. 
A comprehensive survey is given by Parsons (1996). 
Of special interest to machine learning and data mining is learning from data with missing 
values, which belongs to the category of incompleteness. Little and Rubin (1987) have defined 
three classes of missingness: (1) Observed at random (OAR); (2) Missing at random (MAR); 
(3) Missing completely at random (MCAR). There have been a variety of approaches to han­
dling missing data. Most current machine learning approaches assume that data are MAR. 
The simplest technique for dealing with missing attribute values in training data is casewise 
deletion [Liu and White (1997)], thereby ignoring all the instances with missing values. One 
class of methods for handling missing values involves preprocessing techniques that fill in the 
missing attribute values. Commonly used preprocessing methods use statistical information of 
standard deviation [Pyle (1999)], or mean and mode [Han and Kamber (2001)] to replace the 
missing values, which are also called mean imputation. Other techniques for filling in missing 
attribute values may employ standard machine learning methods to predict the missing at­
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tribute value based on the known attribute values, e.g., using the nearest neighbor estimator 
[Pyle (1999)] or decision trees [Quinlan (1986)]. C4.5, a popular decision tree construction 
algorithm [Quinlan (1993)] incorporates several methods to deal with missing values, which 
include: (1) replacing unknown values probabilistically according to distributions proportional 
to a known-value subset; (2) creating a new attribute value called unknown to branch instance 
with missing values; (3) breaking a missing value into fractional instances corresponding to 
estimated probabilities of observed attribute values, and deciding the most probable class la­
bel by exploring all possible branches during testing. White (1987) proposed a dynamic path 
generation method, in which only necessary path to classify the instances was generated. To 
deal with missing values, only attributes with known values were used to make a classification. 
When encountering missing values, it will choose the second most informative attribute. Sim­
ilar to dynamic path generation, Friedman's lazy decision tree learning algorithm [Friedman 
et al. (1996)] is not restricted to a single decision tree, instead it creates a decision tree on the 
fly for each possible test instance. The Bayesian method has the built-in mechanism to deal 
with missing values. Some extensions on EM (Expectation-Maximization) algorithms were 
proposed to deal with missing attribute values [Heckerman (1999);Friedman (1997b)]. How­
ever, most of the above machine learning approaches to handling missing data are sophisticated 
and computationally expensive. This high computational cost prohibits them from scaling up 
to a larger data set. 
There are very few papers in the database literature that focus on partially specified data. 
DeMichiel (1989) and Chen et al. (1996) proposed database models to handle imprecision 
using partial values and associated probabilities where a partial value refers to a set of possible 
values for an attribute. Aggregation operators were defined over partial values and were used 
to quantify the imprecision for the data with a higher level description in concept hierarchies, 
and aggregation equations minimize the Kullback-Leibler information divergence between the 
aggregated probability distribution and the data [McClean et al. (2001)]. 
None of the above approaches address the problem of learning from partially specified 
data, which is a generalization of learning from missing data in the presence of attribute value 
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taxonomies. 
2.5.2 Learning Classifiers from Ontologies and Data 
There is some work being done in the machine learning community on the problem of learn­
ing classifiers from attribute value taxonomies (sometimes called tree-structured attributes) 
and fully specified data in the case of decision trees and rules. Nunez (1991) outlined an ap­
proach to using ISA hierarchies in decision tree learning to minimize misclassification costs. 
Quinlan (1993) mentions handling of tree-structured attributes as a desirable extension to 
C4.5 decision tree package and suggests introducing nominal attributes for each level of the 
hierarchy and encoding examples using these new attributes. However, the Quinlan's encoding 
can only deal with feature values at fixed and balanced levels, because it lacks the ability to 
explore multiple levels of abstraction. Quinlan's C4.5 [Quinlan (1993)] provides an option 
called "subsetting", which allows C4.5 to consider splits based on subsets of attribute values 
(as opposed to single value) along each branch. 
Almuallim et al. (1995) propose a technique for choosing a node in an AVT for a binary 
split using the information gain criterion. Almuallim et al. (1996) consider multiple split tests 
where each test corresponds to a cut through AVT. Because the number of cuts and hence the 
number of tests to be considered grows exponentially in the number of leaves of the hierarchy, 
this method scales poorly with the size of the hierarchy. 
Taylor et al. (1997) proposed an algorithm to use ParkaDB as a tool to integrate ontolo­
gies and databases, and employ an evaluation function in decision tree learning to select the 
attribute-value pair to determine which level of concepts to include in a rule. However, the 
choice of evaluation function is so ad hoc and totally based on experience, such that it is 
difficult to generalize. Kudoh et al. (2003) proposed the Information Theoretical Abstraction 
(ITA) method to make data abstractions on attributes and to build decision tree classifiers 
based on the generated abstract attribute values. Their approach made no changes on de­
cision tree learning algorithm, and because the abstraction is done only at one level, their 
algorithm is unable to explore a hierarchy of abstract attribute values at multiple levels of 
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abstraction. Kolluri and Metzler (1999) extended the Spreading Activation Learning (SAL) 
method to deal with numerical attributes in a simplified form of ISA taxonomies, des Jar dins 
et al. (2000) examined the use of feature hierarchies during Bayesian network learning, and 
proposed Abstraction-Based Search (ABS) to learn networks with compact structure and fewer 
parameters, resulting in better generalization performance. Chen et al. (2002) explore the use 
of concept hierarchies associated with attributes in databases to probabilistic relational models 
(PRMs) using a scoring-based searching algorithm to search for appropriate concept hierarchies 
to best fit the data. 
Dhar and Tuzhilin (1993) and Hendler et al. (1996) describe the use of AVT in rule learning. 
Han and Fu (1996) proposed a method for exploring hierarchically structured background 
knowledge for learning association rules at multiple levels of abstraction. Cohen (1996a) has 
also incorporated set-valued attributes in the RIPPER algorithm for rule learning. However, 
set-valued attributes are not constrained by an AVT. 
There is a large body of work on the use of domain theories to guide learning. The use 
of prior knowledge or domain theories specified typically in first order logic to guide learning 
from data in the ML-SMART system [Bergadano and Giordana (1990)]; the FOCL system 
[Pazzani and Kibler (1992)]; and the KB ANN system which initializes a neural network using 
a domain theory specified in propositional logic [Towell and Shavlik (1994)]. AVT can be 
viewed as a restricted class of domain theories. Aronis and Provost (1996) used background 
knowledge to generate relational features for knowledge discovery. Aronis and Provost (1997) 
applied breadth-first marker propagation (BFMP) to exploit background knowledge in rule 
learning. However, the work on exploiting domain theories in learning has not focused on the 
effective use of AVT to learn classifiers from partially specified data. Walker (1980) was the 
first one to apply the taxonomies as background knowledge to information retrieval from large 
databases. 
There has been some work on the use of class taxonomy (CT) in the learning of classifiers in 
scenarios where class labels correspond to nodes in a predefined class hierarchy. Clare and King 
(2001) have proposed a revised entropy calculation for constructing decision trees for assigning 
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protein sequences to hierarchically structured functional classes. Koller and Sahami (1997) 
describe the use of taxonomies over class labels to improve the performance of text classifiers. 
Karalic and Pirnat (1991) describe a technique that combines the outputs of separately learned 
binary classifiers to perform multi-label classification. McCallum et al. (1998) describes a 
Bayesian approach to multi-label learning for text documents that are represented by a mixture 
model which was trained by EM algorithm. Schapire and Singer (2000) describe extending the 
AdaBoost approach to handle multiple labels by producing and ranking possible classes for 
each document, preferring appropriate classes at the top of the ranking. Blockeel et al. (2002) 
use a clustering tree induction algorithm and a measure of suitable distances in hierarchy to 
do hierarchical multi-classification. Wu et al. (2005) defined the structured label classification 
problem, and proposed two learning algorithms, "Binarized Structured Label Learning" and 
"Split-based Structured Label Learning", to learn classifiers from data with structured labels 
in the bioinformatics domain. None of them, however, address the problem of learning from 
partially specified data (where class labels and/or attribute values are partially specified). 
Automated construction of hierarchical taxonomies over attribute values and class labels is 
beginning to receive attention in the machine learning community. Examples include distribu­
tional clustering [Pereira et al. (1993)], extended FOCL and statistical clustering [Yamazaki 
et al. (1995)], information bottleneck [Slonim and Tishby (2000)], link-based clustering on rela­
tional data [Bhattacharya and Getoor (2004)]. Kang et al. (2004) implemented AVT-Learner, 
a Hierarchical Agglomerative Clustering algorithm to construct AVTs for learning. Joo et al. 
(2004) proposed an approach to automatically generate an AVT using a genetic algorithm. 
Such algorithms provide a source of AVT in domains where none are available. However, the 
work on exploiting domain theories in learning has not focused on the effective use of AVT to 
learn classifiers from partially specified data. 
The problem of learning from ontologies and data has not been explored in its full generality, 
especially with regard to the problem of learning from partially specified data, in relation to 
a broad class of learning algorithms (e.g., Decision Trees, Naïve Bayes, Bayesian Networks, 
Support Vector Machines, etc.). Against this background, our research in this thesis is aimed 
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at the design, analysis, and application of algorithms for learning classifiers from partially 
specified data where the attribute values (or class labels) may be partially specified. 
2.5.3 Learning Classifiers from Distributed, and Heterogeneous Data 
Large scale exploratory analysis of distributed data is playing an increasingly important role 
in many data mining applications, and is becoming a newly emerging research field - Distributed 
Data Mining [Kargupta and Sivakumar (2004)]. A growing number of distributed data mining 
algorithms consider distributed data with heterogenous schémas defined by different sets of 
attributes across several data sites [Kargupta (2000); Strehl and Ghosh (2002); Caragea et al. 
(2000)]. Kargupta et al. (2001) proposed the collective principal component analysis (CPCA) 
algorithm to perform distributed PCA from heterogeneous sites. Forman and Zhang (2000) 
implemented a center-based distributed clustering algorithm that only requires the exchange of 
sufficient statistics. Jensen and Soparkar (2000) proposed an algorithm for learning associated 
rules from heterogeneous relational tables. For Bayesian Network learning from distributed 
data, Chen and Sivakumar (2002) and Chen et al. (2003) reported collective Bayesian Network 
learning algorithms for both structure and parameter learning. 
Learning classifiers from distributed data has been an active research endeavor for the 
past several years. In the case of learning classifiers from homogeneous sites, the ensemble 
approaches have been applied to increase the classification accuracy by learning separate base 
classifiers from each data set and combining them using a weighted voting scheme. Domingos 
(1997) and Prodromidis et al. (2000) propose an ensemble of classifiers approach to learning 
from horizontally fragmented distributed data. Cho and Wuthrich (2002) proposed a distrib­
uted rule-based classifier system by selecting rules learned from data fragments. Gorodetski 
et al. (2000) addressed distributed learning in data fusion system. Fan et al. (1999) discussed 
an AdaBoost based ensemble approach from distributed scenarios. Bhatnagar and Srinivasan 
Bhatnagar and Srinivasan (1997) proposed an algorithm for learning decision tree classifiers 
from vertically fragmented distributed data. Kargupta et al. Kargupta et al. (1999) also de­
scribed an algorithm for learning decision trees from vertically fragmented distributed data 
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using Fourier coefficients, a technique proposed by Mansour [Mansour (1994)]. Caragea et al. 
(2004b) provided a general framework for the design of algorithms for learning classifiers (e.g., 
decision trees) from distributed data that is provably exact with respect to its centralized 
counterpart. 
In the case of learning classifiers from heterogeneous sites, a major issue is how to integrate 
information from heterogeneous distributed data sources. In terms of related work on data 
integration, Davidson et al. Davidson et al. (2001) and Eckman (2003) survey alternative ap­
proaches to data integration. Most of the traditional information integration approaches use 
mediator programs to integrate heterogeneus data sources. Levy (2000) proposed an approach 
based on logic, which is theoretically well-founded, but it doesn't deal with type heterogeneity. 
McClean et al. (2002) and McClean et al. (2003) provide an approach to answering aggregate 
queries formulated in a user ontology from statistical databases, but their framework assumes 
that there exists metadata, in terms of mappings between ontologies in the system. Maluf 
and Wiederhold (1997) proposed an ontology algebra for merging of ontologies. Bonatti et al. 
(2003) proposed a model of ontology-extended relational algebra. INDUS [Reinoso-Castillo 
et al. (2003)], a federated query-centric information integration platform, offers the functional­
ity to integrate information from multiple heterogeneous data sources and provides the results 
according to a user-supplied ontology by specifying semantic correspondences between ontolo­
gies. Based on the INDUS framework, Caragea et al. (2004a) proposed a framework for learning 
classifier from semantically heterogeneous data sources by appropriately answering the statis­
tical queries posed by the learner in terms of the learner's ontology from the heterogeneous 
data sources with their respective data source ontologies. 
There are still many new challenges for learning from distributed and semantically hetero­
geneous data, such as the privacy preserving issue, communication cost analysis and real world 
applications, etc. The focus of our research in this thesis is to design algorithms that can learn 
from such semantically heterogeneous data sources and are able to find the best predictive 
models according to criteria that take into account both the complexity and the accuracy of 
the model. 
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CHAPTER 3. AVT-based Decision Tree Learner 
In this chapter, we start by reviewing standard decision tree learning algorithms and the 
implications of being a good and comprehensible decision tree classifier. We present AVT-DTL, 
an AVT-guided decision tree learning algorithm, that is able to exploit user supplied attribute 
value taxonomies (AVTs) and learn from partially specified data. We describe in detail how 
standard decision tree learning algorithms (DTL) can be extended in a principled way to 
AVT-DTL. We describe several alternative approaches to learning decision tree classifiers by 
data preprocessing. For performance evaluation, we present experimental results of AVT-DTL 
algorithm and make performance comparisons with standard decision tree learning algorithm 
and several alternative approaches. Finally, we conclude with a summary and a discussion. 
3.1 Learning Decision Tree Classifier from Data 
Decision tree, a tree-based method for classification, is among the most popular and easily 
comprehensible pattern classifiers. The study of tree-based classification techniques can be 
traced back to the early work from both the machine learning community and the statistics 
community. The original work on "Concept Learning Systems" (CLS) by Hunt et al. (1966) is 
the pioneering work on decision tree, which was later extended by Quinlan to ID3 (ID stands 
for Interactive Dichotomizer) algorithm [Quinlan (1979)]. ID3 was further developed into C4, 
C4.5 and C5 by Quinlan (1993) to handle noisy data and probabilistic class membership at 
leaf nodes, and to incorporate different pruning methods to overcome the problem of data 
overfitting. The early work in the field of statistics began with the CART system by Breiman 
et al. (1984) for performing classification and regression using binary trees. Decision tree 
is so widely used in decision making and customer relationship management (CRM) that 
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many statistical software packages, such as SPSS, SAS, have included procedures for building 
classifiers by learning binary trees and different variants of decision trees. Many other statistical 
methods, including significance testing, overfitting avoidance, and their applications have also 
been introduced into the study of decision tree classifiers. 
From the point of view of machine learning, decision tree learning is a supervised clas­
sification learning approach. The induced tree is learned from a training data set. Once 
constructed, the decision tree can be used to classify novel instances (i.e., instances not en­
countered during tree construction), and is straightforward in converting the tree into a set of 
explicit classification rules (i.e., IF-THEN rules). 
We can also consider decision tree-based classification technique as non-parametric discrimi­
nant analysis. At each leaf node (i.e., terminal node) of the decision tree, posterior probabilities 
of class membership are estimated and implicitly encoded in decision tree classifier based on 
the class distributions of the training data. A new test instance follows a trail of tests over the 
internal nodes and reaches a leaf node with class conditional probabilities. Then classification 
is made based on those probabilities (e.g., assigning the instance to a class with maximum 
probability). As explained by White and Liu (1993), there is also a close correspondence be­
tween a probabilistic classification tree and a logit (logistic regression) model. Each path in 
the induced classification tree corresponds to a specific hierarchical logit model. For describing 
the same data, the process of conditioning on a variable in the statistical representation is 
equivalent to the process of branching in the tree representation. According to the analysis 
made by Breiman et al. (1984), the decision boundaries of decision tree on numerical data are 
axis-parallel, that is, decision tree partition the instance space I into portions perpendicular 
to the attribute axes. This could be one major limitation of a decision tree classifier when 
decision boundaries can not be assumed to be axis-parallel. 
Next, we briefly review decision tree learning algorithms. Since an exhaustive search over 
a complete hypothesis space of decision trees is computationally infeasible, standard decision 
learning algorithms, such as ID3 and C4.5, implement a divide and conquer strategy that build 
decision tree recursively in a top-down style. Starting from a root node, it greedily selects the 
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best attribute based on some information criteria to make decision branches and partition data. 
Among the many different information criteria, entropy and Gini index are most commonly 
used. 
Given the training data D — I x C, where C = {cl, c2, • • •, C M } is a finite set of mutually 
disjoint classes, we can calculate class probability distribution pj by relative frequency on D 
for each C J  € C, and get p = {pi, pa, • • • , P M } -  We define entropy as: 
M 
I ip) entropy — ~^^Pj ^ °ëPj (3-1) 
J=1 
and Gini index as: 
M 
I{p)Gini — PiPj = 1 — P-i (3-2) 
i j L j  j = 1  
Both entropy and Gini index are impurity measures. The value will be zero if the probability 
is concentrated on one class, and will reach its maximum when the probabilities are evenly 
distributed among all classes. Given an impurity measure, we need to decide which attribute 
to split on. For any attribute Ai in A = {Ai, A2, • • •, A,v}, we calculate the decrease in average 
impurity by making a split on this attribute, and choose the one that maximizes the decrease of 
impurity. For attribute At, we denote its K possible values as • • • ,af}. Given current 
data set D, we denote D/~ as the portion of D for which attribute At has value at-. We calculate 
the decrease of impurity dI(p\D) for choosing A, as the splitting attribute by: 
= 7(p|D) - ^  (Pl-CW (3.3) 
k=1 ' I 
Here, I ( p \ D )  can be any valid impurity measure, including entropy and Gini index. When 
entropy measure is chosen for /(p|D), dI(p\D) is called information gain. 
There are other splitting criteria that have been shown to be effective with different pref­
erences [Buja and Lee (2001)]. For a comprehensive survey on families of splitting criteria, 
please refer to Shih's paper [Shih (1999)]. 
It has been shown by Ciampi et al. (1987) and Clark and Pregibon (1992) that a decision 
tree can be seen as a probability model for the training data. They proved that the entropy-
base selection criterion is the same as maximizing the deviance for the tree probability model. 
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Thus, the process of building a decision tree using entropy impurity measurement is essentially 
making maximum likelihood estimation over the training data. 
As we have mentioned, the construction of a decision tree is a recursive process. It will 
terminate and make a leaf node only when it sees a pure set where all the instances belong 
to the same class, or it is statistically insignificant to further split the data using any of the 
attributes. 
Following is the pseudo-code for decision tree learning algorithm. Note that Majority JClass(Di)  
simply returns the most dominant class label in data set Dj. 
Decision Tree Learning Algorithm: 
Decision-Tree-Builder(Examples D, Attributes A, Default Class L) 
1. If decision tree is NULL Then create a root node for decision tree, set all examples to 
D, and set L = MajorityJClass{D) 
2. If D is empty or does not pass the statistical significance test on any available attribute 
Then assign the label L to the node. 
Else If every instance in D has the same class label c Then Return(Leaf-node with c label) 
3. Calculate the best attribute Aj by impurity measurement in Eq. (3.3) 
4. Partition the examples D using the attribute values in Aj  
For each value Vi G Aj Do 
Di = subset of D with value v t  
Construct subtree by calling Decision-Tree-Builder(Di ,  A, Majority-Class(Di) )  
Add a new branch with tag v, and connect to its subtree. 
End 
5. Return the Decision Tree 
Figure 3.1 General Procedure of Decision Tree Learning Algorithm 
As a simple example, we use the following small data set (shown in Table 3.1) to build 
a decision tree (Shown in Figure 3.2) that can correctly classify the instances of the data. 
Rules can be easily extracted from the decision tree in the form of conjunctions of conditions 
(expressed in attribute values): If (Iteml=RegCoke) AND (Item2—RegDorito) Then Young; 
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If (Iteml=RegPepsi) AND (Item2=RegFrito) Then Midle-aged; If (Iteml=RegPepsi) AND 
(Item2=BBQFrito) Then Midle-aged; If (Item 1 =DietCoke) Then Young; etc. There are 10 
leaves in this decision tree, which correspond to 10 If-Then rules. 
Table 3.1 A sample data set from customer purchase database 
Customer Iteml Item 2 Class 
1 Diet Coke Ranch Dorito Young 
2 AB OJ CD Cereal Old 
3 Reg Coke Reg Dorito Young 
4 Reg Coke SB Chips Mid-Aged 
5 Diet Coke Nacho Dorito Young 
6 Diet Pepsi BBQ Frito Mid-Aged 
7 Reg Pepsi Reg Frito Mid-Aged 
8 Skim Milk CD Cereal Old 
9 Reg Pepsi BBQ Frito Mid-Aged 
10 CD OJ Bread Old 
11 Reg Pepsi Popcorn Young 
12 AB Egg Nog CD Steak Old 
GDI 
ABI Mill Die! 
Mid-
Aged ! -- Old Old 
BBQFrito 
:Dorit 
Youn% 
Young 
Figure 3.2 Decision Tree built on the customer purchase data set 
When a decision tree classifier has been built, we would always want to know: (l)How 
accurate is the decision tree? (2) How does the decision tree generalize? (3) Is the decision tree 
the best tree that we can get? (4) How can we deal with missing attribute values? 
For answering the first two questions, we can apply a standard evaluation procedure to test 
the performance of the tree that we have built. Some commonly used evaluation procedures 
include: using a separate test data set to test the accuracy, precision and recall of the decision 
tree classifier; applying n-fold cross validation and calculating confidence intervals; or choosing 
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other performance assessment methods [Cohen (1995)]. 
For answering the third question, we need to understand the meaning of "best" in the sense 
of a decision tree. According to Quinlan and Rivest (1989), a tree might be considered "best" 
if it has the smallest possible error rate when classifying previously unseen objects. 
Even though it is sometimes possible to build a perfect decision tree (with 100% accuracy) 
for the training data, it may not be the preferred tree because it can perform very poorly in 
classifying unseen objects. This is the so called "overfitting" problem. We say a decision tree 
T overfits if there exists another tree T' that gives lower accuracy on the training data but 
higher accuracy on unseen test data. Overfitting is a general problem that all classifiers seek 
to minimize. 
Because the real distribution that generates the data is unknown or does not even exist, 
there is no explicit procedure for a decision tree to minimize the error on unseen data. To 
overcome the problem of overfitting, several effective approaches have been proposed, including: 
• Tree Pruning. There are basically two approaches in pruning decision tree. Pre-pruning 
stops growing the tree earlier according to statistical significance test (e.g., x2 test) in 
the middle of tree construction. Post-pruning allows growing a large tree first, and then 
iteratively pruning leaves off to minimize overfitting [Quinlan (1979); Breiman et al. 
(1984)]. 
• Regularization by MDL principle. According to Minimum Description Length principle, 
the best classifier is the one that requires the least number of bits to encode both the 
classifier and the data given the classifier [Rissanen (1978)]. The MDL principle has 
been applied as a regularization procedure for: (1) Choosing a splitting criterion [Ferri-
Ramfrez et al. (2001)] in decision tree construction; (2) Inferring an optimal decision tree 
based on the encoding of the tree [Quinlan and Rivest (1989); Quinlan (1995)]; and (3) 
Pruning a decision tree based on the MDL principle [Mehta et al. (1995)]. 
As a matter of fact, all of the above approaches to minimizing overfitting are essentially 
making a tradeoff between the complexity and the accuracy of decision tree classifiers, which 
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also instantiate the general philosophy of "Occam's Razor". "Occam's Razor" states that 
simpler explanations are more plausible and any unnecessary complexity should be "shaved 
oBF. 
As we have mentioned in Chapter 2, missing attribute values, or unknown attribute values, 
are unavoidable in real world data. Interestingly, it has been estimated that about half the 
code and about 80% of the programming effort in CART went into missing values [Friedman 
et al. (1996)]. There are different approaches in decision tree learning algorithms to handling 
missing values. As an example, in C4.5 Quinlan (1993), several methods to deal with missing 
values were proposed, including: (1) Replacing unknown values probabilistically according to 
distributions proportional to the known-value subset; (2) Creating a new attribute value called 
unknown to branch instance with missing values; (3) Breaking an instance with missing values 
into fractional instances corresponding to estimated probabilities of observed attribute values, 
and deciding the most probable class label by exploring all possible branches during testing. 
Although it has been extensively studied, standard decision tree learning algorithm (DTL) 
is not equipped with the ability to exploit attribute value taxonomies, nor can it deal with 
partially specified data. Against this background, we propose AVT-DTL, a generalization of 
standard decision tree learning algorithms for building decision tree classifiers from attribute 
value taxonomies (AVT) and partially specified data. 
3.2 AVT-DTL: Algorithm Description 
We incorporate attribute value taxonomies into the learning of decision tree classifiers for 
the following considerations: 
• An important goal of machine learning is to discover comprehensible, yet accurate and 
robust classifiers [Pazzani et al. (1997)]. The availability of AVT presents the opportunity 
to learn classification rules that are expressed in terms of abstract attribute values leading 
to simpler, accurate and easier-to-comprehend rules that are expressed using familiar 
hierarchically related concepts [Zhang et al. (2002) ;Kohavi and Provost (2001)]. 
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• Exploiting AVT in learning classifier can potentially perform regularization to minimize 
overfitting when learning from relatively small data sets. A common approach used by 
statisticians when estimating from small samples involves shrinkage [McCallum et al. 
(1998)] to estimate the relevant statistics with adequate confidence. Learning algorithms 
that exploit AVT can potentially perform shrinkage automatically thereby yielding robust 
classifiers and minimizing over-fitting. 
• The presence of explicitly defined AVT allows specification of data at different levels of 
precision, giving rise to partially specified instances [Zhang and Honavar (2003)]. The 
attribute value of a particular attribute can be specified at different levels of precision 
in different instances. For example, the medical diagnostic test results given by differ­
ent institutions are presented at different levels of precision. Partially specified data 
are unavoidable in knowledge acquisition scenarios which call for integration of informa­
tion from semantically heterogeneous information sources. Semantic differences between 
information sources arise as a direct consequence of differences in ontological commit­
ments [Berners-Lee et al. (2001b)]. 
Hence, algorithms for learning decision tree classifiers from AVT and partially specified 
data are of significant practical interest. AVT-based Decision Tree Learner (AVT-DTL) [Zhang 
and Honavar (2003)] is a generalized version of standard decision tree learning algorithm for 
learning classifiers from Attribute Value Taxonomies (AVT) and data, and is able to deal with 
partially specified data. Next, we describe how standard decision tree learning algorithms (e.g., 
C4.5 [Quinlan (1993)]) can be extended in principled ways to exploit user-supplied AVT. 
AVT-DTL accepts as input, user-supplied ordered set of AVTs T = {71,72,..., Tjv} cor­
responding to the attributes {Ai, A2, • • • Ajv} and a data set D — {{Xp,cxp)} of labelled 
examples, where Xp g Ia is a partially or fully specified instance and c\p g C is the cor­
responding class label. The task of the learner is to construct a decision tree classifier for 
assigning an instance Xp to one of several mutually exclusive classes. 
AVT-DTL adopts the general principle of Minimum Description Length, and the prefer­
ence is to favor shorter and more compact trees, which we believe will provide more general 
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rules which could summarize several lower level rules, and generalize well on new instances. 
Compared to standard decision tree learning algorithms, AVT-DTL has the following main 
characteristics: 
• AVT-DTL implements a top-down AVT-guided search in decision tree hypothesis space. 
« AVT-DTL has a bias in favor of splits based on more abstract attribute values (i.e., 
those that appear closer to the roots of the corresponding AVTs) that are sufficiently 
informative for classifying the training set. 
• AVT-DTL chooses not just a particular attribute, but also an appropriate level of ab­
straction that corresponds to a cut through the AVT. 
To facilitate description of AVT-DTL, we introduce the following notations, and for in­
tegrity, we reiterate some of the notions we already introduced in the preliminary section of 
chapter 2. 
» Let A = {Ai, A2,..., Ajv} be an ordered sequence of attribute names. Let T = {7%,7%, 
...,7jv} be the corresponding set of AVTs. Let C = {ci, C2,..., cm} be a finite set of 
mutually disjoint classes. 
• Let 1 p ( v ,  % )  be the set of descendants of a node with value v  in a taxonomy %. 
• Let i t ( v ,  % )  be the set of all children (direct descendants) of a node with value v  in %. 
« Let A(v,7~i) the list of ancestors, including the root, for v in %. 
• Let ( T i ( v ,  S )  be the frequency count of value v  of attribute A, in a training set S .  
• Let Counts{Ti )  be a tree of counts corresponding to nodes in %. 
• Let Ps = {p[S\p2S\ ' ' ', Prf } be a pointing vector (also called AVT frontier, correspond­
ing to a global cut) for a set of instances S, where p\S^ is a pointer to an attribute value 
in % of attribute Aj. 
• Let $(Ps) = Zrue if and only if Vp|S^ e Ps,  and ip (p i (S) ,  %)  — {} .  
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The AVT-DTL algorithm consists of two major steps: (a) Computation of the frequency 
counts given the user-supplied AVTs; (b) Construction of the decision tree based on the fre­
quency counts estimations on AVTs. 
3.2.1 Computation of Frequency Counts on AVT 
Frequency counts on AVTs serve as important statistics that need to be estimated before 
conducting search in the decision tree hypothesis space. In building decision tree classifier, 
frequency counts provide the basis to calculate impurity measurement (information-based cri­
terion) on the data set in deciding the best split, and they also serve as probabilistic distri­
butions for breaking partially (or completely) missing attribute values into fractional values 
among the descendants and use the weighted instance values to compute their contribution of 
corresponding instances to entropy calculation for the split being considered. 
Given an attribute value taxonomy % for attribute Aj, we can define a tree of frequency 
counts Counts(Tj), such that there is an one-to-one correspondence between the nodes of the 
AVT % and the nodes of the corresponding Counts{%). The procedure of calculating frequency 
counts Counts(%) is described in Figure 3.3. 
We use a simple example to illustrate the estimation of class conditional frequency counts 
when some of the instances are partially specified. On the AVT for student status shown 
in Figure 3.4-(A), we mark each attribute value with a count showing the total number of 
positively labeled ("+") instances having that specific value. First, we aggregate the counts 
upwards from each node to its ancestors. For example, in Figure 3.4-(B), the four counts 10, 
20, 5, 15 on primitive attribute values Freshman, Sophomore, Junior, and Senior add up to 
50 as the count for Undergraduate. Since we also have 15 instances that are partially specified 
with the value Undergraduate, the two counts (15 and 50) aggregate again towards the root. 
Next, we distribute the counts of a partially specified attribute value downwards according 
to the distributions of values among their descendant nodes. For example, 15, the count of 
partially specified attribute value Undergraduate, is propagated down into fractional counts 
3, 6, 1.5, 4.5 for Freshman, Sophomore, Junior, and Senior (See Figure 3.4-(C) for values in 
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1. Create a root node, set sample set to S, and set Ps =  {Al ,A2 ,  • •  • ,  An}  so that elements 
of Ps point to the roots of the corresponding AVTs {71,7^, ..., 7jv}. 
2. Initialize frequency counts for AVT by scanning training samples: 
a) Accumulate the frequency counts associated with each value of each attribute based 
on the values that appear in instances in S. Thus, for each % e T, we compute 
<Ti(v,S) associated with all attribute values v that correspond to nodes in %. 
b) For each 7i 6 T, update the counts associated with ancestors of nodes in % which 
received non-zero counts as a result of step a) by propagating the counts up from 
each such node v to its ancestors. Let Counts(%) be the resulting counts. 
c) For each % e  T ,  and each partially specified attribute value v  in each instance 
I j  €  S„  ca lcu la te  the  f rac t iona l  counts  recurs ive ly  for  a l l  descendants  of  v  in  T t  
based on Counts(7l) and update Counts(%). That is, for each d in ip(v, %), update 
ai(d, S) as follows: 
i{ d , S )  —  <  
( |7r(t,Ti)| ) % 2d<=ir(v,Ti) °i(d> &) ~ 
Otherwise. ^ ^ 
Figure 3.3 Computation of Frequency Counts on AVT 
parentheses). Finally, we update the estimated frequency counts for all attribute values as 
shown in Figure 3.4-(D). 
3.2.2 Construction of AVT-guided Decision Tree 
As we have described earlier, standard decision tree algorithm considers partitioning the 
data based on the values of each candidate attribute, selecting the most informative attribute 
at each step. However, AVT-DTL has to choose not just the attribute, but also, the appropriate 
level in the taxonomy which defines the values of the attribute on which to partition the data. 
This is done by keeping track of "pointing vectors" in the AVTs during the process of decision 
tree construction. 
For each node in the decision tree, we maintain a pointing vector, a set of pointers that 
point to the nodes (attribute values) in the corresponding AVTs, which also correspond to a 
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(^^Student Status^^) (^^Student Stalus^^) 
^^Undërgraduato^^ 50+(15) Graduate Undergraduate Graduate 
Freshman 
20 20 5 
(A) (B) 
(^^Sludent Status^^) 
50+(15) Undergraduate 
Undergraduate 
Freshman 
100 C^st Student Status 
O 
10+(3) 13 
20+(6) 5+(1.5) 
Sophomore j ( Junior 
26 6.5 
(C) (D) 
Figure 3.4 Estimation of class conditional frequency counts. (A) Initial 
counts associated with each attribute value showing the num­
ber of positively labeled instances. (B) Aggregation of counts 
upwards from each node to its ancestors. (C) Distribution 
of counts of a partially specified attribute value downwards 
among descendant nodes. (D) Updating the estimated fre­
quency counts for all attribute values. 
conceptual frontier in AVTs. During the learning phase, we are pushing the frontier defined by 
the pointing vectors minimally to achieve accurate classification of training data. Therefore, 
at each step of the tree construction, we are seeking tests of abstract values to make sufficient 
informative test for the current set of instances, which, as in the case of standard decision 
tree, yields the maximum reduction in the impurity measurement. The standard decision 
tree learning algorithm can only have pointing vectors at one level (which would point to the 
attribute values without specified AVTs), while our AVT-DTL algorithm is able to keep track 
of pointing vectors at different levels of abstraction in AVTs to decide the optimal concept 
frontier for the classifier. 
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As an example, in Figure 3.5, the pointing vector points to two high-level attribute values 
in the two corresponding taxonomies. 
P 
Figure 3.5 Illustration of a Pointing Vector P 
More precisely, let Ps = {p^, , • • •, pffi} be a pointing vector for a set of instances S 
where p\S^ is a pointer to a value in % of attribute Aj. We choose the best pointer pi5'' 6 Ps 
to partition S that yields the maximum reduction in impurity measurement (e.g., information 
gain, gain ratio, etc.), and uses attribute values in ir(p^\Ti) to generate partition subsets 
{Sj|i = !.••', \n(paS>,%){}. Each subset 5',; has to update a new pointing vector Pg. by replac­
ing p^ with a corresponding child attribute value in tt(p^\%). This process is recursively 
iterated until either $(Ps) = true or all instances in S have the same class label (S is a pure 
set). 
One noticeable feature of AVT-DTL is that the union of pointing vectors of all leaves in 
an intermediate decision tree corresponds to a valid cut F in AVTs. AVT-DTL indirectly 
make refinement on F at each stage of decision tree construction. This F has been pushed 
minimally to achieve accurate classification of data. Also notice that when pointing vectors 
come down to the leaf nodes of the decision tree, they directly represent the classification rules 
in a conjunction form. 
The main procedure of AVT-DTL can be summarized in Figure 3.6. 
The AVT-DTL algorithm performs a AVT-guided hill-climbing search in a decision tree 
hypothesis space. Because AVT-DTL makes explicit the attribute value taxonomies associated 
with attributes, it enables users to explore data from multiple perspectives and multiple levels 
of abstraction. 
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Constructing AVT-guided Decision Tree: 
Tree-Builder(S, Pg) 
1. If each instance in S has same label Q, return(Cj); else if $(Pg) is true then assign 
majority label to generate a leaf node in decision tree (Stopping Criterion). 
2. For each pointer in Ps do: 
a) Check each partially specified instance with partially specified value v for attribute 
Ai with the pointer p\S\ If depth(%,p\S^) < depth(%,v), then the partially spec­
ified instance is treated as though it were a fully specified instance and sent along 
the appropriate branch of the decision tree rooted at p\S\ Otherwise (that is, if 
depth(Ti,p\S^) > depth(Ti,v)), break v into |7r(v,7î)| fractional instances according 
to the distribution of counts associated with the elements in TT(V, %). Each fac­
tional instance Vf, where / is an element of tt(v, %), is assigned with a weight that 
is proportional to the following probability: 
W e i g h t ( v f )  =  P r ( f )  =  — — ( 3 . 5 )  
b) Calculate the entropy of the set S based on the partition by iï(:p\S\ %) in S. 
3. Choose the best pointer p^ in Ps to partition S that yields the maximum information 
gain. 
4. Partition the sample set S into subsets Si, %, • • •, S.  .  (s) by using attribute values 
PvPa t'i/l 
in 7T 
5. Extend Ps to obtain a new pointing vector corresponding to each of the subsets 
Si, S2, • • •, S. . (s) by replacing the pointer with the value of attribute Aj in I ^{Pa i*i) 1 
the corresponding subset Sj ,  where 1 < j < n(p^a\Ti ) .  
6. For each j  G {1, • • •, \ir( p l ? \7 i ) \ } ,  Do Tree-Builder (S j ,  Ps j ) •  
Figure 3.6 Construction of AVT-guided Decision Tree 
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Because AVT-DTL has a preference to choose split on more abstract values at higher levels 
of AVTs, the decision tree that has been built by AVT-DTL is generally more compact than 
that built by standard decision tree learning algorithms. This smaller tree corresponds to less 
rules, which could be the generalizations of several specific rules produced by standard decision 
learning algorithm. Moreover, compact decision trees with less rules are easily comprehensible 
to humans. 
As a demonstrative example, we use the same customer purchase data as shown in Figure 
3.1, and for each attribute we define a corresponding attribute value taxonomy. Figure 3.7 
shows the two AVTs for Beverage (Item 1) and Snack (Item 2). For concepts in the Beverage 
taxonomy, there are three different levels of abstraction, and in the Snack taxonomy, we have 
two different levels of abstraction. Figure 3.8 shows the induced decision tree. 
Apple Jnice 
Figure 3.7 Two AVTs defined over the attributes of Beverage and Snack 
Attrl: [Soda, Dairy, Juice] 
Attr2: [Dorito, Frito, SBChips 
Popcorn, Bread, Cereal, Steak] 
Juiçi Dair 
Attrl: [Pepsi, Coke] 
Attr2: [Dorito, Frito, SBChips, Popcorn] Old 
Popcorn Dorito 
out 
Young Mid-
Aged 
Figure 3.8 Decision Tree built on the customer purchase data set by 
AVT-DTL 
We start our search with the pointing vectors pointing to the root of both taxonomies. 
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The information gain associated with the attribute Beverage is higher than that associated 
with Snack. Consequently, the attribute corresponding to the root of the Beverage hierarchy 
is selected to partition the original data. This yields a 3-way split at the root of the decision 
tree. Two examples are classified as Old on the basis of the attribute corresponding to the 
concept "Dairy Beverage", and two examples are classified as Old on the basis of the attributed 
corresponding to the concept "Fruit Juice". The remaining eight examples need to be parti­
tioned further. The first element p\ in Pointing Vector for these eight examples changes to 
"Soda" in the Beverage Taxonomy, and therefore the possible choice of attribute values will 
be [Pepsi, Coke]. While the second element P2 continues to the root of the Snack Taxonomy, 
the possible attribute value set will include all the available concepts in the first level of this 
taxonomy. This time P2 yields a better value for information gain and all eight examples are 
correctly classified. The resulting decision tree corresponds to the following high level rules: 
If Soda and Dorito Then Young; If Soda and Frito Then Middle-aged; If Dairy Then Old; If 
Juice Then Old; etc. We obtained a compact decision tree with less rules (8 nodes and 6 rules) 
comparing to the decision tree (13 nodes and 10 rules) shown in Figure 3.2), which is con­
structed by standard decision tree learning algorithm. Note that the two trees have the same 
100% accuracy on the training data. The high level rules (i.e., rules using concepts that reside 
at higher levels of the corresponding attribute value taxonomies) represented in the compact 
tree are more comprehensible than lower level rules (i.e., rules using primitive attribute values 
only), and high level rules actually summarize several lower level rules. For example, the rule 
"If Soda and Frito Then Middle-aged" is a summarization of two separate rules: "If RegPepsi 
and RegFrito Then Middle-aged", and "If RegPepsi and BBQFrito Then Middle-aged". This 
is true because "Frito" is an abstraction of both "RegFrito" and "BBQFrito", and "Soda" is 
an abstraction of "RegPepsi". 
3.2.3 Handling Partially Specified Data in AVT-DTL 
The AVT-DTL algorithm has an embedded mechanism to deal with partially specified 
data. It generalizes existing approaches to dealing with missing attribute values and applies 
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to partially specified values in both decision tree construction and classification. Based on the 
AVT frontier being explored by pointing vectors, it is necessary to differentiate two cases in 
handling partially specified value: 
I. The value in an instance is a descendent of the node in the AVT that is pointed to by the 
current pointer (as shown in Figure 3.9(a)). This partially specified instance is treated 
as a fully specified instance because the candidate split uses a pointer above the level of 
this abstract value. 
II. The value in an instance is the same node in the AVT that is pointed to by the current 
pointer of candidate split (as shown in Figure 3.9(b)). We treat the value as partially 
missing, and we have two options in handling this partially specified value in our imple­
mentation of AVT-DTL. 
• One option is to replace this value probabilistically with one descendant value ac­
cording to statistical distribution among the descendants of the current pointer, 
and use the filled in value to compute the contribution of corresponding instance to 
entropy calculation for the split being considered. This approach has been imple­
mented in an early version of AVT-DTL. 
• Another option is to break the instance with partially specified value into frac­
tional instances with its descendant values. Each fractional instance is assigned a 
weight that corresponds to its estimated probability in the distribution among the 
descendant values. All fractional instances will be distributed into different parti­
tion sets based on the current split, and then compute the contributions made by 
corresponding fractional instances to entropy calculation. This approach has been 
implemented in the current version of AVT-DTL. 
Therefore, any attribute value can dynamically switch between a fully specified value and a 
partially specified value with regard to the current AVT frontier (or a global cut) that is being 
explored by the learning algorithm. It all depends on the information that a particular instance 
can contribute to the learner. If it provides the detailed information about the attribute value 
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Partially specified value 
Pointer 
A" À 
Pointer 
Partially specified value 
Figure 3.9 Two different cases when handling partially specified data 
for building the classifier, it will be treated as fully specified. However, if the attribute value 
is above the AVT frontier that is being explored, then we lack of the information needed by 
the learner, and we have to use probabilistic distribution estimations from the original data to 
estimate the contribution of this partially specified value to the construction of the classifier. 
A specific attribute value can be fully specified initially, but when learning algorithms start to 
making refinement on the AVT frontier, and the level of abstraction can be below the attribute 
value, it becomes partially specified, because no further information can be provided about 
this value with regard to the AVT frontier. As we have already shown, AVT-DTL is equipped 
with the ability to estimate the probability distribution of attribute values in AVTs when data 
are partially specified, and is able to handle partially specified data during both the learning 
phase and classification phase of the decision tree classifier. 
There is an alternative to the proposed AVT-based learning algorithm (e.g., AVT-DTL). 
We can consider applying standard learning algorithms to suitably preprocessed data sets by 
augmenting or transforming the original set of attributes using information provided by the 
AVTs. We will consider approaches that can transform a partially specified instance into a 
set of fully specified instances so that we can apply standard learning algorithms directly to 
partially specified data as well. These preprocessing methods normally either loose information 
on partially specified data or increase the size of the original data set and the number of 
available features, which makes learning less efficient. In contrast, our AVT-guide learning 
approaches are more efficient and free of such a computational expensive load. We will analyze 
3.3 Alternative Approaches and Further Analysis 
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the computational complexity and compare the performance of both approaches. We will 
consider the following two alternative approaches in learning classifiers from attribute value 
taxonomies and partially specified data: 
Approaches that Ignore Attribute Value Taxonomy. This approach reduces to the 
standard learning algorithm and it lacks the ability to deal with partially specified data. All 
partially specified instance will be treated as completely missing, and the resulting data set 
with missing values is handled using standard approaches for dealing with missing attribute 
values in learning decision tree classifier. Because of ignoring AVT as the choice of working 
assumptions, it fails to capture the relevant relations among attribute values in the generation 
of simple and accurate classifiers from data. Though often associated with poor performance 
by ignoring AVT, a main advantage of this approach is that it requires no modification to the 
learning algorithm. All we need is a simple preprocessing step in which all partially specified 
attribute values are turned into missing attribute values. 
AVT-Based Propositionalization Methods. The data set is represented using a set of 
Boolean attributes obtained from Nodes(7l) of attribute Ai by associating a Boolean attribute 
with each node (except the root) in %. Thus, each instance in the original data set defined 
using N attributes is turned into a Boolean instance specified using N Boolean attributes 
where N — Y^ILI \Nodes(%)\. The Boolean attributes that correspond to descendants of the 
partially specified attribute value are treated as unknown. 
In the case of the student status taxonomy shown in Figure 2.3, this would result in bi­
nary features that correspond to the propositions such as (student = Undergraduate), (stu-
dent^Graduate), (student=Fres/iman), ... (student^Senior), (student=Masier), (student=P/i.D). 
Based on the specified value of an attribute in an instance e.g., (student = Master), the val­
ues of its ancestors in the AVT (e.g., student^Graduate) are set to True because the AVT 
asserts that Master students are also Graduate students. But the Boolean attributes that 
correspond to descendants of the specified attribute value are treated as unknown. For exam­
ple, when the value of the student status attribute is partially specified in an instance, e.g. 
(student = Graduate), the corresponding Boolean attribute is set to True, but the Boolean at­
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tributes that correspond to the descendants of Graduate in the this taxonomy are treated as 
missing. The resulting data with some missing attribute values can be handled using standard 
approaches to dealing with missing attribute values. For numerical attributes, the Boolean at­
tributes are the intervals that correspond to nodes of the respective AVTs. If a numerical value 
falls within a certain interval, the corresponding Boolean attribute is set to True, otherwise it 
is set to False. We call the resulting algorithm - DTL applied to AVT-based propositionalized 
version of the data - Prop-DTL. 
Note that the Boolean features created by the propositionalization technique described 
above are not independent given the class. A Boolean attribute that corresponds to any node 
in an AVT is necessarily correlated with Boolean attributes that correspond to its descendants 
as well as its ancestors in the tree. For example, the Boolean attribute (student= Graduate) is 
correlated with (student=Mas£er). (Indeed, it is this correlation that enables us to exploit the 
information provided by AVT in learning from partially specified data). This could degrade 
the performance of those classifiers (e.g., Naïve Bayes classifier) that rely heavily on the inde­
pendence of attributes given class. The statistical dependence among the Boolean attributes in 
the propositionalized representation of the original data set can also degrade the performance 
of other classifiers. 
A main advantage of the AVT-based propositionalization methods is that they require no 
modification to the learning algorithm. However it does require preprocessing of partially 
specified data using the information supplied by an AVT. The number of attributes in the 
transformed data set is substantially larger than the number of attributes in the original data 
set. 
We now analyze the time complexity of AVT-DTL, and compare it with that of proposi­
tionalization approach. Within a particular attribute Ai, We denote K the number of nodes 
in the AVT, and denote L the number of leafs in the AVT (primitive attribute values). Let 
\D\ be the number of training instances, and M be the number of classes. 
Let us consider applying Prop-DTL first. Computing the class frequencies for each Boolean 
attribute takes time proportional to \D\, and computing information gain takes time propor­
54 
tional to M. Because the total number of Boolean attributes within this attribute is K,  the 
time complexity of processing this attribute is 0(K • (\D\ + M)), which can be written as 
0(K • |D | ) )  because  of  |D |  3> M. 
According to the description of AVT-DTL, at each step, we calculate the entropy based on 
the partition by W(v, 7Î), the children elements of a pointer v. The size of TT(V, %) is dramatically 
smaller than the number K, and is also smaller than L, that is, |7r(u,7î)| < L K. The time 
complexity of processing this attribute by AVT-DTL is 0(|7r(v,7j)| • (\D\ + M)), and can be 
simplified to 0(\-n(v,Tj)\ - |S|). Thus, AVT-DTL is much more efficient than Prop-DTL, and 
is also time efficient comparing to standard DTL. 
3.4 Performance Study 
In order to systematically assess our proposed learning algorithm, we need to make em­
pirical evaluations on the resulting classifiers. Specifically, we need to test the accuracy and 
generalization ability of the classifiers, the complexity of the classifiers, and the robustness in 
the presence of partially specified or totally missing attribute values. 
Although data sets with partially specified attribute values and AVT are commonly encoun­
tered in practice, benchmark data sets with predefined AVTs and partially specified attribute 
value are not readily available in collections of benchmark data sets. This could be the major 
reason for the lack of systematic study and evaluation of AVT-based learning algorithms. 
Therefore, we need to prepare data sets to facilitate controlled exploration of the perfor­
mance of algorithms for learning from AVT and partially specified data. 
3.4.1 Data Preparation 
UCI Data Repository (http://www.ics.uci.edu/™ mlearn/MLRepository.html) offers a widely 
used collection of benchmark data sets for research in machine learning and knowledge dis­
covery. Most data sets in the UCI repository do not have associated AVTs. Hence, in ex­
perimenting with UCI datasets, we need to specify a reasonable set of AVTs by manually or 
automatically grouping related attribute values to generate hierarchical taxonomies of values. 
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We also need to generate data sets with different percentages of totally missing or partially 
missing attribute values in order to test the performance of our algorithm in dealing with 
partially specified data. 
We selected a collection of data sets from the UC Irvine Machine Learning Repository. 
For only three of the data sets (i.e., Mushroom Toxicology, Soybean, and Nursery), AVTs 
were available. In the case of Mushroom Toxicology, the AVT was supplied by a botanist. For 
Soybean and Nursery data, the AVTs were specified based on our understanding of the domain. 
For the remaining data sets, no expert-generated AVTs are readily available. Hence, the AVTs 
on both nominal and numerical attributes were generated using AVT-Learner [Kang et al. 
(2004)], a Hierarchical Agglomerative Clustering algorithm to construct AVTs for learning. 
Then, data sets with pre-specified percentage of totally or partially missing attribute values 
were generated by assuming that the missing values are uniformly distributed on the attributes 
based on the constructed AVTs. 
3.4.1.1 Learning AVTs from Data 
Next, we briefly describe the AVT-Learner [Kang et al. (2004)], an algorithm for automated 
construction of AVT from a data set. 
For each attribute Aj, we generate % by a hierarchical grouping of values in A, according to 
the specified similarity measure. This hierarchical grouping process is based on the principle of 
Hierarchical Agglomerative Clustering (HAC), which groups attribute values according to the 
distribution of classes that co-occur with them. Let DM (P (x) ||P (y)) denote a measure of 
pairwise divergence between two probability distributions P (x) and P (y) where the random 
variables x and y take values from the same domain. We use the pairwise divergence between 
the distributions of class labels associated with the corresponding attribute values as a measure 
of the dissimilarity between the attribute values. The lower the divergence between the class 
distributions associated with two attributes, the greater is their similarity. 
The basic idea behind AVT-Learner is to construct an AVT % for each attribute Ai by 
starting with the primitive values in Vi as the leaves of % and recursively add nodes to 7j 
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one at a time by merging two existing nodes. To aid this process, the algorithm maintains 
a cut 7i through the AVT %, updating the cut 7j as new nodes are added to %. At each 
step, the two attribute values to be grouped together to obtain an abstract attribute value to 
be added to % are selected from 7* based on the divergence between the class distributions 
associated with the corresponding values. That is, a pair of attribute values in 7, are merged 
if they have more similar class distributions than any other pair of attribute values in 7^. This 
process terminates when the cut 7j contains a single value which corresponds to the root of T,. 
Among various divergence measures, we choose Jensen-Shannon divergence measure [Slonim 
and Tishby (1999)]. The Jensen-Shannon divergence is the weighted information gain, and it 
is reflexive, symmetric and bounded. It is given by: 
In the case of continuous-valued attributes, we define intervals based on observed values for 
the attribute in the data set. We then generate a hierarchical grouping of adjacent intervals, 
selecting at each step two adjacent intervals to merge using the pairwise divergence measure. 
A cut through the resulting AVT corresponds to a discretization of the continuous-valued 
attribute. 
The pseudo-code of AVT-Learner is shown in Figure 3.10. Note that v? is an attribute 
value in Aj, and 7^ represents a cut through AVT %. 
3.4.1.2 Generating Data Sets with Partially/Totally Missing Attribute Values 
In order to explore the performance of AVT-DTL on data sets with different percentages of 
totally missing or partially missing attribute values, data sets with a pre-specified percentage 
(e.g., 10%, 30%, or 50%, excluding the missing values in the original data set) of (totally) 
missing attribute values were generated by assuming that the missing values are uniformly 
distributed on the attributes as well as on the instances. Data sets were generated for each 
choice of percentage of missing values. From the original data set D, a data set Dp of partially 
missing values was generated as follows: Let (ra/,ri/_i, • • • ,no) be the path from the fully 
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AVT-Learner: 
begin 
Input : data set D 
For  each  a t t r ibu te  Af .  
For each attribute value v\ : 
For each class label c&: estimate the probability p (ck\v{^j 
Let P  ( C =  jp . .,p ( c k \ v j ^  be the class distribution given the value . 
Set 7i <— Vi; Initialize % with nodes in 
Iterate until |^| = 1: 
In 7i, find (x,y) = a r g m i n  { D M  ( P  ( C \ v f )  \  \ P ( C \ v f ) ) }  
Merge v f  and v f  ( x  ^  y )  to create a new value v*y. 
Calculate probability distribution P (C\v*y). 
Update % by adding nodes v*y as a parent of vf and vf. 
Output : T = {71,72, • • • ,Tn) 
end. 
Figure 3.10 Pseudo-code of AVT-Learner 
specified primitive value m to the root no of the corresponding AVT; Select one of the nodes 
(excluding ni) along this path with uniform probability; Read the corresponding attribute value 
from the AVT and assign it as the partially specified value of the corresponding attribute. Note 
that the selection of the root of the AVT would result in a totally missing attribute value, which 
can be recorded as Similarly, we generate a data set Dt of totally missing values with 
a pre-specified percentage from Dp by replacing all partially specified attribute values with 
"?". Therefore, corresponding to every instance I € Dp that has a partially specified value for 
some attribute (say the jth attribute), there is a corresponding instance in Dt in which the 
jth attribute is totally missing. 
3.4.2 Experiments 
The goal of our performance study on AVT-DTL is to answer the following two questions: 
(1) How does AVT-DTL compare with standard Decision Tree Learning algorithm (e.g., 
C4.5) and its variants with respect to compactness and comprehensibility of the resulting 
classifiers? 
(2) How does AVT-DTL compare with DTL with increasing percentages of partially missing 
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attribute values? Can AVT-DTL efficiently deal with partially specified data? 
To carry out performance evaluations, we designed the following sets of experiments: 
The first set of experiments compares the performance of AVT-DTL with standard DTL 
(for standard decision tree learning algorithm, we choose C4.5 [Quinlan (1993)]), and Prop-
C4.5 (i.e., C4.5 applied to propositionalized data sets). We also use C4.5 with 'subsetting' 
option (i.e., '-s' option) to compare with AVT-DTL. The 'subsetting' option allows C4.5 to 
consider splits based on subsets of attribute values (as opposed to single values) along each 
branch. We provide further discussions on C4.5 with 'subsetting' in related work at the end 
of this chapter. For each approach, we construct decision trees with and without pruning. 
Whenever pruning was applied, we chose reduced error pruning, which assesses the error rates 
of the tree and its components directly on the set of separate validation samples [Quinlan 
(1987)]. 
The second set of experiments is to test the performance of AVT-DTL on data sets with 
different percentages of totally missing and partially missing attribute values. Data sets with 
a pre-specified percentage (excluding the missing values in the original data set) of totally or 
partially missing attribute values were generated. 
The third set of experiments is to study the learning curve of AVT-DTL, and to explore the 
efficiency and robustness of AVT-DTL. We compare the performance of classifiers generated 
by AVT-DTL and C4.5 as a function of the training set size. We divided each data set into 
two disjoint parts: a training pool and a test pool. Training sets of different sizes were sampled 
and used to train decision tree classifier using AVT-DTL and C4.5. The resulting classifiers 
were evaluated on the entire test pool. 
For each set of experiments, the error rate of the resulting decision tree was normally 
estimated using 10-fold cross-validation, and we calculate 90% confidence interval on the error 
rate. The reported size of the decision tree corresponds to the average size computed from the 
10 experiments. 
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Table 3.2 Comparison of tree size and number of leaves in decision trees 
built by variants of C4.5, Prop-C4.5 and AVT-DTL in original 
data set. We use the following abbreviations: C4.5 - standard 
decision tree learning algorithm without pruning; C4.5P - C4.5 
with pruning; C4.5S - C4.5 with subsetting; C4.5SP - C4.5 with 
subsetting and pruning; Prop-C4.5 - C4.5 applied to proposi-
tionalized data; Prop-C4.5P - C4.5 applied to propositionalized 
data with pruning; AVT-DTL - AVT-DTL without pruning; 
AVT-DTLP - AVT-DTL with pruning. Whenever pruning is 
applied, we use reduced error pruning. 
Mushroom Nursery 
Tree Number Tree Number 
Size of Leaves Size of Leaves 
C4.5 31 26 944 680 
C4.5P 31 26 511 359 
C4.5S 20 12 455 272 
C4.5SP 15 9 327 168 
Prop-C4.5 21 11 391 196 
Prop-C4.5P 21 11 333 131 
AVT-DTL 16 10 298 172 
AVT-DTLP 16 10 223 122 
3.4.3 Results 
Our experimental results can be summarized as follows. 
3.4.3.1 AVT-DTL produces compact and easy-to-comprehend decision tree 
classifiers 
Table 3.2 summarizes the results of the experiments comparing AVT-DTL with several 
variants of C4.5 on the original Mushroom Toxicology and Nursery data (without any partially 
missing values). AVT-DTL, even without pruning, yields substantially smaller trees compared 
to standard C4.5 (with or without pruning) and C4.5 with 'subsetting' but no pruning. Fur­
thermore, the smaller tree size is achieved by AVT-DTL without any deterioration in predictive 
accuracy. For Mushroom Toxicology data, C4.5 (with or without pruning) yields a tree with 
31 nodes which correspond to 26 rules, each of which includes tests on attribute values cor­
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responding to the lowest levels of the AVTs. In contrast, AVT-DTL produces a decision tree 
with 16 nodes which corresponds to 10 rules in which tests correspond to attribute values at 
the higher levels of the AVTs. C4.5 with 'subsetting', but without pruning, produces trees 
that are substantially larger than those obtained by AVT-DTL. It is only when C4.5 uses both 
subsetting and pruning that the resulting trees are comparable in size (as measured by the 
number of nodes or the number of leaves) or smaller than those obtained by AVT-DTL. This 
can be explained by the fact that C4.5 with 'subsetting' is less constrained in the choice of 
splits at each node compared to AVT-DTL (whose splits are constrained by the AVT). How­
ever, a decision tree built by C4.5 with 'subsetting' is hard to comprehend from the point of 
view of the users. Prop-C4.5 generates smaller trees compared to C4.5 with 'subsetting', but 
generates slightly larger trees compared to C4.5 with 'subsetting' and pruning. We can apply 
pruning to Prop-C4.5 as well, and expect more compact trees. 
A representative decision tree generated by AVT-DTL on Mushroom Toxicology data is 
shown in the Figure 3.11. AVT-DTL is quite effective in selecting tests based on attribute 
values from the higher levels of AVT (and hence correspond to more abstract attribute values) 
e.g., if (Odor — none) AND {Spore jprint^color = dark) then edible, and dark is an abstract 
attribute value corresponding to a set of colors: black, brown, chocolate. Examination of 
decision trees generated using C4.5 shows that this rule in fact summarizes three separate 
rules generated using C4.5: if (Odor — none) AND (Sporejprint^color — black) then edible; 
if (Odor — none) AND {Sporejprint-color = brown) then edible; and if {Odor — none) AND 
{Sporejprint-color — chocolate) then edible. 
3.4.3.2 AVT-DTL yields more accurate decision tree classifiers 
Table 3.3 shows the error rate estimates of the decision tree classifiers generated by C4.5, 
Prop-C4.5 and AVT-DTL on UCI benchmark data sets without applying pruning. Table 3.4 
shows the results on the same data sets with reduced error pruning. As indicated by the results, 
the error rate of AVT-DTL is substantially smaller than that of C4.5, and is also obviously 
smaller than that of Prop-C4.5. Prop-C4.5 sometimes can produce even more compact trees 
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Table 3.3 Comparison of error rate and size of decision tree classifiers gen­
erated by C4.5, PROP-C4.5, and AVT- DTL on several bench­
mark data sets. The error rates and the sizes were estimated 
using 10-fold cross validation with 90% confidence interval. We 
use the number of leaves in the tree to represent the size of the 
decision tree classifier. No pruning is applied. 
DATA SET C4.5 PROP- C4.5 AVT- DTL 
ERROR SIZE ERROR SIZE ERROR SIZE 
Breast-Cancer 33.91 (+5.06) 152 32.86(±5.03) 58 29.37(±4.87) 38 
Car 7.75(±1.16) 297 1.79(+0.58) 78 1.67(±0.57) 78 
Dermatology 6.83(±2.38) 71 5.74(±2.20) 19 5.73(±2.19) 22 
Mushroom 0.0(±0.00) 26 0.0(±0.00) 10 0.0(±0.00) 10 
Nursery 3.34(±0.90) 680 1.75(±0.66) 196 1.21(±0.55) 772 
Soybean 9.81 (±2.06) 175 8.20(±1.90) 67 7.75(±1.85) 90 
Zoo 7.92(±4.86) 13 8.91(±5.13) 9 7.92(±4.86) 7 
Table 3.4 Comparison of error rate and size of decision tree classifiers gen­
erated by C4.5, PROP-C4.5, and AVT- DTL on several bench­
mark data sets with pruning. The error rates and the sizes were 
estimated using 10-fold cross validation with 90% confidence in­
terval. We use the number of leaves in the tree to represent 
the size of the decision tree classifier. Reduced error pruning is 
applied. 
DATA SET C4.5 PROP- C4.5 AVT- DTL 
ERROR SIZE ERROR SIZE ERROR SIZE 
Breast-Cancer 35.62(±5.15) 38 34.26(±5.07) 30 29.37(±4.87) 4 
Car 10.82(+1.35) 80 3.94(±0.85) 39 3.76(±0.83) 40 
Dermatology 6.28(±2.29) 22 4.15(+1.89) 8 4.13(±1.88) 12 
Mushroom 0.0(±0.00) 26 0.0(±0.00) 10 0.0(±0.00) 10 
Nursery 5.51(±1.14) 680 3.16(±0.88) 131 2.89(±0.84) 722 
Soybean 12.0K+2.25) 10.83(±2.15) 35 11.42(±2.20) 39 
Zoo 7.92(±4.86) 12 7.92(±4.86) 8 7.92(±4.86) 7 
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Figure 3.11 A decision tree learned by AVT-DTL from the Mushroom Tox­
icology data 
than does AVT-DTL. However, this has been done in the cost of accuracy. Overall, AVT-DTL 
achieves a better trade-off compared to Prop-C4.5. 
As shown in the table, reduced error pruning does reduce the sizes of the trees, however, 
it often leads to less accurate trees as well. The main drawback associated with reduced error 
pruning is that a separate validation set needs to be reserved for pruning, which reduces the 
amount of data that is available to construct the tree. When data are limited, this could 
deteriorate the accuracy of the classifiers. Although cross-validation is performed here, it still 
increases the number of observed errors compared to its non-pruning counterpart. 
3.4.3.3 AVT-DTL yields significantly lower error rates than C4.5 on data sets 
with substantially large percentage of partially missing attribute values 
Table 3.5 shows the resulting error estimates along with the corresponding 90% confidence 
intervals. Note that all algorithms, except for AVT-DTL, treat a partially missing attribute 
value as a totally missing attribute value during the decision tree construction because they 
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do not utilize AVTs. 
• C4.5 
OC4.5P 
BC4.5S 
• C4.5SP 
0 AVT-DTLY 
• AVT-DTL YP 
Missing Value Ratio 
Tree Sizes for Mushroom data 
DC4.5 
• C4.5P 
BC4.5S 
• C4.5SP 
B AVT-DTLY 
• AVT-DTLYP 
Missing Value Ratio 
Tree Sizes for Nursery data 
Figure 3.12 Comparison of the sizes of the induced decision trees with dif­
ferent percentages of partially missing values. Note that the 
Y axis shows the logarithm of the tree size to base 2. We use 
the same abbreviations as previously defined. 
In the case of Mushroom Toxicology data, the error rate of AVT-DTL (5.58% without 
pruning and 6.51% with pruning) is substantially smaller than error rates of each of the variants 
of C4.5 (which range from 15.92% in the case of C4.5 with subsetting, but no pruning, to 
24.04% in the case of C4.5 with pruning) when half (50%) of the attribute values (excluding 
the attribute values that were originally totally missing in the data set) are partially missing. 
Qualitatively similar results are obtained in the case of Nursery data as well. This is consistent 
with the fact that AVT-DTL constructs decision trees that favor tests on abstract attributes 
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Table 3.5 The error rate estimates for AVT-DTL and C4.5 (with differ­
ent options) with different percentages of partially and totally 
missing values. We use the following abbreviations: C4.5 - stan­
dard decision tree learning algorithm without pruning; C4.5P -
C4.5 with pruning; C4.5S - C4.5 with subsetting; C4.5SP - C4.5 
with subsetting and pruning; AVT-DTLT - AVT-DTL without 
applied to data sets with totally missing values; AVT-DTLTP -
AVT-DTL with pruning applied to data sets with totally missing 
values. AVT-DTLY - AVT-DTL without pruning applied to data 
sets with partially missing values; AVT-DTLYP - AVT-DTL 
with pruning applied to data sets with partially missing values. 
The error rates were estimated using 10-fold cross validation, 
and we calculate 90% confidence interval on each error rate. 
Percentage of totally or 
partially missing values 
0% 5% 10% 20% 30% 40% 50% 
Cti 
C4.5 0.0±(0.00) 0.99±(0.64) 2.01±(0.90) 4.22+(1.27) 8.08±(1.73) 14.21+(2.21) 22.95±(2.69) 
% Q C4.5P 0.0±(0.00) 1.03±(0.62) 2.16±(0.91) 5.31 +( 1.42) 12.46±(2.09) 16.26±(2.33) 24.04±(2.70) 
So 
o 
C4.5S 0.0±(0.00) 0.99±(0.64) 1.68+(0.81) 2.87+0.06) 7.14±(1.63) 10.75±(1.96) 15.92±(2.32) 
8 C4.5SP 0.0±(0.00) 0.99±(0.64) 1.90±(0.86) 3.70±(1.19) 8.90±(1.80) 12.60±(2.11) 18.80±(2.48) 
S 
g 
AVT-DTLT 0.0+(0.00) 0.94±(0.60) 172±(0.82) 2.99+(1.08) 8.73±(1.79) 12.08±(2.07) 20.36+(2.55) 
a 
AVT-DTLTP 0.0±(0.00) 0.95±(0.61) 1.97±(0.87) 3.84+(1.21) 9.78±(1.88) 13.62±(2.17) 22.45+(2.64) 
•5 
1 
AVT-DTLY 0.0±(0.00) 0.47±(0.43) 1.42±(0.75) 2.18+(0.91) 3.19±(1.11) 4.09+0.24) 5.58+0.45) 
AVT-DTLYP 0.0±(0.00) 0.52±(0.45) 1.72+(0.82) 2.59+(1.00) 3.94 ±(1.23) 4.87+0.36) 6.51±(1.56) 
C4.5 3.34±(0.90) 10.03±(1.51) 14.77±(1.78) 22.11 ±(2.08) 30.01+(2.30) 36.32±(2.41) 41.79+(2.47) 
C4.5P 5.51±(1.14) 11.12±(1.58) 16.27±(1.85) 24.61 ±(2.16) 32.64±(2.35) 38.49+(2.44) 43.72±(2.49) 
N
ur
se
ry
 D
at
a C4.5S 0.96±(0.49) 5.75±(1.17) 11.08±(1.57) 20.67+(2.03) 28.59±(2.27) 34.87+(2.39) 41.12±(2.47) 
N
ur
se
ry
 D
at
a 
C4.5SP 1.84±(0.68) 7.93±(1.35) 13.65±(L72) 22.96±(2.11) 30.61±(2.31) 36.92±(2.42) 43.37±(2.49) 
N
ur
se
ry
 D
at
a 
AVT-DTLT 1.21±(0.55) 5.86±(1.18) 11.85±(1.62) 21.34 ±(2.05) 29.14±(2.28) 34.69±(2.39) 42.26±(2.48) 
N
ur
se
ry
 D
at
a 
AVT-DTLTP 2.89±(0.84) 7.94±(1.35) 13.35±(1.70) 23.01 ±(2.11) 30.17±(2.30) 36.18±(2.41) 43.32±(2.49) 
AVT-DTLY 1.21+(0.55) 3.10±(0.87) 6.32±(1.22) 10.89±( 1.56) 20.17±(2.01) 27.11±(2.23) 32.75+(2.35) 
AVT-DTLYP 2.89±(0.84) 3.62±(0.93) 7.38±(1.31) 12.70±(1.67) 21.93±(2.08) 27.69±(2.25) 33.17±(2.36) 
65 
that appear close to the roots of the AVTs. Consequently, the partially missing attribute 
values which correspond to nodes in the AVT that are further away from the root than the 
attribute tests chosen in the decision tree have no adverse impact on error rate. 
AVT-DTL (either with or without pruning) slightly outperforms C4.5 with or without 
pruning (but no subsetting), with respect to estimated error rates over a broad range of per­
centages of totally missing attribute values. However, C4.5 with subsetting sometimes yields 
slightly lower error rates than AVT-DTL. This may be explained by the fact that C4.5 with 
subsetting is less constrained than AVT-DTL in its choice of tests. 
Figure 3.12 compares AVT-DTL with C4.5 variants in terms of the size of the decision trees 
generated from data with different percentages of partially missing attribute values. AVT-DTL 
without pruning generates trees that are smaller than those generated by C4.5 (with or with­
out pruning) and C4.5 with subsetting but no pruning. Decision trees generated by AVT-DTL 
with pruning are comparable to those generated by C4.5 with subsetting and pruning. 
3.5 Summary and Discussion 
In this chapter, we have presented AVT-DTL, an algorithm for learning decision trees 
using attribute value taxonomies from partially specified data in which different instances have 
attribute values specified at different levels of precision. Our approach extends the ontology-
based decision tree algorithm proposed in [Zhang et al. (2002)] to learn from, and classify 
partially specified instances. The technique used in AVT-DTL for handling partially specified 
attribute values is a generalization of an existing approach to dealing with missing attribute 
values in decision tree construction and classification. 
Experimental results on AVT-DTL have shown that: 
• The AVT-DTL algorithm is able to learn robust high accuracy classifiers from data sets 
consisting of relatively high percentage of partially specified instances. 
• The AVT-DTL algorithm yields substantially more compact yet high accuracy decision 
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trees than standard decision tree learning algorithm (C4.5) and its variants that do not 
use subsetting or utilize attribute value taxonomies to guide decision tree construction 
when applied to data sets with fully specified instances as well as data sets with relatively 
high percentage of missing attribute values. 
• The AVT-DTL algorithm achieves a better trade-off between accuracy and complexity 
of decision tree classifier than the standard decision tree learning algorithm applied to 
propositionalized data set. 
• The AVT-DTL algorithm is more efficient in its use of training data. AVT-DTL can 
produce classifiers that outperform those by C4.5 using less training samples. 
Among the most related previous work, C4.5 with 'subsetting' and RIPPER learner are 
both able to utilize the so called set-valued attributes. The classification rules constructed by 
the RIPPER rule learning algorithm proposed by Cohen (1996b) utilize tests for membership 
in attribute-value sets. C4.5 with 'subsetting' option can also be seen as working with set-
valued attributes. However, the attribute value sets considered by these algorithms are not 
constrained by any AVT (other than the default single level taxonomy with a "don't care" value 
as the root and primitive values at the leaves). An unconstrained search through candidate 
subsets of values of each attribute during the learning phase might result in more compact 
classifiers (e.g. when compactness is measured in terms of the number of nodes in a decision 
tree) than those produced by AVT-guided learning algorithms such as AVT-DTL. However, 
in the absence of the structure imposed over sets of attribute values used in constructing the 
classifier, specifying the outcome of each test (outgoing branch from a node in the decision tree) 
requires enumerating the members of the set of values corresponding to that branch. Thus, 
each rule extracted from a decision tree produced by C4.5 with 'subsetting' is a conjunction 
of disjunctions, making the resulting classifiers difficult to interpret. This is also true of the 
rules generated by RIPPER using set-valued attributes. In contrast, the rules that utilize 
abstract attribute values from an AVT are much more compact because each attribute value 
subset has a name that needs to be specified only once - in the AVT, and the attribute value 
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sets considered are constrained by the tree structure of the AVT. Consequently, the rules 
generated from trees produced by AVT-DTL are compact and easy to interpret because each 
rule is a simple conjunction of conditions of the form (attribute — value). Because algorithms 
like RIPPER and C4.5 with 'subsetting' have to search the set of candidate value subsets 
for each attribute under consideration while adding conditions to a rule or a node to trees, 
they are computationally more demanding than AVT-DTL. Furthermore, neither C4.5 with 
'subsetting' nor RIPPER is equipped to build classifiers from partially specified data. Lastly, 
many scientific applications require users to be able to explore a given data set using alternative 
AVTs which reflect different ontological commitments or different ways of conceptualizing a 
domain. Unlike C4.5 with 'subsetting' and RIPPER, AVT-DTL can utilize a user-supplied 
AVTs to construct classification rules that are expressed in terms of abstract attribute values 
specified by the AVTs. 
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CHAPTER 4. AVT-based Naïve Bayes Learner 
In this chapter, we start by reviewing standard Naïve Bayes classifier learning algorithm. 
We describe in detail AVT-NBL, a natural generalization of the Naïve Bayes learner (NBL), 
for learning classifiers from AVT and data, including partially specified data. We present 
experimental results by comparing AVT-NBL with standard Naïve Bayes Learner (NBL) and 
alternative approach (NBL on propositionalized data) on accuracy, complexity, and robustness 
of the induced classifiers. At the end of this chapter, we conclude with summary and discussion. 
4.1 Naïve Bayes Learner (NBL) 
Statistical decision theory provides the foundation for constructing optimal decision rules 
that minimize risk [Cherkassky and Mulier (1998)]. The Bayes theorem provides such fun­
damental decision rule. The Bayes theorem calculates the probability of a particular event 
given some observations. Given the training data D, the posteriori probability of a class or 
hypothesis h, P(h\D) is written as: 
P(h) is the estimated priori probability of h, and we have P(h) > 0, YLheH P{h) — 1, 
where H is the hypothesis space. P(D\h) is the likelihood of the data D given the hypothesis 
h. P(D) is called the evidence, and is the marginal probability observing the training data D. 
The Bayesian learning framework [Mitchell (1997); Duda et al. (2001)] formulates learning 
as the task of producing a maximum a posteriori (MAP) hypothesis. The MAP hypothesis is 
the hypothesis that has maximum P(h\D): 
h-MAP — ar gm ax P(/i | £>) = argmaxP(/i)P(D|/i) 
heH heH 
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A Bayesian classifier returns the MAP hypothesis that maximizes the posterior probability 
P(h\D), which also minimizes the expected loss (or conditional risk). However, unless we 
have an extremely large data set, there exists the practical difficulty of reliably estimating the 
conditional joint probability for different instances. 
The Naïve Bayes classifier is a simple and yet effective Bayesian classifier that has competi­
tive performance with other more sophisticated classifiers [Langley et al. (1992)]. Naïve Bayes 
classifier operates under the assumption that each attribute is independent of others given the 
class. Thus, the joint probability, given a class, can be written as the product of individual 
class conditional probabilities for each attribute. The Bayesian approach to classifying an 
ins tance  X P  = (u i p ,  V-2 P ,  •  •  • ,  t ' / v p )  i s  t o  ass ign  i t  t he  mos t  p robab le  c lass  CMAP(X P ) :  
CMAP{X p)-  = &rgmaxP(vip ,v2p,-• • ,VN P \CJ)P(CJ)  
CjGC 
= argmaxp(cj) P(v i p \cj)  
Cj-ec j 
The Bayesian learning framework assumes that data was generated by a parametric model, 
and that we can use the training data to estimate the model parameters. The task of the Naïve 
Bayes Learner (NBL) is to estimate Vcj G C and \/vik e dom(Ai), relevant class probabilities 
p(cj) and the class conditional probabilities P(vlk\cj) from training data D. These probabili­
ties, which completely specify a Naïve Bayes classifier, can be estimated from a training set D 
using standard probability estimation methods [Mitchell (1997)] based on relative frequency 
counts of the corresponding classes and attribute value and class label co-occurrences observed 
in D. We denote at (% | Cj ) as the frequency count of value % of attribute A., given class label 
Cj, and cr(cj) as the frequency count of class label cj in a training set D. Numerical attribute 
values are handled by assuming that they have "normal" (Gaussian) distribution, and we 
need to calculate the estimated mean and standard deviation from the training data. Hence, 
these relative frequency counts for nominal attributes and estimated means and standard vari­
ances for numerical attributes completely summarize the information needed for constructing 
a Naïve Bayes classifier from D, and they constitute sufficient statistics for Naïve Bayes learner 
[Caragea et al. (2004b)]. Following is the pseudo-code for Naïve Bayes classifier learning algo­
rithm. 
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Naïve Bayes Classifier Learning Algorithm: 
Learn-Naïve-Bayes(Examples D) 
1. Calculate frequency counts for class labels: {a(cj)\j = 1 • • • M}. 
Calculate frequency counts for each nominal attribute value: 
{Vyik 6 dom(Ai),a(v i k \cj)  \ i - 1 • • • iV, j — 1 • • • M} 
2. Estimate class probabilities P{cj)  from frequency counts {cr(cj)\j = 1 • • • M}: 
a(cj) 
F(CJ) 
cr(ck) 
Cfc€C 
Estimate class conditional probabilities P(vi k \cj)  from frequency counts {Vv^ e 
dom(Ai), cr(vik\cj) | i — 1 • • • N,j = 1 - • • M} by using Laplace estimates [Mitchell (1997)]: 
PMV ' + 
\ D\ +  53 °"(wùIcJ) 
3. Estimate mean fa and standard deviation <x,: for numerical attribute A., from D based on 
a normal distribution 
Classify-Naive-Bayes(Unlabelled Instance Xp) 
• Assign Xp = (vip, V2P, • • •, vjvp) to the most probable class: 
CMAp(Xp) = argmaxp(cj) P(uip|cj) 
Figure 4.1 General Procedure of Naïve Bayes classifier for learning and 
classifying. 
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Despite the fact that the independence assumptions are rarely satisfied in real applications, 
Naïve Bayes classifier performs very well, and its performance is comparable to that of decision 
trees and neural networks. Since it only requires a single scan of the data, it scales very well 
to a very large data set. Naïve Bayes classifier has been successfully used in text classification 
tasks, such as NewsWeeder [Lang (1995)] and Junk Mail Filter [Sahami et al. (1998)], among 
others. Friedman and Domingos and Pazzani discussed that even in domains with substantial 
attribute dependence, it can still achieve optimal classifications under the zero-one loss function 
[Domingos and Pazzani (1997); Friedman (1997a)]. 
4.2 AVT-NBL: Algorithm Description 
We now introduce AVT-NBL, an algorithm for learning Naïve Bayes classifiers from AVT 
and data. Given an ordered set of AVTs T = {71,7^,... ,T\'} corresponding to the attributes 
A = {Ai, A2,..., Ajv} and a data set D = {(Xpi  cxp)} of labeled examples of the form (Xp, cxp) 
where Xp G It is a partially or fully specified instance and cxp 6 C is the corresponding class 
label, the task of AVT-NBL is to construct a Naïve Bayes classifier for assigning Xp to its most 
probable class CMAP(XP). AS in the case of NBL, we assume that each attribute is independent 
of the other attributes given the class. 
Let T = {71,72, • • • ,7JV} be a global cut where, 7,; stands for a cut through %. A Naïve 
Bayes classifier defined on the instance space /p is completely specified by a set of class condi­
tional probabilities for each value of each attribute. Suppose we denote the table of class con­
ditional probabilities associated with values in 7* by CPT(j,:). Then the Naive Bayes classifier 
defined over the instance space 7p is specified by h(T) — {CPT{n), CPT(72), , CPT{7JV)}-
If each cut 7* 6 Fq is chosen to correspond to the primitive values of the respective attribute 
i.e., V%7i = Leaves(Ti), /i(Fq) is simply the standard Naïve Bayes Classifier based on the 
attributes A%, A%, - -, A#. If each cut 7.; G F is chosen to pass through the root of each AVT, 
i.e., Vi 7j — {Root(7i)}, h(T) simply assigns each instance to the class that is a priori most 
probable. 
AVT-NBL starts with the Naïve Bayes Classifier that is based on the most abstract value 
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of each attribute (the most general hypothesis in HT ) and successively refines the classifier 
(hypothesis) using a criterion that is designed to trade off between the accuracy of classifica­
tion and the complexity of the resulting Naïve Bayes classifier. Successive refinements of F 
correspond to an ordering of Naive Bayes classifiers based on the structure of the AVTs in T. 
For example, in Figure 4.2, F is a cut refinement of F, and hence the corresponding hy­
pothesis h(T) is a refinement of h(T). Relative to the two cuts, Table 4.1 shows the conditional 
probability tables that we need to compute during learning for h{T) and h(T) respectively 
(assuming C = {+, —} as two possible class labels). From the class conditional probability 
table, we can count the number of class conditional probabilities needed to specify the corre­
sponding Naïve Bayes classifier. As shown in Table 4.1, the total number of class conditional 
probabilities for Zi(F) and h(t) are 8 and 10 respectively. 
4.2.1 Class Conditional Frequency Counts 
Similar to the computation of frequency counts on AVT that has been described in Chapter 
3, we can calculate class conditional frequency counts on AVT. Given an attribute value taxon­
omy % for attribute A,, we define a tree of class conditional frequency counts CCFC(Ti) such 
that there is a one-to-one correspondence between the nodes of the AVT % and the nodes of 
the corresponding CCFC(Ti). It follows that the class conditional frequency counts associated 
with a non leaf node of CCFC(li) should correspond to the aggregation of the corresponding 
(^^Student Status^) Work Status 
,ampus 
Government Freshman 
Sophomore 
Figure 4.2 Cut refinement. 
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Table 4.1 Conditional probability tables. This table shows the entries of 
conditional probability tables associated with two global cut T 
and f shown in Figure 4.2 (assuming C={+,-}). 
CRT for h(T) 
Value Pr(+) M-) 
Undergraduate P( Undergraduate1+) P( UndergraduateI-) 
Graduate P(Graduate\+) P{Graduate\~) 
On-Campus P(On-Campus\+) P(On-Campus\-) 
Off-Campus P(Ojf-Campus\+) P{Off-Campus\-) 
CPT for h{f) 
Value Pr(+) M-) 
Undergraduate P(Undergraduate 1+) P{ Undergraduate 1 -) 
Master P(Master\+) P(Master\-) 
P h D  P(Ph.D\+) P(Ph.D\-) 
On-Campus P{On-Campus\+) P(On-Campus\-) 
Off-Campus P(Off-Campus\+) P{Off-Campus\~) 
class conditional frequency counts associated with its children. Because each cut through an 
AVT % corresponds to a partition of the set of possible values in Nodes(Tt) of the attribute 
Ai, the corresponding cut through CCFC(Ti) specifies a valid class conditional probability 
table CPT(-ji) for the attribute A.,. 
In the case of numerical attributes, AVTs are defined over intervals based on observed 
values for the attribute in the data set. Each cut through the AVT corresponds to a partition 
of the numerical attribute into a set of intervals. We calculate the class conditional probabilities 
for each interval. As in the case of nominal attributes, we define a tree of class conditional 
frequency counts CCFC(Ti) for each numerical attribute At. CCFC{%) is used to calculate 
the conditional probability table CPT(ji) corresponding to a cut 7,. 
When all of the instances in the data set D are fully specified, estimation of CCFC{%) for 
each attribute is straightforward: we simply estimate the class conditional frequency counts 
associated with each of the primitive values of Ai from the data set D and use them recur­
sively to compute the class conditional frequency counts associated with the non-leaf nodes of 
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When some of the data are partially specified, we can use a 2-step process for computing 
CCFC{Ti): First we make an upward pass aggregating the class conditional frequency counts 
based on the specified attribute values in the data set; Then we propagate the counts associated 
with partially specified attribute values down through the tree, augmenting the counts at lower 
levels according to the distribution of values along the branches based on the subset of the 
data for which the corresponding values are fully specified. This procedure can be seen as a 
special case of EM (Expectation Maximization) algorithm [Dempster et al. (1977)] to estimate 
sufficient  s tat is t ics  for  CCFC(Ti) .  
Let cri(v\cj)  be the frequency count of value v of attribute A., given class label cj  in a 
training set D, and pt (v \ c3 ) the estimated class conditional probability of value v of attribute 
Aj given class label c3 in a training set D. Let n(v, %) be the set of all children (direct descen­
dants) of a node with value v in Tf. A(v, Tt) the list of ancestors, including the root, for v in 
%. The procedure of computing CCFC(7l) is shown below. 
Input: Training data D and T — {T\ ,  T2,  • •  • ,  Tjv} 
1. Calculate frequency counts ai(v\cj) for each node v in T, using the class conditional 
frequency counts associated with the specif ied values of  at tr ibute A, in training set  D. 
2. For each attribute value v in % which received non-zero counts as a result of step 
1,  aggregate the counts upward from each such node v to i ts  ancestors A(v,  %): 
3. Starting from the root, recursively propagate the counts corresponding to partially spec­
ified instances at each node v downward according to the observed distribution among 
its children to obtain updated counts for each child ui 6 
Output: CCFC(%), CCFC(%),..., CCFC(T^). 
Otherwise. 
Figure 4.3 Computation of Class Conditional Frequency Counts on AVT 
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Now that we have estimated the class conditional frequency counts for all attribute value 
taxonomies, we can calculate the conditional probability table with regard to any global cut 
F. Let T = {71, • • • ,7JV} be a global cut where 7* stands for a cut through CCFC(%). The 
estimated conditional probability table CPT(ji) associated with the cut 7* can be calculated 
from CCFC{%) using Laplace estimates [Mitchell (1997); Kohavi et al. (1997)]. 
Recall that the Naïve Bayes Classifier h(T) based on a chosen global cut F is completely 
specified by the conditional probability tables associated with the cuts in F : h(T) = {CPT( 71), 
The scoring function that we use to evaluate a candidate AVT-guided refinement of a Naïve 
Bayes Classifier is based on a variant of the minimum description length (MDL) score [Rissanen 
(1978)] which provides a basis for trading off the complexity against the error of the model. An 
overly complex model with many parameters is likely to result in poor parameter estimations 
with high variance (or overfitting) because of a limited number of training examples or a large 
fraction of partially specified values. A simpler model, if it has the right level of abstraction, 
is likely to yield more reliable estimates of the parameters and to be a better classifier. 
In 1965, Kolmogorov first introduced the notion of algorithmic complexity for characteriza­
tion of randomness of a data set [Kolmogorov (1965)]. He defined the algorithmic complexity 
of a data set to be the shortest binary code describing the data. Rissanen (1978) proposed 
using Kolmogorov's characterization of randomness as a tool for inductive inference, and this is 
known as the MDL principle. The MDL principle can be naturally viewed as a Bayesian MAP 
(maximum a posteriori) estimator [Mitchell (1997)], and is derived from the Bayes theorem 
[Wallace and Boulton (1968)] and information theoretical considerations [Shannon (1948)]. 
In intuitive terms, the goal of a learner is to compress information from the training data 
and encode it in the form of a classifier. Communicating information in a training set can be 
u€ji 
...,CPTW}. 
4.2.2 MDL Principle Applied to AVT-NBL 
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modelled by a two-part message that encodes the model (or classifier) h and the data D given 
the model h. 
The length of this message is written as L(D,h) = L(h) + L(D\h) , with L(h) to be 
the length of the message (measured by the number of bits) for specification of the model and 
L(D\h) to be the length of the message (measured by the number of bits) for specification of the 
data given the model. The data dependent term L(D\h) can further be divided into a parameter 
block L(w*\h) with the best fit parameters w* of the model, and a data block L{D\w*,h) 
corresponding to the bits needed to send the data using those parameters. Assuming optimal 
encoding is used for each component of the message, we can express L(D, h) as follows [Wallace 
and Freeman, 1987]: 
L(D, h) = L(h) + L{D\h) = - log P{h) - log P(D\h) = L(h) + L(w*\h) + L{D\w*, h) 
When we assume equal priors P(h), the tradeoff between alternative models in a class of 
models (hypothesis class H) is captured by the data dependent term. Simpler models will 
have a more compact parameter block, but a longer message to fit the data. As the number 
of parameters increase, the data block will decrease in size. Bayesian approach to learning 
prescribes finding a classifier h € H that minimizes the total length of the message. 
Friedman et al. (1997) suggested the use of a conditional MDL (CMDL) score in the case 
of hypotheses that are used for classification (as opposed to modelling the joint probability 
distribution of a set of random variables) to capture this tradeoff. In general Bayesian network 
settings, let B be a Bayesian network and D be a training set. The MDL scoring function can 
be written as: 
MDL{B\D) = (^1) \B\ - LL(B\D) 
where |B| is the number of parameters in the network. The first term describes the length 
for specification of the network B, and the second term is the negation of the log likelihood of 
B given D. Given the representation of labelled training samples {< Xp, cxv > \p = 1 • • • j-Dj}, 
where Xp = (vip,V2P, • • • ,vnp), the log likelihood function can be extended to: 
LL(B\D) = £p='i logPb(cxphip,f2P, • • •,vNp) + Ep='i log-PB(vip,V2p, ••• ,vNp) 
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Friedman et al. (1997) argued that only the first term is related to the score of the network 
as a classifier, and directly related to its predictive accuracy. While the second term some­
times becomes the dominant term when there are many attributes, a relatively large error in 
the conditional term may not be reflected in the MDL score, and this may result in a poor 
classifier. Therefore, Friedman et al. (1997) suggested using conditional log likelihood score 
(i.e., CLL(B\D) = 53p='i log PB{CXpKp, %p, • • •, fjvp)) to specialize the scoring function to the 
classification task. And accordingly, the MDL score has been revised to the CMDL score. 
In general, computation of the CMDL score is not feasible for Bayesian networks with an 
arbitrary structure [Friedman et al. (1997)]. However, in the case of Naive Bayes classifiers 
induced by a set of AVT, as shown below, it is possible to efficiently calculate the CMDL score. 
We also replace B with h, the corresponding Naïve Bayes classifier with regard to a chosen 
global cut. 
size(b) - CM,(h|D) 
where, CLL(h\D) = |B|Ep=i logPh{cXp\vip, • • •, vNp) 
Here, Ph{<'x,,\vip- • •  •  , V N P )  denotes the conditional probability assigned to the class cxp 6 C 
associated with the training sample Xp = {v\p, i>2p, • • •, fjvp) by the classifier h, size(h) is the 
number of parameters used by h, \D\ the size of the data set, and CLL(h\D) is the conditional 
log likelihood of the hypothesis h given the data D. In the case of a Naïve Bayes classifier h, 
size(h) corresponds to the total number of class conditional probabilities needed to describe h. 
Because each attribute is assumed to be independent of the others given the class in a Naïve 
Bayes classifier, we have: 
ho, ES loS(^§^g^) 
where P{cj)  is the prior probability of the class Cj which can be estimated from the observed 
class distribution in the data D. 
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4.2.3 Searching for a Compact Naïve Bayes Classifier 
Because each attribute is assumed to be independent of the others given the class, the 
search for the AVT-based Naïve Bayes classifier (AVT-NBC) can be performed efficiently by 
optimizing the criterion independently for each attribute. This results in a hypothesis h that 
intuitively trades off the complexity of Naïve Bayes classifier (in terms of the number of pa­
rameters used to describe the relevant class conditional probabilities) against the accuracy of 
classification. The algorithm terminates when none of the candidate refinements of the classi­
fier yield statistically significant improvement in the CMDL score. The procedure is outlined 
in Figure 4.4. 
Input: Training data D and CCFC(T\) ,  CCFCFÂ), . . . ,  CCFC(TN).  
Output: A Naïve Bayes classifier trading off the complexity against the error. 
1. Initialize each 7, in F = {71,72, • • •, 7#} to {Root(Ti)} .  
2. Estimate probabilities that specify the hypothesis h(F). 
3. For each cut 7, in T = {71,72, • • • ,7AT}: 
A. Set 5i <— 7i 
B. Until there are no updates to 7j 
i. For each v G d,l 
a. Generate a refinement jf of 7, by replacing v with ir(v, T t), and refine F 
accordingly to obtain F. Construct corresponding hypothesis h(t) 
b. If CMDL(h(T)\D) < CMDL{h(T)\D), replace F with F and 7j with 7" 
ii. 5i <— 7i 
4. Output h(T) 
Figure 4.4 Searching for compact AVT-based Naïve Bayes classifier 
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4.2.4 Handling Partially Specified Data in AVT-NBL 
Like AVT-DTL, AVT-NBL also has an embedded mechanism to handle partially specified 
data. 
• In the calculation of class conditional frequency counts (CCFC) for AVTs, we take into 
account the case when some of the data are partially specified. We use a two-step 
procedure to estimate the frequency counts which can be seen as a special case of EM 
(Expectation Maximization) algorithm under the assumption that the attributes are 
independent given the class. The class conditional probabilities with regard to attribute 
values (fully specified or partially specified) in any cut in AVT can be calculated by doing 
normalization on the cut. 
• In the calculation of the conditional likelihood CLL(h\D), we distinguish between two 
cases when D contains partially specified instances: 
(1) When a partially specified value of attribute Aj for an instance lies on the cut 7 
through CCFC{Tj) or corresponds to one of the descendants of the nodes in the 
cut. In this case, we can treat that instance as though it were fully specified relative 
to the Naïve Bayes classifier based on the cut 7 of CCFC{%) and use the class 
conditional probabilities associated with the cut 7 to calculate its contribution to 
CM,(h|D); 
(2) When a partially specified value (say v) of A, is an ancestor of a subset (say A ) of 
the nodes in 7. In this case, p(v\cj) — Y2Uie\P(ui\cj)> such that we can aggregate 
the class conditional probabilities of the nodes in A to calculate the contribution of 
the corresponding instance to CLL(h\D). 
AVT-NBL can directly handle partially specified data during both the learning phase and 
classification phase. We do not need to do any data preprocessing on partially specified data. 
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4.3 Alternative Approaches 
As we have described in Section 3.3, there are two alternative approaches in learning clas­
sifiers from data and attribute value taxonomies. One is the approach that treats partially 
specified attribute values as if they were totally missing, and one is the AVT-based proposi-
tionalization method. 
We call the resulting algorithm - NBL applied to AVT-based propositionalized version of the 
data - Prop-NBL. Note that the Boolean features created by the propositionalization technique 
described above are not independent given the class. A Boolean attribute that corresponds to 
any node in an AVT is necessarily correlated with Boolean attributes that correspond to its 
descendants as well as its ancestors in the tree. Therefore, the statistical dependence among the 
Boolean attributes in the propositionalized representation of the original data set can degrade 
the performance of the Naïve Bayes classifier that relies on the independence of attributes 
given class. 
Against this background, we experimentally compare AVT-NBL with Prop-NBL and the 
standard Naïve Bayes algorithm (NBL). 
4.4 Performance Study 
Our experiments were designed to explore the performance of AVT-NBL relative to that 
of NBL and PROP-NBL. The performance of the algorithms was evaluated with respect to 
complexity, generalization, and robustness of the induced classifiers. 
4.4.1 Experiments 
We select 37 data sets from the UCI Data Repository 1, among which 8 data sets use only 
nominal attributes and 29 data sets have both nominal attributes and numerical attributes. 
Every numerical attribute in the 29 data sets has been discretized into a maximum of 10 bins. 
For the data sets without expert-generated AVTs, the AVTs on both nominal and numer­
1 http://www.ics.uci.edu/" mlearn/MLRepository.html 
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ical attributes were generated using AVT-Learner, a Hierarchical Agglomérative Clustering 
algorithm to construct AVTs for learning [Kang et al. (2004)]. 
We have designed the following three sets of experiments. In each case, the error rate 
and the size (as measured by the number of class conditional probabilities used to specify 
the learned classifier) were estimated using 10-fold cross-validation, and we calculate 90% 
confidence interval on the error rate. 
• The first set of experiments compares the performance of AVT-NBL, NBL, and PROP-
NBL on the original data. 
• The second set of experiments explores the performance of the algorithms on data sets 
with different percentages of totally missing and partially missing attribute values. Three 
data sets with a pre-specified percentage (10%, 30%, or 50%, excluding the missing values 
in the original data set) of totally or partially missing attribute values were generated 
by assuming that the missing values are uniformly distributed on the nominal attributes 
(refer to Section 3.4.1.2 for details). 
• The third set of experiments were designed to investigate the performance of classifiers 
generated by AVT-NBL, Prop-NBL, and NBL as a function of the training set size. We 
divided each data set into two disjoint parts: a training pool and a test pool. Training 
sets of different sizes, corresponding to 10%, 20%, ..., 100% of the training pool, were 
sampled and used to train Naïve Bayes classifier using AVT-NBL, Prop-NBL, and NBL. 
The resulting classifiers were evaluated on the entire test pool. The experiment was 
repeated 9 times for each training set size. The entire process was repeated using 3 
different random partitions of data into training and test pools. The accuracy of the 
learned classifiers on the examples in the test pool were averaged across the 9x3—27 
runs. 
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Table 4.2 Comparison of error rate and size of classifiers generated by NBL, 
PROP-NBL and AVT-NBL on 37 UCI benchmark data. The 
error rates and the sizes were estimated using 10- fold cross vali­
dation. We calculate 90% confidence interval on the error rates. 
The size of the classifiers for each data set is constant for NBL 
and Prop-NBL, and for AVT-NBL, the size shown represents the 
average across the 10-cross validation experiments. 
DATA SET 
NBL PROP-NBL AVT-NBL 
ERROR SIZE ERROR SIZE ERROR SIZE 
Anneal 6.01(±1.30) 954 10.69(±1.69) 2886 1.00(±0.55) 666 
Audiology 26.55(±5.31) 3696 27.87(±5.39) 8784 23.01 (±5.06) 3600 
Autos 22.44(±4.78) 1477 21.46(±4.70) 5187 13.17(±3.87) 805 
Balance-Scale 8.64(±1.84) 63 11.52(±2.09) 195 8.64(±1.84) 60 
Breast-Cancer 28.32(±4.82) 84 27.27(±4.76) 338 27.62(±4.78) 62 
Breast-w 2.72(±1.01) 180 2.86(±1.03) 642 2.72(±1.01) 74 
Car 14.47W.53) 88 15.45(±1.57) 244 13.83(±1.50) 80 
Colic 17.93(±3.28) 252 20.11 (±3.43) 826 16.58(±3.18) 164 
Credit-a 14.06(±2.17) 204 18.70(±2.43) 690 13.48(±2.13) 124 
Credit-g 24.50(±2.23) 202 26.20(±2.28) 642 24.60(±2.23) 154 
Dermatology 2.18(±1.38) *76 1.9H+1.29) 2790 2.18(±1.38) 576 
Diabetes 22.53(±2.47) 162 25.65(±2.58) 578 22.01 (±2.45) 108 
Glass 22.90(±4.71) 637 28.04(±5.04) 2275 19.16(±4.41 ) 385 
Heart-c 14.19(±3.29) 370 16.50(±3.50) 1205 12.87(±3.16) 210 
Hearth 13.61 (±3.28) 355 14.97(±3.41) 1155 13.61 (±3.28) 215 
Heart-Statlog 16.30(±3.69) 148 16.30(±3.69) 482 13.33(±3.39) 78 
Hepatitis 10.97(±4.12) 174 9.03(±3.78) #8 7.10(±3.38) 112 
Hypothyroid 4.32(±0.54) 4# 6.68(±0.67) 7276 4.22(±0.54) 344 
Ionosphere 7.98f±2.37) 648 8.26(±2.41) 2378 5.41 (±1.98) 310 
Iris 4.00(±2.62) 123 4.67(±2.82) 435 5.33(±3.01) 90 
Kr-vs-kp 12.11 (±0.95) 150 12.20(±0.95) 306 12.08(±0.95) 746 
Labor 8.77(±6.14) 770 10.53(±6.67) 546 10.53(±6.67) 70 
Letter 27.17(±0.52) 4186 34.40(±0.55) 15002 29.47(±0.53) 2652 
Lymph 14.19(±4.70) 240 18.24(±5.21) 660 15.54(±4.88) 784 
Mushroom 4.43(±1.30) 252 4.45 (±1.30) 682 0.14(±0.14) 202 
Nursery 9.67(±1.48) 135 10.59 (±1.54) 3# 9.67 (±1.48) 725 
Primary-Tumor 49.85(±4.45) 836 52.51 (±4.45) 7782 52.21 (±4.45) 874 
Segment 10.91 (±1.06) 1183 11.86(±1.10) 4193 10.00(±1.02) 560 
Sick 2.52(±0.42) 218 4.5K+0.55) 638 2.17(±0.39) 790 
Sonar 0.96(±1.11) 1202 0.96(±1.11) 4322 0.48(±0.79) 372 
Soybean 7.03 (±1.60) 1900 8.19(±1.72) 4959 5.7K+1.45) 7729 
Splice 4.64(±0.61) 864 4.08(±0.57) 2727 4.23(±0.58) 723 
Vehicle 33.33(±2.66) 724 32.98(±2.65) 2596 32.15(±2.63) 368 
Vote 9.89(±2.35) 66 9.89(±2.35) 730 9.89(±2.35) 64 
Vowel 64.24(±2.50) 1320 63.33(±2.51) 4675 57.58(±2.58) 7722 
Waveform-5000 35.96(±1.11) 7203 36.38(±1.12) 4323 34.92(±1.11) 825 
Zoo 6.93(±4.57) 259 5.94(+4.25) 567 3.96(±3.51) 245 
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Figure 4.5 Classifier accuracy as a function of training set size on several 
data sets by AVT-NBL, Prop-NBL, and NBL respectively. Note 
that the X axis shows the percentage of training instances that 
has been sampled in training the Naïve Bayes classifier, and Y 
axis shows the predictive accuracy in percentage. 
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Table 4.3 Comparison of error rates on data with 10%, 30% and 50% par­
tially or totally missing values. The error rates were estimated 
using 10-fold cross validation, and we calculate 90% confidence 
interval on each error rate. 
DATA PARTIALLY MISSING TOTALLY MISSING 
Methods NBL PROP-NBL AVT-NBL NBL PROP-NBL AVT-NBL 
S 10% 4.65C+1.33) 4.69(±1.34) 0.30(±0.30) 4.65(+1.33) 4.76(±1.35) 1.29(±071) 
g 
5 30% 5.28 (±1.41) 4.84(±1.36) 0.64(±0.50) 5.28 (±1.41) 537(±1.43) 2.78(±1.04) 
â 
50% 6.63(±1.57) 5.82(±1.48) 1.24(±0.70) 6.63(±1.57) 6.98(±1.61) 4.61(±1.33) 
>z 10% 15.27(±1.81) 15.50(±1.82) 12.85(±1.67) 15.27(±1.81) 16.53(±1.86) 13.24(±1.70) 
1 30% 26.84(±2.23) 26.25(±2.21) 21.19(±2.05) 26.84(±2.23) 27.65(±2.24) 22.48(±2.09) 
z 
50% 36.96(±2.43) 35.88(±2.41) 29.34(±2.29) 36.96(±2.43) 38.66(±2.45) 32.5K+2.35) 
Z 10% 8.76(±1.76) 9.08(±1.79) 6.75(±1.57) 8.76(±1.76) 9.09(±1.79) 6.88(±1.58) 
5 
S 30% 12.45(±2.07) 11.54(±2.00) 10.32(±1.90) 12.45(±2.07) 12.3K+2.05) 10.4K+1.91) CO 
50% 19.39(±2.47) 16.9K+2.34) 16.93(±2.34) 19.39 (±2.47) 19.59(±2.48) 17.97(±2.40) 
4.4.2 Results 
We summarize below the results of experiments that compared the performance of stan­
dard NBL with that of AVT-NBL as well as the standard learning algorithms applied to a 
propositionalized version of the data set (PROP-NBL) [Zhang and Honavar (2003)). 
4.4.2.1 AVT-NBL yields lower error rates than NBL and PROP-NBL on the 
original fully specified data 
Table 4.2 shows the estimated error rates of the classifiers generated by the AVT-NBL, 
NBL, and PROP-NBL on 37 UCI benchmark data sets. According to the results, the error 
rate of AVT-NBL is substantially smaller than that of NBL and PROP-NBL. It is worth 
noting that PROP-NBL (NBL applied to a transformed data set using Boolean features that 
correspond to nodes of the AVTs) generally produces classifiers that have higher error rates 
than NBL. This can be explained by the fact that the Boolean features generated from an 
AVT are generally not independent given the class. 
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4.4.2.2 AVT-NBL yields classifiers that are substantially more compact than 
those generated by PROP-NBL and NBL 
The shaded columns in Table 4.2 compare the total number of class conditional probabilities 
needed to specify the classifiers produced by AVT-NBL, NBL, and PROP-NBL on original 
data. The results show that AVT-NBL is effective in exploiting the information supplied by 
the AVT to generate accurate yet compact classifiers. Thus, AVT-guided learning algorithms 
offer an approach to compressing class conditional probability distributions that is different 
from the statistical independence-based factorization used in Bayesian Networks. 
4.4.2.3 AVT-NBL yields significantly lower error rates than NBL and PROP-
NBL on partially specified data and data with totally missing values 
Table 4.3 compares the estimated error rates of AVT-NBL with that of NBL and PROP-
NBL in the presence of varying percentages (10%, 30% and 50%) of partially missing attribute 
values and totally missing attribute values. Naïve Bayes classifiers generated by AVT-NBL 
have substantially lower error rates than those generated by NBL and PROP-NBL, with the 
differences being more pronounced at higher percentages of partially (or totally) missing at­
tribute values. 
4.4.2.4 AVT-NBL produces more accurate classifiers than NBL and Prop-
NBL for a given training set size 
Figure 4.5 shows the plot of the accuracy of the classifiers learned as a function of training 
set size for Audiology data, Car data, Mushroom data, and Soybean data. We obtained similar 
results on other benchmark data sets used in this study. Thus, AVT-NBL is more efficient 
than NBL and Prop-NBL in its use of training data. 
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4.5 Summary and Discussion 
In this chapter, we have described AVT-NBL 2, an algorithm for learning Naïve Bayes clas­
sifiers from attribute value taxonomies (AVT) and data in which different instances may have 
attribute values specified at different levels of abstraction. AVT-NBL is a natural generaliza­
tion of the standard algorithm for learning Naïve Bayes Classifiers. The standard Naïve Bayes 
learner (NBL) can be viewed as a special case of AVT-NBL by collapsing a multi-level AVT 
associated with each attribute into a corresponding single level AVT whose leaves correspond 
to the primitive values of the attribute. 
Our experimental results presented in this chapter show that: 
• AVT-NBL is able to learn substantially compact and more accurate classifiers on a broad 
range of data sets than those produced by standard NBL and Prop-NBL (applying NBL 
to data with an augmented set of Boolean attributes). 
• When applied to data sets in which attribute values are partially specified or totally 
missing, AVT-NBL can yields classifiers that are more accurate and compact than those 
generated by NBL and Prop-NBL. 
• AVT-NBL is more efficient in its use of training data. AVT-NBL produces classifiers 
that outperform those produced by NBL using substantially fewer training examples. 
Thus, AVT-NBL offers an effective approach to learning compact (hence more comprehen­
sible) accurate classifiers from data - including data that are partially specified. AVT-guided 
learning algorithms offer a promising approach to knowledge acquisition from autonomous, 
semantically heterogeneous information sources, where domain specific AVTs are often avail­
able and data are often partially specified. Details on learning classifiers from semantically 
heterogeneous data sources are discussed in Chapter 6. 
2A Java implementation of AVT-NBL and the data sets and AVTs used in this study are available at: 
http://www.cs.iastate.edu/~jzhang/ICDM04/index.html 
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CHAPTER 5. General Framework For Learning Concise and Accurate 
Classifiers from Attribute Value Taxonomies and Data 
We describe in the following section a general framework for designing algorithms to learn 
classifiers from AVT-extended data sources. Base on this framework, we demonstrate our 
approach by showing that AVT-DTL and AVT-NBL presented in the previous two chapters 
can be instantiated using this general framework. 
5.1 AVT-Based Classifier Learners: A General Framework 
There are essentially three elements in learning classifiers from AVT-extended data sources: 
(1) A procedure for identifying estimated sufficient statistics on AVTs from data; (2) A pro­
cedure for building and refining hypothesis; (3) A performance criterion for making a tradeoff 
between complexity and accuracy of the generated classifiers. In what follows, we discuss each 
element in details. 
5.1.1 Identifying Estimated Sufficient Statistics 
Building a classifier only needs certain statistics. A statistic is simply a function of the data 
D. For example, the sample mean and standard deviation are known as sufficient statistics for 
a Gaussian distribution. Other statistics include counts of instances with specified attribute 
values, the most frequent value of an attribute, etc. In building a Naïve Bayes classifier, we only 
need the frequency counts of the corresponding classes and the frequency counts of attribute 
values given class labels. 
Definition 5.1 (Sufficient Statistic) [Casella and Berger (2001)] A statistic S(D) is 
called a sufficient statistic for a parameter 6 if S(D) (loosely speaking) provides all the in-
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formation needed for estimating the parameter 9 from data D. A sufficient statistic s for a 
parameter 6 is called a minimal sufficient statistic if for every sufficient statistic s' ford there 
exists a function gs such that gs(s'(D)) = s(D). 
Knowledge of the values of sufficient statistic is all that is required to build a classifier. 
Although the original data set D is a trivial sufficient statistic for learning the hypothesis 
h using L applied to D, we are mostly interested in sufficient statistics that are minimal or 
substantially smaller in size than the whole data set D. 
We can generalize the notion of a sufficient statistic for a parameter 6 to yield the notion of 
a sufficient statistic SL(D, h) for learning a hypothesis h using a learning algorithm L applied 
to a data set D. 
Definition 5.2 (Sufficient Statistic for a Learning Algorithm ) [Caragea et al. 
(2004b)] We say that SL(D, h) is a sufficient statistic for learning the hypothesis h using a 
learning algorithm L if there exists an algorithm that accepts SL{D, h) as input and outputs h. 
For many learning algorithms, sufficient statistics are frequency counts or class conditional 
frequency counts for attribute values. Given a hierarchical structured AVT, we can define a 
tree of frequency counts or class conditional frequency counts as the sufficient statistics for the 
AVT-Based classifier learning algorithms. More specifically, with regard to an attribute value 
taxonomy % for attribute A-,, we define a tree of frequency counts Counts(%) and a tree of 
class conditional frequency counts CCFC(%). Detailed algorithms on calculating the tree of 
frequency counts or class conditional frequency counts on AVT have been depicted in Figure 
3.3 and Figure 4.3. 
Briefly, if all the instances are fully specified in the AVT-extended data source, the (class 
conditional) frequency counts associated with a non leaf node should correspond to the aggre­
gation of the corresponding (class conditional) frequency counts associated with its children. 
Counts(TI) or CCFC(T,) can be computed in one upward pass. In the case where some of 
the data are partially specified in AVT-extended data source, we can use a 2-step process for 
computing Counts(7l) or CCFC{Ti) [Zhang and Honavar (2004a)]. This procedure can be 
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seen as a special case of EM (Expectation Maximization) algorithm [Dempster et al. (1977)] 
to estimate sufficient statistics for Counts(Ti) or CCFC(%) under the assumption that the 
attributes are independent given the class. 
5.1.2 Building and Refining Hypothesis 
As we have mentioned earlier, for a particular global cut T there is a corresponding hypoth­
esis class HY, and we can learn a hypothesis fa(0|r) with parameters 9 from this hypothesis 
class HY using a learning algorithm L. The total number of global cuts |A| grows exponentially 
with the scale of AVTs, and so does the number of possible hypotheses. Since an exhaustive 
search over the complete hypothesis space {#r|r G A} is computationally infeasible, we need 
a strategy to search through the resulting hypothesis space. 
Recall that a cut 7* is a refinement of a cut 7, if 7, is obtained by replacing at least one 
attribute value v e 7* by its descendant attribute values. A global cut F is a refinement of a 
global cut F if at least one cut in f is a refinement of a cut in F. When F is a cut refinement 
of T, the corresponding hypothesis h(T) is a hypothesis refinement of h(T). The sufficient 
statistics for hypothesis refinement is defined as follows. 
Definition 5.3 (Sufficient Statistics for Hypothesis Refinement) [Caragea et al. 
(2004b)] We denote SL{D,hi~^hi+\) as the sufficient statistic for hypothesis refinement from 
hi to hi+1,  if the learner L accepts hi and a sufficient statistic SL(D, hi—>hi+1)  as inputs and 
outputs an updated hypothesis hi+\. 
Based on gathered sufficient statistics, our goal is to search for the optimal hypothesis 
h(T*) from {flr|r 6 A}, where F* is an optimal level of abstraction (i.e., an optimal cut) that 
is decided by the learning algorithm L using certain performance measurement P. 
We use a top-down refinement on the global cut to greedily explore the design space of the 
corresponding classifier. Hypothesis refinements in AVT-based learning are conducted through 
cut refinements in AVTs. Our general strategy is to start by building a classifier that is based on 
the most abstract global cut and successively refine the classifier (hypothesis) by cut refinement. 
Therefore, the learning algorithm L generates a sequence of cut refinements Fq, Fi, • • •, F*, 
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which corresponds to a sequence of hypothesis refinements h(To), h{T\), • • •, h(T*), until a 
final optimal cut F* and an optimal classifier h(T*) is obtained. 
5.1.3 Trading off the Complexity against the Error 
For almost every learning algorithm L, there is a performance measurement P that is ex­
plicitly or implicitly optimized by L. For example, some performance measurements include 
predictive accuracy, statistical significance tests, and many other information criteria. How­
ever, the lack of a good performance measurement causes the learning algorithm to build an 
overly-complex model as the classifier which shows excellent performance on training data but 
poor performance on test data. This problem of overfitting is a general problem that many 
learning algorithms seek to overcome. 
Of particular interest to us are those criteria that can make tradeoffs between the accuracy 
and the complexity of the model [Akaike (1974); Rissanen (1978)], thereby having a built-in 
mechanism to overcome overfitting. By making this tradeoff, we are able to learn classifiers 
that are both compact and accurate. 
For example, the Minimum Description Length (MDL) principle [Rissanen (1978)] com­
presses the training data D and encodes it by a hypothesis h such that it minimizes the length 
of the message that encodes both h and the data D given h. 
In order to perform hypothesis refinements effectively, we need a performance criterion P 
that can decide if we need to make a refinement from h(T) to h(T). Also this criterion should 
be able to decide whether we should stop making refinements and output a final hypothesis as 
the classifier. Different learning algorithms may use different performance criteria, and thus 
may have different formats and expressions of refinement sufficient statistics. 
By combining the three elements of AVT-based classifier learners, we can write the proce­
dure in Figure 5.1 to show this general learning framework. 
91 
1. Identify estimated sufficient statistics SL (D) for AVTs as counts {CCFC{%) \i = 
or {FC(%)|i = 1,...,#}. 
2. Initialize the global cut F to the most abstract cut Fq. 
3. Based on the estimated sufficient statistic, generate a hypothesis h ( T )  corresponding to 
the current global cut F and learn its parameters. 
4. Generate a cut refinement F on F. and construct hypothesis h ( T )  
5. Calculate S L (D , /i(F)—>/i(f)) for hypothesis refinement from h ( T )  to h ( f). 
6. Based on performance criterion P, if stopping criterion is met, then output h ( T )  as the 
final classifier; else if the condition for hypothesis refinement is met, set current hypothesis 
to h(f) by replacing F with F, else keep h(T), and goto step 4; 
Figure 5.1 A General Learning Framework for AVT-Based Classifiers 
5.2 Two Instantiations of AVT-Based Classifier Learners 
Based on our description of the general learning framework for AVT-Based Classifier Learn­
ers, we can identify corresponding elements for AVT-NBL and AVT-DTL. We can see AVT-
NBL and AVT-DTL as the instantiations of this general AVT-based classifier learning frame­
work. 
5.2.1 AVT-Based Naïve Bayes Learner (AVT-NBL) 
As we have described extensively in Chapter 4, AVT-NBL [Zhang and Honavar (2004a)] 
is an extension of the standard Naïve Bayes learning algorithm that effectively exploits user-
supplied AVTs to construct compact and accurate Naïve Bayes classifier from partially specified 
data. We can easily identify the three elements in the learning framework for AVT-NBL as 
follows: 
(1) The sufficient statistics SL{D)  for AVT-NBL is the class conditional frequency counts 
(2) The hypothesis refinements strictly follow the procedure of cut refinements in the frame­
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work. When a global cut F is specified, there is a corresponding Naïve Bayes classifier h ( F )  
that is completely specified by a set of class conditional probabilities for the attribute values on 
T. Because each attribute is assumed to be independent of others given the class, the search for 
the AVT-based Naïve Bayes classifier (AVT-NBC) can be performed efficiently by optimizing 
the criterion independently for each attribute. 
(3) The performance criterion that AVT-NBL optimizes is the Conditional Minimum De­
scription Length (CMDL) score suggested by Friedman et al. (1997). CMDL score can be 
calculated as follows: 
CMDl(/i(r)|D) = (^21) aize(k(r)) - CLL(b(F)|D) 
where, CLL(h(T)\D) = |£>|£p='i logPh{cXp\vlp, • • •, vNp) 
where, Ph{cxv\v\p, • • •, v^p) is the class conditional probability, size(h(T)) is the number 
of parameters used by h(T), \D\ the size of the data set, and CLL{h(T)\D) is the conditional 
log likelihood of the hypothesis h(T) given the data D. In the case of a Naïve Bayes classifier, 
size(h(T)) corresponds to the total number of class conditional probabilities needed to describe 
k(F). 
The sufficient statistics for hypothesis refinement in AVT-NBL can be quantified by the 
difference between their respective CMDL scores: SL(D, h(T) —> /i(F)) = CMDL(h(t)\D) — 
CMDL(h(T)\D). If SL(D, h(T) —> h(t)) > 0, h(T) is refined to h(t). This refinement proce­
dure terminates when no further refinement can make improvement in the CMDL score (i.e., 
the stoping criterion). 
5.2.2 AVT-Based Decision Tree Learner (AVT-DTL) 
AVT-DTL [Zhang and Honavar (2003)] implements a top-down AVT-guided search in 
the decision tree hypothesis space, and is able to learn a compact and accurate decision tree 
classifier from partially specified data. Similarly, we can identify the three elements in the 
learning framework for AVT-DTL as follows: 
(1) The sufficient statistics SL(D)  for AVT-DTL is the frequency counts {FC(%)\i = 
1, 
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(2) The hypothesis refinement is incorporated into the process of decision tree construction. 
The cut refinement is done by keeping track of "pointing vectors" (as shown in Figure 3.5) in 
the AVTs. Each "pointing vector" is a set of pointers, and each pointer points to a values in 
an AVT. 
The union of the set of pointing vectors at all leaves of a partially constructed decision tree 
corresponds to a global cut in AVTs. Obviously, any global cut in the constructed decision tree 
has a corresponding global cut in AVTs. At each stage of decision tree construction, we have a 
current set of pointing vectors as the global cut F being explored, and a corresponding partially 
constructed decision tree to be the hypothesis h(T). AVT-DTL indirectly makes refinement 
on F by updating each pointing vector, and hence makes hypothesis refinement on h(T) and 
grows the decision tree accordingly. AVT-DTL does not have the independent assumption on 
attributes given the class, the search is conducted globally to make refinements on possible 
cuts. 
(3) The performance criterion that AVT-DTL uses is the standard information gain or gain 
ratio [Quinlan (1993)]. The sufficient statistic for hypothesis refinement is exactly the infor­
mation criterion: SL(D, h(T) —> h(T)) = info(T —» F), where info(T —> f) is the information 
gain (or gain ratio) when current decision tree h(T) has been extended to h(T). The stopping 
criterion for AVT-DTL is the same for standard decision tree. For example, such stopping 
criterion can be x2 test to test statistical significance on further split. 
5.3 Summary and Discussion 
Ontology-aware classifier learning algorithms are needed to explore data from multiple 
points of view, and to understand the interaction between data and knowledge. By exploiting 
ontologies in the form of attribute value taxonomies in learning classifiers from data, we are able 
to construct robust, accurate and easy-to-comprehend classifiers within a particular domain of 
interest. 
In this chapter, we have described a general framework for deriving ontology-aware al­
gorithms for learning classifiers from data when ontologies take the form of attribute value 
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taxonomies. We illustrate the application of this framework in the case of AVT-based variants 
of decision tree and Naïve Bayes classifiers. However, this framework can be used to derive 
AVT-based variants of other learning algorithms. For our future work, it would be interesting 
to design AVT-based variants of algorithms for construction Bag-of-words classifiers, Bayesian 
Networks, Nonlinear Regression Classifiers, and Hyperplane classifiers (Perceptron, Winnow 
Perceptron, and Support Vector Machines). 
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CHAPTER 6. Learning Concise and Accurate Classifiers from 
Semantically Heterogeneous Data 
In this chapter, we precisely define the problem of learning classifiers from distributed, 
semantically heterogeneous data sources viewed from a learner's perspective. We extend our 
previous approach for learning Naïve Bayes classifier from semantically homogeneous data with 
associated attribute value taxonomies and partially specified data (described in details in chap­
ter 4) to an approach for learning compact and accurate Naïve Bayes classifier from distributed 
and heterogeneous data sources. We present a principled way to reduce the problem of learn­
ing from semantically heterogeneous data to the problem of learning from distributed partially 
specified data by reconciling semantic heterogeneity using AVT-mappings, and describe a suf­
ficient statistics based solution. We prove that the resulting algorithm is exact relative to 
its centralized counterpart. We provide experimental results on synthesized distributed and 
semantically heterogeneous data sets. Our experiment results verified our theoretical analysis 
on the exactness of resulting algorithm. 
6.1 Distributed and Ontology Extended Data Sources 
6.1.1 Ontology-extended data sources 
Recall that in Chapter 2 we have defined distributed data sources and semantically het­
erogeneous  da ta  sources .  We assume da ta  D fo r  l ea rn ing  a re  d i s t r ibu ted  over  D\,  D2,  •  •  • ,  DJ<.  
Each data source DI contains only a fragment of the whole data D, and we consider two com­
mon types of data fragmentation [Caragea et al. (2004b)]: horizontal fragmentation, wherein 
subsets of data tuples are stored at different locations; and vertical fragmentation, wherein 
sub-tuples of data tuples are stored at different locations. The nature of distributed data 
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sources usually prohibit shipping raw data from each of the sites to a centralized location for 
learning. 
Furthermore, each individual distributed data source has its own associated ontology (i.e., 
a collection of names for concepts and relation types organized in partial ordering by the type 
subtype relation [Sowa (1999)]). Different data sources may have different data semantics 
by following different ontologies. Such a data source for learning is the so called semantically 
heterogeneous data. We formally define ontology-extended data sources to describe such data 
as follows. 
Let Di be a data set associated with the ith data source, described by the set of attributes 
{A\, • • •, Aln} and Ol = {A',, • • •, A^} a simple ontology associated with this data set. The 
element AJ G Ox corresponds to the attribute Aj and describes the type of that particular 
attribute. The type of an attribute can be a standard type (e.g., real value or string) or a 
hierarchical type. A hierarchical type is defined as an ordering of a set of terms (e.g., the 
values of an attribute) [Bonatti et al. (2003)]. Of special interest to us are attribute value 
taxonomies (AVT) as shown in Figure 6.1 and Figure 6.2 (These are the same AVTs shown in 
Chapter 2, for easy reference we reprint the figures again). 
The schema Si of a data source Di is given by the set of attributes {A\, • • • ,Aln} used to 
describe the data together with their respective types {A*v • • •, A'n} described by the ontology 
Oi, i.e., Si — {A\ : Aj, • • •, Aln : A£J. An ontology-extended data source [Caragea et al. (2004a)] 
is defined as a tuple T>i —<Di, Sj, C\>, where Di is the actual data in the data source, St is the 
schema of the data source and Oi is the ontology associated with the data source. Obviously, 
the following condition needs to be satisfied: Di Ç A\ x • • • x A'n, which means that each 
attribute Aj can take values in the set Aj defined in the ontology O,. 
For simplicity, we use [Di, Aj] to represent the distributed data source T>i with associated 
AVT Ai. The entire data sources can be represented in the form ([Di, Ai], • • •, [D%, A/<]). 
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Master 
1" year J) / \ V 
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Student Status 
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PhD 
Freshman 
D.Phil. 
Figure 6.1 AVTs for data source D\ and P% respectively 
6.1.2 Learner Perspective and Integrable Ontologies 
When learning from semantically heterogeneous data where each data source has an as­
sociated ontology that is different from the user ontology (or learner ontology), we need a 
principled approach to integrating ontologies and data from semantically heterogeneous data 
sources. Therefore, one important requirement for successful learning from heterogeneous data 
is to reconcile the semantic heterogeneity. 
Let [Pi, Ai], • • •, [DK,  A/<] be an ordered set of K ontology-extended data sources and L a 
learner that poses queries against these heterogeneous data sources. We introduce the notion 
of interoperation constraints and define a learner perspective to reflect the learner perspective 
of integrating a set of data source AVTs according to the learner AVT. Inspired from a model 
of ontology-extended relational algebra [Bonatti et al. (2003)] and a general model of ontology-
extended data sources [Caragea et al. (2004a)], we focus our discussion on the integration of 
AVTs. 
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Figure 6.2 The Learner AVT 
Definition 6.1 (Interoperation Constraints) [Bonatti et al. (2003); Caragea et al. 
(2004a)] Let Ai, • • •, Ak be K different attribute value taxonomies, and let A%, be a learner at­
tribute value taxonomy. Interoperation constraints IC is a set of constraints that exist between 
elements from A, and elements from AL in the following formats: 
• x : Ai = y : AL (X is semantically equivalent to y) 
• x : Ai < y : AL (x is semantically below y) 
•  x  :  A i h y  •  AL (X is semantically above y) 
Using the same example, Figure 6.2 gives a learner AVT and Figure 6.1 shows two data 
source AVTs associated with D\ and £>2- We have the following interoperation constraints, 
among others: Undergraduate : Ai = Undergraduate : Al, 1styear : Ai = Freshman : A/,, 
Post-graduate : Ag = Graduate : A^, D.Phil : A% = Ph.D : A^, MA : Ai -< Master : A/,, 
MSc : Ai ^ Graduate : AL, etc. 
Definition 6.2 (Learner Perspective) [Caragea et al. (2004a)] A learner perspective 
LP(AL, IC) is defined by a learner attribute value taxonomy AL and a set of interoperation 
constraints IC defined between Ai, • • •, Ak and A^. 
To integrate a set of data source AVTs from a learner perspective, we need to find a set of 
mappings from the elements in data source AVTs to the elements in learner AVT. 
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Definition 6.3 (Integrable AVTs) [Caragea et al. (2004a)] Under a learner perspective 
LP(AL, IC) and corresponding interoperation constraints IC, a set of data source attribute 
value taxonomies Ai, • • •, is integrable according to learner AL, if there exist K injec-
tive partial mappings 4>I, • • •, 4>K from Ai, • • •, AK respectively to AL with the following two 
properties: 
• For all x ,y  6 A,, if x  -<j y then 4>i(x)  -< <j>i(y)  (order preservation); 
• For all x e AI  and y € AL , if (x : Aj op y :  AL)  G IC, then <f>i( x )  o p  y  i n  AL (interop­
eration constraints preservation). 
It is trivial to convert a learner perspective LP(AL,  IC)  with interoperation constraints 
into a set of explicit mappings [Caragea et al. (2004a)]. By either exact name matchings or 
equality constraints mappings, we are able to find all valid mappings in the form ferrai : Ai —> 
terrri2 : A/,. 
Definition 6.4 (AVT-mappings) Based on interoperation constraints, we define an AVT-
mapping M(Ai,Ajf) between a data source AVT Ai and the learner AVT AL by enumerating 
all partial injective mappings in the form "termi : Ai —> term,2 • AL"• Similarly, we define 
e n t i r e  A V T - m a p p i n g s  a s  a  s e t  { M ( A i ,  A L ) \ Î  =  ! , • • • ,  K } .  
Following the above example with its interoperation constraints, we obtain corresponding 
AVT-mappings in Table 6.1. 
To be able to answer learner's queries on sufficient statistics from heterogeneous data 
sources, we use the AVT-mappings to resolve the semantic differences between the learner AVT 
and data source AVTs. Recall that we use SL(D, h) to describe the sufficient statistic answered 
by data source D. If we have a distributed data source [DU A,;], and its corresponding AVT-
mapping M (AI, AL), then the sufficient statistic answered by this data source can be denoted 
as SL(([DÎ, Ai]\M(Ai, AL)), h). Here, we use the notion ([Di, A,]|M(Aj, A^)) to represent the 
data source [Di, A,] from the learner's perspective, virtually a data set with same semantics as 
the learner's. Therefore, when AVT-mappings are properly applied, the semantic heterogeneity 
of the disparate data sources becomes transparent to the learner. 
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Table 6.1 AVT-mappings from Ai to Ax,. 
M(AI,A£) 
Undergraduate —> Undergraduate 
1 styear —»• Freshman 
2ndyear —> Sophomore 
3rdyear —* Junior 
4?hyear —> Senior 
Post-Graduate —> Graduate 
Master —» Master 
D.Phil —> Ph.D 
Post-Doctoral —> Post-Doc 
6.1.3 Complete Data from a Learner Perspective 
In a horizontally fragmented distributed setting, let [Z?i, Ai], • • •, [D/<, Ax] be /v be a set 
of A" ontology-extended data sources with respective attribute value taxonomies, and let Ax, 
be a learner attribute value taxonomy (user ontology). The complete virtual data set D in a 
centralized location can be seen as the multi-set union (with possible duplicate instances) of 
the available data sources [D\, Ai], • • •, [£>/<, AK\. This is done by AVT-mappings from each 
attribute values in a distributed source to the corresponding value in the learner AVT. Thus, 
D = ([Di,Ai]|M(Ai, Ax,)) U • •• U ([DK, AK}\M(AK, Ax,)). 
In a vertically fragmented distributed setting, a individual data source only has a subset 
of the attributes used to describe the data. In this case, we can assume that there is a unique 
index number associated with each instance, so that we can assemble the instances of D from 
the corresponding instance fragments stored in D\ • • • DK with appropriate AVT-mappings. 
We are interested in producing an algorithm L# for learning from distributed and semanti­
cally heterogeneous data relative to its centralized counterpart L for learning from centralized 
data. In order to evaluate the effectiveness and quality of L#, we use exactness [Caragea et al. 
(2004b)] as a criterion to compare the classifier generated by L# with that produced by its 
centralized counterpart L. We say Lk is exact with respect to its centralized counterpart L if 
t he  hypo thes i s  p roduced  by  i s  iden t i ca l  t o  tha t  p roduced  by  L f rom the  in tegra ted  da ta  D 
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obtained by appropriately integrating the data source [D\, Ai], • • •, [DR , AK \-
6.1.4 Distributed Partially Specified Data 
One direct consequence of information integration from semantically heterogeneous sources 
is to generate partially specified data [Zhang and Honavar (2003)]). The reason is that when 
we integrate data from a distributed data source by corresponding AVT-mappings, it is very 
likely that instances are specified at different levels of precision with respect to the explicitly 
defined learner AVT Aj> For example, if the learner AVT describes data at a lower level of 
abstraction than one or more data source AVTs, the resulting data set D is partially specified 
from the learner's perspective. 
A cut 7i induces a partition on the set of primitive values in %, and F = {71,72,..., 7 ,v} 
defines a global cut through A. Any F also specifies a level of abstraction that reflects the user's 
perspective for the domain. For some users, the level of abstraction can be fixed to reflect the 
user's special interest on the domain. While for other users, the learning algorithms decide an 
optimal level of abstraction (i.e., a optimal cut F*) to build the classifiers. In this case, the 
learning algorithm is able to search for F* based on some performance criterion (e.g., a tradeoff 
between accuracy and complexity of the classifier associated with F* [Rissanen (1978)]). 
With respect to a certain level of abstraction (i.e., a cut F in A/,, expressed as F(A^)), 
we can define distributed fully specified instance and distributed partially specified instance 
accordingly as follows. F(A^) also defines the level of abstraction at which the user queries 
are formulated. 
Definition 6.5 (Distributed Fully/Partially Specified Instance ) If F represents 
current level of abstraction in learner AVT (either specified by a particular user or by the learn­
ing algorithm), Xp — (vip, V2P,..., vjvp) is an instance from data source Dq, and VjP|M(A„Ai) 
returns the correspondent of Vip according to the AVT-mappings, then Xp is: 
• Fully specified with respect to F, i/Vi, Vip\M(\q,AL) on or below the cut F in A1. 
• Partially specified with respect to F, if3vip e Xp, Vjj>|M(A,,AL) 15 above the cut F in AL -
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A learner's level of abstraction F(Al) determines a level of abstraction F(Ag) in each 
distributed data source DQ (by applying the corresponding mappings). When correspondent 
attribute value Viv\M(\q,KL) is below the specified cut F, it is fully specified because there is 
always a corresponding value on the cut that can replace the current value from the perspective 
of the current level of abstraction. However, when ViP|M(Ag,AL) is above the cut, there are 
several descendant values of Vip|M(A„,AL) on the cut. It is uncertain which value will be its 
actual attribute value, and hence partially specified. 
A correspondent attribute value can switch between being a fully specified value and being 
a partially specified value when the level of abstraction changes. For example, in Figure 6.2, 
when the current cut is Undergraduate, Graduate, Post-Doc, then an attribute value "Post-
Graduate" in D\ would be fully specified, because its correspondent "Graduate" is on the cut. 
When the cut changes to Undergraduate, Master, Ph.D, Post-Doc, this attribute value "Post-
Graduate" in Di becomes partially specified, because further details about 'Post-Graduate" 
in D\ is unknown. Similarly, an instance from distributed data sources can be fully specified 
or partially specified depending on the current level of abstraction. 
6.2 Learning Classifiers from Semantically Heterogeneous Data 
6.2.1 Problem Description 
The problem of learning classifiers from semantically heterogeneous data (i.e., ontology-
extended data sources) can be formulated as follows: Given a collection of ontology-extended 
data sources [DI, Ai], • • •, [B/<, A/<], a learner perspective LP(AL, IC) which implies a set of 
mappings {M(A^, Al)|î = 1, • • •, K\. a set of constraints Z on distributed data, a hypothesis 
class H and a performance criterion P, the task of the learner L(I is to output a hypothesis 
h € H that optimizes P using only operations allowed by Z (e.g., the prohibition of shipping 
raw data from each data site). Our goal is to design algorithms that can learn from such 
semantically heterogeneous data sources and is able to find the best predictive models according 
to criteria that take into account both the complexity and the accuracy of the model. 
In our learning scenario, is the algorithm that is able to learn from semantically het­
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erogeneous data without shipping raw data, and L is the corresponding algorithm that learns 
from centralized data. We are interested in designing algorithm that is exact relative to its 
centralized counterpart L. 
6.2.2 Sufficient Statistics Based Solution 
Our goal is to design algorithms for learning compact and accurate classifiers from distrib­
uted, semantically heterogeneous data sources. Our general strategy is based on a method of 
transforming algorithms for learning classifiers from data into algorithms for learning classifiers 
from distributed, semantically heterogeneous data [Caragea et al. (2004a)], and the approach 
of AVT-based classifier learners for learning compact and accurate classifiers from attribute 
value taxonomies and data [Zhang and Honavar (2003); Zhang and Honavar (2004a); Zhang 
et al. (2005b)]. 
We can extend our general framework on AVT-based classifier learners to handle seman­
tically heterogeneous data. This learning task also has three elements: (1) the element of 
identifying estimated sufficient statistics from semantically heterogeneous data sources; (2) 
the element of building and refining hypothesis; and (3) the element of trading off the com­
plexity against the error. 
The element of identifying sufficient statistics from semantically heterogeneous data in­
volves a procedure for specifying the information needed for learning as a query and a pro­
cedure for answering this query from distributed data. The procedure for answering queries 
from distributed data entails the decomposition of a posed query into sub-queries that the 
individual data sources can answer, followed by the composition of the partial answers into a 
final answer to the initial query. If the distributed data sources are also semantically heteroge­
neous, mappings between the data sources ontologies and a user ontology need to be applied in 
the process of query answering in order to reconcile the semantical differences [Caragea et al. 
(2004a)]. The exactness of the solution depends on the correctness of the procedure for query 
decomposition and answer composition. More specifically, we consider information extraction 
from distributed data by decomposing each statistical query Q posed by the learner into sub-
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queries q\, • • •, qx that can be answered by the individual data sources [D\ ,  A i ] ,  •  •  • ,  [Dk,  A k]  
respectively, and a procedure for combining the answers to the sub-queries into an answer to 
the original query Q. Therefore, we solve semantic heterogeneity by information integration 
of data sources from a learner perspective, and reduce the problem to learning classifiers from 
distributed partially specified data. Our learning paradigm can be depicted by Figure 6.3. 
Learner AVT 
A, 
3^ : 
AVT Mappings 
M(A,-,AL) 
Learner 
Statistical Query Formulation 
Query Q S 
Hypothesis Generation 
R -> HM 
Query Decomposition 
Answer Composition 
[D„ A,] 
IA,A,J 
Ik 
-c 
Figure 6.3 Learning from Distributed, Semantically Heterogeneous Data 
This is a general learning framework for learning compact and accurate classifier from se­
mantically heterogeneous data, and it can be applied to a large class of learning algorithms 
(e.g., Naive Bayes, Decision Trees, Support Vector Machines, etc.). All the information needed 
for constructing the classifier from data can be obtained using a suitable set of statistical 
queries from the data. We illustrate the application of this approach in the case of learning 
Naive Bayes classifiers from distributed, semantically heterogeneous data. Based on our pre­
vious work on AVT-NBL [Zhang and Honavar (2004a)], we will show how to transform it 
into an algorithm for learning compact and accurate Naive Bayes classifiers from distributed, 
semantically heterogeneous data sources. 
6.2.3 Sufficient Statistics for AVT-NBL 
As we have described in chapter 4 and section 5.2.1 in chapter 5, AVT-NBL is a natural 
generalization of the standard Naïve Bayes learner (NBL) for learning classifiers from user-
supplied AVT and data, including data that are partially specified. The basic idea of AVT-
NBL is to start with the Naïve Bayes Classifier that is based on the most abstract attribute 
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values in AVTs and successively refine the classifier based on a scoring function - a Conditional 
Minimum Description Length (CMDL) score suggested by Friedman et al. (1997) to make a 
tradeoff between the accuracy of classification and the complexity of the resulting classifier. 
The sufficient statistics for AVT-NBL can be written as SL(D , h ) .  First, we need to calcu­
late a tree of class conditional frequency counts (CCFC) that is bonded by the given AVTs. 
Given % for A,, we calculate class conditional frequency counts CCJ-CJ (as a simplification of 
CCFCÇTi)) such that there is a one-to-one correspondence between the nodes of the % and 
the nodes of the corresponding CCJ-Ci. Therefore, the initial queries of the learner are on 
CCFC for all attributes, and {CCFCI,..., CCJ-CN} is the first set of sufficient statistics. The 
second set of sufficient statistics is an ordered sequence of Conditional Minimum Description 
Length (CMDL) scores calculated during hypothesis refinements for the purpose of finding 
the optimal cut (see chapter 4 for the formulae of calculating CMDL score). Therefore, the 
subsequent statistical queries are posed by the learner on the calculations of a series of CMDL 
scores. Because each CMDL score is calculated with respect to a corresponding cut F through 
A, we denote the sequence by {C.MI>£ri,C.A/lP£r2, • • •}, where CMVCTi denote the CMDL 
score with regard to the cut F\ Hence, the sufficient statistics for AVT-NBL can be identified 
as follows. 
Sufficient Statistics SL(D,K)  for AVT-NBL 
• Frequency Counts for Class Labels: 
Mcj)l 3  =  1  • • • M }  
• Class Frequency Frequency Counts for A: 
• Conditional Minimum Description Length Scores: 
{CA4Dfri,CVWD/:r2,--} 
Since there is a one to one correspondence between a global cut F and a Naïve Bayes 
classifier h(T), the hypothesis refinement on h(T) is done by a refinement of current cut F by 
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the guidance of the CMDL score. The sufficient statistics for hypothesis refinement in AVT-
NBL can be written as SL(D,h(Tl) —> /z(P+1)), which can be quantified by the difference 
between CMVC^i+i and CWDCyn 
%(D, ^ h(r+^)) = CvWDZ:ri+i -
Therefore, /i(F*) will be refined to /i(P+ 1 )  when an improved CMDL score is obtained by 
refining the cut from P to Fî+1. 
/i(P) -» h{Ti+1) ifSL(D,h(r) ->• h(Ti+1)) > 0 
As an example, Figure 6.4 illustrates a hypothesis refinement process. We calculate CMVCY 
and CM.T>Cf respectively, and compare their difference. If CMVCY > CMDCf, which means 
SL{D,h(T) —> h(t)) > 0, current hypothesis h(T) is replaced by h(t). 
72 -> 72 
Figure 6.4 A demonstrative hypothesis refinement process 
Next, we consider applying AVT-NBL to handle distributed data that is either horizontally 
fragmented or vertically fragmented. We will show how to decompose queries from AVT-NBL, 
including the calculations of class conditional frequency counts for all attributes, and the 
calculations of conditional minimum description length scores with respect to the current cut 
being explored. In addition, we show how statistics extracted from distributed data sources 
are combined into a final answer to the original query. 
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6.2.3.1 Naïve Bayes Classifier from Horizontally Fragmented Distributed Data 
First, we consider the case when data are horizontally fragmented. When data are hori­
zontally fragmented, each data source contains a subset of examples. In this setting, |D| = 
|Di| + ].C>21 + • • • + and each data source has the same ordered set of attributes A = 
{Ai, A2,..., Ajv}- Each data source D; has its own attribute value taxonomy A* which can 
be different from learner AVT Ajr,. Presumably we have properly defined all AVT-mappings 
{M(A(,A6)|i = l, 
The initial query Q on a global class conditional frequency counts (CCFC) with respect to 
AL is decomposed into sub-queries q\, <72, • • •, QK with respect to corresponding data sources 
and their AVTs. Each data source contributes partial information to a global CCFC, and the 
frequency counts from these K data sources are aggregated towards computing the global fre­
quency counts to reflect real distributions of the whole data D. Specifically, we denote a^k\v\cj) 
to be the frequency count of value v of attribute A* given class label cy in the training set D&. 
By applying M(A&, A^), we obtain its contribution to the correspondent i'|M(Afc,AL) in A/,. 
Moreover, we denote CCTC^ to be the class conditional frequency counts (also organized as 
a tree of counts) regarding % of A^ contributed by D&. The query composition procedure can 
be simply done by summing up all these counts contributed by all K data sources: 
for (each data source D&) 
for (each attribute A, and each value v in %) 
Compute each cr^(v|M(A|, Al)|c,) in CCTC^ 
Composing operation: 
for (each attribute A*) 
for (each value v in T, ) 
For calculating each CMDL score with respect to a learner's cut F, we only need to de­
compose the second term on conditional log-likelihood (CLL), the first term regarding the 
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complexity of the classifier will be calculated directly by the learner. 
= (^^)aize(k(r))-|D|Cr/:(r|D) 
We decompose the CLL calculations from horizontally distributed data. Because each data 
source consists of a subset of the whole training data, the CLL calculation for each data source 
is relatively independent. The global CLL is the sum of each local CLL score: 
for (each data source D&) 
Compute CCC(p\D ky.  
P(cXp) IL. Ph( v ip\ cXP)  \  
Composing operation: 
CCC(T\D) = J2k=l C££{r\Dk) 
The class conditional probabilities for attribute values we used in the calculation of CLL 
score in each data location come from the current hypothesis h(T). h(T) consists of class 
conditional probabilities for attribute values being normalized by the current cut F. Therefore, 
with each statistical query on current CLL, the learner also registers its current hypothesis to 
the query answering engine, and the hypothesis with its CPTs is accessible to all data sources. 
It is the function of each data source to calculate its local CLL score based on its local data 
and send the value back to the query answering engine before a global CLL score is assembled. 
6.2.3.2 Naïve Bayes Classifier from Vertically Fragmented Distributed Data 
Now, we consider applying AVT-NBL to learn from vertically fragmented data. When data 
are vertically fragmented, each data location has only a subset of attributes that describe the 
c o m p l e t e  d a t a  s e t .  I f  w e  d e n o t e  A 3  t o  b e  t h e  s e t  o f  a t t r i b u t e s  a s s o c i a t e d  w i t h  d a t a  s o u r c e  D j ,  
then we have A = ujL1AJ, and |A| = 11I. Thus, one instance in D that is expressed in 
a tuple of attribute values with a class label has been broken into K sub-tuples with the same 
class label. Therefore, in order to avoid any ambiguity and inconsistency, each data source 
contains the same number of instances which have been indexed in the same order. We define 
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a join operator x, and we can retrieve the complete data by D = D\  x £>2 x • • • x DK-
Since the first query is for obtaining CCFC for all attributes, the calculation of each CCTCi 
is independent of other attributes when given the class. All training samples related to a 
particular attribute are located at one site, so we can calculate CCTCi directly from Dj if 
Ai 6 A - 7 .  Thus,  this  query is  decomposed into individual  CCFC according to A 1 ,  A 2 , . . . ,  A l < .  
A final answer to this query is the union of CCFC for all attributes: 
{CCFC(|i = 1, - - -, = Ujli C&FC' 
In decomposing statistical query on CMDL score, we need a precise procedure to decompose 
CLL score calculation from vertically fragmented data sources. By revisiting the formula of 
calculating CLL score, we notice that the likelihood term with respect to each instance is 
broken into K pieces by K distributed data sites. What we can calculate is only a partial 
value of the likelihood term for each sub-tuple of a certain instance. The real likelihood 
value for the instance is the product of K such partial values. For example, when we want to 
calculate the likelihood value for an instance Xp that is represented as a tuple of attribute values 
(vip, V2P, , vivp), we decompose it into a product of K partial likelihood values corresponding 
to K such sub-tuples that are distributed among K data sources. Let PLk(Xp\cxp) denote 
the partial likelihood value of Xp with regard to data source D&. 
Ph(cX p \v iP> ' * ' >vNp) = Ph(pip\cXp) 
i  
K K 
= %% PLk(Xp \cxp )  — Ph( v ip\ cXp )  
K=1 FC=1AIE A k  
where riA.eAfc Ph{vip\cxv) is just the partial likelihood value for instance Xp  regarding 
data source Dk- Because of the normalization term, the calculations we need are the partial 
likelihood values given different classes in C. Therefore, within one vertically fragmented data 
source we calculate a matrix Yk of order \D\ x M, where \D\ is the total number of instance 
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and M is the number of classes. 
\D\xM 
YA yA 
•w-k 
^22 
\ rk \ rk 
\  |-D|1 Ï \D\2 
•yk 
• • ' 1M 
\ rk 
• •  •  12 M 
vk 
\D\M /  
Each entry Ypq in Yp|xM equals to PLk(Xp\cq), the partial likelihood value for instance 
Xp given class label cq. When we obtain all matrices {Yh\k — !../<} from K distributed data 
sites, we can calculate a final CLL score at the central location (use the composition operator 
of the query answer engine) by the following procedure: 
Let \D\  =  \DI  \ — |£>21 — . . .  — \DK\  
for (each data source D^, k = 1 to K) 
for (each instance Xp, p = 1 to \Dk\) 
for (each class cq, q = 1 to M) 
ipq — r  Uk^p\^q)  ^  1 \D\xM Compute entry Ypq = PLk(Xp\cq) in 
Composing operation: 
Compute CCC(Y\D) 
loe.n|£)| ( PLk(xv\cXp) g i i p = i (  
As mentioned earlier, the learner registers its current hypothesis h(T) with class conditional 
probability tables to each vertically fragmented data sources. But each data source only needs 
a subset of the hypothesis (a subset of corresponding CPTs), because each data source has 
only a subset of the attributes and needs only to calculate partial likelihood values. 
6.3 Theoretical Analysis 
In order to evaluate the effectiveness and quality of the AVT-NBL algorithm on distributed 
and semantically heterogeneous data, we use exactness and communication complexity as two 
criteria to compare the classifier generated by AVT-NBL from distributed and semantically 
heterogeneous data with that produced by its centralized counterpart. 
I l l  
Proposition 6.1 (Exactness of AVT-NBL) AVT-NBL for learning from distributed (ei­
ther horizontally fragmented or vertically fragmented) and semantically heterogeneous data is 
exact with respect to AVT-NBL for learning from the complete data obtained by integrating the 
data sources from a learner perspective. 
Proof Sketch: The exactness of AVT-NBL follows from the correctness of the procedure used 
for obtaining the relevant sufficient statistics, including CCFC calculations and CMDL scores, 
from distributed data. The sufficient statistics obtained from semantically heterogeneous data 
by a precise procedure to decompose the query from the learner into sub-queries and compose 
the answers to sub-queries is exactly the same as that obtained by its centralized counterpart 
from the integrated data set. 
Based on our general strategy of decomposing statistical queries, we obtained exactly the 
same statistical query results for both distributed data and corresponding centralized data no 
matter how data are fragmented. Because the class conditional frequency counts are additive 
for horizontally fragmented data, and all the data related to calculate the class conditional 
frequency counts for an attribute are located in one site for vertically fragmented data, the 
counts will be the same if we calculate them directly from the corresponding centralized data. 
Moreover, because the conditional log-likelihood scores are decomposable in partial values, and 
can be reconstructed according to precise procedures, they will also be the same if we calcu­
late them directly from corresponding centralized data. Secondly, we have an unambiguous 
specification of AVT-mappings to provide a consistent view of the learner. We also have a 
build-in mechanism in AVT-NBL to deal with partially specified data. All of these combined 
can reconcile the semantic heterogeneity among different data sources. Therefore, AVT-NBL 
is exact in learning from distributed and semantically heterogeneous data. 
Besides the exactness of the learning algorithm, the communication cost is another impor­
tant factor to be considered in learning from distributed data. For the simplicity of analysis, we 
assume that each data site can ship both the raw data and the extracted sufficient statistics. 
Under the assumption that both local computation of the sufficient statistics and shipping 
of the raw data are possible, we are interested in exploring a condition where algorithms for 
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learning from distributed data is preferable to the algorithms for learning from centralized 
data. 
Recall from previous notions, N is the number of attributes, M is the number of classes, |D| 
is the total number of training instances, K is the number of distributed data sources. Several 
extra notions include: |AFT| is the maximum number of attribute values (both primitive and 
abstract) of an attribute, also known as the size of the AVT; Hmax is the maximum number 
of refinements on partial hypothesis. 
Proposition 6.2 (Communication Complexity) AVT-NBL for learning using sufficient 
statistics is preferable to AVT-NBL for learning using the centralized data in terms of commu­
nication complexity when: 
(1). Data are horizontally fragmented, and 0(\AVT\ • N • M • K + K • Hmax) < \D\ • N 
(2). Data are vertically fragmented, and 0(\AVT\ • N • M + K • \D\ • M • Hmax) < \D\ • N 
Proof : In the centralized case, all raw data are shipped to a central location. The total 
number of messages sent is (|I?i| + ... + |D&|)(7V + 1) — \D\(N + 1). We estimate the commu­
nication complexity for the two types of data fragmentation separately: 
(1). When data are horizontally fragmented, the total number of messages to answer the query 
on CCFC is (|AyT| • N • M • K). Recall that subsequent queries are on CMDL scores. For cal­
culating each CMDL score, we ship K CLL scores from each data source. Since the maximum 
number of refinements is Hmax, the maximum number of messages to answer those queries 
on CMDL scores is (K • Hmax). In order for each data source to access the hypothesis, the 
m a x i m u m  n u m b e r  o f  m e s s a g e s  t h a t  n e e d  t o  b e  s e n t  t o  K  d a t a  s o u r c e s  i s  ( \ A V T \  -  N  •  M  •  K ) .  
Thus, the total number of messages is (2\AVT\-N-M-K) + (K-Hmax). The condition to favor 
learning using sufficient statistics is that the total number of messages is less than |.D|(iV + 1), 
which implies 0(\AVT\ • N • M • K + K • Hmax) < \D\ • N. 
(2). When data are vertically fragmented, the total number of messages to answer the query 
on CCFC is (\AVT\ • N • M). For calculating each CMDL score in subsequent queries, we need 
to calculate matrices {Yfc|fc — 1..K} from K distributed data sources. The dimension of each 
Yfc is \D\ x M, so the number of messages needed is {K • \D\ • M). Similarly, the maximum 
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number of messages to answer queries on CMDL scores will be (K • \D\ • M • H max)- For sending 
partial hypothesis to K data sources, maximum number of messages is (\AVT\ • N • M). Thus, 
the total number of messages is (2\AVT\ • N • M + K • \D\ • M • Hmax). The condition to favor 
l e a r n i n g  u s i n g  s u f f i c i e n t  s t a t i s t i c s  i s  0 ( \ A V T \  •  N  •  M  +  K  •  \ D \  •  M  •  H m a x )  <  \ D \  •  N .  
6.4 Experimental Evaluation 
Previous experimental results of AVT-NBL on benchmark data sets showed that AVT-NBL 
is able to generate classifiers that are substantially more compact and more accurate than those 
produced by NBL on a broad range of data sets with different percentages of partially specified 
values, and AVT-NBL is more efficient in its use of training data. Please refer to chapter 4 for 
a detailed description of the previous results. 
In this section we provide the proof-of-concept of our approach and show that AVT-NBL in 
learning from distributed and semantically heterogeneous data are exact to their batch (or cen­
tralized) counterparts. We applied AVT-NBL to distributed, semantically heterogeneous data 
fragments from several different domains and compared the results with the results obtained 
by applying AVT-NBL to the data set obtained by appropriately integrating the distributed 
fragments according to a user perspective. We also compare the performance of AVT-NBL 
relative to that of the standard NBL on distributed and semantically heterogeneous data. 
6.4.1 Experimental Setup 
Even though partially specified data and hierarchical AVT are common in many application 
domains, to the best of our knowledge, there are no widely used benchmark data sets for 
evaluation of classifiers from semantically heterogeneous distributed data sources. As a result, 
we managed to design such benchmark data based on three data sets (with only nominal 
attributes) selected from the UC Irvine Machine Learning Repository. For all three of them 
(i.e., Car, Nursery, and Mushroom), the AVT's were supplied by domain experts. 
To simulate horizontally fragmented data sets, we arbitrarily split the original training 
data set into two subsets, D*{ and D% of approximately the same size, and in order to simulate 
114 
vertically fragmented data sets, we randomly split the original set of attributes (from the 
training data set) into two attribute subsets of roughly the same size. The data corresponding 
to the first attribute subset comprises the first fragment, D\, whereas the remaining comprises 
the second fragment, D^- Note that, for the sake of simplicity, we assumed two fragments 
(horizontally or vertically), although, in general, it is possible to have more than two fragments. 
Our first set of experiments compares the performance of AVT-NBL and NBL in the cen­
tralized and distributed learning scenario where each data source AVT is the same as that of 
the learner. Our second set of experiments is similar to the previous settings, however, we 
assume that the learner AVT is different from data source AVTs. As a consequence, data are 
specified at different levels of abstraction. 
6.4.2 Results and Observations 
We achieve exact accuracy in learning from centralized and distributed data. Table 
6.2 and Table 6.3 shows the accuracies of the classifiers generated by AVT-NBL and NBL 
respectively on Car, Mushroom, and Nursery data. We apply AVT-NBL and NBL to each 
data when they are centralized, horizontally distributed, and vertically distributed. As can 
be seen from Tables 6.2, we obtain the exact same accuracies for AVT-NBL that is applied 
to centralized, horizontally distributed and vertically distributed data when we have the same 
data source AVTs as the learner AVT. According to Table 6.3, we also observe the exact same 
accuracy for centralized and distributed data when data source AVTs are different from learner 
AVT. The same results hold for NBL too. 
AVT-NBL performs better than NBL. Tables 6.2 and Table 6.3 show the accuracies 
obtained for the classifiers generated by AVT-NBL and NBL. As can be seen, the accuracy 
for AVT-NBL is significantly higher than the traditional NBL when data are distributed and 
semantically heterogeneous. This difference is more prominent in the case of learning from 
semantically heterogeneous data when partially specified data are inevitable in this learning 
scenario. Because NBL treat partially specified attribute values as if they were totally missing, 
while AVT-NBL has a built-in mechanism to deal with partially specified data directly, and 
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Table 6.2 Comparison of accuracy and size of classifiers generated by 
AVT-NBL and NBL on distributed data without heterogeneity. 
Data Sets 
Centralized Data 
(for AVT-NBL) 
Horizontally 
Distributed Data 
(for AVT-NBL) 
Vertically 
Distributed Data 
(for AVT-NBL) 
Accuracy Size Accuracy Size Accuracy Size 
Car 85.59% 48 85.59% 48 85.59% 48 
Mushroom 99.85% 124 99.85% 124 99.85% 124 
Nursery 90.16% 95 90.16% 95 90.16% 95 
Data Sets 
Centralized Data 
(for NBL) 
Horizontally 
Distributed Data 
(for NBL) 
Vertically 
Distributed Data 
(for NBL) 
Car 85.06% 76 85.06% 76 85.06% 76 
Mushroom 95.56% 240 95.56% 240 95.56% 240 
Nursery 90.11% 125 90.11% 125 90.11% 125 
perform regularization at high levels of abstraction, AVT-NBL shows much better performance 
than AVT-NBL when applied to semantically heterogeneous data. 
Table 6.3 Comparison of accuracy and size of classifiers generated by 
AVT-NBL and NBL on semantically heterogeneous data. 
Data Sets 
Centralized Data 
(for AVT-NBL) 
Horizontally 
Distributed Data 
(for AVT-NBL) 
Vertically 
Distributed Data 
(for AVT-NBL) 
Accuracy Size Accuracy Size Accuracy Size 
Car 81.94% 48 81.94% 48 81.94% 48 
Mushroom 99.07% 124 99.07% 124 99.07% 124 
Nursery 86.87% 95 86.87% 95 86.87% 95 
Data Sets 
Centralized Data 
(for NBL) 
Horizontally 
Distributed Data 
(for NBL) 
Vertically 
Distributed Data 
(for NBL) 
Car 63.76% 76 63.76% 76 63.76% 76 
Mushroom 92.83% 240 92.83% 240 92.83% 240 
Nursery 64.77% 125 64.77% 125 64.77% 125 
AVT-NBL generates compact classifiers than traditional NBL. The column Size in 
Tables 6.2 and Table 6.3 refer to the size of the classifier produced by each learning algorithm. 
They refer to the total number of class conditional probabilities needed to specify the clas­
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sifier generated. The results show that AVT-NBL is effective in exploiting the information 
supplied by the AVT to generate compact classifiers. Thus, AVT-based learning algorithms 
offer an approach to compressing class conditional probability distributions even when data 
are distributed and semantically heterogeneous. This is consistent with our observations in 
AVT-NBL applied to centralized data. 
6.5 Summary and Discussion 
Learning from semantically heterogeneous data is a key problem in many application do­
mains, including bioinformatics, geoinformatics, semantic web, etc. There is an increasing 
need for such algorithms for learning pattern classifiers from such data sources and extracting 
interesting rules from a learner's perspective. 
In this chapter, we precisely formulate the problem of learning classifiers from distributed, 
semantically heterogeneous data sources (i.e., ontology-extended data sources) viewed from a 
learner's perspective. We extend a previous approach for learning Naïve Bayes classifier from 
data with associated attribute value taxonomies (semantically homogeneous) and partially 
specified data [Zhang and Honavar (2004a)] to an approach for learning compact and accurate 
Naïve Bayes classifier from distributed and heterogeneous data sources. We present a principled 
way to reduce the problem of learning from semantically heterogeneous data to the problem of 
learning from distributed partially specified data by reconciling semantic heterogeneity using 
AVT-mappings, and describe a sufficient statistics based solution to distributed data that is 
either horizontally fragmented or vertically fragmented. To apply AVT-NBL to horizontally 
fragmented or vertically fragmented distributed data, we decompose each statistical query into 
sub-queries in a principled way according to the need of the AVT-NBL algorithm, and combine 
the answers to the sub-queries into an answer to the original query. 
A brief theoretical analysis of the resulting algorithm shows that AVT-NBL for learning 
from distributed (either horizontally fragmented or vertically fragmented) and semantically 
heterogeneous data is exact with respect to AVT-NBL for learning from the complete data 
obtained by integrating the data sources from a learner perspective. 
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Our experiment results have verified our theoretical analysis on the exactness of AVT-NBL. 
We obtained the same accuracies in the case of centralized, horizontal and vertical data distri­
butions. Our experiment results also showed that AVT-NBL is able to generate classifiers that 
are substantially more compact and accurate than those produced by NBL on heterogeneous 
distributed data. Because AVT-NBL has a built-in mechanism to deal with partially specified 
data that are unavoidable in integrating information from semantically heterogeneous data, 
AVT-NBL outperforms standard NBL, which can not handle partially specified data properly. 
In this chapter, we have shown our approach to learning the Naïve Bayes classifier from 
ontology-extended data sources. Based on our discussion of AVT-based classifier learners in 
a previous chapter, our solution to this learning problem can be generalized to transform a 
large class of algorithms for learning from data into algorithms for learning from distributed, 
semantically heterogeneous data, including learning decision trees, neural networks, support 
vector machines, and among others. Problems of interests also include learning classifiers from 
semantically heterogenous relational data sources, and applying the resulting algorithms to 
problems in scientific domains (e.g., bioinformatics). 
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CHAPTER 7. Summary, Conclusions and Future Research 
7.1 Summary 
Current advances in machine learning have offered powerful approaches to exploring com­
plex, a-priori unknown relationships or discovering hypotheses that describe potentially inter­
esting regularities from data. Data-driven knowledge discovery in practice, occurs within a 
context, or under certain ontological commitments on the part of the learner. Making onto-
logical commitments (that are typically implicit in a data set) explicit enables users to explore 
data from different points of view, and at different levels of abstraction. Each point of view 
corresponds to a set of ontological (and representational) commitments regarding the domain 
of interest. In scientific discovery, there is no single perspective that can serve all purposes, 
and it is always helpful to analyze data in different contexts and from alternative representa­
tions. Hence, there is a pressing need for ontology-aware learning algorithms to facilitate the 
exploration of data from multiple points of view. 
In this dissertation, we have precisely formulated the problem of learning pattern classifiers 
from attribute value taxonomies and data (which can be partially specified), and designed AVT-
guided learning algorithms which extend standard learning algorithms in principled ways so as 
to exploit the information provided by AVT. We have designed and implemented AVT-NBL 
and AVT-DTL for learning AVT-guided Naïve Bayes and Decision Tree classifiers, respectively. 
An AVT-guided learning algorithm has a bias in favor of the level of abstraction based on more 
abstract attribute values (i.e., those that appear closer to the roots of the corresponding AVTs) 
that are sufficiently informative for classifying the training set. Our AVT-guided learning 
algorithms adopt a general learning framework that takes into account the tradeoff between 
the complexity and the accuracy of the predictive models. This tradeoff enable us to learn the 
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classifier that is both compact and accurate. 
Our experimental results presented in this dissertation have shown that: 
• AVT-guided learning algorithms (i.e., AVT-DTL and AVT-NBL) are able to learn ro­
bust, high accuracy classifiers from data sets consisting of a relatively high percentage of 
partially specified instances. 
• AVT-guided learning algorithms yield substantially more compact, yet high accuracy 
classifiers than standard learning algorithms when applied to data sets with fully specified 
instances, as well as data sets with a relatively high percentage of missing attribute values. 
• AVT-guided learning algorithms achieve a better trade-off between accuracy and com­
plexity of the resulting classifiers than standard learning algorithms applied to proposi-
tionalized data set. 
• AVT-guided learning algorithms are more efficient in their use of training data. AVT-
guided learning algorithms can produce classifiers that outperform those produced by 
standard learning algorithms using less training samples. 
We have provided a general framework for learning classifiers from attribute value tax­
onomies and data. We have illustrated the application of this framework in the case of AVT-
based variants of decision tree and Naïve Bayes classifiers. However, this framework can be 
used to derive AVT-based variants of other learning algorithms. 
We have extended our previous approach to learning compact and accurate classifiers from 
partially specified semantically heterogeneous data sources. Our approach to AVT-guided 
learning from partially specified semantically heterogeneous data relies on our general strategy 
for transforming algorithms for learning from data into algorithms for learning from distributed, 
semantically heterogeneous data. This strategy is based on the decomposition of the learning 
task into an information extraction component (when sufficient statistics needed for learning 
are gathered) and a hypothesis generation component (that uses the sufficient statistics to 
generate or refine a current hypothesis). 
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We present a principled way to reduce the problem of learning from semantically heteroge­
neous data to the problem of learning from distributed partially specified data by reconciling 
semantic heterogeneity using AVT-mappings, and describe a sufficient statistics based solution. 
The resulting algorithm is exact relative to its centralized counterpart, and our experimental 
results on synthesized distributed and semantically heterogeneous data verified our theoretical 
analysis on the exactness of the algorithm. We illustrate our approach to using this strat­
egy to design AVT-guided algorithms for learning classifiers from semantically heterogeneous 
data using the Naïve Bayes classifier as an example. However, the proposed approach can be 
extended to a broad range of other machine learning algorithms. 
7.2 Contributions 
The main contributions of this dissertation include: 
1. AVT-based Decision Tree Learner (AVT-DTL) for learning Decision Tree 
classifier from attribute value taxonomies and data [Zhang and Honavar (2003)]. 
AVT-DTL is a generalized version of standard decision tree learning algorithm for learn­
ing classifiers from attribute value taxonomies and data. AVT-DTL implements a top-
down AVT-guided search in decision tree hypothesis space, and it has a bias in favor of 
splits based on more abstract attribute values that are sufficiently informative for clas­
sifying the training set. Our experimental results have shown that AVT-DTL produces 
compact and easy-to-comprehend decision tree classifiers, and yields more accurate deci­
sion tree classifiers. AVT-DTL also yields significant lower error rates than C4.5 on data 
sets with substantially large percentages of partially missing attribute values. 
2. AVT-based Naïve Bayes Learner (AVT-NBL) for learning Naïve Bayes clas­
sifier from attribute value taxonomies and data [Zhang and Honavar (2004a)]. 
AVT-NBL is an extension of the standard Naïve Bayes learning algorithm that effectively 
exploits user-supplied AVTs to construct compact and accurate Naïve Bayes classifier 
from partially specified data. Our experimental results have shown that AVT-NBL is 
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able to generate classifiers that are substantially more compact and more accurate than 
those produced by NBL on a broad range of data sets with different percentages of 
partially specified values. We have shown that AVT-NBL is more efficient in its use of 
training data: AVT-NBL produces classifiers that outperform those produced by NBL 
using substantially fewer training examples. 
3. A general framework for design of algorithms for learning classifiers from 
attribute value taxonomies and data [Zhang et al. (2005a)]. 
We have proposed a general framework for the design of algorithms for learning clas­
sifiers from attribute value taxonomies and data (i.e., ontology-aware algorithms). We 
identify three elements in learning classifiers from AVT-extended data sources: (1) A 
procedure for identifying estimated sufficient statistics on AVTs from data; (2) A pro­
cedure for building and refining hypothesis; (3) A performance criteria for making the 
tradeoff between complexity and accuracy of the generated classifiers. We illustrate the 
instantiation of this framework in the case of AVT-DTL and AVT-NBL. 
4. A general framework for learning concise and accurate classifiers from se­
mantically heterogeneous data. 
We extend our previous approach for learning Naïve Bayes classifier from semantically 
homogeneous data with associated attribute value taxonomies and partially specified data 
to an approach for learning compact and accurate Naïve Bayes classifier from distributed 
and heterogeneous data sources. We present a principled way to reduce the problem of 
learning from semantically heterogeneous data to the problem of learning from distributed 
partially specified data by reconciling semantic heterogeneity using AVT-mappings, and 
describe a sufficient statistics based solution. We prove that the resulting algorithm is 
exact relative to its centralized counterpart. 
7.3 Future Work 
Some promising directions for future work include: 
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1. Development of AVT-based variants of other machine learning algorithms for construc­
tion of classifiers from partially specified data, and from distributed, semantically hetero­
geneous data sources. Specifically, it would be interesting to design AVT-based variants 
of algorithms for constructing Bag-of-words classifiers, Bayesian Networks, Nonlinear 
Regression Classifiers, and Hyperplane classifiers (Perceptron, Winnow Perceptron, and 
Support Vector Machines). 
2. Extensions that incorporate richer classes of AVT. Our work has so far focused on tree-
structured taxonomies defined over nominal attribute values. It would be interesting to 
extend this work in several directions motivated by the natural characteristics of data: (a) 
Hierarchies of intervals to handle numerical attribute values; (b) Ordered generalization 
hierarchies where there is an ordering relation among nodes at a given level of a hierarchy 
(e.g., hierarchies over education levels); (c) Tangled Hierarchies that are represented by 
directed acyclic graphs (DAG) and Incomplete Hierarchies which can be represented by 
a forest of trees or DAGs. 
3. Extensions that incorporate class taxonomies (CT). It would be interesting to explore ap­
proaches that exploit the hierarchical structure over class labels directly in constructing 
classifiers. It would also be interesting to explore several possibilities for combining ap­
proaches to exploiting CT with approaches to exploiting AVT to design algorithms that 
make the optimal use of CT and AVT to learn robust, compact and easy-to-interpret 
classifiers from partially specified data. At this stage, we have some preliminary work 
on learning classifiers using hierarchically structured class taxonomies [Wu et al. (2005)]. 
Some ongoing research in this direction includes development of algorithms to incorpo­
rate techniques for exploiting CT (class taxonomies) to handle partially specified class 
labels, and development of more sophisticated metrics for evaluation of structured label 
classifiers. 
4. Further experimental evaluation of AVT-NBL, AVT-DTL, and related learning algo­
rithms on a broad range of data sets in scientific knowledge discovery applications, in-
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eluding: (a) Census data from official data libraries 1; (b) Data sets for macromolec-
ular sequence-structure-function relationships discovery, including Gene Ontology Con­
sortium 2 and MIPS 3; (c) Data sets of system and network logs for intrusion detection. 
5. Application of the general framework of learning classifiers from partially specified se­
mantically heterogeneous data to multi-relational databases from ontology-extended data 
sources (with possible partially specified data from multi-relational databases). Based 
on the previous work of learning classifiers from relational tables, it is of interest to ex­
plore approaches for developing sophisticated approaches to estimate statistics needed 
by learning algorithms to build classifiers from ontology-extended multi-relational data 
sources. 
6. Application of the resulting algorithms and software to collaborative discovery prob­
lems that arise in areas such as computational biology (e.g., discovery of relationships 
between macromolecular sequence, structure, expression, interaction, function, and evo­
lution); discovery of genetic regulatory networks from multiple sources of data (e.g., gene 
expression, protein localization, protein-protein interaction). 
1 http://www.thedataweb.org/ 
2http://www.geneontology.org/ 
3http://mips.gsf.de/ 
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