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Résumé – Dans cet article, nous présentons un schéma de codage vidéo scalable basé texture pour des fonctionnalités de robustesse. Les
différentes images sont codées à l’aide d’un codage de type analyse-synthèse avec une couche de raffinement scalable. La robustesse du schéma
est accrûe grâce à la possibilité de décoder indépendamment les différentes images de la vidéo.
Abstract – In this paper, we present a scalable texture-based video coding scheme for robust functionalities. To this purpose, the different
images are coded using an analysis-synthesis coding scheme with a progressive refinement layer. The robustness is increased thanks to the
ability to decode independently the different images of the video.
1 Introduction
Les premières normes de compression vidéo tel que MPEG-
1, MPEG-2 et H.263 sont consacrées à des applications de sto-
ckage et de transmission d’information. H263+ ainsi que la
norme MPEG-4 considèrent en plus la transmission d’informa-
tions multimédias sur des supports plus hétérogènes et à qualité
de service variable. Un défaut intrinsèque des schémas de co-
dage vidéo classiques (MPEG-x et H26x) est l’utilisation d’un
schéma en boucle fermée (cf. figure 1 a). Ainsi si l’on considère
des flux progressifs à différents niveaux de qualité, MPEG-1,
MPEG-2 et H.263 offrent une scalabilité et une robustesse li-
mitées. Toute information perdue empêche le décodage des in-
formations suivantes dans le flux vidéo. Ainsi, si une couche
haute de qualité est détériorée, il faudra attendre la prochaine
référence intra pour se raccrocher à la couche de haute qua-
lité. MPEG-4 FGS a alors été développé afin de pallier à ce
défaut en assurant la transmission d’une couche de base mi-
nimale et en utilisant un raffinement codé en mode progressif
pour chaque image en couche haute (cf. Fig. 1 b). Toutefois, lié
à une couche basse de trop faible qualité, MPEG4-FGS souffre
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FIG. 1: Schéma de codage prédictif classique (a), schéma de
codage MPEG-4 FGS (b)
Par ailleurs, MPEG-4 propose en plus la notion de codage
orienté objet. Le codage orienté objet offre des fonctionnali-
tés de manipulation sémantique si les objets définis s’y prêtent
(par exemple présentateur météo que l’on peut déplacer sur une
carte de prévision en fond). Mais le codage objet peut égale-
ment permettre de gagner en scalabilité (en allouant plus ou
moins de débit sur les différents objets), voire de gagner en ef-
ficacité de compression [1, 5].
Nous proposons alors un schéma de codage basé texture afin
d’obtenir un schéma scalable et intrinsèquement robuste. Ce
schéma repose sur une approche de type analyse-synthèse. Dans
un premier temps, une base de texture est créée pour les dif-
férents objets de la scène vidéo considérée. Par la suite, ces
textures sont replaquées à l’aide de maillages actifs sur les dif-
férentes images afin de proposer une reconstruction pour une
couche de bas niveau [6]. Enfin, des raffinements sont codés
de façon progressive pour assurer un débit/qualité variable. La










FIG. 2: Principe du schéma de codage basé-texture
2 Schéma de codage basé-texture
Le schéma de codage basé texture proposé se déroule en
deux phases. Dans la première phase d’analyse, une base de
textures est constituée via la définition d’une segmentation en
objet et l’extraction d’une texture moyenne pour chaque objet.
Dans la seconde phase de codage, les différentes textures sont
codées, puis pour chaque image du GOP considéré, des erreurs
résiduelles de prédiction sont établies et codées de façon pro-
gressive. La figure 3 montre le schéma proposé, où
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FIG. 3: Schéma de codage basé-texture
2.1 Phase 1 : extraction de la base de textures
Les approches de codage orienté-objet nécessitent une seg-
mentation de la scène, segmentation idéalement qui se voudrait
être aussi fidèle que possible aux objets physiques présents.
Différents algorithmes de segmentation ont alors été présen-
tés dans la littérature afin d’essayer d’obtenir un tel résultat ; la
plupart de ces algorithmes reposant sur une segmentation ini-
tiale qui est suivie par la suite. Nous pouvons alors classer les
algorithmes de suivi en deux grands groupes : les techniques de
suivi par projection avant [3, 8] (prédiction de la segmentation
par projection avant, puis raffinement) et les techniques de suivi
par projection arrière [2, 4] (segmentation de l’image courante
en régions, puis classification des régions par projection arrière
sur la carte de segmentation objet de l’image précédente).
Dans le schéma proposé, la segmentation utilisée est une seg-
mentation pseudo-automatique. Une segmentation initiale est
définie sur la première image du GOP puis est suivie par un
algorithme de type   projection arrière   . Cet algorithme ex-
ploite notamment des critères statistiques spatio-temporels per-
mettant de modéliser l’évolution des objets et d’obtenir un suivi
performant de multiples objets déformables [7]. Une fois cette
segmentation obtenue, une mosaïque des différents objets est
créée en utilisant la méthode proposée dans [6]. Pour chaque
objet, les différents VOPs sont replaqués sur une image de ré-
férence (la première du GOP) afin de constituer une mosaïque
de la texture de l’objet concerné. Ces mosaïques des différents
objets donnent naissance à la   base de textures   voir figure 3.
2.2 Phase 2 : codeur
La couche basse de notre schéma de codage (figure 2) est
reconstruite via l’utilisation d’une technique de prédiction par
compensation en mouvement d’une texture de référence (géné-
ralement localisée sur la première image du groupe d’images
considéré) vers une image quelconque. Du fait que le mouve-
ment peut être complexe, nous utilisons alors une technique
de compensation en mouvement par maillages actifs couplée à
l’utilisation d’une segmentation en objet [6]. Les maillages ac-
tifs permettent d’avoir une bonne modélisation du mouvement
assurant une bonne qualité de prédiction en couche basse. Par
ailleurs, l’utilisation de la segmentation objet permet de limiter
les dégénérescences du maillage et de pouvoir gérer les zones
d’occultations liées aux mouvement relatif entre les différents
objets présents dans la scène.
Le codeur code alors les différentes mosaïques de la   base
de textures   en mode intra, puis calcule l’erreur résiduelle de
prédiction sur chaque image. Ces erreurs résiduelles sont par la
suite codées progressivement. Dans cette étude, des techniques
de codage par DCT et JPEG2000 sont utilisées. Ces diverses in-
formations sont par la suite organisées en deux flux : un flux de
base contenant la définition des différentes mosaïques/textures,
et un flux complémentaire définissant pour chaque image, la
carte de segmentation des objets, le mouvement des différents
objets, et les informations définissant l’erreur résiduelle.
2.3 Décodeur
Au niveau du décodeur (figure 4 ), l’information de défini-
tion des différentes textures est tout d’abord reçue via un canal
à qualité de service garantie. Ensuite, les informations propres
à chaque image sont reçues et décodées. Le flux ainsi généré
permet d’avoir une grande souplesse et robustesse. Le serveur,
voire même les noeuds du réseaux, peuvent ainsi adapter dy-
namiquement le débit envoyé afin de limiter la saturation et les
pertes engendrées. Différentes stratégies peuvent alors être dé-
finies afin de privilégier la fluidité de la vidéo, ou la qualité des














FIG. 4: Schéma du decodeur basé-texture
3 Résultats
Nous avons testé le schéma de codage proposé sur plusieurs
séquences. Les séquences utilisées présentent divers objets avec
des mouvements indépendants entre eux, ainsi qu’un mouve-
ment de caméra.
Les figures suivantes donnent les résultats de compression à
différents débits pour notre schéma pour différentes séquences.
Nous présentons ci-dessous les résultats obtenus sur la séquence
Foreman QCIF. La figure 5 présente les courbes de perfor-
mance du codeur. La figure 6, montre les différents objets uti-
lisés pour le codage, ainsi que les images reconstruites pour un
pas de quantification (QP) de 15 ( figure 7 a) et pour un QP de
30 (figure 7 b) lors d’un codage par DCT. La figure 8 illustre un
exemple de scalabilité objet où le coût de codage est le même
que la figure 7 b mais la qualité visuelle est meilleure.
Les résultats obtenus sur la séquence Coastguard QCIF sont
présentés dans les figures 9, 10 ; les résultats obtenus sur la
séquence Table Tennis sont présentées dans les figures 11, 12.
Nous pouvons observer sur ces résultats que pour un coût de

















Sequence Foreman:  DCT
personne
fond
FIG. 5: Mesures du PSNR en fonction du coût de codage de la
séquence Foreman
a. b.
FIG. 6: Objets codé pour la séquence Foreman : personne (a),
fond (b)
a. b.
FIG. 7: Séquence Foreman reconstruite : QP=15, coût=0.4
bits/pixel (a) ; QP=30, coût=0.2 bits/pixel (b)
performance pour toutes les séquences traitées.
Les résultats suivants montrent les courbes de performance
du codeur proposé en utilisant une technique de codage JPEG-
2000. La figure 13 présente la courbe de performance de la sé-
quence Foreman, la figure 14 celle de la séquence Coastguard,
figure 15, la séquence Table Tennis.
Nous pouvons observer sur les courbes de performance de la
DCT et JPEG2000 que pou un coût de codage de 0.4 bits/pixel,
la mesure du PSNR de JPEG2000 des objets (de toutes les sé-
quences traitées) est légèrement plus basse que celle-là obtenue
par DCT. Toutefois, JPEG2000 offre une progressivité natu-
relle dans le codage de la couche de raffinement.
Par rapport aux résultats obtenus , nous pouvons dire que le
schéma proposé offre une bonne performance pour toutes les
séquences traitées.
4 Conclusion
Dans cet article, nous avons présenté un schéma de codage
vidéo basé-texture scalable et robuste. Ce schéma repose sur
une approche de type analyse-synthèse. La robustesse du sché-
FIG. 8: Séquence Foreman reconstruite au coût=0.2 bits/pixel :



















FIG. 9: Mesures du PSNR en fonction du coût de codage de la
séquence Coastguard
ma proposé est accrûe grâce à la possibilité de décoder indé-
pendamment les différentes images de la vidéo.
Les résultats obtenus montrent que le schéma proposé offre
un schéma de codage progressif avec un bon niveau de perfor-
mance.
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FIG. 10: Objets codé pour la séquence Coastguard : petit bateu















Sequence Table_Tennis :  DCT
personne
fond
FIG. 11: Mesures du PSNR en fonction du coût de codage de
la séquence Table Tennis
a. b.
c. d.
FIG. 12: Objets codé pour la séquence Table Tennis : balle
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Sequence Foreman:  JPEG2000
personne
fond



































Sequence Table_Tennis:  JPEG2000
personne
fond
FIG. 15: Mesures du PSNR en fonction du coût de codage de
la séquence Table Tennis
