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Chapitre 1
Introdution
[. . .℄  mathématiques onises, par l'enhaînement rigoureux de
vos propositions tenaes et la onstane de vos lois de fer, vous
faites luire, aux yeux éblouis, un reet puissant de ette vérité
suprême dont on remarque l'empreinte dans l'ordre de l'univers.
I. Duasse, Comte de Lautréamont Les hants de Maldoror
La mathématique semble jouir d'un prestige immense : elle est la reine des sienes,
la matrie féonde d'où jaillissent des vérités indubitables, la pierre d'ahoppement d'un
pan gigantesque de la onnaissane humaine. C'est à elle, à ses progrès et à sa apaité
merveilleuse de synthétiser à l'aide de quelques signes des idées omplexes, que l'on doit
les progrès de nombreuses autres sienes.
Cependant, pour reprendre Bertrand Russell, Les mathématiques sont une siene dans
laquelle on ne sait jamais de quoi on parle, et où l'on ne sait jamais si e que l'on dit est
vrai ; ette itation, non dénuée d'humour, traite d'un point à la mode au tournant du
XIX
e
sièle, et qui a hanté le XX
e
sièle : le problème des fondements. Si l'on veut fonder les
mathématiques sur un enhaînement de propositions rigoureux basé sur une axiomatique,
il importe tout d'abord de se penher justement sur ette axiomatique, et de la rendre la
plus onvainante possible. La théorie des ensembles de Zermelo-Fraenkel [31℄, base des
mathématiques modernes, semble orrespondre à et objetif : on n'a jusqu'à présent pas
réussi à en dériver de paradoxe
1
. Ensuite, il faut se doter également d'une formalisation
rigoureuse du raisonnement : 'est l'objet de la théorie de la démonstration. Celle i peut
sembler relever de la métamathématique
2
, mais sa formalisation, son développement im-
portant, les problèmes omplexes qu'elle pose, ainsi que ses impliations pratiques en lien
ave l'informatique, en font une branhe à part entière des mathématiques.
Ainsi, tout omme les méaniques lassique, quantique et relativiste interagissent ave les
développements de l'analyse et de l'algèbre, l'informatique fournit-elle à la logique et à la
théorie de la démonstration des problèmes fondamentaux. Cette omparaison pourrait sem-
1
Mais ela n'exlut pas qu'il en existe, puisque nous n'avons pas non plus de modèle de ette théorie
2
Dans le sens de disours sur les mathématiques
1
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bler audaieuse, ar les méaniques ont trait diretement à nos tentatives de modélisation
de la nature ('est l'objet de la physique), alors que l'informatique n'est qu'un outil ; ei
dit, un outil sophistiqué ne remplit pas qu'une fontion utilitaire, mais porte à s'interroger
sur les phénomènes que sa fontion permet d'observer, qu'elle nous fait apparaître. Par
exemple, le mirosope a permis d'observer quelques animalules insoupçonnés, la lunette
astronomique l'avane du périhélie de Merure, et. . .On objeterait enore que l'informa-
tique semble, elle, en iruit fermé : à bien y regarder, un ordinateur n'est jamais qu'une
sorte d'automate sophistiqué qui permet de faire fontionner vite et bien des algorithmes,
et par lui il ne s'agit d'observer que e que l'on a réé par notre raison raisonnante, hose
sans intérêt puisque l'on sait bien e que l'on veut réer et omment le réer. Mais 'est
justement ii le point intéressant : observer nos raisonnements pousse à regarder omment
on peut les modéliser, omment exprimer e que l'on veut, et si il n'y aurait pas derrière
tout ça quelques prinipes ou lois à déouvrir
3
. Une des déouvertes surprenantes du do-
maine est justement qu'en un sens, 'est l'ativité de raisonner sur des objets qui rée elle
même les objets dont elle parle
4
.
Se situant dans e paradigme, ette thèse s'intéresse à l'aspet immatériel (on dit plus
souvent logiiel, par opposition à matériel) de l'informatique : elle porte sur l'étude d'un
langage d'algorithmes, sorte de langue rudimentaire servant à dérire des algorithmes que
l'on souhaite éventuellement par la suite voir exéuter par une mahine (le faisant passer du
statut de langage d'algorithmes à elui de langage de programmation). Plus préisément,
ette thèse étudie un système formel de démonstration assoié à un langage d'algorithmes,
explore son expressivité et le rattahe à des onepts issus du monde de la programmation
réelle. Nous allons don présenter ii brièvement quels sont les liens de la théorie de
la preuve ave les mathématiques et l'informatique, avant d'aborder plus préisément la
théorie de la démonstration, situer notre travail dans son ontexte, et donner le plan de la
thèse.
1.1 Introdution informelle
1.1.1 Preuves et preuves formelles
Preuve : Ce qui sert à établir la véraité d'un ate, d'une hose ou l'exatitude d'une
allégation ou d'un fait.
5
Une preuve, dans le adre du droit, s'applique au déliat problème de la détermination de
la responsabilité, la ulpabilité ou l'innoene d'un sujet de droit. En tant qu'êtres raison-
nables et épris d'équité, nous nous refusons à onsidérer qu'un faiseau de présomptions ou
l'intime onvition d'un juge suse à fournir une preuve : nous attendons un enhaînement
rigoureux de faits et d'arguments.
3
Il serait d'ailleurs presqu'ironique que de onstater qu'un des aboutissements tehnologiques les plus
ns du génie humain porte à s'interroger sur les plus élémentaires briques du raisonnement.
4
f. infra la orrespondane de Curry-Howard.
5
soure : http ://www.taq.gouv.q.a/quelques-denitions/quelques-denitions.jsp
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De même, en mathématiques, on pourrait penser que l'on est apable de se forger une
opinion personnelle sur la véraité d'un théorème. Si ela reste possible pour e qui est de
ertains théorèmes bien établis et vériés par quelques générations (omme le théorème
fondamental de l'arithmétique), il devient humainement extrêmement déliat de le vérier
pour des résultats qui mettent en oeuvre de grandes quantités de savoirs pointus, et des
aluls qui nous éhappent (l'artile [4℄ de Henk Barendregt et Freek Wiedjik donne un
bon aperçu de ette évolution). D'individuelle, la preuve devient olletive et repose à la
fois sur la onane entre des agents humains, et sur des ordinateurs. Citons pèle-mêle :
 La preuve de la onjeture de Kepler par Thomas Hales ([15℄ pour une présentation
générale de la preuve), qui utilise des aluls informatiques, a été examinée pendant 4
ans par une équipe de 12 référés qui sont persuadés à 99% de la orretion de la preuve.
La vériation de ette preuve par des méthodes formelles est un sujet de reherhes
atif dans le adre du projet Flyspek
6
.
 Les preuves du théorème des 4 ouleurs, la dernière en date étant elle de Georges
Gonthier qui utilise l'assistant de preuves CoQ, reposent sur la onane attribuée aux
mahines et à leur implémentation.
 L'énorme théorème de lassiation des groupes nis simples repose sur de nombreuses
publiations (plusieurs milliers de pages au total).
La vériation de telles preuves requiert don un eort qu'un humain ne peut eetuer
seul. Les mahines deviennent alors de préieux auxiliaires qui ne sont pas de simples al-
ulatries, mais des penseurs automatiques, nous déhargeant de vériations fastidieuses.
Un problème analogue se trouve dans le développement tentaulaire de l'informatique :
on ne ompte plus les bogues qui ne se résument pas à de simples plantages d'ordina-
teurs personnels, mais peuvent aeter le fontionnement de olletivités. Citons les plus
élèbres :
 Panne du système de ontrle aérien de l'aéroport de Londres Heathrow (2004,2000, . . .)
 Panne du système de réservation de la SNCF en 2004.
 Panne du réseau d'un grand opérateur français de la téléphonie mobile en 2004.
 Crash de la fusée Ariane 5 en 1996.
 Erreur de alul d'un élèbre miroproesseur en 1994.
Le besoin de développer des méthodes pour vérier le bon fontionnement des programmes,
spéialement dans les domaines dits ritiques où des vies humaines ou des intérêts olletifs
sont en jeu, se fait don lairement sentir. Par bon fontionnement, il s'agit de réaliser deux
étapes : premièrement, il faut dénir préisément e qu'on veut que le programme fasse (e
qu'on appelle les spéiations), et ensuite il faut vérier que le programme satisfait es
spéiations.
Pour ela, diérentes approhes sont utilisées, et nous distinguons les méthodes informelles
des méthodes formelles. Les méthodes informelles servent à guider un développeur ou une
équipe de développeurs dans l'élaboration d'un logiiel :
 Les règles de génie logiiel qui onernent les méthodologies de développement, les règles
6
http ://www.math.pitt.edu/ thales/yspek/index.html
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d'ériture de programmes, le management . . .
 Les tests servent à vérier le bon fontionnement dans la majorité des as.
On voit que es méthodes, bien qu'apportant ertainement une meilleure qualité dans le
développement, n'apportent auune ertitude.
Les méthodes formelles utilisent, elles, des méthodes mathématiques :
 Le model heking étudie l'évolution de systèmes dans le temps à l'aide de la logique
temporelle.
 L'interprétation abstraite, qui permet de dégager des propriétés générales de programmes.
 La méthode B [1℄, issue de la logique de Hoare [27℄, permet de ertier des programmes
érits dans un style impératif.
 Les assistants de preuve (PVS,CoQ, Nqthm, Mizar, Isabelle-HOL, PhoX, . . .) permettent
de dérire des langages et prouver formellement des propriétés de programmes (voir [5℄
pour une présentation des assistants de preuve).
Notre approhe se situe dans la dernière atégorie : nous élaborons un langage de démons-
tration ave son système logique, de façon à prouver des propriétés de programmes. Elle se
situe dans la ontinuité de l'histoire de la théorie de la démonstration, que nous présentons
maintenant.
1.1.2 Théorie de la démonstration, λ-alul et types
L'histoire de la logique et de l'étude du raisonnement est très anienne, elle remonte à
Aristote (−384 - −322) qui a inventé la gure du syllogisme (voir par exemple [44℄ ou [20℄
pour un aperçu de l'histoire de la logique). Cependant, son étude symbolique est assez
réente. Le premier à avoir donné un formalisme pour le raisonnement est David Hilbert
(1862-1943) (voir [17℄ pour une présentation), mais la formulation la plus naturelle en
tant que séparant les hypothèses des onlusions est la dédution naturelle de Gerhard
Gentzen (1909-1945) (voir [19℄ pour une présentation de la logique naturelle et du alul
des séquents). Ces reherhes étaient notamment motivées par le point 2 du programme
de 23 questions que Hilbert avait formulées en 1900 :
est-il possible de donner une preuve formelle de la onsistane des axiomes de
l'arithmétique ?
Dans le domaine de e qui était alors la reherhe de l'expressivité des langages formels,
et dans la ontinuité du programme de Hilbert, herhant à aratériser les fontions ré-
ursives - identiées
7
ave e qui est possible de aluler -, Alonzo Churh (1903 - 1995)
invente dans les années 30 le λ-alul, sorte de langage d'algorithmes élémentaire. Ave
l'invention des premiers ordinateurs, la théorie de la réursivité est devenue une branhe
de la théorie des langages de programmation, le λ-alul devenant un de eux-là.
La représentation physique des données dans la mémoire des mahines, a apporté la notion
de type de données qui permet de distinguer, par exemple, les booléens des entiers et des
7
C'est e qu'on appelle la Thèse de Churh, onstatation empirique de la onvergene de diverses
façons de modéliser le alul (mahines de Turing, λ-alul, fontions réursives . . .)
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haînes de aratères. Ceux-i permettent de dérire des types plus omplexes : un test de
parité aura par exemple le type noté entiers→booléens, prenant en entrée un entier, et
renvoyant le booléen orrespondant à sa parité.
Il fallut apparemment attendre les années 60 pour que les mathématiiens Haskell Curry
(1900-1982) et William Alvin Howard s'aperçoivent qu'il est en fait possible d'interpréter
les programmes omme des preuves et les types omme des propositions : 'est e qu'on
appelle la orrespondane (ou analogie, ou isomorphisme) de Curry-Howard[28℄. Cette or-
respondane est un véritable athanor
8
: elle eetue la transmutation d'une preuve érite
en dédution naturelle en un programme dont le type (la spéiation) est l'énoné que
l'on a prouvé. Le résultat n'est pas anodin, ar il réonilie la forme et le fond du dis-
ours : alors que l'étude du raisonnement per se semblait ne pas se souier des dénotations
des objets sur lequel il raisonne (omme une gure de syllogisme fait abstration de son
ontenu), on retombe par Curry-Howard sur une desription des objets dont on parle par
le fait même d'en avoir parlé. C'est e qu'on appelle aussi le ontenu algorithmique d'une
preuve.
Cette orrespondane permet ainsi de programmer sans en avoir onsiene : les assis-
tants de preuve permettent d'extraire d'un raisonnement le programme orrespondant,
sans eorts et en toute onane. Cependant, la démarhe usuelle, pragmatique, de la pro-
grammation est inverse : on programme un algorithme tout en ayant en tête la preuve
de sa orretion
9
.
Notre approhe se situe dans e sens : nous bâtissons un langage fontionnel, fortement
inspiré du langage Caml[14℄ de la famille ML, tel que l'on puisse d'une part érire les
algorithmes, énoner leurs spéiations, puis vérier qu'ils les satisfont.
Après ette présentation générale de l'histoire et des idées qui onernent notre domaine,
nous allons préiser un peu nos propos en présentant plus préisément notre domaine de
reherhe et en détaillant notre ontribution.
1.2 État de l'art
1.2.1 Systèmes de types primitifs
Comme nous l'avons vu préédemment, l'objetif d'un système de type est d'exprimer le
sens des algorithmes.
Un système de type est assoié à une logique, aussi nous pouvons donner en exemple elui
d'une logique où le seul onneteur serait le ET (∧). Le langage d'algorithme assoié
serait limité à la paire (x, y) et aux premières et seondes projetions (π1 et π2). Un type
est don ii :
 Soit une onstante atomique (P ,Q,. . .)
 Soit une onjontion (A ∧ B) de deux types A et B
8
asserole des alhimistes.
9
On peut penser aux formules de Ramanujan(1887-1920), mathématiien indien qui fournissait ses
résultats sans preuve et dont les travaux fournissent enore du travail pour les justier.
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Un programme est don ii :
 Soit une onstante atomique (xA,xB ,. . .), dont on suppose qu'elles appartiennent aux
types sous-notés.
 Soit une paire (u, v) de deux programmes u et v
 Soit une première (resp. une seonde) projetion d'un programme π1(u) (resp. π2(u))
Cei nous donne les règles suivantes :
Ax
xA : A
p : A q : B
∧I
(p, q) : (A ∧B)
p : (A ∧ B)
∧gE
π1(p) : A
p : (A ∧ B)
∧dE
π2(p) : B
Les proessus de alul sous-jaents, qui orrespondent à une simpliation de ma preuve
sont :
π1((u, v)) ≻ u et π2((u, v)) ≻ v
Les deux propriétés, failes à établir, de e système de type, sont :
1. Préservation du type par rédution : si on peut dériver p : A et si p ≻ q, alors on
peut dériver q : A
2. Normalisation : si on peut dériver p : A, alors la rédution de p s'arrête.
Si on s'autorise de plus à aller réduire sous les paires, la deuxième propriété devient une
propriété de normalisation forte, 'est à dire que toute rédution de p s'arrête.
Un système de type plus usuel et plus intéressant est basé sur le onstruteur →, qui
symbolise l'impliation. Dans e as, le langage sous-jaent est le λ-alul dont les termes
sont :
 Soit une variable (x, y, . . .)
 Soit un terme t dans lequel on a abstrait sur une variable x : λx.t.
 Soit un terme u appliqué à un autre terme v : u(v).
Pou érire les règles de typage, une façon ommode est de raisonner sur des séquents de la
forme Γ ⊢ t : A, Γ étant un ontexte formé d'une liste de délarations de types de variables
(x : A, y : B, . . .), le signe ⊢ un séparateur, et t : A la onlusion :
1.2. ÉTAT DE L'ART 7
x : A ∈ Γ
Ax
Γ ⊢ x : A
Γ, x : A ⊢ t : B
→I
Γ ⊢ λx.t : A→ B
Γ ⊢ u : A→ B Γ ⊢ v : A
→E
u(v) : B
La règle de rédution assoiée est :
λx.t(u) ≻ t[x := u]
Le système , bien que beauoup plus expressif que le préédent, en onserve les propriétés
de préservation du type par rédution et de forte normalisation.
1.2.2 Polymorphisme, types dépendants et PTS
Le langage de types restreint au seul onstruteur→ est assez pauvre, et d'autres systèmes
ont été élaborés pour permettre d'exprimer :
 des types dépendants de types, omme les types paramétrés List[nat℄ (listes d'entiers),
List[Bool℄ (listes de booléens), . . .
 des termes dépendants de types
 types dépendants de termes, omme les tableaux de taille un entier donné Array[n℄, . . .
On se donne un ensemble de genres (noté Kind dans la littérature), et on suppose que
l'ensemble des types est un genre (e qui est noté Type : Kind).
Le prinipe est de remplaer la èhe → par des produits Πx : A.B, exprimant intuitive-
ment le domaine des fontions qui à un objet de A assoient un objet de B, x pouvant
apparaître dans B :
1. Si A et B sont des types, ela orrespond à la èhe usuelle (termes dépendants de
termes) : on onsidère que Πx : A.B est un type : 'est la règle (Type, Type, Type)
2. Si A est un genre, et B est un type, ela orrespond au polymorphisme (types dépen-
dants de types pour le système F ), on onsidère enore que Πx : A.B est un type :
'est la règle (Kind, Type, Type).
3. Si A est un type et B est un genre, ela orrespond aux types dépendants de termes,
et on onsidère que Πx : A.B est un genre : 'est la règle (Type,Kind,Kind).
4. Si A est un genre et B est un genre, on onsidère que Πx : A.B est un genre (types
dépendants de types si A et B sont Type) : 'est la règle (Kind,Kind,Kind).
Si on se donne le premier point, les trois points suivants peuvent être vus omme les trois
dimensions d'un ube appelé ube de Barendregt (voir [37℄ pour une présentation).
Il est possible de rajouter d'autres formations de termes, en ajoutant d'autres espèes
d'objets que Kind et Type, on obtient alors des Systèmes de Types Purs (PTS), mais il
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est important de bien en erner les règles pour éviter de tomber dans l'inonsistane ; 'est
e qui se passe ave le système U−, qui omporte les règles :
 Sort : Kind et Type : Sort
 Possibilités de produits : (Sort, Sort, Sort), (Kind, Sort, Sort), (Type, Type, Type), et
(Sort, Type, Type).
Le système le plus rihe du ube est le alul des onstrutions. Cependant, le système
ne permet pas de séparer les parties d'une preuve informatives (orrespondant au type de
donnée désiré) de elles non-informatives (orrespondant à la preuve que l'objet désiré a
la propriété voulue).
1.2.3 Omission de ontenu non-algorithmique, et sous-typage
Christine Paulin [42℄ a remédié à e problème en ajoutant au PTS du alul des onstru-
tions un nouvel habitant Prop : Kind. On a don les mêmes règles de formation des
produits, mais on peut distinguer dans un terme de preuve la partie qui alule de type
un objet de type Type, de elle qui ne alule pas, de type un objet de type Prop.
Par exemple, si on souhaite dérire le type paramétré par par A et P des objets de type A
qui ont une propriété P , soit qui habite le type de CC :
λA : Type.λP : A→ Type.ΠK : Type.(A→ (Px)→ K)→ K
il devient, si l'on ne s'intéresse qu'au type de données A :
λA : Type.λP : A→ Prop.ΠK : Type.(A→ (Px)→ K)→ K
Une autre approhe onsiste à prendre diretement un terme de preuve issu d'un système
de typage, puis à l'élaguer pour n'en garder que l'information intéressante : e sont les
tehniques de pruning développées par Stefano Berardi [6℄ et élargies au système F dans
[9℄.
Le sous-typage onsiste à modéliser la relation d'inlusion entre types. Dans les systèmes
de types ave sous-typage, on distingue les relations de typage (de onlusion t : A) de
elles de sous-typage (de onlusion A ⊂ B), et la règle permettant d'utiliser une relation
de sous-typage est :
Γ ⊢ u : A Γ ⊢ A ⊂ B
t : B
Citons le système F<: (ou F − sub) [12℄ qui étudie les relations de sous-typage dans le
système F . Ce système a été étendu dans [13℄ en ajoutant au système de types des enregis-
trements. Cette relation est largement exploitée dans les langages de programmation ave
les onepts de modules et d'objets : nous y reviendrons dans ette introdution.
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1.2.4 Types indutifs
Les langages de programmation, et les mathématiques, utilisent également les types in-
dutifs dénis omme les plus petits ensembles vériant ertaines propriétés, ou los par
ertaines fontions, tels les entiers, les ordinaux . . .
Ajouter un système de types indutifs de façon analogue à elle des langages de programma-
tion fontionnels néessite l'utilisation d'un réurseur généralisé, e qui n'est pas possible
dans un adre de normalisation forte ou faible d'un système.
Christine Paulin [42℄ a résolu e problème dans le alul des onstrutions indutives où
un réurseur est onstruit pour haque type déni, es derniers étant odés dans le alul
des onstrutions.
An d'éviter le problème de l'ineaité des types indutifs odés au seond ordre, Mihel
Parigot [41℄ a proposé un système dans lequel les types indutifs sont des types de base du
système. C'est e qui est également proposé dans la thèse de Christophe Raalli[48℄.
1.2.5 Modules, types nommés et types abstraits
Les langages de programmation de la familleML utilisent la notion de modules (voir [14℄,
[46℄) pour struturer les développements : e sont des enregistrements appelés strutures
dans lesquels haque hamps dépend des hamps préédents, et qui sont assoiés à des
types qu'on appelle leurs signatures. Le système de modules permet également de nommer
des types et d'utiliser des types abstraits qui sont dans e ontexte des types nommés dont
la signature masque la dénition. Les modules ne sont pas vus omme des programmes
ordinaires, mais omme des façons d'organiser les programmes.
La modélisation des types abstraits en tant que types existentiels [38℄ permet d'intégrer
eux-i dans les programmes ordinaires, mais le nommage des des types est un problème
plus déliat, traité dans le as des variables (i.e. sans véritable nommage, mais ave des
projetions restreintes aux as où les programmes sont des variables du ontexte) dans [11℄
où il ne pose pas d'ambiguïté.
Cependant, l'utilisation des modules omme des programmes ordinaires est un trait assez
intéressant ar il permet de les paramétrer par des programmes ordinaires, et don de les
modier en ours de alul. Claudio Russo [52℄ a proposé un tel système, mais son système
a été prouvé inonsistant (via un ontre-exemple dans l'implémentation de Mosow ML)
par Derek Dreyer [21℄, qui propose ave Karl Crary et Robert Harper [22℄ un formalisme
pour résoudre e problème.
Les signatures des modules à la ML sont déjà une ébauhe de spéiation, permettant de
s'assurer d'une ertaine façon de la orretion des programmes, mais ne permettant pas
d'érire des spéiations nes.
Dans le formalisme EML (extended ML) développé à Edinburgh (voir par exemple la
présentation de Kahrs, Sanella et Tarleki [29℄), il est possible d'ajouter dans les signa-
tures des propriétés des programmes, et de les prouver. Ce formalisme soure ependant
d'une limitation, en e sens qu'il ne dispose pas de fondements théoriques pour prouver sa
onsistane.
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1.3 Contribution et plan de la thèse
Les systèmes de types issus de la logique (F [24℄, AF2 [32℄, CCI [42℄,. . .) présentent et
avantage de erner préisément les types de données, mais par ontre n'autorisent que des
programmes fortement terminants (en partiulier, ils ne tolèrent pas d'opérateur de point
xe général) : ils sont don trop rigides. Les systèmes de types issus de l'informatique
(pour les langages fontionnels) sont, par ontre, trop laxistes : ertains (ML,Haskell,. . .)
permettent de donner, par exemple, le type entier à des expressions qui ne terminent pas,
ou à des exeptions.
Nous souhaitons ombiner dans notre approhe les avantages des deux tehniques : d'une
part, pouvoir être ertain de la forme d'un résultat lorsqu'il est typé, et d'autre part avoir
une expressivité prohe des langages de programmation réels.
Nous nous basons sur le système ST (initiales de sous-typage) de Christophe Raalli
([50℄,[49℄), qui utilise l'omission de ontenu algorithmique et le sous-typage, et dont la
partiularité est de onsidérer un jugement de sous-typage omme une propriété logique,
permettant ainsi de l'intégrer dans les types.
Le système ST satisfait aux ritères préédents : d'une part, on est sûr de la forme d'un
résultat lorsqu'il est typé, et d'autre part on sait que son expressivité est très forte (no-
tamment via le théorème 47 de [49℄ qui établit sa omplétude vis à vis de la réalisabilité
formelle [32℄). Les exemples développés dans les artiles et dans ette thèse permettront
d'étayer e propos.
Notre ontribution se situe sur deux plans :
 Sur le plan théorique, nous dégageons une sémantique plus générale de ST , omplétons
la preuve de préservation du type, et anons l'étude de son expressivité en y exprimant
des propriétés nouvelles que nous détaillons i-dessous.
 Sur le plan des appliations, nous montrons omment obtenir sur la base de ST un lan-
gage fontionnel ave spéiations, omportant de nombreux traits de programmation :
 Un rihe ensemble de types de données : paires, types sommes, enregistrements, types
indutifs et o-indutifs, types abstraits, polymorphisme.
 Un langage de modules du premier ordre omprenant des formules dans les signatures.
De plus, la orretion de e langage est en très grande partie ertiée sur mahine.
Au niveau des types indutifs et o-indutifs, l'intérêt est que les odages sont faits en
interne dans le système, sans reourir à une extension.
Les 4 premiers hapitres onernent l'étude théorique du système ST :
 Le hapitre 2 présente la sémantique qui sous-tend le système ST.
 Le hapitre 3 donne les règles du système, et établit sa orretion par adéquation dans
les modèles vus au hapitre de sémantique.
 Le hapitre 4 ontient notre preuve de préservation du type dans ST.
 Nous étudions dans le hapitre 5 l'expressivité de e système de types sous deux angles :
 une extension simple du système (non-trivialité) permet d'y montrer son inompati-
bilité ave la logique lassique, et une forme d'inomplétude.
 bien que le système ne soit pas normalisable, nous montrons qu'il permet tout de
même d'exprimer en interne, par le sous-typage, les propriétés de normalisabilité et
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de résolubilité.
Les 4 derniers hapitres onernent le langage de programmation proprement dit :
 Nous ommençons par donner dans le hapitre 6 une extension du système ST , et don-
nons la représentation de quelques types de données.
 Le hapitre 7 est une desription d'un langage de programmation fontionnel typé prohe
de ML, ave des spéiations.
 Nous dérivons dans le hapitre 8 un langage de modules ave spéiations qui ont
un statut du premier ordre ('est à dire qu'ils peuvent se manipuler omme des pro-
grammes)
10
.
 Nous donnons ensuite la preuve des énonés de orretion onernant le langage, et
terminons par un hapitre donnant quelques pistes de reherhe.
10
Les hapitres 7 et 8 peuvent se lire indépendamment
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Chapitre 2
Préliminaires sémantiques
Nous présentons ii les notions mathématiques générales qui sous-tendent les notions infor-
matiques présentées dans les hapitres suivants. L'objetif est de rendre plus généraux les
raisonnements qui portent sur l'étude de notre langage, qui pourraient ainsi se généraliser
à l'étude d'autres objets. Après une introdution situant notre approhe sémantique par
rapport aux autres, nous présentons dans une première setion des résultats lassiques
sur les treillis (notamment l'indution et la oindution, voir par exemple [34℄), en mettant
l'aent sur les notions d'éléments premiers et d'éléments ompats, e qui nous semble
nouveau. Nous voyons également omment le shéma de ompréhension peut s'exprimer
dans e adre. Dans une seonde setion, nous voyons omment es résultats peuvent s'ap-
pliquer dans le adre d'espaes de parties d'un ensemble saturées par une relation. Enn,
dans une troisième setion, qui erne plus préisément e dont on aura besoin par la suite,
nous voyons omment onstruire dans une ertaine généralité, à partir des notions vues
dans la première setion, des modèles du λ-alul qui ont à la fois un sens dénotationnel
et opérationnel (ar la rédution y est interprétée). Bien que l'introdution se réfère à des
notions propres à l'informatique, les deux setions suivantes (2.2 et 2.3) sont d'un niveau
assez élémentaire, et sont lisibles par tout mathématiien même dépourvu de ulture dans
e domaine.
2.1 Approhes sémantiques de l'algorithmique
La froide et pure logique, s'intéressant au alul de la valeur de vérité d'énonés onstruits
dans tel ou tel langage formalisé, s'inarne dans la réalité (mathématique) par le biais de
modèles dans lesquels on donne un sens aux énonés. Préisons. Un ensemble, souvent ni -
tout au moins engendrable méaniquement - d'énonés, duquel on déduit d'autres énonés
s'appelle une théorie (théorie des ensembles, théorie des groupes, arithmétique, . . .). Un
objet mathématique dans lequel on interprète les énonés d'une théorie par des faits vrais,
s'appelle un modèle de ette théorie (voir par exemple [17℄ ou [19℄ pour une présentation
préise) : 'est ainsi que, omme en linguistique - d'où provient d'ailleurs le terme - on
parle de sémantique d'une théorie.
13
14 CHAPITRE 2. PRÉLIMINAIRES SÉMANTIQUES
Eetivement, dans le adre de la linguistique, on distingue la syntaxe (étude des mots
et des phrases, ou signiants) de la sémantique (étude des onepts, ou signiés). Cette
analogie tient à e que l'intuition mathématique repose sur une olletion de signiés,
objets mentaux dont nous admettons l'existene (1, 2, 3 . . ., un point, une droite, une
sphère, . . .) ou plutt dont nous partageons, par un aord mutuel basé sur notre ulture
et notre expériene, une onnaissane taite.
L'approhe sémantique apporte don à la pure logique :
 un solide étayage pour les théories, établissant leur onsistane par le biais des modèles.
 un préieux guide dans les démonstrations : notre esprit interprète en permanene les
énonés qu'il manipule.
 des preuves d'impossibilité de prouver ertains énonés, en bâtissant des modèles qui les
réfutent.
Dans le domaine qui nous intéresse ii, l'objetif est d'une part de onstruire un langage
d'algorithmes
1
, 'est à dire :
 Un ensemble de mots, qu'on appelle programmes.
 Des règles de réériture sur es mots, qui dérivent omment les programmes s'évaluent.
D'autre part, nous voulons être apable d'exprimer des propriétés des programmes dans
un langage lui aussi formalisé. Les approhes sémantiques du domaine onsistent :
 à interpréter le langage de programmation et ses lois.
 à interpréter le langage des propriétés de programmes.
Nous présentons à présent es deux approhes.
2.1.1 Sémantiques des langages
Remarque: Cette approhe n'étant pas diretement liée à notre travail, nous en faisons
une présentation suinte.
On distingue usuellement deux sémantiques : l'opérationnelle, qui étudie les lois d'évalua-
tion du langage, l'objet mathématique étant le langage lui même, et la dénotationnelle,
qui herhe à interpréter les mots du langage dans un autre ensemble mathématique, de
manière à pouvoir en erner ertaines propriétés.
Nous présentons ii e qui onerne e langage simple qu'est le λ-alul. Rappelons suin-
tement sa syntaxe : on se donne un ensemble dénombrable de variables V , et un terme du
λ-alul est :
 soit une variable x ∈ V
 soit l'appliation de deux termes u et v, notée (u v)
 soit l'abstration d'une variable x ∈ V dans un terme t, notée λx.t
On dit qu'une ourrene d'une variable x est liée si elle apparaît dans un terme de la
forme λx.t.
Notation 1 On notera Λ l'ensemble des λ-termes, quotienté par l'α-équivalene qui est la
relation dérivant le renommage orret des variables liées.
1
on renontre plus usuellement le terme de langage informatique, ou de programmation.
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Sa règle de réériture de base onsiste en la ontration d'un radial (ou redex
2
), qui est
une appliation dont le membre de gauhe est une abstration :
(λx.t u)︸ ︷︷ ︸
radial
≻rad t[x := u]︸ ︷︷ ︸
ontraté
t[x := u] représentant la substitution orrete de x par u à toutes les ourrenes de x liées
par le λ (pour une présentation plus préise, notamment des notions de variables liées, de
renommage et de substitutions, voir par exemple [32℄, [34℄, [7℄, [3℄ . . .).
La ontration d'un radial est à rapproher de l'appliation d'une fontion à un argument,
qui donne un résultat. Par exemple, soit f la fontion qui à un entier n assoie n + 2.
On la note usuellement n 7→ (n + 2), et on peut aussi la noter λn.n + 2. L'appliation de
f à un argument est égale à son réduit, dans le sens où f(E) = (n+ 2)[n := E] = E + 2
pour toute expression arithmétique E.
Tout omme à l'intérieur d'un alul algébrique on s'autorise à remplaer une sous-expression
par son résultat, on étend la ontration en dénissant les notions de β0- et de β-rédution :
Dénition 1 La β0-rédution, notée ≻β0 est dénie par :
t ≻rad t
′
t ≻β0 t
′
t ≻β0 t
′
λx.t ≻β0 λx.t
′
t ≻β0 t
′
(t u) ≻β0 (t
′ u)
t ≻β0 t
′
(u t) ≻β0 (u t
′)
La β-rédution, notée ≻β est dénie par :
t ≻β t
t ≻β0 t
′
t ≻β t
′
t ≻β t
′ t′ ≻β t
′′
t ≻β t
′′
Partant, il est ainsi naturel de herher des modèles où la β rédution s'interprète omme
l'égalité, et où les termes peuvent s'interpréter omme des fontions.
Dana Sott [53℄ a introduit la théorie des domaines, qui permet d'interpréter les λ-termes
à la fois omme des éléments d'un domaine D et omme des fontions de D → D. On
utilise en fait un sous-ensemble [D → D] de D → D, qui sera la partie de D → D
orrespondant aux fontions odables par des termes, et se aratérise en tant qu'espae
de fontions ontinues sur D pour une topologie (D sera un ensemble ordonné muni de
ertaines propriétés, nous renvoyons à [34℄,[32℄ pour de plus amples détails).
L'idée de la représentation est la suivante :
2
Contration de reduible expression
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[D → D] λ //
id
$$I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
D
α

[D → D]
On dénit deux fontions α : D → [D → D] et λ : [D → D]→ D telles que αoλ = id.
Et on dénit par indution une interprétation Iv des λ-termes, qui dépend d'une valuation
v : V → D des variables :
 Iv(x) = v(x) si x ∈ V
 Iv(t(u)) = α(Iv(t))(Iv(u))
 Iv(λx.t) = λ(d 7→ Iv[x:=d](t))
Modulo la vériation que d 7→ Iv[x:=d](t) est ontinue, ela dénit une interprétation, et
on a, par αoλ = id, et par des lemmes tehniques sur les substitutions :
Iv(λx.t(u)) = (αoλ(d 7→ Iv[x:=d](t)))(Iv(u))
= Iv[x:=Iv(u)](t)
= Iv(t[x := u])
e qui montre que l'on obtient bien un modèle de la β-équivalene.
Citons les modèles Pω, D∞. Les appliations onnues de ette théorie sont l'étude d'ex-
tensions onsistantes du λ-alul (dédutions supplémentaires . . .), et des arguments de
réfutation (il n'existe pas de terme qui a telle ou telle propriété . . .) : voir par exemple [32℄,
[7℄ pour des préisions.
Nous allons maintenant présenter la sémantique des énonés, et omment nous parvenons
à retrouver une forme de sémantique des termes par son biais.
2.1.2 Sémantique des énonés
Les propositions dénies dans un langage formalisé sont interprétées usuellement par leur
valeur de vérité : Vrai ou Faux. La sémantique dite de Brouwer-Heyting-Kolmogorov ([30℄,
[26℄,. . .) propose une autre approhe de la valeur de vérité : la valeur d'une proposition est
l'ensemble de ses preuves, du moment que es preuves sont formalisées. Une tehnique liée
à es idées est la réalisabilité de Kleene (voir par exemple [42℄ pour une présentation). Don-
nons un exemple dans le adre restreint où le langage est le sous-ensemble des formules du
alul propositionnel ave pour seul onneteur →, une formalisation arboresente simple
des preuves en dédution naturelle étant donnée par les règles du λ-alul simplement typé
(qui orrespondent à la logique minimale) :
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Ax (i ∈ {1; . . . ;n})
x1 : A1, . . . , xn : An ⊢ xi : Ai
x1 : A1, . . . , xn : An ⊢ t : F
→I
x1 : A1, . . . , xn−1 : An−1 ⊢ λxn.t : An → F
x1 : A1, . . . , xn : An ⊢ t : F → G x1 : A1, . . . , xn : An ⊢ u : F
→E
x1 : A1, . . . , xn : An ⊢ (t u) : G
L'idée est qu'une preuve de F → G est un proédé de alul permettant d'obtenir, à partir
de toute preuve de F , une preuve de G, la β-rédution devenant un proédé d'élimination
de oupures (suession de →I et de →E). On voit de plus que, les preuves étant odées
par des λ-termes, suivre l'idée d'identier une formule ave ses preuves, revient don à
interpréter une formule par un ensemble de λ-termes.
Ainsi, si on se donne une valuation v de l'ensemble des onstantes propositionnelles dans
les parties de λ, une notion d'interprétation Iv des formules dans l'ensemble des parties de
Λ peut être déni par :
 Iv(A) = v(A) si A est une onstante.
 Iv(F → G) = {t; ∀u ∈ F, (tu) ∈ G}.
On dénit pour un λ-terme t le prédiat t réalise F, noté t  F , par t ∈ Iv(F ), et on veut
le résultat :
si ⊢ t : F alors t  F
Une ondition susante pour ela est que l'interprétation des onstantes soit dans un
ensemble de parties E tel que :
pour tout A,B ∈ E, pour tout t ∈ B
si u[x := t] ∈ A, alors (λx.u t) ∈ A
('est e qu'on appelle une propriété de saturation).
Le résultat reste vrai pour des sémantiques analogues dans de nombreux systèmes de typage
(systèmes T de Gödel [24℄, F de Girard [24℄, AF2 de Krivine [32℄, . . .).
Dans le système ST , la sémantique joue un rle entral, et omme il s'agit de la base sur
laquelle nous bâtissons notre travail, nous avons hoisi de l'étudier un peu préisément : de
propriétés de termes et de formules, e qui nous intéresse devient les propriétés d'ensembles
de termes.
Souhaitant nous dégager au maximum des propriétés propres aux ensembles de λ-termes,
nous allons nous plaer dans un adre plus abstrait, qui onerne les ensembles ordonnés.
Nous nous intéresserons don aux propriétés d'ensembles ordonnés aptes à être des an-
didats pour raisonner sur la réalisabilité, et en partiulier qui ontiennent des éléments
irrédutibles (que nous appellerons premiers). Dans une première partie, nous nous pen-
hons sur le shéma de ompréhension et les ensembles indutifs et oindutifs auxquels
nous apportons un regard orienté vers les éléments premiers. Nous montrons ensuite que
18 CHAPITRE 2. PRÉLIMINAIRES SÉMANTIQUES
notre atégorie d'ensembles ordonnés orrespond en fait aux ensembles de parties saturées.
Enn, dans une troisième partie, nous voyons omment ajouter ertaines propriétés à es
ensembles, pour obtenir, d'une part, une interprétation de →, et d'autre part, e qui est
pour nous une surprise, une interprétation des λ-termes eux mêmes, les notions de β et d'η
rédutions devenant des inégalités.
2.2 Treillis omplets premiers
2.2.1 Rappels sur les ensembles ordonnés
Dénition 2 Un ensemble ordonné est un ouple (E,≤) tel que ≤ soit une relation :
 réexive : pour tout x ∈ E, x ≤ x.
 transitive : pour tous x, y, z ∈ E, si x ≤ y et y ≤ z, alors x ≤ z.
 antisymétrique : pour tous x, y ∈ E, si x ≤ y et y ≤ x, alors x = y.
Dénition 3 Soit (E,≤) un ensemble ordonné, et A ⊂ E.
 Un élément x ∈ E minore (ou est un minorant de) A si pour tout a ∈ A, x ≤ a.
 Un élément x ∈ E majore (ou est un majorant de) A si pour tout a ∈ A, a ≤ x.
 a ∈ A est un plus petit élément de A si a minore A.
 a ∈ A est un plus grand élément de A si a majore A.
 A a une borne supérieure (ou un sup) si l'ensemble de ses majorants est non vide et
a un plus petit élément, que l'on note ∨A .
 A a une borne inférieure (ou un inf) si l'ensemble de ses minorants est non vide et a
un plus grand élément, que l'on note ∧A.
Dénition 4
 Un sup-treillis omplet est un ensemble ordonné (E,≤) qui possède un plus petit
élément (noté ⊥) et tel que tout sous ensemble a un sup.
 Un inf-treillis omplet est un ensemble ordonné (E,≤) qui possède un plus grand
élément (noté ⊤) et tel que tout sous ensemble a un inf.
Les deux dénitions d'inf- et sup- treillis omplet étant équivalentes, nous donnons la
dénition suivante pour un treillis omplet :
Dénition 5 (Treillis omplet) Un treillis omplet est un quadruplet (E,≤,⊥,⊤) tel
que :
 (E,≤) soit un ensemble ordonné,
 tout sous ensemble de E ait un sup et un inf,
 ⊥ = ∧E et ⊤ = ∨E.
Exemple 1
 (P (D),⊆, ∅, D) est un treillis omplet pour tout ensemble D.
 L'ensemble des ouverts (ou des fermés) d'une topologie dénie sur un ensemble X est un
treillis omplet (on remarque que dans e dernier exemple, l'inf d'une famille d'ouverts
n'est pas l'intersetion de ette famille -qui peut être un fermé- mais son intérieur).
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2.2.2 Éléments premiers
Dénition 6 (Éléments premiers, éléments ompats) Soit (E,≤) un ensemble or-
donné. On dit que p ∈ E est premier si :
 p 6= ⊥
 pour tout A ⊂ E, si p ≤ ∨A, alors il existe a ∈ A tel que p ≤ a.
Si e ∈ E, on note Pe = {p; p est premier et p ≤ e}.
On dit que k ∈ E est ompat si :
 k est premier
 Pour tout p premier, si k ≤ p, alors k = p
Si e ∈ E, on note Ke = {k; k est ompat et k ≤ e}.
Remarque: La notion d'élément premier est à rapproher de la notion de primalité dans
l'ensemble ordonné (N, divise) : si A = {e1; . . . ; en} est un ensemble ni d'entiers, ∨A =
PPCM(e1, . . . , en). Il est lair que p est premier si et seulement si pour tout A ni, si
p ≤ ∨A, alors il existe a ∈ A tel que p ≤ a.
La notation suivante sert à exprimer des raouris pour les prédiats restreints aux élé-
ments premiers ou ompats :
Notation 2
 On note ∀x : a.P (x) pour ∀x ∈ Pa.P (x)
 On note ∀x :k a.P (x) pour ∀x ∈ Ka.P (x)
Dénition 7 Un ensemble ordonné est premier si pour tout e ∈ E, e = ∨Pe.
Un ensemble ordonné est ompat si il est premier et si tout élément premier est om-
pat.
Comme nous aurons souvent à parler de treillis ompats ou de treillis premiers, nous avons
la notation suivante :
Notation 3 Un treillis omplet premier (resp. ompat) est noté TCP (resp. TCK). Dans
un treillis omplet, on notera PE (resp. KE) l'ensemble de ses éléments premiers (resp.
ompats) (à la plae de P⊤ (resp. K⊤)).
Dans un TCP, la relation d'ordre jouit de la propriété suivante :
Proposition 1 Soit E un TCP, et a, b ∈ E. On a :
a ≤ b⇐⇒ ∀x : a.(x ≤ b)
preuve:
 =⇒ : est immédiat, ar si x ≤ a, alors x ≤ b
 ⇐= : si ∀x : a.(x ≤ b), alors {x; x ∈ Pa ∧ x ≤ b} = Pa. Or, ∨{x; x ∈ Pa ∧ x ≤ b} ≤ b par
dénition de la borne supérieure, et don ∨Pa ≤ b. Comme E est un TCP, a = ∨Pa, e
qui nous donne le résultat.

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2.2.3 Shéma de ompréhension dans les treillis omplets
On appellera dans ette setion prédiat sur E tout énoné à un paramètre dans E.
Dénition 8 Soit E un treillis omplet, et Φ un prédiat sur E. On appelle shéma de
ompréhension de Φ, noté SC(Φ), l'élément de E déni par :
SC(Φ) = ∨{x ∈ PE ; Φ(x)}
Le fait suivant justie la dénomination de shéma de ompréhension :
Fait 2 Soit E un treillis omplet, et Φ un prédiat sur E. Alors :
∀k :k ⊤.(k ≤ SC(Φ) =⇒ Φ(k))
preuve: Si k est ompat, alors k est premier, don si k ≤ ∨{x ∈ PE;P (x)}, alors il existe
a tel que a ∈ PE et Φ(a) et k ≤ a. Comme k est ompat, on en déduit que k = a et don
Φ(k). 
Un orollaire de e fait est la proposition suivante, qui est très intuitive :
Proposition 3 Soit E un treillis omplet, a ∈ E et Φ un prédiat sur E.
1. Si E est un TCP, alors : ∀x : a.Φ(x) =⇒ a ≤ SC(Φ)
2. Si E est un TCK, alors : ∀x : a.Φ(x)⇐⇒ a ≤ SC(Φ)
preuve:
1. Est un orollaire de la proposition 1 page 19 : en eet, si ∀x : a.Φ(x), alors il est lair
que ∀x : a.x ≤ SC(Φ).
2. Le 1. nous donne déjà un sens, l'autre sens nous est donné par le fait que dans un
TCK, ∀x : a.Φ(x) ⇔ ∀x :k a.Φ(x), le fait préédent nous donnant immédiatement
que a ≤ SC(Φ)⇒ ∀x :k a.Φ(x).

2.2.4 Axiome du hoix dans les treillis omplets
Notation 4 Nous adoptons dans ette setion les notations suivantes :
 Si A et B sont deux ensembles, on notera A→ B l'ensemble des appliations de A dans
B
 Si f ∈ A→ B, on notera aussi x 7→ f(x) pour f .
On rappelle maintenant la dénition de l'opérateur de desription dénie, ou fontion de
hoix :
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Dénition 9 (Fontion de hoix) Soit F un ensemble et P(F ) l'ensemble des prédiats
sur F . On appelle fontion de hoix, notée ∆, toute fontion de P(F ) dans F telle que :
pour tout P ∈ P(F ), s'il existe un x ∈ F tel que P (x) = 1, alors P (∆(P )) = 1
Sous forme de diagramme sagittal, on a don :
∆ : P(F ) → F
P 7→ un f ∈ F tel que s'il existe un x ∈ F tel que P (x) = 1, alors P (f) = 1
Dans la suite, on suppose xée une fontion de hoix ∆F pour tout ensemble F . Le fait
suivant illustre l'utilité potentielle d'une fontion de hoix dans un treillis omplet :
Fait 4 Soit E un treillis omplet et (Fi)i∈I une famille d'ensembles. Alors, pour tout i ∈ I,
il existe une fontion, notée .i telle que :
 .i a pour domaine (Fi → E)× PE et pour odomaine Fi
 Pour tout φ ∈ Fi → E, pour tout e ∈ PE :
si e ≤ ∨{φ(f); f ∈ Fi}, alors e ≤ φ(.i(φ, e))
Sous forme de diagramme sagittal, on a don :
.i : (Fi → E)× PE → Fi
(φ, e) 7→ un f ∈ Fi tel que e ≤ φ(f) si e ≤ ∨{φ(f); f ∈ Fi}
preuve: Soit φ ∈ (Fi → E) et e ∈ PE . On pose P(φ,e) le prédiat e ≤ φ(f). Si e ≤
∨{φ(f); f ∈ Fi}, alors omme e est premier, il existe f ∈ Fi tel que e ≤ φ(f). Il sut don
de poser .i(φ, e) = ∆Fi(P(φ,e)). 
Notation 5 On notera e.iφ pour .i(φ, e).
Le fait préédent nous amène à donner un nom à l'opérateur . :
Dénition 10 (Projetion) Soit E un treillis omplet et (Fi)i∈I une famille d'ensembles.
Alors, pour tout i ∈ I, la fontion .i dénie par le fait préédent est appelée projetion
d'indie i.
Le leteur averti est ertainement onsient à e point que notre but est de généraliser
les types abstraits an d'être apable de projeter n'importe quelle omposante dénie
abstraitement dans un type (qu'elle soit un type, un type paramétré, un prédiat, un pro-
gramme, et . . .). Cependant, si de multiples omposantes sont dénies abstraitement, on
veut pouvoir les projeter toutes simultanément, 'est pourquoi nous portons une attention
partiulière aux produits.
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Projetions dans les produits
Nous ommençons par faire un rapide rappel sur un isomorphisme bien onnu :
Fait 5 Pour toute famille nie d'ensembles (Ai)1≤i≤n et pour tout ensemble B, (A1 ×
. . . × An) → B et A1 → . . . An → B sont en bijetion. On note Curry((Ai)1≤i≤n, B) et
Uncurry((Ai)1≤i≤n, B) les bijetions anoniques assoiés.
preuve: On a simplement : Curry((Ai)1≤i≤n, B)(f) = a1 7→ . . . 7→ an 7→ f(a1, . . . , an),
et : Uncurry((Ai)1≤i≤n, B)(g) = a 7→ g(a1)(a2) . . . (an).

On utilisera les notations suivantes :
Notation 6  Soit E et A deux ensembles, et m un entier stritement positif. On note :
Am → E pour A→ . . .→ A︸ ︷︷ ︸
m
→ E.
 Soit E un ensemble, (Ai)1≤i≤n une famille nie d'ensembles, et m un entier stritement
positif. La notation :
(Ai)
m
1≤i≤n → E représente : A
m
1 → . . .→ A
m
n → E
Le fait préédent va nous servir pour montrer la proposition suivante :
Proposition 6 Soit E un treillis omplet, (Ai)1≤i≤n une famille nie d'ensembles, et m
un entier stritement positif. Alors, il existe n×m fontions notées (.(i,j))1≤i≤n,≤j≤m telles
que :
 Pour tout (i, j) :
.(i,j) : (((Ai)
m
1≤i≤n → E)× PE)→ Ai
 Pour tout ψ ∈ (Ai)m1≤i≤n → E, pour tout e ∈ Pe, si :
e ≤ ∨{ψ(a(1,1)) . . . (a(n,m)); a(i,j) ∈ Ai pour tous i, j tels que 1 ≤ i ≤ n et 1 ≤ j ≤ m}
alors :
e ≤ ψ(.(1,1)(ψ, e)) . . . (.(n,m)(ψ, e))
preuve: Posons F = A1 × . . .× A1︸ ︷︷ ︸
m
× . . . × An × . . . An︸ ︷︷ ︸
m
, φ = Uncurry(ψ) : F → E, et
f = (a(1,1), . . . , a(n,m) ∈ F Prenons dans le fait 4, la famille (Fi) réduite à un élément
qui est F . On a don e ≤ φ(.(φ, e)). Posons .(i,j)(ψ, e) = (.(φ, e))m×(i−1)+j . On a .(φ, e) =
(.(1,1)(ψ, e), . . . , .(n,m)(ψ, e)), et don e ≤ Curry(φ)(.(1,1)(ψ, e)) . . . (.(n,m)(ψ, e)), et omme
Curry et Uncurry sont des paires d'isomorphismes inverses :
e ≤ ψ(.(1,1)(ψ, e)) . . . (.(n,m)(ψ, e))

Dans ette proposition, qui peut paraître artiielle, les ensembles A1, . . . , An joueront
plus tard le rle des (interprétations de) sortes, et les indies 1, . . . , m elui des noms sous
lesquels on abstraira des objets.
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2.2.5 Indution dans les treillis omplets
Nous dénissons l'élément indutif assoié à une fontion sans ondition auune sur ette
fontion.
Dénition 11 (Elément indutif assoié à une fontion) Soit E un treillis omplet
et F une fontion de E dans E. On appelle élément indutif assoié à F , noté µF ,
l'élément de E déni par :
µF = ∧{x; ∀a ∈ E(a ≤ x⇒ F (a) ≤ x)}
Le fait suivant donne des propriétés basiques de l'ensemble indutif :
Fait 7 Soit E un treillis omplet et F une fontion de E dans E. On a :
1. ∀x(x ≤ µF ⇒ F (x) ≤ µF )
2. F (µF ) ≤ µF
3. Si F est roissante, alors µF est le plus petit point xe de F
preuve:
1. On suppose que x ≤ µF . Par dénition de la borne inférieure, ela signie que x
minore tout y qui vérie ∀a ∈ E(a ≤ y ⇒ F (a) ≤ y). Il sut, pour montrer que
F (x) ≤ µF , de montrer que F (x) a aussi ette propriété. Soit don un y tel que
∀a ∈ E(a ≤ y ⇒ F (a) ≤ y). Par hypothèse, x minore y, don en substituant a par x
dans la formule préédente, on en déduit que F (x) minore y.
2. C'est immédiat en prenant x = µF dans 1.
3. Il est immédiat de voir que si F est roissante, alors µF minore tous les points xes
de F , ar pour tout point xe i de F , pour tout x, si x ≤ i , alors F (x) ≤ F (i) = i.
Il reste à montrer que µF est bien un point xe, et d'après 2, il reste don à montrer
que µF ≤ F (µF ). Il sut pour ela de montrer que ∀a ∈ E(a ≤ F (µF ) ⇒ F (a) ≤
F (µF ), e qui est immédiat en utilisant 2.

Le troisième point du fait préédent peut laisser à penser que notre présentation n'apporte
rien par rapport à la présentation traditionnelle du résultat de Tarski (voir par exemple
[34℄). Cependant, on onstate dans le fait suivant que la roissane de F n'a pas d'inuene
sur le prinipe d'indution, si on se plae dans un espae susamment restreint.
Proposition 8 (Prinipe d'indution) Soit E un TCK, F une fontion de E dans E
et P un prédiat sur E. On a :
∀a(∀x : a.P (x)⇒ ∀x : F (a).P (x)) ⇒ ∀x : µF.P (x)
preuve: On suppose que ∀a(∀x : a.P (x)⇒ ∀x : F (a).P (x)). En utilisant la proposition 3
page 20, on en déduit que ∀a(a ≤ SC(P )⇒ F (a) ≤ SC(P )), d'où vient par le fait 7 page
23 µF ≤ SC(P ), et nalement en réutilisant la proposition 3 page 20, ∀x : µF.P (x). 
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2.2.6 Co-indution dans les treillis omplets
Nous proédons omme pour les ensembles indutifs : on dénit d'abord l'élément o-
indutif assoié à une fontion.
Dénition 12 (Elément o-indutif assoié à une fontion) Soit E un treillis om-
plet et F une fontion de E dans E. On appelle élément o-indutif assoié à F , noté
νF , l'élément de E déni par :
νF = ∨{x; ∀a ∈ E(x ≤ a⇒ x ≤ F (a))}
On montre les propriétés basiques de l'élément o-indutif :
Fait 9 Soit E un treillis omplet et F une fontion de E dans E. On a :
1. ∀x(νF ≤ x⇐⇒ ∀y(∀a(y ≤ a⇒ y ≤ F (a))⇒ y ≤ x))
2. ∀x(νF ≤ x⇒ νF ≤ F (x))
3. νF ≤ F (νF )
4. Si F est roissante, alors νF est le plus grand point xe de F .
preuve:
1. C'est évident par dénition de la borne supérieure.
2. On suppose νF ≤ x, e qui donne par 1. ∀y(∀a(y ≤ a ⇒ y ≤ F (a)) ⇒ y ≤ x)). Il
faut montrer, par 1. enore ∀y(∀a(y ≤ a ⇒ y ≤ F (a)) ⇒ y ≤ F (x))). On suppose
que ∀a(y ≤ a ⇒ y ≤ F (a)), on a don y ≤ x, qu'on réinjete dans l'hypothèse, e
qui nous donne y ≤ F (x).
3. Immédiat par 2.
4. On suppose que F est roissante. Pour montrer que νF est un point xe, il sut
de montrer que F (νF ) ≤ νF , e qui est immédiat ar alors F (νF ) vérie que ∀a ∈
E(F (νF ) ≤ a⇒ F (νF ) ≤ F (a)), qui est trivial par 2. et par roissane.

La proposition suivante donne deux prinipes de o-indution : le premier semble avoir
peu d'intérêt pratique, et le seond orrespond à l'utilisation usuelle que l'on attend d'une
o-indution dans le as roissant :
Proposition 10 (Prinipes de o-indution) Soit E un TCK, F une fontion de E
dans E, et P un prédiat sur E. On a :
1. ∀y(∀a(y ≤ a⇒ y ≤ F (a))⇒ ∀x : y.P (x))⇒ ∀x : νF.P (x)
2. si F est roissante, alors : ∀y(y ≤ F (y)⇒ ∀x : y.P (x))⇒ ∀x : νF.P (x)
preuve:
1. Est une appliation du fait préédent 1. à et de la proposition 3 page 20 2. à SC(P ).
2. Il sut de vérier que si F est roissante, y ≤ F (y)⇐⇒ ∀a(y ≤ a⇒ y ≤ F (a)), e
qui est trivial.

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2.3 Parties saturées
La notion de partie saturée, bien onnue dans le domaine de l'informatique théorique, sert,
pour parler grossièrement, à identier un élément d'un ensemble ave tous les éléments qui
sont en relation ave lui pour une ertaine relation R ; dans le as où R est une relation
d'équivalene, un sous-ensemble usuel des parties saturées par R est elui formé par les
lasses d'équivalenes. Nous présentons ii le as général, et montrons qu'en fait les notions
présentées dans la setion préédente sont les mêmes que ('est à dire sont isomorphes à)
elles dont nous allons parler maintenant.
2.3.1 Dénition et premières propriétés
Dénition 13 (Parties saturées, singletons) Soit X un ensemble et R une relation
sur X. L'ensemble des parties de X saturées par R, noté PR(X) est le sous ensemble
de P(X) déni par :
P ∈ PR(X) ⇐⇒ ∀x ∈ P, ∀y ∈ X : x R y ⇒ y ∈ P
Si A ⊂ X, on note SatR(A) la plus petite partie saturée par R qui ontient A.
Si x ∈ X, on appelle singleton assoié à x l'ensemble SatR({x}), que l'on notera aussi
{x}R .
On note SR(X) l'ensemble des singletons de PR(X)
Remarque: Dans le as où R est une relation d'équivalene, on remarque immédiatement
que l'ensemble des singletons s'identie ave l'ensemble des lasses d'équivalene.
On observe également une propriété élémentaire des saturés de parties, qui onsiste à dire
que le saturé d'une partie est atteint au bout d'un nombre dénombrable d'itérations :
Fait 11 Soit E un ensemble, R une relation sur E et A ⊂ E. On dénit la suite (An)n∈N
par :
 A0 = A
 An+1 = {e; ∃a ∈ An : a R e}
Alors, SatR(A) = ∪n∈NAn
preuve:
1. ∪n∈NAn est saturée : eetivement, si x ∈ ∪n∈NAn, il existe n ∈ N tel que x ∈ An.
Soit y tel que x R y. Par dénition, y ∈ An+1, et don y ∈ ∪n∈NAn.
2. Soit B une partie saturée qui ontient A. Il est lair que, pour tout n ∈ N, An ⊂ B,
don ∪n∈NAn ⊂ B.
Il suit de 1. et 2. que ∪n∈NAn est la plus petite partie saturée qui ontient A. 
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Passage aux singletons
Nous observons ii l'analogue du passage au quotient sur les lasses d'équivalene.
Dénition 14 (R-ompatibilité) Soit E et F deux ensembles, R une relation sur E,
n un entier stritement positif et f une fontion de En dans F . On dit que f est R-
ompatible si pour tout (a1, . . . , an), (b1, . . . , bn) ∈ En si pour tout i = 1, . . . , n, ai R bi,
alors f(a1, . . . , an) = f(b1, . . . , bn).
Le fait suivant permet de dénir des fontions sur l'ensemble des singletons :
Fait 12 (Passage aux singletons) Soit E et F deux ensembles, R une relation sur E,
n un entier stritement positif et f une fontion R-insensible de En dans F . Alors, il existe
une fontion f˜ de (SR(E))n dans F telle que le diagramme i-dessous ommute :
En
{.}nR
//
f
##F
F
F
F
F
F
F
F
F
F
F
F
F
F
F
F
F
F
F
(SR(E))
n
f˜

F
{.}nR étant la fontion (a1, . . . , an) 7→ ({a1}R, . . . , {an}R)
preuve: Montrons que pour tout a, pour tout b, si pour tout i = 1, . . . , n, bi ∈ {ai}R,
f(b) = f(a). Cela est immédiat en utilisant la aratérisation de {ai}R du fait 11 page 25 :
si bi ∈ {ai}R, alors il existe ni tel que bi ∈ {ai}Rni, et don f(b) = f(a). 
2.3.2 Isomorphismes ave les treillis omplets premiers ou om-
pats
On prend une notation pour les suites d'éléments en relation les uns ave les autres :
Notation 7 Soit E un ensemble, R une relation sur E, x, y ∈ E, et n un entier. On note
x Rn y s'il existe une suite nie (xi)0≤i≤n telle que :
 x = x0 et y = xn.
 Pour tout entier i ≤ n, xi R xi+1.
On a, en partiulier, toujours x R0 x.
Le fait suivant établit que tout ensemble de parties saturées est un TCP, et donne une
aratérisation de la ompaité :
Fait 13 Soit X un ensemble et R une relation sur X.
1. TR(X) = (PR(X),⊆, ∅, X) est un TCP, et PTR(X) = SR(X).
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2. {x}R est un élément ompat de TR(X) si et seulement si
∀y(∃n ∈ N : y Rn x =⇒ ∃p ∈ N : x Rp y)
3. TR(X) est un TCK si et seulement si la lture transitive de R est symétrique.
preuve:
1. Le fait que et ensemble soit un treillis omplet est immédiat. On vérie que les
éléments premiers s'identient ave les singletons :
 SR(X) ⊂ PTR(X) : soit s = {x}R un singleton, et A ⊂ PR(X), tel que s ⊂ ∨A =
∪a∈Aa. On a don x ∈ ∨A, don il existe a ∈ A tel que x ∈ a, e qui entraîne s ⊂ a
ar a est saturée.
 PTR(X) ⊂ SR. Soit p ∈ PTR(X), A = {{α}R;α ∈ p}, et a = ∨A. Pour tout α ∈ p,
α ∈ a don p ⊂ a, et don il existe β ∈ p tel que p ⊂ {β}R. Il est immédiat que
{β}R ⊂ p (ar p est saturée), don p = {β}R.
2.  Soit {x}R ompat. Soit y tel que ∃n : y Rn x. On a, par le fait 11 page 25, que
{x}R ⊂ {y}R, et don par dénition, {x}R = {y}R, e qui entraîne {y}R ⊂ {x}R,
et don en réutilisant le fait 11 page 25, que ∃p : y Rp x.
 Soit x qui vérie ∀y(∃n : y Rn x⇒ ∃p : x Rp y), et y tel que {x}R ⊂ {y}R. Par le
fait 11 page 25, on a ∃n : y Rn x, et don ∃p : y Rp x, et don enore par le fait 11
page 25, on a {y}R ⊂ {x}R, e qui entraîne {x}R = {y}R.
3. Immédiat par 2.

Remarque: Le 3. du fait préédent revient aussi à dire que la lture transitive de R est
une relation d'équivalene partielle (PER).
Il faut ependant prendre garde à ne pas avoir de vision trop naïve des TCP. En partiulier,
dans un TCP, on peut avoir des éléments ompats qui ont des minorants strits, omme le
montre l'exemple suivant : E = {a; b; c}, ave R = {(a, b); (a, c)}. {a}R = E est ompat,
mais est stritement minoré par {b}R, {c}R (qui ne sont pas ompats), et ∨{{b}R; {c}R} =
{b; c}.
Il vient naturellement la question inverse du fait préédent : un TCP ou un TCK est il
toujours isomorphe à un ensemble de parties saturées ? La réponse, positive, sera préisée
par la proposition suivante, après que nous ayons préisé e que nous entendons dans e
ontexte par isomorphe.
Dénition 15 Soit (E,≤,⊥,⊤) et (E ′,≤′,⊥′,⊤′) deux treillis omplets, et φ une appli-
ation de E dans E ′. On dit que φ est un morphisme de treillis omplets si :
φ(∨A) = ∨{φ(a); a ∈ A} pour tout A ⊂ E
On dit que φ est un isomorphisme de treillis omplets si 'est un morphisme de treillis
omplets, qu'il est bijetif et que son inverse est un morphisme de treillis omplets.
S'il existe un morphisme de treillis omplets entre (E,≤,⊥,⊤) et (E ′,≤′,⊥′,⊤′), on dit
qu'ils sont isomorphes.
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Remarque: Le fait que φ soit un morphisme de treillis omplets entraîne naturellement
que φ est roissante, que φ(⊥) = ⊥′ et φ(⊤) = ⊤′.
Proposition 14 Les TCP et les TCK sont omplètement aratérisés par les ensembles
de parties saturées :
1. Tout TCP est isomorphe à un ensemble de parties saturées.
2. Tout TCK est isomorphe à un ensemble de parties saturées par une relation d'équi-
valene.
preuve: Soit (E,≤,⊥,⊤) un treillis omplet. On dénit les fontions φ et ψ par :
φ : E → P≥(PE)
e 7→ Sat≥(Pe)
ψ : P≥(PE) → E
P 7→ ∨{p; p ∈ P}
Il est immédiat que es fontions sont bien dénies. Il faut vérier que e sont bien des
morphismes de treillis omplets (1.) entre (E,≤,⊥,⊤) et T≥(PE), puis qu'ils sont inverses
l'un de l'autre (2.) :
1.  φ est un morphisme de treillis omplets : il sut de montrer que
φ(∨A) = ∪{φ(a); a ∈ A} pour tout A ⊂ E.
 φ(∨A) ⊂ ∪{φ(a); a ∈ A} : soit x ∈ φ(∨A) = Sat≥(P∨A). Par le fait 11 page 25,
et par transitivité de ≥, il existe α ∈ P∨A tel que x ≤ α. α étant premier, par
dénition de P∨A, il existe a ∈ A tel que α ≤ a. Il s'ensuit que x ≤ a, et don
x ∈ Sat≥(Pa) = φ(a) ⊂ ∪{φ(a); a ∈ A}.
 ∪{φ(a); a ∈ A} ⊂ φ(∨A) : soit x ∈ ∪{φ(a); a ∈ A}. Il existe a ∈ A tel que
x ∈ φ(a), don il existe p ∈ Pa tel que x ≤ p. Or, omme a ∈ A, on a a ≤ ∨A et
don Pa ⊂ P∨A. On a don p ∈ P∨A, et don x ∈ Sat≥(P∨A) = φ(∨A).
 ψ est un morphisme de treillis omplets : il sut de montrer que
ψ(∪A) = ∨{ψ(a); a ∈ A} pour tout A ⊂ P≥(PE).
 ψ(∪A) ≤ ∨{ψ(a); a ∈ A} : soit p ∈ ∪A. Il existe a ∈ A tel que p ∈ a, et don
p ≤ ∨{p; p ∈ a} = ψ(a), d'où p ≤ ∨{ψ(a); a ∈ A}. Comme ψ(∪A) = ∨{p; p ∈
∪A}, il s'ensuit bien que ψ(∪A) ≤ ∨{ψ(a); a ∈ A}.
 ∨{ψ(a); a ∈ A} ≤ ψ(∪A) D'après la proposition 1 page 19, il sut de montrer
∀x : ∨{ψ(a); a ∈ A}.x ≤ ψ(∪A) . Soit x ∈ P∨{ψ(a);a∈A}. Par dénition, x ≤
∨{ψ(a); a ∈ A}, et don il existe a ∈ A tel que x ≤ ψ(a) = ∨{p; p ∈ a}. Don,
il existe p ∈ a tel que x ≤ p. Or, omme p ∈ a, p ∈ ∪A, et don il existe p ∈ ∪A
tel que x ≤ p, il s'ensuit que x ≤ ∨{p; p ∈ ∪A} = ψ(∪A).
 Il s'agit maintenant de montrer que les deux morphismes sont des morphismes
inverses :
 Soit e ∈ E, on a ψ(φ(e)) = ∨{p; p ∈ Sat≥(Pe)}. Comme pour tout x ∈ Sat≥(Pe),
il existe p ∈ Pe, tel que x ≤ p il s'ensuit que ∨{p; p ∈ Sat≥(Pe)} ≤ ∨{p; p ∈ Pe}.
Comme Pe ⊂ Sat≥(Pe), il s'ensuit que ∨{p; p ∈ Sat≥(Pe)} ≥ ∨{p; p ∈ Pe}. D'où
ψ(φ(e)) = ∨{p; p ∈ Pe} = e.
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 Soit P ∈ P≥(PE), on a φ(ψ(P )) = Sat≥(P∨{p;p∈P}). Si p ∈ P , p ≤ ∨{p; p ∈
P}, et don p ∈ P∨{p;p∈P} ⊂ Sat≥(P∨{p;p∈P}) : P ⊂ Sat≥(∨{p; p ∈ P}). Si
q ∈ Sat≥(P∨{p;p∈P}), on a don qu'il existe p ∈ P∨{p;p∈P} tel que q ≤ p. Comme
p ≤ ∨{p; p ∈ P}, q aussi, et don il existe p ∈ P tel que q ≤ p. Il s'ensuit par
saturation de P que q ∈ P :Sat≥(P∨{p;p∈P}) ⊂ P .
2. Il sut de vérier que si E est un TCK, alors ≥ restreinte à PE est une relation
d'équivalene. La réexivité et la transitivité sont triviales, et la symétrie déoule
de la dénition de ompat : en fait, ette relation est simplement l'égalité sur les
ompats !

2.3.3 Un résultat de ompaité pour les lasses de λ -termes
On donne ii un petit résultat qui donne une aratérisation élémentaire des termes nor-
maux et des termes qui boulent. On dit que t ∈ Λ boule si t ≻β t et si t n'est pas
normal. La proposition suivante donne une aratérisation des singletons ompats dans
l'ensemble des parties de Λ saturées par la β-expansion ≺β (noté P≺β(Λ)).
Proposition 15 Soit E = P≺β(Λ), et t ∈ Λ :
{t}≺β est ompat ⇐⇒ t est normal ou t boule
preuve: D'après le fait 13 page 26, {t}≺β est ompat si et seulement si pour tout y, si
t ≻β y, alors y ≻β t. Cei est évidemment vrai pour les termes normaux. Si t n'est pas
normal, alors par dénition, t boule. 
2.4 Treillis appliatifs
Dénition 16 (Treillis appliatif) Soit (E,≤,⊥,⊤) un treillis omplet, et @ une fon-
tion de E × E dans E. On dit que @ ommute aux sups si pour tout A ⊂ E et pour tout
b ∈ E :
 ∨{a@b; a ∈ A} = ∨A@b
 ∨{b@a; a ∈ A} = b@ ∨A
On appelle treillis appliatif un quintuplet (E,≤,⊥,⊤,@) tel que (E,≤,⊥,⊤) soit un
treillis omplet et @ ommute aux sups. On note TA un treillis appliatif.
On onstate immédiatement que dans un treillis appliatif, @ est roissante, plus préisé-
ment :
Fait 16 Soit (E,≤,⊥,⊤,@) un treillis appliatif, et a, b, c ∈ E tels que a ≤ b. Alors :
a@c ≤ b@c et c@a ≤ c@b
preuve: a@c ≤ ∨{x@c; x ∈ {a; b}} = (∨{x; x ∈ {a; b}})@c = b@c. 
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L'objetif de ette setion est de montrer qu'un treillis appliatif est une struture su-
samment rihe pour y exprimer la β-expansion et la η-rédution. Plus préisément, nous
allons montrer le résultat suivant :
Proposition 17 Tout treillis appliatif ontient un modèle de Λ≺β∪≻η .
Nous allons dénir e que l'on entend par un modèle de Λ≺β∪≻η , et avant ela, donner
la dénition de la η-rédution. Tout omme la β-rédution, il faut tout d'abord dénir le
ontraté d'un radial.
La règle de réériture onsiste en la ontration d'un η-radial (ou η-redex), qui est une
abstration dont le sous-terme est une appliation, le membre de droite de l'appliation
étant la variable abstraite, et son membre de gauhe un terme dans lequel la variable
abstraite n'est pas libre :
λx.(t x)︸ ︷︷ ︸
radial (x non libre dans t)
≻η−rad t︸︷︷︸
ontraté
Dénition 17 La η0-rédution, notée ≻η0 est dénie par :
t ≻η−rad t
′
t ≻η0 t
′
t ≻η0 t
′
λx.t ≻η0 λx.t
′
t ≻η0 t
′
(t u) ≻η0 (t
′ u)
t ≻η0 t
′
(u t) ≻η0 (u t
′)
La η-rédution, notée ≻η est dénie par :
t ≻η t
t ≻η0 t
′
t ≻η t
′
t ≻η t
′ t′ ≻η t
′′
t ≻η t
′′
Dénition 18 Un ensemble ordonné M = (E,≤) est un modèle de Λ≺β∪≻η si il existe
une fontion I de Λ dans M telle que :
 Si u ≻β v, alors I(u) ≤ I(v)
 Si u ≻η v, alors I(u) ≥ I(v)
Il faut pour ela pouvoir interpréter l'abstration, e qu'on va faire après avoir interprété
la èhe →, qui orrespond à la èhe des types :
Dénition 19 Soit (E,≤,⊥,⊤,@) un treillis appliatif. Soit a, b ∈ E et f une fontion
de E dans E.On dénit :
 a→ b = ∨{y; y@a ≤ b}
 Λf = ∧{x→ f(x); x ∈ E}
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Lemme 18 Pour tous a, b, c ∈ E, pour toute fontion f de E dans E :
1. a ≤ (b→ c) ⇐⇒ (a@b) ≤ c.
2. Λf@a ≤ f(a).
3. a ≤ Λ(x 7→ a@x).
preuve:
1.  ⇐ : est évident, ar si a@b ≤ c, alors a ∈ {y; y@b ≤ c}, et don a ≤ ∨{y; y@b ≤ c}.
 ⇒ : soit a ≤ b→ c. Posons Y = {y; y@b ≤ c}. On a a ≤ ∨Y , et par le fait 16 page
29, on en déduit a@b ≤ ∨Y@b. Comme @ ommute aux sups, ∨A@b = ∨{y@b; y ∈
Y }. Or, pour tout y ∈ Y , y@b ≤ c, et don ∨{y@b; y ∈ Y } ≤ c, d'où a@b ≤ c.
2. Par 1., il sut de montrer que Λf ≤ a⇒ f(a), e qui est immédiat par dénition de
Λ.
3. Enore par 1., il sut de montrer que pour tout x, a@x ≤ a@x, e qui est pour le
moins lair.

Ce lemme est la lé pour montrer la proposition 17 page 30. On démontre ependant
deux lemmes tehniques avant de faire la preuve nale. Il faut tout d'abord dénir les
interprétations :
Dénition 20 (Interprétation des λ-termes dans un treillis appliatif)
Soit E un treillis appliatif.
On appelle valuation sur E une fontion de l'ensemble des variables du λ-alul dans E. Si
V est une valuation, on dénit V[x := e] la valuation égale à V sur les variables distintes
de x, et qui vaut e sur x.
Pour haque valuation V , on dénit une interprétation IV des termes dans E par :
 IV(x) = V(x) pour toute variable x.
 IV(uv) = IV(u)@IV(v).
 IV(λx.t) = Λ(e 7→ IV [x:=e](t)) .
(e 7→ f(e) désignant la fontion qui à e assoie f(e))
Le premier lemme tehnique est la propriété de substitutivité des interprétations :
Lemme 19 Soit t,u et v des λ-termes, x,y deux variables distintes, e, f ∈ E, et V une
valuation. On a :
1. V[x := e][y := f ] = V[y := f ][x := e]
2. Si y n'est pas libre dans u, IV [y:=e](u) = IV(u)
3. IV(t[x := u]) = IV [x:=IV(u)](t)
preuve:
1. Évident par dénition.
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2. Par indution sur la struture de u :
 Si u est une variable, alors 'est évident.
 Si u est une appliation, 'est immédiat par dénition de l'interprétation et hypo-
thèse d'indution.
 Si u est une abstration : u = λz.u′ :
 Si z = y, alors
IV [y:=e](u) = Λ(f 7→ IV [y:=e][y:=f ](u
′))
= Λ(f 7→ IV [y:=f ](u
′))
 Si y 6= z, y n'est pas libre dans u′ et :
IV [y:=e](u) = Λ(f 7→ IV [y:=e][z:=f ](u
′))
par 1. = Λ(f 7→ IV [z:=f ][y:=e](u
′))
par H.I. = Λ(f 7→ IV [z:=f ](u
′))
3. Par indution sur la struture de t :
 Si t est une variable, 'est immédiat.
 Si t est une appliation, 'est immédiat par H.I.
 Si t est une abstration : t = λy.t′
 Si y = x :
IV(t[x := u]) = IV(λx.t
′[x := u])
= IV(λx.t
′)
= Λ(e 7→ IV [x:=e](t
′))
= Λ(e 7→ IV [x:=IV(u)][x:=e](t
′))
= IV [x:=IV(u)](t)
 Si y 6= x ; on renomme éventuellement y pour éviter la apture de variables, e
qui donne IV [y:=e](u) = IV(u) (r) par 2. et :
IV(t[x := u]) = IV(λy.(t
′[x := u]))
= Λ(e 7→ IV [y:=e](t
′[x := u]))
par H.I. = Λ(e 7→ IV [y:=e][x:=IV[y:=e](u)](t
′))
par 1. = Λ(e 7→ IV [x:=IV[y:=e](u)][y:=e](t
′))
par (r) = Λ(e 7→ IV [x:=IV(u)][y:=e](t
′))
= IV [x:=IV(u)](t)

Le seond lemme est un lemme de roissane :
Lemme 20 Pour tout treillis appliatif E, pour toutes fontions f et g de E dans E :
Si ∀e ∈ E(f(e) ≤ g(e)) alors Λf ≤ Λg
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preuve: On suppose ∀e ∈ E(f(e) ≤ g(e)). Soit x ∈ E. x→ f(x) = ∨{y; y@x ≤ f(x)} Or,
si y@x ≤ f(x), on a par hypothèse y@x ≤ g(x). On en déduit que ∨{y; y@x ≤ f(x)} ≤
∨{y; y@x ≤ g(x)}, et don x → f(x) ≤ x → g(x). D'où ∧{x → f(x); x ∈ E} ≤ ∧{x →
g(x); x ∈ E}. 
On fait maintenant la preuve de la proposition 17 page 30 :
preuve: On va montrer en fait : pour toute valuation V , pour tous termes u et v :
 Si u ≻β0 v, alors IV(u) ≤ IV(v)
 Si u ≻η0 v, alors IV(u) ≥ IV(v)
Le résultat pour pour leurs ltures transitives réexives résultant des propriétés de l'ordre.
On fait la preuve dans haque as par indution sur la struture de u.
Pour β0 :
 Si u est une variable, u ≻β0 v est faux.
 Si u est une abstration. u = λx.u′ et v = λx.v′ ave u′ ≻β0 v
′
. Par H.I., pour toute
valuation V , IV (u
′) ≤ IV (v
′). On a don, pour tout e′ ∈ E (e 7→ IV [x:=e](u
′))(e′) ≤ (e 7→
IV [x:=e](v′))(e′). On a don, par le lemme 20 : Λ(e 7→ IV [x:=e](u′)) ≤ Λ(e 7→ IV [x:=e](v′)),
et don IV (u) ≤ IV (v).
 Si u est une appliation : u = (ab).
 Si v = (a′b) ou v = (ab′) ave a ≻β0 a
′
ou b ≻β0 b
′
, e résultat suit immédiatement de
l'hypothèse d'indution et de la roissane de l'appliation.
 Si a = λx.a′ et v = a′[x := b] :
IV (u) = IV (a)@IV (b)
= Λ(e 7→ IV [x:=e](a
′))@IV (b)
par le lemme 18.2 ≤ IV [x:=IV (b)](a
′)
par le lemme 19.3 = IV (a
′[x := b])
= IV (v)
Pour η0 :
 Si u est une variable, u ≻η0 v est faux.
 Si u est une abstration.
 Si u = λx.u′ et v = λx.v′ ave u′ ≻η0 v
′
. Par H.I., pour toute valuation V , IV (u
′) ≥
IV (v′). On a don, pour tout e′ ∈ E (e 7→ IV [x:=e](u′))(e′) ≥ (e 7→ IV [x:=e](v′))(e′).
On a don, par le lemme 20 : Λ(e 7→ IV [x:=e](u
′)) ≥ Λ(e 7→ IV [x:=e](v
′)), et don
IV (u) ≥ IV (v).
 Si u = λx.(u′x) ave x non libre dans u′ et v = u′.
IV (u) = IV (λx.(u
′x))
= Λ(e 7→ IV [x:=e](u
′x))
par dénition = Λ(e 7→ IV (u
′)@e)
par le lemme 18.3 ≥ IV (u
′)
= IV (v)
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 Si u est une appliation : u = (ab), v = (a′b) ou v = (ab′) ave a ≻η0 a
′
ou b ≻η0
b′ , e résultat suit immédiatement de l'hypothèse d'indution et de la roissane de
l'appliation.
Si on poseM = IV (Λ), on a don bien queM est un modèle de Λ≺β ;≻η . Cei lt la preuve
de la proposition. 
Nous ne présentons pas d'appliation direte de la proposition 17 page 30. Nous onstatons
simplement qu'elle permet de onstruire, par des proédés élémentaires, une grande lasse
de modèles de la β-expansion et de la η-rédution. Les modèles les plus intuitifs peuvent
être onstruits omme suit :
Soit X un ensemble, et f une fontion de X ×X dans X. On pose @ la fontion de P(X)
dans P(X) dénie par :
a@b = {f(α, β);α ∈ a, β ∈ b}
On vérie que @ ommute au sup : Soit A ⊂ P(X), on a ∨A = ∪a∈Aa.
∨A@b = {f(α, β);α ∈ ∨A, β ∈ b}
= {f(α, β); ∃a ∈ A : α ∈ a, β ∈ b}
= {x; ∃α∃a∃β(a ∈ A, α ∈ a, β ∈ b, x = f(α, β)}
= {x; ∃a(a ∈ A, ∃α∃β(α ∈ a, β ∈ b, x = f(α, β)}
= {x; ∃a(a ∈ A, x ∈ a@b)}
= ∪a∈A(a@b)
= ∨{a@b; a ∈ A}
On montre par exemple aisément que I(λx.x) = {1} dans le modèle oùX = N et f(n,m) =
n×m . . .
2.5 Treillis λ-ompats
Nous allons terminer ette setion sur les préliminaires sémantiques en introduisant une
famille de strutures qui va apturer l'essentiel de e dont on aura besoin par la suite.
2.5.1 Dénitions et premières propriétés
Dénition 21 Un treillis appliatif est λ-ompat si il est non réduit à ⊥ et si pour toute
valuation qui interprète les variables du λ-alul par des éléments ompats, pour tout terme
t du λ-alul, IV(t) est ompat.
Fait 21 Tout treillis appliatif λ-ompat ontient un modèle de Λ=β ,=η
preuve: C'est immédiat par dénition : si I(u) ≤ I(v) et si I(u) et I(v) sont ompats,
alors I(u) = I(v) par dénition de la ompaité. 
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2.5.2 Exemples
Treillis trivial
E = {⊥;⊤}, muni de l'appliation dénie par :
@ ⊤ ⊥
⊤ ⊤ ⊥
⊥ ⊥ ⊥
est un treillis λ-ompat. La table de l'appliation est d'ailleurs également elle de la
onjontion et de l'intersetion.
Il est immédiat de vérier que 'est un treillis appliatif. On montre par indution que
l'image de tout λ-terme dans la valuation qui à toute variable assoie ⊤ est ompate :
 Cas variable : 'est lair
 Cas appliation : 'est lair
 Cas abstration : on montre plus généralement que si f est une fontion qui à ⊤ assoie
⊤, alors Λ(f) = ⊤. En eet, Λ(f) = (⊤ → ⊤) ∩ (⊥ → f(⊥)). Or, ⊤ ≤ (⊤ → ⊤) et
⊤ ≤ ⊥ → x pour tout x don ⊤ ≤ Λ(f).
Supposons maintenant que E ontienne au moins un élément ompat entre ⊤ et ⊥. Si
et élément est unique, alors on n'a pas ⊤ = ∨{a}, et don ⊤ n'est pas égal à la borne
supérieure des ompats qui le minore, e qui est absurde. Don il y a au moins un autre
élément distint de ⊤.
Parties saturées de λ-termes
La néessité que tout élément premier soit ompat impose de se restreindre aux relations
d'équivalene d'après la proposition 14 page 28. On s'intéresse don aux ensembles de la
forme E = PR(Λ), ave R une relation d'équivalene, et on pose :
a@b = {(uv); u ∈ a, v ∈ b}R
L'ordre est l'inlusion, on a un treillis omplet par le fait 14 page 28.
Montrons que ela nous donne bien un treillis appliatif :
soit A ⊂ E. ∨A = ∪a∈Aa. soit b ∈ E
 Prenons x ∈ (∨A)@b. Il existe u ∈ ∨A, v ∈ b tels que x ∈ {(uv)}R. Comme u ∈ ∨A, il
existe a ∈ A tel que u ∈ a, et don il existe a ∈ A tel que x ∈ a@b.
 Soit x ∈ ∨{a@b; a ∈ A}. Il existe a ∈ A tel que x ∈ a@b ≤ ∨A@b par roissane.
On a bien un treillis appliatif.
Si on prend R = β, on n' a pas la ompaité pour les images de λ-termes : eetivement,
si on prend a une onstante, on a {a}R ⊂ I(λx.(a)x) et {λx.(a)x}R ⊂ I(λx.(a)x). Ainsi,
l'interprétation de λx.(a)x n'est pas ompate.
Vérions que ela fontionne pour R = βη :
Il reste à montrer que l'interprétation de tout λ-terme t, sous l'hypothèse que la valuation
des variables est dans les ompats, est ompate.
On proède par indution.
36 CHAPITRE 2. PRÉLIMINAIRES SÉMANTIQUES
 si t est une variable, 'est trivial.
 si t est une appliation, 'est trivial aussi.
 si t est une abstration : on suppose que t = λx.u. I(t) = Λ(e 7→ IV [x:=e](u) Soit a
un ompat. Par le lemme 18 page 31 I(t)@a ≤ IV [x:=a](u), et don est ompate par
hypothèse d'indution. Prenons t1 et t2 ∈ I(t), et α une variable non libre dans t1
et t2, et posons a = {α}R. On a (t1α) et (t2α) ∈ IV [x:=a](u), qui est ompat don
(t1α) =βη (t2α),et don λα(t1α) =βη λα(t1α), d'où t1 =βη t2. Et don I(t) est ompat.
Dénition 22 (Modèle Standard) On appellera modèle standard (Pβη(Λ),⊂).
Autres modèles
Nous avons montré en fait que toute relation d'équivalene qui ontient βη donne un
treillis λ-ompat : le premier as de modèle trivial en est un as partiulier. On peut
aussi prendre un modèle de failité (f. par exemple la thèse d'Yves Bertini [8℄) : R est
dans e as la relation d'équivalene ontextuelle engendrée par βη et l'équation λx.x =
(λx.(x x) λx.(x x)), et le modèle est non-trivial.
2.6 Conlusion
Nous avons présenté dans e hapitre les notions sémantiques, assez naïves mais laires
nous l'espérons qui vont sous-tendre l'étude théorique du système ST que nous présentons
dans le hapitre suivant. Il sera utile au leteur d'avoir en tête le modèle standard de
réalisabilité qui orrespond aux parties saturées par βη.
Chapitre 3
Le système ST
3.1 Présentation informelle
Le système ST est un formalisme de typage du λ-alul pur qui permet de distinguer les
parties d'une preuve ave ou sans ontenu algorithmique et de faire du sous-typage. Nous
proposons pour e système une présentation légèrement diérente de l'originale [50℄, [49℄ :
 nous utilisons des ontextes ordonnés, qui permettent un ontrle simultané de la onstru-
tion des termes et des preuves.
 pour failiter la leture, nous utiliserons deux notations :
 Une λ-notation (λx : s.t, u(v), . . .) pour les termes destinés à être interprétés séman-
tiquement (les types, les formules,. . .).
 Une notation style mahine à érire, similaire à l'ériture d'un programme ML
(fun x -> t, (u v), . . .) pour les programmes1 .
 nous séparons les règles des axiomes.
 nous remplaçons ertains axiomes.
 l'adéquation est montrée pour des modèles de réalisabilité abstraits.
Nous ommençons (setion 3.2) par présenter les règles de bonne formation de ontexte et
de onstrution de termes. Puis, nous présentons les règles et axiomes dépourvus d'opéra-
teurs (setion 3.3), 'est à dire dont l'ériture ne fait apparaître que les onstantes de base.
Après avoir déni les opérateurs utiles, nous donnons les règles et axiomes qui utilisent es
opérateurs (3.4).Nous donnons ensuite une preuve de onsistane du système par adéqua-
tion dans un modèle abstrait de réalisabilité tel que vu au hapitre 2 (setion 3.4). Enn,
nous donnons une série de faits qui peuvent être qualiés de tehniques, pour l'essentiel
déjà énonés dans [50℄ et [49℄, dont nous détaillons un peu plus les preuves et dont la
leture est protable pour mieux saisir le fontionnement du système.
1
Nous attirons ii l'attention du leteur sur les diérentes notations :
 Ce qui s'appelle ii les termes, pour lesquels nous érivons l'appliation sous la forme u(v), généralisent
les types (éléments du treillis) du hapitre préédent.
 Ce qui s'appelle ii les programmes (érits en style mahine à érire) orrespondent aux λ-termes du
hapitre préédent.
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3.2 Sortes, termes et ontextes
3.2.1 Sortes
Les jugements les plus simples onernent les sortes ; on distingue deux sortes de base : τ
(la sorte des types, ou propositions ave ontenu algorithmique) et o (la sorte des formules,
ou propositions sans ontenu algorithmique), à partir desquelles on onstruit les autres
sortes à l'aide de la èhe →, e qui donne les règles élémentaires suivantes :
⊢ τ : ∗ ⊢ o : ∗
⊢ s1 : ∗ ⊢ s2 : ∗
⊢ (s1 → s2) : ∗
Le jugement ⊢ s : ∗ peut se lire simplement s est une sorte.
3.2.2 Termes et ontextes
Commençons par dénir les termes, qui sont des λ-termes ave abstration annotée par
une sorte, soit à la Curry :
Dénition 23 (Termes) On se donne un ensemble de variables de termes Vt. Un terme
est :
 Si x ∈ Vt, x est un terme.
 Si u et v sont deux termes, u(v) est un terme.
 Si x ∈ Vt et u est un terme et ⊢ s : ∗, λx : s.u est un terme.
Nous ne dénissons pas les notions de variables liées, libres, et de substitution qui peuvent
se trouver dans toute référene ommune sur le λ-alul ([32℄, [3℄, . . .).
Dénition 24 (Contexte) On se donne un ensemble V variables appelées variables de
programme. Un ontexte est déni par :
 [] est un ontexte.
 Si Γ est un ontexte, x ∈ Vt et ⊢ s : ∗, alors Γ, x : s est un ontexte.
 Si Γ est un ontexte, x ∈ V et t est un terme, alors Γ, x : t est un ontexte.
 Si Γ est un ontexte, et t est un terme, alors Γ, t est un ontexte.
En d'autres termes, pour éviter de jargonner inutilement, un ontexte sera une liste or-
donnée de paires variable : sorte ou variable : terme ou terme. Si Γ est un ontexte,
on appelle V (Γ) l'ensemble des variables qui apparaissent dans Γ omme membre gauhe
d'une paire variable : sorte (ou variable : terme).
Nous dénissons parmi les ontextes et parmi les termes eux qui sont liites : respe-
tivement les ontextes bien formés et les termes typés. Nous présentons progressivement
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les règles de formation des ontextes bien formés (qu'on note WF ). Les premières règles
servent à rajouter à un ontexte une délaration de variable sortée :
WF ([])
WF (Γ) ⊢ s : ∗ x /∈ V (Γ)
WF (Γ, x : s)
On peut maintenant bâtir les termes typés ; on se donne un ensemble inni de ouples
constante : sorte, noté Const qui ontient les éléments suivants :
 Constantes de propositions :
 ⇒o: o→ o→ o
 ∀os : (s→ o)→ o pour haque sorte s
 ⊂: τ → τ → o
 Constantes de types :
 ⇒τ : τ → τ → τ
 ∀τs : (s→ τ)→ τ pour haque sorte s
 ։: o→ τ → τ
Notation 8 On adopte les onventions d'ériture suivantes :
 Tout onneteur binaire a ∈ {⇒o;⇒τ ;։} sera noté en position inxe i.e. a(x)(y) sera
noté (x a y).
 Un quantiateur ξ ∈ {∀os; ∀
τ
s} appliqué pourra être noté ξx.A(x) au lieu de ξλx.A(x).
 Lorsque la sorte de ⇒ sera impliite, on l'omettra pour alléger les éritures.
Les règles de onstrutions des termes typés sont les règles du λ-alul simplement typé :
WF (Γ) x : s ∈ Γ
Γ ⊢ x : s
WF (Γ) c : s ∈ Const
Γ ⊢ c : s
Γ ⊢ u : s1 → s2 Γ ⊢ v : s1 ⊢ s1 → s2 : ∗
Γ ⊢ u(v) : s2
Γ, x : s1 ⊢ t : s2 ⊢ s1 → s2 : ∗
Γ ⊢ λx : s1.t : s1 → s2
Les termes étant onstruits, on étend la notion de ontexte bien formé ave les règles
suivantes :
WF (Γ) Γ ⊢ P : o
WF (Γ, P )
WF (Γ) Γ ⊢ A : τ x /∈ V (Γ) x ∈ V
WF (Γ, x : A)
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Un ontexte sera don omposé :
 de délarations de sortage (de la forme x : s ave s : ∗)
 de délarations logiques (de la forme P ave P : o)
 de délarations de typage (de la forme x : A ave A : τ)
Nous allons voir maintenant omment on utilise les délarations logiques et de typage dans
les dédutions qui nous intéressent : la formation de programmes et la preuve de formules.
3.3 Règles et axiomes purs
Nous présentons dans ette setion les règles et axiomes les plus purs dans le sens où ils
ne font pas intervenir d'opérateurs dénis. Disposant de formules logiques et de types, nous
aurons les règles logiques et les règles de typage, ainsi que des règles mixtes. Les axiomes
serviront à donner les propriétés du sous-typage.
3.3.1 Règles logiques
Les règles logiques sont les règles usuelles du alul des prédiats d'ordre supérieur :
WF (Γ) P ∈ Γ
Axo
Γ ⊢ P
Γ, P ⊢ Q
⇒oI
Γ ⊢ P ⇒o Q
Γ ⊢ P ⇒o Q Γ ⊢ P
⇒oE
Γ ⊢ Q
Γ, x : s ⊢ Q
∀oI
Γ ⊢ ∀osx Q
Γ ⊢ ∀osQ Γ ⊢ t : s
∀oE
Γ ⊢ Q(t)
3.3.2 Règles de typage
Les règles de typage sont analogues aux règles logiques, sauf qu'elles ont un ontenu
algorithmique, 'est à dire qu'elles servent à bâtir des programmes. On se donne don un
deuxième étage de λ-termes, que l'on va noter omme des programmes dans le style ML :
P = V | fun V ->P | ( P P )
3.3. RÈGLES ET AXIOMES PURS 41
Puis on se donne les règles suivantes :
WF (Γ) x : A ∈ Γ
Axτ
Γ ⊢ x : A
Γ, x : A ⊢ t : B
⇒τI
Γ ⊢ fun x -> t : A⇒τ B
Γ ⊢ u : A⇒τ B Γ ⊢ v : A
⇒τE
Γ ⊢ ( u v ) : B
Γ, X : s ⊢ t : A
∀sI
Γ ⊢ t : ∀τsX.A
Γ ⊢ t : ∀τsA Γ ⊢ v : s
∀sE
Γ ⊢ t : A(v)
On remarque que es règles sont les règles du système F , la quantiation étant étendue à
toutes les sortes.
3.3.3 β-règles
Il s'agit des règles de β-onversion :
Γ ⊢ t : A A ≻β A
′
βτred
Γ ⊢ t : A′
Γ ⊢ t : A Γ ⊢ A′ : τ A′ ≻β A
βτexp
Γ ⊢ t : A′
Γ ⊢ P P ≻β P
′
βored
Γ ⊢ P ′
Γ ⊢ P Γ ⊢ P ′ : o P ′ ≻β P
βoexp
Γ ⊢ P ′
La relation ≻β étant dénie omme dans la dénition 1 page 15.
3.3.4 Règles mixtes
Il s'agit des règles qui font intervenir à la fois des jugements de typage et des jugements
(ou hypothèses) logiques.
La première des règles mixtes est la règle de sous-typage :
Γ ⊢ A ⊂ B Γ ⊢ t : A
⊂
Γ ⊢ t : B
L'introdution et l'élimination de la èhe spéiale sont les pendants des règles orrespon-
dantes pour les ⇒ :
Γ, P ⊢ t : A
։I
Γ ⊢ t : P ։ A
Γ ⊢ t : P ։ A Γ ⊢ P
։E
Γ ⊢ t : A
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Il y a de plus deux règles struturelles :
 La règle de renforement :
Γ, x : A ⊢ A ⊂ B
Renf
Γ ⊢ A ⊂ B
 La règle de oupure, qui est une règle gauhe :
Γ, x : A ⊢ t : B Γ ⊢ A′ ⊂ A
Coup
Γ, x : A′ ⊢ t : B
3.3.5 Axiomes
Il s'agit d'un ensemble de formules A tel qu'on ait la règle suivante :
WF (Γ) P ∈ A
Axiome
Γ ⊢ P
Ces axiomes servent à exprimer les propriétés du sous-typage. Ils peuvent être vus omme
des propriétés d'une relation binaire qui est presque un ordre, sans l'antisymétrie :
Axiome 1 (Les axiomes de base)
1. Réexivité : ∀A(A ⊂ A)
2. Transitivité : ∀A,B,C((A ⊂ B)⇒ (B ⊂ C)⇒ (A ⊂ C))
3. Borne inférieure (pour haque sorte s) :
(a) Minorant : ∀o(s→τ)B∀
o
sx(∀
τ
sB ⊂ B(x))
(b) Plus grand Minorant : ∀oτA∀
o
(s→τ)B(∀
o
sx(A ⊂ B(x))⇒ (A ⊂ ∀
τ
sB))
4. Contra- et Co-variane de ⇒τ :
∀A,B,C,D((A ⊂ B)⇒ (C ⊂ D)⇒ ((B ⇒τ C) ⊂ (A⇒τ D)))
5. Flèhe spéiale :
(a) Gauhe : ∀P, ∀A(P ⇒ ((P ։ A) ⊂ A))
(b) Droit : ∀P, ∀A,B((P ⇒ (A ⊂ B))⇒ (A ⊂ (P ։ B)))
() Permutation : ∀P∀A,B((P ։ (A⇒ B)) ⊂ (A⇒ (P ։ B)))
6. Axiome de Mithell : ∀A,B(∀x(A(x)⇒ B(x)) ⊂ (∀xA(x)⇒ ∀xB(x)))
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Faisons ii quelques ommentaires sur es axiomes pour en donner le sens intuitif. Il est
bon d'avoir en tête que les types représentent des ensembles de programmes, et que si A
et B sont deux types, A⇒τ B représente l'ensemble formé des programmes f tels que pour
tout a ∈ A, (f a) ∈ B. L'inlusion ⊂ représente simplement l'inlusion entre ensembles,
et le ∀τs l'intersetion. La èhe spéiale ։ a le sens suivant : si A est un type et P une
proposition :
 si P est vraie, P ։ A est A.
 si P est fausse, P ։ A est tout.
Muni de e guide, il est plus aisé de omprendre les axiomes :
 Les axiomes 1 et 2 donnent les propriétés d'une relation d'ordre, sauf l'antisymétrie.
 Les axiomes 3(a) et (b) aratérisent l'intersetion en tant que borne inférieure.
 L'axiome 4 est lair à omprendre ave le sens intuitif de ⇒τ .
 Les axiomes 5(a) et (b) peuvent être ompris omme aratérisant le omportement
intuitif de ։. L'axiome 5(c) permet de permuter les deux types de èhes : munis du
tiers exlu (fait 29.3, page 53), il est en fait équivalent à l'axiome suivant qui onerne
uniquement ⇒τ :
⊤τ ⊂ (A⇒ ⊤τ )2
 L'axiome 6 se omprend, omme l'axiome 4, ave le sens intuitif de ⇒τ .
Nous en avons terminé ii ave les règles et axiomes de base. Nous allons maintenant dénir
les opérateurs qui permettront d'une part de mieux appréier l'expressivité du système, et
d'autre part de donner d'autres axiomes qui onstitueront ave les préédents le système
omplet.
3.4 Opérateurs
3.4.1 Opérateurs logiques
Les opérateurs logiques sont les odages usuels des onneteurs au seond ordre (sauf pour
l'absurde) :
Dénition 25 (opérateurs logiques)
 Absurde : ⊥o := ∀oτX, Y (X ⊂ Y ).
 Conjontion : P ∧Q := ∀K((P ⇒ Q⇒ K)⇒ K).
 Disjontion : P ∨Q := ∀K((P ⇒ K)⇒ (Q⇒ K)⇒ K).
 Existene : ∃sxP (x) := ∀K(∀osx(P (x)⇒ K)⇒ K).
 Négation : ¬P := P ⇒ ⊥o.
Nous verrons à la setion 3.7, fait 29, que l'absurde tel qu'il est déni entraîne l'absurde
usuel
3
(∀ooX.X).
2
Nous laissons au leteur, à titre d'exerie, le hoix d'une dénition de ⊤τ en tant que plus grand
élément, et la vériation que les axiomes sont équivalents
3
ela n'apparaissait pas dans les artiles originaux, mais en est une onséquene relativement faile
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3.4.2 Opérateurs de types
Les opérateurs de types servent tout d'abord à dénir les opérations ensemblistes usuelles.
Nous ommençons par les plus simples :
Dénition 26 (opérateurs de types (1))
 Plus petit type : ⊥τ := ∀τXX.
 Restrition : A ↾ P := ∀X((A ⊂ (P ։ X))։ X).
 Réunion binaire : A ∪B := ∀X((A ⊂ X)։ (B ⊂ X)։ X).
 Réunion : ∪sxA(x) := ∀X(∀osx(A(x) ⊂ X)։ X).
Noter la similarité entre les opérateurs logiques Conjontion, Disjontion et Existene et
leurs ontrepartie respetives en types Restrition, Réunion binaire et Réunion.
Donnons ii quelques ommentaires et onventions :
 Le plus petit type représente intuitivement l'ensemble vide.
 Si A est un type et P une proposition :
 si P est vraie, A ↾ P est A.
 si P est fausse, A ↾ P est vide.
Des raisonnements élémentaires utilisant les éléments intuitifs fournis page 43 permettent
d'établir ela.
 La réunion binaire est bien nommée.
 Pour la réunion ∪s, tout omme pour l'existentiel ∃s, nous omettrons la sorte lorsqu'il
est inutile de la préiser.
 Pour failiter la ompréhension, il peut être utile au leteur de visualiser la réunion de
la façon suivante :
∪sxA(x) signie
⋃
x:s
A(x)
Nous donnons ensuite les opérateurs plus élaborés :
Dénition 27 (opérateurs de types (2))
 Intersetion binaire : A ∩ B := ∪τX(X ↾ ((X ⊂ A) ∧ (X ⊂ B))).
 Complémentaire : Ac := ∪τX(X ↾ (X ∩ A ⊂ ⊥τ )).
 Appliation de types : A[B] := ∀X((A ⊂ (B ⇒ X))։ X).
Les deux premiers opérateurs se passent de ommentaires : leurs noms omme leurs nota-
tions suggèrent leurs dénotations intuitives.
Le dernier opérateur peut surprendre à première vue : sémantiquement, il représentera
l'ensemble des termes qui sont des termes de type A appliqués à des termes de type B. Il
revêtira une importane partiulière dans le hapitre suivant, ar il est la première brique
qui permettra de représenter les programmes dans les types, e qui est une des lés du
fontionnement de la preuve de rédution du sujet.
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3.4.3 Prédiats de types
Il s'agit d'opérateurs dérivant des propriétés de types.
Dénition 28 (prédiats de types) Opérateurs ensemblistes :
 Égalité : A =⊂ B := (A ⊂ B ∧B ⊂ A)
 Non vauité : A 6= ∅ := ¬(A =⊂ ⊥τ )
 Singleton : S(A) := (A 6= ∅ ∧ ∀oτ→τB((A ⊂ ∪xB(x))⇒ ∃x(A ⊂ B(x))))
Tout omme dans les artiles originaux, nous prenons pour l'égalité une version plus faible
que l'égalité de Leibnitz (A =L B := ∀X(X(A) ⇒ X(B))), l'égalité =⊂ étant susante
pour montrer tout e dont nous aurons besoin jusqu'au hapitre où nous introduirons le
shéma de ompréhension (hapitre 6). Cei justie a posteriori que le troisième axiome
aratérisant la relation d'ordre (l'antisymétrie, qui sera ∀A,B(A =⊂ B ⇒ A =L B)) n'ait
pas été donné.
La non vauité signie, ave la sémantique intuitive, le fait d'être distint du vide.
Le dernier prédiat sera également élairé par la sémantique : l'interprétation des types se
fera en terme de parties saturées, être un singleton signiant être une lasse d'équivalene
pour la relation hoisie. Cela est à rapproher de la notion d'élément premier vue dans le
hapitre 2. L'importane des singletons apparaîtra notamment dans la preuve de préserva-
tion du type (hapitre 4), puis dans la onstrution du langage de programmation où l'on
s'en servira pour dénoter des programmes, dans les types. C'est ette approhe orientée
vers les spéiations qui avait été soulignée par D. Aspinall dans son artile [2℄ sur le
sous-typage et les singletons. Une des diérenes dans le système ST réside dans le fait de
pouvoir dénir les singletons de manière interne.
3.5 Règles et Axiomes ave opérateurs
3.5.1 Règles
Il y a deux règles qui utilisent les opérateurs :
 La règle lassique :
Γ ⊢ t : (P ։ ⊥τ )⇒ ⊥τ
RC
Γ ⊢ P
 Règle gauhe de la réunion :
Γ, y : s, x : F (y) ⊢ t : A Γ ⊢ A : τ
UG
Γ, x : ∪syF (y) ⊢ t : A
La règle lassique est un avatar mixte de la Loi de Piere, dont le leteur se onvainra
de la validité à l'aide de la sémantique intuitive.
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3.5.2 Axiomes
Axiome 2
1. Le faux est vide : ∀A,B(A ⊂ (⊥τ ⇒ B))
2. Atomitiité : ∀A(A ⊂ ∪X(X ↾ (S(X) ∧X ⊂ A)))
3. Complément : ∀A,B(A ⊂ B ∪ Bc)
4. Axiomes de l'appliation :
(a) Continuité à droite : ∀A,B(A[∪xB(x)] ⊂ ∪x(A[B(x)]))
(b) Conservation des singletons : ∀A,B(S(A)⇒ S(B)⇒ S(A[B]))
() Extensionnalité : ∀A,B(S(B)⇒ ∀X(A[X] ⊂ B[X])⇒ (A ⊂ B))
Donnons ii enore quelques ommentaires sur es axiomes :
 L'axiome 1, tout omme l'axiome 5(c) page 42, préise le omportement de ⇒τ , ette
fois par rapport au faux ou vide ⊥τ .
 L'axiome 2 donne le sens d'inlusion qui manque pour pouvoir dire que tout type est
égal à la réunion des singletons qui le minore. L'autre sens est dérivable.
 Les axiomes de l'appliation se omprennent à l'aide de la sémantique intuitive.
3.5.3 Choix des axiomes
Par rapport aux artiles originaux [50℄ et [49℄, nous avons modié la présentation des règles
et axiomes :
 Nous avons hangé l'ordre des règles, en regroupant les règles logiques, les règles de
typage et les règles mixtes, et nommé les règles, e qui est une pure modiation de
forme.
 Nous avons identié e qui pouvait se regrouper sous la règle Axiome, e qui est enore
une modiation de forme (jouant sur le lien entre ⇒, ⊢ et
hypothèse
onlusion
).
 Enn, nous avons remplaé les axiomes Axiome de la réunion (Union Axiom dans [49℄)
et Axiome de ommutation des singletons (Commutation of singletons de [49℄) par res-
petivement les axiomes de Continuité à droite et de Conservation des singletons : nous
disutons ii e dernier point.
L'axiome de Conservation des singletons est équivalent à elui de Commutation of single-
tons, omme 'était remarqué dans [49℄. Nous verrons dans la setion 3.7 que Axiome de
la réunion est entraîné par la Continuité à droite, et ette dernière apparaissait dans un
fait (fait 19 de [49℄). Nous avons vérié que les deux énonés étaient équivalents sous les
mêmes axiomes
4
. Ils semblent don être de fore égale.
Ainsi, pour es deux paires d'axiomes, le ritère qui nous guidé notre hoix était elui
de la proximité ave les modèles, don de la failité ave laquelle on pouvait montrer
la onsistane par interprétation dans une sémantique : 'est le sujet que nous abordons
maintenant.
4
vériation faite dans PhoX
3.6. SÉMANTIQUE 47
3.6 Sémantique
3.6.1 Dénition de la sémantique
On se donne (E,⊥,⊤,≤,@) un treillis appliatif λ-ompat (dénition 21 page 34).
Interprétations des sortes
On dénit l'interprétation s d'une sorte par indution sur la struture de s :
 τ = E
 o = {⊥;⊤}
 s1 → s2 = s
s1
2 , ensemble des fontions de s1 dans s2.
Interprétation des termes et des programmes
Dénition 29 (Valuation) On appelle valuation toute fontion de domaine l'ensemble
des variables de termes et de programmes et de odomaine la réunion des interprétations
de sortes telle que l'interprétation de toute variable de programme soit un ompat de E.
Soit t un terme et V une valuation. On dénit l'interprétation de t sous la valuation V, si
elle existe, notée IV(t) par :
 si t est une variable, IV(t) = V(t)
 si t est une onstante :
 IV(⇒o) = p 7→ q 7→ si p = ⊤ et q = ⊥ alors ⊥, sinon ⊤
 IV(∀os) = f 7→ ∧{f(x); x ∈ s}
 IV(⇒τ) = a 7→ b 7→ (a→ b), (dénition 19 page 30).
 IV(∀τs) = f 7→ ∧{f(x); x ∈ s}
 I(։) = p 7→ a 7→ si p = ⊥ alors ⊤ sinon a.
 IV(⊂) = a 7→ b 7→ si a ≤ b alors ⊤ sinon ⊥
 si t = u(v), IV(u) ∈ s1 → s2 et IV(v) ∈ s2, IV(t) = IV(u)(IV(v)).
 si t = λx : s1.u, si pour tout a ∈ s1, IV [x:=a](u) ∈ s2, alors IV(t) = a 7→ IV [x:=a](u).
On remarque que ette dénition est par indution sur la longueur de t, et implique notam-
ment que l'interprétation est une fontion partielle : λx : s.x(x) n'a pas d'interprétation.
Soit p un programme et V une valuation. On dénit l'interprétation de p sous la valuation
V, notée IV(p) omme au hapitre 2, dénition 20 page 31 :
 Si p est une variable de programme : IV(p) = V(p)
 Si p = (u v) : IV(p) = IV(u)@IV(v)
 Si p = fun x -> u : IV(p) = Λ(a 7→ IV [x:=a](u))
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3.6.2 Lemme d'adéquation
Dénition 30 (Satisfation) Soit V une valuation.
Soit Γ un ontexte bien formé.
V satisfait Γ, noté V  Γ est déni par :
 V  []
 V  Γ, x : s si et seulement si V(x) ∈ s.
 V  Γ, P si et seulement si V  Γ et IV(P ) = ⊤
 V  Γ, x : A si et seulement si V  Γ et V(x) ≤ IV(A).
Le lemme d'adéquation s'énone de la façon suivante :
Lemme 22 Pour tout ontexte Γ bien formé, pour tout terme t, pour toute sorte s, pour
tout termes A et P , pour toute valuation V, si V  Γ :
 Si Γ ⊢ t : s, alors IV(t) ∈ s.
 Si Γ ⊢ P , alors IV(P ) = 1.
 Si Γ ⊢ p : A, alors IV(p) ≤ IV(A), et IV(p) est ompate.
preuve: On prouve par indution sur la longueur de la dérivation la totalité de l'énoné
(on notera H.I. pour hypothèse d'indution).
 Formation des termes : trivial par la sémantique.
 Règles et axiomes purs
 Règles logiques
 Axo : trivial par dénition de V  Γ
 ⇒oI : Si IV(P ) = ⊤, alors V  Γ, P et don par H.I. IV(Q) = ⊤,et don IV(P ⇒
Q) = ⊤. Sinon, IV(P ) = ⊥, et don IV(P ⇒ Q) = ⊤.
 ⇒oE : par H.I., IV(P ⇒ Q) = IV(P ) = ⊤, et don IV(Q) = ⊤ par dénition de la
sémantique.
 ∀oI : par H.I., IV [x:=a](Q) = ⊤ pour tout a ∈ s, et don IV(λx : s.Q) = a 7→ ⊤. Il
s'ensuit que ∧{IV(λx : s.Q)(a); a ∈ s} = ⊤.
 ∀oE : par H.I. IV(Q) = a 7→ ⊤, et don IV(Q(t)) = ⊤.
 Règles de typage
 La ompaité de IV(p) est immédiate par dénition d'un treillis appliatif λ-ompat.
 Axτ : trivial par dénition de V  Γ.
 ⇒τI : On a par dénition :
IV(fun x -> t) = ∧{a→ IV [x:=a](t); a ∈ E}
≤ ∧{a→ IV [x:=a](t); a ompat, a ≤ IV(A)}
Par H.I, pour tout a ≤ IV(A) ompat, IV [x:=a](t) ≤ IV(B), et don :
IV(fun x -> t) ≤ ∧{a→ IV(B); a ompat, a ≤ IV(A)}
3.6. SÉMANTIQUE 49
Or, IV(A) = ∨{a; a ompat, a ≤ IV(A)}, et don (pour une meilleure lisibilité, on
note A (resp. B) pour IV(A) (resp. IV(B))) :
IV(fun x -> t)@A ≤ ∧{a→ B; a ompat, a ≤ A}@ ∨ {a; a ompat, a ≤ A}
≤ ∨{∧{a→ B; a ompat, a ≤ A}@a; a ompat, a ≤ A}
≤ ∨{(a→ B)@a; a ompat, a ≤ A}
≤ ∨{B; a ompat, a ≤ A}
≤ B
On en déduit par le lemme 18 que IV(fun x -> t) ≤ A→ B.
 ⇒τE : Par H.I. IV(u) ≤ IV(A)→ IV(B) et IV(u) ≤ IVA. Don par le lemme 18 :
IV((u v)) = IV(u)@IV(v)
≤ (IV(A)→ IV(B))@IV(A)
≤ IV(B)
 ∀τI : par H.I., pour tout a ∈ s, IV(t) ≤ IV [X:=a](A), et don
IV(t) ≤ ∧{IV [X:=a](A); a ∈ s}
= IV(∀
τ
s(λX : s.A))
 ∀τE : Par H.I. IV(t) ≤ ∧{IV(A)(a); a ∈ s} et IV(v) ∈ s, don IV(t) ≤ IV(A(v)).
 Règles mixtes :
 ⊂ : Immédiat par H.I.
 ։I : Immédiat en distinguant les as IV(P ) = ⊤ ou ⊥, omme pour la règle logique
orrespondante.
 ։E : Immédiat par H.I. et sémantique.
 Renf : On distingue deux as :
 Si IV(A) = ⊥, alors 'est bon.
 Sinon, soit a ≤ A ompat. IV [x:=a]  Γ, x : A et don par H.I. IV(A ⊂ B) =
IV [x:=a](A ⊂ B) = ⊤.
 Coup : Si V  Γ, x : A′, alors par H.I., omme V  Γ, IV(A′ ⊂ A) = ⊤ et don
V  Γ, x : A, don par H.I. IV(t) ≤ IV(B).
 Axiomes : ils se vérient tous immédiatement, sauf elui de Mithell. Soit a ∈ s, on a,
en utilisant la sémantique et le lemme 18 page 31 :
IV(∀τsx(A(x)⇒ B(x)))@IV(∀
τ
sxA(x))
= ∧{IV(A)(y)→ IV(B)(y); y ∈ s}@ ∧ {IV(A)(y); y ∈ s}
≤ (IV(A)(a)→ IV(B)(a))@IV(A)(a)
≤ IV(B)(a)
On a ei pour tout a ∈ s, et don :
I(∀τsx(A(x)⇒ B(x)))@I(∀
τ
sxA(x)) ≤ ∧{I(B)(y); y ∈ s}
= I(∀τxB(x))
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Et enn par le lemme 18, on en déduit que
I(∀τsx(A(x)⇒ B(x))) ≤ I(∀
τ
sxA(x))→ I(∀
τ
xB(x))
= I(∀τsxA(x)⇒ ∀
τ
xB(x))
 Règles et axiomes ave opérateurs On a besoin ii du lemme 26 qui sera prouvé dans la
setion suivante.
 Règles
 RC : par H.I., IV((P ։ ⊥τ )⇒ ⊥τ ) 6= ⊥ ar IV(t) est ompat (don non vide). Il
s'ensuit que I(P ) 6= ⊥), don I(P ) = ⊤.
 UG : si V  Γ, x : ∪yF (y), omme V(x) est ompat, il s'ensuit qu'il existe a0 ∈ s
tel que V(x) ⊂ F (a0). Il est don lair que V[y := a0]  Γ, y : s, x : F (y), et don,
ave la prémisse Γ ⊢ A : τ et l'hypothèse d'indution :
IV(t) = IV [y:=a0](t)
≤ IV [y:=a0](A)
= IV(A)
 Axiomes : Il se vérient tous immédiatement par la sémantique, exepté l'extension-
nalité. On suppose que B est un singleton et que ∀X(A[X] ⊂ B[X]). Il s'ensuit que
A ⊂ ∀X(X ⇒ B[X]). Or I(∀X(X ⇒ B[X])) = IV [b:=B](fun x -> (b x)) et, b
étant ompat, IV [b:=B](fun x -> (b x)) est ompat aussi et supérieur à b (voir par
exemple la preuve de la proposition 17, page 33) , don égal à b.

3.6.3 Lemmes tehniques
Interprétations
Lemme 23 Pour toute valuation V, pour tout termes Q et t et toute variable x :
IV [x:=IV(t)](Q) = IV(Q[x := t])
preuve: Par indution sur Q. 
Lemme 24 Pour toute valuation V, tout ontexte Γ et tout terme T : Si Γ ⊢ T : s, et si
T ≻β T ′, alors Γ ⊢ T ′ : s et IV(T ) = IV(T ′)
preuve: La préservation du type par rédution déoule du résultat pour le λ-alul sim-
plement typé. La préservation de l'interprétation est immédiate par indution. 
Lemme 25
 Si Γ ⊢ P , alors Γ ⊢ P : o
 Si Γ ⊢ t : A, alors Γ ⊢ A : τ .
preuve: Preuve immédiate par indution mutuelle, en utilisant le lemme préédent pour
les β-règles. 
3.6. SÉMANTIQUE 51
Opérateurs et Prédiats
Lemme 26 (Interprétation des opérateurs de types) Soit V une valuation, et a, b ∈
E, p = ⊥ ou ⊤, s une sorte et f : s→ E. L'interprétation des opérateurs est la suivante :
1. I(⊥τ ) = ⊥
2. IV [A:=a,P :=p](A ↾ P ) = si p = ⊤, alors a, sinon ⊥
3. IV [A:=a,B:=b](A ∪ B) = ∨{a; b}
4. IV [A:=f ](∪sxA(x)) = ∨{f(y); y ∈ s}
5. IV [A:=a,B:=b](A ∩ B) = ∧{a; b}
6. IV [A:=a](A
c) = ∨{k; k ompat et k  a}
7. IV [A:=a,B:=b](A[B]) = a@b
Remarque: On a IV [P :=p](∀X(P (X)։ X) = ∧{x; p(x) = ⊤}.
preuve:
1. Trivial.
2.  Si p = ⊤, alors IV [X:=x](P ։ X) = x pour tout x ∈ τ , et don I(A ↾ P ) = a par
la remarque.
 Si p = ⊤, alors IV [X:=x](P ։ X) = ⊤ et don I(A ↾ P ) = ⊥
3. IV [A:=a,B:=b](A ∪ B) = ∧{x; a ≤ x et b ≤ x} = ∨{a; b}.
4. IV [A:=f ](∪xA(x)) = ∧{x;Pour tout y ∈ s, f(y) ≤ x} = ∨{f(y); y ∈ s}
5. Par 1. et 4. :IV [A:=a,B:=b](A ∩B) = ∨{x; x ≤ a et x ≤ b} = ∧{a; b}
6. Par 1; et 4. : IV [A:=a](A
c) = ∨{x;∧{x; a} ≤ ⊥}. Soit k ompat k ≤ ∨{x;∧{x; a} ≤
⊥} = ac. Comme k est premier, il existe x0 tel que ∧{x0; a} ≤ ⊥ et k ≤ x0 ; omme
k 6= ⊥, on a don néessairement k  a. Soit k ompat, k  a. On immédiatement
∧{k; a} ≤ ⊥ et don k ≤ ∨{x;∧{x; a} ≤ ⊥}. Comme le treillis est ompat, ac =
∨{k; k ompat et k ≤ ac}.
7. Notons a[b] = IV [A:=a,B:=b](A[B]). On montre la double inlusion :
 a[b] ≤ a@b est immédiat ar a ≤ (b→ a@b).
 a@b ≤ a[b] : si a ≤ b→ x, alors a@b ≤ x.

Lemme 27 (interprétation des prédiats de types)
1. IV [A:=a,B:=b](A =⊂ B) = ⊤ si et seulement si a = b.
2. IV [A:=a](A 6= ∅) = ⊤ si et seulement si a 6= ⊥
3. IV [A:=a](S(A)) = ⊤ si et seulement si a est ompat.
preuve:
 1. et 2. sont immédiats.
 La tradution de la seonde partie de la onjontion est la dénition d'élément premier.

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3.7 Propriétés des opérateurs
Nous regroupons ii les faits qui seront utiles dans la suite et qui onernent les propriétés
des opérateurs dénis préédemment, ainsi que de quelques autres.
3.7.1 Opérateurs déjà dénis
Appliation de types
Ce fait illustre les propriétés intuitives de l'appliation de types :
Fait 28 (Propriétés de l'appliation) On a :
1. Équivalene de la èhe et de l'appliation :
⊢ ∀A,B,C(A[B] ⊂ C ⇐⇒ A ⊂ (B ⇒ C))
est dérivable.
2. Croissane de l'appliation :
⊢ ∀A,A′, B,B′(A ⊂ A′ ⇒ B ⊂ B′ ⇒ A[B] ⊂ A′[B′])
est dérivable.
3. Typabilité de toute appliation : la règle suivante est dérivable :
Γ ⊢ u : A Γ ⊢ v : B
Γ ⊢ (uv) : A[B]
preuve:
1. On prouve les deux sens :
 ⇒ : On montre d'abord A ⊂ B ⇒ A[B]. On a eetivement A ⊂ ∀X((A ⊂ (B ⇒
X))։ (B ⇒ X)) et en utilisant les axiomes de Permutation et de Mithell, on en
déduit le résultat. Il sut don de montrer que si A[B] ⊂ C, alors B ⇒ A[B] ⊂
B ⇒ C, e qui est immédiat.
 ⇐ : provient simplement de A[B] ⊂ ((A ⊂ (B ⇒ C))։ C et ((A ⊂ (B ⇒ C))։
C ⊂ C par hypothèse.
2. Immédiat par les règles de sous-typage de ⇒.
3. La dérivation est la suivante :
.
.
.
Γ, X : τ, A ⊂ B ⇒ X ⊢ u : A
Axo
Γ, X : τ, A ⊂ B ⇒ X ⊢ A ⊂ B ⇒ X
⊂
Γ, X : τ, A ⊂ B ⇒ X ⊢ u : B ⇒ X
.
.
.
Γ, X : τ, A ⊂ B ⇒ X ⊢ v : B
⇒τE
Γ, X : τ, A ⊂ B ⇒ X ⊢ (uv) : X
։I
Γ, X : τ ⊢ (uv) : (A ⊂ B ⇒ X)։ X
∀τI
Γ ⊢ (uv) : A[B]

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Remarque: Le 3 de e fait illustre la grande permissivité du système, qui autorise à ap-
pliquer n'importe quel programme à un autre, même si le programme qui joue le rle de
fontion n'a pas reçu un type fontionnel (de la forme A⇒τ B).
Autour du faux
Nous regroupons dans le fait suivant des propriétés utiles liées à la règle RC.
Fait 29 Les règles suivantes sont dérivables :
1. Γ ⊢ ∀P ((P ⇒ ⊥o)⇒ ⊥o)⇒ P )
2.
Γ ⊢ ⊥o ⇒ ∀XX
3.
Γ, P ⊢ Q Γ, P ⇒ ⊥o ⊢ Q
Γ ⊢ Q
4.
Γ, x : A ⊢ Q Γ, A ⊂ ⊥τ ⊢ Q
Γ ⊢ Q
5.
Γ ⊢ t : ⊥τ
Γ ⊢ ⊥o
6.
Γ ⊢ t : A
Γ ⊢ A 6= ∅
7.
Γ, x : A ⊢ B ⊂ B′
Γ ⊢ A⇒ B ⊂ A⇒ B′
preuve:
1. La dérivation est la suivante (on note ¬P = P ⇒ ⊥o) :
Ax,։E
Γ,¬¬P, x : P ։ ⊥τ , P ⊢ x : ⊥τ
⊂, RC
Γ,¬¬P, x : P ։ ⊥τ , P ⊢ ⊥o
⇒oI
Γ,¬¬P, x : P ։ ⊥τ ⊢ P ⇒ ⊥o
Ax,⇒oE
Γ,¬¬P, x : P ։ ⊥τ ⊢ ⊥o
⊂
Γ,¬¬P, x : P ։ ⊥τ ⊢ x : ⊥τ
RC
Γ,¬¬P ⊢ fun x -> x : (P ։ ⊥τ )⇒ ⊥τ
Γ,¬¬P ⊢ P
2. Immédiat par 1.
3. Immédiat par 1.
4. En utilisant 1, il sut de montrer Γ ⊢ ¬¬Q. La dérivation est la suivante (il est faile
de onlure) :
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.
.
.
Γ,¬Q, x : A ⊢ Q
⇒oE , ∀
o
E
Γ,¬Q, x : A ⊢ A ⊂ ⊥τ
Renf
Γ,¬Q ⊢ A ⊂ ⊥τ
.
.
.
Γ,¬Q,A ⊂ ⊥τ ⊢ Q
⇒oI
Γ,¬Q ⊢ A ⊂ ⊥τ ⇒ Q
⇒oE
Γ,¬Q ⊢ Q
5. Immédiat par substitution par (⊥o ։ ⊥τ )⇒ ⊥τ .
6. Il su de montrer Γ, A ⊂ ⊥τ ⊢ ⊥o, et don par 5., Γ, A ⊂ ⊥τ ⊢ t : ⊥τ , e qui est
immédiat.
7. Par 4., il sut de montrer Γ, A ⊂ ⊥τ ⊢ A⇒ B ⊂ A ⇒ B′, e qui est immédiat par
l'axiome Le faux est vide.

Remarque: Le 7. du fait préédent orrespond à la propriété appelée modied ontrapo-
sition dans le papier [50℄.
Opérateur restrition
Le fait suivant illustre le omportement de A ↾ P : 'est A si P est vrai, et vide sinon.
Fait 30 Les règles suivantes sont dérivables :
1. ⊢ ∀A,B∀P ((P ⇒ A ⊂ B)⇒ (A ↾ P ) ⊂ B)
2. ⊢ ∀A∀P ((A ↾ P ) ⊂ A)
3. ⊢ ∀A∀P (P ⇒ A ⊂ (A ↾ P ))
4.
Γ ⊢ t : A ↾ P
Γ ⊢ P
5.
Γ ⊢ t : A ↾ P
Γ ⊢ t : A
6. ⊢ ∀A,P ((A ↾ P ) 6= ∅ ⇒ P )
preuve:
1. Immédiat par l'axiome droit de la èhe spéiale et l'axiome de la borne inférieure
(a).
2. Immédiat par 1. et l'axiome de réexivité.
3. Immédiat par l'axiome gauhe de la èhe spéiale et l'axiome de la borne inférieure
(b).
4. Immédiat en utilisant la règle RC (ave t) et l'axiome Le faux est vide.
5. Immédiat ave 2.
6. Ave le fait 29, il sut de montrer ¬¬P sous l'hypothèse (A ↾ P ) 6= ∅, e qui est
immédiat en utilisant 1..

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Réunion
Le fait suivant avait dans les versions originales le statut d'axiome, il remplaçait l'axiome
de ontinuité de l'appliation.
Fait 31 On montre la propriété suivante de la réunion :
⊢ ∀F∀A(∀x(F (x)⇒ A) ⊂ (∪xF (x)⇒ A))
preuve: Par le fait 28.1, il sut de montrer que ∀x(F (x)⇒ A)[∪xF (x)] ⊂ A. Par l'axiome
de ontinuité à droite de l'appliation, il sut de montrer que ∪y∀x(F (x)⇒ A)[F (y)] ⊂ A.
Cela déoule immédiatement de ∀y(∀x(F (x)⇒ A)[F (y)] ⊂ A) par le fait 28.1 enore. 
Singletons
On regroupe les propriétés qui utilisent la propriété d'être un singleton.
Fait 32 1. Pour montrer une inlusion, il sut de la montrer pour tous les singletons
qui minorent le membre de gauhe :
⊢ ∀A,B(A ⊂ B ⇐⇒ ∀x(S(x)⇒ x ⊂ A⇒ x ⊂ B))
2. Tout ensemble est égal à la réunion des singletons qu'il majore :
⊢ ∀A(A =⊂ ∪x(x ↾ (S(x) ∧ x ⊂ A)))
3. Un type èhe peut être dérit par les types èhes portant sur les singletons qui le
minorent :
⊢ ∀A,B(∀X(S(X)։ ((X ⊂ A)։ (X ⇒ B))) ⊂ A⇒ B)
preuve:
1. On montre les deux sens de l'impliation :
 Le sens gauhe-droite est trivial par transitivité de l'inlusion.
 Le sens droite-gauhe utilise l'axiome d'atomitiité : il sut de montrer sous l'hy-
pothèse ∀x(S(x) ⇒ x ⊂ A⇒ x ⊂ B) que ∪x(x ↾ (S(x) ∧ x ⊂ A)) ⊂ B. Il sut de
montrer ∀x(x ↾ (S(x) ∧ x ⊂ A)) ⊂ B), qui est évident par les fait 30 et 29.
2. On montre la double inlusion :
 L'inlusion gauhe-droite est l'axiome d'atomitiité.
 L'inlusion droite-gauhe est immédiate en montrant ∀x(x ↾ (S(x)∧x ⊂ A)) ⊂ A),
omme au (1).
3. On montre d'abord que ∀X(S(X)։ (X ⊂ A)։ X ⇒ B) ⊂ ∀X(X ↾ (S(X)∧ (X ⊂
A))⇒ B). Plus généralement, ela vient de : ⊢ ∀A,P,B((P ։ A⇒ B) ⊂ (A ↾ P ⇒
B)). En utilisant l'axiome de permutation, on veut montrer : ⊢ ∀A,P,B((A⇒ P ։
B) ⊂ (A ↾ P ⇒ B)) Cela se montre en utilisant le fait 29 2. :
56 CHAPITRE 3. LE SYSTÈME ST
 Sous l'hypothèse P , 'est immédiat ave le fait 30.
 Sous l'hypothèse ¬P , on a par le fait 30, (A ↾ P ) ⊂ ⊥τ , et don ⊥τ ⇒ B ⊂ (A ↾
P )⇒ B, et on onlut ave l'axiome le faux est vide.
Corollaire immédiate du fait 31, en utilisant l'axiome d'atomitiité et la ontra-
variane de ⇒.

On donne la dénition de singleton pour une sorte s quelonque :
Dénition 31 Le prédiat être un singleton pour la sorte s est déni par :
Ss(A) = (A 6= ∅ ∧ ∀os→τB((A ⊂ ∪xB(x))⇒ ∃x(A ⊂ B(x))))
Le fait suivant exprime que le prédiat être un singleton entraîne être un singleton pour
une sorte s quelonque :
Fait 33 On prouve, pour toute sorte s :
⊢ ∀A(S(A)⇒ Ss(A))
preuve: On montre d'abord que ⊢ ∀os→τ ∪
s xB(x) ⊂ ∪τY (Y ↾ (∃sx(Y ⊂ B(x)))) : on met
en hypothèses ∀Y (Y ↾ (∃sx(Y ⊂ B(x)))) ⊂ X et x : s, et il faut en déduire B(x) ⊂ X,
e qui est immédiat en prenant Y = B(x). On suppose S(A), A ⊂ ∪xB(x), et il faut en
déduire ∃x(A ⊂ B(x)). D'après e qu'on vient de voir, on peut supposer que A ⊂ ∪τY (Y ↾
(∃sx(Y ⊂ B(x)))) ; par S(A), on a ∃Y A ⊂ (Y ↾ (∃sx(Y ⊂ B(x)))), et par le fait 30, et
la propriété A 6= ∅, on a, en supposant A ⊂ (Y ↾ (∃sx(Y ⊂ B(x)))), que A ⊂ Y et que
∃sx(Y ⊂ B(x)), ∃sx(A ⊂ B(x)). 
Intersetion
Fait 34 L'intersetion se distribue sur la réunion de la façon suivante :
∀A∀B(A ∩ ∪xB(x) =⊂ ∪x(A ∩ B(x)))
preuve:
 On montre les deux sens :
 (A∩∪xB(x) ⊂ ∪x(A∩B(x))) : Posons U = ∪x(A∩B(x)) et V = ∪xB(x). En utilisant la
dénition de ∩, il sut de montrer que ∀y(y ↾ (y ⊂ A ∧ y ⊂ V )) ⊂ U . Sous l'hypothèse
y ⊂ A ∧ y ⊂ V (a), et en appliquant le fait 32 (1) à y, il sut de montrer sous les
hypothèses supplémentaires S(z) (b) et z ⊂ y (c) que z ⊂ U . Or par les hypothèses, il
est lair que ∃t(z ⊂ B(t)), qui entraîne la onlusion.
 ∪x(A ∩ B(x))) ⊂ (A ∩ ∪xB(x) : il sut de montrer ∀x(A ∩ B(x) ⊂ A ∩ (∪xB(x))), e
qui est immédiat par roissane de ∩ (exerie).

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Complémentaire
Fait 35 Un type inlus dans son omplémentaire est vide :
⊢ ∀A((A ⊂ Ac)⇒ (A =⊂ ∅))
preuve: Il sut de montrer sous l'hypothèse A ⊂ Ac que A ⊂ ⊥τ . On a don A ⊂ A∩Ac,
et par le fait 34 et la dénition du omplémentaire, on a A ⊂ ∪X(A∩ (X ↾ (X ∩A ⊂ ∅))),
et don il sut de montrer que ∀X((A ∩ (X ↾ (X ∩ A ⊂ ⊥τ ))) ⊂ ⊥τ ). Le tiers exlu sur
(X ∩ A ⊂ ⊥τ ), et les propriétés de l'opérateur restrition (fait 30) nous permettent de
onlure aisément. 
3.7.2 Nouveaux opérateurs
Unions binaires
Dénition 32 On dénit une autre union binaire par :
A∪̂B = ∪X(X ↾ (X =⊂ A ∨X =⊂ B))
Fait 36
1. Les deux réunions binaires sont équivalentes :
⊢ ∀A,B(A ∪B =⊂ A∪̂B)
2. L'intersetion se distribue sur l'union binaire :
⊢ ∀A,B,C((B ∪ C) ∩ A =⊂ (B ∩ A) ∪ (C ∩A))
preuve:
1. On montre le double sens de l'inlusion :
 A ∪ B ⊂ A∪̂B : on met en hypothèse ∀X((X ↾ (X =⊂ A ∨ X =⊂ B)) ⊂ K et il
faut en déduire A ∪ B ⊂ K. Par le fait 30, on a immédiatement X ⊂ X ↾ (X =⊂
A∨X =⊂ B) pour X =⊂ A ou B. On en déduit A ⊂ K et B ⊂ K, d'où le résultat.
 A∪̂B ⊂ A ∪ B : on met en hypothèses A ⊂ K et B ⊂ K, et il faut en déduire
A∪̂B ⊂ K. Il sut de montrer que ∀X(X ↾ (X =⊂ A ∨ X =⊂ B) ⊂ K). Par le
fait 30, on met en hypothèse (X =⊂ A ∨X =⊂ B) et il faut en déduire X =⊂ K,
e qui est immédiat.
2. On montre le double sens de l'inlusion :
 (B ∪C)∩A ⊂ (B ∩A)∪ (C ∩A) : il sut de montrer d'après 1. que (B∪̂C)∩A ⊂
(B∩A)∪ (C ∩A). Or, par le fait 34 on a (B∪̂C)∩A ⊂ ∪X((X ↾ (X =⊂ B∨X =⊂
C)) ∩ A), et il sut don de montrer que ∀X(X ↾ (X =⊂ B ∨X =⊂ C)) ∩ A) ⊂
(B ∩ A) ∪ (C ∩ A). Par un tiers exlus (fait 29) sur X =⊂ B ∨X =⊂ C, ei qui
donne failement le résultat.
58 CHAPITRE 3. LE SYSTÈME ST
 (B ∩ A) ∪ (C ∩ A) ⊂ (B ∪ C) ∩ A : immédiat en prouvant d'abord que X ⊂
(B ∪ C) ∧X ⊂ A pour X = B ∩A et X = C ∩A.

Déideur
Dénition 33 On appelle déideur de P et Q :
P‖Q = ∀X((P ։ X)⇒ (Q։ X)⇒ X)
On utilise dans le fait suivant la notation ΛXA(X) = ∀X(X ⇒ A(X)), qui aura une
grande importane dans le hapitre suivant, ainsi que le type des booléens du système F :
Bool = ∀X(X ⇒ X ⇒ X).
Fait 37 On montre :
1. ⊢ ∀P,Q(P‖Q ⊂ Bool)
2. ⊢ ∀P,Q(P ⇒ ΛXΛYX ⊂ P‖Q)
3. ⊢ ∀P,Q(Q ⇒ ΛXΛY Y ⊂ P‖Q)
4. ⊢ ∀P (P ⇒ ΛXΛYX =⊂ P‖(¬P ))
5. ⊢ ∀P (¬P ⇒ ΛXΛY Y =⊂ P‖(¬P ))
preuve:
1. Immédiat à l'aide des axiomes de Co-Contra variane et de la borne inférieure.
2. Idem.
3. Idem.
4. D'après 2., il sut sous l'hypothèse P de montrer (P‖¬P ⊂ ΛXΛY X). Cela est
immédiat en remarquant que P ⊢ Y ⊂ ¬P ։ X.
5. Idem, en utilisant de plus l'axiome de Mithell.

Ces propriétés permettent d'expliquer le nom déideur que nous avons donné à et opéra-
teur : il orrespond au type du booléen qui ode la valeur de vérité d'un énoné alulable.
Types indutifs
Nous donnons ii une nouvelle dénition, diérente de l'originale ([50℄) pour le type indutif
déni par un opérateur.
Dénition 34 (Type indutif) Le type indutif assoié à un opérateur F est déni
par :
µX.F (X) = ∀X.(∀A(A ⊂ X ⇒ F (A) ⊂ X)։ X)
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On dénit également la roissane d'un opérateur :
Dénition 35 (Opérateur roissant) Le prédiat F est un opérateur roissant est
déni par :
Cresc(F ) = ∀X, Y (X ⊂ Y ⇒ F (X) ⊂ F (Y ))
On saura que µXF (X) est eetivement un plus petit point xe dans le as d'un opérateur
F roissant, mais dans le as général, on sait uniquement que F (µX.F (X)) ⊂ µX.F (X).
C'est e que nous allons voir à l'aide des faits suivants.
Fait 38 On montre :
(1) ⊢ ∀F∀X(X ⊂ µX.F (X)⇔ ∀Y (∀A(A ⊂ Y ⇒ F (A) ⊂ Y )⇒ X ⊂ Y )
(2) ⊢ ∀F∀X(X ⊂ µX.F (X)⇒ F (X) ⊂ µX.F (X))
(3) ⊢ ∀F∀X(∀A(A ⊂ X ⇒ F (A) ⊂ X)⇒ µX.F (X) ⊂ X)
preuve:
 (1) : on montre plus généralement que ⊢ ∀P∀X(X ⊂ ∀Y (P (Y ) ։ Y ) ⇔ ∀Y (P (Y ) ⇒
X ⊂ Y ), qui est immédiat.
 (2) : s'obtient à partir de (1) en réinjetant X ⊂ Y dans la prémisse.
 (3) : est une onséquene du fait ∀P∀X(P (X) ⇒ ∀X(P (X) ։ X ⊂ X)), qui est
immédiat.

Le fait suivant donne sens à l'appellation plus petit point xe :
Fait 39 On montre :
(1) ⊢ ∀F (F (µX.F (X)) ⊂ µx.F (X))
(2) ⊢ ∀F (Cresc(F )⇒ F (µX.F (X)) =⊂ µx.F (X))
(3) ⊢ ∀F (Cresc(F )⇒ ∀I(F (I) =⊂ I ⇒ µx.F (X) ⊂ I))
preuve:
 (1) est une onséquene du fait préédent (2).
 (2) : il sut de montrer que µx.F (X) ⊂ F (µX.F (X)), et d'après le fait préédent (3),
il sut de montrer que ∀A(A ⊂ F (µX.F (X)) ⇒ F (A) ⊂ F (µX.F (X)). En supposant
que A ⊂ F (µX.F (X)), on a par (1) A ⊂ µX.F (X), et don par Cresc(F ) on obtient la
onlusion.
 (3) : par le fait préédent (3), il sut de montrer sous les hypothèses Cresc(F ) et
F (I) =⊂ I que ∀A(A ⊂ I ⇒ F (A) ⊂ I), e qui est immédiat.

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3.8 Conlusion
Ave le travail eetué dans e hapitre et le préédent, nous avons une idée un peu plus
laire de e que peut modéliser le système ST, et de e qu'il peut exprimer. Nous allons,
dans le hapitre suivant, démontrer le théorème de préservation du type par rédution, en
utilisant des tehniques qui seront utiles dans les setions qui onerneront l'élaboration
du langage de programmation proprement dit bâti au-dessus de ST.
Remarque: La totalité des énonés de e hapitre a été prouvée dans l'assistant de preuve
PhoX ([47℄), et peuvent être téléhargés à l'URL suivante : http ://www.lama.univ-savoie.fr/ ruyer/these.
Chapitre 4
Préservation du type
Nous allons montrer dans e hapitre le résultat énoné et partiellement prouvé dans [49℄ :
la préservation du type par rédution. Celle-i n'est pas triviale, ar le mélange du sous-
typage et de l'omission de ontenu algorithmique rend le système diile à appréhender.
Nous mettrons don en évidene les 3 méanismes qui rentrent en jeu dans ette preuve :
 Premièrement (partie 1), et 'est un fait assez étonnant, le typage est en quelque sorte
(modulo une hypothèse sur la forme de la dérivation, que nous appellerons sans oupure
essentielle) équivalent au sous-typage dans le système ST : ei repose sur un odage
des termes dans les types. Nous montrons aussi que e odage permet de transformer les
relations de β et η rédution en relations de sous-typage.
 Deuxièmement (partie 2), nous montrons que toute dérivation peut être transformée en
une dérivation dans laquelle le ontexte a une ertaine forme que nous appelons ontexte
préisé, et qui est sans oupure essentielle.
 Troisièmement (partie 3), on arrive à prouver de façon interne que, en supposant que
les variables libres d'un terme sont odées par des singletons, alors e terme est un
singleton.
 La dernière partie (partie 4) ombine les trois premières pour obtenir le résultat de
préservation du type.
Notre preuve apporte ela de nouveau par rapport au papier original, d'une part que
nous expliitons les méanismes qui sous-tendent la preuve, et d'autre part que nous la
omplétons. Dans l'artile [49℄ en eet, l'auteur s'appuie sur le Théorème 14 qui, s'il est
vrai en l'absene des règles gauhes Coup et UG, n'est plus aussi évident en leur présene
. . .Nous le remplaçons par deux versions :
 Nous montrons que le résultat reste vrai si les règles gauhes restent antonnées au-dessus
de jugements logiques -'est le sens de la notion de dérivation sans oupures essentielles-
(proposition 43 page 64).
 Le théorème du type prinipal donne une version plus faible, en l'absene de ontexte,
du résultat (théorème 44 page 65).
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4.1 Typage et sous-typage
L'objetif de ette setion est de montrer omment typage et sous-typage interagissent
dans le système ST. Nous ommençons par donner la tradution sous forme de type des
programmes. Puis, nous montrons omment d'un jugement de sous-typage on peut déduire
un jugement de typage.
Nous introduisons ensuite une nouvelle notion, la notion de dérivation sans oupure essen-
tielle, et montrons la réiproque (que d'un jugement de typage on peut déduire un jugement
de sous-typage, qui est plus surprenante), sous l'hypothèse qu'on a une dérivation sans ou-
pure essentielle.
4.1.1 λ-abstration dans les types, et interprétation
Pour qui arrive à e point de la thèse en ayant lu le hapitre de sémantique (2), la dénition
suivante ne sera pas étonnante :
Dénition 36 (λ-abstration de types) On dénit un nouvel opérateur de types :
ΛXA(X) = ∀X(X ⇒ A(X))
Cei nous permet de dénir, ave l'abstration de types, l'interprétation d'un terme :
Dénition 37 (Interprétation de programme) Soit t un terme de variables libres
x1, . . . , xn et φ une appliation qui à haque variable du λ-alul assoie un terme de type
τ . L'interprétation de t sous φ, notée |t|φ est dénie par :
 |x|φ = φ(x)
 |(u v)|φ = |u|φ[|v|φ]
 |fun x -> t|φ = ΛX.|t|φ[x:=X]
β-expansion et η-rédution
Nous illustrons ii un intérêt de ette tradution : les relations de rédution se traduisent
en relations de sous-typage. Plus que d'un intérêt anedotique, e fait relève d'un intérêt
pratique ertain puisqu'il joue un rle lé dans la preuve de préservation du type. Ave
les simples dénitions données i-dessus, et moyennant quelques lemmes tehniques failes,
nous avons don le résultat suivant (de [50℄) :
Théorème 40 Soit φ une interprétation, et t et t′ deux programmes.
 Si t ≻β t′, alors |t|φ ⊂ |t′|φ.
 Si t ≻η t′, alors |t′|φ ⊂ |t|φ.
preuve: On le montre d'abord pour les redex :
 ΛX.F (X)[V ] ⊂ F (V ) ar ΛX.F (X) ⊂ V ⇒ F (V ) et par le fait 28.1.
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 A ⊂ ΛX.A[X] est un peu plus déliat : on a A ⊂ ∀X, Y ((A ⊂ (X ⇒ Y )) ։ (X ⇒ Y ))
de manière immédiate. En utilisant les axiomes de transitivité, de permutation de la
èhe spéiale et l'axiome de Mithell, on en déduit que A ⊂ ∀X(X ⇒ ∀Y ((A ⊂ (X ⇒
Y ))։ Y )).
Pour généraliser à tous les as on montre :
1. Si A ⊂ A′ et B ⊂ B′ alors A[B] ⊂ A′[B′], immédiat par le fait 28.2.
2. Si F minore G 'est à dire ∀X(F (X) ⊂ G(X)), alors ΛX.F (X) ⊂ ΛX.G(X) :
immédiat par la o-variane de ⇒.
On suppose t ≻α t
′
(α = β ou η) :
 Si t est un redex, le résultat est vrai d'après e qu'on vient de voir.
 Si t = (u v) et t′ = (u′ v) (resp. t′ = (u v′)) ave u ≻α u′ (resp. v ≻α v′), on onlut
par indution et par 1..
 Si t = fun x -> u et t′ = fun x -> u ave u ≻α u′, on a pour β par hypothèse
d'indution pour tout X |u|φ[x:=X] ⊂ |u′|φ[x:=X], et don par 2. |t|φ ⊂ |t′|φ.

4.1.2 Équivalene entre typage et sous-typage
Dans ette sous-partie, sans préision supplémentaire, on onsidérera toujours l'interpré-
tation φ assoiée à un ontexte Γ dénie par : si x : A ∈ Γ, alors φ(x) = A. On montre
d'abord qu'un jugement de typage peut se déduire d'un jugement de sous-typage, puis on
montre l'inverse, dans le as où la dérivation a une forme partiulière (si elle n'utilise les
règles gauhes Coup et UG que d'une façon inessentielle pour le typage).
Du sous-typage vers le typage
L'objetif est de montrer la proposition suivante :
Proposition 41 Pour tout ontexte Γ, tout programme t et tout type A :
Si Γ ⊢ |t|φ ⊂ A , alors Γ ⊢ t : A
preuve: La preuve déoule immédiatement du lemme 42 i-dessous : on a par le lemme
que Γ ⊢ t : |t|φ. Si Γ ⊢ |t|φ ⊂ A, alors par la règle ⊂, on a le résultat. 
On montre don le lemme suivant :
Lemme 42 Pour tout ontexte Γ et tout programme t dont les variables libres sont dans
Γ :
Γ ⊢ t : |t|φ
preuve: Par indution sur la longueur du programme t :
 Si 'est une variable , 'est lair.
 Si 'est une appliation, on a le résultat par indution et par le fait 28 3.
 Si t = fun x -> u. On a, par hypothèse d'indution : Γ, X : τ, x : X ⊢ u : |u|φ[x:=X] et
don par les règles d'introdution de ⇒ et ∀, on a le résultat.

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Du typage vers le sous-typage
Nous allons montrer la réiproque de la proposition 41, dans le as où la dérivation a
une forme partiulière : les règles gauhes n'interviennent qu'éventuellement au-dessus de
dédutions logiques. Préisons à l'aide d'une dénition :
Dénition 38 (Coupures essentielles) On dit qu'une dérivation de typage est sans
oupures essentielles si la dernière règle est telle que :
 C'est une instane de Axτ .
 C'est une instane d'une règle de typage, qui n'est pas pas UG, dont les prémisses sont
sans oupures essentielles.
 C'est une instane d'une règle mixte, qui n'est pas Coup, et dont la prémisse de onlusion
un jugement de typage est sans oupure essentielle, i.e. :
 soit 'est une instane de ⊂ dont la prémisse droite est sans oupure essentielle
 soit 'est une instane de ։I dont la prémisse est sans oupure essentielle
 soit 'est une instane de ։E dont la prémisse gauhe est sans oupure essentielle
On souhaite montrer la proposition suivante :
Proposition 43 Pour tout ontexte Γ, tout programme t et tout type A :
Si Γ ⊢ t : A sans oupures essentielles, alors Γ ⊢ |t|φ ⊂ A
preuve: Par indution sur la la longueur de la dérivation :
 Axτ : immédiat.
 ∀I , ∀E : immédiats par indution et sous-typage.
 ⇒τE : Immédiat par 28 page 52.
 ⇒τI : Par H.I :
Γ, x : A ⊢ |u|[x:=A] ⊂ B
Γ, x : A ⊢ A⇒ |u|[x:=A] ⊂ A⇒ B
Et, de plus, par l'axiome Le faux est vide et par la ontravariane de ⇒ :
Γ, A ⊂ ⊥τ ⊢ (A⇒ |u|[x:=A]) ⊂ (A⇒ B)
Don, par le 4 du fait 29 page 53 :
Γ ⊢ (A⇒ |u|[x:=A]) ⊂ (A⇒ B)
Et on onlut ave une instane de l'axiome de la borne inférieure (Minorant).
 ⊂ : remplaé par une instane de la transitivité.
 ։I : remplaé par une instane de l'axiome droit de la èhe spéiale.
 ։E : remplaé par une instane de l'axiome gauhe de la èhe spéiale.
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
Les deux propositions 43 et 41 sont des quasi-réiproques. Outre leur intérêt futur dans la
preuve de préservation du type, nous souhaitons également montrer le résultat suivant :
Théorème 44 (Théorème du type prinipal) Pour tout programme t et tout type A :
⊢ t : A si et seulement si ⊢ |t| ⊂ A
Nous nommons e résultat Théorème du type prinipal ar son sens est que dans le
système ST, tout programme admet un plus petit type (au sens de l'inlusion).
Comme nous l'avons vu, ela repose d'abord sur le fait de pouvoir transformer une déri-
vation en une dérivation équivalente sans oupures essentielles. La dérivation ne sera pas
vraiment équivalente, ar elle néessitera une transformation de ontextes, que nous allons
étudier maintenant (le théorème sera prouvé à la setion 4.2.1).
4.2 Transformations de ontextes
Les ontextes modiés sont élaborés en remplaçant haque délaration de typage par une
délaration plus préise qui établit qu'une variable de programme est non seulement
dans un type, mais aussi dans un singleton qui est dans e type. Cette notion était déjà
présente dans [49℄, Fait 32, mais apparaît ii omme doublement essentielle pour montrer
la préservation du type.
Dénition 39 (Contextes préisés) Soit Γ un ontexte. On appelle ontexte préisé
issu de Γ, noté Prec(Γ) le ontexte obtenu en remplaçant toutes les délarations de variables
de programme de la forme x : A par la suite de dénitions : X : τ, x : X,S(X), X ⊂ A.
Le premier lemme onernant les ontextes préisés établit la possibilité d'éliminer une
délaration préisée :
Lemme 45 La règle suivante est admissible :
Γ, X : τ, x : X,S(X), X ⊂ A,∆ ⊢ t : B Γ,∆ ⊢ B : τ
Γ, x : A,∆ ⊢ t : B
preuve: On montre tout d'abord que les deux règles suivantes sont admissibles :
1.
Γ, P,Q,∆ ⊢ t : B
Γ, P ∧Q,∆ ⊢ t : B
2.
Γ, x : A,P,∆ ⊢ t : B
Γ, x : A ↾ P,∆ ⊢ t : B
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Pour 1., 'est évident. Pour 2., on en déduit d'abord que Γ, x : A,∆, P ⊢ t : B, et don
Γ, x : A,∆ ⊢ t : P ։ B.
On onstruit ensuite la dérivation suivante :
.
.
.
Γ, x : A,∆ ⊢ t : P ։ B
(a)
Γ, x : A,∆ ⊢ A ↾ P ⊂ A
Coup
Γ, x : A ↾ P,∆ ⊢ t : P ։ B
Axτ
Γ, x : A ↾ P,∆ ⊢ x : A ↾ P
(b)
Γ, x : A ↾ P,∆ ⊢ P
։E
Γ, x : A ↾ P,∆ ⊢ t : B
(a) et (b) utilisant le fait 30.
On en déduit que la règle suivante est admissible :
Γ, X : τ, x : X,S(X), X ⊂ A,∆ ⊢ t : B
Γ, x : X ↾ (S(X) ∧X ⊂ A),∆ ⊢ t : B
On onlut ainsi (en omettant ∆ pour des raisons de plae) :
Γ, X : τ, x : X ↾ (S(X) ∧X ⊂ A) ⊢ t : B Γ ⊢ B : τ
UG
Γ, x : ∪X(X ↾ (S(X) ∧X ⊂ A)) ⊢ t : B
Atom.
Γ ⊢ A ⊂ ∪Y (Y ↾ (S(Y ) ∧ Y ⊂ A))
Coup
Γ, x : A ⊢ t : B

Nous souhaitons maintenant prouver que la règle i-dessus est inversible, mais de plus qu'il
y a un moyen d'obtenir une dérivation sans oupures essentielles.
On désire don prouver le résultat suivant :
Lemme 46 Si Γ ⊢ t : B, alors il existe une dérivation de Prec(Γ) ⊢ t : B qui est sans
oupure essentielle.
preuve: On montre plus préisément : Si Γ ⊢ t : B, alors il existe une dérivation de
Prec(Γ) ⊢ t : B qui est sans oupure essentielle, et si Γ ⊢ P , alors il existe une dérivation
de Prec(Γ) ⊢ P . Comme d'habitude, on fait une indution sur la preuve :
 Règles logiques : inhangées.
 Axτ : Est remplaé par une instane de Axτ suivie d'une instane de la Transitivité.
 ⇒τI : Par H.I, on a :
Prec(Γ), X : τ, x : X,S(X), X ⊂ A ⊢ u : B
⇒τI , ∀
τ
I
Prec(Γ) ⊢ fun x -> u : ∀X(X ։ S(X)։ (X ⊂ A)⇒ B)
Et, par le fait 32 3. :
Prec(Γ) ⊢ ∀X(X ։ S(X)։ (X ⊂ A)⇒ B) ⊂ (A⇒ B)
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D'où, par ⊂ :
Prec(Γ) ⊢ fun x -> u : A⇒ B
 ⇒τE, ∀
τ
I , ∀
τ
E : inhangées.
 β-règles : inhangées.
 ⊂, ։I , ։E : inhangées.
 Renf :
On a par H.I :
Prec(Γ), X : τ, x : X,S(X), (X ⊂ A) ⊢ A ⊂ B
On onstruit la dérivation suivante :
.
.
.
Axo,⊂
Prec(Γ), X : τ, x : X,S(X), (X ⊂ A) ⊢ X ⊂ B
(a)
Prec(Γ), X : τ, x : X ⊢ X ⊂ (S(X)։ (X ⊂ A)։ B)
Renf
Prec(Γ), X : τ ⊢ X ⊂ (S(X)։ (X ⊂ A)։ B)
(b)
Prec(Γ), X : τ ⊢ (X ↾ (S(X) ∧X ⊂ A)) ⊂ B
∀oI
Prec(Γ) ⊢ ∀X(X ↾ (S(X) ∧X ⊂ A)) ⊂ B
(c)
Prec(Γ) ⊢ ∪X(X ↾ (S(X) ∧X ⊂ A)) ⊂ B
(d)
Prec(Γ) ⊢ A ⊂ B
Ave :
 (a) se dérivant ave les axiomes de la èhe spéiale.
 (b) se dérivant ave les axiomes de la èhe spéiale et le fait 30.
 (c) est immédiat par la dénition de ∪.
 (d) utilisant l'axiome d'atomitiité.
 Coup : Par H.I. :
Prec(Γ), X : τ, x : X,S(X), X ⊂ A,Prec(∆) ⊢ t : B
On en déduit, par permutation et aaiblissement :
Prec(Γ), X : τ, x : X,S(X), X ⊂ A′, P rec(∆), X ⊂ A ⊢ t : B
est dérivable sans oupure essentielle, et don
Prec(Γ), X : τ, x : X,S(X), X ⊂ A′, P rec(∆) ⊢ t : (X ⊂ A)։ B
De plus, par H.I., on a aussi
Prec(Γ), P rec(∆) ⊢ A′ ⊂ A
On en déduit don :
Prec(Γ), X : τ, x : X,S(X), X ⊂ A′, P rec(∆) ⊢ X ⊂ A
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et nalement par une instane de ։E :
Prec(Γ), X : τ, x : X,S(X), X ⊂ A′, P rec(∆) ⊢ t : B
 UG : Par H.I :
Prec(Γ), X : τ, x : X,S(X), y : s,X ⊂ A(y), P rec(∆) ⊢ t : B
On en déduit, omme y n'est pas libre dans Prec(∆) :
Prec(Γ), X : τ, x : X,S(X), P rec(∆), y : s,X ⊂ A(y) ⊢ t : B
et don :
Prec(Γ), X : τ, x : X,S(X), P rec(∆) ⊢ t : ∀y(X ⊂ A(y)։ B)
Par aaiblissement :
Prec(Γ), X : τ, x : X,S(X), X ⊂ ∪yA(y), P rec(∆) ⊢ t : ∀y(X ⊂ A(y)։ B)
Et, par dénition de singleton, on a
Prec(Γ), X : τ, x : X,S(X), X ⊂ ∪yA(y), P rec(∆) ⊢ ∃y(X ⊂ A(y))
La onlusion est ensuite (quasi) immédiate.

Remarque: Le problème ave RG serait par exemple une dérivation du type suivant :
Γ, X : s, x : F (X) ⊢ t : B
RG
Γ, x : ∪XF (X) ⊢ t : B Γ ⊢ A′ ⊂ ∪xF (x)
Coup
Γ, x : A′ ⊢ t : B
4.2.1 Preuve du théorème du type prinipal
Nous allons maintenant prouver le théorème 44 :
preuve:
 si : est une onséquene direte de la proposition 41.
 seulement si : On suppose que ⊢ t : A. Par le lemme 46, omme Γ = [], il en existe une
preuve sans oupure essentielle. Et don, par la proposition 43, ⊢ |t| ⊂ A.

A titre d'illustration, montrons omment ela fontionne sur l'exemple traditionnel des
entiers de Churh. On pose :
 Nat = ∀X(X ⇒ (X ⇒ X)⇒ X)
 Deux = fun x -> fun f -> (f (f x))
On veut montrer ⊢ |Deux| ⊂ Nat, ave |Deux| = ∀X(X ⇒ ∀F (F ⇒ F [F [X]])).
En posant F = X ⇒ X, on a :
⊢ F [X] ⊂ X, d'où ⊢ F [F [X]] ⊂ X, et on onlut failement.
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4.3 Singletoniité des λ-termes
Par e néologisme, il est vrai assez inélégant, nous entendons le fait suivant :
Théorème 47 (Singletoniité) Soit Γ un ontexte, t un terme, et φ une interprétation
telle que pour toute variable libre x de t, si φ(x) = A, Γ ⊢ S(A). Alors :
Γ ⊢ S(|t|φ)
Comme le fait d'être un singleton est préservé par appliation (axiome 4.b), il faut vérier
que l'abstration réduite aux as de typage de termes préserve la singletoniité : 'est le
sens de la proposition 52, qui prélude à la preuve du théorème donnée à la setion 4.3.2.
Nous aurons besoin pour e travail de quelques propriétés sur les singletons, que nous allons
maintenant présenter.
4.3.1 Autres dénitions de singleton
On dénit deux nouvelles notions de singletons, la première pouvant être vue omme un
as partiulier de la dénition générale, et la seonde étant liée à la symétrie de la relation
qui quotiente Λ :
Dénition 40 On dénit le prédiat être un singleton pour la réunion par :
S∪(A) = A 6= ∅ ∧ ∀X, Y (A ⊂ X ∪ Y ⇒ (A ⊂ X ∨A ⊂ Y ))
On dénit le prédiat être un singleton pour l'inlusion (on pourrait aussi dire être un
atome) par :
S⊂(A) = A 6= ∅ ∧ ∀X(X ⊂ A⇒ X 6= ∅ ⇒ A =⊂ X)
En fait es trois dénitions sont équivalentes :
Proposition 48 On prouve l'équivalene suivante :
∀A(S(A)⇐⇒ S∪(A)⇐⇒ S⊂(A))
La preuve utilise le lemme suivant :
Lemme 49 Un type non vide ontient un singleton :
⊢ ∀A(A 6= ∅ ⇒ ∃x(S(x) ∧ x ⊂ A))
preuve: On montre la ontraposée : ∀x(S(x) ⇒ x 6⊂ A) ⇒ A = ∅ : sous l'hypothèse
∀x(S(x) ⇒ x 6⊂ A), et en utilisant le fait 32 (1), il sut de montrer ∀x(S(x) ⇒ x ⊂ A⇒
x ⊂ ⊥τ ), e qui est trivial. 
On est maintenant en mesure de prouver la proposition 48 :
preuve: On montre l'équivalene par irularité (on ne montrera pas à haque fois A 6= ∅
qui est évidente) :
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 S(A)⇒ S∪(A) : on suppose S(A) et A ⊂ X ∪ Y , et il faut en déduire A ⊂ X ∨ A ⊂ Y .
Par le fait 36, on a A ⊂ X∪̂Y = ∪Z(Z ↾ (Z =⊂ X ∨Z =⊂ Y ). Par dénition de S, on a
don ∃Z(A ⊂ (Z ↾ (Z =⊂ X ∨Z =⊂ Y ). Sous l'hypothèse A ⊂ Z ↾ (Z =⊂ X ∨Z =⊂ Y ),
et ave le fait 29 on en déduit Z =⊂ X ∨ Z =⊂ Y . Si Z = X ∨ Z = Y , alors A ⊂ Z par
le fait 30.
 S∪(A) ⇒ S⊂(A) : on suppose S∪(A), X 6= ∅ et X ⊂ A, et il faut en déduire X = A ; il
sut don d'en déduire A ⊂ X. L'axiome du omplément nous donne A ⊂ X ∪Xc, et
don par S∪(A), A ⊂ X ∨A ⊂ Xc. On raisonne par as :
 Si A ⊂ X, 'est ni.
 Si A ⊂ Xc, on a par transitivité de ⊂ : X ⊂ Xc, et don par le fait 35 on a X = ∅ :
ontradition
 S⊂(A) ⇒ S(A) : par le lemme 49, et sous l'hypothèse S⊂(A), on a ∃x(S(x) ∧ x ⊂ A).
En supposant S(x) ∧ x ⊂ A (h), et en utilisant S⊂(A), on en déduit que A ⊂ x (c),
et don que S(A) : eetivement, si A ⊂ ∪X(B(X)) on a par (h) et la dénition de S,
∃y(x ⊂ B(y)), et don par (c), ∃y(A ⊂ B(y)).

On prouve de plus deux lemmes qui apportent, nous l'espérons, une meilleure ompréhen-
sion de la preuve de 52.
Lemme 50 (Une autre aratérisation de singleton) On prouve :
⊢ ∀A(A 6= ∅ ⇒ ∀x(S(x) ⇒ x ⊂ A⇒ A ⊂ x)⇒ S(A))
preuve: On met en hypothèse A 6= ∅ (a), ∀x(S(x)⇒ x ⊂ A⇒ A ⊂ x) (b), et A ⊂ ∪yF (y)
(c). Il sut de montrer ∃y(A ⊂ F (y)).
Par le lemme 49, et l'hypothèse (a), il sut de le montrer sous l'hypothèse S(x) ∧ x ⊂ A
(d). En utilisant (d) et (b), on obtient ∃y(A ⊂ F (y)). 
Lemme 51 (η-rédution pour les singletons) On prouve :
⊢ ∀A(S(A)⇒ ΛXA[X] ⊂ A)
preuve: Par l'axiome d'extensionnalité, il sut de prouver, sous l'hypothèse S(A), que
∀x((ΛXA[X])[x] ⊂ A[x]), e qui est immédiat par le théorème 40. 
4.3.2 Preuve du théorème de singletoniité
On montre tout d'abord la proposition suivante (de [49℄) :
Proposition 52 L'abstration de type préserve le fait d'être un singleton :
⊢ ∀A(ΛXA(X) 6= ∅ ⇒ ∀X(S(X)⇒ S(A(X)))⇒ S(ΛXA(X)))
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preuve: On suppose ΛXA(X) 6= ∅ (a) et ∀X(S(X) ⇒ S(A(X)) (b), et il faut prouver
S(ΛXA(X)). A l'aide du lemme 50 il sut de montrer que ∀x(S(x) ⇒ x ⊂ ΛXA(X) ⇒
ΛXA(X) ⊂ x). On met en hypothèses S(x) (c) et x ⊂ ΛXA(X) (d). Ajoutons l'hypo-
thèse S(z) (e). Par les propriétés de l'appliation (fait 28), et le théorème 40 : x[z] ⊂
ΛXA(X)[z] ⊂ A(z). Par (b) et (e), on a S(A(z), et par l'axiome de onservation des sin-
gletons, x[z] 6= ∅. Par le lemme 48, il vient S⊂(A(z)), don A(z) ⊂ x[z]. On en déduit
ΛXA(X) ⊂ ∀Z(S(Z)։ Z ⇒ x[Z]).
On a de plus en utilisant le fait 29 (tiers exlu sur S(Z)), et les propriétés de l'opéra-
teur restrition (fait 30), ∀Z(S(Z) ։ Z ⇒ x[Z]) ⊂ ∀Z((Z ↾ S(Z)) ⇒ x[Z]), et don
ΛXA(X) ⊂ ΛZx[Z], en utilisant le fait 32. On utilise maintenant le lemme 51, qui donne
ΛXA(X) ⊂ x. 
On montre maintenant le théorème 47 qui exprime qu'on peut prouver que l'interprétation
d'un terme, sous l'hypothèse que ses variables libres sont délarées omme ayant le type
d'un singleton, est un singleton :
preuve: Par indution sur la longueur de t :
 Si t est une variable, 'est immédiat par hypothèse.
 Si t est une appliation 'est immédiat par l'axiome de onservation des singletons.
 Si t = fun x -> u. On a par le lemme 42, Γ ⊢ t : |t|, et don |t| 6= ∅ par le fait 29. On a
|t| = ΛX|u|[x:=X]. Pour utiliser le lemme 52, il sut don de montrer : Γ ⊢ ∀X(S(X)⇒
S(|u|[x:=X]), e qui est vrai par hypothèse d'indution.

Ce théorème, outre son intérêt dans la preuve de préservation du type, présente un intérêt
propre ar il montre que le système ST permet eetivement de erner ave préision
le omportement des types qui représentent des termes, au niveau de leurs propriétés
géométriques.
4.4 Préservation du type
Voii venu le temps d'énoner et prouver le résultat qui forme le titre de e hapitre :
Théorème 53 (Préservation du type) Le système ST possède la préservation du type
par βη-équivalene :
Si Γ ⊢ t : A et t′ =βη t, alors Γ ⊢ t
′ : A
preuve: Disposant déjà du théorème 40, il sut de le montrer pour la β-rédution et la
η-expansion.
 Si Γ ⊢ t : A, alors d'après le lemme 46, il existe une dérivation de Prec(Γ) sans oupure
essentielle, et don par la proposition 43, Prec(Γ) ⊢ |t| ⊂ A. De plus, par le théorème 47
de singletoniité, Prec(Γ) ⊢ S(|t|), et Prec(Γ) ⊢ S(|t′|). Par le théorème 40, Prec(Γ) ⊢
|t| ⊂ |t′|, et par la proposition 48, on en déduit Prec(Γ) ⊢ |t′| ⊂ |t|, et don Prec(Γ) ⊢
|t′| ⊂ A. Par le lemme 45, on en déduit Γ ⊢ t′ : A.
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 La preuve est analogue pour η.

Nous avons maintenant terminé d'exposer les propriétés de base du système ST . Dans
les deux prohains hapitres, nous exposerons enore quelques résultats personnels sur e
système.
Chapitre 5
Expressivité de ST
Après avoir vu et prouvé dans le hapitre préédent les résultats sur le système ST énonés
par son onepteur, nous présentons ii nos propres résultats théoriques. Ils illustrent bien
l'originalité de e système, ar nous n'en onnaissons pas d'autres qui permettent d'expri-
mer simultanément e genre de propriétés. Nous nous sommes intéressés en partiulier à
quatre thèmes usuels du domaine :
 Le tiers exlu, ou possibilité de aluler une preuve de A à partir d'une preuve de ¬¬A,
pour tout énoné A.
 L'indéidabilité, ou la possibilité d'exprimer dans un système formel un énoné vrai
mais non alulable.
 La normalisabilité, ou propriété d'arrêt du alul.
 La résolubilité, ou possibilité de résoudre une équation de la forme :
(a x1 . . . xn) = b
a et b étant xés.
Nous montrons ii que :
 Il n'y a pas d'espoir de aluler le tiers exlu dans ST (i.e. on a une preuve formelle dans
ST du fait que ∀X(¬¬X ⇒ X) ⊂ ∅ sous réserve d'avoir un modèle non trivial).
 On exprime à l'intérieur du système - e qui montre sa puissane-, par un argument
diagonal, l'existene d'énonés indéidables.
 Il existe un type des normalisables qui permet d'exprimer que les types de données
usuels sont normalisables, et aussi de parler des termes normalisables.
 Il existe un type des résolubles qui permet d'exprimer qu'un type ne ontient que des
termes résolubles, et qu'un terme est résoluble.
Tous es résultats néessitent ependant un axiome de plus, par une remarque d'ordre
sémantique qui a naturellement sa ontrepartie syntaxique : d'après le hapitre 2, le treillis
quasi-trivial {⊥;⊤} est un modèle de ST au sens du lemme d'adéquation 22 page 48 du
hapitre 3, et don si on veut dire des hoses plus intéressantes, on doit travailler dans un
système plus rihe, ST¬TRIV que nous présentons dans la setion suivante.
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5.1 Modèles non triviaux
5.1.1 Système ST¬TRIV
Le système ST¬TRIV est le système ST auquel on a rajouté un axiome qui exprime l'exis-
tene de deux singletons distints :
Axiome 3 (Axiome de non-trivialité) L'axiome suivant exprime l'existene d'au moins
deux singletons :
(¬TRIV ) ∃X, Y ((X 6= Y ) ∧ S(X) ∧ S(Y ))
Le fait suivant exprime que les résultats prinipaux de ST restent valides :
Théorème 54
1. Le lemme d'adéquation (lemme 22 page 48 du hapitre 3), reste vrai si τ est non
trivial.
2. ST¬TRIV vérie la préservation du type (théorème 53 page 71 du hapitre 4).
preuve:
1. La seule hose à vérier est que l'interprétation de l'axiome ¬TRIV est ⊤, e qui est
immédiat par dénition de l'interprétation.
2. La preuve du théorème de préservation du type ne fait pas intervenir de propriétés
logiques (on peut d'ailleurs en déduire que l'on peut ajouter autant d'axiomes logiques
sémantiquement vrais que l'on veut sans le modier).

5.1.2 Distinguabilité des booléens
Nous mettons ii le premier résultat pratique qui interviendra par la suite, et qui est
d'importane : les interprétations des booléens (ou branheurs) vrais et faux du λ-alul
sont distintes dans ST¬TRIV .
On ommene par un lemme qui est en fait équivalent à l'axiome ¬TRIV :
Lemme 55 On montre :
⊢ ¬∀X, Y (S(X)⇒ S(Y )⇒ (X ⊂ Y ))
preuve: Il est immédiat que ∀X, Y (S(X) ⇒ S(Y ) ⇒ (X ⊂ Y )) entraîne la négation de
l'axiome de non trivialité. 
Lemme 56 Les booléens sont distints :
⊢ (ΛX.ΛY.X ⊂ ΛX.ΛY.Y )⇒ ⊥o
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preuve: On met en hypothèse ΛX.ΛY.X ⊂ ΛX.ΛY.Y (a), S(x) (b), et S(y) (c). Par la rois-
sane de l'appliation (fait 28 page 52 h. 3), on a : ΛX.ΛY.X[x][y] ⊂ ΛX.ΛY.Y [x][y]. Par le
théorème 47 page 69 du hapitre 4, (a) et (b), on a S(ΛX.ΛY.X[x][y]) et S(ΛX.ΛY.Y [x][y]).
Par le théorème 40 page 62 du hapitre 4, on a ΛX.ΛY.X[x][y] ⊂ x et ΛX.ΛY.Y [x][y] ⊂ y.
Et, par la dénition de S⊂, et la proposition 48 page 69, il vient don, ave (a) et (b) :
x ⊂ y. Et don ∀x, y(S(x) ⇒ S(y) ⇒ x ⊂ y), e qui par le lemme préédent entraîne ⊥o.

5.2 Existene d'énonés indéidables
On montre ii qu'en interne dans le système ST¬TRIV , qu'on ne peut pas tout aluler
dans le sens suivant : il n'existe pas de modèle de ST muni d'orales (programmes qui
alulent la valeur de vérité d'un énoné) pour tout énoné.
On utilise pour ela le déideur ‖ présenté à la dénition 33 page 58 : 'est eetivement
et opérateur qui permet de aluler la valeur de vérité d'un énoné P , qui est P‖¬P ,
d'après le fait 37 page 58.
On dénit un type dont les habitants éventuels sont les programmes qui alulent la valeur
de vérité d'un prédiat P sur les singletons :
∀X(S(X)։ X ⇒ (P (X)‖¬P (X)))
Pour montrer qu'il n'existe pas de tel programme pour tous les prédiats, il sut de montrer
qu'il est faux que e type soit non vide pour tous les prédiats ; 'est e qu'exprime la
proposition suivante :
Proposition 57 On montre :
⊢ ∀τ→oP ( ∀X(S(X)։ X ⇒ (P (X)‖¬P (X))) 6= ∅ )⇒ ⊥
preuve: On suppose ∀P (∀X(S(X) ։ X ⇒ (P (X)‖¬P (X))) 6= ∅), et on prend P (X) =
X[X] ⊂ ΛXΛY.Y . On en déduit par le lemme 49 page 69 du h. 4 ∃U(S(U) ∧ U ⊂
∀X(S(X)⇒ X ⇒ (P (X)‖¬P (X)))).
Sous l'hypothèse S(U) ∧ U ⊂ ∀X(S(X) ⇒ X ⇒ (P (X)‖¬P (X))), on en déduit par les
propriétés de l'appliation U [U ] ⊂ (P (U)‖¬P (U)) et par l'axiome d'atomitiité S(U [U ]).
On eetue ensuite un tiers exlu sur le prédiat P (U) :
 Sous l'hypothèse P (U), on en déduit par le fait 37 page 58 que U [U ] =⊂ ΛXΛY.X, don
que U [U ] ⊂ ΛXΛY.X, e qui entraîne par P (U) ΛXΛY.X ⊂ ΛXΛY.Y , qui entraîne ⊥
par le lemme 56 page 74.
 Sous l'hypothèse ¬P (U), on en déduit par le fait 37 page 58 que U [U ] ⊂ ΛXΛY.Y , don
P (U) : ontradition.

Un autre intérêt de ette proposition réside dans sa preuve qui est typique dans le sens
où il s'agit de e her argument diagonal, s'exprimant ii sous la forme je suis une preuve
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qu'il est vrai que si je m'applique à moi même je suis dans le faux. On pourrait onstater
qu'un simple argument de ardinalité surait à montrer sémantiquement l'impossibilité
d'existene d'orales mais ii il s'agit de montrer l'expressivité syntaxique du système.
Nous allons par la suite traiter des problèmes plus pratiques. . .
5.3 Logique lassique
Nous montrons dans ette setion que le système ST¬TRIV est inadapté à la logique las-
sique : on peut en eet inférer dans e système que ∀X(¬¬X ⇒ X) ⊂ ⊥τ .
La preuve, relativement élémentaire, d'impossibilité de réaliser ∀X(¬¬X ⇒ X) est aisé-
ment transposable en réalisabilité usuelle, et en voii une version informelle :
Soit x 6= ∅. On a don (x⇒ ∅) = ∅, d'où il vient ¬¬x = Tout. Par onséquent, tout élément
de ∀X(¬¬X ⇒ X), est élément de Tout⇒ x pour tout x non vide. Un tel élément appliqué
à l'identité (par exemple) se réduit don à la fois à 0 et à 1, e qui, modulo le fait que 0 et
1 sont distints est impossible.
Il reste à vérier que e raisonnement est transposable dans le système ST, e qui se fait
sans trop de diultés.
Un premier lemme permet d'utiliser l'appliation pour montrer la vauité :
Lemme 58 L'appliation est intègre, dans le sens où le séquent suivant est dérivable :
⊢ ∀X, Y (X[Y ] ⊂ ⊥ ⇐⇒ (X ⊂ ⊥ ∨ Y ⊂ ⊥))
preuve:
 On suppose X[Y ] ⊂ ⊥. En utilisant le tiers exlu ave X ⊂ ⊥, puis ave Y ⊂ ⊥, il reste
à montrer le résultat sous les hypothèses (X ⊂ ⊥)⇒ ⊥o et (Y ⊂ ⊥)⇒ ⊥o.
En utilisant le lemme 49 page 69 du h. 4, et l'axiome de préservation des singletons par
appliation, et la roissane de l'appliation, on en déduit ⊥o.
 Pour le sens ontraire, il sut de montrer d'après le fait 28 page 52 que X ⊂ (Y ⇒ ⊥τ ).
On raisonne par as :
 Si X ⊂ ⊥τ , on a X ⊂ (Y ⇒ ⊥τ ).
 Si Y ⊂ ⊥τ , l'axiome du vide donne X ⊂ (⊥τ ⇒ ⊥τ ) et on a (⊥τ ⇒ ⊥τ ) ⊂ (Y ⇒ ⊥τ ),
et don X ⊂ (Y ⇒ ⊥τ ).

Le seond lemme montre qu'il n'y a pas de programme qui envoie un type non vide dans
le vide :
Lemme 59 On montre :
⊢ ∀X(X 6= ∅ ⇒ (X ⇒ ⊥τ ) ⊂ ⊥τ )
preuve: On met en hypothèse X 6= ∅, et en appliquant le lemme préédent on a :
⊢ (X ⇒ ⊥τ )[X] ⊂ ⊥τ ⇔ (X ⊂ ⊥τ ∨ ((X ⇒ ⊥τ ) ⊂ ⊥τ ))
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On a de plus par le fait 28 page 52 X ⇒ ⊥τ [X] ⊂ ⊥τ , on en déduit don
X ⊂ ⊥τ ∨ ((X ⇒ ⊥τ ) ⊂ ⊥τ ) . On raisonne ensuite par as :
 Si X ⊂ ⊥τ , alors par l'hypothèse X 6= ∅, on en déduit ⊥o, et don (X ⇒ ⊥τ ) ⊂ ⊥τ .
 Sinon, on a (X ⇒ ⊥τ ) ⊂ ⊥τ , et 'est ni.

Le troisième lemme montre que tout programme habite la double négation d'un type non
vide. On pose : ⊤τ = ∪xx.
Lemme 60 On montre :
⊢ ∀X(X 6= ∅ ⇒ (⊤τ ⊂ ((X ⇒ ⊥τ )⇒ ⊥τ ))
preuve: Par le lemme préédent, on a sous l'hypothèseX 6= ∅, que (X ⇒ ⊥τ ) ⊂ ⊥τ , et don
(⊥τ ⇒ ⊥τ ) ⊂ ((X ⇒ ⊥τ )⇒ ⊥τ ). Par l'axiome le faux est vide, on a ∀Y (Y ⊂ ⊥τ ⇒ ⊥τ ),
e qui nous donne don le résultat. 
On a maintenant tout e qu'il faut pour prouver le théorème :
Théorème 61 (Vauité lassique) On montre :
⊢ (∀X(((X ⇒ ⊥τ )⇒ ⊥τ )⇒ X)) ⊂ ⊥τ
preuve: On raisonne par l'absurde : on suppose ∀X((X ⇒ ⊥τ )⇒ ⊥τ ) 6= ∅. Par le lemme
49 page 69, il sut de déduire ⊥o sous les hypothèses C ⊂ ∀X((X ⇒ ⊥τ ) ⇒ ⊥τ ) (h) et
S(C). En utilisant l'axiome ¬TRIV , on met en hypothèse S(a), S(b) et a 6= b.
On a par (h) C ⊂ ((a ⇒ ⊥τ ) ⇒ ⊥τ ) ⇒ a et C ⊂ ((b ⇒ ⊥τ ) ⇒ ⊥τ ) ⇒ b. De plus, par le
lemme préédent, on a ⊤τ ⊂ (a⇒ ⊥τ )⇒ ⊥τ et ⊤τ ⊂ (b⇒ ⊥τ )⇒ ⊥τ . Don, C ⊂ ⊤τ ⇒ a
et C ⊂ ⊤τ ⇒ b. Par onséquent, en utilisant le fait 28 page 52, C[a] ⊂ a et C[a] ⊂ b. Par
l'axiome de onservation des singletons, on a S(C[a]), et don par la proposition 48 page
69, a ⊂ C[a], et par suite a ⊂ b, e qui entraîne ⊥o par hypothèse. 
Nous n'avons pas identié préisément où ela oine dans la dénition du système. Cela
onstitue une piste de reherhe. Nous pouvons envisager de voir les axiomes et règles qui
sont vrais dans la sémantique de Jean-Louis Krivine ([32℄) ou de Mihel Parigot ([40℄),
travail que nous avons déjà eetué partiellement [51℄.
Après es deux résultats que nous pouvons qualier de négatifs (impossibilité de . . .),
nous voyons maintenant deux résultats positifs, le premier étant d'importane puisqu'ex-
primant la terminaison des programmes.
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5.4 Normalisabilité
L'objetif de ette setion est de montrer le résultat suivant :
Théorème 62 Il existe un type N tel que :
1. Pour tout terme t los :
t est normalisable si et seulement si ⊢ |t| ⊂ N
2. Pour tout type A :
Si ⊢ A ⊂ N , alors pour tout terme t, si ⊢ t : A, alors t est normalisable.
Les tehniques que nous utilisons ne sont pas nouvelles. Elles s'inspirent diretement de la
preuve de forte normalisation du système F de J-Y Girard par andidats de rédutibilité.
Ce qui est nouveau, 'est de les utiliser au niveau formel.
5.4.1 Rappels sur les parties adéquates
Dénition 41 (Couples adéquats, ensembles adaptés) On dit qu'un ouple de par-
ties (N0, N) de Λ est adéquat si :
N0 ⊂ (N ⇒ N0) ⊂ (N0 ⇒ N) ⊂ N
On dit qu'un ensemble est bien adapté s'il est los par intersetion et par | ⇒ |.
Notation 9 Si N0 et N sont deux parties de Λ,on note :
P (N/N0) = {X;X βη saturé et N0 ⊂ X ⊂ N}.
Le lemme suivant est bien onnu :
Lemme 63 Si (N0, N) est adéquat, alors P (N/N0) est bien adapté.
preuve: Il est lair que P (N/N0) est los par intersetion. Les propriétés de ovariane et
ontravariane de | ⇒ | assure la lture par | ⇒ |. 
Posons :
 N = {t; t normalisable }
 N0 = {(x)t1...tn; x est une variable et ti ∈ N}sat
(on remarque aisément que N est βη saturé).
Fait 64 Le ouple (N0, N) est adéquat.
preuve: Il est lair que N0 ⊂ N , et que N0 ⊂ N ⇒ N0. N ⇒ N0 ⊂ N0 ⇒ N est immédiat
par le omportement de la èhe (o- et ontravariane).
(N0 ⇒ N) ⊂ N peut se montrer de la façon suivante : soit f ∈ N0 ⇒ N , et x /∈ FV (f).
On a (f x) ∈ N , et don f ∈ N . 
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5.4.2 Preuve du théorème
On pose :
 Le prédiat Adequ(X,X0), tradution direte de la dénition 41 page 78, déni par :
Adequ(X,X0) = X0 ⊂ (X ⇒ X0) ∧ (X ⇒ X0) ⊂ (X0 ⇒ X) ∧ (X0 ⇒ X) ⊂ X
 Le prédiat N(A), déni par :
N(A) = ∀X,X0(Adequ(X,X0)⇒ A ⊂ X)
 Le type N , déni par :
N = ∪X(X ↾ (S(X) ∧N(X)))
On ommene par un lemme qui donne l'utilité du prédiat N(A) :
Lemme 65 Pour tout type A, si ⊢ N(A), alors I(A) ⊂ N .
preuve: Par le fait 64 page 78 et les propriétés de l'interprétation, on a I(Adequ)(N,N0) =
⊤. Par le lemme d'adéquation 22 page 48, si on suppose ⊢ N(A), alors I(A) ⊂ X pour
tout ouple adéquat (X,X0), et don I(A) ⊂ N . 
On peut maintenant montrer le théorème 62 page 78 :
preuve:
Montrons d'abord le point 2. On suppose ⊢ A ⊂ N (a) et ⊢ t : A. On en déduit par
le lemme d'adéquation (lemme 22 page 48) que t ∈ I(A). Il sut don de montrer que
I(A) ⊂ N . D'après le lemme préédent, il sut de montrer ⊢ N(A). On met en hypothèse
Adequ(X,X0), et par le fait 32 page 55, il sut de montrer sous les hypothèses supplé-
mentaires S(Y ) et Y ⊂ A que Y ⊂ X. Par (a) on a Y ⊂ N , et par dénition de singleton,
∃Z(Y ⊂ (Z ↾ (S(Z)∧N(Z)))). Par le fait 30 page 54 (propriétés de l'opérateur restrition)
et la proposition 48 page 69, on en déduit N(Y ), et par l'axiome d'atomitiité, N(A).
Pour le point 1., le sens droite-gauhe est une onséquene du 2. et du théorème 44 page
65. Le sens gauhe-droite se montre par indution sur le longueur de la forme normale du
terme.
Soit t normalisable, et t′ sa forme normale. D'après le théorème 40 page 62, ⊢ |t| ⊂ |t′|, et
il sut de montrer ⊢ N(|t′|). Montrons-le par indution sur la longueur de t′. Plus préi-
sément, nous allons montrer le résultat suivant :
Si θ est un terme normalisable, et si on suppose ⊢ Adequ(N,N0), alors en notant |θ|
l'interprétation de θ dans laquelle haque variable libre est remplaée par N0, on a
⊢ |θ| ⊂ N .
Posons θ = λx1...xn.(x)s1...sm, on a : ⊢ |θ| ⊂ N0 ⇒ ...N0 ⇒ N0[|s1|]...[|sm|]. Par hy-
pothèse d'indution, on a ⊢ |sj| ⊂ N pour i = 1, .., m, et par roissane on a don
⊢ |θ| ⊂ N0 ⇒ . . . N0 ⇒ N0[N ]...[N ]. Comme ⊢ N0 ⊂ N ⇒ N0, on en déduit que
⊢ N0[N ] ⊂ N0, et don par une réurrene immédiate que ⊢ N0[N ]...[N ] ⊂ N , d'où
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⊢ |θ| ⊂ N0 ⇒ ...N0 ⇒ N . Par appliation répétée de ⊢ N0 ⇒ N ⊂ N , il vient ⊢ |θ| ⊂ N .
On déduit du raisonnement préédent que Adequ(N,N0) ⊢ |t′| ⊂ N , et don que ⊢ N(|θ|).

5.4.3 Un résultat sur les types à ∀ positifs.
On va montrer ii que, bien qu'apparemment l'on ne puisse rien dire en général des types
du système F , (par exemple de (∀XX ⇒ ∀XX), qui est tout), on onserve ependant un
résultat de normalisabilité pour les types qui ont une ertaine forme appelée à ∀-positifs.
Dénition 42 L'ensemble des types à ∀-positifs, noté F+, et l'ensemble des types à ∀-
négatifs, noté , sont dénis par indution mutuelle par :{
F+ = X | F− ⇒ F+ | ∀XF+
F− = X | F+ ⇒ F−
Ces ensembles sont des sous-ensembles des types du système F (onstruits uniquement
ave ∀ et ⇒. Soit N0 et N deux onstantes de types d'interprétation respetives N0 et N .
On dénit sur tous les types du système F une transformation .∗ dénie par :

X∗ = X
(A⇒ B)∗ = (A∗ ⇒ B∗)
(∀XA)∗ = ∀X((N0 ⊂ X ⊂ N)։ A∗)
en utilisant la notation (N0 ⊂ X ⊂ N) pour ((N0 ⊂ X) ∧ (X ⊂ N)).
Nous allons montrer deux lemmes onernant la transformation .∗ : d'une part, elle trans-
forme tout type du système F en un type ompris entre N0 et N , d'autre part elle trans-
forme tout type à ∀ positifs en un type plus grand.
Lemme 66 Pour tout type A du système F de variables libres X1, . . . , Xn
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ (N0 ⊂ A
∗ ⊂ N)
preuve: Par indution sur la struture de A :
 Si A est une variable, 'est une instane de Axo ('est à dire une hypothèse).
 Si A = B ⇒ C : par hypothèse d'indution, on a
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ (N0 ⊂ B
∗ ⊂ N)
et
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ (N0 ⊂ C
∗ ⊂ N)
don par la o- et ontra-variane de ⇒ et l'hypothèse Adequ(N,N0) :
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ (N0 ⊂ (B
∗ ⇒ C∗) ⊂ N)
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 Si A = ∀XB, par hypothèse d'indution, on a :
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N), (N0 ⊂ X ⊂ N) ⊢ (N0 ⊂ B
∗ ⊂ N)
Il est immédiat de dériver
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ N0 ⊂ ∀X((N0 ⊂ X ⊂ N)։ B
∗)
ave une suession de règles élémentaires.
Pour montrer
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ ∀X((N0 ⊂ X ⊂ N)։ B
∗) ⊂ N
on montre d'abord
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ (N0 ⊂ N0 ⊂ N)։ B
∗[X := N0] ⊂ N
qui est faile par hypothèse d'indution et par Adequ(N,N0), la onlusion étant ensuite
immédiate.

Lemme 67 Pour tout type A du système F de variables libres X1, . . . , Xn, si A est à ∀
positifs, alors :
(N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N),⊢ A ⊂ A
∗
preuve: On montre également que si A est à ∀ négatifs, alors :
Adequ(N,N0), (N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ A
∗ ⊂ A
par indution mutuelle sur la struture de A :
 Si A est une variable, 'est immédiat.
 Si A = B ⇒ C : on a trivialement le résultat selon que A ∈ F+ ou que A ∈ F−.
 SI A = ∀XB, on a par hypothèse d'indution :
(N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N), (N0 ⊂ X ⊂ N),⊢ B ⊂ B
∗
don
(N0 ⊂ X1 ⊂ N), . . . , (N0 ⊂ Xn ⊂ N) ⊢ B ⊂ (N0 ⊂ X ⊂ N)։ B
∗
et on onlut failement.

Ave es deux lemmes, on en déduit le théorème suivant :
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Théorème 68 Pour tout type A à ∀ positifs los du système F , on a :
⊢ A ⊂ N
preuve: A l'aide des deux lemmes préédents, on en déduit que si A est à ∀ positifs, alors :
Adequ(N,N0) ⊢ A
∗ ⊂ N et ⊢ A ⊂ A∗
On en déduit failement N(A), et don par dénition de N , et en utilisant l'axiome d'ato-
miité, A ⊂ N .

L'exemple suivant montre omment fontionne l'algorithme sous-jaent à la preuve que
nous avons faite.
Exemple 2 On prend le type Nat = ∀X(X ⇒ (X ⇒ X)⇒ X) des entiers de Churh.
Nat ⊂ N0 ⇒ (N0 ⇒ N0)⇒ N0
⊂ N0 ⇒ (N ⇒ N0)⇒ N
⊂ N0 ⇒ N0 ⇒ N
⊂ N0 ⇒ N
⊂ N
Tous les types de données usuels (entiers de Churh, listes, arbres...) du système F entrent
dans ette atégorie de types ∀-positifs. Dans la pratique, on les utilisera en fait peu, mais on
prendra à leur plae leurs dénitions réursives à la ML, et on montrera la préservation de
la normalisabilité par les diérentes opérations (produit artésien, somme, types indutifs
positifs. . .).
Nous venons don de gagner, par le résultat préédent, e que nous semblions avoir perdu
dans le système ST , 'est à dire la possibilité de dérire la normalisabilité. Nous voyons
maintenant que nous gagnons également la possibilité de dérire la résolubilité.
5.5 Résolubilité
La notion de résolubilité est une des notions entrales du λ-alul ; elle permet de erner
deux onepts :
 Le premier, qui peut sembler artiiel à première vue, et d'où provient, à notre sens,
le terme assez absons de résolubilité : on dit qu'un terme t est résoluble s'il existe
une solution
−→a à l'équation t −→a ≻β fun x -> x, autrement dit si ette équation est
résoluble (la notation
−→a représentant une suite de terme a1, . . . , an et t −→a représentant
la suession de n appliations ( ...( t a1) ...an)).
 Le seond, qui est équivalent au premier (f. par exemple [3℄, [32℄, [7℄ . . .) est moins
abstrait : un terme t est résoluble s'il est normalisable de tête, autrement dit si sa
rédution de tête ≻h termine :
t ≻h . . . ≻h fun x1 -> ...fun xn -> ( ...(xi t1) ...tm)
(1 ≤ i ≤ n).
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L'importane de ette notion tient d'une part au fait qu'on est ertain qu'une forme de
alul (d'évaluation) s'arrêtera sur un terme résoluble, et d'autre part au fait qu'un terme
résoluble est un terme dont on pourra tirer de l'information : si on l'applique à une suite
de termes, on est ertain qu'un de es termes sera mis en ation ar il sera substitué à la
variable de tête xi.
L'exemple typique de terme non résoluble est le (fameux) terme δ δ, ave
δ = fun x -> (x x), qui se reproduit à l'identique par rédution sans jamais s'autori-
ser à avaler un autre terme. Le leteur intéressé par les questions autour de la résolubilité
pourra onsulter la thèse de Y. Bertini ([8℄).
Loin de nous la prétention de nous attaquer à des notions nes autour de e onept. Nous
montrons ii simplement que, omme sa grande soeur la normalisabilité, la résolubilité est
exprimable dans le système ST . Nous ommençons par dénir la notion d'η-résolubilité,
plus prohe de notre sémantique, et montrons que ette notion est aptée par la syntaxe,
à l'aide d'un type indutif. Puis nous montrons que ette notion est équivalente ave la
résolubilité usuelle.
5.5.1 η-résolubilité
Nous introduisons la notion suivante, qui orrespond à la notion usuelle ave la βη équi-
valene au lieu de la β-rédution :
Dénition 43 On dit qu'un terme t est η- résoluble s'il existe une suite (éventuellement
vide) de λ-termes a1, . . . , an telle que :
( t a1, . . . , an ) =βη fun x -> x
( t a1, . . . , an ) représente ( ...(t a1). . . an).
On note R l'ensemble des termes η-résolubles.
Il est immédiat que l'ensemble que R est saturé par βη, et est don un élément de τ .
On peut le dénir d'une autre façon. Soit la F fontion de τ dans τ qui à tout type
A assoie l'ensemble des termes t tels qu'il existe un terme u tel que (t u) ∈ A (et
ensemble est lairement aussi un élément de τ ). Nous onstatons aisément que F (R) ⊂ R :
eetivement, si t ∈ F (R), alors il existe u tel que (t u) ∈ R. Par suite, il existe une
suite (éventuellement vide) de λ-termes a1, . . . , an telle que : ( (t u) a1, . . . , an ) =βη
fun x -> x, et don t est η-résoluble (on prend la suite u, a1, . . . , an). Prenons maintenant
F ′ dénie par F ′(A) = {fun x -> x }βη ∪F (A). On a enore F ′(R) ⊂ R, et on a de plus
R ⊂ F ′(R). Eetivement, si t ∈ R :
 Soit t =βη fun x -> x , et don t ∈ F
′(R).
 Sinon, il existe une suite non vide a1, . . . , an telle que ( t a1, . . . , an ) =βη fun x -> x,
et don ( t a1) ∈ R, don t ∈ F ′(R).
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R est don un point xe de F ′.
Il s'agit même du plus petit point xe de F ′ : on montre que pour tout point xe I de F ′,
pour tout t ∈ R, t ∈ I par réurrene sur la plus petite longueur de suite a1, . . . , an telle
que ( t a1, . . . , an ) =βη fun x -> x :
 Si elle vaut 0, t =βη fun x -> x, et don t ∈ I.
 Si elle vautm+1, il existe une suite a1, . . . , am, am+1 telle que ( t a1, . . . , am, am+1 ) =βη
fun x -> x. Par minimalité, la plus petite longueur de suite orrespondant au terme
(t a1) est m et don (t a1) ∈ I, et don t ∈ F ′(I).
Nous avons don montré la proposition suivante :
Proposition 69 L'ensemble des termes η-résolubles est le plus petit point xe de la fon-
tion :
F ′ : A 7→ {fun x -> x}βη ∪ F (A)
La fontion F étant dénie par :
F : A 7→ {t; ∃u : (t u) ∈ A}
Par une heureuse oïnidene, la fontion F ′ est dénissable dans le système ST , et le plus
petit point xe également (f. le hapitre 3).
Fait 70 On a dans le modèle standard :
I(λA(ΛXX ∪ (∪X((X ⇒ A) ↾ (X 6= ∅)))) = F ′
preuve: Il sut de vérier que I(λA(∪X(X ⇒ A) ↾ (X 6= ∅)) = F , e qui est immédiat
par la sémantique. 
Munis de es résultats, nous sommes en mesure de prouver le théorème suivant :
Théorème 71 Il existe un type Res tel que pour tout terme los t, pour tout type A :
Si ⊢ A ⊂ Res et ⊢ t : A, alors t est η-résoluble.
preuve: D'après e qu'on a vu dans le hapitre 3, le plus petit point xe d'un opérateur
roissant est dénissable dans ST à l'aide de l'opérateur µ. On a don, à l'aide des faits
préédents, si on pose
Res = µA(ΛXX ∪ (∪X(X ⇒ A) ↾ (X 6= ∅)))
alors I(Res) = R, e qui donne ave le lemme d'adéquation le résultat. 
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5.5.2 Normalisabilité de tête
Nous allons montrer ii un autre théorème, qui est une onséquene assez immédiate du
préédent : il est possible de aratériser dans le système ST la normalisabilité de tête :
Théorème 72 Il existe un type Res tel que, pour tout terme t :
⊢ t : Res si et seulement si t est normalisable de tête
La preuve de e théorème repose sur la proposition suivante :
Proposition 73 Pour tout terme t :
t est normalisable de tête si et seulement si t est η-résoluble
preuve: On a vu dans le début de la setion qu'un terme était résoluble si et seulement
si il était normalisable de tête. Il sut don de montrer qu'un terme est résoluble si et
seulement si il est η-résoluble, e qui est prouvé par exemple dans [3℄, proposition 15.1.7.

On donne maintenant la preuve du théorème :
preuve: On reprend le type Res déni dans la preuve du théorème 71 page 84.
 Seulement si : est lair par le théorème 71, et par la proposition 73, et le lemme d'adé-
quation.
 Si : Soit t′ en forme normale de tête tel que t ≻β t′. Par le théorème 40 page 62 et le
théorème du type prinipal 44 page 65, il sut de montrer que ⊢ |t′| ⊂ Res.
Posons
t′ = fun x1 -> ...xn (xi u1(x) ...um(x) ) et
π = fun y1 -> ...ym fun x -> x.
En prenant Ui = |ui(π)|, et Π = |π|, on a lairement : ⊢ |t′| ⊂ (Π ⇒ ... ⇒ Π ⇒
Π[U1]...[Um]) ⊂ (Π⇒ ... ⇒ Π⇒ I). On a de plus que ⊢ Π 6= ∅. Maintenant, par le fait
39 page 59 :
1. ⊢ ΛXX ⊂ Res
2. ⊢ ∀X(X 6= ∅ ⇒ (X ⇒ Res ⊂ Res)
En itérant n fois le point 2. ave X = Π, on obtient : ⊢ |t′| ⊂ Res.

5.6 Conlusion
On a vu dans e hapitre omment exprimer dans ST de nombreuses propriétés d'une part
théoriques (déidabilité, logique lassique) et d'autre part pratiques (diérentes formes
de terminaison, par normalisation et par normalisation de tête). Nous allons maintenant
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présenter une extension de ST à vision plus pragmatique, et regarder omment on peut
envisager un odage des types de données usuels, dans le but d'obtenir un langage de
programmation et un système de typage les plus prohes possibles de e qu'on utilise dans
ML.
Chapitre 6
Types de données dans le système ST
Nous voyons ii omment enoder dans le λ-alul les types de données de base, et
omment leur donner un type adéquat. En premier lieu nous nous intéressons à l'arhétype
des types de données qui est elui des entiers. Nous onstaterons (théorème 80 page 93) à
ette oasion que le système de typage pur est susant pour exprimer les propriétés de
l'arithmétique du seond ordre (et même au delà). Puis nous voyons omment enoder les
types usuels (produit artésien, sommes, enregistrements et types abstraits), ainsi qu'une
forme de shéma de ompréhension dans le système ST 1, étendu par deux axiomes pour
e qui onerne les types abstraits et le shéma de ompréhension.
6.1 Types de données strits et entiers (de Churh)
Depuis les travaux de Churh sur les liens entre fontions réursives et λ-alul, on dispose
d'une façon simple d'enoder les entiers à qui l'on a même donné le patronyme de leur
inventeur. L'idée est de représenter un entier n omme un itérateur n˜ prenant en argument
un terme z jouant le rle de zéro, une fontion s jouant le rle du suesseur, et fabriquant
le résultat de la fontion s itérée n fois sur le terme z :
n˜ = fun z -> fun s -> (s . . . s︸ ︷︷ ︸
n
z)
Cette lasse de programme est étonnamment bien ernée par divers systèmes de types,
dans lesquels on a le fait que si un terme t a un ertain type, alors il se β-réduit à un entier
de Churh.
1
La totalité des résultats énonés dans ette setion sont prouvés dans le logiiel PhoX
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En partiulier :
 Dans le système des types simples : si
⊢ t : o→ (o→ o)→ o
alors t se β-réduit à un entier de Churh.
 Dans le système F de Girard [24℄ : si
⊢ t : ∀X(X → (X → X)→ X)
alors t se β-réduit à un entier de Churh.
 Dans le système AF2 de Krivine [32℄ : si
⊢ t : ∀X((X0)→ ∀y((Xy)→ (X(s(y))))→ (X(sn(0))))
alors t se β-réduit à l'entier de Churh n˜.
Les deux premiers systèmes sont assez pauvres au niveau expressivité logique. Le troisième
système fait apparaître le sens du type, qui est elui du prinipe de réurrene ; dans e
système, on se donne un ensemble de termes du premier ordre qui ontient la onstante 0, la
fontion S, et dans lequel on peut ajouter d'autres fontions, ave un ensemble d'équations
logiques qui les aratérisent, une preuve de totalité d'une fontion devenant un terme qui
alule ette fontion.
Nous allons voir que le système ST¬TRIV est en fait susant en lui-même pour obtenir
bien plus que les autres systèmes : il permet naturellement omme ses ousins de erner
les entiers de Churh, et de plus ave une dénition de type de donnée interne, mais il
permet surtout de prouver les axiomes de Peano.
6.1.1 Types de données strits
La dénition d'un type de données strit orrespond à e qu'on attend d'un (prédiat de)
type susamment préis pour dérire ses éléments :
Dénition 44 On dit qu'un terme P : τ → τ est un type de données strit si :
⊢ ∀x(P (x) 6= ∅ ⇒ S(x) ∧ (x =⊂ P (x)))
Le sens de ette dénition est que si P (t) est non vide, alors t est un singleton et t est égal
à P (t) ; ei qui orrespond à la dénition usuelle de AF2 pour, par exemple, les entiers :
si t : N(sn(0)), alors t =β n, n étant l'entier de Churh assoié à n.
Le fait suivant établit le lien entre typage d'un programme d'un type de données strit et
forme de e programme :
Fait 74 Pour tout programme t, si P est un type de donnée strit et X est un type, la
règle suivante est dérivable :
⊢ t : P (X)
⊢ t : X
preuve: Immédiat ave la dénition de type de données strit et le fait 29.6. 
Nous allons maintenant voir omment ette notion abstraite se onrétise à travers le
prototype des types de données strits que sont les entiers de Churh.
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6.1.2 Zéro, suesseur et prédiat être entier
Nous dénissons les types orrespondants aux programmes zéro et suesseur usuels,
puis les types et formules aratérisant le fait d'être entier :
Dénition 45  Le type Zéro (0) est déni par :
0 = ΛXΛFX
 Le type Suesseur (S) est déni par :
S = ΛNΛXΛFF [N [X][F ]]
 Le prédiat être entier (No) est déni par :
No(n) = ∀oτ→oX(X(0)⇒ ∀y(X(y)⇒ X(S[y]))⇒ X(n))
 Le type paramétré être de type entier (N τ ) est déni par :
N τ (n) = ∀ττ→τX(X(0)⇒ ∀y(X(y)⇒ X(S[y]))⇒ X(n))
Le premier résultat que nous montrons est que le type paramétré N τ est un type de données
strit :
Théorème 75 N τ est un type de données strit.
D'après le lemme préédent, ela entraînera que si ⊢ t : N τ (Sn[0]), alors ⊢ t : Sn[0], soit
que l'on obtient bien un entier de Churh.
La preuve repose sur quelques lemmes tehniques.
Le premier exprime le lien entre typage et possibilité de faire un raisonnement par réur-
rene purement logique :
Lemme 76 Être de type entier entraîne être entier :
⊢ ∀n(N τ (n) 6= ∅ ⇒ No(n))
preuve: Ave le fait 29 page 53, il sut de montrer :
x : N τ (n) ⊢ No(n)
Et, ave la règle RC, il sut don de trouver un programme p tel que :
x : N τ (n) ⊢ p : (No(n)։ ⊥τ )⇒ ⊥τ
En posant A = λt.(No(t)։ ⊥τ )⇒ ⊥τ , on a :
x : N τ (n) ⊢ x : A(0)⇒ ∀y(A(y)⇒ A(S[y]))⇒ A(n)
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Il reste don à trouver un habitant pour A(0), et un autre pour ∀y(A(y)⇒ A(S[y]) :
 On a évidemment ⊢ No(0), e qui entraîne ⊢ fun x -> x : A(0).
 On a évidemment également ⊢ ∀y(No(y)⇒ No(S[y])), e qui entraîne :
.
.
.
Ax,RC
u : A(y), z : No(S[y])։ ⊥τ ⊢ No(y)
⇒oE
u : A(y), z : No(S[y])։ ⊥τ ⊢ No(S[y])
Ax,։E
u : A(y), z : No(S[y])։ ⊥τ ⊢z: ⊥τ
⇒τI
u : A(y) ⊢ fun z -> z : A(S[y]))
⇒τI , ∀
τ
I
⊢ fun u -> fun z -> z : ∀y(A(y)⇒ A(S[y]))
On obtient don bien le séquent souhaité, ave
p = ( (x fun x -> x) fun u -> fun z -> z)

Le deuxième lemme sert à montrer la singletoniité :
Lemme 77 Tout entier est un singleton :
⊢ ∀n(No(n)⇒ S(n))
preuve: C'est une simple preuve par réurrene :
 S(0) est évident par le théorème de singletoniité (théorème 47 page 69).
 ∀y(S(y)⇒ S(S[y])) est immédiat par l'axiome de onservation des singletons.

Le troisième lemme est un lemme sur le omportement alulatoire des types entiers :
Lemme 78 On montre :
⊢ ∀n(N τ (n) ⊂ ΛXΛF [[nX]F ])
preuve: On passe par deux types intermédiaires :
 On dénit le type mixte :
N τ,o(n) = ∀X(X(0)⇒ ∀y(No(y)։ X(y)⇒ X(S[y]))⇒ X(n))
et on montre :
⊢ N τ (n) ⊂ N τ,o(n)
en montrant que :
⊢ N τ (n) ⊂ A(0)⇒ ∀y(A(y)⇒ A(S[y]))⇒ A(n)
ave A(t) = X(t) ↾ No(t).
6.1. TYPES DE DONNÉES STRICTS ET ENTIERS (DE CHURCH) 91
 On dénit le type lambda-terme agrémenté de singletons :
T (n) = ∀X,F ((S(X) ∧ S(F ))։ X ⇒ F ⇒ n[X][F ])
et on montre :
⊢ ∀n(T (n) ⊂ ΛXΛFn[X][F ])
en utilisant l'axiome d'atomiité et les propriétés de l'appliation de types : il sut en
eet de montrer ⊢ T (n)[X][F ] ⊂ n[X][F ]. On met en hypothèses x ⊂ X,S(x), f ⊂
F,S(f), et on montre failement sous es hypothèses que T (n)[x][f ] ⊂ n[x][f ], et don
T (n)[x][f ] ⊂ n[X][F ]. La onlusion vient failement ave l'axiome d'atomiité.
Il reste don à montrer que :
⊢ N τ,o(n) ⊂ T (n)
Cela se fait en prouvant :
S(X),S(F ) ⊢
(0[X][F ]⇒ ∀y(No(y)։ y[X][F ]⇒ S[y][X][F ])⇒ n[X][F ])
⊂
(X ⇒ F ⇒ n[X][F ])
Ave les règles de o et ontra-variane de ⇒, il sut de montrer deux sous-typages (le
troisième étant trivial) :
S(X),S(F ) ⊢ X ⊂ 0[X][F ]
et
S(X),S(F ) ⊢ F ⊂ ∀y(No(y)։ y[X][F ]⇒ S[y][X][F ])
Pour le premier séquent, on obtient failement l'inlusion inverse, ave le théorème 40 page
62, et en utilisant l'équivalene entre S et S⊂ (proposition 48 page 69), on obtient le séquent
voulu.
Pour le seond, toujours ave le théorème 40 page 62, on obtient : S[y][X][F ] ⊂ F [y[X][F ]],
en utilisant l'équivalene entre S et S⊂ et en mettent en hypothèse S(y), on obtient l'inlu-
sion inverse et on onlut en utilisant le lemme préédent et les propriétés de l'appliation.

Le quatrième lemme est un lemme de sous-typage pur qui exprime que le type paramétré
être entier appliqué à n'importe quel type est un sous-type de e dernier
2
.
Lemme 79 On montre :
⊢ ∀n((N τ (n) ⊂ n))
preuve: On fait deux étapes :
 On établit d'abord le omportement alulatoire du suesseur :
⊢ ∀y(S(y)⇒ S[y] ⊂ ΛXΛFS[y][X][F ]
Comme il s'agit d'une β-équivalene, elle-i se traite ave les outils du hapitre 4.
2
il peut paraître paradoxal, mais il sut de remarquer que si A n'est pas un entier, alors le type A est
un entier est vide...
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 On utilise le prédiat renforé usuel sur les entiers :
No+(n) = ∀X(X(0)⇒ ∀y(No(y)⇒ X(y)⇒ X(S[y]))⇒ X(n))
Et on montre le fait usuel :
⊢ ∀n(No(n)⇒ No+(n))
 On montre par réurrene le sous-typage :
∀n(No(n)⇒ (N τ (n) ⊂ n))
Cela se fait en utilisant la réurrene renforée, la relation de β-équivalene i-dessus, et
les deux lemmes préédents (omportement alulatoire et singletoniité).
Enn, en utilisant e qu'on vient de montrer, le résultat est assez aisé à prouver en faisant
une disjontion sur la vauité de N τ (n) et en utilisant le lemme qui fait le lien entre typage
et réurrene. 
Ces lemmes étant établis, on peut prouver le théorème 75 :
preuve: On suppose N τ (n) 6= ∅. Ave les lemmes 76 et 77, on en déduit que S(n). Ave
l'équivalene entre S et S⊂ (proposition 48 page 69), le lemme 79, et l'hypothèse on en
déduit que n =⊂ N
τ (n). 
6.1.3 Arithmétique de Peano
On montre ii qu'on peut formuler et prouver les axiomes de Peano d'une façon très simple
à l'intérieur du système de types.
Dénition 46 On appelle axiomes de Peano les formules suivantes :
1. Zéro est distint de suesseur :
∀n¬(0 =⊂ S[n])
2. Le suesseur est injetif sur les entiers :
∀n,m(N(n)⇒ N(m)⇒ (S[n] =⊂ S[m])⇒ n =⊂ m)
3. Tout entier non nul est le suesseur d'un entier :
∀n(N(n)⇒ ¬(n =⊂ 0)⇒ ∃m(N(m) ∧ n =⊂ S[m])
4. Propriétés de l'addition :
(a)
∀n((n + 0) =⊂ n)
(b)
∀n,m((n + S[m]) =⊂ S[n+m])
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5. Propriétés de la multipliation :
(a)
∀n((n× 0) =⊂ 0)
(b)
∀n,m((n× S[m]) =⊂ n+ (n×m))
en prenant par exemple : m+ n = m[n][S] et m× n = m[0][Λx.(x + n)].
Théorème 80 Les axiomes de Peano sont prouvables dans ST.
Ce qui est surprenant dans e résultat, 'est la apaité du système à prouver l'injetivité
du suesseur et le fait que zéro ne soit pas un suesseur.
Nous donnons maintenant la preuve :
preuve:
1. Il sut de remarquer que 0 et S[n] étant résolubles et non β-équivalents, l'axiome de
non trivialité (3 page 74) permet de onlure aisément.
2. Pour l'injetivité du suesseur, on utilise simplement un prédéesseur, par exemple :
Predn = n[(0, 0)][ΛC.(Pi2[c], S[Pi2[c]])].
le ouple (a, b) étant déni de manière usuelle par (a, b) = ΛC.C[a][b], et la seonde
projetion par Pi2 = ΛC.C[ΛXΛYX].
On montre ensuite par réurrene que :
∀n(No(n)⇒ Pred[S[n]] ⊂ n)
munis de ela, et des faits évidents que l'on ne manipule que des singletons, on en
déduit le résultat.
3. Immédiat par réurrene.
4. Immédiat par réurrene.
5. Immédiat par réurrene.

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6.1.4 Égalité sur les entiers
On montre ii un fait qui sera utile par la suite pour le typage des programmes, à savoir
le omportement (typage) du test d'égalité.
On dénit le terme eq_nat de la façon suivante :
true = fun x -> fun y -> x
false = fun x -> fun y -> y
(a,b) = fun  -> ( ( a) b)
pi1 = fun  -> ( true)
pi2 = fun  -> ( false)
eq_zero = fun m -> ((m true ) (fun r -> false))
eq_su = fun r -> fun m -> (pi1
( (m (false,zero))
( fun re -> ((r (pi2 re)), (su (pi2 re))))).
eq_nat = fun n -> ( (n eq_zero) eq_su )
Et on onsidère les traduits en type Eq_nat, True et False des programmes nommés
i-dessus.
On montre le fait suivant :
Fait 81 Les règles suivantes sont dérivables dans ST
(1) ⊢ S(Eq_nat) ∧ Eq_nat ⊂ ∀x, y(N τ (x)⇒ N τ (y)⇒ ((x = y)‖(x 6= y)))
(2) ⊢ ∀x, y(No(x)⇒ No(y)⇒

 (x = y)⇒ Eq_nat[x℄[y℄ ⊂ True∧
(x 6= y)⇒ Eq_nat[x℄[y℄ ⊂ False

)
preuve:
 La première partie est évidente ar il s'agit du traduit d'un terme. La seonde partie se
prouve par réurrene.
 En utilisant les propriétés de l'appliation (28 page 52) on déduit de (1) que
Eq_nat[x][y] ⊂ ((x = y)‖(x 6= y)))
On onlut failement en utilisant les propriétés du déideur (37 page 58).

Notation 10 Nous onserverons dans la suite la onvention d'ériture suivante : le traduit
en type de tout programme déni par un nom (true,pi1,. . .) sera érite ave le même nom
ommençant par une majusule (True,Pi1,. . .), à l'exeption des paires qui seront érites
à l'identique.
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6.2 Produits et Paires
Les paires onstituent la deuxième brique de base pour onstruire nos types de données.
Nous dénissons le type produit d'une façon légèrement inhabituelle : eetivement, le
type habituel A×B = ∀X((A⇒ B ⇒ X)⇒ X) est vitime d'une pathologie illustrée par
l'exemple i-dessous. Posons :
 ax = fun i ->(((i false)x)i), on a ax : I ⇒ I (ave I = ΛXX).
 p = fun c ->((c ac)ac ), on a p : (I ⇒ I)×(I ⇒ I).
Mais on a par ontre p 6=βη ((pi1 p) ,(pi2 p)).
Ce qui fait que, dans le as général :
A×B 6⊂ ∪α∈A,β∈B(ΛC.C[α][β])
le type de droite étant don dans le as général stritement plus petit que elui de gauhe.
C'est don à ause de ette pathologie qu'on hoisit le odage suivant :
Dénition 47 (Produit) On pose :
A× B = ∪α∈A,β∈B( α , β )
On a introduit les notations suivantes, que nous préisons :
Notation 11
x ∈ A = (x ⊂ A) ∧ S(x)
∪α1∈A1,...,αn∈AnT (α1, . . . , αn) = ∪α1 . . . ∪ αn(T (α1, . . . , αn) ↾ (∧1≤i≤nαi ∈ Ai)
Comme nous allons beauoup utiliser les singletons par la suite, nous introduisons égale-
ment les notation suivantes :
Notation 12
∀x : A.P (x) = ∀x(x ∈ A⇒ P (x))
∃x : A.P (x) = ∃x(x ∈ A ∧ P (x))
6.2.1 Typage
Le fait suivant donne les prinipales propriétés du produit, et servira à établir la preuve
de orretion :
Fait 82 (Propriétés du produit) On prouve :
(1) ⊢ ∀A,B∀α : A.∀β : B((α, β) ∈ A×B)
(2) ⊢ ∀A,B∀X : A× B.(Pi1[X] ∈ A)
(3) ⊢ ∀A,B∀X : A× B.(Pi2[X] ∈ B)
(4) ⊢ ∀A,B∀X : A× B(X = (Pi1[X], Pi2[X]))
ave Pi1, Pi2 et (X,Y ) dénis à l'aide de la onvention 10.
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preuve:
 (1) : On met en hypothèses S(α), α ⊂ A, S(β), et β ⊂ B. La première omposante de
la onjontion est évidente par dénition de la réunion. La singletoniité est immédiate
ave les outils du hapitre 4.
 (2) : On met en hypothèse X ⊂ A × B et S(X). Par dénition de S, on en déduit
∃α ∈ A, β ∈ B(X ⊂ (α, β)). Sous les hypothèses S(α), α ⊂ A, S(β), β ⊂ B et
X ⊂ (α, β), on déduit Pi1[X] ⊂ Pi1[(α,β)], et par le fait 40, par la roissane de la
paire et par hypothèse on en déduit que Pi1[X] ⊂ A. La preuve que S(Pi1[X]) est
immédiate.
 (3) : analogue à (2).
 (4) : omme dans la preuve de (2), on a sous les hypothèses X ⊂ A × B et S(X),
∃α ∈ A, β ∈ B(X ⊂ (α,β)). Sous les hypothèses S(α), α ⊂ A, S(β), β ⊂ B et
X ⊂ (α, β), on déduit S((α, β)) par (1). Par la propriété 48 page 69, on a S⊂, et on en
déduit que X = (α, β). Il sut don de montrer (α, β) = (Pi1[(α, β)], Pi2[(α, β)]). En
utilisant les mêmes tehniques que pour la preuve de (1), on montre que Pi1(α, β)] = α
et que Pi2[(α, β)] = β, e qui permet de onlure.

Remarque: Le surjetive pairing n'est pas une règle de rédution, mais une règle de typage
onditionnée par une prémisse qui est susamment forte pour assurer que les habitants du
type ont la bonne forme.
6.2.2 Sous-typage
Le sous-typage du produit est un sous-typage par omposante :
Proposition 83 La règle de sous-typage suivante est dérivable :
⊢ ∀A,A′, B,B′(A ⊂ A′ ⇒ B ⊂ B′ ⇒ (A×B) ⊂ (A′ ×B′))
preuve: Sous les hypothèses A ⊂ A′ et B ⊂ B′, il sut de montrer, en utilisant l'atomiité :
∀α : A∀β : B(α ∈ A′ ∧ β ∈ B′)
e qui est immédiat. 
Cei termine l'étude des propriétés du type produit, qui sera la base des autres types que
l'on va onsidérer maintenant.
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6.3 Sommes et ases
Les types sommes seront simplement des réunions de produits de la forme C × A ave C
un entier, et don leurs habitants, des paires : les règles d'introdution sont immédiates,
on ne s'intéressera don qu'aux règles d'élimination.
Dénition 48 (Motifs et Analyse par as) On dénit les motifs de base par :
 C,x -> t(x) [k,u℄ = ( ( P1(u) P2(u) ) k ) ave :
P1(u) = ( (eq_nat (pi1 C)) u)
P2(u) = ( ((fun y -> (t (y))) (pi2 u)) u)
 C -> t [k,u℄ = C,x -> t[k,u℄
 _ -> t[k,u℄ = t
On dénit les motifs par :
 Un motif de base est un motif
 Si M [k, u] est un motif, alors
C,x -> t(x) | M [k, u] = C,x -> t(x)[M [k, u], u]
est un motif.
 Si M est un motif, et u un programme, on dénit l'analyse par as de M par :
ases u of M = M [fun x -> x, u].
Le rle d'un motif est simplement de tester si la première projetion de u est égale à C. Si
'est le as, il renvoie l'appliation de la fontion t à la seonde omposante de D, sinon, il
renvoie k.
Par exemple, si on onsidère deux motifs M1 et M2 dénissant haun deux programmes
P 11 , P
1
2 , et P
1
2 , P
2
2 , on a :
ases u of M1 | M2 = M1|M2 [fun x -> x, u].
= M1[M2[fun x -> x, u], u]
= M1[( ( P
2
1 (u) P
2
2 (u) ) fun x -> x ), u]
= ( P 11 (u) P
1
2 (u) ) ( ( P
2
1 (u) P
2
2 (u) ) fun x -> x )
Notre objetif étant de ne travailler que sur les types, on utilisera dans la suite les pro-
grammes omme leurs traduits en type, en suivant la onvention de la notation 10 : 'est
à dire qu'on notera Cases ... Of ... pour le traduit de ases ... of ... .
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Proposition 84 Les règles suivantes sont dérivables.
1.
Γ ⊢ u ∈ A Γ ⊢ ∀x ∈ A.t(x) ∈ B(x)
Γ ⊢ Cases u Of _ -> t(u) ∈ B(u)
2.
Γ ⊢ u ∈ C ×A
Γ ⊢ No(C)
Γ ⊢ ∀y : A.t(y) ∈ B((C, y))
Γ ⊢ S(Fun x -> t(x))
Γ ⊢ Cases u Of C, x -> t(x) ∈ B(u)
3.
Γ ⊢ u ∈ C × ΛXX Γ ⊢ No(C) Γ ⊢ t ∈ B((C,ΛXX))
Γ ⊢ Cases u Of C -> t ∈ B(u)
preuve:
1. C'est immédiat ar par dénition :
Cases u Of _ -> t(u) = t(u)
On remarque qu'ii il n'y a auune ondition sur le type A ; ei dit, dès que l'on
omposera les motifs, on aura des onditions similaires aux autres as.
2. Il s'agit de montrer (( P1(u) P2(u) ) Fun x -> x ) ∈ B(u). La première hose à
vérier est S((( P1(u) P2(u) ) Fun x -> x )), e qui est immédiat par le théorème
de singletoniité (47 page 69), ave les première et dernière prémisses.
Ensuite, il faut vérier (( P1(u) P2(u) ) Fun x -> x ) ⊂ B(u). Les propriétés du
produit (fait 82) ave la première prémisse assurent que Pi1 u ∈ C et que Pi2 u ∈ A.
On en déduit que Pi1 u = C par les propriétés d'équivalene des singletons (48 page
69). Ave les propriétés de l'égalité (fait 81), et par β-rédution (théorème 40 page 62),
on en déduit (( P1(u) P2(u) ) Fun x -> x ) ⊂ ((True P2(u) ) Fun x -> x ) ⊂
P2(u) ⊂ B(u).
3. Immédiat par (2).

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Proposition 85 Les règles suivante sont dérivables :
1.
P1 : Γ ⊢ u ∈ (C × A) ∪ T
P2 : Γ ⊢ No(C)
P3 : Γ ⊢ ∀X : T.(Pi1[X] 6= C ∧N
o(Pi1[X]))
P4 : Γ ⊢ ∀y : A.t(y) ∈ B((C, y))
P5 : Γ ⊢ ΛX(tX) 6= ∅
P6 : Γ ⊢ ∀y : T.Cases y Of M(y) ∈ B(y)
Γ ⊢ Cases u Of C, x -> t(x) | M(u) ∈ B(u)
2.
P1 : Γ ⊢ u ∈ (C × ΛXX) ∪ T
P2 : Γ ⊢ No(C)
P3 : Γ ⊢ ∀X : T.(Pi1[X] 6= C ∧No(Pi1[X]))
P4 : Γ ⊢ t ∈ B((C,ΛXX))
P5 : Γ ⊢ ∀y : T.Cases y Of M(y) ∈ B(y)
Γ ⊢ Cases u Of C -> t | M(u) ∈ B(u)
preuve:
1. On sait que Γ ⊢ S(u). Don, d'après la propriété 48 page 69, on a Γ ⊢ S∪(u). Par
dénition, on en déduit ave P1 que (u ⊂ (C × A)) ∨ (u ⊂ T ). On raisonne par as
en utilisant les propriétés 82, 81, et 40 page 62 :
 Sous l'hypothèse u ⊂ (C × A), on en déduit que
Cases u Of C, x -> t(x) | M(u) = t((Pi1 u))
e qui donne le résultat, ave P4.
 Sous l'hypothèse u ⊂ T , on en déduit que ((Pi1[u]) 6= C ∧ No(Pi1[u])). Et don,
Cases u Of C, x -> t(x) | M(u) = Cases u Of M(u), d'où la onlusion grâe
à P6.
2. Immédiat d'après 1.

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6.4 Enregistrements
6.4.1 Typage
Dénition 49 (Type enregistrement) On pose, pour tous types A1, . . .An et C1, . . .Cn :
{C1 : A1; . . . ;Cn : An}
=
∀X(((C1 × (A1 ⇒ X)) ∪ . . . ∪ (Cn × (An ⇒ X)))⇒ X)
Dénition 50 (Enregistrements)
On pose, pour tous programmes a1, . . .an et C1, . . .,Cn :
< C1 = a1; . . . ;Cn = an >
=
fun x -> (ases x of C1,f -> (f a1) |...Cn,f -> (f an))
Et on dénit l'ajout externe d'un hamps pour tous programmes C, a et p :
[C = a] + p = fun x -> ases x of C,f -> (f a) | _ -> (p x)
On prouve le fait suivant sur le typage des traduits en type des enregistrements :
Proposition 86 Les règles suivantes sont dérivables :
(1)
Γ ⊢ a ∈ A Γ ⊢ No(C)
Γ ⊢< C = a >∈ {C : A}
(2)
Γ ⊢ a ∈ A
Γ ⊢< u >∈ {C1 : A1; . . . ;Cn : An}
Γ ⊢ No(C)
Γ ⊢ ∀X(∀y : ((C1 × (A1 ⇒ X)) ∪ . . . ∪ (Cn × (An ⇒ X))).

 (Pi1[y]) 6= C∧
No(Pi1[y])

)
Γ ⊢< C = a; u >∈ {C : A;C1 : A1; . . . ;Cn : An}
(3)
Γ ⊢ a ∈ A
Γ ⊢ p ∈ {C1 : A1; . . . ;Cn : An}
Γ ⊢ No(C)
Γ ⊢ ∀X(∀y : ((C1 × (A1 ⇒ X)) ∪ . . . ∪ (Cn × (An ⇒ X))).

 (Pi1[y]) 6= C∧
No(Pi1[y])

)
Γ ⊢ [C = a] + p ∈ {C : A;C1 : A1; . . . ;Cn : An}
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preuve:
1. Il faut vérier :
Γ ⊢ Fun x -> Cases x Of C,f -> (f a) ∈ ∀X((C × (A⇒ X))⇒ X)
Il sut don de montrer :
Γ, X : τ, x ∈ C × (A⇒ X) ⊢ Cases x Of C,f -> (f a) ∈ X
On utilise la règle 2. de la propriété 84. Ave notre hypothèse et les prémisses qui
assurent S(a), a ⊂ A et No(C) :
 Les deux premières prémisses sont immédiates.
 ∀y : A⇒ X).(y a) ∈ X est faile.
 S(Fun x -> (x a) également.
2. On met en hypothèse x ∈ (((C1× (A1 ⇒ X))∪ . . .∪ (Cn× (An ⇒ X))), et il faut en
déduire
(ases x of C , f -> (f a) | u(x)) ∈ {C : A;C1 : A1; . . . ;Cn : An}
On utilise la règle 1. de la propriété 85, dont il faut vérier les 6 prémisses :
 P1 et P2 sont données par nos prémisses.
 P3 vient de notre dernière prémisse.
 P4 et P5 viennent de t = fun f -> (f a).
 P6 vient de (fun x -> ases x of u(x)) ∈ {C1 : A1; . . . ;Cn : An}.
3. Il sut d'utiliser les règle 1. de la propriété 85 et 3. de la propriété 84.

An de pouvoir aéder aux omposantes d'un enregistrement, on dénit la projetion :
Dénition 51 (Projetion) La projetion u.C est dénie par :
u.C = ( u (C , fun x -> x))
On donne simplement la règle suivante, qui est susante grâe aux propriétés de sous-
typage que nous verrons ensuite :
Proposition 87 La règle suivante est dérivable :
Γ ⊢ u ∈ {C : A} Γ ⊢ No(C)
Γ ⊢ u.C ∈ A
preuve: Il sut de remarquer que (C , ΛXX) ⊂ C × (A⇒ A). 
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6.4.2 Sous-typage
On désire deux propriétés de sous-typage : le sous-typage par omposante et le sous-typage
par omission de omposante.
Proposition 88 Les règles de sous-typage suivantes sont dérivables :
(1) ⊢ ∀A1, . . . , An, A′i((Ai ⊂ A
′
i)⇒

 {C1 : A1; . . . ;Ci : Ai; . . . ;Cn : An}⊂
{C1 : A1; . . . ;Ci : A′i; . . . ;Cn : An}


(2) ⊢ ∀A1, . . . , An, A′i

 {C1 : A1; . . . ;Ci−1 : Ai−1;Ci : Ai;Ci+1 : Ai+1; . . . ;Cn : An}⊂
{C1 : A1; . . . ;Ci−1 : Ai−1;Ci+1 : Ai+1; . . . ;Cn : An}


preuve:
1. Sous l'hypothèse Ai ⊂ A′i, on a en utilisant le sous-typage du produit et la ontrava-
riane de la èhe que :
Ci × (A
′
i ⇒ X) ⊂ Ci × (Ai ⇒ X)
En utilisant le sous-typage de la réunion :
⊢
(C1 × (A1 ⇒ X)) ∪ . . . ∪ Ci × (A′i ⇒ X) ∪ . . . ∪ Cn × (An ⇒ X)
⊂
(C1 × (A1 ⇒ X)) ∪ . . . ∪ Ci × (Ai ⇒ X) ∪ . . . ∪ Cn × (An ⇒ X)
La onlusion est immédiate.
2. On a simplement en utilisant le sous-typage de la réunion :
⊢ Ci × (Ai ⇒ X) ⊂ (C1 × (A1 ⇒ X)) ∪ . . . ∪ Cn × (An ⇒ X)
La onlusion est immédiate.

6.5 Types abstraits et desription dénie
6.5.1 ST∆
Tout omme le système ST¬TRIV présenté au hapitre 5, le système ST∆ est une extension
de ST , à ei près qu'il ajoute de nouveaux opérateurs.
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6.5.2 Syntaxe et règles
Nous ajoutons au langage de termes du système ST une nouvelle famille de onstantes :
pour haque suite de sortes s = s1, . . . , sn, on ajoute à l'ensemble des onstantes Const n
opérateurs ∆si (i = 1, . . . , n) de sortes respetives (s1, . . . , sn → o)→ si.
Une ériture agréable et ompate des règles orrespondant à es opérateurs néessite une
dénition pour les propositions existentielles portants sur plusieurs variables.
Dénition 52 (Existentielles et Unions multiples)
A haque suite de sortes s = s1, . . . , sn, on assoie un opérateur ∃s déni par :
∃s = λP∀K(∀x1 . . . xn(P (x1) . . . (xn)⇒ K)⇒ K)
A haque suite de sortes s = s1, . . . , sn, on assoie un opérateur ∪
s
déni par :
∪s = λA∀X(∀x1 . . . xn(A(x1) . . . (xn) ⊂ X)։ X)
Notation 13 On utilisera les notations ∃x1 . . . xnP pour ∃P , et ∪x1 . . . xnA pour ∪A.
On donne une famille d'axiomes :
Axiome 4 (Axiomes de desription dénie)
Pour haque liste de sortes s = s1, . . . , sn, on pose l'axiome :
(∆s) ∀P (∃
sP (x1) . . . (xn)⇒ P (∆
s
1(P )) . . . (∆
s
n(P )))
Nous donnons ii quelques règles dérivables sur les existentielles qui seront utiles dans la
suite de la thèse.
Fait 89 On prouve :
1. ⊢ ∀P∀x1 . . . xn(P (x1) . . . (xn)⇒ ∃x1 . . . xnP )
2. ⊢ ∀P∀K(∃x1 . . . xnP ⇒ ∀x1 . . . xn(P (x1) . . . (xn)⇒ K)⇒ K)
3. ⊢ ∀A∀x1 . . . xn(A(x1) . . . (xn) ⊂ ∪x1 . . . xnA)
4. ⊢ ∀A∀X(S(X)⇒ X ⊂ ∪x1 . . . xnA⇒ ∃x1 . . . xn(X ⊂ A(x1) . . . (xn)))
5. En posant X.A.i = ∆si (λx1 . . . xn(X ⊂ A(x1) . . . (xn))), on a :
⊢ ∀X∀A(S(X)⇒ X ⊂ ∪x1 . . . xnA⇒ X ⊂ A(X.A.1) . . . (X.A.n))
preuve:
 1,2,3 sont immédiates.
 4 : On montre d'abord ∪x1 . . . xnA(x1) . . . (xn) ⊂ ∪x1 ∪ x2 . . . ∪ xnA(x1) . . . (xn) par
réurrene sur la longueur l de la suite s = s1, . . . , sn :
 Si l = 1, 'est vrai.
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 On suppose l > 1. Il sut de montrer A(x1) . . . (xn) ⊂ ∪x1 ∪ x2 . . .∪ xnA(x1) . . . (xn).
On met en hypothèse ∀x1(∪x2 . . . ∪ xnA(x1) . . . (xn) ⊂ X) et il faut en déduire que
A(x1) . . . (xn) ⊂ X. Il sut de montrer que A(x1) . . . (xn) ⊂ ∪x2 . . .∪xnA(x1) . . . (xn),
e qui est vrai ar A(x1) . . . (xn) ⊂ ∪x2 . . . xnA(x1) . . . (xn) et par hypothèse de réur-
rene ∪x2 . . . xnA(x1) . . . (xn) ⊂ ∪x2 . . . ∪ xnA(x1) . . . (xn).
En appliquant un nombre de fois égal à la longueur de la suite la dénition de singleton
de sorte s telle que vue au fait 33, on obtient ∃x1 . . .∃xn(X ⊂ A(x1) . . . (xn). Par suite,
il sut de montrer ∀P (∃x1 . . .∃xnP ⇒ ∃x1 . . . xnP ) e qui est immédiat par 1..
 5 : Immédiat par 4. et ∆s.

On remarque que la notation introduite dans le point 5. du fait préédent s'approhe d'assez
près de la notation habituelle de la projetion.
6.5.3 Adéquation
Il est tout de même néessaire de montrer que l'extension que nous proposons est onsis-
tante. Il sut pour ela de donner une interprétation aux opérateurs ∆si .
Soit s = s1, . . . , sn une suite de sortes. On applique la proposition 6 page 22 du hapitre 2
ave :
 Ai = si
 m = 1
 E = o = {⊥;⊤} (on a don PE = ⊤)
Soit I une interprétation. On l'étend en posant :
I(∆si ) = .(i,1)
Vérions la validité des nouveaux axiomes :
Si I(∃x1 . . . xnP (x1) . . . (xn)) = ⊤, alors :
⊤ ≤ ∨{I(P )(a1) . . . (an);
∧
1≤i≤n
ai ∈ Ai}
et don
⊤ ≤ I(P )(.(1,1)(I(P ),⊤)) . . . (.(n,1)(I(P ),⊤))
On en déduit que I(P )(.(1,1)(I(P ),⊤)) . . . (.(n,1)(I(P ),⊤)) = ⊤, qui est le résultat souhaité.
On a don prouvé la proposition suivante :
Proposition 90 Le système ST∆¬TRIV est onsistant.
6.6 Antisymétrie et shéma de ompréhension
On voit ii que l'on peut également dénir une forme de shéma de ompréhension en tant
que type de données, modulo l'ajout d'un axiome :
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Axiome 5 (Axiome d'antisymétrie) L'axiome suivant exprime l'antisymétrie du sous-
typage :
(AS) ⊢ ∀A,B((A =⊂ B)⇒ (A =L B))
Cet axiome est évidemment vrai dans notre sémantique, ar son interprétation est l'axiome
d'antisymétrie !
On dénit le shéma de ompréhension d'un prédiat P , noté SC(P ) par :
SC(P ) = ∪X(X ↾ (S(X) ∧ P (X)))
Le fait suivant justie l'appellation shéma de ompréhension :
Fait 91 Le séquent suivant est dérivable :
⊢ ∀P∀X((S(X) ∧ P (X))⇐⇒ (S(X) ∧X ⊂ SC(P )))
preuve:
 ⇒ : On met en hypothèse S(X) ∧ P (X), et il sut d'en déduire X ⊂ ∪X(X ↾ (S(X) ∧
P (X))), e qui est immédiat.
 ⇐ : On met en hypothèse S(X)∧X ⊂ SC(P ). Par dénition de singleton, on en déduit
∃Y (X ⊂ (Y ↾ (S(Y )∧P (Y )))). On met en hypothèse Y : τ,X ⊂ (Y ↾ (S(Y )∧P (Y )))).
Par le point 6 du fait 30 page 54, et par dénition de singleton, on a S(Y ) ∧ P (Y ). Par
le point 2 du même fait, on a X ⊂ Y . Par l'équivalene des singletons (48 page 69), on
a S⊂(Y ), et on en déduit don que X =⊂ Y . Par l'axiome (AS), on en déduit X =L Y ,
et don P (X). Y n'étant pas libre dans la onlusion, on a le résultat.

6.7 Conlusion
On a vu dans e hapitre omment oder les types de données usuels dans le système ST .
L'étude des entiers n'aura plus d'autre importane dans la suite que elle de représenter
les onstruteurs du langage. On ne s'intéressera plus en fait qu'au niveau supérieur,
elui des types de données (paires, sommes, enregistrements,. . .) que nous avons dénies.
Nous allons maintenant dénir un petit langage de programmation basé sur es types de
données.
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Chapitre 7
Langage de programmation
Nous présentons dans e hapitre un langage de programmation fontionnel typé ave
spéiations
1
.
Notre langage manipule quatre sortes d'objets :
1. Les programmes, qui seront érits en polie droite (fun n → n + 1 . . .)
2. Les formules, qui servent à exprimer les propriétés de programmes. Par exemple, si
on se donne le type nat des programmes qui représentent les entiers, la formule :
Πon : nat.(n + 1 = 1 + n)
doit se lire :
Pour tout entier n, n + 1 égale 1 + n
3. Les types, qui servent à dérire des ensembles de programmes. Par exemple, si on se
donne en plus du types nat, le type bool des booléens :
Πτn : nat.bool
doit se lire :
L'ensemble des programmes qui prennent en entrée un entier, et renvoient omme
résultat un booléen
4. Les jugements de sous-typage, qui orrespondent à la notion de sous-ensemble. Par
exemple, si on se donne le type pair des entiers pairs :
pair ⊂ nat
doit se lire
tout entier pair est un entier
1
Bien que le langage repose in ne sur le système ST , via sa tradution établissant sa onsistane, e
hapitre peut être lu de manière indépendante.
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Ces quatre sortes d'objets sont dénis par règles d'inférenes et des grammaires, et les
règles logiques, de typage et de sous-typage permettent d'exprimer leurs interations.
Dans une première setion, nous dénirons les règles qui permettent de onstruire les
formules, les types et les relations de sous-typage, et plus généralement nous dénirons
également les types et prédiats paramétrés, tous es objets étant regroupés sous le vo-
able terme. Les termes seront onstruits grâe à des sortes simples restreintes à la position
positive d'une sorte partiulière , la sorte π, qui sera la sorte des programmes. Une fois
les termes dénis, nous donnerons dans les setions suivantes les règles du langage à pro-
prement parler
2
. Dans la setion 2, on présentera le noyau fontionnel, qui onerne le
langage de programmation restreint aux seules onstrutions d'abstration (fun x → t) et
d'appliation ((u v)). Cette partie est essentielle ar elle ontient les règles de typage du
produit (Πτ ) orrespondant à l'abstration, ainsi que les règles logiques de base. Les se-
tions suivantes sont dédiées à la présentation des règles qui onernent les types de données
plus élaborés :
 La setion 3 onerne les paires. Les règles de typage sont les règles habituelles, la seule
règle logique spéique étant elle de la paire surjetive.
 La setion 4 onerne les types sommes, qui orrespondent à la réunion de types dis-
riminés par des onstruteurs. Les règles grammatiales dénissant les types sommes
sont un peu fastidieuses, mais néessaires pour obtenir la ohérene du système : elles
pourront être sautées en première leture.
 La setion 5 présente les types indutifs, orrespondant à la notion vue dans le hapitre
2. Les règles d'élimination sont restreintes à la réurrene à un pas et à la réurrene
bien fondée.
 La setion 6 présente les types oindutifs, orrespondant à la notion vue dans le hapitre
2. Les setion 5 et 6 peuvent être vues par le leteur onnaissant les types algébriques
du type ML omme une façon de préiser à l'intérieur de es types eux qui terminent
et eux qui ne terminent (éventuellement) pas.
 La setion 7 présente les enregistrements : une nouvelle notion y est présentée, elle
d'enregistrement fort, qui permet de préiser les habitants d'un tel type, ar en présene
de sous-typage, un type enregistrement ne ontient pas assez d'information pour erner
le omportement de ses habitants relativement à la terminaison.
 La setion 8 présente deux notions d'abstrations :
 L'abstration orrespondant aux types abstraits de ML, qui onsiste à dissimuler un
type (ou un type paramétré, plus généralement un terme dans notre formalisme) qui
apparaît dans un autre type.
 L'abstration présentée sous la forme du lieur Self, permet d'exprimer le programme
lui-même dans son type.
 La setion 9 présente un prédiat de normalisation, vu omme une ontrainte de sous-
typage.
2
On prendra la onvention d'enadrer les règles qui onernent la onstrution de termes, et de ne pas
enadrer les règles du langage
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7.1 Sortes et termes
7.1.1 Sortes et termes de base
Nous présentons tout d'abord les règles qui permettent de onstruire e que nous appe-
lons les termes : formules, types et relations de sous-typage. Pour failiter la tradution
ultérieure, nous présentons les règles de grammaire sous la forme de règles d'inférene :
Prémisse(s)
Conlusion
On distingue deux sortes d'objets de base :
 La sorte des propositions, qui sera notée o (on notera les propositions (P , Q, . . .).
 La sorte des types, qui sera notée τ (on notera les types A, B, . . .).
Une autre sorte d'objets sera les jugements de sous-typage, de la forme A ⊂ B, A et B
étant des types.
On se donne trois ensembles de variables :
 L'ensemble des variables de propositions Vo.
 L'ensemble des variables de types Vτ .
 L'ensemble des variables de programmes V.
A l'aide de es ensembles de variables, on onstruit des ontextes, que l'on notera Γ, qui
sont des listes qui omportent :
 des paires de la forme variable :sorte ou variable :type.
 des propositions
 des jugement de sous-typage ave une variable à gauhe.
C'est e que reètent les règles de bonne formation de ontexte (on noteWF (Γ) le jugement
Γ est bien formé).
Ces ontextes servent à délarer les variables libres dans un terme, et à onstruire les
termes. Les termes peuvent être :
 Des variables délarées dans le ontexte.
 Des propositions, onstruites ave :
 l'impliation⇒ à partir de deux propositions
 un quantiateur universel ∀os qui est un lieur portant sur les objets de sorte s.
 un produit Πo, qui est un lieur portant sur les programmes.
 Des types, onstruits ave :
 un quantiateur universel ∀τs qui est un lieur portant sur les objets de sorte s.
 un produit Πτ , qui est un lieur portant sur les programmes.
 un shéma de ompréhension {x : A;P}, qui est également un lieur.
C'est e que reètent les règles de formation des termes.
Le sens du shéma de ompréhension est le suivant :
{x : A;P} doit se lire : l'ensemble des programmes de type A qui vérient la propriété P 
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Règles de bonne formation de ontextes :
WF ([])
WF (Γ) s = o ou s = τ x /∈ V (Γ) x ∈ Vs
WF (Γ, x : s)
WF (Γ) Γ ⊢ A : τ x /∈ V (Γ) x ∈ V
WF (Γ, x : A)
WF (Γ) Γ ⊢ P : o
WF (Γ, P )
WF (Γ) x : τ ∈ Γ y : τ ∈ Γ
WF (Γ, x ⊂ y)
Règles de formation des termes :
WF (Γ) x : s ∈ Γ
Γ ⊢ x : s
Propositions :
Γ ⊢ P : o Γ ⊢ Q : o
Γ ⊢ P ⇒ Q : o
Γ, x : s ⊢ P : o s 6= pi
Γ ⊢ ∀osx.P : o
Γ, x : A ⊢ P : o
Γ ⊢ Πox : A.P : o
Types :
Γ, x : s ⊢ A : τ s 6= pi
Γ ⊢ ∀τsx.A : τ
Γ, x : A ⊢ B : τ
Γ ⊢ Πτx : A.B : τ
Γ, x : A ⊢ P : o
Γ ⊢ {x : A;P} : τ
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7.1.2 Termes paramétrés
On ajoute aux termes dénis préédemment des termes paramétrés qui peuvent être des
prédiats ou des types paramétrés.
Pour les onstruire, on se donne une sorte supplémentaire : π, la sorte des programmes, et
on dénit les sortes dont la sorte la plus à droite est o ou τ par les règles suivantes :
⊢ τ : ∗r ⊢ o : ∗r ⊢ pi : ∗
⊢ s : ∗ ⊢ r : ∗r
⊢ s→ r : ∗r
⊢ r : ∗r
⊢ r : ∗
Le jugement s : ∗r signie s est une sorte qui a le droit de se trouver à droite d'une èhe.
A haque sorte s : ∗, on assoie un ensemble de variables de sortes Vs, l'ensemble des
variables de sorte π étant égal à l'ensemble des variables de programmes (Vpi = V), et on
étend les règles de formation pour onstruire des termes simplement sortés :
Bonne formation de ontextes :
WF (Γ) ⊢ s : ∗ x /∈ V (Γ) x ∈ Vs
WF (Γ, x : s)
Termes sortés :
Γ, x : s ⊢ t : s′ ⊢ s′ : ∗r
Γ ⊢ λx.t : s→ s′
Γ ⊢ u : s→ s′ Γ ⊢ v : s
Γ ⊢ u(v) : s′
Propositions atomiques :
Γ ⊢ u : pi Γ ⊢ v : pi
Γ ⊢ u = v : o
On identiera les termes égaux par β-rédution : par exemple
λXλY.(X ⇒ Y ) (P )(Q)
sera onsidéré omme égal à :
P ⇒ Q.
112 CHAPITRE 7. LANGAGE DE PROGRAMMATION
7.2 Le noyau fontionnel
La partie la plus simple de notre langage onerne le typage des programmes du λ-alul.
On y distingue (et ela sera aussi vrai par la suite) quatre genres de dérivations :
 Les dérivations logiques, qui servent à raisonner sur les programmes.
 Les dérivations de typage, qui servent à donner un type aux programmes.
 Les dérivations de sous-typage, qui permettent de donner des relations entre les types.
 Les dérivations de rédution, qui permettent de réduire ('est à dire d'évaluer) des pro-
grammes.
Nous présentons leurs règles dans la setion suivante qui onerne les dérivations pures.
Ces quatre genres de dérivations interagissent par le biais de dérivations mixtes, que nous
étudions par la suite.
7.2.1 Dérivations pures
Dérivations de typage
Nous présentons ii le typage des programmes du noyau fontionnel sont donnés par la
syntaxe habituelle du λ-alul :
P = V | fun V → P | ( P P )
Les ourrenes libres de la variable x dans p sont liées dans fun x→ p. Deux programmes
α-équivalents sont onsidérés omme égaux.
Pour typer un programme, on impose la ondition que le ontexte Γ soit bien formé, et ne
ontienne pas de délarations de variables de la forme x : π, e que l'on note WFpi(Γ).
Les règles de typage sont les inq règles usuelles du λ-alul, ave en plus la possibilité de
lier la variable abstraite par fun dans le type :
WFpi(Γ) x : A ∈ Γ
Axτ
Γ ⊢ x : A
Γ, x : A ⊢ t : B
ΠτI
Γ ⊢ fun x → t : Πτx : A.B
Γ ⊢ u : Πτx : A.B Γ ⊢ v : A
ΠτE
Γ ⊢ (u v) : B[x := v]
Γ, x : s ⊢ t : A
∀τI
Γ ⊢ t : ∀τsx.A
Γ ⊢ t : ∀τsx.A Γ ⊢ v : s
∀τE
Γ ⊢ t : A[x := v]
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Pour failiter la programmation et la lisibilité des types, nous introduisons deux notations :
Notation 14
 let x= p in q est une notation pour (fun x -> q p), (les ourrenes libres de x dans
q sont don liées dans let x = q in p).
 Si x n'est pas libre dans B, on notera A⇒τ B au lieu de Πτx : A.B.
On a don les règles orrespondantes :
Γ ⊢ p : A Γ, x : A ⊢ q : B
let
Γ ⊢ let x = p in q : B[x := p]
Γ, x : A ⊢ t : B x non libre dans B
⇒τI
Γ ⊢ fun x→ t : A⇒τ B
Γ ⊢ u : A⇒τ B Γ ⊢ v : A
⇒τE
Γ ⊢ (u v) : B
Dérivations logiques
Dans la onstrution des termes, on a introduit omme propositions l'égalité entre objets
de la sorte π. Comme on manipule ii des ontextes dénués de délaration de variables de
sorte π, les termes de ette sorte qui seront introduits seront les programmes3 :
Γ ⊢ u : A
prog2π
Γ ⊢ u : π
On déduit des jugements logiques de la manière usuelle, en ayant de plus, omme pour les
règles de typage, la possibilité de lier une variable de programme dans les propositions à
l'aide du produit :
3
On érira les règles grammatiales dans des enadrés, et les règles du système non enadrées
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P ∈ Γ
Axo
Γ ⊢ P
Γ, x : A ⊢ P
ΠoI
Γ ⊢ Πox : A.P
Γ ⊢ Πox : A.P (x) Γ ⊢ t : A
ΠoE
Γ ⊢ P [x := t]
Γ, x : s ⊢ P
∀oI
Γ ⊢ ∀osx.P
Γ ⊢ ∀osx.P Γ ⊢ t : s
∀oE
Γ ⊢ P [x := t]
Γ, P ⊢ Q
⇒oI
Γ ⊢ P ⇒o Q
Γ ⊢ P ⇒o Q Γ ⊢ P
⇒oE
Γ ⊢ Q
On dénit de plus les onneteurs logiques habituels :
Dénition 53 (Opérateurs) Les onneteurs logiques sont dénis par leur odage usuel
au seond ordre :
 ⊥o = ∀ooX.X
 A ∧B = ∀ooX((A⇒ B ⇒ X)⇒ X)
 A ∨B = ∀ooX((A⇒ X)⇒ (B ⇒ X)⇒ X)
 A⇐⇒ B = (A⇒ B) ∧ (B ⇒ A)
 ¬ = λA.(A⇒ ⊥o)
Les règles logiques assoiées (introdution et élimination) sont les règles usuelles. Cepen-
dant, pour e qui onerne l'égalité et l'absurde, nous ajoutons des règles partiulières :
 La règle de l'égalité :
=E
⊢ ∀oτA,B.Π
oa : A.Πob : B.(a = b⇐⇒ ∀opi→oX.(X(a)⇒ X(b)))
Cette règle exprime que l'égalité est l'égalité de Leibnitz, permettant de subsituer dans
tout prédiat un programme par son égal.
 La règle du raisonnement lassique :
RC
⊢ ∀ooA(¬¬A⇒ A)
 La règle de non trivialité
4
, qui arme qu'il existe des programmes distints :
¬∀ =
⊢ ¬∀XΠox : X.∀Y Πoy : Y.(x = y)
Nous verrons dans un exemple donné en n de setion omment utiliser ette règle pour
distinguer deux programmes.
4
appellée ainsi en référene à la règle orrespondante de ST
¬TRIV
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Dérivations de sous-typage
Les règles qui permettent d'inférer les jugements de sous-typage sont restreintes aux règles
propres au sous-typage, que nous détaillons i-après.
 Axiome :
(X ⊂ Y ) ∈ Γ
⊂Ax
Γ ⊢ X ⊂ Y
 Réexivité :
Γ ⊢ A : τ
⊂Refl
Γ ⊢ A ⊂ A
 Transitivité :
Γ ⊢ A ⊂ B Γ ⊢ B ⊂ C
⊂Trans
Γ ⊢ A ⊂ C
 Produit :
Γ ⊢ A′ ⊂ A Γ, x : A′ ⊢ B ⊂ B′
⊂Πτ
Γ ⊢ Πτx : A.B ⊂ Πτx : A′.B′
 Croissane du shéma de ompréhension pour ⊂ :
Γ ⊢ A ⊂ B
⊂SC−CR⊂
Γ ⊢ {x : A;P (x)} ⊂ {x : B;P (x)}
 Croissane du shéma de ompréhension pour ⇒o :
Γ ⊢ Πox : A(P (x)⇒o Q(x))
⊂SC−CR⇒o
Γ ⊢ {x : A;P (x)} ⊂ {x : A;Q(x)}
La règle de sous-typage du produit se justie intuitivement failement en reprenant l'in-
tuition présentée dans l'introdution, et les règles relatives au shéma de ompréhension
également, en reprenant la présentation intuitive faite à la n de la setion 5.1.
Dérivations de Rédution
Les jugements de rédution sont de la forme ⊢ u ≻ v, ave u et v deux programmes. Les
règles pour onstruire des jugements de rédution dépendent de la dénition de la rédution
des programmes, qui sont données en annexe B.
u ≻ v
≻
⊢ u ≻ v
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7.2.2 Interations entre les dérivations
Interations entre Typage et Logique
Les règles mixtes Typage- Formules sont les suivantes :
 Introdution du shéma de ompréhension :
Γ ⊢ t : A Γ ⊢ P (t)
SCI
Γ ⊢ t : {x : A;P (x)}
 Élimination droite du shéma de ompréhension :
Γ ⊢ t : {x : A;P (x)}
SCoE
Γ ⊢ P (t)
 Élimination gauhe du shéma de ompréhension :
Γ ⊢ t : {x : A;P (x)}
SCτE
Γ ⊢ t : A
Ces trois règles onernent en fait uniquement le shéma de ompréhension. Vu sa des-
ription intuitive de la n de la setion 5.1, elles se omprennent assez failement : pour
montrer qu'un programme a le type {x : A;P (x)}, il sut de montrer qu'il a le type A et
qu'il vérie la propriété P (règle d'introdution). Si un programme a le type {x : A;P (x)},
alors il a le type A (élimination gauhe) et il vérie la propriété P (élimination droite).
Interation entre Typage et Sous-typage
Il n'y a qu'une interation entre typage et sous typage :
Γ ⊢ t : A Γ ⊢ A ⊂ B
⊂
Γ ⊢ t : B
Cette règle est laire ave l'intuition donnée en introdution.
Interation entre Rédution et Logique
Il n'y a qu'une interation entre typage et rédution, qui est donnée par la règle Lo≻,
qui dit Tout réduit d'un programme typé lui est égal (la règle ≻pi servant simplement à
assurer le bon sortage de v) :
Γ ⊢ u : A ⊢ u ≻ v
≻pi
Γ ⊢ v : π
Γ ⊢ u : A ⊢ u ≻ v
Lo≻
Γ ⊢ (u = v)
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7.2.3 Exemple
A tout seigneur, tout honneur : nous ommençons par un exemple qui onerne le fameux
type des booléens, en hommage à George Boole (1815-1864).
Nous posons pour et exemple les notations suivantes :
 BF = ∀τX(X ⇒τ (X ⇒τ X)) le type des booléens du système F .
 true = fun x → fun y → x.
 false = fun x → fun y → x.
 not(b) = ( ( b false ) true ).
 not = fun b → not(b).
 B = {b : BF ; b = true ∨ b = false}
Les quatre dérivations suivantes sont usuelles :
 ⊢ BF : τ
 ⊢ true : BF
 ⊢ false : BF
 b : BF ⊢ not(b) : BF
Nous souhaitons dériver maintenant la spéiation suivante (peu onise ertes, mais
préise) pour le programme not :
⊢ not : Πτb : B.{r : B; (b = true⇒ r = false) ∧ (b = false⇒ r = true)}
Elle se lit :
 not est un programme qui prend en entrée un booléen b, et renvoie en résultat un booléen
r tel que, si b = true, alors r = false, et réiproquement.
Pour inférer e typage, on onstruit la dérivation suivante, sans détailler la sous-dérivations
de typage πTy et la sous-dérivation logique πLo :
piTy
.
.
.
b : B ⊢ not(b) : B
piLo
.
.
.
b : B ⊢ b = true⇒o not(b) = false ∧ b = false⇒o not(b) = true
SCI
b : B ⊢ not(b) : {r : B; b = true⇒o r = false∧ b = false⇒o r = true}
ΠτI
⊢ not : Πτb : B.{r : B; b = true⇒o r = false ∧ b = false⇒o r = true}
Nous laissons aux leteurs le soin de ompléter les sous-dérivations.
118 CHAPITRE 7. LANGAGE DE PROGRAMMATION
7.2.4 A propos de l'absurde
Pour illustrer une utilisation de la règle ¬∀ =, et dans la ontinuation de l'exemple préé-
dent, nous montrons omment prouver que deux programmes sont distints, et omment
les faux interagissent.
Fait 92 En reprenant les notations de l'exemple préédent, on montre :
⊢ ¬(false = true)
preuve: Il est aisé de montrer (ave les règles ≻ et un typage adéquat de true et false)
que le séquent suivant est dérivable :
(false = true), X : τ, x : X, Y : τ, y : Y ⊢ x = y
On onlut en utilisant ¬∀ =. 
Plus généralement, on montrerait que deux termes résolubles non β équivalents sont prou-
vablement distints dans notre système (à l'aide du théorème de Böhm).
On montre maintenant que le type vide n'est pas habité, sous la forme suivante :
Fait 93 Le séquent suivant est dérivable :
⊢ Πox : ∀XX.⊥o
preuve: Sous l'hypothèse x : ∀XX, on déduit x : ∀A,BΠτa : A.Πτ b : B{r : A; r = a} et
x : ∀A,BΠτa : A.Πτ b : B{r : B; r = b}, e qui permet de onlure de la même façon que
préédemment. 
Nos exemples montrent simplement omment on peut raisonner sur des λ-termes purs, e
qui est assez peu utile du point de vue de la programmation réelle. C'est pourquoi nous
allons introduire progressivement des types de données plus élaborés, à ommener par les
paires.
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7.3 Paires
On ajoute au langage de programmations trois nouveaux opérateurs :
 l'opérateur de onstrution de paires (.,.)
 les premières et seondes projetions fst et snd
P = . . . | (P,P) | fst P | snd P
Et on ajoute aux types les types produits :
Γ ⊢ A : τ Γ ⊢ B : τ
Γ ⊢ A×B : τ
Les règles de typage et de sous-typage des types produits sont les règles usuelles, plus la
paire surjetive :
 Introdution de la paire :
Γ ⊢ p : A Γ ⊢ q : B
×I
Γ ⊢ (p,q) : A× B
 Élimination gauhe de la paire :
Γ ⊢ p : A× B
×EG
Γ ⊢ fst p : A
 Élimination droite de la paire :
Γ ⊢ p : A×B
×ED
Γ ⊢ snd p : B
 Sous-typage du produit :
Γ ⊢ A ⊂ A′ Γ ⊢ B ⊂ B′
⊂×
Γ ⊢ A× B ⊂ A′ ×B′
 Paire surjetive :
SurPair
⊢ ∀A,BΠoc : A× B.(c = (fst c,snd c))
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Exemple : la urryation et la déurryation
On dénit les opérateurs urry et unurry par :
urry= fun f → fun x → fun y → f(x,y)
unurry = fun g → fun  → g (fst ) (snd )
Et on peut les typer de la façon suivante :
⊢ urry : ∀A,B∀CΠf : (Πc : A×B.C()).Πx : A.Πy : B.C((x,y))
⊢ unurry : ∀A,B∀CΠg : (Πx : A.Πy : B.C(x)(y)).Π : A× B.C(fst )(snd )
On a, de plus, les deux propriétés :
⊢
∀A,B∀CΠog : (A⇒ B ⇒ C).Πox : A.Πoy : B.
((urry (unurry g)) x y) = ((g x) y)
⊢
∀A,B∀CΠof : (A×B ⇒ C).Πoc : A×B.
(((unurry (urry f)) c) = (f c)
Les deux égalités se prouvent failement : la première en utilisant ≻, et la deuxième à l'aide
de la règle SurPair.
On n'a ni (urry (unurry g)) = g, ni ((unurry (urry f))=f , même pour un g et un f du
bon type omme le montrent les ontre-exemples suivants :
 g = fun x → x : (B ⇒ C)⇒ (B ⇒ C), dans e as :
(urry (unurry g)) = fun x → fun y → (x y) 6= g
 f = fun x → x : A× B ⇒ A× B, dans e as :
((unurry (urry f)) = fun x → (fst x , snd x) 6= f
Exemple : l'inversion des paires
On dénit le terme inv par : inv = fun  → (snd , fst )
Le typage suivant :
⊢ inv : ∀A,B(A× B ⇒ B × A)
se vérie failement.
Et la proposition suivante :
⊢ ∀A,BΠo : A×B.( = inv (inv ))
se prouve à l'aide de la règle SurPair.
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7.4 Sommes
7.4.1 Types sommes
Nous ajoutons une nouvelle sorte τS, qui n'intervient pas dans les onstrutions de sortes
(i.e. on n'a pas τS : ∗), mais qui sert à onstruire des nouveaux types. On se donne un
ensemble dénombrable C = {C1;C2; . . .} de onstruteurs muni d'un prédiat d'égalité.
Les règles de onstrution des types sommes, mutuellement dénies ave les règles d'absene
d'un onstruteur C dans un type somme T (noté C /∈ T ), sont :
WF (Γ) C ∈ C
C0
Γ ⊢ C : τS
Γ ⊢ A : τ C ∈ C
C1
Γ ⊢ C of A : τS
Γ ⊢ T : τS C ∈ C C /∈ T
Sum0
Γ ⊢ C | T : τS
Γ ⊢ T : τS Γ ⊢ A : τ C ∈ C C /∈ T
Sum1
Γ ⊢ C of A | T : τS
WF (Γ) C1 ∈ C C2 ∈ C C1 6= C2
/∈C0
Γ ⊢ C1 /∈ C2
Γ ⊢ A : τ C1 ∈ C C2 ∈ C C1 6= C2
/∈C1
Γ ⊢ C1 /∈ C2 of A
Γ ⊢ T : τS C1 ∈ C C2 ∈ C C1 6= C2 C1 /∈ T
/∈Sum0
Γ ⊢ C1 /∈ C2 | T
Γ ⊢ T : τS Γ ⊢ A : τ C1 ∈ C C2 ∈ C C1 6= C2 C1 /∈ T
/∈Sum1
Γ ⊢ C1 /∈ C2 of A | T
Γ ⊢ T : τS
/∈Sum1
Γ ⊢ T : τ
On rappelle que les règles enadrées sont des règles de grammaire. Celles i signient
simplement qu'on ne peut onstruire un type somme qu'en eetuant la réunion (symbolisée
par |) que sur des atomes de la forme C ou C of A tous disjoints. La dernière règle exprime
simplement qu'un type somme est un type.
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7.4.2 Règles de sous-typage
Les règles de sous-typage des types sommes orrespondent aux intuitions sous-jaentes de
réunion ensembliste.
Notation 15 Pour éonomiser les règles :
 on notera C∗ pour C of A ou C.
 P ∧Q servira à noter qu'on a deux règles ave les mêmes prémisses, l'une de onlusion
P , l'autre de onlusion Q.
Nous avons deux règles de sous-typage struturel :
Γ ⊢ C ∗ | T : τS
⊂−
Γ ⊢ C∗ ⊂ (C ∗ | T ) ∧ T ⊂ (C ∗ | T )
Γ ⊢ A ⊂ B
⊂of
Γ ⊢ C of A ⊂ C of B
⊂− exprime que l'on peut omettre une des omposantes de la réunion à gauhe de ⊂. ⊂of
exprime que pour sous-typer un type somme atomique de la forme C of B, il faut prendre
un sous-type de B.
Les autres règles sont des règles de réériture. Pour éviter enore les dupliations, nous
utilisons la notation A =⊂ B pour (A ⊂ B) ∧ (B ⊂ A).
 Commutativité :
Γ ⊢ C1 ∗ | C2∗ : τS
Comm
|Γ ⊢ (C1 ∗ | C2∗) =⊂ (C2 ∗ | C1∗)
 Assoiativité :
Γ ⊢ T : τS Γ ⊢ C1 ∗ | C2 ∗ | T : τS
Assoc
|Γ ⊢ (C1 ∗ | C2 ∗ | T ) =⊂ (C2 ∗ | C1 ∗ | T )
Nous verrons quelques appliations de es règles dans la setion onsarée aux types in-
dutifs.
7.4. SOMMES 123
7.4.3 Typage
Le langage s'enrihit de la façon suivante :
P = . . . | C | C[P℄ | ases P of M
M = N | N |M
N = C V → P | C → P | _ → P
L'ensemble des onstruteurs C du langage étant le même que elui des types sommes.
Les onstrutions C et C[p] servent à introduire des éléments de types sommes.
La onstrution ases p of M sert à ltrer le programme p selon les diérents motifs de
M qui peuvent être :
 p est de la forme C[x], alors on renvoie q : Cx→ q
 p est de la forme C, alors on renvoie q : C → q
 Dans les autres as, on renvoie q (motif universel) : _→ q.
Nous présentons les règles d'introdution puis les règles d'élimination. Les deux règles
d'introdution :
 Introdution d'un onstruteur seul :
WF (Γ) C ∈ C
Constr0I
Γ ⊢ C : C
 Introdution d'un onstruteur ave argument :
Γ ⊢ p : A C ∈ C
Constr1I
Γ ⊢ C[p] : C of A
Les quatre règles d'élimination :
 Un as (as universel) :
Γ ⊢ A : τS Γ ⊢ p : A Γ, x : A ⊢ f : B(x)
_
Γ ⊢ ases p of _ → f : B(p)
 Un as (onstruteur ave argument) :
Γ ⊢ p : C of A Γ, x : A ⊢ f : B(C[x℄)
Constr11E
Γ ⊢ ases p of C x → f : B(p)
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 Un as (onstruteur sans argument) :
Γ ⊢ p : C Γ ⊢ f : B(C)
Constr01E
Γ ⊢ ases p of C → f : B(p)
 Deux as (onstruteur sans argument) :
Γ ⊢ C /∈ S
Γ ⊢ p : C | S
Γ ⊢ f : B(C)
Γ, y : S ⊢ ases y of M(y) : B(y)
Constr02E
Γ ⊢ ases p of C → f | M(p) : B(p)
 Deux as (onstruteur ave argument) :
Γ ⊢ C /∈ S
Γ ⊢ p : (C of A) | S
Γ, x : A ⊢ f : B(C[x℄)
Γ, y : S ⊢ ases y of M(y) : B(y)
Constr12E
Γ ⊢ ases p of C x → f | M(p) : B(p)
Ces quatre règles expriment simplement l'analyse par as pour les deux dernières : soit l'on
est dans C∗, dans e as on obtient le résultat donné par le premier motif, soit l'on est
dans T , et alors on obtient le résultat donné par le motif suivant.
7.4.4 Règles logiques
Les règles logiques servent d'une part à disriminer les onstruteurs, et d'autre part à
donner les règles orrespondant à la réunion.
 Distingabilité des onstruteurs :
C,C ′ ∈ C C 6= C ′
C 6=
⊢ ∀AΠox : A.C 6= C ′[x]
Nous verrons un exemple d'appliation de ette règle dans le typage de la fontion
partielle tail sur les listes.
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 Propriétés des atomes sans arguments :
C ∈ C
Clog
⊢ Πox : C.P (x) ⇐⇒ P (C)
 Propriétés des atomes ave argument :
C ∈ C
C of log
A : τ ⊢ Πox : (C of A).P (x) ⇐⇒ Πox : A.P (C[x℄)
 Propriétés des sommes :
Γ ⊢ A|B : τS Γ, x : A ⊢ P (x) Γ, x : B ⊢ P (x)
|log
Γ ⊢ Πox : (A|B).P (x)
 Typage par disjontion :
Γ ⊢ A|B : τS Γ, x : A ⊢ p : T (x) Γ, x : B ⊢ p : T (x)
|typ
Γ, x : A|B ⊢ p : T (x)
7.4.5 Exemples
Les booléens (2)
Il est immédiat de programmer les booléens à l'aide des types sommes : nous montrons ii
omment spéier un ifthenelse dans notre langage. Posons :
 Bool = True | False
 ifthenelse = fun b → fun x → fun y → ases b of | True→x | False→y
Et on infère que ifthenelse a le type suivant :
∀AΠτb : Bool.Πτx : A.Πτy : A.{r : A; (b = True⇒ r = x) ∧ (b = False⇒ r = y)}
Type Option
On dénit le type paramétré Option qui ontient ou non un élément de type A :
Option = λA.None | Some of A
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7.5 Types indutifs
Les types indutifs, dont le prototype est elui des entiers naturels, apparaissent via la
notion de plus petit point xe telle que présentée dans le hapitre 2.
Nous les restreignons aux as gardés par des onstruteurs et aux as roissants pour
obtenir les types usuels.
7.5.1 Algèbriité
On rajoute au langage de programmation un nouvel opérateur re :
P = . . . | ( re P )
Pour onstruire les types indutifs, on se donne deux onditions de gardes que nous appelons
onditions d'algébriité :
Dénition 54 Soit Γ un ontexte bien formé. On dit qu'un terme F est algébrique sous
Γ (et l'on note Γ ⊢ Alg(F ) si : les séquents suivants sont démontrables :
(sum) Γ, X : τ ⊢ F (X) : τS
(cresc) Γ, X : τ, Y : τ,X ⊂ Y ⊢ F (X) ⊂ F (Y )
On note Γ ⊢ Alg(F ) le fait que F soit algébrique sous Γ .
(sum) sert à restreindre les types indutifs aux as gardés par un onstruteur.
(cresc) sert à montrer que F est roissante, garantissant la ondition qui fait de µX.F (X)
un plus petit point xe
On ajoute aux types les types indutifs introduits par le lieur µ :
Γ ⊢ Alg(F )
µτ
Γ ⊢ µX.F : τ
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7.5.2 Logique et typage
Les deux règles de base sont le prinipe d'indution, règle logique, et la règle du réurseur,
règle de typage :
 Prinipe d'indution :
Γ, A : τ, Πox : A.P (x), A ⊂ µX.F (X) ⊢ Πox : F (A).P (x)
Induc
Γ ⊢ Πox : (µX.F (X)).P (x)
 Règle du réurseur (µ) :
Γ, A : τ, f : Πτx : A.B(x), A ⊂ µX.F (X) ⊢ t : Πτx : F (A).B(x)
Recµ
Γ ⊢ (re fun f → t) : Πx : (µX.F (X)).B(x)
Ces deux règles sont très similaires, la seule hose qui les distingue vraiment est que l'une
porte sur la sorte o, l'autre sur la sorte τ .
On donne, en plus des deux règles préédentes, qui orrespondent à la réurrene à un
pas, la règle de réurrene bien fondée. Celle-i orrespond au prinipe de démonstration
suivant sur les vrais entiers naturels :
∀n : N(∀m : N.(m < n⇒ P (m))⇒ P (n)) ⇒ ∀n : N.P (n).
On généralise e prinipe en dénissant tout d'abord e qu'est une relation bien fondée :
Dénition 55 (Relation bien fondée) On dit qu'une relation R : π → π → o est bien
fondée sur le type A si :
⊢ ∀opi→oP.(Π
oy : A(Πox : A.(R(x, y)⇒ P (x))⇒ P (y)) ⇒ Πoy : A.P (y))
On le notera BF (R,A).
On donne la règle de réurrene bien fondée :
Γ, y : µxF (x), f : Πτx : {µx.F (x);R(x, y)}.B(x) ⊢ t : B(y) Γ ⊢ BF (R,µx.F (x))
BFRecµ
Γ ⊢ (re fun f → fun y → t) : Πx : (µX.F (X)).B(x)
Pour omprendre ette règle, on peut prendre pour µx.F (x) son type indutif préféré (en-
tiers, listes, arbres,. . .) et pour relation un argument usuel d'indution
(x < y, longueur(x)<longueur(y), hauteur(x)<hauteur(y), . . .).
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7.5.3 Sous-typage
On se donne les deux règles suivantes de sous-typage pour µ :
 Un type indutif est un point xe :
µPF
⊢ (F (µX.F (X)) =⊂ µx.F (X))
 Un type indutif est le plus petit point xe :
Γ ⊢ F (A) ⊂ A
⊂µ
Γ ⊢ µXF (X) ⊂ A
7.5.4 Exemples
Les entiers relatifs
Nous voyons ii omment typer de façon très simple et très intuitive l'ensemble des entiers
relatifs, vus omme la réunion de l'ensemble des suesseurs de zéro et de l'ensemble des
prédéesseurs de zéro.
On pose :
 Pos = µX.(Zero | Su of X)
 Neg = µX.(Zero | Pred of X)
Et on pose :
Rel = Pred of Neg | Zero | Su of Pos
Voyons par exemple omment typer le suesseur sur et ensemble :
⊢ fun n → ases n of Pred x → x | y → Su [y℄ : Rel⇒ Rel
Remarque: Nous ne sommes pas parvenus à donner le type voulu dans L'extension proposée
par Objetive Caml (version 3.06) des Variants Polymorphes qui infère pour le terme su
le type suivant :
val su : ([> `Pred of [> `Su of 'a℄ as 'b℄ as 'a) → 'b
Et refuse de le typer ave le type voulu.
Listes
Donnons nous le type des paramétré des listes :
List = λA.µX.(Nil | Cons of A × X)
La fontion qui prend la tête d'une liste reçoit le type :
⊢ fun l → ases l of Cons y → (fst y) : ∀τA.Πτ l : {l : List(A); l 6= Nil}.A
D'autres exemples plus sophistiqués utilisant le réurseur seront donnés en annexes.
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7.6 Types o-indutifs
On ajoute aux types les types o-indutifs introduits par le lieur ν :
Γ ⊢ Alg(F )
ντ
Γ ⊢ νX.F : τ
La ondition Alg(F ) a été dénie à la setion préédente, et nous l'utilisons pour les mêmes
raisons.
7.6.1 Typage et logique
On dispose d'une règle logique :
 Prinipe de o-indution :
Γ ⊢ Πox : F (νF ).P
Coinduco
Γ ⊢ Πox : νF.P
Nous avons plus de règles algorithmiques que pour les types indutifs, ar nous disposons
de règles de réation de valeurs ave ontenu algorithmique :
 Coindution ave ontenu algorithmique :
Γ ⊢ t : Πτx : F (νF ).B(x)
Coinducτ
Γ ⊢ t : Πτx : νF.B(x)
 Création de valeurs de type oindutif (1) :
Γ ⊢ t : ∀X(X ⇒ F (X))
νcreat1
Γ ⊢ (re t) : νF
 Création de valeurs de type oindutif (2) :
Γ ⊢ t : ∀X((A⇒ X)⇒ (A⇒ F (X)))
νcreat2
Γ ⊢ (re t) : A⇒ νF
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Les règles de sous-typage des types o-indutifs sont les suivantes :
 Point xe :
νPF
Γ ⊢ (νF =⊂ F (νF ))
 Plus grand point xe :
Γ ⊢ A ⊂ F (A)
⊂ν
Γ ⊢ A ⊂ νX.F (X)
7.6.2 Exemple : listes et streams
Dans le même esprit que l'on a déni le type des listes dans la setion préédente, on
dénit ii le type des streams qui peuvent être des listes (Stream1), et elui des streams
néessairement innis (Stream2) :
Stream1 = λA.νX.( Nil | Cons of A×X )
Stream2 = λA.νX.( Cons of A×X )
On a, par exemple, pour tout type A :
⊢ List(A) ⊂ Stream1(A)
et
⊢ Stream2(A) ⊂ Stream1(A)
Le stream des entiers peut être onstruit de la façon suivante :
⊢ (re fun r → fun n → Cons[(n, r Su[n℄)℄ : Pos⇒ Stream2(Pos)
à l'aide de la règle de réation des types oindutifs.
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7.7 Enregistrements
7.7.1 Types d'enregistrements
Comme pour les types sommes, on ajoute une nouvelle sorte τR qui sert à onstruire des
nouveaux types. Comme pour les types sommes, on se donne un ensemble dénombrable
L = {l1; l2; . . .} de labels muni d'un prédiat d'égalité. Nous disposons de deux sortes de
types enregistrements :
 les types enregistrements usuels (de la forme {l1 : A; l2 : B} )
 les types enregistrements forts (de la forme {l1 : A; l2 : B}S ).
Les règles de onstrution des types enregistrements et les règles d'absene des labels dans
les types enregistrements sont :
Γ ⊢ A : τ l ∈ L
R0
Γ ⊢ {l : A} : τR
Γ ⊢ {T} : τR Γ ⊢ A : τ l ∈ L l /∈ T
R;
Γ ⊢ {l : A ; T} : τR
Γ ⊢ A : τ l1 ∈ L l2 ∈ L l1 6= l2
/∈R0
Γ ⊢ l1 /∈ {l2 : A}
Γ ⊢ A : τ l1 ∈ L l2 ∈ L l1 6= l2 l1 /∈ {T}
/∈R;
Γ ⊢ l1 /∈ {l2 : A ; T}
Γ ⊢ {T} : τR
{}S
Γ ⊢ {T}S : τR
Γ ⊢ {T} : τR
τR2τ
Γ ⊢ {T} : τ
Le leteur peut se demander à quoi vont servir les enregistrements forts. Leur seule raison
d'être est qu'ave le sous-typage, ertains hamps peuvent ne pas apparaître dans le type.
Comme on dispose d'un type pour aratériser les types normalisables (voir la dernière
setion) , il paraît naturel de pouvoir ertier qu'un enregistrement ne ontient que des
objets de types délarés dans son type : 'est le rle de {T}S.
132 CHAPITRE 7. LANGAGE DE PROGRAMMATION
7.7.2 Sous-typage
Les règles de sous-typage des enregistrements orrespondent à l'idée qu'on peut avoir que
e sont des programmes qui attendent qu'on leur donne un onstruteur pour fournir une
valeur du type orrespondant. Ainsi, oublier un hamps n'altère pas le type du programme.
Il y a deux règles de sous-typage struturel, une règle de permutation et une règle d'enre-
gistrement foré qui sert à remettre un enregistrement dans son type le plus général :
 Oubli d'un hamps :
Γ ⊢ {T1 ; l : A ; T2} : τ
{}−⊂
Γ ⊢ {T1 ; l : A ; T2} ⊂ {T1 ; T2}
 Sous-typage du type d'un hamps :
Γ ⊢ {T1 ; l : A ; T2} : τR Γ ⊢ A ⊂ A
′
{}⊂⊂
Γ ⊢ {T1 ; l : A ; T2} ⊂ {T1 ; l : A
′ ; T2}
 Permutation des hamps :
Γ ⊢ {l1 : A1; . . . ; ln : An} : τR σ permutation de {1; . . . ;n}
{}σ⊂
Γ ⊢ {l1 : A1; . . . ; ln : An} =⊂ {lσ1 : Aσ1; . . . ; lσn : Aσn}
 Enregistrements forés :
Γ ⊢ {T} : τR
{}S⊂
Γ ⊢ {T}S ⊂ {T}
Exemple
On voit ii omment la règle d'oubli d'un hamps peut masquer dans un type enregistrement
la présene d'un élément non normalisable. Prenons le type suivant :
{depart : Pos ; suite : Stream2(Pos)}
représentant par exemple un hamps ontenant un entier départ et la suite des entiers
ommençant par e dernier. On a :
{depart : Pos ; suite : Stream2(Pos)} ⊂ {depart : Pos}
e qui entraîne une perte d'information non négligeable quand à la terminaison d'un ha-
bitant de e type ! On ne renontrera pas e problème ave les enregistrements forts, qui
représentent exatement le type voulu.
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7.7.3 Règles de typage
Le langage s'enrihit des onstrutions suivantes :
P = . . . | < R > | P.L | [L = P℄ + P | P as lL
R = L = P | R;L = P
lL = L | L, lL
R orrespond aux reords, p.l à la projetion, et la notation as sert à réupérer ertains
hamps d'un reord dans un autre reord.
Les règles de typage sont assez éonomiques, ar il n'y a que deux règles de base :
 Constrution d'un enregistrement :
Γ ⊢ {l1 : A1; . . . ; ln : An} : τR Γ ⊢ p1 : A1 . . . Γ ⊢ pn : An
{}I
Γ ⊢< l1 = p1; . . . ; ln = pn >: {l1 : A1; . . . ; ln : An}
 Projetion d'un hamps
Γ ⊢ p : {l : A}
{}E
Γ ⊢ p.l : A
Les autres règles onernent les onstrutions moins habituelles :
 Ajout d'un hamps :
Γ ⊢ {l : A;L} : τR Γ ⊢ p : {L} Γ ⊢ q : A
{}+
Γ ⊢ [l = q℄ + p : {l : A;L}
 Séletion forée :
Γ ⊢ p : {l1 : A1; . . . ; ln : An}
{}S
Γ ⊢ p as l1, . . . , ln : {l1 : A1; . . . ; ln : An}S
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7.7.4 Exemples
Entiers et suites d'entiers
On reprend le type donné préédemment. A l'aide des exemples vus dans la setion des types
oindutifs, on peut supposé onstruit un programme p qui orrespond à la desription
souhaitée.
La onstrution as permet de réupérer uniquement le hamps qui termine :
⊢ p : {depart : Pos; suite : Stream2(Pos)} ⊢ {depart : Pos ; suite : Stream2(Pos)} ⊂ {depart : Pos}
⊢ p : {depart : Pos}
⊢ p as depart : {depart : Pos}S
Arbres binaires
On dénit les types des arbres binaires étiquetés et des arbres binaires taggés par :
Btree = µX.( Leaf | Node of { g : X ; e :A ; d : X } )
TagBtree = µX.( Leaf | Node of { g : X ; e : A ; d : X ; h : Pos} )
On a :
⊢ TagBtree ⊂ Btree
par
⊢ Leaf | Node of { g : Btree ; e :A ; d : Btree ; h : Pos} ⊂ Btree
Supposant dénie une fontion hauteur sur les arbres :
⊢ height : Btree⇒τ Pos
elle est par sous-typage également dénie sur les arbres binaires taggés, et on peut dénir
le type des arbres binaires taggés dont la marque h est la hauteur :
HTagBtree = {t : TagBtree; (height t) = t.h}
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7.8 Abstrations
On dénit une nouvelle famille d'opérateurs d'abstration pour les termes :
Some
s1,...,sn : (s1, . . . , sn → τ)→ τ
On dénit également des projetions :
Γ ⊢ p : π Γ ⊢ T : s1, . . . , sn → τ
Dot
Γ ⊢ p :s1,...,sn T.i : si
(ave s1, . . . , sn n sortes et 1 ≤ i ≤ n)
L'opérateur Some sert à réer un type dont ertaines omposantes sont abstraites, et les
projetions .s1,...,sn à projeter les omposantes abstraites relativement à un programme.
Notation 16 On notera Some x1, . . . , xn.T pour Some λx1 . . . λxnT .
7.8.1 Règles de l'abstration
Les règles orrespondent, omme pour les types sommes, à l'intuition de la réunion :
 Sous-typage droit(un type onret est un sous-type d'un type abstrait) :
Γ ⊢ t1 : s1 . . . Γ ⊢ tn : sn
⊂r
Some⊢ T [x1 := t1 . . . xn := tn] ⊂ Some
s1,...,snx1, . . . , xn.T
 Sous-typage gauhe :
Γ ⊢ B : τ Γ, x1 : s1, . . . , xn : sn ⊢ T ⊂ B
⊂l
SomeΓ ⊢ Somes1,...,snx1, . . . , xn.T ⊂ B
 Projetion :
Γ ⊢ p : Somes1,...,sn(T )
Someproj
Γ ⊢ p : T ((p :s1,...,sn T ).1) . . . ((p :s1,...,sn T ).n)
Exemple : abstration dans un enregistrement
On peut, par exemple, abstraire sur un type paramétré dans un enregistrement :
⊢
< head = u ; tail = v >:
Some
τ→τ list.{ head : ∀A(list(A)⇒ A) ; tail : ∀A(list(A)⇒ list(A)) }
En laissant au leteur le soin de ompléter selon son imagination (il y a un piège).
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7.8.2 Programmes abstraits
Dans le but de permettre la manipulation de programmes dont le type parle d'eux-mêmes,
nous disposons déjà du shéma de ompréhension. Mais elui-i n'est pas assez souple pour
prendre en ompte une forme d'auto-référenement partiulière, que nous illustrons par un
exemple :
Supposons que nous ayons dérivé ⊢ pa : Ta, et ⊢ pb : Tb(pa). Nous pouvons en déduire
⊢< a = pa; b = pb >: {a : Ta; b : Tb(pa)}, mais nous souhaiterions pouvoir érire un type de
la forme {a : Ta; b : Tb(a)}. C'est e que va nous permettre le nouvel opérateur d'abstration
sur les programmes :
Γ ⊢ T : π → τ
Γ ⊢ Self T : τ
Cet opérateur étant en fait un lieur, on adoptera la même onvention d'ériture que pour
les autres lieurs :
Notation 17 On notera Self s.T (s) pour Self (λs.T ).
On dispose de deux règles de typage sur les programmes abstraits :
 Introdution de l'abstration de programme :
Γ ⊢ p : T (p)
SelfI
⊢ Γ ⊢ p : Self s.T (s)
 Élimination de l'abstration de programmes :
Γ ⊢ p : Self s.T (s)
SelfE
Γ ⊢ p : T (p)
Et d'une règle de sous-typage :
 Sous-typage de Self
Γ, x : Selft.A(t) ⊢ A(x) ⊂ B(x)
Self⊂
⊢ Γ ⊢ Self s.A(s) ⊂ Self s.B(s)
Ainsi, dans l'exemple présenté en introdution, on noterait :
⊢< a = pa; b = pb >: Self s.{a : Ta; b : Tb(s.a)}
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7.9 Terminaison
Nous donnons dans ette setion quelques moyens de déterminer si un type ne ontient que
des programmes qui terminent (en évaluation gauhe).
On ajoute au langage des termes une onstante
NORM : τ
Les règles suivantes permettent de déterminer si un type (ou un programme) termine :
 Les onstruteurs sont normalisables :
C ∈ C
⊢ C ⊂ NORM
 Les onstruteurs -appliqués- à un argument normalisable sont normalisables :
C ∈ C
⊢ ∀A(A ⊂ NORM ⇒ C of A ⊂ NORM)
 Les sommes de normalisables sont normalisables :
Γ ⊢ A ∈ NORM Γ ⊢ B ∈ NORM Γ ⊢ A | B : τS
Γ ⊢ A | B ⊂ NORM
 Paires normalisables :
⊢ ∀A,B(A ⊂ NORM ⇒ B ⊂ NORM ⇒ (A× B) ⊂ NORM)
 Enregistrements forts normalisables :
Γ ⊢ A1 ⊂ NORM Γ ⊢ {l1 : A1; . . . ln : An}S : τR
Γ ⊢ {l1 : A1; . . . ln : An}S ⊂ NORM
 Normalisabilité des types indutifs (ette règle est en fait dérivable) :
Γ ⊢ F (NORM) ⊂ NORM
Γ ⊢ µXF (X) ⊂ NORM
Exemples de types normalisants
En reprenant les exemples préédents, nous pouvons montrer :
⊢ BF ⊂ NORM ⊢ Rel ⊂ NORM
⊢ A ⊂ NORM ⇒ Btree(A)S ⊂ NORM
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7.10 Conlusion
Le langage que nous venons de présenter dans e hapitre omporte, outre des traits de
programmation lassiques, un langage de spéiations très rihe.
Nous allons exploiter ses possibilités dans le hapitre suivant, où nous dénirons un langage
de module permettant de dérire aisément des programmes onstruits de façon inrémentale
(on dénit un programme a, puis un programme b qui dépend de a, puis un programme
c qui dépend de a et b, et . . .) ave des types qui omporteront non seulement le typage
de haque omposante (a, b, c, . . .) du module, mais aussi des propriétés portant sur es
omposantes, ainsi que des dénitions de types, types paramétrés, et . . .
Il nous reste à vérier, an que e que l'on a raonté fasse sens, les fondements théoriques
de e langage, e qui sera fait dans le hapitre 9 où nous énonerons et prouverons les
énonés de orretion.
Chapitre 8
Modules
8.1 Introdution
L'objetif e e hapitre est de dénir à l'intérieur de notre langage un système adapté à la
manipulation de modules, vus omme des programmes typés qui ont pour voation de per-
mettre de struturer, d'organiser des développements. Le but d'un langage de modules est,
à notre sens, le suivant : il doit permettre d'érire des programmes (que nous appellerons
strutures) qui omportent une série de dénitions de programmes, et des types orres-
pondants (que nous appellerons signatures) qui omportent également des dénitions et
des propriétés portant sur les programmes dénis dans les strutures, les dénitions et
énonés étant érits de façon inrémentale, 'est à dire dépendant les uns des ordres dans
l'ordre de leture, et leur réutilisation.
Par exemple, on peut songer à un module qui dénirait les entiers naturels et les opé-
rations usuelles que l'on fait dessus, ave les spéiations orrespondantes. La struture
ontiendrait les implémentations des algorithmes usuels (addition, multipliation, division,
. . .) et la signature assoiée ontiendrait, outre le type des opérations, une série d'énon-
és dérivant les propriétés usuelles (par exemple les propriétés algébriques des fontions,
omme l'assoiativité, la distributivité, . . .), dont on pourra avoir besoin par la suite pour
onstruire et prouver d'autres algorithmes plus sophistiqués.
Notre présentation s'artiule ainsi : nous présentons d'abord les grammaires de programmes
et de types qui étendent le langage de base, puis les règles de onstrution de modules, et
les règles de destrution (projetion), et enn les règles de sous-typage.
Les règles sont fortement inspirées de elles présentées par Xavier Leroy dans par exemple
[35℄, [36℄, et dans les notes de ours de François Pottier [46℄, sauf que :
 Pour éviter la apture de noms
1
, nous utilisons la même onvention que Judiaël Courant
[18℄, inspirée de Mark Lillibridge et Robert Harper [25℄ qui onsiste à distinguer nom de
variable liée et label à l'aide de la onstrution as.
 nous n'utilisons pas la notion de hemin, qui aurait sa plae dans un développement plus
1
omme par exemple dans ( (fun x → let a = ... ;let b= x.n) a)
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important donné aux modules en vue d'une implémentation, ar permettant d'appeler
les types abstraits d'une façon plus simple, mais qui n'apporterait rien ii du point de
vue de la théorie.
 nous ajoutons des spéiations (des formules sans ontenu algorithmique destinées à
exprimer les propriétés des programmes) et des dénitions de toutes sortes (dans le sens
des sortes τ, o . . .) dans les signatures.
8.2 Grammaire des strutures et des signatures
8.2.1 Strutures
Nous étendons le langage de programmation ave les strutures :
P = . . . | Strut S
S = endSrut | let V as L = P ! S
Les ourrenes libres de la variable x dans S sont liées dans let x as l = p ! S .
La notion de substitution orrete est étendue naturellement à ette nouvelle onstrution.
Notation 18 Pour alléger les éritures, nous utiliserons le sure syntaxique suivant :
let l = p ! S(l) pour let x as l = p ! S(x)
8.2.2 Signatures
On se donne :
 Un ensemble dénombrable N de noms, muni d'un prédiat d'égalité. On notera les noms
n, m, . . .
 Un ensemble ni de sortes Σ qui ontient au moins τ et τ → τ .
Les règles de formation des signatures sont :
 Signature vide :
sigAx
Γ ⊢ endSig : τsig
 Dénition onrète d'un objet de sorte s :
Γ ⊢ A : s Γ, t : s ⊢ S : τsig s ∈ Σ n ∈ N n /∈ S
sigDef
Γ ⊢ defs t as n = A ! S : τsig
 Dénition abstraite d'un objet de sorte s :
Γ, t : s ⊢ S : τsig s ∈ Σ n ∈ N n /∈ S
sigADef
Γ ⊢ defs t as n ! S : τsig
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 Dénition de type assoié à une valeur :
Γ ⊢ A : τ Γ, x : A ⊢ S : τsig l ∈ L l /∈ S
sigProg
Γ ⊢ val x as l : A ! S : τsig
 Propriété :
Γ ⊢ P : o Γ ⊢ S : τsig
sigFact
⊢ fat P ! S : τsig
 Clture de la signature :
Γ ⊢ S : τsig
τsig <: τ
Γ ⊢ Sig S : τ
Les dérivations de la forme l /∈ S ou n /∈ S sont analogues aux dérivations d'absene de
hamps dans les enregistrements :
l ∈ L
l/∈Ax
⊢ l /∈ endSig
⊢ l /∈ S ⊢ l′ ∈ L l 6= l′
l/∈Prog
⊢ l /∈ val x as l′ : A ! S
⊢ l /∈ S
l/∈Fact
⊢ l /∈ fat P ! S
⊢ l /∈ S
l/∈Def
⊢ l /∈ defs t as n ( = A ) ! S
n ∈ N
n/∈Ax
⊢ n /∈ endSig
⊢ n /∈ S
n/∈Prog
⊢ n /∈ val x as l′ : A ! S
⊢ n /∈ S
n/∈Fact
⊢ n /∈ fat P ! S
⊢ n /∈ S n′ ∈ N n 6= n′
n/∈Def
⊢ n /∈ defs t as n′( = A ) ! S
On voit ainsi qu'une signature peut omporter :
 des dénitions (abstraites ou non) de types ou de types paramétrés :
defτ x as n ( = A ) ou defτ→τ x as n ( = A )
 des délarations de programmes : val x as l : A
 des énonés de propositions : fat P .
8.2.3 Liaisons et onvention d'ériture
Les onstruteurs defs et val sont des lieurs, e qui se dénit formellement par :
Dénition 56 (liaisons de noms et α-onversion)
 Les ourrenes libres de t dans S sont liées dans defs t as n = A ! S.
 Les ourrenes libres de x dans S sont liées dans val x as l : A ! S.
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L'alpha-onversion des variables nommées est identique à l'alpha-onversion usuelle.
Tout omme pour les strutures, on adopte la onvention d'ériture suivante :
Notation 19 Lorsque ela ne omportera pas d'ambiguïté, on notera :
val l : A ! S(l) pour val x as l : A ! S(x)
et
def n (= A ) ! S(n) pour def x as n (= A ) ! S(x)
8.3 Typage des strutures : onstrution
Les règles de typage pour la onstrution des strutures sont les suivantes (on ajoute des
parenthèses pour améliorer la lisibilité) :
 Struture vide :
WF (Γ)
Mend
Γ ⊢ endStrut :M endSig
 Ajout d'un hamps :
Γ, x : A, x = p ⊢ m :M S Γ ⊢ p : A l /∈ S
Mval
Γ ⊢ (let x as l = p ! m) :M (val x as l :A ! S)
 Ajout d'un théorème :
Γ, P ⊢ m :M S Γ ⊢ P
Mfact
Γ ⊢ m :M (fat P ! S)
 Ajout d'une dénition :
Γ, t : s, t = A ⊢ m :M S Γ ⊢ A : s s ∈ Σ n /∈ S
MTerm
Γ ⊢ m :M (defs t as n = A ! S)
 Clture :
Γ ⊢ m :M S
Mstruct
Γ ⊢ Strut m : Sig S
La règle de lture est en fait la seule qui introduise un terme, les autres servant à le bâtir
de façon inrémentale. Dans les règles Mval et Mfact, les prémisses l /∈ S et n /∈ S servent
à assurer que le nom n'est pas déjà déni dans la suite de la signature.
On remarque que nos règles permettent également de dénir des strutures vides assoiées
à des signatures omposées uniquement de théorèmes et de dénitions (on peut par exemple
songer à un module qui ontiendrait une théorie et ses théorèmes prinipaux . . .).
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Exemple : un module pour les booléens
Supposons que l'on veuille onstruire un module pour les booléens, ne pas permettre d'uti-
liser la dénition du type bool en dehors du module, et spéier le omportement des
opérateurs usuels :
Strut
let true = TRUE !
let false = FALSE !
let ifthenelse = ... !
. . . !
endStrut
:
Sig
defτ bool = TRUE | FALSE !
val true : bool !
val false : bool !
val ifthenelse : ∀A(bool ⇒ A⇒ A⇒ A) !
. . . !
fat ∀AΠox, y : A ifthenelse true x y = x !
. . .
endSig
Exemple : des groupes paramétrés
Nous donnons ii omme premier exemple la onstrution des groupes Z/nZ.
On ommene par dénir le type paramétré d'un groupe :
group(E) =
Sig
val e : E !
val plus : E ⇒ E ⇒ E !
val op : E ⇒ E !
fat Πox : E.(plus x e) = x !
fat Πox : E.(plus x (op x)) = e !
fat Πox : E.Πoy : E.Πoz : E (plus (plus x y) z) = (plus x ( plus y z) ) !
endSig
On suppose données les opérations arithmétiques élémentaires sur l'ensemble des entiers
naturels POS tels que dénis page 128, et parmi elles-i la relation d'ordre et la fontion
modulo :
leq : POS ⇒ POS ⇒ BOOL
modulo : POS ⇒ POS ⇒ POS
qui nous permet de dénir le prédiat ≤ par :
x ≤ y = (leq x y) = TRUE
et le type intervalle :
[a; b] = {x : POS; a ≤ x ∧ x ≤ b}
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On dénit le programme suivant :
quot = fun n →


Strut
let e = Z !
let plus = fun x → fun y → modulo (x+y) n !
let op = fun x → modulo ((n-1)×x) n !
endStrut


Et on infère, en posant SPOS = {r : POS; r > Z} :
⊢ quot : Πτn : SPOS.group([Z; (n− 1)])
On voit un intérêt de disposer de modules de premier ordre : on peut les faire dépendre
d'autres programmes ordinaires.
8.4 Typage des strutures : destrution
8.4.1 Dénitions projetées et substitutions
On introduit un nouveau onstruteur de type, pour permettre la projetion des noms
dénis dans les modules :
Dénition 57 (Dénition projetée) La règle de sortage d'une dénition projetée (m :s
S).n est :
Γ ⊢ m : Sig S S = S1 ! defs x as n (= A ) ! S2
Mstruct
Γ ⊢ (m :s S).n : s
Dans l'optique de simplier les notations, une dénition projetée (m :s S).n pouvant être
une expression extrêmement longue, on utilise la onvention suivante :
Notation 20 Lorsque ela ne présente pas d'ambiguïté, on notera :
m.n pour (m :s S).n
On utilisera ette notation dans deux as :
 m : Sig S est dans le ontexte Γ.
 m : Sig S est la prémisse d'une règle.
Le premier as, généralisé aux modules apparaissant à l'intérieur de modules dénis dans
le ontexte, nous permettrait de dénir des notions de hemin. Mais, omme nous l'avons
préisé dans l'introdution de e hapitre, nous n'abordons pas e problème en détail.
Pour utiliser les signatures, on a besoin de la notion suivante de substitution :
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Dénition 58 (Substitution liée à une signature) Si
Γ ⊢ m : Sig S
ave
S = S1 ! S2
on dénit la substitution :
{z ← m.z | z lié dans S1}
par :
{z ← m.z | z lié dans ∅} = Id
{z ← m.z | z lié dans val x as l : A !S′} = {x← m.l}o{z ← m.z | z lié dans S′}
{z ← m.z | z lié dans defs x as n = A !S
′} = {x← (m :s S).n}o{z ← m.z | z lié dans S
′}
8.4.2 Règles de destrution
Nos modules omportant essentiellement trois types de omposantes, nous dénissons trois
types de projetions :
 Projetion d'une dénition :
Γ ⊢ m : Sig S S = S1 ! defs x as n = A ! S2
Projdef
Γ ⊢ m.n = A{z ← m.z | z lié dans S1}
 Projetion d'une omposante :
Γ ⊢ m : Sig S S = S1 ! val x as l : A ! S2
Projval
Γ ⊢ m.l : A{z ← m.z | z lié dans S1}
 Projetion d'un fait :
Γ ⊢ m : Sig S S = S1 ! fat P ! S2
Projfact
Γ ⊢ P{z ← m.z | z lié dans S1}
Exemples
 Nous ommençons par un exemple très simple ave des types abstraits (inspiré de [36℄) :
Γ ⊢ m : Sig defτ t ! defτ u ! defτ v = t × u ! endSig
Γ ⊢ m.v = m.t×m.u
Ave les notations abrégées onvenues.
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 En reprenant le type group(E) déni préédemment, et en utilisant les règles de proje-
tion i-dessus, on obtient que le programme :
fun g → fun h →
Strut
let e = ( h.e , g.e ) !
let plus = fun x → fun y → (g.plus(fst x)(fst y), h.plus(snd x)(snd y)) !
let op = fun x → ( g.op (fst x) , h.op (snd x)) !
endStrut
reçoit le type :
∀E,F (group(E)⇒ group(F )⇒ group(E × F ))
8.5 Sous-typage des signatures
Il y a inq règles de sous-typage pour les modules :
 Sous-typage de hamps :
Γ ⊢ A ⊂ B
Sig⊂⊂
Γ ⊢ (Sig S1 val x as l : A ! S2) ⊂ (Sig S1 val x as l : B ! S2)
 Omission de hamps :
Γ ⊢ Sig S1 S2 : τsig
Sig⊂val
Γ ⊢ (Sig S1 val x as l : A ! S2) ⊂ (Sig S1 S2)
 Omission de dénition :
Γ ⊢ Sig S1 S2 : τsig
Sig⊂def
Γ ⊢ (Sig S1 defs t = A ! S2) ⊂ (Sig S1 S2)
 Abstration de dénition :
Sig⊂adef
Γ ⊢ (Sig S1 defs t = A ! S2) ⊂ (Sig S1 defs t ! S2)
 Omission de théorème :
Γ Sig S1 S2 : τsig
Sig⊂fact
Γ ⊢ (Sig S1 fat P ! S2) ⊂ (Sig S1 S2)
On onstate que les règles Sig⊂val et Sig
⊂
fact sont essentiellement de même nature :
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 Sig⊂val onsiste à omettre un alul intermédiaire, qui n'a pas d'importane dans le ré-
sultat nal (x n'est pas libre dans la suite).
 Sig⊂fact onsiste à omettre une proposition intermédiaire, autrement dit, un lemme.
La règle Sig⊂adef permet de passer d'une dénition onrète à une dénition abstraite : en
eet, les règles de typage des strutures ne permettent que de onstruire des signatures
ave des dénitions expliites, et don pas de dénitions abstraites.
Exemple
Si on reprend l'exemple de la setion 6.3 de e hapitre, ave les règles de sous-typage, on
pourrait donner à la struture des booléens le type plus simple :
Sig
defτ bool !
val true : bool !
val false : bool !
endSig
8.6 Conlusion
Nous avons vu dans e hapitre omment onstruire et utiliser des modules. Notre approhe
permet de plus d'utiliser les strutures et les signatures omme des programmes et des types
ordinaires, e qui permet une ertaine souplesse, ontrebalanée par le manque de onision
des projetions de dénitions. Nous verrons dans le hapitre de onlusion omment pallier
à e défaut.
Le hapitre qui suit est onsaré à la orretion du langage de programmation étendu par
les modules.
148 CHAPITRE 8. MODULES
Chapitre 9
Corretion du langage
Nous validons dans e hapitre les règles des hapitres 7 et 8, en partie par tradution dans
le système ST 1, et en partie diretement pour e qui onerne les règles d'évaluation, la
tradution étant indiérente à la stratégie d'évaluation.
9.1 Méthode et résultats
9.1.1 Plongement superiel/ profond
La tradution d'un langage dans une logique peut s'eetuer de deux manières (nous nous
inspirons du polyopié [43℄ pour les dénitions de la terminologie) :
 Par plongement profond (deep embedding), qui onsiste à se donner dans la logique les
types onrets dénissant le langage, ainsi que les axiomes orrespondants aux règles.
 Par plongement superiel (shallow embedding), qui onsiste à traduire les objets du
langage dans la logique et à démontrer les propriétés orrespondant aux règles.
La partie du langage vériée par tradution onsiste en un plongement superiel dans la
logique du système ST étendu ave les axiomes de non trivialité, de desription dénie et
d'antisymétrie (ST¬TRIV,∆,AS)
9.1.2 Résultats
un programme p sera traduit en un type p˜, un type A en un type A˜, et un ontexte Γ en
un ontexte Γ˜.
Nous montrons les trois propositions suivantes :
La première (prouvée dans les setions 2 et 3) exprime la orretion de la tradution :
Proposition 94 Pour tout programme p, pour tout type A :
Si ⊢ p : A alors ⊢ST¬TRIV,∆,AS p˜ ∈ A˜
1
une grande partie des validations ont été faites dans le logiiel PhoX, ave une simpliation pour les
modules, qui sera expliquée en note dans la setion 2.
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On rappelle que t ∈ A signie S(t) ∧ t ⊂ A.
La seonde (prouvée dans la setion 4 omme les suivantes), la tradution de l'évaluation,
en eetuant un abus d'ériture onsistant à utiliser la β-rédution gauhe (βl) sur les
λ-termes ave les types :
Proposition 95 Pour tous programmes p et p′
Si p ≻ p′ alors p˜ βl p˜′
La troisième, la orretion de l'évaluation (non-bloage) :
Proposition 96 Si ⊢ p : A, sans règles de types abstraits ou de modules, alors :
 Soit p est une valeur.
 Soit il existe p′ tel que p ≻ p′ et ⊢ p′ : A
Cette dernière proposition sera en fait prouvée indépendamment du système ST , ar
rappelons-le e dernier identie tous les traduits de λ-termes βη équivalents, e qui in-
terdit de montrer une propriété relative à ≻ (dans ST , il n'est pas interdit d'appliquer un
entier à un autre entier...)
Le traduit du type NORM étant le type des programmes normalisants tel que déni dans
le hapitre 5, nous déduisons le orollaire suivant :
Corollaire 97 Pour tout programme p :
Si ⊢ p : NORM , alors l'évaluation de p termine
preuve: Par la proposition préédente, le programme étant typé, son évaluation ne bloque
pas. Par le théorème 62 page 78, l'évaluation du traduit termine (ar il s'agit de l'évaluation
gauhe par la proposition i-dessus), don l'évaluation du programme termine. 
Nous montrons la orretion par tradution du langage dans la setion 1, des modules dans
la setion 2. La orretion de l'évaluation est montrée dans la setion 3.
9.2 Validation des règles du langage
La tradution des ontextes, des programmes et des types est dénie par indution mutuelle.
On notera indiéremment Γ˜, p˜, A˜, . . .les tradutions des ontextes, programmes et types.
9.2.1 Tradution des ontextes, des termes et des programmes
Nous ommençons par présenter la tradution qui ne onerne pas les programmes, mais
simplement les termes (propositions, types , . . .).
La tradution des sortes est simplement la suivante :
 τ˜ = τ
 o˜ = o
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 o˜′ = o
 π˜ = τ
 ˜s1 → s2 = s˜1 → s˜2
Cela signie qu'au niveau des sortes, un élément de la sorte programme (π) sera vu
omme un type.
La tradution des ontextes est la suivante :
 ∅˜ = ∅
 Γ˜, x : π = Γ˜, x : τ,S(x)
 Γ˜, x : s = Γ˜, x : s˜,
 Γ˜, x : A = Γ˜, x : τ,S(x), x ⊂ A˜
Il faut ensuite traduire les dérivations de onstrutions de termes (page 100 et suivantes) :
 Les onstantes ∀, ⇒ et ⊂ sont traduites à l'identique. L'égalité est traduite par l'égalité
de Leibnitz, et la relation de rédution ≻ est traduite par ⊂.
 La λ-abstration et l'appliation sont traduites à l'identique.
 Les produits Πo et Πτ , et le shéma de ompréhension sont traduits de la façon suivante :
˜Πτx : A.B(x) = ∀x.(S(x)։ x ⊂ A։ (x⇒τ B(x)))
˜Πox : A.P (x) = ∀x.(S(x)⇒ x ⊂ A⇒o P (x)))
˜{x : A;P (x)} = ∪x(x ↾ (S(x) ∧ (x ⊂ A) ∧ P (x)))
Les programmes du noyau fontionnel sont traduits par leur ontrepartie en types (tels que
présentés page 62), les autres tradutions seront présentées au fur et à mesure.
9.2.2 Validation des règles
Les règles sont validées par indution sur la struture de la dérivation, on montre :
 Si Γ ⊢ t : s, alors Γ˜ ⊢ t˜ : s˜
 Si Γ ⊢ P , alors Γ˜ ⊢ P˜
 Si Γ ⊢ p : A, alors Γ˜ ⊢ p˜ ∈ A˜
On utilisera assez souvent le lemme suivant :
Lemme 98 (Singletoniité des programmes) Si Γ ⊢ p : A, alors Γ˜ ⊢ S(p˜)
preuve: Immédiat par le théorème 47 page 69, en remarquant que dans Γ˜, toutes les
variables libres de p sont délarées omme singletons. 
Noyau fontionnel
 Axτ : 'est une simple introdution de la onjontion.
 ΠτI : On suppose que :
Γ˜, x : τ,S(x), x ⊂ A ⊢ S(t) ∧ t ⊂ B
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On en déduit :
Γ˜ ⊢ ∀x(x⇒τ t) ⊂ ∀x(S(x)։ x ⊂ A։ x⇒ B)
et
Γ˜ ⊢ S(∀x(x⇒τ t))
par le lemme 98.
 ΠτE : On a, par hypothèse d'indution :
Γ˜ ⊢ S(u) ∧ (u ⊂ Πτx : A.B) et Γ˜ ⊢ S(v) ∧ (v ⊂ A)
On en déduit que :
Γ˜ ⊢ u ⊂ (S(v)։ (v ⊂ A)։ (v ⇒ B[x := v]))
et
Γ˜ ⊢ (S(v)։ (v ⊂ A)։ (v ⇒ B[x := v])) ⊂ (v ⇒ B[x := v]))
La onlusion est immédiate ave la proposition 28 page 52.
 Les règles logiques sont elles de ST¬TRIV , ainsi que les règles de sous-typage ⊂Ax, ⊂Refl
et ⊂Trans.
 ⊂Πτ : On suppose que :
Γ˜ ⊢ A′ ⊂ A et Γ˜, x : τ,S(x), x ⊂ A′ ⊢ B(x) ⊂ B′(x)
On en déduit failement que :
Γ˜, x : τ ⊢ Πτx : A.B(x) ⊂ (S(x)։ (x ⊂ A′)։ B′(x))
la onlusion est alors immédiate.
 ⊂SC−CR⊂ et ⊂SC−CR⇒o sont immédiates en utilisant le fait 91 page 105.
 SCI : l'hypothèse d'indution donne :
Γ˜ ⊢ S(t) ∧ (t ⊂ A) et Γ˜ ⊢ P (t)
et la onlusion est immédiate par dénition de SC.
 SCoE et SCτE utilisent les mêmes propriétés que ⊂SC−CR⊂ et ⊂SC−CR⇒o .
 Lo≻ : par le lemme 98, on a Γ˜ ⊢ S(u), et on a également Γ˜ ⊢ S(v) par les mêmes raisons.
On a de plus, par le théorème 40 page 62, Γ˜ ⊢ u ⊂ v. En utilisant la proposition 48 page
69, on en déduit que u = v.
On remarque que la notation ⇒τ est justiée par le fait 32 page 55, (3).
Paires
On dénit la tradution des produits en utilisant les dénitions de la page 95 :
 A˜×B = A˜× B˜
 (˜p,q) = (p, q)
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 f˜st p = p[True]
 s˜nd p = p[False]
Il reste à vérier que les règles sont orretes :
 ×I, ×EG, ×ED, et SurPair sont immédiates par le fait 82 page 95.
 ⊂× orrespond à la proposition 83 page 96.
Sommes
On dénit la tradution des types sommes en utilisant les entiers, le type produit et la
réunion binaire :
 Chaque onstruteur C est traduit par un entier de Churh, qu'on notera C
 Pour les types :
 C˜ = C × ΛX.X
 C˜ of A = C × A˜
 A˜‖B = A ∪B
 Pour les programmes :
 C˜ = (C,ΛX.X)
 C˜[p] = (C, p)
 ases p of M est traduit à l'identique, ave la dénition 48 page 97.
Le lemme tehnique suivant montre que tout type somme est de la forme C × A, ave
C inlus dans l'ensemble des entiers de Churh, et qu'un type somme est formé de types
disjoints :
Lemme 99 Pour tout ontexte Γ :
1. si Γ ⊢ T : τS , alors Γ˜ ⊢ T˜ ⊂ (∪n(N τ (n))×⊤) (ave N τ déni à la dénition 45 page
89).
2. Si Γ ⊢ C /∈ T , alors Γ˜ ⊢ ∀X : T.(Pi1[X] 6= C ∧No(Pi1[X]))
3. si Γ ⊢ ases p of M : A, alors il existe T tel que Γ ⊢ T : τS et Γ ⊢ p : T .
preuve:
1. Les as atomiques étant évidents (C0 et C1), il sut de regarder les as d'ajout de
onstruteur. Il est immédiat que, pour tout onstruteur C :
 ⊢ No(C) ( par le lemme 76 page 89)
 ⊢ C ⊂ N τ (C) (par le théorème 75 page 89)
En d'autres termes, il sut don de montrer :
⊢ ∀C,A, T (No(C)⇒ (T ⊂ (∪n(N
τ (n))×⊤))⇒ (C × A) ∪ T ⊂ (∪n(N
τ (n))×⊤))
En utilisant le 1. du fait 32 page 55, il sut de montrer, sous les hypothèses :
No(C), (T ⊂ (∪n(N
τ (n))×⊤)),S(x), x ⊂ (C × A)
que l'on a x ⊂ (∪n(N
τ (n)) × ⊤)). Par la propriété d'équivalene des singletons (48
page 69), on en déduit que S∪(x). On vient de voir que ⊢ C ⊂ N τ (C), et on a
évidemment A ⊂ ⊤. On a don bien le résultat.
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2. Par indution sur C /∈ T : on a évidemment ⊢ T : τS, don par e qu'on vient de voir,
on a No(Pi1[X]). On vérie maintenant que X : T ⊢ Pi1[X] 6= C, par indution sur
le jugement C /∈ T :
 /∈C0 et /∈C1 : on peut par exemple utiliser la tehnique utilisée pour montrer que
(¬(false = true).
 /∈Sum0 et /∈Sum1 : par indution, on a ∀X : T (Pi1[X] 6= C ∧N
o(Pi1[X])). On met
en hypothèse X ⊂ C2 ∪ T,S(X). Par la propriété d'équivalene des singletons (48
page 69), on en déduit que S∪(X) et don (X ⊂ C2) ∨ (X ⊂ T ). Sous l'hypothèse
X ⊂ C2, on raisonne omme pour les as de base, et sous l'hypothèse X ⊂ T , on
utilise l'hypothèse d'indution.
3. Il sut d'examiner les règles de typage du ase pour se rendre ompte qu'elles or-
respondent aux dérivations de τS.

Il reste à voir la orretion des règles :
 Constr0I et Constr1I : immédiates par les règles de typage des paires.
 _, Constr01E et Constr11E : On utilise la proposition 84 page 97 : il faut don vérier :
 Pour _ : on a simplement une hypothèse en plus par rapport à la proposition 84 1.,
qui ne pose pas de ondition sur le type A.
 Pour Constr11E : La première prémisse de la proposition 84 2. orrespond à la tra-
dution de p : C, la seonde est immédiate du fait que C est traduit par un entier de
Churh, la troisième vient par introdution du produit (Π˜o)
 Pour Constr01E : La première prémisse de la proposition 84 3. orrespond à la tra-
dution de p : C of A, la seonde est immédiate du fait que C est traduit par un entier
de Churh, la troisième est identique.
 Constr02E et Constr12E : on utilise la proposition 85 page 98 :
 Constr02E :On vérie les prémisses P1 à P6 de la proposition 85 1. :
 P1 orrespond à p : C˜ | S.
 P2 vient du fait que C˜ est un entier de Churh.
 P3 vient de C /∈ S et du lemme 99 2.
 P4 vient de Γ ⊢ f : B(C).
 P5 vient de Γ, y : S ⊢ ases y of M(y) : B(y).
 Constr12E :On vérie les prémisses P1 à P6 de la proposition 85 1. :
 P1 orrespond à p : ˜Cof A | S.
 P2 vient du fait que C˜ est un entier de Churh.
 P3 vient de C /∈ S et du lemme 99 2.
 P4 vient de Γ, x : A ⊢ f : B(C[x]).
 P5 vient de Γ˜ ⊢ S( ˜fun x → f), ar Γ ⊢ fun x → f : Πτx : A.B(C[x]), et ave le
lemme de singletoniité des programmes (98 page 151).
 P6 vient de Γ, y : S ⊢ ases y of M(y) : B(y).
 Règles logiques :
 C 6= : Si S(x) ⊢ C˜[x] = C˜ ′, alors (C, x) = (C ′,ΛXX), e qui entraîne C = C ′ par la
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première projetion.
 Clog et C of log : Le sens gauhe-droite est immédiat et démontrable dans notre sys-
tème. Le sens droite-gauhe vient de C˜ = (C,ΛXX) (respetivement C˜[x] = (C, x))
et de la paire surjetive (fait 82 page 95).
 |log et |typ : on suppose
˜x : A | B, soit x ⊂ A∪B,S(x) ; par l'équivalene des singletons
(48 page 69), on a S∪(x), et don (x ⊂ A) ∨ (x ⊂ B), e qui permet d'utiliser les
prémisses.
Types indutifs
On aura besoin de deux lemmes. Le premier est un lemme général sur le produit :
Lemme 100 (relation entre produits) On a la relation suivante :
∀X,A∀B(X ⊂ Πτx : A.B(x)⇔ Πox : A(X ⊂ (x⇒ B(x))))
preuve: Ce sont de simples appliations des règles de sous-typage de ∀ et de ։. 
Le deuxième est un lemme sur le sous-typage du shéma de ompréhension :
Lemme 101 (sous-typage du shéma de ompréhension) On a les propriétés sui-
vantes
1. ⊢ ∀P∀x(S(x) ⇒ (P (x)⇐⇒ x ⊂ {r : ⊤;P (r)}))
2. ⊢ ∀A∀P (A ⊂ {r : ⊤;P (r)} ⇐⇒ Πox : A.P (x))
(en notant ⊤ = ∪X.X)
preuve:
1. On met en hypothèse S(x).
 Sens gauhe-droite : On met en hypothèses P (x) et (∀x(x ↾ (S(x) ∧ (x ⊂ ⊤) ∧
P (x))) ⊂ K), et il faut en déduire x ⊂ K, e qui est immédiat par les propriétés
de l'opérateur restrition (fait 30 page 54).
 Sens droite-gauhe : On suppose x ⊂ {r : ⊤;P (r)}. Par dénition de S(x), ela
implique ∃y(x ⊂ (y ↾ (S(y) ∧ y ⊂ ⊤ ∧ P (y))). Pour éliminer le ∃, supposons
x ⊂ (y ↾ (S(y) ∧ (y ⊂ ⊤) ∧ P (y))). Comme on sait que x 6= ∅ par dénition de S,
on en déduit par les propriétés de l'opérateur restrition (fait 30) que (S(y)∧ y ⊂
⊤ ∧ Py).De plus, omme (y ↾ (Sτ (y) ∧ Py) ⊂ y), il vient x ⊂ y, d'où l'on déduit,
en utilisant l'équivalene des singletons (propriété 48 page 69), et par dénition de
S⊂, que y ⊂ x, et don que x = y et nalement P (x). On en déduit que P (x) en
éliminant le ∃.
2.  Sens gauhe-droite : on met en hypothèses A ⊂ {r : ⊤;P (r)}, S(x) et x ⊂ A. Par
1. on a P (x).
 Sens droite-gauhe : on met en hypothèses Πox : A.P (x). En utilisant le 1. du fait
32 page 55, il sut de montrer Πox : A.(x ⊂ {r : ⊤;P (r)}), e qui est immédiat.
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
Pour dénir la tradution de l'opérateur de point xe, on pose :
 ∆F = ΛX.F [X[X]]
 Ψ = ΛF.∆F [∆F ]
On étend la tradution en posant :
(˜re p) = ∆p˜[∆p˜]
L'opérateur µ est traduit à l'identique (dénition 34 page 58).
On a, de plus, le fait évident suivant :
Fait 102 Si Γ ⊢ µX.F (X) : τ , alors Γ˜ ⊢ Cresc(F ), Cresc étant déni dans la dénition
35 page 59.
preuve: Cei orrespond à la prémisse (cresc) de la règle µτ . 
On montre maintenant les règles :
 Induc : On met en hypothèse ∀A(Πox : A.P (x)⇒ A ⊂ µX.F (X)⇒ Πox : F (A).P (x)),
et il faut montrer que Πox : µX.F (X).P (x). En utilisant le 2. du fait 101, il sut
de montrer que µX.F (X) ⊂ {x : ⊤;P (x)}. Cela vient de µX.F (X) ⊂ µX.F (X) ∩ {x :
⊤;P (x)}, que l'on montre en utilisant la règle de sous-typage (3) du fait 38 page 59. Il faut
don montrer ∀A(A ⊂ µX.F (X) ∩ {x : ⊤;P (x)} ⇒ F (A) ⊂ µX.F (X) ∩ {x : ⊤;P (x)}).
Cei est immédiat en utilisant le fait que Cresc(F ), et le 2. du fait 101.
 Recµ : On montre en fait, sous l'hypothèse Cresc(F ), le typage suivant :
Ψ ⊂ ∀A(Πτx : A.B(x)⇒τ (A ⊂ µX.F (X))։ Πτx : F (A).B(x))⇒τ Πτx : µX.F (X).B(x)
En utilisant le fait 28 page 52, et en posantH = ∀A(Πτx : A.B(x)⇒τ (A ⊂ µX.F (X))։
Πτx : F (A).B(x)) il sut de montrer que :
∆H [∆H ] ⊂ Π
τx : µX.F (X).B(x)
En utilisant le théorème 40 page 62 et le lemme 100, et la règle Induc, il sut de
montrer :
∀A((Πox : A.∆H [∆H ] ⊂ x⇒
τ B(x))⇒ A ⊂ µX.F (X)⇒ (Πox : F (A).∆H [∆H ] ⊂ x⇒
τ B(x)))
On met en hypothèses (Πox : A.∆H [∆H ] ⊂ x ⇒τ B(x)), A ⊂ µX.F (X) , et il sut
d'en déduire que Πox : F (A).H [∆H [∆H ]] ⊂ x⇒τ B(x). Cei vient de simplement de la
dénition de H , du lemme 100, et de quelques règles failes de sous-typage. Pour prouver
que la règle est orrete, on voit simplement que, par hypothèse d'indution et e qu'on
vient de voir :
Ψ[ ˜fun x → t] ⊂ Πτx : µX.F (X)
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De plus, on a S(Ψ[ ˜fun x → t]), S( ˜(re fun x → t)) et Ψ[ ˜fun x → t] ⊂ ˜(re fun x → t) En
utilisant la propriété d'équivalene des singletons, on a S⊂(Ψ[ ˜fun x → t]), e qui entraîne
don :
˜
(re fun x → t)] ⊂ Πτx : µX.F (X)
 BFRecµ : Le prédiat être une relation bien fondée est traduit à l'identique. On montre
en fait, sous l'hypothèse que R est bien fondée sur le type A, une relation de sous-typage
un peut plus générale, valable pour n'importe quel type (pas néessairement indutif) :
Ψ ⊂ ∀x(x ∈ A։ ((Πτy : A.((Ryx)։ B(y)))⇒ x⇒ B(x)))⇒ Πτx : A.B(x)
Pour ela, on pose :
F = ∀x(x ∈ A։ ((Πτy : A.((Ryx)։ B(y)))⇒ x⇒ B(x)))
et on montre :
F ⇒ ∆F [∆F ] ⊂ F ⇒ Π
τx : A.B(x)
Il sut don de montrer
∆F [∆F ] ⊂ Π
τx : A.B(x)
Soit, sous les hypothèses S(x) et x ⊂ A, on a don à montrer :
∆F [∆F ] ⊂ x⇒ B(x)
On fait la preuve par indution, il s'agit de montrer :
Πox : A(Πoy : A.(Ryx⇒ (∆F [∆F ] ⊂ (y ⇒ B(y))))⇒ (∆F [∆F ] ⊂ (x⇒ B(x))))
On met en hypothèse Πoy : A.(Ryx ⇒ (∆F [∆F ] ⊂ (y ⇒ B(y)))). Par les propriétés de
l'appliation, il sut de montrer que
∆F ⊂ (∆F ⇒ x⇒ B(x)).
Pour ela, on montre :
∆F ⇒ F [∆F [∆F ]] ⊂ ∆F ⇒ x⇒ B(x)
Enore par les propriétés de l'appliation, il sut de montrer que
F ⊂ ∆F [∆F ]⇒ x⇒ B(x)
En remplaçant F par sa dénition, il sut de monter :
∀x(x ∈ A։ ((Πτy : A.((Ryx)։ B(y)))⇒ x⇒ B(x))) ⊂ ∆F [∆F ]⇒ x⇒ B(x)
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On obtient failement que ela déoule de :
∆F [∆F ] ⊂ ∀x(x ∈ A։ (Π
τy : A.((Ryx)։ B(y)))
En utilisant l'inversion des èhes (axiome 1 page 42), en mettant en hypothèses y ∈ A
et Ryx, on obtient tout de suite le résultat.
 µPF : Immédiat ave le fait préédent et le fait 39 page 59.
 ⊂µ : On utilise le (3) du fait 38 page 59, en ayant en plus, par le fait préédent, Cresc(F ).
On met en hypothèse F (A) ⊂ A, et il faut en déduire ∀B(B ⊂ A ⇒ F (B) ⊂ A). C'est
immédiat par Cresc.
Types o-indutifs
La tradution du plus petit grand xe d'un opérateur est la suivante :
νX.F (X) = ∪X.(X ↾ ∀A(X ⊂ A⇒ X ⊂ F (A)))
Comme pour les types indutifs, le terme plus grand point xe est un abus dans le as
général. C'est en eet le plus grand point xe d'un opérateur F dans le as où F est
roissant, mais dans le as général, on a seulement νX.F (X) ⊂ F (νX.F (X)). Les faits que
nous établissons maintenant sont les frères (duaux) de eux établis dans le as indutifs.
Fait 103 On montre :
(1) ∀F∀X(νX.F (X) ⊂ X ⇔ ∀Y (∀A(Y ⊂ A⇒ Y ⊂ F (A))⇒ Y ⊂ X))
(2) ∀F∀X(νX.F (X) ⊂ X ⇒ νX.F (X) ⊂ F (X))
(3) ∀F∀X(∀A(X ⊂ A⇒ X ⊂ F (A))⇒ X ⊂ νX.F (X))
preuve:
 (1) On montre plus généralement que ⊢ ∀P, ∀X(∪X.(X ↾ P (X)) ⊂ X ⇔ ∀Y (P (Y ) ⇒
Y ⊂ X)) :
 Sens gauhe-droite : il sut de montrer que ∀Y (P (Y )⇒ Y ⊂ ∪X.(X ↾ P (X)). Pour
ela, on suppose P (Y ) et ∀X(X ↾ P (X) ⊂ K), et on en déduit que Y ↾ P (Y ) ⊂ K.
De plus, omme Y ⊂ Y ↾ P (Y ), on a bien Y ⊂ K, e qui termine la preuve.
 Sens droite-gauhe : il sut de montrer sous l'hypothèse ∀Y (P (Y ) ⇒ Y ⊂ X) que
∀Y (Y ↾ P (Y ) ⊂ X) ։ X ⊂ X, e qui déoule de ∀Y (Y ↾ P (Y ) ⊂ X), qui est une
onséquene de l'hypothèse.
 (2) est immédiat à partir de (1).
 (3) est une onséquene du fait plus général suivant : ∀P∀X(P (X) ⇒ X ⊂ ∪X.(X ↾
P (X)), qui est immédiat.

Le fait suivant donne sens à l'appellation plus grand point xe :
Fait 104 On montre :
(1) ⊢ ∀F (νX.F (X) ⊂ F (νX.F (X)))
(2) ⊢ ∀F (Cresc(F )⇒ νX.F (X) = F (νX.F (X)))
(3) ⊢ ∀F (Cresc(F )⇒ ∀I(F (I) = I ⇒ I ⊂ νX.F (X)))
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preuve:
 (1) est une onséquene du fait préédent (2).
 (2) : il sut de montrer que F (νX.F (X)) ⊂ νX.F (X). En utilisant le fait préédent (3),
il sut de montrer que ∀A(F (νX.F (X)) ⊂ A ⇒ F (νX.F (X)) ⊂ F (A)) ; on suppose
que F (νX.F (X)) ⊂ A, et par (1), on obtient que νX.F (X) ⊂ A, et par roissane que
F (νX.F (X)) ⊂ F (A).
 (3) : par le fait préédent (3), il sut de montrer sous les hypothèses Cresc(F ) et
F (I) = I que ∀A(I ⊂ A⇒ I ⊂ F (A)), e qui est immédiat.

Après es faits que l'on peut qualier de préliminaires, on montre les faits qui nous inté-
ressent plus diretement : les règles onernant l'opérateur de point xe.
Fait 105 On montre :
(1) ⊢ ∀F,A(Ψ ⊂ ∀X((A⇒ X)⇒ (A⇒ F (X)))⇒ A⇒ νX.F (X))
(2) ⊢ ∀F (Ψ ⊂ ∀X(X ⇒ F (X))⇒ νX.F (X))
(ave Ψ déni omme au paragraphe préédent)
preuve:
 (1) : Si on pose H = ∀X((A ⇒ X) ⇒ (A ⇒ F (X))), il sut d'en déduire ∆H [∆H ] ⊂
A ⇒ νX.F (X) , don que ∆H [∆H ][A] ⊂ νX.F (X) D'après le fait 103 (3), il sut
de montrer que ∀X(∆H [∆H ][A] ⊂ X ⇒ ∆H [∆H ][A] ⊂ F (X). On met en hypothèse
∆H [∆H ][A] ⊂ X, d'où l'on déduit que ∆H [∆H ] ⊂ A ⇒ X, et don que H [∆H [∆H ]] ⊂
A⇒ F (X). Comme ∆H [∆H ] ⊂ H [∆H [∆H ]], on obtient bien que ∆H [∆H ][A] ⊂ F (X).
 (2) : La preuve est enore plus simple : on poseH = ∀X(X → F (X)), et il faut en déduire
∆H [∆H ] ⊂ νx.F (X). D'après le fait 103 (3), il sut de montrer que ∀X(∆H [∆H ] ⊂
X ⇒ ∆H [∆H ] ⊂ F (X). On met en hypothèse ∆H [∆H ] ⊂ X, d'où l'on déduit que
H [∆H [∆H ]] ⊂ F (X). Comme ∆H [∆H ] ⊂ H [∆H [∆H ]], on obtient bien que ∆H [∆H ] ⊂
F (X), e qui termine la preuve.

On montre maintenant les règles :
 Coinduco : Ave le sous-typage du shéma de ompréhension (fait 101), il sut de mon-
trer sous l'hypothèse F (νF ) ⊂ {x : ⊤;P (x)}, que νF ⊂ {x : ⊤;P (x)}. Ave le fait 104
(1), 'est immédiat.
 Coinducτ : Ave le fait 100, il sut de montrer, en notant T = t˜, que sous l'hypothèse
Πox : F (νF ).(T ⊂ x ⇒ B(x)), on a Πox : νF.(T ⊂ x ⇒ B(x)). Cei vient de la règle
Coinduco, que l'on vient de vérier.
 νcreat1 : On suppose t˜ ⊂ ∀X(X ⇒ F (X)). Par la roissane de l'appliation et le fait 105
(2), on a Ψ[t˜] ⊂ νF . On onlut omme dans la preuve de Recµ.
 νcreat2 : On suppose t˜ ⊂ ∀X((A⇒ X)⇒ (A⇒ F (X))). Par la roissane de l'appliation
et le fait 105 (1), on a Ψ[t˜] ⊂ A⇒ νF . On onlut omme dans la preuve de Recµ.
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 νPF : On remarque, omme pour µ, que si νf : τ , alors Cresc(F ). En utilisant le fait
104 (2), on obtient bien l'égalité voulue.
 ⊂ν : Ave le fait 103 (3), il sut de montrer, sous l'hypothèse que A ⊂ F (A), que
∀Y (A ⊂ Y ⇒ A ⊂ F (Y )). Cei est immédiat par roissane de F .
Enregistrements
Chaque label l ∈ L est traduit par un entier de Churh, qu'on notera l.
La tradution des types d'enregistrements, des enregistrements, des projetions et de l'ajout
de hamps est très direte, ave e qui a été fait dans le hapitre 6 :
˜{l1 : A1; . . . ; ln : An} = {l1 : A˜1; . . . ; ln : A˜n}
˜< l1 = t1; . . . ; ln = tn > = < l1 = t˜1; . . . ; ln = t˜n >
p˜.l = p˜.l
˜
[l = p℄+q = [l = p˜] + q˜
En utilisant les dénitions 49 page 100 et 50 page 100.
Rappelant ii que le traduit d'un programme est un type, on donne la tradution des
enregistrements forts, et de la onstrution as :
˜{l1 : A1; . . . ; ln : An}S = ∪X1 ∈ A1 . . .Xn ∈ An < l1 = X1; . . . ; ln = Xn >
˜p as l1, . . . , ln = ˜< l1 = p.l1; . . . ; ln = p.ln >
On fera dans la suite un léger abus d'ériture onsistant à prendre diretement les déni-
tions dans ST pour ne pas surharger de .˜
Il ne reste plus qu'à vérier la orretion des règles (on ne vérie pas que l'on a des singletons
à haque fois, ar ei est désormais usuel, omme dans le lemme 98 page 151 ) :
 {}−⊂ : il s'agit simplement du as (2) de la proposition 88 page 102.
 {}⊂⊂ : il s'agit simplement du as (1) de la proposition 88 page 102.
 {}σ⊂ : On remarque que l'ordre des labels n'a pas d'importane dans la tradution, ar il
intervient entre des membres d'une réunion.
 {}S⊂ : on utilise la aratérisation du sous-typage par les singletons (fait 32 page 55, 1.) :
on suppose S(x), x ⊂ {l1 : A1; . . . ; ln : An}S, et il faut montrer que x ⊂ {l1 : A1; . . . ; ln :
An}. Par appliation répétée de la dénition de singleton, il sut de montrer sous les
hypothèses :
y1 : τ, y1 ∈ A1, . . . , yn : τ, yn ∈ An, x ⊂< l1 = y1; . . . ; ln = yn >
que x ⊂ {l1 : A1; . . . ; ln : An}, e qui est immédiat.
 {}I : on utilise de manière répétée les (1) et (2) de la proposition 86 page 100. Il sut
de vérier que les prémisses sont vériées :
 (1) : 'est lair ar on a No(l).
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 (2) : il faut vérier la dernière prémisse. Cela est immédiat par dénition de τR, qui
impose que les labels soient distints.
 {}E : immédiat par la proposition 87 page 101.
 {}+ : Il s'agit du (3) de la proposition 86 page 100. Les prémisses sont vériées par τR.
 {}S : sous l'hypothèse p ∈ {l1 : A1; . . . ; ln : An}, on déduit p.li ∈ Ai (pour i = 1, . . . , n),
et don
˜p as l1, . . . , ln ⊂ ˜{l1 : A1; . . . ; ln : An} par introdutions suessives de la réunion.
Abstrations
Les tradutions des opérateurs Some
s1,...,sn
et des projetions p :s1,...,sn T.i sont, en posant
s = s1, . . . , sn :
˜
Some
sT = ∪sx1 . . . xn.(T˜ (x1) . . . (xn))
p˜ :s T.i = p˜.T˜ .i
En reprenant les notations de la dénition 52 et du fait 89 page 103.
On vérie les règles :
 ⊂r
Some
: immédiat par le fait 89 3..
 ⊂l
Some
: immédiat par dénition de la réunion.
 Someproj : par indution, on a S(p˜) et p˜ ⊂ ∪sT . Cela permet d'utiliser diretement le
fait 89 5.
La tradution de l'opérateur Self s'exprime ave le (traduit du) shéma de ompréhension :
S˜elf T = {x : ⊤; x ⊂ T (x)}
On vérie les règles :
 SelfI : Par hypothèse d'indution, on a p ∈ T (p), et don p ∈ {x : ⊤; x ⊂ T (x)}.
 SelfE : Par hypothèse d'indution, on a p ∈ {x : ⊤; x ⊂ T (x)}. En utilisant SCτE, on en
déduit p ⊂ T (p). Comme on a S(p), la onlusion est immédiate.
 Self⊂ : On a x : Self t.A(t) ⊢ A(x) ⊂ B(x). On en déduit :
S(x), x ⊂ Self t.A(t) ⊢ x ⊂ B(x)
et don
S(x), x ⊂ Self t.A(t) ⊢ x ⊂ Self t.B(t)
On onlut par le (1) du fait 32 page 55.
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Terminaison
On pose :
N˜ORM = N
Le type N étant déni à la page 79.
Pour regarder la validité des règles, on ommene par un petit lemme sur le produit, base
de nos types de données :
Lemme 106 Le séquent suivant est dérivable :
⊢ (A ⊂ N )⇒ (B ⊂ N )⇒ (A×B ⊂ N )
preuve: En utilisant le fait 32 page 55, On met en hypothèses
A ⊂ N , B ⊂ N ,S(x), x ⊂ A× B
et il faut en déduire x ⊂ N . En utilisant le fait 82 page 95, on en déduit x ⊂ A×B (A×B
étant le type produit du système F ), et don il sut de montrer A×B ⊂ N . On met en
hypothèses Adequ(N,No), et on en déduit A ⊂ N et B ⊂ N . On a don :
⊢ A×B ⊂ N×N
On onlut par la haîne de sous-typage :
N×N ⊂ (N ⇒ (N ⇒ N))⇒ N
⊂ (N ⇒ (N ⇒ No))⇒ N
⊂ (N ⇒ No)⇒ N
⊂ No ⇒ N
⊂ N

On vérie maintenant la validité des règles :
 Construteurs normalisables : omme C˜ = C × ΛX.X, que C ⊂ N et ΛX.X ⊂ N , on a
don le résultat par le lemme préédent.
 Construteur appliqué à un argument normalisable : idem.
 Sommes normalisables : immédiat par propriété de la réunion
 Paires normalisables : il s'agit du lemme préédent.
 Enregistrements forts normalisables : on met en hypothèses A1 ⊂ N , . . . , An ⊂ N , et il
faut en déduire {l1 : A1; . . . ; ln : An} ⊂ N . En utilisant le fait 32 page 55, on ajoute aux
hypothèses S(x), x ⊂ {l1 : A1; . . . ; ln : An}, et il sut d'en déduire x ⊂ N . En utilisant la
dénition de singleton, il sut de montrer sous les hypothèses y1 ∈ A1, . . . , yn ∈ An que
< l1 = y1; . . . ; ln = yn >⊂ N Les yi étant en position positive dans < l1 = y1; . . . ; ln =
yn >, on a < l1 = y1; . . . ; ln = yn >⊂< l1 = N ; . . . ; ln = N > et on onlut omme dans
la preuve du théorème 62 , page 79.
 Normalisabilité des types indutifs : laire par le fait qu'elle est dérivable à l'aide de la
règle ⊂µ.
Cei lt la validation des règles du langage.
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9.3 Validation des règles des modules
Les modules sont traduits diretement dans le système ST , via une grosse onjontion
qui exprime leur omportement
2
. Pour simplier les éritures, on utilisera les notations
Some et Self diretement dans le système ST .
9.3.1 Tradution des strutures et des signatures
Strutures
Rappelons tout d'abord la tradution d'un enregistrement : il s'exprime par un fun x ->
ases x of M(x), le motif M étant déni à partir de la suession de délarations de
l'enregistrement.
Autrement dit, la onstrution d'un enregistrement se fait en trois temps :
1. Dénition du motif
2. Clture du motif par la onstrution ases
3. Clture de l'enregistrement par l'abstration fun
Les ltures seront en fait eetuées par la onstrution Strut. Donnons maintenant la
tradution :
 La struture vide est traduite par un hamps ave un nom de label (i.e. un entier) l0
supposé interdit (il sut par exemple de prendre pour les labels autorisés les entiers
stritement positifs, et l0 = 0) :
e˜nd = (l0 = l0)
 L'ajout d'un hamps est une liaison :
˜
let x as l = p ! S(x) = (l = p) ; S(p)
 La fermeture d'une struture est la onstrution d'un enregistrement :
˜
Strut S = < S >
Signatures et projetions
Les noms sont traduits par des entiers de Churh, la seule propriété qu'on leur demande
étant en fait d'être distinguables par le système (et non néessairement distinguables par
un programme).
Prenons omme ensemble de sortes les quatre suivantes (types, types paramétrés, proposi-
tions et prédiats) :
τ, τ → τ, o, τ → o
2
Les règles sont validées dans le logiiel PhoX, à ei près que l'on n'a onsidéré qu'une seule sorte de
dénition abstraite : elle des types
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Pour et ensemble de sortes (notons-les s1 à s4), les signatures en ours de onstrution
attendent en arguments quatre fontions (T1 à T4 de sortes respetives τ → s1 à τ → s4), et
un type (X : τ) : elles seront don de la forme λT1.λT2.λT3.λT4.λX.s(T1)(T2)(T3)(T4)(X).
Pour alléger les éritures, on notera simplement :
λ
−→
T ,X.s(
−→
T )(X)
 La signature vide est le prédiat vrai :
e˜nd = λ
−→
T ,X.true
(ave true une tautologie telle que ∀X(X ⇒ X)).
 L'ajout d'une délaration de valeur :
˜
val x as l : A ! S(x) = λ
−→
T ,X.(X.l ∈ A ∧ (S˜(X.l)(
−→
T )(X)))
 L'ajout d'un fait :
˜
fat P ! S = λ
−→
T ,X.(P ∧ (S˜(
−→
T )(X)))
 L'ajout d'une délaration d'objet de sorte si (i = 1, . . . , 4) onret :
˜
defτ t as n = A ! S(t) = λ
−→
T ,X.(T1(n) = A ∧ S(A)(
−→
T )(X))
˜
defτ→τ f as n = F ! S(f) = λ
−→
T ,X.(∀Y (T2(n)(Y ) = F (Y )) ∧ S(F )(
−→
T )(X))
˜
defo p as n = P ! S(p) = λ
−→
T ,X.(T3(n)⇔ P ∧ S(P )(
−→
T )(X))
˜
defτ→o g as n = G ! S(g) = λ
−→
T ,X.(∀Y (T3(n)(Y )⇔ G(Y )) ∧ S(G)(
−→
T )(X))
 L'ajout d'une délaration d'objet de sorte si (i = 1, . . . , 4) abstrait :
˜
defsi t as n ! S(t) = λ
−→
T ,X.( ˜S(Ti(n))(
−→
T )(X)
 Clture d'une signature :
S˜ig S = Some
−→
T .SCλX.S˜(
−→
T (X)
 Projetions (on note s = s1, . . . , s4) :
˜(m :si S).n = Ti(m)(n)
ave
Ti(m) = (m :
s λ
−→
T .SCλY.S˜
−→
T (Y )).i
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9.3.2 Exemple de tradution
Reprenons l'exemple de la signature des booléens vu dans le hapitre des modules (en
supprimant les . . .) :
Sig
defτ bool = TRUE | FALSE !
val true : bool !
val false : bool !
val ifthenelse : ∀A(bool ⇒ A⇒ A⇒ A) !
fat ∀AΠox, y : A ifthenelse true x y = x !
end
Son traduit sera la onjontion :
Some T1, . . . , T4.SCλm.


T1(bool) = TRUE | FALSE
∧
m.true ∈ TRUE | FALSE
∧
m.false ∈ TRUE | FALSE
∧
m.ifthenelse ∈ ∀A( TRUE | FALSE ⇒ A⇒ A⇒ A)
∧
∀AΠox, y : A m.ifthenelse m.true x y = x


On remarque qu'il ne s'agit en fait pas d'un type enregistrement, mais d'une onjon-
tion exprimant les propriétés vériées par les fontions de projetion (Some...) et par le
programme (SC...).
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9.3.3 Règles d'introdution
On traduit m :S S par le prédiat indutif suivant (qui reète les règles de typage des
modules) :
∀X

X(end)(end)
⇒
∀a,A,m, s,C(


X(m(a))(s(a))
∧
a ∈ A
∧
No(C)
C /∈ s(a)


⇒ X(let x as C = a m(x))(val x as C :A s(x)))
⇒
∀P,m, s(

 X(m)(s)∧
P

 ⇒ X(m)(fat P !s))
⇒
∀A,C,m, s(

 X(m)(s(A))∧
C /∈ s(A)

 ⇒ X(m)(defτ t as C = A ! (s t)))
⇒
.
.
.
⇒
∀A,C,m, s(

 X(m)(s(A))∧
C /∈ s(A)

 ⇒ X(m)(defτ→o t as C = A ! (s t)))
⇒
X(m)(S)


(La tradution du prédiat C /∈ S sera donné dans la setion des lemmes tehniques).
La proposition suivante exprime la orretion des règles de onstrution des modules :
Proposition 107 La règle suivante est dérivable :
⊢ ∀m,S(m :S S ⇒ Strut m ∈ Sig S)
La preuve néessite quelques lemmes tehniques que nous détaillons i-après.
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Lemmes tehniques
On dénit le prédiat d'absene d'un nom par :
C /∈ S =
∀X

∀C(No(C) ⇒ X(C)(end)) ⇒
∀P, s(X(C)(s) ⇒ X(C)(fat P !s)) ⇒
∀A,D∀s(

 X(C)(s(A))∧
¬(C =⊂ D)

 ⇒ X(C)(defτ t as D = A ! (s(t)))) ⇒
.
.
.
∀A,D∀s(

 X(C)(s(A))∧
¬(C =⊂ D)

 ⇒ X(C)(defτ→o t as D = A ! (s(t)))) ⇒
∀s,D,C,A, x(


X(C)(sx)
∧
No(C)
∧
No(D)
∧
¬(C =⊂ D)


⇒ X(C)(val x as D : A ! (s(x)))) ⇒
X(C)(S)


Et on dénit les fontions d'ajout d'un hoix aux fontions de sorte τ → si par :
 T +τ (C,A) = λY (Y = C ։ A) ∩ (Y 6= C ։ T (Y ))
 T +τ→τ (C, F ) = λY λX(Y = C ։ F (X)) ∩ (Y 6= C ։ T (Y )(X))
 T +o (C, P ) = λY (Y = C ⇒ P ) ∧ (Y 6= C ⇒ T (Y ))
 T +τ→o (C, F ) = λY λX(Y = C ⇒ F (X)) ∧ (Y 6= C ⇒ T (Y )(X))
Ces fontions sont en fait analogues aux enregistrements. Si on note ∅τ = λY.∅ on a, par
exemple, en supposant les Ci deux à deux distints :
((C1, A1) + (C2, A2) + (C3, A3) + ∅τ )(Ci) = Ai
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Ces fontions vont permettre de dénir un prédiat (m,T1, T2, T3, T4) :S S, analogue à
m :S S sauf qu'on ajoute quatre fontions. On note :
∅τ = λY.∅ ∅τ→τ = λY.λX.∅ ∅o = λY.False ∅τ→o = λY.λX.False
(m,T1, T2, T3, T4) :S S =
∀X

X(end)(∅τ )(∅τ→τ )(∅o)(∅τ→o)(end)
⇒
∀a,A,m, s,C
(


Xm(a)
−→
T (a)s(a)
∧
a ∈ A
∧
No(C)
C /∈ s(a)


⇒ X(let x as C = a m(x))((
−→
T (a))(s(a)))(val x as C :A s(x)))
⇒
∀P,m, s
(

 X(m)(
−→
T )(s)
∧
P

 ⇒ X(m)(−→T )(fat P !s))
⇒
∀A,C,m, s
(

 X(m)(
−→
T )(s(A))
∧
C /∈ s(A)

 ⇒ Xm(T1 + (C = A))T2T3T4(defτ t as C = A ! (s t)))
⇒
.
.
.
⇒
∀A,C,m, s
(

 X(m)(
−→
T )(s(A))
∧
C /∈ s(A)

 ⇒ XmT1T2T3(T4 + (C = A))(defτ→o t as C = A ! (s t)))
⇒
X(m)(
−→
T )(S)


Ce prédiat sert simplement à instanier les types onrets à l'aide des quatre fontions
Ti.
On montre le lemme suivant :
Lemme 108
⊢ ∀m,
−→
T , S((m,
−→
T ) :S S ⇒ m ∈ SCλx.S(
−→
T )(x)
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preuve: Par indution :
 Le as vide est faile.
 Le as let néessite d'établir la propriété suivante : Pour tout enregistrement <m> :
⊢ ∀C, S, a, A(C /∈ S ⇒ a ∈ A⇒ S(
−→
T )(m)⇒ S(
−→
T )(<C = a;m > m))
Si <r> est un enregistrement, et si C 6= D, alors :
S(a) ⊢ <C = a; r>.D = <r>.D
Cela se prouve par indution sur le prédiat C /∈ S, et en utilisant la propriété suivante :
Si <r> est un enregistrement, alors :
⊢ ∀C,D, a, A(No(C)⇒ No(D)⇒ C 6= D ⇒ a ∈ A⇒ <C = a; r>.D = <r>.D)
qui se prouve par indution sur la struture de r.
 Les as defs se prouvent en utilisant les faits suivant :
⊢ ∀m,C, T, As, S(C /∈ S ⇒ S
−→
T (m)⇒ S(
−→
T +s (C = A))(m))
qui se prouve par indution sur C /∈ S, en notant
−→
T +s (C = A) l'ajout d'un nouveau
hamps à la omposante adéquate.

On peut maintenant prouver la proposition 107 :
preuve: On montre d'abord :
⊢ ∀m,S(m :S S ⇒ ∃
−→
T (m,
−→
T ) :S S)
Ce qui est immédiat par indution.
Maintenant, il sut de dériver m ∈ Strut S à partir de ∃
−→
T ((m,
−→
T ) :S S). Par le lemme
préédent, si (m,
−→
T ) :S S, alors m ∈ SCλx.S(
−→
T )(x), d'où il vient immédiatement m ∈
Some
−→
T SCλx.S(
−→
T )(x), e qui est le résultat voulu. 
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9.3.4 Règles d'élimination
On traduit :
˜(m :si S).n = ((m :
s1,...,s4 λ
−→
T SCλx.S˜(
−→
T )(x)).i)(n)
On obtient don, en appliquant les règles d'élimination des types abstraits, la règle sui-
vante :
Γ ⊢ m ∈ Strut S
Γ ⊢ S
−−−−−→
(m :si S)(m)
 Projetion d'une dénition : On suppose :
(defs x as n = A ! S(x))
−−−−−→
(m :si S)(m)
don par tradution :
(m :s S)(n) = A ∧ S(A)(
−−−−−→
(m :si S))(m))
d'où :
(m :s S)(n) = A ∧ S((m :s S)(n))(
−−−−−→
(m :si S))(m))
 Projetion : On suppose
(val x as l : A ! S(x))(
−→
T )(m)
don par tradution :
m.l ∈ A ∧ S(m.l)(
−→
T )(m)
 Projetion d'un fait : On suppose
(fat P ! S)(
−→
T )(m)
don par tradution :
P ∧ S(
−→
T )(m)
Cei termine la validation des règles.
9.3.5 Exemple
Nous prenons la suite de l'exemple vu préédemment ave les booléens pour voir omment
ela fontionne. On suppose que l'on a un programme p qui a le type traduit :
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⊢ p ∈ Some T1, . . . , T4.SCλm.


T1(bool) = TRUE | FALSE
∧
m.true ∈ TRUE | FALSE
∧
m.false ∈ TRUE | FALSE
∧
m.ifthenelse ∈ ∀A( TRUE | FALSE ⇒ A⇒ A⇒ A)
∧
∀AΠox, y : A m.ifthenelse m.true x y = x


On en déduit, par la règle d'élimination de Some :
⊢ p ∈ SCλm.


(p : λTSC . . .).1(bool) = TRUE | FALSE
∧
m.true ∈ TRUE | FALSE
∧
m.false ∈ TRUE | FALSE
∧
m.ifthenelse ∈ ∀A( TRUE | FALSE ⇒ A⇒ A⇒ A)
∧
∀AΠox, y : A m.ifthenelse m.true x y = x


Puis, par le fait 91 page 105 :
⊢


(p : λTSelf . . .).1(bool) = TRUE | FALSE
∧
p.true ∈ TRUE | FALSE
∧
p.false ∈ TRUE | FALSE
∧
p.ifthenelse ∈ ∀A( TRUE | FALSE ⇒ A⇒ A⇒ A)
∧
∀AΠox, y : A p.ifthenelse p.true x y = x


Ce qui donne bien les règles de projetion souhaitées.
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9.4 Validation des règles d'évaluation
La validation des règles d'évaluation repose sur quatre faits :
 La notion de type de valeur permet de erner la forme d'un programme los habitant e
type de valeur
 La progression assure qu'un terme los typé soit se réduit soit est une valeur
 La rédution du sujet assure que le réduit d'un terme typé a le même type
 La tradution assure que si un programme se réduit, alors son traduit se réduit à gauhe
sur le traduit du terme réduit, et par la tradution de NORM , ela assure que si un
programme a pour type NORM et que sa rédution ne bloque pas, alors elle s'arrête.
La ombinaison des trois premiers faits assure que la rédution ne bloque pas, et ave le
quatrième, ela permet d'assurer la terminaison des programmes de type NORM .
9.4.1 Valeurs et types de valeurs
Dénition 59 Une valeur est :
 Soit une fontion : t = fun x → u
 Soit une paire : t = (a , b)
 Soit un onstruteur : t = C
 Soit un onstruteur appliqué à une valeur : t = C[v℄
 Soit un enregistrement : t = <R>
 Soit un ajout de hamps : t = [l = a] + p
Dénition 60 Un type de valeur est :
 Soit un produit fontionnel : T = Πτx : A.B
 Soit un produit artésien : T = A× B
 Soit un type somme.
 Soit un type indutif µX.F (X), ave F [X := µX.F (X)] un type de valeur.
 Soit un type o-indutif νX.F (X), ave F [X := µX.F (X)] un type de valeur.
 Soit un type enregistrement : T = {R}
 Soit de la forme ∀τsxi.T , ave T un type de valeur.
 Soit de la forme {x : A;P (x)} ave A un type de valeur.
Dénition 61 Un programme t est un représentant anonique d'un type de valeur T si :
 t = fun x → u et T = Πτx : A.B
 t = (a,b) et T = A×B
 t = C et T est un type somme qui ontient C
 t = C[a℄ et T est un type somme qui ontient C of A
 T = µX.F (X) ou νX.F (X) et t est un représentant de F (X := T ).
 t = <L> ou t = [l = a] + pet T = {R}
 T = {x : A;P (x)} et t est un représentant anonique de A.
Le lemme sur les valeurs et les types de valeurs est le suivant :
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Lemme 109 (lemme des valeurs) Si ⊢ t : T , si T est un type de valeur, et si t ne se
réduit pas, alors t est un représentant anonique de T
preuve: Par indution, en regardant le dernière règle utilisée : on fait la totalité de la
preuve pour Π, les autres as sont analogues, 'est à dire soit on a une règle d'introdution
adéquate, soit on a une règle d'élimination qui se traite par indution, soit on a une règle
de sous-typage qui ne modie pas la forme du type, soit on a une règle du shéma de
ompréhension qui ne modie pas la forme du type :
 T = Πx : A.B : on regarde les règles possibles vu la forme du type.
 ΠτI , 'est bon.
 ΠτE : par HI, on aurait u = fun . . . : ontradition
 ∀τI , ∀
τ
E , : par HI
 ⊂ : par HI et par le lemme de sous-typage préédent.
 SCτE : par HI.
 ×EG, ×ED : par HI, on a p = (a, b), et don ontradition (t se réduit).
 _, Constri, jE : par HI, on a p est de la forme d'un onstruteur (éventuellement
appliqué à un argument) : t se réduit, ontradition.
 _, Constri, jE : par HI, on a p est de la forme d'un onstruteur (éventuellement
appliqué à un argument) : t se réduit, ontradition.
 Les règles ave l'opérateur de réursion donnent un terme qui se réduit : ontradition.
 Coinducτ : par HI.
 {}E : par HI, p.l se réduit : ontradition.
 T = A×B : de même.
 type somme : de même pour les règles onsidérées. Si 'est une règle de sous-typage de
types indutifs ou oindutifs, le type de la prémisse a la même forme que T .
 Type enregistrement : de même.
 Shéma de ompréhension : si la dernière règle est SCI , alors on onlut par HI.

9.4.2 Progression
Lemme 110 Si ⊢ t : A, alors :
 Soit t est une valeur
 Soit il existe t′ tel que t ≻ t′
preuve: Par indution sur la dérivation, en regardant la dernière règle utilisée (on supprime
les règles d'introdution qui introduisent diretement des valeurs) :
 Axτ : impossible.
 ΠτE : Si u se réduit, alors 'est bon. Sinon, d'après le lemme 109, u est de la forme fun x
→ p, don (u v) se réduit.
 ∀τI , ∀
τ
E : par HI.
 SCI , SCE, ⊂ : par HI.
 ×EG, ×ED : si p se réduit, alors 'est bon. Sinon, d'après le lemme 109, p est de la
forme (a,b), don t se réduit.
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 _, Constri, jE : si p se réduit, alors 'est bon. Sinon, d'après le lemme 109, p est de la
forme C ou C[a], don t se réduit.
 Règles ave le réurseur : se réduit.
 Coinducτ : par HI.
 {}E : si p se réduit, 'est bon. Sinon, d'après le lemme 109, 'est un représentant ano-
nique du type enregistrement, don p.l se réduit.

9.4.3 Rédution du sujet
Le résultat repose sur inq lemmes tehniques.
Lemme 111 (lemme de substitution) Si Γ, x : A ⊢ p : B(x) et Γ ⊢ v : A, alors
Γ ⊢ p[x := v] : B[x := v]
preuve: On montre par indution sur la dérivation que :

si Γ, x : A,∆(x) ⊢ p : B(x), alors Γ,∆(v) ⊢ p[x := v] : B[x := v]
si Γ, x : A,∆(x) ⊢ P (x), alors Γ,∆(v) ⊢ P [x := v]
si Γ, x : A,∆(x) ⊢ t : s, alors Γ,∆(v) ⊢ t[x := v] : s
 Pour les onstrutions de termes, 'est lair. La règle Prog2π se déduit par HI.
 Les règles algorithmiques sont immédiates par indution.
 Les règles logiques également.
 Les règles de sous-typage également.
 Les règles qui font intervenir la rédution viennent du fait que si p ≻ p′, alors p[x :=
v] ≻ p′[x := v].

Le lemme suivant sert à ontrler le sous-typage des types de données :
Lemme 112 (sous-typage des types de données) 1. Si Γ ⊢ Πx : A′.B′ ⊂ Πx :
A′.B′, alors Γ, x : A′ ⊢ B ⊂ B′ et Γ ⊢ A′ ⊂ A.
2. Si Γ ⊢ A×B ⊂ A′ × B′, alors Γ ⊢ A ⊂ A′ et Γ ⊢ B ⊂ B′.
3. Si Γ ⊢ C of A ⊂ C of A′, alors Γ ⊢ A ⊂ A′
4. Si Γ ⊢ {L1; l : A;L2} ⊂ {R1; l : A′;R2}, alors Γ ⊢ A ⊂ A′
preuve: On regarde la dernière règle de sous-typage utilisée : dans tous les as, si 'est la
règle ⊂Refl, ou si 'est la règle qui utilise omme prémisse la onlusion voulue, 'est lair.
On examine les autres as, par indution sur la longueur de la dérivation de sous-typage
en regardant la dernière règle utilisée, qui est forément ⊂Trans :
1. On a Γ ⊢ Πx : A.B ⊂ Πx : C.D et Γ ⊢ Πx : C.D ⊂ Πx : A′.B′ : par HI, on a
Γ ⊢ C ⊂ A et Γ ⊢ A′ ⊂ C. Par transitivité, on a don Γ ⊢ A′ ⊂ A. Un lemme
faile montre que si Γ, x : U ⊢ t : V et Γ ⊢ W ⊂ U , alors Γ, x : W ⊢ t : V . Par
HI, on a Γ, x : C ⊢ B ⊂ D , on a don Γ, x : A′ ⊢ B ⊂ D. Par HI, on a aussi et
Γ, x : A′ ⊢ D ⊂ B′. On a don Γ, x : A′ ⊢ B ⊂ B′
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Les autres as sont immédiats par indution. 
Lemme 113 (Elimination des ∀-oupures et des SC-oupures) Si Γ ⊢ t : A, alors
il existe une dérivation de e séquent dans laquelle :
 une règle ∀τI n'est jamais suivie d'une règle ∀
τ
E.
 une règle SCI n'est jamais suivie d'une règle SCE.
preuve: On onsidère une dérivation de longueur minimale du séquent Γ ⊢ t : A. Si elle
ontient une ∀-oupure :
 à l'étape k, on a Γ, x : s ⊢ t : A
 à l'étape k + 1, on a Γ ⊢ t : ∀τsx.A(x)
 à l'étape k + 2, on a Γ ⊢ t : A(x := v)
Or, si Γ, x : s ⊢ t : A, on a Γ ⊢ t : A[x := v] ave une dérivation de même longueur (k), e
qui est absurde.
Idem ave SC.

Lemme 114 Si Γ ⊢ t : A, alors il existe une dérivation de même onlusion dans laquelle :
1. Une règle ⊂ n'est jamais suivie d'une règle ∀τE
2. Une règle ⊂ n'est jamais suivie d'une règle SCE
preuve: Par réurrene sur la somme des hauteurs des dérivations de ⊂ onernées :
1. C'est faile : il n'y a pas d'autre règle de sous-typage autre que la réexivité qui
permette de sous-typer un type qui ommene par ∀ : par suite, on peut éliminer
ette instane de ⊂.
2. On regarde les deux règles possibles de sous-typage du shéma de ompréhension :
 Si 'est SC − CR ⊂, on peut faire permuter les deux règles, e qui fait déroître
la hauteur de la dérivation de sous-typage.
 Si 'est SC − CR⇒o, on peut supprimer ette instane.

Lemme 115 1. Si Γ ⊢ fun x → p : Πx : A.B(x), alors Γ, x : A ⊢ p : B(x).
2. Si Γ ⊢ (a, b) : A×B, alors Γ ⊢ a : A
3. Si Γ ⊢ C[a] : C of A, alors Γ ⊢ a : A
4. Si Γ ⊢ <R1; l = aR2> : {L1; l : A;L2} alors a : A
5. Si Γ ⊢ [l = a] + p : {l : A} alors a : A
preuve:
On onsidère une dérivation dépourvue de ∀-oupures et de SC-oupures, et où les règles
⊂ ne sont pas suivies de règles ∀E ou SCE : il en existe d'après les deux lemmes préédents.
Par indution sur la longueur de ette dérivation, en regardant la dernière règle utilisée :
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1. Pour Π :
 ΠτI : 'est lair.
 ∀τE : impossible ar par les propriétés de la dérivation, la règle préédente ne peut
pas être ∀I , ni ⊂ : la seule règle possible est don SCE. De même, la règle préédant
SCE est néessairement ∀E : toutes es règles ayant dans la prémisse un type
ommençant par ∀ ou {, il est impossible de renontrer une règle ΠI auparavant :
'est absurde.
 SCE : omme pour ∀E .
 ⊂ : par le lemme de sous-typage des types de données, on a une dérivation plus
ourte de Γ ⊢ fun x → p : Πx : A′.B′, et don par HI Γ, x : A′ ⊢ p : B′(x). On a de
plus Γ ⊢ A ⊂ A′. On a don Γ, x : A ⊢ p : B′(x). Par le lemme préédent
enore, on a Γ, x : A ⊢ B′(x) ⊂ B(x), don Γ, x : A ⊢ p : B(x).
2. Pour × :
 Si la dernière règle est ×I , 'est lair.
 Ce ne peut être ∀E ou SCE par le même argument que préédemment.
 Si 'est ⊂, par le lemme de sous-typage préédent, on a une dérivation plus ourte
de Γ ⊢ (a, b) : A′ ×B′, ave Γ ⊢ A′ ⊂ A. Par HI, on a Γ ⊢ a : A′, et don Γ ⊢ a : A
3. Pour les onstruteurs :
 Si la dernière règle est Constr1I , 'est lair.
 Ce ne peut être ∀E ou SCE par le même argument que préédemment.
 Si 'est ⊂, par le lemme de sous-typage préédent, on a une dérivation plus ourte
de Γ ⊢ C[A′], ave Γ ⊢ A′ ⊂ A. Par HI, on a Γ ⊢ a : A′, et don Γ ⊢ a : A.
4. Pour les enregistrements <R; l = a;R′> :
 Si la dernière règle est {}I , 'est lair.
 Ce ne peut être ∀E ou SCE par le même argument que préédemment.
 Si 'est ⊂, par le lemme de sous-typage préédent, on a soit une dérivation plus
ourte de Γ ⊢ <R1; l = a;R2> : {L1; l : A;L2}, soit une dérivation plus ourte de
Γ ⊢ <R1; l = a;R2> : {L1; l : A′;L2}, ave Γ ⊢ A′ ⊂ A. Dans les deux as, par HI,
on a Γ ⊢ a : A′, et don Γ ⊢ a : A.
5. Pour les ajouts de hamps :
 Si la dernière règle est {}+, 'est lair.
 Ce ne peut être ∀E ou SCE par le même argument que préédemment.
 Si 'est ⊂, par le lemme de sous-typage préédent, on a soit une dérivation plus
ourte de Γ ⊢ [l = a] + p : {l : A;L}, soit une dérivation plus ourte de Γ ⊢ [l =
a] + p : {l : A;L}, ave Γ ⊢ A′ ⊂ A. Dans les deux as, par HI, on a Γ ⊢ a : A′, et
don Γ ⊢ a : A.

On montre maintenant la rédution du sujet :
preuve:
 Axτ : ne se réduit pas
 ΠτI : ne se réduit pas
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 ΠτE : si u ≻ u
′
, par HI, Γ ⊢ u′ : Πτx : A.B, don 'est bon. Sinon, par le lemme des
valeurs, u = fun x → p, et don par le lemme préédent, Γ, x : A ⊢ p : B, et par le lemme
de substitution, on a Γ ⊢ p[x := v] : B[x := v].
 règles sans ontenu algorithmique : elles ne modient pas le terme, don 'est immédiat
par HI.
 ×I : ne se réduit pas.
 ×EG, ×ED : si p se réduit, on a le résultat par HI. Sinon, si fstp se réduit, 'est que
p = (a,b). Par le lemme préédent, on a Γ ⊢ a : A.
 Contr0I : ne se réduit pas
 Constr1I : immédiat par HI.
 _ : si p se réduit, 'est bon par HI. Sinon, le programme se réduit en f , et 'est lair.
 Constr01E : si p se réduit, 'est lair. Sinon, p = C et 'est lair par la prémisse droite.
 Constr11E : si p se réduit, 'est lair. Sinon p = C[a]. Par le lemme préédent, Γ ⊢ a : A,
et par le lemme de substitution, Γ ⊢ f [x := a] : B(C[a]).
 Constr02E : si p se réduit, 'est bon par HI. Sinon, il est de la forme D ou D[a]. On
montre le lemme suivant par indution :
si Γ ⊢ D∗ : C ∗ ∗ | S, alors C = D ou Γ ⊢ D : S.
(ave ∗= rien ou [a] et ∗∗= rien ou A)
Si D = C, on a f : B(C). Sinon, p : S, se traite ave le lemme de substitution.
 Constr12E : omme Constr02E.
 Recµ : on montre le lemme :
Si Γ, A : τ, f : Πτx : A.B(x), A ⊂ T,∆(A) ⊢ Concl(A), alors Γ, f : Πτx : T.B(x),∆(T ) ⊢
Concl(T ).
Il s'ensuit que fun f → t : Πτf : (Πτx : µX.F (X).B(x)).(Πτx : F (µX.F (X)).B(x)),
et don (fun f → t re fun f → t ) : Πτx : F (µX.F (X)).B(x)). Par les règles de sous-
typage, on a Πτx : F (µX.F (X)).B(x)) ⊂ Πτx : µX.F (X).B(x)), don 'est bon.
 BFRecµ : Il sut de montrer que
fun f → fun y → t : Πf : T.T
ave T = Πx : µX.F (X).B(x). Pour ela, on montre en fait
Γ, f : Πx : {µX.F (X);True}.B(x), y : µX.F (X) ⊢ t : B(y)
En eet, on a failement {x : µX.F (X);R(x, y)} ⊂ {µX.F (X);True}, et don
Πx : {µX.F (X);True}.B(x) ⊂ Πx : {µX.F (X);R(x, y)}.B(x)
Partant, on peut substituer dans toutes les feuilles de l'arbre de dérivation gauhe les
instanes d'axiomes portant sur f par un axiome et une règle de sous-typage. Il vient
don la onlusion.
 Coinducτ : par HI.
 νcreat1,2 : immédiates par HI et sous-typage.
 {}E : : on suppose que p.l se réduit, don il y a deux as à regarder :
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 Soit p = <L1; l = a;L2> : dans e as, on a par le lemme préédent a : A, don 'est
bon.
 Soit p = [l′ = a] + p :
 Si l = l′, alors on a a : A par le lemme préédent.
 Sinon, on a une dérivation plus ourte de p.l : A, don on onlut par HI.

9.4.4 Tradution et onlusion
Lemme 116 Si p ≻ p′, alors p˜ βl p˜′.
preuve: Les règles Pop de la mahine présentée en annexe B reètent simplement les règles
de rédution gauhe - en fait, de tête - des termes traduits et orrespondent aux étapes de
rédution présentées pour ≻. On regarde les as de ≻ :
1. Rédution λ : identique.
2. Réurseur : identique.
3. Première projetion : identique.
4. Seonde projetion : identique.
5. Projetion sur un programme qui n'est pas une paire : par la rédution du sujet, le
programme est typable don son traduit ne se réduit en une abstration que lorsqu'il
s'agit d'une paire. Il est bien en tête par tradution.
6. Rédution de tête pour les ases : il sut de vérier que le test d'égalité sur les entiers
de Churh se réduit en tête à un booléen.
7. Rédution de tête pour les ases (argument qui n'est pas ltré) : le test d'égalité fait
venir u en tête, d'où la règle d'évaluation.
8. Projetion d'enregistrement : immédiat par la tradution via les ases.
9. Projetion de hamps ajouté (=) : idem.
10. Projetion de hamps ajouté (6=) : idem.
11. Projetion sur un programme qui n'est pas un enregistrement : vient du fait que la
projetion est une appliation, et don u se met en tête de pile.
12. Rédution sous un onstruteur : Le traduit de C[u] étant une paire dont le premier
élément est sous forme normale, si u βl u
′
, alors C[u] βl C[u
′]. C'est en fait le seul
endroit où l'on ait besoin de la rédution gauhe.

Proposition 117 Si ⊢ t : NORM , alors l'évaluation de t s'arrête.
preuve: D'après les lemmes de progression et de valeurs, si ⊢ t : NORM , alors t est une
valeur ou il existe t′ tel que t ≻ t′. Par le lemme de préservation du sujet, on a don
⊢ t′ : NORM , e qui implique que la mahine ne bloque pas. De plus, par tradution, on a
⊢ t˜ ⊂ N˜ORM , e qui implique que t est normalisable. Par le lemme préédent, on a t˜ βl t˜′.
La rédution gauhe étant une stratégie normalisante, la rédution gauhe de t˜ s'arrête, e
qui entraîne don que la rédution de t s'arrête. 
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9.5 Conlusion
On a vu dans e hapitre la orretion du langage : elle-i justie partiellement les règles
des hapitres préédents, ar du point de vue de l'évaluation, nous ne nous sommes pas
penhés sur les types abstraits et les modules. Nous pouvons retenir ependant que la
orretion repose sur deux piliers :
 La orretion de la tradution : elle-i est un guide pour l'ériture orrete des règles.
 La orretion au niveau du langage du haut, qui permet la ompilation du langage vers
d'autres ibles que le λ-alul, du moment qu'on respete l'évaluation.
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Chapitre 10
Conlusion
Ce travail a permis de onrmer l'hypothèse selon laquelle le système ST est un formalisme
susamment rihe pour exprimer de très nombreux types de données, et avons montré qu'il
permettait également de ontrler la terminaison des programmes. Cependant, le travail
serait à ompléter dans plusieurs diretions, tant théoriques que pratique.
10.1 Points théoriques
10.1.1 Logique lassique ave sous-typage et omission de ontenu
algorithmique
Nous avons présenté dans [51℄ une utilisation possible de l'omission de ontenu non-
algorithmique dans le adre du λC alul (voir les règles dans la gure 10.1.1). Les termes
sont les mêmes que dans le système ST , exepté les formules de sous-typage, et on se donne
en plus la loi de Piere. La sémantique est adaptée à partir de elle de [33℄.
On se demande quels sont les axiomes de sous-typage que l'on peut ajouter au système
tout en restant onsistant (le résultat 61 vu au hapitre 5 montre qu'on ne peut pas tout
ajouter !).
10.1.2 ST omme sous-système de λC et pouvoir expressif
Nous présentons ii rapidement en quoi les termes du systèmes ST peuvent être vus omme
obtenus par pruning à partir de λC termes.
Nous pensons pouvoir montrer que le pouvoir du système ST propositionnel, muni de tous
ses axiomes, est le même que elui du λC alul, dans le sens suivant :
Théorème 118 (Conjeture) Il existe une transformation .∗ des types de ST dans les
types de la logique lassique d'ordre supérieur, et une fontion d'eaement prune des λC-
termes dans les termes du λ-alul pur, tels que : Pour tout terme t et tout type A de ST
tel que ⊢ t : A, il existe un λC terme t′ tel ⊢ t′ : A∗ et t = prune(t′), et de plus, si t est
normalisable, alors t′ aussi et FN(t) = FN(t′).
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Axiome Axiome' :
Γ, x : A ⊢ x : A Γ, P ⊢ P
⇒τ - Intro : ⇒o - Intro :
Γ, x : A ⊢ t : B
Γ ⊢ λx.t : A→ B
Γ, P ⊢ Q
Γ ⊢ P →′ Q
⇒τ - Elim : ⇒o - Elim :
Γ ⊢ u : A⇒τ B Γ ⊢ v : A
Γ ⊢ u(v) : B
Γ ⊢ P ⇒o Q Γ ⊢ P
Γ ⊢ Q
∀τ - Intro : ∀o - Intro :
Γ, x : s ⊢ t : A
Γ ⊢ t : ∀τsx.A
Γ, x : s ⊢ P
Γ ⊢ ∀osx.P
∀τ - Elim ∀o - Elim :
Γ ⊢ t : ∀τsx.A Γ ⊢ v : s
Γ ⊢ t : A[x := v]
Γ ⊢ ∀osx.P Γ ⊢ v : s
Γ ⊢ P [x := v]
։- Intro : ։- Elim :
Γ, P ⊢ t : A
Γ ⊢ t : P ։ A
Γ ⊢ t : P ։ A Γ ⊢ P
Γ ⊢ t : A
Loi de Piere : Loi de Piere' :
Γ ⊢ C : ∀τA∀τB(((A→ B)→ A)→ A) Γ ⊢ ∀oP∀oQ(((P → Q)→ P )→ P )
Fig. 10.1  Règles de λC ave omission de ontenu algorithmique
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Ce qui entraîne en partiulier le orollaire suivant :
Corollaire 119 Si ⊢ t : N ⇒ N, alors la fontion réursive que t représente est prouva-
blement totale dans l'arithmétique lassique du seond ordre.
La preuve se déroule en trois étapes :
 On dénit la tradution des types
 On interprète les axiomes et on rajoute du ontenu algorithmique aux règles de dérivation
qui n'en ont pas.
 On étudie les transformations des dérivations ainsi induites
Nous allons dans une première setion brièvement dérire notre langage-ible qui est le
λC-alul, puis dans une seonde setion, nous donnerons la preuve du résultat i-dessus.
10.1.3 λC-alul d'ordre supérieur
Syntaxe et évaluation
Il s'agit d'une variante du λC-alul qui étend la quantiation à n'importe quel ordre.
Dénition 62 (Termes et types) Les termes sont les termes simplement typés, les types
étant formés à partir d'un unique atome τ , et le alul étant muni des onstantes suivantes :
 ⇒: τ → τ → τ
 ∀s : (s→ τ)→ τ pour haque sorte s
La onstante ⊥τ est dénie par ∀X.X.
Dénition 63 (Piles et λC termes) L'ensemble des termes et des piles est déni par
indution mutuelle par :
T = V | C | (T )T | kΠ
Π = ǫ | T.Π
On appelle proessus un ouple formé d'un terme et d'une pile. Un proessus t, π sera noté
t ⋆ π.
Les règles d'évaluation des proessus sont les suivantes :
 push : (u)v ⋆ π ≻ u ⋆ v.π
 pop : λx.t ⋆ u.π ≻ t[x := u] ⋆ π
 store : C ⋆ u.π ≻ u ⋆ kpi.π
 restore : kpi ⋆ t.π
′ ≻ t ⋆ π
Règles
Un ontexte Γ est un ensemble ni de ouples x : A ave A une expression de sorte τ et x
une λ-variable. Les règles de dérivation sont les suivantes :
1. Axiome :
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Ax
Γ, x : A ⊢ x : A
2. Introdution de ⇒ :
Γ, x : A ⊢ t : B
⇒i
Γ ⊢ λx.t : A⇒ B
3. Elimination de ⇒ :
Γ ⊢ u : A⇒ B Γ ⊢ v : A
⇒e
Γ ⊢ (u)v : B
4. Introdution de ∀ (pour haque sorte s)
Γ ⊢ t : F (Xs)
∀i
Γ ⊢ t : ∀sX.F (X)
(Ave Xs non libre dans Γ)
5. Élimination de ∀ (pour haque sorte s)
Γ ⊢ t : ∀sXF (X) U de sorte s
∀e
Γ ⊢ t : F (U)
6. Règle lassique :
Γ ⊢ t : ((A⇒ ⊥)⇒ ⊥)
Class
Γ ⊢ (C)t : A
Comme on le voit, e système est bien plus simple que ST : 'est pourquoi on le hoisit pour
en étudier l'expressivité. Dans la suite, on appellera l'ensemble du système ainsi dérit, le
λC-alul d'ordre supérieur, FCω .
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10.1.4 Tradutions
Tradution des types
A haque sorte s de ST on assoie une sorte s∗ en remplaçant toutes les ourrenes de o
par τ .
Dénition 64 A haque expression A de ST de sorte s on assoie une expression A∗ de
FCω de sorte s
∗
de la façon suivante :
(Xs)∗ = Xs
∗
(⇒o)∗ = ⇒τ
(⇒τ)∗ = ⇒τ
(։)∗ = ⇒τ
(⊂)∗ = ⇒τ
(∀os)
∗ = ∀s
(∀τs)
∗ = ∀s
(λxs.t)∗ = λxs
∗
.t∗
((u)v)∗ = (u)∗v∗
Il est ainsi lair que la tradution .∗ ne modie pas les types qui sont déjà dans FCω .
Interprétation algorithmique des axiomes
On montre le fait suivant :
Fait 120 Pour haque axiome Axi de ST, il existe un terme θi de F
C
ω tel que ⊢ θi : Ax
∗
i
preuve: On regarde haque axiome :
1. Ax1 = ∀A(A ⊂ A). θ1 = λx.x onvient.
2. Ax2 = ∀A,B,C((A ⊂ B)⇒ (B ⊂ C)⇒ (A ⊂ C)). θ2 = λxλyλa(y)(x)a onvient.
3. Pour haque sorte s : Axs3 = ∀
(s→τ)B∀sx(∀B ⊂ (Bx)).θ3 = λx.x onvient.
4. Pour haque sorte s : Ax4 = ∀A∀(s→τ)B(∀sx(A ⊂ (Bx)) ⇒ (A ⊂ ∀B)) .θ4 =
λxλa(x)a onvient.
5. Ax5 = ∀P, ∀A(P ⇒ ((P ։ A) ⊂ A)). θ5 = λxλy(y)x onvient.
6. Ax6 = ∀P, ∀A,B((P ⇒ (A ⊂ B))⇒ (A ⊂ (P ։ B))).θ6 = λfλaλp((f)p)a onvient.
7. Ax7 = ∀A,B,C,D((A ⊂ B) ⇒ (C ⊂ D) ⇒ ((B ⇒ C) ⊂ (A ⇒ D))). θ7 =
λfλgλhλa(g)(h)(f)a onvient.
8. Ax8 = ∀P∀A,B((P ։ (A⇒ B)) ⊂ (A⇒ (P ։ B))). θ8 = λfλaλp((f)p)a onvient.
9. Ax9 = ∀A,B(∀x(A(x)⇒ B(x)) ⊂ (∀xA(x)⇒ ∀xB(x))). θ9 = λfλa(f)a onvient.
10. Ax10 = ∀A,B(A ⊂ (⊥τ ⇒ B)). λaλxx onvient.

Il restera alors à valider les règles, e qui paraît faisable.
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10.1.5 Typage
Il est lair que le typage omme le sous-typage dans notre système sont indéidable. On ai-
merait ependant au niveau du typage, quitte à restreindre par exemple le polymorphisme,
regagner une forme d'inférene de type partielle. Pour e qui onerne la vériation de
type, il serait ainsi intéressant de développer un algorithme de semi-déision qui engendre-
rait des obligations de preuves à partir d'une paire (programme,type), dans la même idée
que l'inversion de C. Parent [39℄.
De même au niveau des modules, la projetion est extrêmement lourde. Nous pourrions
développer une notion de hemin, analogue par exemple à e qu'a fait X.Leroy dans [35℄.
10.2 Points pratiques
10.2.1 Extensions des traits du langage
On aimerait ajouter à notre langage, en onservant la méthodologie (i.e. par tradution)
d'autres traits des langages de programmation.
Exeptions
Les exeptions pourraient être simulées par un type analogue au type sumor du alul
des onstrutions [39℄ :
A + P = ∀X((A⇒ X)⇒ (P ։ X)⇒ X)
On dénit :
 abort= λxλyy
 try t as x in u or_else v =(t λxu v)
 tilde a=λxλy(xa)
 [f a℄ = ((a(λx((f(λy((tilde(yx)))))abort)))abort)
Les règles suivantes sont failement dérivables :
Γ, P ⊢ abort : A+ P Γ, a : A ⊢ tilde a : A + P
Γ ⊢ a : A+ P Γ, x : A ⊢ u : B Γ, P ⊢ v : B
Γ ⊢ try t as x in u or_else v : B
Γ ⊢ a : A + P Γ ⊢ f : (A⇒ B) +Q
Γ ⊢ [f a℄ : B + (P ∨Q)
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10.2.2 Objets
Dans la littérature sur le sujet (par exemple [14℄,[16℄,[13℄,[10℄,[45℄ ) un objet est vu omme
un enregistrement omposé de valeurs et de méthodes, es dernières pouvant être modiées
ou héritées par d'autres objets. En ayant en tête le onept d'héritage, le sous typage permet
d'éviter la notion de réursivité en spéiant simplement qu'une méthode est suseptible
d'agir sur n'importe quel objet qui omporte des valeurs de même type que l'objet en
question.
Dénition 65 (Type d'objet) Un type d'objet est un type de la forme suivante :
{ V : V al ; M : Meth }
ave Val = {V1 : T1; . . . ;Vn : Tn}, et Meth={M1 : S1; . . . ;Mm : Sm}, Val et Meth satisfai-
sant les onditions suivantes : Pour tout i = 1, . . . , n, il existe S ′i tel que :
Si = ∀mΠo : {V : V al;M : m}.S
′
i(o,m)
On peut alors formaliser les notions d'héritage, de omposition, et . . .dans le système ST .
10.2.3 Impératif
L'ajout de traits impératifs est également une perspetive de reherhe pour ompléter
notre langage. Cela pourrait être fait en utilisant des tehniques de odage analogues à elles
de J-C. Filliâtre [23℄, d'autant que nous disposons de toutes les notions d'enregistrement
qu'il utilise.
10.2.4 A propos des onstruteurs
Les onstruteurs n'ont été vus en fait dans le adre du langage de programmation que
omme des onstantes. Or, il est lair par la tradution qu'ils peuvent être vus omme des
variables de type N (type des entiers de Churh). A partir de là, il est possible d'envisager
des types sommes ou des enregistrements ave des quantiations sur les onstruteurs.
On pourra par exemple prendre le type des entiers naturels paramétrés par des hoix de
onstruteurs :
type Nat = λZ : consλS : cons(S 6= Z)։ (µX(Z | S of X))
On pourrait aussi envisager des types enregistrements ave noms de hamps abstraits :
SomeconsASomeconsB{A : T ;B : S}
Cela augmenterait enore la souplesse des types, permettant de onstruire par exemple des
types de modules totalement abstraits instantiables ave plus de liberté (songer au type
des groupes dont on pourrait alors hanger le nom de l'élément neutre et des lois ...).
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10.2.5 Évaluation
La stratégie d'évaluation en appel par nom n'est pas la plus satisfaisante au niveau eaité
de alul. Cependant, l'appel par valeur n'est gérable qu'en présene d'arguments qui sont
réellement des valeurs. On pourrait don proposer une stratégie d'évaluation en appel
par type qui onsisterait à tagger les programmes ave des marques qui permettraient
d'armer que e sont des valeurs :
Γ ⊢ t : A ⊢ A ⊂ NORM
Γ ⊢ tNORM : NORM
Cei permettrait ensuite d'eetuer de l'appel par valeur lorsque l'argument est taggé par
NORM .
Il serait également souhaitable de donner un résultat sur l'évaluation en profondeur : nous
onjeturons que le résultat de terminaison reste valable.
10.2.6 Implémentation
Au niveau de l'implémentation, notre langage est enore un prototype. Nous avons odé la
tradution dans PhoX, mais ela s'avère trop lourd à manipuler. Nous avons mis une petite
partie du langage du haut dans le système PhoX, mais une fois enore le système semble
mal adapté : nous aimerions pouvoir développer un prouveur dédié. Pour l'évaluation, nous
avons développé un parseur-évaluateur en Objetive Caml, ave une interfae QT. L'idée est
de développer l'interfae en y intégrant un prouveur, et en développant une méthodologie
de développement dans l'idée de la méthode B [29℄ ou d'extended ML [1℄ pour réer une
bibliothèque de programmes ertiés dans notre système. L'intérêt et la faisabilité de la
hose repose ependant sur l'étude théorique du typage telle que vue i-dessus.
10.3 Conlusion
Notre travail a élairi quelques points :
 Au plan théorique, nous avons introduit un modèle abstrait de réalisabilité, donné une
preuve de β-rédution de ST et montré l'expressivité du système (impossibilité d'obtenir
la logique lassique, possibilité d'exprimer la terminaison (résolubilité, normalisabilité)).
 Au plan pratique, nous avons étudié un enodage possible des types de données jusqu'au
niveau des modules ave spéiations.
Nous avons également dégagé quelques pistes de reherhe, espérant avoir ontribué à une
meilleure ompréhension des objets sur lesquels se penhe notre domaine de reherhe.
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Annexe A
Résumé des règles du système ST
Sortes :
⊢ τ : ∗ ⊢ o : ∗
⊢ s1 : ∗ ⊢ s2 : ∗
⊢ (s1 → s2) : ∗
Règles de bonne formation de ontextes :
WF ([])
WF (Γ) ⊢ s : ∗ x /∈ V (Γ)
WF (Γ, x : s)
WF (Γ) Γ ⊢ P : o
WF (Γ, P )
WF (Γ) Γ ⊢ A : τ x /∈ V (Γ) x ∈ V
WF (Γ, x : A)
Règles de typage des termes :
WF (Γ) x : s ∈ Γ
Γ ⊢ x : s
WF (Γ) c : s ∈ Const
Γ ⊢ c : s
Γ ⊢ u : s1 → s2 Γ ⊢ v : s1 ⊢ s1 → s2 : ∗
Γ ⊢ u(v) : s2
Γ, x : s1 ⊢ t : s2 ⊢ s1 → s2 : ∗
Γ ⊢ λx : s1.t : s1 → s2
β-règles :
Γ ⊢ t : A A ≻β A
′
βτred
Γ ⊢ t : A′
Γ ⊢ t : A Γ ⊢ A′ : τ A′ ≻β A
βτexp
Γ ⊢ t : A′
Γ ⊢ P P ≻β P
′
βored
Γ ⊢ P ′
Γ ⊢ P Γ ⊢ P ′ : o P ′ ≻β P
βoexp
Γ ⊢ P ′
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Règles logiques :
WF (Γ) P ∈ Γ
Axo
Γ ⊢ P
Γ, P ⊢ Q
⇒oI
Γ ⊢ P ⇒o Q
Γ ⊢ P ⇒o Q Γ ⊢ P
⇒oE
Γ ⊢ Q
Γ, x : s ⊢ Q
∀oI
Γ ⊢ ∀osx Q
Γ ⊢ ∀osQ Γ ⊢ t : s
∀oE
Γ ⊢ Q(t)
Règles de typage :
WF (Γ) x : A ∈ Γ
Axτ
Γ ⊢ x : A
Γ, x : A ⊢ t : B
⇒τI
Γ ⊢ fun x -> t : A⇒τ B
Γ ⊢ u : A⇒τ B Γ ⊢ v : A
⇒τE
Γ ⊢ ( u v ) : B
Γ,X : s ⊢ t : A
∀sI
Γ ⊢ t : ∀τsX.A
Γ ⊢ t : ∀τsA Γ ⊢ v : s
∀sE
Γ ⊢ t : A(v)
Règles mixtes :
Γ ⊢ A ⊂ B Γ ⊢ t : A
⊂
Γ ⊢ t : B
Γ, P ⊢ t : A
։I
Γ ⊢ t : P ։ A
Γ ⊢ t : P ։ A Γ ⊢ P
։E
Γ ⊢ t : A
Γ, x : A ⊢ A ⊂ B
Renf
Γ ⊢ A ⊂ B
Γ, x : A ⊢ t : B Γ ⊢ A′ ⊂ A
Coup
Γ, x : A′ ⊢ t : B
Γ ⊢ t : (P ։ ⊥τ )⇒ ⊥τ
RC
Γ ⊢ P
Γ, y : s, x : F (y) ⊢ t : A Γ ⊢ A : τ
UG
Γ, x : ∪syF (y) ⊢ t : A
Axiomes :
WF (Γ) P ∈ A
Axiome
Γ ⊢ Γ ⊢ P
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1. Axiomes de base
 Réexivité : ∀A(A ⊂ A)
 Transitivité : ∀A,B,C((A ⊂ B)⇒ (B ⊂ C)⇒ (A ⊂ C))
 Borne inférieure (pour haque sorte s) :
(a) Minorant : ∀o(s→τ)B∀
o
sx(∀
τ
sB ⊂ B(x))
(b) Plus grand Minorant : ∀oτA∀
o
(s→τ)B(∀
o
sx(A ⊂ B(x))⇒ (A ⊂ ∀
τ
sB))
 Contra- et Co-variane de ⇒τ :
∀A,B,C,D((A ⊂ B)⇒ (C ⊂ D)⇒ ((B ⇒τ C) ⊂ (A⇒τ D)))
 Flèhe spéiale :
(a) Gauhe : ∀P, ∀A(P ⇒ ((P ։ A) ⊂ A))
(b) Droit : ∀P, ∀A,B((P ⇒ (A ⊂ B))⇒ (A ⊂ (P ։ B)))
() Permutation : ∀P∀A,B((P ։ (A⇒ B)) ⊂ (A⇒ (P ։ B)))
 Axiome de Mithell :
∀A,B(∀x(A(x)⇒ B(x)) ⊂ (∀xA(x)⇒ ∀xB(x)))
2. Axiomes ave opérateurs
 Le faux est vide : ∀A,B(A ⊂ (⊥τ ⇒ B))
 Atomitiité : ∀A(A ⊂ ∪X(X ↾ (S(X) ∧X ⊂ A)))
 Complément : ∀A,B(A ⊂ B ∪Bc)
 Axiomes de l'appliation :
(a) Continuité à droite : ∀A,B(A[∪xB(x)] ⊂ ∪x(A[B(x)]))
(b) Conservation des singletons : ∀A,B(S(A)⇒ S(B)⇒ S(A[B]))
() Extensionnalité : ∀A,B(S(B)⇒ ∀X(A[X] ⊂ B[X])⇒ (A ⊂ B))
3. Axiome de non trivialité :
(¬TRIV ) ∃X, Y ((X 6= Y ) ∧ S(X) ∧ S(Y ))
4. Axiome de desription dénie :
(∆s) ∀P (∃
sP (x1) . . . (xn)⇒ P (∆
s
1(P )) . . . (∆
s
n(P )))
5. Axiome d'antisymétrie :
(AS) ∀A,B((A =⊂ B)⇒ (A =L B))
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Annexe B
Grammaire du langage
B.1 Grammaire
Les mots lés sont érits en style sans sérif.
Les variables var sont des identiateurs qui sont des haînes de aratères formées de
lettres minusules ou de hires et qui ommenent par une lettre minusule.
Les labels label sont des identiateurs qui sont des haînes de aratères formées de lettres
minusules ou de hires et qui ommenent par une lettre minusule.
Les onstruteurs constr sont des identiateurs qui sont des haînes de aratères formées
de lettres majusules ou de hires et qui ommenent par une lettre majusule. Les noms
de hiers file sont des identiateurs qui sont des haînes de aratères qui ommenent
par une lettre majusule, dont la suite est formée de lettres minusules, du symbole _ ou
de hires. ǫ représente rien du tout.
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prog := var
| fun var → prog
| ( prog prog )
| let var = prog in prog
| re prog
| ( prog , prog )
| fst prog
| snd prog
| <record>
| prog.label
| [recordatom] + prog
| prog as labellist
| constr
| constr[ prog ℄
| ases prog of motifs
| Strut structure
| file
record := ǫ
| ; recordatom ; record
recordatom := label = prog
labellist := ǫ
| labellist , label
motifs := motif
| motifs motif
motif := constr → prog
| _→ prog
| constr [var]→ prog
structure := opendecl ; letdecl
opendecl := ǫ
| opendecl ; open prog as labellist
letdecl := endStrut
| letatom ! letdecl
letatom := let var as label = prog
| let re var as label = prog
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B.2 Règles de rédution
B.2.1 Valeurs
L'ensemble des valeurs est déni omme un sous-ensemble de l'ensemble des programmes :
val :=
fun x → p
| constr
| constr [val]
| ( prog , prog )
| record
| [label = prog] + prog
Les valeurs seront notées v.
B.3 Règles d'évaluation
B.3.1 Relation ltre
On dit qu'un motif m ltre un programme u, et on appelle le résultat du ltrage m ← u
dans les as suivants :
 m = C → v et u = C : m← u = v
 m = C[x]→ v(x) et u = C[a] : m← u = v(a)
 m = _→ v et u = C ou u = C[a] : m← u = v
B.3.2 Evaluation gauhe
1. Rédution de tête λ :
(fun x→ t u)u1 . . . un ≻ t[x := u]u1 . . . un
2. Réurseur :
(re u)u1 . . . un ≻ (u(re u))u1 . . . un
3. Première projetion :
fst (a,b)u1 . . . un ≻ au1 . . . un
4. Seonde projetion :
snd (a,b)u1 . . . un ≻ bu1 . . . un
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5. Rédution de tête pour un programme qui n'est pas une paire (proj=fst ou snd) :
u ≻ u′
(proj u)u1 . . . un ≻ (proj u
′)u1 . . . un
6. Rédution de tête pour les ases :
mi ltre u
(ases u of m1| . . . |mn)u1 . . . un ≻ (mi ← u)u1 . . . un
7. Rédution de tête ases (argument qui ne ommene pas par un onstruteur) :
u ≻ u′
(ases u of pattern)u1 . . . un ≻ (ases u
′
of pattern)u1 . . . un
8. Projetion d'enregistrement :
l1, . . . , ln 6= l
< l1 = u1; . . . ; ln = un; l = u;R > .lu1 . . . un ≻ uu1 . . . un
9. Projetion de hamps ajouté (=) :
([l=u℄+r).lu1 . . . un ≻ uu1 . . . un
10. Projetion de hamps ajouté (6=) :
([l′=u℄+r).lu1 . . . un ≻ r.lu1 . . . un
11. Projetion sur un programme qui n'est ni un enregistrement ni un ajout de hamps :
u ≻ u′
u.lu1 . . . un ≻ u
′.lu1 . . . un
12. Rédution sous un onstruteur :
u ≻ u′
C[u] ≻ C[u′]
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B.3.3 Mahine à pile
On dénit une mahine à piles pour gérer l'évaluation dénie préédemment :
Pushapp (u v) ∗ π ≻ u ∗ v, π
Popfun fun x → a ∗ b, π ≻ a[x := b] ∗ π
Poprec re f ∗ π ≻ (f re f) ∗ π
Pushfst fst u ∗ π ≻ u ∗ Fst, π
Pushsnd snd u ∗ π ≻ u ∗ Snd, π
Popfst (a,b) ∗ Fst, π ≻ a ∗ π
Popsnd (a,b) ∗ Snd, π ≻ b ∗ π
Pushcase ase u of M ∗ π ≻ M ′ ∗ fun x → x, u, π
PushEq Eq u ∗ C, π ≻ u ∗ Eq, C, π
PopEq C[a] ∗ Eq, C, v, π ≻ v ∗ C[v], π
PopNEq D[a] ∗ Eq, C, v, w, π ≻ w ∗ π
Popfun2 fun2 x → t ∗ C[u], π ≻ t[x := u] ∗ π
Pushproj u.l ∗ π ≻ u ∗ ., l, π
Popproj1 <l1 = u1; l = u; . . . > ∗ ., l, π ≻ u ∗ π
Popproj2 [l=u℄ + p ∗ ., l, π ≻ u ∗ π
Popproj3 [l
′
=u℄ + p ∗ ., l, π ≻ p ∗ ., l, π
Pushconstr C[u℄ ∗ π ≻ u ∗ C[].π
Popconstr v ∗ C[].π ≻ C[v] ∗ π
M ′ étant déni par :
(_ → t)′ = fun f → fun c → t
(C, x→ t)′ = fun f → fun c → (((Eq c C) (fun2 x → t c) f)
(C → t)′ = fun f → fun c → (((Eq c C) t') f)
(m|M)′ = fun f → fun c → (m (M f c) c)
B.4 Evaluation en profondeur
L'évaluation en profondeur sert à évaluer sous les paires, et les enregistrements. On la
dénit par indution :

a ≻ v
a ≻d v
Si v n'est ni une paire ni un enregistrement.

a ≻d a
′ b ≻d b
′
(a,b) ≻d (a′,b′)
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
a1 ≻d a
′
1 . . . an ≻d a
′
n
<l1=a1 ;. . . ;ln=an) ≻d <l1=a′1 ;. . . ;ln=a
′
n)>

a ≻d a
′ p ≻d p
′
[l=a℄+p ≻d [l=a′℄+p′
Annexe C
Extraits de hiers Phox
Nous présentons ii quelques extraits des sorties générées par PhoX à partir de nos hiers,
an que le leteur voie la forme que prennent les énonés prouvés formellement. Les hiers
onernant le système ST et les entiers omptent 4045 lignes et eux onernant les types
de données, 4854, soit au total environ 8900 lignes de ode.
C.1 Axiomes, opérateurs et entiers
C.1.1 Axiomes et propriétés des opérateurs
Le hier st_ax.phx ontient les dénitions des axiomes et opérateurs :
(* definition des sortes*)
Sort type defined
Sort term defined
(* definition des onstantes *)
$ : term -> term -> term
$fun : (term -> term) -> term
$|-> : type -> type -> type
$#/\ : ('a -> type) -> type
$subset : type -> type -> prop
$->> : prop -> type -> type
Inh : term -> type -> prop
(* quelques axiomes *)
arrow.intro =
/\X,Y /\t (/\x (Inh x X -> Inh (t x) Y) -> Inh (fun x ==> t x) (X |-> Y))
arrow.elim = /\X,Y /\t,u (Inh t X -> Inh u (X |-> Y) -> Inh (u  t) Y)
elim.Sub = /\A,B /\t (Inh t A -> (A subset B) -> Inh t B)
intro.FArrow = /\P /\A /\t ((P -> Inh t A) -> Inh t (P ->> A))
elim.FArrow = /\P /\A /\t (P -> Inh t (P ->> A) -> Inh t A)
trans.Sub = /\A,B,C ((A subset B) -> (B subset C) -> (A subset C))
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left_Sub = /\B /\x (#/\x B x subset B x)
arrow.Sub =
/\A,B,A',B' ((B subset A) -> (A' subset B') -> (A |-> A' subset B |-> B'))
left_Free = /\A /\P (P -> (P ->> A subset A))
Inversion.Dash = /\P /\A,B (P ->> A |-> B subset A |-> P ->> B)
(* definition de quelques operateurs *)
Empty = #/\X X : type
Rest = \F,G #/\K ((F subset G ->> K) ->> K) : type -> prop -> type
U2 = \A,B #/\K ((A subset K) ->> (B subset K) ->> K) : type -> type -> type
U = \F #/\K (/\x (F x subset K) ->> K) : ('a -> type) -> type
Image = \A,B #/\X ((A subset B |-> X) ->> X) : type -> type -> type
is_Empty = \A (A subset Empty) : type -> prop
Singl1 = \A (Non_empty A & /\B ((A subset U B) -> \/X (A subset B X)))
: type -> prop
Inter = \A,B #/\K (/\P ((P subset A) -> (P subset B) -> (P subset K)) ->> K)
: type -> type -> type
Cmpl = \A (U \X (Rest X (Inter X A subset Empty))) : type -> type
(* quelques axiomes ave opérateurs*)
absurd_less = /\A /\t (Inh t ((A ->> Empty) |-> Empty) -> A)
set_ax = /\A (A subset U \X (Rest X (Singl1 X & (X subset A))))
mpl_ax = /\A,B (A subset U2 B (Cmpl B))
singl_ons = /\A,B (Singl1 A -> Singl1 B -> Singl1 (Image A B))
Le hier st_basifats.phx ontient les propriétés des opérateurs :
(* proprietes de l'appliation *)
prop_appli.1 = /\A,B,C ((Image A B subset C) <-> (A subset B |-> C))
(...)
(* proprietes du faux *)
prop_false.1 = /\P (((P -> Subfalse) -> Subfalse) -> P)
prop_false.2 = Subfalse -> False
(...)
prop_false.7 =
/\x /\A,B,B' (Inh x A -> (B subset B') -> (A |-> B subset A |-> B'))
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(* proprietes de la restrition *)
prop_restr.1 = /\A,B /\P ((P -> (A subset B)) -> (Rest A P subset B))
(...)
prop_restr.6 = /\A /\P (Non_empty (Rest A P) -> P)
(* propriete de l'union *)
prop_union = /\F /\A (#/\x:F A subset U F |-> A)
(* singletons *)
(...)
prop_singl.3 =
/\A,B(#/\X( (Singl1 X ) ->> (X subset A) ->> (X |-> B)) subset (A |-> B))
(* intersetion, omplementaire, reunion *)
prop_inter = /\A /\B eq_sub (Inter A (U B)) (U \x (Inter A (B x)))
prop_ompl = /\A ((A subset Cmpl A) -> is_Empty A)
union2 = \A,B (U \X (Rest X (eq_sub X A or eq_sub X B))) : type -> type -> type
prop_union.2 = /\A,B,C eq_sub (Inter (U2 B C) A) (U2 (Inter B A) (Inter C A))
(* deideur et booleens *)
Deid = \P,Q #/\X ((P ->> X) |-> (Q ->> X) |-> X) : prop -> prop -> type
Bool = #/\X (X |-> X |-> X) : type
Btrue = #/\X (X |-> #/\Y (Y |-> X)) : type
Bfalse = #/\X (X |-> #/\Y (Y |-> Y)) : type
prop_deid.1 = /\P,Q (Deid P Q subset Bool)
(...)
prop_deid.5 = /\P ((P -> Subfalse) -> eq_sub Bfalse (Deid P (P -> Subfalse)))
(* Types indutifs *)
Mu = \F #/\X (/\A ((A subset X) -> (F A subset X)) ->> X)
: (type -> type) -> type
Cres = \F /\X,Y ((X subset Y) -> (F X subset F Y)) : (type -> type) -> prop
/\Y (/\A ((A subset Y) -> (F A subset Y)) -> (X subset Y)))
(...)
prop_mu.3 = /\F /\X (/\A ((A subset X) -> (F A subset X)) -> (Mu F subset X))
(...)
prop_fix.2 = /\F:Cres eq_sub (F (Mu F)) (Mu F)
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C.1.2 β-redution et singletons
Le hier st_beta.phx ontient les faits relatifs à la preuve de la rédution du hapitre
4 (ayant déni les regles omme des axiomes, et non omme un prédiat indutif, on ne
traite pas les indutions) :
(* definition de la lambda -abstration de types *)
Lambda = \f #/\X (X |-> f X) : (type -> type) -> type
(* lambda-expansion et eta-redution *)
beta_exp = /\A /\F (Image (Lambda F) A subset F A)
eta_red = /\A (A subset Lambda (Image A))
(* sur les singletons *)
Singl_union =
\A (Non_empty A & /\X,Y ((A subset U2 X Y) -> (A subset X) or (A subset Y)))
: type -> prop
Singl_subset =
\A (Non_empty A & /\X ((X subset A) -> Non_empty X -> eq_sub A X))
: type -> prop
non_vide_ontient_singl = /\A:Non_empty \/x:Singl1 (x subset A) : theorem
equiv_singletons =
/\A
((Singl1 A -> Singl_union A) & (Singl_union A -> Singl_subset A) &
(Singl_subset A -> Singl1 A))
autre_ara_singl =
/\A:Non_empty (/\x:Singl1 ((x subset A) -> (A subset x)) -> Singl1 A)
eta_red_singl = /\A:Singl1 (Lambda (Image A) subset A)
abstration_preserve_singleton =
/\A (Non_empty (Lambda A) -> /\X:Singl1 Singl1 (A X) -> Singl1 (Lambda A))
C.1.3 Expressivité
Le hier st_expr.phx ontient les preuves des enones 56, 57, et 61 du hapitre 5 :
(* axiome de non-trivialite *)
Non_triv = /\X,Y (Singl1 X -> Singl1 Y -> (X subset Y)) -> Subfalse
(* les trois enones *)
booleens_distints = (Btrue subset Bfalse) -> Subfalse
exist_enones_indeidables =
/\P Non_empty (#/\X (Singl1 X ->> X |-> Deid (P X) (P X -> Subfalse))) ->
Subfalse
vauite_lassique = #/\X (((X |-> Empty) |-> Empty) |-> X) subset Empty
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Le hier st_normresol.phx ontient les preuves des énonés attahés au théorème 62 et
au théorème 71 du hapitre 5, ave quelques exemples. Noter qu'on y dénit ii en fait
déja le shéma de ompréhension, et qu'on montre sa propriété en l'absene de l'axiome
d'égalité pour les prédiats ompatibles ave l'égalité =⊂ :
(* adequation et prédiat etre normalisable *)
adequ =
\A,B ((A subset B |-> A) & (B |-> A subset A |-> B) & (A |-> B subset B))
: type -> type -> prop
subnorm = \X /\A,B (adequ A B -> (X subset B)) : type -> prop
(* shema de omprehension *)
SC = \P (U \X (Rest X (Singl1 X & P X))) : (type -> prop) -> type
sub_ompatible = \P /\X,Y (eq_sub X Y -> P X <-> P Y) : (type -> prop) -> prop
prop_SC_subompatible =
/\P:sub_ompatible
/\A ((A subset SC P) <-> /\X ((X subset A) -> Singl1 X -> P X))
(* Type des normalisables *)
Norm = SC subnorm
defnorm_ok = /\X ((X subset Norm) <-> subnorm X)
Nat = #/\X (X |-> (X |-> X) |-> X) : type
(* quelques exemples *)
nat_norm = Nat subset Norm
true_norm = Btrue subset Norm
(* resolubles *)
fontion_F = \A (U \X (Rest (X |-> A) (Non_empty X))) : type -> type
fontion_F' = \A (U2 (Lambda \X X) (fontion_F A)) : type -> type
Resol = Mu fontion_F' : type
resol_pt_fixe = eq_sub Resol (fontion_F' Resol)
(* exemples *)
Btrue_resol = Btrue subset Resol
Deux = Lambda \x (Lambda \f (Image f (Image f x))) : type
deux_resol = Deux subset Resol
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C.2 λ-termes et types
On onsare deux hiers à la syntaxe et aux preuves onernant les λ-termes dans les
types : il s'agit des hiers st_singleton_terme.phx et st_quelques_termes.phx
(* syntaxe pour l'appliation et l'abstration *)
$ = Image : type -> type -> type
$FUN = Lambda : (type -> type) -> type
(* prediat "habite et est un singleton", qui orrespond à "appartient" dans la tradution du langage *)
$Inh_singl = \x,X (Inh x X & Singl1 X) : term -> type -> prop
(* regles d'intros *)
inh_fun.intro =
/\f /\F
(/\x /\X:(Inh x) Inh (f x) (F X) ->
Inh (fun x ==> f x) (FUN X ===> F X))
inh_app.intro = /\x /\X /\y /\Y (Inh x X -> Inh y Y -> Inh (x  y) (X  Y))
inh_inh_singl.intro = /\x /\X:(Inh_singl x) Inh x X
inh_singl_appli.intro =
/\x/\X /\y /\Y (Inh_singl x X -> Inh_singl y Y -> Inh_singl (x  y) (X  Y))
inh_singl_fun.intro =
/\f /\F
(Inh (fun x ==> f x) (FUN X ===> F X) ->
/\x /\X:(Inh_singl x) Inh_singl (f x) (F X) ->
Inh_singl (fun x ==> f x) (FUN X ===> F X))
(* un exemple *)
beta_typ = /\F /\A ((FUN X ===> F X)  A subset F A)
(* quelques termes standards et leurs traduits en types, préfixés par une majusule *)
paire = \x,y fun  ==> (  x)  y : term -> term -> term
Paire = \x,y FUN  ===> (  x)  y : type -> type -> type
proj1 = fun  ==>   btrue : term
Proj1 = FUN  ===>   Btrue : type
proj2 = fun  ==>   bfalse : term
Proj2 = FUN  ===>   Bfalse : type
inh_paire =
/\x /\X /\y /\Y (Inh_singl x X -> Inh_singl y Y -> Inh_singl (paire x y) (Paire X Y))
inh_proj1 = Inh_singl proj1 Proj1
inh_proj2 = Inh_singl proj2 Proj2
zero = fun x,f ==> x : term
Zero = FUN x,f ===> x : type
su = fun n,x,f ==> f  (n  x)  f : term
Su = FUN n,x,f ===> f  (n  x)  f : type
inh_zero = Inh_singl zero Zero
inh_su = Inh_singl su Su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C.3 Types de Données
C.3.1 Entiers
Le hier st_purnat.phx ontient la preuve du théorème 75 :
(* definitions des types et prédiats assoiés aux entiers *)
stnat = \n #/\X (X Zero |-> #/\y:X X (Su  y) |-> X n) : type -> type
stnat_log = \n /\X (X Zero -> /\y:X X (Su  y) -> X n) : type -> prop
stnatplus = \n #/\X (X Zero |-> #/\y (stnat_log y ->> X y |-> X (Su  y)) |-> X n) : type -> type
(* type de donnees strit *)
tdd_strit = \P /\x (Non_empty (P x) -> Singl1 x & eq_sub x (P x))
: (type -> type) -> prop
(... lemmes ... )
stnat_strit_datatype = tdd_strit stnat
Les hiers zero_su.phx et plus_mult.phx ontiennent les preuves des axiomes de
Peano :
(* termes et habitants *)
Termpred = \n ((n  Paire Zero Zero)  FUN  ===> Paire (Proj2  ) (Su  Proj2  )) : type -> type
Pred = FUN n ===> Proj1  Termpred n : type
(* enones *)
fatpred1 = /\n:stnat_log (Pred  Su  n subset n)
su_injetif = /\n,m:stnat_log ((Image Su n subset Image Su m) -> (n subset m))
two_distints = \/x,y (Singl1 x & Singl1 y & ((x subset y) -> Subfalse)) : prop
td = two_distints
zero_neq_su = /\n ((Zero subset Image Su n) -> Subfalse)
non_nul_su = /\n:stnat_log (((n subset Zero) -> False) -> \/m:stnat_log (n subset Image Su m))
(* Addition *)
Plus = \n,m ((m  n)  Su) : type -> type -> type
plus_as_zero = /\n (Plus n Zero subset n)
plus_as_su = /\n,m (Plus n (Su  m) subset Su  Plus n m)
Add = \n FUN x ===> Plus x n : type -> type
(* Multipliation *)
Mult = \n,m ((m  Zero)  Add n) : type -> type -> type
mult_as_zero = /\n (Mult n Zero subset Zero)
mult_as_su = /\n,m (Mult n (Su  m) subset Add n  Mult n m)
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Enn, le hier equal_nat.phx ontient la preuve du fait 81 :
(* lambda-termes *)
Eq_zero = FUN m ===> (m  Btrue)  FUN r ===> Bfalse : type
Eq_su =
FUN r,m ===> Proj1  (m  Paire Bfalse Zero) 
FUN re ===> Paire (r  Proj2  re) (Su  Proj2  re) : type
Eq_nat = FUN n ===> (n  Eq_zero)  Eq_su : type
(* singleton *)
inh_eq_nat = Inh_singl eq_nat Eq_nat : theorem
(* sous-typage *)
sub_equal = Eq_nat subset #/\x,y:stnat Deid (eq_sub x y) (eq_sub x y -> Subfalse)
equal_deid = deidable eq_sub stnat : theorem
equal_true_false =
/\x,y:stnat_log
((eq_sub x y -> ((Eq_nat  x)  y subset Btrue)) &
((eq_sub x y -> Subfalse) -> ((Eq_nat  x)  y subset Bfalse)))
C.3.2 Produits dépendants et shéma de ompréhension
Le hier type_prog.phx ontient les dénitions de Πτ , Πo et du shéma de ompréhension
{x : A;P (x)}, et leurs propriétés :
(* Produit dépendants et produit logique *)
$Pi = \A,B #/\x (Singl1 x ->> (x subset A) ->> x |-> B x) : type -> (type -> type) -> type
$FA_o = \A,B /\x:Singl1 ((x subset A) -> B x) : type -> (type -> prop) -> prop
(* prediat d'habitation pour les types *)
INH = \T,A (Singl1 T & (T subset A)) : type -> type -> prop
(* regles d'introdution et d'elimination : la regle d'intro omporte une ondition de singletoniite
utilisant le prediat Inh_singl defini dans le fihier st_singleton_terme *)
PI_intro = /\F /\A /\B
(/\X (INH X A -> INH (F X) (B X)) -> \/f Inh_singl f (FUN X ===> F X)
-> INH (FUN X ===> F X) (Pi x :: A :: B x))
PI_elim = /\X,F,A /\B (INH F (Pi x :: A :: B x) -> INH X A -> INH (F  X) (B X))
(...)
FA_o_intro = /\A /\P (/\X (INH X A -> P X) -> FA_o x :: A :: P x)
FA_o_elim = /\X,A /\P (INH X A -> FA_o x :: A :: P x -> P X)
(* axiome de l'egalite et shema de omprehension *)
equal_equal = /\X,Y (eq_sub X Y -> X = Y)
prop_SC = /\P /\A ((A subset SC P) <-> /\X ((X subset A) -> Singl1 X -> P X))
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SC.intro = /\A /\P (FA_o x :: A :: P x -> (A subset SC P)) : theorem
SC.elim = /\A /\P ((A subset SC P) -> FA_o x :: A :: P x) : theorem
(* shema de omprehension du langage *)
$s = \A,B SC \x (INH x A & (B x)): type -> (type -> prop) -> type
s.intro =
/\x,A,P (INH x A -> (P x) -> INH x s r :: A :: (P r )): theorem
s.elim =
/\A,P,t
/\K( ( INH t A -> (P t) -> K) -> INH t s x :: A :: (P x) -> K) : theorem
(* lien entre les produits *)
Pi_FA = /\A /\B /\G
((G subset Pi x :: A :: B x) <-> FA_o x :: A :: (G subset x |-> B x))
Pi_arrow = /\A,B ((Pi x :: A :: B subset A |-> B) & (A |-> B subset Pi x :: A :: B))
(* sous-typage des produits dependants *)
sub.PI_PI = /\A /\B /\A' /\B'
(/\x (INH x A' -> (B x subset B' x)) -> (A' subset A)
-> (Pi x :: A :: B x subset Pi x :: A' :: B' x))
C.3.3 Produits et paires
Le hier st_tdd_prod.phx ontient les preuves des propriétés du produit (fait 82) :
(* definition du type A times B *)
$times = \A,B (U \x (U \y (Rest (Paire x y) (INH x A & INH y B)))) : type -> type -> type
(* regles d'introdution et d'elimination *)
prod.intro = /\X,Y,A,B (INH X A -> INH Y B -> INH (Paire X Y) (A times B))
prod.elim.left = /\A,B,X (INH X (A times B) -> INH (Proj1  X) A) : theorem
prod.elim.right = /\A,B,X (INH X (A times B) -> INH (Proj2  X) B) : theorem
prop_prod.surpair = /\A,B FA_o x :: A times B :: x = Paire (Proj1  x) (Proj2  x)
C.3.4 Types sommes
Le hier st_tdd_sum_typsum.phx ontient la dénition d'absene d'un onstruteur dans
un type ainsi que la dénition indutive d'un type somme, ainsi que les règles d'introdution
aérentes (qui sont évidentes : voir dans les hiers) :
(* Absene d'un onstruteur dans un type *)
Diff1 = \C,T FA_o X :: T :: (eq_sub (Proj1  X) C -> Subfalse) : type -> type -> prop
Disjoint = \U0,V (Inter U0 V subset Empty) : type -> type -> prop
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type_somme = \A /\X
(/\C,A (stnat_log C -> X (C OF A)) ->
/\C,A,T (X T -> Diff1 C T -> stnat_log C -> X (C OF A || T)) ->
X A) : type -> prop
type_somme.intro.of = /\C,A (stnat_log C -> type_somme (C OF A)) : theorem
type_somme.intro.of_union_T = /\C,T,A (type_somme T -> Diff1 C T -> stnat_log C -> type_somme (C OF A || T))
type_somme.intro.nil = /\C:stnat_log type_somme (C NIL) : theorem
type_somme.intro.nil_union_T = /\C,T (type_somme T -> Diff1 C T -> stnat_log C -> type_somme (C NIL || T))
diff = \A,B (eq_sub A B -> Subfalse) : type -> type -> prop
Diff1.intro = /\C1,C2 /\A /\B (stnat_log C1 -> stnat_log C2 -> diff C1 C2 -> Diff1 C1 (C2 OF B))
Diff1.intro.union = /\T,S,C (Diff1 C T -> Diff1 C S -> Diff1 C (T || S))
inh_typ_sum_nat = /\X,T (type_somme T -> INH X T -> stnat_log (Proj1  X))
diff1_eq_sub = /\X,T,C (Diff1 C T -> INH X T -> eq_sub (Proj1  X) C -> Subfalse)
Le hier st_tdd_sum_intro.phx ontient les preuves des règles d'introdution de la
somme (utilisées dans la preuve de orretion) :
(* definition des termes et des types: voir le fihier, il s'agit de
paires et de reunions *)
_of.intro = /\C,A,X (stnat_log C -> INH X A -> INH (C [[ X ℄℄) (C OF A))
_nil.intro = /\C:stnat_log INH (C [[℄℄) (C NIL)
_of_log.intro = /\C,A /\P (FA_o x :: A :: P (C [[ x ℄℄) -> stnat_log C -> FA_o y :: C OF A :: P y)
_nil_log.intro = /\C /\A /\P (stnat_log C -> P (C [[℄℄) -> FA_o y :: C NIL :: P y) :
sum_or = /\A,B,X (INH X (A || B) -> INH X A or INH X B) : theorem
Le hier st_tdd_sum_elim.phx ontient les preuves des règles d'introdution de la somme
(propositions 84 et 85) :
(* definition des termes, motifs et ases *)
$, = \C,t,f,
((((fun  ==> (eq_nat  proj1  )  C)  ) 
(fun x ==> (fun y ==> t y)  proj2  x)  )  f)
: term -> (term -> term) -> term -> term -> term
$---> = \C,t (C ,x --> t) : term -> term -> term -> term -> term
$other = \t,f, t : 'a -> ' -> 'b -> 'a
$| = \M1,M2,f, (M1 (M2 f ) ) : ('d -> 'b -> 'a) -> (' -> 'b -> 'd) -> ' -> 'b -> 'a
$ases = \x,M (M (fun x ==> x) x) : 'b -> (term -> 'b -> 'a) -> 'a
$,, =
\C,t,f,
((((FUN  ===> (Eq_nat  Proj1  )  C)  ) 
(FUN x ===> (FUN Y ===> t Y)  Proj2  x)  )  f)
: type -> (type -> type) -> type -> type -> type
C.3. TYPES DE DONNÉES 211
$-----> = \C,t (C ,,X ----> t) : type -> type -> type -> type -> type
$Other = \t,f, t : 'a -> ' -> 'b -> 'a
$||| = \M1,M2,f, (M1 (M2 f ) )
: ('d -> 'b -> 'a) -> (' -> 'b -> 'd) -> ' -> 'b -> 'a
$Cases = \x,M (M (FUN x ===> x) x) : 'b -> (type -> 'b -> 'a) -> 'a
(* prediat indutif "bon_motif" pour prouver la singletoniite singletoniite *)
bon_motif = \M /\X
(/\T (\/t Inh_singl t T -> X (Other --> T)) ->
/\C /\T (stnat_log C -> \/t Inh_singl (fun x ==> t x) (FUN X0 ===> T X0)
-> X (C ,,x ----> T x)) ->
/\M /\C /\T (X M -> stnat_log C -> \/t Inh_singl (fun x ==> t x) (FUN X0 ===> T X0) ->
X (C ,,x ----> T x ||| M))
-> X M)
: (type -> type -> type) -> prop
bon_motif_singleton = /\M /\X (bon_motif (M X) -> Singl1 X -> Singl1 (Cases X Of M X))
(* preuves de la proposition *)
sub_motif_other = /\C /\B /\A /\T /\X
(type_somme A -> FA_o y :: A :: INH (T y) (B y) ->
\/t Inh_singl t (T X) -> INH X A ->
INH (Cases X Of Other --> T X) (B X))
sub_motif_simple_of = /\C /\B /\A /\T /\X
(stnat_log C -> FA_o y :: A :: INH (T y) (B (C [[ y ℄℄)) ->
\/t Inh_singl (fun x ==> t x) (FUN X ===> T X) ->
INH X (C OF A) -> INH (Cases X Of C ,,x ----> T x) (B X))
sub_motif_simple_nil = /\C /\B /\A /\T,X
(stnat_log C -> INH T (B (C [[℄℄)) -> \/t Inh_singl t T ->
INH X (C NIL) -> INH (Cases X Of C -----> T) (B X))
sub_motif_ompose_of = /\C /\B /\A /\T /\U0 /\M /\X
(stnat_log C -> Diff1 C U0 -> type_somme U0 ->
FA_o y :: A :: INH (T y) (B (C [[ y ℄℄)) ->
\/t Inh_singl (fun x ==> t x) (FUN X ===> T X) ->
FA_o y :: U0 :: INH (Cases y Of M y) (B y) ->
bon_motif (M X) -> INH X (C OF A || U0) ->
INH (Cases X Of C ,,x ----> T x ||| M X) (B X))
sub_motif_ompose_nil = /\C /\B /\A /\T,U0 /\M
(stnat_log C -> Diff1 C U0 -> type_somme U0 ->
INH T (B (C [[℄℄)) -> \/t Inh_singl t T ->
FA_o y :: U0 :: INH (Cases y Of M y) (B y) ->
/\X (bon_motif (M X) -> INH X (C NIL || U0) ->
INH (Cases X Of C -----> T ||| M X) (B X)))
C.3.5 Enregistrements
Le hier st_tdd_reord.phx ontient les preuves des règles d'introdution de la somme
(propositions 84 et 85) :
(* types *)
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$;; = \T1,T2,X (T1 X || T2 X) : ('a -> type) -> ('a -> type) -> 'a -> type
$r_: = \C,A,X (C OF Pi y :: A :: X) : type -> type -> type -> type
${ = \T #/\X Pi y :: T X :: X : (type -> type) -> type
(* enregistrements *)
$R_= = \C,u (C ,,y ----> y  u) : type -> type -> type -> type -> type
$<< = \T FUN x ===> Cases x Of T : (type -> type -> type) -> type
$**=** = \C,a,r FUN x ===> Cases x Of C ,,y ----> y  a | Other --> r  x
: type -> type -> type -> type
(* regle de formation et singletons *)
bon_reord = bon_motif
reord.singl = /\T:bon_reord \/t Inh_singl t << T >>
(* regles d'introdution *)
type_reord = /\A,C,a (stnat_log C -> INH a A -> INH << C R_= a >> { C r_: A })
: theorem
type_reord_multiple =
/\A,C,a
/\U0
/\T
(stnat_log C -> INH a A -> INH << U0 >> { T } ->
bon_motif U0 -> /\A Diff1 C (T A) -> /\A type_somme (T A) ->
INH << C R_= a ;;; U0 >> { C r_: A ;; T })
type_reord_addition =
/\A,C,a,U0
/\T
(stnat_log C -> INH a A -> INH U0 { T } -> /\A Diff1 C (T A) ->
/\A type_somme (T A) -> INH (C **=** a + U0) { C r_: A ;; T })
(* projetions et elimination *)
$R.proj = \x, (x  ( [[ FUN x ===> x ℄℄)) : type -> type -> type
reord.elim = /\X,C,A (stnat_log C -> INH X { C r_: A } -> INH (X R.proj C) A)
(* sous-typage *)
reord.sous_type.l = /\A /\T /\C ({ C r_: A ;; T } subset { C r_: A })
reord.sous_type.r = /\A /\T /\C ({ C r_: A ;; T } subset { T }) : theorem
(* quelques tests *)
test_reor.2.2 =
/\x,X,y,Y
(INH x X -> INH y Y ->
INH << C1 R_= x ;;; C2 R_= y >> { C1 r_: X ;; C2 r_: Y }) :
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petit_test_reord.proj =
/\x,X,y,Y
(INH x X -> INH y Y -> INH (<< C1 R_= x ;;; C2 R_= y >> R.proj C1) X)
C.3.6 Types abstraits
Le hier st_tdd_abstrat.phx ontient les preuves des règles des types abstraits (fait
89, restreint à une sorte, et règles de Self) :
(* Axiome du hoix, "Some" et projetion "ab" pour des sortes
quelonques *)
AC = /\Q (\/z Q z -> Q (Def Q)) : theorem
$Some = U : ('a -> type) -> type
$ab = \X,T (Def \z (X subset T z)) : type -> ('a -> type) -> 'a
inh.some.intro = /\X /\A /\T (INH X (T A) -> INH X (Some a T a)) : theorem
inh.some.elim = /\X /\T (INH X (Some x T x) -> INH X (T (X ab T))) : theorem
(* Axiome du hoix, "Some" et projetion "ab" pour la sorte des
types *)
Def_T : (type -> prop) -> type
AC_T = /\Q (\/z Q z -> Q (Def_T Q)) : theorem
$Some_T = U : (type -> type) -> type
$ab_T = \X,T (Def_T \z (X subset T z)) : type -> (type -> type) -> type
inh_T.some.intro = /\X,A /\T (INH X (T A) -> INH X (Some_T a T a)) : theorem
inh_T.some.elim = /\X /\T (INH X (Some_T x T x) -> INH X (T (X ab_T T)))
(* operateur "Self" *)
$Self = \A (SC \x (x subset A x)) : (type -> type) -> type
lemme_SC = /\x /\P (INH x (SC P) <-> Singl1 x & P x) : theorem
self.intro = /\x /\A (INH x (A x) -> INH x (Self x A x)) : theorem
self.elim = /\x /\A (INH x (Self x A x) -> INH x (A x)) : theorem
C.3.7 Types indutifs
Le hier st_tdd_indu.phx ontient les preuves des règles des types indutifs :
(* mu orrespond à Mu (vu dans le fihier st_basifats.phx *)
$mu = \x (Mu x) : (type -> type) -> type
indu_prinip = /\F /\P
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(/\A (FA_o x :: A :: P x -> FA_o x :: F A :: P x) ->
FA_o x :: mu X F X :: P x)
res_indu_prinip = /\F /\P
(Cres F ->
/\A (FA_o x :: A :: P x -> (A subset mu X F X) -> FA_o x :: F A :: P x)
-> FA_o x :: mu X F X :: P x)
(* termes et singletons *)
Delta = \f FUN X ===> f  X  X : type -> type
Psi = FUN F ===> Delta F  Delta F : type
Re = $ Psi : type -> type
(* prinipe de reursion *)
reursion = /\F,B /\t
(INH t (#/\A (Pi x :: A :: B x |-> Pi x :: F A :: B x)) ->
INH (Re t) (Pi x :: mu x F x :: B x))
res_reursion = /\F,B /\t
(Cres F ->
INH t (#/\A (Pi x :: A :: B x |-> (A subset mu X F X) ->> Pi x :: F A :: B x))
-> INH (Re t) (Pi x :: mu x F x :: B x))
(* prinipe d'indution bien fondee pour n'importe quel type *)
bien_fonde = \R,A /\P
(FA_o x :: A :: (FA_o y :: A :: (R y x -> P y) -> P x) ->
FA_o x :: A :: P x) : (type -> type -> prop) -> type -> prop
indution = /\A /\R /\B /\t
(bien_fonde R A ->
INH t (#/\x (INH x A ->> Pi y :: A :: (R y x ->> B y) |-> x |-> B x))
-> INH (Re t) (Pi x :: A :: B x))
C.3.8 Types o-indutifs
Le hier st_tdd_oindu.phx ontient les preuves des règles des types o-indutifs :
(* definition de nu *)
$nu = \F (U \x (Rest x (/\A ((x subset A) -> (x subset F A))))) : (type -> type) -> type
(* regles de sous-typage *)
prop_nu.1 = /\F /\X
((nu x F x subset X) <-> /\Y (/\A ((Y subset A) -> (Y subset F A)) -> (Y subset X)))
prop_nu.2 = /\F /\X ((nu x F x subset X) -> (nu x F x subset F X))
prop_nu.3 = /\F /\X (/\A ((X subset A) -> (X subset F A)) -> (X subset nu x F x))
prop_nu.4 = /\F (nu x F x subset F (nu x F x))
prop_nu.5 = /\F:Cres (nu x F x) = F (nu x F x)
prop_nu.6 = /\F:Cres /\I (F I = I -> (I subset nu X F X))
(* regles de oindution logique et typee, et typage *)
oindu.o = /\F /\P (Cres F -> FA_o x :: F (nu x F x) :: P x -> FA_o x :: nu x F x :: P x)
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oindu.tau = /\F /\T /\B (Cres F -> (T subset Pi x :: F (nu x F x) :: B x) ->
(T subset Pi x :: nu x F x :: B x))
lem_re_oindu.1 = /\F /\A (Psi subset #/\X ((A |-> X) |-> A |-> F X) |-> A |-> nu x F x)
lem.oindu.2 = /\F (Psi subset #/\X (X |-> F X) |-> nu x F x)
st_nu_res = /\F /\A (Cres F -> (A subset F A) -> (A subset nu x F x))
C.4 Modules
C.4.1 Denition des strutures et signatures et règles d'élimina-
tion
Le hier strutures_signatures.phx ontient les dénitions des strutures et signatures,
et les règles les plus immédiates, qui sont les règles d'élimination :
(* definition du let *)
$soit = \a,t (t a) : 'b -> ('b -> 'a) -> 'a
$let = \C,u,a soit x = u dans C R_= x ;;; a x
: type -> type -> (type -> 'a -> type -> type) -> 'a -> type -> type
(* strutures *)
endStrut = C1 R_= C1 : type -> type -> type
$Strut = $<< : (type -> type -> type) -> type
(* definitions des signatures *)
$val = \C,u,s,T,X (INH (X R.proj C) u & s (X R.proj C) T X)
: type -> type -> (type -> (type -> type) -> type -> prop) -> (type -> type) -> type -> prop
$FACT = \P,s,T,X (P & s T X) : prop -> ((type -> type) -> type -> prop) -> (type -> type) -> type -> prop
$TYPEDEF = \C,A,t,T,X (T C = A & t A T X)
: type -> type -> (type -> (type -> type) -> type -> prop) -> (type -> type) -> type -> prop
$TYPE = \C,t,T,X (t (T C) T X)
: type -> (type -> (type -> type) -> type -> 'a) -> ( type -> type) -> type -> 'a
endSig = \T,X True : 'b -> 'a -> prop
$Sig = \ Some T SC ( T) : ('a -> type -> prop) -> type
(* regle d'elimination des signatures *)
Sig.elim = /\P /\X /\s ((s (X ab \T Self Y s T Y) X -> P) -> INH X (Sig ! s) -> P)
(* regles d'eliminations par omposant des signatures *)
val.elim = /\P /\X /\T /\C,A /\s ((INH (X R.proj C) A -> s (X R.proj C) T X -> P) ->
(val x as C :=: A ! s x) T X -> P)
FACT.elim = /\K,P /\s /\T /\X ((P -> s T X -> K) -> (FACT P ! s) T X -> K)
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TYPE.elim = /\K /\A /\X /\T /\C /\s ((s (T C) T X -> K) -> (TYPE t as C ! s t) T X -> K)
TYPEDEF.elim = /\K /\A,X /\T /\C /\s ((s A T X -> K) -> (TYPEDEF t as C :=: A ! s t) T X -> K)
(* quelques tests *)
essai_sig.1 = /\X,A /\P
(INH X (Sig ! TYPEDEF t as C2 :=: A ! val x as C1 :=: t ! endSig) -> INH (X R.proj C1) A)
essai_sig.2 = /\X,A /\P
(INH X (Sig ! TYPEDEF t as C2 :=: A ! val x as C1 :=: A ! FACT P x ! endSig)
-> INH (X R.proj C1) A & P (X R.proj C1))
C.4.2 Denition des strutures et signatures ave absenes de
onstruteurs
Le hier bon_typ_strut.phx ontient les dénitions indutives des strutures et signa-
tures ave absenes de onstruteurs :
(* insensibilité de la projetion relativement à un hamps distint du premier *)
inequal_label = /\m /\C,D,a,A
(bon_reord m -> stnat_log C -> stnat_log D ->
Diff1 C (D NIL) -> INH a A ->
(<< C R_= a ;;; m >> R.proj D) = (<< m >> R.proj D))
(* absene d'un onstruteur ou d'un nom dans une signature *)
pas_dans_sig = \C,s /\X
(/\C:stnat_log X C endSig -> /\P /\s:(X C) X C (FACT P ! s) ->
/\A,D /\s (X C (s A) -> (eq_sub C D -> Subfalse) -> X C (TYPEDEF t as D :=: A ! s t)) ->
/\s /\D,C,u (stnat_log C -> stnat_log D -> (eq_sub C D -> Subfalse) ->
/\x X C (s x) -> X C (val x as D :=: u ! s x)) ->
X C s) : type -> ((type -> type) -> type -> prop) -> prop
(* invariane des prediats *)
pas_dans_sig_equal = /\s /\m /\C /\T
(bon_reord m -> pas_dans_sig C s ->
/\a,A (INH a A -> s T << m >> -> s T << C R_= a ;;; m >>))
(* invariane des fontions *)
pas_dans_sig_typ_equal = /\s /\m,C /\T /\A
(pas_dans_sig C s -> s T m ->
s \Y (Inter (eq_sub C Y ->> A) ((eq_sub C Y -> Subfalse) ->> T Y)) m)
C.4.3 Typage et sous-typage des modules
Le hier type_strut.phx ontient les dénitions indutives des strutures et signatures
ave absenes de onstruteurs :
(* prediat indutif de typage des strutures *)
Typ_strut = \m,S /\X
(X endStrut endSig ->
/\a,A /\m /\s /\C
(INH a A -> X (m a) (s a) -> stnat_log C ->
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pas_dans_sig C (s a) ->
X (let x as C :=: a ! m x) (val x as C :=: A ! s x)) ->
/\P /\m /\s (P -> X m s -> X m (FACT P ! s)) ->
/\A,C /\m /\s
(X m (s A) -> pas_dans_sig C (s A) ->
X m (TYPEDEF t as C :=: A ! s t)) ->
X m S)
: (type -> type -> type) -> ((type -> type) -> type -> prop) -> prop
(* typage des strutures *)
Typ_inh = /\m /\S:(Typ_strut m) INH (Strut ! m) (Sig ! S)
Le hier intro_modules.phx ontient les règles de typage proprement dite, et une forme
générale pour la règle de sous-typage :
(* regles d'introdution *)
Typ_strut.end.intro = Typ_strut endStrut endSig : theorem
Typ_strut.let.intro = /\a,A /\m /\s /\C
(INH a A -> Typ_strut (m a) (s a) -> stnat_log C ->
pas_dans_sig C (s a) ->
Typ_strut (let x as C :=: a ! m x) (val x as C :=: A ! s x))
typ_strut.fat.intro = /\P /\m /\s (P -> Typ_strut m s -> Typ_strut m (FACT P ! s))
typ_strut.typedef.intro = /\A,C /\m /\s
(Typ_strut m (s A) -> pas_dans_sig C (s A) ->
Typ_strut m (TYPEDEF t as C :=: A ! s t))
(* sous-typage *)
sous_type_signatures =
/\s1,s2 (/\T /\X:(s1 T) s2 T X -> (Sig ! s1 subset Sig ! s2))
Pour nir, le hier exemple_module.phx ontient un exemple de typage de module ave
sous-typage :
(* exemple de typage *)
exemple1 =
/\a,A,f
(INH a A -> INH f (A |-> A |-> A) -> FA_o x :: A :: f  x  a = x ->
INH
(Strut !
let x as C2 :=: a !
let y as C3 :=: f !
endStrut)
(Sig !
TYPE E as C1 !
val aa as C2 :=: E !
val ff as C3 :=: E |-> E |-> E !
FACT FA_o x :: E :: ff  x  aa = x !
endSig))
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(* exemple de signature *)
groupe =
\E
Sig !
val e0 as e :=: E !
val plus as C2 :=: Pi x :: E :: Pi y :: E :: E !
val op as C3 :=: Pi x :: E :: E !
FACT FA_o x :: E :: (plus  x)  e0 = x !
FACT FA_o x :: E :: (plus  x)  op  x = e0 !
endSig
: type -> type
C.5 Exemples dans le langage
Nous présentons ii quelques exemples traités dans le langage supérieur :
C.5.1 Syntaxe
Le hier grammaire.phx ontient la grammaire du langage, et le hier types.phx, dont
voii quelques extraits, des règles de typage :
(* regles de base *)
Pi_t.intro = /\f /\a /\b (/\x ;; a f x ;; b x -> fun x ==> f x ;; Pi_t x :: a :: b x)
Pi_t.elim = /\A /\B /\t,u (t ;; A -> u ;; Pi_t x :: A :: B x -> u  t ;; B u)
Pi_o.intro = /\a /\p (/\x ;; a p x -> Pi_o x :: a :: p x)
Pi_o.elim = /\A /\P /\t ;; A (Pi_o x :: A :: P x -> P t)
(* shema de omprehension *)
$SC : type -> (prog -> prop) -> type
SC.intro = /\x /\A /\P (x ;; A -> P x -> x ;; SC r :: A :: P r)
SC.elim = /\A /\P /\t /\K ((t ;; A -> P t -> K) -> t ;; SC x :: A :: P x -> K)
(* sous-typage *)
Pi.Sub = /\A,B,A',B' (A' <: A -> /\x ;; A' B' <: B -> Pi_t x :: A :: B <: Pi_t x :: A' :: B')
(* produit *)
prod.intro = /\A,B /\p,q (p ;; A -> q ;; B -> p , q ;; A X B) : theorem
(* ases *)
ases.of.motif = /\p /\f /\B /\C0 /\M /\T,A
(p ;; C0 OF A || T -> C0 notin T ->
/\x ;; A
(f x ;; B (C0 [ x ℄) -> /\y ;; T (ases y of M y) ;; B y
-> (ases p of C0 [[x ℄℄ --> f x | M p) ;; B p)) :
(* types indutifs *)
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$µ : (type -> type) -> type
Alg = \F (/\x typsum F x & /\x,y (x <: y -> F x <: F y)) : (type -> type) -> prop
indu = /\F /\P
(/\A (Pi_o x :: A :: P x -> A <: (µx F x) -> Pi_o x :: F A :: P x) ->
Pi_o x :: µx F x :: P x)
re_mu = /\F /\B /\t
(/\f /\A
(f ;; Pi_t x :: A :: B x -> A <: (µx F x) -> t f ;; Pi_t x :: F A :: B x) ->
re fun f ==> t f ;; Pi_t x :: µx F x :: B x)
C.5.2 Exemples
Le hier booleens.phx ontient les spéiations des fontions not et ifthenelse telles
que vues dans la thèse :
(* booleens a la systeme F et speifiations de not et ifthenelse *)
true = fun x ==> fun y ==> x : prog
false = fun x ==> fun y ==> y : prog
bool_f = #/\A Pi_t x :: A :: Pi_t y :: A :: A : type
Bool = SC x :: bool_f :: (x = true or x = false) : type
not = fun b ==> (b  false)  true : prog
not.spe = not ;;
Pi_t b :: Bool ::
SC r :: Bool :: ((b = true -> r = false) & (b = false -> r = true))
$if = \b,x,y ((b  x)  y) : prog -> prog -> prog -> prog
ifthenelse.spe = /\b,x,y /\A
(b ;; Bool -> x ;; A -> y ;; A ->
(if b then x else y) ;;
SC r :: A :: ((b = true -> r = x) & (b = false -> r = y)))
Le hier naturals.phx ontient quelques typages et speiations de fontions usuelles
sur les entiers :
nat = µx Z NIL || S OF x : type
(* addition *)
plus =
re
fun plus0 ==>
fun n ==>
fun m ==> ases n of Z --> m | S [[y ℄℄ --> S [ (plus0  y)  m ℄
: prog
plus.type = plus ;; Pi_t n :: nat :: Pi_t m :: nat :: nat : theorem
plus.omm = Pi_o n :: nat :: Pi_o m :: nat :: ((plus  n)  m = (plus  m)  n)
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(* omparaison *)
leq =
re
fun leq0 ==>
fun n ==>
fun m ==>
ases n of
Z --> true |
S [[x ℄℄ -->
ases m of Z --> false | S [[y ℄℄ --> (leq0  x)  y :
leq.type = leq ;; Pi_t n :: nat :: Pi_t m :: nat :: Bool
Le hier listes.phx ontient quelques typages et speiations de fontions usuelles sur
les listes :
(* type des listes *)
liste = \A µx N NIL || C OF A X x : type -> type
tail = fun l ==> ases l of N --> N [℄ | C [[u ℄℄ --> snd u : prog
tail.type = tail ;; #/\A Pi_t y :: liste A :: liste A
hd = fun l ==> ases l of C [[u ℄℄ --> fst u : prog
(* la prise de tête est une fontion partielle *)
head.spe = hd ;; #/\A Pi_t y :: SC r :: liste A :: ~ r = N [℄ :: A
(* totalite du tri par insertion parametre par une fontion d'ordre *)
insert =
fun less ==>
re
fun ins ==>
fun l ==>
fun x ==>
ases l of
N --> C [ x , N [℄ ℄ |
C [[y ℄℄ --> if (less  x)  fst y then
C [ x , l ℄ else C [ (fst y) , (ins  snd y)  x ℄ :
prog
sort =
fun less ==>
re
fun sor ==>
fun l ==>
ases l of
N --> N [℄ | C [[y ℄℄ --> ((insert  less)  sor  snd y)  fst y
: prog
total_insert =
insert ;;
#/\A
Pi_t less :: Pi_t x :: A :: Pi_t y :: A :: Bool ::
Pi_t l :: liste A :: Pi_t x :: A :: liste A
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total_sort =
sort ;;
#/\A
Pi_t less :: Pi_t x :: A :: Pi_t y :: A :: Bool ::
Pi_t l :: liste A :: liste A
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