Wind turbines play an important role in providing electrical energy for an ever-growing demand. Due to climate change driven by anthropogenic emissions of greenhouse gases, the exploration and use of sustainable energy sources is essential with wind energy covering a significant portion. Data of existing wind turbines is needed to reduce the uncertainty of model predictions of future energy yields for planned wind farms. Due to maintenance routines and technical issues, data gaps of reference wind parks are unavoidable. Here, we present real-world case studies using multilayer perceptron networks and radial basis function networks to reproduce electrical energy outputs of wind turbines at 3 different locations in Germany covering a range of landscapes with varying topographic complexity. The results show that the energy output values of the turbines could be modeled with high correlations ranging from 0.90 to 0.99. In complex terrain, the RBF networks outperformed the MLP networks. In addition, rare extreme values were better captured by the RBF networks in most cases. By using wind meteorological variables and operating data recorded by the wind turbines in addition to the daily energy output values, the error could be further reduced by more than 20%.
Introduction
The Combination of climate change and the dependence on fossil fuels slowly cause changes in energy policy and trigger an increasing demand for sustainable energy sources. Global carbon dioxide emissions are ever increasing and the associated consequences for the climate are widely scientifically recognized [1] [2] [3] . Over the last decade and in particular since the release of the report of the Intergovernmental Panel on Climate Change (IPCC) in 2007, public and political awareness of renewable energy technologies has increased considerably. This is not at least due to the large and fast growing economies and the associated increase of numbers of cars and energy consumption, and therefore of CO 2 emissions [4] . Wind energy has the potential to be a vital contributor to renewable energy technologies that will substitute more and more for gas and coal [5] .
In order to decrease the uncertainty of wind energy yield predictions during the planning of a single turbine or wind farm, data of nearby existing wind turbines are often used as reference for model evaluation.
In Germany, the legislation that grants priority to renewable energy sources (Renewable Energy Resources Act, EEG) states that only wind turbines in areas with sufficient wind energy potential are qualified to receive compensation for the electrical power provided for the power grid [6] .
Moreover, according to the EEG, power grid owners are not required to connect turbines to the grid that does not meet or exceed 60% of the turbine type-specific reference value calculated based on reference wind conditions.
Because of these restrictions, a correct prediction for expected wind energy yield is an indispensable economic criterion for most wind farm projects. However, because of technical malfunctions, maintenance routines, or other problems, the availability of valuable comparison data from existing turbines nearby is limited. Such data limitation affects the statistical safety of model predictions of future energy yields.
Data and Methods
To provide a high planning dependability, the potential annual wind energy yields have to be estimated carefully during the planning process of a wind turbine. The accuracy of predictions becomes even more crucial when wind farms are planned due to the substantially increased financial risk. Several microscale and mesoscale wind flow models based on computational fluid dynamics are available to calculate future wind energy yields of single turbines and wind farms. Typically, terrain data such as surface roughness, orography, and existing wind obstacles for a radius of 20 km around the proposed location of the wind turbine is considered for the model of computations in combination with long-term wind statistics.
One widely used model, for instance, that has passed several stages of development over the last decades is WAsP (Wind Atlas Analysis and Application Program) [7] . WAsP was developed by the RISØ National Laboratory, Roskilde, Denmark, and is approved among others by the German Federal Research Ministry.
The various specific models that account for wind obstacles, orography, wake effects, and surface roughness were assembled in the model suite of WAsP. A detailed description of the model and its algorithms can be found in the respective literature [8] .
In order to validate the predicted long-term average wind energy yields based on the model results considering the environmental conditions, the geometry of the turbine and its power curve [9] data of existing, nearby turbines are used as a reference. For that purpose, energy output values of existing wind turbines are corrected for technical availability. In addition, the wind conditions and the corresponding observed electrical energy output values of a certain year are compared and scaled to long-term data for the area of interest [10] . After correcting the observed values through linear regression to 100% long-term averages, the values can be compared to the model results that are based on longterm wind statistics and therefore also represent long-term averages [11] .
Artificial Neural Networks.
Artificial neural networks provide a method to map input variables on target variables by using a combination of nonlinear functions and a learning procedure that can be supervised or unsupervised [12, 13] . The ability to find mathematical functions without prior knowledge of the functional relationship makes neural networks a powerful tool to solve problems for which no analytical solution exists or if the function that relates variables to each other is unknown [14] [15] [16] . Artificial neural networks have found a growing range of applications in recent years including the field of wind energy research [17, 18] . The ability to self-adjust its parameters makes neural networks a superior fitting method compared to classical data-fitting and prediction methods [19] [20] [21] .
The most popular network architecture currently used is the so-called multilayer perceptron (MLP) topology, which was presented comprehensively first by Rumelhart et al. [22] .
Within this study we compare the performance of MLP networks to the performance of radial basis function (RBF) neural networks. Compared to MLP networks, the parameters of RBF networks can be adjusted faster to the data presented to the network during the training process. In addition, RBF networks are less affected by the problem of local minima [23] . MLP networks use the scalar product of the input data vector consisting of input variables and a weight vector to calculate the neuron output usually applying hyperbolic activation functions. In contrast to that, RBF networks use the distance between the input vector and the center of the radial basis function to determine the activation value within an RBF neuron. The most commonly used activation function type with a radial basis is the Gaussian function that was also deployed in the networks used for this study. The -dimensional vectors that determine the shape of each neuron's -dimensional Gauss function in the input space are defined by the center vector and thedimensional variance vector .
The central values of have been optimized within this work using the -means clustering algorithm. The input vectors were separated into clusters and the center values of the RBF neurons were set to represent all considered input vectors while minimizing the number of clusters by finding the centers for each cluster with the smallest mean squared distance to all points in the cluster. According to Hestenes [24] , this can be calculated by minimizing the function as given in ( (1) and (2)). Consider
Here, is the mean of subsample which the cluster is composed of. The index is the index over the subsample . At the end of the procedure, each input vector is assigned to the cluster center (i.e., RBF network node) to which it has the least Euclidean distance. The closer an input vector to the RBF center of a neuron is, the higher the activation value of that neuron is. Hence, the parameters of all RBF functions are adjusted during the network learning phase so that every input can be assigned to one of the RBF neurons in the hidden layer and the weighted sum of the activation functions can be transformed to satisfyingly match the target values. More details about the large field of learning algorithms for neural networks can be found in the literature [12, 13, 16] .
For the network training and evaluation process, each available learning dataset was divided into 3 different dataset sections: training data, test data, and validation data. The training data is transformed by the network functions. After the output of the network is compared to the real available measured outputs, the error is determined. The error value used for this performance check is the final RMSE (root of the mean squared error) summing up the differences between modeled output and known measured output according to
Here, is the measured result within the available learning dataset (i.e., data that contains all values for all input variables and measured samples of the corresponding target value) and is the value estimated by the neural network. is the number of data records used to determine the error for the training data and test or validation data, respectively.
The parameters of the network are, then, iteratively adjusted applying the conjugate gradient descent method for the training algorithm [12, 24] until an acceptable error is reached.
In a second step the test data is used. Test data was not used for the network parameter adjustment during the training. The trained network is now applied to the test dataset and the RMSE is determined again.
If the error for the training data is small and the error for the test data is large, this indicates that the network parameters have been over adjusted to the training data. Hence, the training has to be started again until minima for both, the training error and the test error, have been reached.
Once the optimal balance between training data error and test data error is reached, the network has the ability to sufficiently generalize the functional relationship between input and target variable well and is not over-fitted to a specific training dataset.
The third dataset section, the validation data, has not been used for the learning process of the network at all and is processed with the adjusted neural network in a final step. Hence, the validation error is the only of the three error values that is admissible to assess the goodness of a neural network model. The division of the data into the training data, test data, and validation data was conducted according to values presented in the literature [25, 26] . The validation error indicates the final performance of the trained network when applied on new data and is therefore given in the results presented.
In order to scale all input variables to values between 0 and 1 in a preliminary step we applied min-max normalization to prevent the network results from being biased by the stronger numerical influence of a variable measured in units with larger numbers than a variable that is limited to a smaller scale by default [27] . For each dataset, we trained specific neural networks and determined the three best networks. For that purpose, a batch algorithm was conducted to test 20,000 networks for each dataset while varying the number of neurons, number of input variables, network type, and activation functions in the nodes.
To demonstrate the potential of the method, three pairs of turbine sites were selected with different large-scale wind conditions, whereupon the wind conditions amongst the pairs are similar due to the relative spatial adjacency.
Real-World Case Studies with Operating Data of Exemplary Wind
Farms. The daily energy output of existing wind turbines provide important information and are used as input data for the neural networks. Also, the mean values, minima and maxima of wind speed, wind direction, instantaneous power, and number of rotor revolutions recorded by the operating and surveillance software were taken into account for the neural network calculation. The three exemplary test areas are located in Germany where the prevailing wind conditions are dominated by the global West wind drift of the temperate latitudes in the Northern hemisphere.
The locations were selected with respect to their different orographic features to validate the robustness of the method presented.
It is a coastal location, a site in the Muensterland lowland area in Northwest Germany, and an area located in the mountainous forested uplands of West central Germany ( Figure 1) .
Overall, the data from 21 modern gearless wind turbines of the manufacturer Enercon (ENERCON GmbH, 26605 Aurich, Germany) recorded over a period of four years were available for the calculations.
Results and Discussion
In the following section the results for 3 case studies are presented, consecutively with increasing topographic complexity. In each case, we provide detailed information about turbine types, wind conditions, and topographic circumstances that affect the local wind fields for the distinct types of terrain.
In each case, specific neural networks were trained to reproduce the electrical energy output using the data of existing wind turbines with various distances to the respective target turbines and wind farms. The performances of the best trained networks are presented and errors values are given and compared.
The Coastal Sites.
Due to the flat landscape with no significant changes in elevation, orographic effects on the wind speed are negligible around the coastal sites of Hinte and Jennelt.
The site belongs to the district of the city of Aurichin the East Frisia region in Lower Saxony, Germany. The North Sea is located in a distance of about 12 km to the West of the site Hinte. The nearest city Emden is located at a distance of 5.8 km South of the wind farm Hinte. The immediate vicinity of the site is characterized by meadows and agriculturally used land. The terrain is flat and mostly free of wind obstacles.
The wind farm is located 1.7 km Northwest of Hinte. The wind farm consists of a total of 15 wind turbines operated by different companies with an average annual energy output of 47 GWh. The specifications and geographical coordinates of the turbines used for the calculations are given in Tables 1 and  2 , respectively. Due to ongoing expansions and changes, the wind farm information given in this study always refer to the turbines with data incorporated in the analyses and do not necessarily represent the current total number of installed turbines.
The wind farm Jennelt is located at 4.1 km to the Northwest of the wind farm Hinte. The North Sea lies West of the site in a distance of 7.4 km. The wind conditions at the sites Hinte and Jennelt measured by anemometers on the nacelle of the wind turbines (i.e., 67 m above ground level) were similar with regard to the wind speeds and the distribution of wind directions during the data collection period (Figure 2 ). Even though the wind measurements on the nacelle of the plants are subjected to certain errors by flow distortions, they are still sufficiently accurate to capture the speed and direction for most applications [28] .
Comparisons between the wind speeds measured on the nacelle anemometer and an undisturbed measurement of wind in front of the rotor show only minor deviations of 2% and less [29] . 600 daily data records were used for the training of the neural networks. The remaining records were used to the same parts for the test dataset and the validation dataset.
The nonparametric Spearman rank correlation coefficient was used for the comparison of the measured electrical energy output and the results reproduced by the neural networks. The RMSE values given refer to the validation data set that was composed of values that were randomly distributed over the entire dataset. In Table 3 , the results for the three best networks are shown, that is, the networks with the lowest validation errors and highest correlation coefficients. All correlations given are significant on a 95% confidence level ( ≤ 0.05). The network topology refers to the number of input variables, the number of hidden nodes, and the number of output nodes of the neural networks used. The number of hidden neurons within RBF networks is usually higher than for the MLP type networks to accomplish the same ability of generalization [13, 30] .
The differences in network performance are overall small. All networks achieved very high correlations of 0.98 and 0.99 and the statistics for the measured and reproduced power output data are similar (Tables 3 and 4) . validation data set by the three best neural networks for the three target turbines H1 (a), H2 (c), and H3 (e). The frequency distributions show that all networks produce a similar value range of the energy output for the three turbines indicating that the functional relationships between the input and output variables are well captured by all 3 best networks ( Table 3 ). It is noteworthy that, for the rare peak values of over 40 MWh of turbine HI 1, the RBF networks exhibit smaller differences to the measured data than the MLP networks (Figures 6(a) and 6(b)). These extreme values are not outliers in the statistical sense but rare, yet physically meaningful, values.
The fact that RBF networks outperform MLP networks while generalizing the underlying functional relation between input and output also covering extreme values has also been observed in other studies [31, 32] .
Also the direct comparisons of individual nonconsecutive samples of the validation dataset (Figures 3(b), 3(d) , and 3(f)) show that the two RBF networks estimate values on either side of the end of the scale are the best. The first and second order statistic moments of the measured and modeled data are in good agreement (Table 4) .
Prior to the learning process, three continuous periods of approximately three weeks each were extracted from the dataset. This data was then calculated with the best neural network for each turbine of the target wind farm (Figure 4) . In contrast to the actual validation data (Figure 3 ) that were also excluded from the training processes, this artificially created data gap simulates real-world situations when continuous gaps in the records for several days due to technical problems or for several hours due to machine maintenance may occur. The energy output values of the system of wind turbines could be reproduced closely with the neural networks.
One reason for the very reliable and accurate calculation (0.98 ≤ ≤ 0.99) is given by the similarity of the data. The wind conditions at the locations of the wind turbines are not compromised by a complex terrain or large topographic elements. Furthermore, the turbines of both wind farms are of the same type with the same hub height. This assumption about the initial similarity of the data of the two wind farms is supported by the linear regression matrix for the measured data of the two wind farms ( Figure 5 ). Germany close to the North Sea and the low mountain range to the Southeast. Despite some slight elevations with weak slopes, the landscape is relatively flat as typical for the Westphalian Basin in the Southern marginal area of the North German Plain. The surface roughness is generally higher compared to the coastal sites Hinte and Jennelt due to many small towns and some small forests that disrupt the predominantly agricultural region. The wind farm in Coesfeld consisting of five wind turbines is located at a distance of 24 km South-East of the town Coesfeld. The farm is composed of two different types of wind turbines, two turbines of the type E-58/10.58, and three larger turbines of the type E-66/10.70. The topography in the immediate vicinity around the wind farm is slightly undulating. The specifications and geographical coordinates of the turbines in the Westphalian Basin area used for the calculations are given in Tables 5 and 6 , respectively.
Sites in the Westphalian
The target wind farm Suedlohn is located at a distance of about 1.5 km East of the border to the Netherlands. The wind farm is located Southwest of the community of Suedlohn, 24 km away from the wind farm Coesfeld. As for the wind farm Coesfeld, the topography in Suedlohn is expected to have some effects on the wind regime due to upwind obstruction effects at hills [8, 33] . The near surrounding of the site is dominated by arable land, pasture, and widespread farm buildings.
At the site Suedlohn, noise emissions restrictions produce legal reasons to reduce the sound level of the turbines affecting the farm houses in the vicinity of the turbines during nighttime. Therefore, the turbines SU 2 and SU 3 are operated with sound reduced performance characteristics from 22:00 to 6:00 which reduces the nominal power output from 800 kW to 600 kW.
The data collection period for the two sites in the Westphalian Basin covers two years from January 1, 2006, to January 1, 2008, providing 732 daily data records. The wind is dominated by winds from West and Southwest at both wind farms because no larger topographic structures are affecting the superimposed West wind drift.
However, the Southwesterly wind directions exhibit a slightly higher frequency at the site Coesfeld ( Figure 6 ). In order to achieve the best comparability anemometer data from turbine CO 1 was used for the comparison of the wind conditions as the hub height of 70.5 m is closest to the hub height of 75.6 of the turbines at the target site Suedlohn.
The correlation coefficients (Table 7) indicate that the combination of increased topographic structure and the distance of 25 km between the wind farm delivering the input data (Coesfeld) and the target wind farm (Suedlohn) lead to a functional relation between, then, input and target variables that cannot be described well by a simple linear approach. Thus, due to their ability to emulate any nonlinear functions, neural networks provide an ideal tool for such situations. The available energy output data were divided randomly in the training data, test data, and validation data (602 training data records, 65 test data records, and 65 validation data records). The neural network modeling results for the energy yield values of the turbines SU 1 to SU 3 are given in Table 8 considering all results of the respective three best networks.
Only the power output values of all five turbines were used as input vectors for all neural networks.
The correlations of the network reproduced values with the corresponding measured values are all high and statistically significant ( = 0.95, ≤ 0.05) for the validation data sets of all target turbines (Table 8) .
Since turbine SU 2 was affected most by the noise reduction restrictions, the absolute RMSE values are smallest for that turbine which has to be taken into account while interpreting the relatively low RMSE values. Nevertheless, the associated Spearman rank correlation coefficient shows that, despite altering operating conditions during nighttime, the neural networks produce satisfactory results (Tables 8 and 9 ). Nevertheless, the scattering of differences between modeled and observed values when considering multiple networks is an unwanted effect.
Since the accumulated RMSE is calculated from the squared residual values, the direction of deviation is not considered when constraining the length of the network learning process as shown in (3) . Network ensembles provide a way to reduce these variations among a group of neural networks trained for the same purpose.
By weighted averaging of the output values of individual networks, the variations are smoothed and deliver improved results [34, 35] . The weight factors for the averaging were determined using the RMSE values of the incorporated networks.
It is noteworthy in the context of the present work that the results from the individual networks are satisfactory. For the application in practice, there is at least no urgent need for improvement. Nevertheless, since this study outlines the usefulness of neural networks for energy output modeling for wind turbines in order to close data gaps, the performance of a network ensemble was analyzed for turbine SU 1.
As shown in Table 10 , the results could be improved using an ensemble composed of three neural networks. In comparison to the values gained through the best single RBF network (Table 8) , improved from 0.95 to 0.97, while the RMSE could be reduced by 82 kWh.
The distance between the two wind farms in the Muensterland lowland area is more than 20 km. Moreover, the more complex topography leads to a relationship between the power output values of the two wind farms that can hardly be captured by simple linear functions (Table 7) . Nevertheless, the results show that the neural network approach delivers sound results using data that were collected over a period of 2 years only.
Mountainous Sites with Complex Topography.
The region around the third pair of sites is located in the mountainous area within the Rhine Massif near the Southern rim of the Ebbe Mountains in central Germany (Figure 1 ) in the densely forested Sauerland region.
Accordingly, the topographic and in particular the orographic conditions will have a significant influence on regional scale and local scale wind fields [36] . Caused by the vast forested areas with different stand ages and scattered towns, the surface roughness is significantly higher compared to the previously presented sites causing higher shear stress on the airmass. These topographic conditions make the wind field modeling challenging and make a simple spatial interpolation of wind velocities and wind energy yields, respectively, unfeasible. The technical specifications and geographical coordinates of the turbines used for the calculations for the mountainous site are given in Tables 11  and 12 , respectively. The area is mostly used for forestry and grazing. The wind farm Wenden is located 1.2 km South of the village Wenden. The wind farm Olpe delivering the input data for the neural network training and calculations is located 11 km North-Northeast of the wind farm Wenden and about 3.6 km Northeast of the town Olpe. The topography in the vicinity of both wind farms is undulating.
The data collection period for the turbines in Olpe and Wenden exceeds four years from January 1, 2004, until April 1, 2008. However, because the input vector is mathematically mapped on the output value by the neural networks, the number of variables in the input vector cannot be altered from the dimensionality used for the training and adjustment procedure when applying the trained network to new data. Hence, 1430 daily records that contain the synchronal operating data of all five wind turbines were available.
The wind conditions measured at 80 m above ground show significant differences between the two wind farm sites. At both locations the Southwestern wind directions exhibit the highest wind speeds. The West-Southwesterly and South-Southwesterly wind directions are more frequent in Olpe compared to the site in Wenden (Figure 7 ). The distributions of the wind direction indicate the effect of the orography in the complex terrain creating pronounced local scale wind fields with distinct distributions of wind velocity and direction at the two sites.
A training dataset of 1100 data records was used for the calculations on the site pair Olpe/Wenden. The test dataset and the validation dataset consisted of 165 data records each.
The Spearman rank correlation coefficients are lower compared to the coastal sites and the sites in the Westphalian Basin area presumably caused by the more complex, nonlinear relationship between wind energy yields of the two wind farms. Nevertheless, correlations are still high reaching values from 0.90 to 0.93 (Table 13 ).
The comparison of the frequency distributions show that the energy output values in the most occupied class of less than 1000 kWh per day are better captured by the RBF networks in both cases (Figure 8) . Also, for the other bins, the frequencies calculated by the best RBF agree best with the measured frequencies with the exception of a single value above 9000 kWh calculated by the RBF (topology 3-22-1) that was not observed in the corresponding validation dataset (Figure 8(a) ).
To account for the more complex topographic conditions, we tested the addition of more input variables that potentially carry the information needed to better map the input values onto the energy yields of the target turbines. While choosing additional input variables, one must avoid that redundant variables are chosen as an increased number of variables will affect the ability to find the global minimum of the error function during the network training process [13, 37] . This effect is also known as the "curse of dimensionality" and affects all multivariate optimization algorithms [38] .
Sensitivity analyses are one method to ensure that only variables are used as input that are important to map the input vectors on the target values. Sensitivity analyses determine the influence of each variable on the minimum of RMSE by, first, determining the minimal error, while taking all input variables into account. In the next steps, the values of the input variables will be partially replaced by random values, while the other input variables remain unchanged. This is done consecutively through all variables. The minimum error applying the random valuesis then compared to the original minimum error ( 0 ) achieved with the original values of the respective variable. This is done by simply calculating the ratio = / 0 . Thus, an error ratio equal to 1 or less indicates that the variable does not add additional information. In that case, the variable can be considered disruptive or at least redundant and should not be used as input variable.
In Table 14 , the error ratios for the network that was optimized for the reproduction of the energy output values of the turbine WE 1 are shown using the operating data recorded by the three turbines of the Olpe wind farm.
The ranks reflect the influence of each input variable on the result. The higher a specific variable is ranked, the more it contributes to the error minimization. Only variables that exhibit an error ratio > 1.1 were used for the neural networks during further analyses [32] . The error ratios confirm that the energy output values have a large impact on the quality of the results. It is also shown that additional wind meteorological variables and operating data such as the instantaneous power contain important information to model the target variable. The fact that the wind direction exhibits an error ratio of 2.233 also underlines the importance of the topographic effects on the wind energy yields in complex terrain. Since the dimensionality of the input vector was increased, more neurons in the hidden layers were needed for the two RBF networks used [12] .
Through application of the additional important variables the performance of the neural network could be increased (Table 15 ). The correlation between the energy output calculated with the neural network utilizing the additional input variables and the measured energy output could be increased from a maximum of 0.92 (Table 12 ) to 0.97 (Table 15) . Furthermore, The RMSE accumulated over 165 validation data records was reduced by 20.4% from 599 on 477 kWh. Using an RBF network ensemble did not increase the correlation but slightly reduced the RMSE by another 1.9% (Table 15 ). 
Conclusion
We presented a neural network approach to model the daily energy yields of wind turbines by training neural networks using the data of other wind farms. The method was deployed on three examples with different spatial setups and distances between the input sites and the target sites in exemplary regions covering a variety of topographic complexity. The results show that artificial neural networks provide a capable mathematical tool to deliver reliable results. The data modeled by the trained neural networks are highly correlated to the corresponding data measured by the operating and surveillance system of the turbines with coefficients of 0.9 and higher. Differences between the predictions of the best networks are small for the coastal sites as well as for the sites in the mostly flat region of the Westphalian Basin. Both network types tested allow a sound and accurate filling of the data gaps. However, the RBF networks turned out to better capture extreme values compared to the respective best MLP networks.
The biggest advantage of the method of artificial neural networks to fill data gaps is the fact that no information about the relationships between the variables or the statistical distributions of the individual quantities must be assumed prior to the network training.
In combination with the fast learning procedure for RBF networks, this makes them a suitable approach for wind energy yield predictions in practice.
The operating data of wind turbines are recorded today by default with high temporal resolution and many important technical parameters as well as basic wind meteorological measurements.
Our results show that these additional measurements can significantly increase the performance of the neural networks especially in areas with complex topography. Therefore, the approach presented helps to reduce the uncertainty of future wind energy predictions conducted with wind flow models. The work presented delivers the methodical framework to be deployed anywhere on the globe where input and related output data is available to train the artificial neural networks. Due to the increasing demand for energy the application of specifically trained networks for turbines in complex terrain is of great interest in practice. Distances between wind turbines used as input and the target locations can be significantly larger than the distances considered in our case studies. Modeled power output values could be used as input for a different ANN that is applied on turbines even further away from the turbines that deliver the primary input values. Exploring the capability of the ANN approach to work on larger spatial scales by using consecutive stages of input and output datasets is a goal for future research in order to utilize the inherent flexibility of artificial neural networks and increase the planning dependability for wind energy projects.
