Abstract. Given a covariance matrix, we consider the problem of maximizing the variance explained by a particular linear combination of the input variables while constraining the number of nonzero coefficients in this combination. This problem arises in the decomposition of a covariance matrix into sparse factors or sparse PCA, and has wide applications ranging from biology to finance. We use a modification of the classical variational representation of the largest eigenvalue of a symmetric matrix, where cardinality is constrained, and derive a semidefinite programming based relaxation for our problem. We also discuss Nesterov's smooth minimization technique applied to the semidefinite program arising in the semidefinite relaxation of the sparse PCA problem. The method has complexity O(n 4 log(n)/ǫ), where n is the size of the underlying covariance matrix, and ǫ is the desired absolute accuracy on the optimal value of the problem.
Introduction. Principal component analysis (PCA) is a popular tool for data
analysis, data compression and data visualization. It has applications throughout science and engineering. In essence, PCA finds linear combinations of the variables (the so-called principal components) that correspond to directions of maximal variance in the data. It can be performed via a singular value decomposition (SVD) of the data matrix A, or via an eigenvalue decomposition if A is a covariance matrix.
The importance of PCA is due to several factors. First, by capturing directions of maximum variance in the data, the principal components offer a way to compress the data with minimum information loss. Second, the principal components are uncorrelated, which can aid with interpretation or subsequent statistical analysis. On the other hand, PCA has a number of well-documented disadvantages as well. A particular disadvantage that is our focus here is the fact that the principal components are usually linear combinations of all variables. That is, all weights in the linear combination (known as loadings) are typically non-zero. In many applications, however, the coordinate axes have a physical interpretation; in biology for example, each axis might correspond to a specific gene. In these cases, the interpretation of the principal components would be facilitated if these components involved very few non-zero loadings (coordinates). Moreover, in certain applications, e.g., financial asset trading strategies based on principal component techniques, the sparsity of the loadings has important consequences, since fewer non-zero loadings imply fewer transaction costs.
It would thus be of interest to discover sparse principal components, i.e., sets of sparse vectors spanning a low-dimensional space that explain most of the variance present in the data. To achieve this, it is necessary to sacrifice some of the explained variance and the orthogonality of the principal components, albeit hopefully not too much.
Rotation techniques are often used to improve interpretation of the standard principal components (see [10] for example). Vines or Kolda and O'Leary [27, 12] considered simple principal components by restricting the loadings to take values from a small set of allowable integers, such as 0, 1, and −1. Cadima and Jolliffe [4] proposed an ad hoc way to deal with the problem, where the loadings with small absolute value are thresholded to zero. We will call this approach "simple thresholding." Later, algorithms such as SCoTLASS [11] and SLRA [28, 29] were introduced to find modified principal components with possible zero loadings. Finally, Zou, Hastie and Tibshirani [30] propose a new approach called sparse PCA (SPCA) to find modified components with zero loading in very large problems, by writing PCA as a regressiontype optimization problem. This allows the application of LASSO [24] , a penalization technique based on the l 1 norm. All these methods are either significantly suboptimal (thresholding) or nonconvex (SCoTLASS, SLRA, SPCA).
In this paper, we propose a direct approach (called DSPCA in what follows) that improves the sparsity of the principal components by directly incorporating a sparsity criterion in the PCA problem formulation, then forming a convex relaxation of the problem. This convex relaxation turns out to be a semidefinite program.
Semidefinite programs (SDP) can be solved in polynomial time via general-purpose interior-point methods [23, 25] . This suffices for an initial empirical study of the properties of DSPCA and for comparison to the algorithms discussed above on small problems. For high-dimensional problems, however, the general-purpose methods are not viable and it is necessary to exploit problem structure. Our particular problem can be expressed as a saddle-point problem which is well suited to recent algorithms based on a smoothing argument combined with an optimal first-order smooth minimization algorithm [21, 17, 2] . These algorithms offer a significant reduction in computational time compared to generic interior-point SDP solvers. This also represents a change in the granularity of the solver, requiring a larger number of significantly cheaper iterations. In many practical problems this is a desirable tradeoff; interior-point solvers often run out of memory in the first iteration due to the necessity of forming and solving large linear systems. The lower per-iteration memory requirements of the first-order algorithm described here means that considerably larger problems can be solved, albeit more slowly. This paper is organized as follows. In section 2, we show how to efficiently maximize the variance of a projection while constraining the cardinality (number of nonzero coefficients) of the vector defining the projection. We achieve this via a semidefinite relaxation. We briefly explain how to generalize this approach to non-square matrices and formulate a robustness interpretation of our technique. We also show how this interpretation can be used in the decomposition of a matrix into sparse factors. Section 5 describes how Nesterov's smoothing technique (see [21] , [20] ) can be used to solve large problem instances efficiently. Finally, section 6 presents applications and numerical experiments comparing our method with existing techniques.
Notation. In this paper, S n is the set of symmetric matrices of size n, and ∆ n the spectahedron (set of positive semidefinite matrices with unit trace). We denote by 1 a vector of ones, while Card(x) denotes the cardinality (number of non-zero elements) of a vector x and Card(X) is the number of non-zero coefficients in the matrix X. For X ∈ S n , X 0 means that X is positive semidefinite, X F is the Frobenius norm of X, i.e., X F = Tr(X 2 ), λ max (X) is the maximum eigenvalue of X and X ∞ = max {i,j=1,...,n} |X ij |, while |X| is the matrix whose elements are the absolute values of the elements of X. Finally, for matrices X, Y ∈ S n , X • Y is the Hadamard (componentwise or Schur) product of X and Y .
2. Semidefinite Relaxation. In this section, we derive a semidefinite programming (SDP) relaxation for the problem of maximizing the variance explained by a vector while constraining its cardinality. We formulate this as a variational problem, then obtain a lower bound on its optimal value via an SDP relaxation (we refer the reader to [26] or [3] for an overview of semidefinite programming).
2.1. Sparse Variance Maximization. Let A ∈ S n be a given symmetric matrix and k be an integer with 1 ≤ k ≤ n. Given the matrix A and assuming without loss of generality that A is a covariance matrix (i.e. A is positive semidefinite), we consider the problem of maximizing the variance of a vector x ∈ R n while constraining its cardinality:
Because of the cardinality constraint, this problem is hard (in fact, NP-hard) and we look here for a convex, hence efficient, relaxation.
Semidefinite Relaxation.
Following the lifting procedure for semidefinite relaxation described in [15] , [1] , [13] for example, we rewrite (2.1) as: 2) in the (matrix) variable X ∈ S n . Programs (2.1) and (2.2) are equivalent, indeed if X is a solution to the above problem, then X 0 and Rank(X) = 1 mean that we have X = xx T , while Tr(X) = 1 implies that
We have made some progress by turning the convex maximization objective x T Ax and the nonconvex constraint x 2 = 1 into a linear constraint and linear objective. Problem (2.2) is, however, still nonconvex and we need to relax both the rank and cardinality constraints.
Since for every u ∈ R n , Card(u) = q implies u 1 ≤ √ q u 2 , we can replace the nonconvex constraint Card(X) ≤ k 2 , by a weaker but convex constraint: 1 T |X|1 ≤ k, where we exploit the property that X F = √ x T x = 1 when X = xx T and Tr(X) = 1. If we drop the rank constraint, we can form a relaxation of (2.2) and (2.1) as:
which is a semidefinite program in the variable X ∈ S n , where k is an integer parameter controlling the sparsity of the solution. The optimal value of this program will be an upper bound on the optimal value of the variational problem in (2.1). Here, the relaxation of Card(X) in 1 T |X|1 corresponds to a classic technique which replaces the (non-convex) cardinality or l 0 norm of a vector x with its largest convex lower bound on the unit box: |x|, the l 1 norm of x (see [7] or [6] for other applications).
2.3. Extension to the Non-Square Case. Similar reasoning applies to the case of a non-square matrix A ∈ R m×n , and the problem:
in the variables (u, v) ∈ R m × R n where k 1 ≤ m, k 2 ≤ n are fixed integers controlling the sparsity. This can be relaxed to:
in the variable X ∈ S m+n with blocks X ij for i, j = 1, 2. Of course, we can consider several variations on this, such as constraining Card(u, v) = Card(u) + Card(v).
A Robustness Interpretation.
In this section, we show that problem (2.3) can be interpreted as a robust formulation of the maximum eigenvalue problem, with additive, componentwise uncertainty in the input matrix A. We again assume A to be symmetric and positive semidefinite.
In the previous section, we considered a cardinality-constrained variational formulation of the maximum eigenvalue problem:
Here we look instead at a variation in which we penalize the cardinality and solve:
in the variable x ∈ R n , where the parameter ρ > 0 controls the magnitude of the penalty. This problem is again nonconvex and very difficult to solve. As in the last section, we can form the equivalent program:
in the variable X ∈ S n . Again, we get a relaxation of this program by forming:
which is a semidefinite program in the variable X ∈ S n , where ρ > 0 controls the magnitude of the penalty. We can rewrite this problem as:
in the variables X ∈ S n and U ∈ S n . This yields the following dual to (3.2):
which is a maximum eigenvalue problem with variable U ∈ S n . This gives a natural robustness interpretation to the relaxation in (3.2): it corresponds to a worst-case maximum eigenvalue computation, with componentwise bounded noise of intensity ρ imposed on the matrix coefficients.
Let us first remark that ρ in (3.2) corresponds to the optimal Lagrange multiplier in (2.3). Also, the KKT conditions (see [3, §5.9.2]) for problem (3.2) and (3.4) are given by:
If the eigenvalue λ max (A+ U ) is simple (when, for example, λ max (A) is simple and ρ is sufficiently small), the first condition means that Rank(X) = 1 and the semidefinite relaxation is tight, with in particular Card(X) = Card(x)
2 if x is the dominant eigenvector of X. When the optimal solution X is not of rank one because of degeneracy (i.e. when λ max (A + U ) has multiplicity strictly larger than one), we can truncate X as in [1, 13] , retaining only the dominant eigenvector x as an approximate solution to the original problem. In that degenerate scenario however, the dominant eigenvector of X is not guaranteed to be as sparse as the matrix itself.
4. Sparse Decomposition. Using the results obtained in the previous two sections we obtain a sparse equivalent to the PCA decomposition. Given a matrix A 1 ∈ S n , our objective is to decompose it in factors with target sparsity k. We solve the relaxed problem in (2.3):
Letting X 1 denote the solution, we truncate X 1 , retaining only the dominant (sparse) eigenvector x 1 . Finally, we deflate A 1 to obtain
, and iterate to obtain further components. The question is now: When do we stop the decomposition?
In the PCA case, the decomposition stops naturally after Rank(A) factors have been found, since A Rank(A)+1 is then equal to zero. In the case of the sparse decomposition, we have no guarantee that this will happen. Of course, we can add an additional set of linear constraints x T i Xx i = 0 to problem (4.1) to explicitly enforce the orthogonality of x 1 , . . . , x n and the decomposition will then stop after a maximum of n iterations. Alternatively, the robustness interpretation gives us a natural stopping criterion: if all the coefficients in |A i | are smaller than the noise level ρ ⋆ (computed in the last section) then we must stop since the matrix is essentially indistinguishable from zero. Thus, even though we have no guarantee that the algorithm will terminate with a zero matrix, in practice the decomposition will terminate as soon as the coefficients in A become indistinguishable from the noise.
5. Algorithm. For small problems, the semidefinite program (4.1) can be solved efficiently using interior-point solvers such as SEDUMI [23] or SDPT3 [25] . For largerscale problems, we need to resort to other types of convex optimization algorithms because the O(n 2 ) constraints implicitly contained in 1 T |X|1 ≤ k make the memory requirements of Newton's method prohibitive. Of special interest are the algorithms recently presented in [21, 17, 2] . These are first-order methods specialized to problems such as (3.3) having a specific saddle-point structure. These methods have a significantly smaller memory cost per iteration than interior-point methods and enable us to solve much larger problems. Of course, there is a price: for fixed problem size, the first-order methods mentioned above converge in O(1/ǫ) iterations, where ǫ is the required accuracy on the optimal value, while interior-point methods converge as O(log(1/ǫ)). Since the problem under consideration here does not require a high degree of precision, this slow convergence is not a major concern. In what follows, we adapt the algorithm in [21] to our particular constrained eigenvalue problem.
A Smoothing Technique.
The numerical difficulties arising in large scale semidefinite programs stem from two distinct origins. First, there is an issue of memory: beyond a certain problem size n, it becomes essentially impossible to form and store any second order information (Hessian) on the problem, which is the key to the numerical efficiency of interior-point SDP solvers. Second, smoothness is an issue: the constraint X 0 is not smooth, hence the number of iterations required to solve problem (2.3) using first-order methods such as the bundle code of [8] (which do not form the Hessian) to an accuracy ǫ is given by O(1/ǫ 2 ). In general, this complexity bound is tight and cannot be improved without additional structural information on the problem. Fortunately, in our case we do have structural information available that can be used to bring the complexity down from O(1/ǫ 2 ) to O(1/ǫ). Furthermore, the cost of each iteration is equivalent to that of computing a matrix exponential (roughly O(n 3 )).
Recently, [21] and [20] (see also [17] ) proposed an efficient first-order scheme for convex minimization based on a smoothing argument. The main structural assumption on the function to minimize is that it has a saddle-function format:
where f is defined over a compact convex set Q 1 ⊂ R n ,f (x) is convex and differentiable and has a Lipschitz continuous gradient with constant M ≥ 0, T is an element of R n×n andφ(u) is a continuous convex function over some closed compact set Q 2 ⊂ R n . This assumes that the functionφ(u) and the set Q 2 are simple enough so that the optimization subproblem in u can be solved very efficiently. When a function f can be written in this particular format, [21] uses a smoothing technique to show that the complexity (number of iterations required to obtain a solution with absolute precision ǫ) of solving:
. This is done in two steps. Regularization. By adding a strongly convex penalty to the saddle function representation of f in (5.1), the algorithm first computes a smooth ǫ-approximation of f with Lipschitz continuous gradient. This can be seen as a generalized MoreauYosida regularization step (see [14] for example).
Optimal first-order minimization. The algorithm then applies the optimal first-order scheme for functions with Lipschitz continuous gradient detailed in [18] to the regularized function. Each iteration requires an efficient computation of the regularized function value and its gradient. As we will see, this can be done explicitly in our case, with a complexity of O(n 3 ) and memory requirements of O(n 2 ).
5.2. Application to Sparse PCA. Given a symmetric matrix A ∈ S n , we consider the problem given in (3.3) (where we can assume without loss of generality that ρ = 1):
in the variable X ∈ S n . Duality allows us to rewrite this in the saddle-function format:
where
As in [21] , to Q 1 and Q 2 we associate norms and so-called prox-functions. To Q 1 , we associate the Frobenius norm in S n , and a prox-function defined for U ∈ Q 1 by:
With this choice, the center U 0 of Q 1 , defined as:
is U 0 = 0, and satisfies d 1 (U 0 ) = 0. Moreover, we have:
Furthermore, the function d 1 is strongly convex on its domain, with convexity parameter of σ 1 = 1 with respect to the Frobenius norm. Next, for Q 2 we use the dual of the standard matrix norm (denoted · * 2 ), and a prox-function
where log X refers to the matrix (and not componentwise) logarithm, obtained by replacing the eigenvalues of X by their logarithm. The center of the set Q 2 is X 0 = n −1 I n , where d 2 (X 0 ) = 0. We have
The convexity parameter of d 2 with respect to · * 2 , is bounded below by σ 2 = 1. (This non-trivial result is proved in [20] .)
Next we compute the (1, 2) norm of the operator T introduced above, which is defined as:
To summarize, the parameters defined above are set as follows:
Let us now explicitly formulate how the regularization and smooth minimization techniques can be applied to the variance maximization problem in (5.3).
Regularization. The method in [21] first sets a regularization parameter
The method then produces an ǫ-suboptimal optimal value and corresponding suboptimal solution in a number of steps not exceeding
The non-smooth objective f (X) of the original problem is replaced with
where f µ is the penalized function involving the prox-function d 2 :
Note that in our case, the function f µ and its gradient are readily computed; see below. The function f µ is a smooth uniform approximation to f everywhere on Q 2 , with maximal error µD 2 = ǫ/2. Furthermore, f µ has a Lipschitz continuous gradient, with Lipschitz constant given by:
In our specific case, the function f µ can be computed explicitly as:
which can be seen as a smooth approximation to the function f (U ) = λ max (A + U ). This function f µ has a Lipshitz-continuous gradient and is a uniform approximation of the function f .
First-order minimization.
An optimal gradient algorithm for minimizing convex functions with Lipschitz continuous gradients is then applied to the smooth convex function f µ defined above. The key difference between the minimization scheme developed in [18] and classical gradient minimization methods is that it is not a descent method but achieves a complexity of O(L/k 2 ) instead of O(1/k) for gradient descent, where k is the number of iterations and L the Lipschitz constant of the gradient. Furthermore, this convergence rate is provably optimal for this particular class of convex minimization problems (see [19, Th. 2.1.13]) . Thus, by sacrificing the (local) properties of descent directions, we improve the (global) complexity estimate by an order of magnitude.
For our problem here, once the regularization parameter µ is set, the algorithm proceeds as follows.
Repeat:
Step one above computes the (smooth) function value and gradient. The second step computes the gradient mapping, which matches the gradient step for unconstrained problems (see [19, p.86 
]).
Step three and four update an estimate sequence see ( [19, p.72] ) of f µ whose minimum can be computed explicitly and gives an increasingly tight upper bound on the minimum of f µ . We now present these steps in detail for our problem (we write U for U k and X for X k ).
Step 1. The most expensive step in the algorithm is the first, the computation of f µ and its gradient. Setting Z = A + U , the problem boils down to computing u * (z) := arg max X∈Q2 Z, X − µd 2 (X) (5.5) and the associated optimal value f µ (U ). It turns out that this problem has a very simple solution, requiring only an eigenvalue decomposition for Z = A + U . The gradient of the objective function with respect to Z is set to the maximizer u * (Z) itself, so the gradient with respect to U is ∇f µ (U ) = u * (A + U ). To compute u * (Z), we form an eigenvalue decomposition Z = V DV T , with D = diag(d) the matrix with diagonal d, then set
where d max := max {j=1,...,n} d j is used to mitigate problems with large numbers. We then let u * (z) = V HV T , with H = diag(h). The corresponding function value is given by:
which can be reliably computed as:
Step 2. This step involves a problem of the form:
where U is given. The above problem can be reduced to a Euclidean projection:
arg min
The solution is given by:
Step 3. The third step involves solving a Euclidean projection problem similar to (5.6), with V defined by:
Stopping criterion. We can stop the algorithm when the duality gap is smaller than ǫ:
is our current estimate of the dual variable (the function u * is defined by (5.5)). The above gap is necessarily non-negative, since both X k and U k are feasible for the primal and dual problem, respectively. This is checked periodically, for example every 100 iterations.
Complexity. Since each iteration of the algorithm requires computing a matrix exponential (which requires an eigenvalue decomposition and O(n 3 ) flops in our code), the predicted worst-case complexity to achieve an objective with absolute accuracy less than ǫ is [21] :
log n/ǫ).
In some cases, this complexity estimate can be improved by using specialized algorithms for computing the matrix exponential (see [16] for a discussion). For example, computing only a few eigenvalues might be sufficient to obtain this exponential with the required precision (see [5] ). In our preliminary experiments, the standard technique using Padé approximations, implemented in packages such as Expokit (see [22] ), required too much scaling to be competitive with a full eigenvalue decomposition.
Numerical results & Applications.
In this section, we illustrate the effectiveness of the proposed approach (called DSPCA in what follows) both on an artificial data set and a real-life data set. We compare with the other approaches mentioned in the introduction: PCA, PCA with simple thresholding, SCoTLASS and SPCA. The results show that our approach can achieve more sparsity in the principal components than SPCA (the current state-of-the-art method) does, while explaining as much variance. The other approaches can explain more variance, but result in principal components that are far from sparse. We begin by a simple example illustrating the link between k and the cardinality of the solution.
Artificial data.
To compare the numerical performance with that of existing algorithms, we consider the simulation example proposed by [30] . In this example, three hidden factors are created:
with V 1 , V 2 and ǫ independent. Afterward, 10 observed variables are generated as follows: independent for j = 1, 2, 3, i = 1, . . . , 10. We use the exact covariance matrix to compute principal components using the different approaches.
Since the three underlying factors have roughly the same variance, and the first two are associated with four variables while the last one is associated with only two variables, V 1 and V 2 are almost equally important, and they are both significantly more important than V 3 . This, together with the fact that the first two principal components explain more than 99% of the total variance, suggests that considering two sparse linear combinations of the original variables should be sufficient to explain most of the variance in data sampled from this model [30] . The ideal solution would thus be to use only the variables (X 1 , X 2 , X 3 , X 4 ) for the first sparse principal component, to recover the factor V 1 , and only (X 5 , X 6 , X 7 , X 8 ) for the second sparse principal component to recover V 2 .
Using the true covariance matrix and the oracle knowledge that the ideal sparsity is four, [30] performed SPCA (with λ = 0). We carry out our algorithm with k = 4. The results are reported in Table 6 .1, together with results for PCA, simple thresholding and SCoTLASS (t = 2). Notice that DSPCA, SPCA and SCoTLASS all find the correct sparse principal components, while simple thresholding yields inferior performance. The latter wrongly includes the variables X 9 and X 10 (likely being misled by the high correlation between V 2 and V 3 ), moreover, it assigns higher loadings to X 9 and X 10 than to each of the variables (X 5 , X 6 , X 7 , X 8 ) that are clearly more important. Simple thresholding correctly identifies the second sparse principal component, probably because V 1 has a lower correlation with V 3 . Simple thresholding also explains a bit less variance than the other methods. 6.2. Pit props data. The pit props data (consisting of 180 observations and 13 measured variables) was introduced by [9] and is another benchmark example used to test sparse PCA codes. Both SCoTLASS [11] and SPCA [30] have been tested on this data set. As reported in [30] , SPCA performs better than SCoTLASS in the sense that it identifies principal components with 7, 4, 4, 1, 1, and 1 non-zero loadings, respectively, as shown in Table 6 .2. This is much sparser than the modified principal components by SCoTLASS, while explaining nearly the same variance (75.8% versus 78.2% for the 6 first principal components) [30] . Also, simple thresholding of PCA, with a number of non-zero loadings that matches the result of SPCA, does worse than SPCA in terms of explained variance.
Following this previous work, we also consider the first 6 principal components. We try to identify principal components that are sparser than those of SPCA, but explain the same variance. Therefore, we choose values for k of 5, 2, 2, 1, 1, 1 (two less than the values of SPCA reported above, but no less than 1). Figure 6 .1 shows the cumulative number of non-zero loadings and the cumulative explained variance (measuring the variance in the subspace spanned by the first i eigenvectors). It can be seen that our approach is able to explain nearly the same variance as the SPCA method, while clearly reducing the number of non-zero loadings for the first six principal components. Adjusting the first value of k from 5 to 6 (relaxing the sparsity), we obtain results that are still better in terms of sparsity, but with a cumulative explained variance that is uniformly larger than SPCA. Moreover, as in the SPCA approach, the important variables associated with the six principal components do not overlap, which leads to a clearer interpretation. Table 6 .2 shows the first three corresponding principal components for the different approaches (DSPCAw5 denotes runs with k 1 = 5 and DSPCAw6 uses k 1 = 6). 6.3. Controlling sparsity with k. We present a simple example to illustrate how the sparsity of the solution to our relaxation evolves as k varies from 1 to n. We generate a 10 × 10 matrix U with uniformly distributed coefficients in [0, 1]. We let v be a sparse vector with: 0, 1, 0, 1, 0, 1, 0, 1, 0) .
We then form a test matrix A = U T U + σvv T , where σ is a signal-to-noise ratio that we set equal to 15. We sample 50 different matrices A using this technique. For each value of k between 1 and 10 and each A, we solve the following SDP:
We then extract the first eigenvector of the solution X and record its cardinality. In Figure 6 .2, we show the mean cardinality (and standard deviation) as a function of k. We observe that k + 1 is actually a good predictor of the cardinality, especially when k + 1 is close to the actual cardinality (5 in this case). In fact, in the random examples tested here, we always recover the original cardinality of 5 when k + 1 is set to 5. 
Computing Time versus Problem
Size. In Figure 6 .2 we plot the total CPU time used for randomly chosen problems of size n ranging from 100 to 800. The required precision was set to ǫ = 10 −3 , which was always reached in fewer than 60000 iterations. In these examples, the empirical complexity appears to grow as O(n 3 ).
6.5. Sparse PCA for Gene Expression Data Analysis. We are given m data vectors x j ∈ R n , with n = 500. Each coefficient x ij corresponds to the expression of gene i in experiment j. For each vector x j we are also given a class c j ∈ {0, 1, 2, 3}. We form A = xx T , the covariance matrix of the experiment. Our objective is to use PCA to first reduce the dimensionality of the problem and then look for clustering when the data are represented in the basis formed by the first three principal components. Here, we do not apply any clustering algorithm to the data points, we just assign a color to each sample point in the three dimensional scatter plot, based on known experimental data.
The sparsity of the factors in sparse PCA implies that the clustering can be attributed to fewer genes, making interpretation easier. In Figure 6 .3, we see clustering in the PCA representation of the data and in the DSPCA representation. Although there is a slight drop in the resolution of the clusters for DSPCA, the key feature here is that the total number of nonzero gene coefficients in the DSPCA factors is equal to 14 while standard PCA produces three dense factors, each with 500 nonzero coefficients. 
