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ABSTRACT
A simplified model of the halftone contact screening
system was devised and tested to determine the applicability
of the model for predicting frequency transfer
characteristics of the system. The model was tested using
illuminance sinusoids of varying frequency as input to the
halftone system. The output was obtained by optically
correlating the exposing sine wave with its halftone image.
It was found that the halftone system is capable of
transfering information at frequencies greater than the
screen frequency, and that the model generally underestimates
the ability of the system to reproduce high frequency
information, although the basic shape of the function could
be predicted. The descrepancies were attributed to the
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INTRODUCTION
In 1852, William Henry Fox Talbot was awarded British
patent number 565 for exposing a continuous tone photograph
through a cloth to produce a screened negative1. The fibers
of the cloth, and the spaces between them, acted as a crude
contact screen. Around this same time Pretsch2 was using a
reticulated gelatin system which was capable of printing
reproductions of photographs. The gelatin reticulated in a
manner proportional to the amount of exposure. Prints were
made by inking the relief image photograph, and transferring
the image to paper. This system, however, proved to have an
unacceptably large granular structure to the image. Some
other early attempts at making halftone reproductions were
too cumbersome to be practical. The first commercial printed
halftone, produced photographically, came in 1880 when the
New York Daily Graphic printed a line halftone called
"Shantytown"
. This marked a breakthrough since, up to this
time, photographs which appeared in newspapers and magazines
were reproduced by artists, who would turn a photographic
print into a lined drawing, from which the printing plate
would be made . The printing surface was formed
photomechanically , but the
"screen"
was put in by the
artists. Such a process was not only expensive, but also time
consuming. Although this milestone had been reached, dots
were not yet accepted. The press operators, at that time,
opposed the idea; they believed dots could not print as well
as lines^.
Although the first photographic halftone to appear in
print was a lined halftone, the development of halftone dots
was not far behind.
Ives6
took two glass plates each engraved
with a series of minute, parallel lines, and cemented them
face-to-face at right angles to create a high quality
crossline screen for making halftone negatives.
Ives7
also
made some initial investigations into the effect that such
factors as screen to film distance, f -number, and screen
ruling have on the dots produced in the negative. Levy was
responsible for improving the screen by making the lines and
spaces more uniform. For some time to come, the procedures
leading to high quality halftone negative production lay in
operator experience, which constituted a company's trade
secrets. These procedures were not based on physical
understanding of the system but on trial and error. The
operators had a certain
"feel"
for the conditions which would
lead to the creation of a quality halftone negative, and in
this sense, the camera operators were not necessarily
technicians, but, it could be argued, artists. Although there
were several theories which attempted to explain the physics
of halftone dot formation, the application of mathematics to
make system predictions was somewhat limited. Attempts at
exposing the mysteries of halftone reproduction, such as the
Agfa-Gevaert Screen-Key System, were typically empirically
based^
With Yule's invention and subsequent development of the
halftone contact screen in the 1940 's10, the complexities
associated with crossline screens could be removed from
halftone photography. The new contact screens were more
versatile, less costly, and, incidently, less prone to
breakage than crossline screens. The dot profile of the
screen can be changed to alter the resulting tone
11
reproduction . In addition, even greater versatility can be
achieved by use of magenta dye contact screens. The basic
density range (BDR) of the screen can be altered by using
yellow and magenta filters to alter the spectral character of
the exposing source, changing the apparent transmittance
profile of the screen. Contact screens are also able to





Over the past several years, there has been an increasing
number of papers appearing in the literature which deal with
the application of mathematics to the halftone photography
system. Some significant contributions have been made in
predicting various output characteristics of halftone images,
given a set of input parameters. In a paper which dealt with
modeling the tone reproduction
characteristics of a halftone
line screen,
Engeldrum13
predicted screening curves from
screen and exposure characteristics. Screening schemes which
reduce aliasing error have
been the topic of several
interesting papers. Aliasing manifests itself in the halftone
image as Moire patterning or low frequency "beats".
Allebach describes a "random quasiperiodic" scheme which is
implemented electronically. In this system the image still
consists of a periodic array of cells, but the placement of
the dots within the cells is random. Each individual dot is
broken up into parts which are distributed randomly within
the cell. Thus, the average transmittance of each cell
remains the same, while aliasing is reduced due to the random
placement of the dot fragments within the cell.
Roetling15
was able to reduce aliasing with his process by using a
feedback system to ensure that gray levels matched in both
the original image and the halftone image. Streifer et al.
6
were able to make dot shape predictions for crossline screens
using their model which was based on diffraction of the lens
aperture and screen, and on partial coherence. The model of
the system was flexible enough to handle changes in the
exposing source wavelength, the shape and size of the
aperture, screen to film distance, and screen ruling.
Predictions of the dot contours as a function of exposure
agreed quite well with experimental data. Oittinen and
Saarelma discussed the application of the modulation transfer
function for the dot spreading which occurs when a printing
surface strikes the page17. This spreading is due to physical
interactions between the ink and the paper, and results in
altered tone reproduction as well as producing color shifts
in the resulting image.
An investigation which deals directly with mathematically
modeling the image formation step of halftone images was
performed by Kermisch and RoetlinglS. In their work they
developed a somewhat complex model for representing the
halftone image of a continuous tone object in both the space
and frequency domains. They also gave examples of the
dependence of aliasing on the shape of the dot used, pointing
out specific differences between square and diamond dots.
Experimental verification of their model was given in the
form of photos of the optical Fourier transform of computer
generated halftone images.
Neugebauer
, recognizing the position dependence of any
MTF measurements made on a halftone screening system,
discussed the utility of an average MTF and the application
of the central limit theorem to calculate this transfer
function. He predicted a Gaussian shape for such a transfer
function, and also believed that a mathematical derivation of
the MTF would be a difficult exercise.
With the advent of more concise, descriptive,
notation2
,
a mathematical description of the screen and its effect on
image formation is made easier. This work deals with the
creation of a simplified first-order model of the halftone
screening system in both the space and frequency domains. In
addition, experimental verification of the model will be
21
obtained using the sine wave modulation
technique*'-'-
.
A first-order mathematical model of the system can be
derived which describes the screen and the halftoning process
in both the space and frequency domains.
Spread Function and MTF
In order to derive an expression for the MTF of the
screen, it is helpful to consider the screen to be made up of
a series of imaging cells of dimension (b)x(b), where
'b'
is
the spatial period of the screen. It can be shown that a
properly filtered conventional contact screen has a profile
of the following form in two dimensions:
p(x,y) = al + a2[cos(27rx/b) + cos(27Ty/b)] (1)
where al and a2 are chosen to appropriately
model the mean value and amplitude of the
screen, and b is the screen period.
There exist three basic screen designs, each with its own
characteristic shape for the profile of the screen cell:
positive, negative, and conventional screens. The equation
above depicts a mathematical representation of the
conventional type.
The screen spread function is defined in this model to be








The Rect functions serve to limit the size of the cell to
a square measuring (b)x(b). The MTF of the screen can now be
written simply as the modulus of the Fourier transform of the
screen spread function:
MTF(fx,fy) = |S(fx,fy)| (3)
where S(f ,f ) is the two-dimensional
Fourier transform of s(x,y) and f and f
are the frequency counterparts to the y
x and y axes.
The functional description of S<f ,f ) is given below.
x y
S<fx,f ) = Sinc(bfx)Sinc(bf ) +
a2[Sinc(bf
x+l)Sinc(bf+1 ) + Sinc(bfx+l)Sinc(bf -1) (4)
+ Sinc(bf -l)Sinc(bf +1) + Sinc(bf -l)Sinc(bf -1)]
_. /X-x .
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The above expression represents an average MTF in that
the position dependence of the system is removed by
considering that the position of a continuous tone image
relative to the screen period would, on the average, result
in the MTF derived here.
Figures 1 and 2 display graphically the model derived
above for
0
and 45 screen angles. The plots are taken along
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Figure 1. Frequency Domain .Model of Halftone System:
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Figure 2. Frequency Domain Model of Halftone System;
45
Screen Angle
Screen Model Applied to Image Formation
The screen model can be applied to an object, o(x,y), by
considering the formation of the halftone image to be a
convolution of the object with the screen cell, followed by
multiplication of this convolution by a two-dimensional comb
function. This result is then convolved with a function which
describes the physical response of a halftone dot due to
exposure, film, and development effects. Mathematically the
object which has had the halftone screen applied to it can be
written in the following form:
oH<x,y)=[<o<x,y)*s(x,y)) b~ZComb ( x /b ) Comb<y/b)]*h(x,y). (5)
oo
where Comb(x/b) = lb|^ 5<x-nb),
oo
h(x,y) is the halftone dot function,
and
'*'
denotes the convolution operation as
defined below:
oo
f(x,y)*g(x,y) = /f (u,v)g(x-u,y-v)dudv.
oo
In the frequency domain the following is obtained:
0H(fx,fy)=[(0(fx,fy)S(fx,fy))*Comb(bfx)*Comb(bfy>]H<fx,fy) (6)
In order to test this model of the halftone system, the
frequency response of a halftone
contact screen can be
determined using the sine
wave modulation technique. Sine
waves of several different frequencies can be exposed on a
halftone screen/lithographic film combination. Once the film
has been processed, the
screened sine wave image will be
visible. In order to read out the amplitude of the resulting
10
sine wave, the following scheme is proposed. The screened
image of the sine wave can be optically correlated with the
exposing sine wave. This can be shown mathematically in the
equation below:
c<x,y) = cos (2 f x)*o(x,y)
o n
where oH(x,y) is, in this case, the
screened image of a sinusoid
of spatial frequency f .
Since the system is tuned to one particular spatial
frequency, no response from any other spatial frequencies can
be included in the resulting correlation. This can be
illustrated by examining a mathematical representation of the





Figure 3. Optical Correlation of Two Sine Waves
Depicted in the Frequency Domain
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In the space domain, the mathematical operation is
correlation; therefore, in the frequency domain, the
corresponding operation is multiplication of the spectrum of
the exposing sinusoid by the spectrum of the halftoned image
of the sinusoid. Because the spectrum of the exposing
sinusoid is zero everywhere but at +/-f , only the f
frequency component of the halftoned image is passed by the
system.
The result of the correlation can be recorded in the
following manner. As the exposing sine wave is swept across
the screened sine wave image, the resulting irradiance
profile as a function of time can be recorded with the aid of
an integrating sphere, detector, and chart recorder. The
electrical signal generated by the detector can be amplified
and then sent to the chart recorder. The amplitude of the
sine wave recording is, by definition, the Fourier component
for that particular spatial frequency. By making these
measurements across the entire frequency band of interest,
the sine wave response of the screen can be measured.
12
EXPERIMENTAL
In this section, each of the major parts of the thesis
will be discussed in detail. For simplicity, the discussion
is broken down into three parts: apparatus, measurements, and
computer modeling. In the apparatus section, the construction
of the apparatus will be discussed. A photograph of the
apparatus can be found in Figure 4. The measurements section
will consist of a discussion of standard procedures which
were followed to make the frequency filtering measurements
along with a presentation of experimental procedures for
various system calibrations. Then, a discussion of the
computer modeling exercise will follow.
Apparatus
One-dimensional sinusoids were created using a
fluorescent tube light source, a slit aperture, a
one-dimensional square wave, and an appropriate distance at
which to project the sine wave image. Please refer to Figure
5 for a schematic representation of the optical system. The
light from the fluorescent tube is obstructed by a slit
aperture running parallel to
the length of the tube. The
light then passes through the square wave, producing a
blurred image of the square wave, which, at the correct
distance, should be sinusoidal. A
piece of frosted plastic is
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was placed, a distance of one focal length from the slit
aperture, between the slit and the square wave, in order to
collimate the light from the slit source falling on the
square wave. This had the effect of improving the uniformity
of the resulting sine wave. The distances between the slit
aperture, square wave, and diffuse glass are dependent on
such things as slit width and spatial frequency of the square
wave.
Next an exposure system was needed to image the sine wave
on the screened film, to control the exposure of the film,
and to hold the halftone screen in intimate contact with the
lithographic emulsion. Using the original sine wave object
created as described above, sine waves of different spatial
frequencies were produced with a lens. When the magnification
of the lens changed, so did the spatial frequency of the
exposing sine wave, which is located in the image plane of
the lens. The focal length of the lens was chosen to minimize
the distances required to form images of the sine wave, while
allowing for a wide range of spatial
frequencies to be used.
The maximum frequency investigated in this study had been
1
chosen to be 170 lpi (6.7 mm ), which is twice the frequency
of the 85 lpi screen which had been selected. The minimum
spatial frequency required was chosen on the basis of
experimental results. This selection was dependent upon the
spatial frequency at which the output modulation of the
system was no longer reduced, as spatial frequency is
16
decreased. Another criterion for lens selection was a small
f /number, which kept the exposure times short. A shutter
system (a leaf shutter, since it was available at no cost)
was selected which provided control of exposure times. Times
of exposure were less than a minute. Finally, a vacuum platen
was devised to hold the screen and film in contact during
exposure. The platen was made from plexiglas and has a groove
scribed in it to provide a channel for the vacuum line. The
lith film had to be cut in an unusual manner to provide
access for the screen to the vacuum channel, thus ensuring
intimate contact between the screen and the film. Also a
three-pin register system was added to the vacuum platen so
that the exposed and processed film could be returned to its
exposing position on the platen.
In order to perform and record the correlation of the
exposing sinusoid with the screened image of the sinusoid,
the following device was used. The correlation was
accomplished by means of an opto-mechanical system consisting
of a motor, the vacuum platen, an integrating sphere with a
photomultiplier tube (PMT) detector, an electronic system to
amplify the signal produced by the PMT, and
a chart recorder.
The vacuum platen and integrating sphere are shown in Figure
6. The motor was used to drive the square wave which, in
turn, moves the sine wave and, thus,
the sine wave image
produced by the lens. See Figure 7 for
a photograph of the
motor and micrometer assembly. When the film had been exposed
Figure 6. Photograph of Vacuum Platen Assembly and
Integrating Sphere
18
Figure 7. Photograph of Motor and Micrometer Assembly
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and processed, it was returned to the position in which it
was exposed on the platen, and the vacuum was applied to hold
the film stationary. The integrating sphere was then moved
into position directly behind the film sample, and the
exposing sine wave was projected on the screened film. As the
square wave (and, hence, the sine wave) was driven by the
motor in a direction perpendicular to its bars, the
irradiance falling into the sphere varied sinusoidally . Light
in the sphere was converted to an electrical signal by the
PMT detector. Since the current produced by the PMT is linear
with light intensity, and since the chart recorder used
recorded voltage not current, it was necessary to perform a
current-to-voltage conversion of the signal. Because there is
an AC flicker in the light output of the fluorescent tube, it
was necessary to install a capacitor in series with the
feedback resistor on the current-to-voltage converter. See
Appendix A for amplifier schematics.Additional amplification
of the signal, subsequent to the current-to-voltage converter
was not necessary before the signal was sent to the chart
recorder to collect the data for the chosen spatial
frequency. However, a unity gain amplifier was used after the
current to voltage converter in order to enhance the offset
range of the chart recorder used in this investigation. The




In order to collect meaningful data from the apparatus
described above, it was necessary to adopt standard
procedures, make appropriate calibrations of the apparatus,
and then take the data. It is the purpose of this section to
discuss these topics.
Before the apparatus could be used to obtain data on the
screen, it was necessary to analyze the PMT's response to
varying light levels, to determine if it responded linearly
with light intensity. The sine wave generator was turned on
and the position of the lens was set to provide the maximum
throughput of the system, as it would be used when making
measurements. The integrating sphere with the PMT attached
was placed in the image plane of the lens. The device used to
read the signal produced by the PMT was a voltmeter. The
voltmeter was read to obtain data for an unattenuated signal,
and this data was recorded. Then, a 0.30 Wratten neutral
density filter was placed in front of the port on the sphere.
Another reading was taken. This procedure was repeated for
several more filters of greater neutral density, until the
range of voltages produced in this test matched the range
observed when samples were being read on the
opto
mechanical
correlator. In this way, the PMT could be checked for
linearity of response over the range of the data. This
procedure was followed twice: once for the photomultiplier
tube, and once for a silicon blue cell, which originally was
21
to serve as the detector in the integrating sphere. The
silicon cell was abandoned due to a large amount of noise
present in the signal at low light levels.
One of the basic requirements of the apparatus was that
it record the correlation of the sine wave with the halftoned
sine wave object without introducing distortions to the data.
Since the intensity of the light falling in the sphere was
adjusted to simulate the intensities seen during actual use,
it was assured that the PMT responded linearly, and the sine
waves output by the chart recorder would be uncorrupted by
non-linear response in the PMT. As shown in Figure 8, the
photomultiplier tube is able to respond linearly to light
intensities over the range required.
It was also necessary to examine the "sine
wave"
in order
to determine the degree to which it departed from a true
sinusoid. To do this, the following experiment was devised.
The frosted Mylar sheet which was the surface on which the
sine wave fell, was outfitted with a slit 0.25 mm wide. The
width was chosen based on the spatial frequency of the
-1 -1
exposing sinusoid, 12.45 in
'
(0.49 mm ). This provided a
slit which was approximately one-tenth the period of the
sinusoid. The silicon blue cell (SBC) was mounted directly
behind the slit. The cell was a square, 1 cm. on a side.
Then, the motor which drives the square wave was turned on.
As the square wave travelled, so did the sine wave, and this









Figure 8. Voltage Produced by PMT as a Function of
Transmittance
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detector. After several periods of the sine wave had gone by,
the motor and recorder were turned off. The chart recording
was then used to provide the data for input to a fast Fourier
transform computer program. From the chart recordings it was
also possible to obtain the frequency of the sinusoidal
object by knowing the ratio of the chart and stage speeds.
Recording the sine wave response of an imaging system, of
course, presupposes that the input to the system is
sinusoidal. Presence of higher order harmonics in the
exposing sine wave serves to confuse the results of an
already complicated imaging system. Fortunately, with a
little care, it was possible to obtain a very pure sine wave
(see Figs. 9 and 10) using the sine wave generator described
earlier. The technique for producing the sinusoids was quite
simple to implement, and much less tedious than producing
transmittance sinusoids of varying frequency on film. In
addition, control of the modulation of the sinusoid can be
attained easily by changing the difference between the high
density and low density in the bar target.
A standard processing procedure was adopted for the film
to be used in the study, Kodak Kodalith Ortho Type 3. The
film was developed in Kodak Kodalith developer for 2.75
minutes at 20C, the time and temperature recommended in the
literature accompanying the film. The complete processing
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Processing Schedule For Kodak Kodalith Film
Lith Dev. 2.75 min
Stop bath 30 sec
Fixation 2 min
Wash 2 min




Processing was carried out in a sink set up to maintain
all processing trays at a constant temperature (20 C) . This
was accomplished by placing a rubber stopper, which had a
large hole in it in the drain. The water filled the sink up
to the level allowed by the rubber stopper (about 1 cm.).
After this point, the water flowed through the hole in the
rubber stopper and down into the drain. By keeping the
temperature-regulated water flowing in the sink, the
temperature of the processing chemicals could be regulated.
The flasks containing the two parts of the lithographic
developer were placed in an 11x14 deep tray and were kept at
20C by running temperature-regulated water in the tray. The
water temperature was monitored by placing an immersion
thermometer in the sink, and checking the temperature on a
regular basis. The largest change in temperature noted was
0.5C. The incoming water temperature was adjusted to
compensate for the change in the temperature of the water in
the sink.
27
Focusing the sinusoid properly on the film prior to
exposure was an important consideration in the experimental
work described here. Inadequate focusing techniques could
easily modify the results obtained, and likely lead to an
increase in the variability of the data. In an effort to
avoid focusing problems, the following technique was adopted.
After the lens had been positioned for the desired spatial
frequency, a microscope, which could be mounted on the
optical bench, was placed so that the image of the sinusoid
was in focus. A piece of clear acetate, cut to the same
specifications as the film, was placed on the vacuum platen,
the contact screen was placed over this piece of clear
acetate, and the vacuum was applied. While looking through
the microscope, the vacuum platen was positioned so that the
sine wave exposure and the emulsion of the contact screen
were coplanar. In this way, it was possible to assure that
the sine wave was focused properly for exposure.
A magnification calibration was performed in order to
determine the spatial frequency of the exposing sinusoid. An
object of known size was the reference used in the plane of
the sine wave object. The object used was the physical width
of the sine wave object itself. The lens holder was placed in
the desired position on the lens bench, and the sine wave
object was focused using the focusing procedure described
above. This object was photographed using the exposure system
described previously. From this film recording, measurement
28
of the image size was accomplished using a Nikon Measuring
Microscope. The image size divided by the object size will
give the magnification of the system for a particular sine
wave object to lens position. By making magnification
measurements at several different sets of lens conjugates, a
plot of the reciprocal of magnification as a function of lens
distance was produced. The reciprocal of the magnification
was chosen since this should and did produce a linear
relationship between the dependent and independent variables,
and simplified the regression analysis which was applied.
Calibration of the magnification of the optical system
was necessary in order to obtain the spatial frequency of the
exposing sinusoid. This calibration was carried out with
little difficulty, and the calibration agrees quite well with
the simple equation shown below:
s=f (1+m-1).
where s is the distance from the
object to the lens, f is the focal
length of the lens, and m is the magnification.
The equation above indicates that a linear relationship
exists between distance and the reciprocal of magnification.
In Figure 11, the reciprocal of magnification is plotted as a
function of the lens position in order to provide a linear
relationship between the
dependent and independent variables.

































Figure 11. Magnification Calibration of Instrument:
Reciprocal of Magnification as a Function
of Lens Position
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An exposure calibration was performed in order to ensure
that the apparatus would give the same exposure regardless of
spatial frequency. Since the spatial frequency of the
exposing sinusoid was directly dependent on lens position,
the apparatus was calibrated in terms of lens position,
instead of spatial frequency. The system was calibrated by
first removing the square wave target from the micrometer
stage and replacing it with a 0.30 Wratten neutral density
filter. Then the exposure was calibrated in terms of the time
it took to produce 50% dots on a piece of lithographic film,
with the contact screen in place. The lens was positioned and
the vacuum platen placed in the image plane of the lens using
the focusing procedure outlined previously. The film and
screen are then positioned and an exposure was made. The film
was then processed and examined to determine if the exposure
time used was the time necessary to produce a 50% dot. In
order to determine whether a 50% dot had been created, a
MacBeth densitometer was used. The densitometer was zeroed on
the film base, and then the density of the screened recording
was obtained. The procedure was repeated until a 0.30 density
(50% dot) was obtained, and then a new lens position was
chosen, and the exposure
test cycle began again. In this way,
a plot of exposure time necessary to produce 50% dots as a
function of lens position was produced.
Figure 12 displays the data obtained from the calibration









Figure 12. Exposure Calibration of Instrument: Exposure to
Produce a 50% Dot as a Function of Lens Position
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time as a function of the inverse square of the distance
should produce a linear relationship, but in this case it
does not.
In order to obtain a measure of the reliability of the
data, an error estimate was needed. This took the form of an
estimate of replication error as a function of spatial
frequency. Several samples were taken at one spatial
frequency and the variance of the peak heights recorded by
the chart recorder was determined. This procedure was
repeated for several spatial frequencies. The variances thus
obtained were used to put 95% confidence limits on the data
used to produce the plots of spatial frequency filtering
factor as a function of spatial frequency, which was the
objective of this research.
At this point, it is appropriate to describe the
procedure used to collect the data to attain the objective of
the thesis. First, the lens was positioned to obtain the
desired spatial frequency sinusoid. Then, the sinusoidal
image was focused on the screen as discussed previously. The
shutter was closed and a piece of lith film was placed in the
pin register system, and the halftone contact screen was
placed over the film; the vacuum was then applied. The sample
was exposed for the time indicated by the exposure
calibration for that particular lens position. After
exposure, the vacuum was turned off,
and the film was
processed according to the
schedule in Table I. Once
33
processed and dried, the film, which now contains a visible
image of the screened sinusoid, was placed back in the
position in which it was exposed. A clear acetate sheet was
placed over the film sample in order to hold the sample to
the vacuum platen. The opto-mechanical correlation step came
next in the sequence. The integrating sphere was moved into
position directly behind the vacuum platen; the chart
recorder and motor were activated, and recording of the
correlation of the exposing sinusoid and the screened image
of the sinusoid commenced. The apparatus was allowed to run
for approximately 3 minutes, and at the end of that time the
vacuum, motor, and chart recorder were all turned off. The
sample was then removed from the vacuum platen, and the cycle
was repeated for a new lens position (and, hence, spatial
frequency ) .
The angular orientation dependence of the screen was
investigated. by measuring the frequency response of the
screen at two different screen angles: zero degrees and
forty-five degrees. The maximum spatial frequency
-1
investigated was twice the screen frequency or 170 in (6.7
-1 - -1
mm ). The spatial frequency increment was 7.5 in (1/3
-1,
mm ) .
Since the halftone screening system is, in reality,
position dependent, an investigation of the position
dependence was appropriate. The worst case for this position
dependence occurs at integer multiples of the screen
34
frequency. Depending on the position of the sine wave's
crests and troughs relative to the position of the dots in
the halftone screen when the film is exposed, the resultant
modulation will change. For example, if the crests of the
exposing sine wave line up exactly with the dots of the
screen, a lower modulation results in the image than if the
troughs were to be lined up with the dots. An investigation
of this phenomenon was performed which incorporated the
position dependence of the system with the data being taken.
To do this, the exposing sine wave was aligned with the dot
pattern in the screen before exposure. The maximum and
minimum modulation cases were investigated by setting up the
relative positions of the sine wave and the contact screen
prior to exposure according to the examples given above. In
this way a modulation envelope was created when data from
both the maximum and minimum modulation cases are plotted
together.
Both the lens and the film used in this experiment
contributed to reducing the modulation of the exposing sine
waves, since the modulation
transfer functions of these two
components were not unity for all spatial frequencies of
interest. Since the degradation caused by these components
was present in the screened film image, their effects had to
be removed. The lens and film MTF's were determined so that
their contributions could be removed from the data, leaving
only the frequency filtering characteristics of the halftone
35
screen. This was accomplished by dividing the value obtained
for the system frequency transfer factor, by the MTF's of the
lens and film. The edge gradient
technique22
was used to
determine the modulation transfer functions of the lens and
the film.
Edge gradient analysis (EGA) was applied to the
lithographic film used in this investigation in order to
determine whether the spatial frequency range investigated in
this work would be affected by the frequency response of the
film. A low contrast edge was produced on Kodak 649F plates
by contact exposing a razor edge onto the plate. The exposed
plate was developed in POTA developer at 20C for 4 minutes.
Once processing and drying were completed, this plate was
contact printed onto the lithographic emulsion, and developed
according to the processing schedule given in Table I. The
low contrast edge obtained was scanned on an Ansco
microdensitometer. A step tablet exposure on the lith film
was also made so that density data obtained in the subsequent
scanning step could be related to the
exposure given to the
film. Exposure data from the edge was then used as input for
a computer program written to perform EGA.
The lens used in this project was a 50 mm f/2.8 Zeiss
Jena Tessar. The modulation transfer function of this lens
was measured at the Eastman Kodak Company United States
Apparatus Division. Several different sets of lens conjugates
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Figure 14. Cascaded MTF of Film and Lens in
Spatial
Frequency Region of Interest
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be different depending on the distances used.
In Figure 13 the MTF's of the film and the lens are
plotted. Figure 14 shows the product of the two MTF's over
the spatial frequency region of interest.
Microdensitometric measurements of the halftone contact
screen were made on an Ansco Automatic Recording
Microdensitometer Model IV. These measurements were made so
that a value for a_ in the model could be obtained. This
value is simply the screen density range divided by two.
The optical Fourier transform of the contact screen was
also obtained so that the transform generated optically could
be compared to the screen model. A diagram of the system used
to produce the optical transform is in Figure 15. One
modification made to the system was the addition of a frosted
Mylar screen on which the Fourier transform image fell.
Photographs were made of the image on the frosted plastic
using a 35mm Nikkormat camera with a
100mm macro lens. The
film used to record the image was Kodak Panatomic-X, and a
fourteen stop exposure bracket was
used. This gross
over-bracketing was done in order
to get a clear picture of
the high frequency information in the transform image, which
might not have been of enough intensity to make its image
visible to the unaided eye.
Computer Modeling
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was programmed to simulate the mathematical model developed
in the introduction of this proposal. All programs were
written in the FORTRAN 77 programming language, available on
the VAX computer. The source code for these programs can be
found in Appendix H.
A program was written to perform the fast Fourier
transform of the sine wave data obtained in the analysis of
the sine wave exposing system. The program reads in data
collected over four periods of the sine wave produced by the
sine wave generator, and transforms the data using an FFT
23
subroutine given by Bloomfield .
Also, a program was written which calculates the values
of the model as a function of spatial frequency. As it is
written, the user enters the screen angle and the screen
frequency, and the program returns the profile of the model
in the frequency domain for that screen angle and screen
frequency .
Additionally, there is code written which performs the
data correction and normalization which had to be applied to
the data due to apparatus limitations.
In order to obtain the envelope for the graphs of spatial
frequency filtering factor as a function of spatial
frequency, a program was written which samples a sine wave
and produces information regarding the modulation which would
result. This resulting modulation is, as discussed before,
phase dependent, so the program provides information
41
regarding the relative phase of the sampling operation and
the sine wave. This program was written in an attempt to
document more fully the position dependence of the
measurements made with the experimental apparatus.
Finally, the program to perform the edge gradient
analysis of the lithographic film, as alluded earlier, was
written. This program provides information about the
filtering effects of the film at low spatial frequencies.
42
RESULTS
The data obtained from the sine wave testing of the
screen at the 0 screen angle is presented in Figure 16. The
data here is plotted with the model of the system transfer
function, which was shown earlier in Figure 1. The plot shows
data taken at both high and low modulation positioning for
the contact screen and sine wave.
Forty-five degree screen angle data is displayed in
Figure 17. Also plotted along with the data points is the
model of the system transfer function, shown earlier in
Figure 2.
Table 2 displays information regarding the variability
estimate of the experimental procedure. These values are
given as the 95% confidence interval as a function of spatial
frequency. The data was obtained by making several replicates
at the given spatial frequency, and then finding the standard
deviation of the data, and using this information to produce







































































































Screen Angles as a Function of Spatial Frequency













The discussion is separated into two sections:
measurements and discussion of the system model
applicability. The measurements section discusses the
measurements made with the apparatus, along with the system
anomalies which complicate the results. In the section
discussing the utility of the model, model limitations, as
well as the salient features of the model will be discussed.
Measurements
Data taken at the 0 screen angle shows that the model is
able to predict the general shape of the data, but as the
screen frequency is approached, the screen-based predictions
are limited in their ability to represent physical reality
(see again Fig. 16). As the screen frequency is approached
from low values, it becomes evident that the model begins to
underestimate the system's ability to modulate a sine wave.
At the same time, the model is still able to predict the
result of an exposure aligned for low modulation (i.e. when
the crests of the sine wave are lined up with the density
peaks of the screen during exposure). The data forms an
envelope which encloses the model, the latter lying near the
bottom of the envelope. As the spatial frequency of the
exposing sine wave is increased further, past the screen
frequency, the envelope decreases sharply, and follows the
47
shape of the model once again. Directly at the screen
frequency, it is possible to obtain both a very highly
modulated image and an image whose modulation approaches
zero. Figure 18 shows photomicrographs of the results of
exposures when the sine wave is aligned for high modulation,
and low modulation, and the frequency of the exposing sine
wave equals the screen frequency. The recording of modulation
by the sample aligned for low modulation is an exposure
artifact, since an image can be formed between the density
peaks of the contact screen in a row of cells parallel to the
crests of the sine wave.
An interesting phenomenon of which to take note is the
fact that the halftone system is capable of recording
information at frequencies greater than the sampling (screen)
frequency. This is due to the ability of the halftone screen
to form partial dots on the lithographic film. Indeed, with
this sine wave exposure method, not only partial dots, but
also
"split"
dots can be seen (see for example Fig. 19). When
the frequency of the exposing sine wave became high enough,
and the screen was in the proper alignment, the exposing sine
wave produced dots cleaved down the center. This phenomenon
implies that the system is capable of recording information
at frequencies even greater than twice the screen frequency,
which was the limit used in this series of experiments.
However, when the halftone system tries to record periodic
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aliasing becomes a serious problem. The system could possibly
record frequencies as long as the dots could continue to be
fragmented. The degree to which this can continue is
difficult to predict, however, since there are many system
interactions to take into account (such as screen frequency,
spread function of the film, development effects, etc...).
The data collected at the 45 screen angle shows some
significant differences from the
0
screen orientation. First
of all, the model has a different shape (see again Fig. 17),
and does not go to zero until much further out in the
frequency spectrum, as compared to the model computed for a
0 screen angle. The value of modulation decreases until it
reaches approximately 60 lpi (2.33 mm ), and then increases
significantly to reach a local maximum at about 100 lpi (3.9
mm ) . The dip at 60 lpi can be explained by remembering that
when the screen is rotated from 0 to 45 , the effective
"sampling"
rate is decreased by a factor of the square root
of two (see Fig. 20). This frequency (60 lpi) then becomes a
kind of pseudo-screen frequency, although the screen was
manufactured to have a screen frequency of 85 lpi (3.33
-1.
mm ) .
The major effect contributing to the spread of values of
spatial frequency filtering factor at a particular spatial
frequency is the relative positioning
of the screen with
respect to the sine wave during exposure. This phenomenon has







Figure 20. Change in Sampling Rate at
45
52
When a sine wave is sampled at a specified spatial frequency,
the modulation output is dependent on the phase of the
sampling function relative to the sine wave itself. In Figure
21, there is a plot showing a modulation envelope that is
generated by sampling a sine waves at a given frequency. The
envelope shown is the extent of the modulations which can be
obtained by merely shifting the relative positions of the
samples on the sine wave. Note how, at the screen frequency,
there is a large dip in the modulation envelope. This is a
result of the positioning described earlier for maximum and
minimum modulation (see again Fig. 18). There also exist some
other significant reductions in modulation at one-half and
three-halves of the screen frequency (ca. 42.5 and 127.5
lpi). Other, less dramatic, dips in modulation occur at
one-third multiples of the screen frequency (1/3, 2/3, 4/3,
and 5/3) .
Another factor which complicates the analysis of this
imaging system is aliasing. Aliasing occurs at frequencies
greater than the screen frequency, and manifests itself as
the appearance of low frequency
"beat"
patterns in the image.
These patterns occur when re-screening a halftone image, and
also when trying to record periodic information at
frequencies greater than the screen frequency. Figure 22
shows an example of a halftone image in which aliasing is
easily seen. The actual exposing
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Since the model used in this analysis was derived for
simplicity, there are a few limitations to its use. In
reality, as stated before, the halftone system is able to
produce cleaved dots. This implies that the system is
actually capable of recording information at frequencies much
higher than the screen frequency. The model, in this case,
underestimates the ability of the system to produce detail.
Positioning of the object relative to the screen is not
addressed by the model. The phase information is unaccounted
for by the simplified
"MTF"
model derived earlier, and
represented by the sum of several
"sine"
functions. However,
there is some control of the phase given by equation 5 on
page 8, which describes mathematically the image-formation
process of the halftone system.
The concept of tone reproduction is not covered in this
model. The model simply uses a convolution of the sampled and
convolved image with a halftone dot function. The resulting
dots are then intensity modulated, instead of area modulated.
Since the dots used to represent the image are all of the
same size (50% dots), the highest density which this system
can reproduce is 0.3. The case in which 50% dots are used as
the halftone dot function, h(x,y), is the worst case as far
as frequency filtering is concerned.
This can be shown by
considering that the
Fourier transforms of 70% dots and 30%
dots (for example, other complimentary
pairs follow
56
logically) are the same. The only thing which changes is the
average value; the positions of the frequency components are
identical. The Fourier transform of the 50% dot will reveal a
function with a somewhat lower bandpass than, for example, a
30% dot would have, due to the relative size difference
between the two. This phenomenon contributes to the model
underestimating reality.
Although there are limitations in the model, it would be
unfair to say that it is too restricted to be practical. The
model does an adequate job of predicting the shape of the
transfer function. In addition, it also predicts the
frequencies at which various filtering phenomena occur for
both 0 and 45 screen angles, and provides "worst
case"
data
for the halftone imaging system.
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CONCLUSIONS
The halftone system is capable of reproducing detail at
frequencies much higher than the screen frequency. High
frequency information is recorded by the ability of the
halftone system to produce partial and split dots. The
reproduction of lines by the system is a good example of this
ability. The simplified model developed in this paper tends
to underestimate the ability of the halftone system to
reproduce detail at frequencies greater than the screen
frequency, but the basic shape of the transfer function is
predicted for exposures set for low modulation. Although the
halftone system can reproduce detail at comparatively high
frequencies, periodic information is marred by aliasing. The
recording of non-periodic, high frequency structure, such as
edges, however, show that the system is capable of
reproducing sharp edges, even for coarse screen sampling.
The relative phase of the screen and the sine wave at the
time of exposure plays an important role in determining the
modulation recorded. Shifting position of the sine wave
relative to the screen produces a change in the resulting
modulation. This is a direct result of the shift dependence
of the screen sampling the sine wave. The phase effect is
frequency dependent, with 1/2




screen and sine wave during exposure.
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At the 45 screen angle, the apparent screen frequency is
different from the 0 screen frequency by a factor of the
reciprocal of the square root of two. This occurs due to the
fact that when the screen is rotated by 45 , the distance
between the dots, as measured relative to the sine wave,
increases by a factor of the square root of two.
59
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Figure 26. Mount for Motor and Square Wave Stage
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Figure 27. Some Samples
of Data from the Chart Recorder
APPENDIX D
Table 3. Data Used for Plots of Frequency Filtering
Factor Obtained After Correction.
68
FREQ DIST HI MOD
0
LO MOD 0 45 DEG ZEROl
0.6600 56.6000 0.9380 0.9380 0.9380 1.0000
1.0000 60.3500 0.7212 0.7370 0.8854 0.7901
1.3300 64.0000 0.7227 0.7056 0.5139 0.5743
1.6600 67.6000 0.5916 0.5659 0.5135 0.4257
2.0000 71.3500 0.7049 0.4451 0.6151 0.3248
2.3300 75.0000 0.5484 0.4317 0.6079 0.2536
2.6600 78.6500 0.6020 0.3949 0.7088 0.2052
3.0000 82.4000 0.5377 0.5805 0.5841 0.1698
3.3300 86.0000 0.0521 0.9548 0.6121 0.1436
3.6600 89.6500 0.5136 0.2399 0.5968 0.1210
4.0000 93.4000 0.4809 0.4784 0.3372 0.1042
4.3300 97.0500 0.3631 0.2008 0.4256 0.0945
4.6600 100.6500 0.5027 0.3526 0.3109 0.0840
5.0000 104.4000 0.3676 0.1967 0.1179 0.0738
5.3300 108.0500 0.3455 0.1870 0.0000 0.0653
5.6600 111.7000 0.2716 0.1518 0.3256 0.0577
6.0000 115.4500 0.1581 0.0940 0.3251 0.0519
6.3300 119.0500 0.2798 0.1048 0.2165 0.0466
6.6600 122.7000 0.2324 0.1122 0.3581 0.0423
7.0000 126.4500 0.2457 0.1280 0.2507 0.0382
69





SPATIAL PEAK HEIGHTS OF
FREQUENCY DISTANCE HI MOD LO MOD
(CY/MM) <mm;? (MM) (MM)
0.66 56.60 1140. 00 1161.17
1.00 60.35 719. 33 746.66
1.33 64.00 530. 67 528.67
1.66 57.60 331. 67 324.67
2.00 71.35 295. 33 202.67
2.33 75.00 186. 17 155.00
2.66 78.65 164.,17 117.67
3.00 82.40 124,,17 134.67
3.33 B6.00 26,,00 176.50
3.66 B9.65 B5,,83 48.83
4.00 93.40 70,,17 71.00
4.33 97.05 49,,50 32.50
4.66 100.65 57,.83 44.17
5.00 104.40 40,,50 26.50
5.33 108.05 33,.33 21.83
5.66 111.70 25,,50 17.83
6.00 115.45 16,.00 12.33
6.33 119.05 20 .67 11.50
6.66 122.70 16 .00 10.33
7.00 126.45 15 .50 10.50
PEAK HEIGHT
SPATIAL OF
FREQUENCY DISTANCE 45 DEG
(CY/MM) (MM) (MM)
0. 66 56. 60 971. 67
1. 00 60. 35 741. 33
1. 33 64. 00 341. 33
1. 66 67. 60 254. 67
2. 00 71. 35 226. 33
2. 33 75. 00 175. 67
2. 66 78. 65 163. 00
3. 00 82. 40 115.,33
3. 33 B6,,00 101,,67
3. 66 89.,65 84,,33
4. 00 93,,40 46,,83
4. 33 97.,05 49,,00
4. 66 100,,65 34,.83
5.,00 104,,40 18,.00
5.,33 108,,05 7 .67
5,,66 111,,70 25 .67
6,,00 115,,45 22 .83
6,,33 119,.05 15 .50
6.,66 122 ,70 19 .33
7,,00 126,.45 14 .00
70
























































































Scans of the 85 lpi Contact
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C THIS PROGRAM COMPUTES THE FAST FOURIER TRANSFORM OF AN INPUT
C FILE (SPECIFIED IN THE
"OPEN"
STATEMENT BELOW). THE PROGRAM













C READ IN NUMBER OF POINTS IN THE DATA FILE













C SUBTRACT OUT THE AVERAGE VALUE OF THE FUNCTION






C CALCULATIONS REGARDING SAMPLING INTERVAL & FMAX
C
DELTAX= (4.0/0.49) /NPTS



















C PLOT SINWAV4.DAT AND CALCULATED SIN WAVE
C




CALL AXIS(2. 0,2.0, 'DISTANCE (MM)
'
,-13, 8. 5,0. 0,
1 DIST(NPTS+1),DIST(NPTS+2),1)
CALL AXIS(2. 0,2.0, 'VALUE OF SINE
WAVE'
, 18, 5. 5, 90. 0,
1 COSIGN (NPTS+1 ) , COSIGN (NPTS+2 ) , 1 )
CALL PLOT (2. 0,2. 0,-3)
XREAL (NPTS+1)=-1.2
XREAL (NPTS+2)=0.4
PRINT * , COSIGN (NPTS+1 ) , COSIGN (NPTS+2 ) ,XREAL (NPTS+1 ) ,XREAL (NPTS+2 )
CALL LINE (DIST,XREAL,NPTS, 1,-2, 5)
CALL LINE (DIST, COSIGN, NPTS, 1,0, 2)
CALL FINPT
C
C CALL FAST FOURIER TRANSFORM SUBROUTINE
C
CALL FFT (XREAL, XIMAG, NPTS, 0)
C





FREQ ( I ) =DELTAF* ( J-NPTS/2-1 )
90 CONTINUE
DO 130 I=l,NPTS/2
FREQ ( I ) = ( 1-1 ) *DELTAF
130 CONTINUE
C





C PLOT MODULUS OF FFT OF DATA
C
CALL BEGPT(2,,, ,)
CALL SCALE (FREQ, 8. 5,NPTS, 1)
CALL SCALE(MOD,5.5,NPTS,l)
CALL AXIS(2. 0,2.0, 'FREQUENCY (CY/MM)
'
,-17,8. 5,0. 0,
1 FREQ (NPTS+1), FREQ (NPTS+2), 3)
CALL AXIS(2. 0,2.0, 'MODULUS OF
TRANSFORM'
,20,5. 5,90. 0,
1 MOD (NPTS+1),MOD (NPTS+2), 2)









600 FORMAT (IX, 'REAL AND IMAGINARY ORIGINAL DATA')
610 FORMAT (//, IX, 'REAL AND IMAGINARY TRANSFORM DATA')
620 FORMAT (IX, 'THE SAMPLING INTERVAL IS




POINTS IN THE DATA FILE')
10 FORMAT(I3)
30 FORMAT (F4. 2)
STOP
END
MM, RESULTING IN A
)
SUBROUTINE FFT(XR,XI ,N , INV)
THIS SUBROUTINE IMPLEMENTS THE SANDE-TUKEY RADIX-2
FAST FOURIER TRANSFORM. EITHER THE DIRECT OR THE











INV INTEGER 0 FOR FORWARD
1 FOR INVERSE
ON RETURN




THE SERIES LENGTH UNCHANGED
































IF(KK .EQ. 0) GO TO 240
IF(M0D(KK,2) .EQ. 0) GO TO 230
J0=I0-I
WS=WR*UR ( JO ) -WI*UI ( JO )
WI=WR*UI ( JO ) +WI*UR ( JO )
WR=WS
230 KK=KK/2




































C* THIS PROGRAM TAKES INPUT FROM DATA FILES NEWZERO.DAT AND
C* NEWFORFIVE.DAT, SUBTRACTS THE BLANK VALUE AND NORMALIZES
C* THE DATA SO THAT THE GREATEST






DIMENSION FREQ ( 22 ) , FREQO ( 24 ) ,DIST ( 20 ) , ZER01 < 20 ) , IARR1 ( 2 ) ,
1 IARR2(2)





DATA IARR2/'HI M','OD '/
0PEN(UNIT=B,FILE='NEWZERO.DAT',TYPE='OLD')






























C NOW READ IN PEAK HEIGHTS IN F7.2 FORMAT
C
DO 1 1=1, NPTS
READ (8,20) PEAK01 ( I ) , PEAK02 ( I )
READ(9,40)PEAK45(I)





C NORMALIZE DATA TO FIRST ELEMENT IN THE ARRAY
C
NHI=NOSAMP(l)











C USE NOSAMP(I) TO NORMALIZE THE DATA COLLECTED
C
CALL DIVBYC ( PEAKOl , ZEROl )
CALL DIVBYC ( PEAK02 , ZEROl )
CALL DIVBYC (PEAK45, ZEROl)
C
C LOAD ARRAY FREQO WITH VALUES OF SPATIAL FREQUENCY
C















PART5=SINC (U-l ,V-l )
MODEL ( I ) =ABS ( PARTI +A2* ( PART2+PART3+PART4+PART5 ) )
12 CONTINUE
C
C PLOT ROUTINE FOR ZETA PLOTTER
C
CALL BEGPT(2,,,, )
CALL SCALE (FREQ, 7. 5,NPTS, 1)
CALL SCALE(FREQ0,7.5,NPTS+2,1)
CALL SCALE (PEAKOl, 5. 5, NPTS, 1)
CALL SCALE(PEAK02,5.5,NPTS,1)
CALL SCALE (MODEL, 5. 5,NPTS+2, 1)
CALL AXIS(2. 0,2.0, 'SPATIAL FREQUENCY (CY/MM)
'
,-25 , 7. 5 , 0. 0,
1 0.0 FREQ (NPTS+2) 2)
CALL AXIS(2. 0,2.0, 'FREQUENCY TRANSFER
FACTOR'
,25, 5. 5,90. 0,
1 0.0, PEAKOl (NPTS+2), 2)







CALL LINE (FREQ, PEAKOl, NPTS, 1,-1,1)
CALL LINE ( FREQ , PEAK02 , NPTS ,1,-1,5)
CALL LINE ( FREQO ,MODEL , NPTS+2 ,1,0,2)
CALL SYMBOL (5.0,4.0,-0.12,1,0.0,-1)
CALL SYMBOL (5.25,4.0,0.125, IARR1 ,0.0,8)
CALL SYMBOL (5. 0,3. 6, -0.12, 5, 0.0,-1)
B2
CALL SYMBOL (5.25,3.6,0.125, IARR2 ,0.0,8)
CALL FINPT
C




40 FORMAT (F7. 2)
50 F0RMAT(F5.2,1X,F6.2)
200 FORMAT (///)
300 FORMAT ( IX, 4F11.4)











, 4X , 'ZEROl')
100 FORMAT ( IX, 7F10.4)















C SUBROUTINE DIVBYC DIVIDES BY CORRECTION FACTOR (FILE=BLANK. DAT)
C
SUBROUTINE DIVBYC(XDATA,CORR)
DIMENSION XDATA ( 20 ) , CORR ( 20 )
DO 3 1=1,20








IF (U .EQ. 0.0) GOTO 1000
IF (V .EQ. 0.0) GOTO 1010
SINC=(SIN(PIAU)/(PI*U) )A(SIN(PI*V)/(PI*V) )
GOTO 1050










CA THIS PROGRAM TAKES INPUT FROM DATA FILES NEWZERO.DAT AND
C* NEWFORFIVE.DAT, SUBTRACTS THE BLANK VALUE AND NORMALIZES
C* THE DATA SO THAT THE GREATEST






DIMENSION FREQ( 22 ) , FREQO ( 35 ) ,DIST ( 20 ) , ZEROl ( 20 ) , IARR ( 5 ) ,
1 ADFREQ(ll)
REAL PEAK45(22) , NOSAMP ( 20 ),MODEL (35)
REAL LHI,NHI
DATA IARR/ '45 D','EGRE','E AN','GLE ','DATA'/
DATA ADFREQ/7 . 33,7.66,8.00,8.33,8.66,9.00,9.33,9.66,10.00,
1 10.33,10.66/
OPEN (UNIT=9 ,

















































CALL NORMAL (PEAK45, FHI)
ZHI=ZER01(1)
CALL NORMAL ( ZEROl,ZHI)
C






C LOAD ARRAY FREQO WITH VALUES OF SPATIAL FREQUENCY
C
FREQO(l)=0.0




14 FREQO ( I ) =ADFREQ ( 1-22 ) /SQRT (2.0)
C











MODEL ( I ) =ABS ( PARTI +A2A ( PART2+PART3+PART4+PART5 ) )
12 CONTINUE
C
C PLOT ROUTINE FOR ZETA PLOTTER
C
CALL BEGPT ( 2 , , , , )
CALL SCALE ( FREQ ,7.5,NPTS , 1 )
CALL SCALE (FREQO, 7. 5, NPTS+1 3,1)
CALL SCALE(PEAK45,5.5,NPTS,1)
CALL SCALE (MODEL, 5. 5,NPTS+1 3,1)
CALL AXIS(2. 0,2.0, 'SPATIAL FREQUENCY (CY/MM)
'
,-25 , 7 . 5, 0. 0 ,
1 0.0,FREQ(NPTS+2),2)
CALL AXIS(2. 0,2.0, 'FREQUENCY TRANSFER
FACTOR'
, 25 , 5 . 5, 90. 0,
1 0.0,PEAK45(NPTS+2), 2)
CALL PL0T(2. 0,2. 0,-3)








CALL SYMBOL (3.0,4.0,0.15, IARR ,0.0,20)
CALL FINPT
C













5X, 'LOW MOD',3X,'HI MOD'4X,'45 DEG',
1 4X, 'NOSAMPLE',4X, 'ZEROl')
100 FORMAT(1X,7F10.4)















C SUBROUTINE DIVBYC DIVIDES BY CORRECTION FACTOR (FILE=BLANK. DAT)
C
SUBROUTINE DIVBYC (XDATA, CORR)
DIMENSION XDATA ( 20 ), CORR (20)
DO 3 1=1,20








IF (U .EQ. 0.0) GOTO 1000
IF (V .EQ. 0.0) GOTO 1010
SINC=<SIN(PIAU)/(PI*U))*<SIN(PI*V)/(PI*V))
GOTO 1050
1000 IF (V .EQ. 0.0) GOTO 1020









C THIS PROGRAM CALCULATES THE PHASE SPREAD THAT IS SEEN WHEN






DIMENSION SINEWV( 1320), FREQ (70)
REAL PHASES( 40 , 5 ) ,MAX,MIN ,MODUL( 40 ) ,MAXMOD,MINMOD ,
1 MAXIMO(70),MINIMO(70)






























IF(MAX .LT. PHASES (K,L))MAX=PHASES(K,L)
IF(MIN .GT. PHASES (K,L) )MIN=PHASES(K,L)
70 CONTINUE
C




MODUL( K ) = (MAX-MIN ) / (MAX+MIN )





I F (MAXMOD . LT . MODUL ( N1 ) )MAXMOD=MODUL ( N1 )
IF(MINMOD .GT. M0DUL(N1 ) )MINMOD=MODUL(Nl )
BO CONTINUE




C CALL PLOT SUBROUTINES FROM ZETA LIBRARY
C
CALL BEGPT ( 2 , , , , )
CALL SCALE(FREQ,7.5,64,1)
CALL SCALE (MAXIMO, 5. 5,64,1)
CALL SCALE (MINIMO, 5. 5,64,1)
CALL AXIS(2. 0,2.0, 'SPATIAL FREQUENCY (CY/MM)
'
, -25 , 7. 5, 0. 0,
1 0.0,1.0,2)
CALL AXIS(2. 0,2.0, 'MODULATION OF SAMPLED
SINUSOID'
, 30, 5. 5 , 90. 0
1 0.0,0.2,2)
CALL PLOT(2. 0,2. 0,-3)
CALL LINE (FREQ,MAXIMO, 64, 1,0, 2)
CALL LINE (FREQ,MINIMO, 64, 1,0, 2)
CALL FINPT
C
C FORMAT STATEMENT BLOCK
C
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