In this article, we propose a novel methodology for detecting 1D periodical time series (single lead Electrocardiograph, ECG) by classification from QRS features extracted from the signal. Our approach starts by dividing the input signal in windows of a number of periods. The boundaries of a period are detected using the state of the art QRS detector. For each period, the input signal is filtered and the S, T, P and Q points are localized. Next we define two sets of classification features, one measuring the distances between the identified points and one considering the differences between the ECG values corresponding to these points. These features are further combined with the features from the remaining periods from the same window. This is the input data for the classification stage, where we use a decision tree. The process is repeated for each window extracted from an ECG and the final result is decided by a voting mechanism.
Introduction
Atrial fibrillation (AF) is one of the major causes of stroke, heart failure, sudden death and cardiovascular morbidity in the world. In 2010 more than 33 millions humans were diagnosed with this condition and it is expected that by 2030 this number will increase by 50% [1] . A stroke increases the risk of dementia and there is a consistent evidence that AF is associated with accelerated cognitive decline and higher risk of dementia for adults aged 45-85 years [2] .
We propose a new approach to detect AF from a single short lead of ECG by comparing multiple sample rates and different filtering techniques. The designed approach samples the input ECG, filters out the noise and, in the end, extracts new features. The features are dependent on the strategy used for detecting the positions of S, T, P and Q points ( Figure 2 ). The challenges for detecting the positions of the points are related to both the presence of measurement errors and to the noise inside the ECG data.
Related work
Many algorithms that have been proposed for detecting AF rely on the absence of P-waves or depend on RR segment variability [3] . The main drawback of the methods that use the P-wave (f-wave substitution) is the generation of false positives as the position of P might be confounded with noise. The other category of algorithms are more robust in computing the RR segment variability, but the variability alone can come from different heart arrhythmias.
In [4] the authors claim that RR variability for short ECG can be caused by the presence of ectopic beats, thus increasing false AF detection rate. They proposed to use TQ intervals and to decompose these intervals in wavelets.
For longer ECG the algorithm proposed in [5] computes the differences between consecutive RR segments and then transforms the values in symbols. Consecutive symbols are grouped in words. After that the algorithm computes the entropy between words so as to decide the randomness of the words. If the value is above a threshold that means the ECG recording contains AF.
Proposed Algorithm
A ECG recording is a time series and can be defined as a sequence of points (p) at successive moments in time (t). Our time series is one-dimensional and we assume that all the time series are sampled at the same frequency. Using this assumption we can define a time series as:
Our architecture ( Figure 1 ) contains four main modules that interact so as to classify the input time series.
The first module, the Time Series Collector (TSC), samples the continuous time series with the frequency f sampling . After the sampling, the module collects consecutive windows of n values. Formally the module can be described as:
where T S i is the i th time series window and n = |T S wi |. The second module, the Time Series Pre-Processor (TSP), detects and removes the short-term variations using 
For our use case we used the well known simple moving average (SMA) filter by computing the average sum of the points that are at a distance lower than a given radius r from the initial point. The new values represent the transformed time series, as illustrated in the following equation:
The Feature Extractor (FE) module starts by finding the positions of R points ( Figure 2 ) using the algorithm described in [6] . Instead of using a high band filter, we use a sombrero hat filter as suggested in [7] . The module extracts m RR segments (RR = a segment between two consecutive R points). If the module doesn't find m + 1 R points then it will predict the rhythm as being noise. Otherwise for each RR segment, it searches the positions of the Q and S points using the following formulas:
The positions of T and P points is searched inside the segment SQ using the following formulas: 
Using these positions, the module computes the Ox axis distances between the points P, Q, R, S, T and the Oy axis distances between the pairs (P, Q), (R, S) and (T, S). These distances are computed for each window (m consecutive RR segments) from the input time series. For each group of distances within a window, it computes the standard deviation, minimum, maximum and average values. These values represent the feature set F S for each window from the input time series.
The last module, Rhythm Identifier (RI) detects the rhythm from the extracted windows. This module has two layers of classifiers. In the first layer, decision trees analyse the FS of each window. In the second layer, a voting mechanism is applied to determine the overall rhythm for the entire input time series.
where F S i represent the feature set for the i th window.
Results and Evaluation
The dataset provided in [7] contains 8528 ECG recordings classified in 4 classes: normal rhythm, AF rhythm, other rhythm and noisy recordings. They also provide a method (Equation 11) for scoring the classifier. The dataset is heavily unbalanced, as normal case occurs frequently, but the other cases rarely occur.
We use for tuning the classifier a subset of 10% of the dataset that has the same distribution of classes as the full dataset. All the experiments were done in Matlab using the decision tree classifier. For each experiment we apply 10 cross-fold validation and we report the proposed score (s) and the F1 measure for AF (F 1 AF ).
where
Our first objective is to identify the needed amount of raw data which allows to find a correct solution of the problem. For this we need a trade-off between the used quantity of raw data which gives the minimum acceptable performance and the time to process which achieves the objective of early detecting the rhythm fault. The decision on the sample frequency and on the number of RR segments is taken based on the time performance ratio. We ran several experiments on different number of segments, m ∈ {5, 6, ..., 30} and different sampling frequencies f sampling ∈ {75, 150, 300}. We started with m = 5 as the minimum number of RR segments used in [8] . For these experiments we use all the features generated by FE. The results are shown in the ( Table 1) . As we increase f sampling we obtain better performance for less segments. Also we see that F 1 normal increases while F 1 AF starts to decrease. A possible explanation is that an AF recording is not entirety AF and it contains sub-sequences of normal recording and as we increase the length of the input window, the normal sub-sequences overcome in length the AF sub-sequences and so AF recordings will be harder to detect. We decide to use for the next experiment m = 9 and f sampling = 300. Table 1 . Comparison between the score (s) and F1 measure for AF (F 1 AF ) and theirs standard deviations for different numbers of RR intervals (m) and sampling frequencies (f sampling ). Our next objective is to find the proper smoothing factor so as to remove most of the noise while keeping all the actual data to allow for correct rhythm identification. We have applied de-noising techniques at 3 layers: raw data, RR segment and SQ segment. In the first layer, we remove the major fluctuation from the input raw data. We use SMA with radius r raw for approximating this fluctuation. Then in the second layer we apply SMA with a smaller radius r RR so as to identify with a better precision the position of the points: Q and S. In the last layer we apply SMA with radius r SQ for the identification of P and T. We run the experiments on a set product of r raw ∈ {15, 16, ..., 45},  r RR ∈ {0, 2, ..., 10} and r SQ ∈ {0, 2, ..., 10} . The best result was obtained for r raw = 34, r RR = 6 and r SQ = 8.
After that we compare the QRS complex detection algorithm from [6] using a band pass filter and the sombrero hat filter. The results are presented in Table 2 . The sombrero hat filter gives an increase of 15% for the score and the results are more stable, the standard deviation is with 69% smaller. In the next experiments we compare 4 strategies of finding the position of the points: S, T, P and Q. We start by searching the minimum/maximum value in a given interval. Because the time series contains spikes (noise) and we can miss the real position of a point we develop a new strategy that takes into consideration the length of the ascending/descending sub-sequences. If both subsequences length are over ms (which depends on RR length) then we found a candidate point. We ran a couple of tests and heuristically determined that the setting ms = RR * 10% yields the best results. Because of the smoothing when we return to the raw data the candidate points are not exactly in the local minimum/maximum. To solve this problem we decided to adjust the position of the point with at most ms positions to the left or right. The results are presented in Table 3 . The feature vectors that we use for our classifier are described in Table 4 . The features can be grouped in 5 categories: segment lengths (RR, P P, P Q, P R, QS, QT, ST ), segment ratio (QT p = QT /RR), difference between two consecutive segments (RR dif f , P P dif f ), ECG values (P , R and T ) and differences between ECG values (P − Q, R − S and T − S). Because in a window we have multiple segments we used the following features: the minimum, the maximum, the average value and the standard deviati-on of the previous features. The feature set F S 5 was obtained by concatenating the other features sets. The results are shown in the Table 5 . The best score is obtained for the feature set F S 5 which contains all the feature that we define. Table 4 . Comparison between the structure of the feature sets. Finally, we tune the decision tree classifier, by comparing different values for the pruning level. The results are shown in the Table 6 . We observed that by applying a small pruning level to the decision tree it makes the tree more general and it increases the score and F 1, but if we apply a greater level of pruning then the score decreases rapidly. Until now we tuned our model using only 10% of the initial dataset. We used the best configuration to test the model on the whole dataset. Also we use all the windows with m = 9 RR segments from the input ECG and apply a majority voting between the result generated from each window. We apply 10 fold-cross validation and obtain s = 85.26%, δ s = 1.06%, F 1 AF = 83.86% and δ F 1 = 2.06%.
Conclusions
This paper presents a methodology for analysing an ECG recording. We propose multiple strategies for extracting important points from ECG. Also our classifier permits multiple consecutive sub-sequences for improving the performance. The first level is composed of decision trees classifiers for each feature set extracted from a subsequence, the second layer contains a meta-classifier that performs a majority voting on the results of the first layer.
In this paper we highlight the following contributions: the design of a fast and robust feature extraction based on the important points, the fine tuning of decision tree classifiers in order to achieve best accuracy and, finally, a generic method for time series analysis in order to detect malfunctions. The proposed method was applied to the problem of ECG analysis and specifically to AF classification. As future work, we envision using deep learning techniques for AF rhythm classification.
