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$Y_{n}=S_{n}+z_{n}$ , $n=1,2,$ $\ldots$ ,
$Z=\{Z_{n};n=.1, 2, \ldots\}$ $0$





. $R$ , $n$ $x^{n}(W, Y^{n-}1),$ $W\in\{.1, \ldots, 2^{nR}\}$
$\mathit{9}n$ : $\mathrm{R}^{n}arrow\{1,2, \ldots, 2^{nR}\}$
$Pe^{(n)}=Pr\{g_{n}(Y^{n})\neq W_{:}Y^{n}=x^{n}(W, Y^{n-1})+Z^{n}\}$ ,
. $W$ $\{1, 2, \ldots, 2^{nR}\}$ – $Z^{n}=(z_{1}, z_{2}, \ldots, z_{n})$
. .
$\frac{1}{n}\sum_{i=1}^{n}E[s_{i}^{2}]\leq P$
. causal . $S_{i}(i=1,2, \ldots, n)$ $Z_{1},$ $\ldots$ , $Z_{i-1}$
. Si $(i=1,2, \ldots, n).\text{ }Z^{n}=$







Cover and Pombra . :
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Proposition 1 (Cover-Pombra [1]) $\epsilon>0$ $n=1,2,$ $\ldots$
$n$
$2^{n(c}n,FB(P)-\epsilon)$ $narrow\infty$ $Pe^{(n)}arrow 0$











Theorem 1 (Ebert [4], Pinsker [8], Cover and Pombra [1])
$C_{n}(P)\leq C_{n,FB}(P)\leq 2C_{n}(P)$ .
Theorem 2 (Cover and Pombra [1])
$C_{n}(P) \leq C_{n,FB}(P)\underline{<}cn(P)+\frac{1}{2}$ .
Theorem 3 (Dembo [3], Yanagi [11])
$C_{n}(P) \leq C_{n,FB}(P)\leq\frac{1}{2}\log(1+\frac{P}{r_{1}})$ .
Theorem 4 (Dembo [3]) $P= \frac{1}{4n}\sum_{i=1}^{n}(\sqrt{\mu+r_{i}}-\sqrt{r_{i}})^{2}$ $\mu>0$
2
$R_{Z}^{11}(k)$ 1, . . . , $k-1$ 1, . . . , $k-1$ $R_{Z}^{(n)}$ $(k-1)\cross(k-1)$
$R_{Z}^{12}(k)$ 1, . . . , $k-1$ $k,$ $\ldots,$ $n$ $R_{Z}^{(n)}$ $(k-1)\cross(n-k+1)$
$R_{Z}^{21}(k)=R_{Z}^{12}(k)^{t}$ . . $P$
.
Theorem 5 (Yanagi [12])
$c_{\text{ }}(nP)\leq C_{n,FB}(P)\leq C_{n}(P_{1})$ ,
$\lambda_{k-1}$ $R_{Z}^{11}(k)$ . .
$P$ .
Theorem 6
$C_{n}(P)\leq C_{n,FB}(P)\leq C_{n}(P_{2})$ ,
$P_{2}$ $=$ $\frac{\lambda_{n-1}}{n}\{(1+\frac{P}{\lambda_{n-1}})^{n}-1\}$
$=$ $P+ \frac{1}{n}\frac{P^{2}}{\lambda_{n-1}}+\cdots+\frac{1}{n}\frac{P^{n}}{\lambda_{n-1}^{n-1}}$ .
Theorem 4 Lemma .
Lemma 1 $R_{X}=\{x_{ij}\}$ $n\cross n$ , $x_{k}=$ ( $x_{1k}x_{2k}$ ... $x_{k-1k}$ ) ,





Proof. $R_{X}(1, \ldots , k-1)$ .
$R_{X}(1, \ldots, k)^{-1}=$ ,
$B_{11}$ 1, ... , $k-1$ 1, ... , $k-1$ $R_{X}(1, \ldots, k)^{-1}$ $(k-1)\cross$
$(k-1)$ , $B_{12}$ 1, .., , $k-1$ $k$ $R_{X}(1, \ldots, k)^{-1}$ $(k-1)\cross 1$
, $B_{21}=B_{12}^{t}$ , $B_{22}$ $(k, k)$ $R_{X}(1, \ldots, k)^{-1}$
. $B_{11}\geq 0$




$R_{X+z}(1, \ldots, k-1)\geq\frac{x_{k}x_{k}^{t}}{x_{kk}}+R_{Z}(1, \ldots, k-1)>0$ .
$-R_{X+Z}(1, \ldots, k-1)-1\geq-(\frac{x_{k}x_{k}^{t}}{x_{kk}}\backslash +R_{Z}(1, \ldots, k-1))^{-1}$ .




























































Proof of Theorem 6. $B$
$Tr[B(R_{x}+R_{Z})B^{t}+BR_{X}+R_{X}B^{t}]$
.
$I3=\{b_{ij;}b_{ij}=0(i\leq i)\}/\cdot R_{X}=\{x_{ij}\},$ $R_{Z}=\{z_{ij}\}$
$Tr[B(R\mathrm{x}+R_{Z})B^{t}+BR_{X}+R_{X}B^{t}]$
$=$ $\sum_{k=2}^{n}\{\sum_{i=}^{k}-11k-1\sum_{j=1}(x_{ji}+zji)bkibkj+2\sum_{1j=}xjkb_{kj}k-1\}$
. $2\leq k\leq n$ $k$
$\sum_{i=1}^{k-1}\sum(xji+Z_{j}i)b_{ki}b_{k}j+2\sum^{-}X_{j}j=k-11j=k11kbkj$ (2)
. (2) $b_{k\ell}(1\leq P\leq k-1)$ $0$
$b_{k\ell}=- \frac{1}{|R_{X+Z}(1,\cdots,k-1)|}\sum_{=i1}^{k-1}\tilde{y}_{\ell i}xik$
. $R_{X+Z}(1, \cdots, k-1)$ 1, . , . , $k-1$ 1, .. . , $k-1$
$R_{X}+R_{Z}$. $(k-1)\mathrm{x}(k-1)$ , $R_{X+Z}(1, ..., k-1)$ $(l, i)$
. (2)
$-\langle Rx+z(1, \ldots, k-1)-1,$ $\rangle$
$=$ $-x_{k}tR_{x+Z}(1, \ldots, k-1)-1x_{k}$
. $x_{k}=$ ( $x_{1k}$ $x_{2k}$ . .. $x_{k-1k}$ ) . (1)
.
$x_{11}+ \sum_{2k=}^{n}\{Xkk^{-}x_{kX+z}Rt(1, \ldots, k-1)-1x_{k}\}\leq nP$.
Lemma 2 $f\gamma$)





. $\frac{1}{n}Tr[R_{X}]$ $2\leq k\leq n$
$\frac{|R_{Z}(1,\ldots,k.-1)+\frac{X_{k}X_{k}^{\iota}}{x_{kk}}|}{|R_{Z}(1,..,k-1)|}$ (4)
. $\frac{x_{k}x_{k}^{t}}{x_{kk}}$ $0$ – $Tr[ \frac{x_{k}x_{k}^{t}}{x_{kk}}]$ (4)
$1+$
$\frac{Tr[\frac{x_{k}x_{k}^{t}}{x_{kk}}]}{\lambda_{k-1}}$
. $\lambda_{k-1}$ $R_{Z}(1, \ldots, k-1)$ . Lemma 1
$Tr[ \frac{x_{k}x_{k}^{t}}{x_{kk}}]\leq Tr[R_{X}(1, \ldots, k-1)]=x_{11}+x_{22}+\cdots+x_{k-1k-1}$ .
$x_{11}+ \frac{x_{22}}{1+^{x_{\lambda_{1}^{1}}}\lrcorner}+\frac{x_{33}}{1+\frac{x_{11+2}x_{2}}{\lambda_{2}}}+\cdot$ $..+ \frac{x_{nn}}{1+\frac{x_{11}+x22+\cdots+xn-1_{l}-1}{\lambda_{?l-1}}},\leq nP$
$\text{ }\frac{1}{n}Tr[R_{x^{]}}$ . Lemma 3
$x_{11}+ \frac{x_{22}}{1+\frac{x\rceil 1}{\lambda_{n-1}}}+\frac{x_{33}}{1+^{x_{\lambda_{ll}}}\lrcorner\perp\mapsto x,-1\mathrm{z}}+\cdots+\frac{x_{nn}}{1+\frac{x_{11}+x_{22+}\cdot+x_{n-}1n-1}{\lambda_{l-1}}},\cdot.\leq nP$ (5)
. $1\leq k\leq n$ $y_{k}= \frac{x_{kk}}{\lambda_{n-1}}$ (5)
$y_{1}+ \frac{y_{2}}{1+y_{1}}+\frac{y_{3}}{1+y_{1}+y_{2}}+\cdots+\frac{y_{n}}{1+y_{1}+\cdots+yn-1}\leq\frac{nP}{\lambda_{n-1}}$ (6)





$y_{k}= \frac{P}{\lambda_{n-1}}(1+\frac{P}{\lambda_{n-1}})^{k-1},$ $k=1,2,$ $\ldots,$ $n$
attain .
Cover [2] conjecture .
8
Theorem 7 (open problem)
$C_{n}(P)\leq C_{n,FB}(P)\leq C_{n}(2P)$ .
(Ihara






1 $R_{Z}=,$ $r_{1}=1,$ $r_{2}=3,$ $\lambda_{1}=2$
$\bullet P_{2^{-\{(1+}}-\frac{\lambda_{1}}{2}\frac{P}{\lambda_{1}})^{2}-1\}=P+\frac{P^{2}}{4}$




ffiIJ 2 $R_{Z}=,$ $r_{1}=2-\sqrt{2},$ $r_{2}=2,$ $r_{3}=2+\sqrt{2},$ $\lambda_{2}=1$
$\bullet P_{2}=\frac{\lambda_{2}}{3}\{(1+\frac{P}{\lambda_{2}})^{3}-1\}=P+P2+\frac{P^{3}}{3}$
$\bullet$ Dl $= \frac{1}{2}\log(1+\frac{P}{r_{1}})=\frac{1}{2}\log(1+\frac{P}{2-\sqrt{2}})$
$\bullet$ D2 $= \frac{1}{3}\log\frac{1}{8}(1+\sqrt{1+\frac{\mu}{r_{1}}})(1+\sqrt{1+\frac{\mu}{r_{2}}})(1+\sqrt{1+\frac{\mu}{r_{3}}})$
Table 2
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