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Increases in life expectancy and progress in medical treatments will dramatically 
change the age distribution of Western societies over the next few decades. The 
U.S. population of people age 65 and older is expected to double from 36 million 
in 2003 to 72 million in 2030, representing an increase from 12% of the 
population in 2003 to 20% in 2030. These demographic shifts pose a major 
challenge for survey methodologists. Normal aging is associated with a decline in 
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many cognitive abilities that play a prominent role in the processes underlying 
respondents’ answers to survey questions. Hence, normal cognitive aging may 
be associated with increased difficulties in answering survey questions, resulting 
in poorer data quality. This dissertation addresses this possibility and explores 
when and how cognitive aging can introduce survey errors. It consists of three 
essays.  
The first essay addresses whether age-related decline in cognitive 
functioning increases the likelihood that respondents rely on cognitively less 
taxing response strategies when answering behavioral frequency questions. The 
results show that older respondents are more likely to use strategies associated 
with overreporting, although reliance on these strategies did not produce overall 
differences in response accuracy. The second essay attempts to disentangle the 
influence of cognitive aging, decline in physical health and changes in social 
networks on panel attrition in studies of the elderly. It shows that cognitive aging 
as well as physical decline increase the likelihood of a proxy-interview compared 
to a self-interview in the next wave but exert no influence on the likelihood of a 
refusal. The use of proxy interviews seems to be an important tool to minimize 
panel attrition bias. The third essay explores how diurnal cycles influence the 
quality of older respondents’ survey answers. In general, older adults show better 
cognitive performance early rather than late in the day, suggesting that time-of-
day of the interview may affect data quality. This hypothesis received no support, 
nor could the usually obtained diurnal differences in cognitive functioning be 




Sample surveys are an important source of information about the state of society 
and people’s lives. Moreover, they provide an efficient way to identify and 
monitor trends over time, from economic developments and health care needs to 
public opinion. Not surprisingly, the validity of any conclusions drawn from survey 
statistics depends on the quality of the underlying data. While many general 
determinants of data quality are well understood (for reviews see Biemer and 
Lyberg (2003); De Leeuw (1992)), survey methodologists face a social trend that 
provides new challenges for the collection of reliable and valid survey data: the 
aging of society. 
Increases in life expectancy and progress in medical treatments will 
dramatically change the age distribution of Western societies over the next few 
decades. The U.S. population of people age 65 and older is projected to double 
from 36 million in 2003 to 72 million in 2030, and to increase from 12% in 2003 to 
20% of the population over the same time frame (Wan, Velkoff et al. 2005). The 
U.S. Census Bureau (2006) estimates that the numbers of very old people, aged 
85 and older, will nearly triple from about 2.3 million today to about 7.3 million in 
2020. When members of the baby boom cohorts reach old age by 2040 the 
numbers of very old people are projected to be about 15 million. Waite (2004) 
points out that “if the Census Bureau is correct, by 2050 one American in 20 will 
be 85 years old or older, compared to one in 100 today.” This increase will also 
lead to a higher proportion of elderly in any given sample that is drawn for a 
survey representing the adult U.S. population.  
Why should survey methodologists be concerned if their samples will 
include a higher proportion of elderly? Aging is defined as “the sequential or 
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progressive change in an organism that leads to an increased risk of debility, 
disease, and death” (“aging” in Encylopaedia Britannica (Online 2006)). These 
physiological changes do not only occur in body parts such as organs, cells and 
bones but also in the brain, affecting cognition. Luckily, it seems that not every 
dimension of human cognition is affected by the aging process (Park 2000). For 
example, memory studies testing general knowledge have found that there is no 
significant age difference in remembering facts of general interest (Hoyer and 
Verhaeghen 2006). However, psychological research into age-related changes in 
cognitive functioning has documented systematic declines across the lifespan in 
processing speed and working memory function (for reviews see Craik (2000); 
Park (2000)). Park and Gutchess (2000) emphasize that “in situations that 
demand controlled processing and mental effort, the age-related declines in 
processing resources will be of great importance and older adults will evidence 
impairment in their behavior.” These age-related declines are likely to affect 
numerous survey outcomes, from unit and item nonresponse to the cognitive and 
communicative processes involved in the question answering process.  
In fact, previous research has shown that these basic cognitive abilities 
play important roles in the question-answering process and negatively affect the 
quality of survey data (see the contributions in Schwarz, Park et al. (1998); 
Knäuper, Schwarz et al. (2004)). To date, survey methodological research into 
these issues has mostly focused on age differences in the emergence of 
response order and question order effects on attitude questions (Knäuper (1999); 
for a review see Schwarz, Knäuper et al. (in press)). If one fifth of a population 
sample drawn in 2030 will be over 65 years old and will likely show problems with 
participation in the survey and understanding the survey instrument, survey 
methodologists cannot neglect the possible increase in nonresponse and 
measurement error, in particular when this increase differentially affects survey 
estimates for different segments of the population. 
People of age 65 and older are a growing proportion of the population and 
reliable data about this segment is urgently needed for many policy decisions. To 
ensure that high-quality data are collected from the elderly, survey 
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methodologists need to adapt their survey designs so that cognitively aged 
people are willing and able to participate in the survey and to provide data with a 
minimum amount of measurement error. To facilitate this adaptation, survey 
methodologists need to understand how age-related cognitive decline interacts 
with the survey process. Once a general understanding is reached, methods can 
be developed in order to minimize survey error for this subgroup.  
This dissertation contributes to this goal. It consists of three related essays 
that aim at answering whether and when age-related cognitive decline interacts 
with the survey process. The three studies presented will help to identify what 
survey features need to be tailored to the elderly to minimize measurement and 
nonresponse error due to age-related cognitive decline. In addition, this 
dissertation uses findings of cognitive aging research to predict as well as explain 
survey relevant outcomes. Its results inform research in survey methodology 
through the use of cognitive aging theories and inform the field of cognitive 
psychology about how useful and predictive laboratory findings are for 
understanding the influence of cognitive aging in real-life situations. Therefore, 
this dissertation follows the line of earlier successful undertakings to enhance our 
understanding of the survey process through the use of other disciplinary 
knowledge bases (as one example, see Tourangeau, Rips et al. (2000)). 
Chapter 2 assesses whether cognitive aging affects the response 
strategies that older compared to younger respondents use to answer behavioral 
frequency questions. Some response strategies, especially episodic 
enumeration, seem to be cognitively more demanding than others, such as 
general impression strategies. Elderly respondents experiencing cognitive 
decline should therefore be more likely to choose “easier” strategies. A 
secondary analysis of data collected by Conrad, Brown et al. (1998) and an 
analysis of data collected in a record check study are used to test this 
hypothesis. The availability of true values allows for addressing if older 
respondents are more likely to overreport behavioral instances since cognitively 
less demanding strategies have been shown to be associated with overreports. 
This result would be surprising and important for the field of survey methodology, 
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which currently assumes that elderly respondents are overall more likely to 
underreport due to the general decline in memory. This assertion, however, does 
not account for any differences in response strategy choice between young and 
old respondents and the type of errors associated with each strategy. 
As indicated above, previous research has shown that cognitive aging 
influences the question answering process and can therefore cause 
measurement error (for examples see Knäuper (1998); Knäuper, Schwarz et al.  
(2004)). It can also be expected that cognitive aging influences the decision to 
participate in surveys especially if the request for participation comes repeatedly, 
as in longitudinal studies. Chapter 3 examines if cognitive aging influences the 
likelihood of different types of panel attrition: refusal and proxy-interviews 
compared to self-interviews in later waves of the Health and Retirement Study 
(HRS). While previous studies have mostly addressed either physical or cognitive 
decline the dataset used in this study allows differentiating between the 
influences of cognitive functioning and physical health decline as well as changes 
in social network structure on various types of panel attrition. Should panel 
attrition be selective with respect to key survey variables, the results can provide 
insights into processes that lead to panel attrition and allow researchers to 
develop better nonresponse adjustments or develop mechanisms to minimize the 
occurrence of panel attrition.  
Laboratory studies in psychology as well as studies in survey research 
have shown that the decline in cognitive functioning affects the quality of survey 
data. Interestingly, studies have also shown that the cognitive functioning decline 
itself varies during the day. This finding has been confirmed for elderly but not for 
younger subjects. While elderly seem to be able to compensate for the cognitive 
decline to some extent in the morning they don’t seem to be able to do so in the 
evening (Yoon, May et al. 1999). Chapter 4 addresses if it is possible to replicate 
these laboratory findings in a survey context. If data from elderly respondents 
show more measurement error when collected in the evening, the down time in 
their circadian rhythm, then survey researchers could improve data quality by 
conducting survey interviews with elderly in the morning.  
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 To summarize, the purpose of this dissertation is to generate more 
knowledge about whether and when cognitive aging influences survey errors. 
Two of its studies illustrate possible effects on measurement error. The third one 
examines if cognitive aging leads to selective panel attrition and increases, 
therefore, the likelihood of nonresponse error in certain statistics of interest. All 
three studies are examples of when cognitive aging could be expected to 
influence data quality.  
 6 
CHAPTER 2 
DO OLDER RESPONDENTS USE RESPONSE 
STRATEGIES DIFFERENTLY TO ANSWER BEHAVIORAL 
FREQUENCY QUESTIONS AND DOES THIS CHANGE 
THE ACCURACY OF THE ESTIMATE? 
2.1 INTRODUCTION 
Behavioral frequency questions, such as “How often have you seen your doctor 
in the past month?”, are very common in surveys. They are used to assess the 
frequency with which respondents perform behaviors in a given time frame.  The 
knowledge of how often people do something is of special importance to 
research in the health sciences such as intervention studies. It was recognized 
long ago that the accuracy of frequency reports is compromised through the fact 
that these self-reports rely on the accuracy of the memory of respondents (Neter 
and Waksberg 1964). The forgetting and telescoping of instances of the behavior 
have been the focus of research that assumed until recently that behavioral 
frequency reports are based on remembering single episodes of the behavior. It 
is, however, also possible that respondents use rate-based response strategies 
or strategies based on general impressions to answer behavioral frequency 
questions (Menon 1993). Some of these strategies, such as episodic 
enumeration, are more likely to lead to underreports of the true frequency while 
others like rate-based and general impression strategies are more likely to 
produce overreports. Even though characteristics of the behavior, of the 
question, and the interview setting have been shown to influence the choice of 
the type of response strategy it seems that an important factor has been 
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disregarded from research so far: the quality and effectiveness of cognitive 
functioning. Answering survey questions is a cognitive process and we would 
expect that the quality of cognitive functioning also has an impact on the quality 
of the cognitive process. It has been recognized that the quality of cognitive 
functioning diminishes with normal aging. Based on stereotypes in our society we 
would expect that older people are more likely to underreport behavioral 
frequencies since their memory worsens and makes it more likely that episodes 
are forgotten. This assumes that younger and older respondents are equally 
likely to choose episodic enumeration, the strategy generally associated with 
underreports. It seems more likely, however, that the decline in cognitive 
functioning also influences the choice of response strategy towards elderly using 
less cognitively demanding response strategies, controlling for all other known 
influence factors. Response strategies that are among the least demanding are 
general impression and rate-based strategies. If cognitive aging indeed 
influences the choice of response strategy we would expect that behavioral 
frequency reports are more likely to be overreports than underreports because 
the cognitively less demanding response strategies are also the ones that are 
associated with overreports. Confirmation of this expectation would also warrant 
the development of new procedures in surveys that improve the accuracy of 
behavioral frequency reports since current tools minimizing the inaccuracy of 
behavioral frequency reports, such as bounded recall (Sudman, Finn et al. 1984), 
assume the use of episodic enumeration and should therefore be less useful for 
elderly respondents, a group that will represent a higher percentage of sample 
respondents in the years to come. 
 This study will allow us to examine if elderly respondents are more likely to 
choose cognitively less demanding strategies and are therefore more likely to 
provide overreports than underreports compared to younger respondents. We 
will first review in Section 2.2 the multiple strategy perspective on answering 
behavioral frequency questions, what factors are known to influence the choice 
of response strategy and how cognitive aging is expected to affect the response 
strategy choice as well as the accuracy of frequency reports. We then test our 
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hypotheses by analyzing two studies (Section 2.3): a secondary dataset collected 
earlier by Conrad et al. (1998) (Section 2.3.1) and data from a record check 
study (Section 2.3.2) that allows the assessment of accuracy of responses from 
older compared to younger respondents in addition to determining if cognitive 
aging influences the choice of response strategy. Our hypothesis that elderly 
compared to younger respondents are less likely to choose episodic enumeration 
rather than other strategies is generally confirmed if the age of the respondent is 
used in the models. The effect can, however, not be replicated if chronological 
age is replaced with a measure of cognitive functioning. Against our 
expectations, the analyses with regard to the accuracy of the frequency reports 
revealed that elderly respondents are not more likely to provide less accurate 
frequency reports compared to younger respondents. Elderly respondents are 
also not more likely to overreport frequencies compared to younger respondents 
even after controlling for the type of response strategy used.  
2.2 ANSWERING BEHAVIORAL FREQUENCY QUESTIONS 
2.2.1 The Multiple Strategy Perspective 
Survey researchers are interested in quantitative facts about respondents’ 
behaviors and hope that respondents answer survey questions as accurately as 
they can. With regard to behavioral frequency questions survey researchers have 
believed for a long time that remembering episodes of the behavior and counting 
them for the reference period is far more accurate than any other way to arrive at 
frequency reports. In reality, however, it is not uncommon and sometimes even 
superior with regard to the accuracy of frequency reports that respondents have 
to use inferences to construct a numeric answer based on incomplete memory 
simply because they cannot remember distinct episodes of the behavior 
(Bradburn, Rips et al. 1987). When respondents attempt to answer frequency 
questions they can only rely on meta-memory and the information which they can 
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retrieve from their memory. This information from memory might be different from 
what actually happened because failures may occur during the encoding or 
retrieval process ((Burton and Blair 1991); (Lee, Brittingham et al. 1999)). 
Therefore the frequency reports respondents provide as well as the response 
strategy they use to answer questions is dependent on what information they 
remember but not necessarily on the information that was originally available 
when the behavior occurred.  
Brown (1995) and Conrad et al. (1998) assessed the various response 
strategies that respondents use to answer behavioral frequency questions in 
surveys and classified them into two main groups: strategies that are based on 
enumeration and those that are not (non-enumeration) (Figure 2.1). Within the 
enumeration category they distinguish between two strategies. Respondents can, 
as mentioned before, recall and count each instance for the whole reference 
period (episodic enumeration) or they can enumerate instances for a sub-period 
of the reference period and then extrapolate this count to the whole reference 
period (enumeration and extrapolation). 
In contrast, non-enumeration strategies, also called estimation strategies, 
include a variety of approaches to generate a frequency report. Respondents can 
simply retrieve the frequency of the behavior (direct retrieval). This usually occurs 
if a frequency has been generated before and is now remembered. They can 
also retrieve a rate for the whole reference time period (rate retrieval) or for a 
sub-period and extrapolate it (rate estimation). In addition, respondents can 
adjust frequency reports based on direct or rate retrieval because they can 
remember distinct episodes that do not fit into the retrieved rate schema (rate 
and adjustment). The last category of cognitive processes combines the 
strategies that are based on memory assessment (general impression). The 
frequency of a behavior can be generated based on an assessment of how easy 
it was to retrieve any behavioral instance (availability by ease) (Tversky and 
Kahneman 1974), how many instances were retrieved (availability by number) 
(Pandelaere and Hoorens 2006), how similar the retrieved instance/s is/are with 
what was asked for (availability by similarity) (Hintzman 1988), and how strongly 
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represented the behavior is in memory (availability by salience) (Lewandowsky 
and Smith 1983). Interestingly, in addition to respondents using these response 
strategies to report their own behavior there has been evidence that these 
different response strategies are even used when respondents serve as a proxy 
and are asked to report the behavior of others (Bickart, Phillips et al. 2006).  
Cognitive psychologists and survey methodologists realized early on that 
different types of response strategies are linked to different types of response 
errors (Burton and Blair 1991): enumeration strategies, on the one hand, are 
expected to produce a frequency report that is lower than the actual frequency of 
the behavior due to forgetting of episodes; on the other hand, estimation 
strategies are linked to frequency reports that are higher than the actual 
frequency. With the knowledge that different response strategies produce, in 
general, different response errors and that respondents can use a variety of 
strategies to arrive at a frequency report survey methodologists embarked on a 
search for factors that influence response strategy choice. The more information 
about what type of response error might be prevailing in a given survey estimate 
provides opportunities to either account for the bias or to develop methods to 
diminish its existence in the first place. Knowledge about the factors that 
influence response strategy choice is therefore indispensable in attempts to 
improve the validity of behavioral frequency reports. 
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Figure 2.1: Visual Summary of the Main Response Strategies Presented in the Previous Literature by Conrad et al. (1998), Brown (1995), 
and Blair and Burton (1987). 
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2.2.2 Factors Influencing the Choice of Response Strategy 
Which response strategy is used when answering a frequency question is not 
usually a conscious choice by respondents. It depends, rather, on a number of 
factors that influence how behavioral instances are encoded in and retrieved 
from their memory. Response strategies are dependent on the level of detail that 
can be retrieved from memory. Enumeration strategies rely on specific 
information about a behavioral instance, such as context information about the 
time, the location, the specific steps and the outcome. These strategies, 
therefore, can only be used if specific information, that distinguishes instances 
from each other, can be retrieved (Brown 1997). Non-enumeration strategies, 
however, do not rely on specific information about a behavioral instance or an 
event. It seems that the information needed to generate a response is restricted 
to more general information, such as the fact that a behavior has been 
performed, the steps on which the behavior is based, their sequence and some 
information about temporal distribution of the behavioral instances. Psychologists 
call these structured representations of actions scripts and they represent a 
generic knowledge of actions (Abelson 1981). Generic knowledge of actions is 
always present and is independent of the amount of instance-specific context 
information. It is, therefore, possible that non-enumeration strategies can be used 
even if specific context information is available. 
 Literature on the influences on the choice of response strategies can be 
grouped into four areas: characteristics of the behavior, the question, the 
interview setting and the respondent. The factors that most influence how 
behavioral instances are encoded and stored in memory are characteristics of 
the behavior itself. Blair and Burton (1987) showed that the frequency of the 
behavior has an influence on the choice of response strategy because episodic 
enumeration is too difficult for high frequency events and because specific 
context information for behavioral instances is more likely to merge into a general 
impression about the frequency of the behavior for higher-frequency behaviors 
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(Strube 1987). The salience of specific behavioral instances, however, has been 
shown to facilitate the use of episodic enumeration response strategies (Menon 
1993). If behavioral instances show some time-related regularity in their 
occurrence or if behavioral instances are very similar to each other context-
specific information is less likely to be encoded or useful in dissemination (Menon 
1993).  
 In addition to characteristics of the behavior influencing what specific 
information is encoded and remains stored in memory, other factors –as 
explained above- have been shown to influence which of the response strategies 
the respondent uses: characteristics of the question, the interview setting and the 
respondent. It is not fully understood how these factors interact with the level of 
detail available in memory of behavioral instances. A more theory-based 
approach is clearly needed to understand when and how these factors influence 
the choice of response strategy. 
 Question characteristics that have been shown to influence the choice of 
response strategy include the length of the reference period (Neter and 
Waksberg 1964), the wording of the question “how many times” versus “how 
often” (Blair and Burton 1987), the description of the reference period using the 
adjectives “past” versus “typical” (Chang and Krosnick 2003), and the use of 
open-ended versus closed questions ((Schwarz, Hippler et al. 1985); (Menon, 
Raghubir et al. 1995); (Schwarz 1999)). 
 Regarding characteristics of the interview setting, face-to-face versus 
telephone interviews are hypothesized to influence the choice of response 
strategy for answering behavioral frequency questions by setting a different pace 
for answering questions ((Sudman and Bradburn 1973); (Burton and Blair 1991)). 
The training of the interviewers also seems to influence what response strategy 
the respondent chooses ((Cannell, Miller et al. 1981); (Billiet and Loosveldt 
1988)). 
 The last group of factors includes characteristics of the respondents. 
Notably, the respondents’ motivation to answer a frequency question as 
accurately as possible affects what response strategy they employ (Neter and 
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Waksberg 1964). Cognitive skills, measured through the respondents’ level of 
education, have been shown to influence whether people can distinguish 
between behavioral events that happen typically or have actually happened 
(Chang and Krosnick 2003).  
2.2.3 Cognitive Aging, Response Strategy Choice, and Accuracy of 
Frequency Reports 
All of the research regarding behavioral frequency questions has assumed that 
the cognitive processes and memory used to answer frequency questions are 
comparable across all respondents. While there has been research on how the 
behavior itself, the respondent, the question, and the interviewer can influence 
response strategy choice, influences from the quality and effectiveness of 
cognitive processes themselves have, surprisingly, been disregarded by survey 
researchers even though the cognitive account of the question answer process 
itself is solely dependent on such processes (Tourangeau, Rips et al. 2000). 
Research in cognitive psychology has shown that cognitive processes are not 
static, neither between people nor within a person. Cognition is influenced, for 
example, by sleep quality, chronic diseases such as high blood pressure, 
exercise, and motivation (Spirduso, Poon et al. 2008). Variation in cognition can 
also be observed within a day and across the life span (Hasher, Goldstein et al. 
2005). 
 One factor widely accepted as having an influence on the quality of 
cognitive processes is the decline in cognitive capabilities due to normal aging. 
While there are large inter-individual differences in mental functioning in old age, 
cognitive psychologists have shown, through testing in laboratory settings, that 
cognitive decline due to aging begins around age 20 (Hoyer and Verhaeghen 
2006). No matter what the national, linguistic or cultural background, age-related 
decline affects everyone (Crook III, Youngjohn et al. 1992). Both cross-sectional 
as well as longitudinal studies arrived, in general, at the same conclusions with 
regard to cognitive decline, even though the magnitude of the effects might vary. 
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In everyday life situations most of this decline is not noticeable until old age 
because people can usually compensate for it (Park 1999). As people age, they 
develop intuitive strategies, such as daily routines, to cope with this decline in 
cognitive functioning and try, in general, to avoid cognitively demanding 
situations. 
A survey interview, however, is far from being an everyday life situation. 
Respondents are placed in an unusual situation with an unknown person who 
asks them a plethora of questions about their life experiences and their opinions. 
Except for participants in later waves of panel surveys, respondents have usually 
never experienced a survey interview and, thus, have not developed routines 
they could use to minimize the cognitive burden of the situation. Survey 
interviews can sometimes last more than an hour and even a young or middle-
aged person can be tired at the end. Given that a survey interview and each 
individual survey question are highly cognitively demanding situations ((Schwarz 
1998); (Tourangeau, Rips et al. 2000)) for which older people have not been able 
to develop coping mechanisms it seems plausible that cognitive decline due to 
aging will have a strong impact on the survey measurement process with regard 
to the reliability as well as the accuracy of the measurements.  
 Cognitive decline is known to occur in all memory systems except for 
verbal knowledge (Hoyer and Verhaeghen 2006). Working memory, short- and 
long-term episodic memory, as well as speed of processing are noticeably 
affected by aging after age 60. The most robust relationship between aging and 
impairments in memory systems is observed for episodic memory (Siedlecki 
2007). Episodic memory involves conscious recollection of specific event 
instances together with their temporal, spatial, and other contexts. A decline in 
episodic memory leads to an impairment in remembering both the context of 
event instances and also event instances themselves. People either remember 
that they have done something but can’t remember when and where, or they 
falsely remember event instances. The deficit in temporal, spatial and event 
context has been hypothesized to be due to less successful encoding of 
information (Park, Smith et al. 1989) as well as increased difficulty in retrieving 
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encoded information ((Craik, Govoni et al. 1996); (Craik and McDowd 1987); 
(Whiting and Smith 1997)). These changes in cognitive abilities due to aging 
have been shown to influence survey measurements. Older respondents were 
less subject to question order effects but more to response order effects 
compared to younger respondents (Knäuper 1998). Frequency scales were more 
likely to be used by older people compared to younger people when generating a 
frequency estimate for a non-salient behavior (Knäuper, Schwarz et al. 2004). 
 While there is no research on how age and its related cognitive decline 
influence the choice of response strategy, a few studies have examined if old age 
has an effect on the accuracy of frequency estimates. Auriat (1993), for example, 
asked subjects to recall and date their moving history and events such as births 
and deaths and compared it to the national population register in Belgium. 
Respondents over 50 years seemed to be less accurate in recalling and dating 
these events compared to younger respondents. In addition to the expectation 
that elderly people will be less accurate in recalling these events, we would also 
expect, given stereotypes about the forgetfulness of the elderly, that they are 
more likely to underestimate the true frequency of a given behavior when relying 
on episodic memory. Laboratory and real-life studies that have examined the 
influence of cognitive aging on accuracy, however, show mixed results. Most of 
the studies seem to support that frequency reports of elderly people are more 
likely under- than overreports. A study on the number of crimes respondents 
experienced showed that older respondents are less likely to forward telescope 
events into the reference period (Schneider 1981). This study hypothesized that 
memory decay in elderly respondents is responsible for the decline in forward 
telescoping. In a laboratory study, Mutter and Goedert (1997) presented 
respondents with target words at different frequencies within lists of other non-
target words but only specified to the respondents that some would appear more 
often and that their memory for these words would be tested at the end. The 
results of this study indicated that the frequency reports of older respondents 
deviated more from true frequencies at which the word was presented as that 
frequency increased. The authors concluded that older respondents 
 17 
underreported the true frequency more than younger respondents. In contrast, 
Morwitz (1997) concluded in her study about PC purchases that young people 
between 18 and 31 years and people over 60 years are more likely than middle-
aged people to forward telescope events into the reference period indicating that 
these age groups also seem to be prone to misdating of remembered events in 
addition to not remembering events.  
Most of the studies described above address the relationship between age 
of the respondent and the likelihood of telescoping events into the reference 
period. They make, therefore, an implicit assumption that their subjects will use 
episodic enumeration to answer the frequency question and hence any 
overestimate of the true frequency is due to forward telescoping. Overreports 
can, however, also be caused when subjects use general impression or rate-
based response strategies (Sudman, Bradburn et al. 1996). In the same way, 
underreports do not necessarily have to be episodes that the respondent forgot 
to count but can also represent errors that were made using non-enumeration 
strategies (Tourangeau, Rips et al. 2000). It is only possible to characterize 
reasons for over- and underreports if we know what response strategy the 
respondent used when answering the frequency question. The information on 
what response strategy respondents used was, however, not collected in any of 
these studies. We can, therefore, only speculate what reasons might have 
contributed to the different results.  
Nevertheless, it seems plausible that age and the related cognitive decline 
have an effect on the inaccuracy of frequency reports through response strategy 
choice because different types of response strategies are linked to different types 
of response errors. In general, we would expect the elderly to underreport the 
frequency of a behavior due to their decline in memory. Underreports are 
expected to arise from the use of enumeration strategies. Episodic enumeration 
is considered to be one of the most cognitively demanding response strategies 
(Blair and Burton 1987) because it relies highly on episodic as well as working 
memory both of which are greatly affected by cognitive decline (Hoyer and 
Verhaeghen 2006). Older respondents might be more likely to avoid taxing 
 18 
response strategies and use less demanding strategies such as rate-based and 
general impression strategies given that these rely on more general knowledge 
about the behavior that should not be as dramatically affected by the decline in 
cognitive functioning. If older respondents are indeed more likely to use 
cognitively less taxing response strategies we would expect, contrary to first 
intuitions, that frequency reports are more likely to be biased through 
overreporting because the less taxing response strategies are associated with 
overreports ((Brown 1995); (Conrad, Brown et al. 1998)). This study can address 
if age and related cognitive decline influences what response strategy is chosen 
and how this influences the accuracy of frequency reports. 
2.2.4 Hypotheses 
Findings about changes to cognitive processes due to aging lead to a number of 
predictions about response strategy choice as well as the accuracy of frequency 
estimates. Strategy selection is likely influenced by the match between the 
cognitive demands of the response strategies and the cognitive resources of the 
respondents while controlling for other known influences such as the 
remembered frequency, regularity and similarity of the behavior. The more taxing 
a response strategy the less likely it is that respondents with diminished cognitive 
resources will choose it. Episodic enumeration is the strategy that is most 
demanding on cognitive functioning (Blair and Burton 1987), followed by rate-
based strategies and availability heuristics. There is no theoretical reason to 
expect that rate-based strategies are cognitively more or less demanding than 
general impression strategies. The hypothesis regarding response strategy 
choice that can thus be deduced from our theoretical expectations is:  
 
 H1.1  Compared to younger respondents, older respondents are less  
  likely to use episodic enumeration than general impression and  
  rate-based strategies, controlling for other known influences on the 
  choice of response strategy. 
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 Chronological age is used in these analyses as a proxy indicator for 
cognitive functioning that has been shown to decline with normal aging. In a 
newly fielded record check study we also measured the cognitive functioning of 
the respondent. Our hypothesis regarding the choice of response strategy when 
including a more objective measure of cognitive functioning is: 
 
 H1.2 Compared to highly cognitively functioning respondents,   
  respondents having experienced cognitive decline are less likely to  
  use episodic enumeration than general impression and rate-based  
  strategies, controlling for other known influences on response  
  strategy choice. 
 
 Besides using less taxing response strategies more often than young 
people we would also expect that older respondents have difficulty with correctly 
reporting the true frequency regardless of what response strategies they use. As 
reviewed above, older respondents show more problems with the correct 
encoding and retrieval of behavioral instances. They are also, therefore more 
likely to provide less accurate frequency reports than younger people. In addition, 
if our hypotheses that older respondents are more likely to use less taxing 
response strategies are correct we would expect that their frequency reports are 
rather overreports of the true frequency, given that those strategies produce, in 
general, more overreports of the frequency of a behavior. Thus, our second set 
of hypotheses is as follows: 
 
 H2.1 Compared to younger respondents, older respondents will provide  
  less accurate frequency reports. 
 
 H2.2 Compared to younger respondents, older respondents are more  
  likely to provide overreports than underreports. 
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The first hypotheses, H1.1 and H1.2, will be tested in two ways: through the 
analysis of a secondary data set and the newly fielded record check study. 
Because testing the two last hypotheses, H2.1 and H2.2, requires true values to 
which the frequency reports of older and younger respondents can be compared 
they can only be tested with the data collected from the record check study.  
2.3 ANALYSES OF TWO STUDIES 
Assessing how age influences the choice of response strategies requires, at 
minimum, knowledge of the strategy the respondent used to answer the 
frequency questions, the respondent’s age, and self-reported frequency, and 
similarity, and regularity ratings of the behavior in order to control for the most 
influential factors on response strategy choice. An already existing dataset from a 
study by Conrad et al. (1998) fulfilled these requirements and was therefore used 
as a first step in testing the postulated hypotheses (Study 1). Ideally, the dataset 
should also contain the true frequency of each behavior for which the 
respondents provide a frequency report. Since the existing dataset did not 
contain such measurements we fielded our own study (Study 2). This study was 
designed as a record check study to allow us to address the impact of cognitive 
aging on the accuracy of frequency estimates. In the following sections we will 
describe the methods used to collect the data for these two studies, the 
measures included in each of them, and the results of the tested hypotheses for 
the choice of response strategy and the accuracy of frequency reports.  
2.3.1 Study 1: Analysis of Secondary Dataset 
2.3.1.1 DATA 
The secondary data were collected in a study by Conrad et al. (1998). The paper 
published using these data examined the multiple strategy perspective of 
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answering behavioral frequency questions. Three interviewers called a national 
sample of 250 telephone numbers that was stratified by rural and metropolitan 
areas as well as Census region and population. Information about the 
classification of respondents within these categories has not been retained in the 
dataset after the study. One-hundred and six respondents agreed to participate 
in the short survey which yielded a response rate of 42%. Each interview was 
recorded with the consent of the respondent.  
2.3.1.2 MEASURES AND PROCEDURES 
The secondary dataset is based on a study that collected self-reported frequency 
estimates for a number of behaviors as well as similarity and regularity ratings by 
the respondent for each of the behaviors. The age of the respondent was also 
recorded but has not been used in any previous analyses. 
 
Table 2.1: Frequency Questions Used by Conrad et al. (1998) 
 
  
 The interviewer asked the respondents to report the frequency of ten 
behaviors for the past month (Table 2.1). After each behavioral frequency 
question, the respondent provided a retrospective think aloud protocol on how 
they arrived at the answer. The recording of the interviews made it possible to 
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code the retrospective reports for the response strategies used by respondents 
to arrive at answers to the behavioral frequency questions. If coders disagreed a 
consensus was reached on how to code a certain answer. Answers for one of 
these behaviors, the subscription of magazines, had to be excluded because 
coders could not agree on the type of strategies that were used. About 14% of all 
answers were uncodable because the respondent did not provide a sufficient 
retrospective report and therefore had to be excluded from all analyses (n=130). 
Overall, coders identified seven response strategies that can be classified into 
two groups: the strategies used to arrive at non-zero frequency responses and 
those for zero-frequency responses. Response strategies used for reported zero-
frequency estimates were classified into attempted enumeration and rate 
retrieval. Rate retrieval was the response strategy chosen if it was clear that the 
respondent had never done the behavior and the rate of the behavior was 
therefore known. If the respondent had been exhibiting the behavior, then an 
attempted enumeration strategy was used to determine if the behavior took place 
in the reference period of one month. Zero-frequency answers to the questions 
were excluded from all further analyses (n=248). For non-zero frequency 
estimates coders identified five different strategies that have been described 
above: Episodic enumeration, rate retrieval, rate estimation, rate and adjustment 
and general impression. The range of self-reported frequencies extends from one 
to 100, with a mean of 7.9 and a median of four. The distribution of self-reported 
frequencies is right skewed (Skewness = 4.33). When answering the frequency 
questions respondents most often used episodic enumeration (34%, n=181), 
followed by general impression (22%, n=121), rate retrieval (19%, n=100), rate 
estimation (14%, n=76), and rate and adjustment (11%, n=60).  
 After frequency estimates and retrospective protocols were collected the 
interviewers asked the respondent to rate the regularity and similarity of each 
reported behavior, on a four-point scale. The respondent was able to classify the 
regularity of the reported behavior as very irregular (1), somewhat irregular (2), 
somewhat regular (3), or very regular (4), and the similarity of the instances of 
the reported behavior as very different (1), somewhat different (2), somewhat 
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similar (3), or very similar (4). Respondents judged that the majority of their 
behavior was very regular (47%, n=252), followed by somewhat regular (22%, 
n=120), somewhat irregular (18%, n=94), and very irregular (13%, n=71). The 
same pattern can be observed with regard to the similarity of the instances of a 
given behavior: forty-seven percent were judged to be very similar (n=254), 
followed by somewhat similar (31%, n=165), somewhat different (13%, n=70), 
and very different (9%, n=47).  
 At the end of the interview respondents also provided their gender and 
age. About 41% of the respondents were male and these respondents provided 
only 37% of the 538 answers. The mean age of respondents was 39.9 years with 
a somewhat lower median age of 35 years. The youngest respondent was 18 
years old whereas the oldest respondent interviewed was 87 years old. Only 
seven respondents were 65 years of age or older. Due to the small number it 
was therefore not possible to compare respondents 65 years and older with 
younger respondents. We decided to categorize the age variable into four 
categories with each category representing a quartile of the respondents. The 
first quartile includes respondents 29 years and younger, the second quartile 
respondents from age 30 to 36 (included), the third quartile respondents from 
age 37 to 48 (included) and the fourth quartile represents all respondents 49 
years of age and older. To assess the sensitivity of our analyses to this 
categorization of age we also performed a second set of analyses where age 
was included as a continuous variable. 
 After ten answers were dropped because of missing values for age, 
regularity, or similarity variables, the final answer-level dataset contained data for 
105 respondents producing a total of 538 behavioral reports. 
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2.3.1.3 RESPONSE STRATEGY SELECTION 
2.3.1.3.1 Analysis Methods 
Multinomial logistic regression models were used to determine if age has an 
influence on the choice of response strategy controlling for other known influence 
factors. This type of logistic regression model allows use of categorical variables 
with three or more categories as the dependent variable. All categories can be 
compared with each other and evaluated with regard to the independent 
variables.  
 We included indicator variables for the different behaviors in our models to 
control for the fact that some behaviors are inherently more likely to be reported 
by a certain strategy over others. For example, car repairs, as a very infrequent 
behavior, are expected to be most often reported using episodic enumeration 
while grocery shopping, as a more frequent behavior, should likely be reported 
using other strategies. A Χ2-test shows a significant association between the type 
of behavior for which a frequency should be reported and the type of response 
strategy (Χ2(32)=234.45; p=0.000) and confirms that indicator variables for the 
types of behaviors should be included in the model.  
 There was concern that the frequency of the behaviors asked is different 
across younger and older age groups and, therefore, influenced the response 
strategy choice. An interaction effect between age and the reported frequency 
was included in the model and proved to have a significant influence on strategy 
choice. In addition to the different indicators for the type of behavior and the 
interaction between age and the self-reported frequency, we also included in the 
model similarity and regularity of the behavior as well as gender of the 
respondent.  
 The frequency of car repairs was enumerated by all respondents. Thus, 
the indicator variable successfully predicted the outcome variable. We decided to 
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combine this indicator with the indicator for the question about the frequency of 
eating ice cream. Eating ice cream was very similar to car repairs with regard to 
the mean frequency (car repairs: 1.58; ice cream: 5.4), the mean rating of the 
similarity of the behavioral instances (car repairs: 2.48; ice cream: 2.23), and the 
mean rating of the behavior’s regularity (car repairs: 2.48; ice cream: 3.08). We 
used eating spicy food as a comparison category for the indicator variables 
because it showed similar, low average ratings on regularity and similarity.  
 At first, the model included all five categories of the dependent variable. A 
Wald test addressing whether certain categories of the dependent variable could 
be combined revealed that the strategies “rate and adjustment” as well as “rate 
estimation” are not distinguishable with respect to the independent variables in 
the model and can therefore be combined (Χ2(15) = 14.185; p=0.512). That is, all 
coefficients except the intercepts associated with these two strategies are zero in 
the model. The new dependent variable differentiates only between four 
response strategies: episodic enumeration, rate retrieval, rate estimation and 
adjustment (further referred to as rate estimation), and general impression. There 
are six unique pairs of response strategies that can be compared and used in 
testing our hypotheses and we will evaluate all of these comparisons next. 
2.3.1.3.2 Results 
Table 2.2 shows the different models using the categorical age variable. We also 
fit the models with a continuous age variable which did not change our 
conclusions. The construction of the final model with a categorical and a 
continuous age variable by adding sets of indicators one at a time. The 
directional statement of the hypothesis H1.1 allows the use of one-sided tests for 
the regression coefficients for the predictor variables representing the 
respondents’ age. Significance levels reported throughout this section for the age 
effects are therefore based on one-sided significance tests.   
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Our first hypothesis stated that older respondents compared to younger 
respondents are less likely to use episodic enumeration but more likely to use 
rate-based or general impression strategies, controlling for other known 
influences on response strategy choice. Comparisons 1, 4 and 5 in Table 2.2 
show how age and other variables affect the likelihood of choosing episodic 
enumeration versus other strategies. Older people, age 49 to 87, are significantly 
less likely to use episodic enumeration than general impression strategies 
(Comparison 1), rate retrieval (Comparison 4), and rate estimation (Comparison 
5) compared to respondents 29 years and younger when controlling for other 
characteristics of the behavior and the respondent. These comparisons between 
the different response strategies confirm our hypothesis H1.1 that older 
respondents are more likely to avoid the generally most cognitively taxing 
strategy, episodic enumeration. With regard to rate-based strategies, it seems 
that older respondents do not have a preference for choosing rate retrieval over 
rate estimation and vice versa.  
 Other interesting effects that our hypotheses did not address were 
observed in these models. Respondents in the oldest age group are not 
significantly more or less likely to use rate retrieval than rate estimation 
(Comparison 6) or general impression (Comparison 2). Older age does also not 
seem to have any effect on the choice between rate estimation and general 
impression strategies (Comparison 3). Respondents between age 37 and 48 are 
significantly more likely than younger respondents to choose rate estimation 
compared to general impression strategies (Comparison 3). This age group is 
also significantly more likely to use rate retrieval when answering frequency 
questions than rate estimation (Comparison 6). This might indicate that this age 
group, compared to younger people, has a more scheduled time table and is, 
therefore, generally more likely to use rate-based strategies due to the regularity 
of their behavior.  
 Even though the main effects comparing episodic enumeration to other 
strategies are negative, as hypothesized, the interaction effect for this age group 
and the self-reported frequency of the behavior is positive, a finding which is 
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somewhat counterintuitive. As the frequency of a behavior is reported to 
increase, older people should even be decreasingly likely to use episodic 
enumeration than they already are. The positive and significant interaction 
coefficients, however, show the exact opposite pattern. It is not clear why this 
effect occurs. Unfortunately, it was also not possible to explore it further with this 
secondary data set.  
2.3.2 Study 2: Record Check Study 
In addition to the secondary data analysis, we fielded our own study in order to 
assess how the cognitive aging of the respondent influences the accuracy of 
frequency estimates. This study was designed as a record check study (Groves 
1989) and approved by the University of Michigan Institutional Review Board for 
the Behavioral Sciences (HUM00003573).  
2.3.2.1 MEASURES AND PROCEDURES 
The respondents for this study were recruited as a convenience sample through 
newspaper ads as well as flyers. The study was advertised as an hour-long 
interview about consumer behavior and the promised reward could be up to $60 
depending on the number of records the respondent was able to provide. The 
newspaper ad as well as the flyer stated that only unmarried people or those not 
living with a partner were eligible for the study so that behaviors identified on the 
records could be uniquely attributed to the respondents. Respondents called a 
telephone number at the University of Michigan to indicate their willingness to 
participate in the study. The study staff screened them for their eligibility with 
regard to their age (20-30 or 65 and older) and their living arrangements (living 
alone or not with anyone likely to share financial accounts with the respondents, 
being widowed or divorced). If the subject qualified one of two interviewers then 
conducted an in-person interview in the homes of the respondents. Thirty-seven 
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people between the ages of 20 and 30 and 38 people aged 65 and older were 
interviewed between the months of December 2007 and June 2008. Before the 
interview began the interviewer conducted a short cognitive test with respondents 
65 and older to check that their cognitive status enabled them to be interviewed 
(Brodaty, Kemp et al. 2004). All interviews were digitally recorded on two 
recording devices with the consent of the respondent. 
 
Table 2.3: Type of Frequency Questions Used in the Record Check Study 
 
  
 The interview included questions concerning the frequencies of financial 
as well as mundane behaviors with regard to the 30 days prior to the interview 
(Table 2.3). Respondents were asked and trained at the beginning of the 
interview to think out loud when answering behavioral frequency questions. The 
interviewer was instructed to probe if the respondent did not think out loud. After 
answering each of the frequency questions about financial behaviors 
respondents were handed a show card that displayed descriptions of the 
response strategies included in the multiple strategy perspective. The interviewer 
then replayed the recorded response to each frequency question to remind 
respondents of their answers and asked respondents to indicate which of the 
response strategies they used when answering the question. After indicating the 
response strategies for all the financial questions, respondents also judged the 
regularity and the similarity of the behavioral instances for each of them. The 
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regularity and similarity scales were the same as Conrad et al. (1998) used in 
their study. As a last step in this sequence the interviewer asked respondents to 
remember and describe for each behavior as many instances with as much detail 
as possible. This sequence: the interviewer asking the frequency questions, the 
respondent indicating the response strategy used, rating the regularity and 
similarity of the instances and providing details about the instances, was then 
repeated for mundane behaviors. After the sections on frequency questions had 
been concluded, the interviewer administered a cognitive test that was based on 
the test used in the Health and Retirement Study (Ofstedal, Fisher et al. 2005). 
The cognitive test measured the respondent’s self-perception about memory 
through self rating, working memory functioning using a serial 7 subtraction task, 
the respondent’s mental status through backwards counting, date, object and 
person naming, numeracy through performance of mathematical operation, as 
well as episodic memory using immediate and delayed word recall. The last 
questions of the interview were of a demographic nature. The overall structure of 
the interview is displayed in Figure 2.2. To avoid order effects we created two 
different sequences of items that were held constant across the questionnaire 
when asking about frequency, similarity, regularity and episodic details. We also 
changed the order of similarity and regularity questions: in half of the interviews 
similarity questions were asked before regularity questions while in the other 
version the opposite was true. This created four versions of the questionnaire 
that were randomly assigned to respondents.  
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Figure 2.2: Structure of the Interview 
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As in the study by Conrad et al. (1998) the audio recordings of the answers to the 
frequency questions were also coded. The coders used the more detailed 
classification used in Study 1 instead of the one that was presented to 
respondents on the showcards. For secondary data analysis we restructured the 
data into a person-question dataset with 573 records. More than one fourth of the 
reports could not be classified into one of the response strategies because there 
were some respondents that had difficulties with providing a concurrent verbal 
report (n=109) as in the study by Conrad et al. (1998). Elderly respondents were 
significantly more likely to provide an uncodable verbal report (Χ2(1) = 6.33; 
p=0.012). Besides those records we also excluded all reports of zero-frequency 
behavior (24.61%, n=141). The initial analytic dataset therefore included 76 
respondents producing a total of 323 behavioral reports.  
 The self-reported frequency of the behavior has a mean of 9.31, a median 
of 5, and a range between 1 and 120. In contrast, the distribution of the true 
frequency of the behaviors based on respondents’ records shows a mean of 
10.61, a median of 6, and a range between 0 and 55. It seems that even though 
the range of the true frequency is smaller than that of the reported frequency, the 
mean and the median are larger for the distribution of the true frequency. On 
average, frequency reports are more likely to be under- than overreports. 
 The response strategy used nearly half of the time is episodic 
enumeration (48%, n=155), followed by general impression strategies (17%, 
n=55), rate estimation (16%, n=50), rate retrieval (11%, n=37), and rate and 
adjustment (8%, n=26).  This distribution is similar to that found in the study by 
Conrad et al. (1998) and might be due to the similarity of the behavioral 
frequency questions asked in both studies. Respondents rated over a third of the 
behaviors as very regular (36%, n=115), followed by regular (29%, n=90), 
irregular (19%, n=59), and very irregular (16%, n=52). Nearly two thirds of the 
behavioral instances (61%, n=189) were judged to be very similar. Nineteen 
percent were rated as similar (n=61), followed by dissimilar (12%, n=37), and 
very dissimilar (8%, n=25).  
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 Less than one third of the respondents are males (29%). Only about 28% 
of the answers are provided by these male respondents. The younger group of 
respondents was between 20 and 30 years old with a mean of 22.4 and a 
median of 21 years of age. The older age group ranges from 65 to 87 years with 
a mean age of 73.4 and a median of 71. Respondents received a cognitive score 
between 0 and 1 indicating what percentage of the cognitive items the 
respondent answered correctly. The average cognitive score for the younger 
respondents is 0.72 while the one for the older respondents is 0.66 and 
significantly lower as would be expected (t (294.22) = 5.913; p=0.000). 
 A small number of items were missing for the regularity and similarity 
ratings. The final dataset for the analyses of the reported frequencies, 
constructed as a person-question dataset, includes 73 respondents and 307 
items. The final analyses using the true frequency based on records include 39 
respondents and 97 behavioral reports. 
2.3.2.2 RESPONSE STRATEGY SELECTION 
2.3.2.2.1 Analysis Methods 
Multinomial logistic regression models were used for the data collected in this 
record check study as in the analyses of the secondary dataset. Our first model 
testing hypotheses H1.1 and H1.2 includes response strategies as a five 
category dependent variable and indicators for the type of behavior, its 
frequency, regularity and similarity ratings as well as gender and either age 
(young versus old) or the cognitive performance score as predictors. As 
frequency in this study was available as self-report by the respondents and as 
true count using the financial records we will test the hypotheses H1.1 and H1.2 
using the frequency reports as well as counts.  
 Due to zero and low cell counts in a cross tabulation between the behavior 
indicators and the dependent variable a number of these indicators had to be 
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collapsed to allow the estimation of the model using the self-reported 
frequencies. Which categories were combined was decided based on similarity 
with regard to average frequency, regularity, and similarity ratings. In the end, the 
categories “writing checks”, “depositing checks and “ATM” were collapsed into 
one category and “debit card” and “credit card” into another. The “credit and debit 
card” category was chosen as the comparison group for the indicator variables of 
the behavior. The number of person-questions for the model using true counts 
was smaller than the one using the self-reported frequencies, 97 compared to 
307. The cross tabulation between the behavior type and the dependent variable 
therefore showed an even larger number of zero or extremely small cell counts. 
No matter how we collapsed behavioral type indicators together for this model, 
the estimation of the model was not possible. Thus we left out any behavioral 
indicator for the models using the true frequency counts. 
 Once the models could be estimated we tested whether any of the 
categories of the dependent variable were indistinguishable from the others in 
the model. As in the model based on the secondary dataset a Wald test 
confirmed that two of the five categories, rate estimation and rate and 
adjustment, could be collapsed (self-reported frequencies: Χ2(9)=12.41; p=0.191; 
true frequency counts: Χ2(6)=2.346; p=0.885). The final dependent variable of 
this set of analyses was therefore the same as that used when analyzing the 
secondary data. 
 Age is only included as a dichotomous variable in the analyses using the 
record check study comparing respondents 65 years and older to younger 
respondents between the age of 20 and 30 years. In addition to age and gender 
this study also collected the education, the number of hours of sleep in the past 
night, and the employment status (half-time or more compared to less than half-
time) of the respondent. Likelihood ratio tests showed that neither education, the 
number of hours of sleep in the past night nor the employment status significantly 
improved the fit of the models (self-reported frequencies: LR Χ2(8)=6.22; 
p=0.6222; true frequency counts: LR Χ2(9)=7.70; p=0.5651). We decided, 
therefore, to exclude these variables in order to allow the comparison of the 
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results based on the record check study to those from the secondary data 
analyses. 
2.3.2.2.2 Results 
All of the following analyses account for the clustering of observations within 
each person in the person-question dataset by using Taylor linearization to 
estimate robust variances. We can use, again, one-sided significant tests for the 
regression coefficient related to the respondents’ age or cognition because the 
hypotheses H1.1 and H1.2 are directional. Table 2.4 shows the six different 
unique comparisons of the response strategies with the self-reported frequency 
of the behavior in the model. 
Our first hypothesis predicts that older respondents are less likely to 
choose episodic enumeration than rate-based estimation or general impression 
strategies compared to younger respondents (H1.1). Comparisons 1, 4 and 5 in 
Table 2.4 compare episodic enumeration with other strategies using self-reported 
frequency. While all these comparisons indicate that older respondents are less 
likely to use episodic enumeration with regard to the other strategies, the only 
age indicator yielding statistical significance is the one comparing episodic 
enumeration with rate estimation. Our first hypothesis is therefore only partially 
confirmed using the data collected in the record check study. 
 As the next step, we predicted the response strategy choice using the true 
frequency counts from the records that respondents provided (Table 2.5). The 
comparisons of the response strategies show that older respondents are less 
likely to use episodic enumeration than other response strategies. The 
coefficients reach statistical significance for comparing episodic enumeration and 
general impression strategies as well as rate retrieval, but not for episodic 
enumeration compared to rate-estimation. Hypothesis H1.1 is only partly 
confirmed. As in the other analyses, this model also shows the counterintuitive 
effect that elderly respondents are more likely to choose cognitively more 
demanding strategies as the true frequency of the behavior increases compared 
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to younger respondents. The effects are significant for episodic enumeration 
versus general impression strategies and rate estimation. 
 In all previous analyses we used age as a proxy indicator for age-related 
cognitive decline. In the record check study, however, we also measured 
cognitive functioning and can therefore evaluate if it is cognitive decline due to 
normal aging that is responsible for the differences in choosing response 
strategies between young and older respondents. Table 2.6 shows the response 
strategy comparisons from the multinomial logistic regression models using self-
reported frequency and the cognitive functioning measure. While the conclusions 
from the models using the chronological age of the respondent as a proxy for 
cognitive functioning were in general straightforward the picture seems to be 
more complicated if age is replaced by a measure of cognitive functioning itself.  
 Based on our hypothesis H1.2 we would expect that the higher the 
cognitive functioning the more likely it is that respondents use the cognitively 
more demanding strategies, such as episodic enumeration. While the direction of 
the effect is confirmed through the positive coefficient of cognitive functioning 
comparing the odds of episodic enumeration to general impression (Comparison 
1), episodic enumeration is less likely to be chosen as a response strategy 
compared to rate retrieval (Comparison 4) and rate estimation (Comparison 5) as 
cognitive functioning increases. None of these coefficients are, however, 
significant. Our hypothesis H1.2 is therefore not confirmed if chronological age is 
replaced by a measure of cognitive functioning and self-reported frequency is 
used as a measure in the multinomial logistic regression model.  
 Table 2.7 shows the results of the model including the cognitive 
functioning measure and the true frequency count from the financial records. We 
can draw the same conclusions as from the model presented in Table 2.6 that 
includes the cognitive functioning measure and the self-reported frequency by 
the respondents.  Both models using a direct measure of cognitive functioning 
therefore do not confirm our hypothesis H1.2. 
 37 
Table 2.4: Comparisons of Response Strategies Using Self-Reported Frequency 
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Table 2.5: Comparisons of Response Strategies Using True Frequency Counts 
 39 
 Table 2.6: Comparing of Response Strategies Using Self-Reported Frequency and Cognitive Functioning Measure 
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Table 2.7: Comparison of Response Strategies Using True Frequency Count and Cognitive Functioning Measure 
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Table 2.9: Comparison of Response Strategies Using True Frequency, Cognitive Measures, and Age 
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 In addition to using the respondents’ age and the cognitive functioning 
measure separately in the models we also explored if chronological age has 
explanatory power when cognitive functioning is already included in the model. 
Again, this model was fit using self-reported frequency (Table 2.8) and the true 
frequency counts from the records (Table 2.9). Likelihood-ratio tests showed that 
age still significantly contributes to the explanation of the variance if the true 
frequency counts from the records are included (LR Χ2(6)=15.39; p=0.0174) but 
not if the self-reported frequency is used in the model (LR Χ2(6)=12.33; 
p=0.0551).  
2.3.2.3 ACCURACY OF FREQUENCY ESTIMATES    
The record check study design allows addressing the accuracy of the frequency 
reports provided by old and young respondents by comparing the self-reported 
frequency of financial behaviors with the true counts based on checking account 
and credit card statements. Overall, true values are available for 59% (n=101) of 
the 171 financial behavioral reports. Forty-five percent of the behavioral reports 
(n=45) are from older respondents compared to 55% from younger respondents 
(n=56). 
2.3.2.3.1 Analysis Methods 
As reviewed above, older respondents are expected to have more problems with 
encoding and retrieval of behavioral instances. They should therefore also be 
more likely to provide less accurate frequency reports than young people. We will 
examine this using a logistic regression model predicting inaccurate reports while 
also controlling for the frequency of the behavior reported and the response 
strategy used to provide a frequency report. 
 In addition, given that our hypothesis that older respondents are generally 
more likely to use less taxing response strategies has been confirmed we would 
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expect that their frequency reports are rather overreports of the true frequency 
given that those strategies produce more likely overreports of the frequency of a 
behavior. This will also be tested using a logistic regression model predicting 
under- compared to overreports. We will also control for the frequency of the 
behavior and the response strategy used to provide the inaccurate frequency 
report. 
2.3.2.3.2 Results 
Overall, twenty-two percent (n=22) of the 101 behavioral reports for which 
records were available were answered correctly. Figure 2.3 shows a scatter plot 
of the counts based on the records and the self-reported frequency. The line in 
the graph represents the location of the dots had there been only accurate 
behavioral reports. Dots below the line indicate underreports whereas those 
above the line represent overreports.  
 



























 The percentage of inaccurate frequency reports is significantly different 
across the financial frequency questions (Χ2(4)=13.9859; p=0.007): fifty-nine 
percent of self-reported frequencies for writing checks are inaccurate, followed by 
depositing checks with 63%, debit and credit card purchases with each 90% and 
ATM visits with 94% inaccurately reported frequencies. Accuracy of frequency 
reports is also significantly different across the various response strategies that 
respondents used to arrive at frequency reports (Χ2(3)=15.2048; p=0.002). 
Episodic enumeration was the strategy that showed the smallest amount of 
inaccuracies (63%), followed by rate retrieval (70%) and rate estimation (90%). 
All frequency reports that were based on general impression strategies were 
incorrect. 
 Younger respondents were able to remember 30% (n=17) of the 
frequencies correctly while older respondents did this only for 11% of the 
questions (n=5). A Χ2-test confirmed that elderly respondents are significantly 
less likely to answer behavioral frequency questions accurately (Χ2(1)=5.4244; 
p=0.020). Even though the bivariate relationship between age and correctly 
answering behavioral frequency questions was significant, logistic regression 
models additionally including the response strategy used and the frequency of 
the behavior show a different picture (Table 2.10). Each of the logistic regression 
models is only based on 76 evaluations of the accuracy of the behavioral reports 
because all reports based on general impression were excluded predicting 
inaccuracy perfectly. Both regression models, either including the self-reported 
frequency (LR Χ2(4)=13.91; p=0.0076; Pseudo R2=0.1520) or the true counts (LR 
Χ
2(4)=13.85; p=0.0078; Pseudo R2=0.1515), show that older respondents are 
more likely to provide inaccurate frequency reports than younger people. The 
coefficients, however, do not reach significance. The models also show that 
higher self-reported frequency and true counts contribute positively, but not 
significantly, to inaccurate frequency reports as well. While rate estimation is 
identified in the model using self-reported frequency as the strategy contributing 
least to inaccuracy, episodic enumeration seems to be the one for the model 
using true counts. Again, none of the coefficients are significant. Our hypothesis 
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H2.1 that older respondents are more likely to provide inaccurate reports can 
only be confirmed in a bivariate context but not when controlling for the frequency 
of the behavior and the response strategy that was used.  
 
Table 2.10: Logistic Regression Models Predicting Inaccurate Frequency Reports  
 
 
Even though our first hypothesis on the difference between older and younger 
respondents on reporting accurately could not be confirmed, it is still possible 
that older respondents are more likely to provide overreports than younger 
people. Overall, 37% of the frequency reports with available true counts were 
underreports (n=37) while 41% were overreports (n=42). The range of the signed 
errors (reported frequency – true frequency) goes from -30 to 109. We would 
expect based on previous findings in the literature that the type of response 
strategy is significantly associated with over- or underreports. The general 
pattern is as expected: episodic enumeration shows a smaller percentage of 
overreports than underreports (48%), followed by rate estimation with 57% 
overreports, general impression strategies producing 56% overreports and rate 
retrieval with 57% overreports. The association between the type of response 
strategy and the type of inaccuracy in frequency reports is, however, not 
significant (Χ2(3)=0.4449; p=0.931). In contrast, the type of behavioral frequency 
reports is significantly associated with the type of inaccuracy in frequency reports 
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(Χ2(4)=12.3514; p=0.015): The frequency of writing checks and using credit 
cards is more likely to be under- than overreported (69% and 63%) while all other 
types of financial activities are more likely to be over- than underreported. Using 
ATMs and depositing checks show both 80% overreports followed by 53% of 
overreports when reporting the use of debit cards.  
 Figure 2.4 shows a scatter plot of the record counts and the self-reported 
frequency by the age group of respondents. As before, the line in the graph 
represents the location of the dots and crosses if all behavioral reports were 
accurate. Dots and crosses below the line indicate underreports whereas those 
above the line represent overreports.  
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Younger respondents had a higher percentage of overreports (56%) than 
underreports (44%) among the behavioral frequency reports that were inaccurate 
(n=39). Older respondents showed the same number of overreports (50%) as 
underreports (50%) among the 40 inaccurate frequency reports they provided. A 
Χ
2-test confirmed that the respondents’ age group is not significantly associated 
with over- or underreports (Χ2(1)=0.3259; p=0.568). 
 The logistic regression models controlling for the frequency of the 
behavior and the response strategy used confirm that older respondents are 
neither more nor less likely to overreport than underreport when providing 
inaccurate frequency reports (Table 2.11). Each of the logistic regression models 
is based on the 79 inaccurate frequency reports because we excluded all 
correctly reported behavioral frequencies. Both regression models, either 
including the self-reported frequency (LR Χ2(5)=1.68; p=0.8917; Pseudo 
R2=0.0154) or the true counts (LR Χ2(5)=31.08; p=0.000; Pseudo R2=0.2846), 
show that older respondents compared to younger respondents are not more or 
less likely to provide underreports than overreports. In the model including the 
self-reported frequency none of the predictors shows any significant influence on 
providing under compared to overreports. This model does not fit the data. The 
model including the record counts shows, however, that a higher true frequency 
of the behavior is significantly more likely to produce under- compared to 
overreports. The response strategies rate estimation and general impression are 
significantly less likely to lead to under- than to overreports than episodic 
enumeration. Our hypothesis H2.2 that older respondents are more likely to 
provide overreports than underreports when providing inaccurate frequency 
reports can not be confirmed.  
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Table 2.11: Logistic Regression Models Predicting Underreports 
 
2.4 DISCUSSION AND CONCLUSION 
This study explored if age-related decline in cognitive functioning influences the 
choice of response strategy and the accuracy of the reports when answering 
behavioral frequency questions. Our first hypothesis H1.1 stated that older 
respondents should be less likely to choose the cognitively demanding strategy 
“episodic enumeration” compared to other less demanding strategies such as 
rate-based estimation and general impression strategies, controlling for other 
factors known to influence the choice of response strategy. This hypothesis was 
confirmed in the analysis of data collected by Conrad et al. (1998). Analyses 
based on data from the record check study using the self-reported frequencies as 
well as true frequencies based on financial records showed that elderly are less 
likely to choose episodic enumeration compared to the other strategies. 
However, not every coefficient reached significance.  
 When chronological age as a proxy indicator was replaced by a cognitive 
functioning measure the effects were not as straightforward as before. The 
hypothesis H1.2 could not be confirmed. A possible reason for this effect could 
be that the cognitive test administered is not sensitive enough to measure exactly 
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those cognitive functions that are responsible for the change in response strategy 
preference. 
 The record check study allowed addressing whether older respondents 
are more likely than younger respondents to provide less accurate responses 
(Hypothesis H2.1). While this hypothesis could be confirmed in a bivariate 
context, we could not confirm this effect controlling for the frequency of the 
behavior and the response strategy used to answer the question. 
 The last hypothesis H2.2 addressed if older respondents are more likely to 
provide overreports than younger respondents given that they are more likely to 
use response strategies that are associated with overreports. Our analyses 
showed that this is also not the case. 
 To summarize, cognitive aging seems to influence the choice of response 
strategy when answering behavioral frequency questions. This, however, does 
not seem to lead to more inaccurate reports compared to young people. In 
addition, even though older respondents are more likely to choose strategies 
associated with overreports they are as likely as younger respondents to under- 




WHAT INFLUENCES PANEL ATTRITION  
AMONG OLDER RESPONDENTS? 
3.1 INTRODUCTION 
Longitudinal studies have become indispensable for researchers focusing on 
intra-individual change or temporal relationships among variables. Besides 
logistical problems and high costs, panel studies can suffer from nonresponse 
over the duration of the study. While nonresponse in later waves can cause the 
loss of statistical power in subgroups due to decreasing sample size, researchers 
are more concerned about whether the attrition biases their key statistical 
estimates. If panel attrition is not random with respect to the key estimates, the 
internal and external validity of the analysis is in danger (Kalton, Kasprzyk et al. 
1989). If the causes of panel attrition and statistics of interest are correlated then 
conclusions based on these might be biased. As in cross-sectional surveys, 
nonresponse can occur due to noncontact or refusal in any given wave. In 
addition, panel surveys can lose members for additional reasons because of their 
longitudinal survey design such as not locating respondents in subsequent 
waves. Respondents could also have left the population of inference by moving 
to an institution (Matthews, Chatfield et al. 2004), such as a nursing home or 
penitentiary, by immigrating to another country or by dying between waves 
(Jones, Koolman et al. 2006). Permanent loss of a panel member is known as 
“panel attrition” whereas temporary absence is defined as “wave nonresponse.” 
While death is a permanent loss, all other types can be of temporary nature. 
Whether these absences are permanent or temporary depends on the 
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respondents as well as on the panel design. It is necessary but not sufficient for 
minimizing attrition that the panel design previews efforts on part of the survey 
organization to locate, contact, and interview panel members in subsequent 
waves even though they were nonrespondents in a prior wave. 
 Techniques to decrease panel attrition have been central to research on 
panel surveys and in rigorous panel design have kept panel attrition to a 
minimum. One focus has been on improving the location of panel members that 
have moved between waves. The success of tracking study members depends 
on the general method of tracing, the time interval between panel waves, and the 
possibility of using information sources that could contain information about the 
whereabouts of the study members (Burgess 1989). In addition, tracking success 
is also highly dependent on the quality of contacts between the waves 
(Lepkowski and Couper 2002) as well as collecting contact information from 
close family or friends (Couper and Ofstedal 2006).  
 Another area of research has further remediated the loss of panel 
members due to refusal or inability to be interviewed by allowing proxy 
respondents to replace respondents for parts of the interview (Tennstedt, Dettling 
et al. 1992).  While some questions, such as attitudes, cannot be answered by 
proxy respondents, factual questions can be answered with sufficient validity 
(Nelson, Longstreth et al. 1994) so that the use of proxy respondents allows for 
at least some data on panel members for more waves and therefore minimizes 
panel attrition. 
 Even though survey methodologists have been developing methods to 
minimize panel attrition, it will always remain a part of longitudinal studies. One 
subgroup of panel studies seems to be especially sensitive to selective attrition: 
panel studies of the elderly. Studies about health, retirement and care 
arrangements of the elderly are more and more common due to the aging of 
Western societies. Studying intra-individual change for this population subgroup 
has become especially interesting to researchers and policy makers who 
examine how the aging of Western society influences economic situations, health 
care needs and other issues in late life.  
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 In addition to general predictors of attrition in population surveys, 
longitudinal studies of the elderly have to face influences that are related to the 
aging process itself: physical decline, increased morbidity, cognitive aging, and 
changes in the social network of respondents. Statistics based on panel studies 
of the elderly are more likely than those of the general population to be biased 
due to panel attrition because the aim of these studies is to measure physical 
decline, cognitive aging, health-related issues etc. – so factors of attrition and 
survey measures are highly correlated.  
 It is therefore extremely important to understand the mechanisms behind 
panel attrition so that knowledge about potential bias in the statistics of interest 
can be accumulated and used for nonresponse adjustments or further 
improvements of strategies to minimize panel attrition. Few longitudinal studies of 
the elderly, however, have distinguished between different types of panel 
attrition. Studies also rarely assess the marginal influence on attrition of physical 
health, and cognitive aging, and changes in the social networks of respondents. 
This chapter examines the differential influence of these factors on the likelihood 
of different types of nonresponse: non-contact, refusal, proxy-interview.  
3.2 PREDICTORS OF PANEL ATTRITION 
Most studies on panel attrition have searched for strong correlates to provide a 
better understanding of the mechanisms behind nonresponse in longitudinal 
surveys. Groves and Couper (1998) developed a conceptual framework that 
differentiates not only between various types of nonresponse but also provides a 
theoretical view on survey participation. They argued that a thorough 
understanding of the mechanisms leading to nonresponse is required to develop 
useful nonresponse adjustments to compensate for nonresponse and strategies 
to minimize panel attrition.  While this framework also applies to the first wave of 
panel studies, Lepkowski and Couper (2002) have addressed nonresponse in the 
second wave of panel surveys on a more theoretical basis. They differentiate 
factors influencing the likelihood of location of respondents, of contact given 
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successful location and of cooperation given successful contact in the second 
wave of longitudinal surveys. Generally, factors influencing panel attrition can be 
categorized into a) situational or variable factor, b) stable characteristics of the 
respondent or the household and c) characteristics of the survey protocol, the 
interview situation and experiences in previous interviews. We will review the 
literature on these characteristics in panel studies of the population and the 
elderly and utilize it to gain insights into the different types of nonresponse in 
panel surveys of the elderly: non-location, non-contact, and non-cooperation. 
3.2.1 Variable and Situational Circumstances 
Variable and situational circumstances that influence panel attrition include 
lifestyle characteristics, employment status, physical and psychological health 
status, residential mobility, community involvement, and extent of social 
interactions (Lepkowski and Couper 2002). Having moved between previous 
waves, especially long distance moves and moves out of the respondents’ state 
of origin, is associated with a higher likelihood to attrite and being located in later 
waves ((Zabel 1998); (Behr, Bellgardt et al. 2005); (Lepkowski and Couper 
2002)). Moving during the duration of the panel also seems to be problematic 
with regard to panel studies of the elderly (Matthews, Chatfield et al. 2004). While 
residential mobility is usually linked to changes in employment and family status, 
such as the birth of a child or a divorce, older respondents move for different 
reasons. Declines in health seem to be the main reason for the increased 
likelihood to move closer to family members, retirement communities or nursing 
homes. Respondents who own the apartment or house they live in compared to 
renting it are less likely to move and therefore to drop out ((Zabel 1998); (Harris-
Kojetin and Tucker 1998)).  
 Being employed has a negative relationship with attrition in later waves 
((Zabel 1998); (Behr, Bellgardt et al. 2005)). Respondents that are unemployed 
and looking for a job are more likely to move than those respondents that have a 
stable employment situation. For studies of the elderly the relationship between 
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employment status and panel attrition can be expected to be somewhat different 
given the high percentage of retired respondents in the sample. Kapteyn, 
Michaud et al. (2006) showed that retired people are more likely to drop out than 
those who are employed.  
 Strong social integration and community attachment decrease the 
likelihood of panel attrition (Lepkowski and Couper 2002). Activities, such as 
volunteering and a high number of friends and relatives in the community, seem 
to have a positive effect on remaining in the panel. Being altruistic and more 
responsive to civic duty has also been shown to increase panel participation. For 
example, Loosveldt and Carton (2002) showed that the more individualistic 
people are the more likely they are to drop out.  
 
 In addition to the just reviewed situational and variable factors, panel 
attrition in studies of elderly respondents seems to be influenced by three 
additional factors unique to this segment of the population: physical health 
problems, changes in cognitive functioning, and changes in social networks. 
 Physical health problems: Physical health problems and conditions that 
have previously been examined as predictors for panel attrition span from acute 
health problems to more chronic and long-term conditions. Generally, studies 
conclude that respondents who report to be currently in poor health –however it 
might be defined- are more likely to drop out of the in future waves than those 
who exhibit good health. Most panel studies include only self-reported health 
measures rather than objective measures due to cost constraints and increased 
burden for the respondent. Poor health in old age is usually not an isolated and 
short-term phenomenon but rather a sign of general physical deterioration. An 
indication of a health status rated less than average is therefore predictive of 
future health problems that might force respondents to move to get better care 
for health problems or because independent living is no longer feasible (Mihelic 
and Crimmins 1997). A common measure for health status is to ask respondents 
to rate their current health on a scale that ranges most often from “poor” to 
“excellent.” Respondents who drop out rate their health significantly worse 
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((Sharma, Tobin et al. 1986); (Van Beijsterveldt, Van Boxtel et al. 2002); (Jones, 
Koolman et al. 2006); (Young, Powers et al. 2006); (Gray, Campanelli et al. 
1996); (Goldberg, Chastang et al. 2006); (Anstey and Luszcz 2002); (Matthews, 
Chatfield et al. 2006); for an exception see (Kautter, Khatutsky et al. 2006)) or 
report health problems in general (Jones, Koolman et al. 2006).  The 
accumulation of health problems and related use of medication can make 
respondents less willing to endure the burden of survey interviews or to talk 
about their declining health (Gray, Campanelli et al. 1996). A higher number of 
chronic conditions, such as heart attack, stroke, arthritis, cancer etc., decrease 
the likelihood of staying in the panel ((Albert, Wilson et al. 1975); (Chatfield, 
Brayne et al. 2005); (Goldberg, Chastang et al. 2006); (Martin, Haren et al. 
2007); for an exception see (Matthews, Chatfield et al. 2004)). Van Beijsterveldt 
et al. (2002) also showed that the higher the number of prescription medications 
that respondents take the greater the likelihood of dropping out of the panel. 
 Panel studies of the elderly have also been concerned about the number 
of disabilities, frailty and difficulties with functional abilities and their impact on 
participation in future waves. Being disabled and the extent of the disabilities can 
be a sign of a constant need of medical care and a declining ability to live 
independently in the future and is related to panel attrition through non-location, 
the inability and non-cooperation to be interviewed ((Jones, Koolman et al. 2006); 
(Kempen and van Sonderen 2002); (Tennstedt, Dettling et al. 1992); for an 
exception see (Krishnan, Murtagh et al. 2004)). Another way of assessing 
functional abilities in panel studies has been the use of the “Activities of Daily 
Living (ADL)” and the “Instrumental Activities of Daily Living (IADL)” scales. While 
the ADL scale focuses more on basic physical functioning abilities such as 
walking, dressing, eating, getting in and out of bed, using the toilet, and bathing 
(Fonda and Herzog 2004), the IADL scale assesses functions that enable 
independent living: preparing meals, grocery shopping, managing money, 
making phone calls etc. The numbers of these functions that respondents have 
difficulties with or are not able to do seems to be related to panel attrition 
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((Mihelic and Crimmins 1997); (Jones, Koolman et al. 2006); for an exception see 
(Matthews, Chatfield et al. 2004)). 
 Only a few studies have included more objective criteria about the 
respondents’ health status in assessing the predictors of panel attrition. Goldberg 
et al. (2006) reported that the number of sick leaves male respondents have 
taken the less likely they are to respond in the next wave. Physician based 
examinations of the functional impairment and disability status of respondents 
revealed that respondents with higher levels of impairment related to the need of 
assistance or even hospital or institutional care are more likely to refuse (Levin, 
Katzen et al. 2000) and  more likely to dropout in general (Strömgren, Sjogren et 
al. 2005). 
 Decline in cognitive functioning: Selective subject attrition due to cognitive 
decline has long been of concern to longitudinal studies that aim at measuring 
cognitive functioning change of older adults. Decline in cognitive functioning can 
have a number of causes. First, it can be normal cognitive aging that everyone 
experiences to a certain extent in old age. Second, it can be a first preclinical 
sign of dementia. Finally, late-onset depression has shown to significantly 
decrease levels of cognitive functioning (Steffens and Potter 2008). It can be 
difficult to determine prospectively what causes cognitive decline. The studies 
that assess how cognitive decline influences panel attrition usually do not include 
measures that could best distinguish what predicts cognitive decline as well as 
panel attrition. Comparisons of remaining panel members and those that left the 
panel on various measures of cognitive functioning revealed that cognitively 
impaired panel members are more likely to drop out even when controlling for 
chronological age. In contrast to measures of physical health cognition is largely 
assessed through the administration of cognitive functioning tests that have been 
shown to measure certain cognitive dimensions and therefore provides a more 
objective assessment of the cognitive status of respondents. A common cognitive 
test that assesses general cognitive functioning is the Mini-Mental State Exam 
(MMSE). The large number of studies that included the MMSE in their interview 
agreed that respondents with higher scores indicating better cognitive functioning 
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are less likely to leave the panel in future waves than those with lower scores 
((Anstey and Luszcz 2002); (Gerstorf, Herlitz et al. 2006); (Matthews, Chatfield et 
al. 2006); (Chatfield, Brayne et al. 2005); (Matthews, Chatfield et al. 2004); for an 
exception see (Van Beijsterveldt, Van Boxtel et al. 2002)). The most common 
reason that respondents with lower MMSE scores do not stay in the panel seems 
to be the development of dementia which makes people unable to be interviewed 
and more likely to refuse (Chatfield, Brayne et al. 2005).  
 Other measures used to assess cognitive functioning are different tests of 
general intelligence and intellectual ability. As for the MMSE score selective 
subject attrition is confirmed when comparing the intelligence score of those 
staying in the panel with those who have left: the intellectually superior 
respondents remain ((Gray, Campanelli et al. 1996); (Sullivan and Corkin 1984); 
(Siegler and Botwinick 1979); (Rabbitt, Lunn et al. 2006); (Ritchie and Tuokko 
2007)). Cognitive tests that also seem to predict panel attrition are immediate 
and delayed recall tests assessing the respondents’ memory. Kennison and 
Zelinski (2005) as well as Sliwinski et al. (2003) conclude that bad performance 
on these memory tests identifies the respondents that are less likely to 
participate in the next wave of the panel. A clear relationship between memory 
performance and panel attrition due to refusal has also been established ((Van 
Beijsterveldt, Van Boxtel et al. 2002); (Levin, Katzen et al. 2000)). While the 
measures described are those commonly found in studies addressing the 
influence of cognitive aging on panel attrition there are a large number of less 
used measures that reveal the same relationship between the decline in 
cognition in older adults and the likelihood of panel attrition: measures of 
executive functioning (Levin, Katzen et al. 2000), processing speed (Anstey and 
Luszcz 2002); (Van Beijsterveldt, Van Boxtel et al. 2002)), memory of symbols 
and pictures (Anstey and Luszcz 2002), general cognitive impairment (Chatfield, 
Brayne et al. 2005), etc. 
 Research has shown that cognitive aging is a natural process that no one 
can escape (Raz 2000). The degree of cognitive aging, however, can be very 
different between individuals. Besides preclinical symptoms of dementia late-
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onset depression has been shown to negatively influence cognitive functioning 
(Steffens and Potter 2008). In addition, several studies that have looked at the 
effect of depression on panel attrition hypothesizing that depression can interfere 
with respondents’ motivation as well as willingness to be interviewed in future 
waves ((Matthews, Chatfield et al. 2004); (Mirowsky and Reynolds 2000); (Levin, 
Katzen et al. 2000)). The conclusions that these studies draw are mixed. Mirosky 
and Reynolds (2000) stated that survey participation is negatively influenced by 
high levels of depression. This result was confirmed by Levin et al. (2000) who 
controlled for both cognitive aging and age itself. Matthews et al. (2004) did not 
find that depression increased the likelihood of refusal but stated that it could be 
related to the likelihood of moving and non-contact.  
 Changes in social networks: Toh and Yu (1996) found in their study that 
the number of persons in the household had the most influence on whether or 
not a respondent remained in the panel. They hypothesized that married people 
are less likely to drop out due to their more stable family dynamics. Even if the 
respondent is in the need of care the likelihood of moving and non-contact is 
minimized by the presence of household members who also can be easily 
recruited as proxy respondents if necessary. Living alone has also shown to 
increase the likelihood of refusal (Matthews, Chatfield et al. 2004). Respondents 
with social ties should therefore be in general more likely to stay in the panel. In a 
study of multiple generations weaker emotional ties of elderly with their children 
were predictive of drop out of the elderly respondents in later waves (Feng, 
Silverstein et al. 2006). It seems that a strong social network increases the 
likelihood that elderly stay active and interested. Old age is, however, 
characterized by weakened ties to society. Husbands and wives, siblings and 
friends of the respondents die, minimizing their social ties. Having children and 
grandchildren could alleviate the extent to which older respondents feel isolated 
from society.  
 
 There is significant evidence that age-related change in physical health 
and cognitive functioning as well as social networks increases the likelihood of 
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panel attrition. While most of these studies look only at one of these three 
mechanisms at a time the current study aims to determine the differential 
influence each of these factors has on the different types of panel attrition. This 
allows researchers collecting panel data as well as those that use panel data in 
analyses to get a better understanding where bias in key statistics can be 
expected and to provide more information for improved nonresponse 
adjustments. Before we assess the differential influence of these three factors in 
the Health and Retirement Study we will briefly review response, household, and 
survey characteristics that have been shown to be important correlates of panel 
attrition. We will include them as control variables in our analyses. 
3.2.2 Respondent and Household Characteristics 
Socio-demographic characteristics are commonly used as predictors of panel 
attrition. In general, household and respondent characteristics are included to 
approximate more specific factors that are associated with panel attrition. Socio-
demographic characteristics are repeatedly found to be significant predictors of 
panel attrition in general as well as for specific types of nonresponse (Lepkowski 
and Couper 2002). More stable respondent and household characteristics that 
are reviewed in the following sections are the respondent’s age, gender, race, 
ethnicity, marital status, education, economic status, geographical location and 
degree of urbanicity.  
 Findings with regard to the respondents’ age are fairly consistent in the 
literature. Older people seem to be generally more likely to participate in later 
waves of the panel compared to middle-aged people ((Behr, Bellgardt et al. 
2005); (Hart, Rennison et al. 2005)). Respondents who are 65 years old or older 
are most likely retired and might have more discretionary time at their hands to 
do surveys. They seem also to be more likely to be at home at different times 
during the day which increases the likelihood of contact. While Harris-Kojetin and 
Tucker (1998) did not directly predict attrition but rather nonresponse of any kind 
in later waves they also found that nonresponse is less likely to occur the older 
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the respondents are. Elderly are hypothesized to have more sense of civic duty 
and feel that it is important to support research in a continuous manner. In 
addition, older respondents that feel alone can look forward to survey interviews 
as a welcomed change to their daily life routines. In contrast, longitudinal studies 
of the elderly have found that chronological age is one of the most (Ghisletta and 
Spini 2004)owerful predictors for panel attrition ((Ghisletta and Spini 2004); 
(Sliwinski, Hofer et al. 2003); (Kempen and van Sonderen 2002); (Sharma, Tobin 
et al. 1982); (Ritchie and Tuokko 2007); (Toh and Hu 1996); (Van Beijsterveldt, 
Van Boxtel et al. 2002); (Mihelic and Crimmins 1997); (Chatfield, Brayne et al. 
2005); (Matthews, Chatfield et al. 2004)). The reason for these opposite 
conclusions with regard to the relationship between age and panel attrition 
seems to be that age is used in these studies as a proxy variable for different 
characteristics of the respondent. In studies of the elderly, described above, age 
is strongly associated with declines in physical or mental health as well as death. 
This association can be hypothesized to be weaker or even missing in studies of 
the general population where the majority of the sample is less than 65 years old. 
 Nearly all studies agree that males are more likely to drop out of panel 
studies ((Behr, Bellgardt et al. 2005); (Hart, Rennison et al. 2005); (Harris-Kojetin 
and Tucker 1998); (Watson 2003); (Gray, Campanelli et al. 1996); for an 
exception see (Pickery, Loosveldt et al. 2001)). Most panel studies of the elderly 
also find, like panel studies of the population, that females are less likely to drop 
out ((Ghisletta and Spini 2004); (Krishnan, Murtagh et al. 2004); (Van den Berg, 
Van der Velden et al. 2007); (Mirowsky and Reynolds 2000); for no effect see 
(Mihelic and Crimmins 1997)). 
 African Americans or other races compared to Caucasians are, in all 
studies reviewed for this research, significantly more likely to drop out ((Zabel 
1998); (Hart, Rennison et al. 2005); (Harris-Kojetin and Tucker 1998); (Gray, 
Campanelli et al. 1996); (Jones, Koolman et al. 2006)). The same phenomenon 
can be observed for Hispanics ((Hart, Rennison et al. 2005); (Harris-Kojetin and 
Tucker 1998)). This might be linked to the mobility of these subgroups. The 
effects of race and ethnicity found in general population studies are generally 
 62 
confirmed in studies of the elderly. Krishnan et al. (2004) showed that non-
Caucasians are more likely to drop out. Kapteyn et al. (2006) found that female 
Hispanics are more likely to be wave-nonrespondents and attrite compared to 
non-Hispanic females and that African American males also have higher chances 
of wave-nonresponse and attrition. A different study, however, showed that 
neither race nor ethnicity had an effect on attrition (Mihelic and Crimmins 1997). 
 With regard to marital status of the respondents, being married is 
significantly associated with a higher likelihood of staying in the panel ((Behr, 
Bellgardt et al. 2005); (Hart, Rennison et al. 2005); (Harris-Kojetin and Tucker 
1998); (Watson 2003)). Married people are more likely to be socially integrated 
and more stable with regard to their living situation. Single or never married 
people are generally more likely to leave the panel in future waves ((Behr, 
Bellgardt et al. 2005); (Hart, Rennison et al. 2005); (Harris-Kojetin and Tucker 
1998); (Gray, Campanelli et al. 1996); (Jones, Koolman et al. 2006)) and some 
studies find that the same is true for widowed and divorced respondents ((Behr, 
Bellgardt et al. 2005); (Hart, Rennison et al. 2005); (Gray, Campanelli et al. 
1996); (Watson 2003)). These latter subgroups are more mobile and might also 
have fewer ties to the community they currently live in. Results with regard to the 
association between marital status and panel attrition are more mixed in studies 
of the elderly than in those of the general population. Most of the studies found 
that single respondents are more likely to attrite than married people ((Van den 
Berg, Van der Velden et al. 2007); (Kapteyn, Michaud et al. 2006)). Others found 
that in addition to single people being less likely to participate in later waves of 
the panel separated, widowed and divorced respondents are also more likely 
than married respondents to leave the panel ((Kautter, Khatutsky et al. 2006); 
(Young, Powers et al. 2006)). Goldberg et al (2006) and Martin et al. (2007), 
however, found no effect of marital status on panel attrition. 
 The presence of children in the household seems to decrease the 
likelihood of attrition (Zabel 1998). Children attending school can provide more 
social integration as well as a more stable living situation. Instead of the 
presence of children in the household, studies of the elderly use household size 
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as an indicator for establishing if the respondents have social ties within the 
households. The general finding is that respondents living alone are more likely 
to drop out than respondents that live with one or more adults in the household 
((Mihelic and Crimmins 1997); (Kautter, Khatutsky et al. 2006); (Kapteyn, 
Michaud et al. 2006)).  
 All studies reviewed here have shown that education has a significant 
effect on panel attrition. Higher education, usually a college degree or higher, 
increases the likelihood of participation in later waves of the panel for some 
studies ((Hart, Rennison et al. 2005); (Harris-Kojetin and Tucker 1998); 
(Fitzgerald, Gottschalk et al. 1998); (Watson 2003); (Jones, Koolman et al. 
2006)). As in longitudinal studies of the general population, higher education has 
found to be related to staying in the panel in later waves ((Kapteyn, Michaud et 
al. 2006); (Krishnan, Murtagh et al. 2004); (Mihelic and Crimmins 1997); (Kautter, 
Khatutsky et al. 2006); (Young, Powers et al. 2006); (Goldberg, Chastang et al. 
2006); (Van den Berg, Van der Velden et al. 2007); (Levin, Katzen et al. 2000); 
(Kempen and van Sonderen 2002); (Sharma, Tobin et al. 1982); (Sullivan and 
Corkin 1984); (Ritchie and Tuokko 2007); for an exception see (Martin, Haren et 
al. 2007)). 
 Results on the association between the respondents’ economic status and 
panel attrition are mixed. Fitzgerald et al. (1998), Gray et al. (1996) and Watson 
(2003) show that those who dropped out later in the panel were usually at the 
lower end of the socioeconomic distribution. Behr et al. (2005) found either a 
significant relationship between economic status and panel attrition and/or a 
positive relationship between unemployment and panel attrition for different 
European countries. Gray et al. (1996) confirmed this finding showing that retired 
respondents are more likely to drop out of the panel. Watson (2003), however, 
found the exact opposite. While some studies do no find an effect of employment 
status or income on panel attrition in studies of the elderly (Martin, Haren et al. 
2007) most studies confirm the relationship observed in longitudinal studies of 
the general population. Respondents of low socio-economic status or with low 
income are more likely to drop out than people with high income ((Ghisletta and 
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Spini 2004); (Young, Powers et al. 2006)). Kautter et al. (2006) found this effect 
not only for low-income respondents but also for those with high income 
compared to respondents with an average income. Van den Berg et al. (Van den 
Berg, Van der Velden et al. 2007) found that respondents who have a paid job 
are more likely to stay in later waves than those with no job. Retired respondents 
seem to be more likely to leave the panel ((Kapteyn, Michaud et al. 2006); 
(Goldberg, Chastang et al. 2006)) than people still in the workforce. Unskilled 
workers also have a higher likelihood of attrition than skilled workers or 
managers (Goldberg, Chastang et al. 2006). 
 All analyses of this study will include indicators of respondent and 
household characteristics as control variables. 
3.2.3 Survey Protocol and Interview Situation 
It has been shown in the literature on survey nonresponse in cross-sectional 
surveys that the survey protocol, the interview situation as well as the interviewer 
can influence participation (Groves and Couper 1998). A number of survey 
protocol characteristics have also been assessed in panel surveys.  
 With regard to panel surveys of the elderly Levin et al. (2000) point out 
that keeping older respondents in a panel might need more flexibility, empathy 
and persistence than with the normal population. In addition elderly respondents 
that have one or more chronic illnesses might require special types of incentives 
and services to reduce nonresponse due to nonlocation, noncontact or non-
cooperation and keep them as respondents in the next wave. 
 Interviewing frail or disabled elderly might also add another challenge to 
panel surveys because contact is usually made with a healthier spouse or a 
caretaker. While these gatekeepers seem to reason that the selected 
respondents are too ill or cognitively impaired they seem to be quite willing to be 
a proxy-interviewer if they feel knowledgeable enough about the respondent 
(Tennstedt, Dettling et al. 1992). Keeping close contact to the proxy-respondents 
 65 
in those cases between waves seemed to help decrease the likelihood of refusal 
in future waves.  
 In addition, due to more frequent temporary illnesses and possibly 
required stays in hospitals Tennstedt et al. (1992) recommends that the field 
period is extended beyond the normal time line for general population surveys. 
 Possible problems with vision and hearing and the need for more and 
repeated explanation of the survey process and the questions has triggered 
several studies on how the mode of data collection can influence panel attrition. 
As in cross-sectional surveys respondents are generally more likely to participate 
in future waves if the data collection mode is face-to-face (Hart, Rennison et al. 
2005). The impact of the mode of data collection with regard to panel attrition has 
been mixed. Earlier studies have shown that using the telephone for studies with 
the elderly results in higher refusal rates compared to face-to-face ((Herzog and 
Rodgers 1988); (Herzog, Rodgers et al. 1983); for no effect see (Zabel 1998)). 
The reason for higher refusal rates in telephone studies is most likely no 
disinterest but the difficulty of answering the survey request over the telephone 
due to hearing difficulties. Tennstedt et al. (1992), however, showed that the 
telephone mode can be used successfully when converting refusals in studies of 
the elderly. 
 Assigning the same interviewer to respondents across waves of the panel 
decreases significantly the likelihood of attrition in panel surveys of the general 
population and the elderly  ((Zabel 1998); (Behr, Bellgardt et al. 2005); (Hill and 
Willis 2001)). Interview length has been shown to be negatively related to attrition 
in later waves ((Zabel 1998); (Hart, Rennison et al. 2005)). Even though 
intuitively a longer interview seems to be more burdensome it can also be a sign 
that respondents and interviewers enjoyed the interview and the interactions. In 
general, the respondents’ experiences have a big influence on participation in the 
next wave. Martin et al. (2007) showed that respondents who complained about 
the burden of the interview and told the interviewer that they didn’t want to 
participate anymore were significantly more likely to attrite in the next wave. This 
seems to be similar in panel studies of the elderly (Steinhauser, Clipp et al. 
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2006). Interestingly, older respondents seem to suffer less from participation 
fatigue and are more likely to stay in the panel even if the number of data 
collection points is higher (Toh and Hu 1996). The influence of the first or 
previous interview experience has also been confirmed by Pickery et al. (2001): 
The interviewer of the first wave had a higher influence than the interviewer in the 
second wave. 
 Unfortunately, the design of the Health and Retirement Study does not 
allow for easily examining the influences of these factors in panel studies of the 
elderly. Some of these items have been measured in some waves but not all, 
and other information is not readily available for data analysis. The only factor 
that influence can be controlled for is the mode of data collection. Because the 
assignment of the mode of data collection to respondents is not random but 
dependent on the wave number, the respondents’ choice and their cognitive 
status, caution should be used when interpreting the coefficients in our models. 
3.2.4 Summary  
This study will close several gaps that exist in the literature on attrition in panel 
studies of the elderly. First, it examines the differential influence of decline in 
physical health, cognitive aging, and changes in social networks by using 
multivariate analyses that control for the associations between the factors 
contributing to panel attrition. As reviewed above, earlier studies usually looked 
at each of these factors in isolation and it is not clear if they all contribute equally 
to the likelihood to drop out or if one set of factors will be more important than 
others in predicting panel attrition. Second, by using multinomial logistic 
regression models it is possible to examine if there are differential influences of 
these factors on the different types of panel attrition (death, non-contact, refusal, 
proxy-interview). Most previous studies that have examined attrition in studies of 
the elderly generally did not differentiate between these different types. From a 
survey methodologist perspective, however, this information is extremely 
important to adapt the survey design and process to minimize attrition. It also 
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fosters understanding at what point in the survey process possible nonresponse 
bias is introduced in key statistics and can help to develop better nonresponse 
adjustments. Third, this study includes data from seven waves of the Health and 
Retirement Study and provides a unique opportunity to gain insight into the 
mechanisms of panel attrition in later waves of the panel.  
3.3 DISENTANGLING THE INFLUENCES OF PHYSICAL DECLINE, COGNITIVE 
DECLINE AND CHANGES IN SOCIAL NETWORKS ON PANEL ATTRITION IN 
STUDIES OF THE ELDERLY 
3.3.1 The Health and Retirement Study 
The Health and Retirement Study (HRS) was launched in 1992 as a longitudinal 
study on the health, work and retirement, income and wealth, family 
characteristics and intergenerational transfers of older adults in the United 
States. Respondents are interviewed every two years. Respondents within a 
household are not selected so that if a household contains a married couple both 
persons are interviewed. Today the HRS follows over 20,000 men and women 50 
years and older. The participants are part of one of five birth cohorts included in 
the study up to now: the cohort that was originally included in the Aging and 
Health Dynamics study (AHEAD) which was later merged into the Health and 
Retirement Study and represents people born before 1923; the original cohort 
from HRS including men and women born from 1931 until 1941; the Children of 
the Depression Age from 1923 to 1930 (CODA), the War Babies from 1942 to 
1947 (WB), and the Early Baby Boomers born between 1948 and 1953 (EBB). 
Due to the availability of key predictors this study will only include two of the five 
cohorts, the AHEAD and CODA cohorts. A number of indicators were 
continuously measured only on respondents 65 years and older to minimize the 
survey burden as much as possible and because changes in these 
measurements were not observed for younger participants. Respondents of the 
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AHEAD and CODA cohort were both 65 years and older when their cohort was 
interviewed the first time and have been administered the key measurements in 
each wave. The population of inference for this study contains therefore all men 
and women that were born in and before 1930 that were eligible to be 
interviewed according to AHEAD/HRS criteria at the time of the first wave their 
cohort was interviewed. 
3.3.2 Measures Used in the Analyses 
3.3.2.1 DEPENDENT VARIABLE 
The final response status of a respondent in any given wave was classified into 
five categories: self-interview, proxy-interview, refusal (by the respondent or a 
proxy), non-contact, and death. In the analyses that follow a respondent is 
assumed to have left the panel when any status other than self-interview is 
assigned or in other words when the pattern of self-response is broken or the 
observation is censored. We realize that this simplifies reality because the Health 
and Retirement Study will attempt to interview the respondents again even 
though they might not have been contacted or they refused or they were 
replaced by a proxy-respondent in the previous wave. 
 Even though it is theoretically possible to explore the influence of the 
explanatory variables on all of the categories of the dependent variable our 
analyses will focus on those for which the respondent is at least somewhat 
involved in making a decision with regard to survey participation. The first 
comparison is proxy-interview versus interview, where respondents prefer or 
require that other persons answer for them. This usually happens due to health 
reasons. The second comparison looks at refusal versus interview. The last 
comparison is proxy-interview versus refusal where respondents decline to be 
interviewed but allow that a proxy-interview is conducted and the proxy-
respondent is also willing to be interviewed instead of the respondent. Only a 
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small percentage of refusals originate from designated proxies refusing to be 
interviewed. 
3.3.2.2 INDEPENDENT VARIABLES  
The analyses include four sets of independent variables: general background 
variables, and variables measuring cognitive functioning, physical health and 
extent of social network. The general background variables consist of the 
respondent’s gender, race (African American versus Caucasian and other races), 
ethnicity (Hispanic versus non-Hispanic), age and education. Education is 
measured as the number of years the respondent attended school. We also 
included the number of respondents in the household (one or two), and an 
indicator for the data collection mode (face-to-face versus telephone) and study 
cohort membership (AHEAD versus CODA) to control for differences in essential 
survey conditions between data collection modes as well as respondent cohorts.  
 Cognitive functioning indicators: Cognitive functioning of the respondent 
was measured through subjective judgments as well as objective measures. The 
respondents were asked to rate their current memory on a 5-point scale (Poor, 
Fair, Good, Very good, Excellent) and how their current memory compares to 
one year ago/the last interview on a 3-point scale (Worse, About the same, 
Better). The objective measures that were included in HRS covered cognitive 
functions such as memory, working memory, and mental status. Memory was 
assessed through the number of correct words respondents remembered 
immediately (immediate recall) and five minutes (delayed recall) after the 
interviewer read ten words. Scores could range from 0, with no word correctly 
remembered, to 10, with every word correctly remembered. The Serial 7’s test, a 
subsequent subtraction task, was used to measure the quality of the 
respondent’s working memory. The values could range from 0 to 5, where higher 
values indicate a better functioning of working memory. The mental status of the 
respondent was estimated through a composite score, TICS, that included 
measures such as backwards count from 20, date naming, object naming and 
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president and vice president naming. Respondents could receive between 0 and 
10 points with higher points indicating a higher mental status.  
 Physical health indicators: Physical health was assessed only based on 
self-report measures. As for cognitive functioning, respondents rated their current 
health on a 5-point scale (Poor, Fair, Good, Very good, Excellent) and used a 3-
point scale to compare how their health changed since one year ago/the last 
interview (Worse, About the same, Better). Respondents also indicated whether 
they ever had been diagnosed with one or more of the following chronic 
diseases: high blood pressure, diabetes, heart problems, lung problems, stroke, 
cancer, and psychological problems. All of these measures were summarized 
into one score indicating the number of chronic diseases a respondent ever 
experienced with a value range of 0 to 7. A number of questions assessed if the 
respondent experienced any of the following acute symptoms of chronic diseases 
at the time of the interview: swollen feet, shortness of breath, dizziness, back 
pain, persistent headache, fatigue as well as coughing up phlegm or wheezing. 
These indicators were also summarized into one score that can range from 0 to 7 
with higher values indicating more acute symptoms. HRS also included 
measurements of difficulties with activities of daily living (ADL) and instrumental 
activities of daily living (IADL). Activities of daily living include walking across the 
room, getting dressed, bathing, eating, getting out of bed, using the bathroom. A 
summary score was created with a range from 0 to 6 where higher values 
indicated more difficulties with activities of daily living. IADLs included items 
about preparing meals, getting groceries, making telephone calls, taking 
medications, managing money, and reading a map. The IADL difficulties score 
ranged from 0 to 6 with higher values representing more difficulties with 
instrumental activities of daily living. HRS also included items that addressed the 
mobility of the respondent: walking one block, walking several blocks, sitting, 
getting up, climbing one flight of stairs, climbing several flights of stairs, lifting 
heavy things, kneeling, picking up a dime, extending arms, and pulling heavy 
objects. We combined these items again into one score indicating the difficulty of 
performing these actions. The mobility difficulties score ranges from 0 to 11 
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where higher numbers indicate more difficulties with mobility. Respondents were 
also asked if they engaged in the past 12 months in vigorous physical activity 
averaging three times a week (yes versus no). Lastly, respondents also rated 
their vision using glasses if necessary and hearing using hearing aids if 
necessary on a 5-point scale (Poor, Fair, Good, Very good, Excellent). In 
addition, the Body-Mass-Index was also calculated based on self-reported height 
and weight. 
 Social network indicators: The variables measuring the size of the 
respondent’s social network include the number of living children, the number of 
siblings, and the number of people in the household. HRS also asked for the 
existence of relatives as well as friends nearby (yes versus no). Finally, 
respondents estimated the frequency with which they get together with friends or 
neighbors just to chat or for social visits.  
3.3.3 Data and Methods 
3.3.3.1 ANALYTIC SAMPLE 
The analytic sample for this study includes, as previously described, only 
members of the AHEAD and CODA cohort who were eligible according to the 
AHEAD/HRS criteria. Spouses that entered the panel later due to marriage or 
partnership with an AHEAD or CODA member were excluded because their 
decision process to participate in the survey could be different as they join a 
household of an established panel member. Cases that had never been 
interviewed were dropped from the analytic sample as well. In addition, due to 
the lack of information on the panel members before their first wave it is not 
possible to predict nonresponse in the respondent’s first wave. Only cases that 
were interviewed during their first wave were therefore included in the analytic 
sample. The final number of respondents in Wave 1 who are included in the 
analyses is n=8,637. Seventy-six percent (n=6,588) originate from the AHEAD 
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cohort while 24 percent (n=2,049) belong to the CODA cohort. Members of the 
AHEAD cohort can contribute up to seven waves of measurements (beginning in 
1993) whereas the members of the CODA cohort were only measured for five 
waves (beginning in 1998). Nearly two thirds of the sample are female (n=5,345; 
61.88%) and more than one third male (n=3,292; 38.12%). The mean number of 
years that respondents attended school amounts to 11.2. The range of school 
years represented in the sample extends from 0 to 17 with a median of 12. 
African-Americans account for 12.32% (n=1,064) of the sample. The other 
respondents (87.68%; n=7,573) are of Caucasian and other races. Only 5.18% of 
the respondents classify themselves as Hispanics (n=447) whereas 94.82% 
(n=8,190) do not. 
3.3.3.2 METHOD OF ANALYSIS AND CREATION OF THE ANALYTIC DATASET 
The method of analysis is described by Allison (1982) and allows us to model 
longitudinal data measured in discrete time intervals with time-varying covariates 
as well as with a dependent variable with more than two categories. This 
discrete-time hazard model is estimated through a multinomial logistic 
regression. The number of separate observations for a person depends on how 
many waves a person experienced before either censoring occurred or the 
person transferred into an absorbing state such as death, non-contact, refusal, 
and proxy-interview. We disregard in our analysis the year in which the 
interviews occurred but focus instead on the wave number that interviews in a 
given year represent for the AHEAD and the CODA cohorts. In other words, 
wave 1 in our dataset represents the interviews completed in 1993 for AHEAD 
members but for CODA members those completed in 1998 (Figure 3.1).  
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Table 3.1: Structure of Analytic Dataset 
 
  
As previously mentioned, AHEAD members were able to participate in a 
maximum of seven waves until they were censored whereas censoring for CODA 
members occurred already after five waves. The person-wave dataset for this 
study amounts to 25,961 person-waves.  
 The dataset is structured so that the independent variables measured in 
wave 1 predict the response status of the person in wave 2, the independent 
variables measured in wave 2 then predict the response status of the person in 
wave 3 and so forth. Depending on the variables included in the model, we test 
different assumptions about each person’s hazard rate to experience one of the 
competing outcomes. If only the independent variables are included in the model, 
we assume that a person’s hazard rate to experience one of the events of the 
dependent variable does not change across waves by itself but only because of 
the explanatory variables that are taken into account. Including indicator 
variables for the waves allows, however, that a person’s hazard rate changes 
across the waves of a panel without the influence of the independent variables. 
Moreover, interactions between the wave indicator variables and any 
independent variables account for differential effects of the independent variable 
across the waves. We will include wave indicator variables as well as interaction 
effects between them and the other independent variable to allow for estimation 
of differential effects of predictors across waves. 
 This analysis method is not unproblematic. The dataset is a person-wave 
structure where multiple observations represent one respondent and is subject to 
correlations due to multiple observations from the same respondent. This can 
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produce inefficient estimates and underestimation of standard errors with 
traditional estimators because the model’s error terms are not independent 
(Allison 1982). In addition, the Health and Retirement Study is based on a 
complex sample design with strata and clusters. All of our analyses, therefore, 
account for the complex sample design as well as the artificial correlation 
introduced by creating multiple observations of the same record. In reality, 
however, we had to compromise by not accounting for the stratification of the 
sample because the number of predictor variables in the context of a multinomial 
model exceeded the available degrees of freedom when analyzing the data 
under a complex sample analysis setting. We were nevertheless able to adjust 
for the clustering of the data within respondent, household, and primary sampling 
unit (PSU) by using a Huber-White variance estimator that produces robust 
variances even if the data are subject to intra-cluster correlation ((Williams 2000); 
(Froot 1989)). The level of clustering that was chosen for reflection in variance 
computation for our model was the PSU-level. Even though we were not able to 
account fully for the complex sample design we can be confident in our estimates 
because they are more likely to be conservative given that the gains that would 
be reached through stratification are not taken into account.  
 As in every dataset missing values occurred in nearly all independent 
variables. In order to be able to use all cases and all waves in the analysis we 
multiply imputed the missing values as proposed by Little and Rubin (1987). 
There are two different types of missing values that can be differentiated in our 
study. The first type of missing values that were imputed includes refusals and 
“don’t know” answers. The percentage of missing values in the person-wave 
dataset for this type was always under 1%. The second type of missing values 
was created when a measure was not included in the questionnaire in one of the 
waves, which was the case for the first wave of the AHEAD cohort. In this case 
no respondent had the opportunity to answer that question. Imputation for this 
kind of missing values can be justified on the one hand because the dataset 
includes data on this measure from all the other waves for a given respondent. 
On the other hand due to the structure of the dataset we also have 
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measurements on these variables in the “same” wave from the CODA cohort. 
The percentage of missing values due to this type is, at 50%, considerably higher 
because most of the variables were systematically not measured in the first wave 
of the AHEAD cohort. The data were imputed using IVEWare (Raghunathan, 
Lepkowski et al. 2001). Ten multiples were created and used in all analyses.  
3.3.4 Analyses 
3.3.4.1 ATTRITION RATES 
Figure 3.2 shows the final status of respondents across waves 2 to 7. Each 
column represents all 8,637 respondents who are examined in this study. If 
respondents reach a state considered “attrition” in a wave they occupy, they will 
keep this category in all following waves. We can see a dramatic cumulative 
increase of the percentages of respondents from the original sample who died or 
were replaced by a proxy-respondent. The graph also shows the censoring that 
occurs for the CODA cohort in Wave 6 and 7 because it was introduced two 
waves later than the AHEAD cohort. The average number of waves for a 
respondent until attrition or censoring is 3.8. 
3.3.4.2 CHARACTERISTICS OF PANEL ATTRITORS  
Table 3.1 shows the percentages or means of all the variables in wave 1 that are 
included in our multivariate discrete-time hazard model, given the conceptual 
framework above. Descriptive statistics are reported for each attrition type as well 
as for the group of respondents still being respondents themselves after wave 7 
where censoring of all cases occurred due to the availability of data. If attrition 
was truly a random process with respect to these variables, the means or 
percentages of characteristics of sample members would not be different across 
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the groups. At a first glance we see that attrition is selective for most of the 
characteristics measured in wave 1 of the HRS study.  
Remaining respondents are well educated, are cognitively highly 
functioning and don’t show poorer health. They have the highest number of 
school years in wave 1, supporting several earlier studies showing that 
respondents are better educated than panel attritors. This group also shows the 
lowest percentage of AHEAD members, African Americans and face-to-face 
interviews. Face-to-face is usually the data collection mode of choice in the first 
interview with respondents to build rapport and when the respondents’ health 
circumstances make telephone interviews difficult. The remaining respondents’ 
objective cognitive functioning measures, immediate and delayed recall, TICS 
and Series 7, have the highest scores as previous literature indicated. Remaining 
respondents also rate their health better. They have the lowest number of acute 
symptoms and difficulties with IADLs. While physical health indicators used in 
previous studies might differ from those in this study the general conclusion that 
non-attritors are healthier is also confirmed. In addition, they have the highest 
average number of living children and respondents in the household but the 
lowest average number of household members. 












Wave 2 Wave 3 Wave 4 Wave 5 Wave 6 Wave 7
Non-Contact Refusal Proxy-Interview Dead Interview Censored
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Table 3.2: Wave 1 Characteristics of Panel Attritors by Attrition Type 
 




 In contrast, those respondents who died during the course of the panel are 
on average the oldest and have the most physical health problems in wave 1. 
This group has the highest percentage of males because, in general, males die 
before women. Those who died have the lowest percentage of Hispanics. These 
respondents rate their current and past health lowest confirming past literature as 
well. They also have the lowest average BMI and the highest number of chronic 
conditions and acute symptoms indicating frailty and a general higher likelihood 
for more physical decline. Among all groups this one shows the lowest 
percentage of respondents doing vigorous exercise and the highest average 
number of difficulties with mobility and ADL most likely due to the indicated frailty. 
They also have the lowest number of living children and siblings. 
 A big percentage of those respondents who attrite as non-contacts lies 
among African Americans and Hispanics. This group tends to rate their past 
health and hearing acuity highest. They also show the highest BMI, which is 
protective and positive for the age groups in the HRS compared to a high BMI for 
the young- and middle-aged population. However, they have the most difficulties 
with IADLs. Their social network seems to be the weakest of all groups: Non-
contacts have the lowest average percentage of relatives and friends nearby. 
They chat with neighbors rarely. Although this group has on average the highest 
number of household members, it has the lowest number of respondents in the 
household. 
 Refusals are the youngest group and show the smallest percentage of 
males. These respondents rate their current and past memory the highest. They 
have the lowest number of chronic conditions and difficulties with mobility and 
ADLs. They also report the best vision and the most exercise. All of this indicates 
that this group is highly functioning and not as initially expected a group of 
respondents who perceives itself to be too sick to participate in a survey. They 
also have the highest average number of siblings.  
 The respondents that have been replaced by proxy respondents have the 
highest percentage of AHEAD members and face-to-face interviews. They 
completed the lowest average amount of school years and show the worst 
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performance on all cognitive functioning measures. They rate their vision and 
hearing worst which might be one of the main reasons that proxy respondents 
are used for future waves. Interestingly, they report on average the highest 
number of nearby friends and chats with neighbors.  
 To summarize, bad cognitive functioning in wave 1 seems to influence the 
transition from a self to a proxy interview the most. Physical health does not 
seem to be a factor except for low sensory functioning that can be expected to 
make the interview difficult for the respondent. Refusals, on the other hand, are 
the most active and a very healthy group. Against our expectation, bad cognitive 
functioning does not seem to play a factor in the likelihood to refuse. Non-
contacts have the highest group of African Americans as well as Hispanics 
suggesting that they might be more mobile or have different at-home patterns 
than non-minority respondents. Their social network seems to be fairly weak as 
well. Respondents who die during the course of the study have the worst health 
and are the oldest. In contrast, respondents that do not attrite have the highest 
level of education, function on a high cognitive level, have fewer complaints 
about their physical health and are more likely to have another respondent in the 
household. 
3.3.4.2 MULTIVARIATE ANALYSIS OF PANEL ATTRITION  
A multivariate analysis that includes cognitive functioning, physical health and 
social network variables allows us to differentiate between the influences of a 
certain set of factors on the likelihood of refusal and proxy interview compared to 
self-interview and on the likelihood of proxy-interview versus refusal while 
controlling for the other two sets as well as the demographic control variables. 
Most of the independent variables are introduced into the models as time-varying 
covariates except for the study membership, gender, education, race, and 
ethnicity. After fitting an initial full model we determined using likelihood-ratio 
tests that some of the independent variables did not significantly improve the 
overall fit of the model and were therefore dropped to minimize the number of 
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independent variables for more degrees of freedom. All models that are 
presented are weighted by the weight that each respondent received in his first 
wave. The variances take the clustering by PSU as well as the multiple 
imputations into account. In addition, we fit the models without a constant so that 
the coefficients can be interpreted as discrete-time hazard rates.  
 We also addressed the sensitivity of results to the clustering and 
compared estimates based on the PSU and the person as a cluster. The few 
differences that were found are small and would not have altered our conclusions 
described below. The same is true for the sensitivity of the estimates to the 
definition of the risk set, meaning the different final states respondents can reach. 
We fitted separate logistic regression models for two comparisons of the three 
categories of our dependent variable: refusal versus self-interview and proxy- 
versus self-interview. By censoring observations that dropped out of the panel 
due to non-contact or death before the failure wave all respondents were kept in 
the analyses. The results from the logistic regression models show that the 
estimates of the multinomial regression model are independent of the other 
categories of the dependent variable, death and non-contact, and can be 
expected to be relatively robust to different definitions of the risk set. 
3.3.4.2.1 Comparisons of the Influences of Different Variable Groups 
It is of interest for researchers to know which of the different variable groups are 
most important in explaining variability in panel attrition outcomes. We used a 
number of likelihood-ratio tests, scalar tests and information criteria to assess 
how each variable group and combinations of variable groups perform (Table 
3.2). The first measure shows likelihood ratio χ2 statistics comparing the various 
models to the base model that only includes the demographic variables. All 
different combinations of variable groups improve the model fit significantly 
compared to the base model.  
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Table 3.3: Goodness-of-Fit Statistics for Multinomial Logistic Regression Models with Different Sets of Variables 
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Although scalar measures as McFadden’s Adjusted R2, Cox-Snell’s R2, 
and Nagelkerke’s R2 are reviewed with some skepticism (Long 1997) they 
nevertheless can provide some general information about different models. All 
else being equal larger values are preferred even though there are no standards 
on how large these different R2s have to be to indicate a good model fit. Across 
all different types of R2s we can see that the base model and the model with the 
only remaining social network variable receive the lowest values followed by the 
model with the cognitive variables, the one with physical variables, the 
combination of both variable groups and the full model. All measures indicate a 
preference of the model only with the physical health variables over the one only 
with the cognitive functioning measures. The model combining both is, however, 
preferred over each of the variable groups alone. The addition of the social 
network variable does not increase any of the R2 measure in a noticeable way. 
The Akaike (AIC) and the Bayesian (BIC) information criteria both indicate 
a better fitting model through a smaller value (Long 1997). As expected, the base 
model shows the highest value for both criteria followed by the model including 
only the social network variable. As the R2 measures indicated the physical 
variable group increases the fit on their own more than the group of the cognitive 
functioning measures alone. Both together provide a better fit than each of them 
alone. While including the social network variable decreases the AIC criterion 
slightly, the BIC criterion shows an increase suggesting that including the 
variable does not improve the model fit.  
The various goodness-of-fit measures show that both the physical health 
and the cognitive functioning measures are important in predicting panel attrition 
and improving the fit of the model. The strong association between the physical 
health status and the death of respondents during the course of the panel that 
was revealed in the descriptive statistics seems to drive the importance of the 
physical health variables for a good model fit. Although the only social network 
indicator that was left in the final model still contributes significantly to improving 
the model fit according to the likelihood-ratio test it is not strong enough to 
increase the model fit as measured by the scalar measures. 
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After comparing the overall usefulness of the different groups of variables 
we will now assess the relationship between cognitive functioning, physical 
health, social network extent and different types of panel attrition. Socio-
demographic variables are included in the model as covariates. Table 3.3 shows 
the results of the final multinomial logistic regression model. 
3.3.4.2.2 Relationship between Cognitive Functioning and Attrition 
Cognitive functioning is assessed in the final model through current self-rated 
memory, immediate and delayed word recall and the mental status test, TICS. It 
was surprising that the Series 7 test for working memory did not significantly 
improve the model fit and could be dropped from the model. Although a survey 
interview is very demanding and would be more difficult the worse the working 
memory is poor working memory does not influence the participation decisions in 
future waves of the panel. Self-rated memory and objective memory scores and 
general mental status seem to influence the survey participation decision. This 
could be due to a higher influence of memory measures and mental status on 
personal perception of the ability to participate.     
Against our initial expectations based on the literature but confirming the 
descriptive statistics, none of these variables seems to have a significant effect 
on the likelihood of refusal compared to self-interview. With regard to 
comparisons of proxy-interview with self-interview or refusal, cognitive 
functioning seems to be a significant influence factor. A low score on memory 
measures and the mental health assessment, and a negative self-assessment of 
the quality of memory increases the likelihood of a proxy-interview in the next 
wave as predicted. While the memory measures’ influence is stable across 
waves the influence of the mental status assessment increases significantly in 





Table 3.4: Final Multinomial Logistic Regression Models 
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3.3.4.2.3 Relationship between Physical Health and Attrition 
The influences of measures of physical health differ across the various types of 
panel attrition. Physical health factors seem to be less influential in predicting the 
likelihood of refusal compared to interview. Only the number of IADL difficulties 
has a negative significant influence on respondents’ refusal in the next wave 
compared to remaining a self-respondent. For the likelihood of proxy-interview 
compared to interview nearly all physical health measures seem to have an 
influence. When comparing the likelihood between proxy-interview and refusal 
only the number of chronic diseases ever had shows a significant influence. This 
pattern is rather surprising given that, based on the descriptive statistics, the 
differences on measures of physical health in wave 1 proxy respondents are 
more different from refusals than from interviews. Compared to respondents 
remaining in the panel, the respondents who are replaced by proxies showed a 
lower BMI, worse vision, less exercise, and more difficulties with ADL but less 
with IADL. They also rated their health lower. In addition to poor cognitive 
functioning, proxy-interviews are more likely than interviews when physical health 
is also negatively affected from the beginning of the panel.  
3.3.4.2.4 Relationship between Social Network and Attrition 
The only measure for the respondents’ social network that remained in the final 
model is the number of living children. In contrast to cognitive functioning and 
physical health indicators the number of living children does not have a 
significant effect on the likelihood of a proxy-interview. It seems, however, to be 
negatively related to the likelihood to refuse compared to be interviewed. One 
possible explanation is that respondents with more living children and most likely 
grandchildren are more incorporated into society and more willing to report about 
their health and retirement status. 
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3.3.4.2.5 Summary 
The different groups of variables show differential influences on the likelihood of 
the different types of attrition compared to staying as respondents in the panel. 
The likelihood of refusal in later waves does not seem to be greatly influenced by 
cognitive or physical decline against our initial expectations. Demographic and 
social network variables describe some sample subgroups that have a 
significantly lower likelihood to refuse. Hispanics, higher educated respondents, 
and respondents with a higher number of living children are less likely to refuse 
than be interviewed. Respondents that have participated more than three times 
are also significantly less likely to refuse. 
 The likelihood of being replaced by proxy respondents is, however, 
significantly influenced by all cognitive functioning measures included in the final 
model. The more cognition declines the more likely it is that respondents are 
replaced by proxies. This is true for the comparison to staying an active 
respondent as well as to refusing participation. Declining physical health seems 
also to increase in general the likelihood of proxy respondents. This is more the 
case for the comparison of staying a respondent versus refusing. The only social 
indicator that is left in the model does not seem to have any influence.  
 While proxy respondents seem to be truly chosen when physical and 
cognitive decline does not allow respondents to continue to be interviewed 
refusals themselves seem not to be a function of cognitive and physical decline 
even in later waves of the HRS study. 
3.3.5 Limitations of the Analyses 
The analyses presented in this study have some limitations that should to be 
taken into account when interpreting the models. The general problem of panel 
attrition has been simplified in two ways: first, we only included respondents that 
have been interviewed in the first wave of the panel and neglected, therefore, the 
effects of initial non-cooperation on the sample composition and changes of 
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statistics of interest (Kempen and van Sonderen 2002). Including non-
respondents of the first wave in our analyses was not possible since no 
information is available about these individuals with regard to physical health, 
cognitive functioning, and social network. Second, we defined panel attrition as a 
break from continuous self-response either through non-contact, refusal or the 
use of a proxy respondent. In reality, however, respondents from the HRS are 
followed up over several waves even if no interviews were conducted in previous 
waves. In this study, about 80% of all respondents that did not participate in a 
wave were final panel attritors and never came back as panel respondents.  
3.4 DISCUSSION AND CONCLUSION 
The aim of this study was to better understand the mechanisms behind panel 
attrition by distinguishing between different types of panel attrition (death, non-
contact, refusal and proxy interview) and assessing the marginal influence of 
physical health, cognitive aging, and changes in the social networks on attrition in 
panel studies of the elderly. Measures of physical health and cognitive 
functioning explain a large part of the variance when predicting panel attrition and 
should definitely be included in analyses of panel attrition. 
 While only a few respondent characteristics influence the likelihood of 
refusal compared to interview, cognitive functioning and physical health 
measures are significant in predicting a proxy- compared to a self-interview. The 
only indicator for social support that remains in the final model does not seem to 
be of major importance as a predictor for panel attrition.  
Future research should address the magnitude of nonresponse bias that could 
be introduced through the selective attrition of respondents in panels of the 
elderly. Insights from this study can also help survey methodologists in 
developing tools to minimize panel attrition. Proxy-interviews as one example 
have proven their usefulness in this study by keeping respondents with 
significant cognitive and physical decline in the panel.  
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CHAPTER 4  
TIME-OF-DAY OF INTERVIEW,  
CHANGES IN CIRCADIAN RHYTHM  
AND DATA QUALITY: WHEN IS THE BEST TIME  
TO INTERVIEW THE ELDERLY? 
4.1 INTRODUCTION 
The quality of the data measured by a survey is of utmost importance when using 
survey data as basis for decision making in policy settings. Although sampling, 
coverage, nonresponse and processing errors have been shown to contribute to 
the amount of bias observed in a statistic of interest ((Groves 1989); (Biemer and 
Lyberg 2003)) researchers still consider measurement error to be the most 
threatening factor to data quality. Accurate reporting of experiences and opinions 
is the pillar for survey research. There is, however, an extensive literature 
describing factors influencing the accuracy of survey reports (for a summary see 
(Tourangeau, Rips et al. 2000)). Besides the questionnaire and the interviewer, 
respondents themselves can provide inaccurate information, deliberately or 
without any intention to do so. Data quality, for example, seems to decrease with 
the age of the respondent due to the age-related decline in cognitive resources 
((Knäuper, Belli et al. 1997); (Knäuper, Schwarz et al. 2004); (Knäuper 1998)). A 
great number of laboratory studies in the psychological literature support this 
age-related decline in cognitive functioning. Cognitive psychologists have shown 
in both cross-sectional and longitudinal laboratory studies that cognitive functions 
such as working memory, explicit recall and processing speed show declines 
from age 20 on (Hoyer and Verhaeghen 2006). Interestingly, a number of studies 
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have also suggested that this decline is moderated by the time of day when 
cognitive abilities are measured (e.g. (Hasher, Goldstein et al. 2005)). Elderly 
people seem to be able to compensate for the limitations of their cognitive 
capacities in the morning, but apparently not in the evening. Circadian rhythms 
have been shown to be responsible for this variation in the quality and 
effectiveness of cognitive functioning of the elderly: the peak arousal time for 
cognitive functioning for the elderly is in the morning (May, Hasher et al. 1993). 
Winocur and Hasher (2002), for example, provide evidence for a number of 
measures, such as word span, number of words forgotten and word recognition, 
that elderly people are performing significantly worse in the evening whereas 
younger subjects either improve their test score from morning to evening or 
perform at about the same level as in the morning. Younger people seem to still 
have the cognitive capacities that can be activated when tested at a non-optimal 
time for their age whereas the elderly have minimal or no cognitive resources 
that can be used during non-optimal times. If these findings based on laboratory 
research hold in a survey context, survey researchers may be able to improve 
data quality by paying attention to circadian rhythms and conducting the survey 
interview in the morning.  
 This study provides a test of this possibility. We will first review the 
literature on circadian rhythms, how they are linked to cognitive functioning and 
how they are affected by aging (Section 4.2). We then turn to a description of 
data quality and review the existing studies of the effect of aging on data quality 
(Section 4.3). As a next step we present our analyses that are based on data 
from the Health and Retirement Study (Section 4.4). Even though laboratory 
experiments confirm the sensitivity of cognitive measures to the time-of-day for 
elderly subjects, we were not able to confirm these results using real-world 
survey data. 
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4.2 CIRCADIAN RHYTHMS AND AGING 
It has long been known to humans that activities of mammals, lower animals, and 
even plants follow a 24-hour cycle, adapting their behavior or movement to 
periods of light and darkness. Those following a diurnal cycle have a waking 
period during the day and a period of rest during the night. Nearly all of the 
processes in the human body are temporally organized through these circadian 
rhythms into sleep and waking phases and maximize the survival and 
reproduction of the species (Moore 1997). Processes that are generally known to 
oscillate between high and low performance are core body temperature, 
hormone production, heart rate, and blood pressure. The time of the day when 
performance reaches its height is usually called the optimal time versus the non-
optimal time indicating when performance of these processes is very low.  
 Psychologists suspected early on that cognitive functions are also subject 
to circadian rhythms (for a summary of the recent literature see Schmidt et al. 
(2007)). Over 120 years ago, Ebbinghaus (1885) showed in an experiment that it 
is easier to learn nonsense syllables in the morning than in the evening. 
Laboratory experiments over the past decades demonstrated that indeed a 
number of different cognitive functions are subject to circadian rhythms such as 
alertness (West, Murphy et al. 2002), attention ((Blake 1967); (Yoon, May et al. 
1999)), working memory (West, Murphy et al. 2002), recall speed ((Petros, 
Beckwith et al. 1990); (Anderson, Petros et al. 1991)), short-term memory 
(Baddeley, Hatter et al. 1970), recognition (May, Hasher et al. 1993), executive 
functioning (Yoon, May et al. 1999), and inhibitory processes ((May and Hasher 
1998); (Hasher, Chung et al. 2002)). Yoon (1997) also showed that people are 
more likely to use schema-based processing strategies during their non-optimal 
time than strategies that are based on details. May and Hasher (1998) noted that 
cognitive functioning is at its best during the peak time of circadian arousal 
compared to the off-peak time where cognitive functioning seems to be at its 
worst and named this pattern the “synchrony effect.” This relationship between 
circadian rhythms and cognitive functioning has also been confirmed in animals 
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(Winocur and Hasher 2004) and seems to be a general phenomenon for 
mammals as well as lower animals. 
 Against the expectation that all of these physical and cognitive processes 
follow the same general circadian rhythm, there are a number of factors that can 
cause interindividual differences in circadian rhythms among people. First of all, 
people seem to have an inert feeling when their “best time” is during the course 
of a day and classify themselves as an early bird or a night owl. Horne and 
Ostberg ((1976); (1977)) developed a questionnaire, the Morningness-
Eveningness Questionnaire, that classifies people based on 19 questions into 
five chronotypes ranging from “definitely morning types” to “definitely evening 
types.” It is also possible to be classified as being neither morning nor evening 
type. Scores from this test correlate with variations in physical measures such as 
body temperature, sleep-wake cycle and perceived alertness ((Tankova, Adan et 
al. 1994); (Hasher, Goldstein et al. 2005)). Second, circadian rhythms are also 
different for various cognitive tasks based on the cognitive domain they belong 
to, their duration and difficulty, the administration method, and the measured 
variable. May et al (2005), for example, found that explicit and implicit retrieval 
have different circadian rhythms. Bonnefond et al. (2003) also confirmed this 
assertion by finding an age effect for more complex tasks demanding additional 
attentional resources and memory capacity but not for a simple visual 
discrimination task. Finally, and of most importance to this study, circadian 
rhythms also change across the life span.  
 Taking the vast amount of literature based on the Morningness-
Eveningness Questionnaire into account Hasher et al. (2005) conclude: “In 
general, most children prefer morning times, most younger adults prefer 
afternoon or evening times, and most older adults once again prefer morning 
times for both intellectual and physical activities.” This phenomenon seems to be 
independent from the cultural context of the subjects (Schmidt, Collette et al. 
2007). It is, however, surprising that even though all the literature on differences 
in circadian rhythms across age separates young from old people and morning 
from evening, research has not yet addressed explicitly at what age this shift in 
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circadian arousal towards morningness occurs. Schmidt et al. (2007) suggest 
that the changes in circadian arousal patterns appear at the age of 50 years. 
“Young age” is usually operationalized in the laboratory experiments described 
above by using subjects between the ages of 17 and 32: 17 to 28 years (Intons-
Peterson, Rocchi et al. 1998), 18 to 25 years (Intons-Peterson, Rocchi et al. 
1999), 18 to 22 years (May, Hasher et al. 1993), 18 to 23 years (May, Hasher et 
al. 2005), 20 to 30 years (Bonnefond, Rohmer et al. 2003), and 18 to 22 years 
(Yoon 1997). “Old age,” in contrast, is defined as subjects aged 55 years and 
older: over 55 years (Intons-Peterson, Rocchi et al. 1998), 60 to 90 years (Intons-
Peterson, Rocchi et al. 1999), 66 to 78 years (May, Hasher et al. 1993), 60 to 75 
years (May, Hasher et al. 2005), 50 to 60 years (Bonnefond, Rohmer et al. 
2003), 61 to 88 years (Bugg, DeLosh et al. 2006), and 65 to 79 years (Yoon 
1997).  As with regard to age research has also been sparse with regard to the 
time-of-day and transitions between optimal and non-optimal times and vice-
versa. Laboratory studies defined morning sessions as occurring between 8am 
and 10:30am: around 9am (West, Murphy et al. 2002), at 8am or 9am (Yoon 
1997), at 8am (Bugg, DeLosh et al. 2006), between 8am and 9am (May, Hasher 
et al. 2005), and before 10:30am (Intons-Peterson, Rocchi et al. 1999). Evening 
sessions, on the other hand, were scheduled after 3pm: at 5pm (West, Murphy et 
al. 2002), at 4pm or 5pm (Yoon 1997), at 5pm (Bugg, DeLosh et al. 2006), 
between 5pm and 6pm (May, Hasher et al. 2005), and from 3pm on (Intons-
Peterson, Rocchi et al. 1999). To summarize, we do not know when optimal and 
non-optimal times start and end. 
 The impact of the shift in the peak time of circadian arousal across age 
groups on cognitive performance has been shown in a number of studies. Yoon 
(1997) concluded in her study that older adults improve their recognition 
accuracy dramatically in the morning compared to the evening. Elderly subjects 
seem also able to use more detailed-oriented processing strategies when 
interviewed in the morning whereas they relied on schema-based strategies in 
the evening. Hasher, Goldstein and May (2005) summarized previous studies 
and showed a consistent effect of declining performance for elderly subjects and 
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improving performance for younger subjects in the evening for measures such as 
correct recognition, forgetting of story material, correct stem cued recall of words 
as well as performance on stop signal trials. West et al. (2002) fielded a study to 
examine the effect of distractions during cognitive tasks on working memory 
performance and found that the number of intrusion errors was modulated by the 
time-of-day of testing for elderly subjects. False memories were also more likely 
in elderly subjects tested at non-optimal times (Intons-Peterson, Rocchi et al. 
1999).  
 Differences in chronotypes, characteristics of the cognitive task, the 
subject’s age as well as the time-of-day of testing seem to play a moderating role 
with regard to the relationship between the respondent’s age and cognitive 
functioning as measured through tests we administer. In fact, Winocur and 
Hasher (2004) hypothesize that, based on their experience, since the cognitive 
testing in laboratory settings is usually performed in the afternoon the cognitive 
differences between young and old people might be at least slightly 
overestimated. Surveys focusing on the elderly, such as the Health and 
Retirement Study, routinely include measures of cognitive functioning to be able 
to assess the influence of cognitive decline on physical health and the ability to 
perform everyday life situations. These instruments are able to reliably measure 
the difference in cognitive functioning between younger and elderly respondents 
and it can therefore be hypothesized that the time-of-day when the interview is 
conducted shows the same influence on cognitive performance in a survey 
interview as in the laboratory studies. Moreover, survey methodologists should 
be concerned that the variation of cognitive performance across a day and the 
non-ability to compensate for cognitive decline by older respondents leads to a 
decrease in data quality when older people are interviewed at their non-optimal 
time in the evening.  
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4.3 DATA QUALITY 
The quality of data collected through a survey is generally assessed through 
various types of survey errors that have a negative impact on the accuracy and 
the precision of the estimate (Groves 1989). While it is known that sampling 
procedures, coverage issues and survey nonresponse can have detrimental 
effects on survey statistics we will focus here – as outlined - on data quality in 
terms of indicators for measurement error. Measurement error can arise because 
of the respondent, the interviewer, the survey instrument, and the data collection 
method. In this study, however, we will concentrate on measurement error that 
arises due to the respondents’ age and changes in cognitive functioning across 
the day. 
 Previous research has shown that the respondents’ age is associated with 
a decline in data quality. Elderly people are more likely to refuse to answer 
specific questions (Colsher and Wallace 1989), they also exhibit more social 
desirability tendencies, they are more likely to show acquiescence ((Kogan 
1961); (Knäuper and Wittchen 1994)) and more response but less question order 
effects than younger respondents (Knäuper 1999). Frequency reports of the 
elderly are also more influenced by answer scales presented than those of 
younger respondents (Knäuper, Schwarz et al. 2004). Knäuper et al. (1997) used 
direct measurements of a number of cognitive abilities instead of approximating 
the level of cognitive functioning through the respondents’ age. They concluded 
that lower cognitive functioning is linked to worse data quality especially for 
difficult questions and confirmed the assumption of the negative influence of 
cognitive aging that previous researchers have made. 
 This study assesses data quality by predicting the likelihood of “don’t 
know” responses for a number of questions. “Don’t know” responses have been 
hypothesize to originate in an inadequate understanding of the question, low 
motivation, and the decision to withhold the retrieved information (Beatty and 
Herrmann 2002). Older respondents with age-related cognitive decline seem to 
be more at risk to not understanding a complicated question or to abort the 
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question answering process because the necessary cognitive processes are too 
burdensome given the cognitive functioning level at any given time. If survey 
interviews with older respondents are conducted at their non-optimal time of day 
it is plausible that they will be more likely to provide a “don’t know” answer for 
questions requiring more intense cognitive processing. 
 This study therefore addresses if the effects of changes in circadian 
rhythms combined with age-related cognitive decline on cognitive functioning can 
also be observed in the quality of survey data. The hypothesis we are going to 
test is as follows: 
 
 H4.1 The older the respondents are and the later the interview takes  
  place the more likely they will provide “don’t know” responses. 
4.4 METHODS 
4.4.1 Data 
The analyses are based on the Health and Retirement Study (HRS) which has 
been surveying more than 22,000 Americans over the age of 50 every two years. 
The study includes questions about the respondent’s health status, job history, 
family structure, disabilities, retirement plans, housing, and income. A test to 
measure cognitive functioning is included as well. Data are collected from five 
birth cohorts: the AHEAD (Aging and Health Dynamics) cohort born before 1923, 
the CODA (Children of the Depression Age) cohort born between and including 
1923 and 1930, the original HRS cohort born between and including 1931 and 
1941, the WB (War Babies) cohort born between and including 1942 and 1947, 
and the EBB (Early Baby Boomers) cohort born between and including 1948 and 
1953. Age-eligible spouses of selected respondents were also included in the 
sample. Interviews were done either face-to-face or by telephone. The face-to-
face mode is usually used in the first wave, for very old respondents and if the 
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respondent prefers to do the interviews of later waves in the same mode. 
Otherwise, respondents are interviewed by phone.  
 For each wave, interviewers contacted the respondents by phone to either 
make an appointment for the interview or to conduct the interview at that time. 
Interviewers used information on contact and interview time from previous waves 
to guide their decision on when to attempt to contact the respondent’s household. 
All of the following analyses could therefore be subject by self-selection bias if 
the interviewing appointment is based on the respondent’s preferences. People 
usually have a sense when their “good time” during the day is and might prefer to 
schedule the interview during that time (Hasher, Goldstein et al. 2005). 
Unfortunately, the information about who chose the final time of the interview is 
not recorded. In general, we can assume that most of the face-to-face interviews 
are conducted on an appointment basis while telephone interviews can be 
conducted with or without an appointment. The data for this study include at least 
an indicator if and how many appointments were made until the interview was 
completed that allows us to somewhat control for the possible self selection bias. 
The study design of the HRS allows the use of proxy respondents when the 
respondent is either unable to be interviewed or refuses to participate. Data from 
proxy respondents are, however, excluded from all analyses. The final dataset 
includes two waves of data collection: 2002 and 2004. The EBB cohort was 
introduced in 2004 and contributes therefore only to this wave of the data. Due to 
technical difficulties time-of-day of interview was not recorded for a small 
percentage of interviews in each wave (around 1%). We excluded these cases 
from all analyses.  
4.4.2 Measures 
We selected a number of measures based on three criteria: first, the measures 
should be cognitively demanding because we can expect that an interaction 
effect between time-of-day of interview and the respondents’ age can be easily 
detected. Second, we chose only measures for which a “don’t know” answer is 
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truly a sign of cognitive burden and not for any other reason such as privacy. 
Even though “don’t know” responses are very common for income questions we 
did not include measures like these because “don’t know” answers could either 
indicate that the respondents do not want to reveal their income to the 
interviewer or that it was indeed cognitively too demanding for the respondent to 
calculate their income. Third, a certain amount of don’t know responses for each 
measure was needed so that model estimation was possible. The types of 
measures that we selected for our assessment of the likelihood of don’t know 
responses included therefore numeracy questions, cognitive functioning 
measures, a behavioral frequency question, and likelihood assessments for 
future events.  
 In addition, we decided to replicate directly the findings from the laboratory 
settings described above. If the effects that are shown in the studies described 
above translate at all to the survey setting it is most likely that they are replicated 
with the same measures that were used to establish them before. The Health 
and Retirement Study includes the common cognitive measures for various 
cognitive dimensions, such as short-term and working memory. We selected 
subjective memory measures such as self-rated current and past memory as well 
as objective measures, such as immediate and delayed recall, the Series 7 test, 
and the counting backwards task. 
 The respondents’ age and the time-of-day of interview were included as 
continuous measures in the multivariate analyses. 
4.5 ANALYSIS 
Our analyses are focused on the interaction between the time-of-day of the 
interview and the respondents’ age. It is rare that the time-of-day of the interview 
is truly randomly assigned to respondents. Interviewers have information about 
the weekday and the time when respondents were contacted and interviewed in 
the previous waves and are encouraged to use this information when trying to 
contact respondents in the current wave. Nearly all first contact is made by 
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telephone. If respondents are supposed to be interviewed over the phone 
interviewers will try and conduct the interview when contact is established. 
Respondents also have the choice to make an appointment for the interview. If 
the mode of data collection is face-to-face interviewers have to schedule 
appointments when they can visit respondents at home to conduct the interview. 
To ease the burden on respondents, interviewers usually accommodate the 
respondents’ wishes with regard to the time and the weekday of the interview. 
Respondents can prefer a certain time to be interviewed out of various reasons 
such as work schedules, activities or family responsibilities. Elderly respondents, 
however, could also choose the time for an interview based on their subjective 
judgment of when their best time is to be interviewed. Assuming that the time 
they choose is their optimal time of day with regard to cognitive functioning our 
analyses could be biased due to self selection. An indicator whether or not 
respondents were interviewed with an appointment is available and can be used 
as an indicator for possible selection bias. 
 Χ2-tests show that the respondents’ age and the time-of-day of interview 
are significantly associated with each other (2002: Χ2(4)=178.3166, p=0.000; 
2004: Χ2(4)=32.2537, p=0.000; 2006: Χ2(4)=34.7215, p=0.000). In all three years, 
older respondents are more likely to be interviewed later in the day although the 
differences compared to the other age groups are very small. The time-of-day of 
interview is also significantly associated with the indicator if an interview was 
conducted by appointment or immediately when respondents were contacted 
(2002: Χ2(2)=175.7066, p=0.000; 2004: Χ2(2)=46.0022, p=0.000; 2006: 
Χ
2(2)=112.8191, p=0.000).  Interviews based on appointments are in all three 
years more likely to be conducted before noon. The age of the respondents and 
whether an interview was conducted with or without an appointment were 
significantly associated in two of the three years (2002: Χ2(2)=7.2839, p=0.026; 
2004: Χ2(2)=8.2520, p=0.016; 2006: Χ2(2)=1.1271, p=0.569). Respondents in the 
youngest age group were overall slightly more likely to be interviewed with an 
appointment than older respondents. Based on our assumptions what times older 
 100 
respondents would prefer if they chose their preferred time of day it does not 
seem that self selection bias is present. 
 Nevertheless, we will use the appointment indicator described above to 
control to some extent for possible but unlikely selection bias. Even though this 
might not be the best indicator in theory, better and more detailed data on who 
chose the time of interview, respondent or interviewer, and for what reason is not 
readily available for analysis. We also include the number of school years 
completed by the respondent and the respondents’ gender as control variables 
since studies have indicated that these can influence data quality. 
4.5.1 “Don’t Know” Responses 
All models predicting the occurrence of a “don’t know” answer are logistic 
regressions. The questions for which we will predict the likelihood of “don’t know” 
responses can be differentiated into numeracy questions, cognitive functioning 
measures, a behavioral frequency question, and likelihood assessments for 
future events. Numeracy questions in the 2002 wave of the Health and 
Retirement Study include the calculation of the likelihood of getting a disease 
given certain parameters and dividing a lottery win. Neither age, time, nor their 
interaction significantly predicts “don’t know” responses even after excluding 
those interviews that were conducted based on an appointment. 
 Cognitive measures include items that are used to assess the mental 
status of the respondents, such as naming the president and vice president, 
objects and today’s date. As for the numeracy questions no significant effects 
could be found for the 2002 and 2004 waves, even if only interviews without an 
appointment were included. The measure for working memory, the Serial 7’s 
task, is also not sensitive to the time-of-day of interview, the respondents’ age 
and their interaction, regardless of wave and if we exclude interviews scheduled 
by appointment. 
 The behavioral frequency question of how many hours in total 
respondents helped their friends or neighbors without pay was also not more 
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likely to be answered with “don’t know” by older respondents later in the day 
even though this question could involve extensive cognitive effort. 
 Older respondents interviewed later during the day were also not more 
likely to provide “don’t know” answers to questions asking for likelihood 
assessments of future events. Possible future events included the respondents 
being victims of biological terrorism, the United States being victims of biological 
terrorism, inflation, possible moves to a new residence, the respondents’ own 
death, getting Alzheimer’s disease or cancer. As before, the respondents’ age, 
the time-of-day of interview, and their interaction have no significant influence on 
the likelihood of don’t know answers to any of these questions in both waves and 
when excluding interviews with appointments. 
 To conclude, the interaction between time-of-day and the respondents’ 
age does not seem to have any influence on the quality of survey data with 
regard to the likelihood of providing “don’t know” responses. Our hypothesis H4.1 
could therefore not be confirmed. 
4.5.2 Cognitive Measures 
We also decided to assess the influence time-of-interview and the respondents’ 
age have on cognitive measures themselves that have been used to measure 
cognitive functioning in a laboratory setting through linear regressions. If the 
effects that are shown in the studies described above translate at all to the 
survey setting it is most likely that they will be replicated with the same measures 
that were used to establish them before. Subjective measures of cognitive 
functioning, self-rated current and past memory, are not significantly influenced 
by the time-of-day of interview or the interaction with the respondents’ age. With 
regard to memory measures, such as immediate and delayed recall, we can see 
that the respondents’ age has a significant negative influence as we would have 
expected. Neither the time-of-day of the interview nor the interaction with age 
seem to influence these memory scores. The measure for working memory, the 
Series 7 test, seems not to be influenced by age, time-of-day or their interaction. 
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The older the respondents the less likely they are to correctly count back from 
20, another test for working memory. Again, neither the time-of-day of interview 
nor the interaction with age seems to influence this score. The conclusions hold 
for measures in 2002 and 2004 as well as for analyses that include all cases or 
only those that were interviewed without an appointment. In short, we were not 
able to reproduce the time-of-day of interview and age interaction effects from 
laboratory settings in the same measures when administered in a survey and can 
therefore not confirm hypothesis H4.1.  
4.6 DISCUSSION AND CONCLUSION 
Studies using survey data have shown that the age-related decline in cognitive 
functioning affects the quality of survey data, confirming psychological 
experiments. Cognitive functioning itself varies across the day because it is 
subject, as are so many other body functions to a circadian rhythm. While this 
variation is barely detectable for younger respondents, the elderly show cognitive 
functioning deficits later in the day and score significantly lower on cognitive 
tests. We hypothesized, based on these findings, that the elderly should provide 
higher quality data when interviewed in the morning than in the evening. The 
analyses of this study have shown that the time-of-day when elderly people are 
interviewed does not have any effect on the likelihood of “don’t know” answers 
even if the questions are cognitively quite demanding. We were also not able to 
replicate the finding that elderly perform significantly worse on cognitive 
functioning tests when they are administered in the evening, though the Health 
and Retirement Study uses mostly the same measures that have also been 
employed in laboratory studies. 
From the perspective of a survey methodologist these results are good 
news. The time-of-day does not seem to introduce any additional measurement 
error in survey data. It is possible that survey interviews are not as sensitive as 
laboratory studies to circadian effects in cognitive functioning. The presence of 
the interviewer or the more conversational aspects of a survey interview could 
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contribute to alleviate the effects found in the laboratory studies. It seems, 
however, to be too early to draw these conclusions without further research. We 
were not able to control very well in our study for possible self-selection effects 
by using an indicator if the interview was based on an appointment, or not. We 
also do not have any measures of whether the elderly have taken a nap in the 
afternoon and were therefore able to enhance their cognitive performance later 
during the day. In order to rule out any of these influences that could possibly 
bias our analyses a randomized experiment is needed that assigns younger and 
older respondents to being interviewed in the morning compared to the evening. 
Because these scheduling constraints are likely to increase nonresponse 
designing measures that can be included in analyses as control variables might 




Aging of humans is not only characterized by changes in physical health but also 
in cognitive functioning. Psychological research into these changes has 
documented systematic decline across the lifespan in nearly all cognitive 
dimensions ((Craik 2000); (Park 2000)). Evidence of this cognitive decline can be 
expected especially in situations that are highly cognitively demanding and 
require the extensive use of cognitive resources, such as a survey interview. The 
question-answering process is known to be highly dependent on basic cognitive 
abilities (Tourangeau, Rips et al. 2000). It is therefore not surprising that the few 
studies conducted in this area of survey research have shown that old age and 
related cognitive decline interacts with the survey process and negatively affects 
the quality of survey data (see the contributions in (Schwarz, Park et al. 1998); 
(Knäuper, Schwarz et al. 2004)). With the continuous growth of older segments 
of the population, policy makers are more and more in need of high quality data. 
Thus, survey methodologists need to gain a deeper understanding on how age-
related cognitive decline affects the survey process so that methods and 
adaptations can be developed to minimize survey errors that are unique to this 
population segment.  
This dissertation addressed three possible areas in which interactions 
between the age-related cognitive decline and the survey process can be 
expected. The first study in Chapter 2 examined if cognitive decline influenced 
respondents’ choice with regard to response strategies when answering 
behavioral frequency questions. We could confirm that older respondents 
compared to younger respondents are indeed more likely to choose rate-based 
or general impression strategies than episodic enumeration. Further analyses 
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revealed that, against initial expectations, older respondents are not more likely 
to provide inaccurate reports or more over- than underreports.  
Chapter 3 addressed how cognitive aging influences different types of 
panel attrition while controlling for decline in physical health and changes in 
social network. This study showed that cognitive aging, decline in physical health 
and changes in social networks have differential influence on refusal and proxy-
interview compared to self-interview. Cognitive functioning and physical health 
measures were important predictors for proxy-interviewers but not for refusals. 
Refusals in later waves of a panel might be more likely linked to distinct 
experiences in previous waves that could not be included in this study. 
The last chapter examined if the time-of-day of interview could have a 
significant effect on data quality of survey responses by older respondents. We 
were not able to find any effect of time-of-day of interview on the likelihood of 
“don’t know” responses. Furthermore, we were also not able to replicate the 
significant differences in cognitive functioning found by laboratory studies when 
testing elderly at different times throughout the day. 
This dissertation has shown, confirming previous studies, that cognitive 
aging can influence survey errors. Because of the increase of older people in our 
society and therefore also in our surveys, more research is needed to better 
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