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ABSTRACT
Visualizing the high-redshift Universe is difficult due to the dearth of available
data; however, the Lyman-alpha forest provides a means to map the intergalactic
medium at redshifts not accessible to large galaxy surveys. Large-scale structure sur-
veys, such as the Baryon Oscillation Spectroscopic Survey (BOSS), have collected
quasar (QSO) spectra that enable the reconstruction of HI density fluctuations. The
data fall on a collection of lines defined by the lines-of-sight (LOS) of the QSO, and
a major issue with producing a 3D reconstruction is determining how to model the
regions between the LOS. We present a method that produces a 3D map of this rel-
atively uncharted portion of the Universe by employing local polynomial smoothing,
a nonparametric methodology. The performance of the method is analyzed on simu-
lated data that mimics the varying number of LOS expected in real data, and then
is applied to a sample region selected from BOSS. Evaluation of the reconstruction
is assessed by considering various features of the predicted 3D maps including visual
comparison of slices, PDFs, counts of local minima and maxima, and standardized
correlation functions. This 3D reconstruction allows for an initial investigation of the
topology of this portion of the Universe using persistent homology.
Key words: cosmology: large-scale structure of Universe, methods: statistical, galax-
ies: intergalactic medium, galaxies: quasars: absorption lines
1 INTRODUCTION
A high fidelity 3D map of the high redshift Universe would
be a useful cosmological tool. It could, for example, aid in
ruling out cosmological theories or refining Baryon Acous-
tic Oscillation (BAO) measurements. A prominent obsta-
cle in the ability to reconstruct a map is that distant ob-
jects must be very luminous for us to observe them. For-
tunately, bright quasars (QSOs) provide a means for prob-
ing the HI density fluctuations of the Intergalactic Medium
(IGM) in unexplored regions via the Lyman-alpha forest.
HI density fluctuations in the IGM can be inferred by ana-
lyzing the Lyman-alpha absorption features in QSO spec-
tra (Lynds 1971). The Lyman-alpha absorption is gener-
ated by a diffuse and continuous medium which traces the
dark matter density structures on scales above a pressure
smoothing scale of ∼ 0.1 h−1Mpc (e.g., see the review by
Rauch 2006). It can therefore be used to paint a faithful
picture of the Universe on larger scales. Potential uses of
the Lyman-alpha forest data include measuring clustering
on large-scales (Slosar et al. 2011), placing constraints on
inflation (Palanque-Delabrouille et al. 2013), and measuring
BAO (Busca et al. 2013; Slosar et al. 2013). Additionally, to
get a better idea of the matter distribution of the IGM it is
necessary to understand its properties between the QSOs’
lines of sight (LOS).
Previous attempts have been made to combine the 1D
data in individual Lyman-alpha forest sight lines to develop
a 3D picture of the HI density. In particular a Wiener in-
terpolation was proposed and tested with data from cos-
mological simulations by Pichon et al. (2001) and Caucci
et al. (2008) (see also recent work by Lee et al. 2013). We
propose a different, nonparametric statistical methodology
for producing a 3D map of high-redshift HI density fluctua-
tions using local polynomial smoothing (Wasserman 2006).
The method is tested here on simulated data that mimics
the varying number of LOS expected in the real data, and
applied to a sample region selected from the Baryon Oscil-
lation Spectroscopic Survey (BOSS) (Dawson et al. 2013).
We evaluate the predicted 3D maps by considering various
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summaries of the maps including visual comparison of slices,
PDFs, counts of local minima and maxima, and standardized
correlation functions. Decreasing the number of LOS used in
the estimation procedure will naturally result in depreciated
performance so rather than solely comparing the 3D recon-
structed maps with varying LOS to the map derived from
the full simulated dataset, additional comparisons are used
to provide a clearer picture of the information lost when
fewer LOS are available. This 3D reconstruction provides
a means for an initial investigation of the topology of this
portion of the Universe using persistent homology (Sousbie
2011; Sousbie et al. 2011; van de Weygaert et al. 2013) of the
reconstructed maps. Finally, we apply the proposed method-
ology to a sample portion of the data from the Lyman-alpha
forest in BOSS SDSS Data Release 9 (Lee et al. 2013).
In §2, we review the properties of the Lyman-alpha for-
est, then in §3 we provide an introduction to local poly-
nomial smoothing. We analyze the performance of the pro-
posed methodology on simulated data §4 followed by an ap-
plication to a subset of the BOSS data in §5. Finally, in §6
we provide some closing remarks.
2 LYMAN-ALPHA FOREST
The Lyman-alpha forest provides a means of studying the
large-scale structure in the redshift range 2 6 z 6 3.5 that
is complementary to galaxy survey studies at low redshift.
This quoted redshift range is limited on the low-redshift end
by the atmosphere’s absorption of ultraviolet light and for
our current purposes on the high redshift end by the rarity
of bright quasars.
Due to the expansion of the Universe, the wavelength
of the photons in QSO spectra increases by a factor of (1 +
z), where z is the relative redshift between two points in
space. Along the LOS from the Earth to a QSO, photons
with a wavelength of 1216 Å can be absorbed by HI, which
can undergo a transition from the ground state to the first
excited state. This absorption is an imprint of the location
and the density of the HI. Since hydrogen is assumed to
be in photoionization equilibrium in the moderate density
IGM that gives rise to the forest, one can then infer the total
baryon density (Rauch et al. 1997). Also, as baryons follow
the total matter potential, it is a tracer of matter, including
dark matter and one can study large-scale structure (see
e.g., McDonald 2003).
Until recently, data from Lyman-alpha surveys larger
than a single close pair of QSOs has usually been treated as
a collection of 1D problems for individual QSO sightlines.
Now however, the high areal density of QSOs in current
surveys is making it possible to correlate information three
dimensionally (see Slosar et al. 2011). BOSS, which is one
of the four surveys of the SDSS III (Eisenstein et al. 2011),
features a QSO density of at least 15 deg−2 (∼ 150, 000
QSOs over 10,000 deg2). Each QSO provides Lyman-alpha
forest information along a skewer of comoving length ∼400
h−1Mpc. The mean comoving separation between QSO spec-
tra in BOSS is ∼20 h−1Mpc. We test our methods using a
small sample of BOSS Data Release 9 (DR 9) in this paper
to show that they can be applied to real data as well as
simulations. In the future, one can expect an even better re-
covery of the field because even more QSOs will be available
for analysis (e.g., 45 deg−2 proposed for MS-DESI, Jelinsky
et al. 2012).
3 METHODOLOGY
The main goal of the proposed methodology is to produce a
3D map of the IGM using the Lyman-alpha forest. However,
predicting the HI density fluctuations in the IGM between
the LOS of the QSOs is a delicate problem due to the sam-
pling scheme entailed by the LOS and the location of the
QSOs. Any statistical methodology will naturally require
some assumptions on the intervening regions; given the rel-
atively uncharted state of the IGM, the desire is to keep the
assumptions minimal. The proposed method for producing
a 3D map of the IGM is local polynomial smoothing, which
has a number of benefits noted below. An introduction to
local polynomial smoothing, along with details regarding its
implementation, can be found in Cleveland et al. (1992),
or see Wasserman (2006) for an overview of nonparametric
statistical methods. Assume that we want to estimate an
unknown function f but only observe noisy samples of the
function Y1, Y2, . . . , Yn at discrete points X1, . . . , Xn. The
data can be described by the model
Yi = f(Xi) + i, i = 1, . . . , n, (1)
where the i are independent random errors with expec-
tation 0. For example, with the Lyman-alpha forest data,
the Yi are the measured HI density fluctuations at points
in space Xi (represented by RA, DEC, and redshift), and
f represents the unknown map of HI density fluctuations
across a given region of space.
The general idea of local polynomial regression is to es-
timate the function f locally using a d-degree polynomial.
Estimation is local in the sense that only observations within
a neighborhood are used for estimation, which requires spec-
ification of the neighborhood size. The neighborhood size is
controlled by a smoothing parameter α, which lies between
0 and 1, indicates the portion of the full data set used in
estimating the function at a given point. (Note that the
smoothing parameter can also be defined by the distance
from the observations.) The number of observations used in
the local fit is nα = bαnc, the largest integer less than or
equal to αn. A larger α gives a smoother fitted function. A
benefit of this type of bandwidth selection is that, through
α, it adapts for unevenly spaced explanatory variables: the
neighborhood becomes larger in regions with fewer observa-
tions and smaller in regions with more observations. This is
especially important for fitting the BOSS QSO data since
the location of the QSOs are not evenly spaced.
The local polynomial estimator fˆ(x)1 at some point x
is achieved by finding aˆ = (aˆ0, aˆ1, . . . , aˆd)T ) that minimizes
n∑
i=1
(Yi − Px(xi; a))2 K
(
xi − x
hα
)
where Px(xi; a) = a0+a1(xi−x)+ a22! (xi−x)2+· · ·+
ap
p!
(xi−
x)d, xi for i = 1, . . . , n are the explanatory variables, and
1 Estimates are denoted with a ˆ so gˆ is an estimate of the
function g.
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hα is the bandwidth where the subscript indicates its de-
pendence on α. K is a kernel function used so that obser-
vations that are further away are given lower weight than
the observations near the point of interest. The choice of
kernel function does not have a strong influence on the fit
of the model (Fan et al. 1997). The estimate at x is then
fˆ(x) = Px(x, aˆ) = aˆ0(x). If the degree of the polynomial is
d = 0, the result is the Nadaraya-Watson kernel estimator
(Hastie & Loader 1993; Wasserman 2006).
The most common nonparametric regression method is
the Nadaraya-Watson kernel estimator noted above, which
takes the form fˆ(x) =
∑
i
YiK((xi − x)/h)/
∑
i
K((xi −
x)/h). However, the kernel estimator has problems in our
setting. Let X be the set of x values over which we want to
estimate f(x). In our case, because the observations fall on
lines, the observable x’s fall on a subset X0 ⊂ X . It turns out
that the kernel estimator has considerable bias at boundaries
of X0. In fact, in our case, all of X0 is a non-interior set
of X . This means that kernel smoothing would suffer large
bias everywhere. Local polynomial smoothing with d > 1
does not suffer from boundary bias (Fan & Gijbels 1992;
Hastie & Loader 1993; Ruppert & Wand 1994). Hence, local
polynomial smoothing is preferred in this setting.
Local polynomial smoothing is a useful methodology for
modeling the IGM using Lyman-alpha forest data for several
reasons. As previously noted, the natural adaption of the
smoothing parameter to unevenly spaced explanatory vari-
ables is important since QSOs are not observed on an evenly
spaced grid. Another benefit is that no global assumption
about the data need to be made since the fit is done locally.
Furthermore, by considering polynomials of degree d > 1,
the design and boundary bias present in kernel regression is
removed (Fan & Gijbels 1992; Hastie & Loader 1993; Rup-
pert & Wand 1994). Removing the design bias is particularly
important given the design of the Lyman-alpha forest data
as approximately parallel lines in a three-dimensional region
(i.e. the data falling on almost parallel lines results in a de-
sign bias; the design is the placement of the spatial points
where HI density fluctuation is measured). Another useful
feature of local polynomial smoothing is that standard er-
rors of the estimates are available, which provides a means
of representing the uncertainty in the predicted map. (For
an illustration, see Figure 4, which displays a predicted layer
of the simulated data plus or minus the standard errors.)
4 ANALYSIS OF SIMULATED DATA
In order to evaluate the expected performance of local poly-
nomial smoothing on Lyman-alpha forest data from BOSS
and other observational surveys, we made use of a large hy-
drodynamic cosmological simulation of the ΛCDM model.
We used the smoothed particle hydrodynamics code P-
GADGET (see Springel 2005; Di Matteo et al. 2012) to evolve
a distribution of 2× 40962 = 137 billion particles in a cubi-
cal periodic volume of side-length 400 h−1Mpc (N. Khandai
et al. 2014). The simulation cosmological parameters were
h = 0.702, Ωm = 0.275, ΩΛ = 0.725, Ωb = 0.046, spec-
tral index ns = 0.968, and amplitude of mass fluctuations,
σ8 = 0.82. The mass per particle was 1.19×107h−1M (gas)
and 5.92 × 107h−1M (dark matter). A gravitational force
resolution of 3.25 h−1kpc comoving was used. The power
Figure 1. Simulation designs for the varying number of LOS: (a)
100 LOS, (b) 200 LOS, (c) 1000 LOS. The horizontal and vertical
axes correspond to RA and DEC, and the redshift direction would
be perpendicular to the page.
spectrum of the simulation initial conditions was taken from
CAMB (Lewis, A. and Challinor, A. and Lasenby, A. 2000).
The simulation was run with an ultraviolet background radi-
ation field consistent with Haardt & Madau (1996). Cooling
and star formation were included. However the latter used a
lower density threshold than usual (for example in Springel
& Hernquist 2003) so that gas particles are rapidly con-
verted to collisionless gas particles. This was done to speed
up execution of the simulation (see N. Khandai et al. 2014
for more details). As a result the stellar properties of galax-
ies in the simulation are not predicted reliably but this has
no significant effect on the diffuse IGM that gives rise to
the Lyman-alpha forest. Black hole formation and feedback
from stars were also switched off in the simulation.
The simulation output at redshift z = 2 was used to
generate a grid of Lyman-alpha spectra (see Hernquist et al.
1996) with 1762 = 30, 976 evenly spaced sightlines (resulting
in 2.27 h−1Mpc spacing). Each sightline was generated with
high resolution, 10,560 pixels, in order to resolve the ther-
mal broadening when computing the optical depth. They
were then down-sampled (by averaging the transmitted flux
over 60 pixels) to 176 pixels. The full set of simulation data
therefore consists of 1763 data values, which will be referred
to as the high-resolution dataset.
The cosmological simulation measurement at each grid
location, (X,Y, Z), is the delta flux, δi = e
−τi
<e−τ> − 1,
where τi is the optical depth at location (Xi, Yi, Zi) for
i = 1, . . . , n where n = 1763 (the number of grid locations),
and < e−τ >= n−1
∑n
i=1
e−τi . Higher values of δ therefore
correspond to lower density regions and lower values of δ
correspond to higher density regions.
The effective angular density of number of QSO LOS in
the simulation cube is significantly higher than that in real
data. For example, in the BOSS survey Lyman-alpha forest
dataset (Lee et al. 2013; Ozbek et al. 2014) the average num-
ber of sightlines passing through an area of (400 h−1Mpc)2
is between ∼ 100 (at redshift z = 3) and ∼ 400 (at redshift
z = 2). In order to mimic the design of the real Lyman-alpha
forest data which has fewer LOS and quasars locations not
aligned with a grid, we randomly selected a sample of 100,
200 and 1000 LOS from the high-resolution dataset. Note
that the 100, 200, and 1000 LOS datasets are subsets of the
high-resolution data; different cosmological simulations were
not used for each new sample. Figure 1 displays the X and
Y locations of these samples.
For each sample, the smoothing parameter, α, was se-
lected using generalized cross validation (GCV) (Wasserman
2006) with the tri-cubic weight function (Fan et al. 1997;
c© 2002 RAS, MNRAS 000, 1–12
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Wasserman 2006). After each sample was modeled using lo-
cal polynomial smoothing, the resulting model was used to
predict the values on the high-resolution grid with 1763 lo-
cations. In order to assess the performance of the proposed
methodology, various summaries of the predicted grids were
compared: (i) visually comparing individual slices at a fixed
redshift, (ii) plotting PDFs (smoothed histograms of the pre-
dicted values), (iii) counting the number of local minima and
local maxima, and (iv) determining a standardized correla-
tion function, which are all explained in more detail below.
However, it is expected that decreasing the number of LOS
used in the modeling procedure will result in inferior perfor-
mance compared to datasets with a higher number of LOS;
that is, the predicted map using the 100 LOS dataset is
not expected to perform as well as the full, high-resolution
dataset nor is it expected to capture all the features of the
full dataset.
An improved method for assessing the performance of
the local polynomial smoothing in this setting is to com-
pare the predicted regions using the 1000, 200, and 100
LOS with the predicted regions using the same smooth-
ing parameter values, α, applied to the full, high-resolution
data. The latter predictions are designated 1000hr, 200hr,
and 100hr where the “hr” stands for “high-resolution” indi-
cating that the particular LOS α was used on the full high-
resolution dataset. Though this mode of comparison reduces
the degree-of-smoothing bias over comparing the LOS pre-
dictions directly to the high-resolution predictions, issues
remain and are discussed below.
The measures of assessment noted above are important
to consider because they can reveal deficiencies in an em-
ployed methodology; however, none of the measures describe
the topological features of the data such as its hole struc-
ture. The topological data analysis tool called persistent ho-
mology provides a useful framework for characterizing these
important features. We use persistent homology to heuristi-
cally compare the topology of the predicted regions as the
available number of LOS changes. In particular, a compar-
ison of the persistence diagrams (introduced below) reveal
which topological features are lost when reducing the num-
ber of LOS.
Computations were performed using the statistical soft-
ware R (R Core Team 2012), and, in particular, the function
loess was used for the local polynomial regression.
4.1 Smoothing parameter selection
The first step in employing local polynomial smoothing for
the simulated data is to select the smoothing parameter, α,
for each dataset. A larger α means more data will be used
in the local fit, which results in a smoother surface (and a
smaller α means fewer observations will be used in the local
fit, which results in a rougher surface). The “correct” amount
of smoothing for a given dataset depends on several factors
including the goal of the analysis. We selected the smoothing
parameter for each dataset using generalized cross validation
(GCV), and the values are displayed in Table 1. GCV ap-
proximates the predictive risk of the local polynomial fit, and
the goal is to select the α that minimizes the GCV criterion.
The general idea of cross validation is to leave out one or
more observations in the estimation, then compare how the
estimated function performs on the observations that were
Figure 2. The risk function for selecting the smoothing param-
eter of the 1000 LOS data. The smoothing parameter determines
the size of the neighborhood in the estimation procedure. General-
ized cross validation (GCV) was used, and the goal is to minimize
the GCV error. The minimum occurs around 0.00083 marked by
the red ‘x’.
Sample Smoothing parameter N
100 0.02174 383
200 0.00836 294
1000 0.00083 146
High-res 0.000514 2,802
Table 1. Selected smoothing parameter values using GCV along
with the number of observations, N , used to estimate the param-
eters for the local polynomial fit.
left out. As an example, Figure 2 displays the estimated risk
function for the 1000 LOS dataset. For the 200 and 100 LOS
datasets, the α that minimized GCV produced a neighbor-
hood that was not sufficient for estimation so the smallest
α that allowed for estimation was used. As the sample size,
n, increases, the smoothing parameter value tends to 0 at a
rate of n1/7 (Fan & Gijbels 1996). This fact, along with the
mean smoothing parameter value for 10 randomly selected
datasets with 1000 LOS, was used to determine the α for
the full high-resolution dataset.
4.2 Estimated model comparison
Local polynomial smoothing provides a channel for produc-
ing a 3D map of the IGM using Lyman-alpha forest data.
In this section, we explore different ways of assessing its
performance in the proposed setting; this is accomplished
by summarizing the predicted maps in several ways. Recall
that all the datasets are derived from the same cosmological
simulation; however, the varying number of LOS were ran-
domly selected. This allows for direct comparison between
the full high-resolution dataset and the 1000, 200, and 100
LOS datasets revealing how the predicted maps change as
the number of LOS decreases.
The predictions were compared by summarizing the 3D
predicted maps for each dataset in the following ways: (i)
c© 2002 RAS, MNRAS 000, 1–12
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Figure 3. A 3D image of the simulation cube using the full,
high resolution dataset. Note that the red corresponds to higher
density regions (lower flux) while the blue corresponds to lower
density regions (higher flux). The specific values are the negative
of the delta flux (−δ).
visually by slices at a fixed Z, (ii) estimated PDFs of the
predicted values, (iii) calculating the count of local min-
ima and maxima, (iv) analyzing the behavior of standard-
ized correlation functions, and (v) looking at the multiscale
topological signatures via persistent homology. Simulation
grid locations are denoted by (X,Y, Z) where X and Y are
analogous to RA and DEC, and Z is analogous to redshift.
As previously noted, it is not expected that the datasets
with fewer LOS will have predictions that capture the same
degree of detail as the datasets with more LOS; fewer LOS
should result in fewer resolved features. It is imperative to
review the performance with decreasing LOS because the
real data will not have the high density of the LOS that
is available with the high-resolution dataset (Pâris et al.
2012). Furthermore, while comparing the 1000, 200, and 100
LOS predictions to the high-resolution predictions is helpful
in gauging the information lost with fewer LOS, a better -
though not perfect - comparison for the LOS predictions is
to the 1000hr, 200hr, and 100hr LOS predictions.
The smoothed, predicted maps for the various datasets
will be referred to as Shr, S1000, S1000hr, S200, S200hr, S100,
and S100hr. The 3D map of Shr is displayed in Figure 3.
By fixing a Z, which is analogous to fixing a redshift,
the predictions can be compared visually by reviewing the
resulting 2D maps. Though heuristic, this comparison is
useful because it provides a clear and accessible picture
of which features are revealed (missed) with more (fewer)
LOS. Figure 4 displays a slice of the predicted values for
Shr, S1000, and S1000hr; Figures 5 and 6 display slices
for S200 and S200hr, and S100 and S100hr, respectively.
The slices are each at the same fixed Z and are directly
comparable, which highlights the degree to which the
datasets with fewer LOS can pick up the features present in
the high-resolution dataset. The high-resolution prediction
is displayed in Figure 4a, and it is interesting to compare
it to S1000 in Figure 4b, S200 in Figure 5a, and S100 in
Figure 6a. As expected, S1000 is able to pick up the smaller
features (the “clumps” of higher density regions of HI)
better than S200 or S100. A similar assessment can be made
between Shr and S1000hr in Figure 4c, S200hr in Figure 5c,
and S100hr in Figure 6b: the contrast between the high and
low density regions for S1000hr appears almost identical to
Shr while the resolution of the features diminishes with
decreasing LOS, again as expected. When comparing S1000,
S200, and S100 with S1000hr, S200hr, and S100hr, respectively,
there are a couple points to note. First, the high-resolution
counterparts, with significantly more observations, have
much smaller standard errors (SE) than the LOS analog.
This is evident by comparing the predicted 2D map (center
column of figures) with the plots to its left and right
(prediction - SE and prediction + SE, respectively). Also,
S1000hr, S200hr, and S100hr have a smoother appearance
with clearer features than the LOS predictions. This is
likely the result of both having more observations available
for the predictions along with those observations being
evenly dispersed within the simulation cube.
Density estimation. Comparing a summary of the distri-
bution of predicted values via estimated PDFs is another
way to analyze the modeling methodology along with
assessing the changes in prediction across a varying number
of LOS. The PDFs are estimated using a Nadaraya-Watson
kernel density estimator, which creates a certain smoothed
histogram of the predicted maps. This is accomplished by
vectorizing the predicted values (the delta-fluxes) across X,
Y , and Z, then applying a kernel density estimator to this
vector. Note that this eliminates any spatial information in
the data. Figure 7 displays the estimated PDFs for the vary-
ing number of LOS. The PDFs for S100 and S200 are closer
to the PDF of Shr than S100hr and S200hr, respectively.
This is because the latter have many more observations that
are used in the local fit, which reduces the variability of
the predicted delta-fluxes resulting in narrower PDFs. The
1000 LOS dataset has a smoothing parameter closer to the
smoothing parameter used for Shr so, when applied to the
full high-resolution dataset, it makes the predicted values
for S1000hr very similar to the predicted delta-fluxes of Shr.
This is also evident from the color bars for the slices of Fig-
ure 4: the range of values of Figure 4c (S1000hr) is closer to
the range of values of Figure 4a (Shr) than Figure 4b (S1000).
Local minima and maxima. One way to get a rough
sense of the “patchiness” of the predicted maps is to count
the number of local minima and maxima. A predicted
delta-flux is considered a local minimum (maximum) if
it is smaller (larger) than all the other predicted values
immediately surrounding it. Periodic boundary conditions
were used in the simulation design and, hence, also used
in finding these local extremes. Table 2 displays the count
of local minima and maxima for the predicted maps. The
high-resolution counterparts of the 100, 200, and 1000 LOS
predictions have fewer modes because more smoothing is
applied due to the larger number of observations used in
the local neighborhoods. The number of local modes also
provides a sense of the resolution of the features that are
picked-up as the number of LOS varies: it is expected that
increasing the number of LOS increases the number of local
modes. However, it is interesting to note that the 1000 LOS
dataset has more local modes than the full, high-resolution
dataset. This may be due to a balance of two facts: (i)
fewer observations are used in the local neighborhood for
S1000 compared to S1000hr or Shr allowing for more extreme
c© 2002 RAS, MNRAS 000, 1–12
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Figure 4. Slices of the predicted values of (a) the high-resolution data, (b) the 1000 LOS data, and (c) the full high-resolution data
using the bandwidth selected for the 1000 LOS dataset (1000hr). The figures in the first column are the predicted values minus standard
error (SE); the middle column figures are the predicted values, and the third column figures are the predicted values plus SE. Note that
the red corresponds to higher density regions (lower flux) while the blue corresponds to lower density regions (higher flux). The specific
values are the negative of the delta flux (−δ).
values due to less smoothing, and (ii) a small enough
bandwidth so that local features are appearing leading to
several minima and maxima.
Correlation function.
The correlation function is often used to capture the
spatial features of a region. The correlation functions for
S1000, S1000hr, S200, S200hr, S100, and S100hr are displayed
in Figure 8. Comparing the correlation functions of S200
c© 2002 RAS, MNRAS 000, 1–12
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Figure 5. Slices of the predicted values of (a) the 200 LOS data, and (b) the full high-resolution data using the bandwidth selected
for the 200 LOS dataset (200hr). The figures in the first column are the predicted values minus standard error (SE); the middle column
figures are the predicted values, and the third column figures are the predicted values plus SE. Note that the red corresponds to higher
density regions (lower flux) while the blue corresponds to lower density regions (higher flux). The specific values are the negative of the
delta flux (−δ).
Sample Local Max. Local Min.
S100 901 832
S100hr 350 365
S200 1,867 1,750
S200hr 439 424
S1000 9,823 8,435
S1000hr 2,401 2,166
Shr 4,398 3,809
Raw data 164,172 159,098
Table 2. Count of local maxima and minima providing a rough
measure of the “patchiness” of the predicted maps.
with S200hr, and S100 with S100hr, it is evident that
the the correlation drops off faster with S200 and S100
than their HR counterparts. The discrepancies between
these correlation functions can be quantified using a
standardized cross-correlation. Let A1 and A2 be the
correlation functions for two different datasets, and C12
be their cross-correlation function, then the standardized
cross-correlation is C12/
√
A1 ·A2. Figure 9 displays the
standardized cross-correlation functions for S1000 and
S1000hr, S200 and S200hr, and S100 and S100hr. While the
standardized cross-correlation between S1000 and S1000hr
increases to 1 as the separation increases (as desired), the
other two standardized cross-correlation functions imply a
significant disparity in their spatial behavior. This is likely
due to the difference in the number of observations that are
used in the local fit: there are 118,139 more observations
in the local neighborhoods for S100hr over S100; about
45,282 more observations for S200hr over S200; and only
about 4,379 more observations in the local neighborhoods
for S1000hr over S1000. These differences are expected to
materialize in the correlation function as is evidenced in
the noted figures.
Persistent homology. Persistent homology is a tool in
topological data analysis that could prove to be useful in
cosmology as suggested in Sousbie (2011), Sousbie et al.
(2011), and van de Weygaert et al. (2013). An introduc-
tion to persistent homology can be found in Edelsbrunner
& Harer (2008) and Carlsson (2009), and some advances in
c© 2002 RAS, MNRAS 000, 1–12
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Figure 6. Slices of the predicted values of (a) the 100 LOS data, and (b) the full high-resolution data using the bandwidth selected
for the 100 LOS dataset (100hr). The figures in the first column are the predicted values minus standard error (SE); the middle column
figures are the predicted values, and the third column figures are the predicted values plus SE. Note that the red corresponds to higher
density regions (lower flux) while the blue corresponds to lower density regions (higher flux). The specific values are the negative of the
delta flux (−δ).
Figure 7. The solid black lines are the PDFs for the (a) 100 LOS dataset, (b) 200 LOS dataset, and (c) 1000 LOS datasets. The blue
dotted lines the PDF for the high-resolution dataset. The red dashed lines are the PDFs for 100hr, 200hr, and 1000hr. The PDFs are
the kernel density estimates of the predicted values for the specified datasets.
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Figure 8. Correlation functions for LOS datasets: S1000 and
S1000hr (top row); S200 and S200hr (middle row); S100 and S100hr
(bottom row).
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Figure 9. The standardized cross-correlation between (a) S1000
and S1000hr, (b) S200 and S200hr, and (c) S100 and S100hr.
statistical inference for persistent homology can be found in
Balakrishnan et al. (2013).
Trying to resolve the desire to understand the connect-
edness and the shape of the object of interest with the fact
that data are collect discretely produces significant chal-
lenges in topological data analysis. One way in which per-
sistent homology overcomes this issue by considering upper
level sets of the estimated function, Lλ = {x | fˆ(x) > λ},
which are the inputs to the function such that the function
value at that input is larger than λ, where λ can be consid-
ered a tuning parameter. As λ decreases, certain topological
features will appear (e.g. loops) and then disappear. The
birth and death of these features provide a topological sig-
Figure 10. The persistence diagram (left) for a slice of Shr,
and the upper level set at 0 (right) corresponding to the top
centre image in Figure 4. The black circles represent 0-order holes
(connected components) and the red triangles are 1-order holes
(loops).
nature of the object, which can be displayed in a plot with
the λ value of the birth and death of each feature plotted
as a point; this plot is called a persistence diagram. Intu-
itively, points further from the 45 degree line are topological
features that live longer as the tuning parameter decreases,
and may be considered real features while those close to the
line may be considered topological noise (though this is not
always the case).
For the Lyman-alpha forest data, the upper level sets
are the locations of the observations, (X,Y, Z) such that
the corresponding smoothed estimate of the delta-flux, δ,
are greater than λ. The left plot in Figure 10 displays the
upper level set at λ = 0 for a slice of Shr corresponding
to the predicted slice in Figure 4a, and the right plot is
the persistence diagram for that slice. The black circles and
red triangles represent the birth and death of 0- and 1- or-
der holes, respectively, where 0-order holes are connected
components and 1-order holes are loops. The persistence di-
agram shows that as λ decreases, the points in the upper
level set are becoming connected, eventually forming many
loops and ultimately becoming one connected component.
Figure 11 displays the persistence diagrams for the
S100, S200, and S1000 along with persistence diagrams for
S100hr, S200hr, and S1000hr. A feature shared among all these
datasets is that, as λ decreases, the number of connected
components decreases as expected, but interestingly, the
connections are forming loops (1-order holes). Figures 11d
and 11e suggest by the proximity of the points to the 45
degree line that the topological features were lost due to
increased smoothing. Figure 11c has an interesting feature:
there is a vertical line of 0-order holes and a horizontal line
of 1-order holes (the vertical line is also somewhat evident in
Figures 11a and 11b). This is likely a result of the smooth-
ing methodology and the non-regular design due to random
sampling of QSO LOS since these features are not appearing
in the persistence diagrams for S100hr, S200hr, and S1000hr,
which have evenly distributed observations.
Though the current comparison of these persistence di-
agrams is heuristic, more formal comparisons are forthcom-
ing.
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Figure 11. Persistence diagrams for a slice of (a) S100, (b) S200, (c) S1000, (d) S100hr, (e) S200hr, and (f) S1000hr. The black circles
represent 0-order holes (connected components) and the red triangles are 1-order holes (loops).
5 APPLICATION TO A SAMPLE OF BOSS
DATA
The previous section demonstrated the performance of lo-
cal polynomial smoothing in producing a 3D map of a (400
h−1Mpc)3 simulation cube with varying numbers of LOS.
In this section we apply the same methodology to a subset
of the Lyman-alpha forest data from BOSS SDSS DR9 (Lee
et al. 2013) that is roughly the same volume as the simula-
tion cube of the previous section. The BOSS Lyman-alpha
forest data from DR9 has 54,468 QSO spectra at redshifts
greater than 2.15 with absorption redshifts between 2.0 and
5.7. Figure 12 displays the RA and DEC of these QSOs.
The region selected for this analysis contains 234 QSO with
24,596 measurements between an RA of 205 and 211, a DEC
between -3 and 3, with redshifts between 2.2 and 2.3. The
RA and DEC of the sampled QSOs are displayed in Fig-
ure 13 along with a 3D view of the LOS in that region.
Much like the varying LOS data of the previous section, the
LOS in the volume selected are not evenly spaced. Unlike
the simulated data, not all skewers completely traverse the
cube, which makes the data more sparse at the top of the
cube.
As before, the smoothing parameter was selected us-
ing GCV, and the selected value was 0.01 resulting in 246
observations falling into each neighborhood. A slice of the
predicted region is displayed in Figure 14. Given that the se-
lected region contains only 234 LOS, it is not surprising that
the slices resemble the slices for 200 and 100 LOS displayed
Figure 12. RA and DEC of BOSS DR9 QSOs. The red region
(RA: 205 to 211, DEC: -3 to 3) is the region selected for the
analysis.
in Figures 5 and 6. The persistence diagram of the slice is
displayed in Figure 15, which also resembles the behavior of
the persistence diagrams of the previous section: as the up-
per level-set threshold decreases, the number of connected
components die off turning into loops.
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Figure 14. Slices of the predicted values of the sample of BOSS data: (a) predicted values minus standard error (SE), (b) predicted
values, (c) predicted values plus SE. Note that the red corresponds to higher density regions (lower flux) while the blue corresponds to
lower density regions (higher flux). The specific values are the negative of the flux.
Figure 13. (a) RA and DEC of sampled BOSS QSOs (RA: 205
to 211, DEC: -3 to 3) and (b) 3D lines of sight of sampled QSOs
(Z: 2.2 to 2.3).
Figure 15. The persistence diagram (left) for a slice of the sam-
pled BOSS data and the upper level set at 0 (right) correspond-
ing to the centre image in Figure 14. The black circles represent
0-order holes (connected components) and the red triangles are
1-order holes (loops).
6 CONCLUSIONS
Modeling the IGM at high redshifts using Lyman-alpha for-
est data is an interesting problem — both scientifically and
statistically. Scientifically, having an understanding of the
distribution of matter at high redshifts is crucial for under-
standing the evolution of the Universe. Unfortunately, data
at these high redshifts are sparse and attempting to resolve
the regions between observations is not straightforward. Lo-
cal polynomial smoothing is a nonparametric methodology
that offers a reasonable approach for accomplishing this
challenging task. Local polynomial smoothing adapts nat-
urally to unevenly space observations such as the location
of QSOs, it eliminates certain biases present in kernel re-
gression, and it provides standard errors for the estimates.
By comparing slices, estimated PDFs, local minima and lo-
cal maxima, correlation functions, and persistence diagrams,
we have captured and reviewed the changes in predictions of
local polynomial smoothing as the number of LOS decreases.
There are a number of additional questions to investi-
gate related to the proposed setting. Noted previously, the
particular design of the data is unusual in that the observa-
tions lie on almost parallel lines. Due to this special and pe-
culiar design, any statistical methodology employed should
explicitly account for this. For example, the local polyno-
mial smoothing parameter α should have an adjustment to
ensure that the neighborhood defined for estimation is not
selecting an erroneous number of observations falling on the
same QSO LOS potentially leading to a bias. This issue is
not unique to local polynomial smoothing, but any localized
statistical methodology. Another problem to investigate is
assessing the performance when incorporating realistic er-
ror structures into the simulation data (i.e., error structures
analogous to error expected in the real data). Adding ho-
moscedastic error to the simulation cube did not alter the
results significantly.
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