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Abstract
We study long-range correlations and trends in time series extracted from
the data of seismic events occurred from 1973 to 2011 in a rectangular region
that contains mainly all the continental part of Colombia. The long-range
correlations are detected by the calculation of the Hurst exponents for the
time series of interevent intervals, separation distances, depth differences and
magnitude differences. By using a modification of the classical R/S method
that has been developed to detect short-range correlations in time series, we
find the existence of persistence for all the time series considered except for
magnitude differences. We find also, by using the DFA until the third order,
that the studied time series are not influenced by trends. Additionally, an
analysis of the Hurst exponent as a function of the number of events in the
time and the maximum window size is presented.
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1. Introduction
Among the properties that time series of different kind of phenomena
exhibit, one of the most interesting is the long-range correlation [1]. This
correlation, also known as long memory or long-range persistence, means
that the autocovariance function decays exponentially, by a spectral density
that tends to infinity [2, 3]. However, at the critical point, the exponential
decay turns into a power-law decay [2, 4]. Long-range power-law correla-
tions can be observed in a very wide range of systems, as for instance in
smoke-particle aggregates [5], nucleotide sequences [6], earthquake processes
[7], mosaic structure of DNA [8], literary texts [9], stride interval of human
gait [10], cardiac interbeat intervals [11], stock index variations [12], sedimen-
tation [13], variations of daily maximum temperatures [14], neuron activity
[15], stratus cloud liquid water [16], stock returns [3], electric signals [4],
seismic sequences [17, 18], and relativistic nuclear colisions [19].
Some geophysical processes are characterized by self-similarity correla-
tions because the dynamics are based on the interaction of many components
over a wide range of time or space scales [20]. An example of complex sys-
tems in geophysics are earthquakes, characterized by power-law distributions
of spatial, temporal and energy parameters [21]. The complex phenomenol-
ogy exhibited by earthquakes is due to the deformation and sudden rupture
of parts of the earth’s crust because of the external forces acting from plate
tectonic motions [22].
Long-range power-law correlations are traditionally measured by a scaling
parameter or fractal dimension (D). If the time series is self-similar and self-
affine, the parameter D is related to the Hurst exponent (H) through the
expression D = 2 − H [23, 24]. Thus, the Hurst exponent is a measure of
the long-range correlation in time series data and allows to distinguish the
persistence (correlation), anti-persistence (anti-correlation) or randomness
of the data [25]. The original estimation of the Hurst exponent was first
performed in hydrology by Harold Edwin Hurst in 1951 [26], by introducing
an empirical relationship called the Rescaled-Range (R/S). Posteriorly, this
relationship became the start point to establish the Classical R/S (CR/S)
method developed by Mandelbrot and Wallis into the context of the fractal
geometry [25, 27, 28].
Although the CR/S is one of the most popular methods to calculate the
Hurst exponent, it has shown some serious limitations to study long-range
correlation when the time series is not large enough [29, 30]. However, a
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possible solution of this problem was proposed by W. Lo, which we call the
Modified R/S (MR/S) method [31]. Another of the most popular methods
to calculate de Hurst exponent is the Detendred Fluctuation Analysis (DFA)
proposed by Peng et al. [8]. One of the main advantages of the DFA is that
it can remove trends present in some real time series [32, 33, 34]. Addition-
ally, this method can be generalized for the multifractal characterization of
nonstationary time series [35].
The study of long-range power-law correlations in seismic sequences has
been focussed on the calculation of the Hurst exponent for time series of
interevent intervals by using the CR/S [24] and the DFA [17, 18]. The DFA
was also used to calculate the Hurst exponent associated to two-dimensional
sequences defined in terms of the time series of interevent intervals and sepa-
ration distances [36]. Furthermore, other time series like temporal and spatial
variations were studied using the CR/S method [37]. Persistence in tempo-
ral sequences for earthquake activity has been recognized and reported in a
number of studies [17, 18, 24, 37] and also for the temporal-spatial sequences
[36]. This result is consistent with the fractal structures in time, space, and
magnitude dimensions observed in the seismicity of earthquakes [38, 39, 40].
However, most recently, an anti-correlated behaviour (0 < H < 0.5) of the
earthquake magnitude time series was observed from the calculation of the
Hurst exponent using the DFA [41]
Until now the calculation of the Hurst exponent in seismic time series
has been focussed in temporal, temporal-spatial and magnitude sequences
[17, 18, 24, 36, 37, 41]. In this work we extend the detection of long-range
correlations for the case of new time series that can be extracted from the
seismic event data. Additionally to the time series of interevent intervals
[17, 18, 24, 37, 43], we consider also the time series associated to the fol-
lowing parameters defined between two successive seismic events: separation
distance [38, 36]; depth difference; magnitude difference. We think that if
we study simultaneously the existence of long-range correlations for these
four seismic time series, then we have a most complete vision of the fractal
structure associated to the seismic events [38]. Because the interaction be-
tween a previous event and the event caused by it relaxes with the time, it is
possible to observe simultaneously a self-similar structure in time, space and
magnitude distributions of the seismic event epicentres [38, 39, 40].
The main goal of this work is to detect whether long-range correlations
and trends exist in time series extracted from the data of seismic events that
occurred since 1973 until 2011 in a rectangular region that contains mainly
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all the continental part of Colombia. During this lapse of 39 years, the region
under study, which contains also parts of Brazil, Ecuador, Panama, Peru and
Venezuela, presented a total of 3932 seismic events with magnitudes higher
than 4 MW according to the U.S. Geological Survey data base [42]. To
detect the existence of long-range correlations in the time series of interevent
intervals, separation distances, depth differences and magnitude differences,
we calculate the Hurst exponents associated to these time series by using
the MR/S method [31]. To appreciate the advantage of using the MR/S
method, we first calculate the Hurst exponents for all the time series by using
the CR/S method. With the purpose to eliminate trends in the seismic time
series considered here, we calculate the Hurst exponents using the DFA until
the third order [32, 33, 35].
The reason why we use the MR/S [31] is because the CR/S might lead to
an overestimation of the Hurst exponent, specially if seismic time series are
constructed with less than 5000 data points as happened in this work. On
the other hand, a study previously performed using data of Southern Me´xico
[37] has detected the existence of cycles in the interevent interval sequence
and this fact has been considered as a sign of trends in the associated seismic
time series. For this reason, in this work, we use also the DFA with the
purpose to find polynomial trends on the data. We study also the evolution
on time of the correlation between the Hurst exponent and the magnitude
for the interevent interval in the seismological active area of the subduction
zone of the Nazca and the South American plates in Colombia. The goal of
this part of our study is to analyse if there is a statistical correlation between
the value of the Hurst exponent and the magnitude of the seismic event, as it
was found for the time series of interevent intervals in Southern Me´xico [37].
For accurateness, a study on the maximum window size in the calculation
of the Hurst exponent is also performed, focusing the interest on the Hurst
exponent as a function of the number of events in the time and the maximum
window size.
2. Methods to calculate the Hurst exponent
2.1. Classical Rescaled Range (CR/S)
The CR/S method allows to study the long-range dependence for non-
stationary time series by means of the calculation of the Hurst exponent H
[25, 27, 28]. Specifically, a value 0 < H < 0.5 corresponds to anti-correlated
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data (anti-persistence behaviour), a value 0.5 < H < 1 corresponds to cor-
related data (persistence behaviour) and the value H = 0.5 corresponds to
random data (uncorrelated behaviour) [25]. The definition of H can be ex-
tended to values larger than 1 [43]. In this way, the case H = 1.5 corresponds
to Brownian motion, the case H = 2 correspond to brown noise and the case
H > 2 corresponds to black noise [43].
In the CR/S method the time series under consideration X : {xi} is com-
posed by N values. The full time series is divided into windows of size M .
The number of windows is defined by s ≡ N/M and therefore there are s win-
dows of data Yj, with j = 1, 2, ..., s.
Defining the vector k = (j − 1)M + 1, (j − 1)M + 2, (j − 1)M + 3, ..., (j − 1)M + M ,
the average over each window is calculated as
y¯j =
1
M
∑
k
xk. (1)
The profile or sequence of partial summations Zj : {zn}, with n = 1, 2, ...,M , is
defined as the cumulative summation minus the average of the corresponding
window
zn =
n∑
k
{xk − y¯j}. (2)
The range Rj of the window is defined as the maximum minus the minimum
data point of the profile
Rj ≡ max{Zj} −min{Zj}. (3)
The standard deviation of each window σj is given as
σj =
[
1
M
∑
k
(xk − y¯j)2
]1/2
. (4)
The rescaled range is described by the quantity (R/S)M , which is defined as
(R/S)M ≡ mean(Rj/σj). (5)
For the case in which a stochastic process associated to the data sequence
under study is rescaled over a certain domain M ∈ {Mmin,Mmax}, the R/S
statistics follows the power law
(R/S)M = aM
H . (6)
Herein, a is a constant and H is the Hurst exponent which represents a fractal
measure of the long-range correlations in the analysed data.
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2.2. Modified Rescaled Range (MR/S)
When dealing with short time series (of less than 5000 values), the CR/S
method looses precision [29]. In order to study short time series the R/S
statistics should be modified so that it accounts for short memory processes
[31]. When the time series under consideration is subject of short-range
dependence, the variance should also include the auto-variances. This is
accomplished when the standard deviation term described in equation (4) is
replaced by the term:
σj(q) =
√√√√σ2j + 2 q∑
k=1
ωk(q)γk,
ωk(q) = 1− k
q + 1
, (7)
where σ2j is the sample variance and γk the sample autocovariance. The
parameter q represents the lags in the weighted autocovariances.
2.3. Detrended Fluctuation Analysis (DFA)
An important tool to leave out trends in time series is the DFA [32, 33,
34]. Trends can affect the time series and make them seem to be persistent
when there is not a real correlation between the data points [32, 33, 34]. In
order to find the correct scaling behaviour of the series, such trends have to
be well distinguished. It is not easy to identify the origin of trends, so very
often we do not know the reasons for underlying trends in collected data
and we do not know the scales of underlying trends. DFA is a method for
determining the scaling behaviour of data in the presence of possible trends
without knowing their origin and shape [21]. In the following, the method
to calculate the Hurst exponent via DFA is explained.
As the first step of the DFA, it is necessary to calculate the profile or
cumulative summations minus the average of all the data x¯i
zk =
k∑
i=1
xi − x¯i, (8)
where k runs over each data point k = 1, 2, 3, ..., N .
As a second step, the profile is divided into s windows of size M and a fit
of order l of the window is subtracted from each data point. Choosing the
order to be l = 1, each new data point yi is described as
yk = zk − {aj · k − bj}, (9)
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where aj and bj are respectively the slope and the intercept of the linear fit
done over the window j. For this case, the subscript j runs over the windows
j = 1, 2, 3, ..., s. The fluctuation is calculated as
FM =
√√√√[ 1
M
∑
k
y2k
]
. (10)
Varying the size of the window M and consequently the number of windows
s, the Hurst exponent H corresponds to the slope in the log-log plot of FM .
If a stochastic process is associated to the data sequence under study, it will
follow the power law
FM = aM
H . (11)
Different hierarchies of methods are employed for the fluctuation analysis.
Those hierarchies differ from each other in how the fluctuations are measured
and how trends are eliminated. By definition DFAn eliminates trends of or-
der n − 1 in the original time series and n in the profile [32, 33, 34]. For
instance, DFA0 corresponds to the simplest type of fluctuation analysis and
in this case the trends are not eliminated. In the first order detrended fluc-
tuation analysis DFA1, the variance of the profile in each window represents
the square of the fluctuations and then the best linear fit is determinated [34].
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3. Data acquisition
Figure 1: Selected region for analysis of seismic data. Events occurring from 1973 to 2011
are shown as small circles with different colors accordingly with the depth of the event
[42].
We consider in this work the time series associated to the following param-
eters defined between two successive seismic events: (i) interevent interval
[17, 18, 24, 37, 43]; (ii) separation distance [38, 36]; (iii) depth difference;
(iv) magnitude difference. We note that the seismic time series of depth
differences and magnitude differences are new for this kind of analysis. The
analysis for time series of separation is new because we consider the time
series of separation distances as independent respect to the time series of
interevent intervals different from reference [36].
We analyzed the above mentioned time series because we are interested in
knowing the scaling behavior of the most important characteristics of earth-
quakes. We think that knowing the behavior between, for example, the depth
or the epicenter distance, or the difference in magnitude of two consecutive
events in an area, would help to better describe the fractal behavior of the
earthquakes.
The time series of separation distances is extracted from the seismic event
data using the following definition for the angular distance r in degrees be-
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tween two events [38, 36]
r = cos−1[cos(θ1) cos(θ2) + sin(θ1) sin(θ2) cos(φ1 − φ2)], (12)
where (θ1, θ2) and (φ1, φ2) are respectively the colatitudes and the longitudes
of the two events [38, 36]. If we multiply the angular distance r by 111 km,
then we obtain the separation distance between two successive seismic events
[36].
The time series of interevent intervals, separation distances, depth differ-
ences and magnitude differences are constructed from the seismic event data
that we have obtained from the free online database of the United States
Geological Survey [42]. A rectangular region that contains mainly all the
continental area of Colombia was chosen to analyse the seismic data oc-
curred from 1973 to 2011. As it is possible to observe in Figure 1, this region
also contains parts of Brazil, Ecuador, Panama, Peru and Venezuela. Seismic
events with magnitudes higher than 4 MW were selected in such a way that
the total number of events initially considered was 3932. Using these data,
Figure 2 presents the plot of the logarithm of the frequency as a function of
the magnitude of the seismic event. The blue line in Figure 2 underlines the
events with magnitudes from 4.8 to 6 MW that correspond to the ones that
satisfy the Gutenberg-Richter law. Those events define the set that is used
to perform the Hurst exponential analysis that will be presented below. It is
important to mention that this methodology based on the Gutenberg-Richter
law has been widely used in this kind of analysis [17, 18, 36, 24, 37].
Figure 2: Logarithm of frequency vs. magnitude for the seismic events occurred since
1971 until 2011 in the selected region. The blue line shows the events that satisfy the
Gutenberg-Richter law. Only events from 4.8 to 6 MW were used to perform the Hurst
exponential analysis.
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4. Persistence and trends in Colombian seismic data
Long-range correlations for temporal and temporal-spatial sequences have
been detected previously by the calculation of Hurst exponent for different
seismic active areas of the world, as for instance of Italy [17, 18], USA [36, 41,
43], Taiwan [24], Me´xico [37], and Greece [44]. In this section we present the
results of the calculation of the Hurst exponent for the Colombian seismic
time series of interevent intervals, separation distances, depth differences and
magnitude differences. Firstly, we present the Hurst exponents that were
calculated using both the CR/S and MR/S methods. By using the MR/S
method, we obtain Hurst exponents more precise, correcting for the effect
of insufficiency of data (less than 5000 data points). Secondly, we present
the Hurst exponents calculated using the DFA until the third order. In this
way, we can remove the trends which are present in the seismic time series
under study.
4.1. Hurst exponents and scarcity effects
A correct degree of long-range correlation, represented by a precise cal-
culation of the Hurst exponent, in time series composed by a relative small
quantity of data can not obtained by using the CR/S method.
We have tested 1000 random time series of 100 events for both the CR/S
and the MR/S. Results in figure 3 show that for random time series there
is an overestimation of the Hurst exponent calculated with the CR/S. This
method yields HC of around 0.6, while with the MR/S this overestimation
is corrected giving HM of around 0.55.
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Figure 3: Distribution of the Hurst exponent for 1000 random time series of length 100.
(a) Hurst exponent calculated with the CR/S method. (b) Hurst exponent calculated
using the MR/S method.
The fact that the CR/S method leads to an overestimation of the Hurst
exponent for the considered seismic time series means that a fake degree of
long-range correlation is originated by an insufficient number of data. This
inaccuracy of the Hurst exponent calculated using the CR/S method for less
than 5000 data points was proved for capital markets [29]. We find that if
the four seismic time series are analysed using the MR/S method, then the
Hurst exponents (HM) obtained with this modified method are smaller than
the ones calculated by the CR/S method (HC). We show in the Table 1 the
differences between the Hurst exponents calculated using both methods, for
the time series of interevent intervals, separation distances, depth differences
and magnitude differences.
For this calculations parameters of Mmax were chosen by visual inspection
of the log(R/S) − log(M) plots so that they show a linear dependence in
each of the cases, while parameters of Mmin were chosen equal to 5 in all
calculations. By doing this, we assure that the data satisfy the power law in
the chosen range of Mnim −Mmax.
Time series HC HM HDFA1 HDFA2 HDFA3
Interevent intervals 0.7642 0.7258 0.7746 0.7907 0.7726
Separation distances 0.7651 0.7153 0.7871 0.7913 0.7836
Depth differences 0.7254 0.6883 0.7772 0.7921 0.7826
Magnitude differences 0.5806 0.5521 0.5396 0.5548 0.5556
Table 1. Hurst exponent values calculated via the CR/S, MR/S and HDFA(1−3)
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methods for the time series of intervent intervals, separation distances, depth differences
and magnitude differences.
For the case of time series composed of 1115 data points, as is the case of
the four seismic time series analysed in this work (after filtering out events
that do not satisfy the Gutenberg-Richter law), a high level of long-range
correlation on the data showed up through an overestimation of the Hurst
exponents via the CR/S method. In other words, the scarcity of data points
in the analysis misleads to a fictitious higher long-range correlation. The
level of long-range correlation is still not the biggest concern as it is the
accurateness of the method to establish if there is correlation or if randomness
or anti-correlation govern the dynamics.
Although we have found an overestimation of the correlation level in the
seismic time series using the CR/S method, i.e. HC > HM , still Hurst ex-
ponents above 0.5 are obtained by using the MR/S method except for the
time series of magnitude differences. This is an important result of non-
randomness for the main parameters of a seismic event, i.e. time, and loca-
tion of seismic events, meaning they are not arbitrary and therefore a fractal
structure describes their behaviour. In this sense, non-randomness implies
the presence of patterns behind the structure of the series and potentially a
model of future events in terms of time and location could be possibly pro-
posed. Nevertheless, the inclusion of a such model is outside of the goals of
this paper. Furthermore, the level of long-range correlation is proportional
to the Hurst exponent and the trust values of H are obtained via the MR/S
method. Values of the HM shown in Table 1 indicate that the persistences
associated to the time series of separation distances and interevent intervals
are larger than the ones associated to the time series of depth differences and
magnitude differences.
We employ the DFA that makes it possible to see whenever the data
are affected by different orders of polynomial trends and with this imple-
mentation detrended Hurst exponent estimations are feasible (see [45] and
references therein). We implement the DFA until the third order to study
the existence of trends in seismic time series. This method allows removing
trends of order n − 1 in the data and the comparison between different n
orders gives an evidence of a specific polynomial order of trends. For the
case in which the Hurst exponent calculated with DFAn+1 is smaller than
the corresponding one with DFAn, higher long-range correlations are in fact
masked by the presence of trends of order n.
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Following the analysis via the DFA until the third order, we obtain that
the analyzed time series do not present trends. We can make this conclusion
starting from the Hurst exponents that we present in Table 1. The differences
between HDFA1 , HDFA2 , HDFA3 are so small and they are due to the precision
of the algorithm and the differences are between the interval of uncertainty
of the method ±0.03.
5. Colombian subduction zone
The highest level of seismic activity in Colombia is due to the presence of
subduction zones. The Nazca plate under the South American plate creates
the most representative origin of seismic events in this area. Therefore, with
the aim to give more insights about the nature of the seismic fluctuations,
the area that encloses the subduction of the Nazca plate beneath the South
American plate has been selected for the study that we present in this section,
in order to account events with a common physical nature.
We first inspect the behaviour of the Hurst exponent when the maximum
window size Mmax is varied in the calculation, with the purpose to find
the most suitable value of Mmax that depends on the number of events N
considered in time.
In the second part of this section, we explore the agreement in the time
evolution between the magnitude and the Hurst exponent on the seismic
time series. For this analysis three different maximum window sizes Mmax
are chosen. Meaningful results for waiting times were reported previously for
the Southern Me´xico [37]. We extend here these results for the case of time
series of interevent intervals associated to the Colombian subduction zone.
5.1. Hurst exponent and maximum window size
The dependence of the Hurst exponent with the maximum window size
Mmax has been widely studied for time series. However, it has been always
difficult to establish criteria that determine the relationship between this
parameter and the total number of data points. This dependence is extremely
important for the study of the time evolution of the Hurst exponent. Varying
the maximum window size Mmax and taking a minimum window size Mmin of
5 events as a threshold for sufficient statistics, we obtain the behaviour of the
Hurst exponent for the time series of interevent intervals in the Colombian
subduction zone through the MR/S (figure 4).
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Figure 4: log(R/S) − log(M) plots for different Mmax for the time series of interevent
intervals in the Colombian subduction zone. The employed method for calculations was
the MR/S.
In general one can choose the range of M so that the log(R/S)− log(M)
plot follows the linearity or that (R/S) − (M) follows a power law as es-
tablished in equation 12. In this sense results from figure 4 suggest that
the Mmax should be around 61, when considering the series with the total
number of data N = 309.
As we wish to study the behaviour of the Hurst exponent as a function
of the number of events in the time N(t), it will be necessary to determine a
suitable Mmax for each N . For that purpose we have varied the series from
100 to 340 events and calculated the Hurst exponent for different Mmax. It
is important to clarify that as Mmax depends on the total number of data
points N considered. We have calculated the Hurst exponent for general
Mmax = N/2, N/3, N/4, N/5, N/6, N/7, N/8, N/9 employing the CR/S and
MR/S methods, as it is illustrated in Figure 5.
When comparing results from the CR/S method (Figure 5(a)) and the
MR/S method (Figure 5(b)), it is possible to observe that there is an over-
all constant overestimation of the Hurst exponent calculated via the CR/S
method of about 0.1. The scarcity of the seismic data points for the subduc-
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tion zone in the studied years makes the use of the MR/S method an ideal
one to calculate Hurst exponents.
Figure 5: Behaviour of the Hurst exponent under the variation of the minimum number
of windows (maximum window size) and total number of events considered in time. (a)
Hurst exponent calculated with the CR/S method. (b) Hurst exponent calculated using
the MR/S method.
5.2. Relation between Hurst exponent and magnitude
Figure 6: (a) Magnitude over the time from 0 to 350 events for the subduction zone. (b)
Comparison between the magnitude of seismic events divided by a factor of 10 and the
Hurst exponent calculated for the time series of interevent intervals for a range defined
from 100 to 330 events. Hurst exponents for three different maximum window size Mmax
are shown: upper equal to N/2, middle equal to N/4 and lower equal to N/7.
We analyse only those events which follow the Gutenberg-Richter law,
with magnitudes between 4.8 and 6 MW . We can observe in Figure 6(a) dif-
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ferent areas of low magnitude that we call low-magnitude gaps. In a previous
work [37], it was demonstrated that those low-magnitude gaps are closely
related to low correlation levels with values of H around 0.5. In the present
work, we investigate this relation for the case of the time series of interevent
intervals. The results obtained show that H is closer to 0.5 for the low-
magnitude gap between the 100 and the 175 event (see Figure 6(b)). For the
case of the seismic events with magnitudes from 5.5 to 6 MW , the Hurst
exponent becomes also closer to 0.5. This fact means a random behaviour
for low magnitude events.
In this work, the relationship obtained between the magnitude and the
Hurst exponent can be considered as an extension of the one obtained in
[37], but including several values of the maximum window size Mmax. The
results that we have obtained are shown in Figure 6(b), for three different
maximum window size. The upper curve corresponds to Mmax = N/2, where
a correspondence between the magnitude and the Hurst coefficient can not
be established. The middle and the lowest curves account Mmax values of
N/4 and N/7 respectively, and these curves show certain correlation in the
behaviour of the persistence evolution and the magnitude evolution. For both
curves, there is a gap from 114 to 174 of low Hurst exponents closer to 0.5.
Therefore, a relation between random behaviour and low seismic activity is
found for the Colombian subduction zone.
If we regard, for values smaller than N/2, the dependence of H respect to
the Mmax, then the behaviour of the Hurst exponent is reproducing more ac-
curately the evolution on time of the magnitude. This fact could be taken as
a desirable threshold for the maximum number of windows on the R/S anal-
ysis, since Mmax = N/4 as well as Mmax = N/7 reproduce more accurately
the magnitude dynamics than Mmax = N/2.
6. Conclusions
The seismic time series of interevent intervals, separation distances and
depth differences are found to be persistent via the CR/S method. Never-
theless, using the MR/S method, it is determined that an overestimation of
the Hurst exponent H affects all the series due to the scarcity of data points
(around 2000). Despite the overestimation mentioned above, all the time
series under consideration except for the time series of magnitude differences
present persistence with 0.5 < HG < 1, when corrections via the MR/S
method are taken into account.
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Trends were not detected via the comparison between different hierar-
chies of the DFA until third order for the four time series studied. The
differences between HDFA1 , HDFA2 , HDFA3 are attributed to the precision of
the algorithm.
For the time series of interevent intervals, the analysis of the Hurst ex-
ponent as a function of the time and the minimum number of windows has
shown that Mmax < N/2 is ideal for calculations, since it is describing better
the dynamics of seismic events. Furthermore, we have found an agreement
in the time evolution between low magnitude events and the value of Hurst
exponent closer to 0.5 for the gap between 114 and 174 events.
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