Abstract-Correct-by-design automated construction of control systems has attracted a tremendous amount of attention. However, most existing algorithms for automated construction suffer from the curse of dimensionality, i.e., their run time scales exponentially with increasing dimensionality of the state space. As a result, typically, systems with only a few degrees of freedom are considered. In this paper, we propose a novel algorithm based on the tensor-train decomposition that solves stochastic optimal control problems with syntactically co-safe linear temporal logic specifications. We show that, under certain conditions, the run time of the proposed algorithm scales polynomially with the dimensionality of the state space and the rank of the optimal cost-to-go function. We demonstrate the algorithm in a six-dimensional problem instance involving a simple airplane model. In this example, the proposed algorithm provides up to four orders of computational savings when compared to the standard value iteration algorithm.
I. INTRODUCTION
Correct-by-design automated construction of control systems have attracted a tremendous amount of attention in recent years, leading to the development of algorithms that allow for systematic and provably-correct control design. In particular, this line of work has had a tremendous impact in motion and task planning problems, where automatic construction of robot control policies subject to high-level task specifications is of primary interest. These problems require reasoning with both (discrete) task specifications and continuous robot motions, which poses significant computational challenges. We refer the reader to surveys [5] , [6] , [7] for more information on existing work in this direction.
The seminal papers by Tabuada and Pappas [2] as well as Kloetzer and Belta [1] analyze linear systems and synthesize controllers by constructing a discrete abstraction of the state space that captures all essential properties that can be represented in the specification language. More recent work has focused on the application of similar controller synthesis methods in robot motion planning problems where the tasks are specified using the Linear Temporal Logic (LTL) language [3] , [4] . In the motion planning context, a transition graph (or tree) that abstracts the system dynamics is generated incrementally using a sampling based algorithm and is then augmented with the finite state automata (which encodes the LTL specifications). The resulting product transition graph then represents possible poses of the robotic sys- tem and has the additional property that the sequence of pose transitions eventually satisfy the specification. Stochastic systems have also been considered in this context. For instance, Markov Decision Process (MDP) abstractions of systems (generated through simulation) have been considered [8] , [9] . Recently, stochastic optimal control problems with temporal logic specifications have also been considered [11] . Synthesis of controllers for a certain class of continuous-time stochastic dynamical systems have been proposed [10] .
Unfortunately, existing algorithms are either restricted to simple systems, e.g. linear dynamical systems, or they are intractable, e.g., the running time scales exponentially with increasing dimensionality of the state space.
The primary contribution of this paper is an algorithm for automated synthesis of control systems for stochastic dynamical systems from their syntactically co-safe linear temporal logic specifications. From a technical perspective, we extend our prior work [14] to automated synthesis problems. In our prior work, an algorithm was described for solving an MDP resulting from the discretization of a stochastic optimal control problem. This algorithm worked on the basis of replacing the cost-to-go function within dynamic programming algorithm with a compressed version. In the present paper, we apply the same technique to stochastic optimal control problems with sc-LTL specifications. The key idea is to first construct a discrete product structure that represents both the discrete abstraction of the high-level task and the continuous dynamics of the system, and then represent the stochastic cost function in the tensor-train format and execute value iteration in this form. Doing so allows us to exploit the low rank structure commonly found in separable functions, and construct an algorithm that has polynomial complexity in the dimensionality of the state space and in tensor rank. Our work leverages effective tensor decomposition algorithms, which were proposed only very recently. Specifically, the tensor-train decomposition method has been shown to be effective in several applications domains [23] , [26] .
We demonstrate our tensor-based value iteration algorithm on two numerical experiments. First, we run the proposed algorithm on a 3-dimensional Dubin's car and compare its performance with naïve value iteration. We then demonstrate the algorithm on an airplane model with a six-dimensional state space. In this example, the proposed algorithm provides up to four orders of computational savings when compared to a naïve implementation of the value iteration algorithm. This paper is organized as follows. In Section II, we present a formal description of the problem. In Section III we introduce background material on consistent discretizations for stochastic optimal control problems and tensor decomposition methods. In Section IV, we describe the proposed algorithm. We present the results of our simulations in Section V. Finally, we conclude with remarks in Section VI.
II. PROBLEM DEFINITION
This section is devoted to a formal problem definition. First, we describe stochastic control systems and the syntactically co-safe linear temporal logics (sc-LTL) in Section II-A. Subsequently, we provide a formal problem definition of the stochastic optimal control problem with sc-LTL specifications in Section II-B.
A. System Model and Specifications
The sets of integers and reals are denoted by Z and R. Their non-negative counterparts are denoted by Z + and R + . A probability space is denoted by (Ω, F , P), where Ω is a sample space, F is a σ-algebra, and P is a probability measure. The expectation operator is denoted by E[·].
1) System dynamics:
Consider continuous-time continuous-space stochastic dynamical systems of the following differential form:
where
d×dw denotes the diffusion matrix, and X ⊂ R d and U ⊂ R du are compact sets with smooth boundaries and non-empty interiors. The functions b and F are assumed to be measurable, continuous, and bounded functions. The stochastic process {w(t) : t ≥ 0} is the d w -dimensional Brownian motion defined on the probability space (Ω, F , P).
The evolution of the state is an X-valued stochastic process {x(t) : t ≥ 0}. We denote a realization of this state process for a given sample path ω, by x[ω], which itself is a mapping from time into X, i.e., x[ω] : R + → X.
We use atomic propositions to describe various properties of the states of the system. Let AP be a finite set of atomic propositions. Let L : X → 2 AP be a labeling function that maps each state to the atomic propositions that hold for that state. When an atomic proposition p holds for state x, i.e., p ∈ L(z), where z ∈ X, the atomic proposition p is said to be True at state z; otherwise, p is said to be False at z. Finally, let [[p] ] denote the set of all z ∈ X for which p holds.
2) Syntactically co-safe linear temporal logic: In this paper, syntactically co-safe linear temporal logic (sc-LTL) [13] is used to specify desired system behavior. The set of sc-LTL formulas reason only about finite runs. That is, properties of infinite runs cannot be represented in sc-LTL.
An sc-LTL formula is composed from the boolean operators ¬ (negation), ∨ (disjunction), ∧ (conjunction) and the temporal operators U (until), and ♦ (eventually).
Definition 1: The syntax of syntactically co-safe LTL (sc-LTL) formulas over a finite set of propositions is defined inductively in the Backus-Naur form as
where p is an atomic proposition, i.e., p ∈ AP .
The sc-LTL language differs from classical logic with temporal operators, namely 'until' (U) and 'eventually' (♦). The formula ϕ 1 Uϕ 2 states that ϕ 1 is true, until ϕ 2 becomes true. The formula ♦ϕ states that ϕ eventually becomes true.
The sc-LTL language formulas can be represented by deterministic finite automata. Let us formalize this connection.
Definition 2: A Deterministic Finite Automaton (DFA) is a 5-tuple A = (Q, Σ, δ, q 0 , F) where Q is a finite set of states, Σ is the input alphabet, δ : Q × Σ → Q is the transition function, q 0 ∈ Q is the initial state, and F ⊆ Q is the set of accepting states.
A word over an alphabet Σ is a sequence w = (π 0 , π 1 , . . . , π k−1 ) such that π i ∈ Σ for all i ∈ {0, 1, . . . , k− 1}. For each word w = (π 0 , π 1 , . . . , π k−1 ) over the input alphabet Σ, the corresponding run on automata A = (Q, Σ, δ, q 0 , F) is a sequence σ = (q 0 , q 1 , . . . , q k ) of states, i.e., q i ∈ Q for all i ∈ {0, 1, . . . , k}, such that (i) q 0 is the initial state, (ii)
. . , q k ) is said to be an accepting run of automaton A, if it ends in an accepting state, i.e., q k ∈ F. The set of all words that correspond to accepting runs is called the language generated by the automaton A.
For any sc-LTL formula ϕ defined on the set AP of atomic propositions, there exists a deterministic finite automaton A ϕ with input alphabet Σ = 2 AP such that the language generated by A is precisely the language generated by ϕ [13] .
B. Stochastic Optimal Control with sc-LTL Specifications
We are interested in reasoning about the trajectories of a stochastic system using the sc-LTL language. For this purpose, below, we define a product system of a stochastic dynamical system (see Equation (1)) with state space X and a finite automaton A (see Definition 2) with states Q. Let us define the set of all product states as X × = X × Q.
1) The product system: For a given
That is, t i is the ith time instance that the trajectory x[ω](t) is about to cross into a region where a different set of atomic propositions hold. Define t 0 := 0, and define
on automaton A. Finally, the state process of the product system is denoted by {s(t) : t ≥ 0}, where s(t) ∈ S, and defined as follows: For any given sample path ω ∈ Ω,
for all t ∈ [t i−1 , t i ) and all i ∈ {1, 2, . . . , k}.
In a nutshell, the state process {s(t) : t ≥ 0} of the product system encompasses the state process of the continuous-time continuous-state stochastic dynamic system along with the state evolution of the discrete automaton. Notice that the states of the automaton evolve according to the atomic propositions that are satisfied along the trajectories of the stochastic dynamic system. For any given sc-LTL formula, we can use the corresponding automaton A ϕ = (Q, Σ, δ, q 0 , F) in the product system, and be able to understand whether the trajectories of the continuous system satisfy the formula ϕ.
2) Feedback control policies: A control policy is a mapping µ : X × → U that assigns a control input to each product state. The product process under the influence of policy µ, denoted by {s µ (t) : t ≥ 0}, is obtained by setting the input u(t) = µ(s µ (t)) for all t ∈ R + in Equation (1) .
The first entry time for policy µ is defined as the the first time that the product process hits the boundary of X × , i.e.,
where ∂X × is the boundary of X × , i.e., ∂X × = ∂X × F.
The expected cost-to-go function under policy µ is a mapping J µ : X × → R:
where g : X × → R + and h : ∂X × → R are the stage cost function and terminal cost function, respectively. The optimal cost-to-go function maps each s ∈ X × to the minimum costto-go at s over the set of all proper policies, i.e.,
An optimal policy µ * is one that achieves the optimal cost to go function, i.e., J µ * (s) = J * (s) for all s ∈ X × . We are interested in the following problem: Problem 1: Given the following:
• (X, U, b, F ): a continuous-time continuous-space stochastic dynamical system, • AP : a set of atomic propositions;
• L: a labeling function that maps each state z ∈ X to the set of all atomic propositions that hold at z; • ϕ: an sc-LTL formula over AP , • (g, h): a pair of stage cost and terminal cost functions. compute an optimal policy µ * .
III. PRELIMINARIES
In this section, we first introduce the Markov chain approximation (MCA) method for discretizing a continuous-time continuous-space stochastic optimal control problem into a discrete MDP. Then, we introduce low-rank tensor decompositions that compress multidimensional arrays in a computationally feasible manner. The discrete state MDP resulting from the MCA method can then be solved using the lowrank, tensor-based, dynamic programming techniques [14] .
A. Consistent discretizations in stochastic optimal control
Recall, from Section II-A, that a continuous-time stochastic dynamical system is described by the 4-tuple (X, U, b, F ). We now describe consistency conditions that enable a discrete state MDP to approximate this dynamical system with an error proportional to the discretization level and allow a sequence of grid refinements to allow the discrete MDP dynamics to converge to the continuous stochastic dynamics.
Let h l > 0 be a sequence of real numbers, such that lim l→∞ h l = 0. Let X l ⊂ X denote the finite set of states contained in a regular grid with node spacing h l . Consider a sequence of MDPs
l is a set of states, U is a set of control actions, P l :
is the transition probability function, F l ⊆ X l is a set of terminal states, G l is the stage cost, and H l is the terminal cost. Let {ξ l i : i ∈ N} denote states encountered through the evolution the MDP dynamics. We define a sequence of holding times as a sequence of functions {∆t l : l ∈ R + }, where ∆t l : X l × U → R + for all l ∈ N. The sequence of holding times allow us to generate continuous-time state evolution from the discretetime state evolution of the MDPs. More precisely, given the state evolution of a sequence of MDPs, i.e., {ξ l i : i ∈ N}, and a sequence of holding times, i.e., {∆t l : l ∈ N}, we construct a sequence of continuous-time trajectories, denoted by {ξ l : l ∈ N}, as follows:
Notice that, for each l ∈ N, we have that ξ l (t) ∈ X l and {ξ l (t) : t ≥ 0} is a stochastic process on its own right.
A classical result by Kushner and coworkers guarantees the consistency of discretizations, if the a set of conditions, often called the local consistency conditions, are satisfied.
Definition 3 (Local Consistency Conditions): A sequence of MDPs
and a sequence of holding times {∆t l : l ∈ N}, both indexed by l ∈ N, are said to be locally consistent with the continuous-time stochastic dynamics of Equation (1) 
A sequence of MDPs and holding times are said to be consistent, if they satisfy the local consistency conditions. Once a consistent discretization is obtained, we solve the the discrete MDPs by minimizing:
where N l is the first time the state hits F l , i.e., N l = inf{i : ξ l i ∈ F l }. Then, a seminal result by Kushner et al. guarantees that these solutions converge to the solution of Problem 1.
Theorem 1 (Kushner et al. [12] ): Suppose the sequence of MDPs M l and the sequence of holding times {∆t l : l ∈ N}, both indexed by l ∈ N, are locally consistent with the continuous-time stochastic dynamics of Equation (1). Then, the stochastic process {ξ l (t) : t ≥ 0} converges to the state process {x(t) : t ≥ 0} as l tends to infinity. Furthermore, the optimal cost-to-go function J l for the MDPs M l converges to the optimal-cost-to go function J * of the continuous-time stochastic optimal control problem, i.e.,
In Section IV, we provide a specific consistent discretization for our product system. Next, we describe the compressed representation of the discretized value function J l that enables us to solve high-dimensional problems.
B. Tensor decompositions
The complexity of representing the cost-to-go function J l in Equation (3) grows exponentially with the dimensionality d of the state space. This complexity gives rise to the curse of dimensionality when employing conventional solution methods based on value iteration or policy iteration. In this paper, we mitigate this curse of dimensionality through lowrank compression. In particular, we only perform operations on cost functions represented in a low-rank compressed format, removing the need for storing the entire grid of costto-go values. Since the cost-to-go function can be considered as a tensor, defined as a multidimensional array, we can use the recent developments for tensor decompositions for compression. These tensor decomposition algorithms allow us to compress a low-rank tensor using an interpolation scheme, which has complexity scaling polynomially with the rank of the tensor and linearly with the dimensionality of the state space. In this section, we describe the tensor representations and tensor decomposition algorithms that are central to the control synthesis algorithms proposed in this paper.
Separation of variables is the underlying property that yields low-rank representation of tensors. Specifically, tensor decompositions represent a multidimensional function by sums of separable functions. For example, the representation of a multidimensional function f : R d → R that has rank R in the canonical decomposition format is
where f (k) r are one dimensional functions of the kth variable. Although the canonical decomposition maintains linear complexity with dimensionality, determining the canonical rank R is an NP-hard problem [21] , and finding a best rank R approximation of f is ill-posed [22] . Another representation, known as the Tucker decomposition, allows for easy computation of a low rank approximation, but has exponential complexity with dimension. The tensor-train (TT) decomposition [23] , on the other hand, maintains the advantages of both representations and the algorithms for its computation have strong guarantees. Hence, we leverage the TT decomposition and present algorithms in the context of this tensor representation.
Let us consider a tensor with each dimension i discretized into the set X i = {x i [1] , . . . , x i [n i ]} of n i ∈ Z + points. Let F : X 1 × . . . × X d → R be a tensor whose elements are function evaluations of the function f on the tensor product grid, i.e.,
The elements of a tensor in TT format can be computed as
or as a sequence of vector-matrix products
where the three dimensional arrays F k ∈ R r k−1 ×n k ×r k are called the TT-cores and r k are called the TT-ranks with r 0 = r d = 1. Thus, to store a tensor in TT-format only requires storing each of its cores, and if we assume constant ranks, the storage cost becomes O(dnr 2 ). The TT-ranks are bounded above by the ranks of each unfolding matrix of the tensor, i.e. r k is guaranteed to not be higher than the rank of the unfolding matrix
The proof of this statement is constructive [23] , and provides an algorithm for decomposing a tensor into its TT representation through a sequence of singular value decompositions (SVD). The algorithm allows for the computation of an approximationF to F with an accuracy such that
However, the SVD based algorithm requires evaluating all of the elements in F, making it computationally impractical for large-scale tensors with many dimensions [23] . Thus, we will use the interpolation algorithm [24] that replaces the SVD with the CUR/Skeleton decomposition to restrict the number of elements of F that are evaluated.
In two dimensions, this algorithm can be realized as seeking the skeleton decomposition of a matrix A, denoted
], where I with |I| ≥ r is a set of rows and C with |C| ≥ r is a set of columns in A. This decomposition requires access to only certain rows and columns of the matrix A; similarly, the higher dimensional analogue requires access to only certain fibers of the tensor.
The multidimensional interpolation method, called TT-cross, achieves -level accuracy using the Maxvol algorithm [25] to choose the necessary fibers for evaluation. However, this algorithm requires specification of the upper bounds to each r k . If r k is set too low, excessive approximation errors may result; if it is too high, the computational effort increases. We utilize a rank-adaptive version of the algorithm [26] . We denote this rank-adaptive version as TT-cross throughout the rest of this paper.
C. Low-rank dynamic programming algorithms
In this section, we present the tensor-based value iteration algorithm proposed in [14] for solving the discrete MDP resulting from the MCA algorithm.
Value iteration is a fixed-point algorithm that starts with an initial cost-to-go function J l 0 and generates a sequence of cost-to-go functions {J l k } for k = 1, 2, . . . according to the Bellman equation:
for z, z ∈ X l , where P l (z | z, u) denotes the probability of transitioning from state z to state z . Under certain technical conditions [12] , [15] , this sequence converges J l k → J l to the optimal cost-to-go function in Equation (3) . We assume these conditions hold.
The tensor-based value iteration algorithm interpolates the right-hand-side of Equation (5) Ensure:
7: end while
If this algorithm can guarantee an approximation with relative accuracy of during each iteration, and if the norm of each cost-to-go functionĴ l k is bounded by ρ, then one can guarantee the following error
IV. PROPOSED ALGORITHM AND ANALYSIS
In this section, we propose an algorithm to solve the stochastic optimal control problem with sc-LTL specifications. We first describe how to generate a consistent discretization of the product system. Then, we describe how the tensor construction of this discretized product system is used within the value iteration algorithm.
A. Discretized MDP for the product system
The discretization of the product system involves two steps: first, the stochastic dynamics in Equation (1) are discretized using an upwind discretization [14] , [12] ; second, the resulting discretized state space is augmented with the automaton modes.
The upwind discretization proceeds as follows. Let e 1 , . . . , e d be unit vectors in R d , assume F is a diagonal matrix, and let the discretization be a uniform grid. A locally consistent discretization with h = h l is defined by
intuitively conveys the degree of separability between the automaton states and the states of the dynamical system. With this setup, we can now use Algorithm 1 to solve the product MDP. The storage cost for the value function now becomes O(dnr 2 ), where n = n i = |Q| for i = 1, . . . , d.
B. Analysis
Fu and Topcu [11] analyzed the convergence of dynamic programming algorithms for stochastic optimal control problems with MTL specifications. In this section, we show the convergence of the discretized product MDP obtained through the MCA algorithm to the continuous stochastic optimal control problem with sc-LTL specifications. The following theorem is an analogue to Theorem 1 for the discrete, non-product, MDP.
Theorem 2: Given the sequence of product MDPs M l × and a sampling interval dt that satisfy the local consistency conditions, the discrete approximation of the cost-to-go J l (s) converges to the continuous-time cost-to-go J(s) for all s ∈ S, i.e., lim
Proof: (Sketch) We provide a sketch of the proof, and leave the full proof to a full version of the paper. Since the discretization of the state space is locally consistent, then by Theorem 1 the state space portion of the product state in the trajectory {s
, {ξ l i } converges in distribution, and thus solves the SDE in Equation (1) . The key observation is that, since A ϕ is deterministic, then the chain {s l i : i ∈ N} also converges to {s(t) : t ≥ 0}. The same argument is made for the product MDP value function. As l → ∞, {ξ l i } → x(t)) implies {s l i } → s(t) and therefore, J l converges to J. Using this proof, a straightforward conclusion can be made that the approximation results for Algorithm 1 also hold for the product system. Therefore, we can use the same algorithm and maintain the same convergence guarantees.
V. SIMULATIONS
This section demonstrates the proposed algorithm on two problem instances. The first problem instance involves a three-dimensional Dubin's vehicle, in which we compare the solutions obtained from standard value iteration and the proposed algorithm. The second problem instance involves a six-dimensional extension to model an airplane.
All computations were run on a desktop computer with a 3.6 GHz Intel Core i7 processor and 12 GB of RAM.
A. Three-dimensional Dubin's Vehicle
Consider a stochastic Dubin's vehicle with dynamics:
where the states x = (x, y, θ) are the x, y position and heading angle, respectively, u ∈ [−1, 1] is the set of inputs, v = 1 is the fixed velocity, D = 10 −3 I 3 is the diffusion diagonal matrix, and w(·) is a 3-D Brownian motion. The We seek to compute a feedback policy µ that minimizes the expected time of visiting the regions A 1 , A 2 , A 3 ⊂ X once in any order, for any initial state x 0 ∈ X. This high level behavior can be written as an sc-LTL formula, ϕ = ♦A 1 ∧ ♦A 2 ∧ ♦A 3 . The regions A 1 , A 2 , and A 3 are defined as atomic propositions, such that they evaluate to True whenever the car is within the respective region. In this example, the target regions are 2 × 2 squares in A uniform spatial step of h is chosen in order to obtain a grid discretization of X. The discretization scheme given in Section III-A is used to construct a locally consistent MDP. The sc-LTL specification, ϕ, is translated into a DFA, A ϕ , which is shown in Figure  1 using a standard model checking tool [13] . Given M l and A ϕ , an approximating product MDP M l × is constructed. In this case, each dimension is discretized into n = O( We solved this problem instance using both the standard value iteration algorithm and the proposed tensor-based value iteration algorithm (see Algorithm 1). Tensor-based value iteration is run based on the TT-cross interpolation scheme for various discretization levels h and error tolerances .
First, we compare the trajectories generated by the two methods for the starting point x 0 = (2, 2, 0). Figure 2 shows the trajectories obtained from the controller obtained using tensor-based value iteration algorithm with error tolerance = 10 −2 and that obtained using standard value iteration with stopping criteria Ĵ l k+1 −Ĵ l k ≤ 10 −5 , both are discretized with h = 0.125. We obtain a maximum average error of max
across all variables, where x, y, θ denote the mean position and heading computed with the tensor-based value iteration algorithm, and x * , y * , θ * denote the mean states of the standard value iteration solution, for the same resolution. Figure 3 compares the cost functions obtained from the standard value iteration algorithm and the proposed tensorbased value iteration algorithm. While tensor-based value iteration evaluates only a fraction of the state space, it is able to converge to a close approximation of J l . Indeed, we obtain a relative difference of 7.2 × 10 −6 between the exact and approximate solution. On average the number of states visited by tensor-based value iteration was approximately 16, 000 states, compared to the 54, 000 number of states required for standard value iteration.
For h = .06125 (and m = 11), the number of states evaluated by standard value iteration is approximately 390, 000, whereas tensor-based value iteration with = 10 −2 evaluates on approximately 39, 000 states on average per iteration.
B. Six Dimensional Dubin's Plane
We now demonstrate tensor-based value iteration on a sixdimensional stochastic optimal control problem involving a simple model of an airplane considered in [20] . We consider a manuever that requires the aircraft to visit two target regions in minimum expected time. 
The plane moves in three dimensional space with the six state variables (x, y, z, θ, γ, v) specifying x-position, y-position, and z-position, heading, flight path angle, and velocity. u 1 controls the rate of change of θ whereas u 2 =γ and u 3 =v control the rate of change of the flight path angle and vehicle acceleration, respectively. We introduce uncertainty with the diffusion diagonal matrix D = 10 This planning problem is expressed by the sc-LTL formula ϕ = ♦A 1 ∧ ♦A 2 . Again, we obtain a consistent discretization of the dynamics using Algorithm 1 and uniformly discretize each dimension into 32 states. Our specification ϕ is translated into a DFA with 4 modes, resulting in an overall discrete product state space of 4.3 × 10 9 number of states. The proposed algorithm successfully computes a feedback control for this problem. Figure 4 shows the state trajectories for multiple simulations, starting at various initial states. Figure 5 shows the average fraction of states evaluated per value iteration. This figure also reveals that the cost function J h is indeed "low rank," since only a small fraction of the states are evaluated for the various discretization levels. For example, when n = 8, roughly 5 × 10 4 of the 10 6 states states are used. Thus, we observe computational savings of 2 to 4 orders of magnitudes, when the proposed algorithm is compared to standard value iteration algorithm.
VI. CONCLUSIONS
In this paper, we considered the problem of stochastic optimal control with syntactically co-safe linear temporal logic specifications. While all existing algorithms that guarantee optimality run in time that scales exponentially with increasing dimensionality of the state space, we presented an algorithm with running time that scales linearly with increasing dimensionality of the state space and polynomially with the rank of the optimal cost-to-go function. We demonstrated our algorithm on a challenging example involving an airplane with a six-dimensional state space. Future work will consider experimentally evaluating our approach on aerial robots and the application of the proposed algorithm to networked control systems such as power grids.
