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Abstract 
Surface Plasmons provide a relatively high axial sensitivity and thus are generally used in a 
thin surface film sensing and imaging. Objective lens based surface plasmon microscopy 
enables measurement of local refractive index on a far finer scale than the conventional prism 
based systems. However, researchers find that a trade-off between the lateral resolution and 
the axial sensitivity exists in the conventional intensity based surface plasmon microscopy. In 
order to optimize the trade-off, interferometric surface plasmon microscopy was exploited. 
An interferometric or confocal system gives the so-called V(z) curve, the output response as a 
function of defocus, when the sample is scanned axially, which gives a measure of the 
surface plasmon propagation velocity. Considering the complexity of the two arm 
interferometric system, in this thesis, I show how a confocal system provides a more flexible 
and more stable alternative. 
This confocal system, however, places greater demands on the dynamic range of the system. 
Firstly, the sharp edge of the pupil on the back focal plane of the objective can generate 
similar effect with the surface plasmon (SPs) ripples; Secondly, the SPs ripples that convey 
much of the information are much smaller compared to the in focus response which means 
the confocal system suffers from low signal to noise ratio (SNR). In order to overcome the 
limitations, I proposed pupil function engineering which was to use a spatial light modulator 
to modulate the illumination beam profile by using the designed pupil functions with smooth 
edges. The results show that the sharp edge effect of confocal setup can be greatly reduced 
and the SNR is improved. Based on this system, I demonstrated that images obtained from 
the setup are comparable with the two arm interferometric SPR microscope and other wide-
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field non-SPR microscope. 
Secondly, I demonstrate the technique of V(Į). A phase Spatial Light Modulator (SLM) was 
applied to replace the previous amplitude SLM. I show how a phase spatial light modulator 
(i) performs the necessary pupil function apodization (ii) imposes an angular varying phase 
shift that effectively changes sample defocus without any mechanical movement and (iii) 
changes the relative phase of the surface plasmons and reference beam to provide signal 
enhancement not possible with previous configurations using ASLM.  
Later, I extend the interferometer concept in the confocal system to produce an µHPEHGGHG¶
phase shifting interferometer in chapter 6, where I can control the phase between the 
reference and surface plasmon beams with a spatial light modulator. I demonstrate that this 
approach facilitates extraction of the amplitude and phase of the surface plasmons to measure 
of the phase velocity and the attenuation of the surface plasmons with greatly improved 
signal to noise compared to previous measurement approaches[1]. I also show that reliable 
results are obtained over smaller axial scan ranges giving potentially superior lateral 
resolution. 
In the end of the thesis, future work will be discussed. Firstly, I will propose another 
technique called µartificial¶ plasmon. Secondly, I will recommend constructing another 
system and develop the ideas discussed so the system can work in aqueous environment.  
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1    Introduction 
This chapter is a basic introduction to the whole thesis and includes three sections. They are 
background to the project, general introduction, and the thesis layout. 
1.1 Background issues of the project 
Sensing and imaging thin transparent films quantitatively with high sensitivity and good 
lateral resolution has always been a challenge in biological optics. Many interference-related 
techniques which transform the phase information into intensity can be applied, like the 
Nobel Prize winning phase contrast technique developed by Zernike[2]. Other methods such 
as differential interference contrast (DIC) perform similar roles. These techniques have made 
great contributions in this field. Compared to these techniques, surface plasmon resonance 
(SPR) technique can provide higher sensitivity for layer thickness in the sub-nanometre range 
which makes the SPR technique an outstanding and relatively powerful tool in biological or 
chemical fields. Perhaps even more significant, from the point view of direction of 
observation, the SPR technique is much more convenient as the sample is located on the other 
side of the coverglass, as shown in Fig. 1-1(a) compared to conventional microscopic 
techniques shown in Fig. 1-1(b), especially when using a high NA objective lens whose 
ZRUNLQJ GLVWDQFH LV XVXDOO\ DURXQG PP +RZHYHU MXVW DV RQH SURYHUE VD\V ³RQH FDQ¶W
KDYH RQH¶V FDNH DQG HDW LW WRR´ )RU FHOO-level samples, SPR is limited by its poor lateral 
resolution of around tens of microns. Furthermore, much literature has shown there is a 
conflict between the sensitivity and lateral resolution for SP imaging. Thus, to overcome or at 
least optimize the conflict has been a challenge in the SPR field. Some efforts have been tried, 
like using high NA oil-immersion objectives, or even solid-immersion objectives; other 
approaches use other metals such as aluminium which has a short propagation length. All of 
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them have optimized the lateral resolution to some extent. Our group has developed a method 
that overcomes some of these problems. A heterodyne interferometric surface plasmon 
microscopy (SPRM) was developed by introducing the method of V(z), which has obtained 
lateral resolution(10%-90% edge response[3]) of submicron region comparable to other good 
quality optical microscopy, but without significant reduction in sensitivity. This 
interferometric SPRM combines the technique of SPR and a two arm interferometer. It is 
well known that a two arm interferometer suffers from some experimental limitations, like 
complexity of optical system, high sensitivity to the environmental vibration, etc. Then I ask 
if there is any other kind of setup to help us to overcome the drawbacks of the two arm 
configuration, while obtaining comparable results. I present the idea of replacing the 
heterodyne interferometer with a single arm common path confocal surface plasmon 
resonance microscopy. The problem with the new confocal arrangement is that i) the sharp 
edge effect of the system can generate some ripples, which does not contribute to the SP 
signal ii)the SP ripples that convey much of the information are relatively smaller compared 
to the in focus response. That means that the system places greater demands on the dynamic 
range of the system. In order to optimize the two problems, I proposed pupil function 
engineering which was to use a spatial light modulator to modulate the illumination beam 
profile by using the designed pupil functions with smooth edges. More details on how to 
develop the experimental system will be disclosed in chapter 3, and details in the confocal 
SPRM with pupil function engineering will be in chapter 4. 
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        Fig. 1-1 Comparison of sample location from the point view of direction of observation. (a) shows the SPR 
technique;  (b) shows the other techniques. 
Secondly, in the confocal surface plasmon resonance microscopy, I use a piezoelectric stage 
to scan over the z direction and generate the output response as a function of defocus, V(z) 
effect. During the experiment, I found that there are some improvements which can be made. 
Firstly, in the mechanical scanning: 1) sample relocation is a big challenge for us; 2) 
microphonics is another problem. Can I avoid mechanical scanning? By analyzing the phase 
term variations when moving the defocus distance mechanically, I propose the technique of 
VĮ. µĮ¶ KHUH UHIHUV WRWKHSKDVHZH LPSRVHRQ WKH EDFN IRFDOSODQH (BFP). I show how a 
phase spatial light modulator (1) performs the necessary pupil function apodization (2) 
imposes an angular varying phase shift that effectively changes sample defocus without any 
mechanical movement and (3) changes the relative phase of the surface plasmons and 
reference beam to provide signal enhancement not possible with previous configurations. 
More details will be shown in chapter 5. 
Thirdly, since the confocal system acts as a two beam interferometer the SLM can be used to 
introduce a phase shift between reference and plasmon beams, so that phase stepping 
inteferometry can be applied to extract detailed information on the SP propagation. I show 
that the interferometer can extract amplitude and phase of surface plasmons directly. This 
provides the first objective based far field direct measurement of these properties. This 
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approach produces a far more accurate measurement of the angle at which plasmons are 
excited, ߠ௣, which, in turn, gives the plasmon k-vector. The method also gives the attenuation 
of the surface waves. I demonstrate quantitative measurement of surface wave propagation 
properties on a range of surfaces.  
1.2 General introduction  
A scanning heterodyne interferometric microscope has been developed and realized by 
previous researchers in our group in 2000 [4, 5] and then later employed by other researchers 
[6-8]. More recently this idea has even been extended to a wide-field configuration [9, 10]. 
The problem associated with the interferometric configuration is that it places severe 
demands on system stability and in the case of the heterodyne system acousto-optic 
modulators and associated electronics are required. This thesis concerns the confocal 
scanning surface plasmon resonance microscope (SPRM). 7R WKH DXWKRU¶V NQRZOHGJH LW LV
the first time the confocal technique is applied to the interferometric SPR microscopy and 
experimentally realized. The underlying idea is that a confocal system has the same transfer 
function as the interferometric system, which was discussed by Somekh in 1992[11]. The 
experimental setup involves a single arm confocal microscope, as shown in Fig. 1-2. It 
resolves the conflict between high resolution and high sensitivity in non-interferometric 
SPRM and supplements the limitations of two arm scanning heterodyne interferometric 
microscope. Basically, the project still utilizes the so-called V(z) technique as the scanning 
heterodyne interferometric microscope. The essential idea is that when the sample moves 
towards to the objective lens above the focal plane of the objective, there are two major 
contributions to the output signal, one arising from the SP (P2 in Fig. 1-2 ) and the other from 
light directly reflected from the sample (P1 in Fig. 1-2). As the sample is defocused the 
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relative phase between these contributions changes leading to an oscillating signal whose 
period depends on the angle of incidence at which SPs are excited.  
 
Fig. 1-2 Diagram of the confocal surface plasmon microscopy figure 
This project concentrates on the confocal configuration. It does reduce the complexity of 
former two arm interferometric system and provide a more versatility. Several issues in the 
realization section need to be considered:  
1) Why using surface plasmon resonance microscopy (SPRM)? 
2) How to combine the confocal idea to a surface plasmon resonance (SPR) microscope 
system? 
3) How to make the system setup more flexible? 
4) How to suppress the sharp edge effect of clear aperture of the objective lens and 
overcome the low SNR and low dynamic range of the system problems? 
5) Is it possible to remove the mechanical scanning? 
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6) Any more features, such as quantitative measurement? 
For 1), SPR is a kind of surface electromagnetic wave and it is fairly sensitive to the 
variations of thickness or refractive index on the surface. SPRM is a novel kind of 
microscopy which applies the SPR to the field of microscopy and it can provide considerably 
high sensitivity on the axial direction [3, 12-17]. The project is based on this.  
For consideration 2), many efforts were made and a whole experiment platform on using 
confocal technique on SPRM was developed and built. Chapter 3 will introduced the whole 
platform, including the optical system, controlling system, data processing system, etc. 
For 3), in order to make the system as flexible as possible, a confocal system is used 
according to the experiment requirements. A selection of camera pixels is used to replace the 
pinhole in front of camera in conventional confocal microscope. Removing the interferometer 
configuration and physical pinholes makes the system more versatile and more flexible.   
For 4), the ripples owing to the confocal sharp effect are small compared to in focus response. 
That means that the system places greater demands on the dynamic range of the system. I 
therefore use an amplitude sensitive spatial light modulator to engineer the microscope pupil 
function to suppress the sharp edge effect, which does not contribute to the plasmon signal. 
Experimental results demonstrate that both the theory and pupil function engineering works. 
Later in chapter 4, by optimizing the pupil functions used in the system, contrast of the 
system can be improved. I introduced an amplitude sensitive Spatial Light Modulator (SLM) 
to the system to modulate the pupils. A corresponding controlling system was developed. 
This part of information can be found in chapter 4. 
Although the amplitude spatial light modulator (ASLM) works quite well in the project, it 
cannot be used to modulate the phase profile and thus limit the application of the confocal 
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SPRM. Therefore, after the experiment of chapter 4, another experimental system was built 
up by using a phase sensitive Spatial light modulator to replace the amplitude sensitive SLM. 
Related controlling hardware and software are developed. More details will be introduced in 
chapter 3. Based on this phase SLM based experiment setup, I calculate the phase variations 
of the mechanical scanning and propose the V(ĮWHFKQLTXH7KHSRLQWRIµ¶DERYHFRQFHUQV
this technique. Details can be found in chapter 5. Furthermore, this new setup makes the 
quantitative measurements possible. Details are in chapter 6.  
1.3 Layout of the thesis 
The layout of the thesis is as follows. 
Chapter 1 presented the background issues, introduction of the project and thesis layout; 
Chapter 2 is a review of the SPs, SPR sensing and SPR microscopy.  
Chapter 3 introduces the instrumentation development, including the general design, specific 
optical section design, automation hardware and software development, data processing 
program, and test results of the setup. 
Chapter 4 describes confocal surface plasmon microscopy with pupil function engineering. 
Preliminary images are presented. 
Chapter 5 describes the technique of ( )V D . 
Chapter 6 is about the measurement of SPs properties, like the phase velocity and SPs 
propagation length. Phase-stepping algorithm was exploited to extract the SPs. 
Chapter 7 gives the discussion and suggestions for future work.  
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2 Review 
As this project is mainly concerned with confocal microscopy, which combines the confocal 
technique with the field of surface plasmon microscopy, it is necessary to review the surface 
plasmon and confocal microscopy as well as surface plasmon resonance microscopy (SPRM). 
In this chapter, I start the review from the physics of surface plasmons (SPs); then based on 
the SPs, some properties of surface plasmon resonance (SPR) are introduced and some 
simulation results on the SPR are provided; furthermore, different kinds of surface plasmon 
microscopes are described. In the last section, I will review confocal technique and briefly 
introduce the confocal SPRM in this review. 
2.1 Physics of SPs 
2.1.1 What is a plasmon? 
In early literature of 1902 and 1912, a physical phenomenon of dark bands or an anomaly 
was observed in metal gratings [18, 19] which half a century later was found to be SPR. 
These were reported by R.W. Wood who claimed that this anomaly only exists when the 
illuminated electric field is parallel to the grating vector. At its first discovery, this kind of 
anomaly could not be explained by classical theories and Wood did not provide any 
interpretations for this anomaly. In 1907, Rayleigh provided a theoretical explanation of the 
DQRPDO\ IRU WKH ILUVW WLPH LQ KLVWRU\E\XVLQJ WKH µG\QDPLFDO WKHRU\RIJUDWLQJ¶ZKLFKZDV
based on the scattered electromagnetic field theory [20, 21]. Rayleigh validated his theory by 
using the characteristics of the grating Wood provided, such as period, profile of material, 
metal. Rayleigh found that there was a mismatch between the prediction by his theory and 
:RRG¶VH[SHULPHQWUHVXOWV7KHPLVPDWFKUHPDLQHGXQWLO)DQR[22] SURSRVHGKLVWKHRU\RIµD
IRUFHGUHVRQDQFH¶E\GLVWLQJXLVKLQJWKHVKDUSDQRPDO\DVVXPHGE\5D\OHLJKDQGWKHGLIIXVH
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anomaly observed by Wood in 1941. In 1965, Hessel and Oliner [23] provided a new 
theoretical explanation by using the wave guide theory and drew the same conclusion as Fano. 
Until then, all the anomalies were observed on gratings. In the 1950s and 1960s, the 
anomalies were observed on thin films by Ritchie, Powell and Swan [24, 25]. Pines and 
Bohmic [26-29] suggested some explanation in terms of plasmons and later, many rigorous 
vector theories were proposed to explain the phenomenon, like the integral theory and 
differential theory of gratings. Since its discovery, the phenomenon of surface plasmons has 
been proved of considerable interest to physicists and considerable application to chemists 
and biologists [30]. In this project, I apply the concept that surface plasmon is an 
electromagnetic wave and will use some theoriHV EDVHG RQ 0D[ZHOO¶V (OHFWURPDJQHWLF
equations to analyze its properties.  
2.1.2 Properties of SPs 
Physically, a plasmon refers to the quantum phenomenon of collective oscillations of free 
electrons by using the electric field or photon coupling. When a periodic external electric 
field is imposed, such as light, the electron cloud will oscillate and thus a propagating wave 
RI µSODVPRQ¶ LVJHQHUDWHG6RPHRI WKHHQHUJ\RI WKHVHYLEUDWLQJHOHFWURQV LV ORVWDVRKPLF
heating; other losses can include radiative losses in the form of light. If the plasmon is excited 
and propagates along the interface between two materials, such as a dielectric and metal 
interface as show in Fig. 2-1, it is called a surface plasmon. 
 
Fig. 2-1 Collective oscillation along a metal - dielectric interface  
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Here, we look for a surface wave bound to the interface between a semi-infinite dielectric and 
a semi-infinite metal whose necessary properties will be discussed below. 0D[ZHOO¶V
equations are solved with boundary conditions (dielectric 1 and metal 2) as shown in Fig. 2-2 
(a). As only p polarized waves can be used to excite surface plasmons, here, the derivations 
are only correct for the p polarization. ߳ଵ and ߳ଶ are the electric permittivity of dielectric and 
metal and ݇௭ଵ and ݇௭ଶ are the normal components of the k-vectors in the dielectric and metal. 
The corresponding coordinate system definition is shown in Fig. 2-2 (b). In this part, 
references [31-34] are referenced.  
 
Fig. 2-2 The definition of coordinate system and the k vector decomposition in both dielectric and metal 
In boWKPHGLXPDQGPHGLXP0D[ZHOO¶V(TXDWLRQVFDQEHH[SUHVVHGDV 
                               
0
0
0
i
i
E
H
HE
t
EH
t
H
P
H
  
  
wu   w
wu  w
                                           Eq. 2-1 
Considering the boundary conditions of 1) continuity of the tangential xE ; 2) continuity of the 
tangential yH ; 3) continuity of the normal zD , they can be expressed as:  
                                
1 2
1 2
1 1 2 2
x x
y y
z z
E E
H H
E EH H
 
 
 
                                                 Eq. 2-2 
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Use the curl equation for H in both the dielectric and the metal: 
                             ii i
EH
t
H wu  w                                                Eq. 2-3 
Where for harmonic signals in space and time,  
                         
(0,H ,0)expi(k x k z t)
(E ,0,E )expi(k x k z t)
i yi xi zi
i xi zi xi zi
H
E
Z
Z
  
                                Eq. 2-4 
Combine Eq. 2-3 and Eq. 2-4,  
, , ( ik H ,0,ik H ) ( i E ,0, i E )yi yizi xi zi xi zi yi xi yi i xi i zi
H HH H H H
y z z x x y
ZH ZHw w§ ·w w w w       ¨ ¸w w w w w w© ¹                    
Eq. 2-5 
Therefore,  
                                    k H Ezi yi i xiZH                                           Eq. 2-6 
Use Eq. 2-6 to the dielectric and metal respectively: 
                                  
1 1 1 1
2 2 2 2
k H E
k H E
z y x
z y x
ZH
ZH
 
                                        Eq. 2-7 
E across boundary is continuous, so 
                                   1 2E Ex x                                                   Eq. 2-8 
Combine Eq. 2-7 and Eq. 2-8, so 
                                   1 21 2
1 2
z z
y y
k kH HH H                                          Eq. 2-9 
Considering the continuous H across boundary  
                                   1 2H Hy y                                                Eq. 2-10 
boundary condition 1 can be obtained:  
                                              
1 2
1 2
z zk k
H H                                                                    Eq. 2-11 
Then considering the k-vector decomposition, boundary condition 2 can be obtained: 
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22 2 2
2
2 2 2
2
2( ) ( ) ( )in i i i
k
n nc f
zi x in
i i
ifk k
n n
c
k
c
S
O HO
Z S
S Z ZHO
   
 o o    o      Eq. 2-12 
Applying Eq.2-12 to the dielectric and metal respectively and solving the three equations 
(Eq.2-12 in two mediums and Eq. 2-11), the dispersion relation of the surface plasmons in x 
direction is expressed as: 
                             ' '' 1 2
1 2
x x xk k ik
c
H HZ
H H                                  Eq. 2-13 
In the z direction,  
                                 2 2 2( )zi i xk k
c
ZH                                            Eq. 2-14 
So the dispersion relation of the surface plasmon in z direction can be expressed as: 
                         
2
' ''
1 2
i
zi zi zik k ik
c
HZ
H H   r                                Eq. 2-15 
As surface plasmon is an evanescent wave, '
xk  is real and zik is imaginary. In Eq. 2-15, 
considering the imaginary zik , 2 1Re( ) 0H H  or 2 1Re( )H H  . That means medium 2 must be 
metal and its electric permittivity has a large real part and the real part is negative. This is the 
first condition of surface plasmon excitation. In practice, metals like gold, silver, copper, etc 
are used to excite surface plasmons. In this thesis, I use gold layers.  
Let us use the first condition of 2 1Re( ) 0H H   in Eq. 2-13, in order to make sure that 'xk  is 
real, 1 2H H must be negative. In the first condition, I mentioned that medium 2 was a metal and 
its electric permittivity has a negative real part, so medium 1 must be real and positive or its 
imaginary part should be small enough to be neglected. This is the second condition for 
surface plasmon excitation.  
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There is still another condition to match the k vector. Let us rewrite Eq. 2-15 and combine the 
condition of imaginary zik ,  
                      2 2 2 2( ) ( )zi i x x ik k i k
c c
Z ZH H r   r                             Eq. 2-16 
Therefore,  
                             ( )x ik
c
ZH!                                                 Eq. 2-17 
The right side of Eq.2-17 refers to the k vector of input from free space and the left side of 
Eq.2-17 is the k vector component of the input which can be used to excite surface plasmon, 
therefore, Eq. 2-17 tells the condition that the k vector of the input from free space is not big 
enough for the surface plasmon excitation. If the k vector of the input can be increased, the 
surface plasmon will be excited. A frequently used method is to illuminate the beam from a 
high refractive index medium. In this project, I use cover glass as the medium which has a 
refractive index of 1.52. For a metal, its dielectric constant is subject to the formulae below: 
                                 
2
2 2( ) 1 p
ZH Z Z                                           Eq. 2-18 
Insert Eq.2-14 to Eq.2-13, the dispersion relation can be expressed as: 
                                  
2 2
11 2
2 2
1 2 1
( )
(1 )
p
x sp
p
k k
c c
Z Z HH HZ Z
H H H Z Z
                                   Eq. 2-19 
In order to show why higher refractive index medium can be used to excite surface plasmon, 
I plot the relation between frequency and k vector as shown in Fig. 2-3. The red curve is the 
dispersion relation of direct illumination from air, it does not intersect with the dispersion 
curve of surface plasmon (black curve); while if the beam illuminates from a higher refractive 
index medium like glass (blue line), the k vector is increased and it will intersect with the 
dispersion curve of surface plasmon (black curve) which means at the intersection point of k 
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vector, the surface plasmon can be excited, for incidence angle of 90º. When the plasmon 
(black) curve is to the left of the blue dielectric curve, excitation is achieved for incident 
angles below 90º.  
 
Fig. 2-3 Dispersion relations of electromagnetic waves; the red line, blue line and black curve describe the light 
dispersion in air, glass and the SPR non-linear dispersion relation when using metal/air.   
xk  consists of a real part and an imaginary part: ' ''x x xk k ik  . So the wave equation along the 
x direction can be expressed as: 
          
' '' '' '
0 0 0( ) exp( ) exp( ( ) ) exp( )exp( )x x x x x xE x E ik x E i k ik x E k x ik x         Eq. 2-20 
Then I can analyze the surface plasmon from the view points of amplitude ''0 exp( )xE k x and 
phase 'exp( )xik x separately. From the view point of amplitude, it can be seen that the surface 
plasmon is a decaying wave which is subject to the function of ''0 exp( )xE k x . Physically, that 
means with the surface plasmon propagating along the surface (x direction), the energy is 
absorbed and converted to ohmic heat or reradiated into the excitation medium. Therefore, a 
plasmon decays as it propagates. The propagation length can be evaluated from the following 
equation: 
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''
1
x
x
L
k
                                        Eq. 2-21 
By measuring the real part of k-vector '
xk , and using the following equation: 
                                            
' '
2
p
f
v
k k
S Z                                  Eq. 2-22 
the phase velocity of surface plasmon can be measured. Where, pv  is the phase velocity and f 
is the wave frequency.  
In summary, k-vector defines the properties of the surface wave: the real part defines the 
phase velocity and the imaginary part defines the attenuation length of the surface plasmon. 
Measurement of the two terms will be described in chapter 6.  
2.1.3 Excitation of SPs by light  
As mentioned before, SPR can be excited by both light and electrons. The experiment 
exploits light excitation. Generally, there are two light coupling methods, diffraction grating 
coupling [35] and attenuated total reflection (ATR) coupling [36].  
Grating coupling 
The grating excitation is shown in Fig. 2-4.  
 
Fig. 2-4 k vector match of SPR excitation when using a grating 
The momentum condition can be expressed as:  
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sp in gk k nk 
                                                 Eq.2-10 
Where, spk is the k-vector of SPs, ink is the k-vector of incident beam, gk is the grating k 
vector, n refers to the diffractive order.  
Attenuated total reflection 
Attenuated total reflection (ATR) uses the total internal reflection theory. Fig. 2-5 (a) shows 
WKHVFKHPDWLFGLDJUDPIRU6QHOO¶V ODZ$WWKHLQWHUIDFHEHWZHHQWZRPDWHULDOVDFFRUGLQJWR
6QHOO¶VODZLIWKHLQFLGHQWDQJOHLV iT  , the reflected angle will be still iT and the transmission 
angle can be calculated by the equation: 0 1sin( ) sin( )i tn nT T  . If 0 1n n! , at a particular angle, 
tT can exceed 90q as shown in Fig. 2-5 (b). This case is called the total internal reflection and 
WKH SDUWLFXODU DQJOH LV FDOOHG WKH µFULWLFDO¶ DQJOH ZKLch can be calculated by: 1 1
0
sin ( )n
n

 . 
:KHQ WKH EHDP LQFLGHQWV DURXQG WKH FULWLFDO DQJOH DQ µHYDQHVFHQW¶ ZDYH JHQHUDWHV DW WKH
boundary of the interface, which is the SPs. If 0 1n   that means the light incidents from air, 
there is no total internal reflection. However, if locating a higher refractive index material 
( 0 1n ! ) at the light incident space, the total internal reflection will be possible. And 
according to the definition of k vector, the k vector will be increased to be 0 freek n k . This is 
the principle of the ATR surface plasmon excitation configuration. The project exploits ATR 
configuration. According to the specific requirements, different kinds of ATR configurations 
were devised.  
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D6FKHPDWLFGLDJUDPRI6QHOO¶VODZE7RWDOLQWHUQDOUHIOHFWLRQ 
Fig. 2-5 6QHOO¶VODZDQGWRWDOLQWHUQDOUHIOHFWLRQ 
Usually, there are two kinds of configuration in the category of prism coupled ATR, one is 
Kretschmann alignment[37] (Fig. 2-6 (a)), the other one is Otto configuration[38, 39] (Fig. 
2-6 (b)).  
 
(a) Kretchmann structure                              (b) Otto structure 
Fig. 2-6 prism based SPR excitation structure 
Both of the prism structures can be used to excite SPR. Firstly, the illumination is incident 
from a high refractive index, e.g. BK7 glass, thus the k-vector is increased to match that of 
the surface plasmon; the condition can be expressed as: sin( ) spnk kT  ; Secondly,  a metal 
layer like gold, silver, copper, etc. is coated. The only difference between the two 
configurations is the location of the sample. For the Otto structure, the dielectric is located in 
the gap between the coupling glass and metal layer as shown in Fig. 2-6(b), while for the 
Kretschmann the sample is located in free space thus one has space to locate the sample, 
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which is more convenient to use and combine with other techniques[40] . Most SPR sensors 
exploit the Kretschmann based structure.  
As another big application of SPR is in bio-imaging, obviously, prism based SPR excitation 
is incompatible with objective lens based microscopy. Can I use a similar coverglass based 
sample structure in the SPR excitation setup and remove the prism? By analyzing the prism 
based SPR excitation system like the Kretchmann setup, it can be found that the function of 
the prism is to offer a high refractive index and therefore to increase the k-vector of the 
illumination to match with that of the surface plasmon. In 1972, Abeles[41] analyzed the 
behaviour of a surface film on SPs mathematically. Later in 1977, Azzam and Bashara [42] 
gave considerable insight into the behaviour of SPs on the variation of the reflection 
coefficient with incident angle from a thin metal. From then, the sample structure was 
expanded to be the so-called sandwich structure and the prism is removed as shown in Fig. 
2-7. The momentum condition of sin( ) spk kT   is still fulfilled. More details on objective 
based SPR excitation can be found in the SPRM section later in section 2.3 of this chapter.  
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Fig. 2-7 three layer sandwiched sample structure  
2.1.4 Properties of surface plamon resonance 
In section 2.1.3, I discussed the excitations of SPs. Here, I will provide more information on 
the SPR properties and some simulations are done to show the influence of illumination 
polarization and influence of metal. Different methods have been used to analyze surface 
plasmon, like the theories of waveguide, integral method, differential method, Fresnel 
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equations etc [32, 43]. In this project, I adopt the Fresnel equations method, which is 
solutions to Maxwell equations subject to the appropriate boundary conditions for p- and s- 
polarization, to simulate the uniform samples, while the theory of rigorous wave coupled 
analysis (RCWA) can be introduced for the grating samples. As this thesis mainly focuses on 
the experiment part, I do not discuss RCWA and  more details on the RCWA theory and 
simulations can be found in Pechprasarn¶VWKHVLV[3].  
Fresnel equations 
 
         (a) Two layers                                   (b) Three layers 
Fig. 2-8 Sample structure for Fresnel equations 
The basic simplest Fresnel equations example is the two layer sample structure (Fig. 2-8 (a)).  
                   
cos( )sin( )
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i t i t
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T T T T                                       
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If more layers are used, like three or four layers, the reflections from all the interfaces should 
be considered. For instance, in Fig. 2-8 (b), both of 0R and 1R should be added together. If 
there is no specific indication, the simulations in this thesis are based on the multi-layerer 
Fresnel equations. Details on the multilayer Fresnel equations can be found in  [44, 45]. I 
investigated the three layers and four layers behaviours in this thesis and the code for the 
Fresnel equations were written by Somekh. All the simulations in this thesis used this code as 
one of the basic functions. I used this function of the Fresnel equations to calculate the 
refractive coefficient called pr .The modulus of pr  gives the amplitude behaviour of surface 
plasmon and the tangent of pr  demonstrates the phase behaviour of surface plasmon. 
Influence of illumination polarization in SPR excitation 
There are two kinds of beam polarization states, s- and p- wave, also called TE (Transverse 
Electric) and TM (Transverse Magnetic). In the first SPs introduction section, I reviewed the 
discovery history of SPs and both s and p anomalies existed for grating coupling, although 
the p anomaly only existed for gratings with deep grooves. Here a question needs to be asked: 
for the ATR coupling, can both s and p polarized illumination be used to excite surface 
plasmon? A simulation on a simple three layer sample structure, which is a coverglass 
substrate coated with 46nm gold is applied to show the amplitude and phase variations of the 
reflection coefficient, as shown in Fig. 2-9. The subfigure of (a) demonstrates the amplitude 
curve and (b) shows the phase curve. If the polarization of p-wave is used as the blue curves 
in (a) and (b), there are an amplitude dip and dramatic phase variation in the amplitude and 
phase curves respectively, which show the presence of SPR excitation. The reason for the 
presence of the dip is that the energy is coupled to SPR around the plasmonic angle and then 
to ohmic heat when propagating along the surface. The red curves in the two subfigures refer 
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to the amplitude and phase changes when using s incident. I draw the conclusion that only the 
p wave can be used to excite SPR.  
  
(a)   Amplitude response                                                 (b) Phase response 
Fig. 2-9 Comparison of SPR excitation by using p and s polarized illumination 
Influence of metal to SPR  
1) Electric field enhancement by coating metal layers 
At the very beginning of the SPR discovery, the importance of metal was not realized. In 
1936, John Strong[46] VKRZHG :RRG¶V DQRPDO\ E\ XVLQJ GLIIHUHQW PHWDOOLF JUDWLQJ ZLWK
VDPHSHULRGDQGGHPRQVWUDWHGWKDWLWZDVWKHPHWDOWKDWLQIOXHQFHGWKH:RRG¶VDQRPDO\DQG
even the locations of the anomalies. Surface plasmon wave is physically an effect of field 
enhancement. That means a dramatic electric field generated on the interface of 
gold/dielectric and thus tiny variations on the interface will cause a big effect on the SPs, 
which is one reason that SPR can provide a much higher sensitivity than other techniques. 
Here, a simulation as shown in Fig. 2-10 was used to demonstrate the influence of metal and 
the field enhancement quantitatively. The red curve demonstrates the electric field of SPs 
when using a three layer sample structure (1.52 coverglass, 50nm gold and air); while the 
blue curve shows the electric field if there is no gold between the coverglass and the air. The 
maxima around the plasmonic angle show a dramatic difference. That is the reason why a 
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metallic layer is required in the SPR excitation and the reason why SPR behaves excellently 
for sensing and imaging.  
 
Fig. 2-10 Comparison of the excited electric field enhancement when using a sample structure with gold layer (red 
curve) and without gold layer (blue curve) 
2) Selection of metals for plasmon sensors 
It was  discussed above the conditions of SPR excitation and mentioned that many metals can 
be used to support SPR. Here the metals are selected to be used for SPR excitation based on 
the following criteria: 1) To be able to excite SPR in the visible wavelength range so we can 
use lasers which are relatively cheap and used commonly in optical lab to excite SPR; 2) To 
be stable in both air and especially in liquid, like water, as the main application of SPR is in 
biology. For the first criteria, most metals can be excluded. Usually, only aluminium (Al) 
[47], gold (Au), copper (Cu), silver (Ag), etc[48] are used. Application of Al in SPR is rarely 
reported owing to its higher attenuation and much shorter propagation length owing to the big 
imaginary part of permittivity. For the second criteria, it is well known that usually, noble 
metals are more stable than oxidizing metals.  In practice, silver and gold are the most 
popular metals which are used to excite SPR [49, 50]. Cu is used less frequently. Silver was 
used in the first SPR system because it has low loss. However, considering the main 
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application of this project in biological area, I will not choose Ag. The reason is that silver is 
less stable, forming 2Ag S , which may do harm to the biological samples, and also affects the 
consistency of any measurements taken.  In practice, gold is widely used in SPs excitation. I 
adopt gold in this project. 
3) Influence of gold thickness 
After choosing gold as the metal to excite SPR, I still need to consider the influence of gold 
thickness. A simulation comparison by varying the gold thickness from 30nm to 100nm is 
done here. The results show that i) The thickness of gold should not be too thin or too thick, 
or else the SPR would disappear (see the 10nm and100nm curves in Fig. 2-11 (a) and (b)); ii) 
Different thicknesses refer to different sensitivities. At around 46nm, the SPR dip on the 
intensity curve is deeper and the phase has a steeper slope which means it is more sensitive 
than the other thickness to the refractive index variation; iii) although different thicknesses 
provide different sensitivities, the resonance angle is almost the same, all around 43.5 deg.  
 
Fig. 2-11 Comparison of SPR excitation by using different gold thickness samples (glass/gold/air) 
I can conclude that the metal layer is able to enhance the electric field dramatically; gold is 
suitable for biological related applications and all the experiments in the thesis use gold; 
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Thickness of gold layers can influence the sensitivity and approximate 46nm of gold can 
provide good sensitivity. I adopted approximately 50nm gold in this project. It is the 
dramatically high sensitivity that makes the SPR a powerful tool for sensing, especially bio-
sensing. More details are given in the next section. 
2.2 SPR sensing 
2.2.1 Review of SPR sensor 
7KDQNV WR WKH SLRQHHUV¶ ZRUN LQ 635 IRXQGDWLRQV DQG IROORZLQJ UHVHDUFKHUV¶ HIIRUW LQ WKH
realization of instrumentation, SPR based sensors have not only been possible but also been 
boosted in the last few decades because of the demands of customers requirements in 
semiconductor, biological, chemical and pharmaceutical areas [51]. There have been many 
famous companies which are developing SPR related instruments especially SPR sensors, 
like GE Biacore, Attana AB, AutoLab, Biosensing Instrument, ICx Nomadics, Hofmann 
Sensorsysteme , and Biosuplar, etc [51]. Among them, Biacore is the most famous and 
leading one, which sets a gold standard for SPR devices. Both the laboratory and commercial 
SPR sensing instruments are designed to sense and measure quantitatively the interactions of 
membranes or biopolymers, like protein-protein, protein-DNA, antigen-antibody binding, 
etc[52-54]. Both the laboratory and commercial SPR sensors share the advantages of high 
sensitivity, label-free and real time detection. Label-free means that no bio-markers or analyte 
are required in SPR sensing, compared to other kinds of techniques, like fluorescent sensor 
which needs fluorophores to emit fluorescent light. Any variations on the surface of metal 
can be detected directly without labelling the sample for SPR sensors. As the real time 
detection, as the interactions can occur very quickly and no delay time is needed, the 
detection of SPR sensors can be operated in real-time. Another feature of SPR sensors is that 
it can provide relatively high sensitivity. Even commercial instruments can present the 
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sensitivity as high as around 710 refractive index units (RIU) using single point detection 
[55].  
There are also limitations of SPR, such that there is no inherent analyte selection as shown in 
Fig. 2-12 (a). Although the density of molecules can affect the refractive index of the 
dielectric and the tiny variations can be detected by the SPR sensor, it is difficult to identify 
the material. However, with the efforts of biologists and chemists, more and more antibodies 
have been studied and put into practice, and therefore this problem has been being solved. Fig. 
2-12 EVKRZVKRZWKHVHOHFWLRQZRUNV7KHSURFHGXUHLVFDOOHGELQGLQJ7KHDQDO\WHUHGµY¶
LQEDUHLPPRELOLVHGRQWKHVXUIDFHRIVHQVRUVXEVWUDWHDQGLWVELQGLQJSDUWQHUUHGµVSRW¶LQ
(b)) is injected in through the flow cell. With the procedure of the binding, the refractive 
index will change and the variation is detected by SPR sensor in real-time. This is the 
principle of analyte selection. By using several channels, the selection of several analyte is 
possible as shown in Fig. 2-12 (c). Of course, more effort is still been needed, like how to 
select specific analyte, how to make the sensor sensitivity higher, how to increase the 
dynamic sensing range. 
 
Fig. 2-12 SPR binding procedure  
2.2.2 Principles of SPR sensor 
A sensor is a device which can convert a quantity which is difficult to measure directly into 
measurable signals. SPR sensors can convert the variations on the surface of metal to be some 
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detectable variables, like an optical intensity change, phase variations, resonance angle 
movement, or even excitation wavelength difference, etc. According to which coupling 
variables are used like resonance angle, resonance wavelength or even polarization state, 
different kinds of SPR sensors are designed. As in this project, I fixed the illumination source 
to be a He-Ne laser, only the resonance angle coupling is discussed.  
SPR sensor
Variations of 
interactions on 
surface of metal
Detectable variables, like 
resonance angle change, 
resonance wavelength 
variation, etc.
 
Fig. 2-13 Schematic diagram of SPR sensor 
Influence of dielectric refractive index 
SPR is relatively sensitive to the variations of the dielectric properties, for example, that of 
the refractive index. As the resonance angle also varies with other variables, like the 
wavelength, the kind of metal, metal thickness, the substrate coverglass, etc, here, I fix all of 
them, and just change the refractive index. Fig. 2-14 shows the change of resonance angle  pT  
when 5nm ITO (indium tin oxide) is coated on the surface of gold ((a) is the amplitude figure 
and (b) is the phase figure). It can be see that 5nm layer gives a very large change in SPR 
signal.  Fig. 2-14(c) shows the relation between the resonance angle and the dielectric 
refractive index. It is approximately a linear curve and it can be used to measure the sample 
quantitatively. 
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(c) 
Fig. 2-14 Influence of the reflection coefficient against the dielectric refractive index variation. (a) is the amplitude 
response; (b) is the phase response; (c) shows the relation between the resonance angle and the dielectric refractive 
index. 
Influence of dielectric thickness variation 
In this part, I fix the refractive index and vary the thickness of the coating. Fig. 2-15 (a) 
shows the amplitude and the phase variation when the thickness of ITO varies from 5nm to 
10nm. As the resonance condition changes, a higher incident angle is needed to excite SPR. 
(c) shows the relation between the resonance angle and the dielectric thickness. It is 
approximately a linear curve and I can use it to measure the coating properties quantitatively. 
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   (c) 
Fig. 2-15 Influence of dielectric thickness variation against the dielectric film thickness. (a) is the amplitude 
response; (b) is the phase response; (c) shows the relation between the resonance angle and the dielectric film 
thickness. 
2.2.3 Phase detection v.s. intensity detection 
Both amplitude (intensity) and phase can be detected in SPR sensors. According to which 
variables are detected, SPR sensor can be classified whether they detect intensity or phase. 
Many researchers have claimed that phase detection can provide a lower limit of detection, 
higher throughput [51] and at least two orders of magnitude higher sensitivity than 
conventional intensity measurement [56, 57]. Kabashin claimed that the following reasons 
promise the higher sensitivity for phase based SPR sensor:  
Firstly, Kabashin claims that phase shift only occurs at the strict resonance angle while 
amplitude changes show a small range around the strict resonance angle as shown in Fig. 
2-16, where the phase variation shape has a steeper slope than the intensity response around 
the resonance angle. It means that with the same input variation (like refractive index 
variation), the phase information has a higher sensitivity than the intensity response. A 
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simulation is shown here to compare the difference between amplitude detection and phase 
detection quantitatively. As biological environment is a big application field of SPR, here, 
take the cell environment as an example, letting the refractive index changes from 1.33 to 
1.34, seeing Fig. 2-17 which might indicate that the phase response provides higher 
sensitivity.  
 
Fig. 2-16 comparison between the amplitude response and the phase response 
He also claimed that under a proper design of a detection scheme, phase noise can be orders 
of magnitude lower compared to amplitude noise, which results in a much better signal-to-
noise ratio. He also argued that phase offers much better possibilities for signal averaging and 
filtering, as well as for image treatment.  
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Fig. 2-17  Sensitivity comparison between intensity and phase when ݊ௗ௜௘௟௘௖௧௥௜௖ varies from 1.33 to 1.34  
One difficulty in phase detection is that it cannot be detected directly as intensity and it needs 
to be interfered with a reference. Usually, an interferometer is required. This project exploits 
the phase detection.  
2.2.4 Summary of SPR and SPR sensing 
In this section, I discussed the properties of SPR and showed the influence of illumination 
polarization and that of metals. I draw the conclusion that only a p-wave can be used to excite 
SPR and fix the metal layer to be gold and the thickness to 50nm. In the influence of metal 
section, I described the electric field enhancement effect which provides the high sensitivity 
of SPR. Then I discussed the influence of dielectric, including the refractive index and 
thickness. After that, I analyzed the relation between the plasmonic resonance angle and the 
dielectric thickness. Owing to this approximate linear relation and the high sensitivity, SPR 
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has mainly been applied as a sensor, especially after the introduction of Kretschmann ATR 
configuration. Owing to its high sensitivity in the variation of dielectric refractive index and 
thickness, the SPR sensor can be used to detect the gas [58, 59] or other chemical materials 
variations in the field of chemistry, binding of monolayer protein [60, 61] in biology, viruses 
[62] and cells [63] in bioscience, drugs molecular sensing [64, 65] in pharmacy, etc.  Another 
big potential application of SPR is in the field of microscopy. This project is one of the 
efforts in developing surface plasmon resonance microscopy (SPRM).  
2.3 Surface plasmon resonance microscopy (SPRM) 
2.3.1 Introduction to surface plasmon microscopy 
In the late 1980s, SPR was introduced to the imaging field. Since then, surface plasmon 
imaging has been a very popular topic. Surface plasmon resonance microscopy (SPRM) is   
optical microscopy which uses the evanescent confined surface plasmon wave as a tool to 
observe tiny surface changes, which is usually difficult to be observed by conventional 
microscopy of continuous propagating waves. The concept of SPR imaging was proposed 
and SPRM firstly invented by Yeatman and Ash in 1987 [13] with a lateral resolution of 25 
microns. Compared to other kinds of microscopy techniques, SPRM provides several 
advantages, like no vacuum, no addition of probes, or mechanical contact and no fluorophore. 
It is just these advantages that make the SPRM attractive since the absence of fluorophores 
reduces photon damage and photo bleaching. Although SPRM is a relatively young technique 
compared to other kinds of microscopy, it has been proving itself as a promising and 
powerful front-edge technology. Similar to other microscopy, SPRM can detect intensity or 
phase changes, classified as intensity SPRM and phase SPRM respectively as shown in Fig. 
2-18. As mentioned above, for a phase detection device, interferometer is required. Different 
kinds of interferometer can be used. In order to distinguish the conventional two arm setup 
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and the confocal one proposed in this project, here, I define them as interferometric SPRM 
and confocal SPRM. 
 
 
 
Fig. 2-18 Classification diagram of different type of SPRM in this thesis 
Since the invention of SPRM, intensity based measurements have definitely been dominant, 
although phase based SPRM is also developing slowly. In this section, I will review the 
conventional intensity based SPRM and discuss its limitations, then introduce the 
interferometric one and finally the confocal one. As both the interferometric SPRM and the 
confocal SPRM apply the so-called V(z) technique, it is necessary to describe the V(z) 
technique. 
2.3.2 Non-interferometric intensity based SPRM 
In the 1987 and 1988[12, 13], two kinds of SPRM were invented by Yeatman and 
Rothenhausler separately. Both of them were used to detect the intensity and exploited the 
Kretchmann configuration (prism based) setup. Yeatman applied the specimen thickness 
modulation and built a bright field microscope. One example of SP microscopy  is described 
in [12].  When a uniform beam illuminates the sample at a fixed angle where SPs are excited, 
the reflected beam was reduced (Fig. 2-19). It was the first time that the imaging contrast 
mechanism was described (Fig. 2-19). At the illumination angle of ߠ଴, SPR was excited only 
at the uncoated part and the energy was converted to into Ohmic heat and there was almost 
no directly reflected light, while the excitation conditions were not fulfilled at the layer 
coated part and no SPR was excited that most part of the light was reflected. By detecting the 
Intensity SPRM 
Phase SPRM 
Non-interferometric 
Interferometric 
Confocal 
SPRM 
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returned reflection light, image of the specimen was obtained with a contrast to show the 
uncoated part and the coated part. The change in local SP resonance conditions is the basic 
contrast mechanism of SPRM. In the previous case since the intensity was detected, I call this 
kind of microscopy as intensity based SPRM. Later, other intensity based SPR microscopes 
were reported [66, 67]. 
 
Fig. 2-19 Imaging contrast mechanism of the SPRM [12] 
The first invented SPRM achieved relatively high sensitivity [12, 40, 68, 69] but poor lateral 
resolution of around 25 microns which is much lower than that of conventional optical 
microscopy and presents a big limitation for its further application. Therefore, methods to 
improve the lateral resolution for a SPRM have been a popular topic. Several attempts were 
made here: near field technique[70], using Al to replace gold to excite SPR[47], and using a 
tightly focused beam to collect more spectrums of SPR[36], etc.  
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1) Near field techniques  
Some researchers proposed scanning near-field optical microscopy[70] or a far-field 
technique by using guided SPs coupling[71]  to optimize the lateral resolution. The two 
techniques do improve the lateral resolution but share the problem of inconvenience in 
aqueous media or are incompatible with other conventional optical techniques, and are thus 
not suitable for biological application.  
2) SPRM on aluminium 
In 1999, Giebel et al proposed a method to improve the lateral resolution by using Al as the 
excitation metal layer owing to its shorter propagation length[47]. However, because of its 
large positive imaginary part of the dielectric permittivity, the attenuation is too severe for 
higher sensitivity which will be introduced later in 2.3.3 section). In this project, I still apply 
gold as the metal layer to excite SPR.  
3) Oil-immersion high NA objective excitation 
During the first ten years of SPRM, prism based SPR excitation dominated and resolution of 
SPRM was usually tens of microns. By analyzing the principles of SPRM, traditional prism 
based SPRM used plane incident in a particular direction onto the metal surface and just the 
specific angle of spectrum was collected as the reflected signal, and thus the actual NA is 
dramatically low. In 1998, Kano proposed to use a tightly focused beam[36] and applied a 
large numerical aperture (NA) oil immersion objective lens to excite SPR. This objective lens 
based of SPRM can collect more angular information than traditional prism based SPRM and 
can improve the lateral resolution of SPRM. Another big advantage of this objective lens 
SPR excitation is that the new setup is compatible with conventional non-SPR optical 
microscope. This makes SPRM more easily be accepted by biologist. Since the invention of 
objective lens based SPRM, it has been widely used in SPRM. This project exploited oil-
immersion high NA objective lens to excite SPR (ZEISS 100X NA1.25 and 1.45). 
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Fig. 2-20 SPR excitation by using an oil-immersion objective lens invented by Kano[36]  
By comprehending all these techniques, some advanced non-interferometric SPRM were 
reported. According to the image formation methods, I classify them intro two kinds: 
scanning and wide-field. Obviously, scanning can be time-consuming. Usually, it is less 
popular than wide-field, unless it provides other advantages, like better resolution or higher 
sensitivity. Two kinds of scanning SPRM exist: sample scanning and back focal plane 
scanning.   
Sample scanning SPRM 
As I do not exploit a prism in this project, I only discuss the objective based scanning system. 
One typical sample scanning intensity SPRM was proposed by Kano in 1998. Its system 
setup is in Fig. 2-21. A small sample scanning schematic diagram is also provided in the 
figure. This system is a transmission SPRM and sample was scanned by moving the 
motorized stage.   
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Fig. 2-21 Optical setup of Sample scanning SPRM by Kano [36] 
The image from this experiment setup provided a much higher lateral resolution than the 
prism based SPRM by Yeatman in 1987. Because in this system, by using the high NA oil-
immersion objective lens to focus the illumination beam, the SPR can be excited in a 
relatively localized region, Kano claimed that in this situation, the lateral resolution was 
limited by the sample structure, rather than the decay length of SPs. Sample scanning system 
has been successfully applied to measure film properties [72-74].  
Back focal plane scanning SPRM 
In 2000, Kano devised another scanning SPRM which is to scan the back focal plane[75]. He 
employed the SPs as a sensing probe [12, 66, 67]to measure the refractive variations along 
the metal interface. The system setup is in Fig. 2-22. The SPR excitation conditions vary with 
different sample points and the dips on the back focal plane vary. The dips positions were 
recorded by the CCD. By locating the dip ring position, the image was obtained.  
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Fig. 2-22 system setup of back focal plane scanning SPRM by Kano [75] 
Although the concept in this system is novel and the system setup is relatively simple to 
construct, the lateral resolution of this system, 1.5 microns, was a little poorer than the 
sample scanning one. The main reason is speckles were generated on the BFP image because 
of the coherent laser illumination source.  
Wide-field SPRM 
In 2004, a wide-field surface plasmon microscope was developed by Zhang [76].  Instead of 
using oil-immersion high NA objective, she exploited a solid immersion lens to enlarge the 
NA of a long working distance objective lens (Mitutoyo, NA=0.42) and used a diffuser to 
break up the speckles owing to high time spatial coherence of the He-Ne laser and to build up 
a Kohler illumination system for the wide-field SPRM system. The optical setup is in Fig. 
2-23. Two CCD cameras were used to detect the wide-field image and the back focal plane 
image. Since the system is wide-field, the back focal plane image is the average response of 
the whole sample in the field of view. The wide-field images both in air and water were 
obtained. 
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Fig. 2-23 Optical setup of the SIL wide-field objective [76] 
In 2006, Zhang[34, 77] made the optical setup more convenient to use by splitting the sample 
part into a two-piece SIL by using a conventional BK7 coverglass as the substrate of the 
sample. Later, a high resolution angle scanning wide-field surface plasmon resonance 
microscope was built by Tan[45]. It can measure the variation of sample quantitatively. In 
Tan¶s system, the SIL part LQ =KDQJ¶V V\VWHP was replaced by a high NA oil-immersion 
objective lens (ZEISS, 60X, 1.49NA) and a much easier wide-field system was built up by 
Tan[45]. Tan claimed a lateral resolution of 6.5 ȝP LQ DLU DQG  ȝP in water when the 
grating direction is parallel to the illumination polarization and 4.3ȝP in air and ȝP LQ
water when the grating direction is perpendicular to the illumination polarization.   
2.3.3 Limitations of non-interferometric SPRM 
At the very beginning of the SPRM invention in 1987[13], Yeatman mentioned that the 
ODWHUDOUHVROXWLRQPLJKWGHFUHDVHZLWKWKHKLJKHUµYHUWLFDO¶UHVROXWLRQVHQVLWLYLW\8QWLO
Berger analyzed the relation between decay length, lateral resolution and sensitivity[40]. He 
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deduced that the lateral resolution of SPRM was limited by the decay length of the SP 
(propagating length). In order to demonstrate his claim, Berger analyzed the relation between 
wavelength and reflectance difference, and the relation between wavelength and decay length, 
which demonstrated clearly that decay length is related to the reflectance difference (Fig. 
2-24). It was the first time to show that lateral resolution of SPRM was related and confined 
by the decay length of SP wave, rather than the diffractive limit of conventional optical 
microscopy.  
 
Fig. 2-24 Reflectance difference for bare gold and gold coated with 2.5nm ܱܵ݅ଶ (circles) and surface plasmon 
decay lengths (squares) [40] 
In 2006, Zhang and Somekh analyzed the relation systematically and proposed a theoretical 
framework for it[78]. Here, I define the lateral resolution as the transition distance (Edge 
response) along x-axis between the on and off of the grating, and sensitivity as the response 
difference between the on and off of the grating. In Fig. 2-25 it is clearly shown that (b) has 
sharper edge response than (a), which means (b) has better lateral resolution. Then I check 
the sensitivities of the two cases. According to the definition, it is obvious that (a) has higher 
sensitivity than (b). The conclusion is that higher sensitivity refers to poorer lateral resolution. 
This is therefore a trade-off between the two properties. Thus, how to overcome or at least 
optimize the trade-off by obtaining high sensitivity and relatively comparable lateral 
resolution with conventional optical microscopy is a big topic in the field of SPRM.  
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                                (a)                                                                    (b) 
Fig. 2-25 6XUIDFHZDYHUHVSRQVHDFURVVDQLQWHUIDFHRQDQGRIIUHVRQDQFHDµZHDN¶FRXSOLQJEVWURQJFRXSOLQJ
[78] 
2.3.4 Interferometric SPRM  
Although many researchers are struggling in overcoming the trade-off, in the field of 
intensity based SPRM, rare successful reports could be found. In 2000, Somekh built a two- 
arms heterodyne interferometric SPRM and achieved a submicron lateral resolution with 
satisfying sensitivity [4, 5]. The experimental setup is shown in Fig. 2-26. In this system, a 
ZEISS 100X 1.25 NA oil-immersion objective was used to excite SPR and a reflected mirror 
was used for the reference beam. Two Bragg cells were used to shift the frequencies of two 
interference signals. Images with different defocus were obtained. 
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Fig. 2-26 schematic diagram of the scanning heterodyne interferometer [4, 5] 
It was the first time to limit the lateral resolution of SPRM to the diffraction limitation. The 
so-called V(z) technique was exploited.  
Introduction to V(z) 
V(z) which refers to the voltage generated with defocus z, was originally proposed in acoustic 
scanning microscopy[79, 80]. Later, the technique of V(z) was introduced to confocal 
microscopy to assess the lens aberration[81]. In 2000, Somekh introduced the V(z) technique 
into the field of SPRM[4, 5]. By detecting the interference between the reference and the SPR 
signal along the axial z direction, a V(z) curve could be generated. In order to calculate the 
V(z) response theoretically, I need to evaluate the electric field on the back focal plane. Fig. 
2-27 shows the schematic diagram of the back focal plane.  
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Fig. 2-27 schematic diagram of the back focal plane 
Assuming a linear polarization plane wave indicent on the back focal plane, the electric field 
varies with the pupil function, which is a function of the radius r. The maximum angle of the 
incident can be calculated from the clear aperture of the objective,  
                                  
max sin( )
oil
NA
a
n
T                                    Eq. 2-27 
If I take the aperture of the objective to be the unity, according to the Abbe sine condition, the 
relation between the radius and the incident angle can be expressed as: 
                                      max
sin sinrT T u                                   Eq. 2-28 
From Fig. 2-27, every point on the back focal plane can be fixed by r and I . I assume the 
pupil function is P(r). By using the upper equation, the pupil function can be expressed as 
(sin )P T . Now, the electric field on the back focal plane can be calculated: 
          2 2 2(sin )( (sin )cos (sin )sin )exp( 2 cos )reflected p sE P R R j nk zT T I T I T     Eq. 2-29 
Where, pR  and sR  refer to the reflected coefficients for the p and s polarization component; 
k refers to the k-vector (wave number) in the free space; n is the coupling oil refractive index 
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and also that of the coverglass substrate. z refers to the distance from the focal plane and the 
positive and negative means the movement direction away or towards the objective lens. 
Pupil function is squared as the system is a reflected one and the signal passing through the 
objective lens twice. Similar to other interferometric system, a reference is required. In the 
two arms heterodyne interferometer, a mirror is used to generate the reference 0E . Now the 
interference between the SP signal and the reference can be expressed as: 
      
2 22
0 0 0 0( ) 2 2reflected reflected reflected reflectedE E E E E E DC E E               Eq. 2-30 
As the system is heterodyne, only the AC signal can be detected. For simplicity, I take 
the uniform reference 0E as a unit, then I integrate the whole back focal plane and the output 
of V(z) can be calculated as: 
2 2 2( ) (sin )( (sin )cos (sin )sin )exp( 2 cos ) (sin )p s
Aperture
V z P R R j nk z d dT T I T I T T I ³³  Eq. 2-31 
In the whole project, only the amplitude of V(z) is detected, and the phase is omitted.  
Contrast mechanism of the interferometric SPRM 
Experimental V(z) curves were shown to explain the contrast mechnism (Fig. 2-28). A grating 
composed from 20nm thickness of 2SiO  (n=1.5426) coated and bare gold was applied. When 
the plasmon condition changes (like dielectric is coated), the period of V(z) will be different. 
Dielectric material cRDWHG SDUW KDV ORQJHU SHULRG 7KXV E\ VFDQQLQJ µRQ¶ DQG µRII¶ RI WKH
grating, different period of V(z) will be generated. For example, at the position A, as different 
field is detected, the grating can be distinguished. This is the contrast mechanism in the V(z) 
technique. Furthermore, by using different defocus, the contrast can be inverted when using -
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1.5ȝP and -1.8um µ$¶ DQG µ%¶ LQ Fig. 2-28). The experimental images are shown in Fig. 
2-29.  
 
Fig. 2-28 V(z) curves by scanning the coated sample and uncoated sample, thin and thick line refers to the on and 
off part of the grating sample, thin line refers to the coated section and thick line is that of the uncoated section [4, 
5]. Here the minus defocus means the distance between the sample and the objective lens is shorter than the focal 
length of the lens. 
This system is a milestone in the history of SPRM, as it is the first interferometric SPRM was 
demonstrated and the so-called trade-off between the sensitivity and lateral resolution was 
optimized. The lateral resolution was improved to the submicron, wavelength range, rather 
the conventional several micrometres. It was the first time that the lateral resolution of a 
SPRM was comparable with the conventional optical microscopy. In 2007, Berguiga 
extended the lateral resolution of a little smaller than 1ȝm in air and 200nm in water[8]. In 
2009, Stabler and Somekh expanded the scanning heterodyne interferemeter into a wide-field 
system [9]. In 2011, Berguiga applied the scanning heterodyne application to cell imaging.  
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Fig. 2-29 Scanning images from the scanning heterodyne interferometric SPRM with different defocus. (a) z=0;(b) 
z=-1.5ȝPF] -ȝP[4, 5] 
It can be seen that the scanning heterodyne SPRM and wide-field SPRM 1) optimized the 
trade-off between the sensitivity and lateral resolution suffered by the conventional non-
interferometric system, and 2) provides a satisfactory lateral resolution comparable with 
conventional optical microscopy without reducing the contrast. However, I can also find that 
both of them exploit a two-arm interferometric system setup. It is well known that the 
interferometer suffers from the complicated system setup and the problem of relatively high 
sensitivity to the environmental vibration. So I ask myself if there are other setup which can 
avoid the problems of interferometer but also provide a similar lateral resolution and 
acceptable sensitivity. In this project, I devise a confocal setup to replace the heterodyne 
interferometer. The new confocal SPRM can avoid the complexity of the two arm heterodyne 
interferometer but provides comparable lateral resolution as well as allowing greater 
flexibility. 
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2.3.5 Confocal SPRM 
By analyzing the interferometer and confocal technique, I find they share the same transfer 
function. Furthermore, the confocal method can provide a similar V(z) effect to the scanning 
heterodyne interferometer. Since I need to use the confocal technique in the project and build 
a confocal optical setup, a brief review on the confocal technique is provided.  
Introduction to confocal microscopy 
The confocal technique was invented by Marvin Minsky [82] in 1955 and firstly was used to 
limit the resolution out of the focal plane. Although in this thesis, I are only looking at two 
dimensional objects, I are still using the confocal configuration for a similar purpose that is to 
examine light that appears to come from the same plane. This point will become clear in the 
following of the section. Confocal microscopy can get  sharper images of a specimen than 
conventional microscopy by blocking the light which is not in the focal plane and is the 
reason of blurred edge of the image [82, 83]. Although the technique was invented in the 
1950s, its popularity increased towards the end of 1980s. Since then, it has been widely used 
in life sciences and materials science. It is worth mentioning that there are more and more 
confocal microscope designs coming up and they all use the key elements of the original 
setup: the two apertures and the point-to-point acquiring. Basically, there are two kinds of 
setup. The first one is the sample scanning type, which was adopted  by  Marvin Minsky in 
the first confocal microscope[82]. A typical optical setup of this type is shown in Fig. 2-30 
(From Nikon). 
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Fig. 2-30 the mechanics of confocal microscopy from Nikon Microscopy  
Another type is the optical beam scanning and a typical mechanics is as Fig. 2-31. 
 
Fig. 2-31 Basic setup of a beam scanning microscope[84] 
The first setup is easier to build. The latter one benefits from faster scanning, but it is more 
complicated and is less suitable for a demonstration experiment. As this project aims to 
demonstrate the idea of interferometric confocal SPRM, I build up a simple optical system 
based on the first setup, that is the sample scanning type.  
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How a confocal microscope works 
A simple configuration of the confocal laser scanning microscope is shown in Fig. 2-32. The 
actual alignment in the project is similar but not identical to the schematic diagram. The same 
objective lens is used as both the collector lens and objective lens which collect the signal 
information reflected from the sample. 
Laser
Detector
Sample
Laser
Detector
Sample
Laser
Detector
Fo
Sample
FoFo
(a) (b)
( c )
 
Fig. 2-32 Schematic of confocal laser scanning microscope, (a) focal plane; (b) off-axis; (c) defocus 
In Fig. 2-32 (a), a point of sample on the focal plane is detected by the detector, while a point 
out of the sample is blocked by the detector even if it is located on the focal plane in Fig. 
2-32 (b). In Fig. 2-32 (c), defocused light coming from the object axis is still blocked because 
the returning light is out of focus of pinhole. In this thesis I use the properties of confocal 
microscopy to select certain paths of the surface plasmon. It is easy to draw the conclusion 
that both the lateral resolution and axial resolution are increased. Although confocal 
technique is adopted in the project, it does not mean that I will use the exactly same 
configuration as general confocal microscopy. Actually, some simplification is provided. 
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More details on how to build up the confocal experimental system can be found in chapter 3 
and details on how to apply V(z) in the confocal surface plasmon microscope will be 
developed in  chapter 4. 
2.4 Summary 
In this chapter, I firstly introduced the physics of SPs and properties of SPR, and then based 
on the fundamental knowledge, SPR sensing was described. Finally, a review of surface 
plasmon microscopy was presented. According to the limitations of the conventional intensity 
based SPRM, I introduced the two-arm interferometric SPRM. Aiming at simplifying the 
complexity of the system, I proposed the confocal SPRM technique. A brief introduction to 
the confocal technique was given and the working of a confocal microscope was described. 
More information will be in the following chapters. 
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3 Instrumentation 
3.1 Introduction 
This chapter will introduce the development of the confocal surface plasmon resonance 
microscope. Initially, I built a confocal SPR microscopic system with amplitude modulation 
for the illumination beam by using an amplitude spatial light modulator (A-SLM). The 
experiment in chapter 4: confocal SPRM and pupil function engineering experiment is based 
on this system. Later, in order to modulate the phase profile of the illumination beam, I 
replaced the amplitude SLM with a phase SLM. The experiment in chapter 5 ( ( )V D ) and 
chapter 6 (Phase-stepping) are based on the new system. There is no big difference in the 
optical system except for the SLM part. I will introduce the first system in detail and just 
briefly describe the modifications of the second system. 
Before developing the system, I need to consider what kinds of functions I need to fulfil in 
the project.  By analyzing the project, the functions list is shown: 1) A simplified confocal 
SPR system setup; 2) 3D sample scanning; 3)Beam profile modulation; 4) Relatively high 
magnification (>1000) in imaging system. According to these functions, I designed the 
instrumentation structure which is composed of four parts: optics, mechanical sample 
scanning, A-SLM control, and data acquisition & processing part, as shown in Fig. 3-1.  
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Fig. 3-1 schematic diagram of the system 
A reflected amplitude sensitive spatial light modulator (A-SLM) is used to modulate beam 
profile of the illumination amplitude. A two-stage magnification is designed to magnify the 
focal point. All the controlling software, which mainly includes the sample scanning motion 
control, A-SLM control and camera control, is developed on the LABVIEW platform. Data 
acquisition and processing programs are based on MATLAB. Details will be described 
respectively in the subsequent sections. 
 3.2 Optical system 
3.2.1 General design of the optics  
Fig. 3-2 shows a schematic diagram of the optical system which consists of two parts: 
illumination part (in red rectangle) and imaging part (in blue rectangle). Since this is a 
reflection system, light passes through the objective twice and takes the roles of both 
condenser and collector. The SLM optics is enclosed in the green rectangle. A 632.8nm He-
Ne laser (10mW) was used as the illumination source. Beam expanders were designed to 
increase the beam diameter of the beam incident onto the spatial light modulator (SLM) 
which was conjugate with the back focal plane (BFP) of the immersion objective. The SLM 
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could control the effective illumination pattern in the BFP. Illumination and imaging paths 
were separated by a pellicle beam splitter. A 1.25 NA oil immersion objective which had 
sufficient aperture to excite SPs in air was employed in the experiment in chapter 4. The light 
distribution reflected from the sample was imaged onto the CCD camera which served as a 
variable pinhole. The light from the sample was magnified by approximately 1000 times from 
the sample to the CCD plane so that a point spread function occupied >100 pixels, this 
allowed the pinhole radius to be readily controlled by selecting different regions of camera, 
moreover, spreading the returning beam reduced the problem of saturating individual pixels. 
More details will be shown below.  
 
Fig. 3-2 Schematic diagram of the experiment setup 
During the development of the system, I noticed several issues which need to be considered: 
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1) SLM v.s. mirror  
In the earliest version of the system, there was no amplitude SLM and a pure mirror was used. 
A simple expander was built to expand the laser beam to fill in the aperture of the objective. 
(ZEISS N.A. 1.25). Different expander values were tried, 8, 10 to even 80, to reduce the 
influence of the illumination shape to the V(z) curves. Results have shown that the 
illumination pattern at the edge of the lens aperture can be a major problem in generating V(z) 
curves. By analyzing the reasons, I proposed the method of pupil function engineering and 
employed an amplitude SLM to modulate the beam profile and reduced this effect. More 
simulations and experiment results will be in Chapter 4.  
2) Pellicle BS v.s. cube BS 
At the very beginning, I used cube beam splitters rather than pellicle ones. Then I found that i) 
the reflection from 2nd surface of the cube BS was so strong that it was rather difficult to align 
the imaging section; ii) the defocused signal of high NA oil-immersion objective lens was 
relatively weak and was almost covered by the background noise owing to the 2nd surface 
reflection of BS. For these two reasons, pellicle beam splitters replaced the cube ones.  
3) Bragg Cell 
The function of the Bragg Cell in the system was not same as used in the heterodyne 
interferometer described in chapter 2. According to the requirements of the reflected SLM 
from ForthDD Ltd, the illumination should be modulated by the pulses from the driver board 
of the SLM. Generally, LEDs, which can be switched on and off at high frequencies, are used 
as the illumination of the SLM. However, in the system, a He-Ne laser was used and the fast 
switching was performed by modulating the 1st order of Bragg Cell ( located in front of the 
He-Ne laser) on and off. More details will be introduced in the following section of the SLM 
controlling section.  
4) High magnification 
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A two-stage-magnification is developed. Because of the relatively high magnification 
requirement, a 10X/0.20NA infinite objective lens is used for the second stage magnifier. A 
total magnification ratio of 1470 was obtained.  
3.2.2 Illumination part 
 
Fig. 3-3 Schematic diagram of the illumination part 
The schematic diagram of the illumination part is shown in Fig. 3-3, which is part of Fig. 3-2. 
Six parts are included: the illumination source laser, beam expander, SLM projection, two 
polarized beam splitter (BS1 and BS2), and objective lens.  
 Laser coherent illumination source 
In selecting the illumination source, I need to consider whether the plasmonic resonance 
angle at the wavelength is in the range of NA of the objective lens? I have 1.25NA and 
1.45NA objective lenses in the lab, which provide biggest angle of (55.3 deg and 72.5 deg) 
respectively. For all the experiments in this thesis, I excite SPR in air. Fig. 3-4 shows the 
relation between the resonance angle pT  and wavelength. If I use He-Ne laser (wavelength is 
632.8nm), the resonance angle in air is 43.47 deg as the mark shown on the blue curve of Fig. 
3-4. Even if coated dielectric, like 20nm BSA (Bovine serum albumin, n=1.43), the 
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resonance angle is about 46 deg as the mark shown on the red curve of Fig. 3-4. Considering 
I modulate the pupil, this is sufficient. Another big advantage of using a He-Ne laser is that it 
is inexpensive and can be easily found in any optics group. Considering all the conditions, a 
He-Ne laser with a total output of 10 mW is applied. It is coherent and is suitable for 
interference. Since I are using a scanning system, it is necessary to avoid saturation of the 
focal spot projected onto the CCD so a high neutral density filter is required.  
 
Fig. 3-4 Plasmonic resonance angle v.s. wavelength of illumination source 
Objective lens 
An oil immersion objective lens is usHGWRH[FLWH635LQWKHV\VWHP=(,66[ 
The tube length of the objective is 165mm, and thus the focal length is ݂ ൌ  ? ? ?Ȁ ? ? ? ൌ ?Ǥ ? ?. The diameter of the BFP (clear aperture of the objective lens) is ܦ ൌ  ?݂ ൈܰܣ ൌ ?Ǥ ? ? ?݉݉. In this system, a focused laser beam by a high NA objective and a sandwich 
structure sample (Fig. 3-5) are used to excite SPR.  
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            Fig. 3-5 Excitation of SPR by using a high NA oil-immersion objective 
ș LV WKH LQFLGHQW DQJOH DW ZKLFK 635 FDQ EH H[FLWHG ,WV value can be calculated from the 
momentum matching condition, as follows: 
                        
   ' 2 2sin sinphoton sp photon n NAk k k S ST TO O  u  u             Eq. 3-1 
Where, ݇௣௛௢௧௢௡ᇱ  is the parallel component of the photon wave vector, while ݇௦௣ is the surface 
plasmon wave vector[12]. ݇௦௣depends on the optical thickness of the metal coating[85]. The 
propagation constant of the SPR on the metal surface facing the air medium is approximately 
given by [32, 36]. 
Beam expander  
In order to fill in the clear aperture of the objective lens (4.125mm), considering the diameter 
of the He-Ne laser (0.68mm), a beam expander should be added. I used two doublet lenses to 
expand the beam (Fig. 3-6). It is obvious that an at least 6X (4.125/0.68) expander is required. 
Then considering the Gauss function shape of the laser profile, a 10X can produce a flatter 
beam profile in the clear aperture. In this system, I adopted 10X therefore the beam diameter 
after the expander will be 6.8 as shown in Fig. 3-6. 
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Fig. 3-6 Schematic diagram of the 10X beam expander 
SLM projection optics 
I designed 1X projection optics. The reason of the projection optics is that the SLM can be 
located at the conjugate plane of the BFP of the objective. Therefore, the modulation patterns 
on the SLM can be projected on the back focal plane of the objective lens using a 4-f system 
(Fig. 3-7). Considering the diffraction of the pixels on the SLM, a pinhole (red structure in 
Fig. 3-7) is used as the spatial filter to remove the diffractive orders and to ensure only the 
zero-order beam passes. 
 
Fig. 3-7 4-f projection structure of the SLM  
3.2.3 Imaging part 
In this section, I demonstrate the imaging section of the optics (Fig. 3-8). It includes three 
parts: objective lens (same one with the illumination part), focal point magnification part, two 
cameras (one for the focal point imaging, the other is for the back focal plane imaging). Each 
part will be introduced respectively.  
60 
 
 
Fig. 3-8 Schematic diagram of the imaging section 
Focal point imaging system 
$VWKLVV\VWHPLVDUHIOHFWHGRQHWKHRLOLPPHUVLRQREMHFWLYHOHQV=(,66[LV
passed through twice, once for the illumination (Section 3.2.2), and once for the imaging (this 
section). The tube length of ZEISS objective lens is 165mm, and thus the focal length is: 
                             
165 1.65
100
f mm  
                       
Eq. 3-2 
The Airy disc diameter of the point spread function by using the 1.25NA objective lens can 
be calculated as:   
                             
0.506d m
NA
O P  
                       
Eq. 3-3 
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As I use the CCD as a virtual pinhole, a much more large magnification is required than the 
Shannon sampling theorem dictates:  the sampling frequency should be higher than twice of 
the retrieved signal. Considering the magnified Airy disc takes around 100-150 pixels on the 
CCD which has 640 480u
 
pixels with a pixel size of 7.4 microns, the diameter of the 
magnified Airy disc will be 7.4u100-7.4u150, which is 740-1110 microns, therefore, the 
magnification ratio will be (740 ~1110) / 1463 ~ 2194d  . A further 10X magnification was 
provided using an objective and second tube lens. This is more compact than using two 
doublets. Another advantage of making the system compact is that it improves the sensitivity 
to vibration noise. A 10X/0.2 NA infinite conjugate objective by ZEISS and a 200 mm lens 
are added to the system as the 2nd stage magnification. M2=200/16.5=12. Therefore, a total 
magnification of 1467 is obtained and the actual Airy disc will take 100 pixels. The focal 
point image on the CCD will be 0.618 1467 906.6 1m mmPu  | . The whole diagram is shown 
in Fig. 3-9. 
 
Fig. 3-9 Schematic diagram of the focal point magnification system 
CCD: virtual pinhole 
Two Sony XCD-V60 CCD cameras are applied for the detection of the focal point images 
and back focal plane images. The focal point is imaged by a monochrome CCD camera with 
cell size of 7.4u7.4 um and image size of 640u480. Its digital interface is IEEE 1394b-2002 
and an image acquisition program was developed by LABVIEW. Details of the program are 
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in appendix. Virtual pinhole is applied by splitting the CCD pixels as the schematic diagram 
shown in Fig. 3-9.  By using the magnification parameters above, the focal point image on 
the CCD is about 1 mm, which takes about 100u100 pixels. If I define the pinhole size to be 
0.1 of the Airy disc, then the pixels in the pinhole will be about 10u10 pixels. Then I add the 
response of these pixels, the summation will be the intensity of the confocal system. By 
square rooting the intensity, I can calculate the field response. It can be expressed as:  
                              
pi
pinhole
V I i  ¦
                                
Eq. 3-4 
3.3 Sample scanning system 
According to the confocal microscope configuration mentioned in chapter 2, generally, there 
are two kinds of setups, one is sample scanning and another one is optical scanning. Optical 
scanning is quicker and thus generally used in confocal microscopy. While for the sample 
scanning system, although it is a little time-consuming, it is much easier to build and is 
usually used in testing new ideas. In this experiment, a sample scanning system was built. A 
sample scanning system, which was the heart of the system, was designed. According to the 
experiment conditions and the existing experimental equipment, a 3D mechanical stage was 
used for coarse adjustment of the sample. 2D (PI P541.2CD) and 1D piezoelectric transducer 
stages (PI P621.1CD) are used for fine adjustment separately. A holder and several adapters, 
which were homemade in the workshop of Faculty of Engineering, were designed. The 
schematic diagram of the system is shown in Fig. 3-10.  
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Fig. 3-10 Schematic diagram of the sample scanning system 
The sample was mounted on the sample scanning system. The mechanical stage can be used 
to identify the observed specimen with its long moving distance but low moving resolution. 
While two PZT stages (1D for the axial direction and 2D for the lateral directions.) are used 
for the precise positioning and scanning, with its short moving distance (<100um) and 
accurate resolution (0.001um). Controlling software based on the LABVIEW platform is 
developed. Details of the software flowchart can be found in next section and the front panel 
and back block diagram designs will be in the appendixes.  
3.4 Amplitude SLM system and control 
3.4.1   Reason for modulating back focal plane 
In the two-arm heterodyne system, no modulation was applied in the back focal plane image 
although the noise ripples owing to the sharp edge of pupil function were present. Actually, at 
the very beginning of the confocal experiment, there was no pupil function modulation and I 
just put the full profile of laser illumination to the aperture of the objective lens. According to 
my expectation, for a sandwiched sample (1.52 cover glass, 50nm gold, air), the ripple period 
of SPR interference should be about 0.74Ŧm.  However, the experimental V(z) showed a 
considerable amount of spurious signals. It is obvious that some other ripples frequencies 
were added to the expected SPR ripples. To confirm my assumption, I used a conventional 
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mirror (non-plasmonic sample) as the sample and scanned its V(z) curves. I assumed that if 
there are no noisy ripples, there should be no ripples on the V(z) curves. The experimental 
curves show that even if I just scan the mirror, another kind of ripples appears. If I used the 
NA 1.25 objective lens, the noisy ripple period is about 0.54 microns. By analyzing the 
theory, I found that the noisy ripples come from the effect of sharp edge pupil function. If I 
did not take any measures here and scanned V(z) of plasmonic case (1.52 cover glass, 50nm 
gold, air) directly, the V(z) curves actually is the addition of the SPR ripples and the sharp 
edge confocal effect ripples. In order to solve this problem, I proposed the pupil function 
engineering here and exploited amplitude SLM to modulate the pupil function. More details, 
including the simulation results and experimental results, will be demonstrated in chapter 4. 
Here, I will just introduce the system built-up.  
3.4.2 Mask generation  
Generally speaking, three methods are usually used to realize the pattern shapes in the BFP. 
/HWWDNHWKHµULQJ¶VKDSHDVDQH[DPSOH7KHSULQFLSOHVRIWhe three methods are shown in Fig. 
3-11.  
 
(a) 
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(b) 
 
(c)  
Fig. 3-11 Pattern generation methods, (a) is the physical mask; (b) is mask generation by Axicon prism lens; (c) is 
by using a reflected SLM 
In order to compare the three methods clearly, Table  3-1 lists all of their advantages and 
disadvantages. By comparing the advantages and disadvantages and considering this system, 
I adopted the SLM for the following reasons. Firstly, in the scanning system, illumination 
power is not a vital factor, so the drawback of the former two methods can be eliminated. For 
the Axicon lens method, optical quality is poor as the phase profile gets randomized due to 
surface imperfections, which destroys effects relying on spatial optical coherence. That is the 
main reason that this method is not adopted in the system. As the physical mask, firstly, it is 
difficult to manufacture; secondly, when it is produced, the size and shape of the pattern 
cannot be varied; the last but the most important reason is that it cannot generate greyscale. 
Since the system is confocal, any axial intensity response or aberration can influence the 
results. If no greyscale is used and the edges of the pattern are sharp, errors of high frequency 
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ripples, which will affect the SPR V(z) response, may be introduced. Considering all these 
factors, SLM is adopted to generate the patterns of the BFP. 
Table  3-1 comparisons of physical mask, Axicon prism lens and SLM 
 Physical mask Axicon prism lens SLM 
Cost low medium high 
Energy loss high low high 
Convenient to change 
pattern 
Cannot change Can change a bit Easy to change 
Phase disorder no yes no 
Automatic control no no yes 
Greyscale pattern no no yes 
3.4.3  Spatial light modulation  
A spatial light modulator is a device which can be used to modulate the beam profile. 
According to the amplitude or phase it can modulate, there are two kinds of SLM: amplitude 
SLM and phase SLM. Both of SLM is controlled by electrons pixel by pixel. In this part, I 
just describe the amplitude SLM. Controlling of the phase SLM will be described later in 
chapter 5. I ordered amplitude SLM from ForthDD Ltd. The SXGA miniature colour Liquid 
Crystal Display (LCD) displays full colour computer or video graphics images with a spatial 
resolution of 1280 × 1024 pixels on 20.68mm × 18.87mm reflection mode silicon die (active 
area 17.43mm × 13.95mm) micro-display. After calculation, the pixel size is around 13.62um 
SLM modulation principle 
According to the principles of the reflected SLM, an alignment as Fig. 3-12 was designed. 
Illumination beam vertical polarized wave was reflected to the surface of the A-SLM by a 
polarizing beam splitter and then the input vertical polarized wave (red line in figure) is 
modulated by the SLM. Every pixel has two states: on and off. The states are automatically 
FRQWUROOHG,IWKHVWDWHLVµRQ¶WKHLQSXWYHUWLFDOSRODUL]HGZDYHLVPRGXlated to be horizontal 
polarized wave.  As the modulation efficiency is not 100%, there is still an amount of directly 
reflected vertical polarized wave from the surface of the SLM, so both vertical and horizontal 
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polarized wave exist (blue line).  As the beamsplitter is polarized, ideally the directly 
reflected vertical polarized wave is blocked and only p wave can pass through the BS (green 
OLQH  ,I WKH VWDWH LV µRII¶ WKHQ WKHYHUWLFDOSRODUL]HG LVQRWPRGXODWHGDQGZLOO EH UHIOHFWHG
directly. Considering the polarized BS, ideally the vertical polarized is blocked.  In practice, I 
still need a polarization analyzer to reduce the leaking vertical polarization furthermore.   
 
Fig. 3-12 Optical alignment schematic diagram of the amplitude SLM 
Principle of Greyscale pattern generation  
Since the confocal technique is still based on the interferometer, I need to consider how to 
interfere between pixels. I proposed a method of picking up pixels randomly to generate 
greyscale patterns, as shown in Fig. 3-13. If there are 16 pixels, I turn on two of them and can 
get the grey level of 0.2. If I turn on 8 pixels, I can get 0.5. 
 
Fig. 3-13 greyscale patterns generation in this project 
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3.5 Automatic and motion control system 
3.5.1 General structure 
The automatic and motion control system is developed on the platform of LABVIEW. It 
includes three parts, sample precise positioning and scanning, SLM operation and camera 
acquisition part. I used the Top-Down software development approach, which makes the 
software development much more flexible. First of all, I will show the general structure. Then 
details of each section will be demonstrated. As different experiments in this thesis used 
different control software, here, I will just illustrate an example flow chart of the whole 
project. Specific procedures will be expressed in each chapter.  
Start
Initial(camearas, 
SLM, stages)
Prepare and load 
patterns to SLM
Move stages
Snap images 
(two cameras)
Scan 
finished?
Close all 
interfaces
Yes
end
No
Control
camerasSLM stages
1. prepare the 
platform of 
ForthDD to 
operate the 
SLM;
2. generate 
patterns for the 
SLM in 
MATLAB 
script;
3. load patterns 
to the SLM;
1. Initialize the 
two cameras;
2. allocate 
memories to 
save the 
images;
3. snap two 
cameras;
4. save 
images;
5. close 
cameras;
1. setup two 
stages and 
controllers;
2. move two 
stages to 
designated 
positions;
3. move stages;
4. close RS232;
 
Fig. 3-14 Flowchart of the controlling software 
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3.5.2 PI stages control 
Positioning precision 
I adopted two stages, P621.1CD for the z-scanning and P541.2CD for the x-y scanning. They 
are all capacitive piezo precision stages from Physik Instrumente Ltd. Table  3-2 shows the 
specifications of the two stages. The scan ranges of the stages are all 100 microns, which are 
definitely sufficient for the project. The closed-loop resolution was 0.3 nm in z direction and 
0.8 nm in x-y directions.  
Table  3-2 specifications 
Model P621.1CD P541.2CD 
Axis  z x-y 
Scan range (µm) 100 100u100 
Closed-loop resolution(nm) 0.3 0.8 
Hardware connection 
Two digital controllers were applied to position and move the stages, PI E-517 for the 1D 
stage and E710 for the 2D stage. The interface between the stage and digital controller is the 
Sub-D special connector. The interfaces between digital controller and PC are RS232 
common interfaces, as shown in Fig. 3-15.   
controller
stages
Sub-D special connector
PC
RS 232
 
Fig. 3-15 hardware connections of the stages 
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Configurations and commands 
After the connection, I should consider the configurations of the hardware. Table  3-3 shows 
the RS232 communication requirements between the controller and PC.  
Table  3-3 RS 232 configurations 
Model E517 (z) E710 (x-y) 
data rate 115.2kbps 9600 
data word 8 bits 8 bits 
stop bits 1 1 
parity none none 
Five example sets of commands were usually used in closed position control (Table  3-4). 
Other commands are similar in application.  
Table  3-4 commands 
commands explanation 
*IDN? type of controller, no matter if I have ^M^J or not. 
SVO A1 enable servo-control on channel A 
MOV A14 move PZT to 14 microns 
MVR A-1 move PZT to 13 microns(-1 relative to last target position) 
POS?A query of the current position of Axis A PZT 
3.5.3 Camera control 
Two CCD cameras were used to capture images of the sample and back focal plane. They 
were connected to the lab PC via the fireware 1394b interface. Settings of the cameras, like 
shutter speed, gain, etc can be controlled by the controlling software. The hardware 
connection is shown in Fig. 3-16. 
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CCD (BFP)
1394b
CCD (focal point 
imaging)
1394b
 
Fig. 3-16 CCD cameras connection 
3.5.4 SLM control 
According to the requirements of the reflected SLM from ForthDD Ltd, two kinds of 
software are applied. One is for sending image patterns to the SLM screen, the other one is 
used to control the operation of the SLM. Commercial software called FIVE DD, developed 
by ForthDD Ltd, is installed to operate the SLM. I developed a MATLAB program to 
generate patterns to the SLM. The overall design of the SLM application method is shown in 
Fig. 3-17.   
 
Fig. 3-17  configurations software and pattern software  
I adopted the MATLAB scripts on the LABVIEW platform to generate the SLM patterns. As 
the patterns vary with the pupil function I define, more details will in each chapter. Here, I 
only show the connection of the SLM to the PC.  
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Fig. 3-18 hardware connection of the SLM  
3.6 Imaging processing system 
According to the experiment requirement, the imaging processing system can be integrated to 
the LABVIEW controlling software by using the MATLAB scripts in the LABVIEW, or can 
be used separately in MATLAB platform. No matter which situation is applied, the flowchart 
is as shown in Fig. 3-19.  
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Start
Load images
Load 
finished?
Find the gravity 
center of the 
focal point
Yes
Define pinhole 
size
Integrate the 
response inside 
the virtual 
pinhole
Calculate the 
confocal 
response
No
Move to next 
point
Finished all 
points in x- 
direction?
Define a defocus
Yes
Show the 
grating image
End
No
(1) To read all the images into the computer MATLAB 
environment;
(2) To find the centre of the focal points;
(3) To calculate the pinhole size according to different ratio;
(4) To fix the pixels which is located in the virtual pinhole ;
(5) To integrate the confocal intensity response;
(6) To calculate the confocal field response;
(7) To normalize the confocal field response;
(8) To draw  curves;
(9) To obtain the images of the sample;
Fig. 3-19 Flowchart of the data processing program 
74 
 
3.7 Modifying the system by using a phase SLM 
In the above sections of this chapter, I introduced the development of a systematic 
instrumentation, including the optical part and control part, etc. Based on this instrument, I 
operated the experiment introduced in chapter 4: confocal surface plasmon resonance 
microscopy with pupil function engineering. Both the experimental V(z) curves and grating 
line scan imaging based on that instrument worked well. However, after that experiment, I 
found some limitations of that system, for instance the experiment works better with a higher 
NA objective, limitations of amplitude modulation, etc. In order to optimize this project, 
another system was built up. The basic framework is similar and only two parts are modified, 
like using the NA1.45 objective to replace the 1.25NA objective and exploiting a phase SLM 
to replace the amplitude SLM.  
3.7.1 NA=1.45 objective 
During the experiment, I found that if the thickness of ܱܵ݅ଶ grating was bigger than 20nm, I 
were rather struggling modulating the back focal plane by using the proposed pupil function 
with the 1.25 NA objective lens, even if I have optimized the pupil function by blocking part 
of the background illumination. The distribution of the pupil functions and location of 
plasmonic angle is shown to illustrate the reason in Fig. 3-20. The SPR dip is shown in red 
curve when using the 50nm gold sample in air directly. The normalised intensity of the beam 
profile around the plamonic angle is about 0.88. However, if the dielectric is coated, for 
example, 30nm BSA (Bovine serum albumin, n=1.43), the plasmonic angle will be much 
higher and the beam intensity around this angle will be around 0.5 in theory. In the 
experiment, the ripples due to the SPs will be much worse for two reasons: firstly, the actual 
aperture of the system is lower than the nominal value 1.25; secondly the actual pupil 
function of the commercial objective varies with incident angle.  
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If NA=1.25 
 
If NA is less than 1.25 and is about 1.20 
Fig. 3-20 SPR dip movement of different samples when using 1.25 NA objective 
In the experiment, I found that the actual NA of the nominal NA1.25 oil immersion objective 
lens is around 1.20. The beam intensity around this angle is around 0.3 in theory as shown in 
Fig. 3-20 (b), which makes the contrast much lower than I expected, not to mention that the 
original un-modulated beam profile is subject to the Gaussian function and the real pupil 
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function of the commercial objective lens is not uniform. For these reasons, I removed the 
1.25NA objective lens and adopted another 1.45NA objective lens.  
3.7.2 Phase SLM setup 
The new system is similar to the old one, except for the SLM part. All the modifications are 
around the phase SLM, including the illumination part, hardware control connection part, and 
control software development part.  
Optics of the modified system 
The schematic diagram of the optics is still as shown as in Fig.3-3. Only two parts are 
modified, beam expander and illumination source control.  Firstly, as a higher NA objective 
lens is exploited. This means a bigger clear aperture can be obtained. In order to fill in the 
aperture of the 1.45NA objective lens, another stage of 2X beam expander is added in front of 
the old 10X beam expander, as shown in the red dashed line box in Fig. 3-21.  
 
Fig. 3-21 Modified beam expander 
Secondly, as the phase SLM does not require switching as described in section 3.4.3, the 
controlling part of the illumination source is much easier than the old one. Both the Bragg 
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Cell and high frequency generator can be removed from the controlling section. Hardware of 
the SLM control will be introduced in detail in 5.2.3. 
Thirdly, optics alignment of the phase SLM is different. In the alignment of the amplitude 
SLM one, a polarized beam splitter was used and a polarizer was located in front of the 
DPSOLWXGH6/0WRPDNHVXUHWKDWDOOWKHLQSXWEHDPWRWKHDPSOLWXGH6/0WREHµV¶ZKLOHLQ
the new alignment, a normal non-polarized beam splitter was applied and a half wave plate 
was put in front the phase SLM as shown in Fig. 3-22.  A half wave plate is located in front 
of the SLM to adjust the polarization of the illumination, which defines the modulation mode 
of the phase SLM. By rotating the half wave plate, I can use the pure phase mode of the SLM. 
Details on how to define and adjust different modes of the phase SLM will be provided in 
QH[WVHFWLRQ,IWKHSL[HOLVµRQ¶WKHSKDVHRIWKHEHDPZLOOEHPRGXODWHGDQGLILWLVµRII¶QR
modulation is applied. Since a non-polarizing BS is used, both the modulated and un-
modulated beam can pass through the BS. Considering the whole SLM, by setting some of 
WKH SL[HOV µRQ¶ DQG VRPH SL[HOV µRII¶ ZKLFK PHDQV VRPH SL[HOV DUH PRGXODWHG DQG VRPH
pixels are un-modulated, I can generate the phase pattern. The method of generating patterns 
will be introduced later in section 3.7.3 of this chapter. Specific patterns I applied in the 
experiments will be introduced in each chapter of the experiments themselves.  
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Fig. 3-22 optics alignment of the phase SLM 
Hardware connection 
 
Fig. 3-23 hardware connection 
79 
 
Control software development 
The general flowchart is shown in Fig. 3-24. It includes 4 steps:  
1) Read interface.ini to initialize the SLM, including : 
¾ Liquid crystal type 
¾ Toggle rate 
¾ Frame rate 
¾ Laser setting 
¾ Path to a sequence file (user defined SIF file (.sif)): 
One thing needs to be paid attention here. For the user developed labview software, 
the images files can be located any disc in the computer; however, if using the 
commercial software (BLINK) from the BNS Company, all the controlling bmp 
image files should be copied to the Image subfolders under the software installation 
folders. 
¾ Path to a SLM phase compensation file  
¾ Path to the system phase compensation file (ignored if no) 
2) For the first loop to operate the SLM, the normal routine is : 
¾ Call construction, which will open the communication to the hardware 
¾ Set Download mode 
¾ Preload a sequence of images to the memory 
¾ Set run parameters, like Frame rate and Laser setting, etc 
¾ Read LUT (look-up table) file 
It needs to illuminate that the LUT of slm7186.lut should be used for the linear case, 
other than the linear.lut. 
¾ Load compensation files 
¾ Update the SIF file 
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¾ Select image (which image needs to be read currently) 
3) In the following procedure 
¾ Turn on the power 
¾ Select Image 
¾ Turn off the power 
4) After all the procedure, call the deconstruction to close the communication to the 
hardware 
Start
End
Initialize 
SLM
Is it the first 
time to operate 
the SLM
Run the normal 
routine procedureY
Run the 
simplified 
procedure
N
Call 
deconstructio
n dll
 
Fig. 3-24 flow chart of the software control 
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3.7.3 Phase SLM modulation 
In this system, I have to use only one phase SLM to modulate both the amplitude and phase 
simultaneously and independently. Reasons will be explained in chapter 5 and 6. In this 
section, firstly, I will show the method to modulate the amplitude by using an only-phase 
SLM; then I will show how to modulate the pure phase by using the only-phase SLM; Finally, 
I will show if the modulation of the two terms is independent.  
3.7.4 Amplitude modulation by using a phase SLM 
Here, I will show how to modulate an amplitude pattern by using a phase SLM. I devise a 
method of using four pixels on the PSLM as a cell to eliminate the amplitude (Fig. 3-25).  
 
Fig. 3-25 Four pixels to eliminate the amplitude 
As I use the phase mode of the phase SLM, theoretically, the pixels of different phase should 
have same amplitude. For each pixel, the amplitude can be expressed as: 
                                       0
cos( )mA A tZ I                                Eq.3-5 
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For the 1D case,  
 
Fig. 3-26 1D pixel pairs of phase elimination 
Let us take a pixel pair with different phase (Fig. 3-26 b) to calculate the effective amplitude. 
                         
1
2
cos( 0)
cos( )
m
m
A A t
A A t
Z
Z S
 
                                         Eq.3-6 
By adding 1A  and 2A ,  
1 2 2 2cos( 0) cos( ) cos( )cos( ) 0tot m m mA A A A t A t A t S SZ Z S Z           Eq.3-7 
For the (Fig. 3-26  a) and (Fig. 3-26  c) case, obviously, the amplitude will be doubled. 
In the experiment, a 2D pattern is needed for the amplitude modulation. Therefore, I need to 
use four pixels as a cell to eliminate the amplitude and simulate the real amplitude pupil 
function patterns (Fig. 3-27).  
 
Fig. 3-27 2D pixels cells of phase elimination 
3.7.5 Phase pattern modulation 
In order to modulate the phase pattern, I need to obtain the relation between greyscale level 
and phase variation. I built a simple system and obtained the relation by fitting the curve as 
shown in Fig. 3-28. Blue curve is the plotted experiment data and red line is the fitted data.  
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Fig. 3-28 Relation between the greyscale level and the phase variations 
After fitting the curve, I can find the function between the greyscale level and the phase 
variations: 
                               
1
32.31 * 0.425P G                                        Eq. 3-8 
Where, G is the greyscale level, and P is the phase variation.  
In the experiment, actually, I need to calculate what kind of patterns I want to use according 
to the phase variations I want, so the reverse function is: 
                              32.31* 1.374G P                                        Eq. 3-9 
As greyscale level cannot be negative, I rewrite the function to be  
                                32.31*( 0.425)G P                                      Eq. 3-10 
The principle I used to modulate the phase in the experiment is just based on this function. A 
table (Table  3-5) is calculated to show how I modulate the phase by varying the greyscale 
level of the input BMP file. In the phase stepping experiments in chapter 6, the 0, 90º, 180º, 
270º phase shifts were obtained from the blue calibration curve rather than the linear fit. 
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Table  3-5 phase modulation lookup table 
Theoretical phase 0 
ߨ ? ߨ  ?ߨ ?   ?ߨ 
Calibrated phase 0+0.425  ?ଶ+0.425 ߨ+0.425  ?ߨ ? ൅  ?Ǥ ? ? ?  ?ߨ ൅  ?Ǥ ? ? ? 
Greyscale (0-
255) 0 50.7 101.5 152 203 
Greyscale (0-1) 
for BMP file 0 0.1990     0.3981     0.5971     0.7961 
For example, if I want to generate a pattern with phase rings from 0 to 2ߨ as shown in Fig. 
3-29 (a), by using the function I obtained or look-up the above table, I can generate the 
greyscale BMP file as shown in Fig. 3-29 (b). Then I load the bmp to the SLM to modulate the 
phase profile. It is necessary to point out that this bmp is just an example pattern. For the 
respective experiment, I will design and generate the patterns according to the specific 
experimental requirements.  
 
(a)  
 
 
100 200 300 400 500
50
100
150
200
250
300
350
400
450
500
0
1
2
3
4
5
6
85 
 
 
(b)  
Fig. 3-29 An example of generating pattern and modulate the phase profile; (a) an example of phase ring pattern; 
(b) the generated greyscale BMP image calculated from the phase ring pattern in (a). 
3.8 Summary  
In this chapter, I have described the development of the experimental system, including the 
optics system, controlling system, data processing system, etc. owing to the limitations of the 
old system, another new system was designed. As the whole framework exist the same, only 
two modifications were introduced briefly: i) higher NA objective lens; ii) phase SLM. 
Details on how to modulate the phase SLM and the test of the phase SLM before applying it 
will be demonstrated in chapter 5. 
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4    Confocal surface plasmon resonance 
microscopy with pupil function engineering 
Surface plasmon microscopy can measure local changes of refractive index on the micro 
scale. Interferometric plasmon imaging delivers quantitative high spatial resolution images 
sensitive to refractive index. In addition, the so called V(z), allows image contrast to be 
controlled by varying the sample defocus without substantially degrading spatial resolution. 
Here, I show how a confocal system provides a simpler and more stable alternative. A spatial 
light modulator is applied to engineer the microscope pupil function to suppress light that 
does not contribute to the signal and smooth the sharp edge of the aperture to remove the 
noisy frequency. In this chapter, I will firstly provide a simple introduction, theory of V(z), 
pupil function engineering, simulation results and lastly experimental results.  
4.1 Introduction 
It has been shown previously in section 2.3.4 that a scanning heterodyne interferometric 
microscope with an oil immersion objective can be used for high resolution surface plasmon 
(SP) imaging [4, 5, 7, 8]. The essential idea is that when the sample is moved above the focal 
plane of the objective there are two major contributions to the output signal one arising from 
the SP and the other arising from light directly reflected from the sample. As the sample is 
defocused the relative phase between these contributions changes leading to an oscillating 
signal whose period depends on the angle of incidence at which SPs are excited. More 
recently this idea has been extended to a wide-field configuration [9]. 
The problem associated with the interferometric configuration is that it places severe 
demands on system stability and in the case of the heterodyne system acousto-optic 
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modulators and associated electronics are required. The scanning heterodyne interferometer 
[4, 5, 8] involves a separate reference and sample arm which places severe demands on 
system stability. The confocal SP system offers a more compact and stable alternative which 
is compatible with commercial instruments. 
In the previous scanning interferometer the interference signal is recovered from the product 
of the returning field in the back focal plane (BFP) and the reference beam so that this signal 
is proportional to the integral of the reflected field (assuming a uniform reference beam). An 
ideal confocal system is also dependent on the integral of the field returning from the sample. 
This can be easily understood by realizing that the lens A of Fig. 1-2 performs a Fourier 
transform between the BFP and the pinhole plane. The signal on the axis of the pinhole plane 
is therefore proportional to the DC or average value of the field in the BFP which is, in turn, 
proportional to the integral of the field in the BFP. Since the detected field is proportional to 
intensity the output depends on the square of the integral of the field which gives reduced 
contrast as discussed below.  
4.2 Theory of confocal scanning SPRM  
4.2.1 Theory of V(z) 
The output signal from a confocal microscope with a small pinhole can be written, with a 
simple modification of the formulation given for the heterodyne interferometer[4] as: 
     
       max
22
2
0 0
( ) ( ) ( ) ( ) exp(2 cos )
s
co in out p sI z V z P s P s r s r s jnkz dsd
S
D I E I T Iª º  ¬ ¼³ ³
    
Eq. 4-1 
Where Ico(z) is the output signal as a function of defocus, z. V(z) is the field as measured in an 
interferometer. Pin and Pout are the input and output pupil functions as a function of s, the sine 
of the incident angle, T. rp(s) and rs(s) are the complex amplitude reflection coefficients for p- 
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and s- polarizations respectively. DI and EI represent the variation in the proportion of p- 
and s- polarized light respectively as a function of azimuthal angle, I; for linear input 
polarization (and copolar detection) DI=cos2(I) and E(I)=sin2(I), for radial DI=1 and 
EI=0. n is the refractive index of the immersion oil, and k is 2SȜZKHUHOis the free space 
wavelength of the light. In this chapter, all the theoretical V(z) curves are calculated using Eq. 
4-1. For the gold sample, pr  and sr are calculated using the model of three layers Fresnel 
equations and the code written by Somekh mentioned in section 2.1.4. For a non-plasmonic 
sample like an ideal mirror, I use pr =1 and sr =1.   
The systematic diagram is shown in Fig. 4-1. 
 
Fig. 4-1 systematic diagram of defocus and back focal plane  
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The true confocal response can be regarded as coherent since it is formed as the integral of a 
field; however, for finite size pinholes the response becomes partially coherent and cannot be 
written as a single integral over field or intensity. Apart from the squaring effect there is one 
other difference between the interferometric and confocal response. In the interferometer, the 
reference beam acts as a polarizer so only copolar components are detected, if there is no 
polarizer before the pinhole then cross polar components can also be detected. The total 
intensity detected is therefore the sum of copolar and cross polar, Icr(z) contributions 
                           
   ( )tot co crI z I z I z                                        Eq. 4-2 
Where the Icr(z) is given by equation 1 with     1 sin 22D I E I I   for linear polarization. 
For a point pinhole the cross polar terms disappear[86], and increase as the pinhole is opened. 
In previous literature [4, 5], the researchers have demonstrated that the V(z) effect exists in a 
two arm interferometric system. Here, I show that the same V(z) effect also exists in the 
confocal system.  
4.2.2 Period of ripples on V(z) 
Examining Fig. 4-1 I see that the presence of the confocal pinhole ensures that only light 
appearing to come from the focus returns to the pinhole. The presence of the confocal pinhole 
thus defines the allowable propagation paths (P2 of Fig. 4-1) of the detected SPs thus 
ensuring that the resolution is determined by the footprint of the optical beam rather than 
their propagation length [5]. When the sample is moved away from the focus towards the 
objective there are two major contributions to the signal detected at the confocal pinhole. The 
first is light close to normal incidence that will return to the pinhole and the second is the SP 
path discussed above. As the sample is defocused by a distance 'z, under conditions 
discussed below, the phase between the normal incident beam and the SP beam changes: 
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4
    ref
n
z
SI O'  '                                   Eq. 4-3 
                                       
4
cos  plas p
n
z
SI TO'  '                               Eq. 4-4 
Where the subscripts µUHI¶ DQG µSODV¶ GHQRWH WKH SKDVH VKLIWV DVVRFLDWHG ZLWK WKH QRUPDO
incidence and the plasmon beams, n is the refractive index of the couplant, essentially, the 
coupling oil, Ʌ୮  denotes the incident angle of the SP, and Ȝ is the wavelength of the 
illuminating radiation in vacuum. The relative phase between the reference and the SP 
contributions at the pinhole thus varies with defocus 'z as: 
                                          4 1 cos pn zSI TO'   '                             Eq. 4-5 
So that the relative phase changes by 2S with a period given by: 
                                           2 1 cosp pz n
O
T'                                   Eq. 4-6 
This 2S phase shift corresponds to one cycle of oscillation observed on the so-called V(z) 
curve, so the period of the oscillation can be used to determine Ʌ୮ from which the real part of 
the wave number of the SP ( p2ʌnsinș /Ȝ ) or phase velocity pc/(nsinș )  can be determined. 
µ9LUWXDO¶SLQKROHVRIFRQIRFDOPLFURVFRSH 
In a confocal microscope, the performance depends on both the illumination and the detection. 
7KH OLJKW IURP WKH VDPSOH LV LPDJHG RQWR D µSLQKROH¶ LQ WKH LPDJH SODQH KRZHYHU WKH
illumination is in the form of a focused spot coming from a collimated beam as the image 
from a point sample. Although traditionally a physical pinhole is used in confocal microscopy, 
it is often more convenient to use an electronically configurable pinhole. That means the 
physical aperture in the imaging space is unnecessary. Instead, selection of the CCD pixels 
determines the pinhole size as shown in Fig. 4-2.  
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Fig. 4-2 Schematic diagram of scanning point image on CCD 
The squares refer to the pixels of CCD, the orange refers to the centre of focal point of the 
scanning point, and the red refers to the Airy disc in the system. From this point of view, it 
can be seen that in the system, the actual aperture is not a physical one. Actually, what I use 
is a virtual aperture, whose size can be defined in the imaging processing programs. This 
solution makes the system much easier and more versatile than a traditional confocal one. For 
instance, it is more convenient to adjust the aperture size according to different applications. 
Apparently, the solution by using virtual concept instead of physical object is consistent to 
the trends of modern science. More details about how to process the images will be provided 
in the image processing section. 
4.2.3 Influence of pinhole size on V(z) 
It is well known that the pinhole is the µVRXO¶RIWKHFRQIRFDOWHFKQLTXH$Vthe system adopts 
the confocal technique, it is necessary to discuss the influence of pinhole size to V(z). What 
will happen if I use different pinhole sizes, as shown in Fig. 4-3.  
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Fig. 4-3 different pinhole sizes 
Fig. 4-4 shows simulation results obtained for the confocal system as a function of defocus 
for different diameters of pinhole. From the curve I note the periodic ripple for negative 
defocus characteristic of the interference between the direct reradiation reference and the 
excited SPs. The presence of the pinhole means that only those that appear to come from the 
focus pass through the pinhole. This leadV WR D FKDUDFWHULVWLF SHULRGLFLW\ RI WKH ULSSOH ǻ]
given by Eq. 4-4. The confocal arrangement thus serves to define the path of the SPs. As the 
pinhole becomes wider SPs emitted from different positions are detected and I would expect 
the ripples to become less well defined as can be seen from the simulation results in Fig. 4-4.  
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Fig. 4-4 Simulated V(z) curves for different pinhole diameter. Solid curve 50nm bare gold, dashed curves gold 
with 10nm overlayer with refractive index 1.5. Each pinhole diameter displaced by 0.1 in y-axis and overlayers 
displaced by 0.05 in y-axis to distinguish the curves. Pinhole radii defined in terms of radius of Airy disc 
(0.61Ȝ/NA ) are shown in the legend. 
It can be seen that for a pinhole radius less than 0.25 of the radius of the main lobe of an Airy 
disc the response is almost the same as the ideal confocal case with a point pinhole. For 
values of 0.5 the ripples become less distinct almost disappearing when the pinhole is equal 
to the radius of the Airy disc. The plots of Fig. 4-4 include both copolar and cross polar 
components as described by Fig. 4-4, however, the effect of the cross polar term for pinhole 
diameters less than 0.5 was considerably less than 1% of the total signal. The dashed curves 
of Fig. 4-4 show the same situation with a 10nm coating of index 1.5, and that the period of 
the ripples changes allowing the local refractive index of the layers to be determined. It 
should be noted that in order to see the lower levels in Fig. 4-4 clearly, the plots of Fig. 4-4 
show     or V z I z  which is, of course, what is measured in an interferometer but in the 
confocal arrangement I detect the square of this quantity which means that the range of 
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signals between the peak value and the ripples will be much greater. Later I will discuss the 
use of different pupil functions that reduce the range of signals and enhance the ripples 
relative to the peak signal in section 4.3.4. Throughout this thesis I plot the magnitude of the 
field rather than the measured intensity for clarity.  
4.3 Pupil function engineering 
In this experiment, I proposed a technique of pupil function engineering to modulate the pupil 
function of the system. I developed several pupil function patterns and used an amplitude-
SLM (ASLM) to realize it experimentally. Here, I will first describe why I require pupil 
function engineering and analyze it from simulation, secondly, how to realize it in an 
experiment by selecting pixels and random WR EH µRQ¶ DQG µRII¶ DV GHVFULEHG LQ FKDSWHU 
thirdly showing simulation results described.  
4.3.1 Pupil function engineering 
Sharp edge effect on non-plasmonic case 
I do not want spurious ripples to exist when a non-plasmonic sample is used. However, 
because of the sharp edge effect on a non-plasmonic sample, ripples do exist on V(z) of non-
plasmonic case as shown in Fig. 4-5. These ripples can be calculated by using the Eq. 4-1 in 
section 4.2.1. For a mirror sample, both of pr and sr equal to 1 therefore the V(z) response of 
the mirror will be : 
          
   max2
0 0
( ) ( ) ( ) exp(2 cos )
s
in outV z P s P s jnkz dsd
S
D I E I T Iª º ¬ ¼³ ³
         
Eq. 4-7
 
For p polarization,  
                                          
( ) 1
( ) 0
D I
E I
 
                                  Eq. 4-8
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So  
                     
max
0
( ) ( ) ( )exp(2 cos )s in outV z P s P s jnkz dsT ³                 Eq. 4-9 
As the system is a reflection one, the beam passes the objective lens twice so the input pupil 
function and the output pupil function are the same and both of them refer to the pupil 
function of the objective lens, expressed as: 
                           
max 2
0
( ) ( )exp(2 cos )s objV z P s jnkz dsT ³                   Eq. 4-10 
Where, s refers to sine of the incident angle. 
Eq. 4-10 shows that the V(z) response of a mirror is actually the Fourier transform of  the 
pupil function of the objective lens with the change of variable [6, 87]. Because of the limited 
clear aperture of the objective lens, the edge is relatively sharp which will generate some 
ripples on the Fourier transform of the objective lens pupil function, the response of V(z) of 
mirror. Details on the mathematical derivation can be found in [6]. The period of the ripples 
is about 0.48 microns when using a NA1.25 objective lens. Actually, the method of 
measuring the period of the ripples can be used to evaluate the objective lens and check if the 
actual NA is that quoted by the manufacturer[81]. For example, if I decrease the NA to be 
1.20, the period is about 0.53ȝm, which matches with the experimental results shown later in 
the experimental section (Session 4.5).  It is necessary to mention that the amplitude of the 
first ripple is about 8.6% of the peak value and the second one is about 3.7%. These data will 
be used below to compare the contribution from the SPR and the sharp edge.  
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Fig. 4-5 V(z) of non-plasmonic sample. The ripples are caused by the sharp edge effect. 
Influence of sharp edge effect to plasmonic case 
Ideally, there should be no sharp edge effect at all, which means that no ripples exist for a 
non-plasmonic sample. Or, from the point view of the experiment, if the ripples of the noisy 
sharp edge effect are much smaller than the SPR signal ripples, I can ignore the noisy ripples. 
However, if they are comparable, I need to take the noisy ripples into account.  Both 
simulation and experiment have been done to compare them. Here, I will demonstrate the 
simulation result as shown in Fig. 4-6. Experimental results can be found later this chapter in 
the experiment results section (section 4.5). The plasmonic sample here in the simulation is a 
sandwiched three-layer structure, which comprises of coverglass (n=1.518), 50nm Au and air. 
The V(z) of the plasmonic case is a combination of the SPR effect and noisy sharp edge effect. 
The V(z) of the non-plasmonic case is the sharp edge effect.  
Ideally, the plasmonic case should have a regular period ripples on its V(z) curves. However, 
because of the sharp edge effect, the combined V(z) curve of the plasmonic case shows an 
irregular periodic structure. Furthermore, the sharp edge ripples have comparable amplitude 
with the SPR ripples. It is for this reason that I proposed the technique of pupil function 
-6 -4 -2 0 2 4 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Defocus (Pm)
N
o
rm
a
liz
e
d 
m
o
du
lu
s 
o
f i
nt
eg
ra
te
d 
fie
ld
97 
 
engineering. Another advantage of improved SNR resulting from pupil function engineering 
will be discussed later in section 4.3.4. 
 
Fig. 4-6 V(z) curves comparison between plasmonic and non-plasmonic samples 
4.3.2 How to remove the sharp edge ripples 
As the illumination beam is increased, the beam profile in the aperture of the objective lens is 
almost flat, as shown in Fig. 4-7 (a). I call this sharp edged illumination. Its 2D profile is 
shown in Fig. 4-7 (b). As I analyzed above, in order to eliminate the noisy ripples on the V(z) 
curves, I need to smooth the edge of the pupil function. I propose a function which can fulfil 
my purpose as shown in Fig. 4-7 (c) and (d). Compared to the sharp edged illumination, the 
pupil function I proposed is quite smooth. The distributions of the un-modulated pupil 
function and modulated pupil function are shown in Fig. 4-7. The Fig. 4-7 (a) is the 1D un-
modulated pupil function distribution and Fig. 4-7 (b) is the 2D distribution. The excitation of 
SPR by p-wave is also shown in green line. Fig. 4-7 (c) is the 1D modulated pupil function 
distribution and Fig. 4-7 (d) is the 2D distribution. It illustrates clearly that the pupil function 
I proposed is smooth enough at the edge of the aperture.  
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Fig. 4-7 Distribution of the un-modulated pupil and modulated pupil function 
A comparison between different V(z) curves using the sharp edged pupil and the pupil 
function modulated illumination is shown in Fig. 4-8.  
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(b) 
 
(c) 
Fig. 4-8 V(z) curves comparison between the sharp edged and the pupil function modulated illumination; (a) with a 
non-plasmonic sample; (b) with a plasmonic sample (coverglass/50nmAu/air); (c) V(z) curves comparison between 
the non-plasmonic and plasmonic sample with the pupil function modulated illumination 
Fig. 4-8 (a) shows the V(z) curves comparison between the sharp edged and the pupil function 
modulated illumination with a non-plasmonic sample. As expected, the V(z) curve with the 
pupil function modulated illumination has less noisy ripples than those formed when using 
the sharp edged pupil. When a plasmonic sample (coverglass/50nm Au/air) is inserted, by 
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eliminating the noisy pupil function ripples, the V(z) curves show regular ripples which are 
subject to a decaying exponential distribution, as shown in Fig. 4-8(b). In order to 
demonstrate the results clearly, I plot the V(z) curves of plasmonic sample and non-plasmonic 
sample by using the modulated pupil function in Fig. 4-8(c). It shows clearly that: i) by using 
the proposed pupil function, the noisy ripples are greatly reduced; ii) for a non-plasmonic 
case, the sharp edge ripples are very small on the V(z) curve; iii) for a plasmonic case, the 
ripples are regular as I expected. I also need to notice that the ripples have very small 
amplitude, is it possible to increase their magnitude? In the next section 4.3.4, I optimize the 
pupil function and make the enlargement of ripples possible.  
4.3.3 Another application of pupil function engineering 
After removing the noisy ripples, I find that the contrast is still very poor compared with the 
background. Here, I analyze the principle again to find the reason. Fig. 4-9 shows that basic 
principles of the confocal SPR system. As mentioned, V(z) is formed by interference between  
WKH GLUHFWO\ UHIOHFWHG VLJQDO µ5HI¶ DQG WKH 63 VLJQDO 7KHUHIRUH I can suggest that the 
LOOXPLQDWLRQEHWZHHQWKHµ5HI¶DQGµ63¶LVXVHOHVVEDFNJURXQGDVWKHEODFNSDUWVKRZQLQFig. 
4-9. This is the reason that the V(z) curves with the modified pupil function provides low 
contrast.  
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Fig. 4-9 optimizing the V(z) curves 
It should be noted that no sharp edge should appear in any part of the pupil as other noisy 
ripples will appear. Based on this, I proposed another pupil function called Pup2, red curve in 
Fig. 4-10(a). By comparison the Pup1 (blue curves in Fig. 4-10(a)), it is clear that: 1) the new 
pupil function shares the smooth edge with the original one; 2) it blocks some useless 
background; 3) For the blocked part, it also shares smooth edge. By fulfilling the three points, 
the new pupil function provides higher contrast but the same advantage of reduced noisy 
ripples. In order to show how I blocked the background, 2D and 3D shapes of the new pupil 
function are shown in Fig. 4-10 (b) and (c). Simulated V(z) curves of gold and mirror by 
using two designed pupil functions are shown in Fig. 4-10 (d) and (e) respectively. It is 
obvious that the contrast is much higher using the new pupil function (red curves in Fig. 4-10 
(d)).  
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(a)                                                                  (b) 
  
(c)                                                                                    (d) 
 
 
(e) 
Fig. 4-10 Distribution of new pupil function and the simulated V(z) curves.(a) 1D pupil function distribution; (b) 
2D pupil function distribution; (c) 3D pupil function distribution; (d) V(z) curves comparison between  Pup1 and 
Pup2 when using a gold sample; (e) (d) V(z) curves comparison between  Pup1 and Pup2 when using a mirror. 
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4.3.4 Realization of pupil function modulation 
The pattern from the SLM (Forth DD, SXGA-R5) was imaged onto the BFP of the objective 
to modulate the pupil function of the scanning system. SXGA-R5 is a fast switching, all 
digital, high resolution, and 24-bit native color depth reflective micro display. It is designed 
to control the reflected intensity distribution by varying the illumination time of the reflected 
light; this approach works well when viewing an intensity image. For this application, 
however, I need to interfere different portions of the light reflected from the sample so that all 
parts of the beam need to be on for the same time. I therefore use binary patterns on the SLM 
VRWKDWHDFKUHJLRQLVHLWKHUµRII¶RUµRQ¶DQGI effected the gray scale modulation of the pupil 
function by changing thHGHQVLW\RI µRQ¶SL[HOV)RU LQVWDQFH IRUDUHJLRQZKHUHD VSHFLILF
intensity is required I select pixels with a random number generator with a probability 
proportional to the weighting required for the pupil function in the desired region. In effect, I 
have used the fact that there are large numbers of pixels in the SLM (1280 by 1024) to 
replace temporal modulation with spatial modulation. Measurements can be repeated with 
different pupil functions to average out the randomness in the pupil functions, however, in 
practice, this was not found to be necessary. 
4.3.5 Simulation results by using ForthDD ASLM 
As I select the pixels of the ASLM randomly to generate the greyscale level, now I need to 
demonstrate that I can generate V(z) by using this method. A simulation is done here to show 
it. I compare the responses between the 2D greyscale pattern and the 2D randomly select 
pixels with SLM. The BFP is shown in Fig. 4-11. Fig. 4-11 (a) is the BFP of the direct 
greyscale pattern and Fig. 4-11 (b) is that by using the randomly select pixels with the 
ForthDD SLM.  
104 
 
 
(a) 
 
(b) 
Fig. 4-11 (a) Ideal pupil function with plasmonic response superimposed; (b) Realization of pupil function with 
pixellated defects.   
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V(z) curves comparison is shown in Fig. 4-12. In order to clarify them, the field response of 
V(z) with ForthDD SLM is added by 0.1. The results demonstrate that I can use the ForthDD 
SLM to generate a greyscale pattern and modulate the BFP of the system.  
 
Fig. 4-12 Simulated V(z) comparison response with continuous distribution and pixellated distribution from ASLM 
 4.4 Methodology in confocal SPRM 
4.4.1 Changes of V(z) periodicity and contrast mechanism of grating 
I can obtain a V(z) curve by using the basic sandwiched sample structure (cover glass/Au/air). 
What will happen if any kind of dielectric is coated on the surface of gold? Fig. 4-13 shows 
the difference between the V(z) curves of uncoated and 20nm BSA (Bovine serum albumin, 
n=1.43) coated sample. The two V(z) curves provide different ripple period and the coated 
sample has shorter period.  
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(a) 
 
(b) 
Fig. 4-13 (a) Pupil function distributions. The blue and red dashed curve shows the p-polarization reflection 
coefficient with respect to the aperture of the microscope object using bare gold and 20nm BSA coated gold 
respectively. This shows the SP dip relative to the objective aperture. The green curve shows the modified pupils 
to optimize contrast and reduce oscillations due to hard cut off in the lens aperture.  (b)V(z) movement of coated 
and uncoated samples regions explaining contrast mechanism and its reversal. 
Fig. 4-14 shows a grating structure (20nm BSA/air). What will happen if I fix the defocus and 
scan the x-direction. For example, if I IL[WKHGHIRFXVDWµ$¶LQFig. 4-13, the BSA coated part 
provides higher V(z) and the uncoated part has lower response, the grating line scanning 
image is like (b) in Fig. 4-14. If I IL[ WKH GHIRFXV GLVWDQFH DW µ%¶ LQ Fig. 4-13, the V(z) 
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response of the coated and uncoated part will reverse, and the grating line scanning image 
will be like (c) in Fig. 4-14. This is the contrast mechanism of the confocal SPR microscopy.  
 
Fig. 4-14 (a) BSA grating structure; (b) theoretically grating image when using near defocus; (c) inverted 
theoretically grating image when using farther defocus;  
4.4.2 Centre of gravity calculation in experimental data processing 
,QRUGHUWRGHILQHWKHµYLUWXDO¶SLQKROHI need to find the centre of the focal point. The easiest 
way is to define the brightest point. However, it is not practical in real experimental data 
processing. For example, an example image of focal point is shown in Fig. 4-15 (a). It is 
obvious that the brightest point is not the centre of the focal point. I need to consider another 
more reliable evaluation algorithm.  
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(b) 
Fig. 4-15 An example of experimental focal point (worst case). (a) shows the focal point image; (b) shows the 
image after cutting the surrounding.  
I used the algorithm based on centre of gravity, which is also called centre of mass in physics. 
It is necessary to mention that in actual data processing, I remove the blurred surrounding of 
the focal point (Fig. 4-15 (b)) and then calculate the centre of gravity, in case that the blurred 
surrounding is asymmetric. In the situation, the centre of gravity on the CCD can be 
expressed as:  
                             
i
y
i
PixelVal x
x
x
 u 
¦
¦                              Eq. 4-11 
                             
i
x
i
PixelVal y
y
y
 u 
¦
¦                              Eq. 4-12 
Where, PixelVal is the greyscale value of each pixel; ݔ௜ is the horizontal position of each 
pixel, from 1 to 640; ݕ௜  is the vertical position of each pixel, from 1 to 480; x is the 
horizontal position of the centre; y

 is the vertical position of the centre. 
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4.5 Experimental results 
In this section, four aspects will be discussed: 1) BFP images modulated and un-modulated 
with the SLM; 2) effect of pinhole size; 3) V(z) curves with modulation and without 
modulation; 4) grating line scan images. 
4.5.1 BFP images obtained using Amplitude SLM 
As mentioned in chapter 3, I used two cameras in the system. One is for the focal point image, 
another one is for the back focal plane. By detecting the back focal plane image, it shows 
how the modulation works and can analyze the sample from the position of SPR dip. Here, I 
will compare the difference from the point of BFP images, as shown in Fig. 4-16. (a) is the 
BFP image of the mirror without modulation; (b) is the plasmonic BFP image without 
modulation; (c) is the BFP image of the non-plasmonic with modulation by using the 
proposed Func 1 pupil function; (d) is that of the plasmonic case with modulation by using 
Func 1; (e) is that of the non-plasmonic case with modulation by using Func 2. It is worth 
mentioning that the BFP image in (e) is not as good as the others, because I did not block the 
cover of the system and background light were present when I grabbed this image.  
   
(a)                                                                                  (b)  
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(c)                                                                                   (d)  
 
(e)  
Fig. 4-16 Back focal plane images; (a) non-plasmonic without pupil function modulation; (b) plamonic without 
modulation; (c) non-plasmonic with modulation of Func 1; (d) plasnomic with modulation of Func 1; (e) non-
plasmonic with modulation of Func 2 
By comparing (a) and (b), it is obvious that the SPR dip exists in a plasmonic sample case, 
while no SPR dip in a non-plasmonic case. The SPR dip shows clearly that the SPR is excited. 
The BFP image in (c) shows clearly that the sharp edge in the original illumination was 
smoothed by using the proposed pupil function Func 1. The smooth edge then helps to 
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remove the noisy ripples in the V(z) curves. By now, I have demonstrated that: 1) SPR was 
excited in the experiment when using the three layer sandwiched sample structure; 2) the BFP 
was modulated as expected. It is also necessary to illustrate that the SPR is very weak by 
modulating the illumination, as shown in (d), however, I can still see clear ripples in the V(z) 
curve. This is one reason for the low contrast in this experiment. Two measures were 
proposed to overcome it: to enlarge the SPR signal; to reduce the useless background.  
Firstly, in order to enlarge the SPR signal, I can locate the SPR dip position away from the 
edge of the aperture. If I fix the sample and just adjust the system, the only possible measure 
is to enlarge the objective NA. In the experiment in this chapter, I did not take this measure. 
After this experiment, in the following experiment, I used a 1.45NA objective from Zeiss. 
More details will be in next chapter. The second measure is to reduce the background. This is 
the reason I proposed the Func 2 pupil function. Experimental results are in the subsequent 
section.  
4.5.2 Effect of V(z) with different pinhole radii  
Fig. 4-17 shows experimental V(z) curves obtained from a coverslip that was coated with 
50nm gold and 1nm chromium. The numbers in the legend (0.01, 0.1, 0.5 etc.) means the 
pinhole radii ratio to the Airy disc radius. For the large pinhole diameters the system has the 
same transfer function as a wide-field imaging system and the ripples are not observed, as can 
be seen in the simulations of Fig. 4-4, as shown by the violet curve (ratio = 1) and black 
curve (ratio =2) in Fig. 4-17. For very small pinhole diameters the SNR is very poor since 
little light is detected (blue curve of ratio 0.01), so a suitable compromise between 
satisfactory confocal response and good SNR is, for pinhole size between 0.1 and 0.5 of the 
Airy disc (red and green curves); These are similar to the values used in most conventional 
confocal imaging experiments. Fig. 4-17 demonstrates that the V(z) effect is periodic with a 
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period of 741nm by the FFT method close to the expected value of 752nm, however errors in 
film thickness and properties and also changes in the pupil function [3] account for this 
difference. A systematic error in absolute period does not prevent the measurement of very 
small changes, which is the primary purpose of most SP sensors. Fig. 4-17 also shows that 
the contrast is low as I expected in simulation. In the section above, I mentioned that this 
problem was mitigated by optimizing the pupil function and blocked some useless 
background. Experimental data will be shown in the section below. 
 
                       Fig. 4-17 Experimental V(z) curves on 50nm gold sample for different pinhole radii 
4.5.3 Experimental V(z) curves  
V(z) curves without pupil function modulation 
In this section, I discuss the V(z) curves without pupil function modulation. For a confocal 
system, I have discussed that even if the sample is just a pure mirror (non-plasmonic sample), 
V(z) curve still presents some oscillatory behaviour which arises from the edges of the pupil 
function [7]. The experimental results (Fig. 4-18) show that the period is approximately 559 
nm, and the strength of the signal is also about 15% of the amplitude response at the focal 
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plane, which means that when using uniform illumination, it is difficult to obtain a good 
quantification.  
 
Fig. 4-18 V(z) curve of mirror and 50nm gold without pupil function modulation;  
V(z) curves with pupil function modulation 
In the pupil function engineering section, I analyzed why I adopted pupil function and how to 
optimize the V(z) curve by blocking part of the useless background illumination.  
 
Fig. 4-19 V(z) curves comparison with no pupil function modulation, modulated pupil function 1, and optimized 
modulated pupil function 2 
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According to the theory, both of the Function 1 and Function 2 should generate no ripples or 
quite low ripples when using a non-plasmonic sample, like a pure mirror. The experimental 
results are shown in Fig. 4-19.  The green curve is V(z) without pupil function modulation, 
the blue curve is that of the firstly proposed pupil function, called Func 1. It can be seen that 
the useless ripples frequencies are removed. Then the experiment using the optimized pupil 
IXQFWLRQFDOOHG)XQFPRGXODWLRQZDVDOVRRSHUDWHGVKRZQDVµUHG¶,WFDQDOVREHXVHGWR
remove useless ripple frequency. By now, I have demonstrated that the two functions work 
well in the system and can be used to reduce the ripples due to the pupil function, see Fig. 
4-19.  
Then the plasmonic sample was applied, which consisted of coverglass (n=1.518, diameter 
22mm, thickness 0.17-0.19mm), 50nm gold and air. 2 nm of chromium was also coated 
between the coverglass and the gold layer to help increase the adherence of the gold layer.  
The experimental results are shown below. It is obvious that, by using the Func1, I removed 
the noisy ripple frequencies and the V(z) curves just show the SPR (blue curve in Fig. 4-20), 
rather than a messy combination of noisy ripples and the signals (red curve in Fig. 4-20).    
 
Fig. 4-20 V(z) curves of 50nm gold without modulation and by using Func1 pupil function 
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However, as expected, the signal contrast is quite poor. That is why I designed another pupil 
function, called Func 2. I have showed that Func 2 did not introduce new frequencies to the 
V(z) and did be able to remove the noisy ripples as shown in Fig. 4-19. Here, the 
experimental results of 50nm gold were shown in Fig. 4-21. The blue curve refers to the 
firstly proposed pupil function, Func1, while the red curve refers to the optimized pupil 
function, Func2. It is obvious that the contrast is enhanced by using Func 2 instead of Func1, 
as Func2 blocks the background signal in the angular range between normal incidence and 
the region where SPs are excited greatly improves the SP contrast.  
 
Fig. 4-21 V(z) curves of 50nm gold by Func1 and Func2 pupil functions 
4.5.4 Grating image  
In order to demonstrate that the technique can be used for spatially resolved measurements, a 
Bovine serum albumin (BSA) grating was imaged. Fig. 4-22 shows the 1D line traces of the 
BSA grating when the defocus distances are -1.25 Pm (top left), -1.8 Pm (top right) and at the 
focal plane (bottom left) respectively. It can be seen that the images at defocus -1.25 Pm and 
at -1.8 Pm are inverted, which can be easily explained by the bottom right figure, with 
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different defocus (say position A and B), V(z) values of coated and uncoated gratings are 
inverted. At the focal plane the grating contrast is extremely poor. It should be mentioned that 
at the focal plane, the intensity is much larger than the values when the sample is defocused. 
In order to get better contrast for the defocused values the light level was increased which 
saturated the signal at focus, which accounts for the saturation seen in Fig. 4-22 (d), of 
course, Fig. 4-22 (c) was taken at the lower power level where the focal distribution was 
unsaturated. Here I use the lateral resolution definition of the 10%-90% grating edge response 
proposed in [3, 14]. According to this definition, the lateral resolution shown in Fig. 4-22 is 
about 1.5 to 2 Ŧm. Considering the sample I used in this experiment is relatively old and 
therefore the edge of the sample might not be sharp, the actual lateral resolution is expected 
to be better than the measured 1.5 Ŧm. 
 
Fig. 4-22  One dimensional grating images with different defocuses. Bottom right shows V(z) curves on coated and 
uncoated regions explaining contrast reversal 
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Fig. 4-23 shows the 1D images of the BSA grating when using different pinhole radii. It can 
be seen that contrast varies with the pinhole radius. When the pinhole radius ratio is 2, that is 
essentially, the conventional scanning microscope, the shape of the grating almost vanishes. 
With smaller pinhole radius, like 0.8, the grating shape can be recognized but with lower 
contrast; while the ratio shrinks to 0.1 or 0.01, the image can be obtained with better contrast. 
For the very small pinhole radius of 0.01 the SNR is poorer than 0.1 as expected although the 
values are still acceptable. We can see that confocal imaging gives greatly improved contrast 
and quantification.  
 
Fig. 4-23 One dimensional grating images at -1.25Pm defocus using different pinhole radii 
 4.6 Conclusion and discussion 
This experiment has demonstrated the feasibility of using a confocal arrangement to perform 
localized measurement of SP propagation. I have examined the effect of pinhole diameter and 
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also shown the effects of different illumination pupil functions. The method offers an 
alternative to interferometric SP imaging which is simpler and more stable, and perhaps the 
most significant advantage is that is can be incorporated into a conventional confocal 
microscope with minimal adaptation.  
During this phase of the work, I found limitations of the technology and also some promising 
techniques by using the confocal SPR system.  
1) Although I could use 1.25 NA objective lens to image the grating and I did get some 
results in the experiment; I also found that higher NA objective could be adopted to 
optimize the contrast; 
2) I have shown that the amplitude modulation did work well in this project. However, there 
was a substantial background reflection from the amplitude SLM which reduced the 
contrast of the pattern. In the next two chapters, I will use a phase SLM to modulate the 
beam profile on the back focal plane.  
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5    Surface plasmon microscopic sensing 
with beam profile modulation 
The purpose of the chapter is to implement an equivalent to the V(z) method without 
mechanical scanning. In order to simulate the effect of defocusing, the amplitude SLM used 
in chapter 4 is replaced by a phase SLM. In this chapter, I will show how a phase spatial light 
modulator (i) performs the necessary pupil function apodization (ii) imposes an angular 
varying phase shift that effectively changes sample defocus without any mechanical 
movement and (iii) changes the relative phase of the surface plasmon and reference beam to 
provide signal enhancement not possible with previous configurations introduced in chapter 4. 
5.1 Fundamentals of V(D) 
5.1.1 General introduction  
In chapter 4, I used an amplitude only spatial light modulator (SLM) to apodize the 
illumination in the back focal plane, to ensure good quality oscillations. In this chapter I 
perform the same role with a phase only SLM, which also provides the phase variations 
necessary to obtain a plot equivalent to the V(z) curve without mechanical movement, I call 
this V(D), for reasons that will become apparent later. A conceptual diagram of SP imaging 
in a confocal system is shown in Fig. 5-1(a).  
The experimental system is similar to that used in chapter 4, except here a phase SLM (BNS 
512u512 phase SLM) is used to replace the amplitude SLM; its function will be described at 
length in the chapter. The diagram is shown in Fig. 5-1(b). The phase SLM is applied to 
generate both the phase pattern and effective amplitude pattern and then is projected onto the 
back focal plane of the objective lens. 
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(a) 
 
(b) 
Fig. 5-1 (a) Simplified schematic showing operation of confocal microscope with SP excitation; (b) Schematic of 
optical system showing relationship between different planes in the system 
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5.1.2 From V(z) to V(D) 
As mentioned in chapter 4, the output signal from a confocal microscope is a function of 
defocus, z, with a small pinhole (in practice a radius of ¼ the Airy disc diameter meets this 
condition) and linear input polarization into the back focal plane. Now consider the sample at 
a fixed axial position, z0, which may include z0=0, can I still get the periodic effect of 
effective V(z)? Let us think the basic concept of this chapter: 
 
Fig. 5-2 basic idea of defocus z scanning 
The phase differeQFHEHWZHHQWKHUHIHUHQFHµ3¶DQGVLJQDOµ3¶FDQEHFDOFXODWHGE\ 
                                  exp( 2 (1 cos ))ph j nkz T                                Eq. 5-1 
I note that the effect of defocus is to effectively change the phase profile of the incoming 
beam; this means that the SLM can be used to impose the same phase distribution that would 
usually be imposed by a mechanical defocus. In order to replicate the effect of defocus, I 
project a radially varying phase distribution onto the back focal plane of the objective. The 
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phase variation on the SLM, ( )s\ , is given by Eq.3 where s again represents the sine of the 
incident angle which is proportional to the radial position in the back focal plane. 
                       
   2( ) 1 1 1 coss s\ D D T    
                             
Eq. 5-2
 
gives an effective defocus  
                        
0 2eff
z z
nk
D                                                        Eq. 5-3 
This means that varying the curvature on the SLM by varying Į
without mechanical scanning. In effect this is equivalent to incorporating the phase shifts 
associated with defocus into the input pupil function. Since the light only interacts with the 
SLM on the incident beam path so Pout is unchanged. 
defocus
 z scan
Modulated
 waveform BFP
 
                              (a)                                                                           (b) 
Fig. 5-3 from V(z) to V(D); (a) the principle of V(z)by mechanically scanning the defocus along axial direction; (b) 
the principle of V(D) by generating the phase pattern on the back focal plane 
5.2 Simulation results 
5.2.1 Is amplitude modulation necessary? 
In the confocal surface plasmon experiment described in chapter 4, I introduced pupil 
function engineering which was necessary for the success of the experiment. In this 
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experiment, before I explain how to generate phase patterns for V(D), one question needs to 
be asked: do I need to modulate the amplitude? Simulations on both non-plasmonic case and 
plasmonic case are done as shown in (a) and (b) of Fig. 5-4 respectively. Simulated curve in 
(a) show that the sharp edge effect exists without the amplitude modulation (blue curve). The 
red curve in Fig. 5-4 (a) illustrates that the sharp edge effect can be removed with the 
amplitude pupil function modulation. The results matches with the V(z) in chapter 4. For the 
plamonic sample simulation (blue curve) in Fig. 5-4 (b), it can be seen that although the SPR 
periodic effect is there, the curve shows an irregular feature as the existence of the sharp edge 
effect, while a regular periodic SPR V(z) curve can be obtained with the amplitude pupil 
function modulation as the red curve shown in Fig. 5-4 (b). I can draw the conclusion that 
similar to the V(z) technique in chapter 4, I still need the amplitude modulation in this V(D) 
experiment. In order to compare V(D) of plasmonic sample and non-plasmonic sample, the 
two curves are re-plotted in Fig. 5-4 (c), which show clearly that the periodic SPR V(D) effect 
only exists in the plasmonic sample .  
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(b) 
 
(c) 
Fig. 5-4 Simulated V(D) results to show if the amplitude modulation still necessary. (a) Simulated V(D) comparison 
of a  non-plasmonic sample with the amplitude modulation (red curve) and without the amplitude modulation (blue 
curve); (b) Simulated V(D) comparison of a  plasmonic sample with the amplitude modulation (red curve) and 
without the amplitude modulation (blue curve); (c) re-plot curves of the plasmonic (red curve) and non-plasmonic 
sample (black curve) with the amplitude modulation 
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5.2.2 V(D) movement 
Earlier in this chapter, I mentioned that the period of the V(D) curves varies with the coated 
sample. Fig. 5-7 shows the movement of V(D) when using an uncoated sample and the 10nm 
ITO coated sample. It shows clearly that the periods of the V(D) curves are different. This is 
the image contrast mechanism distinguishing different materials in SP microscopy. 
 
Fig. 5-5 Simulated V(D) curve movement when using the bare gold (red curve) and 10nm ITO coated sample (blue 
curve) 
5.2.3 Different defocus 
In the introduction part, I mentioned that for this technique of V(D), I can fix the  defocus. 
Then I need to ask which initial defocus I should fix. A simulation is done here to show the 
influence of initial defocuses as Fig. 5-6. The simulated results show that the effective V(D) 
curves move with the initial defocus, however, the shape and period of the curves do not 
move, which means I can use any initial defocus in simulation. Later, I will show that 
experimental results are similar to the simulated results in section 5.3.4.  
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Fig. 5-6 Simulation V(D) results comparison on the effect of defocus. From the top red curve to the bottom green 
curve represent fixed physical defocuses of -4, -3, -2,-1 and 0 respectively. The curves are displaced along the y-
axis by 0.1 units for clarity. 
5.2.4 Amplitude modulation using a phase SLM 
From the section 5.2.1, it can be see that I still need to modulate the amplitude in the 
technique of V(D) as well as the phase. That means I need to think about how to modulate an 
amplitude pattern by using a phase SLM. Details on how to modulate the amplitude using a 
phase SLM with the technique of phase cancellation can be found in chapter 3. However, I 
still need to ask a question: is the modulation of amplitude and that of the phase independent? 
That determines whether just one device can be used to modulate both the amplitude and the 
phase. Here, a simulation is presented to demonstrate that it is sensible. The red curve is the 
result of modulating the amplitude and phase separately and the blue curve shows the result 
of modulating both the amplitude and phase with one pure phase SLM. The simulated results 
demonstrate clearly that there is no difference between the two curves. That means I can use 
one pure phase SLM to modulate both the phase and amplitude simultaneously and 
independently.  
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Fig. 5-7 Simulated results to show if amplitude modulation and the phase modulation independent; red curve is the 
result modulating the amplitude and phase separately and blue curve shows the result modulating both the 
amplitude and phase with one pure phase SLM. The red curve is displaced along the y-axis by 0.1 units for clarity. 
5.2.5 Phase wrapping 
For the BNS 512u512 phases SLM, the phase modulation range is (0 WRʌ+RZHYHULQ
the experiment, I need a much larger phase modulation range, like -ʌWRʌFRUUHVSRQGLQJ
to [-ȝPȝP@QRW WRPHQWLRQDQRWKHU>WRʌ@ IRU WKHHIIHFWLYHDPSOLWXGHSDWWHUQ
modulation. In order to solve this problem, I need wrap the actual phase into the range of [0, 
ʌ@ I will not distinguish how much the phase of V(D) pattern is and how much the 
equivalent phase of the amplitude pattern is, because as long as the phase difference of two 
DGMDFHQW SL[HOV LV ʌ WKH LQWHQVLW\ can be cancelled out to generate the designed amplitude 
pattern. The beam profile on the back focal plane can be expressed as: 
                                      exp( )amp phaseA A j\                                 Eq. 5-4 
Secondly, I used the phase cancellation method to realize the amplitude modulation: 
       exp( ) exp( ) exp( ( )) exp( ( ))amp phase amp phase totA j j j j\ \ \ \ \ x               Eq. 5-5 
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Where amp\ is the phase necessary to obtain the amplitude pupil function modulation. 
Then wrap the total phase by using the phase wrapping algorithm introduced above:  
                                             modulo(2 )tot\ S                             Eq. 5-6 
It means that there is no difference on the V(D) curves with phase wrapping and without 
phase wrapping, therefore, I can use the BNS 512 u 512 phases SLM to generate the 
equivalent amplitude pattern and the required V(D) patterns in the experiment. Experimental 
results will be shown later in section 5.3 of this chapter.  
5.2.6 Phase shifting 
For the PSLM based system, I could change the relative phase of the surface plasmon and 
reference beam to provide signal enhancement not possible with previous configurations in 
chapter 4. Fig. 5-8 demonstrates the principles and the simulation results. I can change both 
the phase of the plasmon or the reference to change their relative phase. In this chapter, I 
VHOHFW WR URWDWH WKH UHIHUHQFH EHDP µ5¶ LQ Fig. 5-8(a)) by 90º, 180º and 270º to see if the 
ripples on the ( )V D  curve move as expected.  
R
SP
V
 
(a)                                            
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(b) 
Fig. 5-8 (a) Diagram of phase shifting; (b) Changes in V(Į) periodicity when shifting the phase 90 degrees each 
time; the four colours represent the curves of 0{, 90{, 180{, 270{ respectively.  
A simulation (Fig. 5-8 (b)) is operated here to show the changes in ( )V D  periodicity when 
shifting the phase of reference beam 90 degrees each time. The curves demonstrate clearly 
that the ripples move when rotating the reference. 
5.2.7 Generating patterns  
This section shows how to generate the patterns required. It includes five steps: 1) generate 
pure phase patterns for V(D); 2) generate phase cancellation patterns for amplitude 
modulation; 3) add the two patterns generated in the first two steps; 4) wrap the patterns of  
the third step; 5) change the generated wrapped phase patterns to be the greyscale levels bmp 
files by using the function of the phase SLM I fitted. 
The whole steps were showed in Fig. 5-9. (a) is a 1D plot of generated V(D) patterns; (b) is 
the wrapped 1D image of (a);  (c) is the 2D of generated V(D) patterns; (d) is the wrapped 2D 
of (c); (e) shows the generated 2D total (amplitude +phase) patterns; (f) shows the wrapped 
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patterns of (e); (g)  shows the whole patterns; (h) shows the generated grey scale level bmp 
files.  
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(d) 
 
(e) 
                               
 
(f) 
Fig. 5-9 A selection of 2D pattern I use to generate V(D); (a) 1D of generated V(D) patterns; (b) Wrapped 1d of 
generated V(D) patterns; (c) 2D of generated V(D) patterns; (d) Wrapped 2D of generated V(D) patterns; (e) 
Wrapped 2D of generated total (Amplitude +phase) patterns; (f) Generated grey bmp files sent to SLM 
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5.3 Experimental results 
5.3.1 Can I use a pure phase SLM to generate amplitude pattern? 
Fig. 5-10 shows the back focal plane images. (a) is the un-modulated BFP image when using 
uncoated gold; (b) is the modulated BFP image when using uncoated gold; (c) is the un-
modulated BFP image when using 10nm ITO coated gold; (d) is the modulated BFP image 
when using 10nm ITO coated gold. Comparing (a) and (b), I can demonstrate the phase 
cancellation method by using a phase SLM to modulate amplitude works. (c) and (d) also 
demonstrate it. Comparing (a) and (c), or (b) and (d), I should be able to see the difference 
between coated sample and uncoated sample, however, the difference is not so clear because 
of  the thickness of the ITO layer is too low.  
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 Fig. 5-10 Back focal plane (BFP) images using a phase SLM to effectively modulate the amplitude; (a) is the un-
modulated BFP image when using uncoated gold; (b) is the modulated BFP image when using uncoated gold; (c) 
is the un-modulated BFP image when using 10nm ITO coated gold; (d) is the modulated BFP image when using 
10nm ITO coated gold. 
5.3.2 Generating an apodized pupil function 
In this subsection I consider the V(z) curve generated by scanning the axial defocus. In 
reference [5] I showed that amplitude apodization was necessary since a sharp edge to the 
pupil function introduces phase and amplitude fluctuations in the response which are 
unrelated to SP propagation. Moreover, it is also useful to attenuate light incident at angles 
intermediate between normal incidence and angles close Tp as these angles do not contribute 
to the desired signal, so the relative amplitude of the plasmonic contribution is increased 
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when these angles are eliminated. The angles close to normal incidence correspond to path P1 
and those at higher angles correspond to path P2 of  Fig. 1-2. 
 
(a)  
 
(b) 
Fig. 5-11 (a) Pupil function distribution, red curve and blue curve are the pupil functions used in the experiment, 
the black curve show the calculated reflection coefficient for p-incident polarization on an uncoated sample. Note 
the blue curve overlaps the red for large incident angles; (c) V(z) curves obtained using  different pupil functions 
(green curve was produced by a  pupil function which was constant over the whole aperture, the red and blue 
curves correspond to the pupils of the same color in (a). 
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In chapter 4, I used binary modulation to generate desired amplitude of the pupil function by 
FKDQJLQJWKHGHQVLW\RI µRQ¶DQG µRII¶SL[HOV LQGLUHFWSURSRUWLRQWRWKHUHTXLUHGVWUHQJWKRI
the pupil function in the measurement region. This was performed using a random number 
generator and selecting an on pixel with probability proportional to the local amplitude. Since 
I am restricted here to using a phase only modulator I simply used a 2 by 2 block of pixels as 
D µVXSHU SL[HO¶ DQG VHOHFWHG WKHVH XQLWV LQ WKH VDPH ZD\ DV GRQH SUHYLRXVO\ ZKHUH DQ µRQ¶
JURXSRISL[HOVZRXOGEHLQSKDVHZKHUHDVDQGµRII¶SDLUZRXOGKDYHWZRSL[HOVLQSKDVHDQG
two in antiphase (many other possibilities are also possible). I chose to use a 2 by 2 block 
rather than a pair of pixels simply to maintain the symmetrical shape along two axes. In 
addition to modulating the amplitude this procedure also allows to have a local phase since 
WKHSL[HOVFRQVWLWXWLQJDQ µRQ¶SL[HORQO\ QHHG WREH LQSKDVHDQG WKHLUDFWXDOSKDVHFDQ EH
controlled independently. This point is crucial in the sections that follow. Fig. 5-11(c) shows 
V(z) curves obtained with different pupil functions, where I see that the hard edged pupil 
(green) has a less well defined period and the defocus is greater than 3 microns before the 
ripples due to the SPs dominate; this compares to about 2 microns for the other cases.  
5.3.3 V(D) curves: defocusing without scanning 
Fig. 5-12 shows a comparison between a V(z) curve and a V(D) curve taken on the same 
sample. The values of D have been obtained from the phase profile on the SLM using Eq. (3). 
No mechanical scanning was used to obtain the V(D) curves. I note in both curves that there 
is region of rapid oscillation equivalent to a defocus between approximately -1 and -2 
microns this is due to aberration in the objective possibly due to some surface damage, 
however, beyond -2 microns there is a clear oscillation due to the presence of the SPs which 
show equivalent behaviour and predict a value of Tp =43.5 degrees.  
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Fig. 5-12 Comparison between V(z) and V (zeff), the red line refers to the real V(z) curve and blue line refers to the 
effective V(z) calculated from V(D) 
Fig. 5-13 shows a comparison between V(zeff) curves obtained on a gold sample and gold 
layer coated with a thin layer of ITO, We can see that ripples associated with the coated 
region have a shorter period compared to the uncoated region (0.714 Pm compared to 0.739 
Pm), corresponding to plasmonic angles of 44.93º and 43.48º respectively. The difference in 
Tp obtained between the coated and uncoated region is attributed to layer of ITO of thickness 
7.8 nm, which is close to the value set in the deposition process.   
 
Fig. 5-13  V(D)  comparison between uncoated and ITO coated sample, the red line is the ITO coated case and blue 
line is the uncoated case;  
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5.3.4 Changing the offset defocus 
Equation 5-2 shows that the effects of the physical defocus and defocus imposed by the SLM 
are additive. This effect is borne out in Fig. 5-14 which shows how the curves are displaced 
as the physical defocus is changed. For instance, in the case of the green curve there is a 
physical defocus of -2 microns so an equal and opposite effective defocus from the SLM is 
required. The interesting feature is that although the periodicity of the ripples is essentially 
unchanged the quality of curves is actually better when the physical defocus is small. This is 
somewhat counterintuitive since large defocuses mean the additional curvature imposed by 
the SLM is small. Moreover, with two defocus mechanisms the system appears very sensitive 
to sample tilt. Since the quality of the oscillations is not noticeably degraded when there are 
large numbers of phase wraps on the SLM pattern the experiments were performed with little 
or no physical defocus.  
 
Fig. 5-14 V(D) curves obtained with different amounts of physical defocus . The black line to the bottom green line, 
represent fixed physical defocuses of 0, -0.4, -0.8, -1.2, -1.6, -2 respectively. The curves are displaced along the y-
axis by 0.2 units for clarity. Line order black (solid), red(dashed), magenta (dotted), blue (solid), cyan (dash), 
green (dotted). 
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5.3.5 Additional phase shifting of the reference beam 
Since the phase SLM performs all the functions necessary in the signal processing I can 
simply modify the expression for \(s) so that I add an additional phase shift, E below 
incident angles corresponding to sin-1(s1).  
                
 
 
2
1
2
1
1 1 ,  for 
( )
1 1 ,  for 
s s s
s
s s s
D E
\
D
­    ° ®°   t¯                                
Eq. 5-7
 
where s again represents the sine of the incident angle which is proportional to the radial 
position in the back focal plane. 
 
Fig. 5-15  V(D) curves obtained with two different phase shifts of the reference, red curve  refers to the non-phase 
shifting case and the blue line refers to the case with  shifting 90{ on the reference beam;  
5.3.6 Misalignment of the phase SLM 
Fig. 5-16 shows the effect of moving the phase SLM from the optimal position. We can see 
that the period of the ripples does not change significantly but even a very small displacement 
of 1% of the radius of the aperture in the back focal plane degrades the number of observable 
ripples dramatically, clearly this phase error is exacerbated for large curvatures. When the 
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SLM is displaced by 2% of the aperture radius the interference between reference and SPs is 
barely visible at any defocus.  
 
Fig. 5-16 The effect of SLM misalignment on the quality of the V(D) curves. The SLM was misaligned by -0.01, 0, 
0.01, 0.02 units of the back focal plane aperture from the lower green line to the upper magenta line. The curves 
are displaced along the y-axis by 0.2 units for clarity. 
5.4 Conclusion 
This chapter has shown how a phase SLM can greatly extend the utility of confocal based SP 
sensing and imaging. A crucial feature in SP imaging is that contrast changes and 
quantification of the SP k-vector can be obtained by axially scanning of the sample. This 
chapter shows that this may be achieved functionally by simply altering the phase profile of 
the SLM. This removes the need for precision mechanical components and is inherently more 
stable and also potentially quicker. 
I also show preliminary results that demonstrate that further processing of the response may 
be obtained by changing the phase  between the reference beam (P1 in Fig. 1) and the SP 
beam (P2 in Fig. 1), this provides an additional contrast mechanism.  
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6 Quantitative plasmonic measurements 
using embedded phase stepping confocal 
interferometry 
In this chapter, I will introduce quantitative plasmonic measurements of the phase velocity 
DQGWKHSURSDJDWLRQOHQJWKE\H[WHQGLQJWKHLQWHUIHURPHWHUFRQFHSWWRSURGXFHDQµHPEHGGHG¶
phase shifting interferometer, where I can control the phase between the reference and 
surface plasmon beams with a spatial light modulator. I demonstrate that this approach 
facilitates extraction of the amplitude and phase of the surface plasmon to measure of the 
phase velocity and the attenuation of the surface plasmon with greatly improved signal to 
noise compared to previous measurement approaches[1]. I also show that reliable results are 
obtained over smaller axial scan ranges giving potentially superior lateral resolution. 
6.1 Introduction 
In chapter 4, I demonstrated how a modified confocal microscope which used only the 
amplitude of the confocal signal gave considerable advantage compared to the output from a 
non-confocal system. Then in chapter 5, I introduced a phase SLM into the system and 
showed that I could move the ripples on the curves when imposing phase shifting between 
the reference beam and the surface plasmon. In this chapter, I will use the same hardware 
configuration as that used in chapter 5. I will demonstrate that compared to the amplitude 
only measurement in chapter 4, phase measurement gives much better performance in terms 
of immunity to noise and lateral resolution. This measurement can be achieved using the 
VSDWLDOOLJKWPRGXODWRUZKLFKDOORZVXVWRFRQILJXUHWKHFRQIRFDOLQVWUXPHQWDVDQµHPEHGGHG¶
phase stepping interferometer. I show that the system forms a phase stepping interferometer 
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between the paths P1 and P2 of Fig. 6-1(a). Data extraction from the system allows the 
amplitude and phase corresponding to the SP excitation to be extracted directly.  This allows 
both the real and imaginary parts of the SP k-vector to be extracted which can, of course, be 
equated to the phase velocity and attenuation of the SP.  
 
Fig. 6-1  (a) Simplified schematic showing operation of confocal microscope with SP excitation; (b) Schematic of 
optical system showing relationship between different planes in the system. The blue waveform indicates phase 
modulation in the back focal plane. 
6.2 Phase-stepping technique 
6.2.1 General phase stepping interferometry 
Interferometry is an excellent method for high precision quantitative measurement and phase 
can be used for surface profiling, however, the phase information is encoded within fringe 
patterns, thus, algorithms that can extract the phase information from the fringe pattern are 
necessary. Phase stepping is one of the techniques which can be used for fringe analysis. It 
can provide higher precision compared to other techniques, such as Fourier transform[88], 
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and usually needs at least three interferograms to extract the phase information from the 
fringes. Here, I adopt the phase stepping technique to extract the amplitude and phase 
information of SPs. The experiment results have demonstrated that this technique is effective.  
The basic equation for two beam interference is  
                              cos( )I DC AC I                                        Eq. 6-1 
The four-step algorithm is one of the most common methods used for the optical wave front 
reconstruction. According to the four-step phase stepping algorithm, I require four 
interferograms with a phase difference of   ?ଶ to reconstruct the sample image. Four equations 
are as follows: 
                                
0
1
2
3
cos( )
cos( )
2
cos( )
3
cos( )
2
I DC AC
I DC AC
I DC AC
I DC AC
I
SI
I S
SI
 
  
  
  
                                
Eq. 6-2 
Where ଵ ,ଶ ,ଷ , ସ  represent the images of four steps respectively, ׎ denotes the desired 
phase information and AC denotes the contrast. The phase can be calculated by the following 
equation:  
                                  4 2
1 3
  tan( ) I I
I I
I                                             Eq. 6-3 
The AC amplitude can be calculated with the equation 
 
143 
 
                                                 
   2 21 3 2 4
1 2 3 4
I I I I
I I I I
AC

  
 
                             Eq. 6-4 
6.2.2 Phase stepping in V(z) of confocal SPRM 
In this experiment, I fixed the amplitude pattern and just changed the phase patterns by 
adding  ?ଶ to the reference beam each time. More details on how to control the phase can be 
found in next section. As the system involves scanning along the axial direction, the output 
signal is a function of the defocus z. In the project, I assume V(z) is the interference between 
two vectors, S and R. V(z) can be expressed as: 
2 2 2
* *
* ( )( ) 2 cos( )I V V V R S R S R S R S T         
By using different phase patterns of four steps, equations of four steps can be expressed as: 
 
2 2 2
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0 0 0 0
2 2 2
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1 1 1 1 2
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* ( )( ) 2 cos( )
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* ( )( ) 2 cos( )I V V V R S R S R S R S ST        
          
Eq. 6-5 
Then: 
                                          4 2
1 3
I (z) I (z)
tan ( )
I (z) I (z)zT
                             Eq. 6-6 
             
2 2
1 3 2 4
1 2 3 4
2 (I (z) I (z)) (I (z) I (z))( )
I (z) I (z) I (z) I (z)AC z R S
                      Eq. 6-7 
Because I can measure the response of the reference beam directly, the amplitude of the 
surface plasmon can be expressed as: 
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2 2
1 3 2 4
1 2 3 4
(I (z) I (z)) (I (z) I (z))
/
I (z) I (z) I (z) I (z)S R
                     Eq. 6-8 
Eq. 6-6 will be used in the measurement of phase velocity and Eq. 6-8 will be used in the 
measurement of attenuation decaying length. 
6.2.3 Beam profile modulation in the back focal plane 
In section 6.2.2, I introduced the technique of phase stepping into the experiment and 
explained that I could extract the amplitude and phase information of the surface plasmon 
when shifting the phase difference between tKH UHIHUHQFH µ5¶ DQG WKH VXUIDFH SODVPRQ µ6¶
Here, I will show how to shift the phase difference between the two terms in the experimental 
simulation.  
 
Fig. 6-2 Pupil function distribution (red curve) and calculated reflection coefficient for p-incident polarization on 
an uncoated sample (blue curve); the vertical cyan lines represent the range of angles over which the phase 
stepping of the reference beam was imposed. 
The phase sensitive SLM shown in Fig. 6-1(b) is used to control the profile of the beam in the 
back focal plane. It is worth mentioning that the amplitude pupil function engineering is still 
required. Fig. 6-2 shows the pupil function distribution (red curve) and calculated reflection 
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coefficient for p-incident polarization on an uncoated sample (blue curve); the vertical cyan 
lines represent the range of angles over which the phase stepping of the reference beam was 
imposed. If I now assume that confocal system forms a two beam interferometer between the 
reference beam and the beam involving excitation and reradiation of SPs, I can use the phase 
shifting ability of the SLM to form a phase stepping interferometer between sample and 
reference. The experimental measurements and simulations will allow us to evaluate the 
effectiveness of this assumption and also to see the values of defocus where the assumption is 
valid.  
 
Fig. 6-3 Effect of phase stepping on relative phase of reference and plasmon beams, green line is the reference 
signal R, blue line is the SP, red line is the resultant signal V. a1, a2, a3, a4 shows the four steps vectors;  
Taking four phase shifts as the vector diagrams shown in Fig. 6-3, I form the standard 
interferometric expressions thus: 
                           
2 2
2 cos( ( ) )n nI R S R S zM D                             Eq. 6-9 
Where ( 1)
2n
n
SD   and n=1, 2, 3, 4; R and S represent the reference and signal beams 
respectively, and M represents the relative phase between the reference and signal beams. 
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These signals can then be readily processed to extract M; the phase stepping also allows one 
to extract 2 2R S as well as R S , since the reference beam can be independently measured 
by blocking excitation of SPs the value of S can therefore be obtained independently. The 
formulae used to extract those terms were introduced in section 6.2.2. The vector diagrams 
are shown in Fig. 6-3. The methods and steps on how to impose an amplitude patterns using a 
phase SLM in antiphase is similar as that used in chapter 5 and the details can be referred to 
in chapter 3. 
6.3 Phase stepping to obtain the plasmon angle 
I now combine the phase stepping approach with V(z) and obtain the relative phase between 
reference and signal beams as a function of defocus, z. The sample was scanned axially 
through each defocus position, z, and at each defocus position 4 phase steps were performed. 
The four V(z) curves on bare gold obtained by shifting the phase of the reference in 
increments of 90 degrees are shown in Fig. 6-4. From lower to upper figures I have: zero 
phase shift (red), 90 degree phase shift (blue), 180 degree phase shift (black) and 270 degree 
phase shift (cyan). Then the four V(z) curves are used to obtain the relative phase between 
reference and signal at each defocus, M(z)The relation between the M(z) and the plasmonic 
angle is expressed as: 
                                  
( ) 2 (1 cos( ))pz kzM T E                                          Eq. 6-10 Ʌ୮is a phase constant accounting for the offset phase between sample and reference. The 
slope of the unwrapped phase is thus: 
                                   
2 (1 cos( ))slope ps k T                                         Eq. 6-11 
By measuring the slope of the fitted line, I can therefore calculate the plasmonic angle Ʌ୮. 
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Fig. 6-4 V(z) curves variations of bare gold obtained by shifting the phase of the reference in increments of 90 
degrees. From lower to upper figures I have: zero phase shift (red), 90 degree phase shift (blue), 180 degree phase 
shift (black) and 270 degree phase shift (cyan). Successive curves are shifted by 0.1 units for clarity.  
Fig. 6-5 shows M(z) for a bare gold layer and a layer with an additional deposited layer of 
indium tin oxide (ITO). We can see that for positive defocus, that means the distance between 
the sample and the objective lens are longer than the focal length (see Fig. 6-1), there is little 
systematic difference between the responses for the two layers. For negative defocus close to 
the focal position the M(z) curve shows an irregular form, which is clearly not linear. This 
arises principally because the reference beam cannot be regarded as being a simple linear 
function as assumed. Aberration in the lens and possibly the finite number of pixels in the 
SLM means that the defocus value before the slope is linear is somewhat greater than 
predicted by theory. At larger defocus the unwrapped phase shows a linear form which 
relates to the value of  Ʌ୮ . The values of Tp obtained for the bare layer and coated layers are 
43.48 deg. and 46.39 deg. respectively, which correspond to a thickness of 13.4 nm of ITO 
assuming a refractive index of 1.858. The thickness of the ITO was measured independently 
with a commercial ellipsometer (alpha-SE J. A. Woollam (Inc)) was determined to be 
11nmേ2.5nm. The strength of the method for measuring the value of Tp arises from several 
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factors (i) the region of defocus where accurate measurements can be obtained is readily 
observed from the linearity of M(z) where the periods of V(z) are stable, (ii) the method uses 
all the data points in the measurement range thus optimizing the signal to noise ratio and (iii) 
while clearly the signal to noise ratio improves as the defocus range increases a reliable 
measurement can be obtained over a very small region of defocus corresponding to less than 
the theoretical 'zp. Such a measurement range is not practical if one measures the amplitude 
only of the V(z) curve without phase stepping. In the next section I compare by simulation the 
immunity to measurement noise of different processing methods. It demonstrates clearly that 
the present method is very stable and robust compared to methods used without phase 
stepping. I reiterate that M(z) refers to the phase of the SP rather than the V(z).  
 
Fig. 6-5 Calculated M(z) from four V(z) curves by using phase-stepping technique. The red curve refers to the 
unwrapped M(z) of bare gold and the blue line is the fitted data, while the green curve refers to the ITO coated 
sample case and the black line is the linear fitted data. 
I introduced the phase stepping measurement above and assert that this method is more 
accurate and robust in calculating the plasmonic angle Ʌ୮ compared to direct measurement of 
the ripple period or Fourier transform measurement. In order to validate this, my colleague 
Pechprasarn carried out a set of Monte Carlo simulations to assess the performance of these 
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three measurement methods and the results are shown here for the completeness. The 
definitions of the three methods are as follows: 1) Direct measurement of the ripple period; 
the ripple period ǻ]was calculated by averaging the first few ripples as shown in Fig. 6-6 (a) 
and then the plasmonic angle Ʌ୮  can be calculated. The minimum positions of the ripples are 
determined by 3rd order polynomial curve fitted to 25 data points (over a range of 200 nm) 
around the minimum as shown in Fig. 6-6 (b). 2) For the Fourier Transform measurement, the 
average ripple period ǻ] was determined from Fourier transform of the windowed pattern of 
ripples.  Details of the phase stepping measurement have been described above. In order to 
compare the three methods fairly I used four times as many measurements for the direct 
measurement and the Fourier method as the phase stepping measurement requires four 
different measurements.   
 
Fig. 6-6 (a) shows the method of measuring the ripple period measurement (b) shows 3rd order polynomial fit  
(black) to locate a minimum position for ripple period measurement; (c) shows regions on M(z) and corresponding 
ripple positions.  
Now let us consider the case where there is noise. I will consider a shot noise source. The 
noise levels were calculated on the basis that the maximum signal in the V(z) curve contained 
obtained without phase shifting. The SNR is presented in dB and each value corresponds to a 
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fixed number of photons. For N incident photons the optical SNR is  ?ܰ , so the electrical 
signal to noise is N, so that 60dB corresponds to 106 measured photons. Values below the 
peak value are scaled appropriately, so have proportionately worse SNR values. The V(z) 
curves were sampled at a spatial resolution of 8 nm, The optical signal to noise ratio is 
defined as: 
                          
2
2
2( )optical signal electrical signalSNR SNR
P
V          Eq. 6-12 
where P is the mean value and V2 is the variance, the ratio thus gives the signal to noise ratio. 
Monte Carlo simulations were carried out over 106 cases. Monte Carlo simulations were 
carried out over 106 cases. Standard derivation (S.D. in degrees) between the mean plasmonic 
angle (noiseless case) and the plasmonic angle recovered from the three methods (noisy cases) 
were determined in order to compare performance of each method as shown in Fig. 6-7(a) 
and (b). It may, of course, be argued that in many situations the noise is not shot noise limited, 
nevertheless, the relative performance between the different methods is retained provided 
each method is subject to similar noise models. The general conclusions are therefore valid 
for other independent noise processes. 
Fig. 6-7 (a) and (b) shows that the performance of phase stepping measurement (solid black) 
performs best as it has the lowest S.D. compared to the others; the FFT method is the next 
best presumably because all the data is used and the poorest method involves direct 
measurement of the ripple. Interestingly, the phase stepping method can be used to make 
measurements over very small defocus ranges, even though its performance improves more 
rapidly than the other methods as the measurement range is increased. This is expected since 
the uncertainty of the gradient of a line rapidly decreases as the extent of the measurement 
increases.  
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Fig. 6-7 (a) Mean standard deviation in degrees versus SNR level in dB for single ripple measurements and half 
ripple measurement for phase stepping. Solid black is for 1 ripple phase stepping measurement, dashed black for 1 
ripple period measurement, dotted black for 1 ripple FFT measurement and solid blue for half ripple phase 
stepping measurement. (b) Mean standard deviation in degrees versus SNR level in dB for first three ripple 
measurements. Solid black curve is for 3 ripples phase stepping measurement, dashed black curve is for 3 ripples 
period measurement, dotted black for 3 ripples FFT measurement. 
6.4 Measurement of SP propagation length 
The propagation properties of the SP are related to its complex wave number where the real 
part is related to the attenuation of the wave. There are two components of the attenuation 
Dleaky and Dloss, the first term represents the strength of the coupling between the SP and the 
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excitation medium. The second term Dloss is related to the ohmic losses in the metal and the 
total attenuation is the sum of these two terms.  
The SLM allows us to make at least two distinct measurements of the SP propagation length 
which I can call indirect and direct. The indirect method is simply an extension of the phase 
stepping approach, where the value of S  can be obtained from the phase stepping approach 
(red curve in Fig. 6-10(a)). There are small ripples present on the curves obtained by the 
indirect method, due, in part, to small amounts of amplitude phase crosstalk on the SLM. The 
direct method involves performing a V(z) measurement where only those angles close to Tp 
are allowed to pass through the system; in other words the reference beam is blocked as the 
pattern distribution demonstrates in Fig. 6-8.  
 
Fig. 6-8 Pupil function distribution (red curve) for the direct measurement of the propagation length and calculated 
reflection coefficient for p-incident polarization on an uncoated sample (blue curve); 
If the phase is not required, there is no need for a reference beam. The detected S   is shown 
in the red curve in Fig. 6-10 (a). Both methods allow a value of S  to be obtained as a 
function of defocus, z. Fig. 6-9 shows the schematic diagram of the propagation length 
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calculation. There are two methods to calculate the phase delay for an incident at angle pT
when the sample defocus is z. One method uses Fourier optics and the other uses a ray path 
that includes the assumed propagation path of the SP. If the results of the two methods match, 
one can say that the propagation length can be reliably represented by the ray picture of Fig. 
6-9. Red curves show the actual rays of SPR signal and the reference beam (normal one). For 
the reference beam, the phase can be expressed as 2kn z'  while the phase of the SPR signal 
is  
                         
12 ( sin tan ) 2 cos
cos
p p p
p
kn z kn zT T TT'   '                   Eq. 6-13 
So the phase difference between the SPR and the reference is  
                                          2 (1 cos )pkn z T'                                  Eq. 6-14 
When considering the problem from the point of view of plane waves, both the reference and 
the SPR signal can be assumed to have been emitted from the focal point. Based on this 
assumption, the phase of the reference (green line) is 2kn z'  and the phase of the SPR (blue 
curve) is 2 cos pkn z T' , therefore, the phase difference between the SPR and the reference is 
also 2 (1 cos )pkn z T'   as the Eq. 6-14 shows. This gives confidence that one can use the ray 
path to approximate the path length of the SP. As a result, the attenuation constant measured 
in the propagation, x, direction can be related to the measured decay as a function of defocus, 
z using: 
                                                     z xB z B x                                                             Eq. 6-15 
The V(z) curves in Fig. 6-10 can be fitted to an exponential function exp( B z)zA  which 
allows the strength of excitation and the attenuation to be obtained. Considering the relation                         
2 tan px z T , I can get the below equation: 
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2 tan
z
x
p
BB T                                                      Eq. 6-16 
 the propagation length can therefore be calculated as: 
Then the propagation length can therefore be calculated as: 
                                      2 tan /x p zL BT                                                 Eq. 6-17 
This idea was originally proposed in the surface acoustic wave microscopy [81, 89, 90].  
 
Fig. 6-9 Schematic diagram of the propagation length calculation 
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(b) 
 
(c) 
Fig. 6-10 (a) The |S| curves by using the direct method (add 0.1 in plot) and indirect methods; (b) Propagation 
attenuation comparison between the 29nm and 46nm thickness of gold layer; (c) Propagation attenuation 
comparison of |S| for different thickness of gold layer, the blue curve shows the direct method results and the red 
curve for the indirect results. The black curve represents the calculated value of attenuation for each layer 
thickness. The data from each measurement was fitted to a third order polynomial curve. 
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In Fig. 6-10 (a), the green curve shows the measurements obtained by the direct method and 
the red curve shows the measurements obtained by the indirect method. The calculated 
attenuation is shown by the fitted curve. Fig. 6-10 (b) shows the comparison of the 
attenuation values between the 29nm and 46nm gold layer. The results demonstrate clearly 
that the 29nm gold layer provides higher attenuation than the 46nm case. Fig. 6-10 (c) shows 
values of attenuation obtained for different thicknesses of gold (which affects the attenuation 
strongly) by using the direct and indirect methods. The simulation results are shown on the 
black curve. It can be seen, as may be expected, that the direct method shows a smaller 
variance around the fitted values, nevertheless, both measurements show a similar trend. The 
standard deviations from the third order fits are smaller for the direct method (1.09 microns) 
compared to the indirect method (1.63 microns) as shown in Fig. 6-10 (c). This suggests that 
better measurement precision is obtained with the direct method, provided the fitted curve 
can be taken as a reasonable reference point. The measurement of attenuation of SPs can 
therefore be obtained using pupil function engineering. It is clear that the error in the 
attenuation measurement is far greater compared to the measurement of the real part of the 
wave number. Indeed similar observations were made in the measurement of velocity and 
attenuation of surface acoustic waves using the V(z) method in the scanning acoustic 
microscope, where relative accuracy of around 1 part in 103 was obtained for the 
PHDVXUHPHQWRIYHORFLW\EXWµDIHZ¶SHUFHQWIRUDWWHQXDWLRQ[1].  
6.5 Conclusions 
This chapter has presented a technique to extract the SP properties applying a phase SLM to 
shift the phase difference between the reference beams and SP signal in the confocal surface 
plasmon microscope (Fig. 6-1). I show how the method can be used to measure the phase 
velocity which corresponds to the SP k-vector and propagation attenuation caused by 
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radiation leakage and ohmic heating. Compared to the previous measurement of the SP k-
vector in chapter 4 and chapter 5, the new technique provides more robust, more accurate and 
potentially faster results. The fact that measurements can be made over a very small scan 
range means that the optimum spatial resolution is superior to processing methods requiring 
large defocus range. The method also provides a means to evaluate the attenuation, although 
the relative uncertainty in this measurement is presently far greater than the uncertainty in the 
measurement of the real part of the SP wave number.  
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7 Conclusion and future work 
7.1 Conclusion 
In this thesis, I have described the confocal surface plasmon microscopic sensing. This 
chapter will summarize the main aspects in previous chapters (chapter 4, 5 and 6) and draw 
the conclusions of the three experiments described in chapter 4, 5 and 6. Future work will be 
discussed later in section 7.2 of this chapter. 
7.1.1 Confocal surface plasmon microscopy with pupil function engineering 
Surface plasmon microscopy enables measurement of local refractive index on a far finer 
scale than prism based systems. Interferometric plasmon imaging delivers quantitative high 
spatial resolution images sensitive to refractive index. In addition the so called V(z) method 
allows image contrast to be controlled by varying the sample defocus without substantially 
degrading spatial resolution. In chapter 4, I demonstrated the feasibility of using a confocal 
arrangement to perform localized measurement of SP propagation. Firstly, a big advantage of 
the system is that it can be incorporated into a conventional confocal microscope with 
minimal adaptation. Secondly, as this system placed greater demands on the dynamic range 
of the system, I therefore use a spatial light modulator (SLM) to engineer the microscope 
pupil function to suppress light that does not contribute to the signal. Furthermore, I used the 
SLM to modulate the sharp edge of the beam profile and removed the sharp effect on the V(z) 
curves. I proposed several different illumination pupil functions and showed the difference of 
them in the chapter. Thirdly, I examined the effect of pinhole diameter and demonstrated that 
the pinhole size should not be too small or too big. If the pinhole size was too small, the 
signal to noise ratio (SNR) would be poor; while if the pinhole size was too big, the V(z) 
effect would disappear. I found that operating with a pinhole size between 10%-50% of the 
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Airy disc provided satisfactory result. Finally, I showed the 1D line scanning image of the 
BSA grating in section 4.5.  
7.1.2 Surface plasmon microscopic sensing with beam profile modulation 
In chapter 4, I have showed that the confocal system gives the so-called V(z) curve when the 
sample is scanned axially, which gives a measure of the surface plasmon propagation velocity. 
However, the mechanical scanning in the axial z direction was required which made the 
experiment time-consuming owing to the mechanical scanning and limited the applications of 
the system, due to the system vibration. Furthermore, in the experiment, I found that because 
of the precision of the piezoelectric stage, when I scanned the V(z) curves on the grating like 
sample, I could not make the piezo stage return to the exact initial position, which would 
introduce some error in the imaging of the sample. In order to solve these problems, in the 
surface plasmon microscopic sensing with beam profile modulation experiment described in 
chapter 5, I replaced the amplitude sensitive spatial light modulator (SLM) with a phase 
sensitive SLM which made the phase of the beam profile on the back focal plane possible. I 
showed how a phase SLM could greatly extend the utility of confocal based SP sensing and 
imaging. The crucial feature in SP imaging was that contrast changes and quantification of 
the SP k-vector can be obtained by axially scanning of the sample. I showed that this might 
be achieved functionally by simply altering the phase profile of the SLM. This removed the 
need for precision mechanical components and was inherently more stable and also 
potentially quicker. In total , I showed how a phase spatial light modulator (i) performs the 
necessary pupil function apodization (ii) imposes an angular varying phase shift that 
effectively changes sample defocus without any mechanical movement and (iii) changes the 
relative phase of the surface plasmon and reference beam to provide signal enhancement not 
possible with previous configurations used in chapter 4. 
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7.1.3 Quantitative plasmonic measurements  
In chapter 4 and 5, I showed how a confocal configuration could form a surface plasmon 
microscope involving interference between a path involving the generation of surface 
plasmon and one involving a directly reflected beam. The relative phase of these 
contributions changes with axial scan position allowing the phase velocity of the surface 
plasmon to be measured. In the quantitative plasmonic measurements using embedded phase 
stepping confocal interferometry described in chapter 6, I extended the interferometer 
FRQFHSW WR SURGXFH DQ µHPEHGGHG¶ SKDVH VKLIWLQJ LQWHUIHURPHWHU ZKHUH I could control the 
phase between the reference and surface plasmon beams with a spatial light modulator. I 
demonstrated that this approach facilitates extraction of the amplitude and phase of the 
surface plasmon to measure of the phase velocity which corresponds to the SP k-vector and 
the attenuation of the surface plasmons caused by radiation leakage and ohmic heating. 
Compared to the previous measurement of the SP k-vector[1], the new technique provides 
more robust, more accurate and potentially faster results. The fact that measurements can be 
made over a very small scan range means that the optimum spatial resolution is superior to 
processing methods requiring large defocus range. The method also provides a means to 
evaluate the attenuation, although the relative uncertainty in this measurement is presently far 
greater than the uncertainty in the measurement of the real part of the SP wave number.  
7.2 Future work 
7.2.1 Imaging and sensing in an aqueous environment 
All the experiments in this thesis were carried out in air. As one major application of surface 
plasmon is to sense and image biological samples which live in an aqueous environment. The 
future job is therefore to extend the system to operate in water media. The whole system 
would be the same except for the laser and the sample scanning. In water, a larger incident 
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angle is required to excite SPR as shown in Fig. 7-1(a). For the coverglass/50nm gold/ 
sample structure, if the sample is pure air, the plasmonic angle is about 43.7º however if the 
sample is pure water, the plasmonic angle is increased to be 71º. Therefore an objective with 
higher NA is needed. Colleagues usually use NA1.49 objective lens by Olympus to do 
experiments in water combined with 690nm laser as the illumination as the wavelength of 
690nm can will required lower NA as shown in Fig. 7-1(b).  
 
Fig. 7-1 (a) Simulated SPR excitation comparison in water and in air; (b) Simulated SPR excitation in water using 
633nm and 690nm illumination respectively. 
For the experiments in air, I just needed to hold the sample and no special device was 
required in the sample scanning part. However, if I need to do the experiments in aqueous 
environment, a flow cell which is required to inject and extract the liquid. The diagram is 
shown in Fig. 7-2.  
 
Fig. 7-2 Schematic diagram of the designed flow cell 
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7.2.2 Artificial plasmon 
In the main part of the thesis, I used the interference between the beam at the centre of the 
%)3µ3¶LQ Fig. 1-2DQGWKDWRQWKH635ULQJµ3¶LQ Fig. 1-2). When I scan the defocus, 
the phase difference between the two beam parts will give us the V(z) effect. However, as the 
two beam parts (P1 and P2) are located at different radius of the BFP, they behave differently 
for the microphotonics. Then I ask: can I put the signal beam and the reference beam at 
similar radius on the BFP?                                               
 
Fig. 7-3 (a) Amplitude pupil function used for the artificial plasmon; (b) Phase pup S wedge angle =-0.1111 
degrees; (c) unwrapped phase pattern; Pixel size=15 microns and one-sided wedge=100 pixels and back focal 
plane size=357 pixels 
At the very beginning of the review of SPs in chapter 2, I mentioned that only p-wave could 
be used to excite SPR while s-wave does not excite SP, however, both p and s are located on 
the same radius of the BFP. That means I can use the s-wave as the reference rather than the 
centre part. I call this technique artificial plasmon. The diagram of the intensity pattern is 
shown in Fig. 7-3 (a). I divide the BFP into four parts and the two quarters with SPR dips is 
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the signal beam while the other two quarters is the reference. One problem here is that in the 
confocal system, a pinhole is added in the detection. That means only the excited SPs will be 
detected while the non-propagating s-wave will be blocked. In order to solve this problem, I 
XVHDµYLUWXDO¶ZHGJHWREHQGWKHV-wave VRWKDWLWFDQDOVREHGHWHFWHG7KHµYLUWXDO¶ZHGJH
(Fig. 7-3 (c)) is realized by imposing a wedge phase pattern on the radius where the s-wave 
located on the phase sensitive SLM. As the phase SLM can only provide phase between 0 
and 2ʌ, if the imposed phase for the s-wave, I will wrap it. The diagram of the phase pattern 
is shown in Fig. 7-3 (b). I will show that this artificial plasmon technique is more robust to 
microphotonics.  
7.3 Summary 
In this chapter, I have summarized the main aspects of the three experiments described in 
chapter 4, 5 and 6 respectively and drew the conclusion that I have achieved the objective 
aims. Later in section 7.2, I discussed the future works which included two parts: 1) confocal 
surface plasmon microscopic imaging and sensing in aqueous environment; 2) artificial 
plasmon.  
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