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In this paper, a class of second order discrete Hamiltonian systems with periodicity
assumptions is considered. Based on the critical point theory, some sufficient conditions
for the existence of subharmonic solutions and homoclinic orbits are obtained. The results
obtained extend the results in 2007 by relaxing the assumptions on the sign of the
potential.
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1. Introduction and statements of main results
We denote by N,Z,R the set of all natural numbers, integers and real numbers, respectively. Throughout this paper,
unless stated otherwise, | · | denotes the usual norm inRN with N ∈ N, u ·v denotes the inner product of u ∈ RN and v ∈ RN ,
IN×N denotes the N × N unit matrix.
Consider the second order self-adjoint vector nonlinear difference equation
1[p(n)1xn−1] − A(n)xn + b(n)∇V (xn) = 0, xn ∈ RN , n ∈ Z, (1.1)
where N is a given positive integer,1xn = xn+1 − xn is the forward difference, b(n) is a real number with sign changing for
n ∈ N, p(n) and A(n) are N × N real symmetric positive definite matrices for all n ∈ N, V ∈ C1(RN ,R), V (z) ≥ 0,∀z ∈
RN , ∇V (z) denotes the gradient of V (z) in z for all z ∈ RN .
Eq. (1.1) is a special form of the following equation
1[p(n)1xn−1] − A(n)xn + f (n, xn) = 0, xn ∈ RN , n ∈ Z, (1.2)
where f (n, z) ∈ C(Z× RN) for n ∈ Z and z ∈ RN .
Let p be a given positive integer, pm-periodic solutions for an equation will be called subharmonic solutions as usual.
Recently, a lot of attention has been devoted to finding solutions of discrete dynamic system (1.2) by using critical point
theory. When p(n) ≡ IN×N and A(n) ≡ 0, there are many results about the existence of periodic solutions (see [1–8]) and
positive solutions (see [9,10]).WhenN = 1, Eq. (1.2) has been investigated bymany papers, for example, [11] on the periodic
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solutions and [12–14] on the boundary value problems, moreover, Ma and Guo in [15,16] got the existence of homoclinic
orbits of Eq. (1.2) with
∫ x
0 f (n, s)ds ≥ 0 for (n, x) ∈ Z× R.
As to Eq. (1.1), Yu et al. in [17] have obtained the existence of subharmonic solutions of Eq. (1.1) with N = 1, p(n) ≡ 1
and A(n) ≡ 0, and the authors in [18] have obtained the existence of homoclinic orbits of Eq. (1.1) with no periodicity
assumptions.
Now we give the definition below: If x¯ = {x¯n} is a solution of a discrete system, another solution x = {xn} will be called
a homoclinic orbit emanating from x¯ if |xn − x¯n| → 0 when n→±∞.
It is well-known that homoclinic orbits play an important role in analyzing the chaos of dynamical systems. If a system
has transversely intersected homoclinic orbits, then it must be chaotic. If it has smoothly connected homoclinic orbits, then
it cannot stand the perturbation, its perturbed system probably produces chaos.
Moreover, we may regard Eq. (1.1) as being a discrete analog of the following second order differential equation
(p(t)x′(t))′ − A(t)x(t)+ b(t)∇V (x(t)) = 0, x(t) ∈ RN , t ∈ R. (1.3)
Eq. (1.1) is the best approximation of Eq. (1.3) when one lets the step size not be equal to 1 but the variable’s step size go to
zero, so solutions of (1.1) can give some desirable numerical features for the (1.3). Eq. (1.3) can be regarded as a special form
of the Emden–Fowler equation appearing in the study of astrophysics, gas dynamics, fluidmechanics, relativisticmechanics,
nuclear physics and chemically reacting systems, and many well-known results concerning properties of solutions of (1.3)
are collected in [19]. Also the existence of homoclinic orbits of Eq. (1.3) has been studied in many papers by using critical
point theory when p(t) ≡ IN×N for all t ∈ R. In [20–24], it was proved that a sequence of subharmonic solutions of Eq.
(1.3) with periodic assumptions can uniformly converge to homoclinic orbits. Moreover, Fei in [22] obtained the existence
of homoclinic orbits of Eq. (1.3) without any periodic assumptions.
Therefore, it is of practical importance and mathematical significance to consider the existence of homoclinic orbits of
the Eq. (1.1) emanating from 0. The main purpose of this paper is to obtain the existence of subharmonic solutions and
homoclinic orbits of Eq. (1.1) with periodicity assumptions by using the critical point theory. The results obtained extend
the results in [15] by relaxing the assumptions on the sign of the potential.
The main idea of this paper is to get the subharmonic solutions by using the critical point theory and then obtain the
homoclinic orbit which is the nontrivial limit of the subharmonic solutions by using the uniform estimates and appropriate
shifts. Now we state the main theorems as followings:
Theorem 1.1. For a given integer T , we assume that p(·) is a T-periodic, N ×N real symmetric positive definite matrix function,
A(·), b(·) and V (·) satisfy the following conditions:
(A) A(·) is a T-periodic and N × N real symmetric matrix function, and there exists a > 0 such that
A(n)x · x ≥ a|x|2, ∀x ∈ RN , ∀n ∈ Z;
(B) b(·) is T -periodic, and there exists n0 ∈ Z(1, T ) such that b(n0) > 0;
(V1) V ∈ C1(RN ,R), V (x) ≥ V (0) = 0, |∇V (x)| = o(|x|) as x→ 0;
(V2) there exist a1 > 0, a2 ≥ 0, α > 2 such that
V (x) ≥ a1|x|α − a2, ∀x ∈ RN;
(V3) there exist β > 2 and a3 ∈ [0, a(β−2)2 ) such that
|∇V (x) · x− βV (x)| ≤ B¯−1a3|x|2, ∀x ∈ RN ,
where B¯ = maxn∈Z(1,T ) |b(n)|.
Then Eq. (1.1) has at least one nontrivial subharmonic solution, and then the Eq. (1.1) has at least one homoclinic orbit.
Remark 1.1. Condition (A) implies that A(·) is positive definite.
Theorem 1.2. The conclusion of Theorem 1.1 holds provided that the condition (V3) in Theorem 1.1 is replaced by one of the
following:
(V ′3) there exists a4 ∈ [0, a(β−2)2 ) such that
0 ≤ B−[∇V (x) · x− βV (x)] ≤ a4|x|2, ∀x ∈ RN ,
where B− = max{|b(n)| : b(n) ≤ 0, n ∈ Z(1, T )}.
(V ′′3 ) there exist β > 2 and a5 ∈ [0, a(β−2)2 ) such that
0 ≤ B+[βV (x)−∇V (x) · x] ≤ a5|x|2, ∀x ∈ RN ,
B+ = max{b(n) : b(n) > 0, n ∈ Z(1, T )}.
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2. Variational structure and a basic lemma
In this section, we will establish the corresponding variational framework for Eq. (1.1) and give a lemma which will play
an important role in the proof of our main results.
For eachm ∈ N, set E2mT = {x = {xn} : xn+2mT = xn, xn ∈ RN ,∀n ∈ Z,∀m ∈ N}, where xn = (xn,1, xn,2, . . . , xn,N)τ ,
x = {xn} = (. . . , x−n, . . . , x−1, x0, x1, . . . , xn, . . .)τ .
We define an inner product in E2mT as
〈x, y〉m =
mT∑
n=−mT+1
(p(n+ 1)1xn ·1yn + A(n)xn · yn),
and the norm deduced from the inner product is
‖x‖2m =
mT∑
n=−mT+1
(p(n+ 1)1xn ·1xn + A(n)xn · xn). (2.1)
For fixedm, E2mT is a finite-dimensional Hilbert space which is isomorphic to R2mTN .
Let l2m = {x = {xn} :
∑mT
n=−mT+1 |xn|2 <∞} be equipped with the norm
‖x‖2
l2m
=
mT∑
n=−mT+1
|xn|2, ∀x ∈ l2m. (2.2)
Since any two norms in finite-dimensional space are equivalent to each other, there exist D1 > 0 and D2 > 0 such that
D1‖x‖l2m ≤ ‖x‖m ≤ D2‖x‖l2m . (2.3)
One can see that the above inequality holds if we choose D1 = a 12 and D2 = (4l1 + l2) 12 , where
l1 = max
n∈Z(1,T )
max
x∈RN ,|x|=1
|p(n)x · x|,
l2 = max
n∈Z(1,T )
max
x∈RN ,|x|=1
|A(n)x · x|.
In fact, since the eigenvalues of−12xn−1 = λxn are λk = 4 sin2 kpi2mT , k = −mT + 1, . . . , 0, 1, . . . ,mT ,
λmax = max
{
4 sin2
kpi
2mT
: k = −mT + 1, . . . , 0, 1, . . . ,mT
}
≤ 4,
then
a‖x‖2
l2m
≤ ‖x‖2m =
mT∑
n=−mT+1
p(n+ 1)1xn ·1xn +
mT∑
n=−mT+1
A(n)xn · xn
≤ (4l1 + l2)‖x‖2l2m .
So (2.3) is a
1
2 ‖x‖l2m ≤ ‖x‖m ≤ (4l1 + l2)
1
2 ‖x‖l2m , namely, D1 = a
1
2 and D2 = (4l1 + l2) 12 .
We define the functional Jm(x) on E2mT as
Jm(x) =
mT∑
n=−mT+1
[
1
2
p(n+ 1)1xn ·1xn + 12A(n)xn · xn − b(n)V (xn)
]
= 1
2
‖x‖2m −
mT∑
n=−mT+1
b(n)V (xn).
It is easy to see that Jm ∈ C1(E2mT ,R) and Jm(0) = 0. For all l ∈ Z(1,N),
∂ Jm(x)
∂xn,l
= −[1(p(n)1xn−1)− A(n)xn + b(n)∇V (xn)]l, ∀n ∈ Z.
Thus, x ∈ E2mT is a critical point of Jm if and only if
1(p(n)1xn−1)− A(n)xn + b(n)∇V (xn) = 0, ∀n ∈ Z,
that is to say, x ∈ E2mT is a critical point of Jm if and only if x is a classical 2mT -periodic solution of Eq. (1.1).
Next we state a definition and a basic lemma introduced in [25] by Rabinowitz which is used to obtain the critical points
of the functional F .
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Definition 2.1. Let E be a real Banach space and F ∈ C1(E,R). If any sequence {x(k)} ⊂ E such that F(x(k)) is bounded
and F ′(x(k)) → 0 as k → ∞ has a subsequence which is convergent in E, then the functional F satisfies the Palais–Smale
condition.
Lemma 2.1 (Mountain Pass Theorem). Let E be a real Banach space and F ∈ C1(E,R) satisfying the Palais–Smale condition.
Suppose F(0) = 0 and
(I1) there are constants ρ, γ > 0 such that F |∂Bρ ≥ γ ;
(I2) there is an e ∈ E \ Bρ such that F(e) ≤ 0.
Then F possesses a critical value c ≥ γ . Moreover c can be characterized as
c = inf
g∈Γ maxu∈g([0,1])
F(u),
where
Γ = {g ∈ C([0, 1], E) : g(0) = 0, g(1) = e}.
3. Proofs of theorems
In this section, first we prove the existence of the 2mT -periodic solution x(m) of Eq. (1.1) for fixed m ∈ N, known as a
subharmonic solution, second, we getm-independent uniform estimates for the norm of subharmonic solutions x(m) in E2mT
and l∞m , third, the subharmonic solutions x(m) converge to a nontrivial homoclinic orbit asm→∞ and complete the proof
of Theorems 1.1 and 1.2, finally, we give an example to illustrate the results obtained.
3.1. The existence of subharmonic solutions
Lemma 3.1. Fix m ∈ N, under conditions of Theorem 1.1, Eq. (1.1) has at least one subharmonic solution or 2mT-periodic
solution.
Proof. First, we need to prove that Jm satisfies the Palais–Smale condition.
Let {x(k)} ⊂ E2mT , and assume there exists M0 > 0 such that |Jm(x(k))| ≤ M0 and J ′m(x(k))→ 0 as k→ +∞, we need to
prove that {x(k)} has a convergent subsequence in E2mT . Since E2mT is a finite-dimensional Hilbert space for fixedm, we need
to prove that ‖x(k)‖m is bounded.
From (V3), for sufficiently large k,
βM0 + ‖x(k)‖m ≥ βJm(x(k))− 〈J ′m(xk), x(k)〉m
= β − 2
2
‖x(k)‖2m −
mT∑
n=−mT+1
b(n)[βV (x(k)n )−∇V (x(k)n ) · x(k)n ]
≥ β − 2
2
‖x(k)‖2m − a3‖x(k)‖2l2m
≥ β − 2
2
‖x(k)‖2m −
a3
a
‖x(k)‖2m
=
(
β − 2
2
− a3
a
)
‖x(k)‖2m. (3.1)
Since 0 ≤ a3 < a(β−2)2 , ‖x(k)‖m is bounded.
Finally, we prove that the functional Jm satisfies the two conditions of the Mountain Pass Theorem.
From (V1), for all  > 0, there exists δ > 0 such that |∇V (x)| ≤ |x|when |x| ≤ δ. Since V ∈ C1(RN ,R), then
V (x) = V (x)− V (0) = ∇V (τx) · x ≤ |∇V (τx)| · |x| ≤ |x|2, ∀x ∈ RN , |x| ≤ δ,
where 0 < τ < 1.
Since |xn| ≤ ‖x‖l2m ≤ a−
1
2 ‖x‖m, ∀xn ∈ RN , n ∈ Z, if we choose ρ = a 12 δ, then |xn| ≤ a− 12 ρ = δ when ‖x‖m ≤ ρ. Thus
Jm(x) = 12‖x‖
2
m −
mT∑
n=−mT+1
b(n)V (xn)
≥ 1
2
‖x‖2m − B¯‖x‖2l2m
≥ 1
2
‖x‖2m − B¯a−1‖x‖2m.
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Let  = aB¯−14 , then
Jm|E2mT ⋂ ∂Bρ ≥ 14ρ2 = γ > 0. (3.2)
Set N1 = {n ∈ Z(−mT +1,mT ) : b(n) > 0} and N2 = {n ∈ Z(−mT +1,mT ) : b(n) ≤ 0}, n1 = ]N1 denotes the number
of n in N1, B+ = minn∈N1 b(n). It follows from (B) that N1 6= ∅.
Choose y ∈ E2mT such that ‖y‖m = 1 and yn = 0 for all n ∈ N2. Since
∑
n∈N1
|yn|2 ≤
[∑
n∈N1
(|yn|2) α2
] 2
α
n
α−2
α
1 ,
we have∑
n∈N1
|yn|α ≥ n
2−α
2
1 ‖y‖αl2m ≥ D
−α
2 ‖y‖αmn
2−α
2
1 = D−α2 n
2−α
2
1 .
So from (V2),
Jm(σy) = σ
2
2
−
∑
n∈N1
b(n)V (σyn)
≤ σ
2
2
− B+a1σ α
∑
n∈N1
|yn|α + a2
∑
n∈N1
b(n)
≤ σ
2
2
− D−α2 B+a1n
2−α
2
1 σ
α + a2
∑
n∈N1
b(n).
Since α > 2, there exists σ > ρ such that
Jm(σy) ≤ 0. (3.3)
From (3.2) and (3.3), Jm satisfies the two conditions of the Mountain Pass Theorem.
Since Jm(0) = 0, by Lemma 2.1 and the above proof, Jm has critical value Cm ≥ γ and
Cm = inf
gm∈Γm
sup
s∈[0,1]
Jm(gm(s)),
Γm = {gm ∈ C([0, 1], E2mT ) : gm(0) = 0, gm(1) = σy}.
We assume Jm(x(m)) = Cm, then x(m) is the subharmonic solution of Eq. (1.1) and evidently x(m) 6= 0. 
Remark 3.1. We can conclude that x(m) is a nonconstant solution of (1.1) for fixedm ∈ N.
In fact, we assume that x(m) 6= 0 is a constant solution, from (1.1), then
b(n)∇V (xn) · xn = A(n)xn · xn. (3.4)
The left hand of the above equality changes sign and the right hand of it is greater than 0, which is a contradiction.
3.2. Uniform estimates of the norm of subharmonic solutions
Fixm ∈ N, let l∞m = {x = {xn} : |xn| is bounded,∀n ∈ Z(−mT + 1,mT )} be equipped with the norm
‖x‖l∞m = maxn∈Z(−mT+1,mT ) |xn|, ∀x = {xn} ∈ l
∞
m .
Evidently,
‖x‖l∞m ≤ ‖x‖l2m ≤ a−
1
2 ‖x‖m, ∀x ∈ E2mT . (3.5)
Lemma 3.2. Under the conditions of Theorem 1.1, there exists a constant d2 > 0 independent of m such that
‖x(m)‖m ≤ d2, ∀m ∈ N. (3.6)
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Proof. Choose e ∈ E2T \ {0} such that e−T = eT = 0 and J1(e) ≤ 0. Let e(m) = {e(m)n } such that e(m)n+2mT = e(m)n and
e(m)n =
{
en, n ∈ Z(−T + 1, T );
0, T ≤ |n| ≤ mT . ,
then e(m) ∈ E2mT \ {0} and Jm(e(m)) = J1(e) ≤ 0.
By Lemma 2.1, for allm ∈ N, gm(s) = se(m) ∈ Γm, and
Jm(gm(s)) = J1(g1(s)) = J1(se),
then
0 < γ ≤ Cm ≤ max
0≤s≤1
Jm(gm(s)) = max
0≤s≤1
J1(g1(s)) = max
0≤s≤1
J1(se) ≡ d1.
Evidently, d1 does not depend onm.
Since J ′m(x(m)) = 0, from (V3),
Cm = Jm(x(m))− 1
β
〈J ′m(x(m)), x(m)〉m
=
(
1
2
− 1
β
)
‖x(m)‖2m −
1
β
mT∑
n=−mT+1
b(n)[βV (x(m)n )−∇V (x(m)n ) · x(m)n ]
≥
(
1
2
− 1
β
)
‖x(m)‖2m −
B¯
β
mT∑
n=−mT+1
|βV (x(m)n )−∇V (x(m)n ) · x(m)n |
≥ β − 2
2β
‖x(m)‖2m −
a3
β
mT∑
n=−mT+1
|x(m)n |2
≥ β − 2
2β
‖x(m)‖2m −
a3
β
a−1‖x(m)‖2m
= (β − 2)− 2a3a
−1
2β
‖x(m)‖2m. (3.7)
Since 0 ≤ a3 < a(β−2)2 , thus
‖x(m)‖m ≤
(
2βCm
(β − 2)− 2a3a−1
) 1
2 ≤
(
2βd1
(β − 2)− 2a3a−1
) 1
2 = d2.
It is easy to see that the constant d2 is independent ofm. 
Lemma 3.3. There exist constants d3 > 0 and d4 > 0 independent of m such that
d3 ≤ ‖x(m)‖l∞m ≤ d4, ∀m ∈ N. (3.8)
Proof. It follows from (3.5) and (3.6) that
‖x(m)‖l∞m ≤ a−
1
2 ‖x(m)‖m ≤ a− 12 d2 = d4. (3.9)
Since d2 is independent ofm, d4 is independent ofm too.
For all sufficiently small δ > 0, if we assume that ‖x(m)‖l∞m < δ, then |x(m)n | < δ, ∀n ∈ Z(−mT + 1,mT ). Thus, from
J ′m(x(m)) = 0 and condition (V1), for sufficiently small  > 0,
‖x(m)‖2m =
mT∑
n=−mT+1
b(n)∇V (x(m)n ) · x(m)n
≤ B¯ε
mT∑
n=−mT+1
|x(m)n |2
≤ B¯εa−1‖x(m)‖2m.
Choose ε ∈ (0, B¯−1a), then ‖x(m)‖m = 0, which contradicts that ‖x(m)‖m 6= 0. Therefore there exists a constant d3 = δ
independent ofm such that ‖x(m)‖l∞m ≥ δ = d3,∀m ∈ N. 
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3.3. The subharmonic solutions converge to a homoclinic orbit
Proof of Theorem 1.1. Next we will show that the subharmonic solution sequence (x(m)) which has been obtained in
Lemma 3.1 possesses a convergent subsequence which converges to a homoclinic orbit.
From (3.8), for allm ∈ N, there exist im ∈ N and nim ∈ Z dependent of im such that
|x(im)nim | ≥ d3. (3.10)
Since A(·) and b(·) are T -periodic, {x(m)n+jT }j∈Z is also a subharmonic solution of Eq. (1.1). Then nim ∈ Z(1, T ) by suitable
shifts, and we can choose a suitable subsequence of (x(im)) such that nim = n0, namely nim independent of im and then
independent ofm. So on, we can choose a subsequence of (x(m)), without loss of generality, still denoted by (x(m)), such that
x(m)n → xn, m→∞, ∀n ∈ Z,
that is to say,
|x(m)n − xn| → 0, m→∞, ∀n ∈ Z.
From (V1), V ∈ C1(RN ,R), then
1(p(n)1x(m)n−1)− A(n)x(m)n + b(n)∇V (x(m)n )→ 1(p(n)1xn−1)− A(n)xn + b(n)∇V (xn), m→∞, ∀n ∈ Z.
Since 1(p(n)1x(m)n−1) − A(n)x(m)n + b(n)∇V (x(m)n ) = 0 for all m ∈ N, from the uniqueness of the limit, 1(p(n)1xn−1) −
A(n)xn + b(n)∇V (xn) = 0. On the other hand, (3.10) implies that |xn0 | ≥ d3, so x = {xn} 6= 0, then x = {xn} is a nonzero
solution of (1.1).
Fix D ∈ Z, and choose sufficiently largem such that Z(−D,D) ⊂ Z(−mT + 1,mT ), then
D∑
n=−D
|x(m)n |2 ≤ a−1‖x(m)‖2m ≤ a−1d22.
Letm→∞, since a−1d22 is a constant independent ofm,
D∑
n=−D
|xn|2 ≤ a−1d22.
It follows from the arbitrariness of D that x ∈ l2, where
l2 =
{
x = {xn} :
∑
n∈Z
|xn|2 <∞
}
.
Moreover, fix D ∈ Z, and choose sufficiently largem such that Z(−D,D) ⊂ Z(−mT + 1,mT ), then
D∑
n=−D
[p(n+ 1)1x(m)n ·1x(m)n + A(n)x(m)n · x(m)n ]
≤
mT∑
n=−mT+1
[p(n+ 1)1x(m)n ·1x(m)n + A(n)x(m)n · x(m)n ] = ‖x(m)‖2m ≤ d22 < +∞.
Letm→∞ in the above inequality, we have
D∑
n=−D
[p(n+ 1)1xn ·1xn + A(n)xn · xn] ≤ d22.
From the arbitrariness of D,∑
n∈Z
[p(n+ 1)1xn ·1xn + A(n)xn · xn] ≤ d22 <∞. (3.11)
Inequality (3.11) implies that∑
|n|>D
[p(n+ 1)1xn ·1xn + |xn|2] → 0, D→+∞,
then xn → 0 as |n| → ∞, namely x±∞ = 0.
Now we can conclude that x = {xn} is a homoclinic orbit of Eq. (1.1) emanating from 0, thus Eq. (1.1) has at least one
homoclinic orbit. 
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Proof of Theorem 1.2. From the proof of Theorem 1.1, we only need to prove that Jm satisfies Palais–Smale condition. Let
{x(k)} ⊂ E2mT and assume there exists M0 > 0 such that |Jm(x(k))| ≤ M0 and J ′m(x(k)) → 0 as k → +∞, we need to prove
that (x(k)) has a convergent subsequence in E2mT and then we only need to prove that ‖x(k)‖m is bounded.
When B− = 0, it is evident that
βM0 + ‖x(k)‖m ≥ βJm(x(k))− 〈J ′m(xk), x(k)〉m
≥ β − 2
2
‖x(k)‖2m
for k large enough, which implies that ‖x(k)‖m is bounded.
When B− 6= 0, for sufficiently large k,
βM0 + ‖x(k)‖m ≥ βJm(x(k))− 〈J ′m(xk), x(k)〉m
≥ β − 2
2
‖x(k)‖2m −
∑
n∈N2
b(n)[βV (xn)−∇V (xn) · xn]
≥ β − 2
2
‖x(k)‖2m − a4‖x(k)‖2l2m
≥
[
β − 2
2
− a4
a
]
‖x(k)‖2m.
Since a4 ∈ [0, a(β−2)2 ), the above inequality implies that ‖x(k)‖m is bounded.
Since B+ > 0, from (V ′′3 ), ∇V (x) · x ≤ βV (x) for all x ∈ RN , then for sufficiently large k
βM0 + ‖x(k)‖m ≥ βJm(x(k))− 〈J ′m(xk), x(k)〉m
≥ β − 2
2
‖x(k)‖2m −
∑
n∈N1
b(n)[βV (xn)−∇V (xn) · xn]
≥ β − 2
2
‖x(k)‖2m − a5‖x(k)‖2l2m
≥
[
β − 2
2
− a5
a
]
‖x(k)‖2m.
Since a5 ∈ [0, a(β−2)2 ), ‖x(k)‖m is bounded. 
Example 3.1. For a given positive integer T = 4, we consider
12xn−1 − A(n)xn + a1βb(n)|xn|β−2xn = 0, n ∈ Z, (3.12)
where
A(n) =
{
a
∣∣∣sec npi
4
∣∣∣ IN×N , n 6= 4k+ 2;
aIN×N , n = 4k+ 2.
∀k ∈ Z, a > 0,
b(n) =

c cos
npi
2
, n = 4k+ 1, 4k+ 2;
d cos
npi
2
, n = 4k+ 3, 4k+ 4.
∀k ∈ Z,
c 6= d, V (x) = a1|x|β ,∀x ∈ RN , a1 > 0.
It is easy to see that A(n + 4) = A(n) and A(n)x · x ≥ a|x|2,∀x ∈ RN for all n ∈ Z. Since ∇V (x) · x = βV (x),
|∇V (x)| = a1β|x|β−1, conditions (V1)–(V3) hold. From Theorem 1.1, Eq. (3.12) has at least one homoclinic orbit emanating
from 0.
References
[1] Z.M. Guo, J.S. Yu, Existence of periodic and subharmonic solutions for second-order superlinear difference equations, Sci. China Ser. A 46 (2003)
506–515.
[2] Z.M. Guo, J.S. Yu, The existence of periodic and subharmonic solutions of subquadratic second order difference equations, J. Lond. Math. Soc. 68 (2003)
419–430.
[3] J. Rodriguez, D.L. Etheridge, Periodic solutions of nonlinear second order difference equations, Adv. Difference Equ. 2005 (2005) 173–192.
[4] Y.F. Xue, C.L. Tang, Existence and multiplicity of periodic solutions for second order discrete Hamiltonian systems, J. Southwest China Norm. Univ.
(Natur. Sci.) 31 (2006) 7–12.
1206 X. Deng et al. / Computers and Mathematics with Applications 58 (2009) 1198–1206
[5] Y.F. Xue, C.L. Tang, Existence of a periodic solution for subquadratic second-order discrete Hamiltonian system, Nonlinear Anal. 67 (2007) 2072–2080.
[6] Z. Zhou, J.S. Yu, Z.M. Guo, Periodic solutions of higher-dimensional discrete systems, Proc. R. Soc. Edinb. 134A (2004) 1013–1022.
[7] J.S. Yu, Y.H. Long, Z.M. Guo, Subharmonic solutions with prescribed minimal period of a discrete forced pendulum equation, J. Dynam. Differential
Equations 16 (2004) 575–586.
[8] H.H. Bin, J.S. Yu, Z.M. Guo, Nontrivial periodic solutions for asymptotically linear resonant difference problem, J. Math. Anal. Appl. 322 (2006) 477–488.
[9] R.P. Agarwal, K. Perera, D. O’Regan, Multiple positive solutions of singular and nonsingular discrete problems via variational methods, Nonlinear Anal.
58 (2004) 69–73.
[10] R.P. Agarwal, K. Perera, D. O’Regan, Multiple positive solutions of singular discrete p-Laplaceian problem via variational methods, Adv. Difference Equ.
2 (2005) 93–99.
[11] J.S. Yu, Z.M. Guo, X.F. Zou, Periodic solutions of second order self-adjoint difference equations, J. Lond. Math. Soc. 71 (2005) 146–160.
[12] J.S. Yu, Z.M. Guo, Boundary value problems of discrete generalized Emden–Fowler equation, Sci. China Ser. A 49 (2006) 1303–1314.
[13] J.S. Yu, Z.M. Guo, On boundary value problems for a discrete generalized Emden–Fowler equation, J. Differential Equations 231 (2006) 18–31.
[14] H.H. Liang, P.X. Weng, Existence and multiple solutions for a second order difference boundary value problem via critical point theory, J. Math. Anal.
Appl. 326 (2007) 511–520.
[15] M.J. Ma, Z.M. Guo, Homoclinic orbits and subharmonics for nonlinear second order difference equation, Nonlinear Anal. 67 (2007) 1737–1745.
[16] M.J. Ma, Z.M. Guo, Homoclinic orbits for second order self-adjoint difference equation, J. Math. Anal. Appl. 323 (2006) 513–521.
[17] J.S. Yu, X.Q. Deng, Z.M. Guo, Periodic solutions of a discrete Hamiltonian system with a change of sign in the potential, J. Math. Anal. Appl. 324 (2006)
1140–1151.
[18] X.Q. Deng, G. Cheng, Homoclinic orbits for second order discrete hamiltonian systems with potential changing sign, Acta Appl. Math. 103 (2008)
301–314.
[19] J.S.W. Wong, On the generalized Emden–Fowler equation, SIAM Rev. 17 (1975) 339–360.
[20] Y.H. Ding, M. Girardi, Periodic and homoclinic solution to a class of Hamiltonian systems with the potential changing sign, Dyn. Syst. Appl. 2 (1993)
131–145.
[21] P. Caldirioli, P. Montecchiari, Homoclinic orbits for second order Hamiltonian systems with potential changing sign, Commun. Appl. Nonlinear Anal.
1 (1994) 97–129.
[22] G.H. Fei, The existence of homoclinic orbits for Hamiltonian systems with the potential changing sign, Chinese Ann. Math. B 17 (1996) 403–410.
[23] F. Antonacci, Periodic andhomoclinic solutions to a class of Hamiltonian systemswith potential changing sign, Boll. UnioneMat. Ital. 7 (1996) 303–324.
[24] F. Antonacci, P. Magrone, Second order nonautonomous systems with symmetric potential changing sign, Rend. Mat. 18 (1998) 367–379.
[25] P.H. Rabinowitz, Minimax methods in critical point theory with applications to differential equations, in: CBMS Regional Conference Series in
Mathematics, vol. 65, American Mathematical Society, Providence, 1986.
