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A KOLMOGOROV THEOREM FOR NEARLY-INTEGRABLE POISSON SYSTEMS WITH
ASYMPTOTICALLY DECAYING TIME-DEPENDENT PERTURBATION.
ALESSANDRO FORTUNATI AND STEPHEN WIGGINS
ABSTRACT. The aim of this paper is to prove the Kolmogorov theorem of persistence of Diophantine
flows for nearly-integrable Poisson systems associated to a real analytic Hamiltonian with aperiodic time
dependence, provided that the perturbation is asymptotically vanishing. The paper is an extension of an
analogous result by the same authors for canonical Hamiltonian systems; the flexibility of the Lie series
method developed by A. Giorgilli et al., is profitably used in the present generalisation.
1. PRELIMINARIES
Since the theory of Hamiltonian system has been extended to more general spaces than the standard
symplectic manifold (see e.g. [LGMV11]), the interest for stability theory for these “generalized” (or
“non-canonical”) systems has rapidly risen. Among them, examples of systems defined on Poisson
manifolds, also known as Poisson systems, naturally appear in applications. Fundamental stability results
such as the Nekhoroshev and Kolmogorov theorems can be obtained for such class of systems, see [LY06]
and [CHH07].
The main goal of this paper is to extend the proof of the Kolmogorov theorem for aperiodically time-
dependent canonical systems considered in [FW] to a class of Poisson system admitting a family of
invariant tori, as considered in [LY06]. The (necessary) assumption of slow dacay of the perturbation is
still assumed in this case while restriction to the quadratic dependence in the actions of [FW] is removed.
The proof, closely carried out along the lines of [FW] (which is the extension of [Gio] to the time-
dependent case), is based on the tools of the Lie series method used in [Gio] and [BGGS84], after a
straightforward extension of them to the Poisson case.
1.1. Poisson systems: a short summary. Let Z := Y ×Tn where Y ⊂ Rm, with m,n ∈ N. Denoting
z ≡ (x, y) ∈ Z , we consider the following system of ODEs
z˙ = B(z)Hz(z), (1)
where1 B(z) = {bkl(z)} ∈ M(n+m),(n+m)(Z;R) and H : Z → R (Hamiltonian) are given. By defining
the brackets of two function F,G : Z → R as
{F,G}∗ := (Fz)
TB ·Gz , (2)
system (1) reads as z˙ = {z,H}∗.
The brackets (2) are said to be Poisson brackets if B is such that {·, ·}∗ is a skew-symmetric, bilinear form
satisfying: {FG,H}∗ = F{G,H}∗+G{F,H}∗ and {{F,G},H}∗+{{G,H}, F}∗+{{H,F}, G}∗ =
0 for all F,G,H , i.e. the Leibnitz and Jacobi identities, respectively. See [MR99] for a comprehensive
treatment. Correspondingly, (1) is called Poisson system on Z .
As in the canonical case, if H = H(z, t) with t ∈ [0,+∞), the obtained time-dependent Poisson system
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1we denote with MN,M (U ;R) the space of N ×M real (complex, if C) valued matrix defined on U .
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can be interpreted as an autonomous system in an extended space. More precisely, by setting ξ := t,
considering the new Hamiltonian H(z, η, ξ) := η +H(z, ξ) and the matrix
B :=
(
B 0
0 J
)
, J :=
(
0 −1
1 0
)
,
one obtains the following equivalent system
 z˙η˙
ξ˙

 = BH(z,η,ξ). (3)
where (z, η, ξ) ∈ Z × R× R+ =: D, if the evolution of the auxiliary variable η is disregarded.
It is straightforward to check that the brackets associated to B, i.e. defined by
{F,G} := (F(z,η,ξ))
TB ·G(z,η,ξ), (4)
for all F,G : D → R, satisfy the properties described above, i.e. system (3) is a Poisson system on D.
2. FRAMEWORK AND MAIN RESULT
2.1. Nearly-integrable Poisson systems and their invariant tori. From now on we shall consider
time-dependent and nearly-integrable Poisson systems, i.e. associated to Hamiltonians of the form
H(y, x, η, ξ) := h(y) + η + εf(y, x, η, ξ). (5)
As discussed in [LY06], the skew-symmetry condition and the necessity to obtain an invariant torus once
a particular value y∗ ∈ Y has been chosen, implies that the matrix B has the following particular structure
B = B(y) =
(
0 B
12
−BT
12
B
22
)
,
with B
12
∈ Mm,n(Y ;R) and B22 ∈ Mn,n(Y ;R) is skew-symmetric. In such a way the unperturbed
vector field has equations
y˙ = 0, x˙ = ω, η˙ = 0, ξ˙ = 1,
where the vector
ω := B0ω˜; B0 := −BT
12
(y∗), ω˜ := hy(y
∗), (6)
is the frequency of the flow on the chosen invariant torus.
In the typical scenario of a Kolmogorov-type result, our aim is to show that the motion with frequency ω
persists in the perturbed system, provided that ε is “sufficiently” small, under suitable hypotheses on the
Hamiltonian (5).
After a (formal) Taylor expansion of the Hamiltonian (5) around y∗, a trivial rescaling of the expansion
point in the origin and a redefinition of y and of H , the same Hamiltonian reads, up to an additive
constant as
H(y, x, η, ξ) = ω˜ · y + η +
1
2
Cy · y + εf(y, x, η, ξ) +R(y), (7)
where C := hyy(y∗) and R = O(|y|3).
2.2. Setting and main statement. In order to use the tools of Complex Analysis, let us consider the
complexification of the space {0} × Tn ×R× R+, defined by Dρ,σ;ζ := ∆ρ × Tnσ × Sρ ×Rζ where
∆ρ := {y ∈ C
m : |y| ≤ ρ}, Tnσ := {x ∈ C
n : |ℑx| ≤ σ},
Sρ := {η ∈ C : |ℑη| ≤ ρ}, Rζ := {ξ =: ξR + iξI ∈ C : ξR ≥ −ζ; |ξI | ≤ ζ},
Analogously to [Gio], the space of scalar valued functions g = g(y, x, ξ) defined on Dρ,σ;ζ is endowed
with the usual supremum and Fourier norms
|g|[ρ,σ;ζ] := sup
(y,x)∈Dρ,σ;ζ
|g(y, x, ξ)|, ‖g‖[ρ,σ;ζ] :=
∑
k∈Zn
∣∣gk(y, ξ)∣∣[ρ;ζ] e|k|σ,
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where gk(y, ξ) are the coefficients of the Fourier expansion g =
∑
k∈Zn gk(y, ξ)e
ik·x and |k| := |k1| +
. . . + |kn| for all k ∈ Zn. In the case of vector-valued functions w : D → Cl we denote ‖w‖[ρ,σ;ζ] :=∑l
j=1 ‖wj‖[ρ,σ;ζ]. Given a matrix M ∈ Mn,m(∆ρ,C), the following norm will be finally considered:∥∥M∥∥
ρ
:= nmmaxij(supy∈∆ρ |mij(y)|) while we shall set simply
∥∥M∥∥ := nmmaxij |mij| if M does
not depend on y.
The function h and the matrix B(y) will be supposed analytic and bounded on Dρ,σ;ζ , i.e. there exist two
constants Mh,MB > 0 such that ‖h‖ρ ≤ Mh and
∥∥B∥∥
ρ
≤ MB . In particular the expansion leading to
(7) is well defined.
Analogously to [FW] we shall assume the following hypothesis
Hypothesis 2.1. • There exists υ ∈ (0, 1) such that, for all v ∈ Cm
|Cv| ≤ υ−1|v|. (8)
• (Diophantine condition): y∗ is such that ω is a γ − τ Diophantine vector, i.e. there exist γ and
τ > n− 1 such that |〈ω, k〉| ≥ γ|k|−τ , for all k ∈ Zn \ {0}.
• (Slow decay): the perturbation f is holomorphic on Dρ,σ;ζ , satisfying, in addition,∥∥f(y, x, ξ)∥∥
[ρ,σ/2;ζ]
≤Mfe
−a|ξ|
, (9)
for some Mf > 0 and a ∈ (0, 1).
The choice a < 1 is not technical but simply related to the possibility to obtain simpler estimates in
the follow. Nevertheless, it allows us to exploit the slow decaying feature of the perturbation.
In the described framework, we are able to prove the following
Theorem 2.2 (Aperiodic-Poisson Kolmogorov). Consider (7) under the Hypothesis 2.1.
Then, for all a ∈ (0, 1) there exists εa > 0 such that for all ε ∈ (0, εa], it is possible to find an
analytic, ε−close to the identity, Poisson change of variables (y, x, η, ξ) = P(y(∞), x(∞), η(∞), ξ),
P : D∗ ⊂ D → D casting Hamiltonian (7) into the Kolmogorov normal form
H(∞)(y(∞), x(∞), η(∞), ξ) = ω˜ · y(∞) + η(∞) +R∞(y
(∞), x(∞), ξ; ε), (10)
where R∞ is at least quadratic in y.
3. FORMAL SCHEME
As usual, the construction of the Kolmogorov normal form is based on an iterative algorithm of
changes of variables. We shall use the Lie method by considering the Lie series operator associated
to the generating function φ, formally defined as
exp(Lφ) = Id+
∑
s≥1
Lsφ
where Lφ· := {φ, ·} the latter being defined in (4). By construction, the above defined operator, is a
Poisson change, as a time-one evolution of the Poisson system associated to the “Hamiltonian” φ.
The hard-core aspect of the normalization algorithm consists in the following
Lemma 3.1. Let us suppose that, for some j ∈ N, Hamiltonian (7) has the form
H(j) = η + h˜(j), (11)
where h˜(j) = h(j) + g(j) with
h(j) := ω˜ · y +
1
2
C(j)y · y +R(j), g(j) := A(j) +B(j) · y, (12)
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with A(j), B(j), C(j) and R(j) depending on x, ξ. Moreover R(j) = O(|y|3).
Then it is possible to find χ(j) such that PjH(j) with
Pj := exp(Lχ(j)), (13)
is of the form (11) for suitable A(j+1), B(j+1), C(j+1) and R(j+1).
The effect of this scheme is to remove the presence of the “unwanted” terms collected in g(j) on a
certain “level” of magnitude2. This cancellation is effected via the time-dependent homological equation
(15), already introduced in [FW]. The transformation determined in this way produces further terms of
this type i.e. A(j+1) and B(j+1), but their size is “smaller” than the same terms labelled with j. In this
way, their contribution is (formally) removed once one sets
P := lim
j→∞
Pj ◦ Pj−1 ◦ . . . ◦ P1. (14)
This well established heuristic approach will be made rigorous in the quantitative part.
Proof. We consider the action of the operator exp(Lχ(j)) on Hj , obtaining
Hˆ(j) := exp(Lχ(j))H
(j) = η + h(j) + g(j) + χ
(j)
ξ + {χ
(j), h(j)}
+ {χ(j), g(j)}+
∑
s≥2
1
s!
[
Ls
χ(j)
η + Ls
χ(j)
h˜(j)
]
.
Let us suppose that it is possible to determine χ(j) such that
χ
(j)
ξ + g
(j) + {χ(j), h(j)} = Q(j)(y, x, ξ; ) = O(|y|2). (15)
In such case the Hamiltonian takes the form
Hˆ(j) = η + h(j) +Q(j) + Rˆ(j); Rˆ(j) := {χ(j), g(j)}+
∑
s≥2
1
s!
Lsχ(j)
(
η + h˜(j)
)
.
Note that h(j) + λjQ(j) is at least quadratic in y while Rˆ(j) contains also terms independent of y and
linear in y. Hence, it is possible to set
A(j+1) :=Rˆ(j)(0) (16a)
B(j+1) :=Rˆ(j)y (0) (16b)
C(j+1) :=Hˆ(j)yy (0) ≡ C
j + (exp(Lχ(j))h˜
(j) − h˜(j))yy(0). (16c)
By using (12) one defines h(j+1) and g(j+1). Then H(j+1) by (11). The residual higher order terms of
the Taylor expansion are stored in R(j+1). 
3.1. Solution of the Homological equation. Our aim is now to determine a solution of the equation
(15). Recalling (4), equation (15) takes the form
χ
(j)
ξ +A
(j) +B(j) · y − χ(j)x B
T
12
· (ω + C(j)y) = O(|y|2). (17)
The necessity to solve the previous equation up to first order in y, leads to the possibility to restrict our-
selves to linear expansions of B and to the well known class of linear generating functions, as suggested
by Kolmogorov
BT
12
= −B0 − B1y +O(|y|2), χ(j) = S(j) + T (j) · y,
2The use of a book-keeping parameter (see e.g. [Eft12]) could be very useful in order to to recognize the perturbative
feature of the scheme. Set e.g. H(j) = η + h(j) + λjg(j) (then, by writing H(0) is easy to see that λ0 = O(ε)) and repeat the
computation below considering the operator exp(Lλjχ(j) ). This will show that the terms removed by the homological equation
lie on the level λj and that one can set λj+1 = O(λ2j ), exploiting the well known quadratic feature of the Kolomogorov scheme.
Unfortunately, the use of this parameter is not particularly effective in the quantitative part and it will be avoided.
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having recalled (6) and set B1 := −(BT
12
)y(y
∗). Plugging these expansions into (17), the comparison of
the power of y yields, up to O(|y|2), the following system{
S
(j)
ξ + S
(j)
ω +A(j) = 0
T
(j)
ξ + T
(j)
ω + S
(j)
x E
(j) +B(j) = 0
. (18)
Having denoted E(j) := B0C(j) +N1ω˜ and ∂ω := ∂x · ω.
Once S(j) has been determined by solving the first equation, each component of the second equation has
exactly the same form of the first one, with the corresponding component of S(j)x E(j) +B(j) in place of
A(j). This completes the formal resolvability of the iterative step.
We stress that equations of the system (18), both of the form
ϕξ + ϕω = ψ, (19)
possess the same structure of those found in the canonical case, discussed in [FW].
4. QUANTITATIVE ESTIMATES ON THE FORMAL SCHEME
4.1. Technical tools. The following two statements are excerpted from [FW] and reported below for the
reader’s convenience, as they play a key role in the quantitative part of the proof. The first one concerns
a bound for the composition of an arbitrary number of Lie operators. The second one provides a result
of existence and analyticity for the solution of the time-dependent homological equation (19).
Proposition 4.1. Let d1, d2 ∈ [0, 1/2] and χ and ψ be two functions onDρ,σ;ζ such that ‖χ‖[(1−d1)(ρ,σ);ζ]
and ‖ψ‖[(1−d2)(ρ,σ);ζ] are bounded for all ξ ∈ Rζ .
Then for all d˜ ∈ (0, 1 − dˆ) where dˆ := max{d1, d2} and for all s ≥ 1 one has the following estimate∥∥Lsχψ∥∥[(1−d˜−dˆ)(ρ,σ);ζ] ≤ s!e2
(
4e2Γρ,σ
d˜2
)s
‖χ‖s[(1−d1)(ρ,σ);ζ] ‖ψ‖[(1−d2)(ρ,σ);ζ] . (20)
where Γρ,σ := [e2G11σ2 + 2eG12ρσ +G22ρ2](eρσ)−2 with Gij :=
∥∥∥B
ij
∥∥∥
ρ
.
Proof. Straightforward generalisation of [Gio02, Pag. 77]. 
It is immediate to see that, under the same assumptions, the Lie operator exp(Lχ) converges if the
following condition is satisfied
L :=
4e2Γρ,σ
d˜2
‖χ‖[(1−d1)(ρ,σ);ζ] ≤
1
2
. (21)
Proposition 4.2. Let δ ∈ [0, 1) and suppose that there exists a constant K > 0 such that
‖ψ‖[(1−δ)σˆ;ζˆ] ≤ Ke
−a|ξ|
, (22)
for all ξ ∈ Rζˆ and for some 0 < σˆ < σ, 0 < ζˆ ≤ ζ . Note that a has been defined in (9).
Then for all d ∈ (0, 1 − δ) and for all ζˆ such that
4|ω|ζˆ ≤ dσˆ, (23)
the solution of (19) exists and satisfies
‖ϕ‖[(1−δ−d)σˆ;ζˆ] ≤
KΘ1
a(dσˆ)2τ
e−a|ξ|, ‖ϕxl‖[(1−δ−d)σˆ;ζˆ] ≤
KΘ2
a(dσˆ)2τ+1
e−a|ξ|, (24)
for all l = 1, . . . , n and for some constants Θ2 > Θ1 > 0.
Proof. Given in [FW]. 
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4.2. Iterative lemma. Let us define the following vector of parameters uj := (dj , ǫj , ζj ,mj, ρj , σj) ∈
[0, 1)6 for all j ≥ 0. Consider, in addition, u∗ := (0, 0, 0,m∗ , ρ∗, σ∗) for some m∗, ρ∗, σ∗ ∈ (0, 1). The
vectors u∗, u0 will be determined later. We shall denote D(j) := Dρj ,σj ;ζj and D∗ := Dρ∗,σ∗;ζ∗ .
Lemma 4.3. Under the same hypothesis of Lemma 3.1, suppose, in addition, the existence of uj with
uj > u∗ (i.e. component-wise), such that the following conditions hold true
(1)
max
{∥∥∥A(j)∥∥∥
[σj ;ζj ]
,
∥∥∥B(j)∥∥∥
[σj ;ζj ]
}
≤ ǫje
−a|ξ|
, (25)
(2) for all functions w = w(q, ξ) : D(j) → Cm∥∥∥C(j)(q, ξ)w(q, ξ)∥∥∥
[σj ;ζj ]
≤ υ−1j ‖w(q, ξ)‖[σj ;ζj ] , (26)
(3) dj ≤ 1/6 and ζj is set as
4|ω|ζj = djσj , (27)
(4) there exists a constant Mh˜(j) > 0 such that∥∥∥h˜(j)∥∥∥
[ρj ,σj ;ζj ]
≤Mh˜(j) . (28)
Then it is possible to determine a constant D > 0 such that: if
ǫj
D
a4υ2j d
8(τ+1)
j
≤
1
2
, (29)
it is possible to choose uj+1 < uj under the constraint (27)3, for which (25), (26), (28) are satisfied by
A(j+1), B(j+1), C(j+1) and h˜(j+1) given by (16a), (16b), (16c) and (12) respectively, with Mh˜(j+1) =
Mh˜(j) .
The proof of this result is organized in the following three steps. In order to avoid a cumbersome
notation, the index j will be dropped from all the objects depending on it, and reintroduced only for
objects at the j + 1−th stage.
4.2.1. Estimates on the generating function. By (25) and Prop. 4.2 (set δ = d/2) we get
‖S‖[(1−d/2)σ;ζ] ≤ ǫ
M0
ad2τ
e−a|ξ|,
∥∥Sx∥∥[(1−d/2)σ;ζ] ≤ ǫ M1ad2τ+1 e−a|ξ|, (30)
where M0 := Θ1(2/σ∗)2τ and M1 := nΘ2(2/σ∗)2τ+1. In this way, recalling the definition of E, the
symmetry of C , using the second equation of (30) and finally (26), we obtain∥∥SxE +B∥∥[(1−d/2)σ;ζ] ≤ ǫ M2aυd2τ+1 e−a|ξ| (31)
where M2 := 1 +M1
(∥∥B0∥∥ + ∥∥∥B1ω∥∥∥). By (31) and Prop. 4.2 for the second equation of (18) hold
‖T‖[(1−d)σ;ζ] ≤ ǫ
M3
a2υd4τ+1
e−a|ξ|,
∥∥Tx∥∥[(1−d)σ;ζ] ≤ ǫ M4a2υd4τ+2 e−a|ξ| (32)
with M3 := mM2Θ1(2/σ∗)2τ and M4 := mnM2Θ2(2/σ∗)2τ+1.
Recalling the definition of χ, (32) imply the following estimates
‖χ‖[(1−d)(ρ,σ);ζ] ≤ ǫ
M5
a2υd4τ+2
e−a|ξ|,
∥∥χx∥∥[(1−d)(ρ,σ);ζ] ≤ ǫ M6a2υd4τ+2 e−a|ξ|, (33)
with M5 := M0 +M3 and M6 := M1 +M4. By a Cauchy estimate we immediately get
‖χξ‖[(1−d)(ρ,σ;ζ)] ≤
1
dζ
‖χ‖[(1−d)(ρ,σ);ζ] ≤ ǫ
M5
a2vd4τ+3ζ
e−a|ξ|. (34)
3I.e. satisfying 4|ω|ζj+1 = dj+1σj+1.
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4.2.2. Estimates on the transformed Hamiltonian. Our aim is to give an estimate for Rˆ. First of all note
that by (20) written for s− 1 where4 ψ ≡ Lχη = χξ (and χ as itself), one gets, using (33) and (34)∥∥Lsχη∥∥[(1−2d)(ρ,σ;ζ)] ≤ s!4se4Γρ,σζLs, L := ǫ
4e2Γρ,σM5
a2υd4τ+3
e−a|ξ|. (35)
Hence, the Lie operator is uniformly convergent provided that
ǫ
8e2MBM5
a2υd4τ+3(ρ∗σ∗)2
≤
1
2
, (36)
as Γρ,σ ≤ 2MB(ρ∗σ∗)
−2
, see Prop. 4.1. Then L ≤ 1/2. The obtained bounds yield∑
s≥2
1
s!
∥∥Lsχη∥∥[(1−2d)(ρ,σ;ζ)] ≤ L22e2Γρ,σζ . (37)
An estimate of the third term appearing in Rˆ can be obtained in the same way. More precisely, bound
(20) whith ψ ≡ h˜ yields
∥∥∥Lsχh˜∥∥∥
[(1−2d)(ρ,σ;ζ)]
≤Mh˜e
−2s!Ls, yielding
∑
s≥2
1
s!
∥∥∥Lsχh˜∥∥∥
[(1−2d)(ρ,σ;ζ)]
≤
2Mh˜
e2
L
2
. (38)
Finally, the first term of Rˆ follows easily from (20) for s = 1. Indeed, as ‖g‖[ρ,σ;ζ] ≤ 2ǫe−a|ξ|, by (25),
we get
∥∥Lsχg∥∥[(1−2d)(ρ,σ;ζ)] ≤ ǫ2e−2Le−a|ξ|. The latter, (38) and (37) imply∥∥∥Rˆ∥∥∥
[(1−2d)(ρ,σ;ζ)]
≤ ǫ2
M7
a4υ2d8τ+6ζ
e−2a|ξ|,
with M7 := 16MBM5(1+8e2MBMh˜M5+e
2M5)(ρ∗σ∗)
−4
, allowing us to obtain the following bounds∥∥∥A(j+1)∥∥∥
[(1−3d)(ρ,σ;ζ)]
≤ ǫ2
M7
a4υ2d8τ+6ζ
e−2a|ξ|, (39a)∥∥∥B(j+1)∥∥∥
[(1−3d)(ρ,σ;ζ)]
≤
1
dρ
∥∥∥Rˆ∥∥∥
[(1−2d)(ρ,σ;ζ)]
≤ ǫ2
M7
a4υ2d8τ+7ζρ∗
e−2a|ξ|. (39b)
The final step is the estimate of C(j+1). Taking into account (16c) and the bound before (38) we compute∥∥∥exp(Lχ)h˜− h˜∥∥∥
[(1−2d)(ρ,σ;ζ)]
≤
∑
s≥1
1
s!
∥∥∥Lsχh˜∥∥∥
[(1−2d)(ρ,σ;ζ)]
≤ ǫ
8Γρ,σMh˜M5
a2vd4τ+3ζ
e−a|ξ|.
Now denoting C ′ := C(j+1) and M8 := 32mMBMh˜M5(ρ
2
∗σ∗)
−2 we obtain∥∥C ′kl − Ckl∥∥[(1−3d)(ρ,σ;ζ)] ≤ 2(dρ)2
∥∥∥exp(Lχ)h˜− h˜∥∥∥
[(1−2d)(ρ,σ;ζ)]
≤ ǫ
M8
a2mvd4τ+5ζ
e−a|ξ| (40)
In conclusion we have, for all w = w(x, ξ) ∈ Cm (write C ′ = C + (C ′ − C) and use (40)),
∥∥C ′w∥∥
[(1−3d)(ρ,σ;ζ)]
≤
[
υ − ǫ
M8
a2vd4τ+5ζ
e−a|ξ|
]−1
‖w‖[(1−3d)(σ;ζ)] =: (υ
′)−1 ‖w‖[(1−3d)(σ;ζ)] . (41)
The previous definition of υ′ makes sense provided that the quantity between the square brackets is
positive, which is a property that can be obtained by requiring
ǫ
M8
a2v2d4τ+5ζ
≤
1
2
. (42)
4we set d2 = d and d1 = d, then dˆ = d and d˜ = d as d˜ needs to be smaller than 1 − 2d. This is true as we shall suppose
d ≤ 1/6.
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4.2.3. Parameters of the iteration. It is now sufficient to take into account conditions (36), (42) and
those obtained comparing (39a) and (39b) with (25), to see immediately that these condition hold by
(29) for a suitable5 D and setting
ǫj+1 :=
D
a4υ2j d
8(τ+1)
j
ǫ2j , (43)
which is the well known quadratic iteration, that is able to compensate the effect of the small divisors
contained in d−8(τ+1)j . The monotonicity of ǫj is a direct consequence as ǫ0 will be chosen smaller than
one.
Taking into account the domain restrictions appearing in (39a), (39b) and (41), the iterative step is com-
plete once the following conditions are set
(ρj+1, σj+1) = (1− 3dj)(ρj , σj), υj+1 = (1− d
4τ+3
j )υj , (44)
where the latter follows directly from (43). As for ζj+1, it is easy to see that condition (27) for j + 1 is
stronger than the restriction required by the above mentioned bounds6.
Analogously to [BGGS84], the property (28), follows from the fact that exp(Lχ(j)) maps points z ∈
D(j+1) ⊂ D(j) to exp(Lχ(j))z =: z
′ ∈ D(j) and from the well known relation exp(Lχ(j))hˆ(j)(z) =
hˆ(j)(z′). This completes the proof of Lemma 4.3.
4.3. Bounds on the Poisson change of coordinates. As in [FW], the aim is now to give the estimates
for the change of variables Pj for all j ≥ 0. These will be used later to ensure that the image of points
in D∗ do not “escape” from D(0) under the action of the composition of Poisson flows Pj once the limit
(14) is taken.
Proposition 4.4. In the hypotheses of Lemma 4.3 the Poisson change of variables z(j) = Pj(z(j+1)) is
an ǫ0−close to the identity change of variables, satisfying |ξ(j+1) − ξ(j)| = 0 i.e. ξ(j) ≡ ξ for all j ≥ 1
and
max{|y(j+1) − y(j)|, |η(j+1) − η(j)|} ≤ djρje
−a|ξ|, |x(j+1) − x(j)| ≤ djσje
−a|ξ|
. (45)
Proof. Firstly note that Lχy = −χxBT12, Lχx = χxB22+TB12 and Lχξ = 0, in particular ξj+1 = ξj ≡
ξ (the Poisson transformation does not act on time). By using the bounds of the previous section it is
possible to bound
∥∥Lχy∥∥[(1−d)(ρ,σ;ζ)] and ‖Lχx‖[(1−d)(ρ,σ;ζ)]. A repeated use of (20) written for s − 1,
with Lχy and Lχx in place of ψ, respectively, yields
∥∥Lsχy∥∥[(1−2d)(ρ,σ;ζ)] ≤ s!MBM64se4Γρ,σM5Ls,
∥∥Lsχx∥∥[(1−2d)(ρ,σ;ζ)] ≤ s!MB(M3 +M6)4se4Γρ,σM5 Ls,
while the bound for Lsχη is already known from (35). The ǫ0− closeness of the change of variables is
evident by the previous bounds and by (43).
By construction z(j) = exp(Lχ(j))z(j+1), hence |z(j+1)−z(j)| ≤
∑
j≥1(s!)
−1
∥∥∥Ls
χ(j)
z(j+1)
∥∥∥
[(1−2d)(ρ,σ;ζ)]
,
in this way the use of (29) and (27) give the desired estimates. 
5One can set e.g. D := 32e2|ω|MB(ρ∗σ∗)−2 max{M6,M7,M8} (as M7 > M5 and by (27)). See also Sec 4.3.
6It is sufficient to show that ζˆj+1 := (4|ω|)−1dj+1σj+1 (i.e. (27) for j + 1) is smaller than ζ˜j+1 := (1 − 3dj)ζj . Using
(27) in the latter and using the just obtained value for σj+1 one has that ζˆj+1 < ζ˜j+1 provided that dj+1 < dj , a property that
will be made true by construction.
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5. CONVERGENCE OF THE SCHEME AND CONCLUSION OF THE PROOF
This part is completely similar to [FW] with the exception of some details, which are specified in the
brief sketch reported below for completeness.
Set ǫj = ǫ0(j + 1)−16(τ+1) for all j ≥ 1 and
dj =
(
Dǫ0
a4υ2j
) 1
8(τ+1) (j + 2)2
(j + 1)4
. (46)
Under the condition
ǫ0 ≤
a4
D128(τ+1)
, (47)
holds dj < d0 ≤ 1/6 as required by Lemma 4.3, item (3). Furthermore, due to (46), the sequences
ρj, σj , υj as determined by (44), converge to some ρ∗, σ∗, υ∗ > 0, respectively. More precisely one finds
(ρ∗, σ∗, υ∗) = (ρ0/4, σ0/4, υ0/2), with ρ0, σ0 and υ0 to be determined. By (46), (27) and the definition
of ǫj above, it follows that limj→∞ uj = u∗.
Consider the Taylor expansion of Hamiltonian (7) and set A(0)(x, ξ) := εf(x, 0, ξ), B(0)(x, ξ) :=
ε[fy(x, 0, ξ)] and C(0) := C + ε[fyy(x, 0, ξ)], finally storing in R(0) the higher order terms. The ex-
panded Hamiltonian is immediately in the form (11) and it is possible to set H(0) := H .
By assumption (9) and a Cauchy estimate one has
∥∥∥fy(x, y, ξ)∥∥∥
[ρ0,σ0;ζ0]
≤ mMfρ
−1
0 exp(−a|ξ|) setting
(ρ0, σ0) = (ρ/2, σ/2). In this way (25) holds true by choosing ǫ0 := mεMf/ρ0. Setting υ0 = υ/2
condition (26) is satisfied for sufficiently small ε (see [FW] for a quantitative estimate). The described
conditions on ε, together with (47), determine the threshold for εa mentioned in theorem 2.2. More
precisely, by (47), it is of the form εa ≤ MaO(a4), where Ma is a (“very small”) constant. Note that
the property (28) for H(0) is a direct consequence of the regularity assumptions on the initial Hamilton-
ian. For instance, one can set Mhˆ(0) := Mh + εMf . The value of ζ0 is determined by (27) by setting
d0 = 1/6. The choice of u0 as a function of the initial domain of analyticity is now complete.
Finally, bounds (45) and (46) under the condition (47), ensure that e.g. |y(∞) − y| ≤ ∑j≥0 |y(j+1) −
y(j)| ≤ dρ/6 and similarly for the other coordinates, hence points starting inD∗ are mapped withinD(0).
The degeneration of the radius ζ is not relevant as the transformation is trivial in time. The proof of the
analyticity of P, as defined in (14), follows by the Weierstraß theorem, see e.g. [Gio, Pag. 168].
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