Note on quantitatively correct simulations of the kinetic beam-plasma
  instability by Lotov, K. V. et al.
Note on quantitatively correct simulations of the kinetic beam-plasma instability
K.V.Lotov, I.V.Timofeev
Budker Institute of Nuclear Physics SB RAS, 630090, Novosibirsk, Russia and
Novosibirsk State University, 630090, Novosibirsk, Russia
E.A.Mesyats, A.V.Snytnikov, V.A.Vshivkov
Institute of Computational Mathematics and Mathematical Geophysics SB RAS, 630090, Novosibirsk, Russia
(Dated: October 7, 2018)
A large number of model particles is shown necessary for quantitatively correct simulations of the
kinetic beam-plasma instability with the clouds-in-cells method. The required number of particles
scales inversely with the expected growth rate, as in the kinetic regime only a narrow interval of
beam velocities is resonant with the wave.
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Beam-plasma interaction plays an important role in
various physical phenomena such as transport of rela-
tivistic electrons in the fast ignition scheme of inertial
fusion, gamma-bursts, solar type II and III radio bursts,
and collisionless shock waves in the space plasma (see
review [1] and references therein). Also, beam-plasma
collective interaction determines the efficiency of turbu-
lent plasma heating [2, 3] and electromagnetic emission
[4–7] in fusion-oriented mirror traps.
One of the most popular and effective tools for theo-
retical studies of the beam-plasma interaction is numer-
ical simulations by the Particle-In-Cell (PIC) method.
At present there is a great number of one-, two-, and
three-dimensional PIC codes developed. These codes are
used to reproduce fine details of the complex chain of
intermediary processes that lead to plasma heating or
electromagnetic radiation. The beam densities of inter-
est nb are usually much smaller than the plasma density
np. For the fast ignition problem, the electron beams are
relatively dense (nb/np ∼ 0.1) [8–10]. Weakly relativis-
tic beams with nb/np ∼ 10−4 ÷ 10−3 are interesting for
mirror traps [11–13]. Non-relativistic beams of very low
density, nb/np ∼ 10−8÷10−5 are of interest for radiation
generation in solar radio bursts [14], though simulated
with higher beam densities because of code limitations
[14–17]. The numerical study usually begins from the
linear stage of the beam-plasma instability, so the quan-
titatively correct simulation of this stage at low beam
densities is important for the whole process.
There are many realizations of the PIC method that
differ in the algorithm of charge and current evaluation
from positions of model particles. This algorithm is usu-
ally referred to as the shape function. One of the simplest
shape functions is the triangular one also called Clouds-
In-Cells (CIC) or linear interpolation [18]. This shape
function is still widely used [14, 19–25] in spite of avail-
ability of more accurate algorithms [26, 27].
In this paper we show that an uncommonly large num-
ber of model particles is necessary for quantitatively cor-
rect simulations of the kinetic beam-plasma two-stream
instability with the CIC method. The smaller the growth
rate the more particles are needed. If the number of par-
ticles is insufficient, then the results are only qualitatively
correct, that is the beam-plasma system behaves realis-
tically, but the growth rate is underestimated. To prove
this statement, we simulate various regimes of the two-
stream instability with a rather typical three-dimensional
CIC code and compare the simulated growth rates with
analytically obtained values.
We solve Vlasov equations for ions and electrons and
Maxwell equations for the fields by the method described
in Ref. [28]. The units of measure are: the electron mass
me for masses, the light velocity c for velocities, the el-
ementary charge e for charges, the unperturbed plasma
density n0 for densities, the inverse electron plasma fre-
quency ω−1p = (4pin0e
2/me)
−1/2 for times, and the wave-
breaking field E0 = mecωp/e for fields. This normaliza-
tion is commonly used in plasma wakefield acceleration
and relativistic beam studies. The Vlasov equations are
solved with the PIC method, that is we follow trajecto-
ries of macro-particles in the six-dimensional phase space
with the leapfrog scheme:
pm+1/2 − pm−1/2
τ
=
q
(
Em +
[
vm+1/2 + vm−1/2
2
,Bm
])
, (1)
rm+1 − rm
τ
= vm+1/2, (2)
where τ is the time step, the superscripts denote the
time slices, and other notation is common. The fields are
obtained with Langdon-Lasinski scheme [29]:
Bm+1/2 −Bm−1/2
τ
= −rot hEm, (3)
Em+1 −Em
τ
= rot hB
m+1/2 − jm+1/2. (4)
Here rot h is the curl operator defined in the grid space
[28, p. 169]. The vectors of electric and magnetic fields
are computed on shifted grids:
Bm+1/2 = (Bxi+1/2,j,l, B
y
i,j+1/2,l, B
z
i,j,l+1/2)
m+1/2,
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2Em = (Exi,j+1/2,l+1/2, E
y
i+1/2,j,l+1/2, E
z
i+1/2,j+1/2,l)
m,
jm+1/2 = (jxi,j+1/2,l+1/2, j
y
i+1/2,j,l+1/2, j
z
i+1/2,j+1/2,l)
m+1,
ρm = ρmi+1/2,j+1/2,l+1/2.
Here the subscripts denote the position on the spatial
grid, and superscripts x, y, z are components of vectors.
The scheme gives the second order of approximation in
space and time.
As we aim at precise comparison of the growth rates,
special care is taken to simulate the instability in its clear-
est form. The electron beam velocity distribution is
f(vz) =
1√
2pi∆v
exp
(
− (vz − v0)
2
2∆v2
)
(5)
with v0 = 0.2. The width of the simulation area is
taken small to make the instability one-dimensional. The
length Ls of the simulation area is determined by the
wavenumber ks of the mode of interest, Ls = 2pi/ks, so
that the periodic boundary conditions select only one un-
stable mode out of the continuous spectrum typical for
the infinite plasma. To avoid generation of the magnetic
field by the uncompensated beam current, we initiate
model particles in quadruples. Each quadruple consists
of one beam electron initiated with a purely longitudinal
velocity vz in accordance with (5), two plasma electrons
with equal longitudinal velocities exactly compensating
the beam current and opposite transverse velocities, and
a plasma ion that exactly compensates the charge of the
first three. The quadruples have the uniform random
distribution over the simulation area. The required den-
sity ratio is ensured by weighting model particles. The
transverse temperature of plasma electrons of the order
of 0.5 eV is chosen by try and error to suppress beam
filamentation and have no visible effect on the longitudi-
nal two-stream instability. The ion mass is 1836 (hydro-
gen). The spatial grid is 4× 4× 100 nodes, the time step
τ = 0.001. The grid size depends on the length of simu-
lation window and is close to 0.01. The number of beam
model particles in the cell lp is the variable parameter
dependence on which is under study.
For benchmarking, we use the growth rates obtained
by exact numerical solution [30] of the beam-plasma dis-
persion relation in the one-dimensional case for several
beam densities [11]. These known values γ are then used
for accuracy evaluation of the growth rates γ1,2 obtained
from PIC simulations.
We tested two methods of growth rate calculation on
the basis of simulation output. Inherently, both of them
are methods of early identification of the unstable wave.
The first method is based on the exponential growth of
the unstable wave energy W ∝ e2γt. The formula
γ =
1
2
∂
∂t
lnW (6)
applied to simulation results becomes
γ1 =
1
2
∂
∂t
ln
nx ny nz∑
i,j,l=1
E2(i, j, l, t)
 , (7)
where ns is the number of grid nodes in the direction s
(s = x, y, z), and we used the obvious fact that the elec-
tric field energy grows with the same exponent as the to-
tal energy of the wave. Formula (7) turned out to be not
the optimum one, as the whole spectrum of noise fields
contributes the field energy and hampers identification
of small growth rates.
The second method relies on the growth of a particular
Fourier harmonic of the longitudinal electric field:
γ2 =
1
2
∂
∂t
ln

nx ny nz∑
i,j,l=1
Ez(i, j, l, t) cos
(
2pil
nz
)2
+
nx ny nz∑
i,j,l=1
Ez(i, j, l, t) sin
(
2pil
nz
)2
 . (8)
This method is more noise resistant, as all spatial har-
monics of the noise field are ignored except one.
To demonstrate main findings, we take three test cases
(Table I) which correspond to hydrodynamic (1), transi-
tion (2), and kinetic (3) regimes of the two-stream insta-
bility. These regimes differ in beam fraction affected by
the instability. In the hydrodynamic regime, the whole
beam couples to the unstable wave. In the kinetic regime,
only a small fraction of beam particles participates in
wave excitation which is contained in a narrow velocity
interval.
Table I. Parameters of test cases.
Case 1 2 3
Beam density, nb 0.002 0.002 0.0002
Beam velocity spread, ∆v/v0 0.035 0.14 0.14
Length of simulation area, Ls 1.2566 1.1424 1.1424
Expected growth rate, γ 0.0706 0.0221 0.00256
The hydrodynamic regime is the easiest for simula-
tions, so we use it to compare two methods of growth
rate evaluation. Shown in Fig. 1 are the quantities con-
tained in square brackets in (7), (8); we denote them W1
and W2, respectively. The total energy W1 has much
shorter time interval of the exponential growth because
of the higher level of the noise energy. Even though the
plasma is initially cold, it is rapidly heated to the some
equilibrium level [26] which depends on computational
parameters. As a consequence, it is much more difficult
to identify the unstable wave with the first method and
find its growth rate. Therefore we use the second method
of wave identification in what follows.
In transition and kinetic regimes, the exponential
growth with the correct growth rate is observed for large
number of particles in cell only (Fig. 2): lp & 250 for
the regime 2 and lp & 2500 for the regime 3. To check
whether the wave is simulated incorrectly at small lp,
we plot phase portraits of the beams perturbed by the
grown wave in Fig. 3. These graphs are produced by
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Figure 1. (Color online) The total field energy W1 (a), the energy of the unstable harmonic W2 (b), and the corresponding
growth rates (c,d) for the hydrodynamic instability regime simulated with different numbers of beam macro-particles. Dashed
straight lines correspond to the expected growth rate; in fragments (a,b) these lines are shifted horizontally for better visibility.
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Figure 2. (Color online) The energy of the unstable harmonic W2 (a,b), and the corresponding growth rates (c,d) for the
transition (a,c) and kinetic (b,d) instability regimes simulated with different numbers of beam macro-particles. Dashed straight
lines correspond to the expected growth rate; in fragments (a,b) these lines are shifted horizontally for better visibility.
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Figure 3. Fragments of beam phase space portraits for suf-
ficient with lp = 2500 (a) and insufficient with lp = 500 (b)
number of macro-particles in the kinetic regime at t = 2100.
drawing only those beam particles which initial velocity
falls within selected equidistant intervals. At t = 0 these
particles form equidistant horizontal lines on the phase
plane. As the instability develops, these lines curl up into
the well known eye-like pattern from which the separa-
trix is clearly seen. If the number of model particles is
insufficient, then the pattern is distorted. This means the
incorrect growth rate comes from inaccurate simulations
rather than from imperfect identification method.
Note that the necessary total number of model parti-
cles participating in formation of the eye-like structure is
the same in regimes 2 and 3, about 2 · 105. Simulation
series conducted with different grid sizes and simulation
areas of different widths indicate that it is the total num-
ber of particles in the resonance area of the wave which
determines whether the growth rate is correct or not. By
the resonance area we mean one wave period in length,
the whole wave packet in transverse dimensions, and the
velocity interval
δvz ≈ 14γ/ks, (9)
which is the theoretically predicted [11] width of the sep-
aratrix at the highest (nonlinearly saturated) wave am-
plitude. Thus we can formulate the necessary condition
for quantitatively correct three-dimensional simulations
of the kinetic two-stream instability by the CIC method.
The number of beam model particles resonant with the
wave must be ∼ 105 or higher.
Let us re-formulate the drawn conclusion in terms of
particles in cell. The considered resolution (100 grid
points per wave period) is rather typical for PIC simula-
tions. Assuming the wave packet width is ∼ k−1s in both
transverse directions (or 16 grid points), we find that
2 · 105/100/162 ∼ 10 particles in cell are sufficient, if the
whole beam interacts with the wave in a wide simulation
area. If, however, the instability is in the kinetic regime,
and only a small fraction ε of beam particles is expected
to interact with a wave packet, then the required num-
ber of particles in cell is ∼ 10/ε. We deliberately leave
the main message of the paper in this loose form, since
the exact criterion may differ for different problems and
different realizations of the PIC method.
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