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Abstract
We consider model arising from evolutionary biology, where the population is struc-
tured by two variable: a spatial variable, and a phenotypic trait. The model combines a
parabolic operator on the space variable to a kinetic operator on the trait variable (this
operator, that represents the effect of sexual reproduction, is similar to the Boltzmann
inelastic operator). Thanks to the Tanaka inequality, the operator on the trait variable
implies a contraction for the Wasserstein distance. We combine this contraction argument
to parabolic estimates controling the spatial regularity of solutions to derive a macroscopic
limit of this kinetic equation. More precisely when a parameter γ > 0, representing the
rate of reproduction, is large, the moments of solutions of the kinetic model converge
to the solutions of the Kirkpatrick-Barton model, a widely used model in ecology and
evolutionary biology. Note that in this study, we consider only the case where the spatial
variable is in a compact set, namely the d−dimentional torus.
1 Introduction
We are interested in an structured population model that describes the dynamics of a sexual
population. At each time t ≥ 0, the population is structured by a phenotypic trait y ∈ R and
a spatial variable x ∈ Td (the d ∈ N∗ dimensional torous, typically d = 1 or d = 2). We refer
to Section 2.2 for a discussion of the biological aspects of the models and results presented
here. The population is then represented by a density n = n(t, x, y), and the dynamics of this
population is given by the Spatially structured Infinitesimal Model (see [30]):
∂tn(t, x, y) = ∆xn(t, x, y) +
(
1 +
A
2
− 1
2
(y − yopt(t, x))2 −
∫
n(t, x, z) dz
)
n(t, x, y)
+ γ
(∫ ∫
ΓA/2
(
y − y∗ + y
′
∗
2
)
n(t, x, y∗)n(t, x, y
′
∗)∫
n(t, x, z) dz
dy∗ dy
′
∗ − n(t, x, y)
)
,
(SIM)
where A > 0 is the phenotypic variance at linkage equilibrium of the population, yopt : Td → R
is a description of the environment (yopt(t, x) may be for instance the temperature at time t
and location x), and
ΓA/2(y) :=
1√
2piA
e
−|y|2
A .
In this article, we provide a rigorous proof of the connection between the SIM and the
Kirkpatrick-Barton Model, that we present below. We show that if γ > 0 is large, the solu-
tions of the SIM satisfy n(t, x, y) ∼ N(t, x)ΓA (y − Z(t, x)), where the macroscopic quantities
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(N,Z) asymptotically satisfy the Kirkpatrick-Barton Model, a model, introduced in 1997, that
is widely used in evolutionary ecology (see [34]):
(KBM)


∂tN(t, x)−∆xN(t, x) =
[
1− 12(Z(t, x)− yopt(t, x))2 −N(t, x)
]
N(t, x),
∂tZ(t, x)−∆xZ(t, x) = 2∇xN ·∇xZN (t, x)−A(Z(t, x)− yopt(t, x)).
Here also, we refer to Section 2.2 for a discussion of the biological aspects of this model.
The SIM and KBM have received little attention from the mathematical community. To
our knowledge, the only mathematical studies are [33], where the local existence of solutions
for SIM-type models is discussed, and [29], which investigates the long time dynamics of a
simplified model related to the KBM.
In the case of asexual populations, the last term of the SIM simplifies considerably: it
is then replaced by a local term plus a diffusive part (that represents mutations). Those
asexual population models have received considerable attention recently, and the propagation
phenomena that they exhibit are now well understood. The main idea is then to consider the
model as a semi-linear parabolic equation, to control the non-local competition term thanks
to a Harnack inequality, and to use topological fixed-point arguments to build propagation
fronts [3, 7, 11]. Additional difficulties appear when the phenotypic trait y has an impact
on the diffusion rate of individuals in space (see [11, 38, 8]), and those models may lead to
accelerating fronts [8, 12]. Finally, when the mutation rate is small, those asexual models can
be related to constrained Hamilton-Jacobi equations [13, 38, 10]. Note that in the asexual
case, the propagation speed of the population (which plays an important role for biology)
is given by a linearisation of the model, and is then explicit in terms of a certain principal
eigenvalue problem. This simple caracterisation of the propagation speed no longer holds in
the case of sexual populations, and the macroscopic limit described here may provide a way
to describe the propagation phenomena for the SIM (we refer to [16, 36] for a related idea in
mathematical physics).
The macroscopic limit we present here is based on the Wasserstein contraction induced by
the reproduction operator (see Theorem 4.1). This contraction property exists for a range of
operators appearing in physics or econometry [6, 9, 42], and was originally obtained by Tanaka
[37]. To our knowledge, few rigorous macroscopic/hydrodynamic results have been established
using those results (see [35] for a spatially homogeneous result). Note that the strategy here
is to combine Wasserstein estimates (for the reproduction term) to estimates of a different
nature (parabolic estimates, for the spatial dynamics). This strategy is reminicent of the
work of Carlen and Gangbo [17] (see also [1]), who are interested in a kinetic Fokker-Planck
equation, which combines a hyperbolic transport term in space to an operator in the velocity
space which has some contraction properties for the Wasserstein distance. They show the long
time convergence of solutions to the set of local Maxwellians, but this large-time convergence is
not quantitative, due to the lack of regularity estimates in the spatial variable. In the present
study, the spatial dynamics of is parabolic, which allow us to push the analysis further. We
are also able to cope with the selection/competition term to justify the macroscopic limit of
the SIM described above.
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2 Main result and structure of the paper
2.1 main result
Throughout this manuscript, we will consider an optimal phenotypic trait (t, x) 7→ yopt(t, x)
and an initial population (x, y) 7→ n0(t, x) satisfying
Assumption 2.1. (i) yopt ∈ C1(R+ × Td,R) such that ‖yopt‖W 1,∞(R+×Td,R) <∞.
(ii) n0 ∈ L1(Td × R,R+), such that∫
(1+|y|4) n
0(x, y)∫
n0(x, z) dz
dy+
∥∥∥∥
∫
n0(·, y) dy
∥∥∥∥
W 2,∞(Td)
+
∥∥∥∥
∫
y
n0(·, y)∫
n0(·, z) dz dy
∥∥∥∥
W 2,∞(Td)
<∞,
and minTd
∫
n0(·, y) dy > 0.
Let n a solution of the SIM. The main goal of this article is to describe the dynamics of
the macroscopic quantities N and Z,
N(t, x) =
∫
n(t, x, y) dy, Z(t, x) =
∫
y
n(t, x, y)∫
n(t, x, z) dz
dy. (1)
N and Z have a biological interpretation: they represent respectively the population size and
the mean phenotypic trait. In the following theorem, we show that (N,Z) is close to the
solution of the KBM when γ ≫ 1:
n(t, x, y) ∼
γ≫1
N(t, x)ΓA(y − Z(t, x)),
where (N,Z) is the solution of the KBM with initial data(
N(0, ·), Z(0, ·)
)
=
(∫
n0(x, y) dy,
∫
y
n0(x, y)∫
n0(x, z) dz
dy
)
.
Note that the result below is quantitative, and holds for any γ > 0 large enough. For a
definition of the Wasserstein distance W2, we refer to Section 4.1 in the Appendix.
Theorem 2.2. Let yopt, n
0 satisfying Assumption 2.1 and A > 0. There exist γ¯ > 0, C > 0
and θ ∈ (0, 1) such that for any γ > γ¯, there exists a global solution n ∈ L∞(R+×Td, L1((1+
|y|4) dy)) of the SIM with initial data n0, which satisfies
max
(t,x)∈[1/γθ ,∞)×Td
W2
(
n˜(t, x, ·),ΓA(· − Z(t, x))
)
≤ C
γθ
, (2)
with N , Z defined by (1) that satisfy

∂tN(t, x)−∆xN(t, x) =
[
1− 12(Z(t, x)− yopt(t, x))2 −N(t, x) + ϕN (t, x)
]
N(t, x),
∂tZ(t, x)−∆xZ(t, x) = 2∇xN ·∇xZN (t, x)−A(Z(t, x)− yopt(t, x)) + ϕZ(t, x),
(3)
for (t, x) ∈ R+ × Td, with the following estimates on ϕN and ϕZ :
‖ϕN (t, ·)‖L∞(Td) + ‖ϕZ(t, ·)‖L∞(Td) ≤
C
γθ
+ C1[0,1/γθ](t). (4)
Moreover, for s, t ∈ R+ and x, y ∈ Td,
|Z(t, x)− Z(s, y)|
(|t− s|+ |x− y|)θ +
|N(t, x)−N(s, y)|
(|t− s|+ |x− y|)θ ≤ C. (5)
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Remark 2.3. Theorem 2.2 implies in particular that the macroscopic quantities (N,Z) con-
verge to the unique solution of the KBM with initial condition (N(0, ·), Z(0, ·)) when γ →∞,
as we show in Section 4.4 of the Appendix.
Theorem 2.2 combined to Proposition 3.1) implies the existence of a constant C > 0 inde-
pendent from γ > γ¯ such that for any (t, x) ∈ R+ × Td,∫
|y|4 n(t, x, y)∫
n(t, x, z) dz
dy ≤ C.
The estimates given by Theorem 2.2 are global in time, even though N(t, ·) may converge
to 0 when t→∞. This is possible because the last term of the SIM (ie the "kinetic" operator)
scales linearly with n, and is important for applications: those models are used in particular
to investigate the possible extinction of species.
After a preliminary section (Section 3.1) where we derive equations satisfied by various
quantities such as N or Z, we proceed to the proof of Theorem 2.2. In Section 3.2, we show
that an L∞([0, τ ]×Td) bound on Z (with τ ≥ 0) implies an estimate on the fourth moment of
y 7→ n(t, x, ·) for t ∈ [0, τ ]. This implies in particular the existence of solutions for the SIM for
a slightly longer time interval [0, τ + σ), with σ > 0 independent of the parameter γ > γ¯ > 0.
In Section 3.3 we show that Z is Hölder continuous, provided we have a bound on ‖Z‖L∞ . This
regularity is used in Section 3.4 together with a Tanaka-type inequality (see Theorem 4.1 in
the Appendix) to show that n(t,x,·)∫
n(t,x,y) dy
is close to ΓA(·−Z(t, x)) for the Wasserstein distance,
when γ ≫ 1. Finally, in Section 3.5, we use the estimates mentioned above to obtain a uniform
bound on ‖Z‖L∞(R+×Td), which implies both the existence of global solutions of the SIM when
γ > 0 is large enough, and the macroscopic limit described in Theorem 2.2.
2.2 Biological interpretation of the model and impact for ecology
A thorough description of biological aspects of the SIM, as well as a discussion of its complex
dynamics, we refer to [30], and for a practical application, we refer to [2]. Let us how-
ever describe the different terms involved in the SIM: The first term on the right-hand
side of the SIM, ∆xn′t, x, y), represents the diffusion of individuals in space. The term(
1 + A2 − 12(y − yopt(t, x))2
)
n(t, x, y) represents the effect of natural selection: the individ-
uals with a phenotypic trait y far from the optimal trait yopt(t, x) have a high mortality rate.
The given function yopt should then be seen as a description of the evironement. For in-
stance, in the MECC research project (an ANR research project combining theoretical work
and field data collection), we are interested in the dynamics of tree species in montaneous
regions: the trait y is then the temperature to which an individual is best adapted to, and
yopt(t, x) = h(x) + ct, with h(x) an afine function of the altitude at location x (the altitude
having an important impact on the temperature), and ct representing the effect of Global
Warming. The term − (∫ n(t, x, z) dz) n(t, x, y) in the SIM represents the competition: all
individuals present at a given time in the same location are competing for e.g. resources. The
last term represent the effect of sexual reproductions: when parents give birth to an offspring,
the phenotypic trait of the offspring is drawn from a Normal distribution of fixed variance
A/2, centered in the average of the traits of the parents. This model for the effect of sexual
reporoduction on a continuous phenotypic trait is known as the Infinitesimal Model. It was
introduced by Fisher in 1918, and is employed in population genetics, either for theoretical
purpose [14, 39, 5], or for practical applications [28, 41]. The limit γ ≫ 1, corresponding to
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a short generation time, and it can be seen as the implicit assumption behind the classical
Linkage Equilibrium assumption used in population genetics (see e.g. [14]). In the framework
of the Infinitesimal Model, this assumption (popular in population genetics) implies that the
distribution of the population, n˜(t, x, ·) is Gaussian, just as what we obtain here. Numerical
simulations (see [30]) suggest this macroscopic limit model KBMmay provide a fair description
of the dynamics of solutions of the SIM for γ as small as 2.
We expect the SIM to be related to Individual Based Model through a large number of
individuals argument, but to our knowledge, this asymptotic doesn’t exist at the moment.
This type of derivation exists for asexual model [19], but an additional difficulty in the case of
sexual populations: relating those two types of models requires a precise understanding of the
connection between explicit genetic models and the Infinitesimal Model (which is at the root
of the reproduction operator appearing in the SIM). In spite of some recent developements
(see [40]), additional work in on this connection is to be able to obtain an explicit asymptotic
limit from Individual Based Models to the SIM.
The KBM was introduced by Kirkpatrick and Barton in 1997 [34], and is widely used to
model the dynamics of populations’ ranges, in particular when those populations are submitted
to climate change, see e.g. [15, 2]. The success of the KBM comes from to the complex
dynamics it exhibits [34, 30]: even for a very simple environement described by yopt(t, x) = Bx
(and x ∈ R), the population can either go extinct, survive without propagating, or propagate
(see [34]). Mathematically, these dynamics raise a number of challenging questions. Several
simplified models exist (see [32, 30]), and we refer to [29, 30] for the analysis some of those
simplified model.
A good understanding of connections between the SIM and the KBM (and further con-
nections to stochastic models) is important for ecology: the different scales (such as the
mesoscopic scale of the SIM and macroscopic scale of the KBM) are not clearly distinct in
most biological systems, and an easy navigation between different scales of description is an
essential element of the theory, as illustrated recently by [2] where the macroscopic limit from
the SIM to the KBM plays an important role. Note finally that a good understanding of the
SIM and related models might be a step towards a framework unifying the various approaches
existing to predict species habitat in the context of Global Warming (see [25]).
3 Proof of the main result
Throughout the manuscript, C > 0 designates a constant depending only on yopt, n0 and A.
Cκ > 0 is a constant that additionally depends on κ > 0.
3.1 Preliminary: equations satisfied by solutions of the SIM
If we integrate the SIM along the variable y, we get that the population size (t, x) 7→ N(t, x),
defined by (1), satisfies
∂tN −∆xN =
[
1 +
A
2
−N(t, x)
]
N(t, x)− 1
2
∫
(y − yopt(t, x))2n(t, x, y) dy. (6)
We consider next the normalized profile of the population, that is
n˜(t, x, y) :=
n(t, x, y)
N(t, x)
. (7)
5
It satisfies
∂tn˜(t, x, y) −∆xn˜(t, x, y)
= 2
∇xN(t, x)
N(t, x)
· ∇xn˜(t, x, y) + γ (T (n˜(t, x, ·)) − n˜(t, x, y))
+
1
2
n˜(t, x, y)
(∫
(z − yopt(t, x))2n˜(t, x, z) dz − (y − yopt(t, x))2
)
, (8)
where T is defined by (39). From this expression, we can deduce the following equation on
the mean phenotype of the population, (t, x) 7→ Z(t, x), defined by (1):
∂tZ(t, x)−∆xZ(t, x)
= 2
∇xN(t, x) · ∇xZ(t, x)
N(t, x)
− 1
2
∫
(y − Z(t, x)) (y − yopt(t, x))2n˜(t, x, y) dy. (9)
Finally, from (8), we can also derive the following equation satisfied by V (t, x) :=
∫ |y|4n˜(t, x, y) dy:
∂tV (t, x)−∆xV (t, x)
= 2
∇xN(t, x)
N(t, x)
· ∇xV (t, x) + 1
2
∫ (
V (t, x)− |y|4) (y − yopt(t, x))2n˜(t, x, y) dy
+ γ
(∫
|y|4T (n˜(t, x, ·))(y) dy − V (t, x)
)
. (10)
3.2 Estimates on the 4th moment of solutions and short time existence
We show first that a bound on ‖Z‖L∞([0,τ)×S1) implies a bound on ‖V ‖L∞([0,τ)×Td):
Proposition 3.1. Let yopt, n
0 satisfying Assumption 2.1, A > 0 and κ > 0. There exist
γ¯ > 0 and Cκ > 0 such that for any γ > γ¯ and τ ∈ (0,+∞], the following statement
holds: if a solution n ∈ L∞([0, τ) × Td, L1(R)) of the SIM with initial condition n0 satisfies
‖Z‖L∞([0,τ)×Td) ≤ κ, then
∀(t, x) ∈ [0, τ)× Td,
∫
|y|4 n(t, x, y)∫
n(t, x, z) dz
dy ≤ Cκ.
Proof of Proposition 3.1. The dynamics of V is given by (10), and to estimate the last term
of that equation, we take advantage of (40) and Theorem 4.1: for (t, x) ∈ [0, τ)× Td,∫
|y|4T (n˜(t, x, ·))(y) dy =W4(T (n˜(t, x, ·)), δ0)4
≤ [W4 (T (n˜(t, x, ·)), T (ΓA(Z(t, x)− ·))) +W4 (ΓA(Z(t, x)− ·), δ0)]4
≤
[
1
21/4
W4(n˜(t, x, ·),ΓA(Z(t, x)− ·)) +W4 (ΓA(Z(t, x)− ·), δ0)
]4
≤
(
1
21/4
W4(n˜(t, x, ·), δ0) + 2W4(δ0,ΓA(Z(t, x)− ·))
)4
≤
(
1
21/4
W4(n˜(t, x, ·), δ0) + 2Z(t, x) + C
)4
≤ 2
3
W 44 (n˜(t, x, ·), δ0) + C(Z(t, x)4 + 1), (11)
6
for some constant C > 0, thanks to a Young inequality. The last term of (10) then satisfies
γ
(∫
|y|4T (n˜(t, x, ·))(y) dy − V (t, x)
)
≤ γ
(
C
(
‖Z‖4L∞([0,τ)×Td) + 1
)
− 1
3
V (t, x)
)
.
To estimate the second term on the right hand side of (10), we use a Cauchy-Schwarz inequality
as follows∫ (
V (t, x)− |y|4) (y − yopt(t, x))2n˜(t, x, y) dy ≤ V (t, x)
∫
(y − yopt(t, x))2n˜(t, x, y) dy
≤ CV (t, x)
∫ (|y|2 + 1) n˜(t, x, y) dy ≤ C (1 +√V (t, x))V (t, x).
We use both estimates to obtain that on [0, τ ] × Td,
∂tV (t, x)−∆xV (t, x) ≤ 2∇xN(t, x)
N(t, x)
· ∇xV (t, x) + C
(
1 +
√
V (t, x)
)
V (t, x)
+γ
(
C(‖Z‖4L∞([0,τ)×Td) + 1)−
1
3
V (t, x)
)
. (12)
Let
V¯ := max
(
‖V (0, ·)‖L∞(Td), 3
(
C
(
‖Z‖4L∞([0,τ)×Td) + 1
)
+ 1
))
.
As soon as γ ≥ C
(
1 +
√
V¯
)
, φ ≡ V¯ is a supersolution of (12). The parabolic comparison
principle then implies that for (t, x) ∈ [0, τ) × Td, V (t, x) ≤ V¯ .
Proposition 3.2. Let yopt, n
0 satisfying Assumption 2.1 and A > 0. There exist σ > 0 and
γ¯ > 0 such that the following statement holds: if τ ≥ 0 and n ∈ L∞([0, τ) × Td, L1((1 +
|y|4) dy)), a non-negative solution of the SIM with initial condition n0, satisfies
‖Z‖L∞([0,τ)×Td) ≤ ‖Z(0, ·)‖L∞(Td) + ‖yopt‖L∞(R+×Td) + 1, (13)
then the solution can be extended as n ∈ L∞([0, τ + σ]× Td, L1((1 + |y|4) dy)), which satisfies
n ≥ 0 on [0, τ + σ]× Td × R, and
‖Z‖L∞([0,τ+σ)×Td) ≤ ‖Z(0, ·)‖L∞(Td) + ‖yopt‖L∞(R+×Td) + 2
Proof of Proposition 3.2. Thanks to (6) and the comparison principle,
‖N‖L∞([0,τ)×Td) ≤ max
(
1 +
A
2
, ‖N(0)‖L∞(Td)
)
, (14)
and applying the comparison principle to the SIM shows that
‖n‖L∞([0,τ)×Td×[−R,R]) ≤ max
(
‖n0‖L∞(Td×[−R,R]), ‖ΓA/2‖L∞(R)
)
. (15)
We introduce now a modified SIM: Let R > 0, we consider solutions nR(τ + ·, ·, ·) of
the modified SIM where ΓA/2
(
y − y∗+y′∗2
)
is replaced by ΓA/2
(
y − y∗+y′∗2
)
1|y|≤R, with initial
condition nR(τ, x, y) := n(τ, x, y)1|y|≤R.
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The existence and uniqueness of the solution nR(τ + ·, ·, ·) over a short time [τ, τ + σγ,R)
follows from a classical Cauchy-Lipschitz argument in L∞([τ, τ + σγ,R)× Td × [−R,R]), and
nR(t, x, y) = 0 for |y| ≥ R (and (t, x) ∈ [τ, τ+σγ,R)×Td). If we repeat the comparison principle
argument at the begining of the present proof, we can extend estimate (15) for times t ∈ [τ, τ+
σγ,R), and obtain that ‖nR‖L∞([0,τ+σγ,R)×Td×[−R,R]) ≤ max
(
‖n0‖L∞(Td×[−R,R]), ‖ΓA/2‖L∞(R)
)
.
This uniform estimate implies that maximal solutions of the modified SIM are indeed global
solutions: nR ∈ L∞([τ,∞) × Td × R). nR(t, x, ·) is compactly supported in y, which implies
nR(t, x, ·) ∈ L1
(
(1 + |y|4) dy), and if we denote by (NR, ZR, VR) the moments corresponding
to nR (see (1) and (10)), we get from (9) (or rather the equation similar to (9) satisfied by
ZR) that for (t, x) ∈ [τ,∞)× Td,
∂tZR(t, x)−∆xZR(t, x) = 2∇xNR(t, x) · ∇xZR(t, x)
NR(t, x)
+O
(
1 + ‖VR(t, ·)‖L∞(Td)
)
.
Thanks to the comparison principle, for t ≥ τ ,
d
dt
‖ZR(t, ·)‖L∞(Td) ≤ C
(
1 + ‖VR(t, ·)‖L∞(Td)
)
. (16)
The estimate (12) can be repeted here, and provided γ > 0 is large enough, for t ≥ τ ,
d
dt
‖VR(t, ·)‖L∞(Td) ≤ C
(
1 + ‖VR(t, ·)‖3/2L∞(Td)
)
+ ‖ZR(t, ·)‖4L∞(Td). (17)
Thanks to Proposition 3.1, if γ > 0 is large enough,
‖VR(τ, ·)‖L∞(Td) ≤ ‖V (τ, ·)‖L∞(Td) ≤ C,
where the constant C > 0 is independent of γ > 0. This estimate combined to (16) and (17)
implies the existence of σ˜ > 0 independent of R > 0 and γ > γ¯ such that
‖VR‖L∞([τ,τ+σ˜)×Td) + ‖ZR‖L∞([τ,τ+σ˜)×Td) ≤ C.
Finally, this estimate and (16) show that for some σ ∈ (0, σ˜) independent of R > 0 and γ > γ¯,
‖ZR‖L∞([τ,τ+σ)×Td) ≤ ‖Z(0, ·)‖L∞(Td) + ‖yopt‖L∞(R+×Td) + 2, (18)
Thanks to (18), the boundedness of [0, τ+σ/2]×Td and the bound ‖nR‖L∞([0,τ+σ)×Td,L1(R)) ≤
max
(
1, ‖n0‖L∞(Td,L1(R))
)
(that can be easily obtained thanks to an integration of the SIM
along y ∈ R and the comparison principle), (nR|{t≤τ+σ/2})R is a tight family of Borel measures
over [τ, τ + σ) × Td × R. We can then apply Prokhorov’s theorem, and up to an extraction,
(nR|{t≤τ+σ/2})R converges weakly inM([0, τ +σ/2]×Td×R) (M designates the set of Borel
measures) to a limit n. Estimate (18) holds for the limit n, which implies in particular
n ∈ L∞(Td, L1((1 + |y|4)). Moreover, that solution is a solution of the SIM (in the sense of
Distributions).
3.3 Regularity of N and Z
Proposition 3.3. Let yopt, n
0 satisfying Assumption 2.1, A > 0, κ > 0 and δ > 0. There
exist γ¯ > 0, Cκ > 0 and θ ∈ (0, 1) such that if γ ≥ γ¯ and n ∈ L∞([0, τ)×Td, L1((1+ |y|4) dy))
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is a solution of the SIM with initial condition n0 satisfying ‖Z‖L∞([0,τ)×Td) ≤ κ for some
τ ∈ (0,+∞], then for any s, t ∈ [0, τ) and x, y ∈ Td,
|Z(t, x)− Z(s, y)|
(|t− s|+ |x− y|)θ +
|N(t, x)−N(s, y)|
(|t− s|+ |x− y|)θ ≤ Cκ.
where N and Z are defined by (1).
Proof of Proposition 3.3. Let γ¯ > 0 as in Proposition 3.1.
Step 1: Lower bound on N(t, x)
Since ‖Z‖L∞([0,τ)×Td) ≤ κ, Proposition 3.1 implies that
∫ |y|4n˜(t, x, y) dy is uniformly bounded
on [0, τ)× Td, and there exist a constant Cκ > 0 such that for (t, x) ∈ [0, τ)× Td,∣∣∣∣
[
1 +
A
2
−N(t, x)
]
N(t, x)− 1
2
∫
(y − yopt(t, x))2n(t, x, y) dy
∣∣∣∣ ≤ CκN(t, x). (19)
Let t ∈ [0, 1] ∩ [0, τ). Thanks to (19),
N(t, x) ≥ e−Cκt inf
Td
N(0, ·) ≥ Cκ, (20)
thanks to Assumption 2.1. Thanks to (19) also, we can apply the Harnack inequality for
t ∈ [0, τ) \ [0, 1] (see [27], or Theorem 3 in [4]): there exists Cκ > 0 such that for any
t ∈ [0, τ) \ [0, 1],
max
(s,x)∈[t−3/4,t−1/2]×Td
N(s, x) ≤ Cκ min
(s,x)∈[t−1/3,t+1/3]×Td
N(t, x).
Since ∂tN−∆xN ≤ N , we may consider the super-solution (s, x) 7→ (maxx∈Td N(t− 1/2, x)) es−(t−1/2),
and the comparison principle implies, for (t, x) ∈ ([0, τ) \ [0, 1]) × Td,
max
(s,x)∈[t−3/4,t+3/4]×Td
N(s, x) ≤ Cκ min
[t−1/3,t+1/3]×Td
N(t, ·). (21)
Step 2: Estimate on ∇xNN
We notice that for (t, x) ∈ (−∞, τ) × R, N(t, x) = (N(0, x) +N (t, x)) 1t≥0, where N is a
solution of
∂tN (t, x)−∆xN (t, x) = µN (t, pi(x))1t≥0, (t, x) ∈ (−∞, τ)× Rd, (22)
where pi(x) is the standard projection of x ∈ Rd on Td, and
µN (t, x) = ∆xN
0(x) +
(
1 +
A
2
− 1
2
∫
(y − yopt(t, x))2n˜(t, x, y) dy −N(t, x)
)
N(t, x).
Then, ‖µN‖L∞([0,τ)×Td) < Cκ (see (19) and Assumption 2.1). We can then apply Theorem 7.22
of [26], to obtain
‖∂xN‖Ld+3([t−1/4,t+1/4]×Td) ≤ Cκ‖N‖Ld+3([t−1/3,t+1/3]×Td), (23)
for any t ∈ R. For t ∈ [0, 1], we combine this estimate to (14) and (20) to obtain∥∥∥∥∇xNN
∥∥∥∥
Ld+3([0,1]×Td)
≤ Cκ. (24)
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For larger times, (23) and (21) imply that for t ≥ 1,∥∥∥∥∇xNN
∥∥∥∥
Ld+3(([t−1/4,t+1/4]∩[0,τ))×Td)
≤ Cκ
‖N‖Ld+3(([t−1/3,t+1/3]∩[0,τ))×Td)
‖N‖L∞(([t−3/4,t+3/4]∩[0,τ))×Td)
≤ Cκ. (25)
Step 3: Regularity of N and Z
Just as we have done for N (t, x) = N(t, x) − N0(x) (see (22)), we can define Z =
(Z(t, x)− Z(0, x)) 1t≥0, solution of
∂tZ(t, x)−∆xZ(t, x) = 2∇xN(t, x)
N(t, x)
· ∇xZ(t, x) + µZ(t, pi(x))1t≥0, (t, x) ∈ (−∞, τ)× Rd,
where ‖µZ‖L∞([0,τ)×Td) < Cκ thanks to Proposition 3.1 and Assumption 2.1, and ∇xNN satisfies
(24), (25). We can then apply Theorem 4 from [4] (a corollary of the Harnack inequality) to
N and Z, and obtain a Hölder estimate on both N and Z, which concludes the proof of the
proposition.
3.4 Distance of solutions of the SIM to a local Maxwellian
Proposition 3.4. Let yopt, n
0 satisfying Assumption 2.1, A > 0, κ > 0. There exist γ¯ > 0,
Cκ > 0 and θ ∈ (0, 1) such that for any γ > γ¯, and τ ∈ (0,+∞], the following statement
holds: if a solution n ∈ L∞([0, τ)× Td, L1((1 + |y|4) dy)) of the SIM with initial condition n0
satisfies ‖Z‖L∞([0,τ)×Td) ≤ κ, then
∀t ∈
[
1
γθ
, τ
)
, max
x∈Td
W 22
(
n˜(t, x, ·),ΓA(· − Z(t, x))
)
≤ Cκ
γθ
, (26)
where n˜ is given by (7), Z is defined by (1) and ΓA is defined by (41).
Proof of Proposition 3.4. In this proof, we will use the linear problems and estimates presented
in Section 4.3 of the Appendix. Let in particular (t, x) 7→ φs,z,y(t, x) defined by (44). For
t ≥ 0, we can use a Duhamel formula to write n˜ (we recall that n˜ satisfies (8)) as follows
n˜(t, x, y) = e−γt
∫
n˜(0, z, y)φ0,z,y(t, x) dz
+
1
2
∫ t
0
e−γ(t−s)
∫
φs,z,y(t, x)n˜(s, z, y)
(∫
(w − yopt(s, z))2n˜(s, z, w) dw
)
dz ds
+ γ
∫ t
0
e−γ(t−s)
∫
φs,z,y(t, x)T (n˜(s, z, ·))(y) dz ds.
Since n˜(t, x, ·) is a probability measure, the y−integral of the right hand size of the equation
above sums up to one. This and the convexity of the squared Wasserstein distance W 22 (see
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Section 4.1 in the Appendix) implies
W 22 (n˜(t, x, ·),ΓA(· − Z(t, x))) = e−γt
∫ (∫
n˜(0, z, y)φ0,z,y(t, x) dy
)
W 22
(
n˜(0, z, y)φ0,z,y(t, x)∫
n˜(0, z, y)φ0,z,y(t, x) dy
,ΓA(· − Z(t, x))
)
dz
+
1
2
∫ t
0
e−γ(t−s)
∫ (∫
φs,z,y(t, x)n˜(s, z, y)
(∫
(w − yopt(s, z))2n˜(s, z, w) dw
)
dy
)
W 22
(
φs,z,·(t, x)n˜(s, z, ·)∫
φs,z,y(t, x)n˜(s, z, y) dy
,ΓA(· − Z(t, x))
)
dz ds
+ γ
∫ t
0
e−γ(t−s)
∫ (∫
φs,z,y(t, x)T (n˜(s, z, ·))(y) dy
)
W 22
(
φs,z,·(t, x)T (n˜(s, z, ·))∫
φs,z,y(t, x)T (n˜(s, z, ·))(y) dy , T (ΓA(· − Z(t, x)))
)
dz ds. (27)
Note also that we have also used the fact that ΓA(· −Z(t, x)) is a fixed point for T (see (40)).
To estimate the first two terms on the right hand side of (27), a rough estimate is sufficiant:
for any (s, z) ∈ [0,∞) × Td and (t, x) ∈ [s,∞)× Td,
W 22
(
φs,z,·(t, x)n˜(s, z, ·)∫
φs,z,y(t, x)n˜(s, z, y) dy
,ΓA(· − Z(t, x))
)
≤
(
W 22
(
φs,z,·(t, x)n˜(s, z, ·)∫
φs,z,y(t, x)n˜(s, z, y) dy
, δ0
)
+W2 (δ0,ΓA(· − Z(t, x)))
)2
≤ 2
∫
|y|2 φs,z,y(t, x)n˜(s, z, y)∫
φs,z,y′(t, x)n˜(s, z, y′) dy′
dy + 2
∫
|y|2ΓA(y − Z(t, x)) dy ≤ Cκ,
where we have used the following estimate, that derives from (49), (51) and Proposition 3.1
(we refer to (48) and (50) for the definition of R and R′, and note that |R′| ≤ Cκ):∫
|y|2 φs,z,y(t, x)n˜(s, z, y)∫
φs,z,y′(t, x)n˜(s, z, y′) dy′
dy ≤
∫
[−R′,R′]c
|y|2
(
min|y˜|≤R φs,z,y˜(t, x)
)
n˜(s, z, y)∫
|y′|≤R φs,z,y′(t, x)n˜(s, z, y
′) dy
dy
+Cκ
∫ R′
−R′
φs,z,y(t, x)n˜(s, z, y)∫
φs,z,y′(t, x)n˜(s, z, y′) dy′
dy ≤ Cκ (28)
We also use estimate (28) to control the last term of (27) for s ≤ t−ε, for some ε > 0 that
we will define later on (note that
∫ |y|4T (n˜(s, z, ·))(y) dy ≤ Cκ thanks to Proposition 3.1 and
(11)). For s ∈ [t− ε, t] we need a more precise estimate. Let φ¯s,z(t, x) defined by (46), and
pi(y1, y2) =
φs,z,y1(t, x)
φ¯s,z(t, x)
T (n˜(s, z, ·))(y1)δy1=y2
+
(
1− φs,z,y1(t, x)
φ¯s,z(t, x)
)
T (n˜(s, z, ·))(y1) φs,z,y2(t, x)T (n˜(s, z, ·))(y2)∫
φs,z,y′(t, x)T (n˜(s, z, ·))(y′) dy′
,
which is a probability measure on R × R (note that φs,z,y1(t, x) ≤ φ¯s,z(t, x), thanks to (52)),
with marginals
pi|1(y1) = T (n˜(s, z, ·))(y1) and pi|2(y2) = φs,z,y2(t, x)T (n˜(s, z, ·))(y2)∫
φs,z,y′(t, x)T (n˜(s, z, ·))(y′) dy′ .
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Then,
W 22
(
φs,z,y(t, x)T (n˜(s, z, ·))(y)∫
φs,z,y′(t, x)T (n˜(s, z, ·))(y′) dy′ , T (n˜(s, z, ·))
)
≤
∫
|y1 − y2|2 dpi(y1, y2)
≤ 2
∫ ∫ (
y21 + y
2
2
)(
1− φs,z,y1(t, x)
φ¯s,z(t, x)
)
T (n˜(s, z, ·))(y1) φs,z,y2(t, x)T (n˜(s, z, ·))(y2)∫
φs,z,y′(t, x)T (n˜(s, z, ·))(y′) dy′
dy1 dy2
≤ 2
∫
y21
(
1− φs,z,y1(t, x)
φ¯s,z(t, x)
)
T (n˜(s, z, ·))(y1) dy1
+ 2
(
1−
∫
φs,z,y′(t, x)T (n˜(s, z, ·))(y′) dy′
φ¯s,z(t, x)
)∫
y22
φs,z,y2(t, x)T (n˜(s, z, ·))(y2)∫
φs,z,y′(t, x)T (n˜(s, z, ·))(y′) dy′
dy2.
(29)
We estimate the first integral term of (29) by cuting the integral in two parts as follows, using
a Chebyshev’s inequality (we recall that
∫ |y|4T (n˜(s, z, ·))(y) dy ≤ Cκ) to estimate the first
part and (52) to estimate the second:∫
y21
(
1− φs,z,y1(t, x)
φ¯s,z(t, x)
)
T (n˜(s, z, ·))(y1) dy1 ≤
∫
|y1|≥(t−s)−1/3
y21T (n˜(s, z, ·))(y1) dy1
+
∫
|y1|≤(t−s)−1/3
y21
(
1− e−(t−s) 12 (y1+O(1))2
)
T (n˜(s, z, ·))(y1) dy1
≤ Cκ|t− s|2/3 +
(
1− e−(t−s)1/3
)∫
|y1|≤(t−s)−1/3
y21T (n˜(s, z, ·))(y1) dy1
≤ Cκ|t− s|2/3 + Cκ
(
1− e−(t−s)1/3
)
≤ Cκ|t− s|1/3. (30)
The last term of (29) is a factor of two integral terms. The second factor can be estimated
with (28), and we reproduce the argument (30) (with 1 instead of y21) to estimate the first
factor:
1−
∫
φs,z,y′(t, x)T (n˜(s, z, ·))(y′) dy′
φ¯s,z(t, x)
≤ Cκ|t− s|1/3.
Using (29), the two last estimates and Proposition 3.3, we obtain
W2
(
φs,z,·(t, x)T (n˜(s, z, ·))∫
φs,z,y(t, x)n˜(s, z, y) dy
, T (ΓA(· − Z(t, x)))
)
≤W2
(
φs,z,·(t, x)T (n˜(s, z, ·))∫
φs,z,y(t, x)n˜(s, z, y) dy
, T (n˜(s, z, ·))
)
+W2 (T (n˜(s, z, ·)), T (ΓA(· − Z(s, z)))) + |Z(t, x)− Z(s, z)|
≤W 22
(
T (n˜(s, z, ·)), T (ΓA(· − Z(s, z)))
)
+ Cκ|t− s|θ + Cκ|x− z|θ,
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for some θ ∈ (0, 1). The estimates that we have derived can be used in (27) to obtain
W 22 (n˜(t, x, ·),ΓA(· − Z(t, x))) ≤ e−γt
∫ (∫
n˜(0, z, y)φ0,z,y(t, x) dy
)
Cκ dz
+
Cκ
2
∫ t
0
e−γ(t−s)
∫ (∫
φs,z,y(t, x)n˜(s, z, y)
(∫
(w − yopt(s, z))2n˜(s, z, w) dw
)
dy
)
dz ds
+ γ
∫ t−ε
0
e−γ(t−s)
∫ (∫
φs,z,y(t, x)T (n˜(s, z, ·))(y) dy
)
Cκ dz ds
+ γ
∫ t
t−ε
e−γ(t−s)
∫ (∫
φs,z,y(t, x)T (n˜(s, z, ·))(y) dy
)
(
W 22
(
T (n˜(s, z, ·)), T (ΓA(· − Z(s, z)))
)
+ Cκ|t− s|θ + Cκ|x− z|θ
)
dz ds,
and then, thanks to (52),
W 22 (n˜(t, x, ·),ΓA(· − Z(t, x))) ≤ e−γt
(∫
φ¯0,z(t, x) dz
)
Cκ
+
1
2
∫ t
0
e−γ(t−s)
(∫
φ¯s,z(t, x) dz
)
Cκ ds + γ
∫ t−ε
0
e−γ(t−s)
(∫
φ¯s,z(t, x) dz
)
Cκ dz ds
+ γ
∫ t
t−ε
e−γ(t−s)
(∫
φ¯s,z(t, x) dz
)
max
z∈Td
W 22
(
T (n˜(s, z, ·)), T (ΓA(· − Z(s, z)))
)
ds
+ γ
∫ t
t−ε
e−γ(t−s)
∫
φ¯s,z(t, x)
(
Cκ|t− s|θ + Cκ|x− z|θ
)
dz ds,
Thanks to (55),
∫
φ¯0,z(t, x) dz = 1, and thanks to (53),
∫
φ¯s,z(t, x)|x− z|θ ≤ Cκ|t− s| θ2 . Then,
W 22
(
n˜(t, x, ·),ΓA(· − Z(t, x))
)
≤ Cκe−γt + Cκ
γ
+ Cκe
−γε +
Cκ
γθ/2
+ γ
∫ t
t−ε
e−γ(t−s) max
z∈Td
W 22
(
T (n˜(s, z, ·)), T (ΓA(· − Z(s, z)))
)
ds.
Since the right hand side of the estimate above is independent of x ∈ Td, we can consider the
maximum over that variable. If moreover we apply the Tanaka inequality (see Theorem 4.1),
we obtain
I(t) ≤ Cκe−γt + Cκ
γ
+ Cκe
−γε +
Cκ
γθ/2
+
γ
2
∫ t
t−ε
e−γ(t−s)I(s) ds,
where I(s) := maxx∈Td W
2
2
(
n˜(s, x, ·),ΓA(· − Z(s, x))
)
. Thanks to a Grönwall inequality (see
e.g. [20]),
I(t) ≤ Cκe−γt + Cκ
γ
+ Cκe
−γε +
Cκ
γθ/2
+
γ
2
e−γt
∫ t
t−ε
(
Cκe
−γs +
Cκ
γ
+ Cκe
−γε +
Cκ
γθ/2
)
eγse
γ
2
(t−s) ds
≤ Cκe−γt + Cκ
γ
+ Cκe
−γε +
Cκ
γθ/2
+
(
Cκe
−γ(t−ε) +
Cκ
γ
+ Cκe
−γε +
Cκ
γθ/2
)
.
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We can chose ε := 1
2γθ/2
, and we obtain that for some γ¯ > 0 and Cκ > 0,
max
t∈[1/γθ/2,τ)
I(t) ≤ Cκ
γθ/2
.
3.5 Existence of global solutions for the SIM and proof of the main result
Proposition 3.5. Let yopt, n
0 satisfying Assumption 2.1, A > 0 and κ > 0. There exist γ¯ > 0
and θ ∈ (0, 1) such that for any γ > γ¯, there exists a solution n ∈ L∞(R+×Td, L1((1+|y|4) dy))
of the SIM with initial condition n0 such that
‖Z‖L∞(R+×Td) ≤ ‖Z(0, ·)‖L∞(Td) + ‖yopt‖L∞(R+×Td) + 1.
Proof of Proposition 3.5. Let γ¯ > 0 and σ > 0 as in Proposition 3.2.
Thanks to Proposition 3.2, there exists a solution n ∈ L∞([0, σ)×Td, L1((1+ |y|4) dy)) of
the SIM. Let γ ≥ ( 2σ)1/θ. Thanks to Proposition 3.3, Z defined by (1) satisfies
‖Z‖L∞([0,2/γθ ]×Td) ≤ ‖Z(0, ·)‖L∞(Td) +
C
γθ
2 ≤ ‖Z(0, ·)‖L∞(Td) + ‖yopt‖L∞(R+×Td) + 1, (31)
for any γ > γ˜ ≥ ( 2σ )1/θ. If γ˜ > g¯amma, we define γ¯ := γ˜, so that (13) is satisfied for
τ = σ and γ ≥ γ¯. This is the initiation of a recurrence argument that will allow us to prove
Proposition 3.5.
Assume now that a solution n ∈ L∞([0, τ) × Td, L1((1 + |y|4) dy)) of the SIM exists and
satisfies (13) for τ = kσ (for some k ∈ N∗) and γ ≥ γ¯. Our goal is to show that this also holds
also for τ = (k + 1)σ.
Since (13) holds for for τ = kσ, we can apply Proposition 3.2 and there exists a solution
n ∈ L∞([0, (k + 1)σ) × Td, L1((1 + |y|4) dy)) of the SIM, such that
‖Z‖L∞([0,(k+1)σ]×Td) ≤ ‖Z(0, ·)‖L∞(Td) + ‖yopt‖L∞(R+×Td) + 2. (32)
From (9), we get for (t, x) ∈ [0, (k + 1)σ]× Td
∂tZ(t, x)−∆xZ(t, x)− 2∇xN(t, x) · ∇xZ(t, x)
N(t, x)
= −1
2
∫
(y − Z(t, x)) (y − yopt(t, x))2ΓA(y − Z(t, x)) dy
+
∫
(y − Z(t, x)) (y − yopt(t, x))2 (ΓA(y − Z(t, x))− n˜(t, x, y)) dy. (33)
We compute
− 1
2
∫
(y − Z(t, x)) (y − yopt(t, x))2ΓA(y − Z(t, x)) dy
= − (Z(t, x)− yopt(t, x))
∫
|y|2ΓA(y) dy, (34)
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and to estimate the last term of (33), we introduce for some R > 0 a Lipschitz function
φR : R 7→ [0, 1] such that φR|[ −R,R] = 1, φR|[ −R− 1, R + 1] = 0 and ‖φ′R‖L∞(R). Then,∣∣∣∣
∫
(y − Z(t, x)) (y − yopt(t, x))2 (ΓA(y − Z(t, x))− n˜(t, x, y)) dy
∣∣∣∣
≤
∣∣∣∣
∫
φR(y) (y − Z(t, x)) (y − yopt(t, x))2 (ΓA(y − Z(t, x))− n˜(t, x, y)) dy
∣∣∣∣
+
∣∣∣∣
∫
(1− φR(y)) (y − Z(t, x)) (y − yopt(t, x))2 (ΓA(y − Z(t, x))− n˜(t, x, y)) dy
∣∣∣∣
≤ max
y∈R
∣∣∣∣ ddy (φR(y) (y − Z(t, x)) (y − yopt(t, x))2)
∣∣∣∣W1 (n˜(t, x, ·),ΓA(· − Z(t, x)))
+ Cκ
∫
|y|≥R
|y + κ|3n˜(t, x, y) dy + Cκ
∫
|y|≥R
|y + κ|3ΓA(y − Z(t, x)) dy,
where κ := ‖Z(0, ·)‖L∞(Td)+‖yopt‖L∞(R+×Td)+2 is the bound on ‖Z‖L∞([0,(k+1)σ)×Td) provided
by (32). Note that we have used the Kantorovich-Rubinstein estimate (see Section 4.1 in the
Appendix) to obtain the first term on the right hand side of the estimate above. We use next
the fact that φR is supported in [−R− 1, R + 1] and the Chebyshev’s inequality to obtain∣∣∣∣
∫
(y − Z(t, x)) (y − yopt(t, x))2 (ΓA(y − Z(t, x))− n˜(t, x, y)) dy
∣∣∣∣
≤ Cκ(R+ κ)3W2 (n˜(t, x, ·),ΓA(· − Z(t, x))) + Cκ
R
∫
|y|4n˜(t, x, y) dy
+
Cκ
R
∫
|y|4ΓA(y − Z(t, x)) dy,
To estimate the three terms that appear in the estimate above, we use Proposition 3.4 (we
recall that t ≥ σ ≥ 1
γθ
), the estimate on
∫ |y|4n˜(t, x, y) dy provided by Proposition 3.1, and
the estimate (32), to obtain for (t, x) ∈ (1/γθ, τ)× Td,∣∣∣∣
∫
(y − Z(t, x)) (y − yopt(t, x))2 (ΓA(y − Z(t, x))− n˜(t, x, y)) dy
∣∣∣∣ ≤ CκR3γθ + CκR ≤ Cκγθ/4 ,
(35)
provided we chose R = γθ/4. Thanks to (34) and (35), we obtain that for t ∈ [1/γθ, (k + 1)σ)
and γ ≥ γ¯ (this may require to increase the value of γ¯ > 0, but this new value of γ¯ remains
independent of k),
∂tZ(t, x)−∆xZ(t, x) = 2∇xN(t, x) · ∇xZ(t, x)
N(t, x)
−A(Z(t, x) − yopt(t, x)) +O(1),
where |O(1)| ≤ A. This estimate combined to (31) and the parabolic comparison principle
imply that (13) is satisfied for τ = (k+1)σ, which conclude the recurrence argument argument
and the proof.
We are now ready to prove Theorem 2.2:
Proof of Theorem 2.2. Thanks to Proposition 3.5, there exists a solution n ∈ L∞(R+ ×
T
d, L1((1 + |y|4) dy)) of the SIM with initial condition n0 such that
‖Z‖L∞(R+×Td) ≤ κ := ‖Z(0, ·)‖L∞(Td) + ‖yopt‖L∞(R+×Td) + 1. (36)
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We can then apply Proposition 3.4, which implies (2). Thanks to (36) and Proposition 3.1,
there exists a constant C > 0 such that∣∣∣∣12
∫
(y − yopt(t, x))2n(t, x, y) dy − A
2
− 1
2
(Z(t, x)− yopt(t, x))2
∣∣∣∣ ≤ C,
∣∣∣∣12
∫
(y − Z(t, x)) (y − yopt(t, x))2n˜(t, x, y) dy −A (Z(t, x)− yopt(t, x))
∣∣∣∣ ≤ C,
which implies (4) for t ∈ [0, 1/γθ ]. (4) for ‖ϕZ‖L∞(Td) and t ≥ 1γθ is a consequence of (35),
while an argument similar to (34)-(35) can be made to estimate ‖ϕN (t, ·)‖L∞(Td):
− 1
2
N(t, x)
∫
(y − yopt(t, x))2 n˜(t, x, y) dy = −1
2
N(t, x)
∫
(y − yopt(t, x))2ΓA (y − Z(t, x)) dy
+O(1)N(t, x)
∫
(y − yopt(t, x))2 (n˜(t, x, y)− ΓA (y − Z(t, x))) dy.
The first term can be computed explicitly, while the second can be estimated using Proposi-
tion 3.4, the boundedness of Z and Proposition 3.1, to obtain
−1
2
N(t, x)
∫
(y − yopt(t, x))2 n˜(t, x, y) dy = −1
2
N(t, x)
(
A+ (Z(t, x)− yopt(t, x))2
)
+O
(
1
γθ
)
,
for some θ ∈ (0, 1). Finally, (5) is a consequence of Proposition 3.3.
4 Appendix
4.1 Wasserstein distances W1 and W2
In this section, we review the definition of the Wasserstein distance and a few classical formula.
We refer to [43] for more on this topic. Let p ≥ 1, and Pp(R) the set of probability measures
with finite p−moment. If pi is a probability measure over R2, we call marginals the probability
measures pi|1 and pi|2 such that for any Borelian A ⊂ R,
pi(A× R) = pi|1(A), pi(R ×A) = pi|2(A).
For n˜, m˜ ∈ P2(R), we call transference plans the probability measures pi over R2 such that
pi|1 = n˜ and pi|2 = m˜, and Π(n˜, m˜) the set of such plans:
Π(n˜, m˜) :=
{
pi ∈ P(R2); pi|1 = n˜, pi|2 = m˜
}
.
We can now define the p− Wasserstein distance (we will only need to consider p = 1, 2, 4)
between two measures n˜, m˜ ∈ Pp(R):
Wp(n˜, m˜) =
(
inf
pi∈Π(n˜,m˜)
∫
|x− y|p dpi(x, y)
) 1
p
.
A consequence of this definition is that Wp(n˜, δy¯) =
∫ |y − y¯|p dn˜(x), for any y¯ ∈ R and
n˜ ∈ Pp(R).
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For n˜, m˜ ∈ P2(R) and f ∈ W 1,∞(R), the Kantorovich-Rubinstein is the following useful
estimate: ∫
f(x)d (n˜− m˜) (x) ≤ ‖f ′‖L∞(R)W1(n˜, m˜).
We will also use the convexity of W 22 (that is the squared Wasserstein distance W2). Let
us prove the type of inequality that we need: let n¯, m˜ ∈ P2(R) ∩ L∞(R), for s ∈ [0, t] (for
some t > 0), n˜s ∈ P2(R) ∩ L∞(R), α ∈ [0, 1] and β : [0, t] 7→ R+ such that
∫ t
0 β = 1− α. Our
goal is to prove the following relation:
W 22
(
αn¯+
∫ t
0
β(σ)n˜s dσ, m˜
)
≤ αW 22 (n¯, m˜) +
∫ t
0
β(σ)W 22 (n˜s, m˜) dσ. (37)
To show this inequality, let us recall the Kantorovich duality forWp (p ≥ 1): for n˜, m˜ ∈ Pp(R),
Wp(n˜, m˜) =
(
sup
(ϕ,ψ)∈F
∫
ϕ(x) dn˜(x) +
∫
ψ(X) dm˜(X)
) 1
2
, (38)
where F is the set of continuous and bounded function from R into itself, that satisfy ϕ(x) +
ψ(X) ≤ |x−X|p, for any x,X ∈ R.
Let (ϕ,ψ) ∈ F , with p = 2. Then,∫
ϕ(x)
(
αn¯(x) +
∫ t
0
β(σ)n˜s(x) dσ
)
+
∫
ψ(X)m˜(X) dX
≤ α
(∫
ϕ(x)n¯(x) dx+ ψ(X)m˜(X) dX
)
+
∫ t
0
β(σ)
(∫
ϕ(x)n˜s(x) dx+
∫
ψ(X)m˜(X) dX
)
dσ
≤ αW 22 (n¯, m˜) +
∫ t
0
β(σ)W 22 (n˜s, m˜) dσ,
and (37) follows, thatnks to (38), if we consider the suppremum over (ϕ,ψ) ∈ F .
4.2 The Infinitesimal operator
We define the Infinitesimal operator T on the space P2(R) of probability functions with a
finite second moment:
T (n˜)(y) :=
∫
ΓA/2
(
y − y∗ + y
′
∗
2
)
n˜(t, y∗)n˜(t, y
′
∗) dy∗ dy
′
∗. (39)
For any n˜ ∈ P2(R),∫
T (n˜)(y) dy =
∫
n˜(y) dy = 1,
∫
y T (n˜)(y) dy =
∫
y n˜(y) dy,
and for any Z ∈ R,
∀y ∈ R, T (ΓA(· − Z)) (y) = ΓA(y − Z). (40)
where
ΓA(y) =
1√
2piA
e−
|y|2
2A . (41)
T induces a contraction for the Wasserstein distance W2, which can be seen as a version of
the Tanaka inequality [37] (see also [6, 9]):
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Theorem 4.1 (A Tanaka inequality). Let A > 0, n˜, m˜ ∈ P2(R) such that
∫
yn˜(y) dy =∫
ym˜(y) dy, and T defined by (39). Then
W2(T (n˜), T (m˜)) ≤ 1√
2
W2(n˜, m˜).
Proof of the Theorem 4.1. We consider ϕ,ψ such that for any y, Y ∈ R, ϕ(y)+ψ(Y ) ≤ |y−Y |2,
and estimate∫
ϕ(y)T (n˜)(y) dy +
∫
ψ(Y )T (m˜)(Y ) dY
=
∫ ∫ ∫
ϕ(y)ΓA/2
(
y − y∗ + y
′
∗
2
)
n˜(y∗)n˜(y
′
∗) dy∗ dy
′
∗ dy
+
∫ ∫ ∫
ψ(Y )ΓA/2
(
Y − Y∗ + Y
′
∗
2
)
n˜(Y∗)n˜(Y
′
∗) dY∗ dY
′
∗ dY
=
∫ ∫ ∫
ϕ
(
y +
y∗ + y
′
∗
2
)
ΓA/2 (y) n˜(y∗)n˜(y
′
∗) dy∗ dy
′
∗ dy
+
∫ ∫ ∫
ψ
(
y +
Y∗ + Y
′
∗
2
)
ΓA/2 (Y ) n˜(Y∗)n˜(Y
′
∗) dY∗ dY
′
∗ dY
=
∫ ∫ ∫ ∫
ϕ
(
y +
y∗ + y
′
∗
2
)
+ ψ
(
y +
Y∗ + Y
′
∗
2
)
dpi(y∗, Y∗) dpi(y
′
∗, Y
′
∗)
≤
∫ ∫ ∫ ∫ ∣∣∣∣
(
y +
y∗ + y
′
∗
2
)
−
(
y +
Y∗ + Y
′
∗
2
)∣∣∣∣
2
dpi(y∗, Y∗) dpi(y
′
∗, Y
′
∗)
≤ 1
4
∫ ∫ ∫ ∫ ∣∣(y∗ − Y∗) + (y′∗ − Y ′∗)∣∣2 dpi(y∗, Y∗) dpi(y′∗, Y ′∗). (42)
We notice that∫ ∫ ∫ ∫
(y∗ − Y∗)(y′∗ − Y ′∗) dpi(y∗, Y∗) dpi(y′∗, Y ′∗) =
(∫
yn˜(y) dy −
∫
ym˜(Y ) dY
)2
= 0,
and then∫
ϕ(y)T (n˜)(y) dy +
∫
ψ(Y )T (m˜)(Y ) dY
≤ 1
4
∫ ∫ ∫ ∫ [
(y∗ − Y∗)2 + 2(y∗ − Y∗)(y′∗ − Y ′∗) + (y′∗ − Y ′∗)2
]
dpi(y∗, Y∗) dpi(y
′
∗, Y
′
∗)
≤ 1
2
∫ ∫
(y − Y )2 dpi(y, Y ) ≤ 1
2
W 22 (n˜, m˜).
We can take the suppremum of this inequality over the functions ϕ,ψ satisfying ϕ(y)+ψ(Y ) ≤
|y − Y |2 and conclude, thanks to the Kantorovich duality formula (38).
Corollary 4.2 (A Tanaka inequality forW4). Let A > 0, n˜, m˜ ∈ P4(R) such that
∫
yn˜(y) dy =∫
ym˜(y) dy, and T defined by (39). Then
W4(T (n˜), T (m˜)) ≤ 1
21/4
W4(n˜, m˜).
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Proof of the Corollary 4.2. We can reproduce the proof of Theorem 4.1 until (42), and obtain
that for any ϕ,ψ satisfying ϕ(y) + ψ(Y ) ≤ |y − Y |4,∫
ϕ(y)T (n˜)(y) dy +
∫
ψ(Y )T (m˜)(Y ) dY
≤ 1
16
∫ ∫ ∫ ∫ ∣∣(y∗ − Y∗) + (y′∗ − Y ′∗)∣∣4 dpi(y∗, Y∗) dpi(y′∗, Y ′∗)
=
1
16
∫ ∫ ∫ ∫ [
(y∗ − Y∗)4 + 4(y∗ − Y∗)3(y′∗ − Y ′∗) + 6(y∗ − Y∗)2(y′∗ − Y ′∗)2
+ 4(y∗ − Y∗)(y′∗ − Y ′∗)3 + (y′∗ − Y ′∗)4
]
dpi(y∗, Y∗) dpi(y
′
∗, Y
′
∗)
=
1
8
(∫ ∫
(y − Y )4 dpi(y, Y )
)
+
3
8
(∫
(y − Y )2 dpi(y, Y )
)2
≤ 1
2
(∫ ∫
(y − Y )4 dpi(y, Y )
)
=
1
2
W 44 (n˜, m˜), (43)
thanks to the Jensen inequality. The rest of the proof is similar to the proof of Theorem 4.1.
4.3 Technical estimates for some linear problems
The problems we consider here are linear once we consider that N is a given function. Let
yopt, n
0 satisfying Assumption 2.1, τ > 0, n ∈ L∞([0, τ) × Td, L1((1 + |y|4) dy)) a solution of
the SIM with initial condition n0, and n˜, N , Z defined by (7) and (1). We assume additionally
that ‖Z‖L∞([0,τ)×Td) ≤ κ, for some κ > 0.
Some linear problems
For (s, z, y) ∈ [0, τ) × Td × R, let φs,z,y(t, x) the solution of

∂tφs,z,y(t, x) −∆xφs,z,y(t, x)
= ∇xN(t,x)N(t,x) · ∇xφs,z,y(t, x)− 12(y − yopt(t, x))2φs,z,y(t, x), (t, x) ∈ [s, τ)× Td,
φs,z,y(s, x) = δz(x), x ∈ Td.
(44)
Let (t, x) 7→ ψs,z,y(t, x) := φs,z,y(t, x)N(t, x), which satisfies ψs,z,y(s, x) = N(s, z)δz(x), and
∂tψs,z,y(t, x) −∆xψs,z,y(t, x)
=
(
1 +
A
2
−N(t, x)− 1
2
(y − yopt(t, x))2 − 1
2
∫
(y − yopt(t, x))2n˜(t, x, y) dy
)
ψs,z,y(t, x),
(45)
for (t, x) ∈ [s, τ) × Td. Since the factor on the right hand side of (45) is bounded (see
Proposition 3.1), the existence and uniqueness of ψs,z,y derives from standards methods (see
e.g. Theorem 7.3 and Theorem 7.4 in [21]), and this implies the existence and uniqueness of
the solution φs,z,y of (44).
Let now φ¯s,z(t, x), the solution of{
∂tφ¯s,z(t, x)−∆xφ¯s,z(t, x) = ∇xN(t,x)N(t,x) · ∇xφ¯s,z(t, x), (t, x) ∈ [s, τ)× Td,
φ¯s,z(s, x) = δz(x), x ∈ Td.
(46)
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Just as for (44), the existence and uniqueness of φ¯s,z can be obtained through ψ¯s,z(t, x) :=
φ¯s,zN(t, x), which satisfies ψ¯s,z(s, x) = N(s, z)δz(x), and
∂tψ¯s,z(t, x)−∆xψ¯s,z(t, x)
=
(
1 +
A
2
−N(t, x)− 1
2
∫
(y − yopt(t, x))2n˜(t, x, y) dy
)
ψ¯s,z(t, x). (47)
Estimate 1
Thanks to Proposition 3.1, there exists Cκ > 0 such that
∫ |y|4n(t, x, y) dy ≤ Cκ for any
(t, x) ∈ [0, τ) × Td, and we can define
R = (2Cκ)
1/4 . (48)
Then, for any (t, x) ∈ [0, τ) × Td,
∫ R
−R
n˜(t, x, y) dy = 1−
∫
[−R,R]c
n˜(t, x, y) dy ≥ 1− 1
R4
∫
[−R,R]c
|y|4n˜(t, x, y) dy ≥ 1
2
. (49)
Let also
R′ = R+ ‖yopt‖L∞(R+×Td). (50)
Then, for any y ∈ [−R′, R′]c, we have −12(y − yopt(t, x))2 ≤ min[−R,R]
(−12(y − yopt(t, x)))2,
and the parabolic comparison principle applied to (44) (comparing the case y ∈ [−R′, R′]c to
the case where y˜ ∈ [−R,R]) implies that for any y ∈ [−R′, R′]c,
∀(s, z) ∈ [0, τ)× Td, ∀(t, x) ∈ [s, τ)× Td, φs,z,y(t, x) ≤ min
y˜∈[−R,R]
φs,z,y˜(t, x). (51)
Estimate 2
For any y ∈ R,
−1
2
(
y + sgn(y)‖yopt‖L∞(R+×Td)
)2 ≤ −1
2
(y− yopt(t, x))2 ≤ −1
2
(
y − sgn(y)‖yopt‖L∞(R+×Td)
)2
Then φs,z,y(t, x)e
(t−s) 1
2
(
y+sgn(y)‖yopt‖L∞(R+×Td)
)2
is a super-solution of (46), and thanks to the
comparison principle, φ¯s,z(t, x) ≤ φs,z,y(t, x)e(t−s)
1
2
(
y+sgn(y)‖yopt‖L∞(R+×Td)
)2
. The reverse es-
timate can be obtained similarily, and together, those estimates imply for any (s, z, y) ∈
[0, τ) × Td × R and (t, x) ∈ (s,min(s+ 1, τ)) × Td,
φs,z,y(t, x) = φ¯s,z(t, x)e
−(t−s) 1
2
(y+O(1))2 , (52)
where |O(1)| ≤ ‖yopt‖L∞(R+×Td).
Estimate 3
ψ¯s,z satisfies ψ¯s,z(s, ·) = N(s, z)δz and
∂tψ¯s,z(t, x)−∆xψ¯s,z(t, x) ≤
(
1 +
A
2
)
ψ¯s,z(t, x).
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Then, thanks to the comparison principle, ψ¯s,z(t, x) ≤ e(1+
A
2 )(t−s)Γt−s(x−z). Since ψ¯s,z(t, x) =
φ¯s,zN(t, x), this implies∫
φ¯s,z(t, x)|z − x|θ dz ≤ e(1+
A
2 )(t−s)
∫
Γt−s(x− z)N(s, z)
N(t, x)
|z − x|θ dz.
We can use the estimate (21) to show that
∣∣∣N(s,z)N(t,x)
∣∣∣ ≤ Cκ, as soon as 1 < s ≤ t ≤ min(s+1, τ).
If 0 ≤ s ≤ t ≤ 2, we can use the lower bound (20) and the upper bound ‖N‖L∞(R+×Td) ≤
max
(
1, ‖N(0, ·)‖L∞(Td)
)
to obtain a similar estimate. Then,
∫
φ¯s,z(t, x)|z − x|θ dz ≤ Cκe(1+
A
2 )(t−s)
∫
Γt−s(x− z)|z − x|θ dz ≤ Cκ(t− s)
θ
2 , (53)
provided 0 < s ≤ t ≤ min(s+ 1, τ).
Estimate 4
Note finally that the dual problem of (46) is{
−∂ut¯,x¯∂s (t, x)−∆xut¯,x¯(t, x) = −2∇x ·
(
∇xN(t,x)
N(t,x) ut¯,x¯(t, x)
)
, (t, x) ∈ (−∞, t¯]× Td
ut¯,x¯(t¯, x) = δx¯(x).
(54)
that is ddt
∫
φ¯s,z(t, x)ut¯,x¯(t, x) dx = 0 for t ∈ [s, t¯]. It follows that φ¯s,z(t, x) = ut,x(s, z), and
since (54) is in divergence form,∫
φ¯s,z(t, x) dz =
∫
ut,x(s, z) dz =
∫
ut,x(t, z) dz = 1. (55)
4.4 Uniqueness and stability of solutions of the KBM
Let N,Z ∈ Cθ([0, τ) × Td) satisfying (3). If Y := NZ, then
∂tN(t, x)−∆xN(t, x) =
(
1− 1
2N(t, x)2
(Y − yopt(t, x)N(t, x))2 −N(t, x) + ϕN (t, x)
)
N(t, x),
(56)
and
∂tY (t, x)−∆xY (t, x) =
(
1− 1
2N(t, x)2
(Y − yopt(t, x)N(t, x))2 −N(t, x) + ϕN (t, x)
)
Y (t, x)
+
(
− A
N(t, x)
(Y (t, x)− yopt(t, x)N(t, x)) + ϕZ(t, x)
)
N(t, x). (57)
Note that ‖Z‖L∞([0,τ)×Td) ≤ C (see e.g. the proof of Proposition 3.5), and thus
∫
[0,τ)×Td N ≥
infTd N(0, ·)e−Cτ > 0. Then, ‖N‖L∞([0,τ)×Td) + ‖Y ‖L∞([0,τ)×Td) ≤ C. Let also N¯ , Z¯ ∈
Cθ([0, τ) × Td) solution of (3) with ϕN ≡ ϕZ ≡ 0 (that is (N¯ , Z¯) solution of the KBM).
We can define Y¯ as above. We assume that (N(0, ·), Z(0, ·)) ≡ (N¯(0, ·), Z¯(0, ·)) satisfies As-
sumption 2.1. Since N, N¯, Z, Z¯ are bounded and N, N¯ are bounded away from 0 on [0, τ)×Td,
we obtain
∂t(N − N¯)(t, x) −∆x(N − N¯)(t, x) = O(1)(N − N¯)(t, x) +O(1)(Y − Y¯ )(t, x) +O(1)ϕN (t, x),
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∂t(Y − Y¯ )(t, x)−∆x(Y − Y¯ )(t, x) = O(1)(N − N¯)(t, x) +O(1)(Y − Y¯ )(t, x) +O(1)ϕN (t, x)
+O(1)ϕZ (t, x).
The parabolic maximum principle with functions independent of x then implies
d
dt
(
‖(N − N¯)(t, ·)‖L∞(Td) + ‖(Y − Y¯ )(t, ·)‖L∞(Td)
)
≤ C
(
‖(N − N¯)(t, ·)‖L∞(Td) + ‖(Y − Y¯ )(t, ·)‖L∞(Td)
)
+
C
γθ
+ C1[0,1/γθ](t),
and then
‖(N − N¯)(t, ·)‖L∞(Td) + ‖(Y − Y¯ )(t, ·)‖L∞(Td) ≤
C
γθ
eCt.
This estimate shows the uniqueness of solutions of the KBM (provided the initial condition
satisfies Assumption 2.1). It also shows the convergence of solutions (N,Z) of (3) to the
solution (N¯ , Z¯) of the KBM when γ →∞, in the sense that
N −→
γ→∞
N¯ in L∞loc(R+, L
∞(Td)),
Z −→
γ→∞
Z¯ in L∞loc(R+, L
∞(Td)).
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