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ALMOST FORMALITY OF MANIFOLDS OF LOW
DIMENSION
DOMENICO FIORENZA, KOTARO KAWAI, HOˆNG VAˆN LEˆ,
AND LORENZ SCHWACHHO¨FER
Abstract. In this paper we introduce the notion of Poincare´ DGCAs
of Hodge type, which is a subclass of Poincare´ DGCAs encompassing
the de Rham algebras of closed orientable manifolds. Then we intro-
duce the notion of the small algebra and the small quotient algebra of
a Poincare´ DGCA of Hodge type. Using these concepts, we investi-
gate the equivalence class of (r − 1) connected (r > 1) Poincare´ DG-
CAs of Hodge type. In particular, we show that a (r − 1) connected
Poincare´ DGCA of Hodge type A∗ of dimension n ≤ 5r − 3 is A∞-
quasi-isomorphic to an A3-algebra and prove that the only obstruction
to the formality of A∗ is a distinguished Harrison cohomology class
[µ3] ∈ Harr
3,−1(H∗(A∗),H∗(A∗)). Moreover, the cohomology class [µ3]
and the DGCA isomorphism class of H∗(A∗) determine the A∞-quasi-
isomorphism class of A∗. This can be seen as a Harrison cohomology ver-
sion of the Crowley-Nordstro¨m results [CN2015] on rational homotopy
type of (r − 1)-connected (r > 1) closed manifolds of dimension up to
5r−3. We also derive the almost formality of closed G2-manifolds, which
have been discovered recently by Chan-Karigiannis-Tsang in [CKT2018],
from our results and the Cheeger-Gromoll splitting theorem.
1. Introduction
By the seminal work of Sullivan [Sullivan1977] it is known that the equiv-
alence class of the de Rham algebra of a closed simply connected manifold
determines its rational homotopy type. Thus, it is desirable to obtain invari-
ants which measure the formality of the de Rham algebra, and more gener-
ally identify the rational homotopy type of a manifold, and the present paper
aims to describe such invariants under suitable highly enough connectedness
assumptions. Assuming (as we shall always do) that the underlying manifold
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is closed, connected and oriented, the de Rham algebra is a Poincare´ dif-
ferential graded commutative algebra, meaning that there is a top homology
class which induces a non-degenerate pairing on the cohomology algebra.
This work is inspired by two recent approaches to this question. The first
is the article [CKT2018] where it is shown that the de Rham algebra of a G2-
manifold (i.e., a closed 7-manifold with a torsion-free G2-structure) is almost
formal, i.e., equivalent to a DGCA all of whose differentials vanish except
in the middle degree. Second, in [CN2015] a new invariant for a Poincare´
DGCA is introduced, called the Bianchi-Massey tensor and it is shown that
this tensor is the only obstruction to formality of (r − 1)-connected (r > 1)
closed manifolds in dimension at most 5r− 3. In fact, the de Rham algebra
of such a manifold is equivalent to one with non-vanishing differential in
certain dimensions only, and for r = 2, [CN2015] implies that any simply
connected closed 7-manifold is almost formal in the sense of [CKT2018], i.e.,
the G2-structure is not needed in the simply connected case.
Our approach is to apply the homotopy transfer theorem to associate
to an equivalence class of Poincare´ DGCAs of Hodge type an equivalence
class of A∞-algebras. We show that a simply connected Poincare´ DGCA of
Hodge type is equivalent to a certain finite dimensional Poincare´ DGCA of
Hodge type, so that the associated A∞-structure is simpler to describe. For
instance, in the case of a (r−1)-connected (r > 1) Poincare´ DGCA of Hodge
type of dimension at most 5r−3, the resulting A∞-algebra is an A3-algebra
and thus determined by its cohomology algebra H∗(A∗) and the distin-
guished Hochschild cohomology class [µ3] ∈ Hoch
3,−1(H∗(A∗),H∗(A∗)) ⊆
Hoch
2(H∗(A∗),H∗(A∗)). Moreover, µ3 is actually a Harrison cocycle. Since
in characteristic zero the natural morphism from Harrison cohomology to
Hochschild cohomology of a DGCA is injective [Barr1968], this means that
[µ3] is equivalently a Harrison cohomology class. As it is known that two
simply-connected spaces are rationally homotopy equivalent if and only their
de Rham complexes are A∞-quasi-isomorphic [Valette2012, Theorem 8],
[Kadeishvili2009], this implies that the rational homotopy type of a (r− 1)-
connected (r > 1) closed manifold X of dimension at most 5r − 3 is com-
pletely determined by H∗(X) and [µ3] ∈ Harr
3,−1(H∗(X),H∗(X)). Relating
this to the results in [CN2015], this means that [µ3] is the Harrison co-
homology interpretation of the Bianchi-Massey tensor. More precisely, the
Bianchi-Massey tensor appears via the Harrison-to-Andre´-Quillen spectral
sequence for A∗ [Barr1968, Loday1992].
The condition of non-simply connectedness may be weakened to the ex-
istence of a Riemannian metric on M for which all harmonic 1-forms are
parallel. This is the case, for instance, if M carries a metric of nonnegative
Ricci curvature and, in particular, for G2-manifolds as these are necessar-
ily Ricci flat. Namely, by a generalization of the Cheeger-Gromoll splitting
theorem (Theorem 5.1) it follows that in this case, the de Rham algebra is
equivalent to a polynomial algebra Q∗[t1, . . . , tk] with k = b
1(M) |ti| = 1
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where Q∗ is a Poincare´ DGCA of lower degree (Proposition 5.3). In conse-
quence, we show 7-manifolds with nonnegative Ricci curvature and positive
b1 must be formal; in particular, this is the case for G2-manifold whose ho-
lonomy is properly contained in G2. Note that the question of the formality
of G2-manifolds is still open.
Our paper is organized as follows. In Section 2 we define and study
Poincare´ DGCA’s admitting a Hodge type decomposition. In Section 3 we
define the small quotient algebra of such DGCA’s of Hodge type, a Poincare´
DGCA equivalent to the original one, which is finite dimensional if the
DGCA is simply connected. In Section 4 we utilize the homotopy transfer
theorem and related techniques to show that the rational homotopy type of a
(r−1) connected Poincare´ DGCA A∗ of dimension n ≤ 5r−3 is determined
by H∗(A∗) and [µ3] ∈ Harr
3,−1(H∗(A∗),H∗(A∗)). In Section 5 we generalize
the discussion from simply connected manifolds to those which admit a
Riemannian metric all of whose harmonic 1-forms are parallel. Finally, in
Appendix A we prove a few results on higher Massey products on connected
Poincare´ DGCAs.
Conventions and notations.
- In this paper we consider only DGCAs over a fixed field F of character-
istic 0.
- For a DGCA (A∗, d) we denote by A∗d the subspace of cocycles in A
∗
and by H∗(A∗) the cohomology of (A∗, d). The Betti numbers of A∗ are
defined as bk(A∗) := dimHk(A∗) or simply by bk.
2. Poincare´ DGCAs of Hodge type
In this section we recall the definition of a Poincare´ DGCA over F (Def-
inition 2.1, cf. [CN2015, Definition 2.7]). Then we define Hodge type de-
compositions of Poincare´ DGCAs (Definition 2.2) A∗, provide examples and
investigate their properties.
Definition 2.1. (cf. [CN2015, Definition 2.7])
(1) A Poincare´-algebra of degree n is a finite dimensional graded commu-
tative algebra H∗ =
⊕n
k=0H
k together with an element
∫
∈ (Hn)∨,
where the latter denotes the dual space of Hn, such that the pairing
〈αk, βl〉 :=
{∫
αk · βl if k + l = n,
0 else
is non-degenerate, i.e., 〈α,H∗〉 = 0 iff α = 0.
(2) A Poincare´-DGCA of degree n is a DGCA (A∗, d) withA∗ =
⊕n
k=0A
k
whose cohomology ring H∗ := H∗(A∗) is a Poincare´-algebra of de-
gree n.
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Note that in [CN2015, Definition 2.7], the degree of a Poincare´-algebra is
called the dimension, but as later we wish to consider the dimension of A∗
as a graded vector space, the notion of degree seems more appropriate.
We begin our discussion by introducing some general terminology on pair-
ings on a graded vector space. A graded vector space of degree n is a vector
space of the form V ∗ =
⊕n
k=0 V
k, and a bilinear pairing 〈−,−〉 on such a V
is called graded symmetric, if 〈V k, V l〉 = 0 for k + l 6= n or, equivalently, if
the map 〈−,−〉 : V ∗⊗V ∗ → F has degree −n, and factors through Sym2(V ),
i.e., 〈αk, βl〉 = (−1)kl〈βl, αk〉 for any αk ∈ V k and any βl ∈ V l. As usual,
we define the orthogonal complement of a (graded) subspace W ∗ ⊆ V ∗ as
W ∗⊥ := {α ∈ V
∗ | 〈α,W ∗〉 = 0},
and call V ∗⊥ the null-space of V
∗. A subspace W ∗ ⊆ V ∗ is called non-
degenerate if W ∗ ∩W ∗⊥ = 0. We call the pairing non-degenerate if V
∗ is
non-degenerate, i.e., iff V ∗⊥ = 0. On the quotient Q
∗ := V ∗/V ∗⊥, there is a
unique non-degenerate pairing 〈−,−〉Q∗ such that
(2.1) 〈π(α), π(β)〉Q∗ = 〈α, β〉,
where π : V ∗ → Q∗ is the canonical projection.
Let us now apply all of this to a Poincare´-DGCA A∗ of degree n. The
pairing 〈−,−〉 on H∗(A∗) induces a graded pairing, denoted by the same
symbol, defined as
(2.2) 〈αk, βl〉 =
{∫
[αk · βl] if k + l = n,
0 else.
where [·] stands for the projection An = And → H
n(A∗). It immediately
follows that 〈−,−〉 satisfies
(2.3)
〈αk, βl〉 = (−1)kl〈βl, αk〉,
〈αk · βl, γr〉 = 〈αk, βl · γr〉,
〈dαk, βl〉 = (−1)k+1〈αk, dβl〉.
Poincare´-DGCAs are examples of cyclic A∞-algebras that have been in-
troduced by Kontsevich [Kontsevich1994]. The cyclic DGCA (Ω∗(M), d),
H∗dR(M) have been considered in other papers, e.g. [Hajek2018].
Definition 2.2. Let (A∗, 〈−,−〉) be a Poincare´-DGCA.
(1) We call A∗ non-degenerate if the pairing 〈−,−〉 from (2.2) is non-
degenerate.
(2) A harmonic subspace is a subspace H∗ ⊆ A∗d complementary to dA
∗.
(3) A splitting map of A∗ is a splitting ı : H∗ → A∗d which splits the
short exact sequence
0 // dA∗−1 // A∗d pr
// H∗
ı
yy
// 0 .
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(4) A Hodge type decomposition is a direct sum decomposition of the
form
(2.4) A∗ = dA∗−1 ⊕H∗ ⊕B∗,
where H∗ is a harmonic subspace and such that
(2.5) 〈H∗ ⊕ B∗,B∗〉 = 0
(5) IfA∗ admits a Hodge type decomposition, then we call A∗ a Poincare´
DGCA of Hodge type.
Remark 2.3. Evidently there is a one-to-one correspondence of harmonic
subspaces H∗ ⊆ A∗d and splitting maps of A
∗, as the image of a splitting
map is a harmonic subspace. As ı : H∗ → H∗ preserves the pairing 〈−,−〉,
it follows that the graded subspace H∗ ⊆ A∗ is non-degenerate.
Remark 2.4. By (2.3), A∗⊥ ⊆ A
∗ is a d-invariant ideal, whence there is an
exact sequence of DGCA
(2.6) 0 −→ A∗⊥ −→ A
∗ −→ Q∗ −→ 0,
where Q∗ is by definition the quotient A∗/A∗⊥.
Example 2.5. The prototypical example of a Poincare´ algebra of degree n
of Hodge type (which motivates our terminology) is the de Rham algebra
(Ω∗(M), d) of a closed smooth oriented manifold M , with
∫
given by the
integration of n-forms. The Hodge decomposition w.r.t. some Riemannian
metric g on M
(2.7) Ω∗(M) = dΩ∗−1(M)⊕H∗(M)⊕ d∗Ω∗+1(M)
yields a Hodge type decomposition in the sense of Definition 2.2, and the
space H∗(M) of △g-harmonic forms is a harmonic subspace in the above
sense. As we shall see in Remark 2.6 below, any other harmonic subspace
H∗ ⊆ Ω∗d(M) will give rise to a Hodge type decomposition as well.
Remark 2.6. If (A∗, d) is a Poincare´-DGCA admitting a Hodge-type de-
composition, then every harmonic subspace H∗ ⊆ A∗d may occur as sum-
mand of a Hodge-type decomposition (2.4). Namely, given a Hodge type
decomposition (2.4) and a harmonic subspace Hˆ∗ ⊆ A∗d, from the identity
H∗ ⊕ dA∗−1 = Hˆ∗ ⊕ dA∗−1 it follows that there is a linear map α : H∗ →
dA∗−1 such that
Hˆ∗ = {v + α(v) | v ∈ H∗}.
Letting Bˆ∗ := {x − α†(x) − 12αα
†(x) | x ∈ B∗}, where α† : B∗ → H∗ is the
unique map satisfying 〈α†(x), v〉 = 〈x, α(v)〉 for all x ∈ B∗, v ∈ H∗, the
decomposition A∗ = Hˆ∗ ⊕ dA∗−1 ⊕ Bˆ∗ is a Hodge type decomposition.
Given a Hodge-type decomposition (2.4), it follows that the restriction
d : B∗ → dA∗ is both injective and surjective and hence has an inverse
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d− : dA∗ → B∗. We may extend d− to all of A∗ by defining d−|H∗⊕B∗ = 0.
Thus, (d−)2 = 0, and
(2.8) dd−d = d, d−dd− = d−.
It follows that the projections in (2.4) are given by
(2.9) prH∗ = 1− [d, d
−], prdA∗−1 = dd
−, prB∗=d−A∗+1 = d
−d,
where [d, d−] = dd− + d−d is the super-commutator. Therefore, (2.4) may
be written as
(2.10) A∗ = dA∗−1 ⊕H∗ ⊕ d−A∗+1 = dd−A∗ ⊕H∗ ⊕ d−dA∗,
and setting A∗
d−
:= ker d− = H∗ ⊕ d−A∗, (2.5) implies
(2.11) 〈A∗d, dA
∗−1〉 = 〈A∗d− , d
−A∗+1〉 = 0.
We shall call elements in A∗
d−
and d−A∗+1 d−-closed and d−-exact, respec-
tively.
Recall that a DGA over F is called connected if H0(A∗) ∼= F and r-
connected if it is connected and Hk(A∗) = 0 for k = 1, . . . , r. A 1-connected
DGA is also called simply connected.
Remark 2.7. (1) For A∗ = (Ω∗(M), d) for a closed oriented manifold
M with its Hodge decomposition w.r.t. a Riemannian metric g (cf.
Example 2.5) the map d− in (2.10) is not the codifferential d∗ in
(2.7). In particular, the supercommutator △g = [d, d
∗] is not a
projector. Rather, it is not hard to see that d− and d∗ are related
by the formula d∗ = △gd
−.
(2) Note that (Ω∗(M), d) is connected iff M is connected. However, the
r-connectedness of (Ω∗(M), d), i.e., the vanishing of bk(M), 1 ≤ k ≤
r, is a weaker notion than the r-connectedness of M , as the latter
means that the homotopy groups πk(M) are trivial for k ≤ r (which
is stronger than the vanishing of bk(M), 1 ≤ k ≤ r).
(3) If the harmonic subspace H∗ happens to be a subalgebra of A∗, i.e.,
if the product of two harmonic elements is harmonic, then (A∗, d) is
a formal DGCA.
(4) A Riemannian manifold (M,g) for which the product of△g-harmonic
forms is△g-harmonic is called geometrically formal. It is known that
compact symmetric spaces are geometrically formal [Sullivan1975],
but in general, there are strong topological obstructions forM to ad-
mit a geometrically formal Riemannian metric, see [Kotschick2001]
for details and classification results of low dimensional geometri-
cally formal Riemannian manifolds. The relation between the Hodge
decomposition of the de Rham complex on a closed Riemannian
manifold M and the minimal model of M in the case b1(M) = 0
has been proposed by Sullivan [Sullivan1977, Sullivan1975]. The
ALMOST FORMALITY OF MANIFOLDS OF LOW DIMENSION 7
Hodge decomposition is also important in the proof of the formal-
ity of closed Ka¨hler manifolds by Deligne-Griffiths-Morgan-Sullivan
[DGMS1975].
(5) We will be only interested in connected Poincare´ DGCAs. In this
case the product in cohomology H0(A∗) ⊗ Hk(A∗) → Hk(A∗) is
easily seen to be multiplication by scalars on the F-vector space
Hk(A∗).
Lemma 2.8. If the Poincare´ A∗ admits a Hodge type decomposition, then
the differential ideal A∗⊥ is invariant under d
−, and has the decomposition
(2.12) A∗⊥ = dd
−A∗⊥ ⊕ d
−dA∗⊥.
In particular, (A∗⊥, d) has trivial cohomology.
Proof. We begin by showing that the restriction of the harmonic projector
prH∗ to A
∗
⊥is zero. To see this, let α
k ∈ Ak⊥ and write
αk = prH∗(α
k) + dd−αk + d−dαk
Then, for any βn−k ∈ Hn−k, we have
0 = 〈αk, βn−k〉 = 〈prH∗(α
k), βn−k〉,
as Hn−k ⊆ An−k and by the orthogonality relations (2.5)-(2.11). Since the
pairing 〈−,−〉 is nondegenerate onH∗ (Remark 2.3), this implies prH∗(αk) =
0. Now we can show that A∗⊥ is stable with respect to both projections dd
−
and d−d. As we have shown that
αk = dd−αk + d−dαk
for any αk ∈ Ak⊥, it will suffice to show that d
−dαk ∈ Ak⊥. By the orthogo-
nality relations (2.5) and by the decomposition (2.4), we only need to show
that 〈d−dαk, dd−βn−k〉 = 0. We compute
〈d−dαk, dd−βn−k〉 = (−1)k+1〈dd−dαk, d−βn−k〉
= (−1)k+1〈dαk, d−βn−k〉
= 〈αk, dd−βn−k〉 = 0
where we used dd−d = d and the fact that dd−βn−k ∈ An−k by (2.8-2.9).
This shows that we have the direct sum decomposition
A∗⊥ = dd
−A∗⊥ ⊕ d
−dA∗⊥.
Finally, we show that d−Ak⊥ ⊆ A
k−1
⊥ . To see this, let α
k ∈ Ak⊥. As d
−Ak⊥ =
d−dd−Ak⊥, we want to show that 〈d
−dd−αk, βn−k+1〉 = 0 for any βn−k+1 ∈
An−k+1. As d−dd−αk ∈ d−Ak−1, by the orthogonality relations (2.5) and
from the direct sum decomposition (2.4) we see that it is not restrictive to
assume βn−k+1 = dd−γn−k+1, with γn−k+1 ∈ An−k+1. We have
〈d−dd−αk, dd−γn−k+1〉 = (−1)k〈dd−dd−αk, d−γn−k+1〉 = 0
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where we used that A∗⊥ is stable with respect to dd
−. As IdA∗⊥ = [d, d
−]
with d− a degree -1 endomorphism of A∗⊥, we see that the identity of A
∗
⊥ is
null-homotopic and so (A∗⊥, d) is an acyclic complex. 
Corollary 2.9. If A∗ is of Hodge type, then the projection π : A∗ → Q∗,
where Q∗ = A∗/A∗⊥, is a quasi-isomorphism.
Remark 2.10. As the induced pairing on Q∗ is nondegenerate by con-
struction, Corollary 2.9 implies that every Hodge type Poincare´ DGCA is
equivalent to a nondegenerate one.
Example 2.11. We conclude this section with an example of a Poincare´
DGCA admitting no Hodge type decomposition. Let A∗ be the graded
vector space on linear generators {x0, x2, x3, x4} with deg(xi) = i. That is
Ak is 1-dimensional for k ∈ {0, 2, 3, 4} and 0-dimensional for any other value
of k. Introduce a DGCA structure on A∗ by declaring the product and the
differential on the generators as follows:
• the only non-zero products are x0 ·xi = xi ·x0 = xi and x2 ·x2 = x4;
• the only non-zero differential is dx2 = x3.
The cohomology of A∗ is the graded algebra on linear generators [x0] and
[x4] with the products [x0] · [x0] = [x0], [x0] · [x4] = [x4] · [x0] = [x0] and
[x4] · [x4] = 0. The linear functional
∫
: H4(A∗) → F given by
∫
[x4] = 1
makes A∗ a degree 4 Poincare´ DGCA. The d-invariant ideal (A∗⊥, d) consists
of A3 in degree 3 with the zero differential and so it is manifestly not acyclic.
Therefore, (A∗, 〈−,−〉) cannot have a Hodge type decompositions by Lemma
2.8.
Remark 2.12. Observe that in Example 2.11 H∗ is a subalgebra of A∗,
whence the inclusion H∗ →֒ A∗ is a quasi-isomorphism, and evidently H∗ is
of Hodge type. That is, being of Hodge type is a property not preserved by
quasi-isomorphisms.
3. Small quotient algebras of Poincare´ DGCAs of Hodge type
In this section we define the small algebra of a Poincare´ DGCA of Hodge
type A∗ and the small quotient algebra of A∗ (Definition 3.2). These alge-
bras are DGCAs equivalent to A∗. As a result we show that any simply con-
nected Poincare´-DGCA of Hodge type is equivalent to a non-degenerate fi-
nite dimensional Poincare´-DGCA (Corollary 3.5). We investigate the equiv-
alence class of a (r − 1) connected (r > 1) Poincare´ DGCA (Theorem 3.9,
Corollary 3.10) and compare our results with some known results (Remark
3.11).
Definition 3.1. LetA∗ be a Poincare´ DGCA with a Hodge-type decomposi-
tion (2.10). A H∗-subalgebra is a DG-subalgebra of A∗ which is d−-invariant
and contains H∗.
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For any H∗-subalgebra C∗ of A∗, the restriction of the inner product of
A∗ to C∗ makes C∗ a degree n Poincare´ DGCA and the Hodge-type decom-
position of A∗ induces a Hodge-type decomposition
C∗ = H∗ ⊕ dC∗ ⊕ d−C∗(3.1)
as C∗ contains H∗ and is invariant under the projections (2.9). In particular,
the inclusion (C∗, d) →֒ (A∗, d) is a quasi-isomorphism. Taking the quotient
Q∗(C∗) := C∗/C∗⊥, Corollary 2.9 and Lemma 2.8 imply that Q
∗(C∗) is a non-
degenerate Poincare´ algebra of Hodge type, and the inclusion and projection
maps
A∗ ←− C∗ −→ Q∗(C∗)
are quasi-isomorphisms, so that A∗ is equivalent to Q∗(C∗).
Definition 3.2. Let A∗ = dA∗ ⊕ H ⊕ d−A∗ be a Poincare´ DGCA with a
Hodge type decomposition. The small algebra of A∗, denoted by A∗small or
A∗small(H
∗) is the (unique) smallest H∗-subalgebra of A∗. The small quotient
algebra of A∗ is the quotient DGCA Q∗small(H
∗) or Q∗small := Q
∗(A∗small) =
A∗small/(A
∗
small)⊥.
Clearly, the smallest algebra is well defined as A∗ is a H∗-subalgebras and
the intersection of an arbitrary family of H∗-subalgebras is a H∗-subalgebra,
so that A∗small is the intersection of all H
∗-subalgebras of A∗. We shall,
however, give a more accessible description of A∗small.
For a H∗-subalgebra C∗ of A∗ we denote by Ci,j ⊆ Ci+j the image of the
multiplication Ci ⊗ Cj → Ci+j .
Proposition 3.3. Let A∗ be a simply connected Poincare´ DGCA endowed
with a Hodge type decomposition. Then its small algebra A∗small is defined
by the recursive formula
(3.2)

A0small = F · 1A,
A1small = 0,
Aksmall = H
k ⊕ dd−span{Al1,l2small, l1, l2 ≥ 2, l1 + l2 = k}
⊕ d−span{Al1,l2small, l1, l2 ≥ 2, l1 + l2 = k + 1}; k ≥ 2
In particular A∗small is finite dimensional.
Proof. Let us denote by C∗ the algebra defined by the recursion (3.2). Thus,
our aim is to show that C∗ = A∗small.
It is immediate from the definition of C∗ and from the identity d−dd− = d−
that H∗ ⊆ C∗ and dCk ⊆ Ck+1 and d−Ck ⊆ Ck−1. To see that C∗ is closed
under multiplication, we need to show that, if αk ∈ Ck and βl ∈ Cl, then
αk · βl ∈ Ck+l. If k ≤ 1 or l ≤ 1 there is nothing to be proven. So let us
assume k, l ≥ 2. By equations (3.1),(2.9) we have
αk · βl = prH∗(α
k · βl) + dd−(αk · βl) + d−(dαk · βl) + (−1)kd−(αk · dβl),
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and the right-hand side manifestly belongs to Ck+l, as C∗ is d-closed so that
dαk, dβl ∈ C∗.
Conversely, it follows by induction of k that Ck ⊆ Aksmall. Indeed, for
k = 0, 1 this is obvious, and if k ≥ 2, then it is evident that any H∗-
subalgebra containing Cl for l < k also must contain Ck by (3.2). 
Remark 3.4. It is worth noticing that the proof of Proposition 3.3 does not
use the existence of a pairing on A∗ (and so in particular the existence of a
Hodge-type decomposition) nor the graded commutativity of the multiplica-
tion. That is, Proposition 3.3 actually shows that a simply connected DGA
A∗ concentrated in degrees [0, n] and with finite dimensional cohomology is
always equivalent to a finite-dimensional DGA A∗small.
As Qsmall is equivalent to A
∗, we have thus shown the following.
Corollary 3.5. Let A∗ be a simply connected Poincare´-DGCA of degree
n and of Hodge type. Then A∗ is equivalent to a finite dimensional non-
degenerate Poincare´-DGCA of degree n and of Hodge type.
Given a connected Poincare´ DGCA of degree n A∗, with cohomology
algebra H∗ := H∗(A∗), let H∗+ :=
⊕n
k=1H
k.
Definition 3.6. A generating subspace is a graded subspace H∗gen ⊆ H
∗
+
complementary to H∗+ ·H
∗
+, i.e., there is a direct sum decomposition
(3.3) H∗+ = H
∗
gen ⊕ (H
∗
+ ·H
∗
+).
AsH∗ is finite dimensional, H∗gen always exists andH
1 ⊆ H∗gen. Moreover,
ifA∗ is (r−1)-connected, so thatHk = 0 for k = 1, . . . , r−1, thenHk ⊆ H∗gen
for 0 < k ≤ 2r− 1. Induction on the degree easily implies that each element
in H∗+ · H
∗
+ is spanned by products of elements in H
∗
gen. That is, H
∗
gen
generates H∗+ as an algebra.
Let S∗(H∗gen) be the graded symmetric tensor algebra of elements of H
∗
gen.
Multiplication induces a morphism of graded algebras S∗(H∗gen)
·
−→ H∗,
which is surjective, as H∗gen generates H
∗ and H0 = F is spanned by the
image of the identity in S∗(H∗gen). Therefore, we obtain the exact sequence
(3.4) 0 −→ K∗ −→ S∗(H∗gen)
·
−−−−→ H∗ −→ 0
where the kernel of the multiplication K∗ ⊆ S∗(H∗gen) is an ideal. In fact,
decomposing S∗(H∗gen) = F⊕H
∗
gen ⊕ S
∗
≥2(H
∗
gen), where S
∗
≥k(H
∗) ⊆ S∗(H∗)
denotes the ideal of graded polynomials of degree at least k, multiplication
maps the first two summands isomorphically to H0 and H∗gen, respectively,
and S∗≥2(H
∗
gen) toH+ ·H+. Therefore, we may restrict (3.4) to a subsequence
(3.5) 0 −→ K∗ −→ S∗≥2(H
∗
gen)
·
−−−−→ H∗+ ·H
∗
+ −→ 0.
A linear map ı0 : H
∗
gen → A
∗
d will be called a partial splitting map if pr◦ ı0
is the inclusion of H∗gen into H
∗(A∗) with pr : A∗d → H
∗ from Definition
2.2. As H∗gen is finite dimensional, a partial splitting map always exists, and
ALMOST FORMALITY OF MANIFOLDS OF LOW DIMENSION 11
we denote its image by H∗gen ⊆ A
∗
d. Then ı0 induces an algebra morphism
S∗(H∗gen)→ A
∗
d which by abuse of notation we also denote by ı0, and pr◦ı0 :
S∗(H∗gen) → H
∗ coincides with the multiplication map “ · ” from above.
Observe that ı0(S
∗(H∗gen)) is the algebra generated by H
∗
gen ⊆ A
∗
d.
Definition 3.7. Let H∗gen ⊆ H
∗
+ be a generating subspace and ı0 : H
∗
gen →
A∗d be a partial splitting map. We call a splitting map ı : H
∗(A∗)→ A∗d an
extension of ı0 if ı|H∗gen = ı0 and ı(H
∗(A∗)) ⊆ ı0(S
∗(H∗gen)). In this case, we
say that the harmonic subspace H∗ = ı(H∗(A∗)) is ı0-adapted; we call H
∗
gen
a generating harmonic space, and H∗ = ı(H∗) an extension of H∗gen.
Thus, we have the following commuting diagrams of short exact sequences
(3.6) 0 // K∗
ı0

// S∗(H∗gen)
ı0

· // H∗ // 0
0 // K∗ // ı0(S
∗(H∗gen))pr
// H∗
ı
uu
// 0
(3.7) 0 // K∗
ı0

// S∗≥2(H
∗
gen)
ı0

· // H∗+ ·H
∗
+
// 0
0 // K∗ // ı0(S
∗
≥2(H
∗
gen)) pr
// H∗+ ·H
∗
+
ı1
tt
// 0
where the top rows are the sequence (3.4) and (3.5), respectively, and the
vertical maps are surjective, and where K∗ := ı0(K
∗) ⊆ A∗.
Lemma 3.8. There is a one-to-one correspondence between ı0-adapted split-
ting maps ı : H∗ → A∗d and splitting maps ı1 : H
∗
+ ·H
∗
+ → ı0(S
∗
≥2(H
∗
gen)) of
the exact sequence in the bottom row of (3.7). In particular, such a splitting
map always exists.
Proof. Given a splitting map ı1 : H
∗
+·H
∗
+ → ı0(S
∗
≥2(H
∗
gen)) of (3.5), it follows
that ı := ı0⊕ı1 : H
∗ = H∗gen⊕H
∗
+ ·H
∗
+ → A
∗
d (using the decomposition (3.3))
is a splitting of (3.4) whose image is contained in ı0(S
∗(H∗gen)). Conversely,
given a splitting ı : H∗ → ı0(S
∗(H∗gen)) of (3.4), its restriction to H
∗
+ ·
H∗+ maps to ı0(S
∗
≥2(H
∗
gen)) and hence yields a splitting map of (3.5). The
existence of such a splitting follows as H∗+ ·H
∗
+ is finite dimensional. 
By definition, if A∗ is (r − 1)-connected, then H∗+ ⊆ H
∗
≥r and hence,
H∗+ · H
∗
+ ⊆ H
∗
≥2r. Thus, if H
∗ ⊆ A∗d is an ı0-adapted harmonic subspace
then by (3.3) it immediately follows that
(3.8)
Hk = Hkgen for 1 ≤ k ≤ 2r − 1, H
2r = H2rgen ⊕H
r ·Hr,
Hk = Hkgen for 1 ≤ k ≤ 2r − 1, H
2r ⊆ H2rgen ⊕ µ(H
r ⊙Hr),
where µ is the multiplication map in A∗. In particular, as A∗ is (r − 1)-
connected, it follows that both Hkgen and H
k
gen vanish for 1 ≤ k ≤ r − 1.
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Moreover, most of the spaces of degree ≤ 2r in (3.7) vanish because of (3.8),
whence we immediately conclude
(3.9)
Kk = Kk = 0 for 1 ≤ k ≤ 2r − 1,
K2r = ker(· : Hr ⊙Hr → H2r)
K2r = µ(Hr ⊙Hr) ∩ dA2r−1.
Note that any subalgebra of A∗ which contains H∗ and hence H∗gen =
ı0(H
∗
gen) must also contain ı0(S
∗(H∗gen)) = H
∗ ⊕ K∗, using the splitting of
the bottom exact sequence in (3.7). This holds, in particular, for the small
algebra A∗small. Comparing this with the recursive description of A
∗
small in
(3.2), this together with (3.9) yields
(3.10)


A0small = H
0 = F · 1A,
Aksmall = H
k = 0, 1 ≤ k ≤ r − 1
Aksmall = H
k, r ≤ k ≤ 2r − 2
A2r−1small = H
2r−1 ⊕ d−K2r;
A2rsmall = H
2r ⊕K2r ⊕ d−Ar,r+1small .
Thus, when passing to the quotient algebra Qksmall, we can summarize our
discussion so far as follows.
Theorem 3.9. Let A∗ be a (r − 1) connected (r > 1) Poincare´-DGCA
of degree n of Hodge type. Then A∗ is equivalent to a finite dimensional
non-degenerate Poincare´-DGCA Q∗small of Hodge type, satisfying
• Qksmall = H
k for 0 ≤ k ≤ 2r − 2 and for n− 2r + 2 ≤ k ≤ n.
• if the multiplication map · : Hr ⊙ Hr → H2r is injective, then
Qksmall = H
k also for k = 2r − 1 and n− 2r + 1.
Proof. This is an immediate consequence of (3.10) as Hk ⊆ Qksmall and, as
it is a quotient, dimQksmall ≤ dimA
k
small. Also, dimQ
k
small = dimQ
n−k
small as
Q∗small is a non-degenerate Poincare´ DGCA.
The last statement follows as the injectivity of this multiplication map
implies that K2r = 0 by (3.9), whence K2r = ı0(K
2r) = 0, so that A2r−1small =
H2r−1 by (3.10). 
Corollary 3.10. Let A∗ be a (r− 1)-connected (r > 1) Poincare´-DGCA of
Hodge type. Then A∗ is equivalent to a finite dimensional non-degenerate
Poincare´ DGCA Q∗small for which the differential d : Q
k−1
small → Q
k
small is pos-
sibly nonzero only for 2r ≤ k ≤ n− 2r + 1. In particular
(1) If n ≤ 4r − 2, then A∗ is formal.
(2) If n = 4r − 1, then d : Qk−1small → Q
k
small vanishes for k 6= 2r.
Of course, this applies to A∗ = Ω∗(M) where M is a closed oriented
connected n-dimensional manifold with bk(M) = 0, 1 ≤ k ≤ r − 1.
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Remark 3.11. (1) Corollary 3.10 (1) for DGCAs associated with closed
(orientable) manifolds has been first proved by Miller in [Miller1979]
using Quillen’s functor, including the statement that any closed sim-
ply connected manifold of dimension ≤ 6 is formal. It can be also de-
rived from Crowley-Nordstro¨m’s result [CN2015, Theorem 1.3] based
on their invented Bianchi-Massey tensor.
(2) If M is a simply connected 7-manifold, then Corollary 3.10 im-
plies that M is almost formal in the sense of [CKT2018]. That
is, Ω∗(M) is equivalent to a DGCA Q∗ whose only possibly non-
vanishing differential is d : Q3 → Q4. This almost-formality was
shown in [CKT2018] for G2-manifolds, but as our result shows, the
G2-structure is not needed.
4. A∞-quasi-isomorphism type of highly connected Poincare´
DGCAs of Hodge type
In this section, using homotopy transfer theorem and related technique,
we prove that a (r − 1) connected Poincare DGCA A∗ of Hodge type of
dimension n ≤ 5r − 3 is A∞-quasi-isomorphic to an A3-algebra (Theorem
4.1), that the only obstruction to the formality of A∗ is the cohomology class
[µ3] ∈ Hoch
2(H∗(A∗),H∗(A∗)), where µ3 is the class of the ternary multi-
plication in the A3-algebra (Theorem 4.6), and that the cohomology class
[µ3] and the DGCA isomorphism class of H
∗(A∗) determine the A∞-quasi-
isomorphism class of A∗ (Theorem 4.7). Then we show the relation between
µ3 and the Massey product (Remark 4.8, Corollary 4.13) and compare our
result with a closely related result by Crowley-Nordstro¨m (Remark 4.12).
Theorem 4.1. Let A∗ be a (r−1)-connected (r > 1) Poincare´ DGCA of de-
gree n, endowed with a Hodge-type decomposition whose harmonic subspace
H∗ is adapted to a generating subspace H∗gen. If n ≤ 5r − 3 then H
∗ car-
ries an A3-algebra structure
1 (with trivial differential) making it A∞-quasi-
isomorphic to A∗. Moreover, if n ≤ 4r − 2 then the ternary multiplication
of this A3-algebra vanishes, so in particular A
∗ is formal.
Proof. Let us therefore focus on the case 4r − 1 ≤ n ≤ 5r − 3. As we know
that the smallest H∗-quotient Q∗small of A
∗ is equivalent to A∗ by Corollary
3.10, we only need to prove that H∗ carries an A3-algebra structure with
trivial differential making it quasi-isomorphic to Q∗small. We can show this by
means of the homotopy transfer theorem [Kadeishvili1980, Merkulov1999].
1i.e., an A∞ algebra structure with vanishing multiplications mk for k ≥ 4
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By Poincare´ duality and equation (3.10) Q∗small is given by
(4.1)


Q0small = H
0 ∼= F
Qksmall = H
k = 0, 1 ≤ k ≤ r − 1
Qksmall = H
k, r ≤ k ≤ 2r − 2
Qksmall = H
k ⊕ Lk, 2r − 1 ≤ k ≤ n− 2r + 1
Qksmall = H
k, n− 2r + 2 ≤ k ≤ n− r
Qksmall = H
k = 0, n− r + 1 ≤ k ≤ n− 1
Qnsmall = H
n ∼= F.
where Lk = dd−Qksmall ⊕ d
−dQksmall for every k and, in particular
L2r−1 = d−µ(Hk ⊙Hk).
Notice that d− identically vanishes on Qksmall for k ≤ 2r − 1 and for k ≥
n − 2r + 2. By the homotopy transfer theorem, H∗ carries an A∞-algebra
structure making it A∞-quasi-isomorphic to Q
∗
small. To prove the statement
in the theorem we therefore only need to show that this A∞-algebra structure
is actually an A3- algebra structure, i.e., that all the multiplications mk
vanish for k ≥ 4. One has a convenient tree summation formula to express
the higher multiplications mk obtained by homotopy transfer, see [KS2001].
Namely, mk can be expressed as a sum over rooted trivalent trees with k
leaves. Each tail edge of such a tree is decorated by inclusion j : H∗ →֒
Q∗small, each internal edge is decorated by the operator d
− : Q∗small → Q
∗−1
small
and the root edge is decorated by the operator πH∗ : Q
∗
small → H
∗; every
internal vertex is decorated by the multiplication µ in Q∗small.
In order to get a nonzero operation, we can not have a subgraph of the
form
d−ttt
µ
ttt
::
?
❏❏
❏
❏❏
❏❏
$$
d−
❏❏
❏
❏❏ $$
where ? can be either d− or πH∗ . Namely, in order to get a possibly nonzero
contribution from this graph, its homogeneous entries ak1 and bk2 should be
in Qk1small and Q
k2
small with k1, k2 ≥ 2r. The term d
−ak1 · d
−bk2 will then be
in Qksmall with k ≥ 4r − 2, where k = k1 + k2 − 2. As n ≤ 5r − 3 we have
4r − 2 ≥ n− r + 1, and so k ≥ n− r + 1. Therefore, d−ak1 · d
−bk2 is surely
zero unless k1 + k2 − 2 = n. For k1 + k2 − 2 = n we can compute∫
d−ak1 · d
−bk2 = 〈d
−ak1 , d
−bk2〉 = 0,
by the orthogonality relation (2.11). As
∫
: Qnsmall → R is an isomorphism,
this gives d−ak1 · d
−bk2 = 0.
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Also, we can not have a subgraph of the form
j
ttt
µ
tttt
::
d−
❏❏
❏❏
❏
$$
d−
❏❏
❏
❏❏ $$
Namely, if its homogeneous entries are ak1 and bk2 (from top to bottom),
then we need to have k1 ≥ 2r and k1 + k2 − 1 ≤ n − 2r + 1 in order to
have a possibly nonzero contribution. The two inequalities together give
k2 ≤ n − 4r + 2 ≤ r − 1. So the only possibility for having a nonzero
contribution is k2 = 0. As Q
0
small = F acting as scalars on Q
∗
small via the
multiplication µ, we have
d−(d−ak1 · b0) = b0(d
−)2ak1 = 0.
In conclusion, the only two graphs actually appearing in the tree summation
formula are (absorbing the permutations of the tree branches in the graded
commutativity of the multiplication) are
j
ttt
µ
tttt
::
j
❏❏
❏❏
❏❏
❏
$$ piH∗ // ;
j
ttt
µ
tttt
::
j
ttt
µ
tttt
::
d−
❏❏
❏❏ $$
j
❏❏
❏❏
❏❏
❏
$$
piH∗ //,
defining the multiplications m2 : H
k1⊗Hk2 →Hk1+k2 and m3 : H
k1⊗Hk2⊗
Hk3 →Hk1+k2+k2−1, respectively.
If n ≤ 4r − 2, we can verbatim repeat the above argument, but now all the
Lk;s are zero so also the multiplication m3 vanishes. The A3-algebra struc-
ture on H∗ therefore becomes a DGCA structure with trivial differential,
and we recover the formality of A∗ in this case (Corollary 3.10). 
Remark 4.2. The multiplications m2 and m3 of the A3 algebra structure
on H∗ described in the proof of Theorem 4.1 are explicitly given by
m2(α, β) = πH∗(α · β)(4.2)
m3(α, β, γ) = πH∗(d
−(α · β) · γ − (−1)deg αα · d−(β · γ))(4.3)
see [Merkulov1999, Theorem 3.4]. Moreover, as the pairing 〈−,−〉 on H∗ is
nondegenerate, the ternary multiplication m3 is completely encoded in the
tensor
τ(α, β, γ, δ) = 〈m3(α, β, γ), δ〉.
Remark 4.3. It is immediate to see that
m3(α, β, γ) = 0 if min{degα,deg β,deg γ} = 0.
Indeed, the operator d− vanishes on H∗, the projection πH∗ vanishes on the
image of d− and the elements inH0 ⊆ A0 act as scalars via the multiplication
in A∗. From this one sees that the expression for m3 given in Remark 4.2
identically vanishes when one of the arguments of m3 has degree zero.
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Corollary 4.4. Let A∗ a (r − 1)-connected (r > 1) Poincare´ DGCA of
degree n of Hodge type with an adapted choice ı : H∗(A∗) →֒ A∗d of harmonic
forms. If n ≤ 5r− 3, then H∗(A∗) carries an A3-algebra structure with zero
differential, whose binary multiplication is the the multiplication induced by
A∗, while the ternary multiplication is
µ3([α], [β], [γ]) = [m3(ı[α], ı[β], ı[γ])]
making it A∞-quasi-isomorphic to A
∗. Moreover, if n ≤ 4r − 2 then µ3
vanishes.
Proof. The isomorphism ı : H∗(A∗)
∼
−→ H∗ with inverse πH∗ : H
∗ ∼−→ H∗(A∗)
transfers the the A3-algebra structure on H
∗ from Theorem 4.1 to an A3-
algebra structure with the same properties on H∗(A∗). So the only thing
we need to prove is the identity
[m2(ı[α], ı[β])] = [α] · [β].
This is straightforward, as
[α] · [β] = [(ı[α]) · (ı[β])] = [πH∗((ı[α]) · (ı[β]))] = [m2(ı[α], ı[β])].

Lemma 4.5. The degree -1 trilinear map µ3 : H
k1(A∗)⊗Hk2(A∗))⊗Hk3(A∗)→
Hk1+k2+k3−1(A∗) from Corollary 4.4 is a cocycle in the Hochschild com-
plex of the DGCA H∗(A∗), and so it defines a Hochschild cohomology class
[µ3] ∈ Hoch
3,−1(H∗(A∗),H∗(A∗)) ⊆ Hoch2(H∗(A∗),H∗(A∗)).
Proof. Immediate from Corollary 4.4. see, e.g., [Lunts2007] for details. 
Theorem 4.6. Let A∗ a (r−1)-connected (r > 1) Poincare´ DGCA of degree
n of Hodge type with n ≤ 5r − 3. The Hochschild cohomology class [µ3] is
independent of the choice of adapted harmonic forms and of associated Hodge
decomposition, and so it defines a distinguished element
[µA
∗
3 ] ∈ Hoch
2(H∗(A∗),H∗(A∗))
depending only on the Poincare´ DGCA A∗. Moreover the class [µA
∗
3 ] is the
only obstruction to the formality of A∗.
Proof. It follows by a general result by Kadeishvili [Kadeishvili1988] and
Kaledin [Kaledin2005] that the only obstruction to the formality of an
A3-algebra with trivial differential is the Hochschild cohomology class of
the trilinear multiplication, see [Lunts2007, Corollary 5.7]. Therefore, as
(H∗(A∗), 0, ·, µ3) and (A
∗, d, ·) are A∞-quasi-isomorphic, [µ3] is the only ob-
struction to the formality of A∗. To conclude, we need to show that the
class [µ3] is actually independent of the choice of adapted harmonic forms
and of associated Hodge decomposition. To see this, let ι˜ and d˜− be the
operators occurring in a different choice, and let µ˜3 be the associated the
trilinear multiplication. Then we will have A∞-quasi-isomorphism
ı∞ : (H
∗(A∗), 0, ·, µ3)→ (A
∗, d, ·); ı˜∞ : (H
∗(A∗), 0, ·, µ˜3)→ (A
∗, d, ·)
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extending the linear morphisms ı and ı˜, respectively. By considering an A∞-
up to homotopy inverse quasi-isomorphism π˜∞ : (A
∗, d, ·)→ (H∗(A∗), 0, ·, µ˜3)
we therefore get a homotopy commutative triangle of A∞-quasiisomorphisms
(A∗, d, ·)
(H∗(A∗), 0, ·, µ3)
ı∞
66♥♥♥♥♥♥♥♥♥♥♥♥
φ∞ // (H∗(A∗), 0, ·, µ˜3)
ı˜∞
hhPPPPPPPPPPPP
for some A∞-quasi-isomorphism φ∞. Passing to cohomology we get the
commutative diagram
H∗(A∗)
H∗(A∗)
H∗(ı)=id
99ssssssssss H∗(φ1) // H∗(A∗)
H∗ (˜ı)=id
ee❑❑❑❑❑❑❑❑❑❑
,
where φ1 is the linear component of φ∞. But then φ1 = id: H
∗(A∗) →
H∗(A∗), and so
φ∞ : (H
∗(A∗), 0, ·, µ3)→ (H
∗(A∗), 0, ·, µ˜3)
is an A∞-quasi-isomorphism whose linear component is the identity. Spelling
out the trilinear component in the definition of A∞-morphism, i.e.,∑
r+s+t=3
r,t≥0,s≥1
(−1)rs+tφr+1+t(id
⊗r⊗µs⊗ id
⊗t) =
∑
j∈{1,2,3}
i1+···+ij=3
i1,...,ij≥1
(−1)uµ˜j(φi1⊗· · ·⊗φij ),
where u =
∑j−1
k=1(j−k)(ik−1), and using the fact φ1 = id, and that on both
sides the differentials µ1 and µ˜1 are zero and the binary multiplications µ2
and µ˜2 are the multiplication m in H
∗(A∗), one finds
µ3 − φ2(m⊗ id) + φ2(id ⊗m) = m(id⊗ φ2)−m(φ2 ⊗ id) + µ˜3,
i.e., precisely,
µ˜3 = µ3 + dHochφ2,
and so [µ˜3] = [µ3]. 
The same argument used in the proof of Theorem 4.6 shows that the
Hochschild class [µA
∗
3 ] detects the A∞-quasi-isomorphism class of an highly
connected Poincare´ DGCA A∗. The precise statement is the following.
Theorem 4.7. Let A∗ a (r−1)-connected (r > 1) Poincare´ DGCA of Hodge
type of degree n with n ≤ 5r− 3. The A∞-quasi-isomorphism class of A
∗ is
completely encoded into the DGCA (H∗(A∗), ·) and in the Hochschild class
[µA
∗
3 ] ∈ Hoch
2(H∗(A∗),H∗(A∗)).
Proof. We need to show that two (r − 1)-connected Poincare´ DGCA’s of
Hodge type of degree at most 5r − 3, A∗1 and A
∗
2 are A∞-quasi-isomorphic
if and only if there exists a DGCA isomorphism φ : H∗(A∗1)→ H
∗(A∗2) such
18DOMENICO FIORENZA, KOTAROKAWAI, HOˆNG VAˆN LEˆ, AND LORENZ SCHWACHHO¨FER
that [φ−1 ◦(µ
A∗2
3 (φ⊗φ⊗φ))] = [µ
A∗1
3 ]. In one direction, if φ∞ : A
∗
1 → A
∗
2 is an
A∞-quasi-isomorphism, then the morphism φ : H
∗(A∗1) → H
∗(A∗2) induced
by the linear part φ1 of φ∞ is an isomorphism of DGCA’s (with trivial
differential). The fact that φ∞ is an A∞-morphism then gives, in particular,
the identity
φ(µ
A∗1
3 ) = µ
A∗2
3 (φ⊗φ⊗φ)+φ2(µ
A∗1
2 ⊗id)−φ2(id⊗µ
A∗1
2 )+µ
A∗2
2 (φ⊗φ2)−µ
A∗2
2 (φ2⊗φ),
where µ
A∗i
2 is the multiplication in H
∗(A∗i ). By applying φ
−1 on both sides
and using that φ is a DGCA isomorphism, we find
µ
A∗1
3 = φ
−1(µ
A∗2
3 (φ⊗ φ⊗ φ)) + (φ
−1 ◦ φ2)(µ
A∗1
2 ⊗ id)− (φ
−1 ◦ φ2)(id ⊗ µ
A∗1
2 )
+ µ
A∗
1
2 (id ⊗ (φ
−1 ◦ φ2))− µ
A∗
1
2 ((φ
−1 ◦ φ2)⊗ id),
and so [µ
A∗
1
3 ] = [φ
−1 ◦ (µ
A∗
2
3 (φ⊗ φ⊗ φ))]. Vice versa, assume we are given a
DGCA isomorphism φ : H∗(A∗1) → H
∗(A∗2) such that [φ
−1 ◦ (µ
A∗
2
3 (φ ⊗ φ ⊗
φ))] = [µ
A∗
1
3 ]. Then, by definition of Hochschild cohomology, there exists a
bilinear morphism
ψ : H∗(A∗1)⊗H
∗(A∗1)→ H
∗−1(A∗1)
such that
µ
A∗
1
3 = φ
−1(µ
A∗
2
3 (φ⊗ φ⊗ φ)) + ψ(µ
A∗
1
2 ⊗ id)− ψ(id ⊗ µ
A∗
1
2 )
+ µ
A∗
1
2 (id⊗ ψ)− µ
A∗
1
2 (ψ ⊗ id).
Setting φ1 = φ and φ2 = φ ◦ ψ, the above identity precisely says that
(φ1, φ2) : (H
∗(A∗1), µ
A∗1
2 , µ
A∗1
3 )→ (H
∗(A∗2), µ
A∗2
2 , µ
A∗3
3 ).
is an A∞-isomorphism of A3-algebras with trivial differential. As we have
A∞-quasi-isomorphismsA
∗
1
∼= (H∗(A∗1), µ
A∗1
2 , µ
A∗1
3 ) andA
∗
2
∼= (H∗(A∗2), µ
A∗2
2 , µ
A∗2
3 ),
this concludes the proof. 
Remark 4.8 (Massey products). The ternary multiplication µ3([α], [β], [γ])
is particularly interesting when both the products [α] · [β] and [β] · [γ] vanish.
Indeed, in this case we have{
ι[α] · ι[β] = dη
ι[α] · ι[β] = dθ
for suitable elements η, θ ∈ d−A∗ and so
µ3([α], [β], [γ]) = [πH∗(η · ι[γ]− (−1)
deg αι[α] · θ)]
= [η · ι[γ]− (−1)deg αι[α] · θ],
as η · ι[γ] − (−1)deg αι[α] · θ is d-closed. This equation precisely states that
µ3([α], [β], [γ]) is a representative for the triple Massey product of [α], [β] and
[γ]. In particular, we see that if µ3 vanishes, then all triple Massey products
vanish. One should however be warned that the converse is not true: there
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are examples of non-formal algebras with vanishing Massey products. See
[BMFM2018, Valette2012] for a detailed description of the relation between
the A∞-algebra structure on H
∗(A∗) obtained by homotopy transfer from
the DGCA structure on a DGCA A∗ and the (triple and higher) Massey
products on H∗(A∗).
Remark 4.9. Although an A3-algebra can generally have nontrivial quadru-
ple Massey products (see [BMFM2018, Theorem D]), simple degree consid-
erations show that if A∗ is a (r − 1)-connected (r > 1) Poincare´ DGCA of
degree n ≤ 5r − 3 then all of the l th order Massey products are trivial for
l ≥ 4. We show this in Appendix A.
Lemma 4.10. The degree -1 trilinear map µ3 : H
k1(A∗) ⊗ Hk2(A∗)) ⊗
Hk3(A∗)→ Hk1+k2+k3−1(A∗) from Corollary 4.4 is a 2-cocycle in the Harri-
son subcomplex Harr∗(H∗(A∗),H∗(A∗)) ⊆ Hoch∗(H∗(A∗),H∗(A∗)). In par-
ticular it defines an element in Harr3,−1(H∗(A∗),H∗(A∗)) ⊆ Harr2(H∗(A∗),H∗(A∗)).
Proof. By definition of the Harrison complex [Harrison1962], we have to
show that
µ3([α], [β], [γ]) − (−1)
[α]·[β]µ3([β], [α], [γ]) + µ3([β], [γ], [α]) = 0
for any [α], [β], [γ] in H∗(A∗), where we have written [x] for the degree of
the homogeneous element [x] ∈ H∗(A∗). We compute
µ3([α], [β], [γ]) − (−1)
[α]·[β]µ3([β], [α], [γ]) + (−1)
[α]·([β]+[γ])µ3([β], [γ], [α]) =
= [m3(ı[α], ı[β], ı[γ])] − (−1)
[α]·[β][m3(ı[β], ı[α], ı[γ])] + (−1)
[α]·([β]+[γ])[m3(ı[β], ı[γ], ı[α])]
= πH∗(d
−(ı[α] · ı[β]) · ı[γ]− (−1)[α]ı[α] · d−(ı[β] · ı[γ]))
+ πH∗(−(−1)
[α]·[β]d−(ı[β] · ı[α]) · ı[γ] + (−1)([α]+1)[β]ı[β] · d−(ı[α] · ı[γ]))
+ πH∗((−1)
[α]·([β]+[γ])d−(ı[β] · ı[γ]) · ı[α] − (−1)([α]+1)[β]+[α]·[γ]ı[β] · d−(ı[γ] · ı[α]))
= 0,
as the multiplication in A∗ is graded commutative. 
Since in characteristic zero the Harrison cohomology of a DGCA injects
into the Hochschild cohomology [Barr1968], we have this immediate corol-
lary of Theorems 4.6 and 4.7.
Corollary 4.11. Let A∗ a (r − 1)-connected (r > 1) Poincare´ DGCA of
degree n of Hodge type with n ≤ 5r − 3. The Comm∞-quasi-isomorphism
class of A∗ is completely encoded into the DGCA (H∗(A∗), ·) and in the
Harrison cohomology class [µA
∗
3 ] ∈ Harr
2(H∗(A∗),H∗(A∗)). In particular,
the Harrison class [µA
∗
3 ] is the only obstruction to the formality of A
∗.
Remark 4.12 (The Bianchi-Massey tensor). Via the spectral sequence re-
lating Harrison to Andre´-Quillen cohomology [Barr1968, Loday1992], the
Harrison cohomology class [µA
∗
3 ] ∈ Harr
3,−1(H∗(A∗),H∗(A∗)) is equally rep-
resented by an element βA
∗
∈ Hom−1(S2(SH∗(A∗)),H∗(A∗)). This latter
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element is the Bianchi-Massey tensor introduced in [CN2015] and therein
identified as the only obstruction to the formality of a r-connected (r > 1)
Poincare´ DGCA A∗ of degree n with n ≤ 5r − 3, as well as a complete
invariant of the quasi-isomorphism class of such an A∗, together with the
cohomology algebra H∗(A∗). In other words, Corollary 4.11 precisely re-
produces the main results from [CN2015], and could be obtained from them
by translating the Bianchi-Massey tensor into the corresponding Harrison
cohomology class. It should however be remarked that our derivation of
Corollary 4.11 is independent of [CN2015] and can therefore be read as a
confirmation of their results.
From a computational point of view, it seems that the vanishing of the
Bianchi-Massey tensor is easier to be checked than the vanishing of the corre-
sponding Harrison cohomology class, so that the [CN2015] approach appears
to be more suitable in investigating formality of a given highly connected
manifold. The approach via homotopy transfer and Hochschild/Harrison
cohomology, on the other hand, appears to be more fitting for the inves-
tigation of Massey products. We give an example in Corollaries 4.13-4.14
below.
Corollary 4.13. Let A∗ be a simply connected Poincare´ DGCA of degree
n of Hodge type.
(1) If n ≤ 6, then the Massey product of any Massey triple2 vanishes.
(2) If n = 7, then the Massey product vanishes for every Massey triple
of degree 6= (2, 2, 2).
(3) If n = 8, then the Massey product vanishes for every Massey triple
of degree /∈ {(2, 2, 2), (2, 2, 3), (2, 3, 2), (3, 2, 2)}.
Proof. The statement is trivial if n ≤ 6 as in this case A∗ is formal by
Corollary 3.10. When the degree of A∗ is 7, we show that µ3([α], [β], [γ])
is possibly nonzero only when deg([α], [β], [γ]) = (2, 2, 2). The conclu-
sion then follows by Remark 4.8. By Corollary 4.4, we are reduced to
show that µ3(α, β, γ) = 0 for any three harmonic elements α, β, γ with
deg(α, β, γ) 6= (2, 2, 2). By (4.1) we see that for a degree-7 algebra A∗ the op-
erator d− : Qksmall → Q
k−1
small is identically zero unless k = 4. From the explicit
formula for m3 given in Remark 4.2, we therefore see that µ3(α, β, γ) = 0
unless degα + deg β = 4 or deg β + deg γ = 4. As A∗ is simply connected,
and by Remark 4.3, µ3(α, β, γ) is zero if one of the elements α, β, γ has de-
gree 0 or 1. So the only possible nonvanishing triple products come form
triples with degrees (2, 2, k) or (k, 2, 2). If (α, β, γ) is such a triple, then
µ3(α, β, γ) ∈ H
k+3. So having a possibly nonzero result restricts to the two
possibilities k = 2 or k = 4. To rule out the k = 4 possibility, notice that if
deg(α, β, γ) = (2, 2, 4), then∫
m3(α, β, γ) =
∫
πH∗(d
−(α · β) · γ) =
∫
d−(α · β) · γ = 〈d−(α · β), γ〉 = 0,
2The definition of a Massey l-ple in a DGCA A∗ is recalled in Definition A.2.
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by the orthogonality relation (2.5). As A∗ is connected,
∫
: H7 → R is
an isomorphism and so m3(α, β, γ) = 0. The same argument shows that
m3(α, β, γ) = 0 if deg(α, β, γ) = (4, 2, 2). The proof for the degree-8 case is
completely analogous. 
The above corollary can be easily generalized to non-simply connected
algebras of a simple kind.
Corollary 4.14. Let A∗ be a connected Poincare´ DGCA of degree n. As-
sume A∗ = A∗sc[t1, . . . , tk], with A
∗
sc a simply connected Poincare´ DGCA of
degree (n− k) of Hodge type, where t1, . . . , tk are variables in degree 1 with
dti = 0.
(1) If n ≤ 6, then the Massey product of any Massey triple vanishes.
(2) If n = 7, then the Massey product vanishes for every Massey triple
of degree 6= (2, 2, 2).
(3) If n = 8, then the Massey product vanishes for every Massey triple
of degree /∈ {(2, 2, 2), (2, 2, 3), (2, 3, 2), (3, 2, 2)}.
Proof. For k = 0 we are back to Corollary 4.13, so let us assume k ≥ 1. If n ≤
7 or if n = 8 and k ≥ 2, thenA∗sc is formal by Corollary 3.10, and so alsoA
∗ is
formal. Namely, as A∗sc is formal we have a zig-zag of quasi-isomorphisms of
DGCAs A∗sc ← D
∗
1 → D
∗
2 ← · · · → H
∗(A∗sc). As the variables ti are closed,
this induces a zig-zag of quasi-isomorphisms of DGCAs A∗sc[t1, . . . , tk] ←
D∗1[t1, . . . , tk]→ D
∗
2[t1, . . . , tk]← · · · → H
∗(A∗sc)[t1, . . . , tk] = H
∗(A∗sc[t1, . . . , tk]).
So we are reduced to considering the case A∗ = A∗sc[t] with A
∗
sc a degree-7
simply connected Poincare´ DGCA. As dt = 0, we have H∗(A∗) = H∗(A∗sc)[t]
and the A∞-algebra structure onH
∗(A∗) induced by the Kadeishvili-Merkulov
construction is just the F[t]-linear extension of the A∞-algebra structure on
H∗(A∗sc). In particular, it is a A3-algebra structure and
µ3([α], [β], [γ]) = µ
sc
3 ([α0], [β0], [γ0])
+ (−1)deg[β]·[γ]µsc3 ([α−1], [β0], [γ0])t
+ (−1)deg[γ]µsc3 ([α0], [β−1], [γ0])t
+ µsc3 ([α0], [β0], [γ−1])t,
where we have written [x] = [x0] + [x−1]t for an homogeneous element [x]
in H∗(A∗). As deg[x0] = deg[x] and deg[x−1] = deg[x] − 1, by Corol-
lary 4.13 we see that µ3([α], [β], [γ]) will vanish unless deg([α], [β], [γ]) /∈
{(2, 2, 2), (2, 2, 3), (2, 3, 2), (3, 2, 2)}. 
5. Splitting off parallel 1-forms
In this section we generalize the Cheeger-Gromoll splitting theorem to
the class of closed Riemannian manifolds whose harmonic 1-forms are par-
allel (Theorem 5.1, Remark 5.2). Using this result we extend results in the
previous section that concern Massey triple products to the class of closed
orientable Riemannian manifolds satisfying the condition of Theorem 5.1
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(Corollary 5.5) and derive the almost formality of compact G2-manifolds,
obtained by Chan-Karigiannis-Tsang in [CKT2018], from our results (Re-
mark 5.6).
Theorem 5.1. (Cheeger-Gromoll-type splitting) Let (Mn, g) be a closed Rie-
mannian manifold, and suppose that all harmonic 1-forms are parallel. Then
there is a Riemannian fibration
Fn−k →֒Mn −→ T k,
over a flat k-torus, where k = b1(Mn), and Fn−k is closed. In fact, Mn can
be written as
(5.1) Mn = (Rk × Fn−k)/Λ,
where Λ ∼= Zk acts isometrically on Fn−k and by translations on Rk. More-
over, Mn is diffeomorphic (but not necessarily isometric) to a quotient of
(T k × Fn−k)/Γ, where Γ ⊆ Transl(T k) × Diffeo(Fn−k) is a finite abelian
group.
Proof. Let ε1, . . . , εk be the parallel 1-forms with dual vector fields Xi :=
(εi)#. Since the distribution spanned by the (Xi) is parallel, so is its or-
thogonal complement, and the de Rham splitting theorem implies that the
universal cover of (M,g) is a Riemannian product
M˜n = Rk × F˜n−k,
and the lifts X˜i of Xi must be tangent to R
k and parallel, whence constant.
As the deck transformations of the covering M˜n → M must preserve X˜i,
they must act by translation on Rk, whence the deck group Π ∼= π1(M
n)
must be contained in
Π ⊆ TranslRk × Isom(F˜
n−k).
Let Π0 ⊆ Π be the normal subgroup which acts trivially on R
k, and let
Fn−k := F˜n−k/Π0. Then we may write
(Mn, g) = (Rk × F˜n−k)/Π = (Rk × Fn−k)/Λ,
with a faithful map Λ := Π/Π0 →֒ TranslRk , so that Λ is abelian and
torsion free, i.e., Λ ∼= Zl for some l. Therefore, Π0 contains the commutator
group [Π,Π], so that there is a surjection H1(M
n) = Π/[Π,Π] → Λ, and as
H1(M
n)/Tor(H1(M
n)) ∼= Zk this means that k ≥ l.
On the other hand, projection onto the first factor of Rk × Fn−k implies
that Rk/Λ is compact, whence l = k, and the image of the inclusion Λ →֒
TranslRk
∼= Rk must be a full lattice, so that Rk/Λ is a flat k-torus, and this
projection yields the asserted fiber bundle structure.
Consider the homomorphism ρ : Λ ∼= Zk → Isom(Fn−k) from (5.1).
The closure G := ρ(Λ) ⊆ Isom(Fn−k) is a compact abelian Lie group, as
Isom(Fn−k) is a compact Lie group [MyersSteenrod1939]. In particular, G
has finitely many components. Thus, Λ0 := ρ
−1(G0) ⊆ Λ is a subgroup of
ALMOST FORMALITY OF MANIFOLDS OF LOW DIMENSION 23
finite index, where G0 ⊆ G denotes the identity component, and we have a
Riemannian covering map
Mˆn := (Rk × Fn−k)/Λ0 −→M
n = (Rk × Fn−k)/Λ
which is the quotient by a free action of the finite abelian group Γ := Λ/Λ0
on Mˆn.
We finally have to show that Mˆn is diffeomorphic to T k×Fn−k. As G0 is
a compact connected abelian Lie group, it is isomorphic to the torus. Then
ρ|Λ0 : Λ0 → G0 extends to a Lie group homomorphism ρ¯ : R
k ∼= Λ0 ⊗ R →
G0. Then
T k × Fn−k ∼= (Rk/Λ0)× F
n−k → (Rk × F )/Λ0, ([v], f) 7→ [(v, ρ¯(v)f)]
gives a diffeomorphism. 
Remark 5.2. By Bochner’s theorem [Bochner1946], all harmonic 1-forms
on a Riemannian manifold with nonnegative Ricci curvature are parallel,
so that Theorem 5.1 applies. In fact, the conclusion of Theorem 5.1 in the
case of nonnegative Ricci curvature is also known as the Cheeger-Gromoll
splitting theorem [CG1971, CG1972]. This holds, in particular, for G2- and
Spin(7)-manifolds as these are Ricci flat.
Proposition 5.3. Let (Mn, g) be as in Theorem 5.1, and orientable. Then
Ω∗(M) is equivalent to (Λ∗H1(Mn))⊗Q∗ = Q∗[t1, . . . , tk] with k = b
1(Mn),
where Q∗ is a simply connected non-degenerate Poincare´ DGCA of Hodge
type of degree (n− k).
Proof. By Theorem 5.1, Mn is diffeomorphic to (T k × Fn−k)/Γ, where Γ ⊆
Transl(T k)× Diffeo(Fn−k) is a finite abelian group. Let Γ′ ⊆ Diffeo(Fn−k)
be the projection of Γ to the second factor, and choose a product metric
g˜ := g0 ⊕ g1 on T
k × Fn−k such that g0 is flat and g1 is Γ
′-invariant. Then
Γ acts by isometries so that π : (T k × Fn−k, g˜)→ (Mn, g) is a Riemannian
covering for some metric g on M . Clearly, the translation invariant fields
on T k induce parallel vector fields on Mn, so that (Mn, g) has k = b1(Mn)
parallel vector fields. Thus, all harmonic 1-forms on (Mn, g) are parallel.
As Γ is a finite group, there is a projection map
πΓ : Ω
∗(T k × Fn−k) −→ Ω∗(T k × Fn−k)Γ, α 7−→
1
|Γ|
∑
γ∈Γ
γ∗(α),
and since Γ acts by isometries, it follows that πΓ commutes with d, d
∗ and△.
In particular, applying πΓ to the components of the Hodge decomposition
of Ω∗(T k × Fn−k) induces a Hodge decomposition
(5.2)
Ω∗(T k × Fn−k)Γ = dΩ∗−1(T k × Fn−k)Γ ⊕H∗(T k × Fn−k)Γ
⊕ d∗Ω∗+1(T k × Fn−k)Γ.
In the same way, we obtain the Hodge decomposition of Q∗ := Ω(Fn−k)Γ
′
(5.3) Q∗ = dQ∗−1 ⊕H∗(Fn−k)Γ
′
⊕ d∗Q∗+1.
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Furthermore, since all αk ∈ Λ∗H1(T k) are parallel, we have for βl ∈ Q∗:
∗(αk ∧ βl) = ±(∗T kα
k) ∧ (∗Fn−kβ
l) ∈ A∗, whence d(αk ∧ βl) = ±αk ∧ dβl
and d∗(αk ∧ βl) = ±αk ∧ d∗βl. Thus, (5.3) induces a Hodge decomposition
of A∗ := Λ∗H1(T k) ∧Q∗ ∼= Q∗[t1, . . . , tk]
(5.4) A∗ = dA∗−1 ⊕ (Λ∗H1(T k) ∧H∗(Fn−k)Γ
′
)⊕ d∗A∗+1,
and the Γ-invariant harmonic forms of the product metric on T k × Fn−k
decompose as
H∗(T k × Fn−k)Γ = (H∗(T k) ∧H∗(Fn−k))Γ = Λ∗H1(T k) ∧H∗(Fn−k)Γ
′
,
which thus coincides with the space of harmonic forms in A∗ by (5.4).
Therefore, the inclusion A∗ →֒ Ω∗(T k × Fn−k)Γ is a quasi-isomorphism,
and π∗ : Ω∗(Mn)→ Ω∗(T k × Fn−k)Γ is an isomorphism, whence Ω∗(Mn) is
quasi-isomorphic to A∗ as claimed.
By the Ku¨nneth formula, dimH1(A∗) = k+dimH1(Q∗), and as dimH1(A∗) =
b1(Mn) = k, it follows that H1(Q∗) = 0, i.e., Q∗ is a simply connected
(n− k)-dimensional Poincare´ algebra as asserted. 
If n − b1(M) ≤ 6, then Q∗ in Proposition 5.3 is formal by Corollary
3.10, whence so is Q∗[t1, . . . , tk] by the same argument as in the proof of
Corollary 4.14. Since this in turn is equivalent to Ω∗(Mn) by Proposition
5.3, we immediately obtain the following.
Corollary 5.4. Let (Mn, g) be a closed orientable Riemannian manifold,
and suppose that all harmonic 1-forms are parallel. If n− b1(Mn) ≤ 6, then
Mn is formal. In particular, any G2-manifold with b
1(M) > 0 (i.e., with
holonomy strictly contained in G2) and any Spin(7)-manifold with b
1(M) >
1 is formal.
Corollary 5.5. Let (Mn, g) be a closed oriented n-dimensional Riemannian
manifold such that all harmonic 1-forms are parallel. Consider cohomology
group H∗(M,R).
(1) If n ≤ 6, then the Massey product of any Massey triple vanishes.
(2) If n = 7, then the Massey product vanishes for every Massey triple
of degree 6= (2, 2, 2).
(3) If n = 8, then the Massey product vanishes for every Massey triple
of degree /∈ {(2, 2, 2), (2, 2, 3), (2, 3, 2), (3, 2, 2)}.
Proof. Assume that (Mn, g) satisfies the condition of Corollary 5.5. By
Proposition 5.3 the DGCA Ω∗(M) is equivalent to Q∗[t1, . . . , tk], k = b
1(M),
for a simply connected Poincare´ DGCA Q∗ of Hodge type. Then apply
Corollary 4.14. 
Remark 5.6. Corollary 5.5 covers G2- and Spin(7)-manifolds as these are
Ricci-flat and hence have parallel harmonic 1-forms. Corollary 5.5 (2) for
G2-manifolds was first proved by [CKT2018, Theorem 4.15].
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Appendix A. Massey Products
Let A∗ be a DGCA and set H∗ = H∗(A∗). For x1, · · · , xl ∈ H
∗, define
the lth order Massey product 〈x1, · · · xl〉, which is a subset of H
∑l
i=1 |xi|+2−l,
for l ≥ 3 as follows.
Definition A.1. A set {aij}1≤i≤j≤l,(i,j)6=(1,l) ⊆ A
∗ is called a defining system
for the lth order Massey product 〈x1, · · · xl〉 if
• for 1 ≤ i ≤ l, aii represents xi, and
• for 1 ≤ i < j ≤ l with (i, j) 6= (1, l),
d(aij) =
j−1∑
k=i
a¯ikak+1,j,(A.1)
where a¯ik = (−1)
|aik |aik. Then we have the cocycle
α{aij} =
l−1∑
k=1
a¯1kak+1,l.
The lth order Massey product 〈x1, · · · xl〉 is defined by
〈x1, · · · xl〉 =
{[
α{aij}
]
| {aij} is a defining system
}
⊆ H
∑l
i=1 |xi|+2−l.
The Massey product 〈x1, · · · , xl〉 is said to be trivial if it contains 0.
Definition A.2. A Massey l-tuple (of A∗) is an l-tuple (x1, · · · , xl) of coho-
mology classes such that 〈x1, · · · , xl〉 6= ∅. We call (|x1|, · · · , |xl|) the degree
of (x1, · · · , xl).
Lemma A.3. Let (x1, · · · , xl) be a Massey l-tuple for l ≥ 3. Then the lth
order Massey product 〈x1, · · · , xl〉 is trivial if one of the following holds.
(1) We have xp = 0 for some p.
(2) A DGCA A∗ is connected and |xp| = 0 for some p.
(3) A DGCA A∗ is a connected Poincare´ DGCA of degree n and
∑l
i=1 |xi|+
2− l = n.
Proof. By[Kraines1966, (2.3)], we have c〈x1, · · · , xl〉 ⊂ 〈x1, · · · , cxp, · · · , xl〉
for any c ∈ F. Then (1) is immediate.
Next, we show (2). As A∗ is connected, the product in cohomology
H0(A∗) ⊗ Hk(A∗) → Hk(A∗) is the multiplication by scalars on Hk(A∗)
by Remark 2.7. We also have xp−1 · xp = xp · xp+1 = 0 by (A.1). Then we
see that xp = 0 or xp−1 = xp+1 = 0. Hence (2) follows from (1).
Finally, we prove (3). Fix a defining system {aij}. As a2l does not appear
in the right hand side of (A.1), {aij + δi2δjlγ} for any cocycle γ ∈ A
|a2l| is
also a defining system. As [a11] = x1, we see that
〈x1, · · · , xl〉 ⊃ α{aij} + x1 ·H
∑l
i=2 |xi|+2−l = α{aij} + x1 ·H
n−|x1|.
When x1 = 0, 〈x1, · · · , xl〉 is trivial by (1). When x1 6= 0, we have x1 ·
Hn−|x1| 6= 0 by the non-degeneracy of 〈−,−〉 defined in Definition 2.1 (1).
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This implies that x1 ·H
n−|x1| = Hn as dimHn = 1, and hence 〈x1, · · · , xl〉 =
Hn ∋ 0. 
Proposition A.4. Let A∗ be a (r − 1)-connected (r > 1) Poincare´ DGCA
of degree n. For l ≥ 3, the following holds.
(1) If n ≤ r(l+1)+(1− l), the l′ th order Massey product of any Massey
l′-tuple is trivial for any l′ ≥ l.
(2) If n = r(l+1)+(2−l)+q for q ≥ 0, then the lth order Massey product
is trivial for every Massey l-tuple of degree 6∈ {(r + a1, · · · , r + al) |
ai ≥ 0, 0 ≤
∑l
i=1 ai ≤ q}.
Proof. Let (x1, · · · .xl) be a Massey l-tuple. By Lemma A.3, we must have
|xi| ≥ r for any i, and
l∑
i=1
|xi|+ 2− l ≤ n− r(A.2)
so that 〈x1, · · · , xl〉 is nontrivial becauseH
k = 0 for 1 ≤ k ≤ r−1, n−r+1 ≤
k ≤ n− 1 and k ≥ n+ 1. In particular, we must have
rl+ 2− l ≤ n− r ⇐⇒ n ≥ r(l + 1) + (2− l),
which proves (1). Next, we prove (2). By the first equation of (A.2), we
must have |xi| = r + ai for ai ≥ 0. Then the second equation becomes
rl +
l∑
i=1
ai + 2− l ≤ rl + (2− l) + q ⇐⇒ 0 ≤
l∑
i=1
ai ≤ q,
which proves (2). 
The following is immediate from Proposition A.4.
Corollary A.5. Let A∗ be a (r − 1)-connected (r > 1) Poincare´ DGCA of
degree n. If n ≤ 4r− 2, all of the Massey products are trivial. If n ≤ 5r− 3,
all of the l th order Massey products are trivial for l ≥ 4.
Note that we obtain Corollary 4.13 also from Proposition A.4.
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