In this paper we briefly summarize our on-going work on modeling nonlinear structures in speech signals, caused by modulation and turbulence phenomena, using the theories of modulation, fractals, and chaos as well as suitable nonlinear signal analysis methods. Further, we focus on two advances: i) AM-FM modeling of fricative sounds with random modulation signals of the llf-noise type and ii) improved methods for speech analysis and prediction on reconstructed multidimensional attractors.
INTRODUCTION
For several decades the traditional approach to speech modeling has been the linear (source-filter) model where the true nonlinear physics of speech production is approximated via the standard assumptions of linear acoustics and 1D plane wave propagation of the sound in the vocal tract. This approximation leads to the well-known linear prediction model for the vocal tract where the speech formant resonances are identified with the poles of the vocal tract transfer function. The linear model has been applied to speech coding, synthesis and recognition with limited success; to build successful applications, deviations from the linear model are often modeled as second-order effects or error terms. However, there is strong theoretical and experimental evidence [l, 2, 3, 4, 51 for the existence of important nonlinear aerodynamic phenomena during the speech production that cannot be accounted for by the linear model. In our work we view the linear model only as a first-order approximation to the true speech acoustics which also contain second-order and nonlinear structure. The investigation of speech nonlinearities can proceed in at least two directions: (i) numerical simulations of the nonlinear differential (Navier-Stokes) equations [6] governing the 3-D dynamics of the speech airflow in the vocal tract, as e.g., in [3, 71, and (ii) development of nonlinear signal processing systems suitable to detect such phenomena and extract related information. In our research we focus on the second approach, which is computationally much simpler, i.e., to develop models and extract related acoustic signal features describing two types of nonlinear phenomena in speech, modulations and turbulence. Turbulence can be explored both from the geometric aspect, which brings us This research work was supported by the Greek Secretariat for Research and Technology and by the European Union under the program EnET-98 with Grant # 98rT26. It was also supported by the basic research program ARCHIMEDES of the NTUA Institute of Communication and Computer Systems.
C7803-7503-3/02/$17.00 02002 IEEE to fractals [16] , and from the nonlinear dynamics aspect, which leads us to chaos [23, 221. Thus, in our on-going work we explore models suitable to extract information about the modulation, fractal and chaotic structure of speech signals and use it for applications such as recognition and synthesis. The purpose of this paper is doublefold: First, we briefly summarize the main concepts, models and algorithms that we have used or developed in the three above nonlinear methodologies for speech analysis. Second, we focus on two advances: i) an AM-FM model for fricative sounds using random processes with llf spectrum for the instantaneous nonlinear phase fluctuation, and ii) some improved techniques for nonlinear speech analysis and prediction on reconstructed multidimensional attractors.
SPEECH MODULATIONS
By 'speech resonances' we shall loosely refer to the oscillator systems formed by local vocal tract cavities emphasizing certain frequencies and de-emphasizing others. Although the linear model assumes that each speech resonance signal is a damped cosine with constant frequency within 10-30 ms and exponentially decaying amplitude, there is much experimental and theoretical evidence for the existence of amplitude modulation (AM) and frequency modulation (FM) in speech resonance signals, which make the amplitude and frequency of the resonance vary instantaneously within a pitch period. First, due to the airflow separation [I, 61, the air jet flowing through the vocal tract during speech production is highly unstable and oscillates between its walls, attaching or detaching itself, and thereby changing the effective cross-sectional areas and air masses. This can cause modulations of the air pressure and velocity fields. Also, during speech production vortices can easily be generated and propagate along the vocal tract [6, 31, while acting as modulators of the energy of the jet. Motivated by this evidence, in [8, 91 we proposed to model each speech resonance with an AM-FM signal There is also a discrete version of the ESA, called DESA [9] , which is obtained by using a discrete energy operator on discrete-time nonstationary sinusoids. The DESA is a novel and very promising approach to demodulating speech resonances for many reasons: (i) It yields very small errors for AM-FM demodulation. (ii) It has an extremely low computational complexity. (iii) It has an excellent time resolution, almost instantaneous; i.e., operates on a 5-sample moving window. Extensive experiments on speech demodulation using the DESA in [9, 12, 131 indi- cate that these amplitude/frequency modulations exist in real speech resonances and are necessary for its naturalness. The main disadvantage of the DESA is a moderate sensitivity to noise. This can be reduced by first interpolating the discrete-time signal with smoothing splines to create a continuous-time signal, then applying the continuoustime ESA (2), and finally sampling the information-bearing signals to obtain estimates of the instantaneous amplitude and frequency of the original discrete signal x [n] . This whole approach is called the Spline-ESA and is developed in [IO] .
The ESAs are efficient demodulation algorithms only when they are used on narrowband AM-FM signals [I I] . This constraint makes the use ofJilterbanks inevitable for wideband signals like speech. Thus, each short-time segment (analysis frame) of a speech signal is simultaneously filtered by all the bandpass filters of the filterbank, and then each filter output is demodulated using the ESA. In our on-going research [12, 13, 14, 151 we have been using filterbanks with Gabor bandpass filters whose center frequencies are spaced either linearly or on a mel-frequency scale. See Fig. 1 .
Random Modulations and l/f Noises
While the instant frequency signals produced by demodulating resonances of speech vowels have a quasiperiodic structure, those of fricatives look random. Since fricative and stop sounds contain turbulence, motivated by Kolmogorov's multiscale model of turbulence, we are proposing a random modulation model for resonances of fricatives and stops where the instant phase modulation signal is a random process from the I/f-noise family. Specifically, we To test the efficiency of this method we created artificial resonace signals with l/f phase modulation signal and compared the initialp(t) with its estimate$(t) via the above procedure. The original llf phase modulation was created by filtering white noise; however, any known method for l/f noise synthesis can be used. As seen in Figs. 2(d) ,(e) the reconstructed phase modulation $ ( t ) is a low pass version of the original p ( t ) . This is due to the Gabor filtering and the inherent limit to the amount of information that can be carried by phase modulation.
Next we present strong experimental evidence that certain classes of speech signals have resonances that can be effectively modeled as phase modulated 1/f signals. In order to test the validity of the model we demonstrate logaxes plots of the estimated power spectrum of $(t) that clearly follow a spectral l / f Y power law. All the power spectra were estimated by using Welch's averaged modified periodogram method. Another test we used was the variance of the wavelet coefficients. Following [18] , if $,"(t) is an Rth-order regular wavelet basis (R depends on T), then the process constructed via the expansion p ( t ) = E, E, z,"$,"(t) is "nearly l/f' when the wavelet coefficients have variances varx," = ~~2 -7~.
We have experimentally found that many real speech phase modulation I_ I . .
Fig. 2. (a) Artificial Resonance with llf phase p(t). b) Instant Frequency. c) p ( t ) and Ij(t). d) PSD of p(t) andIj(t). signals seem to obey this law
After estimating the phase modulation signal, the problem of estimating its spectral exponent y naturally follows. Many methods have been proposed for this estimation problem. They include, among others, least squares estimation of the slope of log-axes plots of sample periodograms, methods based on wavelets. and maximum likelihood (ML) schemes. For a detailed review see [19] . The ML estimators are considered the most suitable because they are able to cope with measurement noise. These methods are based on the well-known FBM model [17] . Unfortunately, FBM is not suitable for proccsses where y > 3 because the theory does not directly accommodate such cases. Further, the fact that the signal $(t) (from which y will be estimated) is a low-pussfilter-ed l/f process creates difficulties €or any estimatoi based on an exact l/f model. In our experimental study we used the simple method of using least-squares estimate on a log-axes plot of Welch's periodogram using only the part of the power spectrum not affected by low pass filtering. The spectral exponents estimated were roughly in the range y E (2.5,4) demonstrating that FBM is not suitable to model such high correlated l/f processes also known as "black noises". The wavelet EM approximation algorithm proposed in [I SI, an interesting approach not based on FBM, was recently shown in [ 191 to provide satisfactory estimation only when 0 < y < 1. Therefore, the only method that worked relatively well was to use a least squares fit on the frequencies of the periodogram not affected by the low pass filtering. This method only provides a rough estimate of y exponent and is sensitive on measurement noise. Figure 3 demonstrates the application of the above described Vf-phase modulation model to an unvoiced and a voiced fricative. We have also performed numerous other similar experiments on real speech signals (from the TIMIT database), by following the same procedure: A strong speech resonance is located, possibly by using the iterative ESA method. Then the ESA is used to extract the phase modulation. (The phase modulations were also estimated via the Hilbert transform to make sure that the ESA does not introduce any artifacts.) The estimated phase is assumed to be a low passed version o f a l / f Y random process and the y exponent is estimated from the slope of the power spectrum (as well as from the variance of wavelet coefficients). In all these experiments our conjecture that the phase modulation of random speech resonances has a l / f Y spectrum has always been verified.
Our on-going work in this area includes better estimation algorithms and a statistical study relating estimated exponents with types of sounds.
SPEECH TURBULENCE
Conservation of momentum in the air flow during speech production yields the Navier-Stokes equation [ 
where p is the air density, p is the air pressure, Cis the (vector) air particle velocity, and p is the air viscosity coefficient. It is assumed that flow compressibility is negligible and hence V . U' = 0. An There are several mechanisms for the creation of vortices: 1) velocity gradients in boundary layers, 2) separation of flow, which can easily happen at cavity inlets due to adverse pressure gradients (see [l] for experimental evidence), and 3) curved geometry of tract boundaries, where due to the dominant inertia forces the flow follows the curvature and develops rotational components. After a vortex has been created, it can propagate downstream as governed by the vorticity equation [6] The term w' . Vu' causes vortex twisting and stretching, whereas uV2w' produces diffusion of vorticity. As Re increases (e.g., in fricative sounds or during loud speech), all these phenomena may lead to instabilities and eventually result in turbulentflow, which is a 'state of continuous instability' [6] characterized by broad-spectrum rapidlyvarying (in space and time) velocity and vorticity. Many speech sounds, especially fricatives and stops, contain various amounts of turbulence. In the linear speech model this has been dealt with by having a white noise source exciting the vocal tract filter.
Modern theories that attempt to explain turbulence [6] predict the existence of eddies (vortices with a characteristic size A) at multiple scales. According to the energy cascade theory, energy produced by eddies with large size X is transferred hierarchically to the small-size eddies which actually dissipate this energy due to viscosity. A related result is the Kolmogorov law where k = 27r f X is the wavenumber in a finite nonzero range, T is the energy dissipation rate, and E ( k , T ) is the velocity wavenumber spectrum, i.e., Fourier transform of spatial correlations. This multiscale structure of turbulence can in some cases be quantified by fractals. Mandelbrot [16] and others have conjectured that several geometrical aspects of turbulence (e.g., shapes of turbulent spots, boundaries of some vortex types found in turbulent flows, shape of particle paths) are fractal in nature. We may also attempt to understand aspects of turbulence as cases of chaos. Specifically, chaotic dynamical systems converge to attractors whose sets in phase space or related time-series signals can be modeled by fractals; references can be found in [23] . Now there are several mechanisms in high-Re speech flows that can be viewed as routes to chaos; e.g., vortices twist, stretch, and fold [6, 161. This process of twisting, stretching, and folding has been to found in low-order nonlinear dynamical systems to give rise to chaos and fractal attractors.
Speech Analysis using Fractals
Motivated by Mandelbrot's conjecture that fractals can model multiscale structures in turbulence, in 1201 we used the short-time fractal dimension of speech sounds as a feature to approximately quantify the degree of turbulence in them. Although this may be a somewhat simplistic analogy, we have found in previous work [20, 21 ] the short-time fractal dimension of speech to be a feature useful for speech sound classification into phonetic classes, segmentation, and recognition. An efficient algorithm developed in 1201 to measure it consists of using multiscale morphological filters that create geometrical covers around the graph of the speech signal, whose fractal dimension D can then be found by Dimensions. In the unfolded state-space one can measure invariant quantities of the attractor, which if chaotic would be characterized by sensitive dependence on initial conditions, dense periodic points and mixing [23] , and fractal-type dimensions of geometrical (e.g. box-counting dimension) and/or probabilistic (e.g. information dimension) character. The dimension of the attractor except from being a measure of complexity, corresponds to the number of active degrees of freedom of the system. A useful generalized dimension of probabilistic type is the correlation dimension [24, 23] where C i s the correlation sum, equal for each scaler to the number of point pairs with distances less than r normalized by the number of pairs.
Speech Attractor Analysis using Chaotic Models

Modeling and Prediction on Reconstructed Attractor
The task of predicting a chaotic signal that has been produced by a system whose dynamics are described by a function F can be formulated as finding a function F
x, = [ s ( n ) , s(n+T& S ( T L S 2 T d ) , . . . , S(n+(De-l)Td]
DC = lim,,o limN+-log C ( N , T ) / log r that approximates. F in an optimal way. Only a time series of output observations s ( n ) are given, which can be used to reconstruct the system's attractor, where prediction is done. Numerous techniques have been proposed for the purpose of prediction, ranging from local linear models to complex neural networks [29] . Various models (e.g. RBF networks, zeroth and first order TSK models [32], local polynomials) have been tested and found improper when applied to a short data set (ca. 500 samples), which is our case in speech; hence, only those that gave satisfying results will be presented. The performance of predictors has been evaluated on the data they have been trained with, giving a measure of how well a model can learn the data it has been given. However, this may be misleading when we want to extract some useful features about the system dynamics.
Lyapunov Exponent (LEs).
A chaotic system is characterized by extreme sensitivity on initial conditions and rapid divergence of nearby orbits. LEs measure the exponential rate of divergence of orbits on phase-space and can be used to characterize a dynamical system, since they are independent of a particular coordinate system and embedding dimension. Divergence of nearby orbits results in a positive LE and convergence of orbits results in a negative LE. For a conservative system the sum of LEs has to be negative, so that the orbits are bounded, while a chaotic system has at least one positive LE.
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. Another problem we may encounter is due to the fact that the embedding dimension is not necessarily the intrinsic dimension of the system, but can be a larger one, which guarantees the unfolding of the attractor. As a by-product of the embedding process, more LEs than the true ones are calculated and they are called spurious exponents. One can resolve this problem by reversing the order of the data and calculating once more the LEs of the system. The true ones should flip sign, since convergence of nearby orbits now becomes divergence and vice-versa. The spurious ones, however, are an artifact of the embedding process and should stay negative, since they only represent how the rest of the dimensions should collapse to the attractor of the system, independently of the nature of the system. This method was proposed in [34] and works well with clean and long data sets using local polynomials for the identification of the system dynamics. One of our main criteria for choosing a certain predictor was how well this can be done with short and relatively noisy data sets.
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Speech Dynamic Models on Attractor. The model that was found to be optimal for the purpose of prediction with a relatively small number of parameters was a rather simple one, which is an extension of the well known linear (AR) model. Instead of assuming that the next value of the state-space vector can be expressed as a linear conibination of the previous values of the signal we can use an expression that uses higher order terms, i.e. a global polynornial instead of a global linear model. The parameters of a global polynomial that fits the data in an optimal way can be calculated using the family Q, of orthonormal multivariate polynomials: mials belonging to family @ can be derived using a rather sophisticated (but fast) method, so we assume they have already been calculated; for a complete presentation see [30] . We can then express F over the basis @ as where 6, = E: =, F(X,) . d7 (Xn) . So the approximation F is the is the most accurate expansion of F over @ using only k terms. This model is quite efficient for the purpose of representing a signal where a rather crude approximation of the dynamics is achieved using a very small number of parameters. However, it is rather inadequate when our goal is to capture the dynamics of a system to calculate its LEs. Having tested numerous models, we finally decided to make use of Support Vector Machines (SVMs) for regression [33] . SVMs are based on novel ideas from the field of neural networks and have proven to give excellent results when applied to chaotic signals [31] . What distinguishes them from other models is that they aim to minimize the generalization error of the predictor rather than its training error, so a fairly accurate model of the system dynamics that is not biased in favor of the training data can be produced. Training an SVM for regression, whose output is y = W T X + b, can be expressed as a quadratic programming problem:
where L is the training set length. The term WTIV penalizes model complexity while the second term tries to minimize prediction error. The first constraint penalizes positive prediction errors e larger than t by ( = e -E, and the second does the same thing for negative errors i.e. an e-insensitive error function is used which results in a robust to noise and outliers predictor. 
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where a, a* are Lagrange multipliers from the dual optimization problem and only dot products are used. Any kernel that satisfies the Mercer conditions [33] can be used instead, such as odd B-splines, the Gaussian kemel and polynomial kernels. SVMs using Gaussian kernels have proven to give the best results amongst other techniques that have been tested on short time-series for the purpose of capturing the system's dynamics and extracting the LEs. One of their most important features is that they make it possible to validate a LE based on the fact that LEs flip sign, even when using only few and relatively noisy data, Applications to speech signals. Our interest in applying the methods from chaos to the speech signal is twofold: we wish to predict the speech signal using a predictor with a relatively small number of parameters and we want to extract some meaningful features (LEs) from the speech signal that could be used for speech analysis. For every phoneme class the global polynomials model can achieve lower MSE than the LPC model using the same number of parameters, even when only linear terms are included in the expression for the global polynomials (Fig. 6 ). This verifies that predicting the speech signal on the reconstructed phase-space is more efficient. Specifically, in the context of prediction of chaotic signals. the LPC model assumes T d = 1 for any signal and D, equal to the number of parameters and tries to fit a global linear model to the data.
On the contrary, using global polynomials, a fixed De is assumed and T d is calculated using a principled way, so that any additional complexity of the predictor results in a more accurate reconstruction of the system dynamics rather than just increasing De. The results are quite impressive especially for vowels, where the LPC model is supposed to be at its best. Applying some of the other models that we have tested we managed to have a much lower MSE but at the .... . .
Number of predictor parameters
Number of predictor parameters (a) NMSE of models for LPC and global polynomials. We calculated the LEs for different phonemes to see whether some meaningful results can be obtained from their valucs. After extensive testing, we decided to use an SVM with error tolerance E = 0.01 and Gaussian kemels, whose spread was set to (T = 0.8R, where R is the divergence of data from the mean of the attractor. In brief, the results obtained are: (1) Vowels have small positive cxponents (usually only one) and 2-3 negative. (2) Stop sounds have no validated exponents, i.e. no LEs flip sign when the data are presented with the inverse direction. This is a property characteristic of random or non-stationary signals: the methods applied to chaotic signals then break down and cannot yield meaningful results. (3) For voiced fricatives it is possible to find some validated positive exponents while for unvoiced fricatives the same problem arose as with stop sounds. This is a consequence of the highly noisy nature of unvoiced fricatives that causes the methods of chaotic analysis to break down. The fact that no LEs are validated may still be used as inforination since this distinguishes stop sounds /unvoiced fricatives from vowels/ voiced fricatives. phoneme classes can be ac-.., '-complished using the first four major classes can be separated, up to a certain degree. Having selected the most robust algorithms for feature extraction our future work shall concentrate on incorporating the new features in the speech recognition process. Some primary results are encouraging, since by enhancing the original feature vector (12 mel-cepstrum coefficients) with the two larger LEs we achieved a 10% decrease, on average, in cross-validation error, when classification in the four main phoneme classes was attempted. We used K-NN classifiers where K ranged from 1 to 50 and the best performing classifier was selected.
NONLINEAR FEATURES AND ASR
Although there have been some preliminary efforts to apply fractal and modulation ideas to speech vocoders [35, 131, so far we have mainly applied these models to automatic speechrecognition(ASR).Inourwork[21,15,25] we have been developing improved acoustic features for ASR by augmenting the 'standard' feature vector (mel-frequency cepstrum coefficients-MFCC) and its time derivatives with information from the modulation' and turbulence structure of speech. Thus, as short-time acoustic representations of speech we use hybrid feature vectors that contain information both from the the linear model (smoothed cepstrum) which represents a first-order approximation to the true speech acoustics, as well as from the speech modulations and the chaotic dynamics, which contain information from the second-order non-linear speech acoustics. We have used these hybrid feature vectors as input to hidden Markov model (HMM)-based speech recognizers. 1) In [21] combining the 'standard' (MFCC) withfractal features consisting of samples of the multiscale fractal dimension were applied to recognizing the highly confusable e-set (spoken letters: b, c, d, g, p, t, v, z) of ISOLET database and yielded up to 18% reduction in the word error rate over using the 'standard' features alone.
2) In [15] modulation features were extracted from each frame as FM percents (bandwidthhean of instantaneous frequency) at the outputs of a Gabor filterbank. These FM features were used to augment the standard (MFCC) feature vector. The hybrid features showed a significant improvement yielding a word recognition error rate reduction over the TIMIT database that approached 40% for a medium number of mixture components.
3) In [ 151 after the embedding of speech signal in an unfolded state space, chaoticfeatures were computed consisting of the mean and standard deviation of the scalevarying correlation dimension and its integral. Augmenting the standard features (MFCC) with these chaotic features gave better word recognition results over the TIMIT database (error reduction of 29%). Combining the MFCC with both the modulation and the chaotic features further increased the error reduction to 42%.
Some current directions of our on-going research include: experimentation with more sophisticated chaotic and fractal features; better integration of chaotic features with modulation features; apply the nonlinear features for speech recognition in noisy environments and for large vocabulary speech recognition.
'Some preliminary work on using Teager energy features (that indirectly contain pre-modulation information) in speaker and speech recognition include [36, 37, 38, 141. 
