Abstract Today's Internet multimedia services are characterized by heterogeneous networks, a wide range of terminals, diverse user preferences, and varying natural environment conditions. Heterogeneity of terminals, networks, and user preferences impose nontrivial challenges to the Internet multimedia services for providing seamless multimedia access particularly for mobile devices (e.g., laptops, tablet PCs, PDAs, mobile phones, etc.). Thus, it is essential that advanced multimedia technologies are developed to deal with these challenges. One of these technologies is video adaptation, which has gained significant importance with its main objective of enabling seamless access to video contents available over the Internet. Adaptation decision taking, which can be considered as the "brain" of video adaptation, assists video adaptation to achieve this objective. Scalable Video Coding (SVC) offers flexibility for video adaptation through providing a comprehensive set of scalability parameters (i.e., temporal, spatial, and quality) for producing scalable video streams. Deciding the best combination of scalability parameters to adapt a scalable video stream while satisfying a set of constraints (e.g., device specifics, network bandwidth, etc.) poses challenges for the existing adaptation services to enable seamless video access. To ease such challenges, an adaptation decision taking technique employing a utility-based approach to decide on the most adequate scalability parameters for adaptation operations is developed. A Utility Function (UF), which models the relationships among the scalability Multimed Tools Appl (2014) parameters and weights specifying the relative importance of these parameters considering video content characteristics (i.e., motion activity and structural feature), is proposed to assist the developed technique. In order to perform the developed adaptation decision taking technique, a video adaptation framework is also proposed in this paper. The adaptation experiments performed using the proposed framework prove the effectiveness of the framework to provide an important step towards enabling seamless video access for mobile devices to enhance viewing experience of users.
Introduction
The phenomenal rise of multimedia content on the Internet available to an increasing number of users, who intend to consume it anytime, with different preferences, using particularly a plethora of mobile devices (e.g., tablet PCs, PDAs, laptops, mobile phones, etc.) and through heterogeneous networks impose nontrivial challenges to universal access of multimedia content [5] . Universal Multimedia Experience (UME) is a strategic concept that has a vision of addressing high user satisfaction despite the existence of diverse mobile device capabilities, different user preferences, varying network and natural environment conditions. Thus, UME can be considered as the future of universal access to the multimedia content provided by the Internet multimedia services [5] . Video adaptation, which can enable personalized video access, is an essential process for the Internet multimedia services to achieve the UME vision.
Scalable Video Coding (SVC) provides flexible video representations with different frame sizes, frame rates, and bit rates [29] . Video representations provided by SVC can be adapted to the networks, terminals, and users through video adaptation [6, 7, 10] . Adaptation decision taking, which is a process of deciding the most adequate adaptation parameters to use in adaptation operations while accommodating a set of contextual constraints, can be considered as the "brain" of video adaptation. Therefore, advanced adaptation decision taking techniques have to be developed to assist video adaptation to achieve the UME vision for provision of seamless video access particularly for mobile devices.
There are different approaches in literature to develop advanced adaptation decision taking techniques [5, 7] . Utility-based adaptation decision taking approach is one of the existing optimization-based adaptation decision taking approaches, which relies on finding maxima or minima of models designed for decision taking to solve an optimization problem. Optimization problem is the problem of finding the best solution among all feasible solutions. The utility of a video content after undergoing adaptation operations can be expressed with a Utility Function (UF) in the utility-based adaptation decision taking approach. It has to be noted that there is an important difference between the terms utility and quality. Utility refers to the satisfaction of the end-user whereas quality refers to the quality of the content undergoing adaptation operations [7] . Utility-based approach has been widely used in adaptation decision taking strategies in literature. In [21] , a simple UF, which only considers bit rate of video contents and is irrespective of video content characteristics, is used in adaptation decision taking operations. A utility-based adaptation decision taking technique selecting adaptation parameters considering usage environment constraints for dynamic adaptation of video sequences are proposed in [28] . Frame rate, spatial resolution, and quality scalability parameters are not considered in this technique. In [33] adaptation, resource, and quality aspects of adaptation strategies are modeled with a UF. The UF presented in this study considers the frame rate and spatial resolution parameters, but not the quality parameter in the adaptation operations. In [7] only a conceptual framework modeling the relationships among adaptation (e.g., video skimming, frame dropping, etc.), resource (e.g., network bandwidth, display resolution, etc.), and quality (e.g., objective or subjective quality of a video content) is developed. The objective of this framework is to find the optimal adaptation operations satisfying the resource constraints for achieving maximum quality for a given video content. In [26] , a UF, which relies on the interrelationship of the spatial resolution, frame rate, and Quantization Parameter (QP), is designed. The importance of the spatial resolution, frame rate, and QP on the UF calculation with respect to each other is computed using weights. A recommendation system is used to maintain feedback from each user to determine the weights of the UF for each user. In [23] , a UF that relies on jointly modeling the frame rate and spatial resolution is proposed. In addition, the frame rate and spatial resolution are considered as the functions of hardware capabilities (e.g., Whetstone metric, which is used to indicate the performance of the Central Processing Unit (CPU) of a computing device) and video content characteristics (e.g., low spatial details in the video sequence). Although the frame rate and spatial resolution are taken into consideration, the quality aspect of the video has not been considered in the UF. In [22] , a UF, which models the bit rate, spatial resolution, quality of the video contents, the terminal capabilities (i.e., the screen size and the clock speed of the CPU of the terminal), and the transmission channel capacity, is proposed. However, the UF model in [22] does not consider the video content characteristics for deriving adaptation decisions. In [2] , a UF, which is represented as a function of bandwidth, is proposed. The spatial resolution and frame rate of video contents are not considered in this UF either.
In light of the discussions above, it can be summarized that the existing adaptation techniques relying on a utility-based approach do not consider either all of the scalability parameters or content-related contextual information in their respective adaptation decision taking operations. Therefore, as the first contribution of this paper, a UF, which models the relationships among the frame rate, spatial resolution, and quality parameters of the scalable video contents, and the weights specifying the relative importance of these parameters, is proposed to measure the utility of video contents. In this way, the relations of trade-off among all of the scalability parameters are considered in the UF as opposed to the existing video adaptation techniques. Video Quality Metric (VQM) [25, 34] is used to measure the quality parameter values of the UF due to its correlation with HVS in this work. Determining the values of weights for different video content types is essential to consider content related contextual information in adaptation decision taking operations to enable seamless video access for mobile devices. Thus, as the second contribution of this paper, a Motion Level (ML) and Structural Feature Level (SFL) driven classification algorithms are proposed to categorize video contents into different classes/types depending on their motion activities and structural features. In order to determine the weights for the video sequences belonging to each class, users' reactions towards the variations in the adaptation parameters of video contents are monitored in subjective experiments. The weights are then ascertained by the knowledge gained through the results of the experiments. A weighing factors table is developed using the weights associated with each type, as the third contribution of this paper. In order to perform the proposed adaptation decision taking technique, a video adaptation framework is also proposed in this paper, as the forth contribution. Adaptation Quality of Service (AQoS) and Universal Constraints Descriptor (UCD), which are MPEG-21 Digital Item Adaptation (DIA) supported description tools [15, 31] , are used to assist the adaptation decision taking process in the framework.
The rest of this paper is organized as follows. The proposed algorithms used for classifying video sequences are presented in Section 2. Section 3 discusses the UF adopted to use in the adaptation decision taking strategy. The subjective tests are presented in Section 4. Section 5 analyzes the results obtained through these subjective tests. The proposed video adaptation framework is introduced in Section 6. Adaptation decision taking algorithm and its results derived to evaluate the performance of the proposed video adaptation framework are discussed in Section 7. Finally, Section 8 concludes the paper.
Classification of video sequences
Eliminating high spatial, temporal, and quality enhancement layers during adaptation yields different types of visual distortions for different video sequence types (e.g., high motion, low structural feature, etc.) [1] . Therefore, eliminated high spatial, temporal, and quality enhancement layers during adaptation operations should be unique for every sequence type to achieve better video perception of users. For this reason, video sequences should be classified into different types. Finding the prominent features of video sequences is a requirement for accurately classifying them into different types. The features related to temporal, spatial, and quality scalability parameters are taken into account to find the features that can be used for the classification because they are the core adaptation parameters. Temporal scalability allows for different frame rates for the video sequences. The motion activity feature of a video sequence is very important to determine the most adequate frame rate for a video sequence to achieve improved video perception [1] . Therefore, this feature is used as the prominent feature associated with the temporal scalability to classify the video sequences into different categories. Blurring and blocking artifacts are introduced to the sequences when the sequences are scaled in spatial and quality dimensions [4] . A set of experiments was conducted to find out the most prominent feature that these artifacts affect in a video sequence when it is scaled in spatial and quality dimensions. The details of these experiments will be discussed later. According to the results of the experiments, structural feature is determined as the prominent feature associated with the spatial and quality scalability options. Considering these features, ML and SFL classification algorithms are proposed in this paper.
Other reasons of using the motion and structural feature for classification are that they are generic features and have less number of limitations compared to the other features such as location, brightness, etc. For example, the location feature, which specifies the parts of the frames of a video clip that get more attention from the viewers, could be taken into account while classification. Nevertheless, it has some limitations: it considers that regions near the centre of the frames are typically assumed to get more attention from the viewers [14] , and thus they can be referred to as the "focus of attention" in a video scene. However, this focus of attention is not applicable to all of the video sequences. For instance, the visual attention is typically on the ball in a football match even if the ball is not in the centre of the scene. Moreover, brightness is another feature that could be taken into consideration for classification, but this feature has also some drawbacks. The viewers' attention is usually attracted by the brighter parts of a scene. However, there are also many exceptions to this assumption. For instance, in video clips that contain a bright sky, even if the sky is the brightest part of the scene, it does not usually draw much of the attention, as it mostly comprises the background of a scene [14] . Motion and structural features do not have the drawbacks of the aforementioned visual features that hinder them from becoming generic factors for classification.
Motion level driven classification
The pyramidal implementation of Lucas and Kanade [3] is used to measure the optical flow [11] in the video sequences in this paper. Lucas and Kanade [17] method is one of the most popular versions of optical flow estimations since this method is less sensitive to noise, which appears as visual artifacts (e.g., blurring, blocking etc.) in the images. Additionally, heavy computing cost of global motion estimation process is reduced with this method [3, 11, 17] . The pyramidal implementation of the Lucas and Kanade is an iterative version of the Lucas and Kanade optical flow algorithm in pyramidal representations of frames in a video sequence [3] . Pyramidal representations are different spatial resolutions of each frame in the sequence. For instance, if the spatial resolution (i.e., width x height) of the frame is O x P, the pyramidal representations of this resolution are: O/2×P/2, O/4×P/4, O/8×P/8, and O/16×P/ 16. Generally, maximum four pyramidal representations are used in the pyramidal implementation of the Lucas and Kanade algorithm since going beyond four representations is not applicable for most of the typical frame resolutions. The reason behind using pyramidal resolutions is that more consistent motion vectors can be provided by refining the motion vectors at different pyramidal resolutions. Moreover, large motion vectors can be handled using the pyramidal implementation of the Lucas and Kanade algorithm [3] . The optical flow is first computed at the very deep pyramidal resolution (e.g., O/16×P/16) since the search range is smaller in this resolution, and accordingly it does not require large computations. Then, the optical flow computations are propagated to the optical flow calculation of a higher resolution. The motion vectors from the lower resolution are scaled for the higher resolution. This process is repeated up to the original frame resolution (e.g., O x P) [3] . Usually, motion information is not evenly distributed to all parts of an image. Therefore, the prominent points, which can be taken into account in the optical flow measurements, should be determined. Shi and Tomasi algorithm [30] , which selects the corners of the objects as the prominent points, is used in the optical flow measurements in the paper. After the prominent points are selected, they are tracked from frame to frame in a video sequence by the pyramidal implementation of the Lucas and Kanade algorithm. Let MV(x, y) be the motion vector of a feature point having x and y direction components, the motion intensity of a frame of a sequence is calculated as follows:
where Π(i) is the motion intensity of the i th frame of a sequence. d and NoP are a feature point and the number of feature points in the frame, respectively. MV d (x i , y i ) is the motion vector of the i th frame at feature point d. It should also be noted that the motion intensity of a frame is directly proportional to spatial resolution of the frame and inversely proportional to the temporal resolution of the video sequence. The reason is the higher the spatial resolution of the frame the higher the motion intensity of the frame. Moreover, the higher the frame rate of the video sequences the lower the motion intensity of the frame [27] . Thus, the normalized average motion intensity over a given video sequence, which is used for ML classification, can be calculated as follows:
where, M is the motion value in a sequence. NoF is the number of frames in the sequence, S and F are the spatial resolution of a frame and frame rate of the sequence, respectively. In order to represent the M results for different video sequences, (2) was tested with 18 video sequences, which have Common Intermediate Format (CIF: 352×288 pixels) resolution and 30 fps. Figure 1 presents the M results for these sequences. The behavior of M against various spatial and temporal resolutions of a selected sequence (i.e., Soccer) is demonstrated in Fig. 2 to prove that (2) provides similar results for video sequences that have different spatial resolutions (i.e., Standard Definition (SD: 704×576 pixels), CIF, and Quarter CIF (QCIF: 176×144 pixels)) and frame rates (i.e., 7.5, 15, and 30 fps).
As also reported in [14] , four different classes are determined to categorize the video sequences considering object and camera activities. The four classes are: low motion, lowmedium motion, medium-high motion, and high motion, as illustrated in 
Structural feature level driven classification
Changing spatial and quality scalabilities result in blurring and blocking effects in the frames, respectively [1] . The blurriness and blocking effects are generated by spatially down/up sampling the Flower Garden sequence and encoding it with a high QP, respectively, and the results are presented in Fig. 3 . As can be observed from the figure, both the blurring and blocking effects influence the objects and background structures in the frames. Thus, the mostly distorted features of structures in the frames when a frame becomes blurry or blocky are determined. Then, these features are used as the basis to classify video sequences associated with spatial and quality scalabilities in the paper. For determining these features, two different experiments were conducted using Structural SIMilarity (SSIM) objective quality measurement technique. SSIM is used in the experiments, because it evaluates the amount of structural distortion of a distorted video compared to the original one [32] . For the first experiment, different video sequences at CIF resolutions were spatially down sampled to half-QCIF resolution (i.e., 88×72 pixels) and then up-sampled back to their original CIF resolutions. Next, SSIM of the up-sampled sequences were measured. For the second experiment, different video sequences were encoded with a high QP (i.e., 45), and SSIM of the encoded sequences were measured. Figures 4 and 5 illustrate the SSIM results of the two experiments using different video sequences. It is observed from the results of each of the sequences distorted with spatial or quality scaling that the more the amount of contours in the frames of a video sequence (e.g., Flower Garden, Harbor, etc.), the lower the SSIM result of the sequence is. On the contrary, when the frames of a video sequence scaled in spatial or quality dimension contain fewer amounts of contours (e.g., Akiyo, News, etc.) Fig . 3 Sample a original b blurry c blocky frames of the Flower garden sequence the resultant SSIM for these sequences presents high values. Thus, it is envisaged that contour, which characterizes the boundaries of the objects in a frame, is the most notable feature that is distorted when the frame is scaled in spatial and quality dimensions. Therefore, the contour feature, which is associated with the structural feature, has been used as the prominent factor for the classification related to spatial and quality scalabilities. Accordingly, an SFL driven classification algorithm is proposed. For this purpose, the Canny edge detection algorithm [4] was used to determine the contour feature in the frames of a video sequence. The variance in the luminance pixel intensities in the frames is determined by this detection algorithm. Edge detection is performed in five steps by the algorithm. As the first step, the noise in the frames is removed by applying a filter (e.g., Gaussian). Second, the gradient of the frame is determined. Then, the x and y directions of the edges are determined using the gradient. In the fourth step, the determined edge directions are associated to specific directions that can be traced in the frames. As the fifth step, the pixels that are not considered as edges are suppressed, which means that they are set to 0 by tracing them in the edge direction. On the contrary, the pixels that are considered as edges are set to 1 by the Canny algorithm [12, 24] . In order to measure contour density, the number of pixels that are set to 1 is computed in every frame of a video sequence. The total is then normalized using the NoF and S (i.e., spatial resolution) to provide consistency across different video sequences, as follows:
where C is the structural feature value of a video sequence, which is used for SFL classification. δ is the number of edge pixels in the i th frame of the sequence. C was tested with a set of video sequences (i.e., 18 video sequences). Figure 6 presents the C results for the video sequences that have CIF resolution and 30 fps. In order to prove that (3) provides similar C results for the derivation of a video sequence with different spatial resolutions and frame rates, the C results of a selected sequence (i.e., Soccer) are also illustrated in Fig. 7 .
In this work, the SFLs were split into two generic categories: low and highly complex. As shown in Table 2 , these classes are represented with X and Y, respectively. Similar to the ML classes, K-median clustering method [18] is used to ascertain the borders for each of the classes, which are also shown in Table 2 . A video sequence can be classified into one of these classes considering the borders of the C values. Due to the cross matching of the MLs and SFLs presented in Tables 1 and 3 , respectively, the video sequences are classified into eight classes as shown in Table 3 .
Utility function
A generic UF, which defines the adaptation parameters (i.e., frame rates, spatial resolutions, and quality) and the weights specifying the relative importance of a parameter with respect to each other, is proposed in this paper. Utility is the measure of satisfaction or experience of users when a video sequence that has a specific spatial resolution, frame rate, and quality is viewed. Thus, the optimization of the UF presents the maximum user satisfaction in terms of frame rate, spatial resolution, and quality [26] . The general definition of the UF is:
where, F is the frame rate, S is the spatial resolution, and Q is the quality of a video sequence, which is the measure of quality degradation introduced to the video sequence in terms of distortion or artifacts. W F , W S , and W Q denote the weights that refer to how much influence the frame rate, spatial resolution, and quality parameters have on the UF, respectively. Thus, the UF is a weighted summation of F, S, and Q. In (4), W F +W S +W Q 01, which means that there is a trade-off analysis between the weights of the frame rate, spatial resolution, and quality parameters while predicting the values of these parameters. For instance, when the W F is higher than W S and W Q , the video with the highest available frame 
In order to obtain f F (ML,SFL), f S (ML,SFL), and f Q (ML,SFL) for the sequences that belong to different classes, firstly subjective tests are carried out. In this way, it can be clearly concluded that the subjective user experience is related to the UF. Secondly, the results of the subjective tests are incorporated into multiple regression analysis.
Subjective assessments
Subjective quality assessment is an essential method to monitor users' preferences for video contents that have different properties [35] . The main aim of the subjective experiments is to evaluate the variations of the user satisfaction with respect to changing frame rate, spatial resolution, and quality of test video sequences under a constant bit rate restriction.
Stimuli
The test sequences used in subjective experiments were formed of eight video sequences, namely; Eric, Container, Jets, Soccer, Silent, Harbor, City, and Stefan. There are no benchmark video sequences hence the video sequences are selected based on their different motion and structural feature characteristics. Each sequence is a representation of the video sequence classes ranging from 1 to 8 (see Table 3 ), respectively. These sequences contained the frames of the associated entire sequences ranging from 0-150, 0-150, 0-150, 30-180, 0-150, 0-150, 0-150, and 10-160, respectively. Using a representative sequence for each class, a training phase was performed. Each of the test sequences were encoded with four different frame rates (i.e., 30, 15, 7.5, and 3.75), and three different spatial resolutions (i.e., SD, CIF, and QCIF). The three spatial resolutions were selected in such a way that they cover a representative range of mobile device display resolutions. The originaluncompressed versions of each video sequence were used as the references during the tests. Seven different channel bandwidth values (i.e., 96, 128, 192, 256, 384, 512, and 768 kbps) were selected as the target bit rates. In order to match the bit rates of the encoded video 
sequences to the target source rates, different constant QP sets were utilized for scalable encoding of the base and spatial enhancement layers using JSVM 9.13.1 [16] . The stream that can be extracted from an encoded sequence is called as a scalable sub-stream in this paper. The sets producing sub-streams best matching with the target source rates were exploited to encode each sequence. Scalable sub-streams that have the QCIF, CIF, and SD resolutions at 3.75, 7.5, 15, and 30 fps and target source rates were extracted from the encoded sequences and assessed by the viewers during the experiments.
Test methodology
The Double Stimulus Impairment Scale (DSIS) methodology, as described in the ITU-R BT.500-11 [20] , was used throughout the subjective evaluation tests. Thus, during the tests, the videos were shown in pairs: the first video was the reference, and the second video was the impaired one. The subjects were asked to assess the impaired video considering the associated reference. Subjective preferences were computed using Mean Opinion Score (MOS), which is the arithmetic mean of the individual scores given by the subjects [20] . An assessment scale ranging from 1 to 5 was used to rate the sequences. A score of 5 means the impaired video has the same perceptual quality as the reference one, while a score of 1 means it has high perceived impairment with respect to the reference.
Test procedure
The tests were performed at the I-Lab of University of Surrey. A 23′′-Dell display was used during the experiments to display the sequences. The resolution of the display is 1680×1050 pixels. For all of the experiments, the following procedure was applied. A short training session took place before the experiment commenced, so that the subjects could get acquainted with the test videos and the assessment scale. The video clips were displayed in their original sizes. A gray scale video was used to fill the gap for the remaining parts of the display. The viewing distance for the observers was not fixed. However, it was kept in compliance with the Preferred Viewing Distance (PVD) of the ITU-R BT.500.11 [20] . During the tests, the video pairs were displayed randomly, so that the subjects were not prejudiced by a priori knowledge of presentation ordering. At the end of each pair, the subjects were given sufficient time to register their marks using the assessment scale described above.
Viewers
Ninety-eight viewers (42 females and 56 males) participated in the experiments. Their ages ranged from 18 to 40, with an average of 27. None of the observers was previously involved in picture quality evaluations as part of their work, and they were not experienced assessors. They all reported normal and corrected eyesight. Owing to the large volume of the test sequences, the sequences were split into 12 groups, each consisted of 56 different video clips. 18 subjects assessed each group. Some of the subjects participated in more than one group. 2 observers were detected as outliers from each group using the outlier screening method discussed in [19] . Thus, in total 24 observers were detected as outliers, and the results of the remaining 74 viewers (33 females and 41 males) were used in the experiments. After the experiments, the MOSs and confidence intervals [20] were computed. After the outliers were eliminated, 16 subjects were used to calculate the MOSs in each group.
Experimental results and their analysis
In this section, the subjective test results are analyzed in order to specify the weights of the adaptation parameters (i.e., frame rate, spatial resolution, and quality) used in the UF (i.e., (4)). As the first step of the analysis, the frame rate, spatial resolution, and quality preferences of the viewers for the sub-streams of the test video sequences belonging to different ML and SFL classes, are discussed. To determine the frame rate and spatial resolution preferences of the viewers in this step, the average MOSs of the viewers are computed for the sub-streams that have the different spatial resolutions (i.e., QCIF, CIF, SD) or frame rates (i.e., 3.75, 7.5, 15, 30 fps) used in the experiments for each target bit rate. The average MOSs for all the sub-streams of each test video sequence is calculated to obtain the quality preferences of the viewers. As the second step of the analysis, the frame rate, spatial resolution, and quality preferences of the viewers are integrated together for each ML and SFL class. Following, the weighing factors table, which is produced using the integration results, is introduced.
5.1 Frame rate, spatial resolution, and quality preferences of the viewers for the test video sequences belonging to different ML and SFL classes
In this section, the frame rate, spatial resolution, and quality preferences of the viewers are illustrated using the graphs of four selected test sequences (i.e., Eric, Silent, City, and Stefan), which belong to Classes 1, 5, 7, and 8 (see Table 3 ), respectively. Figure 8 presents the MOS versus bit rate plot showing the users' preferences for the Eric sub-streams at different frame rates. As can be observed from the figure, the Eric substreams that have a frame rate of 3.75 fps are rated with the highest MOSs by the viewers at bit rates between 96 and 192 kbps. The reason for this is that the lower the frame rate, the higher the number of bits allocated per frame of the video sequence at a target bit rate. Thus, high frame quality is achieved when the Eric sub-streams have a 3.75 fps frame rate at these low bit rates (i.e., 96-192 kbps). Even though the frame rate of the sub-streams is low, the high frame quality enhances the video perception of users at these low bit rates. Thus, the frame rate is less of an issue with the Eric sequence due to the low motion activity presented in it. As can be realized from the figure, the frame rate preferences of the viewers shift from lower to higher frame rates (i.e., 3.75 to 7.5 and 7.5 to 15 fps) at 256 and 512 kbps bit rates, Fig. 8 The Eric sequence MOS versus bit rate results based on various frame rates respectively. The reason behind these shifts is that the perceived video quality saturates at lower frame rates due to high frame quality, and it is then enhanced with higher frame rates (e.g., 256 and 512 kbps bit rates). Figure 9 presents the frame rate preferences of the viewers with regard to the Silent sequence. As seen from the figure, 3.75 fps has the highest MOSs between 96 and 256 kbps bit rates. From 256 kbps onwards, the sub-streams with 7.5 fps are preferred until a bit rate of 512 kbps is reached, and the sub-streams with 15 fps have the highest MOSs after that. The Silent and Eric sequences present similar motion activities. However, the bit rates at which the frame rate choices start varying (i.e., from 3.75 to 7.5 and from 7.5 to 15 fps) are higher for the Silent sequence compared to those of the Eric sequence. The reason is that the Silent sequence has higher complex structural feature than the Eric sequence. When a video sequence presents higher complex structural feature, the details in the frames of the sequence requires a greater number of bits as a video sequence with a low complex feature to produce similar video perception when both sequences have same the frame rates. Figure 10 shows the MOS versus bit rate graph presenting the users' preferences for the City sub-streams with different frame rates. As seen from the figure, the City sub-streams that have 15 fps are preferred by the viewers compared to those that have 3.75, 7.5, or 30 fps until a bit rate of 256 kbps is reached. As can also be observed from the figure, the City substreams that have 30 fps are preferred by the users when the bit rate is between 384 and 768 kbps. Even though, frame quality is higher for a video sequence at a low frame rate (i.e., 3.75 and 7.5 fps) compared to that at a high frame rate (i.e., 15 and 30 fps), the perceptual video quality is improved with increasing frame rates for the City sequence, which has a medium-high motion activity. The reason is that when the motion activity in a video sequence is medium-high or high, high frame rates represent the real-world active scenes more naturally.
Frame rate preferences
The Stefan sequence MOS versus bit rate results based on various frame rates can be seen in Fig. 11 . As can be realized from the figure, the subjects prefer the sub-streams with high frame rates (i.e., 15 and 30 fps) for the Stefan sequence in a similar manner to the City sequence. Nevertheless, the Stefan sub-streams with 30 fps start achieving higher MOSs at lower bit rates compared to the City sub-streams. The reason behind this is that the Stefan sequence presents higher motion activity compared to the City sequence.
The findings observed for the relationships between the frame rate preferences of the viewers and the motion and structural features of video sequences are summarized in Table 4 and the bullet points presented following the table. & The lower the frame rate, the higher the frame quality of a video sequence is for a given bit rate. & When a video sequence has high motion activity, the viewers prefer the video sequence to have a high frame rate since it presents highly active real-world scenes more naturally. & Fewer bits are required for a video sequence, which shows structural features of low complexity in order to provide a similar video perception level as a sequence at the same frame rate, but showing more complex structural features.
Spatial resolution preferences
For the Eric sequence, the MOS versus bit rate results for various spatial resolutions are shown in Fig. 12 . As seen from the figure, the CIF resolution is rated with the highest MOSs between 96 and 128 kbps. The reason is that the lower the spatial resolution the higher the frame quality is at a target bit rate. The CIF resolution is not the lowest resolution used in the subjective experiments however the Eric sub-streams with CIF resolution do not require a large amount of bits to improve the video perception due to the low motion and low complex structural feature characteristics presented in this sequence. As can also be observed from the figure, when the video sequences are encoded at bit rates higher than 128 kbps, frame quality of the Eric sub-streams that have higher spatial resolution (i.e., the SD resolution) starts increasing the perceived Fig. 10 The City sequence MOS versus bit rate results based on various frame rates Fig. 11 The Stefan sequence MOS versus bit rate results based on various frame rates video quality. Therefore, the viewers give the highest MOSs to the Eric sub-streams with SD resolution between 192 and 768 kbps.
The spatial resolution preferences of the subjects for the Silent sequence encoded at 96-768 kbps are illustrated in Fig. 13 . Similar to the Eric sequence, which contains low motion and low complex structural features, the Silent sub-streams with CIF resolution are rated with the highest MOSs by the viewers at low bit rate(s) (i.e., 96 kbps) while the SD resolution receives the highest MOSs from the viewers at medium and high bit rates (i.e., 128-768 kbps). However, the medium and high bit rate ranges, in which the Silent sub-streams having SD resolutions are preferred, are wider compared to those of the Eric sub-streams. This is due to the greater complexity of the structural feature presented in the Silent sequence compared to that in the Eric sequence. The higher the spatial resolution of a video sequence with a high complex structural feature, the better the structural details in the frames of the sequence is visually distinguishable. Thus, the Silent sub-streams with spatial resolution are preferred by the viewers at these particular bit rates. Figure 14 illustrates the spatial resolution preferences of the viewers for the City substreams that have different bit rates. As seen from the figure, the City sub-streams with QCIF, CIF, and SD resolutions are preferable at low (i.e., 96 kbps), medium (i.e., 128-256 kbps), and high (i.e., 384-768 kbps) bit rates, respectively. When the structural feature of a low or low-medium motion video sequence is highly complex (e.g., the Silent Fig. 12 The Eric sequence MOS versus bit rate results based on various spatial resolutions sequence), the viewers prefer to view the sequence at high spatial resolution regardless of the bit rate. However, the viewers prefer to view the City sequence at low spatial resolutions (i.e., QCIF) at a low bit rate (i.e., 96 kbps). When the bit rate increases, the CIF and SD resolutions are preferred by the viewers for the City sequence. The reason of these observations is that when the motion activity of a video sequence is medium-high, the video perception can only be improved using the sub-streams with low spatial resolution, in which the frame quality is high at low bit rates (e.g., 96 kbps). When the bit rate increases, the perceived video quality of the substreams that have higher spatial resolutions starts to increase. As can be seen from Fig. 15 , which shows the spatial resolution preference of the users for the Stefan sub-streams that have different spatial resolutions, the subjects are more inclined to select QCIF resolution at a low bit rate range (i.e., 96 to 128 kbps). Nevertheless, this preference changes to CIF resolution between 192 and 256 kbps. At bit rates above 256 kbps, the Stefan sub-streams that have SD spatial resolution receive the highest MOS from the viewers.
The observations about the relationships between the spatial resolution preferences of the viewers and the motion and structural features of video sequences are summarized in Table 5 and the bullet points presented after the table.
The summary of the observations for the spatial resolution preferences of the viewers:
& The higher the motion activity of a video sequence, the higher the bit rate required to achieve a similar video perception level with a video sequence that has lower motion activity but similar spatial resolution. & When a low or low-medium motion video sequence presents a high complex structural feature, the higher the spatial resolution, the better the video perception at low bit rates. & The lower the spatial resolution, the higher the frame quality is for medium-high and high motion video sequences at low bit rates. Figure 16 illustrates the average MOS and VQM results for the sub-streams of the test video sequences encoded in bit rates from 96 to 768 kbps. In order to provide consistency with the MOS results, a score of 5 in the VQM grades means the impaired video has no video quality degradations compared to the reference, while a VQM grade of 1 represents high video quality degradations in this paper. From the graphs, it is observed that both the average MOS and VQM grades gradually increase when going from low to high bit rates. As can also be seen from the graphs, the MOS curves are always below the VQM curves. The reason behind this is that the video sequences used as references to compute the VQM grades of the sub-streams had similar spatial resolutions and frame rates to the associated sub-streams. However, during the subjective experiments, original-uncompressed video sequences, which had the highest spatial resolution, frame rate, and quality, were used as reference video sequences. Thus, the viewers assessed the sub-streams with respect to the video sequences that presented the best possible perceived video quality (i.e., original-uncompressed video sequences). Due to this reason, the average MOSs have lower values than the average VQM grades. It should be noted that human observers, who are the "true assessors" of video quality perception, participated in the subjective experiments. Therefore, it is expected that the observers provided the most reliable video quality assessments [35] .
Quality preferences
5.2 Integration of the frame rate, spatial resolution, and quality preferences of the viewers for each ML and SFL class
As the second step in the analysis, a multiplicative integration scheme is required to integrate the viewers' preferences for the frame rate, spatial resolution, and quality of video sequences obtained through subjective experiments to determine the weights of the UF. Therefore, a multiple regression analysis [8] was performed using the results of the subjective experiments to determine the impacts of the frame rate, spatial resolution, and quality factors on the UF. Regression equation models represent the dependent variables as functions of the independent variables. Here, the dependent variable is the UF, and the independent variables are the frame rate, spatial resolution, and quality. Accordingly, the general multiple regression equation is expressed as: and then map the estimated values to the regression coefficients in (8) . In order to avoid confusion between the parameters of the proposed UF equation in (4) and the multiple regression equation in (8) , UF, W F , W S , and W Q in (4) are denoted as UF', Ŵ F , Ŵ s , and Ŵ Q in (8), respectively. The results obtained from the subjective experiments were separated into 84 sets that have four components each: (F 1 , S 1 , Q 1 , MOS 1 ), (F 2 , S 2 , Q 2 , MOS 2 ), …, (F 84 , S 84 , Q 84 , MOS 84 ). Here, F, S, Q, and MOS represent the frame rate, spatial resolution, quality values, and the average MOS calculated following the experiments, respectively. The subscripts of the F, S, Q, and MOS represent the sequence number in the sets. 84 sets were prepared since the combination of four frame rates (i.e., 3.75, 7.5, 15, and 30 fps), three spatial resolutions (i.e., QCIF, CIF, and SD), and seven average quality values associated with seven bit rates (i.e., 96, 128, 192, 256, 384, 512, and 768 kbps) used during the subjective tests for each video sequence type was 4×3×7084. These sets were prepared for every video sequence type separately. In order to estimate the regression coefficients in (8) , the following equation is formulated based on the multiple regression analysis [8, 13] firstly:
where j represents the number of sets each of which have four components (i.e., F, S, Q, and MOS). Thereafter, the partial derivative of f is taken with respect to W Q . Then, all of the partial derivatives are equated to zero to yield the equations below:
These equations are solved by computing all of the constants related to F, S, and Q, and then using the Gaussian function [9] as the elimination technique to determine the unknown parameters (i.e., W 0 F ,W 0 S , and W 0 Q ). Once these parameters were found, they were mapped to the regression coefficients (i.e., , , and ). The results of the multiple regression analysis were then matched to the weights in the UF (i.e., (1)) for every sequence type. These weights are illustrated in Table 6 . The UF weights in the table reflect the priorities of the subjects' preferences regarding the scalability parameters. The results of the multiple regression analysis performed on the low motion and low-medium structural feature (i.e., Class 1) video sequence show that high spatial resolutions (i.e., W S 00.40) are preferred by the subjects over high quality (i.e., W Q 0 0.37). Nevertheless, the preference for the high frame rate is less than that for the high quality (i.e., W F 00.23). Both high spatial resolution (i.e., W S 00.36) and quality (i.e., W Q 00.33) are preferred by the subjects for low-medium motion and low complex structural feature (i.e., Class 2) sequences. However, the preference for high frame rate is lower (i.e., W F 00.31) than that for high spatial resolution and quality. The dominant factor that gets high subjective preference is the frame rate (i.e., W F 00.43) for the medium-high motion, low structural feature (i.e., Class 3) video sequences. Spatial resolution (i.e., W S 00.31) and quality (i.e., W Q 00.26) follow this preference, respectively. For the high motion and low structural feature video sequences (i.e., Class 4), subjects are also inclined to make frame rate (i.e., W F 00.46) based preferences over spatial resolution (i.e., W S 00.30) and quality (i.e., W Q 00.24) preferences. These findings of the low complex structural feature video sequences are also applicable for the high complex structural feature video sequences with respect to the MLs. However, the difference between the W S and W Q are higher for the high complex structural feature video sequences than those for the low complex structural feature video sequences. In other words, spatial resolution affects users' preferences more for the high complex structural feature video sequences compared to the low structural feature ones. From all of these results, it can be concluded that the amount of contributions of the scalable stream parameters (i.e., frame rate, spatial resolution, and quality) to the subjective preferences strongly depend on the type of a video content.
Proposed video adaptation framework
The proposed video adaptation framework is illustrated in Fig. 17 . As seen from the figure, the framework is divided into three main modules namely; AQoS, adaptation, and UCD. The adaptation module, which can be placed in a network node, is the heart of this framework. The adaptation module includes Adaptation Decision Taking Engine (ADTE) and Adaptation Engine (AE) sub-modules to execute adaptation processes. As realized from the figure, the ADTE sub-module receives AQoS and UCD to make appropriate adaptation decisions in the form of adaptation parameters by solving the optimization problem, which was described in Section 6. AQoS supplies content-related metadata and UCD represents constraints specifications. In this way, the ADTE sub-module decides on the scalability parameters that can be sacrificed to fulfill the constraints, which are provided by UCD, using the contentrelated metadata provided by AQoS.
As seen from the AQoS module in the figure, the content related metadata described in AQoS includes scalable sub-streams' parameters (i.e., spatial resolution, frame rate, and quality), the VQM results of the scalable sub-streams, and the modeled UF. The ML and SFL classification blocks in the framework implement the ML and SFL classification algorithms. Additionally, the UF generator block of the framework includes the modeled UF and weighing factors table. There is no AQoS module proposed as in Fig. 17 in literature to the best of our knowledge. If the AQoS descriptor of a video sequence is required to be prepared using the AQoS module, the video sequence is first categorized into a class using the ML and SFL classification blocks of the framework. Then, the weighing factors table is used to determine the weights associated with its class, and these weights are assigned to the developed UF in the UF generator block. Simultaneously, the video sequence is encoded to produce sub-streams with different scalability parameters. After encoding, the bit stream extractor tool of JSVM [16] is used to get necessary details for the adaptation parameter values of scalable sub-streams. The quality parameter values of these sub-streams are measured with VQM [34] . In order to measure VQM grades of the sub-streams that have different spatial resolutions and frame rates, the originaluncompressed versions of the video sequences were spatially and/or temporally downsampled. The UF including the assigned weights, the scalability/adaptation parameter values of the sub-streams, and the VQM grades of the quality parameters of the substreams are input to the AQoS generator to produce the AQoS descriptor. The UCD module supplies the bandwidth of the network and the width and height of the user display constraints in this work. After the ADTE determines the most appropriate Fig. 17 The architecture for the proposed adaptation decision taking framework adaptation parameter values, they are passed to the AE to generate the adapted scalable bit stream, as decided.
7 Adaptation decision Taking process and results to evaluate the performance of the proposed framework
The ADTE shown in Fig. 17 determines the most appropriate adaptation parameters by solving the optimization problem given below: where the optimization constraint represents maximization of the UF (see (4)), bit rate is the bit rate of the supported video streams, target bit rate is the network bandwidth, width and height are the horizontal and vertical dimensions of the supported sub-scalable video stream resolutions. Display width and height are the horizontal and vertical dimensions of the terminal display resolution that will be used to consume the adapted bit stream, respectively. Figure 18 illustrates the flowchart of the decision process. In order to assess the performance of the proposed adaptation decision taking framework, a set of experiments was carried out. The test sequences used in the experiments were encoded with three spatial (i.e., QCIF, CIF, and SD), four temporal (i.e., 3.75, 7.5, 15, and 30 fps), and two Medium Grain Scalability (MGS) [29] layers added to every spatial enhancement layer. JSVM 9.13.1 [16] was used as the reference software for the encoding process. A set of test sequences, namely: News, Big Ships, Coastguard, Football, Silent, Bus, Tempete, and Tennis, was used to evaluate the performance of the proposed adaptation decision taking concept. These sequences contain the frames of the associated entire test sequences ranging from 0-150, 70-220, 100-250, 0-150, 0-150, 15-165, 0-150, and 0-150, respectively. The classes of the test sequences are determined by the assistance of the proposed classification algorithms as 1, 2, 3, 4, 5, 6, 7, and 8, respectively. The adopted UCD for the experiments consists of the following limitation constraints: the network bandwidths0{200, 500, 700, and 1000} kbps selected for mobile devices, display width0704 pixels, and display height0576 pixels. It has to be noted that before any of the constraints restrict the adaptation decisions, the scalable sub-stream parameters described in the AQoS are identified as the candidate adaptation decision results. During the adaptation decision taking process, first of all, the limitation constraints (i.e., the network bandwidth and display resolution) were considered. Accordingly, the sub-streams that have higher bit rates than the target bit rate were eliminated from the candidate adaptation decisions. Then, the sub-streams that have higher spatial resolutions than the display resolution were removed from the candidates. Following, the optimization constraint was applied to the remaining candidate adaptation decisions. The candidate adaptation decisions that yield the maximum UF output were designated as the optimal adaptation decisions. Table 7 presents the experimental results of the proposed ADTE. The resultant bit rates, spatial resolutions, frame rates, and VQM grades after taking the adaptation decisions are shown in this table. In order to compare the performance of the proposed adaptation decision taking results, the adaptation decision taking algorithms of [21, 26] were also implemented as the references for the benchmarking. The test sequences were subjected to the same encoding specifications for the reference techniques. Moreover, the same sequences were also used for fair comparison purposes. The reason behind using the approach discussed in [21] as a reference technique is that it relies on a basic adaptation decision taking method. A simple UF, which only considers bit rate of video contents and is irrespective of video content characteristics, is utilized in [21] . The reason behind using the method discussed in [26] is that the adaptation decision taking algorithm in this reference work also relies on a designed UF that considers frame rate, spatial resolution, and QP of a scalable video sequence. The importance of the spatial resolution, frame rate, and QP on the total utility value is calculated using weights. The weights of the UF for each user are determined using a recommendation system to maintain feedback
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Find the maximum resultant UF Fig. 18 The flowchart of the adaptation decision taking strategy Table 8 .
It should be noted that the characteristics of video contents are not considered in adaptation decision taking operations of the reference methods, which are believed to affect the decisions taken as demonstrated in the proposed study. Table 7 also illustrates the results of the reference experiments. The adaptation decision taking results obtained using the proposed UF, the reference study in [21, 26] are illustrated with p.1, r.1, and r.2, respectively, in the table. Using the adaptation decision taking results of the proposed and reference techniques, adaptation experiments were performed, and subjective tests were conducted to evaluate the adapted sequences with human observers. The DSIS method [20] was employed for the subjective tests. 18 viewers participated in the experiments. After the outliers were detected, using the outlier screening method in [19] , and removed, 16 observers were used to calculate the MOS results in the experiments. The MOSs of the subjective tests are shown on the right-hand side of Table 7 together with 95 % confidence intervals.
As can be observed from the results, when the network bandwidth is 200 kbps, the adaptation parameter values determined by the proposed ADTE for the News sequence are specified as bit rate: 179 kbps, spatial resolution: CIF, frame rate: 7.5 fps, SNR: 1, and VQM grade: 4.21. A MOS of 4.12 is achieved using the proposed adaptation decision taking technique. However, the adaptation parameters values determined by the reference techniques are: bit rate: 199 kbps, spatial resolution: CIF, frame rate: 3.75 fps, and SNR: 2. A MOS of 3.93 is attained by utilizing the reference techniques in adaptation decision taking process. Even though the bit rate of the News sequence adapted using the adaptation parameter values determined by the proposed ADTE is lower than that by the reference techniques, the MOS score (i.e., 4.12) achieved by the proposed ADTE is higher than that by the reference ADTEs (i.e., 3.93). The reason is that the video quality perception saturates at lower frame rates due to high frame quality, so it is enhanced with higher frame rate.
As can also be seen from the results, when the network bandwidth is 500 kbps, a bit rate, spatial resolution, frame rate, SNR, and VQM grade of 499 kbps, SD, 7.5 kbps, 0, 4.11, respectively, can be achieved by utilizing the proposed method and reference study in [21] in adaptation decision taking process. A MOS of 4.25 is attained using both techniques. Nevertheless, a bit rate, spatial resolution, frame rate, and SNR of 430 kbps, SD, 3.75 kbps, 1, respectively, can be achieved using the reference study in [26] in adaptation decision taking process, which results in a MOS value of 4.19. It has to be noted that, the VQM results of the sequences are only presented for the proposed technique in Table 7 since VQM is only used in the proposed technique to compute quality parameters of the sequences.
Similar results can be observed from all of the remaining MOS results throughout the table. Thus, it can be concluded that the proposed technique either outperforms the reference techniques or present similar results for the adapted sequences. Even though the proposed technique sometimes presents similar results to the reference techniques, the outperforming results emphasize the efficiency of the proposed technique.
In order to present the performance of the proposed technique, the adaptation results are also evaluated using SSIM as illustrated in Table 7 . Using these SSIM results, the readers who are familiar with objective quality evaluation techniques can get clearer idea about the performance of the results. It should be noted that subjective quality evaluation technique presents results
In order to adapt a new video sequence, the information related to this sequence is offline prepared by the AQoS descriptor, which is in the AQoS module of Fig. 17 . Using this offline information, the proposed framework becomes quite time efficient and quick to adapt the video sequence.
It is tested that classifying video sequences more than into eight classes does not provide different adaptation decision taking results than having eight classes. Thus, it can be envisaged that the ML and SFL classification algorithms are sufficient enough to efficiently decide on the best spatial resolution, frame rate, and quality parameters for adapting video streams.
Conclusions and future work
In this paper, an advanced video adaptation decision taking technique relying on a utility-based approach has been proposed to select the most adequate frame rate, spatial resolution, and quality parameters to enable seamless video access for mobile devices. In order to assist this technique, a UF model that considers the correlations of frame rate, spatial resolution, and quality parameters has also been proposed to decide on the best set of scalability parameters. A video adaptation framework has been developed to perform the proposed video adaptation decision taking technique and adaptation operations. The MPEG-21 supported tools (i.e., AQoS and UCD) have been used to assist the adaptation decision taking process of the framework, so as to better align the operation of the proposed architecture to the international standards. Motion and structural feature level driven classification methods have been developed to categorize the video contents into distinctive types. Using video contents belonging to different categories, subjective experiments have been carried out. A table of weighing factors has been designed based on the knowledge gained through the subjective tests. Accordingly, the weights of the UF have been determined depending on the video content type. It is envisaged that the work presented in this paper will lead to widespread seamless and adaptive video access for mobile devices, which in turn will enable improved video perception of users.
