Free Resolutions of Some Schubert Singularities in the Lagrangian
  Grassmannian by Lakshmibai, Venkatramani & Hodges, Reuven
ar
X
iv
:1
50
5.
07
87
6v
2 
 [m
ath
.A
G]
  2
5 O
ct 
20
17
FREE RESOLUTIONS OF SOME SCHUBERT SINGULARITIES IN THE
LAGRANGIAN GRASSMANNIAN
REUVEN HODGES AND V. LAKSHMIBAI
Dedicated to the memory of Professor Robert Steinberg
Abstract. In this paper we construct free resolutions of certain class of closed subvarieties of affine
space of symmetric matrices (of a given size). Our class covers the symmetric determinantal vari-
eties (i.e., determinantal varieties in the space of symmetric matrices), whose resolutions were first
constructed by Józefiak-Pragacz-Weyman[JPW81]. Our approach follows the techniques developed
in [KLPS15], and uses the geometry of Schubert varieties.
1. Introduction
This paper is a sequel to [KLPS15]. In [Las78], Lascoux constructed a minimal free resolution
of the coordinate ring of the determinantal varieties (consisting of m × n matrices (over C) of
rank at most k, considered as a closed subvariety of the mn-dimensional affine space of all m× n
matrices), as a module over the mn-dimensional polynomial ring (the coordinate ring of the the
mn-dimensional affine space).
In [KLPS15], the authors construct free resolutions for a larger class of singularities which can
be realized as the intersection of a singular Schubert variety and the opposite big cell inside a
Grassmannian.
In [JPW81], Józefiak-Pragacz-Weyman constructed a minimal free resolution of the coordinate
ring of the determinantal varieties (in the space of symmetric matrices) as a module over the
coordinate ring of the space of symmetric matrices. In this paper we construct free resolutions for
a certain class of closed subvarieties of the affine space of symmetric matrices, which includes the
symmetric determinantal varieties. The technique adopted in [KLPS15] is algebraic group-theoretic,
and we follow this approach.
We now describe the results of this paper. Let n be a positive integer. Let V = C2n and let
(·, ·) be a non-degenerate skew-symmetric bilinear form on V . Let H = SL(V ) and G = Sp(V ) =
{Z ∈ SL(V ) | Z leaves the form (·, ·) invariant}. We take the matrix of the form, with respect to
the standard basis of V , to be
F =
[
0 J
−J 0
]
where J is the anti-diagonal (1, ..., 1), in this case of size n. To simplify our notation we will normally
omit specifying the size of J as it will be obvious from the context. We may realize Sp(V ) as the
fixed point set of the involution σ : H → H given by σ(Z) = F (ZT )−1F−1 (cf. [Ste68]).
Denoting by TH and BH the maximal torus in H consisting of diagonal matrices and the Borel
subgroup in H consisting of upper triangular matrices, respectively, we have that TH and BH are
stable under σ and we set TG = T
σ
H , BG = B
σ
H . It is easily checked that TG is a maximal torus in
G and BG is a Borel subgroup in G.
The second author was supported by NSA grant H98230-11-1-0197, NSF grant 0652386.
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Thus we obtain WG →֒ WH where WG,WH denote the Weyl groups of G,H respectively (with
respect to TG, TH respectively). Further, σ induces an involution on WH such that WG = W
σ
H .
Thus we obtain
WG = {(a1 · · · a2n) ∈ S2n | ai = 2n+ 1− a2n+1−i, 1 ≤ i ≤ 2n},
where S2n is the symmetric group on 2n letters. Thus w = (a1 · · · a2n) ∈ WG is known once
(a1 · · · an) is known. We shall denote an element (a1 · · · a2n) in WG by just (a1 · · · an). Further, for
w ∈ WG, denoting by XG(w) (respectively XH(w)), the the associated Schubert variety in G/BG
(H/BH), we have that under the canonical inclusion G/BG →֒ H/BH , XG(w) = XH(w) ∩G/BG,
scheme-theoretically.
Let P = Pn̂, the maximal parabolic subgroup of G corresponding to omitting the simple root
αn, the set of simple roots of G being indexed as in [Bou68]. Let 1 ≤ k < r ≤ n be positive
integers, and let w = Wk,r (cf. (3.2)). Our main result (cf. Theorem 3.22) is a description of
the minimal free resolution of the coordinate ring of YP (w) := XP (w) ∩ O
−
G/P , the opposite cell
of XP (w), as a module over the coordinate ring of O
−
G/P . For this, as in [KLPS15], we use the
Kempf-Lascoux-Weyman “geometric technique” for constructing minimal free resolutions.
Given a closed subvariety Y of an affine space A, the geometric technique constructs a minimal
free resolution of the coordinate ring C[Y ] of Y as a module over the coordinate ring R of A (R is
a polynomial ring). This is achieved by first finding a projective variety V such that the following
commutative diagram can be constructed
(1.1)
Z A× V V
Y A
q′ q
where q is projection to the first coordinate, and its restriction q′ is a proper, birational map from
a subbundle Z of the trivial bundle A× V . Finding a projective variety V such that this diagram
may be constructed is in general not trivial, but in our case it is made possible by exploiting
the geometry of the Schubert varieties and their opposite cells. Denote the dual of the quotient
bundle on V associated to the subbundle Z by ξ. Let Rq′∗OZ be the right derived image of the
structure sheaf OZ of Z. If the map q
′ has the property that the induced map OY → Rq
′
∗OZ is a
quasi-isomorphism then the complex F• defined below is a minimal free resolution of C[Y ].
Fi =
⊕
j≥0
Hj(V,
i+j∧
ξ)⊗C R(−i− j)
In this expression R(−i − j) refers to shifting the natural grading of the coordinate ring R. Note
that if Y has rational singularities and the map q′ is a desingularization, then the induced map
OY → Rq
′
∗OZ is guaranteed to be a quasi-isomorphism. Then the minimal free resolution of C[Y ]
can be computed so long as the vector bundle cohomology groups in the above expression can be
computed.
We employ the geometric technique for the opposite cells YP (w), w = Wk,r for 1 ≤ k < r ≤ n.
To begin, we must first construct the commutative diagram (1.1) in the case where Y = YP (w)
and A = O−G/P . Let P˜ be the two-step parabolic subgroup Pr̂−k,n̂ of G, and let w˜ be the minimal
representative of wP˜ inW P˜ (that is, the set of minimal coset representatives inW , under the Bruhat
order, of W/WP˜ , where WP˜ is the Weyl group of P˜ ). Let w
′ := (k+1, .., r, n, .., r +1, k, .., 1) ∈ Sn,
the Weyl group of GLn. Let ZP˜ (w˜) := YP (w)×XP (w) XP˜ (w)(= (O
−
G/P ×P/P˜ )∩XP˜ (w) ). Then it
turns out that ZP˜ (w˜) is smooth (cf. 3.20), and is a desingularization of YP (w). Let p be the map
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given by the composition ZP˜ (w˜) →֒ O
−
G/P × P/P˜ → P/P˜ where the first map is inclusion and the
second map is the projection to the second coordinate. We show, in Theorem 3.22, that p identifies
ZP˜ (w˜) as a sub-bundle of the trivial bundle O
−
G/P ×XP ′
r̂−k
(w′) over XP ′
r̂−k
(w′), which arises as the
restriction (to XP ′
r̂−k
(w′)) of a certain homogeneous vector-bundle on GLn/P
′
r̂−k
. We may then
realize the commutative diagram required by the geometric technique as
(1.2)
ZP˜ (w˜) O
−
G/P ×XP ′
r̂−k
(w′) XP ′
r̂−k
(w′)
YP (w) O
−
G/P
q′ q
Further, as mentioned above, the restriction q′ of the projection map q : O−G/P ×XP ′
r̂−k
(w′)→ O−G/P
to the subbundle ZP˜ (w˜) is a desingularization of YP (w). This, in addition to the fact that Schubert
varieties have rational singularities, implies that in this case F• is a minimal resolution of the
coordinate ring of YP (w). Thus to complete our result we must now compute the cohomology
groups of the vector bundles
∧t ξ on XP ′
r̂−k
(w′) for arbitrary t. As is easily seen, XP ′
r̂−k
(w′) is
a Grassmannian, namely, GLr/P
′′
r̂−k
; further, the bundles ∧tξ (on GLr/P
′′
r̂−k
) are homogeneous,
but are not of Bott-type, namely, they are not completely reducible (so one can not apply Bott-
algorithm for computing the cohomology). This can be resolved in two ways. In [OR06] the authors
determine the cohomology of general homogeneous bundles on Hermitian symmetric spaces, and
thus their results can be used to determine H•(V,∧tξ). Alternatively, using a technique from
[Wey03], we may compute the resolution of a related space (whose associated homogeneous vector
bundle is of Bott-type) from which we retrieve the resolution of the coordinate ring of YP (w) as a
subcomplex.
We hope to extend the results of this paper to Schubert varieties in the orthogonal Grassmannian.
Details will appear in a subsequent paper.
The sections of this paper are laid out as follows. In Section 2 the required background, notation,
and results on Schubert varieties in the full and partial flag varieties, and the symplectic flag
variety are recalled. Then homogeneous vector bundles on flag varieties are discussed, as well as
the Bott-algorithm for computing their cohomology. In Section 3 we prove the results necessary
for constructing the commutative diagram in (1.2), and show that q′ : ZP˜ (w˜) → YP (w) is a
desingularization. In Section 4 we briefly recall some additional details on the geometric technique.
Finally, Section 5 explains two methods for computing the cohomology groups of the homogeneous
bundles found in the complex F• in our particular case.
2. Preliminaries
In this section we recall notation and results for Schubert varieties in the flag variety and symplec-
tic flag variety. We also review homogeneous vector bundles and the Bott-algorithm for computing
their cohomology.
2.1. Background for Type A. For proofs and a more in depth introduction see [LR08].
Let GLN be the group of invertible N×N matrices with entries in C. Let BN be the subgroup of
upper triangular matrices in GLN , with B
−
N the subgroup of lower triangular matrices. We denote
by diag(t1, ... , tN ) the diagonal matrix in GLN with entries ti ∈ C× along the main diagonal. The
subgroup of GLN consisting of all diagonal matrices will be denoted TN . The parabolic subgroups
of GLN containing BN may be constructed as follows. For 1 ≤ d < N we define the maximal
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parabolic subgroup P
d̂
of GLN to consist of all invertible N ×N matrices with a block of zeroes of
size N − d × d in the bottom left. Then there is a one-to-one correspondence between subsets of
{1, ... , N} and parabolic subgroups of GLN containing BN ; for A ⊆ {1, ... , N} the corresponding
parabolic is P
Â
:=
⋂
i∈A Pd̂.
The character group of T is X∗(T ) := Hom(T,C×). If ǫi is the character that maps the diagonal
matrix diag(t1, ... , tN ) to ti in C, then the set {ǫi|1 ≤ i ≤ N} generates X∗(T ). The root system
of GLN is the set R = {ǫi − ǫj |1 ≤ i, j ≤ N}, where ǫi − ǫj is the element in X
∗(T ) that maps
diag(t1, ... , tN ) to tit
−1
j in C. The positive roots of GLN are R
+ = {ǫi−ǫj|1 ≤ i < j ≤ N}, with the
negative roots R− = {ǫi− ǫj|1 ≤ j < i ≤ N}. The simple roots of GLN are S = {αi := ǫi− ǫi+1|1 ≤
i < N}.
The Weyl group of GLN is generated by the simple reflections si for 1 ≤ i < N . We have
that W is isomorphic as a group to the symmetric group SN under the map which sends si to
the transposition (i, i + 1). The one-line notation for elements of W is a sequence (i1, ... , iN ); this
corresponds to the permutation that sends n to in. The length of an element w ∈W is the minimal
non-negative integer m such that w = sj1 · · · sjm in W . We define WPA to be the subgroup of W
generated by the simple reflections si, i ∈ A. Then W
PA is the set consisting of minimal coset
representatives under the Bruhat order of W/WPA . The set W
PA can be shown to be in bijection
with the set {(a1, ... , ad)|1 ≤ a1 < a2 < · · · < ad ≤ N}.
We refer to GLN/BN as the full flag variety and for all parabolic subgroups PÂ, GLN/PÂ is
called the partial flag variety. The Grassmannian Gd,N of d-dimensional subspaces of CN can be
identified with GLN/Pd̂.
Fix a parabolic subgroup P . Let RP , R
+
P , and R
−
P be the subset of roots, positive roots, and
negative roots corresponding to P , respectively. For w ∈W , we define ew to be the coset wP . The
Schubert variety XP (w) is the B-orbit closure of ew in GLN/P , with the canonical reduced scheme
structure. For concreteness, whenever we write XP (w) we will always mean that w corresponds to
the representative of its coset in WP . The B−N -orbit of eid is a dense open subset of GLN/P called
the opposite big cell in GLN/P and denoted O
−
GLN/P
. For a Schubert variety XP (w) in GLN/P
we define the opposite cell in XP (w) to be YP˜ (w) := XP (w) ∩O
−
GLN/P
. The opposite cell YP˜ (w) is
an open affine subvariety of XP (w) containing eid.
2.2. Background for Type C. Below we review the properties of symplectic Schubert varieties
relevant to this paper. For a more in-depth introduction the reader may refer to [LR08, Chapter
6].
Let n be a positive integer. Let V = C2n and let (·, ·) be a non-degenerate skew-symmetric bilinear
form on V . Let H = SL(V ) and G = Sp(V ) = {Z ∈ SL(V ) | Z leaves the form (·, ·) invariant}.
We take the matrix of the form, w.r.t the standard basis of V , to be
F =
[
0 J
−J 0
]
where J is the anti-diagonal (1, ..., 1), in this case of size n. To simplify our notation we will normally
omit specifying the size of J as it will be obvious from the context. We may realize Sp(V ) as the
fixed point set of the involution σ : H → H given by σ(Z) = F (ZT )−1F−1 (cf. [Ste68]). That is
G = {Z ∈ SL(V ) | ZTFZ = F}
= {Z ∈ SL(V ) | F−1(ZT )−1F = Z}
= {Z ∈ SL(V ) | F (ZT )−1F−1 = Z}
= Hσ
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Denote by TH and BH the maximal torus in H consisting of diagonal matrices and the Borel
subgroup in H consisting upper triangular matrices, respectively. It is easily seen that TH and BH
are stable under σ and we set TG = T
σ
H , BG = B
σ
H . It is easily checked that TG is a maximal torus
in G and BG is a Borel subgroup in G.
Thus we obtain
WG →֒ WH
where WG,WH denote the Weyl groups of G,H respectively (with respect to TG, TH respectively).
Further, σ induces an involution on WH :
w = (a1, · · · , a2n) ∈WH , σ(w) = (c1, · · · , c2n), ci = 2n+ 1− a2n+1−i
and
WG =W
σ
H
Thus we obtain
WG = {(a1 · · · a2n) ∈ S2n | ai = 2n+ 1− a2n+1−i, 1 ≤ i ≤ 2n},
where S2n is the symmetric group on 2n letters. Thus w = (a1 · · · a2n) ∈ WG is known once
(a1 · · · an) is known. We shall denote an element (a1 · · · a2n) inWG by just (a1 · · · an). For example,
(4231) ∈ S4 represents (42) ∈WG for G = Sp(4).
The involution σ induces an involution on X∗(TH), the character group of TH :
χ ∈ X∗(TH), σ(χ)(D) = χ(σ(D)), D ∈ TH .
Let ǫi, 1 ≤ i ≤ 2n be the character in X
∗(TH) that maps diag(t1, ... , t2n) ∈ TH to ti in C. We have
σ(ǫi) = −ǫ2n+1−i
Now it is easily seen that the under the canonical surjective map
ϕ : X∗(TH)→ X
∗(TG)
we have
ϕ(ǫi) = −ϕ(ǫ2n+1−i), 1 ≤ i ≤ 2n.
Let RH := {ǫi − ǫj, 1 ≤ i, j ≤ 2n}, the root system of H relative to TH , and R
+
H := {ǫi − ǫj , 1 ≤
i < j ≤ 2n}, the set of positive roots relative to BH . We have the following:
(a) σ leaves RH (respectively R
+
H) stable.
(b) For α, β ∈ RH , ϕ(α) = ϕ(β)⇔ α = σ(β).
(c) ϕ is equivariant for the canonical action of WG on X
∗(TH),X
∗(TG).
(d) RσH = {±(ǫi − ǫ2n+1−i), 1 ≤ i ≤ n}.
Let RG be the set of roots of G with respect to TG and R
+
G the set of positive roots with respect
to BG. Using the above facts and the explicit nature of the adjoint representation of G on LieG,
we deduce that
RG = ϕ(RH), R
+
G = ϕ(R
+
H).
In particular, RG (respectively R
+
G) gets identified with the orbit space of RH (R
+
H) modulo the
action of σ. Thus we obtain the following identification:
RG = {±(ǫi ± ǫj), 1 ≤ i < j ≤ n} ∪ {±2ǫi, i = 1, ..., n}
R+G = {(ǫi ± ǫj), 1 ≤ i < j ≤ n} ∪ {2ǫi, i = 1, ..., n}.
The set SG of simple roots in R
+
G is given by
SG := {αi = ǫi − ǫi+1, 1 ≤ i ≤ n− 1} ∪ {αn = 2ǫn}.
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Let us denote the simple reflections in WG by {si, 1 ≤ i ≤ n}, namely, si is the reflection with
respect to ǫi − ǫi+1, 1 ≤ i ≤ n− 1, and sn is reflection with respect to 2ǫn. Then we have
(2.2.1) si =
{
rir2n−i, if 1 ≤ i ≤ n− 1
rn, if i = n
where ri denotes the transposition (i, i+ 1) in S2n, 1 ≤ i ≤ 2n− 1.
For w ∈ WG, let us denote l(w,WH) (resp. l(w,WG)), the length of w as an element of WH
(resp. WG). For w = (a1, · · · , a2n) ∈WH , denote
(2.2.2) m(w) := #{i ≤ n | ai > n}.
Then for w = (a1, · · · , a2n) ∈WG, we have l(w,WG) =
1
2(l(w,WH ) +m(w)).
Proposition 2.2.3. [LR08, Proposition 6.2.5.1]Let w ∈ WG. Let XG(w) (respectively XH(w)) be
the associated Schubert variety in G/BG (H/BH). Under the canonical inclusion G/BG →֒ H/BH ,
we have XG(w) = XH(w) ∩G/BG. Further, the intersection is scheme-theoretic.
Notation 2.2.4. For the remainder of the paper we fix the following notation. Let 1 ≤ k < r ≤ n
be positive integers. Let Q = Qnˆ to be the parabolic subgroup of H corresponding to omitting the
root αn and P = Pnˆ to be the parabolic subgroup of G corresponding to omitting the root αn. Let
P˜ be the two-step parabolic subgroup P
r̂−k,n̂
:= P
r̂−k
∩Pn̂ of G. Let Q˜ be the three step parabolic
subgroup Q
r̂−k,n̂, ̂2n−(r−k)
:= Q
r̂−k
∩Qn̂∩Q ̂2n−(r−k) in H. Note that P = Q
σ and P˜ = Q˜σ. Finally,
we will identify P/P˜ with GLn/P
′
r̂−k
where P ′
r̂−k
is the parabolic subgroup of GLn omitting the
root αr−k.
Definition 2.2.5. A square m × m matrix X is persymmetric if JX = XTJ. Or equivalently if
JX is symmetric.
Remark 2.2.6. We denote by Matn the space of n × n matrices. Let K be the subgroup of H
consisting of matrices of the form [
Idn 0
Y Idn
]
, Y ∈ Matn
The canonical morphism H → H/Q induces a morphism ψH : K → H/Q. We have that ψH is an
open immersion, and ψH(K) gets identified with the opposite big cell O
−
H/Q in H/Q.
O−H/Q is σ-stable and we can identify the opposite big cell O
−
G/P as
O−G/P = (O
−
H/Q)
σ =
{
z ∈ K | JY TJ = Y
}
[LR08, Corollary 6.2.4.3].
So O−G/P is the subspace of K with Y persymmetric. Thus we can identify O
−
G/P with the space of
symmetric n× n matrices, Symn, under the map O
−
G/P → Symn given by[
Idn 0
Y Idn
]
7→ JY .
2.3. Opposite Cells in Schubert Varieties in the Symplectic Flag Variety. A matrix
z ∈ SL(V ) with n× n block form [
An×n Cn×n
Dn×n En×n
]
is an element of G if and only if zTFz = F , i.e. if and only if the following conditions hold on the
n× n blocks.
(2.3.1) ATJD = DTJA
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(2.3.2) CTJE = ETJC
(2.3.3) J = (AT JE −DTJC) = (ETJA− CTJD)
The following proposition will prove useful throughout the rest of the paper.
Proposition 2.3.4. Let U−P be the negative unipotent radical of the parabolic subgroup P = Pn̂.
(a) The is a natural identification of O−G/P with U
−
P P/P
(b) Let
z =
[
An×n Cn×n
Dn×n En×n
]
be an element in G. Then zP ∈ O−G/P if and only if the n× n matrix A is invertible.
(c) Let π : G/P˜ → G/P be the natural induced quotient map. Then π−1(O−G/P )
∼= O−G/P × P/P˜ .
The elements of O−G/P × P/P˜ are all of the form[
An×n 0
Dn×n J(A
T )−1J
]
(mod P˜ ) ∈ G/P˜ .
with two matrices [
An×n 0n×n
Dn×n J(A
T )−1J
]
and
[
A′n×n 0n×n
D′n×n J(A
′T )−1J
]
being equivalent (mod P˜ ) if and only if there exists a matrix q ∈ P ′
r̂−k
(as defined in Notation 2.2.4)
such that A′ = Aq and D′ = Dq.
(d) The projection map O−G/P × P/P˜ → P/P˜ takes the form[
An×n 0
Dn×n J(A
T )−1J
]
mod P˜ 7−→ A(modP ′
r̂−k
) ∈ GLn/P
′
r̂−k
∼= P/P˜ .
Proof. (a):Let Uα be the root subgroup corresponding to the root α ∈ R. Then the subgroup U
−
P
is generated by U−α for α ∈ R
+\R+P . Under the canonical projection G→ G/P the subgroup U
−
P
is mapped isomorphically onto its image O−G/P (cf. [BL00, Section 4.4.4]). Thus we obtain the
identification of O−G/P with U
−
P P/P .
(b): Suppose that zP ∈ O−G/P . By (a) this means that ∃ n× n matrices A
′, C ′,D′, E′ such that
z1 =
[
Idn 0
D′ Idn
]
∈ U−P and z2 =
[
A′ C ′
0 E′
]
∈ P with z =
[
A C
D E
]
= z1z2.
Hence A = A′, and A′ invertible implies A invertible.
Conversely, suppose A is invertible. Let
z =
[
A C
D E
]
∈ G.
Then A,C,D, E satisfy properties (2.3.1)-(2.3.2). Since A is invertible we may write
z = z1z2 where z1 =
[
Idn 0
DA−1 Idn
]
, z2 =
[
A C
0 E −DA−1C
]
We shall now show that z1, z2 ∈ G. First, we note that (2.3.1) implies that
(2.3.5) J(DA−1) = (DA−1)T J.
Then (2.3.5) shows that z1 ∈ U
−
P , and hence z1 ∈ G.
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Now z1 ∈ G implies z
−1
1 ∈ G, and z ∈ G by assumption. Hence z2 = zz
−1
1 ∈ G. Further, since
A is invertible z2 ∈ P . Hence the coset zP = z1P , which in view of the fact that z1 ∈ U
−
P , implies
by part (a) that zP ∈ O−G/P .
(c): Let z ∈ U−P P ⊂ G. Then we can write z = z1z2 uniquely with z1 ∈ U
−
P , z2 ∈ P . Suppose that[
Idn 0
Dn×n Idn
] [
An×n Cn×n
0n×n En×n
]
=
[
Idn 0
D′n×n Idn
] [
A′n×n C
′
n×n
0n×n E
′
n×n
]
then A = A′, C = C ′, DA = D′A′ and DC + E = D′C ′ + E′, which yields that D′ = D (since
A = A′ is invertible), and then E = E′. Hence U−P ×C P = U
−
P P . Thus for any parabolic subgroup
P ′ ⊆ P , U−P ×C P/P
′ = U−P P/P
′. The asserted isomorphism follows by part (a) from taking
P ′ = P˜ .
To see the second assertion consider
z =
[
An×n Cn×n
Dn×n En×n
]
∈ G
with zP ∈ O−G/P . Note that the n × n block matrices satisfy properties (2.3.1)-(2.3.3) and by (b)
A is invertible.
We have by the first part of (c) that the coset zP is an element of O−G/P ×P/P˜ , since zP ∈ O
−
G/P .
Claim We have a decomposition of z in G,[
A C
D E
]
= y1y2 where y1 =
[
A 0
D J(AT )−1J
]
∈ G, y2 =
[
Idn A
−1C
0 Idn
]
∈ P˜ .
We first check that z = y1y2. We need the following identity
(2.3.6) JATJ(E −DA−1C) = Idn
which follows from
JATJ(E −DA−1C) = J(ATJE −ATJDA−1C)
= J(ATJE −DTJAA−1C) (2.3.1)
= JJ (2.3.3)
= Idn
So that
DA−1C + J(AT )−1J = DA−1C + J(AT )−1JJATJ(E −DA−1C) (2.3.6)
= DA−1C + E −DA−1C
= E
With this it is easily verified that z = y1y2.
It is clear that y1 ∈ G. To show y2 ∈ G we need to check that J(A
−1C)TJ = A−1C.
(A−1C)TJ = (A−1C)TJJATJ(E −DA−1C) (2.3.6)
= CTJ(E −DA−1C)
= ET JC − CTJDA−1C (2.3.2)
= (E −DA−1C)TJC (2.3.5)
= (E −DA−1C)TJAJJA−1C
= (JAT J(E −DA−1C))TJ(A−1C)
= J(A−1C) (2.3.6)
Thus y2 ∈ G. It is clear additionally that y2 ∈ P˜ (in fact y2 ∈ BG).
Hence our claim follows and we have
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A C
D E
]
=
[
A 0
D J(AT )−1J
]
(mod P˜ ).
In conclusion, [
An×n 0n×n
Dn×n J(A
T )−1J
]
=
[
A′n×n 0n×n
D′n×n J(A
′T )−1J
]
(mod P˜ )
if and only if there exist matrices q ∈ P ′
r̂−k
and L ∈ Matn such that[
A′ 0n×n
D′ J(AT )−1J
]
=
[
A 0n×n
D J(A′T )−1J
] [
q L
0n×n J(q
T )−1J
]
,
which, since both A and A′ are invertible, holds if and only if L = 0, A′ = Aq and D′ = Dq.
(d): Define a map from P → GLn by [
A C
0 E
]
→ A.
This map is clearly surjective. The fact that P˜ = P
r̂−k,n̂
precisely implies that this map induces
our desired isomorphism P/P˜ ∼= GLn/P
′
r̂−k
. Further, the element[
A C
D E
]
(mod P˜ ) ∈ O−G/P × P/P˜
has a unique decomposition as[
Idn 0
DA−1 Idn
]([
A C
0 E −DA−1C
]
(mod P˜ )
)
which implies that this element is mapped to A(modP ′
r̂−k
).

2.4. Homogeneous Bundles and Representations. Any parabolic subgroup Q of GLn has
a Levi decomposition that expresses the parabolic subgroup as a semidirect product of its Levi
part LQ and its unipotent radical UQ. Let E be a finite dimensional vector space that is a right
Q-module. Any such E induces a vector bundle over GLN/Q as follows:
E˜ := GLn×
QE := GLn × E/ ∼
where ∼ is the equivalence relation (g, e) ∼ (gq, eq) for all q ∈ Q. Then πE : E˜ → GLn/Q is the
map πE((g, e)) = gQ (it is an easy check to verify that this is well-defined). There is an induced left
action of GLn on E˜ given by h · (g, e) = (hg, e) for h, g ∈ GLn and e ∈ E. The vector bundle E˜ is
homogeneous, that is, the map πE is GLn-equivariant; trivially πE(h · (g, e)) = h ·πE((g, e)) = hgQ.
In fact, any homogeneous vector bundle on GLn/Q arises in this way.
In light of this definition, we will call E˜ irreducible if the associated Q-module E is irreducible.
In the same way we will say E˜ is indecomposable or completely reducible if E is indecomposable
or completely reducible, respectively. We will need to use the fact that E is completely reducible
if and only if the unipotent radical UQ acts trivially (cf. [Sno14, Section 5] or [Ott95, Section 10]).
We are interested in using the above construction to compute cohomology groups of vector
bundles on the Grassmannian GLN/Pd̂. Let λ = (λ1, ... , λn) be a weight given in the ǫ basis. Then
λ is called P
d̂
-dominant if λ1 ≥ · · · ≥ λd and λd+1 ≥ · · · ≥ λn. The Pd̂-dominant weights are in
bijection with the irreducible homogeneous vector bundles on GLN/Pd̂.
Given a partition λ, denote the associated Schur functor by Sλ (cf. [FH91, §6.1]). Let R and Q
be the tautological sub-bundle and tautological quotient bundle, respectively, on the Grassmannian
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GLN/Pd̂. For a Pd̂-dominant weight λ = (λ1, ... , λn) the corresponding irreducible homogeneous
vector bundle is V (λ) := S(λ1,...,λd)Q
∗⊗S(λd+1,...,λn)R
∗ (cf. [Wey03, §4]). Note that the construction
in [Wey03] uses left modules which results in the irreducible vector bundle associated λ being
S(λ1,...,λd)R
∗ ⊗ S(λd+1,...,λn)Q
∗; in our case we are working with right modules.
2.5. Bott algorithm. We now give a brief description of the Bott-algorithm for computing the
cohomology of irreducible homogeneous vector bundles on GLn/Q [Wey03, Remark 4.1.5].
Let α = (α1, ... , αn) be a weight. As in [Wey03, Remark 4.1.5] we define an action of the
permutation νi = (i, i+ 1) on the set of weights in the following way:
(2.5.1) νiα = ((α1, ... , αi−1, αi+1 − 1, αi + 1, αi+2, ... , αn).
The Bott-algorithm may be applied to our case as follows. For P
d̂
, with 1 ≤ d ≤ n − 1 and
let λ = (λ1, ... , λn) be a Pd̂-dominant weight with associated homogeneous vector bundle V (λ) :=
S(λ1,...,λd)Q
∗ ⊗ S(λd+1,...,λn)R
∗. We will apply the Bott-algorithm to λ′ = (λd+1, ... , λn, λ1, ... , λd).
If λ′ is nonincreasing, then H0(GLn/Pd̂, V (λ)) = Sλ′ C
n and Hi(GLn/Pd̂, V (λ)) = 0 for i > 0.
Otherwise we start to apply the exchanges of type (2.5.1) to λ′, trying to move smaller numbers
on the left to the right. Two possibilities can occur:
(1) We apply an exchange of type (2.5.1) and it leaves the sequence unchanged. In this case
Hi(GLn/Pd̂, V (λ)) = 0 for i ≥ 0.
(2) After applying j exchanges, we transform λ′ into a nonincreasing sequence β. Then we have
Hi(GLn/Pd̂, V (λ)) = 0 for i 6= j and H
j(GLn/Pd̂, V (λ)) = Sβ C
n.
3. Properties of Schubert Desingularization in Type C
In this section we prove the results necessary to construct the commutative diagram required by
the geometric technique. We will need to make use of the following result.
Proposition 3.1. Let Q be a parabolic subgroup of SL2n. Let τ ∈W
Q. Then the dimension of the
tangent space of XQ(τ) at eid is #{sα|α ∈ R
−\R−Q and τ ≥ sα in W/WQ}. In particular, XQ(τ)
is smooth if and only if dimXQ(τ) = #{sα|α ∈ R
−\R−Q and τ ≥ sα in W/WQ}.
See [BL00, Chapter 4] for a proof.
Notation 3.2. For an integer i with 1 ≤ i ≤ n we define i′ = 2n+1− i. Let 1 ≤ k < r ≤ n. Then
Wk,r =
{
(k + 1, ..., r, n′, ..., (r + 1)′, k′, ..., 1′) ∈WP if r < n
(k + 1, ..., r, k′ , ..., 1′) ∈WP if r = n
Let 1 ≤ k < r ≤ n be integers. Let w =Wk,r with w˜ its minimal representative in W
P˜ .
Proposition 3.3. The Schubert variety XQ˜(w˜) in H/Q˜ is smooth.
Proof. Let wmax ∈WH(= S2n) be the maximal representative of w˜. Then we claim that
wmax =
{
([r, k + 1][1′, k′][(r + 1)′, n′][n, (r + 1)][k, 1][(k + 1)′, r′]) if r < n
([r, k + 1][1′, k′][k, 1][(k + 1)′, r′]) if r = n
To verify our claim we must show that wmax is the maximal element of WH such that XPiˆ(wmax) =
XPiˆ(w˜) for i = r−k, n, 2n−(r−k). This is immediate from the fact that if τ = (a1, ..., a2n) ∈WH and
τ ′ ∈WPiˆ is the sequence with a1, ... , ai in increasing order, then XPiˆ(τ) = XPiˆ(τ
′) for 1 ≤ i ≤ 2n.
Thus XBH (wmax) is the inverse image of XQ˜(w˜) under the natural morphism H/BH → H/Q˜.
As wmax is a 4231 and 3142 avoiding element of WH we have that XBH (wmax) is nonsingular (cf.
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[BL00, §8.1.1]). Since the morphism H/BH → H/Q˜ has nonsingular fibers (namely Q˜/BH) we
have XQ˜(w˜) must be smooth. 
Proposition 3.4. The Schubert variety XP˜ (w˜) in G/P˜ is smooth.
Proof. Let wmax be as in the proof of Proposition 3.3. Then wmax is in WG and XBG(wmax) is the
inverse image of XP˜ (w˜) under the natural map G/BG → G/P˜ . We claim XBG(wmax) is smooth.
Note that the claim implies the required result (since, the canonical morphism G/BG → G/P˜ is
a fibration with nonsingular fibers (namely, P˜ /BG)). To prove the claim, as seen in the proof of
Proposition 3.3, we have that XBH (wmax) is smooth. We conclude the smoothness of XBG(wmax)
using the following two formulas [Lak87, §3(VI), Remark 5.8]: Let θ ∈WG, say, θ = (a1, · · · an).
(1) lG(θ) =
1
2
[lH(θ) +m(θ)]
recall (cf. (2.2.2)) that m(θ) = #{i, 1 ≤ i ≤ m|ai > m}.
(2) dim Tid(θ,G) =
1
2
[dim Tid(θ,H) + c(θ)]
where c(θ) = #{1 ≤ i ≤ m | θ ≥ sǫ2i}, and Tid(θ,G)(resp Tid(θ,H)) denotes the Zariski tangent
space of XBG(θ)(resp XBH (θ)) at eid. Note that sǫ2i is just the transposition (i, i
′)(cf. 2.2.1).
Now taking θ = wmax, we have, c(wmax) = m(wmax). Hence we obtain from (1), (2) that
dimTid(wmax, G) = lG(wmax), proving that XBG(wmax) is smooth at eid, and hence is nonsin-
gular (note that for a Schubert variety X, the singular locus of X, Sing(X), is B-stable implying
eid ∈ Sing(X) if Sing(X) 6= ∅). Thus the claim (and hence the required result) follows. 
Remark 3.5. We have that XP˜ (w˜) is the fixed point set under an automorphism of order two of
the Schubert variety XQ˜(w˜) and thus is smooth, provided charK 6= 2.[Edi92, Proposition 3.4]
Discussion 3.6. To give a characterization of YQ˜(w˜) we first need a review of the structure of
O−
H/Q˜
and its Plücker coordinates.
Recall that for the Plücker embedding of the Grassmannian Gd,n, the Plücker coordinate pi(U),
U ∈ Gd,n and i = (i1, ... , id) with 1 ≤ i1 < ... < id < n, is just the d× d minor of the matrix An×d
with row indices (i1, ... , id) (here the matrix An×d represents the d-dimensional subspace U with
respect to the standard basis).
The space O−
H/Q˜
can be identified with the affine space of lower-triangular matrices with possible
non-zero entries xij at row i and column j where (i, j) is such that there exists a l ∈ {r− k, n, 2n−
(r − k)} such that j ≤ l < i ≤ N . To see this, note that we are interested in those (i, j) such
that the root ǫi − ǫj belongs to R
− \ R−
Q˜
. Since R−
Q˜
= R−Q
r̂−k
⋂
RQ
n̂
⋂
RQ ̂2n−(r−k)
, we see that we
are looking for (i, j) such that ǫi − ǫj ∈ R
− \ R−Q
l̂
, for some l ∈ {r − k, n, 2n − (r − k)}. For the
maximal parabolic subgroup P
l̂
, we have, R− \ R−Q
l̂
= {ǫi − ǫj | 1 ≤ j ≤ l < i ≤ N}. We have
dimO−
H/Q˜
= |R− \R−
Q˜
|.
Thus we have the following identification
(3.7) O−
H/Q˜
=

Idr−k 0 0 0
A′ Idn−(r−k) 0 0
D1 D2 Idn−(r−k) 0
D3 D4 E
′ Idr−k

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where the block matrices have possible non-zero entries xij given by
A′ =
 x(r−k)+1 1 ... x(r−k)+1 r−k... ...
xn 1 ... xn r−k
 E′ =
 x2n−(r−k)+1 n+1 ... x2n−(r−k)+1 2n−(r−k)... ...
x2n n+1 ... x2n 2n−(r−k)

D1 =
 xn+1 1 ... xn+1 r−k... ...
x2n−(r−k) 1 ... x2n−(r−k) r−k
 D2 =
 xn+1 (r−k)+1 ... xn+1 n... ...
x2n−(r−k) (r−k)+1 ... x2n−(r−k) n

D3 =
 x2n−(r−k)+1 1 ... x2n−(r−k)+1 r−k... ...
x2n 1 ... x2n r−k
 D4 =
 x2n−(r−k)+1 (r−k)+1 ... x2n−(r−k)+1 n... ...
x2n (r−k)+1 ... x2n n

We may break the Plücker coordinates we want to understand into several cases.
Case 1: For i > r, j ≤ r − k the Plücker coordinate p
(r−k)
(i,j) on the Grassmannian H/Qr̂−k lifts
to a regular function on H/Q˜. Its restriction to O−
H/Q˜
is the r − k × r − k minor of (3.7) with
column indices {1, 2, ... , r − k} and row indices {1, ... , j − 1, j + 1, ... , r − k, i}. This minor is the
determinant of a r− k× r− k matrix with the top (r− k)− 1 rows equal to Idr−k omitting the jth
row, and the bottom row equal to the first r − k entries of the ith row of (3.7). The determinant
of this matrix is thus (−1)(r−k)−jxij . Thus for i > r, j ≤ r − k
(3.8) p
(r−k)
(i,j)
∣∣
O−
H/Q˜
= (−1)(r−k)−jxij
Case 2: For i > 2n − (r − k), n < j ≤ 2n − (r − k) the Plücker coordinate p
(2n−(r−k))
(i,j) on
the Grassmannian H/Q ̂2n−(r−k) lifts to a regular function on H/Q˜. Its restriction to O
−
H/Q˜
is the
2n− (r−k)×2n− (r−k) minor of (3.7) with column indices {1, 2, ... , 2n− (r−k)} and row indices
{1, ... , j − 1, j + 1, ... , 2n− (r − k), i}. This minor is the determinant of
(3.9)

Idr−k 0 0
A′ Idn−(r−k) 0
Dˆ1 Dˆ2 Iˆ1
[xi 1 ... xi r−k]
[
xi (r−k)+1 ... xi n
] [
xi n+1 ... xi 2n−(r−k)
]

where Dˆ1, Dˆ2, and Iˆ1 are equal to, respectively, D1,D2, and Idn−(r−k) with their (j − n)th rows
omitted. The determinant of (3.9) is equal to the determinant of[
Iˆ1[
xi n+1 ... xi 2n−(r−k)
] ]
As above this is just an identity matrix with a single row replaced and so its determinant is just
equal (−1)2n−(r−k)−jxij . Thus for i > 2n − (r − k), n < j ≤ 2n− (r − k)
(3.10) p
(2n−(r−k))
(i,j)
∣∣
O−
H/Q˜
= (−1)2n−(r−k)−jxij
Case 3: For i > 2n − (r − k), r − k < j ≤ n the Plücker coordinate p
(2n−(r−k))
(i,j) on the
Grassmannian H/Q ̂2n−(r−k) lifts to a regular function on H/Q˜. Its restriction to O
−
H/Q˜
is the
2n− (r−k)×2n− (r−k) minor of (3.7) with column indices {1, 2, ... , 2n− (r−k)} and row indices
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{1, ... , j − 1, j + 1, ... , 2n− (r − k), i}. This minor is the determinant of
(3.11)

Idr−k 0 0
Aˆ′ Iˆ2 0
D1 D2 Idn−(r−k)
[xi 1 ... xi r−k]
[
xi (r−k)+1 ... xi n
] [
xi n+1 ... xi 2n−(r−k)
]

where Aˆ′ and Iˆ2 are equal to, respectively, A
′ and Idn−(r−k) with their j − (r− k)th rows omitted.
The determinant of (3.11) is equal to the determinant of
(3.12)
 Iˆ2 0D2 Idn−(r−k)[
xi (r−k)+1 ... xi n
] [
xi n+1 ... xi 2n−(r−k)
]

To calculate this shift the bottom row so that it becomes the j − (r − k)th row of Iˆ2. Let M =
2n− (r − k)− j. Then the determinant of (3.12) will be (−1)M times the determinant of
(3.13)
[
I3 Z
D2 Idn−(r−k)
]
where I3 is Idn−(r−k) with the j − (r − k)th row replaced by
[
xi (r−k)+1 ... xi n
]
and Z is the zero
matrix with the j − (r − k)th row replaced by
[
xi n+1 ... xi 2n−(r−k)
]
. Since the lower right block
matrix of (3.13) commutes with its lower left block matrix we have that the determinant of (3.13)
is equal to the determinant of I3 − ZD2. We have that ZD2 is equal to the zero matrix with its
j − (r − k)th row replaced by [
xi (r−k)+1 ... xi n
]
D2
And thus I3 − ZD2 is equal to Idn−(r−k) with the j − (r − k)th row replaced by[
xi (r−k)+1 ... xi n
]
−
[
xi (r−k)+1 ... xi n
]
D2
And so the determinant of I3−ZD2 is merely equal to the j− (r− k)th entry of I3−ZD2 which is
xij −
[
xi (r−k)+1 ... xi n
] [
xn+1 j ... x2n−(r−k) j
]T
Combining all our steps, we finally have that for i > 2n− (r − k), r − k < j ≤ n
(3.14) p
(2n−(r−k))
(i,j)
∣∣
O−
H/Q˜
= (−1)M (xij −
[
xi (r−k)+1 ... xi n
] [
xn+1 j ... x2n−(r−k) j
]T
)

Theorem 3.15. The opposite cell YQ˜(w˜) can be identified with the subspace of O
−
H/Q˜
given by
matrices of the form 
Idr−k 0 0 0
A′ Idn−(r−k) 0 0
0 D2 Idn−(r−k) 0
0 E′D2 E
′ Idr−k

with D2 ∈ Matn−(r−k), A
′ ∈ Matn−(r−k)×r−k with the bottom n − r rows of A
′ all zero, and
E′ ∈ Matr−k×n−(r−k) with the left n− r columns of E
′ all zero.
Proof. For j ≤ r − k < i the reflection (i, j) equals (1, 2, .., j − 1, j + 1, .., r − k, i) and w˜ equals
(k + 1, ..., r) in W/WQ
r̂−k
. Thus for i > r, and j ≤ r− k we have the reflection (i, j) is not smaller
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than w˜ in W/WQ
r̂−k
so the Plücker coordinate p
(r−k)
(i,j) vanishes on XQ˜(w˜). We saw in (3.8) that for
such (i, j) we have p
(r−k)
(i,j) = (−1)
(r−k)−jxij and thus xij ≡ 0 on YQ˜(w˜).
For j ≤ n < i the reflection (i, j) equals (1, 2, .., j − 1, j + 1, .., n, i) and w˜ is equal to (k +
1, ..., r, n′, ..., (r + 1)′, k′, ..., 1′) in W/WQnˆ . Thus there is no choice of (i, j) such that (i, j) is not
smaller than w˜ in W/WQ
n̂
.
For j ≤ 2n − (r − k) < i the reflection (i, j) equals (1, 2, .., j − 1, j + 1, .., 2n − (r − k), i) and w˜
equals (1, ..., n, n′, ..., (r+1)′, k′, ..., 1′) in W/WQ ˆ2n−(r−k) . Thus for i > 2n− (r− k), and j ≤ 2n− r
we have the reflection (i, j) is not smaller than w˜ in W/WQ ̂2n−(r−k)
. We break these into two cases,
ignoring those j ≤ r − k as we have already shown above that for j ≤ r − k and i > 2n − (r − k)
we have xij ≡ 0 on YQ˜(w˜).
The first case is for (i, j) with i > 2n − (r − k), and n < j ≤ 2n − r. The fact that (i, j) is
not smaller than w˜ in W/WQ ̂2n−(r−k)
implies that the Plücker coordinate p
(2n−(r−k))
(i,j) vanishes on
XQ˜(w˜). We saw in (3.10) that for such (i, j) we have p
(2n−(r−k))
(i,j) = (−1)
2n−(r−k)−jxij and thus
xij ≡ 0 on YQ˜(w˜).
The second case is for (i, j) with i > 2n−(r−k) and r−k < j ≤ n. (i, j) is not smaller than w˜ in
W/WQ ̂2n−(r−k)
implies that the Plücker coordinate p
(2n−(r−k))
(i,j) vanishes on XQ˜(w˜). We saw in (3.14)
that for such (i, j) we have p
(2n−(r−k))
(i,j) = (−1)
M (xij −
[
xi (r−k)+1 ... xi n
] [
xn+1 j ... x2n−(r−k) j
]T
).
Combining these two facts we get xij =
[
xi (r−k)+1 ... xi n
] [
xn+1 j ... x2n−(r−k) j
]T
.
Noting that
[
xi (r−k)+1 ... xi n
]
is the (2n− (r− k)− i)th row of E′ and
[
xn+1 j ... x2n−(r−k) j
]T
is
the (2n− (r−k)− j)th column of D2 it is clear that xij = (E
′X)(2n−(r−k)−i) (2n−(r−k)−j) on YQ˜(w˜).
But the reflections (i, j) with i > r and j ≤ r − k, and i > 2n − (r − k) and r − k < j ≤ 2n− r
are exactly the reflections sα with α ∈ R
−\R−
Q˜
and w˜  sα in W/WQ˜. Since XQ˜(w˜) is smooth this
implies by Proposition 3.1 that the codimension of YQ˜(w˜) in O
−
H/Q˜
equals #{(i, j)| i > r and j ≤
r−k, or i > 2n−(r−k) and r−k < j ≤ 2n−r}. Above we have shown that for each such (i, j), xij
either vanishes, or is completely dependent on the entries of E′X. Thus YQ˜(w˜) is the subspace of
O−
H/Q˜
defined by the vanishing of {xij | i > r and j ≤ r−k , or i > 2n−(r−k) and n < j ≤ 2n−r}
and xij = (E
′X)(2n−(r−k)−i) (2n−(r−k)−j) for i > 2n− (r − k) and r − k < j ≤ n. 
Example 3.16. Let k = 2,r = 4, and n = 5. Then Q˜ = Q2ˆ,5ˆ,8ˆ, w = (3, 4, 6, 9, 10), and w˜ =
(3, 4, 6, 9, 10, 1, 2, 5). Then
O−
H/Q˜
=

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
x31 x32 1 0 0 0 0 0 0 0
x41 x42 0 1 0 0 0 0 0 0
x51 x52 0 0 1 0 0 0 0 0
x61 x62 x63 x64 x65 1 0 0 0 0
x71 x72 x73 x74 x75 0 1 0 0 0
x81 x82 x83 x84 x85 0 0 1 0 0
x91 x92 x93 x94 x95 x96 x97 x98 1 0
x101 x102 x103 x104 x105 x106 x107 x108 0 1

And YP˜ (w˜) will be the subspace of O
−
H/Q˜
given by
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1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
x31 x32 1 0 0 0 0 0 0 0
x41 x42 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 x63 x64 x65 1 0 0 0 0
0 0 x73 x74 x75 0 1 0 0 0
0 0 x83 x84 x85 0 0 1 0 0
0 0 x97x73 + x98x83 x97x74 + x98x84 x97x75 + x98x85 0 x97 x98 1 0
0 0 x107x73 + x108x83 x107x74 + x108x84 x107x75 + x108 0 x107 x108 0 1

Corollary 3.17. The opposite cell YP˜ (w˜) can be identified with the subspace of O
−
G/P˜
given by
matrices of the form 
Idr−k 0 0 0
A′ Idn−(r−k) 0 0
0 D2 Idn−(r−k) 0
0 −J(A′)TJD2 −J(A
′)TJ Idr−k

with JD2 ∈ Symn−(r−k) and A
′ ∈Matn−(r−k)×r−k with the bottom n− r rows of A
′ all zero.
Proof. Let y ∈ YP˜ (w˜) = (YQ˜(w˜))
σ ⊂ YQ˜(w˜). So y is just an element of YQ˜(w˜) that is fixed under
the involution σ. That is, an element which satisfies (2.3.1)-(2.3.3). Theorem 3.15 gives us that y
is of the form 
Idr−k 0 0 0
A′ Idn−(r−k) 0 0
0 D2 Idn−(r−k) 0
0 E′D2 E
′ Idr−k

with D2 ∈ Matn−(r−k), A
′ ∈ Matn−(r−k)×r−k with the bottom n − r rows of A
′ all zero, and
E′ ∈ Matr−k×n−(r−k) with the left n−r columns of E
′ all zero. We must now check what restrictions
on y are required for it to satisfy (2.3.1)-(2.3.3). For y to satisfy (2.3.3) we know that[
Idr−k 0
A′ Idn−(r−k)
]T [
0 J
J 0
] [
Idr−k 0
E′ Idn−(r−k)
](
=
[
(A′)TJ + JE′ J
J 0
])
must equal [
0 J
J 0
]
which implies that E′ = −J(A′)TJ.
Any y clearly satisfies (2.3.2).
And finally for y to satisfy (2.3.1) we must have[
0 D2
0 −J(A′)TJD2
]T [
0 J
J 0
] [
Idr−k 0
A′ Idn−(r−k)
](
=
[
0 0
0 DT2 J
])
must equal [
Idr−k 0
A′ Idn−(r−k)
]T [
0 J
J 0
] [
0 D2
0 −J(A′)TJD2
](
=
[
0 0
0 JD2
])
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which implies that JD2 = D
T
2 J, or equivalently JD2 ∈ Symn−(r−k). 
Remark 3.18. We may identify the two spaces O−
P/P˜
and O−GLn/P ′
r̂−k
under the map[
A 0
0 J(AT )−1J
]
7→ A.
Remark 3.19. Let Vw be the linear subspace of Symn given by xij = 0 if j ≤ r−k or i < n−(r−k).
And let V ′w is the linear subspace of O
−
GLn/P ′
r̂−k
given by xij = 0 if i > r and j ≤ r − k.
Consider the map δ : YP˜ (w˜) →֒ O
−
G/P˜
= O−G/P ×O
−
P/P˜
∼= O−G/P ×O
−
GLn/P ′
r̂−k
, where the first map is
inclusion, the second is simply the product decomposition, and the final map is from Remark 3.18.
This map is given explicitly by
Idr−k 0 0 0
A′ Idn−(r−k) 0 0
0 D2 Idn−(r−k) 0
0 −J(A′)TJD2 −J(A
′)T J Idr−k
 7→


Idr−k 0 0 0
0 Idn−(r−k) 0 0
−D2A
′ D2 Idn−(r−k) 0
J(A′)T JD2A
′ −J(A′)TJD2 0 Idr−k
 , [ Idr−k 0A′ Idn−(r−k)
]
Consider the isomorphism γ : O−G/P ×O
−
GLn/P ′
r̂−k
→ Symn ×O
−
GLn/P ′
r̂−k
(cf. Remark (2.2.6)) given
by ([
Idn 0
L Idn)
]
,
[
Idr−k 0
N Idn−(r−k)
])
7→
(
(LN)TJN,
[
Idr−k 0
N Idn−(r−k)
])
We have that under the map γ ◦ δ, YP˜ (w˜) gets identified with Vw × V
′
w. This follows by a simple
computation and Corollary 3.17.
Definition 3.20. Now let ZP˜ (w˜) := YP (w)×XP (w)XP˜ (w˜).Then ZP˜ (w˜) = (O
−
G/P ×P/P˜ )∩XP˜ (w˜).
Hence ZP˜ (w˜) is smooth, being open in the smooth XP˜ (w˜) (cf. Proposition 3.3).
We define the map p to be the composition of the inclusion map ZP˜ (w˜)→ O
−
G/P ×P/P˜ and the
projection map O−G/P × P/P˜ → P/P˜ (
∼= GLn/P
′
r̂−k
). Then
p(
[
A 0
D J(AT )−1J
]
(mod P˜ )) = A(modP ′
r̂−k
).
by Proposition 2.3.4(c)(d).
We can induce an action of Bn ⊂ GLn on ZP˜ (w˜) by the inclusion Bn → BG given by
A 7→
[
A 0n×n
0n×n J(A
T )−1J
]
.
Then the group BG, and hence Bn, acts on ZP˜ (w˜) by left multiplication.
Proposition 3.21. The space ZP˜ (w˜) is stable under the action of Bn described above. For the
same action, the map p is Bn-equivariant.
Proof. Let z ∈ Sp2n such that zP˜ ∈ ZP˜ (w˜). Then by Proposition 2.3.4(c) we may write
z =
[
A 0
D J(AT )−1J
]
(mod P˜ )
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with A invertible by Proposition 2.3.4(b). Then for A′ ∈ Bn we have that A
′ · z equals
[
A′ 0n×n
0n×n J(A
′T )−1J
]
z =
[
A′A 0
J(A′T )−1JD J(A′T )−1(A′T )−1J
]
Define z′ := A′ · z. Proposition 2.3.4(b) implies that z′ is in O−G/P × P/P˜ if and only if A
′A is
invertible; clearly this is the case since both A and A′ are invertible. The map XBG(w˜)→ XP˜ (w˜)
induced by G/BG → G/P˜ is surjective and thus z(modBG) ∈ XBG(w˜). Then z
′(modBG) ∈
XBG(w˜) since the Schubert variety is a BG-orbit closure, which implies z
′(mod P˜ ) ∈ XP˜ (w˜). The
space ZP˜ (w˜) = (O
−
G/P × P/P˜ ) ∩XP˜ (w˜) and so z
′ ∈ ZP˜ (w˜). The Bn-equivariance of p follows by
p(A′ · z) = A′A = A′p(z). 
Theorem 3.22. With the notation developed in this section, and w′ := (k + 1, .., r, n, .., r +
1, k, .., 1) ∈ Sn, the Weyl group of GLn,
(a) The natural map XP˜ (w˜) → XP (w) induced by the map G/P˜ → G/P is proper and bira-
tional. This induces a proper and birational map ZP˜ (w˜)→ YP (w) that is a desingularization
of YP (w).
(b) The fiber of the desingularization ZP˜ (w˜)→ YP (w) at eid is isomorphic to XP ′
r̂−k
(w′).
(c) The image p(ZP˜ (w˜)) equals XP ′
r̂−k
(w′). The map p is a fibration and the fibers are isomor-
phic to Vw.
(d) ZP˜ (w˜) is a sub-bundle of the trivial bundle O
−
G/P ×XP ′
r̂−k
(w′). It is the restriction of the
homogeneous vector bundle associated to the P ′
r̂−k
-module Vw on GLn/P
′
r̂−k
. The module
Vw is a P
′
r̂−k
-submodule of O−G/P .
Proof. (a): The fact that w˜ is a coset representative of wP˜ inW P˜ implies that the scheme-theoretic
image of the composite map XP˜ (w˜) →֒ G/P˜ → G/P is XP (w). This map is clearly proper and the
fact that w˜ is a minimal coset representative implies birationality. The above, combined with the
definition of ZP˜ (w˜), implies that ZP˜ (w˜)→ YP (w) is a desingularization of YP (w).
(b): We have show in Remark 3.19 that YP˜ (w˜) is identified with Vw×V
′
w. Under the map YP˜ (w˜)→
YP (w) the fiber at eid is {0} × V
′
w. Our definition of V
′
w implies that p({0} × V
′
w) corresponds to
YP ′
r̂−k
(w′) in P/P˜ ∼= GLn/P
′
r̂−k
. Thus the closure of p({0}×V ′w) in P/P˜ is XP ′
r̂−k
(w′), which implies
that the closure of {0}×V ′w in O
−
G/P ×P/P˜ is precisely {0}×XP ′
r̂−k
(w′). Our result follows by the
fact that ZP˜ (w˜) is the closure of YP˜ (w˜) in O
−
G/P × P/P˜ .
(c): From Remark 3.19 we have p(YP˜ (w˜)) = V
′
w ⊆ XP ′
r̂−k
(w′). Since ZP˜ (w˜) is the closure of YP˜ (w˜)
we have that YP˜ (w˜) is dense in ZP˜ (w˜). Further, the Schubert variety XP ′
r̂−k
(w′) is, by definition,
closed in GLn/P
′
r̂−k
. Thus p(YP˜ (w˜)) ⊆ XP ′
r̂−k
(w′) implies p(ZP˜ (w˜)) ⊆ XP ′
r̂−k
(w′). Part (b) implies
XP ′
r̂−k
(w′) ⊆ p(ZP˜ (w˜)); thus p(ZP˜ (w˜)) = XP ′
r̂−k
(w′).
We now wish to show that the fibers of p are isomorphic to Vw. Remark 3.19 shows that
p−1(eid) ∼= Vw. In Proposition 3.21 we show that p is Bn-equivariant. Further, each Bn-orbit of
a point in XP ′
r̂−k
(w′) has non-trivial intersection with the opposite cell YP ′
r̂−k
(w′), and hence non-
trivial intersection with V ′w. These combine to imply that any fiber of p is isomorphic to the fiber
at eid, p
−1(eid) ∼= Vw.
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(d): Define a right action of GLn on O
−
G/P (identified with Symn as in Remark 2.2.6) as g◦v = g
T vg
for g ∈ GLn, v ∈ Symn. This induces an action of P
′
r̂−k
on O−G/P under which Vw is stable. Thus
there is an associated homogeneous bundle GLn×
P ′
r̂−k Vw → GLn/P
′
r̂−k
. We will show that ZP˜ (w˜))
is isomorphic to the restriction of this bundle to the Schubert subvariety XP ′
r̂−k
(w′), thus completing
our proof. Consider the following commutative diagram
ZP˜ (w˜)
(GLn ×
P ′
r̂−k Vw)|XP ′
r̂−k
(w′) GLn ×
P ′
r̂−k Vw
XP ′
r̂−k
(w′) GLn/P
′
r̂−k
φ
p
ψ
π′Vw
πVw
ι
In this diagram, ι is the inclusion of the Schubert variety into the Grassmannian GLn/P
′
r̂−k
, πVw is
the bundle map defined in Section 2.4, and π′Vw is the restriction of πVw to the subbundle. Define
the map φ by
φ :
[
A 0n×n
D J(AT )−1J
]
(mod P˜ ) 7−→ (A,DTJA)/ ∼ .
Note that this map is well-defined by Remark 3.19 and injective by Proposition 2.3.4(c). It is a
trivial check to verify that ι ◦ p = πVw ◦ φ. Thus the universal property of products implies that ψ
exists, and it is injective. Finally, ZP˜ (w˜) has the same dimension as (GLn×
P ′
r̂−k Vw)|XP ′
r̂−k
(w′) and
thus ψ is an isomorphism. 
As an immediate consequence of Theorem 3.22 we have
Corollary 3.23. For the open affine subvariety YP (w) in O
−
G/P , we are able to realize the commu-
tative diagram required for the geomtric technique as
ZP˜ (w˜) O
−
G/P ×XP ′
r̂−k
(w′) XP ′
r̂−k
(w′)
YP (w) O
−
G/P
q′ q
Computing the required vector bundle cohomology groups on the Schubert variety XP ′
r̂−k
(w′)
would be quite difficult. Thankfully, we can simplify the picture somewhat.
Proposition 3.24.
(a) The Schubert variety XP ′
r̂−k
(w′) is isomorphic to the Grassmannian GLr/P
′′
r̂−k
, where P ′′
r̂−k
is the parabolic subgroup in GLr omitting αr−k.
(b) (GLn×
P ′
r̂−kVw)|XP ′
r̂−k
(w′)
∼= (GLn×
P ′
r̂−kVw)|GLr/P ′′
r̂−k
∼= GLr×
P ′′
r̂−kVw as homogeneous vector
bundles.
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Proof.
(a): This is clear.
(b): Consider the embedding i : GLr −֒→ GLn given by
R 7→
[
R 0
0 Idn−r
]
.
Define the action of GLr on Symn as the action induced by this embedding. This induces an action
of P ′′
r̂−k
on Symn. As i(P
′′
r̂−k
) ⊂ P ′
r̂−k
, the P ′
r̂−k
stability of Vw implies the P
′′
r̂−k
stability of Vw.
Hence our result follows. 
Corollary 3.25. For the open affine subvariety YP (w) in O
−
G/P , we are able to realize the commu-
tative diagram required for the geomtric technique as
ZP˜ (w˜) O
−
G/P ×GLr/P
′′
r̂−k
GLr/P
′′
r̂−k
YP (w) O
−
G/P
q′ q
4. Free Resolutions
The geometric technique of Kempf-Lascoux-Weyman. We recall the geometric technique,
due originally to Kempf, for computing minimal free resolutions. For the full details of the con-
struction as well as proofs and related results see [Wey03, Chapter 5].
Suppose that Y is a closed subvariety of the affine variety A. Let C[Y ] and R be their respective
coordinate rings; R is a polynomial ring with homogeneous maximal ideal m. Suppose there exists
a projective variety V such that the commutative diagram
Z A× V V
Y A
q′ q
may be constructed, with q being first projection and its restriction q′ being a proper, birational
map from a subbundle Z of the trivial bundle A × V . Denote the dual of the quotient bundle on
V associated to the subbundle Z by ξ. Then the following theorem holds.
Theorem 4.1 ([Wey03, Theorem 5.1.2]). There is a finite complex (F•, ∂•) of finitely generated
graded free R-modules that is quasi-isomorphic to the right derived image Rq′∗OZ , with
Fi =
⊕
j≥0
Hj(V,
i+j∧
ξ)⊗C R(−i− j),
and ∂i(Fi) ⊆ mFi−1. Furthermore, the following are equivalent:
(a) Y has rational singularities, that is Rq′∗OZ is quasi-isomorphic to the structure sheaf OY ;
(b) F• is a minimal R-free resolution of C[Y ], that is, F0 ≃ R and F−i = 0 for every i > 0.
A sketch of this proof is given in [KLPS15, Section 4], and [Wey03, 5.1.3] may be consulted for
a more comprehensive account.
We would like to use Theorem 4.1 to give a minimal free resolution for the opposite cells YP (w),
w =Wk,r for 1 ≤ k < r ≤ n. We have constructed the required commutative diagram in Corollary
3.25 and combining this with Theorem 4.1 we have the following result.
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Theorem 4.2. Write ξ for the homogeneous vector bundle on GLr/P
′′
r̂−k
associated to the P ′′
r̂−k
-
module
(
O−G/P /Vw
)∗
(this is the dual of the quotient of O−G/P × GLr/P
′′
r̂−k
by ZP˜ (w˜)). Let R be
the coordinate ring of O−G/P . Then the complex (F•, ∂•) is a minimal R-free resolution of C[YP (w)]
given by
Fi = ⊕j≥0 H
j(GLr/P
′′
r̂−k
,
i+j∧
ξ)⊗C R(−i− j).
Computing the cohomology groups found in Theorem 4.2 is a difficult problem. Techniques for
computing them are discussed in the following section.
5. Cohomology of Homogeneous Vector-Bundles
We have shown in Theorem 4.2 that the calculation of a minimal R-free resolution of C[YP (w)]
comes down to the computation of the cohomology of certain homogeneous bundles over GLr/P
′′
r̂−k
.
In particular we need to calculate
(5.1) H•(GLr/P
′′
r̂−k
,
t∧
ξ)
for arbitrary t.
The P ′′
r̂−k
-module
(
O−G/P /Vw
)∗
is not completely reducible (the unipotent radical of P ′′
r̂−k
does
not act trivially), and thus we can not use the Bott-algorithm to compute its cohomology. In [OR06]
the authors determine the cohomology of general homogeneous bundles on Hermitian symmetric
spaces. As GLr/P
′′
r̂−k
is such a space their results could be used to determine (5.1). In practice
proceeding along these lines is possible though extremely complicated.
Another approach to the calculation of these cohomologies comes from using a technique em-
ployed in [Wey03, Chapter 6.3]. There the minimal R-free resolution of a related space is computed
and the minimal R-free resolution of C[YP (w)] can be seen as a sub-resolution. In [Wey03] this
method is used for the case when n = r. That is, the case where YP (w) is the symmetric determi-
nantal variety. In this case the authors assume that k = 2u(the odd case can be reduced to this
even case). They look at the subspace Tw of Symn given by symmetric matrices of block form[
0n−u×n−u R
RT Su×u
]
Let P ′
n̂−u
be the parabolic subgroup of GLn omitting the root αn−u, then Tw is a P
′
n̂−u
-module
under the same action. If Zw is the homogeneous vector bundle associated with Tw we have the
following diagram
Zw Symn ×GLn/P
′
n̂−u
GLn/P
′
n̂−u
Y Symn
q′ q
They show that the resolution of C[YP (w)] can be realized as a sub-resolution of the resolu-
tion of C[Y ]. In this case, the P ′
n̂−u
-module (Symn/Tw)
∗(this is the dual of the quotient of
Symn × GLn/P
′
n̂−u
by Zw) is completely reducible and thus the cohomology of the correspond-
ing homogeneous vector bundles
∧t ξ may be computed using the Bott-algorithm, leading to
Theorem 5.2. [Wey03, Theorem 6.3.1(c)] The ith term Gi of the minimal free resolution of
C[YP (w)] as an R module is given by the formula
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Gi =
⊕
λ∈Qk−1(2t)
rankλ even
i=t−k 1
2
rankλ
Sλ ‹ Cn ⊗C R
Here Qk−1(2t) is the set of partitions λ of 2t which in hook notation can be written as λ =
(a1, ..., as|b1, ..., bs), where s is a positive integer, and for each j we have aj = bj + (k − 1). And λ
‹
is the conjugate (or dual) partition of λ. And finally, rankλ is defined as being equal to l, where
the largest square fitting inside λ is of size l × l.
Similar methods may be used to compute a closed form formula for the minimal free resolution
of C[YP (w)] as an R module in the case r 6= n.
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