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With the advances of scanning sensors and deep learning algorithms, computational
pathology has drawn much attention in recent years and started to play an important role in the
clinical workflow. Computer-aided detection (CADe) systems have been developed to assist
pathologists in slide assessment, increasing diagnosis efficiency and reducing misdetections. In
this study, we conducted four experiments to demonstrate that the features learned by deep
learning models are interpretable from a pathological perspective. In addition, classifiers such as
the support vector machine (SVM) and random forests (RF) were used in experiments to replace
the fully connected layers and decompose the end-to-end framework, verifying the validity of
feature extraction in the convolutional layers. The experimental results reveal that the features
learned from the convolutional layers work as morphological descriptors for specific cells or
tissues, in agreement with the diagnostic rules in practice. Most of the properties learned by the
deep learning models summarized detection rules that agree with those of experienced
pathologists. The interpretability of deep features from a clinical viewpoint not only enhances
the reliability of AI systems, enabling them to gain acceptance from medical experts, but also
facilitates the development of deep learning frameworks for different tasks in pathological
analytics.

1.

Introduction

In recent years, computer-aided technologies have been widely adopted to achieve automated
inspection for health care delivery, having a wide range of applications from scalp inspection(1)
to lung nodule detection(2) in radiology and lesion classification(3) in histopathology. However,
biomedical image analysis is a complex task that relies on highly skilled domain experts, such as
radiologists and pathologists. In pathology, the manual process of slide assessment is laborious
and time-consuming, and incorrect interpretations due to specialist fatigue or stress may occur.
Moreover, there has been an insufficient number of registered pathologists, especially in
developing countries. As a result, the workload of pathologists has increased, which is becoming
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a severe problem in pathology. Recently, the techniques of image processing and machine
learning have significantly advanced, and computer-aided detection/diagnosis (CADe/CADx)
systems(4–7) have been developed to assist pathologists in slide assessment. Working as second
opinion systems, they are designed to alleviate the workload of pathologists and avoid missing
inspections.
Many early studies on machine learning focused on the development of classifiers. However,
data scientists found feature extraction for data representation to be the bottleneck of
performance in classification and detection tasks. Therefore, feature engineering, which focuses
on methods to extract features and make machine learning algorithms work effectively, is
becoming increasingly critical for overall performance. In representation learning, scientists aim
to develop techniques that allow a system to automatically discover the representations needed
for classification or detection from raw data. Since 2012,(8) the framework of deep convolutional
neural networks (DCNNs) has achieved outstanding performance in many applications of
computer vision. Many studies have shown that the classification results obtained using features
extracted from deep convolutional networks, known as deep features, outperform those obtained
with conventional approaches using hand-crafted features.(4–7) Accordingly, the deep learning
framework has been widely adopted for pathological image analysis. Nonetheless, it has been
difficult for medical specialists to accept such CADe/CADx systems with deep learning
approaches since the deep learning framework operates in an end-to-end manner, taking raw
images as the input and deriving the outcomes directly, and there is a lack of theoretical
explanation of the mechanism for such systems with deep learning approaches. Most developers
have solely focused on the efficacy of outcomes, without explaining why their proposed
frameworks are effective.(9) Consequently, many medical specialists treat the deep learning
framework as a “black box” and have doubts about the feasibility of such systems in clinical
practice.
A DCNN comprises convolutional layers and fully connected layers that perform feature
extraction and classification, respectively, during the optimization process. In convolutional
layers, local features such as colors, end points, corners, and oriented edges are collected in the
shallow layers. These local features in the shallow layers are integrated into larger structural
features such as circles, ellipses, and specific shapes or patterns with increasing layer depth.
Afterward, these structural patterns or shapes constitute high-level semantic representations that
describe the feature abstraction for each category.(10) On the other hand, fully connected layers
take the features extracted from the convolutional layers as the inputs and act as a classifier.
These fully connected layers can encode the spatial correspondences of these semantic features
and convey the co-occurrence properties between patterns or objects.(11)
Many studies have focused on the visual interpretability of deep learning models on the
datasets of natural images(10,12–15) and showed that the mechanism of deep learning frameworks
follows the prior knowledge for each category in the classification. The process of the
classification system is concordant with human intuition in tasks of image classification.(16)
However, for pathological image analysis, there has been insufficient research on explanations
about the mechanism of systems with deep learning approaches, and the feasibility of such
systems continues to be questioned by medical specialists.
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The purpose of this study is to provide the visual interpretability of models to explain the
mechanism of the deep learning framework in tasks of lesion detection for histology images. We
studied the properties of the deep features extracted by deep learning models for lesion detection
using digital pathology images at high magnification (×40). Four serial experiments were
conducted to verify the properties of the following extracted DCNN features: (1) transferability
to other classifiers, (2) meaningfulness in classification, (3) interpretability in terms of the
domain knowledge of pathology, and (4) inspiration for exploring new cues in pathological
image analysis. To focus on the properties of feature extraction in the convolutional layers,
classifiers such as the support vector machine (SVM) and random forests (RF) were used in the
experiment to replace the fully connected layers and decompose the end-to-end framework.
However, we do not compare the performance of classifiers or discuss whether the substitution
of fully connected layers can improve the performance because it is not the objective of this
study.

2.

Materials and Methods

In this study, 27 H&E stained samples of breast tissues with ductal carcinoma in situ (DCIS)
were collected and digitized to the format of whole-slide images (WSIs). All lesions of DCIS
were delineated precisely in blue by a registered pathologist, as shown in Fig. 1(a), and confirmed
by a second registered pathologist. The original dataset was split into two sets: 15 cases for
training and the remaining 12 cases for testing. To perform lesion detection through the WSIs,
many small patches were sampled under high magnification (×40), a process called patching.(5,17)

(a)

(b)
Fig. 1. (Color online) Annotations of lesions and training of DCNN model for lesion detection. (a) Precise
delineations of DCIS lesions on a WSI. (b) Training procedure in the deep learning framework for lesion detection.
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There were two kinds of sampling sets: positive and negative sets. The positive set collected the
patches with tumorous cells by sampling inside the annotated regions. On the other hand, the
patches with normal cells or normal tissues were sampled outside the annotated regions and
comprised the negative set. There were about 200k patches (positive samples: 98268, negative
samples: 97997, total samples: 196265) sampled from the training dataset and about 85k patches
(positive samples: 42115, negative samples: 41998, total samples: 84113) sampled from the
testing dataset with a balanced class distribution in the initial stage of data acquisition. The
training procedure in the deep learning framework for lesion detection is shown in Fig. 1(b).
In our experiments, the ImageNet pre-trained model of AlexNet(8) was used to perform
transfer learning.(18) Within the pre-trained model of AlexNet, the feature size for each patch
was 9216 × 1 in the classification. Since the classifiers of SVM and RF were used to replace the
fully connected layers to decompose the end-to-end DCNN framework, the dataset would have
been too large for SVM and RF if all 200k sampling patches were used in training. Therefore, to
reduce the size of the dataset to make training feasible, 20k patches (positive:negative = 1:1)
were randomly selected from the original training dataset, which were used as the real training
dataset to fine-tune the deep learning model.(19) For performance evaluation, 10k patches
(positive:negative = 1:1) were also randomly collected from the original testing dataset as the
real testing dataset to compute the out-sample accuracy in patch classification.
To observe the influential patterns used in patch classification, the size of the field-of-views
(FOVs) was computed to derive the mappings between the units (neurons) and their
corresponding FOVs in the input image, as shown in Fig. 2. In DCNN models, the number of
channels in the assigned convolutional layer indicates the number of learnable filters that
represent particular features (the number of channels is 256 in the experiments). The units
(neurons) in each channel represent the spatial orientation with respect to its corresponding FOV
in the input image. A unit with high activation means that the learned pattern has a strong
response to the corresponding region (FOV) in the image, reflecting the matching level between
them. For visualization,(20) the activations of units in the assigned convolutional layer were
recorded for all patches, and all patches were ranked by the units’ activations for each channel.

Fig. 2.

(Color online) Mappings between units and their corresponding FOVs.
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Afterward, the patches with the units having the top 100 activations for each channel were
collected with the corresponding high-response region highlighted in a yellow bounding box, as
shown in Fig. 3. Moreover, the corresponding activation maps were resized to the same size as
the input image for better observation of the learned pattern and its spatial distribution. Figure 3
shows one of the examples where the learned pattern reflects the distribution of lymphocytes.

3.

Experimental Results and Discussion

3.1

Exp #1: feature extraction in DCNN

Motivation: Even though the deep learning model is an end-to-end structure, it can be
decomposed into two parts: convolutional layers for feature extraction and fully connected
layers for classification. The goal of this experiment is to verify that the features extracted by the
deep learning models are meaningful in classification and can be incorporated in other
classifiers, rather than being exclusive to neural networks.
Hypothesis: Features extracted from the convolutional layers are meaningful in classification
and can also be used with other classifiers.
Model: The end-to-end pre-trained AlexNet model was used in training and testing, and its
structure is shown in Fig. 4. For the control group, the fully connected layers in AlexNet were
replaced by other classifiers, including logistic regression (LR), SVM, and RF, as shown in Fig.
5.

(a)

(b)

Fig. 3. (Color online) Patch (a) with the highest activation unit in channel No. 49 and (b) its corresponding
activation map.

Fig. 4.

(Color online) Structure of the end-to-end AlexNet model.
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Fig. 5. (Color online) Fully connected layers in AlexNet replaced by other classifiers (LR/SVM/RF) for the
control group.

Table 1
Comparison among four different classifiers.
Model
In-sample accuracy
AlexNet (9216)
0.999
CNN + LR (9216)
1
CNN + SVM (9216)
1
CNN + RF (9216)
1

Out-sample accuracy
0.978
0.980
0.974
0.966

Results and Discussion: The performances using different classifiers in training and testing
are listed in the columns of in-sample accuracy and out-sample accuracy, respectively, in
Table 1. The testing results show tiny differences in accuracy rates among the classifiers. This
means that the features extracted from the convolutional layers are not restricted to end-to-end
neural networks. These features are meaningful in classification and can also be incorporated in
other classifiers. From Table 1, it is noteworthy that overfitting seemed to occur on the model
trained with RF, whereas the highest out-sample accuracy rate was achieved for the model
trained with LR. This may imply that a simpler model can lead to better performance on the outsample dataset due to its better generalization property.
3.2

Exp #2: visualization of deep features

Motivation: In the previous experiment, the deep learning model demonstrated its capability
to distinguish patches with and without lesions, and the deep features learned by the DCNN
models are meaningful in classification. In this experiment, the patterns that contribute to the
decision making of the classifier are revealed to clarify the mechanism of deep learning models
from a pathological perspective.
Hypothesis: Most deep features learned by the DCNN models agree with the pathological
rules used in classification.
Model: The fine-tuned AlexNet model from Exp #1 was used for visualization, and forward
propagation was performed through the convolutional layers for the input patch to derive its
corresponding activation map in each channel, as shown in Fig. 6.
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Fig. 6. (Color online) Activation map generated from the results of forward propagation through the convolutional
layers in one of the channels.

Fig. 7. (Color online) Activation maps reflecting the high-response regions. Most of the learned filters in the
DCNN can work as morphological descriptors to detect specific cells and tissues.

Results and Discussion: The sampling patches and the corresponding activation maps for the
selected channels are presented and classified by the pathological categories in Fig. 7. From the
observations, most of the learned filters in the DCNN work as morphological descriptors to
detect specific cells and tissues. Also, the activation maps reflect the spatial distribution of the
patterns learned from the input patches. Interestingly, in this experiment, only the regions with
lesions were manually labeled by the pathologists; however, we found that the deep learning
models are able to analyze the main components in the patches and categorize them by their
characteristics. That is, in lesion detection, the deep learning models not only detect the
distribution of tumor cells but also recognize lymphocytes, collagen fibers, and some other noncell structural tissues such as luminal spaces, necrosis, and secretions. The results show that the
deep features learned by the DCNN model agree with the clinical insights in pathology, and our
hypothesis holds.
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Exp #3: feature reduction

Motivation: In image classification tasks on natural images, the spatial arrangement of object
parts is an essential characteristic for the deep learning models in object recognition. For
example, eyes are expected to be detected above a nose or mouth for a human face in an image.
However, for pathological images, since patches were sampled at high magnification (×40), cells
and tissues were arbitrarily distributed in the small sampling patches, as shown in Fig. 8. The
information of spatial positions among objects becomes meaningless and irrelevant in the task of
patch classification here.
Hypothesis: Characteristics of the spatial orientations of objects can be ignored within the
small patches of view at a high magnification, and feature reduction can be applied to speed up
the system.
Model: The previous experiment showed that the deep learning models can recognize tumor
cells, lymphocytes, and collagen fibers. Most of the learned DCNN features can be regarded as
detectors for these categories. Since we assume that the information of spatial orientations for
these elements can be ignored within the small sampling patches, the tasks of patch classification
can be accomplished by checking whether any lesion exists in the patch without knowing its
exact orientation. Accordingly, a 13 × 13 average pooling layer was adopted to replace the
original 6 × 6 max pooling layer in AlexNet-Layer 5. The modified model is shown in Fig. 9. As
a result, the total number of features in classification is reduced from 6 × 6 × 256 (9216) to 1 × 1
× 256 (256). The size of the features was 1/36 that in the original structure.

Fig. 8.

Fig. 9.

(Color online) Cells and tissues arbitrarily distributed in the sampling patches.

(Color online) Modified model using 13 × 13 average pooling layer to discard spatial information.
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Table 2
Comparisons among four different classifiers.
Model
In-sample accuracy
AlexNet (9216)
0.999
CNN + LR (9216)
1
CNN + LR (256)
0.985
CNN + SVM (9216)
1
CNN + SVM (256)
0.990
CNN + RF (9216)
1
CNN + RF (256)
1

1345

Out-sample accuracy
0.978
0.980
0.979
0.974
0.976
0.966
0.978

Results and Discussion: For comparison, the performances before and after feature reduction
are listed in Table 2. Despite having a feature size 36 times smaller than the original one, the outsample accuracy remains at the same level or even slightly better. That means that the
characteristic of the spatial orientations of objects is redundant and can be discarded within the
small-size sampling patches, which proves the hypothesis. Since the model’s complexity drops
after feature reduction, the results suggest that constraining the complexity of the model can
give the model better generalization property to prevent it from overfitting and achieve better
out-sample accuracy. Moreover, after reducing the number of features from 9216 to 256, the
system of lesion detection became 23% faster in execution. The performance was improved in
terms of both efficacy and efficiency using the modified model.
3.4

Exp #4: feature selection

Motivation: After feature reduction, the same method of visualization as in Exp #2 was used
to observe the patterns learned from the modified model in Exp #3. The visualization results are
summarized in Fig. 10. The original activation maps from the modified model were of size 13 ×
13 before resizing, and the corresponding size of the FOV for each unit was about the same as a
cancerous nucleus in the patch. Therefore, the high-response regions in the activation maps very

Fig. 10. (Color online) Visualization of the deep features using the modified model in Exp #3. The high-response
regions reflect the distribution of specific cells or tissues.
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closely reflect the distribution of tumor cells (more precisely than the results obtained using the
original AlexNet model in Exp #2). We also found that the deep learning models can reveal the
co-occurrence properties of patterns by exploring the data. Figure 11 shows that the deep
learning models not only focused on the characteristics of cancerous nuclei but also noticed the
effect of cytoplasmic clearing around those cancerous nuclei. In this experiment, the purpose of
feature selection was to better understand how the trained model utilizes these 256 deep features
from Exp #3.
Method: All 256 features from Exp #3 were partitioned into two groups. One group was used
to collect the features that can convey clinical insights, which means that the features can work
as detectors for specific cells or tissues, similarly to the features collected in Figs. 7 and 10,
referred to as “recognizable features” here. On the other hand, the rest of the features that cannot
be assigned to a specific category in pathology belonged to the other group of “unrecognizable
features.” Figure 12 shows examples of unrecognizable features. From observations, 151 out of
the 256 features were categorized into the group of recognizable features, 43 of which were cellstructure features, such as tumor cells or lymphocytes. These 43 cell-structure features were

(a)

(b)
Fig. 11. (Color online) Co-occurrence properties of patterns learned from the training dataset. (a) Learned filter
targets on cancerous nuclei. (b) Units with high activations on the regions of cytoplasmic clearing around cancerous
nuclei.

Fig. 12. (Color online) Examples of unrecognizable features.
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collected manually in this experiment to further reduce the feature size (from 256 to 43). Another
43 features were randomly selected from the group of unrecognizable features as the control
group for comparison.
Hypothesis: In manual lesion inspection, pathologists usually focus on different types of cells
and then determine whether the cells are cancerous from their morphological properties.
Similarly, we argue that if we further reduce the feature size by only selecting the cell-structure
features, lesion detection should also be achieved. The model trained with the cell-structure
features was expected to outperform the model trained with the unrecognizable features under
the same feature size since the cell-structure features are more useful and important from a
pathological perspective.
Results and Discussion: In this experiment, the RF classifier was used to perform consistent
comparisons of performance among all scenarios starting from the first experiment. Table 3 lists
the results of comparisons with the original model after feature reduction and after feature
selection. In Table 3, the set of 43 cell-structure features from the group of recognized features is
denoted as (43), and the other set of 43 features randomly selected from the group of
unrecognized features is denoted as (43). After feature selection, the results show that the
performance decreased for both models compared with the model trained with all 256 features.
Also, the model trained with the selected 43 cell-structure features outperformed the model
trained with the 43 unrecognizable features. Surprisingly, the model trained with the 43 features
randomly selected from the group of unrecognizable features still maintained an out-sample
accuracy of over 94%. This implies that the features not intuitive to specialists may still be
useful for machines and statistically discriminative in classification. Accordingly, the top 43
important features ranked by the importance property from RF out of all 256 features were
collected, and the feature set is denoted as (*43) in Table 3. The model trained with the top 43
important features outperformed the model trained with the 43 cell-structure features. In the
feature set of (*43), 33 features belonged to the group of recognizable features, among which 14
features were related to the cell structure and 19 features were related to collagen fibers or other
tissues. The remaining 10 features were from the group of unrecognizable features. Figure 12
shows examples of unrecognizable features that were discriminative in patch classification. The
activation maps in Fig. 12 show that the learned filter drives a high response to the cytoplasmic
parts of the tumor cells near interstitial spaces. These discriminative but unrecognizable features
extracted by the deep learning models merit further study to find reasonable correlations with
pathological knowledge and may facilitate the research of new characteristics in diagnosis.

Table 3
Performance before and after feature selection.
Model
In-sample accuracy
AlexNet (9216)
0.999
CNN + RF (9216)
1
CNN + RF (256)
1
CNN + RF (43)
1
CNN + RF (43)
1
CNN + RF (*43)
1

Out-sample accuracy
0.978
0.966
0.978
0.961
0.947
0.974
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Conclusion

In this study, four experiments were conducted to study the properties of the deep features
learned by DCNN models. In the first experiment, we verified that these DCNN features are
transferable and meaningful in the classification for histology images. By visualizing the deep
features in the second experiment, we found that most of the learned filters in the DCNN can
work as morphological descriptors to detect specific cells and tissues, in accordance with the
categories in pathology. The results revealed the insights of the deep learning model in lesion
detection to demonstrate its validity. The learned filters can also be exploited for quantitative
assessment in the assessment tasks of tumor-infiltrating lymphocytes and tumor-stroma ratio. In
the third experiment, we modified the model on the basis of prior knowledge to obtain better
efficacy and efficiency. Furthermore, we ranked all features by importance to compare the
viewpoints of humans and machines in the fourth experiment. We found that more than half of
the extracted features were interpretable by the domain knowledge of pathology, although the
other unrecognizable features also seemed discriminative in the classification. The deep
learning frameworks are useful for summarizing rules in classification. These rules learned
from big data should be further studied to facilitate the development of AI technology and
research in the medical field.
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