We present a generic operator J defined on the vectorial space of polynomial functions and we address the problem of finding the polynomial sequences that coincide with the (normalized) J-image of themselves. The technique developed assembles different types of operators and initiates with a transposition of the problem to the dual space. We provide examples for a J limited to three terms.
Introduction
Classical orthogonal polynomials satisfy very well known differential equations of the second order with polynomial coefficients (e.g. [1] [2] [3] [4] ) and their different families emerge from a thorough description of such differential equations. Besides this well settled characterization of the classical orthogonal polynomials, other investigations deal with diverse differential relations fulfilled by sequences of orthogonal polynomials.
For example, in [5] Dattoli et al. employ the monomiality principle in order to obtain a differential equation fulfilled by each polynomial p n (x) and ultimately attain an operational definition of a given orthogonal sequence from which interesting properties are deduced. In particular, the monomiality principle combines the use of two operators written in terms of the derivative operator and its inverse so that these two operators play similar roles to those of differentiation and multiplication by x on monomials, respectively. In other important contributions like [6] , Kwon et al. consider a generic differential operator L N [y] = N i=1 a i (x)y (i) (x) and discuss the existence of orthogonal polynomial sequences {P n } n≥0 , with deg(P n (x)) = n, such that L N [P n ](x) = λ n P n , for each n. It is then worth notice that in view of the actual state of art, with regard to differential operators L such that deg(L(P n )) = n, operating into an orthogonal sequence, we have already some acute results, as for instance, the nonexistence of orthogonal solutions among such CONTACT T. Augusta Mesquita taugusta.mesquita@gmail.com Instituto Politécnico de Viana do Castelo, Av. do Atlântico, Viana do Castelo 4900-348, Portugal; Centro de Matemática, Univ. do Porto, Rua do Campo Alegre, 687, Porto 4169-007, Portugal differential equations of odd order [6] . More recently, some incursions on the study of an Appell-type behaviour of orthogonal polynomials [7, 8] allowed to gain new insights concerning differential relations fulfilled by orthogonal polynomial sequences.
In the present paper we aim to address a generic problem of determining the polynomial sequences fulfilling a differential relation based upon some of the utensils established by the authors in prior references where the dual sequence has a major role.
Moreover, hereafter we become endowed with a generic set of results around a wider operator J which can simply be described as a linear map not increasing the degree from the vectorial space of polynomial functions into itself. In the pages ahead, we shall be dealing with monic polynomial sequences {P n } n≥0 such that P = J(P), with P = (P 0 , P 1 , . . .), for a certain matrix gathering normalization coefficients. The method suits nicely whether J is an isomorphism or when it imitates the usual derivative of order k, being k any positive integer.
After having reviewed the fundamental background in Section 1, the second and third sections present the characteristics of an operator J, firstly defined generally by an operator which do not increases the degree of polynomials and secondly focussing on the ones that imitate the behaviour of a standard derivative of order k, for any non negative integer k. In the last sections we apply the techniques previously outlined to an operator J whose expansion is restricted to three initial terms considering that {P n } n≥0 is an orthogonal sequence. As an introduction to the analysis of multiple orthogonality we also deal with a two-orthogonal MPS transformed by a lowering operator, that is, an operator acting as a first order derivative.
Basic definitions and notation
Let P denote the vector space of polynomials with coefficients in C and let P be its dual. We indicate by u, p the action of the form or linear functional u ∈ P on p ∈ P.
In particular, (u) n = u, x n , n ≥ 0, are called the moments of u. A form u is equivalent to the numerical sequence {(u) n } n≥0 .
In the sequel, we will call polynomial sequence (PS) to any sequence {P n } n≥0 such that deg P n = n, ∀ n ≥ 0. We will also call monic polynomial sequence (MPS) a PS so that all polynomials have leading coefficient equal to one. Notice that if u, P n = 0, ∀ n ≥ 0, then u = 0. Given a MPS {P n } n≥0 , there are complex sequences, {β n } n≥0 and {χ n,ν } 0≤ν≤n, n≥0 , such that
This relation is often called the structure relation of {P n } n≥0 , and {β n } n≥0 and {χ n,ν } 0≤ν≤n, n≥0 are called the structure coefficients. Moreover, there exists a unique sequence {u n } n≥0 , u n ∈ P , called the dual sequence of {P n } n≥0 , such that u n , P m = δ n,m , n, m ≥ 0, where δ n,m denotes the Kronecker symbol. Let us remark that, if p is a polynomial and u n , p = 0, ∀ n ≥ 0, then p = 0.
Lemma 2.1 ([9]):
For each u ∈ P and each m ≥ 1, the two following propositions are equivalent.
(a) u, P m−1 = 0, u, P n = 0, n ≥ m.
Given ∈ P and u ∈ P , the form u, called the left-multiplication of u by the polynomial , is defined by u, p = u, p , ∀ p ∈ P, and the transpose of the derivative operator on P defined by p → (Dp)(x) = p (x), is the following (cf. [10] ):
so that we can retain the usual rule of the derivative of a product when applied to the left-multiplication of a form by a polynomial. Indeed, it is easily established that D(pu) = p u + pD(u).
Definition 2.2 ([4,10]):
A PS {P n } n≥0 is regularly orthogonal with respect to the form u if and only if it fulfils u, P n P m = 0, n = m, n, m ≥ 0, u, P 2 n = 0, n ≥ 0.
Then, the form u is said to be regular (or quasi-definite) and {P n } n≥0 is an orthogonal polynomial sequence (OPS). We can normalize {P n } n≥0 so that it becomes monic, so that it is unique and we briefly note it as a MOPS. Considering the corresponding dual sequence {u n } n≥0 , it holds u = λu 0 , with λ = (u) 0 = 0. (a) The sequence {P n } n≥0 is orthogonal (with respect to u 0 ); (b) χ n,k = 0, 0 ≤ k ≤ n − 1, n ≥ 1; χ n,n = 0, n ≥ 0; (c) xu n = u n−1 + β n u n + χ n,n u n+1 , χ n,n = 0, n ≥ 0, u −1 = 0; (d) u n = ( u 0 , P 2 n ) −1 P n u 0 , n ≥ 0;
where β n and χ n,k are defined by β n = u n , xP n (x) , and χ n,
Let {P n } n≥0 be a MOPS. From statement (b) of Theorem 2.4 we get:
Notice also that γ 1 . . . γ n = n i=1 γ i = u 0 , P 2 n (x) , n ≥ 1. The use of suitable affine transformations requires the use of the following operators on P [10] : p → τ B p(x) = p(x − B), B ∈ C and h A p(x) = p(Ax), A ∈ C\{0}. Transposing, we obtain the corresponding operators on P : u → τ b u : τ b u, p = u, τ −b p , ∀ p ∈ P and u → h a u : h a u, p = u, h a p , ∀ p ∈ P. Hence, given A ∈ C\{0} and B ∈ C, and a MPS {P n } n≥0 we may define the outcome of an affine transformation denoted by {P n } n≥0 as follows:P n (x) = A −n P n (Ax + B), n ≥ 0.
(2.6) with dual sequence [9] :ũ n = A n (h A −1 • τ −B )u n . In particular, if {P n } n≥0 is a MOPS, then the MPS defined by (2.6) is orthogonal and its recurrence coefficients are
Finally, we recall that a MOPS {P n } n≥0 is called classical, if and only if it satisfies the Hahn's property [11] , that is to say, the MPS {P [1] n } n≥0 , defined by P [1] n (x) := (n + 1) −1 DP n+1 (x), is also orthogonal. The classical polynomials are divided into four classes: Hermite, Laguerre, Bessel and Jacobi [1] , and characterized by the functional equation D(φu) + ψu = 0 [12] , where ψ and φ are two polynomials such that: deg ψ = 1, deg φ ≤ 2, φ is normalized and ψ − 1 2 φ n = 0, n ≥ 1 [4] . In fact, since φ cannot be identically zero, otherwise u 0 would not be regular, we consider it monic and the same for the form u, that is, (u) 0 = 1. For example, the polynomials φ(x) = x and ψ(x) = x − α − 1, with parameter α / ∈ Z − , correspond to the Laguerre polynomials. Furthermore, when we apply an affine transformation to a classical MOPS, orthogonal with respect to u 0 , as written in (2.6), we obtain also a classical MOPS orthogonal with respect to the formũ 0 , defined byũ 0 = (h A −1 • τ −B )u 0 and belonging to the same class [4, 10] . In addition,ũ 0 fulfils D(φu) +ψu = 0 where [10]
The referred functional identity, fulfilled by u, can be found in studies whose aim is to reach wider contexts [10, 13] , as for instance the semi-classical case, and also in references dealing with aspects of the regularity of the given form [14] . Moreover, in the last section, we will use the notion of d-orthogonality, for any positive integer d, in a classical situation where a matrix identity of the form D(φu) + ψu = 0 holds [15] .
Operators on P and technical identities
Given a sequence of polynomials {a ν (x)} ν≥0 , let us consider the following linear mapping J : P → P (cf. [16, 17] ).
In particular, a linear mapping J is an isomorphism if and only if deg J ξ n (x) = n, n ≥ 0, and J (1) (x) = 0. (3.3) Lemma 3.1: For any linear mapping J, not increasing the degree, there exists a unique sequence of polynomials {a n } n≥0 , with deg a n ≤ n, so that J is read as in (3.1) . Further, the linear mapping J is an isomorphism of P if and only if
5)
with initial conditions a [n] 0 = d [n] 0 , n ≥ 0, establishes the computation of a unique set of coefficients a [n] τ , 0 ≤ τ ≤ n, for any n ≥ 0.
For any given operator J, not increasing the degree, we may calculate through (3.5) its development in a J format. Next, we look at some well known operators. [19] . Then J(ξ n )(x) = ((q n − 1)/(q − 1))x n−1 , n ≥ 0, and some computations yield a 0 (x) = 0 and a n (
Example 3.4: Let us consider
Coming back to a generic operator J, by duality and in view of (2.3), we have
We will denote the transposed operator t J(u) more simply by J(u), since in each context it is distinguishable from J on P.
Still regarding the operator J and its underlying sequence of polynomials {a n } n≥0 , let us now consider the following sum:
Differentiating with respect to z, m times, we may define
The transpose operator of the operator on P defined by J (m) = n≥0 (a n+m (x)/n!)D n is the following.
Example 3.5: With respect to the examples above, we get:
Lemma 3.6: For any f , g ∈ P, u ∈ P , we have:
If we take another operator K = n≥0 (b n (x)/n!)D n , we may then consider
Proof: The following calculations justify (3.9).
Next, we have
Looking at J as a lowering operator of order k
The use of the generic operator J permits to deal with problems of finding polynomial sequences either defined as (element-wise) eigenfunctions of a given operator, or fulfilling an Appel behaviour towards such operator, that is, when J implies the descending of the degree in precisely one, as the single derivative acts. The technical approach has been already tackled in previous contributions where the authors efforts were mainly focussed on an Appel behaviour (e.g. [8] ). We shall now proceed with the introduction of a wider definition which assembles all the referred situations. Let us suppose that J is an operator expressed as in (3.1), and acting as the derivative of order k, for some non-negative integer k, that is, it fulfils the following conditions. (a) a 0 (x) = · · · = a k−1 (x) = 0, if k ≥ 1;
Proof: Firstly, let us prove that (a) and (4.2) are equivalent. Recalling identity (3.2), it is clear that J(ξ 0 )(x) = 0 implies a 0 (x) = 0, and since
we can prove, by induction on i, that (4.2) ⇒ (a), being the opposite sense trivial. Let us remark again that by (3.2), we have:
where the coefficient of x n is given by the above defined constant λ [k] n+k .
If we suppose (b) then deg(J(ξ n+k )(x)) ≤ n, and in addition c) implies deg(J(ξ n+k )(x)) = n. Conversely, if we suppose (4.1), then λ [k] n+k = 0 and n+s ν=0 n + k n + k − ν a [n+k−ν] n+s−ν = 0, for s = 1, . . . , k and n ≥ 0. Rewriting this last identity, we get:
Considering (4.4) with n = 0 and applying item (a), we obtain a [k] s = 0, s = 1, . . . , k, which implies deg(a k (x)) ≤ 0, or item (b) for ν = k. The induction hypotheses deg(a i (x)) ≤ i − k, with i = k, . . . , k + n − 1, for a certain n ≥ 1, correspond to assume that a [ 
Let us now note that 0 ≤ n + k − ν − (n + s − ν) ≤ k − 1 and insert the hypotheses on (4.4) in order to conclude a [n+k] n+s = 0, s = 1, . . . , k, that is, deg(a n+k ) ≤ n, which completes the proof.
Remark 4.1: Note that in (4.3) we find λ [k]
k = a [k] 0 . If k = 0, then it is assumed that λ [0] n = 0, n ≥ 0, matching (3.4), so that J is an isomorphism.
If k = 1, then J imitates the usual derivative and is commonly called a lowering operator [7, 8, 20] .
Given a MPS {P n } n≥0 and a non-negative integer k, let us define its (normalized) Jimage sequence of polynomials as follows, and notate its dual sequence by {ũ n } n≥0 . Of course, given that J satisfies (4.1)-(4.2), the obtained polynomial sequence {P n } n≥0 is also a MPS.P
(4.5)
We keep using J to indicate also the transpose operator t J, so that the dual sequences of {P n } n≥0 and {P n } n≥0 are related as the next Lemma points out. 
Proof:
We begin by applying the definition of dual sequence, together with prior definitions:
ũ n ,P m = δ n,m , n, m ≥ 0,
Hence, J(ũ n ), P m+k = 0, m ≥ n + 1 and J(ũ n ), P n+k = λ [k] n+k = 0, by assumption on J. Then, Lemma 2.1 implies J(ũ n ) = n+k ν=0 α n,ν u ν , where α n,ν = J(ũ n ), P ν = ũ n , J(P ν ) , 0 ≤ ν ≤ n + k. If n = 0, we easily get J(ũ 0 ) = α 0,k u k . Supposing n ≥ 1, on one hand condition (4.2) yields α n,ν = 0, if 0 ≤ ν ≤ k − 1, and on the other hand α n,ν = ũ n ,
In conclusion, J(ũ n ) = α n,n+k u n+k , with α n,n+k = λ [k] n+k , n ≥ 0. Proof: If we suppose thatP n (x) = P n (x), n ≥ 0, then by means of Lemma 4.2, we get
n+k u n+k holds, then Lemma 4.2 yields J(ũ n ) = J(u n ) which impliesũ n = u n , n ≥ 0, taking into account the attributes of J and that for each n, we have ũ n − u n , B m (x) = 0, for all the elements of the PS {B m } m≥0 , defined by
In brief, given a non-negative integer k, when we consider the general problem of finding the MPSs P = (P 0 , P 1 , . . .) t such that
where the matrix [k] J (with infinite dimensions) has the first k columns filled with zeros and is defined as next,
a common technique can be pursuit by taking into consideration that (4.6) is equivalent to a shift of order k in the dual sequence u = (u 0 , u 1 , . . .) t as established in Lemma 4.3, or through the similar identity:
(4.7)
Differential relations: general Appell behaviour and a review on classical orthogonal polynomials
To illustrate the application of the theoretical exposition of the previous sections in finding the MPSs {P n } n≥0 fulfillingP n (x) = P n (x), n ≥ 0, withP n (x) defined by (4.5), we will now consider an operator J of second order with three terms (a 2 (x) non-trivial), as follows
and moreover we will suppose that the given MPS {P n } n≥0 is orthogonal, which can be translated in terms of the elements of the dual sequence through the next recurrence of Theorem 2.4:
A further important technical aspect is given by identity (3.10) which asserts in this case that
J is an isomorphism
If we assume that J is an isomorphism, we may look at Lemma 4.1 with k = 0 and hence we are requiring that deg(a ν (x)) ≤ ν, ν = 0, 1, 2 and
The identityP n (x) = P n (x), n ≥ 0, can be read as the following differential relation, which put us on the path of classical solutions (cf. [4, 21] ).
n P n (x) = 0, n ≥ 0. 
Taking (5.6) with n = 0, we get:
The orthogonality hypothesis allows us to replace u 1 by ( 
In addition, the identity J(P n )(x) = λ [0] n P n (x) provides with n = 1 the following information.
Before further analysis, let us remark that a [1] 1 = 0, because when we suppose the opposite, the identity D(a 2 (x)u 0 ) = a [1] 0 u 0 yields a contradiction. As a consequence, the functional identity (5.7) identifies the correspondent family as classical fulfilling the identity D(φu) + ψu = 0 with initial (non-normalized) polynomials:
though we must add the admissible condition ψ − 1 2 φ n = 0, n ≥ 1, or more precisely 2a [1] 1 + a [2] 2 n = 0, n ≥ 0, (5.11) so that (5.7) assures the recursive computation of the moments of u 0 [10] . Depending on the degree of a 2 (x) and upon different affine transformations we shall be guided through the four classes of classical polynomial sequences, as expected (cf. [9] ). If we consider deg(a 2 (x)) = 0, we have φ 1 (x) = 1 and ψ 1 (x) = −(2a [1] 1 /a [2] 0 )x − 2a [1] 0 /a [2] 0 , and (5.11) points to the already known condition −2a [1] 1 = 0. Applying the affine transformation x → Ax + B, with A = −a [2] 0 /a [1] 1 and B = −a [1] 0 /a [1] 1 = β 0 , and following (2.8), we conclude that the formũ 0 = (h A −1 • τ −B )u 0 fulfils D(ũ 0 ) + 2xũ 0 = 0, meaning that it is a Hermite form.
When we consider the case where deg(a 2 (x)) = 1, we find a Laguerre form of parameter α = −1 + (2/a [2] 1 )(a [1] 0 − a [2] 0 a [1] 1 /a [2] 1 ). Finally, considering that deg(a 2 (x)) = 2, we encounter both a Bessel form and a Jacobi form according to the roots of a 2 (x).
J is a lowering operator (of order one)
If we assume that J is a lowering operator of order one and then k = 1, Lemma 4.1 clarifies that deg(a ν (x)) ≤ ν − 1, ν = 0, 1, 2 and λ [1] n+1 = (n + 1)a [1] 0 + n(n + 1) 2 a [2] 1 = 0, n ≥ 0. (5.12) Also, the identityP n (x) = P n (x), n ≥ 0, can be read as the following differential relation.
In this case, Lemma 4.3 asserts thatP n (x) = P n (x), n ≥ 0, if and only if J(u n ) = λ [1] n+1 u n+1 , n ≥ 0. Therefore, applying J (transpose) to identity (5.2) and in view of (5.3) we get the following, for n ≥ 0, with λ [1] 0 = 0.
λ [1] n+1 (x − β n ) u n+1 − a 1 (x) + λ [1] n u n − γ n+1 λ [1] n+2 u n+2 + D (a 2 (x)u n ) = 0. (5.14)
Taking (5.14) with n = 0 and applying the orthogonality through the information u 1 = (γ 1 ) −1 P 1 (x)u 0 and u 2 = (γ 1 γ 2 ) −1 P 2 (x)u 0 , we finally obtain: 15 ) and notice that (5.15 ) is equivalent to
Moreover, the first identity of Lemma 4.3:
Multiplying this last identity by the polynomial a 2 (x) = a [2] 0 + a [2] 1 x (left multiplication) and using both (5.16 ) and Lemma 2.3, we get −(ψ(x) + a [2] 1 )(ψ(x) + 2a [1] 
This polynomials identity implies that λ [1] 1 /γ 1 − λ [1] 2 /γ 2 = 0 and henceforth deg ψ ≤ 1. Furthermore, we have: [2] 0 and ψ(x) = − a [1] 0
This characterizes a classical form if and only if ψ (x) = a [1] 0 /γ 1 (β 0 − β 1 ) = 0. It is easy to notice that deg(ψ) = 0 yields ψ(x) = 0 and a 2 (x) = 0. Dividing the latter functional identity by a [2] 1 and using (5.17) , where obviously γ 2 − 2γ 1 = 0 by assumption on a [2] 1 , we get
Applying the affine transformation x → Ax + B, with A = −(γ 2 − 2γ 1 )/(β 0 − β 1 ) and B = −a [2] 0 /a [2] 1 , and following (2.8), we conclude that the formũ 0
This type of functional identity is known in the literature to characterize a Laguerre form, with parameter α / ∈ Z − so that −1 − α = ((β 0 − β 1 )/(γ 2 − 2γ 1 ))(a [2] 0 /a [2] 1 + β 0 ). Let us remark that in view of (5.17), the dilation factor A can also be written as follows.
Taking into account (2.7) and recalling the recurrence coefficients of a Laguerre form:β n = 2n + α + 1,γ n+1 = (n + 1)(n + α + 1), we conclude that (α + 1)A = β 0 + a [2] 0 /a [2] 1 , (α + 3)A = β 1 + a [2] 0 /a [2] 1 , (α + 1)A 2 = γ 1 ; allowing us to obtain 2A = β 1 − β 0 and inserting (5.18) 
It is worth noting that 2a [1] 0 /a [2] 1 − 1 / ∈ Z − due to (5.12).
Remark 5.1:
In order to compare the above conclusions with the treatment of the same problem given in [7, 8] for the operator = σ 0 D + σ 1 DxD, we must first write this in the J format. A few calculations yield a [2] 
so that λ [1] n+1 = (n + 1)(σ 0 + (n + 1)σ 1 ) = 0 and α = σ 0 /σ 1 .
J is a lowering operator of order two
Considering k = 2, by Lemma 4.1 we have deg(a ν (x)) ≤ ν − 2, ν = 0, 1, 2 and
The identityP n (x) = P n (x), n ≥ 0, can be read as follows.
Applying the same procedure as before, we conclude that the only admissible solution is an affine transformation of the Hermite form which was already a known solution for the reason that the Hermite sequence is the single Appell MOPS [4] .
An application to the two-orthogonal polynomial sequences
Focusing now on the two-orthogonality, also known as a particular case of the step-line multiple orthogonal polynomials [22] , we concisely recall that a two-orthogonal MPS can be recursively computed by means of three constant sequences {β n } n≥0 , {α n } n≥1 and {γ n } n≥1 , with γ n+1 = 0, n ≥ 0 [23, 24] as indicated in (6.1)-(6.2). These are the structure coefficients of the two-orthogonal polynomial sequences.
In a similar manner to the orthogonal case, its dual sequence fulfils a recurrence relation based on those structure coefficients, as follows.
Moreover, all elements of the dual sequence can be written in terms of the pair (u 0 , u 1 ). In particular, we have [23] (p. 307)
Let us keep considering an operator J with only three terms, as expressed in (5.1), and a two-orthogonal sequence {P n } n≥0 fulfillingP n (x) = P n (x), n ≥ 0, withP n (x) defined by (4.5) with k = 1 meaning that J is a lowering operator of order one. The application of the same type of reasoning to the above new data regarding the two-orthogonality allows us now to state the following result. Proposition 6.1: Let us consider a two-orthogonal MPS {P n } n≥0 and a lowering operator (of order one) J of the form J = a 0 (x)I + a 1 (x)D + (a 2 (x)/2)D 2 , so that J(P n+1 (x)) = λ [1] n+1 P n (x), n ≥ 0, being λ [1] n+1 defined by (5.12) . Then, the 2-dimensional functional U = (u 0 , u 1 ) T fulfils the vectorial relation D( U) + U = 0, declaring that {P n } n≥0 must be two-classical (in Hahn's sense as in [15] ), with
where the polynomials φ 1,1 (x), φ 1,2 (x), φ 2,1 (x) and φ 2,2 (x) are defined by identities (6.8)-(6.11), respectively.
Proof: Let us begin by noticing that by Lemma 4.3 J is in fact expressed by J = a 1 (x)D + (a 2 (x)/2)D 2 with a 1 (x) = a [1] 0 and a 2 (x) = a [2] 0 + a [2] 1 x. Applying J on identity (6.3) and taking into account (5.3) and J(u n ) = λ [1] n+1 u n+1 , n ≥ 0, we obtain the following relation for n ≥ 0 with λ [1] 0 = 0:
λ [1] n+1 (x − β n ) u n+1 − a 1 (x)u n + D (a 2 (x)u n ) = λ [1] n u n + α n+1 λ [1] n+2 u n+2 + γ n+1 λ [1] n+3 u n+3 .
Taking n = 0 and n = 1 and differentiating we get the two following functional relations.
On the other hand, we may remark that
enabling the substitution of the second order derivatives of (6.7) that together with (6.4)-(6.6) shall give place to the two next identities. 
In particular, we have assured that deg(φ 1,1 (x)) ≤ 1, deg(φ 1,2 (x)) ≤ 1, deg(φ 2,1 (x)) ≤ 2 and deg(φ 2,2 (x)) ≤ 1 as required in [15] .
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