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Het begon allemaal ergens lang geleden in het 3de middelbaar. Plots wist ik het,
ik wou iets met informatica doen, koste wat het kost. 3 jaar later nam ik de eerste
stappen in de informaticawereld en vatte ik mijn studies in de informatica aan.
Wie me toen had gezegd dat ik ooit mijn doctoraat zou verdedigen, had ik nooit
geloofd. Het is een fantastische reis geworden van bijna 13 jaar en ik heb in die
jaren heel wat kennis vergaard (en helaas ook hier en daar vergeten) en ervaringen
opgedaan, die zeker hebben bijgedragen tot wie ik nu ben.
Het is een reis geworden, die ik niet alleen gemaakt heb. Verschillende men-
sen kruisten mijn pad en hebben een invloed gehad op dit resultaat. Al was het
maar door die korte babbel aan onze toenmalige koffiemachine of die ene ontspan-
nende toneelvoorstelling. Daarom wil ik graag iedereen bedanken die ik onderweg
tegengekomen ben. Dikke merci allemaal!
Allereerst, wil ik graag mijn promotor Filip De Turck bedanken voor de kansen
en het vertrouwen dat ik gekregen heb. De kans krijgen om iets te mogen doen wat
je graag doet, namelijk de combinatie van onderzoek en onderwijs, is iets waar
ik zeer dankbaar om ben. Bedankt voor de discussies, de interessante ideee¨n, de
brainstorms, de gesprekken rond TechBoost en de andere events,. . . Ook wil ik
graag Piet Demeester bedanken als drijvende kracht van onze onderzoeksgroep.
IBCN is een fantastische en inspirerende omgeving om te werken.
Mijn passie voor onderzoek en eHealth begon tijdens het schrijven van mijn
thesis. Dankzij de feedback en ondersteuning van Femke Ongenae en Kristof
Steurbaut leerde ik de kneepjes van het vak en ontdekte ik ook dat dit iets was
waar ik echt verder mee wou gaan. Femke, de vele (soms onleesbare) feedback is
je daarom ook vergeven. De eerste jaren van mijn onderzoek lag de focus meer
op het ondersteunen van beslissingen op de dienst Intensieve Zorg van UZ Gent.
Bedankt Johan Decruyenaere, Kirsten Colpaert en Kristof voor de fijne samenwer-
king!
Het OCareCloudS project bracht me voor de eerste keer in aanraking met in-
terdisciplinair onderzoek, waarbij vele verschillende profielen en personen mee-
werkten aan het vinden van een oplossing voor het verbeteren van communicatie
bij zelfstandig thuiswonen. Hierbij verschoof de focus van mijn onderzoek van
eHealth naar eCare, waarbij zorg voor mensen meer centraal stond. Een nieuwe
wereld ging voor me open. Een uitdagende manier om aan onderzoek en co-creatie
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te doen, die me heel erg beviel. Bedankt Femke om de fakkel door te geven tijdens
je zwangerschapsverlof. Ik ben heel blij dat ik aan dit project mee heb mogen wer-
ken en dat het uiteindelijk de basis geworden is van dit doctoraat. Bedankt Ann
Ackaert en Stijn Verstichel voor de ondersteuning als coaches tijdens dit project
en de vele input, discussies, gesprekken. Natuurlijk werkte ik niet alleen aan dit
project (dat zou ook nogal raar zijn voor dit type projecten). Bedankt Pieter Crom-
bez, Tommy Carlier, Kevin De Gryse, Stefan Danschotter, Robby Smet, Maya Van
den Broeck, Donaat Van Eynde, Sofie Maes, Jasmien Decancq, Pieter Duysburgh,
An Jacobs, Karen Willems, Arne Jansen, Jan-Henk Annema, Dimitri Van Lan-
duyt, Eric Moons, Jean-Marc Harvengt, Karin Slegers, Kim Wuyts, Maarten De-
cat, Jeroen Hoebeke, Floris Van den Abeele, Frederic Van Nieuwenborg, Jan Van
Ooteghem, Pieter Bonte en zovele anderen voor de aangename samenwerking.
Het FallRisk project dompelde me onder in e´e´n van de risico’s, die verbon-
den zijn aan het zelfstandig thuiswonen, zeker bij ouderen, namelijk valinciden-
ten. Ook dit interdisciplinair onderzoek bestond uit een team van verschillende
onderzoeks- en industriepartners. Bedankt, Pieter Combez, Michael Catrysse,
Tommy Carlier, Jens Dhont, Ludo Cuypers, Michel D’have´, Jan Van den Bergh,
Greet Baldewijns, Steven Vandeput, Gert Mertes, Tom Croonenborghs, Bart Van-
rumste, Shirley Elprama, An Jacobs, Brenda Aendekerk, Matthew Philpott, Dirck
Seynave, Floris Van den Abeele, Jen Rossey, Jeroen Hoebeke, Jonas Anseeuw,
Stijn Verstichel en de vele anderen. In deze lijst ontbreekt er nog 1 persoon. Be-
dankt Jelle Nelis, voor de fijne samenwerking tijdens het project. Voor de tech-
nische ondersteuning en het aanhoren van wat waarschijnlijk geclassificeerd kan
worden onder “gezaag”. Het FallRisk project zou zonder jou enerzijds minder tof
en anderzijds niet zo succesvol geweest zijn.
Vorig jaar startte alweer een nieuw interdisciplinair onderzoek, WONDER,
waarbij woonzorgcentra en personen met dementie centraal staan. Dit wordt zeker
een nieuwe uitdaging! Ik bedank nu al graag de partners voor de reeds fijne samen-
werking: An Jacobs, Shirley Elprama, Katriina Kipli, Charlotte Jewell, Tommy
Deblieck, Christophe Michiels, Nathalie Vanhaecke, Francesco Pessolano, Marco
Camilli, Dirk Beyens, Fatia Tigra, Nancy Vander Heyden, Ronald De Byck, Isa-
bella Dewulf, Jelle Nelis, Femke Ongenae, Stijn De Pestel, Christof Mahieu, Pieter
Simoens, de Zora’s en natuurlijk ook het personeel van De Vijvers en Weverbos.
Femke, we gaan er een zomer vol data-analyse van maken!
ICON projecten, zoals de projecten die hierboven vermeld werden, kunnen
enkel maar mogelijk gemaakt worden dankzij de ondersteuning van iMinds. Ui-
teraard wil ik ze daarvoor danken. Meer specifiek bedank ik graag Birgit Morlion
voor haar ondersteuning en feedback tijdens zowel de onderzoeksvoorstellen als
het realiseren van het onderzoek zelf. Piet Verhoeve, bedankt voor de momenten
dat je je kon vrijmaken als er een vraag was tijdens het schrijven van proposals en
voor de feedback achteraf.
Het eHealth-onderzoek binnnen IBCN zou niets zijn zonder Ann Ackaert.
Ann, bedankt om me te betrekken bij het schrijven van proposals, de brainstorms
en de vele discussies. Het betekende heel veel voor me om reeds tijdens mijn doc-
toraatsonderzoek ook al een klein steentje bij te dragen aan het uitstippelen van het
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eHealth onderzoek dat binnen IBCN gedaan wordt. De koffiekletsjes en gesprek-
ken over kleine en grote kinderen en zoveel meer zou ik natuurlijk ook niet willen
missen hebben.
Stijn Verstichel, bedankt voor de vele gesprekken, het sparren tijdens het af-
handelen van opnieuw een revision en ter voorbereiding van mijn verdediging en
de momenten wanneer ik bij je terecht kon met allerhande vragen over OCare-
CloudS en FallRisk. Bedankt om iedere keer mijn papers na te lezen zodat ze toch
voldeden aan de Engelse taal. Bedankt ook om over te nemen toen ik op zwanger-
schapsverlof vertrok en de laatste loodjes van OCareCloudS niet kon afwerken en
ook nog eens in het midden van het FallRisk project.
Onderzoek wil ook zeggen op conferentie gaan en je werk voorstellen aan
de onderzoeksgemeenschap. Femke en Jan Van Ooteghem, bedankt om me te
vergezellen tijdens conferenties en voor het samen organiseren van de workshops
op sommige van die conferenties. Ook al was er tijdens die reizen niet veel tijd
voor ontspanning, ik zal de blitzverkenning van Istanbul met bijhorende Turkse
koffie of de wandeling in La Jolla in San Diego niet snel vergeten!
Zoals ik reeds vermeldde, kreeg ik binnen IBCN de kans om mijn onderwijs-
steentje bij te dragen. Het helpen vormen van toekomstige computerwetenschap-
pers is iets wat ik heel belangrijk vind, graag gedaan heb en ook hoop in de toe-
komst te blijven doen. Het begon allemaal met het helpen bij het vak “Ontwerp van
gedistribueerde software” van Filip en Bart Dhoedt. Samen met Kristof, als assis-
tent, en vele andere collega’s stelden we practica en projecten op. Bedankt voor de
leuke samenwerking: Kristof Steurbaut, Femke Ongenae, Jeroen Famaey, Steven
Latre´, Stijn Verstichel, Bert Vankeirsbilck, Matthias Strobbe, Gregory Van Segh-
broeck, Samuel Dauwe, Dieter Verslype, Hendrik Moens, Niels Bouten, Tim Ver-
belen, Klaas Roobroeck, Thomas Vanhove, Maxim Claeys, Wim Van de Meers-
sche en Pieter Bonte.
Nadat Kristof zijn doctoraat behaalde, werd me de kans gegeven te solliciteren
voor dit assistentenmandaat. Bedankt Filip om aan mij te denken en te vragen of
ik dit zou willen doen. Ik heb het me sinds die dag nog niet betreurd dat ik deze
kans gegrepen heb en dank dan natuurlijk ook de vakgroep Informatietechnologie
en onze vakgroepvoorzitter Danie¨l De Zutter voor deze kans.
Na de invoering van de nieuwe master kreeg het vak een aangepaste invulling
en benaming, namelijk “Parallel and Distributed Software Systems”, en ook een
nieuwe medelesgever. Bedankt Jan Fostier om me de kans te geven me verder
in te zetten voor dit vak. Daarnaast kruisten ook nog andere vakken mijn pad,
namelijk Software-Ontwikkeling I, Programmeren, Vakoverschrijdend Project en
Design Project. Bedankt Bruno Volckaert voor de uitmuntende coo¨rdinatie van
Software-Ontwikkeling I en Programmeren, ik ben blij om toch een heel klein
beetje bij gedragen te hebben aan de C-kennis van de studenten. Ook mijn Vak-
overschrijdend Project medebegeleiders zou ik graag bedanken voor de samenwer-
king. Femke Ongenae, Stijn Verstichel en Jelle Nelis. Merci!
En dan last, but not least (qua onderwijs that is), Design Project. Een vak dat
leren op een totaal andere manier benadert en het daarom ook zo leuk maakt om
hier deel van uit te zijn. Bedankt Jolien Coenraets voor de praktische opvolging en
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uitwerking van dit vak. Ik heb tijdens de eerste jaargang van dit vak zelf ontzettend
veel bijgeleerd en hoop dat ik dat dit jaar toch ook wat op de studenten heb kunnen
overdragen. We zullen je volgend academiejaar missen, maar we komen zeker
eens brainstormen in de Design Factory (die tegen dan toch een andere naam moet
hebben). Bedankt aan de proffen van dit vak, namelijk Filip, Frank Gielen en Dirk
Stroobandt om me de kans te geven een begeleidersrol op te nemen. Natuurlijk heb
je voor dit soort vakken een heel team begeleiders nodig. Bedankt Alexia Kourfali,
Jelle Nelis en Stijn De Pestel om samen feedback te geven aan de studenten, samen
workshops in te richten en samen de reviews te doen.
Onderwijs bestaat niet alleen uit vakken, maar ook uit het geven van begelei-
ding tijdens thesissen. In die 7 jaar werken bij IBCN zijn er reeds een hele hoop
thesisonderwerpen en- studenten langsgekomen. Thesissen begeleiden doe je niet
alleen. Bedankt aan alle begeleiders die samen met mij de studenten trachtten
wegwijs te maken in de wondere wereld van onderzoek. Bedankt Femke Onge-
nae, Kristof Steurbaut, Steven Latre´, Jeroen Famaey, Stijn Verstichel, Pieter Bonte,
Bram Gadeyne, Jelle Nelis en Stijn De Pestel. Ik weet dat dit bij sommigen ze-
ker gelukt is, namelijk Hendrik Moens en Thomas Vanhove. Zij zijn ondertussen
collega’s geworden, die hun eigen onderzoekspistes uitgebouwd hebben.
Naast onderzoek en onderwijs waren er nog een aantal andere evenementen,
groeperingen,. . . waar ik lid van was. Het begon allemaal ergens in 2011 toen
Steven Latre´ vroeg of ik geen lid wou worden van het organiserend comite´ van het
doctoraatssymposium van de faculteit. Wat begon als een lid met een kleine taak
evolueerde naar secretaris en uiteindelijk naar voorzitter (of moet ik voorzitster
zeggen?). Het doctoraatssymposium evolueerde mee, het werd een symposium
voor alle onderzoekers binnen de faculteit, namelijk het FEA Research Sympo-
sium of kortweg FEARS. Aangezien onze geleding nogal onderhevig is aan veel
veranderingen, is het moeilijk om bij te houden wie er sinds 2011 allemaal in dit
comie´ zetelde, daarom een algemene bedankt aan alle (ex-)leden. Ook de hui-
dige delegatie zet ik graag even in de bloemetjes, bedankt Kenneth Toch, Nele De
Geeter, Leen Veldeman, Karel Van den Berghe, Thomas Verbeek, Kristof Van der
Borght, Femke Ongenae en Stijn Derammelaere. Zeker bij de vorige editie toen
ik al begon te panikeren over dat schrijven van mijn doctoraat, bedankt voor de
afleiding! Bedankt ook aan Jelle Laverge, onze vorige voorzitter! Daarnaast wil
ik uitdrukkelijk de faculteit en onze decaan Rik Van de Walle bedanken die ieder
jaar opnieuw vertrouwen in ons stelt om dit event te organiseren!
Twee jaar geleden vroeg Sofie Verbrugge Femke Ongenae en mezelf of we
geen interesse hadden om op te komen voor de faculteitsraad en er eventueel te ze-
telen als vertegenwoordiger van het Overig Assisterend Personeel (OAP, in andere
woorden de wetenschappelijke medewerkers, assistenten, doctoraatsstudenten en
post-docs). Zo geschiede. Bedankt Sofie om mijn aanvraag in te dienen op het rec-
toraat (de geboorte van de jongste spruit maakte dat namelijk onmogelijk). Femke
en ik werden verkozen en vertegenwoordigen met veel plezier het OAP in de fa-
culteitsraad (ik denk dat ik dat wel mag stellen, niet Femke?) en dat zullen we de
komende twee jaar ook nog blijven doen. Verkozen worden voor de faculteitsraad
hield natuurlijk ook in dat je op de hoogte blijft van het reilen en zeilen van de
vfaculteit en de OAP-werking. De ideale manier om dat te doen is het bijwonen
van de OAP-vergaderingen. Tijdens deze vergaderingen en onder de leiding van
Thierry De Meyer werden de punten uit raden en commissie en de agenda van de
faculteitsraad overlopen. Bedankt aan alle leden die hun steentje hier bijdragen
en die de faculteit en het OAP op deze manier (onder)steunen. Naast de facul-
teitsraad, zetelde ik ook in een aantal commissies en raden. Graag bedank ik mijn
collega-OAP’ers voor de discussies, de toffe babbels achteraf en nog zoveel meer:
Christophe Billiet, Kurt Lejaeghere, Sven Rogge, Annick Van Deynse, Ruben Ver-
straeten, Cedric De Boom, Bart Coppens, Thomas Vanhove en Rob De Staelen.
Vrouw zijn in een informaticawereld is niet altijd dat en omdat er toch meer
meisjes hun weg tot deze wereld zouden moeten vinden, staken een aantal meiden
een 3-tal jaar geleden de koppen bij elkaar om op onze manier toch een steentje
bij te dragen aan het promoten van STEM (Science, Technology, Engineering and
Mathematics). Bedankt TechLadies: Anna Hristoskova, Marlies Van der Wee,
Leen De Baets, Jolien Coenraets en Sofie Verbrugge.
Natuurlijk kan je niet aan een doctoraat werken zonder de juiste technische on-
dersteuning. Bedankt A-team: Joeri Casteels, Simon Roberts, Vicent Borja Torres,
Bert De Vuyst en Brecht Vermeulen en natuurlijk ook de vorige admins! Naast
technische ondersteuning heb je ook soms algemene vragen of problemen waar
je geen weg mee weet. Binnen IBCN kan je daarvoor altijd terecht bij Martine
Buysse en Davinia Stevens. Bedankt allebei! Niet alleen voor het beantwoorden
van al die vragen en ik besef zeker dat het er veel geweest zijn, maar ook voor de
toffe babbels over de (klein)kinderen, de Center Parcs reisjes en de koffiepraatjes.
Voor financie¨le ondersteuning kon je altijd terecht bij Bernadette Becue en Joke
Staelens. Merci! Ook met Joke kon ik hier en daar wel eens een babbeltje slaan
over onze kleine (b)engeltjes. Ook Sabrina en Sandra zou ik graag bedanken, zij
zorgden ervoor dat alles altijd netjes was en de vergaderzalen klaargezet werden.
Bedankt!
Natuurlijk heb je ook een goede en toffe werksfeer nodig tijdens het werken
aan een doctoraat. Toen ik startte in augustus 2009, kwam ik in bureau 2.20 te-
recht in de Zuiderpoort. Ik maakte er sinds het begin deel uit van een eilandje.
Jeroen Famaey en Femke Ongenae, bedankt om de beste eilandgenootjes ooit te
zijn. Het beantwoorden van vragen, me wegwijs maken in de wondere wereld
van publiceren en Web of Science, het lachen van achter onze schermen en zoveel
meer. Ook onze “eilanddates” met en zonder partners en met en zonder kindjes
zorgden altijd voor een vrolijke noot en een toffe afwisseling. Het wordt hoog
tijd om dit opnieuw wat meer te doen, nu dit doctoraat mijn tijd niet meer zal
opslorpen! Bedankt Wannes Van Kerckhove en Thomas Dupont, voor het beant-
woorden van alle technische vragen rond software, hardware en programmeren die
ik ooit had! Ook bedankt om 100 keer te trachten OSGi en zijn principes duidelijk
te maken aan Femke en mij! Pieter Bonte, bedankt voor de hulp tijdens OCare-
CloudS! Een OSGi expert in het knowledge management team hebben is een echte
meerwaarde! Maar ook mijn andere (ex-)bureaugenootjes wil ik graag bedanken:
Sofie Verbrugge, Bruno Volckaert, Hendrik Moens, Bert Vankeirsbilck, Gregory
Van Seghbroeck, Minh Nguyen, Lien Deboosere, Farhan Azmat Ali, Pol Dockx,
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Maryam Barshan, Ankita Atrey, Dirk Gorissen, Ivo Cockuyt, Samuel Dauwe en
Jonas Anseeuw.
Bureau-activiteiten werden er ook al eens georganiseerd. Na de grote bureau-
verhuis in 2010 werd het begrip bureau wat breder getrokken en gingen ook onze
collega’s van bureau 2.21 al eens mee. Bedankt Steven Latre´, Kristof Steurbaut,
Maxim Claeys, Thomas Vanhove, Niels Bouten, Philip Leroux, Bram Gadeyne en
Stijn Verstichel (ook al kwam jij uit je apart kotteke op het derde).
Na de grote bureauverhuis stond ons in maart van dit jaar een nog grotere
verhuis te wachten. We verhuisden naar Zwijnaarde. Een gevreesde verhuis, maar
ik moet zeggen alles valt er goed mee en de 10de verdieping heeft een “view to
die for” (jullie kunnen straks allemaal eens een kijkje nemen op het 12de). Samen
met Philip Leroux, Pieter Bonte, Alexander Dejonghe, Jonas Anseeuw en Femke
Ongenae hoop ik dan ook nog veel mooie herinneringen te maken. Een special
thanks gaat uit naar Christof Mahieu, hij maakte deze verhuis memorabel door
samen met Femke en mij Zora te verhuizen. Een ritje om nooit te vergeten!
Je zou denken, je zit in een mannenwereld, er zal veel over voetbal gepraat
worden. Niets is minder waar. Daarom, bedankt Wannes Kerckhove, Jelle Nelis
en sinds kort Stijn De Pestel om toch wat voetbal-talk te introduceren op het werk!
En voor Wannes en Stijn, come on FCB!
En natuurlijk zijn er nog die momenten dat je in de gang of aan de koffiema-
chine of in de keuken iemand tegenkomt waar je een gezellige babbel mee kan
slaan over vanalles en nog wat. Het zijn veel te veel mensen om allemaal bij naam
te vernoemen. Dus, bedankt allemaal voor die leuke gesprekjes!
Maar natuurlijk zijn er niet alleen tijdens het werk vriendschappen ontstaan.
Ook reeds tijdens het studeren werden er vriendschappen gesmeed. Bedankt Femke,
Jeroen, Jeroen Janssen, Bart Coppens, Bert Verslyppe, Ste´phanie Vanhove, Pascal
Torfs en Niels Neirynck om de nerd in mij naar boven te halen met de LAN-parties
en singstaravonden!
Jan Van Boghout, ik ben benieuwd wie er nu gewonnen heeft. Ik hoop onder-
tussen dat Espresso zijn release gehaald heeft en anders: “You owe me one”! Ik
verwacht een uitnodiging voor het launchevent! Thx om de laatste twee jaar van
de master op te fleuren met Apple talk, WWDC praatjes, iPhones die in het water
vallen,. . .
Natuurlijk zijn er ook die vrienden die er reeds waren voor de start van mijn
studies en daarmee bedoel ik in dit geval echt wel waaaayyy back. Marijke, Ellen
en Sara, al sinds het lager gingen we samen naar school en hebben we altijd veel
samen gedaan. Bedankt om er te zijn, om samen herinneringen op te halen, om
samen iets te doen en gewoon te zorgen dat ik een moment niet aan dat doctoraat
dacht. Sara, bedankt voor de praatjes over ons onderzoek en onze doctoraten,
het was tof om ook in deze vriendenkring af en toe te kunnen reflecteren over
onderzoek en alles wat erbij hoort!
Iets later kwamen daar ook een aantal jongens bij, namelijk Michael, Pieter B,
Xavier en Jeroen, en ook al mochten we toen in het 5de leerjaar niet mee voet-
ballen, toch kwam voor sommigen na het e´e´n het ander. We hebben samen onze
middelbare carrie´re afgelegd en veel mooie herinneringen gemaakt. Het zijn za-
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ken waar ik nu nog steeds met een lach kan aan terug denken, denk maar aan die
“roltraagkrui” of aan “de grote Riemann” (niet waar, Mr. Bracke?). Marijke en
Michael, Sara en Xavier, Ellen en Jeroen, Simon en Evi, Pieter S en Lieselot, Pie-
ter B en Ellen DK, Ellentje en Kristof, en Dries, ook al zien we elkaar niet zo vaak
meer als vroeger, de momenten dat we elkaar wel zien, zijn altijd heel gezellig,
bedankt!
Daarnaast ontmoet je soms mensen op een moment dat er wat tegenslag is.
Fanny, je kruiste ons pad als thuisverpleegster, maar ik ben heel blij dat ik je nu
een goede vriendin kan noemen. Bedankt om die zotte meme Fanny te zijn voor
Lise en natuurlijk ook tante Fanny voor Tibe! Bedankt dat we altijd kunnen bellen
als er iets is en om gewoon eens binnen te springen voor een babbel. Zo een
onverwachtse afwisseling kan soms echt deugd doen.
Jeroen, of ook wel Jamal, we kenden elkaar al sinds we samen startten aan
onze informaticastudies, maar toen ik bij bureau 2.20 bij IBCN vervoegde, werden
we hele goede vrienden. Bedankt voor de babbels, de chatgesprekken, de hulp
bij onnoemelijk veel zaken, de toffe gezelschapsspelletjesavonden, waar je toch
iedere keer opnieuw ontmaskerd werd als Cylon en de hilariteit die het-niet-tegen-
je-verlies-kunnen met zich meebracht en nog zoveel meer! Maria, thank you for
making Tibe and Lise smile. It is a pleasure to see them having so much fun when
you visit! We only know each other about 1.5 years, but thanks for the lovely
times Karel and I, and the kids, had when you all visited or we visited you! En
natuurlijk, bedankt voor de playdates met Mirthe en Senne!
Femke, je bent al een aantal keren hierboven vernoemd. We zijn samen ge-
start met informatica en ik zal dan ook nooit vergeten toen je die eerste les aan
mij vroeg wat nu eigenlijk die CPU was waar prof. Hoffman het de hele tijd over
had. Samen studeren, projecten en practica maken, domme vragen stellen aan
Jeroen,. . . Daarna werd je mijn thesisbegeleider, bedankt om me zoveel te leren
tijdens die eerste aanraking met onderzoek. Ik denk dat de thesisstudenten on-
dertussen wel kunnen beamen dat we dezelfde aanpak hebben. I’ve learned from
the best. Daarna werkten we samen rond eHealth en eCare. De discussies, brain-
storms, koffiepauzes en gesprekken hebben allemaal op de een of andere manier
bijgedragen aan dit resultaat. De conferenties, die we samen deden, zal ik natuur-
lijk ook nooit vergeten. Ook al was reis naar en de vakantie in Perth een emotionele
rollercoaster (bedankt daarvoor prutske Tibe), het is een van de mooiste reizen die
ik gemaakt heb. Het wordt hoog tijd dat we onze traditie terug opnemen en dat
we verder gaan met de analyse van de hot chocolate cakes (aka moelleux), die
ze overal ter wereld serveren. En natuurlijk, vergeet ik ook je lompigheid niet te
vermelden waarmee je niet zo lang geleden de koffiemachine vulde, ja, ook die
zaken zijn een leuke afwisseling. Bedankt voor alle feedback die je had op mijn
papers en mijn doctoraatsboek en het terugkoppelen tijdens het voorbereiden van
de doctoraatsverdediging. Ook al moest ik af en toe zuchten bij het verwerken van
al die commentaar, ik weet zeker dat het resultaat er enkel beter van geworden is.
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– Summary in Dutch –
In de afgelopen jaren werd de impact van de vergrijzing in de EU steeds groter.
Terwijl het aandeel werkende mensen blijft inkrimpen, neemt het aantal ouderen
gestaag toe. Dit is te wijten aan hoofdzakelijk twee redenen: de aanhoudende lage
geboortecijfers en de hogere levensverwachting. Een belangrijke indicator om de
levenskwaliteit te meten, is het aantal gezonde levensjaren dat een persoon kan
verwachten bij de geboorte en op een leeftijd van 65 jaar. Ook deze verwachtingen
zijn de voorbije jaren enkel toegenomen. Anderzijds worden ouderen gemiddeld
gezien de laatste 10 jaar van hun leven meer geconfronteerd met aandoeningen en
ziektes. Een andere trend, die kan worden waargenomen, is het toenemend aantal
mensen met een chronische ziekte. Samen met het ouder worden, stijgt ook de
kans op het ontwikkelen van een chronische aandoening. In de populatie van de
leeftijdcategorie van 16-24 jaar kampt slechts 11% met een chronische aandoe-
ning. Voor mensen van 85 jaar of ouder stijgt dit tot 73%. Bovendien hebben
oudere mensen ook vaker te kampen met meerdere chronische aandoeningen.
Ouderen en personen met een chronische ziekte wonen het liefst zo lang mo-
gelijk zelfstandig. Op deze manier worden de gezondheidszorgsystemen, meer be-
paald de tweedelijnszorg en institutionele zorgvoorzieningen, minder belast. Deze
mensen worden vaak behandeld in de eerstelijnsgezondheidszorg en worden thuis
opgevolgd door verschillende (thuis)zorgorganisaties. Deze zorgorganisaties zijn
verantwoordelijk voor verschillende aspecten van de zorgverlening, zoals bijvoor-
beeld maaltijdbezorging en thuisverpleging. Deze organisaties en hun zorgverle-
ners staan in voor de dagelijkse ondersteuning van de zorg. Om zelfstandig wonen
op lange termijn mogelijk te maken, rekenen deze bewoners niet enkel op zorgor-
ganisaties en zorgverleners, maar vertrouwen ze ook op mantelzorgers, namelijk
familie, buren en vrienden. Deze mantelzorgers kunnen tijdens het verlenen van
zorg voor hun dierbaren echter negatieve psychologische en gedragsmatige invloe-
den ondervinden op hun dagelijks leven en hun gezondheid. Bovendien loopt de
communicatie tussen de zorgverleners en mantelzorgers moeilijk en is kennisover-
dracht vaak beperkt. Deze problemen bedreigen het welzijn van de bewoners.
Om deze uitdagingen aan te gaan en om de gezondheidszorg te verbeteren,
werd informatietechnologie (IT) geı¨ntroduceerd in de gezondheidszorg. Hiernaar
wordt vaak gerefereerd als eHealth. Terwijl eHealth betrekking heeft op een brede
visie, namelijk op het samensmelten van gezondheidszorg met technologie, wordt
eCare soms gebruikt om te verwijzen naar IT-ondersteunende zorgsystemen. Bij
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eCare ligt de nadruk meer op de zorg in plaats van op gezondheidsaspecten. Bin-
nen dit eHealth domein werden de laatste jaren verschillende nieuwe concepten
geı¨ntroduceerd. Een van deze nieuwe concepten is geavanceerde (Eng.: perva-
sive) gezondheidszorg. Hierbij wordt gebruik gemaakt van intelligente mobiele
apparaten, sensoren en draadloze technologiee¨n om efficie¨ntere en meer krachtige
(gezondheids)zorgtoepassingen te realiseren. Op deze manier kunnen de kosten
op lange termijn verminderd worden en kan de kwaliteit van de gezondheidszorg
verbeterd worden. Door rekening te houden met de context kunnen meer geper-
sonaliseerde diensten aangeboden worden en is het mogelijk dat zulke systemen
betere beslissingsondersteuning bieden. Geavanceerde eCare oplossingen kunnen
het zelfstandig thuiswonen ondersteunen door gepersonaliseerde diensten aan te
bieden. Deze diensten brengen alle beschikbare informatie in rekening en gebrui-
ken deze informatie ook om kennis af te leiden en de zorgverleners en mantel-
zorgers op de hoogte te brengen. Op deze manier zijn mantelzorgers geruster,
aangezien zij weten dat de bewoner gebruik maakt van ondersteunende diensten
en dat zij geı¨nformeerd zullen worden wanneer er iets abnormaals gebeurt of als
een noodgeval zich voordoet. Dit zal de druk op mantelzorgers verlichten.
Tijdens het ontwerp en de ontwikkeling van geavanceerde oplossingen voor de
gezondheidszorg is het belangrijk om met de mening en de gedachten van de eind-
gebruikers, namelijk de bewoners, zorgverleners en mantelzorgers, en betrokken
belanghebbenden, zoals expertisecentra en zorgorganisaties, rekening te houden.
Gebruikersonderzoekers brengen deze verschillende partijen samen en peilen naar
hun mening door het afnemen van groepsgesprekken en interviews. Op deze ma-
nier wordt de kloof overbrugd tussen de eindgebruikers en de technische onder-
zoekers. Dit interdisciplinair team van gebruikers, belanghebbenden, gebruikers-
onderzoekers en technische onderzoekers maakt gebruik van een benadering, die
de eindgebruiker centraal plaats om tot oplossingen te komen, die een verhoogde
kans hebben om aanvaard en ook effectief gebruikt te worden. Dit leidt tot de ont-
wikkeling van niet-stigmatiserende oplossingen op maat van de eindgebruikers.
De belangrijkste onderzoeksbijdrage van dit doctoraatsproefschrift is het ont-
werp en de ontwikkeling van een contextgevoelige, semantisch, datagedreven plat-
form, namelijk het OCarePlatform, samen met de ontwikkeling van bijbehorende
diensten en algoritmen, die het mogelijk maken om op een efficie¨nte manier spe-
cifieke functionaliteit in te pluggen in het platform. Dit platform kan de bewoners
en hun zorgnetwerk ondersteunen om een verlengd verblijf in hun eigen thuisom-
geving mogelijk te maken.
Een eerste onderzoeksbijdrage van dit proefschrift focust op het ontwerp en de
ontwikkeling van het OCarePlatform en het OCareCloudS (OCCS) systeem. Het
OCCS systeem heeft als doel om de zorg te organiseren via vertrouwde, cloud-
gebaseerde diensten. Dit systeem maakt het mogelijk om informatie- en kennisge-
baseerde diensten aan te bieden, die de grenzen tussen de verschillende persoon-
lijke leefwerelden van de bewoner, namelijk de dagelijkse zorg en zorggerelateerde
behoeften, de sociale behoeften en de dagelijkse ondersteuning, overbrugd. Het
OCarePlatform vormt het hart van het OCareCloudS systeem en biedt een intel-
ligente back-end aan. Het OCarePlatform maakt het mogelijk om de heterogene
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informatie van de bewoner, die ter beschikking is gesteld via verschillende bron-
nen binnen het OCCS systeem en de actoren binnen het systeem op een efficie¨nte
en intelligente manier samen te brengen, door gebruik te maken van een ontologie-
gebaseerde aanpak. Het OCarePlatform maakt het mogelijk om gepersonaliseerde
zorgdiensten aan te bieden op een schaalbare en modulaire manier.
Om ervoor te zorgen dat het OCarePlatform een algemeen beeld heeft van de
bewoner, is het belangrijk om te communiceren met bestaande relevante gegevens-
bronnen. Deze gegevensbronnen kunnen gezondheids- , zorg- en welzijnsinforma-
tie bevatten. Een tweede onderzoeksbijdrage richt zich op de efficie¨nte fusie van
data, afkomstig uit externe gegevensbronnen in het OCarePlatform. Hiertoe wordt
het Vitalink platform, een initiatief van de Vlaamse regering, die gezondheids-
en zorggegevens van Belgische burgers op een veilige manier bewaard, gebruikt.
Meer in het bijzonder wordt het Medicatieschema van Vitalink geconsolideerd in
het OCarePlatform om therapietrouw te bevorderen. Daartoe kan een overzicht
van het medicatieschema getoond worden aan de bewoner en de zorgverleners.
Ook worden er meldingen verzonden wanneer de bewoner zijn/haar medicijnen
moet nemen. Naast deze technische realisatie, worden ook de huidige beperkin-
gen van het Vitalink platform om de integratie te realiseren met cloud-oplossingen
geanalyseerd en worden de geleerde lessen besproken.
Het modulaire ontwerp van de OCarePlatform maakt het mogelijk om nieuwe
diensten te ontwerpen en toe te voegen op een efficie¨nte manier. Om effectieve
oplossingen te creee¨ren is het belangrijk dat er een interdisciplinaire ontwerpbe-
nadering gebruikt wordt. Om zo een benadering mogelijk te maken, richt een
derde uitdaging zich op het ontwerpen van een visualisatietool, die het mogelijk
maakt om de kloof tussen technische onderzoekers enerzijds en gebruikersonder-
zoekers, eindgebruikers en belanghebbenden anderzijds te overbruggen. Deze tool
visualiseert het OCarePlatform als een multigraaf en genereert deze graaf op een
automatische en dynamische manier. Het datagedreven karakter van het OCare-
Platform maakt het soms moeilijk om op voorhand te weten hoe data door het
systeem zal stromen. Deze tool ondersteunt ook technische onderzoekers tijdens
de ontwikkeling van de OCarePlatform.
Een van de grootste risico’s van zelfstandig wonen is het risico op valinciden-
ten in huis. Valincidenten verhogen het risico op een opname in een ziekenhuis
of in een woonzorgcentrum. Een vierde uitdaging spits zich toe op het uitbrei-
den van het OCarePlatform met extra diensten om multisensorvaldetectie moge-
lijk te maken. Op deze manier kan ook de toepasbaarheid en uitbreidbaarheid
van het OCarePlatform gevalideerd worden. Om multisensorvaldetectie mogelijk
te maken worden gegevens van heterogene sensoren en valdetectiesystemen, die
binnen het huis van de oudere geplaatst zijn, samen met contextinformatie van
de oudere en zijn/haar zorgverleners en mantelzorgers, verzameld. Voorbeelden
van sensorvaldetectiesystemen zijn camera-gebaseerde systemen, gyroscopische
gegevens van de smartphone, druksensorinformatie en bewegingssensordata. Al-
goritmen zijn ontwikkeld om deze gegevens op een intelligente manier samen te
smelten en om op deze manier tot een nauwkeurigere analyse van de data te ko-
men.
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Het aanpakken van deze uitdagingen resulteerde in een geavanceerd, context-
gevoelig platform waarbij de bewoner centraal wordt geplaatst. Dit platform opti-
maliseert de thuiszorg en zorg aangeboden door zorgorganisaties, zorgverleners en
mantelzorgers. Verder wordt de interactie tussen deze actoren sterk verbeterd. Het
OCarePlatform stelt de bewoner in staat om zo lang mogelijk zelfstandig te leven,
zonder gebruik te maken van stigmatiserende oplossingen.
Summary
In recent years, demographic ageing has had an increasing impact within the EU.
While the proportion of people of working age is shrinking, the share of older
people is steadily increasing. Two reasons account for this, namely the consistently
low birth rates and the higher life expectancy. An important indicator to measure
the quality of life, is the expected healthy years individuals have at birth and at the
age of 65. These numbers are also increasing over the years. However, individuals
are confronted with on average more than 10 years of living with illnesses at the
end of their lives. Another trend, which can be observed, is the increasing number
of individuals with a chronic illness. Together with ageing, the chance to develop a
chronic condition rises. While only 11% of population aged 16 to 24 has a chronic
condition, this increases to 73% for people aged 85 or older. Moreover, elderly
tend to have to cope with multiple chronic conditions.
Elderly and individuals dealing with chronic disease prefer to live indepen-
dently at home for as long as possible. This way the healthcare systems, such as
secondary care and institutional care facilities, are less burdened with this type of
care. These individuals are often treated in primary care and are followed up at
home by different care organizations. These care organizations are responsible for
different aspects of care delivery, e.g., meal delivery services and offering support
in daily care and tasks. To keep living independently, residents do not only depend
on care organizations and formal caregivers, they also rely on their own family,
friends and neighbors, often called informal caregivers. However, these informal
caregivers can experience negative psychological and behavioral effects on their
daily lives and health, when providing care of their beloved ones. Moreover, com-
munication between both informal and formal caregiver is difficult and knowledge
transfer is often limited. These issues threaten the well-being of the resident.
To face these challenges and to improve healthcare, Information Technology
(IT) was introduced in healthcare, referred to as eHealth. While eHealth covers
the wider perspective of fusing health together with technology, eCare is some-
times referred to as IT supported care systems, focusing more on care instead of
on health. Over the years, new concepts were introduced within the eHealth do-
main. Pervasive healthcare makes use of intelligent mobile devices, sensors and
wireless technologies to create efficient and powerful medical applications. This
way, long-term costs can be reduced and the quality of healthcare can be improved.
By taking context into account, more personalized services can be offered and bet-
ter decisions can be made by these pervasive healthcare systems. Pervasive eCare
solutions could support independent living at home, by offering personalized ser-
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vices, which take all available information into account and use it to derive knowl-
edge and notify caregivers. This way, informal caregivers especially are more at
ease, as they know systems are set in place to support the resident and that they
will be informed when an abnormality or emergency occurs. This will decrease
the burden they experience.
When designing and developing pervasive healthcare solutions, it is important
to take the opinions and thoughts of the end users, i.e., the residents, informal
and formal caregivers, and involved stakeholders, such as expertise centers and
care organizations, into account. To bring these parties together, user researchers
come into play to question them, bridging the gap between the end users and the
technical researchers. This interdisciplinary team of users, stakeholders, user re-
searchers and technical researchers employs a user-centered approach to create
solutions, which have an increased chance of user acceptance and uptake. It also
enables the development of non-stigmatizing solutions.
The main research contribution of this dissertation is the design and develop-
ment of a context-aware, semantic, data-driven platform, referred to as the OCare-
Platform, together with accompanying services and algorithms, which allow to ef-
ficiently plug-in specific functionality into the platform. This platform can support
residents and their care network of (in)formal caregivers to facilitate a prolonged
stay at home.
A first research contribution of this dissertation focuses on the design and
development of the OCarePlatform and the OCareCloudS (OCCS) system. The
OCCS system aims to organize care through trusted cloudy-like services. This
system allows for offering information and knowledge-based services, crossing
the border of different personal living hemispheres of the resident, namely the
daily care related needs, the social needs and the daily life assistance. The OCare-
Platform, which constitutes the heart of the OCareCloudS system, offers an intel-
ligent back-end to the OCareCloudS system. The OCarePlatform makes it possi-
ble to efficiently fuse the heterogeneous information of the resident, made avail-
able through the various sources within the OCCS system and actors by using an
ontology-based approach. The OCarePlatform allows for the scalable and modular
deployment of personalized healthcare services.
To make sure the OCarePlatform has an overall picture of the resident, it is
important to interact with existing data sources, which contain relevant health, care
and welfare information. A second contribution focuses on the efficient fusion of
data, originating from external data sources into the OCarePlatform. To this end,
the Vitalink platform, an initiative of the Flemish Government, storing the health
and care data from Belgian residents is used. More specifically, the Medication
Scheme of Vitalink is consolidated in the OCarePlatform to facilitate medication
compliance. Therefore, an overview of the medication scheme can be given to
the resident and the caregivers. Notifications are sent when the resident should
take his/her medication. Together with this realization, the remaining issues of
the Vitalink platform to realize integration with cloud solutions are analyzed and
lessons learned are discussed.
The modular design of the OCarePlatform makes it possible to design new
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services and add them in an efficient way. To create effective solutions, it is im-
portant that an interdisciplinary design approach is chosen. To facilitate this, a
third research challenge focuses on the design of a visualization tool, which makes
it possible to bridge the gap between technical researchers on the one hand and
user researchers, end users and stakeholders on the other hand. This visualization
tool visualizes the OCarePlatform as a multi-graph and updates this graph auto-
matically and dynamically. The data-driven aspect of the OCarePlatform makes it
sometimes difficult to know upfront how data will flow through the system. This
tool also supports technical researchers during the development of the OCarePlat-
form.
One of the greatest risks of independent living is the risk of falling at home.
Fall incidents increase the risk of not being able to keep living independently. To
this end, a fourth challenge is tackled on how the OCarePlatform can be extended
with additional services to facilitate multi-sensor fall handling. This way, the ap-
plicability and extensibility of the OCarePlatform could be validated. To realize
this, data from heterogeneous sensors and fall detection systems, which have been
placed within the home of the elderly, together with the gathering of context in-
formation from the elderly and his/her caregivers, is collected. Examples of single
sensor fall detection systems are camera-based systems, gyroscopic data from the
smartphone, pressure sensor information and movement sensor data. Algorithms
are devised to fuse all this data in an intelligent way and realize more accurate
analysis of the data.
Addressing these challenges resulted in a pervasive, context-aware platform, in
which the resident is put at the center. This platform optimizes home care and care
offered by care organizations, formal caregivers and informal caregivers. Further-
more, interaction between these actors is greatly improved. The OCarePlatform





“Fundamentally, the answers to our challenges in healthcare rely in engaging and
empowering the individual.” (2014)
– Elizabeth Holmes, CEO of Theranos (1984 – )
1.1 The evolution of healthcare
1.1.1 Health and healthcare systems
In 1946, the World Health Organization (WHO) formulated a definition of health.
Health is defined as “a state of complete physical, mental and social well-being
and not merely the absence of disease or infirmity” [1]. This formulation was
entered into force in 1948. This definition took away the negative connotation
associated with the previous definition of health as the absence of disease and
illness. Recognizing that health also involved well-being on the physical, mental
and social level was a great step forward. Ever since this formulation, the definition
has not been changed. However, the ageing population and the shift from acute to
chronic illness, makes it difficult to maintain this definition and criticism has grown
as this definition indicates the full health of the individual [2, 3]. Nowadays, ageing
with chronic illnesses is becoming the norm [4].
Creating a fully functioning health system, delivering quality services to the
population, requires (i) a robust financing system, (ii) a well-trained workforce,
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(iii) trustworthy and reliable information, which can be used for decision mak-
ing and policy creation and (iv) well maintained facilities and logistics to deliver
quality medicines and technologies [5]. Healthcare systems should meet these pre-
set requirements. However, this is becoming increasingly more difficult because
of the rising expenditure of healthcare, which are caused by an ageing popula-
tion and acute illnesses becoming more manageable and transforming into chronic
conditions.
1.1.2 Changing health perspectives
1.1.2.1 An ageing population
Eurostat is the statistical office of the European Union (EU). Its key task is to
provide the EU with statistics at a European level, but also enabling comparison
between countries and regions [6]. Eurostat provides data, covering a wide range
of topics, such as healthcare, demographics and economy.
Figure 1.1 shows the impact of demographic ageing within the EU [7]. As
can be seen from this graph, the proportion of people of working age, i.e., people
between 15 and 64 years old, in the EU is shrinking, while the share of older
people increased in the past 10 years. Two main reasons can be identified, namely
consistently low birth rates and a higher life expectancy. Figure 1.2 illustrates the
median age of people living in Europe and clearly shows an increase of people
aged 40 and older between 1994 and 2014, while the share of individuals aged 39
Figure 1.1: The population pyramid in the EU in 1994 and 2014, source: Eurostat [7]
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Figure 1.2: Median age of population from 2011 to 2014, source: Eurostat [7]
and younger is steadily decreasing. The median age in Europe was 42.2 years in
2014, while in 2001 the median age was 38.3. This increasing trend was observed
in all EU Member States. On average, the median age increased by 0.3 years per
year in the past 14 years.
Figure 1.3 sheds a light on the prognosis of the population structure in the
coming years. The population is divided in 4 different categories. First, there is
the category between 0 and 14 years old. The second age group can be identified
as the working population and ranges from 15 until 64 years old. People between
65 and 79 years complete the third category and finally there is the age group of 80
years and older. As can be seen from this figure, the two first age groups, namely
0-14 years and 15-64 years, will in the future decrease before stabilizing. The two
oldest age groups will grow steadily, resulting in a share of 28.7% in 2080. This is
Table 1
0-14 years 15-64 years 65-79 years 80+ years
2014 15.6 65.9 13.4 5.1
2020 15.6 64.1 14.6 5.8
2030 14.9 61.2 16.8 7.1
2040 14.6 58.5 17.9 9.0
2050 15.0 56.9 17.2 10.9
2060 15.0 56.6 16.6 11.8
2070 15.0 56.9 15.9 12.2
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Figure 1.3: Prognosis of the EU population structure by age groups from 2014 to 2080,
source: Eurostat [7]
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an increase of 10.2% compared to 2014. An interesting measure to interpret this
data is the old-age dependency ratio, which is the ratio of people older than 64 to
the working population. In 2014, the old-age ratio was 28.1%. For the projection
in 2080, this ratio will be 51%.
In 2013, the life expectancy for women in the EU is estimated at 83.3 years
and 77.8 years for men. For Belgium, this is 83.2 and 78.1 years respectively [9].
However, life expectancy at birth does not give a full indication of how this influ-
ences healthcare systems in the EU. Another, important indicator is the Healthy
Life Years (HLY) at birth and at 65. This indicator focuses on the Quality of
Table 1
2005 2006 2007 2008 2009 2010 2011 2012 2013
2005 2006 2007 2008 2009 2010 2011 2012 2013
EU	Female 62.5 62.5 62.6 62.2 62 62.6 62.1 62.1 61.5
EU	Male 61.1 61.8 61.7 61.1 61.3 61.8 61.7 61.5 61.4
Belgium	Female 62.3 63.2 63.9 64.1 63.7 62.6 63.6 65 63.7
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(a)
2005 2006 2007 2008 2009 2010 2011 2012 2013
EU	Female 8.9 9 9 8.5 8.4 8.8 8.6 8.5 8.6
EU	Male 8.6 8.8 8.7 8.3 8.4 8.7 8.5 8.5 8.5
Belgium	Female 9.8 10 10.4 10.4 10.3 9.7 10.3 11 10.9
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(b)
Figure 1.4: Visual overview of the healthy life years at a) birth and b) 65 for residents in
Belgium and the EU, source: Eurostat [8]
INTRODUCTION 5
Life (QoL) spent in a healthy state, instead of focusing on the quantity of life [8].
Figure 1.4a shows the HLY indicator at birth for males and females in the EU
(columns) and in Belgium (lines). As can be seen in this chart, EU citizens have a
HLY of about 61 to 63 years. For Belgian citizens, this is somewhat higher ranging
from 62 to 65 years. In 2013, the healthy life of a female in the EU counted 61.5
years, while male residents have 61.4 healthy years. This indicates that the gender
gap is much smaller using the HLY indicator then with life expectancy. Figure 1.4b
gives an overview of the healthy years one can expect when being at an age of 65
in 2013. Again, Belgian residents will live longer while being free from disabil-
ity than the average EU residents. In this chart, the differences between male and
female are less explicit.
1.1.2.2 Independent living
Statistics indicate that elderly people really value their independence and prefer-
ably stay at home as long as possible [10]. This is often referred to as ageing in
place. Ageing in place for elderly can be seen as “an advantage in terms of a sense
of attachment or connection and feelings of security and familiarity in relation to
both homes and communities” [11]. Within the ageing in place concept, elderly
are able to live independently and receive support in their Activities of Daily Life
(ADL) if they require this, while keeping their autonomy. In 2011, 1.7% of the el-
derly between 65 and 84 years lived in a nursing home. This number was 7 times
higher for elderly older than 85, namely 12%. A share of 14.8% were women older
than 85, living in a nursing home, while this was only 7.5% for men in the same
age category. This means that 1.35 million people in the age category 85 or older
are living in a nursing home in the EU and about 1.34 million people aged 65-84
years old.
Elderly, ageing in place or living in a nursing home, are very susceptible to
falls. Worldwide, falls are the second leading cause of accidental or unintentional
injury deaths, causing more than 400,000 deaths [12]. Elderly of 65 years or older
suffer the greatest risk [12]. Every year, 37.3 million falls occur worldwide that
are severe enough to require medical attention [12]. Statistics indicate that about
one third of the population over 65 falls every year and the risk for a fall increases
proportionally with age [13]. About 25% of all hospital admissions and 40% of
the nursing home admissions are due to a fall incident. 40% of those who were ad-
mitted to either hospital or nursing homes do not return to independent living [13].
1.1.2.3 Chronic illnesses
The healthcare systems are not only burdened by an ageing population, but also by
individuals living with chronic or long-standing illnesses. Chronic diseases, also
called non-communicable diseases (NCDs), are not passed on from one individual
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to another. They are generally marked with a slow progression and a long duration.
Four types of NCDs can be identified [14]: (i) cardiovascular disease, (ii) cancers,
(iii) chronic respiratory diseases and (iv) diabetes. Figure 1.5 gives an overview
of the EU population living with such an illness, starting at 16 years of age. 32%
of the population aged 16 and older has reported a long-standing illness or health
problem. Women report such problems more often than men. As can be seen in
this chart, age is an important factor in chronic illnesses. 11% of the population
aged 16-24 reported a chronic health problem in 2013, compared to 54% of people
in the age category 65-74. This rose to 73% for the individuals aged 85 or older.
Together with ageing, the chance to develop a chronic condition rises. More-
over, elderly tend to have to cope with multiple chronic conditions [15]. To provide
efficient care to those elderly, there is a need for effective interprofessional coor-
dination. A shift can be observed from a hospital-centered approach towards a
continuum of care offered by multiple organizations, relying on formal caregivers,
social care groups and community resources. Efficient and enhanced communica-
tion between all parties providing care for an individual with multiple chronic con-
ditions is therefore very important. One of the important challenges for caregivers
is to work beyond the boundaries of their organizations and to enable working
together, leading to new forms of working and delivering services [16].
1.1.2.4 Impact on society
The ageing population and the rise of more chronic conditions burden the health-
care systems in Europe. This can be measured by comparing the total health ex-
penditure as a share of the Gross Domestic Product (GDP). This is illustrated in
Figure 1.6, showing the evolution from 1995 to 2013 for selected countries and
regions [17]. The expenditure for health in the European Union increased from
8.61% to 10.12% and on a global scale the expenditure has risen from 8.68% to
9.97%. For all selected countries and regions, a large increase of at least 1.29% is
noted. The rapid growth of health costs is one of the most importants economic
trends in the United States for the past years. It is the greatest fiscal policy chal-
lenge for that nation [18]. An important explanation for the growth of healthcare
expenditure is the availability of new medical technology and the increased spe-
cialization that accompanies it [19], for example the discovery of new ways to
improve the quantity and quality of life and the development of new drugs and
their accompanying patents.
But not only the healthcare systems are burdened by the ageing society and the
chronic conditions of individuals. Elderly and individuals with chronic diseases
depend on their caregivers, both formal and informal, to be able to live indepen-
dently for as long as possible. Formal caregivers can be described as those who are
paid to give care and are sometimes also referred to as professional caregivers [21].
Informal caregivers are thus not paid for providing help and are in most cases fam-
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Figure 1.5: Share of people aged 16 and over with long-standing (chronic) health
problems in 2013 (%), source: Eurostat [20]
1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013
United Kingdom 6.69419941 6.7213642 6.48383671 6.55501699 6.81790469 6.93265225 7.22626113 7.54413573 7.77364306 7.91142187 8.12868418 8.28790197 8.37165641 8.78260734 9.72982365 9.37393773 9.23024171 9.27163175 9.11772874 2.42352933
Belgium 7.61132513 7.91027712 7.76548243 7.88649843 8.07696011 8.12059728 8.29205205 8.46176755 9.6473704 9.67511494 9.64719859 9.58087698 9.62370552 9.94279649 10.6547246 10.55767373 10.61066979 10.89437922 11.18613504 3.57480991
European Union 8.608568464 8.669802688 8.483379709 8.476999103 8.570314362 8.543314057 8.730589698 8.963975283 9.249936072 9.283527008 9.429006579 9.384686743 9.301989489 9.613455227 10.42287426 10.27318891 10.11339678 10.14768211 10.11586281 1.507294346
World 8.681501852 8.757773438 8.776652443 8.996737181 9.105456793 9.111165786 9.523938218 9.870124192 10.02679752 9.90773184 9.890647675 9.783700941 9.626859719 9.707707383 10.48933799 10.12755445 9.926524752 9.940810765 9.966923711 1.285421859
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Figure 1.6: Evolution of the total health expenditure as a share of GPD, source: The
World Bank [17]
ily, neighbours and friends. Providing care for older individuals or people with
a chronic disease is sometimes experienced as a chronic stressor and these care-
givers experience negative psychological, behavioral and physiological effects on
their daily lives and health [22]. In 2009, an estimate of 65.7 million informal
caregivers provided care to a child or an adult in the United States [23]. 90%
of long-term care in-home is provided by informal caregivers [24, 25]. Several
risk factors for caregiver burden can be identified, examples are around the clock
care obligations, patients transitioning from the hospital to the home and relying
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on their informal caregivers again, social isolation and lack of choice in being a
caregiver [26].
From 2000 until 2050, the population aged 60 or older will have tripled from
600 million to 2 billion [27]. Global ageing will have implications for public
health. Good health promotion is key to make sure elderly remain healthy and
independent. Disease prevention will play a crucial role in order to prevent or
delay non-communicable or chronic diseases. Moreover, when detected, treatment
is crucial to minimize the consequences. When these diseases are becoming too
severe, proper long-term care and support is essential. The best way to provide
such care is through primary care.
1.1.2.5 Summary
In summary, the growing number of elderly people and chronically ill burden the
healthcare systems around the world. In order to support these people and to en-
able them to live independently as long as possible, they rely on formal caregivers
from different care organizations and primary care and on their informal care-
givers. However, informal caregivers may experience negative effects on their
own personal lives and health.
1.1.3 Healthcare delivery
Healthcare delivery relies on several different groups of healthcare professionals
and paraprofessionals, e.g., paramedics [28], offering personal and population-
based preventive, curative and rehabilitative care services. Healthcare delivery can
be generally structured in different stages of care.
The first point of consultation for all patients is primary care [29, 30]. General
practitioners, family physicians, physiotherapists and nurses are healthcare pro-
fessionals operating in primary care. Maternal and child healthcare services and
common chronic diseases are treated in primary care. Depending on the diagnosed
health condition, patients can be referred to secondary or tertiary care.
Secondary care [31] offers health services, provided by medical and dental
specialists and other health professionals, who are generally not consulted in a
first stage. Examples are cardiologists and surgeons. Secondary care focuses on
acute care and is sometimes also called hospital care. Referrals from primary care
can be required to consult a specialist.
Tertiary care [31] is more specialized consultative healthcare and focuses on
advanced medical investigation and treatment. Examples of tertiary care services
are cancer management, cardiac surgery and neonatology. Sometimes, an exten-
sion of tertiary care is defined and is called quaternary care. Quaternary care offers
highly specialized care, e.g., experimental treatment and uncommon surgical pro-
cedures [32].
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Long-term care can be given in institutional care settings or at home. An ex-
ample of an institutional care setting is a nursing home where elderly people live
and receive the necessary care. However, before relying on institutional care, care
is given at home, by relying on formal caregivers, often from different care orga-
nizations, and informal caregivers [33]. Home care organizations often focus on
different aspects of care, for example meal delivery, giving support in daily tasks
such as laundry and cooking, taking care of medication or putting the patient to
bed. Patients in home care or in institutional care are sometimes referred to as
residents [34].
1.1.4 The introduction of eHealth, eCare and Health 2.0
Healthcare systems are facing huge challenges with the retiring workforce, in-
creasing numbers of elderly and chronic illnesses, cost-efficiency demands and
the expectations of high quality care [35]. To face these challenges and to im-
prove healthcare, Information Technology (IT) and technological solutions are be-
ing introduced in healthcare [36]. This led to the introduction of eHealth. Several
defintions of eHealth were formulated during the years [37]. One of the very first
defintions, by Eysenbach [38], states eHealth as:
An emerging field in the intersection of medical informatics, public
health and business, referring to health services and information de-
livered or enhanced through the Internet and related technologies. In
a broader sense, the term characterizes not only a technical devel-
opment, but also a state-of-mind, a way of thinking, an attitude, and
a commitment for networked, global thinking, to improve healthcare
locally, regionally, and worldwide by using information and commu-
nication technology.
Several eHealth technologies are used within healthcare [39, 40]:
• Data storage, management and retrieval systems, e.g., the use of Electronic
Health Records (EHR) to structure patient data, imaging databases, archiv-
ing and communication systems.
• Information systems supporting clinical decision making:
– Clinicians make use of Computerized Provider (or Physician) Order
Entry (CPOE) systems to enter, communicate and review orders and
inspect results of lab tests, imaging and referral.
– ePrescribing tools, which can be used to prescribe medication. These
systems can also give advice and decision support. For example, when
prescribing multiple medications and taken their interactions into ac-
count.
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– Computerized Decision Support Systems (CDSS) are used to provide
support in a wide variety of care activities, ranging from evidence-
based or guideline decisions to interacting with other systems systems
such as EHR and ePrescribing tools.
• Telemedicine [41] and mHealth: Telemedicine is the use of medical in-
formation exchanged from one site to another via electronic communica-
tions to improve a patient’s clinical health status. It can also indicate the
use of telecommunication between a doctor and the patient. Some say
mHealth is the new generation of telemedicine [42]. mHealth introduces
communication-based care in a system that includes wellness and health-
care providers and puts patients at the center.
While eHealth covers the wider perspective of fusing health together with tech-
nology, eCare is sometimes used to refer to IT supported care systems. eCare thus
focuses specifically on care instead of on the health aspect [43]. eHealth technol-
ogy evolved together with the evolutions in IT. In 2004, Web 2.0 was introduced.
O’Reilly defined Web 2.0 as:
A set of economic, social and technology trends that collectively form
the basis for the next generation of the Internet, a more mature, dis-
tinctive medium characterized by user participation, openness and
network effects.
This introduced a more interactive way of using the Web. Users are enabled to
add content to the Web and internet communities and social networks saw the
light. These Web 2.0 technologies are also applied in healthcare and are referred
to as Health 2.0 [44]. Platforms were created, in which patients and their care-
givers could communicate and networks were established, organized around spe-
cific patient categories. Examples of such initiatives are Patientslikeme [45], Hello
Health [46] and in vitro fertilization outpatient clinic [47].
The evolution of Health 2.0 led also to more patient empowerment. People
have more access to their health information and with the wide range of infor-
mation available on the Internet, have a better understanding of the choices that
can be made or the options they have regarding treatment. Ever since 1977, the
WHO advocates that patients should participate in their healthcare [48]. In 1999,
Wagner [49] stated:
To be active in ones health and healthcare, a patient – especially
someone who manages a chronic condition – must be informed and
capable of interacting productively with others on the healthcare team.
Patient empowerment goes hand in hand with patient-centeredness [48]. Using
a patient-centered approach, doctors are required to include everything they know
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about their patient and understanding the patient as a unique human before forming
an overall diagnosis of the patients illness or disease [50].
Elderly are also often confronted with the fact that they are being dependent
on technology and that they are loosing control of their lives. Therefore, it is also
important to develop solutions that are not stigmatizing for the end users [51].
1.1.5 Pervasive healthcare and interdisciplinary design
With the uprise of eHealth and the associated technologies, new concepts are also
evolving in a plethora of applications in healthcare [36]. Pervasive or ubiquitous
computing are such concepts. Pervasive healthcare [52, 53] is defined by Varshney
as:
Healthcare to anyone, anytime, and anywhere by removing locational,
time and other restraints while increasing both the coverage and qual-
ity of healthcare.
Pervasive healthcare makes use of intelligent mobile devices, sensors and wireless
technologies to create efficient and powerful medical applications. This way, long-
term costs can be reduced as less costly assistive technology can be set in place and
the quality of healthcare can be improved. Moreover, in this pervasive healthcare
domain, context-awareness is important. Context is any information that can be
used to characterize the situation of an entity, which is a person, place, or object
that is considered relevant to the interaction between a user and a application,
including the user and applications themselves [54]. Taking context information
and the available data of the end user into account enriches the decisions made
and makes them more reliable [55], resulting in a data-driven approach. Using
such an approach, all available data of end users, such as residents and (in)formal
caregivers, is gathered and sent to a system, as produced by the system, device or
sensor without any adaptation. The system then can decide how the data will be
processed and use this data to base decisions and notifications on. Technologies
should be used to make the available data unambiguous as a misinterpretation of
the data may lead to errors and faults in the decision process [56]. One way of
tackling this issue is making use of semantics and ontologies to give the right
interpretation to the gathered data.
An ontology is defined by Gruber [57] as:
A specification of a conceptualization in the context of knowledge de-
scription.
An ontology represents a commonly agreed upon semantic model that is able to
formally describe concepts in a certain domain, together with their relationships
and attributes. By structuring data in such a model, it facilitates communication,
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collaboration and integration. Moreover, a semantic model can be used to more
easily create algorithms, which can take advantage of the information [58].
Software solutions developed to be able to cope with the shift towards per-
vasive computing, should offer service modularity. This way, new services can
be easily plugged in and service updates can happen in a straight forward man-
ner. As several devices are used within the pervasive healthcare domain, these
solutions should be able to cope with a growing amount of complex and hetero-
geneous data [59]. Service-Oriented Architectures (SOAs) [60] is a philosophy of
designing software using several and different building blocks. These blocks each
offer a different and well-defined task [61]. Using SOAs has several benefits, such
as a simpler software design as a complex problem can be decomposed into sev-
eral subproblems, software reusability as each service is responsible for a specific
task and cost savings. Consequently, SOAs are often used within the domain of
pervasive healthcare [62–64].
Development of IT in the healthcare domain is very multi- and interdisci-
plinary, as new innovations in healthcare require a combination of methods and
insights from multiple disciplines [65]. To develop solutions, which are effective
for the envisioned users, there is a need for input from different viewpoints, both
social and technical. Moreover, input is also required from the end users them-
selves, in order to empower them, as they are the individuals who are supposed to
use the systems, and to make it possible to design non-stigmatizing technological
solutions. Also stakeholders, i.e., individuals or organizations, which are influ-
enced by the use of the software and may have interesting insights and concerns
regarding the designed system, contribute to the development process by sharing
their thoughts and concerns. By communicating with a wide range of involved
actors and stakeholders, such as residents, (in)formal caregivers, physicians and
care organizations, better software solutions can be developed [66]. Technical and
user researchers join forces to grasp the input of these actors and stakeholders and
translate it in a technical solution. Bringing an interdisciplinary team together con-
sisting of technical and user researchers, end users, actors and stakeholders, will
influence user acceptance in a positive way [67]. Using a holistic approach [68], in
which the importance of the whole and the interdependence of its parts is empha-
sized and the separate analysis of its parts is avoided, can overcome the obstacles
that stand in the way of the uptake of eHealth technologies [69, 70].
1.2 Problem statement and research challenges
As already stated in the previous sections, the healthcare sector is dealing with
a growing number of elderly and chronically ill people. It is important to lower
the pressure on hospitals and institutional care facilities, and to fulfil the wishes
of elderly and individuals with chronic diseases to keep living independently at
INTRODUCTION 13
home for as long as possible. However, to satisfy these demands, these people
need support. Multiple home care organizations can assist them in daily activi-
ties and provide care when needed. However, to optimize home care as much as
possible, these different home care organizations and formal caregivers should be
aware of the overall picture of the individual to make sure that efficient care is
given. Currently it is difficult for these organizations and caregivers to commu-
nicate with each other and to share information. It becomes even more difficult,
when informal caregivers come into the picture to support the resident in any way
they can. These relatives and friends are often not aware of which care or tasks
are already executed and are not informed about issues. The current solution for
this communication problem is the use of a “care diary”, which is filled in by care-
givers and can be read by all care actors. This dairy is paper-based and thus can
only be read whenever a caregiver is visiting the resident. As the time, formal
caregivers spend with the residents, is limited and many things have to happen
within this timeframe, they quickly scribble notes in the booklet and have no time
to thoroughly go over the notes of other caregivers. Moreover, as this booklet is so
accessible for visitors, caregivers do not dare to write down sensitive information
in the diary. Consequently, it often occurs that residents hide this diary as they find
this very stigmatizing, as this confronts residents with their health problems and
the fact that they are depending on others to help them and enable them to stay at
home.
Next to optimizing care provision, the QoL of the resident and his/her informal
caregivers is also very important. It often happens that these residents become
socially isolated [71], because they are restricted in their mobility, for example
due to being in a wheel chair. Moreover, informal caregivers can experience a
certain burden as they have to care for the resident. They often efface themselves
in favour of the resident, because they want to see him/her happy.
With the current evolution of eHealth, it is possible to overcome these prob-
lems and offer support for residents living at home. Within this dissertation, a
first research challenge consists of investigating how a healthcare platform, of-
fering information and knowledge-based services, can be designed and de-
ployed. This platform enables elderly and individuals with chronic illnesses
to keep living at home, by gathering data and processing it to extract infor-
mation, which can be used to inform the resident and/or his/her caregivers.
This entails research on how context-aware information can be taken into ac-
count, how these services can cope with data from various sources and how
these services can be adapted based on the personal situation of each end user
and his/her caregivers. Attention should be given to how this platform can
be designed in a modular, performant and scalable manner. This way, infor-
mation between the different care organizations and (in)formal caregivers can be
exchanged. They are able to communicate with each other and share concerns.
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This platform can have an overview of the tasks that should be executed in the
home of the resident and priorities can be given or tasks can be assigned automat-
ically. This will have two advantages for the informal caregiver. By optimizing
communication, they will be aware of everything going on with the resident and
they will have an overview of which tasks should be handled. Such a platform will
also benefit the resident as tools can be integrated to resolve the social isolation
and he/she can receive information on activities care organizations are organizing.
It is of utmost importance to have a complete overview of the health, care
and welfare status of the patient. Therefore, the researched platform should be
able to interact with existing external data sources, containing medical and care
information, which can be of great use to support the home care organizations and
caregivers. Vitalink is an initiative of the Flemish Government enabling care actors
in primary care to safely share health, care and welfare information between care-
givers. A second research challenge focuses on researching how external data
sources, such as Vitalink, can be integrated in this platform and identifying
which issues still exist when using such a data source in practice.
To design and develop a platform and services, which are widely accepted by
residents, their caregivers and the stakeholders involved, it is important to employ
an interdisciplinary design approach. Such an approach will increase the adoption
rate and uptake. However, to bring together an interdisciplinary team of techni-
cal and user researchers, residents, caregivers and stakeholder, tools are needed to
bridge the gap between the different people in the team and to overcome the dif-
ferences in the background profile of these people. To this end, the third challenge
deals with the design of a tool to use during the iterative development process
of the platform to facilitate interdisciplinary cooperation. This tool will be able
to bridge the communication gap between the members of the team.
Elderly or individuals with chronic diseases living independently have a high
risk to fall in their home environment. Such a fall incident can have major con-
sequences for this person. Currently, there are already many fall detection system
in use. However, these system rely on sensors and false positives are often trig-
gered [72]. Individuals at risk are sometimes equipped with a Personal Emergency
Response System (PERS), also called Personal Alarm System (PAS), to use when
an emergency occurs. A PERS often consists of a necklace with an emergency but-
ton that can be pressed and then will connect to an emergency call center. However,
these systems are often not worn and not always used in a correct manner as they
are also very stigmatizing. Moreover, when a fall occurs and the PERS system is
used, a fixed list of caregivers is used to notify a caregiver. This list does not take
context information such as availability into consideration, resulting in a longer
time before a caregiver, able to assist, is on location. Therefore, a fourth research
challenge consists of investigating how data from single fall detection systems
can be fused in combination with context information, from other sensors or
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devices, to come to more accurate fall detection and how this plethora of data,
originating from a wide range of different sources and sensors can be pro-
cessed in a timely manner.
Addressing these challenges will result in a pervasive, context-aware platform.
The resident is put at the center as the platform is developed to take the prefer-
ences and needs of residents into account. This platform will optimize home care
and care offered by care organizations, formal caregivers and informal caregivers
and interaction between these actors will be greatly improved. It will enable the
resident to live independently for as long as possible, without using stigmatizing
solutions.
1.3 Main research contributions
This PhD dissertation contributes to the research fields of health informatics, knowl-
edge management and discovery of knowledge. The main focus is the design and
the development of a context-aware, semantic, data-driven platform, referred to as
the OCarePlatform, together with accompanying services and algorithms, which
allow to efficiently plug-in specific functionality into the platform. This platform
can support residents and their care network of (in)formal caregivers to facilitate a
prolonged stay at home. This main research goal translates into the following four
main research contributions:
1. The OCareCloudS (OCCS) system organizes care through trusted cloudy-
like services. This system allows for offering information and knowledge-
based services, crossing the border of different personal living hemispheres
of the patient, namely the daily care related needs, the social needs and the
daily life assistance.
• A detailed description on the user-centered approach, used during the
research and software development process of the OCCS system and
led by the Meaningful Interactions Lab (mintlab, formerly know as
CUO) of KULeuven and the Center for Studies on Media, Information
and Telecommunication (SMIT) of VUB. This approach consists of:
– A domain analysis where residents and their care network are
questioned and observed.
– The processing of the data collected in the domain analysis in a
set of communication tools to support the development team.
– Workshops and individual sessions with the stakeholders to eval-
uate and co-create the OCareCloudS system.
• A detailed description on how data evolves when flowing through the
OCareCloudS system, ranging from raw data to knowledge.
16 CHAPTER 1
• A detailed description of the OCarePlatform, which constitutes the
heart of the OCareCloudS system. This data-driven, context-aware
platform allows for a scalable and modular deployment of healthcare
services. The platform makes it possible to efficiently fuse the het-
erogeneous information about the resident made available through the
various sources and actors by using an ontology-based approach. The
OCarePlatform consisting of four different types of components:
– Components responsible for the preprocessing of the data and
redirecting the data to the responsible Context Adapter.
– Context Adapters able to translate the data into semantic individ-
uals, which enable the OCarePlatform to interpret the data cor-
rectly.
– The Semantic Communication Bus (SCB) [73], which is used in
combination with an updated version of the continuous care ontol-
ogy [74] to intelligently filter the huge amount of data and redirect
relevant data to services, which have declared their interest in this
type of data.
– Services, able to reason on the received data and derive knowl-
edge. This knowledge can either be used to feed other services or
it can be used to send out notifications to the resident and his/her
care network. These services enable (i) a more efficient communi-
cation between (in)formal caregivers and the resident, (ii) the au-
tomatic monitoring of the resident, (iii) assignment and registra-
tion of tasks, (iv) caregiver registration at the home of the resident
using RFID cards and (v) taking into account trust relationships
when assigning tasks to caregivers.
• A thorough evaluation on the performance and scalability of the OCare-
Platform based on an illustrative scenario.
2. The efficient fusion of data, originating from the Vitalink platform, into the
OCarePlatform, enabling the OCarePlatform to use this data to have a more
complete overview of the situation of the resident.
• A thorough discussion on the technical solution of the Vitalink plat-
form and its security implementation to guarantee safe storage.
• A detailed description on how the Vitalink pilot project, namely the
Medication Scheme, is integrated in the OCarePlatform.
• An analysis on the remaining issues for cloud solutions to integrate
with the Vitalink platform and lessons learned.
3. A visualization engine allowing to visualize the internal operations of the
OCarePlatform and to support the further development of services for the
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OCarePlatform by bridging the gap between user researchers and software
engineers.
• A survey of existing visualization frameworks able to visualize multi-
graphs in a dynamic and automated manner.
• A detailed description of the functional and non-functional require-
ments of the visualization engine, together with the architectural de-
sign of the engine able to cope with a huge amount of data and able to
process this information in a timely manner.
• A comprehensive description of how automatic and dynamic flow vi-
sualization can be offered, while keeping the overall picture of the
OCarePlatform in mind.
• A thorough evaluation of the engine, with focus on the smoothness of
the visualization with respect to the display frequency, the throughput
of the engine and a detailed analysis of the execution times.
4. Design and prototyping of additional services for the OCarePlatform, facil-
itating multi-sensor fall handling, able to intelligently assess fall incidents,
based on context-information.
• The introduction of the different components and devices enabling
the realization of the FallRisk system, building further on the OCare-
CloudS system.
• A detailed description on the collection of data from heterogeneous
sensors and fall detection systems, which have been placed within the
home of the elderly, together with the gathering of context information
from the elderly and his/her caregivers. Examples of single sensor fall
detection systems are camera-based systems, gyroscopic data from the
smartphone, pressure sensor information and movement sensor data.
• Algorithms to intelligently consolidate the information of the single
sensor fall detection systems and combine this with the context in-
formation, from other sensors and devices, to decide if a fall actually
occurred.
• A detailed description of algorithms to support the fall handling pro-
cess, where the context information of the caregivers is taken into ac-
count to decide which caregiver is most appropriate to notify, together
with notification towards the elderly, the caregiver assigned to assist
and the desktop operator coordinating from the call center as devel-
oped by the Expertise centre for Digital Media (EDM) of uHasselt.
• In addition, an evaluation of the fall handling process, executed when
an actual fall incident is registered. For this purpose, a decision tree
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workshop was established to verify whether the current day practices
reflect the requirements of all stakeholders. Other knowledge, which
was uncovered during this workshop, is taken into account to further
improve the process.
Figure 1.7 fits the research in with the interdisciplinary approach used in this
dissertation. It details my own contributions, those made within the research
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Figure 1.7: Visual overview of my own contributions made within this dissertation within
the scope of the different interdisciplinary research projects
1.4 Outline of this dissertation
This dissertation is composed of a number of publications that were realized dur-
ing the PhD research period. Together, they present an integral and consistent
overview of the work performed during this PhD. They offer significant contribu-
tions to the scientific research related to the design and realization of a context-
aware, semantic, data-driven platform which is used to support the resident and
their care network by offering intelligent and personal healthcare services. This
section provides an overview of the remainder of this dissertation and explains
how the different chapters are linked together. Fig. 1.8 positions the different con-















































Figure 1.8: Schematic position of the different chapters in this dissertation
In Chapter 2, the OCareCloudS (OCCS) system is presented, aiming to orga-
nize home care using trusted cloudy-like services. In the midst of this OCCS sys-
tem, the OCarePlatform resides. To create a platform that facilitates management
of daily home care, by integrating a multitude of data, and that is accepted by the
end users and all the involved stakeholders, a holistic approach is needed in order
to ensure the uptake of the technology. To this end, a user-centered methodology is
applied by mintlab and SMIT to get insights in the home care domain and the needs
of the residents, (in)formal caregivers and stakeholders. A thorough domain anal-
ysis was executed and the innovation binder approach was used to bring together
user researchers, technical engineers and stakeholders to come up with solutions,
accepted by the end users. The activities in the innovation binder approach [75]
resulted in the definition of personas and scenarios, which were updated iteratively
and used to create technical scenarios. Co-design sessions were organized to iter-
atively develop the services in the OCarePlatform, while the results of the domain
analysis were used to update the continuous care ontology, used in the OCarePlat-
form. A wide range of external sources can feed the OCCS system, ranging from
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sensor data, over data from the smart TV to data from existing eHealth sources. As
the OCCS system aims to gather and integrate all this information, this data needs
to be processed in a structured way. Therefore, data originating from sensors and
external data sources is transformed from raw data into processable data, which
in its turn is converted to knowledge by the OCarePlatform. Within Chapter 2,
the general architecture of the OCCS system is presented, together with a detailed
overview of the design of the OCarePlatform. Chapter 3 discusses the architecture
and implementation of the OCarePlatform in depth, with special focus on how a
performant and scalable platform can be created, able to process the huge amount
of data in a timely manner. A technical scenario is detailed to further explain the
internal operation of the OCarePlatform and finally, an analysis of the scalability
and the performance of the OCarePlatform is presented.
As one of the main goals of the OCCS system is the integration of external
eHealth data sources into the OCarePlatform, Chapter 4 presents the Vitalink plat-
form. Vitalink facilitates the consulting of data by all formal caregivers, which
have an established trust relationship with the end user. This means that all formal
caregivers have access to the most recent health data of the end user. This will
in the long term improve the efficiency of care and will decrease costs. Focus is
given to how Vitalink can interact with cloud solutions. Initially, this was not the
main purpose of the platform. However, with the recent shift towards the Inter-
net of Things and cloud computing, Vitalink realized that opening up the Vitalink
platform towards cloud solutions is key. One of the pilot projects of the Vitalink
platform, namely the Medication Reminder, was incorporated in the OCarePlat-
form, in order to evaluate the feasibility of integrating with cloud solutions. This
chapter is concluded with lessons learned and some concerns towards the technical
development of applications, wanting to interact with Vitalnk, and the government.
As the OCCS system and OCarePlatform are developed in close collaboration
with user researchers, it is of great importance that these user researchers grasp
the internal operation of the OCarePlatform. To this end, Chapter 5 introduces a
visualization engine to visualize how data flows through the OCarePlatform. Ex-
isting visualization software and frameworks are investigated to verify whether it
is possible to visualize graphs in automated and dynamic manner using the cur-
rent state of the art. Based on this analysis, the SpringBox layout algorithm of
the GraphStream framework was chosen to be extended in order to create a truly
dynamic and automated visualization engine. Based on the functional and non-
functional requirements for the visualization engine, the detailed architecture is
discussed in this chapter. Next, specific focus is given to how flows can be drawn
using JavaFX. In order to design a functional engine, independent operators are
defined in the engine, which are responsible for the manipulation of specific parts
of the visualization model. This chapter is concluded with a thorough evaluation
of the engine, with specific focus on the smoothness of the visualization and the
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throughput and performance of the engine.
While Chapter 2 focuses on the OCCS system, where special attention is given
to support the daily care of residents, Chapters 6 and 7 zoom in on an extension of
the OCCS system with the design of specific services regarding fall detection. The
research towards this pervasive fall handling system was also executed in an inter-
disciplinary context, where user researchers and technical engineers join forces to
design effective solutions. Appendix B investigates how such a pervasive system
is designed using an interdisciplinary approach, as conducted by SMIT and EMD,
and how context can be used as part of fall detection systems. Chapter 6 presents
a social-aware event handling system, where data from single sensor fall detection
systems, installed in the home of the elderly, is gathered and sent to the OCare-
Platform. The OCarePlatform fuses this data together with context information,
originating from other sensors and devices, and reasons on whether false positives
were generated or actual falls occurred. This chapter discusses the different com-
ponents in the system and also mentions the smartphone and tablet applications
created for the elderly, (in)formal caregivers and desktop operators, designed and
developed by EDM. These applications interact with the OCarePlatform and no-
tifications are sent to these devices when a fall occurs and context information is
collected. This information is used in the event handling algorithm, which is trig-
gered when a fall happens. Together with a detailed explanation of the algorithm,
the algorithm is evaluated using a decision tree workshop, where the knowledge of
the elderly, (in)formal caregivers and stakeholders is questioned in order to verify
the algorithm.
Whereas Chapter 6 focuses on the general solution to detect falls and the al-
gorithms behind the fall handling process, Chapter 7 gives attention to how this is
realized using the OCarePlatform. This chapter discusses the adaptations made to
the ambient-aware continuous care ontology, used in the OCarePlatform, able to
process monitoring data coming from a variety of sensors. Additional tools, such
as a portable embedded sensor network and a visualizer are also presented. These
tools can be used to evaluate the system.
The communication between the OCarePlatform, residing in the cloud and the
sensors installed in the home of the resident, using the local gateway, is done using
the REpresentational State Transfer (REST) protocol. As the data sent to the cloud
concerns personal, care and health data, it is important that the data can be sent
in a secure manner. Therefore, Appendix A investigates the design of a security
mechanism for RESTful Web Service communication, which can be deployed in
the OCCS system to facilitate secure data transfer.
Hospitals are also confronted with a huge amount of medical information,
which should be taken into account when making medical decisions. Clinical
guidelines are used to support physicians in taking such decisions. In Appendix C,
the design of an engine is presented to automatically translate and execute clini-
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cal guidelines. Often, patients need support at home after their discharge at the
hospital. Results of these clinical guidelines can be fed to the OCarePlatform, to
be considered when reasoning on the available data. For example, when a pa-
tient is admitted to the hospital with burn injuries, guidelines are used to calculate
the calorie need of the patient, based on several parameters. The calorie need of
the patient, could be taken into account when the resident return to his/her home
and reports of the evolution of the guideline during hospital admission could be
visualized to the formal caregivers to give more insights.
It is not only of great importance that the most appropriate caregiver is selected,
but also that the correct device is chosen to send a message to the resident. In
Appendix D, a platform is presented which uses Near Field Communication (NFC)
to switch between different devices. The content of the message is also adapted
accordingly to the limitations or capabilities of the device.
1.5 Publications
The research results obtained during this PhD research have been published in
scientific journals and presented at a series of international conferences. The fol-
lowing list provides an overview of the publications during my PhD research.
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(listed in the Science Citation Index1)
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“Coming together is a beginning; keeping together is progress; working to-
gether is success.”
– Henry Ford (1863 - 1947)
In order to tackle the first challenge as defined in Section 1.2 of Chapter 1,
this chapter focuses on the design of a software solution to support residents, liv-
ing independently at home, by organizing their daily care and needs and enabling
an efficient communication between residents and (in)formal caregivers. In order
to design a solution, which is accepted by the residents, caregivers and stakehold-
ers, an interdisciplinary design approach is used, capturing the needs and wishes
of the involved parties. As home care is provided by several care organizations
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and (in)formal caregivers, a cloud-based approach is used. This led to the de-
velopment of the OCareCloudS (OCCS) system, with at the heart, an intelligent,
semantic, data-driven back-end, namely the OCarePlatform. Chapter 3 further
details the non-functional requirements of the OCarePlatform, together with an
overview of the detailed architecture of the platform. The OCCS system envisions
to interact with external data sources, as these may entail additional information,
which may be meaningful for the OCarePlatform to take into account when de-
riving knowledge. To this end, Chapter 4 presents the Vitalink initiative of the
Flemish Government and discusses how interaction can be established with such
an external data source. It is also possible to feed the OCCS system data, origi-
nating from hospitals, which can contain valuable information when a patient is
discharged from the hospital. The OCCS system uses the REpresentational State
Transfer (REST) protocol to communicate between the different components, re-
siding in different locations.
? ? ?
Abstract
The increasing elderly population and the shift from acute to chronic illness, makes
it difficult to care for people in hospitals and rest homes. Moreover, elderly peo-
ple, if given a choice, want to stay at home as long as possible. In this paper, the
methodologies to develop a cloud-based semantic system, offering valuable infor-
mation and knowledge-based services are presented. The information and services
are related to the different personal living hemispheres of the patient, namely the
daily care related needs, the social needs and the daily life assistance. Ontologies
are used to facilitate the integration, analysis, aggregation and efficient use of all
the available data in the cloud. By using an interdisciplinary research approach,
where user researchers, (ontology) engineers, researchers and domain stakehold-
ers are at the forefront, a platform can be developed of great added value for the
patients that want to grow old in their own home and for their caregivers.
2.1 Introduction
The increasing elderly population in most industrialized countries will lead to
many challenges in the upcoming years. Simultaneously, there is also a shift in
the burden of illness from acute to chronic conditions. This drives up health costs
and creates a generation of people living with long-term illness and disability. Pro-
viding good quality of care to more elderly and chronically ill people, with a lower
availability of professional caregivers and within a stringent healthcare budget calls
for innovative solutions.
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A trend in healthcare towards resolving these challenges is a move towards
increased home care. This is intended to keep patients at home and give them
outpatient care as long as possible. Therefore, there is an increasing demand for
services that will facilitate an elongated stay at home. To realize this, cost-efficient
and qualitative care solutions at home should be available. Information technology
(IT) has a considerable potential to improve the delivery and quality of care in the
home environment (referred to as eCare) [1] and can stimulate smart product and
service concepts in the setting of the patient’s home in order to reduce social exclu-
sion. The introduction of these services also affects the operational care processes
in a positive manner, e.g., more efficient patient visits, improved communication,
better follow-up and a decrease of work pressure.
eCare is typically confronted with a double challenge. On the one hand, pa-
tients have the need for an integrated service, in which personalized services are of-
fered and where content is adapted to the needs of each individual [2]. On the other
hand, there is the need for interaction and the efficient cooperation of a plethora
of caregivers. These caregivers range from formal ones, e.g., general practitioners
and nurses, to informal ones, e.g., family, housekeepers and neighbors. A huge
amount of diverse information is gathered by these different actors, ranging from
information concerning the daily activities of the patient in view of their personal
health to feelings of security and social inclusion. Providing the adequate infor-
mation to the health provider at the appropriate time and in the appropriate place
should be able to improve the care process, lower the risk of medical errors and
assist in lowering the overall cost.
Several IT platforms exist to support the formal caregivers in the collection
of this data. However, each organization tends to use its own platform, which
limits the data exchanging possibilities. Moreover, informal caregivers are usually
excluded from these systems, resulting in parallel communication via notes, post-
its and booklets. Thus, the huge amount of interesting data, created for daily care,
is not used in an integrated and intelligent way, forcing the caregivers to process
the same data more than once.
As indicated by Koch [2], this will require a cross-disciplinary and interdisci-
plinary approach, as social, technical and medical needs of the ageing individuals
have to be considered and taken into account. eCare is confronted with challenges
that are strongly related to technology, human characteristics, but also the socioe-
conomic context [3], this requires a holistic approach: the success of a eCare tech-
nology depends on taking these different aspects and their interrelatedness into
account throughout the whole development process of the technology.
Both eHealth -and eCare services face several barriers that hinder their gen-
eral deployment and social uptake. eHealth services are services for supporting,
automating and facilitating medical treatments and/or processes such as teleder-
matology, telemedicine, hospital information systems (HIS), while eCare services
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have a strong focus on the improvement of the care process and personal wellness
of patients and caregivers, e.g. video calling and fall detection. In general, follow-
ing topics can be pointed out as the real obstacles [4]. First, the actual financing
models for care and cure often do not allow real changes in the task descriptions of
several actors, let alone innovations in the care process. Second, depending on the
eHealth or eCare service, the current set of regulations is deficient and needs to be
extended and adopted to allow innovations in healthcare delivery. Third, together
with the growing interest in IT-supported care and cure services, also the need for
common data standards increases further. Fourth, often the added value of services
is not clear. Without a clear view on the added value and the absence of a viable
financing model, not all caregivers are that enthusiastic on eHealth and eCare ser-
vices. Finally, often patients are not informed (enough) about the possibilities of
care innovation. Moreover, most patients adopt a passive health consuming role
instead of active participation in their own healthy life.
The costs for health services are rising for patients as well as care organiza-
tions. While adopting IT can mean a decrease in these costs, it is also of great
importance that the hardware used for this adoption is well cared for and main-
tained [5]. This in itself can be a very expensive operation, as software and data
needs to be backed-up and personnel with IT expertise should be hired to set-up
and maintain these systems. Moreover, the complexity of these systems will grow
in the coming years, as there is a shift from passive systems to more interactive
systems, with a focus on the quality of care regarding the patient [6]. Cloud com-
puting provides another solution for these “local” systems that could be used to
manage the system of only one healthcare organization. By using cloud comput-
ing, resources are shared, this means that only the necessary resources are used
and thus that the expenses are lower than managing and maintaining a local sys-
tem. Adopting cloud technology also shifts the burden from management and
maintenance of the IT developers and administrators to the development of spe-
cific healthcare services that can make the difference. It is also easier to integrate
data that is originating from different sources in the cloud.
Also, governments are setting up new initiatives for in practice information
sharing, for example the eHealthPlatform and Vitalink [7, 8]. The eHealthPlatform
is an official federal network in Belgium used to exchange health data for many ap-
plications. Vitalink1, a Flemish initiative, was developed for data sharing, with an
emphasis on improving the cooperation and organization of health records. More-
over, Vitalink focuses on offering a secure way to access this information based
on trust relationships between patients and caregivers. This additional information
can be used to provide better care for patients, for example, Vitalink provides up
to date information concerning the medication scheme of patients. Such platforms
offer data in a decentralized manner, while they ensure that the data kept within
1http://www.vitalink.be/Vitalink/Over-Vitalink/Over-Vitalink/
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their databases is the most up-to-date information at a given time.
In this paper, a cloud-based semantic platform is presented, namely as re-
searched in the iMinds interdisciplinary project OCareCloudS (OCCS) [9], which
allows for offering information and knowledge-based services, crossing the border
of different personal living hemispheres of the patient, namely the daily care re-
lated needs, the social needs and the daily life assistance. This platform is able
to integrate the heterogeneous information about a patient made available through
the various sources and actors by using an ontology-based approach. By using a
cloud-based solution, there can be a shift from management and maintenance of a
platform to offering better services. Moreover, by offering a cloud solution, data
from different care organizations can be integrated, as often patients receive care
from different organizations. It also makes it easier to incorporate data that will
become readily available in the future by new initiatives of governments. Finally,
costs will be reduced as only the necessary resources are used. Within the project,
we have strongly focused on the security of the data of the patients, informal and
formal caregivers. Due to paper length limitations, we refer to future publications
for details about the specific security implementations of the platform.
Additionally, the OCCS system offers solutions for the trustworthy creation of
care networks and a user-centric control by the patient. The access to the OCCS
system and its services is thus based on trust, allocated by the patient to the actual
personal network of formal and informal caregivers. This allows for a higher in-
volvement of the informal caregivers and ensures that they can easily participate in
this platform, if trust is allocated to them by the patient. Moreover, this platform
also focuses on facilitating and improving the quality of life for the patient (and
not only the quality of care). To achieve this, a user-centered approach is followed
throughout the entire research and development process. First of all, patients and
other actors in their care network are observed to fuel the domain analysis. Sec-
ondly, the vast amount of data in the domain analysis is translated into communi-
cation tools that help the development team to keep the users in mind at all times.
Finally, workshops and individual sessions are organized with stakeholders to eval-
uate and co-create the OCareCloudS platform. In this context, stakeholders are the
companies and organizations that are interested in using the provided solution,
whereas actors are the (in)formal caregivers, patients and other users utilizing the
provided system. After this initial user research process and during the iterative
repetition of the process, technological research questions did arise. How can we
integrate all kinds of data, ranging from information in the heads of the (in)formal
caregivers to data, made available by sensors and other data sources. Moreover,
how can a cloud-based solution be developed, that can easily be extended by new
services to the platform?
The remainder of the paper is organized as follows. Section 2.2 elaborates on
the methodology used during the project. Section 2.3 focuses on the user and
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domain analysis, while Section 2.4 details the architecture of the OCCS system.
Section 2.5 reveals the origin of the data used. Finally, the conclusions are dis-
cussed in Section 2.6.
2.2 Methodology
As detailed in the introduction, the creation of a platform that facilitates manage-
ment of daily home care by integrating a multitude of data, is by no means an easy
undertaking and requires a holistic approach in order to ensure the uptake of the
technology.
When looking at technical aspects, the OCCS system will make use of ontol-
ogy engineering to manage the data, information and knowledge available in the
cloud. The construction of such an ontology is a delicate undertaking. The home
care domain needs to be reflected in the ontology, this requires a very thorough
understanding of the domain and which aspects of the domain can be formalized
in an ontology and which can not.
This means that there is a large dependency on the input from user researchers.
A thorough analysis of the domain has to serve as the basis on which the contin-
uous care ontology will be extended. Van Gemert-Pijnen et al. [3] also refer to
contextual inquiry as important to understand how technology can match the cur-
rent working habits of the targeted users. The user research is required to identify
the needs of both caregivers and patients with regard to the daily management of
home care, as this will improve the level of acceptance and adoption [10]. As
such, it should become more clear what services should actually be offered to the
patient and the network of caregivers surrounding the patient. These services need
to be developed carefully, in order for them to offer sufficient added value for the
targeted users. Also, while these services might disrupt current work practices,
they nevertheless need to take into account the structure of a domain and the cur-
rent work practices. An understanding of the context and the user is elementary to
anticipate issues that impede user adoption of the technology as much as possible.
From a market perspective, an increasing amount of stakeholders involved in
home care also poses challenges in relation to the business model and the value
network analysis that was carried out in scope of the OCCS project, but is not
explained in detail in this paper. Many eHealth and eCare services have been de-
veloped in recent years, but their deployment is often troubled and very few of
them have resulted in actual viable market solutions. There is a need for more
clarity regarding which actor takes up which role, what the added value is for each
actor involved and a clear quantitative and qualitative impact analysis of the con-
sidered/envisioned service. In order to develop eHealth and eCare services that
are supported by the involved actors and imbedded in the care and cure processes,
frameworks that highlight and detect collaborations or conflicts in the business
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models for each individual actor involved in the service provisioning are needed.
Van Limburg et al. [10] describe the need of business modeling with all involved
actors for deploying eHealth technologies in a sustainable way. The CeHRes
Roadmap [10] guides the eCare or eHealth service developers and the involved
actors through the collaboration and co creation development process. This value-
driven approach could lead to a more successful integration and implementation of
the services. At last, the methodology of Vannieuwenborg et al. [11] describes a
multi-actor evaluation of the impact of eCare services. The model allows determin-
ing conflicts in the business models of the involved actors and provides possible
strategies to dissolve the issues.
To coordinate the activities in the OCCS project, the consortium uses a so-
called ‘innovation binder’ that integrates the infrastructural requirements of the
OCCS system with the user needs that result from the domain analysis and link
these with the value network analysis. The innovation binder (see Section 2.3.2) is
a central tool in the project, in order to facilitate the development of the proof-of-
concept and the integration work needed to realize it.
Van Gemert-Pijnen et al. [3] have depicted the holistic development process
as consisting of multidisciplinary project management, contextual inquiry, value
specification, design, operationalization and summative evaluation. As will be-
come clear in the following paragraphs, most of these principles are applied in the
OCCS project. The ‘innovation binder’ method or tool has been created precisely
for facilitating the multidisciplinary project management. Much of the user re-
search consists of making a contextual inquiry and iterative testing of the design
with users, by means of mock-ups and paper prototypes. Moreover, one of the spe-
cific innovation binder activities is determining how functionalities of the eHealth
technology relate to the values of all stakeholders in the project. However, while
we agree with Van Gemert-Pijnen et al. that the actual deployment and evaluation
of the actual uptake of the technology should ideally also be part of the devel-
opment process, the OCCS project is a research project, and therefore we were
unable to make these activities part of the development of the OCCS system.
2.3 User and domain analysis
The continuous care ontology has to integrate the huge amounts of data relevant
for daily home care and has to describe all the concepts in the domain in detail.
There are several methodologies for ontology engineering and there is a consider-
able variation in the degree in which they include domain experts in building the
knowledge model. Some methodologies tend to emphasize the role of the knowl-
edge engineer, such as the Tove, Enterprise and Methontology approach [12],
while other methodologies, e.g., HCOME [13], tend to rely on domain experts
and require them to make a considerable time-investment to construct the ontol-
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ogy themselves.
In the iMinds ACCIO project, middle ground was found between these two op-
posed approaches, in which domain experts (caregivers and patients) are involved
in each step of the ontology creation [14]. The OCCS project takes a similar ap-
proach, which consists of an extensive domain analysis first, followed by a series
of workshops.
The role of user researchers in this process is to facilitate a process of ‘mutual
learning’ between user and designer or developer [15]. User researchers need
to understand the domain as well as the targeted users and make this knowledge
accessible to developers and engineers.
The participating patients and caregivers approved to be part of this study by
signing an informed consent, giving permission to use the acquired data and in-
formation for scientific purposes on the condition that confidentiality is ensured.
This project is also registered with the Commission for the Protection of Privacy
(CPP) 2 as an iMinds ICON project. The study was exempt from formal ethical
approval.
2.3.1 Domain analysis
An extensive domain analysis was needed at the start of the project, for (1) the
extension of the continuous care ontology, (2) the identification of all the stake-
holders in the value network (3) the identification of stakeholder (patients and
caregivers) needs with relation to daily home care management in order to deter-
mine what services should be provided by the platform.
In order to achieve this, a team of user researchers did a domain analysis,
combining desk research, with expert interviews and observations to gain a com-
prehensive view of the home care domain. The observations included a contextual
inquiry with a large number of primary and secondary stakeholders. Two care
organizations were involved in the project: a home care organization and a care
organization that offers other types of care services (meal deliveries, cleaning, in-
stitutional care). Several types of employees of these organizations were observed
and interviewed about their work, how they collaborated with other caregivers and
the issues they were professionally faced with. Through these participative obser-
vations, the researchers also got to visit patients and their informal caregivers at
home. Informal caregivers were also contacted through non-profit organizations
advocating their cause.
The result of this large undertaking was an elaborated report, giving its read-
ers a good understanding of the insights of the various stakeholders involved in
home care, the care data they make use of and the information flow between them.
These insights were also gathered in an extensive mind map that describes all roles
2http://www.privacycommission.be/en
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that are involved in home care, the tasks associated with each role, how the per-
son taking on the role is collaborating with other roles and which tools are used
for collaboration. In Figure 2.1, an example of the structure of the mind map is
visualized. Once it was constructed, the mind map was validated with the domain
experts. The mind map served as input for the ontology engineers, working on the
extension of the continuous care ontology. The domain analysis served to identify
the needs of the targeted users, which served as a starting point for the services
that need to be offered on the platform.
Figure 2.1: Example of the structure of the mind map
2.3.2 ‘Innovation binder’ activities: Persona & scenario devel-
opment
For the innovation binder to serve as a coordinating tool in the project, the results
of the domain analysis had to become part of it. In order to make the bulk of results
of the domain analysis easily accessible for the project team, a number of personas
were created. Personas are often created in the design process to represent the
problems and needs of the target group [16]. They represent a kind of ‘archetypi-
cal’ user, helping project team members to understand about what it would be like
to belong to the target group, to always keep the end user in mind during the entire
development process. Eight personas were created in an early stage of the project,
after finishing up the domain analysis. The personas consisted of four patients
and four formal caregivers. The informal caregivers of the patients were included
in the personas of the patients themselves. These personas were discussed with
the care organizations involved in the project and adapted. Some characteristics
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were made more realistic and separate personas were created for informal care-
givers. Finally, this resulted in four patients (of which one also takes on the role
of informal caregiver), four formal caregivers and three additional informal care-
givers. They are visualized on posters with an image and a short text explaining
their (care) situation, personality, wishes and needs. These posters were hung in
sight during meetings to more easily refer to the personas and to always remember
them.
In addition to these personas, the needs, or ‘challenges’, identified in the do-
main analysis were listed, and together these were used as the basis for creativity
sessions on the needed services. These creativity sessions were organized using
the ‘relay ideation method’ [17]. This brainstorm method specifically helped the
project team to move from the domain analysis towards thinking about solutions
for the needs and challenges identified in the domain analysis. The ‘relay ideation
method’ requires all participants to first gain more empathy with the targeted end
users. In this case, all participants were asked to read the personas. Next, they were
given a ‘challenge’, and by making use of so-called ‘concept sheets’ all partici-
pants were involved in a process that in a stepwise manner moved the participants
from thinking about the current state towards future oriented thinking.
Next, these concepts were reviewed by the user researchers and served as in-
spiration for the future scenarios, which detailed how the personas interact with a
possible OCCS system. In an initial version, the services provided on the OCCS
system were described on a conceptual level. These user scenarios were then pre-
sented to the project consortium for feedback on eligibility, feasibility and novelty.
With this feedback in mind, a new iteration of the scenarios was written. These
scenarios were then used to evaluate the initially planned architecture of the OCCS
system and to decide what features to develop in (the different iterations of) the
proof of concept.
2.3.3 Co-design sessions: Iterative service development
In the next steps of the ongoing user research, we will further go into the spe-
cific services that were presented in the scenarios and the implications they have
in their lives. All services bring up issues and questions on which user input is
needed. However, this input does not only have impact on the type of services, but
could have more fundamental technical implications. Insights gained throughout
these workshops may require the ontology engineers to adjust the continuous care
ontology.
A first type of sessions that will be set-up, will be the presentation of the sce-
narios to the targeted users (both caregivers and patients). These scenarios will
be visualized and made more easily comprehendible so that they serve as a good
basis to discuss the OCCS system and its services. In subsequent workshops, more
THE OCARECLOUDS PROJECT 45
detailed elements in the scenarios that require more attention from a user side will
be further explored.
2.3.4 Persona & scenario outline
The following subsections focus on presenting some of the personas and a sce-
nario, developed during the Innovation Binder activities. The personas and sce-
narios gave an interesting viewpoint on how all actors and stakeholders see the
innovation that is necessary in the eCare domain.
2.3.4.1 Personas
Yousuf, an 80 years old patient, lives with his daughter Fatima since the death
of his wife 8 years ago. Due to his unhealthy lifestyle, he is obese and lies in
the sofa most of the day. As a result, he developed a few bedsores, requesting
much attention of a nurse. Yousuf has no strong relationship with the family of his
daughter and often feels lonely. Not long ago, Yousuf has fallen and has increased
mobility problems ever since. He feels isolated in his own private rooms.
Fatima, 44 years old, has converted the garage into a bedroom and living room,
which enables her to take care of her father while he lives with her and her family.
Fatima has 4 children and has requested help of formal caregivers, because the
additional care required for her father causes a heavy burden in combination with
her other daily and professional activities.
Lydia is the formal caregiver of Yousuf. Karen, a colleague, will replace her
if necessary. Eline is a nurse, working for a rest home in the neighborhood. Anne
is a neighbor and helps out when Yousuf or Fatima need help and no one else can
assist them.
2.3.4.2 Scenario
Every morning, just before setting of for work, Fatima helps Yousuf out of bed.
She checks on him during the day whenever she has the possibility. Fatima has
installed the OCCS application on her smartphone and she has indicated through
the settings that Yousuf should be out of bed every day by 10 o’clock and that she
wants to be kept informed of any changes made to/by the system.
After Fatima helped Yousuf out of bed on Monday, she looks in the fridge to
make sure there is still sufficient food. Fatima estimates that some groceries need
to be done for Yousuf for coming days. She mentions to Yousuf that she will do
the shopping in the evening. As she is in a hurry and leaves for work.
Later that day, when Fatima wants to go shopping, she receives a phone call.
Her son has had an accident during football practice and she has to bring him to
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the hospital. She decides to enter the task into the OCCS system through the appli-
cation on her smartphone. At home, Yousuf receives a notification of the shopping
task on his TV. This way, he is able to check whether the attached shopping list is
correct and he is capable of adding other items to the list.
Tuesday morning, Lydia checks if she has any new tasks. She consults the list
on her smartphone and notices the request to do some groceries. She confirms that
she will take up this task. This triggers a notification being sent to Fatima, which
makes her feel at ease.
On Wednesday, Fatima is on an early shift and has arranged that Anne, the
neighbor, will help Yousuf out of bed. However, due to some misunderstand-
ing, Anne has forgotten to do so. However, for his own comfort, Yousuf’s bed is
equipped with sensors that register if he is lying in bed. At 10 o’clock, the OCCS
system is triggered because he is still in bed and Ann has forgotten to help him.
The OCCS will send a message to Yousuf, asking if somebody should be notified
to help him out of bed. Yousuf indicates that he should be helped out of bed. The
system knows that Anne was responsible for executing this task and notifies her
that she has forgotten about Yousuf. Unfortunately, Anne is not in the neighbor-
hood and thus is not capable of helping Yousuf. She feels silly for forgetting about
Yousuf and has to decline the notification. The OCCS system determines the next
(in)formal caregiver that can be notified to handle the task, based on the current
situation. The system decides that Eline should be contacted, as she works nearby
and Fatima is unable to make it as she is at work.
Eline is notified by the system with the request to help Yousuf out of bed. She
accepts the task.
2.4 Architecture of the OCCS system
The OCCS system offers a way to integrate all available data of a patient in one
platform. Section 2.4.1 details how data is transformed into information that can
be used by the system, an overview of the different transformations and acronyms
can be found in Figure 2.2. As a result of the user research, the OCCS system’s
architecture was developed, visualized in Figure 2.3. Within this architecture, the
Controllers, the OCarePlatform and the Data Sources all run in the cloud, which
can either be a private or public cloud. These components are not necessarily
maintained in the same cloud. For example, the Controllers can be run in a pub-
lic cloud, while the OCarePlatform operates in a private cloud. The Data Sources
can be resources of the OCCS project or external resources, for example Vitalink.
The different acronyms at the arrows are used to indicate what data type is sent to
the OCarePlatform. As data works its way through the OCCS System, it will be
enriched and altered in order to enable the processing of the data by the OCarePlat-
form. Section 2.4.2 discusses the internal functioning of the OCarePlatform. This
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Figure 2.2: Visualization of the dependencies and definitions of the OCCS terms. Raw
data, also called Care Data (CD), originates from the patient’s residence through a
various range of sensors. Next, CD is linked to information about the patient and enriched
with timestamps, transforming it into Meta Care Data (MCD). Following, tags are added
to MCD which results in Meta Care Information (MCI). This tagging process can be done
in two ways, either tagging by Meta Care Concepts, originating form the ontology, or with
some plain nouns (that will be translated into proper MCCs later on). Meta Care
Knowledge (MCK) is inferred out of the combination and/or processing of both MCI and
MCK.
platform is responsible for reasoning on the data that it receives and based on this
information sends alerts, notifications and suggestions to its users. A high-level
overview of the OCarePlatform is detailed in Figure 2.4.
2.4.1 From Care Data to knowledge
The OCCS system aims to gather and integrate the available information about a
patient. The data fed to the OCCS system will originate from different sources,
including input provided by (in)formal caregivers, data from existing platforms or
data generated by devices and applications in the patients’ residence.
As it is difficult to process raw data, or Care Data (CD), data originating from
the patient residence will be collected on the terminal. There, in a first phase, data
will be transformed into “Meta Care Data” (MCD). MCD is Care Data, which is
enriched with information about the patient and linked with other specific informa-
tion, e.g., timestamps. Next, MCD is transformed into “Meta Care Information”



























Figure 2.3: General view on the architecture of the OCCS system. CD is generated by the
television and sensors, residing in the patient’s home. CD is collected by the terminal,
where it will be first translated into MCD and next into MCI. Following, MCI is sent to the
Controllers, a server-side system, managing the connection between the different clients
and the OCarePlatform. The Controllers are also responsible for back-ups and storing the
data within the Data Sources. The OCarePlatform will infer new knowledge out of the
MCI and generated MCK, which will be sent to the Controllers. They will take care of the
communication and representation of this information to the patient (in the home), formal
and informal caregivers, administrators or other individuals.
Care Concepts” (MCC). These concepts can be found in the ontology used by the
OCarePlatform. This way, the OCarePlatform knows how the CD, the most essen-
tial information, can be mapped onto the ontology. By providing data conforming
to the ontology, the system is able to reason on this available data.
MCI is sent to the Controllers, this is a server-side system, managing the con-
nection between the different clients and the OCarePlatform. Its main function is
managing the data sent from a patient or the caregiver to the OCarePlatform and
vice versa. The Controllers are also responsible for handling back-ups and storing
the data.
The reasoning process, within the OCarePlatform, creates new knowledge,
called “Meta Care Knowledge” (MCK), that is inferred out of a combination of
MCI and/or MCK.
2.4.2 OCarePlatform
To facilitate the intelligent and coordinated integration, analysis, combination and
efficient usage of all the MCI available in the cloud, the OCarePlatform was de-
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signed. A closer view on the OCarePlatform is shown in Figure 2.4. This man-
agement system’s task is to match the MCI, provided by different personal care
services, on services that are interested in related data. These latter services are
called the Meta Care Information extraction services, or also MCI services.
The MCI services summarize and provide information to the (in)formal care-
givers interested in certain topics. For example, the physical activity MCI service
groups information about the physical activity of a patient provided by various de-
vices, e.g., the domestics system monitoring movement in the home of the patient
and the movement buddy counting the steps the patient takes. It combines this
information to give a general idea of the physical activity of the patient.
Thus, for the MCI services to work properly, they need to be able to collect all
the MCI provided by the personal care services related to their topic of interest.
To facilitate the matching of MCI on MCI services, the OCarePlatform uses an
ontology, which models all the data that can be communicated within the cloud.
For example, the ontology contains the knowledge that data can pertain to a phys-
ical activity and that walking is a physical activity. The OCarePlatform needs to
match the various MCI, provided by the personal care services and various other
devices and sensors on the MCI services by using ontologies. Therefore, the Se-
mantic Communication Bus (SCB) [18] will be used. It was developed to process
data and forward it to applications that have indicated they have an interest for this
type of data. The SCB orchestrates the communication of semantically enriched
data. This allows filtering data based on meaning rather than on string patterns.
The SCB interprets the data using a continuous care ontology, which models all
the data that can be communicated within the cloud. The SCB allows components
to subscribe to relevant MCI, through the Context Disseminator.
The MCI services use a Context Interpreter, which manages the knowledge
base and the associated semantic reasoning for deriving high-level context knowl-
edge. Only a subset of the core ontologies, used by the SCB, are present to specify
the context they are interested in. This is done by defining filtering rules and reg-
istering them with the Context Disseminator, through the Context Manager. These
rules are expressed using MCC from the core ontologies. When MCI is published
on the SCB, the Context Disseminator will use a reasoner to match this informa-
tion with the registered filter rules. If a match is found, the MCI is forwarded to the
application components that are subscribed to the filter rule. The use of these filter
rules thus reduces the amount of MCI that is forwarded to the MCI services. This
prevents those components from being flooded with huge amounts of for them ir-
relevant context data, generated by the various sensors and devices connected to
the platform. Filter rules can be dynamically added at any point of time by the
MCI services. Performance and scalability are also optimized by using a subset of
the core ontologies.































Figure 2.4: Close-up of the OCarePlatform. MCI will enter the OCarePlatform from the
Controllers and Data Sources through the Matching service. This Matching service is
responsible for the translation of MCI, which is tagged with nouns instead of MCC. Next,
the data is passed to the Semantic Communication Bus (SCB). The SCB will process data
and forward it to MCI services that have indicated they have an interest for this specific
type of data. The SCB uses the continuous care ontology to interpret data and MCI
services can register themselves through the Context Disseminator. MCI Services can
register themselves to the SCB through the Context Manager. This Manager is also
responsible for the publishing of MCK and MCI as a result of the reasoning, The Context
Interpreter preforms the reasoning, based on rules and a subset of the continuous care
ontology (used within the SCB).The Big Mother Service (BMS) is an intelligent software
service, which implement rule-based algorithms to reason and combine MCI and MCK to
come to more general context than the MCI services.
OCarePlatform has to allow that the MCI services subscribe themselves to meta-
data they are interested in. This can be done through registration with MCC from
the ontology, e.g., a physical activity MCI service subscribes to the physical ac-
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tivity MCC in the ontology. As a consequence, the software services will auto-
matically receive all messages tagged with a tag that pertains to this knowledge.
Second, the OCarePlatform also has to be able to pick up tagged data that is posted
by the different personal care services. By performing reasoning on the ontol-
ogy, the OCarePlatform will for example realize that walking is a physical activity
and that physical activity MCI service will then receive all the messages form the
movement buddy, because this device tagged its data with the tag walking.
The MCI services use ontologies, which model a specific domain to perform
sophisticated reasoning. The applications can publish the conclusions on the SCB,
through the Context Manager. These conclusions are called MCK. This informa-
tion, in turn, can be picked up by other components to perform additional reason-
ing.
Another important component of the OCarePlatform, as visualized in Fig-
ure 2.4, is the Big Mother Service (BMS). To allow advanced reasoning on the
available MCI and MCK in the cloud, the BMS implements algorithms that reason
on and combine MCI and MCK in the OCarePlatform to optimize the alerts given
to the (in)formal caregivers. The BMS is in itself an intelligent software service.
It implements rule-based algorithms that reason and combine MCI and MCK pro-
vided by the different MCI services and MCI originating from devices and sensors
to optimize alerts given to the different (in)formal caregivers about the condition
of a patient. A caregiver is able to indicate whether he of she wants to receive trig-
gers based on MCI and MCK. For example, the caregiver can indicate that he or
she wants to be notified if the activity of a person drops below a certain threshold.
To achieve this, the BMS will periodically poll the physical activity MCI service
to obtain the activity level of a person and match it to the specified threshold. If
the threshold is crossed the BMS notifies the user immediately.
The service is called Big Mother, because in contrast with a big brother service,
there is no decision internally on the value of the provided data. Everyone can
contribute MCD and the decision on the value of the information produced by the
MCI services and the suggested actions is given by “Big Mother” to the end users,
checking on the trust relationship between its users guaranteeing a secure system.
All these services will be offered to the stakeholders as a Software as a Service
(SaaS) calling for a cloud approach in view of profiling, storage, scalability and
semantics.
2.5 Generation of Care Data
In order to extract as much knowledge as possible out of the Care Data and to be
able to deliver value-added services, the platform supports Care Data coming from
a variety of sources as briefly mentioned in Section 2.4.1. First of all, services will
be provided to the (in)formal caregivers, which allow for submitting data through
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an application, running on the smartphone or tablet, or by sending a text message.
These messages replace scribbles and notes in a classical booklet of the patient at
home, which are difficult to manage and capture in the more formal eHealth and
eCare platforms. Further, data collected from various existing eHealth and eCare
platforms, which are already used by formal caregivers, will be fed to the system
as well. How data from this application and from external existing platforms can
be interpreted by the OCarePlatform is detailed in Section 2.5.1. Next to this, there
is an important category of Care Data, pertaining to data coming from devices and
applications in the residence of the patient. The data can be classified into two
categories, namely “TV data”, which is discussed in Section 2.5.2 and “sensor
data”, which is handled in Section 2.5.3.
2.5.1 Data from existing eHealth and eCare platforms
The OCCS system is completed with a smartphone application for both formal and
informal caregivers. Using this application, they can inject data into the OCCS
system, which is automatically transformed into a format that is interpretable by
the Controllers and the OCarePlatform.
Next to this, readily available data from other, existing platforms (e.g. infor-
mation from the health and care organizations) can also be fed into the system by
developing MCI services that are capable of transforming this platform specific
data into MCI. This can be a difficult process, but by adding this valuable, external
information to the OCarePlatform, better decisions can be made. For instance, de-
cisions can be taken based on the profile of the patient, the current circumstances
and the work schedule of the caregivers of the health organizations. Another in-
teresting example of data fed into the system originating from other data sources,
is the medication scheme of patients. This information is available within the Vi-
talink platform3.
2.5.2 TV data
The current generation of care dependent people is in general not computer lit-
erate, which makes them digital outsiders from the current web applications. By
choosing the TV as a well-known interaction surface, it enables these people to
use digital services in an easy and safe way. With a simple dedicated remote con-
trol, the user can access the service of choice with a few steps. Such a system has
been successfully demonstrated in [19], including services such as family pictures,
music sharing, dissemination of information by care center, weather service, news-
paper and Facebook. Through the patient’s interaction with the TV, valuable Care
Data can be generated such as the amount of time spent on TV-based services,
3http://www.hziv.be/downloads/folder/vitalink.pdf
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most used services, service usage frequency. This can be further complemented
with Care Data extracted from the TV device itself such as volume level, preferred
channels.
2.5.3 Sensor data
The other data is classified as “sensor data” and encompasses all other data ex-
tracted from the use of a heterogeneous set of personal devices in the patient’s
residence. In the OCareCloudS project, it is investigated how data coming from a
large variety of Wi-Fi and IEEE 802.15.4 sensors and actuators deployed in a pa-
tient’s residence can help to generate Care Data relevant to characterize the behav-
ior and life of the elderly. For the integration of this sensor data in a Cloud-based
platform, embedded web service technology based on the Constrained Application
Protocol (CoAP) [20], which is being standardized, is used. CoAP is an application
layer protocol designed for use in resource-constrained devices such as sensors. It
is targeted to easily translate to HTTP for simplified integration with the web and
uses the same RESTful principles as HTTP but with a much lower header over-
head and parsing complexity than HTTP. As such, this is a perfect match to enable
embedded devices to become providers of Care Data.
2.6 Conclusion
In this paper, the OCareCloudS project is presented. The methodology, used
within the project, actively involves user researchers, (ontology) engineers, techno-
economic researchers and domain stakeholders, i.e. patients, informal caregivers
as well as professionals working in the healthcare industry. One of the principle
goals of the project is to support an elongated stay at home for elderly people
and people with chronic disease, by offering optimized and individualized care
at home and facilitating an increased collaboration between informal and formal
caregivers. By involving all important stakeholders and actors in this interdisci-
plinary research, it was possible to capture the requirements, benefits and added
value for patients and their caregivers. These outcomes, the personas and scenar-
ios were used to develop a cloud-based solution, which is capable of increasing
the uptake of the system and ensures that the platform offers services that are of
real interest.
This approach enables improved care through better communication and infor-
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“Design is a funny word. Some people think design means how it looks. But of
course, if you dig deeper, it’s really how it works.”
– Steve Jobs (1955 - 2011)
As several devices and data sources are used in the OCareCloudS system, the
OCarePlatform should be able to cope with this large amount of heterogeneous
data. Whereas Chapter 2 presented the high-level design of the OCareCloudS
system and the OCarePlatform, together with a discussion on the generation of
care data, this chapter focuses on the detailed design of the OCarePlatform it-
self. Within this chapter, the non-functional requirements are presented together
with the architecture able to cope with these requirements. The performance and
scalability of the OCarePlatform are also evaluated. The modular design of the
OCarePlatform makes it possible to easily add new Meta Care Information (MCI)
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Services to the platform. These MCI Services will receive data that they are inter-
ested in by registering themselves to the Semantic Communication Bus (SCB). In
Chapter 4, the Medication Reminder MCI Service is added to the OCarePlatform
in order to evaluate the capability of the OCarePlatform to interact with external
data sources. In order to evaluate the extensibility and applicability of the OCare-
Platform, Chapter 6 & 7 focus on one of the biggest dangers for elderly when living
independently, namely the risk of falling. Within these chapters, additional MCI
Services are designed to plug-in to the OCarePlatform to facilitate multi-sensor
fall handling. These chapters discuss the design of these MCI Services, together
with the evaluation of the event handling process using a decision tree workshop.
? ? ?
Abstract
Background: Currently, healthcare services, such as institutional care facilities,
primary and secondary care, are burdened with an increasing number of elderly
and individuals with chronic illnesses. These numbers will only increase in the
coming years. Moreover, the number of caregivers able to provide care for these
individuals has been steadily decreasing in the past decade.
Objectives: To relief the burden on healthcare services, independent living at home
could be facilitated, by offering individuals and their (in)formal caregivers support
in their daily care and needs. With the uprise of pervasive healthcare and new in-
formation technology solutions, these residents and (in)formal caregivers could be
supported in their needs. Personalized, intelligent healthcare services can be de-
signed and developed to assist elderly and their (in)formal caregivers to prolonged
stay at home.
Methods: To this end, the OCarePlatform is designed. This semantic, data-driven
and cloud-based back-end platform facilitates independent living by offering infor-
mation and knowledge-based services to the resident and his/her (in)formal care-
givers. Data and context information is gathered to realize context-aware and per-
sonalized services, supporting residents in their daily needs. This data, originating
from heterogeneous data sources and context information is sent to personalized
services, where is can be fused to create an overview of the current situation the
resident is residing in.
Results: The architecture of the OCarePlatform is proposed, which is based on a
service-oriented approach, together with its different components and their inter-
actions. The implementation details are presented, together with a detailed tech-
nical scenario. A scalability and performance study of the OCarePlatform was
performed. The results indicate that the OCarePlatform is able to support a realis-
tic working environment and respond to a trigger in less than 5 seconds. Further
analysis shows that the performance of the system highly depends on the allocated
memory.
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Conclusions: The data-driven character of the OCarePlatform makes it possible to
take all data and other context information into account. The architecture of the
OCarePlatform facilitates to easily plug-in new functionality into the OCarePlat-
form, enabling the design of personalized, context-aware services. The OCare-
Platform leads to better support for elderly and individuals with chronic illnesses,
living independently at home.
3.1 Introduction
With an increasing number of elderly in our society and the shift from acute to
chronic illness, the primary care systems in many countries are being overloaded.
With this, many new challenges are placed in the forefront [1]. One of the major
challenges is the need for assistance in the home. Especially, with the reducing
number of people able to provide care for their elderly or disabled relatives [2]
and the wide range of different caregivers and organizations offering help to these
people. Relatives, neighbors and acquaintances offering help will be further re-
ferred to as informal caregivers, while for example home nurses, physicians and
therapists are called formal caregivers.
As new technologies become available, they are also used to facilitate ageing
in place. Ageing in place can be defined as “the ability to live in one’s own home
and community safely, independently, and comfortably, regardless of age, income,
or ability level” [3]. Several reviews have already proven and indicated the rising
importance of the use of information technology in homecare [4, 5].
The past years, there has been an uptake in the use of personal, smart de-
vices [6, 7], such as smartphones and tablets. Other information technologies also
find their way to our personal lives [8, 9], for example the use of sensor technol-
ogy. These devices and technologies generate large amounts of data. Within the
pervasive or ubiquitous computing domain, data can be used to extract new knowl-
edge. This knowledge makes it possible to make context-aware or situation-aware
decisions [10]. Together with the uptake of pervasive computing, this approach
has also found its way to more specific domains, such as healthcare [11]. Perva-
sive healthcare is defined by Varshney [12] as: “Healthcare to anyone, anytime,
and anywhere by removing locational, time and other restraints while increasing
both the coverage and quality of healthcare”.
Next to pervasive healthcare, Ambient Assisted Living (AAL) solutions [13]
are introduced in the home. AAL solutions offer IT products, services and systems,
which focus on the improvement of the quality of life (QoL) of the individual. This
technology can target specific parts of the QoL experience, for example mobility
or social interaction or it can aim to reduce the costs of health and social care [14].
To develop software solutions that are able to cope with this shift towards per-
vasive computing, there is a need for service modularity, where different function-
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ality can be easily plugged in, with an interoperable character. Moreover, these
solutions should be able to process an ever growing amount of complex and hetero-
geneous data [15]. Service-Oriented Architectures (SOA) [16, 17] can be adopted
to deal with this data in an automated, efficient and scalable manner [18]. It also
has been proven that SOAs can be used to implement pervasive systems [19].
A SOA consists of several services. Each one of these services offer an inde-
pendent piece of functionality. They can be combined together in dynamic work-
flows in order to provide the complete functionality [20]. Services are relatively
small and mostly independent on other services, which makes them ideal to be
reused and combined [21]. This in turn has led to a rapidly growing number of
available services. These services can be distributed over several locations or in
the cloud. It is also possible to duplicate services in order to improve scalability.
In many cases, Web Service technologies [22], such as Simple Object Access Pro-
tocol (SOAP) or REpresentational State Transfer (REST), are used to handle the
communication between services and with the end users.
SOAs have several advantages, such as loose coupling of interoperable ser-
vices. This type of architecture also makes it possible to develop different service
functionality, independent of a specific programming language or platform. As
services interact with each other, it is also possible to compose workflows [23].
There are also organizational benefits when using a service-oriented approach, for
example, cost efficiency as services can be reused [24].
The “Organizing Care through Trusted Cloudy-like Services” (OCareCloudS
(OCCS)) research project [25] aimed to design a system, offering information and
knowledge-based services to people relying on homecare. These services, reside
within an intelligent, cloud-based back-end, called the OCarePlatform. Such ser-
vices can relate to the needed daily care, social needs or assistance in daily tasks
for the elderly or individuals, dealing with chronic illness. Data from the elderly
or individual needing care at home, further referred to as the resident, is collected
and sent to the cloud. Different types of data are gathered, ranging from sensor
data to context information, e.g., location information. Next to the data collection
at the home, data from caregivers, both formal and informal, is used, e.g., the area
of expertise and work schedule of the caregiver. The OCarePlatform is designed
as a SOA, in which various services are able to process this heterogeneous data.
These services form dynamic workflows to support the resident and (in)formal
caregivers.
3.2 Objectives and paper organization
The main objective of this research is to design a platform to support care at home
in multiple ways, for example deciding which caregiver is most suited to respond
to an emergency call or analyze which tasks should be executed when a caregiver
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registers his/her presence in the home of the resident. The OCarePlatform should
process the data it receives and reason in an intelligent manner to derive knowl-
edge. This knowledge and the related context information can be used to optimize
homecare.
Besides these functional requirements, the platform should also fulfill the fol-
lowing non-functional requirements:
• The OCarePlatform should be modular, enabling to easily plug-in new ser-
vices/components or update or delete existing ones.
• The OCarePlatform should be scalable and able to cope with a large amount
of data, originating from different devices, residents and their caregivers.
• The OCarePlatform should be able to process the data in a timely manner
and respond within acceptable time ranges. In order to be able to iden-
tify these acceptable ranges, the execution times of the OCarePlatform are
compared to a first responder help system using the mobile cloud by Alsha-
reef et al. [26]. In this system, the end user can contact health services using
an Android application or text messages. The system responds within 5 sec-
onds on a help request, which is sent by a person in need. The system waits
for up to 3 minutes for the contacted caregiver to answer the call. These
timings are the requirements the OCarePlatform should meet.
The remainder of this paper is structured as follows. Section 3.3 gives an
overview of the current state of the art regarding semantic context-aware platforms.
The OCarePlatform has to process a huge amount of data, originating from differ-
ent sources. When this data flows through system, it is enriched with additional
data, Section 3.4 details these transformations. Section 3.5 discusses the compo-
nents of the OCarePlatform and the interaction between the different components.
Section 3.6 elaborates upon the semantic technologies used within the OCarePlat-
form, while Section 3.7 focuses on the technologies used to realize the platform.
The technical aspects of a homecare scenario are presented in Section 3.8. Sec-
tion 3.9 evaluates the OCarePlatform in terms of performance and scalability based
on the technical scenario. These results are discussed in Section 3.10, together with
future research tracks. Finally, the conclusions are highlighted in Section 3.11.
3.3 Related work
An ontology is defined by Gruber [27] as “a specification of a conceptualization
in the context of knowledge description”. An ontology represents a commonly
agreed upon semantic model that is able to formally describe concepts in a cer-
tain domain, together with their relationships and attributes. By structuring data in
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such a model, it facilitates communication, collaboration and integration. More-
over, a semantic model can be used to more easily create algorithms, which can
take advantage of the information. [28]. Context-aware applications can benefit
from incorporating ontologies as these models enable knowledge sharing, provide
mechanisms to reason on the available model and data and increases interoperabil-
ity [28]. Several context-aware healthcare systems, making use of an ontology-
driven approach are discussed in literature and elaborated upon in this section.
Navarro et al. [29] present the design of an ambient-assisted intervention sys-
tem, using an ontology. Services are updated at run-time using contextual infor-
mation. This system is developed to ameliorate caregiver burden. Zhang et al. [30]
introduce a context-aware infrastructure to enable personalized healthcare. In this
research, focus is given to device self-sensing mechanisms, context processing
frameworks and service interoperability. Fook et al. [31] discuss an ontology-
based context model for monitoring and handling agitation behaviour for per-
sons with dementia. All these systems and frameworks use ontologies to realize
context-awareness. This knowledge component is always deployed as a central
entity within the framework. Such an approach negatively impacts the scalability
and performance of the entire system.
Lasierra et al. [32] discuss the design of a home-based telemonitoring system,
making use of a combination of ontologies, rules, web services and autonomic
computing to manage the data. This system consists of two large components,
namely a telemonitoring server and a home gateway. Both components use an on-
tology, responsible for dealing with heterogeneous information originating from
different data sources. The ontology is used to manage the shared knowledge on
both sides and realize integration. Personalization is also achieved using the on-
tology in combination with rules. Paganelli et al. propose the Emilia Romagna
Mobile Health Assistance Network (ERMHAN) [33]. ERMHAN is an ontology-
based system for context-aware and configurable services to support home-based
continuous care, aiming to facilitate the delivery of an easily configurable set of
personalized care services. Both propose an approach in which a system is de-
ployed on two endpoints. Both endpoints use an ontology to process the data,
which entails that both ontologies should be kept in sync.
Our approach presents a scalable, context-aware pervasive platform, referred
to as the OCarePlatform, supporting homecare. The core of the OCarePlatform
uses the Semantic Communication Bus (SCB) [34], which is responsible for redi-
recting the plethora of data, fed to the platform, to services which have indicated
an interest in that specific type of data. While the SCB has an overall picture of
which types of data can be fed to the system, using a set of core ontologies, the ser-
vices only use a domain-specific extension of (a subset of) the core ontologies. By
only using a subset of the core ontologies, a smaller model is used in the services,
which also contains less data. By designing multiple services responsible for very
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specific functionality, dynamic work flows are created that are loosely coupled.
These advantages all contribute to a more scalable platform. This approach, guar-
antees a more efficient and scalable use of ontologies, resulting in a timely delivery
of notifications to the caregivers and residents.
3.4 Data flows and manipulation
To meet the requirements and functionality described in Section 3.2, a generic,
structured format was created to communicate data in the OCareCloudS system
and OCarePlatform. This format is called a MetaCareFragment (MCF) and has
several properties, such as the timestamp of creation, the user ID to identify to
which individual this data is related, the type of the data source from which the
fragment originated together with the ID of the data source, a collection of key-
value pairs with the actual data and a set of prefixes to categorize the data in the
OCarePlatform. A detailed description can be found in Table 3.1. The MCF for-
matted as a JavaScript Object Notation [35] (JSON) fragment, which is visualized
in Listing 3.1.
Table 3.1: Properties of a MetaCareFragment
Property Data type Remarks
prefixes Collection of prefixes, each
prefix is of type String
A prefix is an URI that iden-
tifies an MCC-tag, i.e., iden-
tifying a concept in the on-
tology
timeStamp Absolute timestamp (data +
time + time zone offset)
The moment in time when
the fragment was originally
created
userID String The unique ID of the end-
user (the resident or the
caregiver)
dataSourceType String An identifier of the type of
data source that originally
created the fragment, e.g., a
sensor or smart device
dataSourceID String or Integer The unique ID of the data
source within the home set-
ting
data Collection of items where
each item has a key and a
value, both of which are of
type String
The custom data, repre-
sented as a collection of
key/value pairs
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"prefix 1" : "url",










"key 1" : "value 1",
"key 2" : "value 2"
}
}
Based on the stage in the life cycle and the location in the OCareCloudS sys-
tem, this fragment is enriched with new information. As a consequence, the frag-
ment changes its name. This life cycle is shown in Figure 3.1. Data generated
by data sources, such as sensors and devices, is called Care Data (CD). This is
just raw data. This data is gathered in a central collection point in the resident’s
home, where it is linked with the information of the resident or the caregiver,
such as time information and identification of the individual. At this stage, the
data is called Meta Care Data (MCD). Meta Care Concepts (MCC) are used to
tag MCD with concepts corresponding from the ontology used in the OCarePlat-
CD MCD MCI MCK
MCC
ReasoningTaggingLinking
Figure 3.1: Visualization of the dependencies and definitions of the commonly adopted
MetaCareFragment
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form. By tagging MCD, the fragment is transformed into Meta Care Information
(MCI). Adding MCC enables the OCarePlatform to interpret the type of data. Af-
ter the processing by services in the OCarePlatform, MCI is transformed into Meta
Care Knowledge (MCK), which is new knowledge inferred out of the combination
and/or processing of MCI and MCK.
The general concept of the OCarePlatform, which constitutes the heart of the























Figure 3.2: General concept of the OCarePlatform
As can be seen from this figure, data is collected from a various range of
sources:
• Data from the caregivers is gathered. This can be data from the smartphone
of the (in)formal caregivers, e.g., location, as well as information originating
from work schedules. Formal caregivers are also equipped with Radio Fre-
quency IDentification (RFID) cards, which are used to register themselves
when they arrive in the home of the resident, thus indicating their presence
at a specific location.
• Data from the resident is also gathered, e.g., activity on the device and lo-
cation, mainly through personal smart devices, such as tablets and smart-
phones.
• The home of the resident is equipped with various sensors, based on the
situation and needs of the resident. Examples of sensors are pressure sensors
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in the bed or couch, Passive InfraRed (PIR) sensors to determin the location
of the resident, temperature and audio sensors. A TV can also be used to
visualize notifications or give input to the OCareCloudS system, e.g., the
volume of the TV or the channel.
• Contextual information from residents as well as caregivers can also be fed
to the system as this can influence the reasoning process of the OCarePlat-
form. Examples of contextual data are location and profile information of
the caregivers. These are provided by external services and/or databases.
All these different data types are examples of CD. CD is linked to additional
information from the individual and transformed into MCD. All this data is sent
to the OCarePlatform where it is processed and used in the reasoning process,
resulting in MCI and MCK. Based on the results of the reasoning, actions can be
suggested by the OCarePlatform and the appropriate caregiver or resident will be
notified.
3.5 The OCareCloudS system, OCarePlatform com-
ponents and their interactions
The OCarePlatform is an intelligent, semantic, modular back-end, which adopts a
data-driven approach. This means that all data from the resident, devices, sensors
and caregivers is gathered and directly sent to the platform. The platform will then
forward the data to services, which have indicated their interest in specific types
of data.
Data, such as sensor data, gathered from within the home of the resident is
sent to the Controllers by the Local Gateway. This Local Gateway is responsible
for translating CD into MCD by adding identification data, e.g., resident infor-
mation and timestamps. This Local Gateway forwards all data to the Controllers.
The Controllers are able to add MCC to the fragment and transform it into MCI.
Moreover, the Controllers directly receive data from the smartphones from the res-
ident or caregivers. The Controllers are also able to contact the caregiver, based on
the information received by the OCarePlatform. After the processing step in the
Controllers, the data is sent to the OCarePlatform.
As is indicated by the color code in Figure 3.3, the OCarePlatform can be split
up in 4 different parts, which will be discussed in the following subsections.
3.5.1 Preprocessing the data
The collected data enters the OCarePlatform through the Gateway. The Gateway
is responsible for receiving all the data packets and forwards them to the Matching
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Figure 3.3: Detailed architecture of the OCarePlatform
Based on the tagged MCC, the Matching Service will then decide which Adapter
needs to receive the data.
3.5.2 Context Adapters: Transforming the data into individu-
als
Context Adapters within the OCarePlatform are responsible for translating the
JSON fragments into Web Ontology Language (OWL) individuals. The OWL
individuals represent the semantically enriched received data, which are inter-
pretable for the ontologies used in the next parts of the OCarePlatform. Each
Context Adapter is responsible for the translation of one or more specific types of
fragments.
Within the OCarePlatform, the following Context Adapters were designed:
• Observation Adapter: This Adapter is responsible for transforming all data
concerning sensory observations done in the home of the resident. This for
example involves the observations made by sensors.
• RFID Adapter: The RFID Adapter receives and enriches input whenever
caregivers register their presence in the home of the resident by using an
RFID card.
• TV Adapter: The home of the resident is also equipped with a smart TV.
This TV is used as a sensor. This means that the TV sends logs of per-
68 CHAPTER 3
formed actions to the OCarePlatform, which can then be used as context
information. An example is logging the buttons pressed on the remote con-
trol. The OCarePlatform can also control the TV, for example by sending
notifications to the device or by controlling the ambilight. Data sent from
the TV is processed by the TV Adapter.
• Visit Adapter: Care organizations use planning tools to plan, update or
delete visits of the formal caregivers to the patients/clients. This information
can easily be inserted in the OCarePlatform using the Visit Adapter. For ex-
ample, data from Google Calendar can be gathered by the Controllers, where
it is also transformed into MCI. This MCI can then be fed to the OCarePlat-
form, through the Visit Adapter.
• Trend Adapter: When caregivers visit, they can request some trends, using
for example the TV (as this screen is big enough to see the graphs). Exam-
ples of trends that can be shown are the walking or sleeping behavior of the
resident, based on the input of the sensors. The requests to collect specific
trends are handled by the Trend Adapter.
• Task Adapter: The Task Adapter is responsible for handling tasks. If an
event concerning a task enters the OCarePlatform, such as the acceptance or
refusal of a specific task, the Task Adapter will handle it.
• Person Adapter: Residents needing care at home are often helped by several
informal and formal caregivers. They sometimes have better relationships
with specific caregivers. Therefore, the OCareCloudS system makes it pos-
sible to define trust relationships with a specific degree between resident
and caregivers. New caregivers for a resident thus need to create a trust
relationship. These relationships can be taken into account in case of non
emergency calls for example. The Person Adapter is responsible for the
creation, deletion and editing of trust relationships.
3.5.3 Semantic Communication Bus: Intelligently and seman-
tically filtering the data
As the OCarePlatform is a data-driven platform, the platform has to be able to
process a huge amount of data within a limited time period. To this end, the Se-
mantic Communication Bus [34] (SCB, sometimes called the Bus in short), acts as
the central component of the OCarePlatform and offers an intelligent filter mech-
anism.
The SCB is designed based on the publish/subscribe design pattern [36], en-
abling high performance and modifiability. In this pattern, components, called
publishers, are able to publish their results to a central bus or event channel. Other
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components, in this case named subscribers, can register their interest in specific
data to the Bus. Subscribers, which have indicated an interest in a specific type of
data, will receive all data of that type published to the Bus by the publishers. This
enables a loose coupling of the different components and also makes it possible to
easily add new components to the OCarePlatform. Moreover, subscribers will not
be overloaded with all data, as they only receive data, in which they have declared
a specific interest.
The SCB uses ontologies to semantically filter the individuals published by
the Context Adapters and MCI Services. More information on MCI Service can
be found in Section 3.5.4. Subscribers, in this case MCI Services, pass filter rules
to the SCB defined as OWL classes. These OWL classes are added to the internal
ontology of the Bus. When publishing new individuals, the SCB will reason and
derive which MCI Service have indicated an interest to receive the data and will
act upon this request.
As the size of the internal ontology of the SCB and the number of filter rules
can have a large impact on the reasoning process and thereby also on the perfor-
mance of the Bus, a cache was added.
3.5.4 MCI Services: Reasoning on the data
The actual processing of the data in the OCarePlatform is executed in the MCI
Services. MCI Services are atomic services with specific functionality. To this end,
each MCI Service has its own internal ontology and reasoner. The ontology is kept
small to make the service as efficient as possible. MCI Services publish filter rules
to the SCB, receive individuals from the SCB and process them. After processing,
they will again publish their findings to the Bus, enabling other services to further
process it.
Currently, there are 7 MCI Services defined in the OCarePlatform. New ser-
vices can easily be added. This only requires the implementation of the specific
service functionality and registering the filter rules on the SCB. From the moment
they have registered these rules on the Bus, they will immediately receive relevant
information.
• Help Selection MCI Service: This service is responsible for determining
which caregiver is best suited to execute a task. To do this, context infor-
mation, fed to the OCarePlatform, is taken into account. Examples of such
information is location, availability, travel time of the caregiver and their
trust relationship with the resident.
• Pressure Monitoring MCI Service: This MCI Service analyzes the pressure
sensors, which are being used in the home. Individual rules per resident can
be defined to detect abnormal situations. For example, when the resident is
out of bed during the night for a period of more than 15 minutes.
70 CHAPTER 3
• RFID Monitoring MCI Service: Whenever a caregiver registers him/herself
to the registration system in the home of the resident using his/her RFID
card, the RFID Monitoring MCI Service receives this information. Informa-
tion generated by this service, e.g., the presence of the caregiver, can be of
interest to other MCI Services, such as the Task MCI Service, which will
then generate a task list.
• Task MCI Service: Relevant task data is sent to this MCI Service. It keeps
track of all the tasks of the different caregivers and can generate a task list
when for example a caregiver has registered his/her presence in the home of
the resident. The generation of a personalized task list, based on the profile
and capabilities of the caregiver, will be triggered when the service receives
the individual generated in the RFID Monitoring MCI Service, confirming
the presence of a specific caregiver in the resident’s home.
• Trend Manager MCI Service: When trends are requested by the caregiver,
the Trend Manager MCI Service will gather the requested information.
• Medication Reminder MCI Service: This MCI Service can be connected to
external data sources, which contain for example the medication scheme of
the resident. An example of such an external data source is the Vitalink plat-
form [37], an initiative of the Flemish Government, containing the health,
care and welfare data of Belgian citizens. Processing this data and keep-
ing track of it will enable timely reminders to the resident to take his/her
medicine.
• Notification MCI Service: This service is the only service able to communi-
cate with the outside world. This means that every MCI Service wanting to
notify or communicate with caregivers or the resident has to push a message
on the Bus, which then will be picked up by this MCI Service. It will pass
this information through to the Controllers. The Controllers will then pro-
cess the information, e.g. caregiver X should perform task Y and will look
up how to contact caregiver X.
3.6 Ontologies
The OCarePlatform makes use of the Ambient-aware Continuous Care Ontol-
ogy [38]. As shown in Figure 3.4, it consists of 2 parts. The core ontologies model
general knowledge that is applicable across all continuous care settings, e.g., hos-
pitals, independent living facilities and nursing homes. Seven core ontologies are
provided, each with their own particular focus:





































Figure 3.4: Overview of the Ambient-aware Continuous Care Ontology
• Sensor ontology: It is an extension of the W3C Semantic Sensor Network
Ontology (SSN) [39], which models sensors, devices and actuators used
within the continuous care domain together with the observations they make
and the actions they can take.
• Context ontology: This model captures the contextual environment infor-
mation, such as the layout of the care setting (rooms, hallways, departments,
etc.), the purpose of the various rooms (sanitary, patient room, etc.) and the
available furniture (bed, toilet, etc.). Most importantly, it also model local-
ization information of the people and objects.
• Role & Competence ontology: This ontology models the various roles and
competences that the various (in)formal caregivers can have and how they
map on each other and the tasks they can execute.
• Profile ontology: This model contains the profile information about the
(in)formal caregivers and the care receivers. It captures the biological , so-
ciological, psychological profile as well as the behavioral and medical risk
profile.
• Task ontology: This ontology models continuous care process workflows.
A workflow represents a sequence of related continuous care tasks, which
are conducted in a particular order. For this, the OWL-S Process ontol-
ogy [40] was imported.
• Medical ontology: Finally, this model contains all the medical knowledge
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pertaining to a particular care receiver, e.g., pathologies, laboratory results
and medication.
This modular approach of the core ontology allows that MCI Services or applica-
tions can easily select the parts of the ontology they require instead of the whole
model. It also facilitates the creation of domain-specific extensions of a particular
module, as a smaller, focused ontology is easier to interpret and extend with new
concepts, relations and definitions. As can be seen in Figure 3.4, various domain-
specific extensions were made, e.g., modelling particular roles and competences
within a certain care setting and how they map on each other. The Cure ontologies
model domain-specific extensions for hospital settings, while the care ontologies
focus on the independent living and residential care settings. More information
about the ontologies can be found in Ongenae et al. [38].
3.7 Implementation
The following sections present the different frameworks and technologies used to
implement the OCarePlatform.
3.7.1 OSGi
In order to realize a truly modular and modifiable back-end, the OSGi frame-
work [41, 42] was selected. OSGi makes it possible to design a modular, service-
oriented platform using the Java Programming language [43, 44]. The OSGi ser-
vice platform is built of bundles, which can be compared to Java Archive (JAR)
files [45]. These bundles can be dynamically installed, started, stopped, updated
and uninstalled without requiring a restart of the Java Virtual Machine (JVM). This
concept is known as the life cycle management of the software components and is
the most important feature of OSGi. By hiding the underlying JVM and operating
system, the amount of problems when deploying an application is significantly re-
duced when using the OSGi service platform. Large and complicated applications
can be divided into smaller pieces, called services. These services can be re-used
and exchanged between applications, leading to collaborations. Bundles can reg-
ister their functionality as services, providing an interface which can be used by
other services [44].
The first task of the OSGi framework is class loading, i.e., the executable parts
of the bundles, in the JVM. Classes can be grouped in unique packages, which can
be exported or imported by different bundles. The OSGi framework takes care of
these dependencies, together with related problems, such as two classes having the
same name. The next step is the life cycle management of such a bundle. As al-
ready mentioned, a bundle can be compared to a JAR file. The information about
the content of such a JAR file is kept in the Manifest headers. These Manifest
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headers are necessary in order for a JAR file to be recognized as an OSGi service.
The OSGi framework provides a context object, called BundleContext, in which
the API is included to communicate with those services and, for example, install a
new bundle or stop an active bundle. Next, the service registry component handles
the dynamic nature of the OSGi framework. It tracks the states and dependencies
of the bundles, enabling them to use the available services, provided by other bun-
dles. Through the service registry, different small components can be dynamically
grouped into larger services, leading to a Service-Oriented Architecture [46]. A
security model is implemented to strictly control and manage the resources.
As the OSGi framework facilitates the design of Service-Oriented Architec-
tures, it is ideally fit to implement the OCarePlatform. Moreover, the OCarePlat-
form will not have to be taken offline to add, update or delete services and different
versions of the same service can be deployed.
3.7.2 Web Ontology Language Application Programming In-
terface (OWL API)
OWL 2 [47] is the current version of the Web Ontology Language (OWL). OWL
is the most populare language currently used to describe an ontology. The OWL 2
language is designed in order to ease the development and sharing of ontologies.
The OWL API [48] supports the creation and manipulation of OWL ontologies.
The API is implemented in Java and is open source. The OWL API does not
work at the level of triples, but at the level of axioms, which is a higher level
of abstraction. Three reasons are defined why axioms are preferred to triples.
First, the OWL 2 language itself is defined at the level of axioms. Second, it
is more efficient and less error-prone to manipulate ontologies on the axiomatic
level. Since many concepts can be expressed through one axiom, while requiring
multiple triples, the addition and removal is more simple. Third, many operations
are defined on the axiomatic level.
3.7.3 Reasoners
Ontologies can be processed by a reasoner. The three main tasks the reasoner
performs are consistency checking, classification and realization. A consistency
check looks at the definitions and descriptions of each class or concept within the
ontology and check whether or not it is possible for a class to have instances. When
not, the class is said to be inconsistent. Classification enables the possibility to
check which concepts are sub components of other concepts to build a hierarchical
graph. Realization computes to which concepts an individual belongs.
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3.7.3.1 Hermit
The SCB and the MCI Services use a Hermit reasoner to derive knowledge from
the ontologies and the data within the model. The Hermit reasoner [49] is the
first reasoner using hypertableau calculcus, resulting in a more efficient reasoning
process than other reasoners.
3.7.3.2 Pellet and SPARQL Protocol and RDF Query Language (SPARQL)
The Pellet reasoner [50] was used in the Jena ARQ query engine to process the
SPARQL queries used in the MCI Services. The SPARQL Protocol and RDF
Query Language [51] (SPARQL) is the query language for Resource Description
Framework (RDF) content. SPARQL consists of similar operations as the SQL
language.
3.8 Technical scenario
Within the OCareCloudS project [25], an interdisciplinary design methodology
was used, namely the Innovation Binder approach [52]. During this iterative ap-
proach, personas and scenarios were designed to get insights in the envisioned
system [53]. One of these scenarios was used to technically evaluate the OCare-
Platform. A more elaborate version of the scenario and the accompanying per-
sonas can be found in [25]. This scenario, together with the more technical details,
is discussed in the following paragraphs.
3.8.1 Personas
Personas are sometimes created to represent the problems and needs of the targeted
end-users, representing an archetypical user [53].
Yousuf, resident:
• 80 years old
• Lives with his daughter Fatima
• Has a strong relationship with his family
• Increased mobility problems since a recent fall
Fatima, informal caregiver:
• 44 years old
• Has 4 children
• Takes care of her father when she is not at work
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• Requested support from formal caregivers, as the care for her father burdens
the balance between her work and personal activities
Lydia, formal caregiver:
• Regular home care nurse of Yousuf
Karen, formal caregiver:
• When Lydia is on a holiday, Karen takes over
Ann, informal caregiver:
• Neighbor of Yousuf and Fatima
• Helps out in case of an emergency or if occasional help is needed
3.8.2 Scenario
The home of Fatima and Yousuf is equipped with the OCareCloudS system, which
utilizes the OCarePlatform as an intelligent, cloud-based back-end. Several sen-
sors are installed within their home, such as a bed pressure sensor, movement and
PIR sensors. The OCareCloudS registration system, using RFID cards, is also in-
stalled in the home. The system is configured in such a way that when the pressure
sensor in Yousuf’s bed is still activated at 10 o’clock in the morning, an alarm is
triggered.
1. On Monday, Fatima works an early shift at work and relies on Ann to help
Yousuf out of bed.
2. However, Ann has forgotten that she agreed to help out that morning.
3. At 10 o’clock, the system detects that Yousuf is still in bed.
4. A message is sent to Yousuf to ask whether he needs assistance to get out of
bed or if he is willing to wait until Lydia arrives, later that day.
5. Yousuf indicates that he needs help to get out of bed, using his tablet.
6. The system acts upon this information and searches the most appropriate
caregiver to assist Yousuf.
7. The system sends Lydia a message to help Yousuf out of bed.
8. Lydia receives the message on her smartphone and accepts the request.
9. Lydia arrives at the home and registers her presence using the registration
system and her RFID card. This way the system knows that somebody is
taking care of Yousuf’s needs.
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3.8.3 Technical realization of the scenario
The technical scenario can be realized using the OCarePlatform. The scenario is
split up into 3 large parts. In the first step, it is past 10 o’clock and the OCarePlat-
form detects that Yousuf is still lying in bed. This sequence diagram is visualized
in Figure 3.5. In step 2, Yousuf indicates he wants assistance to get out of bed.
This can be seen in Figure 3.6. Finally, in step 3, Lydia is notified of this inci-
dent and indicates she will offer assistance. Figure 3.7 visualizes this sequence
diagram. Data from sensors are collected by the Local Gateway, which is installed
in the home of the resident. The Controllers are operating in the cloud, as well as
the OCarePlatform. The following subsections go into detail on how decisions and
actions are made/taken in the OCarePlatform.
3.8.3.1 Step 1: OCarePlatform detects Yousuf still lying in bed
The pressure sensor in Yousuf’s bed sends out signals in frequent intervals, indi-
cating whether the sensor is pressed (= 1) or not (= 0). The pressure sensor sends
out such a signal every minute. At 10 o’clock in the morning, the pressure sensor
will still transmit 1 as a value. The Local Gateway processes this data and trans-
forms the CD into MCD. This results in adding the userID, dataSourceType and
dataSourceID in to the fragment, as shown in lines 11-13 of Listing 3.2. Next,
the information is sent to the Controllers, responsible for translating the MCD into
MCI. This transformation adds the set of prefixes to the fragment (lines 2-9). This
in fact means adding the correct concepts from the ontology to the MCF.
Listing 3.2: Example of MCD transformed by the Local Gateway based on the CD
generated by the pressure sensor
1 {
2 p r e f i x e s = {
3 t a s k = h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl # ,
4 wsne = h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNextensionAccio . owl # ,
5 p r o f i l e = h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / P r o f i l e A c c i o . owl # ,
6 uppe r = h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl # ,
7 wsna = h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNadjustedAccio . owl # ,
8 ca = h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / C o n t e x t A c c i o . owl#
9 } ,
10 t imeStamp = 2015−05−22T10 : 0 0 : 5 8 + 0 1 : 0 0 ,
11 us e r ID = p r o f i l e : 1 4 CEC689−7144−44F0−8FE0−272EBA3B63E0 ,
12 d a t a S o u r c e T y p e = wsna : SensorBoard ,
13 d a t a S o u r c e I D = wsna : c30c000000000002 ,
14 d a t a = {
15 e= [{
16 r t = i p s o . sen . f o r c e . s t a t u s ,
17 u = ,
18 v = 1 ,
19 on to logy−u r i = wsna : c30c000000000002 . i p s o . sen . f o r c e . s t a t u s ,
20 t a g = wsna : P r e s s u r e S e n s o r , n= p h i d g e t / f l e x i f o r c e s e n s o r / s t a t u s
21 } ,
22 {
23 r t = i p s o . l o c . sem ,
24 u = ,
25 v = bedroom−bed ,
26 on to logy−u r i = wsna : c30c000000000002 . i p s o . l o c . sem ,
27 t a g = ca : Loca t i on , n= l o c / sem
28 }] ,




Then, MCI is forwarded to the OCarePlatform. All data enters the OCarePlat-
form through the Gateway. The gateway adds an internal identification number to
the fragment and sends the data to the Matching Service. This Matching Service
analyzes the MCI and decides based on the MCC, which adapter is able to trans-
late the JSON fragment into OWL individuals. In this case, the Matching Service
sends the data to the Observation Adapter, responsible for processing all observa-
tions done in the home of the resident. Within the Observation Adapter, the MCI
is transformed into OWL individuals and then published on the SCB. The axiomas
are shown in Listing 3.3.
Listing 3.3: Example of MCI transformed by the Observation Adapter
1 C l a s s A s s e r t i o n (
2 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / P r o f i l e A c c i o . owl# Person>
3 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# p a t i e n t 9 6 3 9 7 9 0 7 0>
4 ) ,
5 C l a s s A s s e r t i o n (
6 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl#ID>
7 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# id 963979070>
8 ) ,
9 C l a s s A s s e r t i o n (
10 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl#ID>
11 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# packe t ID 963979070>
12 ) ,
13 C l a s s A s s e r t i o n (
14 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# Event>
15 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# even t 963979070>
16 ) ,
17 O b j e c t P r o p e r t y A s s e r t i o n (
18 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# has Id>
19 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# even t 963979070>
20 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# packe t ID 963979070>
21 ) ,
22 O b j e c t P r o p e r t y A s s e r t i o n (
23 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / P r o f i l e A c c i o . owl# a s s o c i a t e d W i t h>
24 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# s e n s o r b o a r d 9 6 3 9 7 9 0 7 0>
25 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# p a t i e n t 9 6 3 9 7 9 0 7 0>
26 ) ,
27 C l a s s A s s e r t i o n (
28 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNadjustedAccio . owl# O b s e r v a t i o n>
29 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# o b s e r v a t i o n 9 6 3 9 7 9 0 7 0>
30 ) ,
31 D a t a P r o p e r t y A s s e r t i o n (
32 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNextensionAccio . owl# hasUni t>
33 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# o b s e r v a t i o n 9 6 3 9 7 9 0 7 0>
34 ” ” ˆ ˆ xsd : s t r i n g
35 ) ,
36 C l a s s A s s e r t i o n (
37 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl#ID>
38 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# p a t i e n t I D 9 6 3 9 7 9 0 7 0>
39 ) ,
40 O b j e c t P r o p e r t y A s s e r t i o n (
41 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# has Id>
42 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# s e n s o r b o a r d 9 6 3 9 7 9 0 7 0>
43 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# da t a sou rce ID 96 397 90 70>
44 ) ,
45 O b j e c t P r o p e r t y A s s e r t i o n (
46 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNadjustedAccio . owl# i s O b s e r v a t i o n O f>
47 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# o b s e r v a t i o n 9 6 3 9 7 9 0 7 0>
48 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# s e n s o r b o a r d 9 6 3 9 7 9 0 7 0>
49 ) ,
50 O b j e c t P r o p e r t y A s s e r t i o n (
51 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# hasCon tex t>
52 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# even t 963979070>
53 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# o b s e r v a t i o n 9 6 3 9 7 9 0 7 0>
54 ) ,
55 D a t a P r o p e r t y A s s e r t i o n (
56 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# hasID>
57 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# da t a sou rce ID 96 397 90 70>
58 ” c30c000000000002 ” ˆ ˆ xsd : s t r i n g
59 ) ,
60 C l a s s A s s e r t i o n (
61 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# CurrentTime>
62 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# t ime 963979070>
63 ) ,
64 C l a s s A s s e r t i o n (
65 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNadjustedAccio . owl# SensorBoard>
66 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# s e n s o r b o a r d 9 6 3 9 7 9 0 7 0>
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67 ) ,
68 D a t a P r o p e r t y A s s e r t i o n (
69 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# hasID>
70 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# p a t i e n t I D 9 6 3 9 7 9 0 7 0>
71 ”14CEC689−7144−44F0−8FE0−272EBA3B63E0 ” ˆ ˆ xsd : s t r i n g
72 ) ,
73 D a t a P r o p e r t y A s s e r t i o n (
74 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# hasIDType>
75 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# id 963979070>
76 ” coap ” ˆ ˆ xsd : s t r i n g
77 ) ,
78 C l a s s A s s e r t i o n (
79 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl#ID>
80 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# da t a sou rce ID 96 397 90 70>
81 ) ,
82 C l a s s A s s e r t i o n (
83 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNextensionAccio . owl# P r e s s u r e S e n s o r>
84 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# senso r 963979070>
85 ) ,
86 D a t a P r o p e r t y A s s e r t i o n (
87 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNadjustedAccio . owl# hasValue>
88 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# o b s e r v a t i o n 9 6 3 9 7 9 0 7 0>
89 ” 1 ” ˆ ˆ xsd : i n t e g e r
90 ) ,
91 O b j e c t P r o p e r t y A s s e r t i o n (
92 <h t t p : / / s w r l . s t a n f o r d . edu / o n t o l o g i e s / b u i l t−i n s / 3 . 3 / t e m p o r a l . owl# hasVal idTime>
93 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# o b s e r v a t i o n 9 6 3 9 7 9 0 7 0>
94 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# t ime 963979070>
95 ) ,
96 O b j e c t P r o p e r t y A s s e r t i o n (
97 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# has Id>
98 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# p a t i e n t 9 6 3 9 7 9 0 7 0>
99 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# p a t i e n t I D 9 6 3 9 7 9 0 7 0>
100 ) ,
101 O b j e c t P r o p e r t y A s s e r t i o n (
102 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# has Id>
103 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# senso r 963979070>
104 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# id 963979070>
105 ) ,
106 D a t a P r o p e r t y A s s e r t i o n (
107 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl#hasName>
108 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# senso r 963979070>
109 ” p h i d g e t / f l e x i f o r c e s e n s o r / s t a t u s ” ˆ ˆ xsd : s t r i n g
110 ) ,
111 D a t a P r o p e r t y A s s e r t i o n (
112 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# hasID>
113 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# packe t ID 963979070>
114 ”1−1”ˆˆ xsd : s t r i n g
115 ) ,
116 D a t a P r o p e r t y A s s e r t i o n (
117 <h t t p : / / s w r l . s t a n f o r d . edu / o n t o l o g i e s / b u i l t−i n s / 3 . 3 / t e m p o r a l . owl# hasTime>
118 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# t ime 963979070>
119 ”2070−10−08T11 : 1 5 : 4 1 ” ˆ ˆ xsd : da teTime
120 ) ,
121 D a t a P r o p e r t y A s s e r t i o n (
122 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# hasID>
123 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# id 963979070>
124 ” coap : / / [ a aaa : : c30c : 0 : 0 : 2 ] : 5 6 8 3 / p h i d g e t / f l e x i f o r c e s e n s o r / s t a t u s ” ˆ ˆ xsd : s t r i n g
125 ) ,
126 O b j e c t P r o p e r t y A s s e r t i o n (
127 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / WSNadjustedAccio . owl# h a s S e n s o r P a r t>
128 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# s e n s o r b o a r d 9 6 3 9 7 9 0 7 0>
129 <h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / TaskAccio . owl# senso r 963979070>
130 )
The SCB knows which MCI Services are interested in this type of data based
on the hasContext ObjectPropertyAssertion, as shown in lines 50-54 of Listing 3.3,
and forwards it accordingly to the Pressure MCI Service, based on the filter rule
the Pressure MCI Service registered to the SCB when the MCI Service bundle was
started. This filter rule is shown below.
hasContext some( isObservationOf some( hasSensorPart some PressureSensor ))
The Pressure MCI Service uses a SPARQL query to deduct that Yousuf should
already be out of bed. This query is shown in Listing 3.4. The observation created
by the Observation Adapter is filled (x) and the time the resident is expected to be














































































































































































































































































































































































































































Figure 3.5: Sequence diagram: Step 1: OCarePlatform detects Yousuf still lying in bed
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Listing 3.4: SPARQL query to detect that Yousuf should already be out of bed
SELECT ? p a t i e n t ? t ime ? t imeTask ? d a t e
WHERE {
? g e t u p t a s k : executedOn ? p a t i e n t .
? g e t u p t a s k : e x e c u t e d D u r i n g ? p e r i o d .
? p e r i o d t e m p o r a l : h a s F i n i s h T i m e ? t imeTask .
? s e n s o r B o a r d p r o f i l e : a s s o c i a t e d W i t h ? p a t i e n t .
? o b s e r v a t i o n wsna : i s O b s e r v a t i o n O f ? s e n s o r B o a r d .
? o b s e r v a t i o n t e m p o r a l : hasVa l idTime ? v a l i d T i m e .
? v a l i d T i m e t e m p o r a l : hasTime ? t ime .
FILTER
( ? o b s e r v a t i o n=<x> &&
? time>=”y ” ˆ ˆ xsd : da teTime )
}
Based on the results of the reasoning process, the Pressure MCI Service pub-
lishes new individuals on the SCB with a hasContext of taskEvent. Thus, a task is
generated to ask Yousuf if assistance is needed. A subset of these new individuals
is shown in Listing 3.5.
Listing 3.5: Subset of the new individuals pushed to the SCB based on the results of the
Pressure MCI Service
O b j e c t P r o p e r t y A s s e r t i o n (
<h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / UpperAccio . owl# hasCon tex t>
<h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / BedMoni to r ing . owl# t a s k E v e n t 0>
<h t t p : / / occ s . i n t e c . u g e n t . be / o n t o l o g y / BedMoni to r ing . owl# t a s k 0>
)
Based on the type taskEvent, the SCB knows that the Help Selection MCI Ser-
vice and the Task MCI Service are interested in this new information and forwards
it accordingly. The Help Selection MCI Service updates the status of the task to
pending, while the Task MCI Service indicates that the status has been updated in
parallel. This information is again published on the SCB using the notification-
Event as hasContext type. The Bus forwards this information to the Notification
MCI Service, as the filter rules indicate that the Notification MCI Service is inter-
ested in notification events. The Notification MCI Service sends this information,
formatted in a JSON format, to the Controllers, which in its turn forwards the
information to Yousuf’s tablet, asking him whether he needs assistance.
3.8.3.2 Step 2: Yousuf requesting help
Yousuf receives the message on his tablet, asking him if he is in need of assistance.
Yousuf indicates that he can use some assistance to get out of bed. Data from
the smart devices, used within the OCareCloudS system, are directly sent to the
Controllers. Data from these devices is thus directly sent as MCD, as the personal
data of the user can be added on the device. The Contoller transforms the request
of Yousuf into MCI by adding MCC and then forwards the information to the
OCarePlatform. The Gateway again sends the MCI to the Matching Service, which
now analyzes that this type of information should be sent to the Task Adapter.
The Task Adapter translates the JSON format into OWL individuals and pushes
it on the SCB using the taskEvent type. This type of individuals is of interest for





























































































































































































































































































































Figure 3.6: Sequence diagram: Step 2: Yousuf requesting help
MCI Service reasons that Lydia is the most appropriate caregiver to assist Yousuf
and updates the status of the task to “assigned”. The Task MCI Service indicates
the status of the task is changed. This information is pushed to the Bus using
82 CHAPTER 3
the notificationEvent type. The Bus forwards this information, based on the filter
rules, to the Notification MCI Service. This service transforms the message from






















































































































































































































































































































Figure 3.7: Sequence diagram: Step 3: Lydia accepting task
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3.8.3.3 Step 3: Lydia accepting task
Lydia receives this notification on her smartphone. As she is nearby, she accepts
the task, using her smartphone. The message, informing the OCarePlatform that
she accepts the task, is sent as MCD to the Controllers. The Controllers add the
necessary ontology concepts as tags and forwards this information to the OCare-
Platform and thus the Gateway. The Gateway receives the MCI and redirects it to
the Matching Service. As this is an acceptance of a task, the Matching Service
forwards the information to the Task Adapter. The Task Adapter transforms it into
OWL individuals using the type taskEvent and publishes it on the Bus. The Bus, as
in the previous step, will forward the task information to the Help Selection MCI
Service and the Task MCI Service, which enables these services to use this infor-
mation, and new reasoning processes are started. For example, they will know that
Lydia is busy taking care of Yousuf and thus not to assign a new task to Lydia until
she has registered the completion of this task. In the end, Yousuf is notified by the
Notification MCI Service and the Controllers that help is on its way.
3.9 Experimental evaluation
3.9.1 Evaluation set-up & approach
To get more insights into the scalability and performance of the OCarePlatform,
several tests were conducted. To this end, the scenario, as described in the previous
section, was taken as a starting point. All tests were performed using the same
server with 4 x Dual-Core AMD OpteronTM Processor 2212 CPU with 12 GB
RAM and running Debian 3.2.65-1+deb7u1 x86 64 GNU-Linux.
Each data fragment entering and leaving a component in the OCarePlatform is
timed. This way the execution time of each component can be calculated. Each test
was executed 35 times, the first three and last two runs were omitted to eliminate
any influence of the warm-up and cool-down phases. The averages and standard
deviation were calculated over the remaining 30 iterations.
3.9.2 Evaluation results
3.9.2.1 Evaluation of the scenario
In a first test, the standard scenario as described in Section 3.8 was evaluated.
In the first step of the scenario, the OCarePlatform detects that Yousuf is still
lying in bed. In Figure 3.8, a pie-in-pie chart is shown to visualize these results.
The Pressure MCI Service needs the most processing time, on average 233.06 ms
or 68.13%. The other components performing reasoning, namely the Help Se-
lection MCI Service and the Task MCI Service, needing respectively 15.70%
(53.80 ms) and 8.97% (30.77 ms), complete the top 3. The other components
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use about 7.19% of the processing time. The smaller pie resembles the three least
consuming components in the scenario. Table 3.2 also shows the results of the
first step of the scenario. As can be seen in this table, the Gateway, responsible for
merely delegating data fragments to the Matching Service, is negligible. Data is
pushed to the SCB 3 times, these results are mentioned separately, which is also






















Figure 3.8: First step: Detecting that Yousuf is still in bed
Table 3.2: Average and standard deviation in ms for the first step in the scenario
Component Average (ms) Standard deviation (ms)
Gateway 0 0
Matching Service 0.57 0.50
Observation Adapter 4.3 1.1
SCB 1 0.47 0.5
Pressure MCI Service 233.6 24.51
SCB 2 0.3 0.50
Help Selection MCI Service 53.80 4.81
Task MCI Service 30.77 10.03
SCB 3 0.23 0.43
Notification MCI Service 18.8 2.04
Total 342.83 44.36
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In the second phase of the scenario, Yousuf confirms he needs help. The results
of the evaluation can be found in Figure 3.9 and Table 3.3. Again, the Help Se-
lection MCI Service (57.70%) and Task MCI Service (23.36%) consume the most
processing time, followed by the Notification MCI Service, which uses 15.33%
or 19.53 ms. This is as expected because of the reasoning processes within these
services. The second pie, showing the SCB and the Matching Service utilize in


















Figure 3.9: Second step: Asking Yousuf whether he needs assistance
Table 3.3: Average and standard deviation in ms for the second step in the scenario
Component Average (ms) Standard deviation (ms)
Gateway 0 0
Matching Service 0.37 0.48
Task Adapter 3.4 1.17
SCB 1 0.37 0.48
Help Selection MCI Service 73.53 12.70
Task MCI Service 29.77 9.26
SCB 2 0.47 0.50
Notification MCI Service 19.53 4.68
Total 127.43 29.28
The last step of the scenario is similar to the second step, as the same com-
ponents are called. The results are shown in Figure 3.10 and Table 3.4. Again,




















Figure 3.10: Third step: Assigning caregiver to task
Table 3.4: Average and standard deviation in ms for the third step in the scenario
Component Average (ms) Standard deviation (ms)
Gateway 0 0
Matching Service 0.37 0.48
Task Adapter 3.40 1.05
SCB 1 0.60 0.49
Help Selection MCI Service 67.43 67.54
Task MCI Service 43.37 69.40
SCB 2 0.50 0.50
Notification MCI Service 19.93 6.36
Total 135.60 148.82
To give a complete overview of the performance for this scenario, the exe-
cution times for each component were added up. These results are visualized in
Figure 3.11. Table 3.5 shows the accumulated execution times of the components
in a descending order. The MCI Services and Context Adapters, responsible for
the reasoning in the platform and for the transformation of the data into individuals
consume the most time. However, the execution times of the Context Adapters are




















Figure 3.11: Execution time of the complete scenario
Table 3.5: Total execution times of the technical scenario
Component Percentage (%) Avg (ms) Stddev (ms)
Pressure MCI Service 38.56 233.60 24.51
Help Selection MCI Service 32.15 194.77 85.05
Task MCI Service 17.15 103.90 88.68
Notification MCI Service 9.62 58.27 13.08
Task Adapter 1.12 6.80 2.22
Observation Adapter 4.30 1.1 0.71
SCB 0.48 2.93 3.35
Matching Service 0.21 1.30 1.46
Gateway 0 0 0
Total 100 605.87 219.46
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3.9.2.2 Evaluation of an increasing number of residents supported by the
OCarePlatform
In a realistic working environment, formal caregivers are handling 10 to 12 resi-
dents during their day. As the scenario discussed in Section 3.8 contains 2 formal
caregivers, the number of residents in this evaluation is steadily increased to 23
residents. This way, a prediction can be made on how the number of residents
in the ontology influences the behavior of the OCarePlatform. The results of the





















Figure 3.12: Influence of the number of residents in the ontology
As can be seen Figure 3.12, the execution time increases with the growing
number of patients in the ontology. The first iteration with 1 patient and 2 formal
caregivers takes about 600 ms. The total execution time for an ontology with 23
residents and 2 formal caregivers is about 700 ms. A linear trend can be identified,
depending on the number of residents in the ontology. The error bars in the graph
visualize the standard deviation. As can be seen, some standard deviations are
bigger than others. The larger deviations are caused by the garbage collection of
the Java Virtual Machine (JVM).
3.9.2.3 Evaluation of an increasing number of (in)formal caregivers and res-
idents
This evaluation starts from the scenario as discussed in Section 3.8. The number of
residents, their informal caregivers and formal caregivers is steadily increased. In
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each step, one formal caregiver is added to the ontology, together with 12 residents,
for which this formal caregiver is responsible. Each resident has zero to three in-
formal caregivers in their care network, which are assigned at random based on
a normal distribution. Per iteration, one pressure sensor of one patient chosen at
random triggers the OCarePlatform. In a realistic work setting, formal caregivers
work together in teams of 8 to 10 people. Therefore, the number of formal care-




















Figure 3.13: Influence of the number of residents, formal and informal caregivers in the
ontology
The results of the evaluation are illustrated in Figure 3.13. For an ontology with
10 formal caregivers and 120 residents, each with their own informal caregivers,
the execution time climbs up to 3680 ms. Again, this is a linear trend in terms of
the increasing number of caregivers.
3.9.2.4 Influence of memory allocation on the execution times
A final evaluation focuses on the influence of the amount of memory, allocated to
the server, on the execution times of the OCarePlatform. In order to compare this,
the technical scenario was executed on a server with 4 GB RAM and 12 GB RAM.
The results are shown in Figure 3.14. As can be seen from this graph, the execution

















Figure 3.14: Comparison of the execution times of the technical scenario with an
increasing number of (in)formal caregivers and residents using different memory sizes
3.10 Discussion
The results in the previous section indicate that the OCarePlatform is able to sup-
port homecare by offering personalized services to the resident and his/her care-
givers. The most time consuming services in the OCarePlatform are the MCI Ser-
vices. This is as expected as the MCI Services are responsible for taking decisions
and deriving knowledge. It is important that the SCB does not consume a consid-
erable amount of time. The SCB is the central component of the OCarePlatform
and can thus be a bottleneck for the efficient processing of data. The evaluation
indicates that the SCB only consumes 0.5% of the total execution time.
The OCarePlatform consumes at most 3.7 seconds when using an ontology
of 120 residents and 10 formal caregivers. This result contains all three steps
of the scenario. The first step of the scenario takes up to 3.3 seconds. As the
OCarePlatform is a data-driven platform and thus is triggered by data entering
the platform, there is no user interaction involved in the first step of the scenario,
which means the resident has no knowledge that something is wrong. The data
is sent to the Controllers, which will further handle the call. In order to prevent
delays as the most appropriate caregiver is ignoring the call, the Controllers will
resend the call after two minutes, if it does no involve an emergency. If the call
is still being ignored, another caregiver will be selected by the OCarePaltform. It
can be concluded that the OCarePlatform meets the objectives set in Section 3.2.
One drawback of using OWL API is its in-memory representation, limiting
the size of the processed ontologies [48]. This became clear during the evaluation
discussed in Section 3.9.2.4. While using 4 GB RAM resulted in an execution
time of over 10 seconds, the allocation of 12 GB RAM makes the scenario over
2 times faster, performing in under 4 seconds. It can be concluded that allocating
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enough memory is of crucial importance when deploying the OCarePlatform in
order to deliver messages in a timely manner. By deploying the OCarePlatform
in the cloud, the memory allocation is not an issue. Moreover, if memory does
become problematic, MCI Services could be deployed on different servers in order
to provide sufficient memory to maintain a good performance.
The OCarePlatform has several advantages. First, the modular design of the
OCarePlatform and the choice of OSGi as a framework, makes it easy to deploy
new services on the OCarePlatform, focusing on other aspects of care delivery
for example. New MCI Services can be deployed at run-time without taking the
OCarePlatform offline. Second, by taking context information and personal in-
formation into account, truly personalized services can be offered to the residents
and caregivers. Third, the platform makes it possible to relief the burden informal
caregivers often experience when taking care of their family living independently
at home [54, 55]. By using the OCarePlatform, caregivers are at ease as they know
they will be informed whenever something happens. In summary, the OCarePlat-
form facilitates ageing in place and living independently at home for as long as
possible.
The most important limitation of the OCarePlatform is ensuring the privacy
of the data of the resident and the caregivers. As the OCarePlatform is used to
communicate health and care information, it is important that security and privacy
is guaranteed. Currently, this is done by using trust circles. When a caregivers is
added to the trust circle of the resident, the caregiver is added to the platform and
will also receive notifications from the platform. In the future, integration with
external data sources, such as Vitalink and the eHealth platform, would make this
process easier, as this platform takes trust relationships into account.
On the one hand, future research will focus on exploring the use of the OCare-
Platform in institutional care facilities, such as nursing homes for the elderly. As
these facilities often have limited resources regarding IT and sometimes have to
cope with restrictions set by coordinating organizations, for example restrictions
on data being moved outside the facility. Such restrictions make it impossible to
deploy the OCarePlatform in the cloud. To tackle this problem, the OCarePlatform
should be able to perform on devices with limited resources, such as computers and
servers with restricted memory capabilities. On the other hand, the privacy and se-
curity measures of the OCarePlatform will be further analyzed and improved.
3.11 Conclusions
This paper describes the design and the implementation of a semantic, data-driven
platform, referred to as the OCarePlatform. This platform facilitates independent
living by offering information and knowledge-based services to the resident and
his/her (in)formal caregivers. This is realized by gathering data collected from var-
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ious and heterogeneous sources within the home of the resident. Moreover context
information of the resident and the caregivers is also collected. The OCarePlat-
form processes this data semantically by making use of ontologies. The Semantic
Communication Bus (SCB) filters and forwards data to services, which have in-
dicated an interest in that specific type of such data. Several MCI Services are
plugged onto this Bus, providing specific functionality.
The evaluation of the OCarePlatform shows that the OCarePlatform is able to
deal with an increasing number of residents and caregivers within a realistic work-
ing environment. Further analysis showed that the performance of the platform is
highly depend on the allocated memory. Future work will focus on deploying the
OCarePlatform on devices with limited resources.
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“Patients are empowered by having better access to their own health informa-
tion, and then by owning their own data.” (2014)
– Elizabeth Holmes, CEO Theranos (1984 – )
Within Chapter 2, the OCareCloudS system was presented and discussed in
detail where Care Data can originate from. Care Data can be generated by smart
TVs or other smart devices and sensors, residing in the home of the resident.
Another origin of Care Data, as also detailled in Section 2.5.1, can be existing
eHealth platforms and external data sources. As highlighted in the second re-
search challenge discussed in Section 1.2 of Chapter 1, data from existing eHealth
platforms and external data sources may deliver a more overall picture of the situ-
ation of the resident and can improve the general well-being of the resident. To this
end, this chapter focuses on adding a new Meta Care Information (MCI) Service
to the OCarePlatform, enabling the interaction with the Vitalink platform. Vitalink
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is a data source, containing the health, care and welfare data of Belgian citizens.
In this chapter, the objectives and mission statement of the Vitalink initiative is
presented, the security measures of the platform are thoroughly discussed and the
Medication Reminder Service, added to the OCarePlatform, enabling interaction
with the Medication Scheme of individuals in Vitalink is presented. As the OCare-
Platform is a cloud-based back-end system, the Vitalink platform needs to allow
access for such systems, as they originally had not foreseen this as a necessity. In
this chapter, the viewpoint of Vitalink regarding cloud solutions is presented and
to conclude, lessons learned and concerns are discussed.
? ? ?
Abstract
In 2013, Flemish Government launched the Vitalink platform. This initiative fo-
cuses on health and welfare data sharing for primary healthcare. In this paper, the
objectives and mission of the Vitalink initiative are discussed. Security and privacy
measures are reviewed and the technical implementation of the Vitalink platform
is presented. During a case study, the possibility of interaction with cloud solu-
tions for healthcare were investigated upon, as this was initially not the focus of
Vitalink.
The Vitalink initiative provides support for secure data sharing in primary
healthcare, which in the long term will improve the efficiency of care and will de-
crease costs. Based on the results of the case study, the Vitalink initiative opened
up the platform for cloud solutions or applications not providing end- to-end se-
curity. The most important lesson learned during this research was the need of
firm regulations and stipulations for cloud solutions to interact with the Vitalink
platform.
4.1 Introduction
In recent years, eHealth has risen to the foreground on the international agenda
as Information Technology (IT) solutions and e-services are being deployed [1].
These solutions can be divided in four different categories: (i) clinical information
systems, e.g., radiology/imaging systems, nursing information systems, pharmacy
information systems and clinical decision support systems, (ii) telemedicine and
personalized health systems, examples range from disease management services to
remote patient monitoring, (iii) integrated regional or national health information
systems, e-prescription tools and the electronic health records and (iv) non-clinical
systems, such as health education or promotion tools, systems for researchers,
public data collection systems and supply chain management and scheduling tools.
These specific solutions can focus on different levels within the healthcare domain,
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namely the macro, meso and micro level [2, 3]. The macro level focuses on the
national level, where organizational decisions are made and finances are being
regulated. The meso level can be seen as the local level. This level is determined
based on a specific territory, for example a city, which is defined by borders. The
third level, also called the micro level, involves the individual patient, with his/her
specific needs.
In Belgium and Flanders, measures are also taken to adopt to this shift towards
more IT-driven healthcare solutions. Examples of new IT-based initiatives are the
eHealth platform [4], the introduction of effective, efficient and secure electronic
services and information exchange in secondary healthcare, i.e., specialized care,
care after referral and care offered in hospitals, and the Hub/MetaHub system,
which enables data exchange by interconnecting caregivers, care consumers and
care actors [5]. These new initiatives will enable improved healthcare delivery and
will contribute to a sustainable and affordable healthcare model.
Currently, changes focus on the meso and macro level. The risk exists that
these new initiatives will not focus on supporting care organizations, which are
responsible for offering daily care to patients. In Belgium, different (smaller) care
actors and care organizations exist, which all have their own focus on different
aspects of care delivery and support. For example, one specific organization is
responsible for meal delivery at home, e.g., offering meals to elderly aging in
place, while the other institutions will focus on the daily care of the patient, e.g.,
getting a patient out of bed in the morning. As patients rely on different/several
organizations to organize their care, it is important that they exchange important
information and are aware of important medical information, available in for ex-
ample the Electronic Health Record (EHR) of the patient. However, currently
there is little to no information exchange between these organizations [6, 7]. For
example, the deficits in communication and information transfer between primary
and secondary care can have implications on patient safety and the continuity of
care, such as discharge summaries lacking important information and test results
and the absence of discharge medication and follow up plans [8]. Moreover, even
between different employees within the same organization, there is often limited
knowledge transfer or handover. One of the reasons is the lack of budget to de-
velop IT services, enabling efficient communication [9]. Often care organizations
do not have direct access to the EHR of their patients. Care given to a patient,
by multiple care providers should always be coordinated to avoid unnecessary or
duplicate testing, interacting medication and conflicting care plans [10].
Next to care provided by professional organizations, so called formal care-
givers, informal caregivers offer help to patients as well. Informal caregivers can
be identified as family members, neighbours and acquaintances of the patient.
Knowledge transfer or information exchange would not only be beneficial for the
patients and their (in)formal caregivers, as they would all be informed better, but it
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can equally happen that care organizations miss out on a wealth of potential valu-
able information. Being informed on relevant medical information could mean
a huge improvement in efficiency of care delivery and would also improve the
patient’s well-being, for example, the patient has to take pills in the morning or
together with food. As such, even a cost reduction could be achieved [11]. By op-
timizing knowledge transfer and exchange between all parties, the patient is being
put at the centre and in control of his/her healthcare [12].
To optimize the data exchange and storage in Flanders, the Flemish Govern-
ment launched Vitalink, a digital platform, which can be used to safely share
health, care and welfare information. Within this paper, Vitalink and its use will
be explored and analyzed, together with a case study on how this platform can
be integrated within cloud solutions. This integration is investigated because of
the current trend of deploying software solutions in the cloud [13] and because
of the benefits cloud solution can offer small organizations [14]. The remainder
of the paper is organized as follows. Section 4.2 elaborates on the Vitalink initi-
aves and discusses the objectives and vision of Vitalink, data exchange with the
secondary care, the security measures taken to make Vitalink successful and the
technical realization of the platform. Section 4.3 discusses the use of Vitalink
in cloud solutions and focuses on a case study, namely the OCareCloudS project
and the Medication Reminder. The implementation of the OCCS Medication Re-
minder Service is briefly discussed in Section 4.4. Some concerns and lessons
learned are discussed in Section 4.5. Finally, the main conclusions of this research
are highlighted in Section 4.6.
4.2 Vitalink [15]
At the end of 2010, a conference on primary healthcare was organized by the Flem-
ish minister of Welfare and Public Health. At this conference, a strategic vision
for the future of primary care was agreed upon. It became clear that there was a
need for a secure platform to share health data between professional caregivers,
such as physicians, nurses and care organizations. In the following years, the idea
of Vitalink was made more concrete and the platform launched pilot projects.
Section 4.2.1 discusses the objectives and vision of Vitalink. Section 4.2.2
elaborates how data storage is handled in Belgium in secondary care. The security
and privacy measures taken to secure the Vitalink platform are described in Sec-
tion 4.2.3. Finally, Section 4.2.4 focuses on how software developers can interact
with the Vitalink platform.
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4.2.1 Objectives and vision of Vitalink
The Flemish Agency for Care and Health [16] is an Internally Autonomous Agency
within the Flemish authorities. It falls under the Welfare, Public Health, and Fam-
ily policy area. The agency was established on April 1 2006. In the Flemish care
and welfare policy, the use of IT plays a very important role [17]. Flanders is con-
vinced that using IT is necessary to tackle the challenges arising in the healthcare
sector, with sharing of data as one of most important goals. As there are many
different players in the healthcare sector with very different expertise and target
groups, the use of multi-disciplinary data sharing is needed and has following ben-
efits:
• Better and more efficient collaboration between different professional care-
givers
• More efficient care
• Administrative simplification
• An increased involvement of the patient/client
For professional caregivers, it is important that the government facilitates the
sharing of data. For the patients/clients, it is important that this data sharing has
direct benefits and that the government guards against misuse and ensures the pri-
vacy of the end user. This because of the concerns of end users when sharing
or storing their data elsewhere. If there is a direct result or benefit from sharing
data, end users will give their consent more quickly. Even more, when they are
confident that the government will protect their data.
To tackle this, Vitalink was created. Vitalink is a digital platform, which en-
ables primary care actors to share health and welfare data in a secure manner. This
will clear the way for more (cost) efficient care. Through the use of applications,
created and offered by Health Insurance or other organizations, the patient/client is
able to consult his/her data and follow-up its own care through Vitalink. Currently,
end users are already able to consult their medication scheme and get an overview
of their vaccinations, together with a summarized electronic health record. In the
near future, is will become possible to keep track of cancer examinations.
Vitalink information can be consulted by primary care actors, which have the
necessary permissions. Using integration adaptors, the data can be used in other
software packages, offered by care organizations. In fact, Vitalink can be seen as
a database, which stores health and welfare data and the system will only grant
access to actors which have the correct permissions and have a trust relationship
with the end users/client. These end users are able to approve and establish these
trust relationships and also remove them, for example when the rehabilitation of
the client has ended.
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As indicated, Vitalink is an initiative of the Flemish Government. By facilitat-
ing this infrastructure for data sharing, all information can be through one central
point. Moreover, small care organizations, not capable to invest in such infras-
tructure, are able to access and share information through Vitalink. Eventually,
by using Vitalink, redundant infrastructure and procedures will disappear, which
will lead to an improvement of the work quality and efficiency of the caregivers.
The Flemish Government has an important role in guaranteeing the privacy and
security aspects of the platform.
4.2.2 Sharing data with secondary care
Secondary care also uses data sources with information on patients. These data
sources are called the Hub/Metahub System [18] and are available 24/7. Within
this system, all information of patients from all participating hospital settings can
be accessed. The hospitals are interconnected through hubs and metahubs. This
way, it does not matter at which location the data is actually hosted. Hubs can be
seen as regional exchange systems, whereas metahubs are local ones. In Belgium,
there are 5 hubs, namely in Antwerp, Brussels, Louvain, Ghent and Wallonia. With
these two systems, Vitalink and the Hub/Metahub System, data exchange can be
enabled between primary and secondary care. It has been shown that improved
data sharing between secondary and primary care will improve the outcome of the
patient [19–21]. The Hub/Metahub System is only accessible through the hospi-
tals, the patients and care organizations do not have access to this system.
4.2.3 Security and privacy
The main goal of Vitalink is to support the exchange of data between different
professional caregivers. Therefore, security and privacy are of the utmost impor-
tance [22]. Four mechanisms are used to make sure that data is kept secure:
1. Strict access control:
• First, a distinction is made between the different roles one can use
when he/she logs in to the Vitalink system. When a user logs in as a
patient, he/she gets access to his/her own personal data. When he/she
logs in as a professional caregiver, an authentication process starts, in
which the Secure Token Service (STS) [23–25] of the eHealth Platform
is used to verify whether this person actually has access to Vitalink
in its role as professional caregiver. Authentic data sources from the
National Service for Medical and Disablement Insurance System and
the Federal Public Service of Health and Food Chain Safety are used
to check the identity. These data sources hold an official record of all
the professional caregivers in Belgium.
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• Second, patients have to give permission before Vitalink will disclose
any information. Approval needs to be given using the eHealth Plat-
form and when consent is given, this applies to the sharing of all health
information. This consent can be withdrawn at any moment.
• Third, there needs to be a therapeutic or care relationship between the
patient and the caregiver. When care is provided through a care or-
ganization, a relationship can be established between the patient and
this organization. This way, there is no need to give permission to the
individual caregivers working for the organization. It is also possible
to define exclusions between the patient and an individual caregiver or
a care organization.
• Fourth, as different caregivers have different roles, they only need ac-
cess to specific information. The Vitalink system filters the informa-
tion based on the role of the caregiver. Moreover, not all caregivers
can manipulate the data in the same way. Authorisation rules are set
in place to control this. For example, a physician is able to change
the medication scheme of the patient, while the pharmacist is able to
suggest a change and a nurse will only be able to read this information.
• Finally, Vitalink has built in an exception to the above procedure,
namely the “break the glass” procedure, where physicians can request
data of a patient in case of emergency. This request has to be moti-
vated.
2. Data exchanges between an end user and the Vitalink platform always use a
secure connection.
3. Double encryption: Data sent between the Vitalink platform and the soft-
ware application, requesting the data, is always encrypted. Vitalink uses
encryption when sending and storing data. This is often called end-to-end
encryption. Vitalink uses a unique, especially for Vitalink developed, double
encryption algorithm to encrypt data. This way, data is made unreadable for
the technical administrators of the platform as well as for the government.
Only the client and caregiver can decrypt the information.
4. Every action and request to the Vitalink platform is registered. This informa-
tion can be analyzed to detect illegal use. The “break the glass” procedures
are logged separately.
4.2.4 Interacting with Vitalink
The Vitalink platform only offers the infrastructure and tools for data sharing and
will not create end user solutions for professional caregivers. One of the main rea-
sons is the fact that different care organizations use different software solutions.
106 CHAPTER 4
Creating and maintaining all these different plug-ins, would overshoot the mark of
Vitalink. Software developers can interact with Vitalink using the Vitalink Con-
nector. These solutions can be stand-alone or can be integrated in existing software
solutions for care. How the technical solution of Vitalink works, is shown in Fig-
ure 4.1 and is detailed in the following paragraphs.
As shown at the bottom of Figure 4.1, the Vitalink Platform component en-
closes the central storage facility, which stores the encrypted data. The necessary
logic is implemented to make sure that storing and requesting data adheres to the
strict process of authentication and authorization. Highly secured Web Services
are used.
Two decryptors are used, which decipher the data in the Vitalink platform.
When the request is successfully validated through the authentication and autho-
risation process, each decryptor will decipher one specific part of the key of the
end user. These decryptors are offered using a Web Service. Both decryptors are
hosted on different locations and are controlled by different entities.
As can be seen on the figure, services of the eHealth Platform are used. These
services are mainly responsible for the security of the Vitalink Platform. End
users can identify themselves using the Secure Token Service (STS) of the eHealth
Platform. A Security Assertion Markup Language (SAML) token [27] is created
through the eHealth Platform, which can be used to communicate with the Vitalink
Platform. The end user is responsible for the creation of this token, but the Vitalink
Connector supports this operation. An eID card or eHealth Platform certificate can
be used to request the token.
As discussed in the previous section, informed consent is required to exchange
patient data with professional caregivers. Moreover, a therapeutical or care rela-
tion needs to exist before a professional caregiver can request information. Also,
exclusions can be defined. Data sources of the eHealth Platform store this infor-
mation. These data sources are queried by Vitalink when specific information is
requested.
The Vitalink Client Application consists of two parts. On the one hand, there is
the end user software application or the software application of an organizaton. On
the other hand, the Vitalink Connector can be identified. The Vitalink Connector
is a software library offered to software developers. This connector enables the
interaction between an external software solution, the end user or organization
software application, and the Vitalink Platform. The Vitalink Connector offers
different services, namely session management and access to Vitalink services.
The external software application, making use of Vitalink, is responsible for:
• the creation of a valid eHealth Platform session,
• the identification of the patient, using the Identification Number of the Social
Security (INSS),
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Figure 4.1: Global overview of the Vitalink solution [26]
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• the registration of informed consent,
• the registration of the therapeutic or care relationships,
• the interaction with the different Vitalink services, using the Application
Programming Interfaces (API) offered by these services, and
• the visualization of the data through a Graphical User Interface (GUI).
During the development of the Vitalink initiative, new emerging solutions,
such as cloud computing, were not taken into account. The primary goal of Vi-
talink is the sharing of data between care actors, where the decryption of the data
happens at the local device of this actor and thus not in the cloud or on a remote
server. When the developer agreements were created, which allowed software de-
velopers to develop end solutions, using Vitalink, the Flemish Government did not
take into account the potential interest of the research community in investigating
tools like Vitalink.
4.3 Cloud solutions & Vitalink
As the Vitalink solution seemed an interesting track to investigate during research
projects, a meeting was set up with the Flemish Government to discuss the pos-
sibilities. In the following subsections, the research project OCareCloudS is pre-
sented, together with the integration of the medication reminders based on Vitalink
data. This section is concluded with some points of interest regarding the use of
Vitalink in cloud solutions.
4.3.1 The OCareCloudS project
The research project, “Organizing Care through trusted Cloudy-like Services” [28],
also called OCareCloudS, wanted to research the design of a cloudy-like software
system. The system offers information and knowledge-based services, which fo-
cus on crossing the borders between the different personal spheres of the client
or patient, namely the daily care needs, social needs and the need for daily assis-
tance. As already mentioned in Section 4.1, patients receiving care at home often
come in contact with different care organizations and different care professionals.
Moreover, their relatives, family and neighbours are involved in their care. Nowa-
days, this collaboration is far from efficient. Supporting the data and information
flows on the micro level of primary care was on of the main goals of this research
project.
As previously mentioned, the OCareCloudS platform supports the patient/
client, using innovative IT services to offer better support in the organization of his
or her daily care. Such a system should also allow the care recipient to live longer
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at home in a more qualitative way and to have better and more frequent contact
with friends, family, carers and (in)formal caregivers. The focus of the OCare-
CloudS platform is to be interoperable with and complementary to both existing
and emerging eHealth and eCare solutions, both on the level of the government and
of the software solutions of the care organizations. Trust and reliability in the care
network, together with the user-centric control in this network by the client/patient
are important. Trust relationships are thus very important within this platform.
The results of this 2 year research project were translated in a Proof of Concept
(PoC), where the different partners of the project (research groups, industry and
care organizations) contributed to.
During this project, the Vitalink initiative launched some pilot projects, used to
evaluate and refine the initiative. As the OCareCloudS project wants to overcome
borders and the communication gap between the different care organizations, in-
teraction with Vitalink was one of the interesting tracks. As the OCareCloudS
platform focuses on offering services using the cloud, which was not the focus of
the Vitalink initiative, several meetings between the consortium and the Flemish
Government took place to discuss this PoC. As the government recognized the
added value, approval was given to include Vitalink in the PoC.
4.3.2 Importance of medication compliance
Patients needing care at home, often have chronic diseases or chronic conditions.
These conditions are usually treated using medication. Studies [29–31] have shown
that medication compliance is very important, especially in the case of chronic
diseases. Not complying with prescribed medication may lead to the decreased
effect of the medication and can increase the likelihood of a poor outcome [32].
Compliance or adherence can be defined as patients not taking their medication
as is prescribed by a professional caregiver and according to the instructions on
the label [33]. Examples are improper timing, inappropriate dosage and not being
persistent. This can be due to disease, patient specific issues or financial con-
straints [34]. Theofilou [35] states that compliance to prescribed medication is a
complex phenomenon, which depends on a interaction of different factors, e.g.,
personal influences and economic factors. Over 50% of people are non-compliant
in their medication use [36]. Studies indicate that the use of medication reminders
can improve compliance [37].
The Vitalink initiative launched a pilot project to evaluate the need and use of
the platform. Sharing medication data between physicians, pharmacists, nurses
and carers was the focus of the pilot, called the Medication Reminder. It launched
in 4 different regions in Flanders [38].
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4.3.3 The OCareCloudS Proof of Concept and the Vitalink Med-
ication Reminder
The global overview of the OCareCloudS platform is visualized in Figure 4.2. Data
from the patient/client is gathered within the home setting. This means that sensors
are installed to gather information, which can be used to derive useful knowledge.
Also, smart devices are used within the home, such as smart phones, tablets and
TVs. These devices can be used to interact with the patient. All data originating
from the home are sent to the Controllers using the Terminal. The Terminal is thus
responsible for acquiring all data. The (in)formal caregivers and other personnel
of care organizations are equipped with devices, such as cell phones, smartphones
or tablets. These actors can also access the OCareCloudS solution using desktop
computers.
The Controllers are used to send data from and to the cloud and are also
equipped with the necessary software to handle requests from the cloud. For ex-
ample, when a notification has to be sent to the patient, the most suitable device
can be chosen by the Controllers and the information can be sent to that device
accordingly.
The OCarePlatform is situated in the cloud and is responsible for the process-
























Figure 4.2: Global overview of the OCareCloudS Proof of Concept
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notifications are sent from the OCarePlatform based on the data it is processing.
The Semantic Communication Bus (SCB) [39] is responsible for sending the in-
formation to services, which have indicated to have an interest in that particular
type of data. On top of the SCB, services are deployed, which implement different
functionality. The services process the data and send actions or notifications to the
Controllers to act upon. Examples of services are: a Notification Service, respon-
sible for sending notifications to the Controllers and the Physical Activity Service,
able to analyze the activity of a patient and trigger alarms when the patient is not
moving around.
The most relevant service of the OCarePlatform for this paper is the Medica-
tion Reminder Service. This service directly interacts with the Vitalink Platform,
requesting the necessary medication information of a specific patient. Based on
this information, reminders can be sent to the patient, taking interesting context
information into account. For example, the preference of the user about the device
where the reminder should be sent can be taken into account, or when the system
knows that the patient is not at home, then the reminder should not be shown on
the TV. Users of the OCarePlatform, making use of the Medication Reminder Ser-
vice, should identify themselves using their eID. This way, this information can
be used when requesting medication information to the Vitalink Platform. Based
on the information from Vitalink, patients receive timely medication reminders on
their devices. If necessary, these reminders can also be sent to specific caregivers
in order to follow up the compliance.
Data Sources are used by the Controllers and the OCarePlatform to log the data
and information.
4.3.4 Viewpoint of Vitalink regarding Cloud Solutions
Based on the request of the OCareCloudS consortium, the Vitalink initiative re-
flected upon the use of Vitalink in the context of cloud solutions. As cloud solu-
tions can have several advantages [40], such as lower costs for smaller organiza-
tions, the access to the required hardware resources and the scalability and back-up
possibilities, they decided to open up the Vitalink Platform to cloud solutions.
However, developing cloud solutions using Vitalink does not change anything
to the regulations, whom have been set in place for the end-to-end software ap-
plications. The care actor (or organization) keeps being responsible for data ex-
change using Vitalink, even if this actor employs a external partner to create a
software solution. The actor should make clear arrangements in order to respect
the terms of use of the Vitalink Platform. Software and web solutions, where data
is processed not at client side, but for example in the cloud or at an external server,
can encipher and decipher Vitalink data at a distance, provided that some mea-
sures are taken into account. These measures were defined thanks to the request of
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the researchers of the OCareCloudS project and will be applied to all future cloud
solutions, willing to interact with the Vitalink platform:
1. The Privacy Legislation should be observed: A Belgian Act, defined on
December 8, 1992 [41], also referred to as the Privacy Act, states that “the
parties commit themselves to comply with the obligations arising from this
Act on the protection of privacy with regard to the processing of personal
data, as well as the willingness to observe medical confidentiality regarding
the data of the patient”.
2. There should be an agreement with the end user. In this agreement, there
must be explained how the Privacy Legislation is complied with. Also, an
indication should be given on the responsibilities and the engagements made
between the end user and the actor. The Flemish Government offers a check-
list with respect to the needs of the user and a table with feasible agreement
stipulations. An evaluation by Smals Research will be done to check the
security aspects on four different criteria: (i) governance, (ii) identification
management and access control, (iii) IT security and (iv) operational secu-
rity. Also, an evaluation will be executed on the conformity of the cloud
service against the Security Policy concerning Cloud Computing Services.
3. Information from Vitalink may never be passed to others, unless the Privacy
Legislation approves this.
4.4 Discussion on the OCCS implementation
The OCareCloudS project created a successful PoC, in which two ways to commu-
nicate information on the medication scheme to the end user and his/her (in)formal
caregivers were designed. The medication scheme is requested from the Vitalink
and processed by the Medication Reminder Service of the OCarePlatform, where
the necessary medication information is extracted. Within Vitalink, the KMEHR
standard [42, 43] is used. An example of a medication scheme can be seen in
Listing 4.1.
Listing 4.1: Example of a Vitalink medication scheme
<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”UTF−8”?>
<!−− Only d e s i g n e d f o r i l l u s t r a t i o n p u r p o s e . No v a l u a b l e m e d i c a l c o n t e n t −−>
<kmehrmessage
xmlns =” h t t p : / / www. e h e a l t h . fgov . be / s t a n d a r d s / kmehr / schema / v1 ”
xmlns : x s i =” h t t p : / / www. w3 . org / 2 0 0 1 / XMLSchema−i n s t a n c e ”
x s i : s chemaLoca t ion =” h t t p : / / www. e h e a l t h . fgov . be / s t a n d a r d s / kmehr / schema / v1
f i l e : / / / C : / / e h e a l t h x s d−h u b s e r v i c e s −1.0 .1 / e h e a l t h−kmehr /XSD/ kmehr e lemen t s−1 3 . xsd”>
<header>
<s t a n d a r d>
<cd S=”CD−STANDARD” SV=”1.4”>20120401</ cd>
</ s t a n d a r d>
<i d S=”ID−KMEHR” SV=”1.0”>11530231003.201112210907000000< / id>
<da te>2016−02−10</d a t e
<t ime>14:35:47</ t ime>
<sende r>
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<h c p a r t y>
<i d S=”ID−HCPARTY” SV=”1.0”>11530231003</ id>
<i d SV= ” 1 . 0 ” S=”INSS”>49112002395</ id>
<cd S=”CD−HCPARTY” SV=”1.3”> p e r s p h y s i c i a n</cd>
<f i r s t n a m e>GP</ f i r s t n a m e>
<familyname>F o r D e m o n s t r a t i o n P u r p o s e</familyname>
</h c p a r t y>
</s ende r>
<r e c i p i e n t>
<h c p a r t y>
<cd S=”CD−HCPARTY” SV=”1.3”> a p p l i c a t i o n</cd>
<name>OCCS VITALINK I n t e g r a t i o n Demons t r a to r</name>
</h c p a r t y>
</ r e c i p i e n t>
</header>
<f o l d e r>
<i d S=”ID−KMEHR” SV=”1.0”>1</ id>
<p a t i e n t>
<i d S=”ID−PATIENT” SV=”1.0”>85999999999</ id>





</ p a t i e n t>
<t r a n s a c t i o n>
<i d S=”ID−KMEHR” SV=”1.0”>1</ id>
<cd S=”CD−TRANSACTION” SV=”1.4”>m e d i c a t i o n s c h e m e e l e m e n t</cd>
<da te>2015−12−04</da t e>
<t ime>14:35:47</ t ime>
<a u t h o r>
<h c p a r t y>
<i d S=”ID−HCPARTY” SV=”1.0”>11530231003</ id>
<i d SV= ” 1 . 0 ” S=”INSS”>49112002395</ id>
<cd S=”CD−HCPARTY” SV=”1.3”> p e r s p h y s i c i a n</cd>
<f i r s t n a m e>GP</ f i r s t n a m e>
<familyname>F o r D e m o n s t r a t i o n P u r p o s e</familyname>
</h c p a r t y>
</a u t h o r>
<i s c o m p l e t e>t r u e</ i s c o m p l e t e>
<i s v a l i d a t e d>t r u e</ i s v a l i d a t e d>
<i tem>
<i d SV= ” 1 . 0 ” S=”ID−KMEHR”>2</id>
<cd SV= ” 1 . 4 ” S=”CD−ITEM”>h e a l t h c a r e e l e m e n t</cd>
<c o n t e n t>
<cd SV= ” 1 . 0 ” S=”CD−ITEM−MS”>a d a p t a t i o n f l a g</cd>
<cd SV= ” 1 . 0 ” S=”CD−MS−ADAPTATION”>m e d i c a t i o n</cd>
<cd SV= ” 1 . 0 ” S=”CD−MS−ADAPTATION”>poso logy</cd>
</c o n t e n t>
</i tem>
<i tem>
<i d SV= ” 1 . 0 ” S=”ID−KMEHR”>3</id>
<cd SV= ” 1 . 4 ” S=”CD−ITEM”>h e a l t h c a r e e l e m e n t</cd>
<c o n t e n t>
<cd SV= ” 1 . 0 ” S=”CD−ITEM−MS”>m e d i c a t i o n t y p e</cd>
<cd SV= ” 1 . 0 ” S=”CD−MS−MEDICATIONTYPE”>o n p r e s c r i p t i o n</cd>








<i d SV= ” 1 . 0 ” S=”ID−KMEHR”>4</id>
<cd SV= ” 1 . 4 ” S=”CD−ITEM”>m e d i c a t i o n</cd>
<c o n t e n t>
<m e d i c i n a l p r o d u c t>
<i n t e n d e d c d SV=”2015−05” S=”CD−DRUG−CNK”>1799121</ i n t e n d e d c d>
<in tendedname>D a f a l g a n t a b F o r t e 50x 1g</in tendedname>
</m e d i c i n a l p r o d u c t>
</c o n t e n t>
<beginmoment>
<da te>2015−05−25</da t e>
</beginmoment>
<t e m p o r a l i t y>
<cd S=”CD−TEMPORALITY” SV=”1.0”> onesho t</cd>
</ t e m p o r a l i t y>
<f r e q u e n c y>
<p e r i o d i c i t y>
<cd S=”CD−PERIODICITY” SV=”1.0”>D</cd>
</ p e r i o d i c i t y>
</f r e q u e n c y>
<poso logy>
<t e x t L=” n l”>3 x 1 a day a f t e r meal</ t e x t>
</poso logy>
<i n s t r u c t i o n f o r p a t i e n t L=” n l”>
Take wi th a g l a s s o f w a t e r
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</ i n s t r u c t i o n f o r p a t i e n t>
</i tem>
<i tem>
<i d SV= ” 1 . 0 ” S=”ID−KMEHR”>5</id>
<cd SV= ” 1 . 3 ” S=”CD−ITEM”>h e a l t h c a r e e l e m e n t</cd>
<c o n t e n t>
<cd SV= ” 1 . 0 ” S=”CD−ITEM−MS”>b e g i n c o n d i t i o n</cd>
</c o n t e n t>
<c o n t e n t>
<t e x t L=” n l”>Flu</ t e x t>




∗ RELEVANT INFORMATION FOR POSOLOGY IS CONTAINED ABOVE ∗
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
−−>
</ t r a n s a c t i o n>
</ f o l d e r>
</kmehrmessage>
On the one hand, the current medication scheme can be requested through the
start screen. As can be seen in Figure 4.3a, a start screen was developed for the
OCCS system. This screen can be shown on a smartphone, tablet or smart TV.
Various widgets are offered to the user. The one relevant for this research is the
Medication Scheme widget and is depicted as the sixth icon on the start screen.
This widget gives the end user or (in)formal caregiver the possibility to check the
medication scheme, as shown in Figure 4.3b. On the other hand, reminders are





















Figure 4.3: Examples of the implementation of the OCCS Medication Reminder
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These screenshots match the medication scheme shown in Listing 4.1. Moreover,
medication reminders can also be sent to the (in)formal caregivers by the OCCS
system, based on the urgency of the reminder. For example, when the first re-
minder is ignored by the end user, a second reminder can be sent to the end uses
and a caregiver. Thus, two scenarios are possible using the Medication Reminder
functionality of the OCareCloudS system. First, a pull scenario is designed, able
to request the medication scheme. Second, a push scenario has been devised, en-
abling the OCareCloudS system to send medication reminders to the resident and
his/her caregivers.
During the implementation of the medication reminder functionality, some is-
sues were identified. Updates of medication in the medication scheme, or new
medication added to the scheme, is not automatically pushed from Vitalink to the
OCCS system. This is a design decision made by the Vitalink team. Therefore,
a connection between the Vitalink platform and the OCCS system is established
every time the Medication Widget is called. Moreover, specific fields in the med-
ication scheme should be checked to see whether the scheme was updated. The
fact that the correctness of the medication scheme should be checked on regu-
lar time intervals, makes the implementation more complicated and overloads the
OCCS system. Normally, the session between the Vitalink platform and the OCCS
system will expire after a fixed time, meaning that the end user needs to identify
him/herself to the system again to establish a new connection with Vitalink.
If the end user receives home care from a recognized care organization and the
OCCS system is installed in the home of the end user, it is possible to make use of
the general certificate of the care organization. This certificate makes it possible to
establish a connection with Vitalink without the need to log in every time by the
formal caregiver or the end user. However, if no care organization provides care,
then the end users or formal caregivers are required to log in to the Vitalink system
if the session expires. This makes making use of the Vitalink Medication Scheme
a cumbersome task. The duration of a session depends on the role of the user, for
example a general practitioner will be able to establish a session of 4 hours, while
pharmacists can create a session which last 12 hours.
Within the OCCS system, a general certificate for testing purposes could be
used, making the authentication process easier. Each time a Medication Reminder
was sent or the Medication Scheme was requested, it was compared with the up
to date version in the Vitalink platform, making sure that the end users receive the
most up to date information and no wrong medication advise is given.
4.5 Lessons learned
During the use of the Vitalink platform, several lessons were learned and concerns
were identified:
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• Formal caregivers employed by a care organization, can use an authentica-
tion certificate on the level of the organization. This means that they do not
need to authenticate themselves to the Vitalink platform, the software ap-
plication of the care organization will use the general certificate. This may
be of some concern towards the privacy of the patients of the care organiza-
tions, as it will be more difficult to limit access of the different caregivers to
the data of the patients.
• Currently, only formal caregivers have access to the Vitalink platform. These
formal caregivers have to be registered in the authentic data sources from the
National Service for Medical and Disablement Insurance System and the
Federal Public Service of Health and Food Chain Safety. This leaves infor-
mal caregivers in the cold, while the patient at home counts on their support.
The Flemish Government should look into the possibilities to register these
informal caregivers and enabling them to also have access to some informa-
tion in the Vitalink platform, providing they are approved by the patient.
• With the new emerging trends like the Internet of Things and cloud comput-
ing, questions may rise on the privacy of the end user. As discussed in Sec-
tion 4.3.3, the Vitalink platform does have some guidelines towards cloud
solutions, but how will they enforce them and how will this be checked
against new updates? Will the Vitalink platform give technical support to
how these guidelines can be followed?
• The Privacy Legislation [44] ensures that personal data is handled with care
and is protected. However, the point of view of the Privacy Legislation on
cloud computing [45] still remains vague and they are currently still working
on it. Two documents are being created regarding “the risks and challenges
of the unfolding of cloud strategies at the level of public services, including
the Federal Police and Defence” and a recommendation on cloud computing
for the industry. As the Privacy Legislation still is defining stipulations, it is
difficult for software developers to follow them.
• There is a need for a technical evaluation of the Vitalink platform and the
Medication Scheme as some improvements could be made or taken in to
consideration.
– Could it be possible to place triggers on the medication schemes in
the Vitalink platform? This way, a notification could be sent to the
software system to notify that an update has been made. Or would this
burden the Vitalink platform and its performance too much?
– How can we overcome the issues with the session expiration? Is there
a solution that can be used by end users and formal caregivers, en-
abling them to not always create a new session. Moreover, the general
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certificate of the care organization makes it possible for all employ-
ees to access the data of the end user if consent is given to this care
organization, also this may burden the privacy of the end user.
– The above mentioned issues go hand in hand, if triggers could be used
to notify the software solution of a medication update, then the soft-
ware system would not be required to check the scheme every time a
reminder is sent.
4.6 Conclusions
The Vitalink initiative from the Flemish Government facilitates data sharing among
actors in primary care. Data sharing with different actors responsible for the care
of a patient will improve efficiency and decrease cost. In this paper, the internal
operations of the platform are discussed with special focus on the security as-
pects. A case study within the OCareCloudS project was executed to evaluate the
use of the Vitalink in cloud solutions. To this end, interaction with the Vitalink
pilot project, namely the Medication Reminder, was set up. Based on this interac-
tion, the Vitalink initiative opened up the Vitalink Connector for applications not
providing end-to-end encryption. The most important lesson learned during this
research was the need of firm regulations and stipulations for cloud solutions to
interact with the Vitalink platform.
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“The purpose of visualization is insight, not pictures.” (2011)
– Ben Shneiderman, PhD (1968 – )
In Chapter 2, the interdisciplinary development approach was presented, used
to design and develop the OCareCloudS system and the OCarePlatform. Chapter 3
detailed the design of a modular, data-driven back-end system, referred to as the
OCarePlatform. All gathered data, originating from sensors, smart devices and
data sources, is sent to the OCarePlatform and processed by the Semantic Com-
munication Bus (SCB). The SCB knows which services are interested in a specific
type of data and redirect the data to these services. The fact that the OCarePlat-
form uses a data-driven approach makes it difficult for both technical researchers
and user researchers to know how data flows through the OCarePlatform. How-
ever, knowing this is essential to have an overall picture of the internal operation
of the OCarePlatform and in order to design and develop new Meta Care Informa-
tion (MCI) Services. This chapter tackles the third research challenge as depicted
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in Section 1.2 and presents a visualization engine, which processes the metadata
produced by the components of the OCarePlatform and visualizes this data by cre-
ating a dynamic graph. The architecture able to process a huge amount of meta
data is discussed, together with a description of how automatic and dynamic flow
visualization can be offered, while keeping the overall picture of the OCarePlat-
form in mind. Finally, a thorough evaluation of the engine is presented, focusing
on the smoothness of the visualization, throughput and execution times.
? ? ?
Abstract
With the increasing use of handheld devices, the introduction of sensors and wear-
ables and the uptake of the Internet of Things, pervasive computing is fast rising.
Pervasive computing makes it possible to continuously collect data, which can
be used to derive new knowledge and thus improve the decision making process.
Pervasive healthcare is a research domain where this new paradigm leads to the
development of advanced technologies, which are used to solve the current health-
care challenges, for example the follow-up of patients at home, where a multitude
of data should be taken into account.
When designing pervasive technologies to support healthcare, technical devel-
opers as well as user researchers, work together with domain experts and involved
stakeholders to design the system. To ensure that user-friendly and functional so-
lutions are developed by the software developers, user researchers come into play
to observe these stakeholders in specific settings, to set up brainstorm meetings
and interaction tools. User research focuses on understanding user behavior and
the need of users. However, the interdisciplinary development approach makes it
ever more necessary that the internal operation of the envisioned system is known
by all involved parties. Moreover, often there exists a communication gap between
these parties, as each has their own expertise. One way of bridging this gap and
facilitating the development of pervasive systems is visualizing the system in such
a manner that its operation becomes clear for all.
To this end, a visualization engine was developed and is presented. This engine
was used to visualize complex healthcare services, using graphs to represent these
services and their flows. This visualization engine was used during the OCare-
CloudS project. The goal of this project is to facilitate an improved organization
of care at home. The OCarePlatform makes it possible to derive knowledge and
information from data gathered at the home, from the resident and the (in)formal
caregivers. Results from the performance study indicate that the engine performs
efficiently and scales linearly with the number of services. This engine makes it
possible to facilitate the interdisciplinary design of pervasive healthcare systems.
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5.1 Introduction
The presence of information technology (IT) has risen to the point where it has
become more and more ubiquitous [1], not only in our personal lives, but also in
other areas, such as healthcare [2, 3]. Ubiquitous or pervasive computing entails
the possibility to continuously collect data from people by using (wearable) sen-
sors, with the real-time processing of this data to derive new knowledge and thus
enabling context-aware and situation-aware, patient-centric decision making [4].
This way, the shift towards personalized healthcare and from reactive to proactive
healthcare is made [5]. This shift leads to several benefits, such as the capabil-
ity to monitor a patient with a specific condition at home, improve their general
well-being and provide assistance at the right time and place when abnormalities
occur [6]. However, this new domain also introduces new challenges and risks,
both from a technical perspective as well as from an end-user point of view [7].
Another trend is that rehabilitation or recovery occurs at home instead of in the
hospital, for example after surgery [8]. This shift burdens the primary healthcare
sector. Moreover, nowadays, people are facing chronic diseases as well as acute
illnesses, which can often be treated more easily and more comfortably at home.
Within primary care, different care actors or care organizations are responsible
for offering a wide range of different services to people needing care, e.g., after a
hospital stay, because of chronic illness, or elderly ageing in place. A patient has
different caregivers, such as nurses, physiotherapists and physicians. Caregivers in
this category are called formal caregivers. However, patients needing care at home,
also rely on family, neighbors and acquaintances to support them. These people,
offering care without receiving payment for their services, are often referred to
as informal caregivers. All these caregivers contribute to the care of a patient at
home.
However, the communication between these different actors, from different
organizations and with another focus or goal, is often very difficult [9]. To facil-
itate better communication between patients and their caregivers and caregivers
amongst themselves, the OCareCloudS solution was developed. This solution in-
creases the likelihood of a prolonged stay at home for elderly people and indi-
viduals with chronic illnesses, by optimizing care and focusing on the individ-
ual patient. Individuals with a chronic illness and elderly living at home will be
referred to as residents from now on. Moreover, this solution facilitates an in-
creased collaboration between the different caregivers. More information about
the OCareCloudS project and the interdisciplinary research approach can be found
in [10]. The approach of the OCareCloudS solution leads to improved care, with
better communication and information sharing, cost reductions and higher patient
involvement. For the OCareCloudS solution, the OCarePlatform was developed.
The OCarePlatform is a cloud-based, intelligent, semantics-based back-end, which
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uses a data-driven approach to extract knowledge from the data it processes. This
distributed platform consists of several building blocks, also called services, and
uses a service-oriented design approach, which is frequently used in cloud solu-
tions [11].
The development of pervasive healthcare technology solutions, such as the
OCareCloudS system, is often done in an interdisciplinary setting [12–14]. Within
healthcare, there are different stakeholders involved. These stakeholders are very
important in the development process as they all have their own insights and valu-
able input towards the system and its requirements. To ensure that user-friendly
and functional solutions are developed by the software developers, user researchers
come into play to observe these stakeholders in specific settings, to set up brain-
storm meetings and interaction tools. User research focuses on understanding user
behavior and the need of users [15]. To this end, researchers use observation and
feedback techniques and task analysis. One of the methodologies, which can be
used is the Innovation Binder Approach [16]. This way, a consortium of stakehold-
ers and domain experts, together with user researchers and software developers
creates solutions, which are more likely to be accepted by the end-users [17].
When technical developers or researchers are working together with end-users,
stakeholders and user researchers, there are sometimes communication barriers
between the different parties. This problem can be identified as a communication
gap, as the different domains of expertise these people operate in, can cause talking
at cross-purposes [18, 19]. To bridge this gap and overcome the challenges arising
in an interdisciplinary development approach, a visualization engine was created
to support the development of the OCareCloudS solution. Focus is given to the
visualization of the platform towards domain experts and user researchers, where
it is possible to see how data flows throughout the system and analysis can be per-
formed to see if data is following as expected. As not all the partners working on
the OCareCloudS solution have a technical background, the visualization engine
is able to give an overview of the internal operation of the platform. This gives
them the necessary insights and understanding to collaborate in the development.
The architecture of the visualization engine has to be able to cope with a huge
amount of logged metadata and has to process this data in a timely manner. Pro-
viding such an engine to the developers, other involved partners and stakeholders,
gives visual guidance, especially when services are added at runtime, which also
enables the analysis of workflows, based on the logging information of the plat-
form.
In this paper, a brief overview of the OCareCloudS project and the OCare-
Platform is presented. The architecture of the engine, able to visualize complex
healthcare services in an automatic and dynamic manner, is discussed. Addition-
ally, the visualization engine is evaluated in terms of performance, throughput and
clarity towards the end-user.
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The main contributions of the paper, with respect to the related work are: (i) the
visualization of workflows and data flowing through the healthcare platform, (ii)
offering a visualization, which automatically and dynamically updated based on
the metadata, fed to the engine at runtime and (iii) the evaluation of the proposed
engine. With respect to these contributions, software developers, as well as user
researchers and domain experts are the end-users of the developed engine.
The remainder of this paper is organized as follows. In Section 5.2, the OCare-
CloudS project and the OCarePlatform are presented. In Section 5.3, an overview
of related research is given. Section 5.4 describes the high-level architecture of
the presented engine. In Section 5.5 the implementation is detailed. Section 5.6
presents the evaluation and the discussion of the results. Finally, the conclusions
are highlighted in Section 5.7.
5.2 The OCareCloudS project
The elderly population in most industrialized countries is increasing [20]. Simul-
taneously, a shift in the burden of illness from acute to chronic conditions is no-
ticed [21]. This drives up health costs and creates a generation of people living with
long-term illness and disability. Providing good quality of care to more elderly
and chronically ill people, with a lower availability of professional care providers
and within a stringent healthcare budget calls for innovative solutions. A trend in
healthcare towards resolving these challenges is the move towards increased home
care [22]. IT has a considerable potential to improve the delivery and quality of
care in the home environment. The introduction of these services also affects the
operational care processes in a positive manner.
5.2.1 OCareCloudS
The “Organizing Care through trusted Cloudy-like Services” (OCareCloudS (OCCS))
research project aims to tackle these problems and to offer services, which facil-
itate and improve the organization of care, offered to the resident at home. By
using sensors and data originating from different sources, information can be de-
rived, which can be used to support the caregivers, both formal and informal, in
their tasks. Reminders can be sent when the system detects that something is
wrong in the home of the ederly, for example, it is 11 o’clock and the patient is
still lying in bed. Using a pressure sensor and context information, this knowledge
could be derived. Based on the availability of the caregivers, the most appropriate
individual can be notified and asked to assist the resident.
In Figure 5.1, the general overview of the OCareCloudS solution is shown.
As already mentioned, the home of the resident is equipped with sensors. These















Figure 5.1: General overview of the OCareCloudS solution
in such a manner that sensors can easily be plugged in. These sensors, together
with the smart devices in the home, such as smartphones, TVs and tablets, send
their information to the terminal. The terminal is responsible for gathering all data
and passes it on to the Controllers.
Not only the resident is equipped with devices. The (in)formal caregivers have
smartphones or tablets, which are used to notify them or to interact with the sys-
tem. For example, to check which tasks they completed during their time with the
resident.
External systems can be used to feed input into the system, e.g., schedules of
caregivers. All this information is sent to the Controllers. These Controllers are
deployed in the cloud and forward the gathered data to the OCarePlatform. The
OCarePlatform [10] is a data-driven platform, responsible for processing the data
in an intelligent, semantic manner. As the OCarePlatform takes in all data, data
is filtered and sent to specific services, which all have their own responsibilities.
Based on the information and knowledge derived by these services, information
is sent to the Controllers, for example, the resident is still lying in bed. Another
service is then responsible for deciding which caregiver is most suited to intervene.
5.2.2 The OCarePlatform
The OCarePlatform consists of several atomic services, each offering particular
functionality, such as services analyzing the sleeping or activity behaviour of the
resident. The high level overview of the OCarePlatform in the engine is shown
in Figure 5.2. Data from the Controllers enters the OCarePlatform through the
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Gateway
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Figure 5.2: General overview of the OCarePlatform
Gateway. The Gateway is responsible for the communication between the OCare-
Platform and the Controllers. The Gateway sends all data to the Matching Service.
In this service, data is transformed into a machine interpretable format for the other
services in the system. The Matching Service identifies the data type and forwards
it to the responsible adapter. There are several Adapters implemented in the plat-
form, based on the different types of data gathered in the home setting and through
the devices of the caregivers. Each different type of data has its own adapter. The
Bed Pressure Adapter translates data from the pressure sensor in the bed of the
resident. The RFID (Radio Frequency IDentification) Adapter processes data gen-
erated when a caregiver declares his or her presence at the home of the resident by
using an RFID card. The Task Adapter and Visit Adapter handle tasks and visits
from caregivers respectively. Person updates are handled by the Person Adapter,
this includes for example updating the trust circle of the resident. This trust cir-
cle is built up out of informal and formal caregiver, offering care to the resident.
Some relationships in this circle are stronger than others. This can be taken into
account when notifications are sent to certain caregivers. The Trend Adapter han-
dles requests concerning trends, such as visualizing the sleeping behaviour of the
resident to the caregivers.
When the translation is executed by the Adapters, the new data format is sent to
the Semantic Communication Bus (SCB) [23]. Services can indicate their interest
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for specific types of data. When such data arrives, the SCB forwards this infor-
mation to these interested services. Services use this data to derive information or
new knowledge. This data is then published on the SCB, where it can be forwarded
to other services. Several services are plugged into the SCB. Each service has its
own responsibility. The Help Selection Service decides which person is notified
when something is wrong. For example, when the Pressure Monitoring Service
derives that the resident is still lying in bed, when this is not expected. The RFID
Monitoring Service processes when a caregiver register him/herself at the home of
the resident. This way, when something happens, the system knows that somebody
is already present. The Task Manager Service processes tasks of caregivers or sug-
gests a list of tasks that have a high priority. The Trend Manager Service gathers
information on specific situations and this information can be shown, using the
smart TV in the home. The Medication Manager Service is used to keep track of
the medication scheme of the resident and sends triggers when medication should
be taken. The Notification Service is the only service able to communicate with
the Gateway. Information that should be sent to the Controllers passes through the
Notification Service, to the Gateway and then to the Controllers. The Controllers
are responsible to act upon this information. The structure of the OCarePlatform
makes it possible to easily add new Adapters and Services in order to add new
functionality to the platform.
The current implementation of the OCarePlatform consists of 17 services. This
platform is designed to be extensible and modifiable, facilitating the creation of
new services, able to be added into the OCarePlatform. New services will be
added based on new use cases, using the OCarePlatform as an intelligent back-
end. When realizing new use cases, new services will be added, which receive
data from the SCB and new adapters will be implemented, able to translate data
into semantic individuals. For example, the OCarePlatform is used to facilitate fall
detection and fall risk estimation for elderly living independently at home [24].
5.2.3 Interdisciplinary approach
To derive which services are of importance to which types of residents and how
these should be combined, a user-driven, interdisciplinary approach was
adopted [16]. Workshops were organized in a realistic mock-up of a homecare set-
ting and targeted end-users were asked to role-play eHomeCare scenarios. These
scenarios are supported by the OCarePlatform. When different scenarios are played
with different elderly profiles, different services and workflows are triggered, lead-
ing to different results and outcomes, e.g., a nurse might be notified in one sce-
nario, while no notification is sent in another. This triggers feedback and discus-
sion from the stakeholders whether this functionality is desirable. These work-
shops are supported by both user researchers and software developers. However,
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it was perceived during the workshops that the interdisciplinary team and the end-
users found it somewhat difficult to follow which decisions were made by the
OCarePlatform and why. Because of these issues, the need for a tool to visualize
the internal operations of the OCarePlatform was put forward. A visualization en-
gine can visualize the reasoning process performed by the OCarePlatform, which
improves the collaboration between user and technical researchers. Moreover, the
communication gap can be bridged.
5.3 Related work
Information visualization [25, 26] is a rapidly emerging research area that deals
with visualizing information in an effective way. Section 5.3.1 discusses existing
techniques and tools for visualization of software and workflows. Section 5.3.2
details existing software libraries that can be used to implement the engine.
5.3.1 Visualization of software and workflows
Visualizing actions and operations of software has been performed in the previous
25 years and a number of challenges for the upcoming years are identified by
Childs et al. [27]. As Big Data is moving forward, it becomes more difficult and
especially more challenging to visualize information and data being moved and
transferred through software. There is a need for flexible, lightweight software
packages, which can be integrated in a variety of use cases. Rendering subsystems
as independent modules are needed and interaction between the end-user and the
data/information is required.
Visualizing software and networks is often done by using trees and graphs and
many different techniques can be used, as stated by Rufiange et al. [28]. How-
ever, many visualization techniques focus on a specific task [29]. Graph visualiza-
tion that handles time-dependent data, for example when visualizing data traveling
through a network or software architecture, brings additional challenges [30]. For
instance, the trade-off between layout optimization and reducing the movement of
components has to be taken into account and more specifically the question rises
how this type of data is visualized towards the user.
ExplorViz provides a monitoring tool for the live visualization of traces for
large software frameworks [31]. For this visualization, city metaphors and the
Unified Modeling Language (UML) are combined to support system and program
comprehension. Bauer et al. [32] present a Service-Oriented Architecture (SOA)
repository with advanced analysis capabilities. As-is analyses are used to check
whether problems occur when the current repository data is taken into account and
what-if analyses make it possible to simulate the consequences of future changes.
Kieker [33] provides a framework for application performance and dynamic soft-
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ware analysis, for example performance evaluation, self-adaptation control, simu-
lation and software reverse engineering. Open source frameworks such as UML-
Graph, GNU plotutils, Graphviz and R are used [34]. NetBrain [35] is a tool
developed specifically for network engineers to analyze the network topology, di-
agnose it automatically and validate changes made to the network. Other examples
of visualization of software can be found in [36].
Many of the discussed software visualization tools focus on making the op-
eration of the system visual to the software engineer or the domain expert. No
attention is given to how information can be communicated to user researchers or
end-users, who are not familiar with technology or software systems. Moreover,
often the focus is on visualizing information at the service level, and not on how
the data transfers through the system.
During the last years, scientific workflows have emerged [37]. Using these
workflows, series of computational or data manipulation steps can be combined in
order to execute complex tasks. To facilitate this, visual programming front ends
have been developed to support users to make a construction of their workflow.
This construction often consists of tasks linked to each other, which makes graph
visualization one of the most ideal candidates. The Pegasus (Planning for Execu-
tion in Grids) [38] framework is used to map complex workflows onto distributed
resources. Kepler [39, 40] aims to streamline the workflow creation and execution
processes to enable scientists to design, execute and monitor analytical procedures
in a straightforward manner. Kepler is used in a broad range of scientific and en-
gineering disciplines. Also in the domain of bioinformatics, workflows are used
to orchestrate complex tasks. Taverna [41] is used within this domain to compose
and enact bioinformatic workflows. Next to scientific workflow tools, business
workflow tools also exist. In this specific type of workflow, focus is given to the
control flow, rather then the data flow, as is the case in scientific workflows. One of
the most well-known tools to execute business workflows is Web Service Business
Process Execution Language (WS-BPEL) [42].
These workflow tools enable researchers or domain experts to compose their
workflows in an easy, user-friendly manner. Often, graphs are used to visualize
them as services and their interactions can be shown in a flexible manner [43].
However, little detail is given as to how this graph visualization is implemented in
the tools. These workflows are also composed at one specific moment in time and
do not have any automated dynamic behavior of their own.
As services and flows are fundamentally structured as graphs, this visualiza-
tion method is chosen as the way to visualize the OCarePlatform throughout this
research.
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5.3.2 Graph visualization frameworks
A layout algorithm is needed to calculate a dynamic layout for the services to make
sure that vertices are positioned in an aesthetically pleasing way.
The yFiles framework [44] contains a promising layout algorithm, because it is
specifically designed for dynamic graphs. The algorithm runs in a separate thread
and continuously generates intermediate results. However, yFiles makes it unnec-
essarily difficult to retrieve these results without using the entire framework. They
do provide a polling mechanism to query the position of a single vertex. Using this
mechanism is relatively slow and results in stuttering vertex position updates. The
resulting visualization is not pleasing to watch. The Cytoscape framework [45]
was evaluated, but it contains mainly static graph algorithms or layout algorithms
from other frameworks, such as yFiles. The Java Universal Network/Graph Frame-
work 2 (Jung2) [46] also contains a layout algorithm suitable for dynamic graphs.
However, prior to integrating this algorithm, it was found that the layout results of
this algorithm are not satisfying. The algorithm also suffers from twitching: ver-
tices switch rapidly between two nearby positions when a stable layout is found.
Finally, the Graphstream framework [47] was evaluated. As most other frame-
works, it contains a dynamic graph layout algorithm. This layout algorithm pro-
vides a constant stream of position updates. Unlike the polling mechanism from
yFiles, position updates are only sent if the position actually changed, enabling a
much smoother visualization.
As the engine will need to process the metadata of the OCarePlatform at run-
time, it is important that the framework has the capabilities to update the visual-
ization in an automatic and dynamic manner. While updating the visualization,
the nodes of the graph should be positioned in an aesthetically pleasing way and
thus not constantly switch positions, which only would confuse end-users. To this
end, the SpringBox layout algorithm from the Graphstream framework has been
chosen, integrated and adapted. This layout algorithm was found to be the most
suitable layout algorithm, compared to similar algorithms from other frameworks,
as it provides a continuous stream of position updates. A summary of the analysis
can be found in Table 5.1.
Table 5.1: Overview of the main advantages and disadvantages of prominent graph
visualization frameworks
Layout algorithm UI Editor Other
Graphstream Dynamic Swing No Small framework
Cytoscape Static Swing Yes Big framework
yFiles Dynamic JavaFX Yes Closed source
Jung2 Dynamic Swing No No documentation
Furthermore, it fits the dynamic nature of the OCarePlatform, since it is built
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with dynamic graphs in mind. The Graphstream framework also has many (dy-
namic) graph generators, which are practically independent and are responsible
for, e.g., zooming in and out. Therefore, graph generators or operators from the
Graphstream framework are integrated as well.
5.4 Visualization engine: Architectural overview
In this section, the functional and non-functional requirements of the engine are
presented, as well as the description in the components of the engine’s architecture.
5.4.1 Functional overview
The OCarePlatform logs its metadata, which enables the visualization engine to
process it in an independent multi-threaded manner. This data contains informa-
tion about the service where the data is sent from, the unique identifier of the data
packet, which is flowing through the platform, and other structured information,
such as timestamps. This data is processed by the engine, translated into an internal
format and added to the flow network. The flow network contains all the services
and flows of the OCarePlatform. Based on the characteristics of the services and
flows, the visualization model is updated. Finally, the visualization model is ren-
dered and shown. Basic visualization operations are used by the engine, but these
are not visible to the user. These operations include ghosting, coloring and chang-
ing the size of vertices and edges. These basic operations are used to improve the
readability of the visualization. The end-user can execute several actions on the
visualization model, namely zooming, highlighting, merging and hiding vertices
and edges.
5.4.2 Non-functional requirements
Non-functional requirements, often also called quality attributes [48], are over-
all factors that influence the system design. They represent areas which have a
potentially big impact on the design of the engine. By determining these require-
ments, tactics can be used in the architecture to achieve the goals of the quality
attributes. These tactics are well-known strategies to solve common design prob-
lems [49]. The following quality attributes were determined to be most important:
performance, modifiability and usability.
As the engine should be able to process data fragments to extract the necessary
information to build and update the flow network and the visualization model in
real-time, the performance, e.g., the processing time of the fragments, of the engine
is of utmost importance. Next, modifiability should be taken into account, as it
should be possible to easily add or change functionality in the engine. For example,
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it should be straightforward to add new visualization techniques or update existing
ones. As this engine is used by the involved stakeholders, as well as developers,
usability of the engine is also very important.
5.4.3 Component description
To support high performance and modifiability, the publish-subscribe pattern [50]
in the form of an event channel or bus is introduced. Components can publish their
data on the bus. In this case, such components are referred to as publishers. Other
components, in this case called subscribers, may express their specific interests to
this bus. When the bus receives specific information, it only forwards information
of interest to one or more specific subscribers. This way, only relevant information
is sent to the components, which enables a more efficient way of communication.
It also enables a loosely coupled architecture, as newly introduced components
just have to send their information to the bus and/or have to subscribe to specific
information of interest. With the use of a wide range and instances of sensors and
information from devices, the OCarePlaform needs to process large amounts of
data. By introducing the publish-subscribe pattern, specific service components
are not overloaded with irrelevant data or information. This way, the performance
of these components is maintained as much as possible.
The high-level architecture, as depicted in Figure 5.3, uses this architectural
pattern. The architecture is split up into three different layers [51]. The three
layers are: (i) the Data Layer, (ii) the Application Layer, and (iii) the Presentation
Layer. The Event Bus is introduced as a vertical layer in the architecture. Note
that all modules use the Event Bus. However these relationships are shown once













Figure 5.3: High-level architecture of the presented engine
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Raw service data and flow data from the OCarePlatform enters the engine
through the Data Layer and the Data Access module. There, it is transformed
to an internal format and sent to the Application Layer for processing. The Service
Management and Flow Management modules handle information coming from
the Data Layer. They add, update and remove services and flows, based on this
information. They also keep a collection of all the services and flows in the flow
network. Whenever these modules process a service or flow, they notify the other
components of the engine, by pushing events onto the Event Bus.
The Presentation Layer consists of the GUI module, Visualization Engine and
the Rendering Engine. The GUI module contains the user interface and is respon-
sible for the user interaction. The Rendering Engine has a dependency on this
module in order to obtain an object to render the network on. The Visualization
Engine consists of a model of the visualization, for example circles and lines. It
also has tools to manipulate the visualization, such as the Service Color Operator
and the Layer Operator. Finally, the Rendering Engine contains all the function-
ality to render the visualization model.
5.5 Implementation details
The engine is implemented as a Java desktop application, using JavaFX 8 [52].
First, the visualization of the flows is elaborated. Then, the implementation of the
visualization engine is discussed.
5.5.1 Flow visualization
As flows consist of data packets being sent between services, an edge is drawn for
each packet. When a flow is first encountered, a new color is selected and used for
all edges, i.e. all packets in that flow. This way, flows can be distinguished from
each other and tracked through the flow network.
The presented engine visualizes edges differently than other modern graph vi-
sualization frameworks. The typical approach is to draw edges in a multigraph as
curved edges, as can be seen in Figure 5.4. However, this leads to visual clutter
if there are many distinct flows between two services. Instead, the engine groups
edges between two vertices together.
The widths of the edges in a group are added in order to determine the total
width of the group. This width defines a chord c on the circle of the source vertex
and destination vertex, as visualized in Figure 5.5a.
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Figure 5.4: Multigraph with vertices {A, B, C, D, E} and edges {o, p, q, r, s, t}
Based on chord c and the center (x0, y0) of the circle, the central angle θ can
be calculated:




Since this takes into account the radius R of the source and destination circles, it
also works for drawing edges between circles of different size. From the radius
and the angle, the height h of the arced portion is calculated:
h = R(1− cos θ
2
) (5.2)
Based on these values, the start coordinate of the chord (xchord, ychord) can be












xchord = x0 + ∆x (5.5)
ychord = y0 + ∆y (5.6)
The start coordinate has a blue color in Figure 5.5a. The start coordinate of the
chord is the first coordinate for the first edge. The second coordinate can be found





With wi being the width of edge i. This means that this method also works if the
edge widths are not uniform. The next coordinates can be found by iteratively
rotating the previous coordinate until the end of the chord is reached. These co-
ordinates can be seen in Figure 5.5b for two vertices with three edges in between
them. The same set of coordinates are calculated on the destination circle.
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(a) The chord and variables needed for edge
drawing. The starting coordinate of the chord
has a blue color
(b) The calculated coordinates for the edges
prior to alignment
(c) The calculated coordinates after alignment (d) Rendering of the edges by connecting the
coordinates
Figure 5.5: Edge drawing process
Then the angle between the x-axis and the (imaginative) line going through the
centers of the circles (x0, y0) and (x1, y1) is calculated:
∆x′ = x1 − x0 (5.8)





To align the coordinates on both circles, they are rotated by −φ for the source
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circle and by pi − φ for the destination circle. The aligned coordinates can be
seen in Figure 5.5c. These coordinates are then connected and filled in by using a
JavaFX Path. The filled in edges can be seen in Figure 5.5d. It must be noted that
whenever either of the circles moves or changes size, these calculations have to be
redone, which makes edge drawing a computationally intensive operation.
5.5.2 Visualization engine
The Visualization Engine contains an internal proprietary data model of the visu-
alization. This can be interpreted as a collection of all the shapes that have to be
drawn. The renderer listens for any changes to this model, for example new ser-
vices which have been identified, and updates the visualization accordingly. For
example, when the size of a circle changes, it smoothly scales the associated circle
to the new size. The Visualization Engine also contains many small, independent
operators to manipulate the visualization model. Because they are small and in-
dependent, they can easily be modified, personalized and combined. The layout
of the visualization constantly changes when new data flows are detected by the
engine. The following operators are implemented using the Graphstream frame-
work:
• The Service Translator and Flow Translator are two operators that populate
the model. They listen for events that indicate a new service or flow was
created. They translate the newly created services and flows to vertices and
edges.
• The Service Color Operator listens to events that express the performance
of a service as a value between 0 and 1. Zero meaning the performance is
excellent and one meaning the performance of the service is bad.
• The Flow Color Operator does a similar operation as the Service Color
Operator, but for flows. It creates a random color for each flow and colors
all edges of the flow in this color. This way flows can be tracked through the
flow network and distinguished from one another.
• The Service Size Operator gives a size to vertices. It listens for flow events
and recalculates the vertex size for all services, which are affected by the
flow change. The size of each vertex is set to the sum of the edge widths go-
ing through the vertex, this way edges can always be drawn by the renderer.
• The Merge Operator allows the user to select a few services and then merge
them together. This is done by hiding the selected vertices and correspond-
ing edges between them. Then a new vertex is added, which represents the
hidden services. Finally, the outgoing and incoming edges of the hidden
services are connected with the newly created vertex.
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• A final operator is the Layer Builder, which builds a multi-level layout. Ser-
vices are divided into multiple layers, based on criteria associated with each
layer. The criteria of the lower layers should be more restrictive than the up-
pers layers, so they contain more services. Services of the current layer and
all layers above it, are visible to the user. By changing layers, more context
is shown or hidden.
• A final set of operators contains operators to hide and highlight elements.
These operators listen for events coming from the user interface.
5.6 Evaluation results and discussion
The engine was evaluated to get more insights into the smoothness of the visualiza-
tion and its performance. This evaluation was executed on a desktop computer with
the following specifications: Intel i3 2.1 GHz, 8 GB RAM, 64 bit, OS Windows 8.
Each test was repeated 30 times. First, front-end of the engine was analyzed.
To evaluate the performance and execution of the engine, random flow networks
were generated by a modified Baraba´si-Albert graph generator [53], which grew
increasingly larger. These graphs are a suitable representation of human-made
networks.
During the evaluation of the visualization engine, attention was given to the
performance of the engine in terms of the execution times of the different compo-
nents. In order to validate whether the engine is able to cope with a huge amount
of data fragments, which need to be processed, the throughput of the engine is also
analyzed. Finally, in order to realize a dynamic and automatic updated view of the
OCarePlatform, the number of frames per second needs to be sufficient. Therefore,
the display frequency is also investigated.
5.6.1 Execution time
The execution times of the various components of the engine was evaluated. The
time needed by the Service Management and Flow Management module as well as
the REST interface was examined, as well as the execution times of the visualiza-
tion operators. To measure the execution time, an increasing number of services
and flows is sent to the engine. The results are expressed for an increasing number
of services, the number of flows in this evaluation is double the amount of services.
The results of this evaluation can be seen in Figure 5.6. Note that the y-axis uses a
log scale. The Service Management module needs roughly 20 seconds to process
5,000 services, or 4ms per service. The same can be said for the Flow Manage-
ment module. The REST interface only has to verify that the JSON format is valid
and then parses the JSON fragment into a Java object. The operators scale linearly
with the size of the flow network.


























Figure 5.6: Execution time of the service and flow management modules, the REST
interface and the visualization operators
The Highlight Operator is the fastest of all operators, which is to be expected
since it only has to keep track of the original colors of all services. Translating
a service to a vertex and giving the vertex a color are also fast operations. They
have similar execution times to the Service Management module, taking about
20 seconds to process 5,000 services. It is important that the Service Translator,
responsible for giving the services a default value for the position, shape, color
and size, is a fast operation. Other operations use the input of this operator, to
get to work and decide for example which color the service should have. The
Service Size Operator is the slowest operator of all, taking 140 seconds to process
5,000 services. The Service Size Operator is not computationally intensive, as it
simply loops over a flow, but still takes a long time. It looks at the flows going
through a vertex to determine the size of the vertex. However, the operator does
not know these flows and has to retrieve them from the Flow Management module,
through the Event Bus. This is a good example of why the operators are small and
independent. If the Service Translator would determine the size itself, instead of
using a default value, many other components would be slowed down. This is not
the case now and the vertex is visualized as fast as possible. It is only after a period
of time that the size of the vertex is scaled up or down. The Flow Translator is
the second slowest operator, taking 108 seconds to process 10,000 flows. It was
found that waiting for vertices to be created, is what makes this operator slow.
Fortunately, this is not a problem, because nothing depends on the translation of
these edges. They are simply displayed a little bit slower compared to the vertices.
A slower operation does not mean this is a bottleneck for the engine. The
services are still visualized as soon as possible, just not directly in their optimal
appearance. It can be concluded that most of the components are fast and scale
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well with the size of the flow network. A few operators are slower, but their relative
slowness does not negatively impact the engine.
In comparison with the performance of other graph visualization tools [54,
55], the engine performs well. Moreover, by using the publish-subscribe pattern
and by implementing different operators responsible for a specific aspect of the
visualization, the dynamic visualization is responsive and enjoyable for the end-
user.
5.6.2 Throughput
The throughput of the engine is the maximum amount of information the engine
can process within a given time interval. The throughput serves as an upper limit
for the rate at which external sources can send data to the engine and expect it to
be handled within an acceptable time. To evaluate the throughput, all packets to
build the flow network are created, but are not yet sent. Then the packets are sent
over a period of 60 seconds. It was measured how many of these packets were
completely processed. Figure 5.7 shows the number of packets that were received
during the 60 second period and how many of them are processed. The engine can
process up to 50,000 packets per minute without experiencing any problems. This
corresponds to 10,000 flows, as the average length of the flows is five. At 57,000
packets, the engine can no longer completely process all information and drops to
a 98.8% completion ratio. From there on, the ratio drops slowly. The standard
deviation when the ratio starts dropping is maximum 2%. When evaluating the
throughput of the engine, it could be noted that the engine does not suffer from
any extra degradation when the data rate increases further and goes beyond 57,000
packets. It can be concluded that the throughput is not a bottleneck of the engine.
Figure 5.7: Throughput of the engine
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5.6.3 Display frequency
The visualization towards the end-user is evaluated by measuring the frame rate
of the engine. High frame rates make the movement of the visualization appear
smooth [56]. If the frame rate is low, typically below 30 frames per second (FPS),
motion is perceived as non-smooth, which negatively impacts the usability [57].
As the engine is constantly updating the graph, a visualization where objects move
in a rough manner distracts the end-users. The typical frame rate evolution of the
engine is shown in Figure 5.8.
Figure 5.8: Typical evolution of the frame rate of the platform
In this example, 100 services and 200 flows are displayed. At t0 the engine
starts displaying the services and flows. Between t0 and t1 the frame rate drops as
more and more services and flows are being moved around, while they converge
to an optimal layout. At t1 the layout is optimal and elements no longer move, so
the frame rate restores itself. From there on, the frame rate stays more or less the
same, dropping a little every time a change is made. This could be caused by for
example, the user navigating in the flow network, zooming in, a new service or
flow being added. Time t2 and t3 show the frame rate drop by zooming in once
and thrice respectively.
The frame rate was measured for two scenarios. In the first scenario, the
amount of services and flows is equal and the flow length is one. In the second
scenario, there are double as many flows as services and the average flow length is
five, with flow lengths ranging between one and 10. The measured frame rate, for
an increasing number of services and flows, can be seen in Figure 5.9. It can be
observed that the frame rate is high for a low amount of services and flows. The
frame rate drops below the acceptable boundaries (30 FPS) quite fast in both sce-
narios, as more and more services and flows are displayed. However, the scenario
with more flows has a significantly lower frame rate right from the start.
A frame rate below 30 FPS is not recommended. Therefore, the frame rate has
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Figure 5.9: Average frame rate to display a growing amount of services and flows
to be increased. Since the second scenario of the frame rate evaluation has much
more edges compared to the first scenario and the fact that the frame rate is overall
worse for this scenario, it can be concluded that the poor frame rate is primarily
caused by edge drawing. This was expected as a lot of calculations have to be
done to draw edges, as discussed in Section 5.5.1. In order to improve the frame
rate, a few renderer optimizations were evaluated. First, the caching mechanism
in JavaFX was introduced. However, this resulted in a decrease of the frame rate,
thus this option was omitted. Another optimization, with positive impact, was to
reduce the amount and duration of calls to the JavaFX application thread. The
biggest frame rate gain was obtained by using the primitive Line shape to draw
edges, instead of a non-primitive Path shape. The optimized renderer achieved
roughly double the frame rate for the first scenario and double to triple the frame
rate for the second scenario and is shown in Figure 5.10.
5.6.4 Visualization enhancements: future work
The evaluation indicates that the engine works efficiently to process a large amount
of data fragments. However, there are some limitations and thus improvements
that can still be made. The visualization engine is capable of tracking and distin-
guishing flows through the OCarePlatform and presenting their individual content.
Although the engine performs better than other visualization frameworks, the dy-
namic visualization can still be enhanced by indicating how data flows through the
OCarePlatform. This would increase the usability in some cases. For example,
(i) when the user does not know the OCarePlatform in all its details, (ii) when the
expected flow direction is different from the real flow and (iii) when data flows
through two different services in both directions. Adding this to the engine is cer-



















Figure 5.10: Comparison of the optimized renderer to the normal renderer
tainly possible, however, this will burden the performance of the engine as the
computational intensity of the operations increases. Currently, it is possible to vi-
sualize a specific flow in plain text. It could be more beneficial, if this would also
be presented to the end-user in a visual manner.
5.7 Conclusion
Within the pervasive healthcare domain the interdisciplinary development approach
is often used to create solutions for end-users. As such, a need was identified for a
visualization tool, capable of being used by all members of the development team.
This paper describes how a visualization engine was designed to investigate com-
plex healthcare services. The use of this engine can stimulate the interdisciplinary
development approach, as the non-technical stakeholders can have a better grasp
on the operations within such pervasive systems.
To visualize complex healthcare services, graphs – more specifically multi-
graphs – were chosen, because of their good comprehensibility and interpretability.
Properties of the graph such as size and color are used to communicate characteris-
tics of the underlying services and flows to stakeholders. In order to better manage
the services and flows, stakeholders can efficiently explore and interact with the
visualization.
This visualization engine was used during the OCareCloudS project. The goal
of this project is to facilitate an improved organization of care at home. The OCare-
Platform makes it possible to derive knowledge and information from data gath-
ered at the home, from the resident and the (in)formal caregivers. Comparing the
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visualization of the proposed engine to other visualization frameworks shows that
the engine performs well. The performance evaluation indicates that the engine is
capable of being used in a production environment.
The engine, as presented in this paper, makes it possible to discuss the opera-
tions of complex healthcare services with all stakeholders involved. The communi-
cation gap between technical developers and user researchers, relevant stakehold-
ers and domain experts thus are reduced. Future research will focus on improving
the engine with the functionality to visualize the history of healthcare services or
to show the state of the system at a specific moment in the past.
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“A good decision is based on knowledge and not on numbers.”
– Plato (427 BC – 347 BC)
Whereas Chapter 2 presented the OCareCloudS system, Chapter 6 and Chap-
ter 7 focus on the FallRisk system. This system builds on the components of the
OCareCloudS system and adds new services to the OCarePlatform in order to fa-
cilitate fall detection in the home of the elderly. The FallRisk system also uses
the OCarePlatform as a back-end system. Service are added to the OCarePlat-
form, able to process the results of sensor and fall detection systems, installed
in the home of the elderly, and fuses them in order to generate more reliable re-
sults. These two chapters thus tackle the fourth research challenge as outlined in
Section 1.2. In this chapter, the different components of the FallRisk system are
discussed. Next to these components, the social-aware event handling process is
discussed, as developed by EDM. To verify if the current day practices, regard-





Objectives: With the uprise of the Internet of Things, wearables and smartphones
are moving to the foreground. These devices can be used in the FallRisk system, in
combination with other sensors, to deliver a more accurate analysis of incidents oc-
curring in the home of the elderly. Moreover, the input from these devices could be
used to create a social-aware event handling process. To facilitate communication
between all parties, namely the elderly, the caregivers and the desktop operator,
user friendly smartphone and tablet applications are developed.
Methods: The FallRisk system consists of several components, located in different
places. When an incident is identified by the FallRisk system, the event handling
process will be followed to assess the fall incident and select the most appropriate
caregiver, based on the input of the smartphones of the caregivers. In this process,
availability and location are automatically taken into account.
Results: The event handling process was evaluated during a decision tree workshop
to verify if the current day practices reflect the requirements of all the stakehold-
ers. Other knowledge, which is uncovered during this workshop can be taken into
account to further improve the process.
Conclusions: The system offers a way to detect fall incidents in a more accurate
way and use context information to assign the incident to the most appropriate
caregiver. It could be concluded that the current guidelines reflect the needs of
the stakeholders. However, current technology evolutions, such as the uptake of
wearables and smartphones, enables the improvement of these guidelines, such as
the automatic ordering of the caregivers based on their location and availability.
6.1 Introduction
As the life expectancy in Europe has steadily been risen in the past decades [1], the
elderly population has grown to new heights [2]. In 2014 the total population of the
EU-28 was estimated at 508,6 million, with a share of 18.5% for people aged 65
or over [3]. Eurostat uses an indicator Healthy Life Years at birth, which measures
the number of years that a person is expected to live in healthy conditions [4]. In
2013, this number was estimated at 61.4 years for men and 61.5 years for women.
When this is compared to the life expectancy at birth, this represents respectively
79% and 74% of the life expectancy at birth. This indicates that older adults live
in some type of disability for some years at the end of their lives.
Studies have indicated that about 90% of persons aged 55 and older would pre-
fer aging in place for as long as possible [5], mostly because being independent
is very important to them. ‘Aging in place [6] can be defined as remaining liv-
ing in the community, with some level of independence, rather than in residential
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care. However, to make this possible, these elderly are dependent of a wide range
of caregivers, ranging from informal caregivers, such as their relatives, to formal
caregivers, such as (home care) nurses, general practitioners and other healthcare
professionals [7]. Moreover, to facilitate care at home for these caregivers, but also
for the elderly, there is a need for assistive technology. Assistive technology has
proven to ease the burden especially on informal caregivers [8].
One of the major causes of mortality and morbidity in older adults are fall
incidents [9]. These incidents may lead to the inability to stay in the community
and being admitted in a nursing home. Falls also lead to a decline in the ability
to perform Activities of Daily Living (ADL), requiring more care if they are able
to remain at home. Consequently, fall incidents may increase the burden on the
(in)formal caregivers. Studies reveal that elderly experience assistive technology
with respect to fall incidents positive, as it can promote healthy active ageing and
more important independency and control. However, these technologies should be
kept as simple, effective and tailored to the individual needs [10].
Nowadays, elderly, aging in place, are often equipped with a Personal Emer-
gency Response System (PERS). A PERS often consists of a button that can be
pressed and then will connect to an emergency call center. At this center, a desk-
top operator is able to talk to the elderly and assess whether assistance should be
sent [11]. However, problems arise with such systems. First, the elderly is required
to wear the PERS at all occasions in the home, (ii) the elderly might be reluctant to
press the button when something happens as they do not want to burden caregivers,
(iii) the systems is often triggered by accident or triggered when no incident oc-
curred and (iv) there is no assistance available when the elderly move out of the
house.
When the desktop operator receives an emergency call, a caregiver is notified,
if necessary. The selection of the caregiver is made based on a fixed list, which
is composed when the PERS is taken in use. This fixed list leads to number of
disadvantages, such as the unavailability of the caregiver due to work or vacation
for example or the distance the caregiver is removed from the emergency scene.
With the uprise of the Internet of Things, wearables and smartphones, these
personal systems could be improved [12]. Nevertheless, issues surface when im-
plementing such systems [13], such as the quality of the sensors, the trustwor-
thiness and the power consumption. To tackle these issues, the FallRisk project
focusses on using different fall detection systems and combining the results of the
single sensors to come to more accurate decisions. To provide a more flexible so-
lution for notifying the most suitable caregiver, algorithms are developed to take
into account availability and distance from the caregiver to the elderly. To facili-
tate communication between all parties, namely the elderly, the caregivers and the
desktop operator, user friendly smartphone and tablet applications are developed.
The remainder of this paper is structured as follows. Section 6.2 details the
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objectives of the FallRisk system, whereas Section 6.3 deals with the methodolog-
ical approach.Section 6.4 discusses the evaluation of the event handling process.
Finally, the conclusions are highlighted in Section 6.5.
6.2 Objectives
The aim of this research is to design a social-aware event handling system, with
special focus on handling fall events. This system should enable the following
features:
• Collection of information from single sensor fall detection systems, which
have been placed within the home of the elderly. Examples of such sys-
tems and sensors are camera-based systems, gyroscopic data from the smart-
phone, pressure sensor information and movement sensor data.
• Gather the information from the single sensor fall detection systems and fuse
these pieces of sensor information to create accurate knowledge on the fall
incident. Also, context information of the elderly is taken into account to
augment the knowledge on possible falls which could have occurred.
• When the system concludes that a fall occurred, the system will decide upon
which caregiver is the most appropriate person to help the elderly, based on
the information gathered by the caregiver app on the smartphone
• Assist the caregiver, desktop operator and elderly during the process using
smartphone and tablet applications.
The features of the systems are visualized in Figure 6.1. The original research
contribution of the paper is the design of a system where fall incidents are handled
in a social-aware way, taken into account the above mentioned features. The design
of the system is outlined in this paper together with the evaluation of the event
handling process.
6.3 Methods
The FallRisk system facilitates sensor fusion and the social-aware acting upon the
decisions made by the reasoning mechanisms. Section 6.3.1 details the general
concept of the system, whereas Section 6.3.2 specifies a scenario, to make clear
how the system works from an end-users perspective. Section 6.3.3 focuses on the
specific components of the FallRisk system and their interactions.










Figure 6.1: Objectives of the FallRisk system. When a fall incident occurs, the fall is
picked up by several single sensor systems. Sensor fusion will combine the single sensor
inputs and will filter false positives and false negatives. By adding context to the fall
incident a better understanding can be given to the data. The derived knowledge is used to
trigger an alarm and the most appropriate caregiver is selected to assist the elderly.
6.3.1 General concept
The general concept of the FallRisk system is illustrated in Figure 6.2. As can
be seen in this figure, data from two specific types of end-users are taken into
account, namely, data from the elderly and data from the caregivers. The data
from the elderly can be split into two different types. First, there is the data from
the sensors, which are used within the home setting. Second, context information
of the elderly is made available, for example the presence of carpet in the home or
previous fall incidents of the elderly. The data from the caregivers mostly consists
of data concerning their availability and location, as this information will be taken
into account when something happens with the elderly. All this data is collected
into the cloud, where the data can be combined and sensor information, from a
certain time span, can be used to detect falls. When the FallRisk system actually
detects a fall, the most appropriate caregiver can be selected based on the location
and availability data from the (in)formal caregivers.
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Figure 6.2: The general concept of the FallRisk system. Data from the elderly, such as
sensor data, localization and context information is gathered in the cloud, together with
data from the caregiver, both static and dynamic. All this data is combined in the cloud
and if a fall event is triggered, the most appropriate caregiver can be selected.
6.3.2 Scenario: A day with falling
The previous section discussed the general concept of the social-aware event han-
dling system, in this section an scenario example is given to detail how the system
works from an end-users perspective.
Mary is 82 years old, living alone. When her husband died a few years ago, her
family decided to install the FallRisk system to enable her to stay at home.. Marys
home was installed with a number of fall detection systems and other sensors,
namely a camera system, Passive InfraRed sensors (PIRs), pressure sensors in
the couch and bed, door/window contacts on every door and window and shout
detection. Mary also has a smart TV, which is coupled to the FallRisk system,
as well as a terminal which is used as the interface with her PERS. Mary now
also has a new smartphone. This smartphone is equipped with an app using the
accelerometer to detect falls.
1. One day, Mary is in the living room, but standing up too quickly to go to the
kitchen, she loses her balance and falls on the floor. She cannot get up and
starts shouting in panic.
2. The sensors, camera and smartphone identify a possible fall and also Maries
shouting is detected. The FallRisk system handles the information and con-
cludes that a fall has occurred.
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3. Marie can view on the screen within her house, namely the smartphone,
tv and terminal, that the system has detected a fall. The system asks her
whether something happened. As Mary is not answering this questions
within 10 seconds, the desktop operator Alice in the call center is notified.
4. Alice takes a look at the data and information on the screen. The FallRisk
system will automatically initiate a call between Alice and Mary. Alice
fills in the checklist to assess the fall incident and asks Mary if she needs
assistance, which is the case.
5. This means that Alice has to contact the caregivers of Mary. She checks the
availability of Marys caregivers and based on the information gathered from
the smartphone, she can see that Ann is the most suited caregiver to assist
Mary at the moment. Ann also has key access to the home.
6. Alice contacts the informal caregiver Ann if she can help Marie. Ann re-
ceives a message on the smartphone and indicates that she can be of assis-
tance.
7. During this process, Mary is kept up to date of the progress by her smart-
phone, the TV and the terminal. When Ann accepts the task to help Mary.
Mary is notified using this smart devices in her home that Ann will arrive
within 15 minutes.
8. Once arrived at Mary’s place, Ann helps Mary up, but Mary does not feel
that well and Ann helps her in the armchair to take a rest. Ann registers
herself on the terminal, to notify the desktop operator that she has arrived.
9. Afterwards, there is a follow-up protocol to see if Ann was able to help
Mary.
6.3.3 FallRisk components and interactions
To realize the FallRisk system, the system was split up into different components,
each with their own responsibilities and functionality. The high-level overview of
the components break-down is visualized in Figure 6.3. The following subsections
will detail each component.
6.3.3.1 Devices and sensors within the home setting of the elderly
The home of the elderly is equipped with a considerable amount of different types
of sensors. This set-up can be specified to the specific needs of the elderly or the
lay-out of the house. There is no required set of sensors that should be deployed.














Figure 6.3: The FallRisk components and their interactions. The sensors in the house of
the elderly, together with the smart devices, such as the terminal, smart TV and
smartphone, will send their information to a gateway, which is running the DYAMAND
framework. DYAMAND will format the data and send it through to the cloud, where the
Controller is responsible for sending the data to the OCarePlatform. The OCarePlatform
will use reasoning techniques to derive knowledge and will send notifications to the
Controller. The Controller will then decide what to do with these notifications. If
communication has to be set up between the mobile applications, the Controller will notify
the correct device.
sensors, door/window contacts, PIRs. Other systems that can be coupled to the
system are (i) a camera-based fall detection system, (ii) a terminal, with a scream
detection system, interfaced to the PERS, which then can be used to connect to
the call center and (iii) a smartphone, the internal sensors (e.g. the accelerometer)
of this device can be used by an app, measuring the acceleration in a specific
direction, capable of detecting falls.
There are three ways to facilitate communication with the elderly in case some-
thing happens. First, there is the smartphone, which is installed with the elderly
app. In case of fall events, the FallRisk system is able to automatically initiate a
call between the call center and the elderly. Second, a smart TV can be installed
within the home. Third, there is the terminal, which is also equipped with a regis-
tration system for when formal caregiver provide help at home. All these commu-
nication devices will display messages during the handling of fall incidents to keep
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the elderly up to date. Moreover, the terminal and smart TV are also equipped with
sensors and actuators, which can be used by the FallRisk system.
6.3.3.2 DYAMAND
These sensor and systems are all connected to a gateway, running DYAMAND [14].
DYAMAND (Dynamic, Adaptive MAnagement of Networks and Devices) is re-
sponsible for sending all this data, gathered within the home of the elderly, to the
cloud. The DYAMAND framework acts as a middleware layer between connected
devices and the cloud, where all data is gathered. DYAMAND makes it possible to
overcome interoperability issues created by the different protocols and standards
used by each specific type of sensor. The framework will receive input from the
sensors and translate this data into an agreed-upon uniform format, which is in-
terpretable in the cloud. Additionally, DYAMAND simplifies adding connected
devices to running setups by continuously monitoring the environment for new
technologies and automatically updating itself.
6.3.3.3 The Controller
The Controller functions as the access point to the cloud. The Controller receives
the data gathered in the home through DYAMAND and sends it to the OCare-
Platform for processing. The other way around, the OCarePlatform will send its
decisions to the Controller, which will decide what should happen with a specific
notification for the OCarePlatform. The Controller is also the mediator between
the smartphone and tablet applications of the elderly, the caregivers and the desk-
top operator. For example, should the information be sent to the elderly, then it
will be forwarded to DYAMAND and the smartphone. If the desktop operator
or caregivers need to be informed, then the Controller will directly contact these
devices.
6.3.3.4 The OCarePlatform
The next component in the cloud is the OCarePlatform. The OCarePlatform [15]
is a data-driven platform, which receives all the information from the FallRisk
system. The OCarePlatform is developed in such a way that intelligent, semantic
services can be added in a straightforward manner to solve specific use cases, for
example the detection of fall events. It does not matter if some information, which
is sent to the OCarePlatform, is not relevant. By using the Semantic Communica-
tion Bus (SCB) [16], the relevant information is sent to the services, which have
indicated a specific interest in that type of data. This approach enables the timely
handling of data.
As often false positives and negative are generated from single sensors or fall
detection systems, the OCarePlatform is used to combine all this information and
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come to 1 conclusion. This is done by combining the information of the different
sensors and fall detection systems. Within the OCarePlatform, it is also possible to
take external information into account, this can be static information concerning
the elderly or medical information for example. The knowledge, derived by the
system, is sent to the Controller. The Controller will sent the information to the
correct device, based on the specific type of information.
6.3.3.5 Smartphone and tablet applications
Finally, there are the devices used by the (in)formal caregivers and the elderly. In
the following sections, the call center app of the desktop operator, the caregiver
app of the (in)formal caregivers and the elderly app of the elderly are discussed.
Call center app The PERS, which is currently the most suitable solution for
elderly with a fall risk indication, connects to the call center in case the button
of the PERS is pressed. It is important that the FallRisk system also initiates
the contact between the call center, more specifically the desktop operator, and
the elderly, because checklists are used to evaluate the severity of the incident.
Therefore, the PERS call center can be extended with the call center app.
This app is specifically designed for tablets and is visualized in Figure 6.4a.
The main view of this app consists of three parts. The first part, on the left hand
side, gives a general overview of the elderly, e.g., the age of the person, the ad-
dress, aids used in the home (for example a stroller), specific context information
and important medical information (such as the elderly is a diabetic). The middle
part of the application focuses on the questionnaire, which is used during the call.
Based on this checklist, the desktop operator is able to assess the fall incident and
determine whether an ambulance should be notified. Moreover, sensor information
from the home is shown, as this can be used to give further insights into the inci-
dent. Finally, the right side of the applications gives an overview of the (in)formal
caregivers in the care circle of the elderly. The order of the list is determined based
on their location and availability. Extra information about each specific caregiver
is shown: name, availability, contact details, location and whether the person has
key access to the home of the elderly. The availability is indicated by the telephone
icon. The instant messaging protocol of XMPP can be used between the call center
app and the other apps to send textual messages.
Elderly app The elderly application is designed for smartphones and is illus-
trated in Figure 6.4b. One of the most important features of the app is that calls
from the call center are answered automatically, this way the desktop operator can
assess the severity of the incident. The app also can be used to request assistance,
for example after a fall. The elderly can indicate their mood on a daily basis. This
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(a) The call center app consists of three parts: (i) elderly information, (ii) information on the
incoming call and (iii) the ordered list of caregivers.
(b) The elderly app where the elderly can
trigger an alarm, call with a caregiver or
indicate their mood.
(c) An example of the caregiver app. The
caregiver can indicate how long it will take to
get to the elderly in case of an emergency.
Figure 6.4: Call center interface during call (top), main elderly user interface (left under),
a preliminary caregiver screen to specify time to arrival (right under).
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is done by a prompted screen, where happy and unhappy smileys can be selected.
This information can also be used by the OCarePlatform to take into account. For
example, an extra service is added to alert the informal caregiver if the elderly
indicates a sad mood over a longer period in time.
The app can also be used to initiate calls between the elderly and caregivers
in less urgent situations. The elderly will see a list with the caregivers in the
application. The app takes the availability of the caregivers into account through a
colored phone icon. A green icon is shown when the caregiver is available. If the
caregiver has indicated to be busy or unavailable, that specific caregiver will not be
shown in the list. If no information is known in the system, a grey icon is shown.
Caregiver app Figure 6.4c visualizes the caregiver app used by the (in)formal
caregivers. These caregivers have the possibility to indicate their availability. This
can be specified by being available, unavailable or busy. When the caregiver in-
dicates busy, the call center app will still be able to contact the caregiver, but the
elderly cannot contact them. The caregiver is also able to initiate calls and receive
calls with the app.
The location of the caregiver is also automatically detected by the applications
and is used when the distance between the elderly and the caregiver needs to be
calculated in case of an incident. Location detection is done through the Android
Location Application Programming Interface (API) and the availability was de-
termined based on the Android Calendar Provider API. It is possible to combine
multiple calendar of one specific caregiver, moreover, it is possible to configure
whether the presence of a calendar item means being busy (“I am busy but I can
go to a fall incident”) or unavailable (“I cannot go to a fall incident”). When there
is no appointment in the agendas, the caregiver is assumed to be available. Care-
givers can also specify their availability manually, with reminders to reset their
availability. The integration of reminders is based on testimonials of nurses work-
ing at the call center [17].
These calendars are also used by an generic mechanism, as shown in Fig-
ure 6.5, to gather context information and notify caregivers (relative location and
availability). This mechanism uses a set of schedulers that use calendar informa-
tion to trigger activation (executeDelayed(delay)) of a context rule, which acti-
vates smartphone sensors and triggers the corresponding functionality (execute()).
When the rule is executed, the scheduler is requested to plan a new execution of
the rule (reschedule()).
For the caregiver app, these rules are used to determine how caregivers should
be notified in case of an alarm (with sound/vibration/colored notification light/no
specific mechanism). The notification preferences may differ based on the avail-
ability information (available, busy, not available); when caregivers are available,
they want to be sure not to miss an alarm, which can thus use the default set-








Figure 6.5: Generic mechanism of context rules used within the smartphone applications
of the elderly, the caregiver and the desktop operator.
tings of both sound and vibrations. While busy, they may want to be notified in a
more subtle manner (vibration or even only a colored led during a meeting if the
phone is face-up, but with screen off, on a meeting table). Interviews with informal
caregivers [18] indicated that they still want to be informed when a fall incident
happens. In this case, a notification can still be sent, but without any additional
means to attract attention; i.e. no sound, no vibration.
Context-rules are also triggered by external events, such as a detected fall, and
trigger specific actions: start measuring location when the caregiver is available or
busy and if it was not already turned on and stop after the event if it was off. For
the person that agrees to attend a fall, high-accuracy location tracking, enabled by
the corresponding Android API, is turned on until the moment the fall handling
ends. The app does not communicate the absolute location to the call center, but
the distance to the elderly as computed through the Google Maps API. Location
tracking is also used to verify arrival at the elderly and to notify the caregiver of
the need to fill out a small report about the fall when leaving. All three usages of
location data are based on problems reported by nurses operating the call center
[17]; home address is nowadays frequently not a reliable basis to determine care-
giver location, occasional problems were reported of informal caregivers saying
they went to a elderly, while in reality they did not, and closing reports are not al-
ways filled out. The corresponding reminder is therefore also a sticky notification;
it is only removed once the report is received at the call center.
The caregiver app assists its user to specify the time it takes to get to the elderly
if desired; based on the specification of the transportation means, a suggestion
is made of how long it would take to reach the elderly. This suggestion can be
adapted to take into account issues not related to traffic. The time remaining to
arrival is communicated to the elderly.
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6.3.3.6 Event handling process
When the OCarePlatform decides an incident has occurred, the event handling
process is activated. This process consists of several steps. Figure 6.6 explains the
event handling process in pseudo-code.
First, the desktop operator checks whether an incident actually occurred and
it was not a false alarm. If it concerned a false alarm, the information is logged
(which in the future could be used to further enrich the reasoning process of the
OCarePlatform) and the call between the call center and the elderly is ended. Next,
using a checklist, it is determined whether there is a need for immediate assistance
by an ambulance. This could be because of heavy bleeding, immobility of arms or
legs, or the elderly is not answering, which may indicate unconsciousness. After
this step, the location of the elderly is checked by the elderly app. If the fall victim
is in his/her house, then key access may be necessary. This is important to take
into account when selecting the most appropriate caregiver. The input from the
caregiver app from the different (in)formal caregivers is analyzed to provide the
desktop operator with a sorted list where the most appropriate caregiver to answer
the call is ranked first. If nobody has access to the home and this is actually needed,
the ambulance should be notified. The desktop operator will notify the caregiver.
The selected caregiver can indicate whether he/she is able to respond and how
long it will take to go to the home of the elderly. The desktop operator will keep
following up on the caregiver presence and the care giving during the intervention
(minimally 1 update every 15 minutes). If the caregiver is not able to provide the
necessary care, an additional person can be contacted. When the intervention has
ended, the call is closed and the caregiver can fill in a small questionnaire about
the provided care. This information will be logged.
6.4 Evaluation
The process of the event handling system, using a social-aware selection of a care-
giver to assist the elderly is based on the guidelines used in the current PERS.
However, while using these guidelines as input for the FallRisk system, questions
arose whether these guidelines were still up to date and whether changes, either
big or small, should be made. In this section, the evaluation of the event handling
process is discussed.
6.4.1 Evaluation approach
The only possible way to evaluate the our event handling process is to go to the
domain experts and stakeholders, working in the field, to validate the process.
Domain experts can be identified as formal caregiver and the desktop operator, ex-
perienced in this domain, or for example expertise centers, who create guidelines







































	 Figure 6.6: Event handling process
for specific process. Stakeholders can be defined as people who come in close
contact with the system, such as the elderly and the informal caregivers. The Fall-
Risk project is an interdisciplinary project, where user researchers closely work
together with people with a technical background to create solutions that have an
added value for the society.
Previous research by Ongenae et al. [19] has revealed that traditional knowl-
edge capturing techniques, such as stakeholder questionnaires and observations do
not always reveal all necessary details to sufficiently understand the problem state-
ment and underlying algorithmic dependencies to design an information system
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that end-users really want to embrace. Therefore, a workshop, called decision-tree
workshop, can be organized in order to fill in the gaps, left open after the execu-
tion of the initial user-research. To evaluate the event handling process, the user
researchers and technical engineers decided to organize such decision tree work-
shop. In this workshop the knowledge of the domain experts and stakeholders can
be captured and compared against the proposed process.
6.4.2 Decision tree workshop
The following subsections will discuss the preparation, objectives, participants and
methods used within the workshop.
6.4.2.1 Preparation
In order to result in a successful experience for all participants, it is important that
the workshop is well prepared and focused on one or more specific scenarios. In
the case of fall handling and PERS, a number of characteristic and recognizable
situations have been defined beforehand. In this case, the scenario was used where
a fall incident occurs, as discussed in Section 6.3.2.
6.4.2.2 Objectives
An important goal of this workshop was the translation of the conceptual model
into a formal one. This can be done through the definition of axioms which restrict
the interpretation of the information in a given situation, e.g. when a fall incident
needs to be treated as urgent and/or critical. Most of these restrictions were derived
from the information obtained during the observations, which were organized in
an earlier stage of the project.
The general goal of this type of workshop is to capture these decision pro-
cesses, which can then be translated into additional ontology concepts and rules/ax-
ioms. In contrast to these general objectives, the main goal of this specific work-
shop at hand was not primarily to discover all logic and necessary information
for the decision making processes and workflows, but rather to check whether the
existing guidelines really do reflect current day practices and requirements from
all stakeholders. Of course, any missing information in the current guidelines can
then be completed using the feedback from the participants during the workshop.
6.4.2.3 Participants
Five participants were recruited via a home care organization based on their dif-
ferent roles and tasks: one elderly using the PERS (F, 86), an informal caregiver
(and also contact person) of the elderly (her daughter, 65) and three employees
(of which two were nurses) working at the home care organization. Both nurses
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worked only part time as a home care nurse, while one (F, 35) worked part time
as an operator at the call center, answering calls from the PERS and the other (F,
54) was responsible for installing equipment, such as PERS systems, but also spe-
cial beds or mattresses. The third employee (F, 29) was not a nurse, but was also
responsible for installing equipment. The workshop lasted about 1.5 hours. Three
researchers (2 user researchers and 1 engineer) were present to lead the workshop.
6.4.2.4 Methods
A detailed description of all methods used in decision tree workshop is given by
Ongenae et al. [19]. However, for the convenience of the reader, a summary is
presented.
First, the participants were asked to write down a number of situations they
have come across and would like to see improved by the new PERS process. Then,
during the main part of the workshop, they were asked to impersonate the actual
intelligent all-knowing system. The aforementioned situations were selected to
further discuss how this intelligent PERS should ideally handle the situation.
Each situation started with a very limited initial setup and was visualized on
an easily understandable visualization, in this case a city map, post-its and pawns,
as shown in Figure 6.7. To make a sensible decision, the participants playing
the role of the system, could ask for additional information about the situation by
asking questions, e.g., ‘Do we know the personal details of the person who has
fallen?’, ‘Do we know who can be contacted?’, ‘What are their roles?’. Instead of
immediately giving an answer, a discussion was encouraged about the importance
of the requested information by asking three questions: (1) ‘Why do you feel the
answer to this question is pertinent?’ (2) ‘Does everyone agree?’ (3) ‘Can you give
examples of answers to this question?’. Finally, the question was answered and
visualized. Further questions unravel the situation. The questions and the order in
which they were asked, give the researchers insights into the needed information
and its importance for making a decision. The ontology engineer processed the
outcome on paper in the form of a decision tree.
6.4.3 Outcome and results
The outcomes described in this section, are based on watching and listening the
recorded footage of the workshop and the decision tree that was drawn during the
workshop.
6.4.3.1 Process
At the start of the workshop, the participants were asked to write down a situation
or experience they encountered with PERS. The nursing home employees seemed
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Figure 6.7: The map used during the decision tree workshop. This gives the participants
a good indication of what needs to be known during the workshop and to have a physical
overview of distance on the map.
to understand the assignment immediately, while the informal caregiver was a bit
reluctant to participate and had difficulties to write down a situation. Based on the
response of the elderly, it was not clear if she understood the assignment, but she
was able to tell about a situation in which she fell. One researcher worked together
with the elderly to write down a particular situation, but she sometimes relied on
her daughter to fill in some details, for instance, whether she already had the PERS
at the moment of that particular fall.
When discussing which questions should be asked first, all participants con-
tributed, but some were more dominantly present than others. In the beginning, it
had to be repeated and clarified that the questions were not asked to the elderly,
but to the all-knowing system. Especially the nurses - who took more actively part
in the discussion - had to be reminded repeatedly that the exercise was about the
desired situation, which might be different from their current working processs.
When the participating elderly made remarks, it was often related to incidents that
happened to herself.
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6.4.3.2 Results
The workshop confirmed the wanted process largely corresponds to the process
currently followed when a PERS call is received. On overview of the decision tree
(in Dutch) drafted during the workshop is shown in Figure 6.8. The workshop,
however, also resulted in qualitative insights; experiences of the persons partici-
pating in the workshop and possible opportunities, where sensor technology can
help without disrupting the overall process.
• The availability of the caregivers is a crucial factor for which in the current
PERS a manual process exits. However, this process only takes into account
long periods of absence, such as vacations, and only if the caregiver reports
this. In the current system, the order of the list is preset and thus the list is
called in that order, which is very time consuming and not efficient.
• Time to get to the elderly is also very important. Within the PERS, there
is no knowledge about the caregivers actual location, potentially leading to
several wrong attempts as caregivers are no longer closely located to their
home most of the time, which is the only information available at the mo-
ment.
• Location of the patient within the home of outside is also crucial to know. If
the elderly is fallen in the home, it is important that the caregiver has access
to the home.
• Also, it was evident that in the current working process, there was some-
times a ‘struggle’ between the wishes of the nurses and the PERS users.
For instance, the elderly wanted to be contacted by a specific person (for
instance due to fights with other contact persons), while the nurses thought
it was more important that the person who would be contacted, is closest in
distance to the fall victim. However, because the nurses respect the wishes of
the PERS users, the preferred contact person is contacted first. For instance,
if they ask to call an ambulance, the nurse has to call an ambulance.
By using technology present in the smart devices, which are used in the Fall-
Risk system, this information can easily be gathered and used within the event
handling process and the current guidelines can be enhanced.
172 CHAPTER 6
Figure 6.8: The results (in Dutch) of the decision tree workshop, which was created by the
engineer during the discussions in the decision tree workshop.
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6.4.4 Discussion
In the following sections, the outcomes, involvement of the stakeholder and orga-
nization and preparation of the workshop are discussed.
6.4.4.1 Workshop outcomes
The workshop was successful in gathering which information is needed during the
process when the PERS is activated. Due to the nature of the workshop (an all
knowing being), we also learned when and why this information is required, but
not how this information is obtained. The natural tendency of the involved users
to base themselves on the existing process can be used to identify parts of which
acceptance of a new solution may be difficult and may thus be used at a later point
to ease migration to a new process.
Besides the need for information, we also found that the priorities for the vari-
ous stakeholders are not always similar, but that certain decisions are made out of
respect for the fall victim (e.g. contacting a specific person, or contacting an ambu-
lance upon the request of the fall victim) and not necessarily because the situation
requires this.
The workshop also provided insights about the diversity of priorities across
stakeholders and how these are weighted to reach an agreement. The role of the
PERS is to assist in the process, not to replace the final human decision maker.
In contrast to previous experience, the decision tree workshop was organ-
ised independently from all other knowledge gathering tasks within the FallRisk
project. One important reason for this is that the ontology models, which have
been engineered over time previously, could be easily incorporated and minimally
enhanced for the specific domain at hand. Restricting the interpretation of the
concepts in the ontology, by means of axioms, was a part of the domain knowl-
edge that had to be engineered for the specific setting of a PERS. A decision tree
workshop has proven to be the ideal tool to accomplish this task.
6.4.4.2 Stakeholder involvement
A decision tree workshop is an opportunity for discussion with relevant stake-
holders. However, the focus of the workshop was a specific process that mainly
involved the operators (only 2-5 participants). As a consequence, the other par-
ticipants had less to add to the workshop and the moderator had to pay attention
to address the other participants to involve them in the workshop. Note that the
format of the workshop facilitates this, an agreement is necessary and thus the
moderator can explicitly involve all stakeholders.
The elderly, attending the workshop, required some extra help from one re-
searcher in completing the assignment. Furthermore, it was unclear if she un-
derstood the purpose of the workshop. The concept of the all-knowing machine
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was perhaps too abstract. As with most workshops, the role of the moderator
(preferably with a social profile) is important to maintain focus and encouraging
all participants to express themselves.
6.4.4.3 Organization and preparation
It is important for a decision tree workshop to identify and invite relevant stake-
holders, in this case nurses, working at the call center, an elderly and an informal
caregiver/contact person and a nursing home employee, responsible for installing
PERS. During the workshop, three researchers were present (one for visualizing
the decision tree, two for asking the questions and moderating the workshop). We
recommend to practice the workshop in advance with volunteers, because it helps
in the preparation and understanding of the workshop concept, especially for re-
searchers new to the method.
When deciding what information was needed about the contact persons, we
used a map of a city in Belgium to visualize the locations of the informal caregivers
compared to the fall victim. This ensured the same mental model of the proximity
of the contact persons (visualized as pawns), and in addition, post-its were used to
indicate whether these contact persons had key access to the fall victim’s home.
6.5 Conclusions
In this paper, a social-aware event handling system is presented. This system en-
ables the gathering of data from sensors and fall detection systems in the home of
the elderly. By combining them in the OCarePlatform, the system is capable of
eliminating false positive and false negative alarms which occur in single sensor
systems. When the system detects an incident the desktop operator is notified and
the event handling process is started. A detailed overview of the components of
the FallRisk system is given and their interactions are detailed to give an overview
of how the system works. The event handling process was based on the current
guidelines and enhanced with extra information that nowadays can be gathered
from smart devices, such as a smartphone, a tablet or a smart TV. To evaluate
whether this process fulfilled the needs, a decision tree workshop was organized
with stakeholders and domain experts. The results of this evaluation indicated that
the proposed process was in line with the expectations, but that current guidelines
should get updates as technology keeps evolving. Future research will focus on the
analysis of logged information to improve the back-end reasoning of the FallRisk
system.
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“By 2017, mobile health sensors connected with mobile health apps will be
a $5.6 billion market. It’s value in terms of lives improved and saved will be
immeasurable.” (2013)
– Robert Scoble & Shel Israel (The Age of Context)
While Chapter 6 is dedicated to the presentation of the complete FallRisk sys-
tem and the social-aware event handling, this chapter focuses on how the OCare-
Platform is adapted to realize the detection of fall incidents in the home of the el-
derly. Witin this chapter, the MCI Services, added to this platform to facilitate the
processing of data from sensors and fall detection systems, are discussed, together
with how data is fused together to come to an accurate fall detection system. The
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For elderly people fall incidents are life-changing events that lead to degradation
or even loss of autonomy. Current fall detection systems are not integrated and
often associated with undetected falls and/or false alarms.
In this paper, a social- and context-aware multi-sensor platform is presented,
which integrates information gathered by a plethora of fall detection systems and
sensors at the home of the elderly, by using a cloud-based solution, making use of
an ontology. Within the ontology, both static and dynamic information is captured
to model the situation of a specific patient and his/her (in)formal caregivers. This
integrated contextual information allows to automatically and continuously assess
the fall risk of the elderly, to more accurately detect falls and identify false alarms
and to automatically notify the appropriate caregiver, e.g., based on location or
their current task.
The main advantage of the proposed platform is that multiple fall detection
systems and sensors can be integrated, as they can be easily plugged in, this can
be done based on the specific needs of the patient. The combination of several
systems and sensors leads to a more reliable system, with better accuracy. The
proof of concept was tested with the use of the visualizer, which enables a better
way to analyze the data flow within the back-end and with the use of the portable
testbed, which is equipped with several different sensors.
7.1 Introduction
For elderly people fall incidents are often life-changing events that might lead to
degradation or even loss of autonomy. More than half of the elderly living in a
nursing home and about one third of the elderly living at home fall at least once a
year [1]. Of those who fall, 10 to 15% suffer severe injuries. The lack of timely
aid can lead to further complications [2]. Although not all fall incidents lead to
physical injuries, psychological consequences are equally important. Due to the
high impact of falling, both fall prevention and reliable fall detection are necessi-
ties. The fall risk and detection work processes, as currently being employed, are
visualized in Figure 7.1a.
The increased risk factors that are related to falls can be divided into extrin-
sic and intrinsic risks1. The first are directly related to the environment, while
the second include, next to age and general clinical condition, sedentary behavior,
1http://www.euro.who.int/ data/assets/pdf file/0018/74700/E82552.pdf
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(a) The current fall risk and detection work processes
(b) The envisioned fall risk and detection work processes
Figure 7.1: Comparison between the current and envision fall risk and detection work
processes. Today formal caregivers carry out standardized (TUG) tests to estimate the fall
risk of an elder. Based on this test, advice is given (walking aids, physical exercises,
adaptations in house). Follow-up is done through direct interaction with the elder. When
an elderly falls, he/she has to use the PAS system to generate an alarm. This way, a desk
operator is notified, who is capable of alerting an (in)formal caregiver. This is visualized
in Figure 7.1a. In the envisioned process, as shown in Figure 7.1b, a combination of
sensor information with other contextual data can result in fall detection services with
higher sensitivity. Add-on analysis of contextual data result in information enhanced
alarm-services and high-level algorithms will dynamically forward detected events to the
most adequate (in)formal caregiver. Feedback given by the caregiver after the event
towards the system will allow for adaptive and learning intelligence in the service. The
standardized test (TUG) is set as baseline and linked to the analysis of the Activities of
Daily Living (ADL) behavior of the elder. When deviation of these patterns or
non-optimum situations are detected, an early warning can be issued that a potential
increased risk of falling occurs. The tailored intervention of experts and the early
warnings will allow for better fall prevention.
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impaired mobility and gait due to reduced muscle strength. To assess the risk of
falling that a person has, formal caregivers carry out standardized tests. For exam-
ple, the “Timed Get Up and Go Test (TUG)” is a test that is carried out in clinical
environments on predefined, long time intervals [3]. Based on the results, targeted
measures and advice are formulated. Further follow-up is done through direct in-
teraction between a caregiver and the elderly. Today, attempts to automate this
assessment and follow-up through domotics and monitoring systems are limited
and not integrated [2].
When the help desk is notified of a fall, either by one of the fall detection
sensors or because the elderly pushes the button, the help desk operator tries to
contact the elderly to obtain extra information. When the elderly does not respond
or help is needed, the appropriate (in)formal caregivers are contacted by phone,
in a pre-defined order until someone is found who is able to tend to the elderly.
The help desk thus does not take into account the current context, e.g., location
or current tasks of the (in)formal caregivers to assign the alarm. This leads to un-
necessary delays and distractions, as caregivers are often called although they are
unavailable. Moreover, a caregiver who is far away is often called, while a nearby
(in)formal caregiver, e.g., a neighbor, could more quickly assess the situation or
even tend to the alarm. In case the elderly is injured as a result of the fall, quick
response and intervention is of the utmost importance.
To counter undetected falls, false alarms and long intervention times, the Fall-
Risk project2 aims to develop a social- and context-aware multi-sensor framework,
called the OCarePlatform, which is able to automatically and accurately assess the
fall risk of the elderly, detect falls and assign the alarms to (in)formal caregivers by
taking their current context into account. The home of the elderly is equipped with
a plethora of sensors and one or more fall detection systems. The OCarePlatform
collects and integrates all the monitoring data, gathered by these devices. Unorga-
nized, unprocessed raw data can be voluminous, but has no meaning on itself as it
has no relationships or context. Information is data that has been given meaning by
defining relational connections. For this, the platform uses an ontology [4], which
is a semantic model that formally describes the concepts in a certain domain, their
relationships and attributes. This way, an ontology encourages re-use and inte-
gration. Knowledge models and more specifically ontologies are already used in
medicine and care [5–7]. By managing the data about the current context in an on-
tology, intelligent algorithms can be more easily defined that take advantage of this
information to accurately assess the fall risk and detect calls. The envisioned fall
risk and detection work processes supported by the OCarePlatform are visualized
in Figure 7.1b.
First, by monitoring the behavior of the elderly, based on the integrated sen-
sor information, the OCarePlatform automatically checks whether the elderly is
2http://www.iminds.be/en/research/overview-projects/p/detail/fallrisk-2
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compliant with the given advice. Moreover, the Activities of Daily Living (ADL)
patterns can be monitored. If a change in these patterns is detected, this might
indicate a potentially higher risk for falls. In case of non-compliance or increased
fall risks are detected, the appropriate caregivers are notified and informed of the
gathered contextual information. This supports pro-active follow-up of the fall
risk. The intervention of experts can thus be optimized in view of the time and
point of need and the early warnings can contribute to increased effectiveness in
view of fall prevention.
Second, the OCarePlatform also aims to reduce the amount of false alarms
and undetected calls, by integrating the information, gathered by the fall detection
systems with the available context information.
Third, the OCarePlatform also gathers context information about (in)formal
caregivers associated with the elderly. It uses this information to more effectively
assign one or more (in)formal caregivers to the alarm.
For example, when an alarm button is pushed, but the context information
suggests that it is a false alarm with a high probability, the help desk operator can
contact a close by neighbor or other person. After a specific time, the help desk
operator will contact this informal caregiver to check if it was actually a false alarm
and to exchange information about the gravity of the alarm. When a caregiver and
help desk receive an alarm, they also receive all the context information, which is
perceived as important at that time, e.g., the last known location of the elderly, his
or her fall risk and the sensor or detection system that caused the alarm. Finally,
feedback given by the caregiver network after an alarm situation or follow-up of
fall risk assessment, initiated by a notification of the OCarePlatform, will allow
the OCarePlatform to adapt to the needs and preferences of the caregiver and the
elderly.
In this paper, a platform is presented capable of interacting with a wide range
of heterogeneous sensors. Moreover, the platform is designed in such a way that
intelligent, semantic techniques are used in order to deliver just-in-time informa-
tion, about fall risk and fall detection, to the elderly and their (in)formal caregivers.
The remainder of this paper is organized as follows. In Section 7.2, an overview is
given of the current state of the art. Section 7.3 details the general architecture of
the proposed FallRisk system. Illustrative scenarios are detailed in Section 7.4 to
highlight the possibilities of the proposed system and ontology-based reasoning.
Sections 7.5, 7.6 and 7.7 further detail the different components of the system,
namely the used continuous care ontology, the sensor-based monitoring system
and the ontology-based OCarePlatform. Section 7.8 details the implemented Proof
of Concept to demonstrate the feasibility of the proposed FallRisk system. Finally,
Section 7.9 highlights the conclusions and future work.
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7.2 Related work
Systems and solutions developed to detect falls, can be divided into three different
approaches based on the used data and sensors [8]. The first approach is based
on the use of wearable devices and sensors, such as accelerometers and posture
sensors. The second one is classified as ambient device based. In this approach, an
attempt is made to create a fall detection system, by using video data, audio data
and/or other event sensing. Finally, the last approach uses cameras to detect falls
or analyze ADLs.
7.2.1 Wearable devices and sensors
This approach uses on-body sensors, for example, the Personal Alarm Systems
(PAS). When an elderly is in need or falls, he or she pushes the button and a
help desk is notified. However, the button is often accidentally pushed and the
PAS is often not worn [2]. Some systems also incorporate built-in accelerometers
to automatically detect movements and falls. However, the algorithms processing
this accelerometer data do not detect all falls (false negatives) and/or generate false
alarms (false positives).
Sensors can also be used in combination with each other, e.g., Wang [9] uses
information from an accelerometer, cardiotachometer and smart sensors to analyze
falls. Combining sensors can improve the accuracy. Tri-axial accelerometers [10]
make it possible to recognize activities [11], thus improving fall detection systems.
Pyroelectric InfraRed (PIR) sensors can also be used to classify different human
activities [12]. Several techniques can be used to analyze the data, such as machine
learning algorithms. Other solutions make use of the built-in accelerometers and
gyroscopes of smartphones [13, 14]. Nowadays, clothing can also be integrated
with sensors, for example, T-shirt incorporated with ECG electrodes [15] or res-
piratory frequency detection [16]. GPS measurements could also provide added
value in the recognition of activities and spatial context [17].
7.2.2 Ambient device based
Audio sensors, placed in the house, analyzing sound events can also be used [18–
22]. For example, Litvak, et al. [23] use a microphone together with a floor vi-
bration sensor and Li, et al. [24] use a circular array of microphones. However,
only limited results on automated fall detection are reported. Another example
is the use of floor-mounted accelerometers to gather signals that could identify a
fall [25]. Sensors, from other devices, for example the Kinect’s infrared sensor
can also be used to create a fall detection system [26]. Using integrated sensors of
systems, already used by the patient, increases the uptake.
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7.2.3 Vision based
Video systems can be used that observe the movements and behavior of the elderly.
The main difference in the solutions within this approach, lie in the techniques to
analyze the video streams together with the focus of the analysis, for example,
posture analysis [27] or 3D head analysis [28]. Examples of different techniques
are boosted key-frame selection together with correlated pyramidal motion-feature
representation [29], spatio-temporal Laplacian pyramid coding [30], using motion
and structure features [31] and shape analysis [32].
7.2.4 Our approach
Within our platform, different approaches can be integrated, based on the profile
(e.g., cost, mobility, preferences) of the elderly. Moreover, it is possible to combine
different approaches. The OCarePlatform, as described in Section 7.3, receives the
result of one specific solution as input, independent from other detection systems
that may be deployed within one home setting. Different techniques can send their
analysis of a fall to the platform, which makes it possible to combine the results.
This will improves flexibility, consistency and sensitivity. Furthermore, by using
the platform information about the caregivers and other context information, that
becomes readily available, can be used to outline the situation of the elderly.
One could suggest that one of the biggest concerns to use these platforms is
the intrusion of the elderly’s privacy. However, our experience within the focus
groups, held in context of this research, which is confirmed by Berridge [33], is
that elderly may use these technologies if it reduces caregiver burden and if it
avoids having to move to assisted care facilities.
7.3 General architecture of the FallRisk system
The general, high-level, architecture of the FallRisk project is visualized in Fig-
ure 7.2. As you can see on this figure, different acronyms are used on the arrows
to indicate which type of data is processed by the FallRisk system and is sent to
the Cloud and more specifically, the OCarePlatform.
Information about the residence of the elderly, e.g., sensor information, video
camera images and micro arrays sound, are gathered on the Local Gateway. Thus,
the processing of data from video and audio streams is done within the home. On
the one hand, this secures the integrity of the data, as only results of an analy-
sis are sent to the platform, on the other hand, this makes sure that the platform
does not receive an overload of information. Also, information from the elderly’s
smartphone, e.g., accelerometer information and GPS data. Some information will






















Figure 7.2: General, high-level, architecture of the FallRisk system. Information of
sensors is sent for intermediate processing to the Local Gateway. This data is called Care
Data (CD) and can be seen as raw data. The Local Gateway will enrich CD with
information from the elderly and link it with other specific information, such as timestamps
and identifiers. By this time, the information is called Meta Care Data (MCD). Next, the
MCD will be sent to the Cloud. Data, originating from sensors of the smartphone or input
(in)formal caregivers entered through applications on the smartphone, are immediately
transmitted as MCD to the Cloud. Within the Cloud, the Controllers will enrich MCD with
Meta Care Concepts (MCC). MCC is a tag to identify the corresponding concept from the
ontology. This way, the OCarePlatform is capable of interpreting the data in a more
enhanced manner. MCD enriched with MCC is called Meta Care Information (MCI). MCI
can be processed by the Cloud and by reasoning on MCI new knowledge can be generated.
This new knowledge is called Meta Care Knowlegde (MCK). When necessary, MCI and
MCK can be sent to the smartphone in order to inform an (in)formal caregiver or the
desktop operator.
the video images, as sending all raw video data to the server is too bandwidth con-
suming. Also, the Local Gateway will be able to do some rigorous analysis of
the data, in order to provide a back-up plan when the transmission of data to the
servers is disabled due to for example malfunctioning of the internet connection.
Data gathered by the Local Gateway is called raw data, or Care Data (CD). In this
Local Gateway, CD is transformed into Meta Care Data (MCD), data enriched
with information from the elderly and linked with other specific information, such
as timestamps and identifiers.
Next, the Local Gateway will send MCD, through the internet to the Cloud and
more specifically in the first place to the Controllers. Also other MCD, originating
from outside the patient’s residence, can be transmitted to the Controllers. This
is a server-side system, managing the different connections between the various
clients and the OCarePlatform. The Controllers are responsible for the following
tasks:
• Collecting contextual information (MCD), originating from the smartphones
of the (in)formal caregivers.
• Providing mechanisms for back-up of the transmitted MCD and storing it
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within the Data Sources. The Data Sources will also store all static infor-
mation of the elderly patients and their (in)formal caregiver(s), their profiles,
contact information and such.
• Adding one or multiple Meta Care Concepts (MCC) to MCD. MCC is in fact
a tag to identify the corresponding concept from the ontology, used by the
OCarePlatform. MCD, enriched with one or more MCC is called Meta Care
Information (MCI). An example of this tagging is detailed in Section 7.6.
• Notifying the emergency response centre when a fall is detected, this is done
based on the information provided by the OCarePlatform. The desk operator
will then be responsible for notifying the correct (in)formal caregiver(s).
MCI, generated by the Controllers is sent to the OCarePlatform, which will in-
fer new knowledge out of this MCI, by using ontology-based reasoning. This new
knowledge is called Meta Care Knowledge (MCK). MCI and MCK, concerning
contextual information and fall estimation and detection, is sent back to the Con-
trollers. The Controllers are then responsible for notifying the correct (in)formal
caregiver(s) or the emergency response centre. A more in-depth overview of the
OCarePlatform is given in Section 7.7.
7.4 Scenario description
In order to show the possibilities of the proposed architecture and ontology-based
reasoning methodology, this Section describes two illustrative use cases, i.e., (i)
assessing and notifying a potential fall risk and (ii) detecting a fall and notifying the
appropriate (in)formal caregivers. How these scenarios are realized is discussed in
detail in the following sections.
The scenario concerns an elderly women Marie, who still lives at home. She
has a son Tom, who lives nearby and checks in on her regularly. Tine, a formal
caregiver, also visits Marie each morning to help her with her daily tasks. Marie
also owns a Personal Alarm System (PAS), which she wears as a bracelet around
her wrist. Consequently, accidental calls frequently occur.
7.4.1 Assessing and notifying a potential fall risk
During the last check-up with her care coordinator, it was assessed that Marie has
great difficulty climbing stairs. This significantly increases her fall risk. There-
fore, the care coordinator, Marie and Tom decide to install a chair lift. However,
Marie finds the chair lift quite slow and tedious, so she often does not use it. Her
(in)formal caregivers are unaware of this. One night, Marie gets up because she
needs to go to the bathroom downstairs and she decides to descend the stairs her-
self. The motion detectors detect that Marie is moving in the area of the stairs.
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The Local Gateway gathers the information from the motion sensors, the pres-
sure sensor in the chair lift and the light sensors in the hallway, which is dimly
lit. It transforms this CD into MCD. The Local Gateway then sends this MCD to
the Controllers. These transform the MCD to MCI by tagging it with an MCC
from the ontology, in such a way that the OCarePlatform understands the mean-
ing of the data. For example, the motion sensor data is tagged with the MCC
MotionObservation. The OCarePlatform then processes this MCI. First, it
decides that Marie is walking on the stairs without using the chair lift. Next, the
OCarePlatform checks if this type of activity, i.e., walking on the stairs, entails
a fall risk for this specific elderly. This is the case for Marie. Furthermore, the
OCarePlatform reasons that the risk is even greater, because the area is badly lit.
Based on this, the OCarePlatform informs the Controllers that a notification of a
severe fall risk should be sent to Tine and Tom. The gathered context information
about the fall risk is included in the notification. The Controllers decide to mail
the notification to not disturb Tine and Tom during their sleep as the notification
is not urgent. The next morning, Tine visits Marie and warns her again about the
risks of taking the stairs.
7.4.2 Detecting a fall and notifying the appropriate (in)formal
caregivers
One evening, Marie goes to the kitchen and starts boiling some water to prepare
tea. She walks to the closet to grab a cup, but it falls out the cupboard. She
quickly ducks to try to catch the cup. This quick movement is picked up by the
accelerometer in the smartphone of Marie. The Local Gateway receives this CD
and transforms it to MCD. Meanwhile, the Local Gateway is collecting informa-
tion from the other sensors in the house. Marie is still walking around in the
kitchen. The Local Gateway sends this MCD and the accelerometer MCD to the
Controllers, which tag it with MCC. This MCI is forwarded to the OCarePlatform.
It first reasons on the accelerometer data and concludes that a potential fall has oc-
curred. Next, it combines this conclusion with the other sensor data. As Marie is
still moving around in the kitchen and no other person is present in the home, the
OCarePlatform decides that it was a false alarm. The OCarePlatform stores this
conclusion, but no further action is taken.
Meanwhile, Marie grabbed a cup of tea. She walks back to the living room to
watch some TV. However, on her way there she trips and falls down. Luckily, she
is wearing her PAS and she quickly pushes the button. Again, the accelerometer
in her smartphone has also picked up the quick downward movement and MCD
is sent to the Controllers and the OCarePlatform in the same manner as described
in the previous paragraph. The OCarePlatform again decides that a potential fall
has occurred. However, this time the Local Gateway has also forwarded the alarm
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from the PAS to the Controllers and OCarePlatform. As two systems have now in-
dicated that a potential fall occurred, the OCarePlatform reasons on the available
profile and context information of the (in)formal caregivers to decide in which
order these caregivers should be contacted to handle the alarm. As the OCare-
Platform knows that Tom lives nearby and is mostly at home in the evening, it
decides that Tom should be notified first and then Tine. The OCarePlatform sends
the alarm, its context information and the order in which the caregivers should be
notified to the Controllers. They forward the alarm to the emergency response
centre.
The desk operator receives the alarm. She also immediately sees the context
information about the call. The desk operator immediately calls Marie, who picks
up her smartphone. Marie answers that she fell while holding a hot cup of tea and
she cannot get up. Eva explains she will contact help and looks into the system,
which suggests to contact Tom. She calls him and explains the situation. Tom
agrees to drive to Marie and hangs up. Eva calls Marie again to let her know Tom
is on his way.
In the meantime, Marie is still lying on the floor. Tom has a key to Marie’s
house. He enters and tries to see if she is wounded and helps Marie to stand
up again. Marie has a small burn wound from the tea, but does not need urgent
medical attention. Marie’s phone rings and Tom answers the call. It is Eva again to
check if everything is alright. Tom confirms this. Eva wishes both of them a nice
evening and closes the call. She enters into the system that the fall was correctly
detected and handled by Tom.
Note that the second person on the list, namely Tine, did not need to be notified.
However, from the moment Eva notified the first person, a timer started running.
When a pre-defined deadline is crossed, Eva is notified that she should call the
second person on the list, because the first person has not checked back in with the
help desk.
7.5 The ambient-aware continuous care ontology
In previous research [34], we created the ambient-aware continuous care ontology
(ACCIO), which models knowledge and context information needed to optimize
continuous care processes, using information technology. The modular ontology is
split up in 7 high-level, generic ontologies and 2 types of low-level domain-specific
ontologies. The high-level ontologies model knowledge that is applicable across
all continuous care domains, i.e., hospitals, residential care and homecare, and is of
interest to a plethora of healthcare applications and services. The seven high-level
ontologies are: the Upper, Sensor, Context, Profile, Role & Competence, Medical
and Task continuous care ontologies. These ontologies also import other existing
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ontologies, e.g., to model time (SWRLTemporalOntology3) and processes (OWL-
S4). Two types of low-level ontologies modeling knowledge particular to specific
domain were created, namely the low-level Cure and Care ontology. The first is
tuned towards the knowledge exchanged in hospitals, while the second focusses
on residential care and homecare. These ontologies extend the concepts defined in
the high-level ontology, e.g., roles and competences, with knowledge specific to
their domain, e.g., the specific roles and competences within a hospital and how
they map on each other. More information about these ontologies can be found
in [34].
The ACCIO ontology was extended with concepts, relations, properties and
axioms, which are needed to model the used contextual sensors and fall detection
systems, detected falls, falls alarms, fall risk estimations and the relevant profile
information of the (in)formal caregivers and elderly. The most important concepts
of this extended ACCIO ontology are shown in Figure 7.3.
The Upper ontology describes general classes, relations and axioms. All the
other high-level ontologies import this ontology and define all their concepts as
subconcepts of Entity. This is not shown on Figure 7.3 to avoid overload.
The Sensor & Context ontologies are used to describe all the observations
made by the systems in the house of the elderly. The System concept models
a system and its components, e.g., Sensors and SensorBoards. Note that
the ontology models both the fall risk systems, e.g., Micro Arrays and PAS,
as well as the environment, activity and position sensors, e.g., Light Sensor
and Motion Sensor. An Observation represents a data value monitored
by a system. Symptom concepts model axioms and rules, which allow detecting
specific phenomena in the observations. Using OWL2 DL mechanisms, axioms
are provided that reclassify these symptom individuals as Fault and Solution
concepts. These ontologies also contains all the information related to localization.
A Location either can be a Coordinate or a Zone. Finally, the Furniture
available in the house and which Systems are integrated into them, is also repre-
sented.
The Profile ontology models the profile information about (in)formal care-
givers and elderly. Each Person is associated with a Profile, which consists
of a basic and a risk profile. The latter, for example, allows to model that an el-
derly has a Fall Risk. The Action with which this risk is associated can also
be modelled, e.g., Taking Stairs. The current Status of a person is also
included, e.g., Busy or Available. Finally, the Trust Relationship be-
tween two people can be represented, which can be taken into account to assign an
alarm, notification or task to a person.
The Role & Competence ontology allows to associate people with their Roles.
3http://protege.cim3.net/cgi-bin/wiki.pl?SWRLTemporalOntology
4http://www.w3.org/Submission/OWL-S/













































































Figure 7.3: Prevalent concepts of the ambient-aware continuous care ontology for fall
risk estimation and fall detection. This figure visualizes the prevalent concepts,
relationships and properties of the domain model used by the OCarePlatform. The squares
represent concepts, the dashed-dotted ones are concepts which actually contain
subconcepts, but to give a clear overview, they were left out . The striped arrows model
subclass relationships. The blue arrows model object properties, i.e., relationships
between concepts. The utilized ontology is an extension of the ambient-aware continuous
care ontology (ACCIO). The ACCIO ontology models knowledge and context needed to
optimize continuous care processes using information technology. This ontology was
extended with knowledge, which is needed to model the used contextual sensors and fall
detection systems, detected falls, falls alarms, fall risk estimations and the relevant profile
information of the (in)formal caregivers and elderly.
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The ontology defines each Role by its Competences through axioms. This sup-
ports algorithms that find the most appropriate staff members to fulfill a task based
on the required competences.
Finally, the Task ontology models continuous care process workflows. A work-
flow represents a sequence of related continuous care tasks, which are conducted
in a particular order. The Process concept models a process, which can return
information and produce a change in environment based on the context and the
information it is given. The Process concepts is further divided into Actions
and Tasks. It is also modelled who performs these actions and who is assigned to
task. Finally, the Notification concept is used to model notifications, which
are generated based on the available context information, e.g., a situation with a
fall risk has occurred or a fall has been detected.
7.6 Sensor-based monitoring system
One of the strengths of the presented OCarePlatform is its capability to process
monitoring data coming from a variety of sensors. Such heterogeneous data en-
ables more accurate assessment of fall risk and fall detection. In this section, first
the different types of sensors and sensor systems that can provide relevant infor-
mation to the OCarePlatform are presented. Next, another challenge that needs to
be overcome in order to make the sensor data ready for further processing, namely
the transformation of the raw data (CD) into MCD and MCI, is discussed.
7.6.1 Sensors
In order to provide contextual information, several sensors are installed within
the home of the elderly. These sensors are listed in Table 7.1 and are grouped
according to the type of data they measure.
A first type of context information relates to the environment and includes
parameters such as ambient temperature, humidity and light. As an illustrative
example, the OCarePlatform could take into account that a badly lit room increases
the risk of a fall and uses this information when processing any subsequent fall
events.
For the second type of context information, passive infrared motion sensors
collect data about the activity level of the elderly. Long-term changes in the activity
level can be taken into account by the OCarePlatform when assessing the fall risk.
Furthermore, when a fall is detected by a fall detection system the OCarePlatform
can use the motion context, either to filter out false positives or to locate the place
where the fall occurred.
Pressure sensors, located in e.g. a bed, a chair or a couch, provide a last type
of context information, namely exact position information. They help the OCare-
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Table 7.1: Monitoring sensors used for collecting contextual information
Data Measured by
Environment Ambient temperature, relative humidity & light intensity sensors
Activity Passive infrared motion sensor
Position Pressure sensor (contact plate)
Platform to determine the exact location of the elderly, when he or she is sitting
or lying down (in this situation motion sensors have a hard time detecting the
elderly). When a fall detection system reports a fall and the data from the pres-
sures sensors reveals that just before the fall, the person was sitting on a chair, the
OCarePlatform is able to identify the cause of the fall.
The upper-left part of Figure 7.4 illustrates how the sensors from Table 7.1
could be placed throughout a service flat, although they could also be retrofitted
into an elderly’s home. Motion sensors in the living and bathroom track the el-
derly’s activity while pressure sensors check the occupancy of the bed, the couch
and the toilet. Environment sensors track the ambient living conditions in the liv-
ing room and possibly in the bathroom as well (not shown in figure). Also note the
presence of the Local Gateway. All data generated by the sensors passes through
this Local Gateway before it can be transmitted to the OCarePlatform.
Apart from sensors collecting context information, dedicated fall detection sys-
tems also provide important data to the platform. Three separate systems for de-
tecting falls are detailed here. Two of these systems are also used for fall risk
assessment.
The first system detects falls by use of video camera’s. In this case, video im-
ages shot by camera’s throughout the house are fed to the Local Gateway for pro-
cessing. A combination of person tracking and detecting multiple features relating
to the posture of the person is used to determine whether a fall has occurred [35].
Tracking a person in video images also allows to continuously estimate the fall
risk: e.g. when video images indicate that a person’s activity level has decreased,
the OCarePlatform could decide to increase the fall risk and act accordingly.
The second option is that of a wearable Personal Alarm System (PAS), which
was already explained in Section 7.1. The third fall detection system employs a
set of microphones that are positioned in the corners of a room. In case of a fall,
the array of microphones is able to recognize the pattern of a fall in the mechanical
waves that it receives [24]. Microphones arrays are also suitable for monitoring
the walking habits of a patient. Changes in walking habits (like shuffling their feet)
are useful to assess the fall risk.
It is clear from the above discussion that a multitude of sensors and sensor
systems exist that can help to improve fall detection and fall risk assessment. Of










































































Figure 7.4: Detailed architecture of the OCarePlatform. Information from the home is
sent through a plethora of sensors to the Local Gateway. This gateway will sent MCD to
the Controllers. The Controllers is responsible for enriching the MCD with MCC and thus
creating MCI and the management of the data sources, which keep track of the static
information of the elderly and (in)formal caregivers. MCI is sent to the Gateway Service of
the OCarePlatform. This service will forward the MCI to the Matching Service, which is
capable of analyzing the MCI and which will send it to the corresponding Context
Provider Service. The Context Provider Services know which type of individuals need to be
created and how they should be created by analyzing the axioms defined in the ontologies.
Next, this ontological data is published onto the Semantic Communication Bus (SCB).The
SCB uses an intelligent filtering system, by using core ontologies and filter rules, which is
capable of sending only the useful data to the MCI Services. The MCI Services use a
Context Manager, which contains (a subset of) the core ontologies used by the SCB, to
specify the context they are interested in by defining filtering rules and registering them
with the Context Disseminator. The MCI Services will generate new information in the
form of MCK and sent this through the Gateway Service back to the Controllers. The
Controllers will then notify the assigned (in)formal caregiver based on the information
within the MCK.
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available sensor combinations will vary per installation or may evolve over time.
As such, it is important to have a platform that is capable of dealing with this
heterogeneity and getting the most out of the available information.
7.6.2 Transforming CD from sensors into MCD and MCI
The raw data generated by the sensors, called CD, is not suitable for further pro-
cessing by the OCarePlatform, which requires MCI as detailed in Section 7.3.
For instance, the detection of motion in itself is useless as long as it cannot be
bound to a particular location, home and time. To overcome this, a number of
translation steps are required to transform CD into MCI. Briefly summarized, this
process involves the Local Gateway in the home, which is responsible for gather-
ing CD from the different sensors, transforming it to MCD and passing the result
to the Controllers. The Controllers will then tag the MCD with a MCC to generate
MCI. Later in this Section, this process is illustrated for CD generated by a motion
sensor. Although this process may look simple, its realization is far from trivial
mainly due to the wide variety of sensor solutions that exists, many of these solu-
tions, using their own proprietary protocols and data formats. In this Section, the
transformation from CD to MCD and MCI, when using state-of-the-art embedded
Web Service technology and open data formats, is discussed.
As Web Service technology was at the basis of the great success of the cur-
rent Internet, the Internet Engineering Task Force (IETF) has decided to work on
the standardization of a framework for the realization of RESTful embedded Web
Services in a similar way as traditional Web Services, but suitable for the most con-
strained nodes (i.e. sensors) and networks. Their work resulted in the Constrained
Application Protocol (CoAP), a specialized RESTful web transfer protocol for use
with constrained networks and nodes. Together with 6LoWPAN and UDP, CoAP
allows the integration of sensors into the Internet and in Web Services in a stan-
dardized way [36]. CoAP uses the same RESTful principles as HTTP, but it is
much lighter so that it can be run on constrained devices. As a result, CoAP has
a much lower header overhead and parsing complexity than HTTP. Using CoAP, a
sensor can be turned into an embedded web server, offering access to its resources
through URIs. For instance, a motion sensor may offer a resource with URI path
”/sen/0/status”. When a client issues a CoAP GET request for this resource, the
sensor will return the current status of the motion sensor.
Next to this, CoAP has a number of very interesting extensions, which will
help the system to collect and convert sensor data. First of all, CoAP offers an ob-
serve mechanism, allowing a client to be notified about every change in resource
state. For instance, when observing a motion sensor, a client will be automatically
notified about every motion event. This way, it becomes very straightforward to
collect sensor data e.g. at the Local Gateway. Secondly, every CoAP device also
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has a well-known URI ”/.well-known/core”. Through this URI, a list of available
resources can be obtained together with their attributes. These attributes reveal
additional information about the resource, such as the resource type and the inter-
face (i.e. which methods are supported: GET, PUT, etc.). For example, Listing 7.1
shows the resulf of querying ”/.well-known/core” of a motion sensor that has, next
to a resource for the motion sensor status, a resource with the location where the
sensor has been installed. The values of the attributes is based on the IPSO Ap-
plication Framework5. Finally, there is also the concept of a Resource Directory
(RD), which hosts descriptions of resources held on other CoAP servers that reg-
istered with the RD, allowing lookups to be performed for those resources. For
instance, a RD on the Local Gateway will automatically retrieve an overview of
all available CoAP sensors and their resources.
Listing 7.1: Retrieving all resources on a CoAP sensor
</ s en / 0 / s t a t u s >; r t =” i p s o . sen . mot . s t a t u s ; i f =” c o r e # s ” ,
</ l o c / sem>; r t =” i p s o . l o c . sem ” ; i f =” c o r e # s ”
The above mechanisms provide all ingredients needed to easily convert the data
generated by the sensors into MCD and MCI. The Local Gateway implements a
RD. All sensor nodes will automatically register themselves with this RD. Now
the gateway has an overview of all available sensors. Next to this, the gateway
can easily find out the type of sensor, using the resource attributes, and additional
information, such as the location, provided by other resources. From that point
on, the gateway can automatically start collecting all sensor data using e.g. the
observe mechanism described above.
Now, when Marie walks down the stairs, the motion sensor in the hallway
senses a change in motion and reports this change by transmitting the following
message, containing CD to the gateway, as shown in Listing 7.2. This message is
formatted in JSON, according to the Sensor Markup Language6 (SenML+JSON).
A value of “1” indicates that motion has been detected and a “0” indicates that the
sensor stopped detecting motion. Again, the modeling of the information reported
by the different types of sensors is based on the IPSO Application Framework7.
Using standards to model this information facilitates further processing.
Listing 7.2: Example of Care Data for a motion sensor
{
” e ” : [ { ” n ” : ” sen / 0 / s t a t u s ” , ” v ” : 1 , ” r t ” : ” i p s o . sen . mot
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This information arrives at the gateway, which now generates MCD from CD
by adding a timestamp, a patient identifier, a unique data source identifier (hard-
ware ID of the sensor) and data source type. In addition, using the information
provided by the ”/loc/sem” resource on the motion sensor, the gateway is able to
automatically add location info to the data. Note that if no location information is
available on the sensor itself, the gateway needs to be configured with the locations
of the sensors throughout the house. This results in the following MCD, shown in
listing 7.3.
Listing 7.3: Meta Care Data example for a motion sensor
{
” t imeStamp ” : ”2013−09−20T11 : 1 9 : 2 7 + 0 2 : 0 0 ” ,
” u s e r ID ” : ”CFFF2C57−D52E−4782−A785−79A4B66C1841 ” ,
” d a t a S o u r c e I D ” : ”AA:BB:CC:DD: EE : FF ” ,
” d a t a S o u r c e T y p e ” : ” h t t p : / / occ s . t e l e v i c . com / da t a−s o u r c e s / SensorBoard ” ,
” d a t a ” : [
{
” e ” : [
{ ” n ” : ” sen / 0 / s t a t u s ” , ” v ” : 1 , ” r t ” : ” i p s o . sen . mot . s t a t u s ”} ,
{ ” n ” : ” l o c / sem ” , ” v ” : ” h a l l w a y ” , ” r t ” : ” i p s o . l o c . sem ”} ] ,
” bn ” : ” coap : / / [ a aaa : : 3 ] : 5 6 8 3 / ”
}]
}
Next, the MCD is sent to the Controllers which will tag it with one or more
MCCs from the ontology, e.g., MotionSensor. Listing 7.4 show the resulting
MCI.
Listing 7.4: Meta Care Information example for a motion sensor
{
” p r e f i x e s ” : {
” p r o f i l e ” : ” h t t p : / / s e r v e r . be / o n t o l o g i e s / Acc ioOnto logy / P r o f i l e A c c i o . owl #” ,
” wsna ” : ” h t t p : / / s e r v e r . be / o n t o l o g i e s / Acc ioOnto logy / WSNAdjusted . owl #” ,
” ca ” : ” h t t p : / / s e r v e r . be / o n t o l o g i e s / Acc ioOnto logy / C o n t e x t A c c i o . owl #” ,
}
” t imeStamp ” : ”2013−09−20T11 : 1 9 : 2 7 + 0 2 : 0 0 ” ,
” us e r ID ” : ” p r o f i l e : CFFF2C57−D52E−4782−A785−79A4B66C1841 ” ,
” d a t a S o u r c e I D ” : ” wsna :AABBCCDDEEFF” ,
” d a t a S o u r c e T y p e ” : ” wsna : SensorBoard ” ,
” d a t a ” : [
{
” e ” : [
{ ” n ” : ” sen / 0 / s t a t u s ” , ” v ” : 1 , ” r t ” : ” i p s o . sen . mot . s t a t u s ” , ” on to logy−u r i ” : ” wsna :AABBCCDDEEFF. sen
. mot . s t a t u s ” , ” t a g ” : ” wsna : Mot ionSensor ”} ,
{ ” n ” : ” l o c / sem ” , ” v ” : ” h a l l w a y ” , ” r t ” : ” i p s o . l o c . sem ” , ” on to logy−u r i ” : ” wsna :AABBCCDDEEFF. l o c . sem
” , ” t a g ” : ” ca : L o c a t i o n ”} ] ,
” bn ” : ” coap : / / [ a aaa : : 3 ] : 5 6 8 3 / ”
}]
}
These translation steps are necessary to go from sensor data to information
that the OCarePlatform can use for reasoning. Again, by using open standards the
Controllers (which can be owned by a different actor than the sensors) is able to
parse and process the data coming from the Local Gateway. Note that for brevity
MCI employs a concept similar to XML namespaces: JSON prefixes.
It is clear that using open standards greatly facilitates the process of turning
raw sensor data into MCD and MCI. In reality, not all sensor systems will adopt
such open standards. As we strive to be able to incorporate as much heterogeneous
sensor data as possible into the OCarePlatform, a solution has been designed to
be able to incorporate other sensors as well. The Local Gateway is responsible to
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support sensors that do not natively support the format used by the FallRisk sys-
tem. In previous research [37], a generic interoperability and integration platform,
named DYAMAND was presented. DYAMAND enables devices using different
technologies to be used by applications in a technology-agnostic way. The only
information the application needs is which device type it is interested in, e.g. a
motion sensor is presented to the application with a specific interface irrespective
of the actual communication technology used. Using this DYAMAND platform,
commercially available sensors can easily be integrated in the FallRisk system.
The Local Gateway running an instance of DYAMAND will translate all events
coming from a sensor in the house into an MCD that can be processed by the
Controllers.
7.7 The OCarePlatform: Context-aware fall risk and
detection notification system
Potentially, large amounts of data are sent to the OCarePlatform, mostly by the
Controllers. However, any data producing entity could potentially interface with
the OCarePlatform. The data thus originates from various sources inside and out-
side the different home settings. The OCarePlatform facilitates the intelligent and
coordinated integration, analysis, combination and efficient usage of all this MCI,
by using the ontologies described in Section 7.5. A closer view on the OCarePlat-
form is shown in Figure 7.4 and is presented in more detail in this Section.
MCI enters the OCarePlatform through the Gateway Service, as depicted at
the bottom of Figure 7.4. This service passes the MCI to the Matching Service.
To be able to integrate the MCI, analyze it and draw conclusions from it, the MCI
needs to be transformed into context information, i.e., ontology A-Box individuals
from the continuous care ontologies used by the OCarePlatform. To perform this
conversion, the Matching Service takes advantage of the tags in the communicated
MCI. As the tags, i.e., MCCs, map on the concepts in the ontology, the Match-
ing Service knows which type of individuals need to be created and forwards the
MCI to the appropriate Context Provider Service. The Context Provider Services
know how particular types of individuals should be create by analyzing the ax-
ioms defined in the ontologies. Different types of Context Provider Services are
created for different types of individuals, e.g., sensor information or a detection of
a fall. Next, this ontological data is published onto the Semantic Communication
Bus (SCB).
A large amount of generated data needs to be processed by the OCarePlatform
in an efficient and manageable manner. Therefore, the OCarePlatform is develop
as a modular platform, which consists of an extensible set of services, which pro-
cess the incoming data. These services are referred to as MCI Services. They each
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use (a subset of) the ontologies described in Section 7.5 to perform their reasoning
and realize their goal. To implement the scenarios described in Section 7.4, the fol-
lowing MCI Services were designed. The Accelerometer Monitoring MCI Service
is responsible for processing the accelerometer data from the smartphone of the
elderly and the Stairs Monitoring MCI Service monitors whether someone is mov-
ing around on the stairs and how. The Fall Detection MCI Service is responsible
for reasoning on the data to decide whether a fall has occurred, while the Fall Risk
MCI Service is responsible for assessing the risk a particular elderly has for falling.
The Help Selection MCI Service finds the most appropriate caregiver to assign to a
task or an alarm, based on the currently available context information. Finally, the
Notification MCI Service is responsible for sending the appropriate notifications,
i.e., the results of the reasoning of the other MCI Services, to the Controllers.
Consequently, there is a need for an intelligent filtering system, capable of
sending only that specific data to the MCI Services, in which they are interested at
that time, keeping the overhead for the other services as low as possible. More-
over, this filtering system needs to operate as a communication substrate, glueing
the different MCI Services together and orchestrating collaboration. For this, the
SCB [38] was designed, which orchestrates the communication of semantically
enriched data, by using the high-level continuous care ontologies, described in
Section 7.5, as Core Ontologies. These ontologies make it possible to filter the
data, based on semantics of the data, instead of on syntactical text patterns. The
MCI Services use a Context Manager, which contains (a subset of) the core on-
tologies used by the SCB, to specify the context they are interested in, by defining
filtering rules and registering them with the Context Disseminator. For example,
the Stairs Monitoring MCI Service, which is interested in information produced by
the chairlift as well as movement information in the area of the staircase, registers
the following filter rule:
Event and hasContext some ((PressureStatusObservation and (isPartOf some
ChairLift)) or (MotionObservation and (hasLocation some Staircase)))
Another example is the Fall Risk MCI Service, which registers following rule
to express its interest in the actions of the resident and the light intensity in the
rooms:
Event and hasContext some ((Action and (isPerformedBy some (hasRole some
Patient))) or LightIntensityObservation)
The advantage of using an ontology-based semantic approach immediately be-
comes clear from the above examples. Although the Fall Risk MCI Service has not
explicitely specified that it is interested in chairlift information, the core ontologies
classify the usage of the chairlift as a TakingStairs Action of the resident.
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The data produced by the chairlift is therefore offered to the Fall Risk MCI Service,
as well as to the Stairs Monitoring MCI Service.
The ultimate baseline rationale for adopting a bus-based architecture is the flex-
ibility it brings to connect new innovative information processing services. Addi-
tionally, by supporting a semantic annotation mechanism, the connected services
can specify in great detail the semantics of the data they are interested in and not
only the syntax. This allows to reduce the amount of data that is forwarded to
the MCI Services, which prevents them from being flooded with huge amounts of
data. It also facilitates an agile approach, where new services can be more easily
deployed or duplicated for scalability and redundancy.
An additional advantage of using a semantic-aware approach for the SCB is
that the information distributed by this bus readily conforms to the ontologies
adopted by the MCI Services. These MCI Services are the brains of the platform,
the processing engines. Each of these services has a specific task. These tasks can
be implemented in a number of ways. Firstly and most naturally, description log-
ics classification axiomas can be specified in the ontology to classify the incoming
information and link it to appropriate action to be taken. Secondly, rule engines
can be adopted to perform more complex, e.g., mathematical analysis, of the in-
formation. Lastly, proprietary algorithms can still be implemented as well. The
ontology still ensures that the correct semantics are maintained. It is important to
note that all conclusions, called MCK, drawn by the MCI Services are put back
on the SCB. In this way, conclusions drawn by one MCI Service can be used by a
second MCI Service as additional situational information. As such, the OCarePlat-
form supports the composition of complex services from a set of smaller services
in a loosely coupled manner. The simple services perform specific reasoning tasks
in parallel and notify their conclusions to other services, which have expressed an
interest in this kind of information.
A specific example could be the Stairs Monitoring MCI Service concluding
that the resident has taken the stairs, because it detected the movement of the el-
derly on the stairs while no pressure measurements on the chairlift have been de-
tected. The result is a new MCK, representing the action TakingStairs, which
is published back on the SCB by this MCI Service by using the Context Manager.
Subsequently, this information is picked up by the filter rule of the Fall Risk MCI
Service, which analyzes the environment at the time of taking the stairs. A po-
tentially increased risk of falling could result when the resident takes the stairs,
but does not use the lights or takes a long time to actually complete the staircase.
Again, this conclusion is fed back to the SCB, for example as a FallRisk, which
is picked up by the Help Selection MCI Service. This MCI Service decided which
people should be notified of this risky situation, based on their profile informa-
tion and preferences, e.g., Tine and Tom, and feeds this knowledge to the SCB
as for example a FallRiskNotification. Finally, this published data can
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Figure 7.5: Portable sensor testbed. A portable embedded sensor network, emulating a
smart home environment. This network has been integrated into a portable flight case.
then be taken up by, e.g., the Notification MCI Service, which is responsible for
communicating the knowledge and conclusions, i.e., the MCK, deduced by the
OCarePlatform with the Controllers.
7.8 Implementation of the Proof of Concept
In the previous sections, we elaborated in detail on the different components of the
FallRisk system. In order to prove the viability of our proposed architecture and to
evaluate the feasibility of injecting multi-sensor data into a reasoning system, the
different components of the architecture have been implemented, integrated and
tested.
To realize the sensor monitoring system, a portable embedded sensor network
has been developed that emulates a smart home environment. This network has
been integrated into a portable flight case, as shown in Figure 7.5. The setup con-
sists of two parallel wooden panels that are spaced about 30 centimeters apart.
The bottom panel incorporates the embedded devices and the gateway. The ac-
tual sensors and actuators are attached to the upper panel, where user interaction
takes place. The gateway will observe all discovered sensors, translate the gen-
erated CD into MCD and forward this MCD to the Controllers. By interacting
with the sensors and actuators on the upper panel, specific CD can be generated
in a controlled way and can be used for evaluating the other components of the
architecture, in particular the reasoning. This portable testbed realizes a controlled
sensor monitoring system.
Next to this, a small apartment was created within our lab environment to eval-
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uated the system in a controlled setting. For this, commercially available sensors
were used, that were integrated with the OCarePlatform, using DYAMAND. On
the one hand, the Zenio fall detector, as shown in Figure 7.6 from Verhaert8 was
used. This device can be worn as a necklace, which makes it very discrete and
reliable. Alarms can be sent through cell phone.
Figure 7.6: The Zenio fall detector
On the other hand, an Android smartphone application was developed, as vi-
sualized in Figure 7.7. This app is capable of linking with a Zenio fall detector,
but also the built-in sensors are used to detect a fall even more accurately. When a
fall is detected through the app, it is sent to the DYAMAND platform, which will
forward the alarm, as MCD, to the Controllers. Next, the Controllers will trans-
form MCD into MCI and forward it to the OCarePlatform, which is responsible
for analyzing the data and deciding if it truly was a fall. This can be achieved
by combining all the sensor and context information that is constantly gathering
within the OCarePlatform.
As discussed earlier, the OCarePlatform consists of a large number of atomic
services, each offering one, particular functionality. These atomic services can
then be combined into complex workflows, such that the OCarePlatform can ide-
ally support the caregivers and care receivers. Every care receiver has another
subset of sensors installed is in the home tuned to his or her particular needs and
fall risk. As such, each care receiver is subscribed to a different set of services. The
service subscriptions and combination into workflows can also differ, based on the
particular needs of this person and his support network. Consequently, the partic-
ular implementation of a service and combination into workflows is personalized
for every elderly.
To derive which services are of importance to which types of residents and how
these should be combined, a user-driven, interdisciplinary approach was adopted [34].
Workshops are organized in a realistic mock-up of a homecare setting and targeted
8http://www.verhaert.com/
TOWARDS A FALL DETECTION AND RISK ASSESSMENT PLATFORM 203
(a) Fall detector start screen (b) View of the application when
a fall was detected
(c) Overview of the possible
settings of the application
Figure 7.7: Screenshots of the smartphone application, used for detecting falls of an
elderly
end-users, e.g., elderly, (in)formal caregivers and representatives from healthcare
organizations, are asked to role-play and discuss fall (risk) scenarios. These sce-
narios are supported by the OCarePlatform. When different scenarios are played
with different resident profiles, different services and workflows are triggered,
leading to different results and outcomes, e.g., a nurse might be notified in one
scenario, while no notification is sent in another. This triggers feedback and dis-
cussion from the stakeholders whether this functionality is desirable. These work-
shops are supported by both social scientists and software developers.
To make it clear to the workshop participants, researchers and end-users why
the OCarePlatform made particular decisions in certain situations, a visualizer
tool was conceived that graphically illustrates the reasoning process. It visualizes
which services are triggered by different scenarios, how are they combined, which
data is exchanged between them and which processing is performed by each MCI
Service. This visualizer tool, together with the portable sensor testbed, enables
the interdisciplinary team to demonstrate how the reasoning process of the OCare-
Platform differs between different scenarios and helps to foster discussion and
feedback on particular MCI Services instead of on the OCarePlatform as a whole.
One of the main components of the visualizer is shown in Figure 7.8. The
bars indicate how many MCI packets are residing within each component of the
OCarePlatform. New components are automatically added to the user interface,
when they are used in the OCarePlatform. This gives a high-level overview of the
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Figure 7.8: Example of the OCarePlatform visualizer. This figure shows the different
component of the visualizer tool of the OCarePlatform. The visualizer tool graphically
illustrates the reasoning process performed by the OCarePlatform, i.e., which MCI
Services are triggered, which processing they each perform, how they are exchanged and
which data is exchanged. At the top, the main component of the tool is shown. The
different components/services of the OCarePlatform are visualized and the pink bars
indicate how many MCI packets are currently residing within each of them. On the bottom
left, a specific MCI packet residing within the Stairs Monitoring MCI Service is visualized.
The bottom right, visualizes the processing, i.e., the SPARQL query, performed by this
service and how the visualized MCI packet has flown through the different
components/services of the OCarePlatform.
behaviour of MCI and MCK in the platform. It is possible to click on each bar
and get a list of all the MCI and MCK, residing in one specific component. A
specific MCI Services can then be selected to get a detailed overview of a specific
MCI packet in a specific component. Figure 7.8 also shows the information of
an MCI packet and visualises if reasoning is performed within the component. A
detailed overview of the executed SPARQL queries is also shown. By looking at
this visualization, workshop participants can thus get an idea of how data flows
through the different components of the OCarePlatform and which reasoning, i.e.,
processing, is performed on the data in each component.
7.9 Conclusion
A social- and context-aware multi-sensor platform was presented, which integrates
information gathered by a plethora of fall detection systems and sensors at the
home of the elderly, by using an ontology. This integrated contextual information
allows to automatically and continuously assess the fall risk of the elderly, to more
accurately detect falls and identify false alarms and to automatically notify the
appropriate caregiver, e.g., based on location or current task.
It is important to note that presented platform does not need to be equipped
with all the possible fall detection systems and available sensors to result in a
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reliable fall risk assessment and detection set-up. Depending on the needs and
preferences of the elderly, the most appropriate devices should be selected that
complement each other and lead to a reliable set-up for continuous monitoring. In
order to prove the viability of our proposed architecture and to evaluate the feasi-
bility of injecting multi-sensor data into a reasoning system, the different compo-
nents of the architecture have been implemented, integrated and tested in a Proof
of Concept. Future work will focus on how the platform and the profile and con-
text information it gathers can be leveraged to give a suggestion of which systems
and sensors should be integrated in the house of a particular elderly.
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“Science never solves a problem without creating ten more.”
– George Bernard Shaw (1856 – 1950)
8.1 Final conclusions
New healthcare challenges are rising to the foreground due to the current shift from
acute illness to chronic disease and the ageing society. One possibility to decrease
the pressure on healthcare systems, hospitals and institutional care facilities is to
facilitate and support independent living at home for these individuals. To realize
this, different care organizations, formal caregivers, family and friends are called
in assistance to support the residents. However, different problems arise when
bringing together different caregivers from different organizations. On the one
hand, the communication between all these parties is difficult and often inefficient.
On the other hand, knowledge transfer is complex and the needs of each resident
are different. Informal caregivers are often burdened by the care they provide to
the resident as it has a large impact on their personal lives. Moreover, to assist
the resident in the most optimal way, caregivers should have an overall picture of
the resident. Other challenges also surface when facilitating independent living,
one of the main problems is the risk of falling in the home. This risk increases
with age. Information technology and pervasive healthcare technologies can tackle
these problems. However, to create a software solution, which is accepted by the
end users, i.e., the residents and the caregivers, and the relevant stakeholders, there
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is a need for a design approach, which involves these people, ensuring the uptake
of the software solution.
To address these issues, this dissertation explored the design and development
of a context-aware, semantic, data-driven platform, together with accompanying
services and algorithms, which allow to efficiently plug-in specific functionality
into the platform. This way, individuals living independently at home, together
with their (in)formal caregivers, are supported in their daily tasks and needs. As
such, this PhD dissertation contributes to the research fields of health informat-
ics, knowledge management and discovery of knowledge. The following sections
highlight how the different research challenges discussed in Section 1.2 of Chap-
ter 1 were tackled to reach this goal.
8.1.1 Research challenge 1: Investigating how a healthcare plat-
form, offering information and knowledge-based services,
can be designed and deployed
To tackle this first research challenge, a context-aware, semantic, data-driven back-
end platform, referred to as the OCarePlatform, was developed.This platform was
detailed in Chapter 2 and 3. This platform is part of the OCareCloudS (OCCS)
system. This system facilitates the organization of care by offering intelligent ser-
vices. This way, optimized and individualized care at home is offered and collab-
oration and communication between informal and formal caregivers is promoted.
To create the OCarePlatform and the OCareCloudS system, an interdisciplinary
design and development methodology was chosen. The approach actively involves
user researchers, (ontology) engineers, techno-economic researchers and domain
stakeholders, i.e. residents, informal caregivers and professionals working in the
healthcare industry. This way, it is possible to fully understand the needs and
requirements and define the benefits and added value for the residents and their
caregivers. Personas and scenarios were also created to outline the behavior of the
system and the components. Using several iterations, these personas and scenar-
ios were adjusted in order to resemble reality and the envisioned behavior of the
system of the system as much as possible.
The OCarePlatform is designed as a Service-Oriented Architecture (SOA).
Such architectures are able to cope with service modularity, the growing amount of
data and ensures that services are loosely coupled. The OCarePlatform receives all
the information generated by the different components of the OCareCloudS system
and is able to process this heterogeneous multitude of data. During a preprocess-
ing phase, the data is transformed into ontological individuals. The processing is
done by the Semantic Communication Bus (SCB), which knows which services
are interested in a specific type of data. These services use the data to reason upon
and derive knowledge. This knowledge is then communicated to the caregivers.
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The OCarePlatform supports residents, living independently at home, in com-
municating with their (in)formal caregivers. The home of the resident is equipped
with sensors and devices, which can be used to automatically monitor the resident
and notify the most appropriate caregiver in case an abnormality or emergency
occurs. Moreover, when a caregiver enters the home, he/she can register his/her
presence in the home by using a personal RFID card. This way, tasks can be as-
signed to the caregiver, based on the profile and context information. Moreover,
trust relationships between the caregiver and resident are taken into account when
assigning tasks to caregivers or when someone needs to be contacted.
The evaluation of the OCarePlatform showed that it is able to cope with a
growing amount of caregivers and residents in the ontology. The OCarePlatform,
using an ontology of 120 residents and 10 formal caregiver, takes 3.7 seconds to
complete the whole scenario when a pressure sensor is triggered after the resident
should already be out of bed. This lies within the acceptable time boundaries.
However, it is clear that the amount of allocated memory has an influence on the
execution times of the OCarePlatform. While using 4 GB RAM resulted in an
execution time of over 10 seconds, the allocation of 12 GB RAM makes the sce-
nario over 2 times faster, performing in under 4 seconds. Therefore, it is important
that enough memory is allocated to the OCarePlatform, as ontologies are memory-
based and consume a considerable amount of memory.
8.1.2 Research challenge 2: Researching how external data
sources can be integrated in the OCarePlatform and iden-
tifying which issues still exist when using such a data
source in practice
To enable caregivers to have an overall picture of the resident, data should be
extracted from external data sources. The interaction with data sources, containing
health, care and welfare information, makes it possible to support the resident even
better. To research the possibilities and feasibility of interacting with external data
sources and fusing this data with data residing in the OCarePlatform, the Vitalink
platform was used, as discussed in Chapter 4. The Vitalink platform, an initiative
of the Flemish Government, facilitates data sharing among actors in primary care.
By making this data accessible for these actors, the efficiency of care will increase.
The sharing of such data entails strict security measures, which guarantee the
privacy of the owner of the data. These measures become even more important
when data is exchanged with cloud-based solutions, such as the OCarePlatform.
During the OCareCloudS project, the consortium set up several meetings with the
member of the Vitalink initiative. To that moment, the Vitalink platform was not
opened up for cloud solutions or software solutions processing data on an external
server and not on the specific device, responsible for the visualization of the data.
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These discussions made it possible to interact with Vitalink from such software
solutions.
The Medication Scheme of Vitalink was integrated in the OCarePlatform by
the design and development of the Medication Reminder Service. This service
gives the resident and the (in)formal caregivers an overview of the medication
the resident should take and at which moment. The Medication Reminder MCI
Service improves medication compliance by sending reminders to the resident and
if needed to the caregivers. The interaction with the Medication Scheme in Vitalink
confirms it is possible to interact with external data sources.
During the realization of the Medication Reminder MCI Service, several lessons
were learned and concernces and remaining questions were identified, namely
(i) the authentication of formal caregivers, working for a care organization, can
be further improved, (ii) the access to the Vitalink platform is limited to formal
caregivers, (iii) how will the implementation details of a cloud-based solution be
evaluated in order to guarantee the privacy of the end user?, (iv) can the Vitalink
platform support the use of triggers or notifications to flag updates to improve the
interaction with external end user applications?, and (v) is there a solution for the
expiration of a session, leading to the need of establishing a new session, which
may be user unfriendly? During this research, it was found that there is a need
for firm regulations and stipulations regarding safety and security measures when
interacting with external data sources.
8.1.3 Research challenge 3: Designing a tool to use during the
iterative development process of the platform to facilitate
interdisciplinary cooperation
To facilitate the interdisciplinary development, a visualization engine, able to vi-
sualize complex healthcare services, is presented in Chapter 5. This visualization
engine can be applied during the design and the development of the OCarePlat-
form. An interdisciplinary approach increases the chances of the software solution
regarding its acceptance and usefulness.
To visualize the OCarePlatform, or other complex healthcare services, the vi-
sualization engine uses multi-graphs, because of their interpretability and com-
prehensibility. The properties of the graph will be used to communicate about
the services and the flows between them. The color and size of the nodes, i.e.,
services, are changed based on their functioning, for example the duration of the
execution time of an MCI Service or the amount of data flowing between two
different MCI Services. The visualization is updated automatically and dynami-
cally as new metadata is fed to the engine. This way, non-technical stakeholders
can efficiently explore and interact with the visualization tool and they are able to
see what happens in the OCarePlatform. A study of different visualization frame-
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works able to visualize multigraphs was executed and the GraphSteam framework
was chosen to be extended. The architecture of the engine focuses on performance
and modifiability to enable the timely processing of the metadata and making sure
new functionality can easily be integrated into the engine.
In order to get insights in the usability of the engine, the smoothness of the
visualization was evaluated. This was done by measuring the frame rate of the
engine when visualizing 100 services and 200 flows. Upon the initialization of the
engine, the frame rate dropped significantly below the acceptable boundary, but
after this initiation, the engine recovered and the frame rate remained above 30
frames per second. Ensuring a frame rate above 30 is important for a good user
experience. After experimenting with an increasing number of flows, the engine
revealed some shortcomings. Optimizations of the JavaFX application thread and
the use of the Line shape in JavaFX increased the frame rate significantly.
To evaluate the performance of the engine, the throughput and execution time
of the engine was measured. The throughput analysis indicated that the engine is
able to process up to 50,000 packets per minute without any problems. Finally, the
execution times of the different components of the engine were measured to get a
deeper understanding of the performance. The execution times to process 5,000
services ranges between 20 seconds and 140 seconds. When a component needs
more time to visualize a service or flow, this does not mean that this is a bottleneck
for the engine. The services are still visualized as soon as possible, just not directly
in their most optimal appearance.
8.1.4 Research challenge 4: Investigating how data from single
fall detection systems can be fused in combination with
context information to come to more accurate fall detec-
tion and how this plethora of data can be processed in a
timely manner
To tackle the fourth research challenge, the FallRisk system was built using the
components of the OCareCloudS system and extending the OCarePlatform, as dis-
cussed in Chapter 6 and Chapter 7.
In order to come to more accurate fall detection, the house of the elderly is
equipped with various sensors and fall detection systems. The sensors and sys-
tems send their results to the OCarePlatform, through the different components in
the system. Within the OCarePlatform, these results are processed by the Semantic
Communication Bus and forwarded to the Fall Detection Service. The Fall Detec-
tion Service collects all information and uses SPARQL queries to fuse the data to
come to one, more accurate conclusion.
When the OCarePlatform detects a fall, the event handling process is set in
motion. This algorithm, based on current guidelines and designed by EDM, takes
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context information from the caregivers into account to select the most appropriate
caregiver to respond to the emergency call, which is triggered by the OCarePlat-
form. To evaluate this process, domain experts working in the field, i.e., formal
caregivers and desktop operators in the call center, and stakeholders, i.e., residents
and informal caregivers, validated this process. To realize this, a decision tree
workshop was organized. The results indicated that the availability of the care-
givers is a crucial factor, together with the estimated time to get to the elderly and
the location of the fall incident, e.g. in or outside the home, to determine if key
access is needed.
The realization of the FallRisk system, using the OCarePlatform as an intelli-
gent back-end system, proved the applicability and extensibility of the platform.
8.1.5 Summary
In summary, in this PhD dissertation, a context-aware, semantic, data-driven back-
end system, referred to as the OCarePlatform, is presented. The OCarePlatform
enables a elongated stay at home for elderly people and people with chronic dis-
ease, by offering optimized and individualized care at home and facilitating an in-
creased collaboration between informal and formal caregivers. Fusing information
from external data sources enables the OCarePlatform to get the overall picture of
the resident. By installing sensors and fall detection systems in the home of the
resident and processing this data in the OCarePlatform, one of the greatest risk
of elderly living independent at home is countered. By using a visualization tool,
the interdisciplinary team is supported to create solutions and services, which will
improve the quality of live of elderly and individuals with chronic diseases living
independently at home.
8.2 Future perspectives
This dissertation offers several contribution to the scientific research related to
health informatics, knowledge management and discovery of knowledge. How-
ever, several interesting challenges remain to be solved.
8.2.1 Extending the OCarePlatform to support institutional care
Currently, the OCarePlatform is designed as a cloud solution, focusing on home
care and supporting care organizations providing care for individuals living inde-
pendent at home. This approach makes it easy to utilize the necessary resources to
deploy a performant version of the OCarePlatform. The platform uses ontologies
as a technology to derive knowledge from the data, which requires a considerable
amount of memory. Using limited memory will decrease the performance of the
platform resulting in slower execution times.
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In the future, the use of the OCarePlatform in institutional settings will be ex-
plored. These settings, such as nursing homes for elderly, will not always have
access to the cloud as some of these institutions are bound to certain agreements
and need to deploy their servers locally. Therefore, the deployment of the OCare-
Platform on lower-end servers and devices will be explored, enabling the use of
the OCarePlatform in every setting.
Nowadays, new technologies are often set in place to support activities in in-
stitutional care. For example, the humanoid Zora is used to assist in entertaining
the elderly and during the daily therapeutical sessions. However, such humanoid
robots have much more potential than just being used for entertainment. One of
the areas where Zora could be deployed, is to offering support to people with
dementia. Currently in Belgium, 43 % of elderly with dementia are staying in in-
stitutional care, this number increases to 76 % for those with advanced dementia.
These people exhibit behavioral disturbances, e.g., mood disorders, sleep disor-
ders, psychotic symptoms and agitation. Behavioral disturbances do not only im-
pose an enormous emotional toll on the elderly, but also burdens the family and
the formal caregivers. These behavioral disturbances can not only be countered
by pharmacological interventions, but these disturbances can also be prevented
by non-pharmacological actions, such as playing a familiar song or talking about
specific memories.
The OCarePlatform can be used to analyze data from the elderly and their
(in)formal caregivers and detect when a behavioral disturbance is about to happen
or is happening. Based on the context and profile information, the OCarePlat-
form can instruct the humanoid Zora to act upon this event and suggest a non-
pharmacological action tailored to the needs of the elderly to ease the disturbance.
By gathering the reactions of the elderly and the evaluation of the formal care-
givers, the OCarePlatform would be able to learn whether the suggested interven-
tion has the desired effect and tweak the intervention when another behavioral
disturbance occurs. This topic will be further investigated in a recently started
research project. The results will be reported upon in future publications.
8.2.2 Privacy, security and trust
As discussed in Chapter 2, trust relationships are established between the resident
and the (in)formal caregivers in order to only share information with people who
have proper rights. Caregivers also need to register themselves in the home of the
resident, using a personal RFID card. Chapter 4 discusses the secure sharing of
data between the external data source Vitalink and the OCarePlatform. As already
indicated in these chapters, the privacy of the residents, but also of the (in)formal
caregivers is very important in a setting where confidential data concerning the
resident is communicated over the network.
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However, there is a need for a complete security analysis of all the components
within the OCareCloudS/FallRisk system in order to be able to roll out the system.
For example, how secure should smart devices, sensors and fall detection systems
send their data to the local gateway in the home? Should every device use the same
security measures or does this differ based on the type of data sent by the device?
The OCarePlatform is a modular platform, facilitating the easy extension of
the platform by adding services. The Semantic Communication Bus (SCB) is the
central component in the platform, responsible for redirecting data, based on the
interests of the MCI Services. One way to add an extra privacy layer to prevent that
external developed MCI Services request data they have no access to, is by adding
dynamic filter rules to the SCB. These rules will determine whether a service is
allowed to receive specific data. Thus, MCI Services can indicate their interest in
specific data, but the SCB will determine whether this is not breaching the dynamic
privacy filter rules.
Finally, guidelines and policies, concerning privacy, security and trust, should
be devised which can be communicated to the developers of new components of
the OCarePlatform. Using these documents, these components can be evaluated
on the security and privacy measures they take.
8.2.3 Improving the visualization and extending the function-
ality of the visualization engine
The visualization engine is currently capable of tracking and distinguishing flows
and presenting the content of the data sent through the OCarePlatform, based on
the metadata. The dynamic visualization of the engine can still be enhanced by
indicating how data flows through the OCarePlatform. Currently, the visualization
engine does not visualize flow direction. The system expects the end user to derive
this from the context. It would be beneficial to give the user an indication of the
flow direction, however when visualizing directions this could result in an even
more computationally intensive operation. It will be important to realize this in
a performant manner. Also, the flow content visualization could be improved, as
this currently is visualized in plain text.
The visualization engine is designed to show the current state of the flow net-
work of the OCarePlatform. Service information is thus lost when it changes.
Flows are displayed from the moment they are received, but may be removed or
hidden at a later point. It can be valuable to maintain a complete overview of the
flow network at any time. By doing so, the user can navigate back in time and view
the state of the flow network at any given time. For example, if something went
wrong at 3:00 AM, the user can view the state of the flow network at that time
and the state just before it, to determine what went wrong. A historical overview
can also help in identifying patterns and trends. For example, service A is always a
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bottleneck between 5:00 PM and 7:00 PM. Of course, it is inefficient to make a full
snapshot of the flow network every time a change happens. The most important
challenge for this research direction is thus the versioning of changes and the de-
velopment of mechanisms to easily and quickly switch between states at different
times.
Currently, metadata is used to feed the visualization engine. To this end, the
OCarePlatform has to produce this data and send it to the engine using a REST
interface. An interesting research direction is to find mechanisms, which auto-
matically discover new services and flows. Service discovery can be based on
the concept of a service registry. For example, if all services are Web Services,
a mechanism based on Universal Description Discovery and Integration (UDDI)
can be used. However, the data exchanged between two services also has to be
captured and sent to the platform, in order to visualize the flows. Future work can
be done to automize this process in a non-intrusive way.
8.2.4 Bottleneck detection and optimization suggestions for the
OCarePlatform
Manually detecting problems in a Service-Oriented Architecture (SOA), such as
the OCarePlatform, can be difficult. There may be a lot of services to inspect
or workflows may influence each other in subtle and transparent ways. Flows
may also indirectly influence each other. To help the interdisciplinary team to
detect problems, the visualization engine can be extended to identify bottlenecks
automatically and present them to the team. A bottleneck is a component in the
SOA that limits the performance of the entire SOA. Both services and flows can
be bottlenecks.
The metadata produced by the services of the OCarePlatform can be analyzed
to detect bottlenecks and suggest optimizations. Three mechanisms can be set in
place to realize bottleneck detection: (i) a general mechanism to define several
metrics able to measure the performance of an element, such as the processing
time of a service, (ii) a mechanism to detect cycles in flows, based on the graph
presentation of the OCarePlatform, and (iii) a mechanism, which enables a mem-
ber of the team to inspect the flow the data follows through the platform, as the
actual flow of the data may differ from the expected flow.
Next to bottleneck detection, suggestions to optimize the flow network can be
realized as well. For example, the engine could notify the team to duplicate a ser-
vice whenever it takes a long time to process data. Similarly, it should suggest to
reduce the number of duplicated services if they are taking little time to process a
flow. To realize this, it should be able for the team to identify stateless services, as
these services are the only services, which can be duplicated without extra mea-
sures. An upper and lower threshold for the performance should be set. Whenever
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either one of the thresholds is exceeded, the engine could predict how many times
the service should be duplicated, or combined in order for the processing time
to lie between the thresholds again. This can be done by using Amdahl’s law to
determine the possible speed-up of the services.
8.2.5 Leveraging information to give a suggestion of which sen-
sors and fall detection systems should be deployed in the
home of the elderly
The modular and data-driven design of the OCarePlatform facilitates the process-
ing of various and heterogeneous sensors and fall detection systems. However, not
all possible sensors or fall detection systems should be installed in the home of the
elderly in order to create a more accurate fall detection system. A subset of sensors
and systems can be selected upon installation. However, currently it is difficult to
know upfront which fall detection systems and sensors may have an added value.
This varies from elderly to elderly and from house to house, as each house has a
different outline and each individual has specific issues.
One way to tackle this problem is to install a complete set of sensors and fall
detection systems for a limited period of time. Based on the collected data and by
adding a learning service to the OCarePlatform, the service could determine which
sensors and at which location are beneficial in the reasoning process of the Fall
Detection MCI Service. Another option is to analyze the profile information of the
elderly together with the context information and process this information in order
to learn which systems and sensors should be integrated in the house of a particular
elderly. By installing the most appropriate sensors and systems the elderly will be
monitored more efficiently and the informal caregiver will have piece of mind,
knowing they will be informed whenever something happens. Moreover, this will
lead to a lower cost as the home is only equipped with the useful sensors.
8.2.6 Stream reasoning
Some sensors deployed in the home of resident can produce huge streams of infor-
mation, that need to be processed in a timely manner. Processing such streams with
semantic techniques is challenging as these techniques perform poorly in terms of
scalability and performance. This challenge has led to a new research area, namely
linked stream reasoning, i.e., logical reasoning in real time on multiple, heteroge-
neous, gigantic and inevitably noisy data streams in order to support the decision
processes.
The semantic modeling of data streams involves several difficulties, namely (i)
streams are often observed through windows, resembling a specific span in time.
However, this information can be incomplete or over-constrained, (ii) streams can
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only be inspected while they flow, if data is not immediatelely captured and sum-
marized, this may lead to data loss, and (iii) the data from streams needs to be
merged with more static data, e.g., context information, to lead to valuable infor-
mation.
To enable stream reasoning in the OCarePlatform, existing techniques, such
as the LarKC platform with its core functionality able to query streams, will be
researched and investigated to see how such solutions can be integrated within the
OCarePlatform.
8.3 Closing words
I hope that this dissertation will contribute to an improved home care system,
where prolonged independent living is made possible through the deployment of
new pervasive technologies, such as the OCarePlatform. As discussed in the previ-
ous sections, new challenges are already placed in the forefront. These challenges
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In this appendix, an extension to the Representational State Transfer (REST)
architecture is discussed, enabling the secure transfer of data. Using this ap-
proach, the communication between the components of the OCareCloudS system,
discussed in Chapter 2, and the FallRisk system, as explained in Chapter 6 and
Chapter 7, can occur in a secure manner. This is important because of the con-
fidential health and care data, which is communicated between the different com-
ponents of the system.
? ? ?
Abstract
Security is not taken into account by default in the Representational State Transfer
(REST) architecture, but its layered architecture provides many opportunities for
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implementing it. In this paper, a security mechanism for Web Service commu-
nication through mobile clients devices is proposed, that conforms to the REST
architecture as much as possible. This approach has been inspired by some known
security mechanisms, but implemented in such a way that it focusses on stateless-
ness and aims to be lightweight. Results indicate that the custom security mech-
anism outperforms the Transport Layered Security (TLS) based system. Because
of the genericness of REST, the proposed security mechanism can be adopted by
a wide variety of other RESTful Web Services.
A.1 Introduction
Representational State Transfer (REST) [1] is an architectural pattern, specifically
tailored to building applications and Web Services that are distributed over the pub-
lic Internet. Resources within the REST architecture can be manipulated through
a set of unique Uniform Resource Identifiers (URIs). By simply sending universal
Hypertext Transfer Protocol (HTTP) methods to these URIs, certain actions on the
resources they represent can be performed. HTTP status codes are then used to
send feedback to the client. These actions are already provided by HTTP, acceler-
ating the adoption of REST [2]. The use of these URIs to transfer important data
may result in privacy breaches as data is not anonymized.
As Web Services conforming to the REST constraints are based on HTTP, they
suffer from the same inconveniences as many other standard web applications. The
following malicious activities need to be taken into account when designing a good
security mechanism:
• Unvalidated input: if no validation mechanism is required to check input
data, adversaries can attack the backend server by making use of SQL in-
jection. SQL commands are thus injected from e.g. a web form into the
database of an application to access database content.
• Immature protocols or mechanisms: weaknesses in the used protocols or
mechanisms can be exploited to attack both client and server. When mak-
ing use of older protocols or outdated security mechanisms, attackers can
relatively easily gain access to client or user content.
• Man-in-the-Middle (MITM) attack: an attacker makes independent connec-
tions with the victims and relays messages between them, making users
believe that they are talking directly to each other, when in fact the entire
conversation is controlled by the attacker.
• Replay attack: a valid data transmission is maliciously repeated. This attack
is carried out either by the originator of the transmission or by an adversary
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who intercepts the data and retransmits it. When replaying the username
and password, attackers can steal the identity of users.
• Spoofing: an attack, where a person or program successfully masquerades
as another by falsifying data. Systems where the source of the data does not
have to be authorized suffer from these attacks, making it possible to deliver
falsified data to users.
• Message altering: an adversary changes the contents of a message that is
being transmitted between client and server, without being noticed.
• Cross-Site Scripting (XSS) & Cross-Site Request Forgery (CSRF): both
make use of a web application to transport an attack to the browser of the
end user. This makes it possible to steal the authentication token or spoof
content to the user.
RESTful Web Services are stateless. This means that every request is only
dependent on itself, one simply has to examine the request to gather all the details
concerning it. Stateless also means that the service is more reliable, because there
are less steps where something can go wrong. In distributed services, the lack of
state means that there is no overhead to keep the different servers consistent. A
downside, however, is that data tends to be sent in a rather repetitive way, because
no history is saved, possibly resulting in a larger overhead than typical stateful
alternatives. The notion of state in larger applications is often very present, making
communication in a stateless way a non-trivial task. Although there are some well-
built RESTful Web Services, such as the Amazon Web Services (AWS) [3], still
many REST Web Services fail to conform to the REST architecture guidelines.
Many of these misuses have to do with the difficulty of implementing a good URI
structure, or the indistinctness of mapping Web Service methods on the general
HTTP methods.
REST is often treated as an alternative to Simple Object Access Proto-
col (SOAP), although both cannot be directly compared. REST is an architecture
for building (web) applications, whereas SOAP is a protocol for exchanging struc-
tured information between services and applications. SOAP is commonly used in
today’s Web Services, and uses Web Services Security (WSS) [4] to cope with
the aspect of security. SOAP allows the invocation of Remote Procedure Calls
(RPCs) through HTTP ports, which prevents firewall configuration to moderate
Web Services. Since it is no longer possible at the Transmission Control Protocol
(TCP) level to distinguish the application, one has to analyze the packets at the
HTTP level to comprehend their purpose. Many developers consider this a major
flaw that compromises network security [5]. The Extensible Markup Language
(XML) envelope within SOAP, consisting of a header and a body message, has to
be inspected to understand the true intent of the message. In contrast, the intent
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of messages in REST can easily be analyzed by looking at the low weight HTTP
methods used in the request.
This paper introduces a security mechanism, using only a bare minimum of
non-RESTful elements, keeping the lightweight character of mobile clients in
mind, which means preserving battery power, limiting data transfer and message
overhead. The suggested implementation is then compared to a fully TLS-based
solution.
The remainder of this paper is organized as follows. Related work of existing
security mechanisms can be found in Section A.2. Section A.3 will explain the
custom security mechanism, followed by evaluation results in Section A.4. Finally,
conclusions can be found in Section A.5.
A.2 Related work
In Table A.1, a comparison is made between known security mechanisms, keeping
in mind their suitability in a RESTful architecture. Nowadays, the capabilities and
restrictions of smartphones need to be taken into account. Security mechanisms
thus need to require low processing power to support the battery lifetime and the
ability to function in varying network circumstances with respect to mobile inter-
action.
As RESTful Web Services are stateless, they do not usually have any kind of
session, in which to perform a challenge-response mechanism. Popular known
mechanisms such as Open Authorization (OAuth) [6] and OpenID [7] therefore
violate the strict principles of a RESTful architecture, simply because they are not
stateless. On the one hand, OAuth is an open standard for authorization that relies
on sessions, in which client information must be stored at the server-side in order
to authorize them. On the other hand, OpenID is an open standard for brokered
authentication, which is able to authenticate a user by means of URI, but relies
on the fact that this user needs to remember this URI. This is not stateless, and
therefore not RESTful compatible. Storing these URIs might also lead to privacy
breaches if logs are not protected and anonymized [8].
Transport Layer Security/Secure Sockets Layer (TLS/SSL) provides secure
peer-to-peer authentication, but this mechanism is inadequate when requests for
authentication are based on delegation, allowing sites to authenticate on behalf of
their users [9]. HTTP Secure (HTTPS) is widely used for confidentiality, but it
only provides hop-to-hop security [8]. An advantage is that clients can store the
server certificate to avoid MITM attacks. It is also very easy to set up as it is a
highly standardized mechanism. The downside of TLS/SSL is the high level of
overhead used and the fact that it is very CPU intensive, because the connection
link has to be created at every request, due to the stateless REST principle, which
in turn heavily reduces scalability. However, most systems do make use of at least
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one connection with TLS, mostly during the login phase of the security mecha-
nism. Datagram TLS (DTLS) [12] provides communication privacy for datagram
protocols and can also be used to secure RESTful Web Services, if the overhead of
the DTLS handshake is reduced [13]. However, by reducing the overhead, some
RESTful principles are harmed, such as the usage of sessions.
A good solution, obeying the RESTful principles, is a token-based approach [3,
9, 10]. This approach lets the service generate a token on the first request, when
users enter their username and password. The token is then sent to the client, who
will add it to every further request to access a certain REST resource. This token
should not be bound to any data, as it is merely a substitution for a username and
password [10]. Once a token has been obtained the user can offer this token to the
remote site, which guarantees them access to a specific REST resource for a certain
amount of time. When the token is obtained by a malicious client, it can take over
communication with the RESTful Web Service. Amazon Web Services (AWS) [3]
also uses a token-based approach. AWS is seen by many as a well-built, well-
secured RESTful application [8]. Their approach requires the client to add authen-
tication data to each request. This data is based on a shared key, which is used
to construct a hash-based message authentication code (HMAC). The data is sent
to the server with a personal signature. This signature is then checked by AWS,
who keeps a database mapping keys to IDs. The main advantage of this approach
is that there are no user credentials sent by the client. It is also very lightweight
since HMACs can be processed very fast. However, the disadvantage is that there
is no proof that one possesses the secret key [5]. AWS avoids replay attacks by
also adding timestamps to this mechanism [8]. Malisetti et al. proposed another
custom token-based approach to cope with the security in REST [9].
The fundamental challenge with existing security models is that they offer IP-
to-IP security solutions and not Application-to-Application ones. Therefore, there
is a huge need to extend the existing HTTP security models to cope with RESTful
Web Services [5].
Serme et al. presented a security model based on confidentiality and digital
signatures to protect RESTful messages [2]. These messages carry tokens with
them for non-repudiation and provide data confidentially by encrypting its con-
tent. They propose a set of HTTP-headers to transmit meta-data, unlike WSS,
which modifies messages to add its own container. They also make use of digital
signatures to demonstrate the authenticity of messages, based on a ‘digest then
encrypt’ process. Encryption is added to prevent attackers from being able to read
the content of messages whilst staying unnoticed.
Peng et al. proposed an extended HTTP Digest Authentication Scheme (DAS)
algorithm based on WSS [11]. This approach adds a secondary password to the
original DAS algorithm. It can also resist to offline password guessing attacks as
opposed to DAS, whilst having the same speed. Replay attacks can be avoided by
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adding a random nonce to every request.
The work by Story et al. is based on the use of Friend of a Friend (FOAF) and
Secure Socket Layer (SSL) [14]. With this combination they make it possible for
a server to authenticate a client given a simple URI. This URI can then be used
directly for authorization or to explore more information in the web making use
of linked data. FOAF is a Resource Description Framework (RDF) vocabulary,
allowing each person to describe himself and his network of friends by linking
oneself to acquaintances. Compared with Public Key Infrastructure (PKI), which
also makes use of certificates, their approach removes the need for hierarchical
authorities to assert identity. This makes it much more flexible and hence very
suited in a distributed environment.
A.3 Proposed security mechanism
In most existing mechanisms, a lot of the security elements used are stateful, and
thus not conform to the RESTful principles. In the presented system, only the most
essential non-RESTful elements are added. Whenever a non-RESTful element is
added, a motivation is given concerning the reason why. The constructed system
makes use of different cryptographic functions.
A.3.1 Security requirements
In many applications, four different types of client authentication for REST re-
source access can be distinguished: i) public, ii) proof of previous login is required,
iii) direct login details are necessary and iv) an offline challenge-response system
is recommended.
Since the emphasis in this paper is on a lightweight solution for mobile clients,
where using battery power and data transfer is kept to a bare minimum, a distinc-
tion has to be made concerning the need for message confidentiality. Not every
message should be encrypted, e.g., public GET requests can be sent over in plain
text. However, more critical messages can require an encrypted connection to
thwart packet sniffing. It can be important that a message is not-modifiable, e.g.,
an adversary should not be able to change the date of a newly created entry by alter-
ing the POST message contents. Moreover, it can be important to avoid replayed
messages. For example, a replayed delete request should be noticed. However, not
every message should be protected against replay attacks, as for example, a regular
GET request does not alter a REST resource.
A.3.2 Login mechanism
The login mechanism used in the designed system is shown in Figure A.1. Users
authorize themselves by the combination of a username (un) and a password (pw).
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Figure A.1: User login
The back-end server will store this un and a hashed version of the pw combined
with a salt: H(H(pw)+salt). By only sending and storing a hashed version
of the pw, the server can never leak the passwords of users, even in case of a
hack. Adding a salt prevents an adversary (in case of a cracked database) from
performing an offline brute force or dictionary attack on different passwords si-
multaneously.
This approach also greatly decreases the effectiveness of rainbow tables to
reverse hashes. The server should thus store at least the following data: un,
H(H(pw)+salt), salt. Although storing user-bound data is not conform to
the REST principles, it is essential for a strong security system.
The server authorizes the user by using a digital certificate. When downloading
the application, the certificate is downloaded as well. This certificate is signed by a
certificate authority (CA), ensuring its correctness. It can be checked by verifying
the certificate chain up to the root CA. When the client connects to the server,
he/she will provide his/her un and pw. This combination cannot be sent in plain
text for security reasons and the server has to be trusted first. That is why during
the login phase, a TLS connection will be used. The client sends un/H(pw), this
way his/her password never leaves the client system in plain text. By using a TLS
connection, replay and offline guessing attacks can be avoided.
Upon receiving the combination of (un, H(pw)), the server will calculate
H(H(pw)+salt) and compare it to the value stored in the database. After this,
the server will calculate an authentication token AT and a symmetric key SK. It
also binds an expiry date expDate to this token. The AT can be seen as RESTful,
it is simply a surrogate for a un and pw. The SK and the expDate however are
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not. Either way, the SK is essential for providing data integrity and the expDate
is needed to close the session when a user forgets to logout or his/her AT/SK
gets stolen. Now, the database holds the following data: un, H(H(pw)+salt),
salt, SK, AT, expDate. When the expDate is reached, the AT/SK is de-
stroyed. This prevents other people to keep using this AT/SK combination when
using a public device where a previous user forgot to logout. After this the AT/SK
is sent to the client over the TLS connection, after which the connection is shut
down.
A.3.3 REST resource access
The user-resource interaction mechanism used in the system is shown in Figure
A.2. When a client wishes to access a REST resource, he will add a timestamp
TS and his AT to his request. The total message will be signed by a HMAC using
the SK. A Hash-based Message Authentication Code (HMAC) provides message
integrity and authentication. Because the user never has to sent his un again,
this provides an extra layer of security. The AT will be thrown away after a time
expDate, thus it is not as critical as a permanent username. By making use of an
AT, the un and pw do not have to be stored on the (possibly public) client system.
On receiving this message, the server will look up the correct database entry
by using the AT. Then, he will calculate the HMAC using the SK stored. He
will also check if the expDate has not been reached and that the TS of the latest
message is higher than the previous one. Because of the use of a TS, replay attacks
are impossible. It thus ensures message freshness. However, using a user-bound
timestamp is not RESTful. An adversary can never forge a request as he does not
possess the SK to calculate the HMAC. This provides protection to offline guessing
attacks. A request can also never be modified as a hash function is being used.
The server will add a TS to its own response to the client to ensure message
freshness. The server can either encrypt the data by using the SK with symmetric
encryption (or make use of TLS), or simply not encrypt the data at all. Either
way, the server should authenticate its message by signing it with his own private
key (the one used to sign the digital certificate). Alternatively, it can use the same
HMAC as the client to authenticate itself. Upon acquisition of this response the
client will check the TS to the last saved TS. If it is higher, the message passes
the first check. Then the digital signature is checked using the certificate stored
in the application. If this passes the test, the message is considered safe and thus
accepted. Alternatively, instead of timestamps, nonces can be used. However, this
requires extra message overhead as these nonces have to be sent back and forth at
every request/response. Nevertheless, it does eliminate the requirement of clock
synchronization between client and server, which is essential for loose coupling.
When logging out, the user does not send a TS, only the SK is needed. When
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Figure A.2: User-resource interaction
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logged out the same thing happens as if the expDate was reached. The AT/SK
are destroyed at server-side. If a user logs in on a different system, the old AT/SK
combination is also destroyed. This message may be replayed as a logout is only
possible once. If a user forgets to log out, the next user of the (possibly public)
device can only capture the AT/SK. The un/pw are not stored in the application.
This AT/SK are only usable for a limited period of time. However, much damage
can be done in this short period of time. This is why critical functions require the
use of the un/H(pw) of the user.
If data confidentiality is required, it is possible to add symmetric encryption
of the HTTPReq.body (see Figure A.2). This can be done based on the SK be-
tween line 6 and 7 (client-side), then a decryption step needs to be added between
lines 7 and 8 (server-side). The HTTPResp.body would be encrypted between
lines 19 and 20 (server-side) and decrypted between lines 20 and 21 (client-side).
However, encryption is not always needed for some applications as a lot of the
data exchanged is not confidential. The symmetric encryption process on lines 6,
10, 23 and 25 in Figure A.2 is optional and should only be used when data con-
fidentiality is required. It can be switched on and off dynamically based on the
communication context.
Denial-of-Service (DoS) attacks should be countered by making use of Google’s
firewall filter. Spoofing is not possible since the adversary does not have the SK
and does not know the username or the password. The weakest link in our system
is the password of a certain user, it should therefore be long and hard to guess.
Password checking mechanisms could be used to enforce the use of a strong pass-
word. It should be noted that a corrupted end-user system is unprotected. This
cannot be fixed by security mechanisms on the system. For very critical actions,
an offline challenge/response system should be used, much like the system used
for bank transactions.
A.4 Experimental setup and results
To evaluate the proposed security mechanism, it is applied to the login procedure
of a prototype of a location-aware social network. Then, it is compared with a
system that is fully TLS-based. This TLS-based system simply requires a user
to login after which an authentication token is returned, which is added to every
message. After this, every REST resource access is tunneled through a TLS link.
According to Reese, this is a strong way to secure RESTful Web Services [15].
The two mechanisms are compared based on their message and execution over-
head in Figure A.3. The client used for these measurements was a 2.66 GHz Intel
Core 2 Duo with 4 GB RAM laptop. The test application was deployed on Google
App Engine (GAE). For the messaging tests Wireshark has been used to compare








































Figure A.3: Messaging overhead (left) and processing overhead (right).
forms 36.4% better in terms of messaging overhead and 28.6% better in terms of
processing overhead. Also the ratio of the standard deviation to the average value
is lower for the custom-built system (22.6%) compared to the TLS-based system
(27.9%).
The scalability of the proposed mechanism was also investigated. The Vir-
tual Wall at iMinds1 was used in combination with the Spirent Avalanche frame-
work [16] to simulate a large number of users simultaneously. For the acquisi-
tion of this data, the request rate was steadily increased until the desired level and
waited until the response time, averaged over a four second interval, was stabilized.
The actual response time average and standard deviation were calculated over a
40-second interval. Figure A.4 shows a large increase in deviation as the load in-
creases, this is caused by the development server provided by Google, which is not
meant for production use and as such it does not fairly schedule a large amount of
simultaneous requests. The custom system started failing (dropping a high num-
ber of requests) around 100 requests per second. The TLS-based system lasted
until around 140 requests per second. On GAE, this would not happen because of
the automatic scaling provided for both the application and the database. These
results remain relevant because it gives an idea of how both mechanisms compare
under stress in terms of computational overhead. It is obvious the custom-built
system contains less unnecessary overhead data. The system is also faster than the
TLS system, because TLS has to perform a handshake and generate keys for every
request.
1http://www.iminds.be/en/develop-test/ilab-t/virtual-wall
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TLS: avg. and σ
Figure A.4: Scalability: response latency as a function of request rate
A.5 Conclusions
The aspect of security remains a big issue for RESTful Web Services. Many of
the current security mechanisms violate the RESTful principles and are, because
of their stateful nature, not able to cope with the scalability advantages that REST
provides. Basic RESTful security standards, like HTTP authentication, are out-
dated and therefore omit vital security solutions. TLS seems to be a usable stan-
dard, nonetheless, the overhead introduced is simply too large for non-continuous
connections, as with mobile interaction. Therefore, a custom security mechanism
is proposed, using only a bare minimum of non-RESTful elements. Comparing
this implementation with a fully TLS-based solution shows that this method out-
performs the latter, both on the aspect of messaging as processing overhead. Scal-
ability benchmarks have revealed that a large number of simultaneous requests
significantly influence the performance. Because of the genericness of REST, our
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The FallRisk system, discussed in Chapter 6, adding new Meta Care Infor-
mation (MCI) Services to the OCarePlatform, is also developed using an inter-
disciplinary design approach. This appendix presents the first results of the user
interfaces for the desktop operator application, together with the approach taken
to evaluate them. During the user research, specific focus is given on how context
can be taken into account when designing a fall detection system.
? ? ?
Abstract
Falls among elderly are an important concern as they impact the capability to live
independently. Falls do not only have a negative impact on ones physical well-
being, an increased risk of falling also has an important impact on ones psycho-
logical well-being. A context-aware fall handling system can mitigate many of the
problems of falls by facilitating timely and appropriate handling of falls.
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In this paper, we present the results of an early exploration of using context
as part of fall detection and resolution services in Flanders, Belgium. We put
specific emphasis on the role of diverse disciplines during the process and reflect
on their influence on the outcomes. We believe that these reflections could be more
generally applicable for interdisciplinary research projects.
B.1 Introduction
Falls among elderly are a problem, as they can have both physical as psychological
consequences. Elderly can ask for help after a fall by using a Personal Emergency
Response System (PERS). This is small device consisting of a button and a re-
ceiver. Elderly can wear this button around their neck or wrist and press it in case
of an emergency. The receiver will send the signal to a call center and opens a 2-
way speech/listen connection between the person in emergency and a second party,
in our case a qualified care organization. The performance of this system, though
already very useful, is far from perfect and there are several ways to improve upon
it. One way is to integrate automated sensors, e.g. camera-based fall detection [1],
microphone arrays [2] or wearable sensors [3], another way is working on the op-
erating procedures when a fall is detected. This paper focuses on the fall handling
procedure during which patients will be provided with appropriate help through a
call center in the province of Limburg, Belgium. Currently, a desk operator, which
in this case is always a trained, practicing nurse, will be put in contact with the
patient and, in case this is needed, will call contacts (such as family members and
neighbors) in a given order, until one is able to go to the patients home.
One way to save time is to skip the entire call center and immediately inform
all contacts with a picture of the situation and the option to start a live video stream
as proposed by the incubating start-up FamilyEye1. This has the limitation that a
relatively close social network (both in terms of relationship and space) is required.
Furthermore, it is difficult for contacts to judge the situation when they lack in-
depth medical knowledge. The Florence project2 takes another approach by letting
a robot do a first diagnosis and provide information to a call center. They did not
investigate further call handling.
We propose to keep the call center as part of the process and in control of the
fall handling procedure, but we propose to use a mixed initiative approach [4] in
which the interactive computing system, desk operator and (informal) caregivers
cooperate to select the most appropriate contact. This approach exploits certain dy-
namic (context) information about (informal) caregivers, gathered using a smart-
phone, such as location or availability (based on calendar or ringer profile) without
interaction from the user. Given this richer information, one can let the system
1http://www.familyeye.be/
2http://www.florence-project.eu
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automatically order the contacts and increase the chance of quickly contacting a
person that will attend the patient.
This paper discusses our findings on working procedures and user interface
for the desk operator to take advantage of context-aware information available
through current technology using such a mixed-initiative approach. Interviews
with nurses and other employees of a home care organization provided input for
the redesign, by presenting and discussing prototypes of the interface with them.
We conclude the paper by some lessons learned both regarding fall handling and




To learn more about the context in which the desk operators work, we did a con-
textual interview in the call center of a home care organization. This organization
provides PERS as a service to their clients. At the call center, a desk operator
showed us the alarm and the receiver, explained us in detail how PERS works
and what procedure the desk operators follow once they have a call. We observed
several times how they handle false alarms as they received a couple false alarms
during our observation.
Based on the initial view on the current workflow, humancomputer interaction
researchers created a first interactive prototype using Indigo Studio, a software
package to create prototypes and wireframes. This prototype was first shown to a
researcher of the home care organization. During this ‘dry run’ a domain expert
from the home care organization tested whether the prototype was clear. Based on
her feedback, we made some changes to the prototype, such as adding the phone
number (lower left in Figure B.1) about the patient.
We had three sessions with in total eight interviews (2 male; 6 female) to do
formative evaluations of the designed user interface (Figure B.1). The interviewees
were all working at the home care organization and they had the following roles:
six were home care nurses and two were support staff. The latter perform non-
medical tasks to alleviate the work load of the nurses. Both participating members
of the support staff install the PERS at patient homes, one also attends calls when
there is uncertainty about the need for medical follow-up. All interviewed nurses
had a specialization: two worked as a desk operator and four were specialized in
fall prevention. The age of all interviewees ranged from 22 to 62 years old (mean
= 39.6 years; s.d. = 15.4 years).
After each of the three sessions, we used the gathered feedback to improve
the prototype, which was used during the next session. During each interview, we
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Figure B.1: Structure of the design used during the last interviews. Subsequent iterations
information had additional information added all parts except part 1. Note: The actual
designs had a more finished look.
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briefly explained the context of the project followed by an introduction of the re-
designed interface on a tablet. We asked each interviewee to explain what they saw
on the screen and to give their opinion about it. After discussing the general in-
terface, we walked the interviewee through each element of the prototype in more
detail and asked them for feedback. Example questions include: “Does this part
of the user interface provide value?”, “Is there information missing?”, “When do
you need this information?”). Finally, we asked them to give an overall impression
of the prototype. During each interview, notes were taken and each interview was
recorded on audio. Screenshots of the prototypes interface were printed on paper
to quickly note comments related to specific parts of the interface. As the changes
made in between the sessions got positive feedback, we did not show older ver-
sions of the prototype to the interviewees.
B.2.2 Research team
The approach outlined in the previous section was executed by a research team
spread over several research groups and organizations with expertise from different
disciplines: socioeconomic impact of new technologies (SOC), human-computer
interaction (HCI), engineering (ENG) related to (a.o.) fall detection and smart
reasoning systems. The work reported on in this paper was primarily carried out
by HCI and SOC researchers. The contextual interviews were led by a SOC re-
searcher with contributions from HCI researchers, while the HCI researchers led
the interviews and prototype creation. The other disciplines were invited to give
feedback on the created prototypes and were informed about the results of the
interviews, including comments on the prototypes.
B.3 Results
B.3.1 Current approach
The initial observations in the call center and the information received at this stage,
informed us about the overall workflow of handling a call, which sufficed to get
a good initial understanding of the call handling protocol. The current protocol
is to have a list of five3 contacts (such as family members or neighbors) that will
be contacted once a patient needs help. These contacts indicated in which order
they want to be contacted in case of an emergency. Unless the patient especially
requests a specific person to come or in case contacts indicated they would be
on holiday, which is frequently forgotten, this order is respected. However, this
method has some disadvantages as contacts are not always available or are too far




Once a patient presses the alarm button, the details such as contact information
of this patient are shown on the computer of the desk operator at the call center.
Information that is shown includes the list of contacts but also specific information
like ‘has diabetes or ‘does not hear well.
Interviewees indicated priorities and selection rules that apply in handling in
fall;
1. Is there a fall? There are many (intentional) false positives using the PERS
system as patients are expected to regularly check correct operation of the
system and they sometimes accidentally press the alarm button.
2. Can all contacts enter the patients home? If not, the first priority is to find
someone with a key to the patients home, starting with the preference of the
patient if expressed or following the order established by the caregivers.
3. Who to contact? If the patients home is accessible, two other questions need
to be answered that need more information than available in the PERS: what
is the severity of the fall and who can attend the patient? If no unique answer
is available, the desk operator goes through the list of (available) caregivers
and the first one who answers, who is also available and not too far from the
patient, is the one that goes to attend the patient.
4. What was the result of the intervention? The results of all handled calls are
logged for future reference.
The fall handling procedure ends when a caregiver at the patients home reports
the results to the desk operator.
B.3.2 Context-awareness
The interviews delivered several useful insights regarding context-awareness. We
can divide the context information in three categories: fall context (Can the patient
respond? Where did the fall occur? Is there resulting pain? Is the patient mobile?),
contact context (Which contacts are available and how quickly can they get access
to the patients home?), and call context (What was the reason for the call and what
actions have already been taken?).
B.3.2.1 Fall context
Part 3 of Figure B.1 was used to trigger reactions regarding context information
related to the fall.
Showing the picture of the user lying down on the ground after the fall can
give the desk operator a better idea about the urgency of the incident and possibly
injuries from the patient. Yet interviewees mentioned that the patient should give
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consent to show the image unless no contact could be established and patient safety
could be in danger. Another concern mentioned was that the desk operator should
not make the diagnosis. Having such concrete information could thus also distract
from the actual task which places this responsibility to a person on site.
Some interviewees indicated that showing something like a stick figure instead
of the actual image / video could be an alternative that was considered less of
an intrusion regarding privacy but could reveal similarly useful information. An
indication of the place where the patient fell was considered at least as important
as it would allow the contact coming to help to more quickly locate the patient.
B.3.2.2 Contact context
Contextual information about contacts (Figure B.1, right: colorcoded status and
distance) was greatly appreciated, although some had doubts how many would be
willing or would forget to provide certain information (e.g. regarding availability).
We repeatedly heard remarks related to the lack of updates on longer absences by
contacts. We also heard several stories related to repeated phone calls to contacts
that were in the end not reachable or could not attend the fall. This results in
several minutes of time lost, especially since contacts can have multiple registered
phone numbers such as fixed line and mobile phone(s). Having automated updates
regarding availability and location were thus greatly appreciated. Interviewees
were sceptical regarding manual updates to the status of contacts.
B.3.2.3 Call context
In the current fall handling procedures time-outs and regular phone calls are really
important to ensure proper handling of a fall. Interviewees would welcome more
technological assistance including (semi-)automated notifications when someone
arrives at the site or when the fall is handled. For example, knowing that someone
is stuck in a traffic jam could educe the number of potentially inconvenient phone
call (e.g. calls while contact is driving).
B.4 Discussion
This paper explored the benefits that context-awareness could bring to a fall han-
dling system through a user-centered approach, which used a focused interactive
user interface prototype and (primarily) semi-structured interviews. The quick it-
erations proved useful as consecutive interviews could confirm information from
earlier interview and in some cases build upon it. The involvement of several dis-
ciplines in the process (Section B.2.2) was valuable because they had largely com-
plementary but also partially overlapping skills and points of view for carrying out
the research. Furthermore they were open towards the needs of others.
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We believe it was beneficial that the interviewees had different roles in fall
handling as it lead to richer insights due to the complementary experiences with
the system. While only a minority was desk operator, most could contribute new
insights and/or confirm those provided by others. Interviewees that had more ex-
perience in attending falls, could generally provide useful information based on
this. For example, several testimonials detailed the need of key access to the house
of an elder.
The research disciplines (Section B.2.2) involved in the design of the context-
aware system worked in parallel on both the technical and user side of the project.
This posed problems despite regular meetings, a shared vision document and work-
shops involving the diverse disciplines. Several reasons could be identified, which
can be more prevalent when working in interdisciplinary teams; working rhythms
and communications may not always be sufficiently adapted or specified.
For example, a realistic estimate of what sensor-derived information could be
represented in the user interface was not easy to identify partly because this re-
search is carried out in parallel and there were still uncertainties regarding the
results that could be obtained.
Regarding communication it is difficult to abide to the three laws of profes-
sional communication [5] as the required information and the way it should be
presented in an interdisciplinary team can be highly different from what is needed
or expected when communication within ones own discipline.
Context-awareness was strongly appreciated because it could provide the desk
operator, contacts and nurses with relevant context information. The interviewees
were convinced that adding awareness of the location and reachability of (infor-
mal) caregivers could reduce the time it takes to handle a fall. Interviewees were
more critical towards the automated inclusion of images or video about the fall,
mainly due to privacy and related acceptance concerns.
Future work within the project will focus on further investigation on the opin-
ions of non-professional stakeholders (contacts and patients) on the proposed ap-
proach, especially regarding the focused gathering of the contextual data, such as
availability and location in the context of the fall handling procedure. The re-
sulting approach could be integrated in an overall platform [6] to combine the
context-aware fall handling mechanism proposed in this paper with enhanced fall
detection approaches that deliver fall context information.
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Often, elderly or individuals with chronic illnesses, living independently at
home, are admitted to the hosptial, for example in case of a fall incident. During
this admission, clinical guidelines are often executed as part of the evidence-based
medicine approach. This appendix presents an engine able to automatically trans-
late and execute clinical guidelines. The results of the execution of these guidelines
can be of great importance when patients are discharged and can return to their
home. The data produced by the guidelines can be fed to the OCareCloudS or
FallRisk system, presented in Chapter 2 and Chapter 6 respectively, by pushing
them to the Controllers. These Controllers will then translate the data into Meta





As the complexity and amount of medical information keeps increasing, it is dif-
ficult to maintain the same quality of care. Therefore, clinical guidelines are used
to structure best practices and care, but they also support physicians and nurses
in the diagnostic and treatment process. Currently, no standardized format exists
to represent these guidelines. Translating guidelines into a computer interpretable
format can overcome problems in the physicians’ workflow and improve clini-
cian’s uptake.
An engine is proposed to automatically translate and execute clinical guide-
lines. These guidelines are represented as flowcharts, expressed in either (i) a com-
puter interpretable guideline format or (ii) a UML diagram. A detailed overview
of the architecture is presented and algorithms, aiming at grouping several com-
ponents and distributing the guidelines, are proposed to optimize the execution of
the guidelines.
The Modified Schofield guideline for the calculation of the calorie need for
burn patients was used for evaluation. Results show that the execution of guide-
lines using the engine is very efficient. Using optimization algorithms the execu-
tion times can be lowered.
C.1 Introduction
When taking medical decisions, physicians and nurses are often assisted by clinical
practice guidelines (CPGs) [1]. These guidelines are descriptions of diagnostic
processes and treatments. They can be handwritten or represented in an electronic
format. CPGs can also be used when new processes and procedures are taught
to the medical staff. The standardization of treatment, originated from the use of
CPGs, ensures that patient care improves and minimizes healthcare expenditure.
Therefore, the Institute of Medicine (IOM) has recommended the creation and use
of CPGs since 1990. Despite this, no real standardization has occurred, leading to
a multitude of different formats [2].
Moreover, the emphasis in medical institutions is more on the creation of
guidelines, rather than on the use and practical implementation in a hospital set-
ting [3]. Nowadays, clinical guidelines are often represented as plain text, which
makes them difficult to handle [4]. Additionally, it becomes more and more com-
plex to teach such guidelines to physicians [5]. This also makes it inconvenient to
search and execute the proper guideline. Guidelines increasingly are represented
in a formal way, using digital guideline formats, also called computer-interpretable
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guidelines (CIGs). These guidelines can be used in clinical decision support sys-
tems (CDSS). Studies revealed that the use of these systems improve clinical prac-
tice [6]. Other studies were carried out to identify the critical success factors [7]
and challenges [8] in designing and developing CDSS.
A major issue is the number of available CIG formats that can be used to repre-
sent guidelines. Each format has its strengths and weaknesses. Moreover, it is not
easy to convert one format into another, because, although these formats are very
similar, they use other concepts and structures [9]. Another problem is that only
little attention is paid to the execution speed of those guideline formats. Addition-
ally, problems occur when clinical guidelines are translated manually into working
computer applications. A platform for the dynamic composition of medical ser-
vices [10] can be used to address this problem, but the communication gap between
domain experts and software developers, and lack of domain-specific knowledge
from both sides still poses a problem [6, 11].
Currently, medical decision support services are not distributed efficiently
throughout the network. Some services need to be executed simultaneously and
others use large amounts of data. Prior work on optimizations, such as distribu-
tion of services, is reported upon in [12], where the focus is on service execution
and not on guidelines execution. When distributing guidelines, it is possible to
execute time-consuming and CPU-dependent components on other servers. This
will reduce the execution time. Examples of such components are (i) the image
resolution conversion of X-rays or (ii) the joining of several database tables.
A guideline execution engine can overcome the problems described in the pre-
vious paragraphs. This engine is able to translate a guideline, represented as a CIG
format, into an internal Unified Modeling Language (UML) representation [13].
UML is a standardized modeling language, often used by computer scientists. It
is used to visualize, specify, construct and document evolving software systems.
After this translation, the guideline can be optimized, followed by the automatic
execution. The proposed architecture has to cope with a broad spectrum of sim-
ilar standards and technologies. Moreover, it should be extensible and adaptable
to easily integrate new optimization algorithms or guideline formats. Therefore,
a strict separation has to be made between fundamental, essential and additional
functionality. Providing computerized clinical decision support will benefit both
patients and medical staff. This will improve practitioner’s performance [6], re-
duce medical errors [14] and minimize costs and the length of patient’s stay [15].
The purpose of this paper is twofold. On the one hand, the architecture of
the engine, capable of translating a guideline into an optimized, executable format
is presented. Also, two algorithms are presented to enable these optimizations:
grouping of several nodes and the optimized distribution based on the Logic Scor-
ing of Preferences methodology [16]. On the other hand, the performance of the
engine is evaluated, by using an example guideline, namely the Modified Schofield
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guideline, used for the calculation of the calorie need for burn patients. Finally,
the optimized execution of a guideline is also evaluated.
The main contributions of the paper with respect to the related work are (i) the
use of an internal representation format, based on UML, (ii) the automatic transla-
tion of the format, by generating source code and compiling it into an executable
format, (iii) the optimization of the execution of the guideline and (iv) the evalua-
tion through a detailed use case.
C.2 Related work
In this section, we present research literature related to the modeling of clini-
cal practice guidelines, translating and optimizing clinical guidelines and provide
background on the Logic Scoring of Preferences methodology.
C.2.1 Clinical practice guidelines
Clinical practice guidelines are used to describe a treatment or diagnostic process.
Over the years, several structured representation formats were developed. How-
ever, each format has its strengths and weaknesses [9]. One of the most important
criteria for the (automatic) translation of clinical guideline formats is the possibil-
ity to map the CPG onto a software representation format. Several techniques are
already used to represent clinical guidelines, such as petri nets, flowchart represen-
tations, decision trees [17], state charts [18], activity diagrams or workflows [19].
UML can be used to represent complex, process or object-oriented problems.
As it is a standardized language (managed by the Object Management Group),
it is supported by all major software modeling tools. UML uses an underlying
semi-formal language to represent its data. Choosing this standardized software
technology to represent clinical guidelines has some advantages [19]. First, sev-
eral modeling tools are available. Second, the possibility exists to automatically
generate documentation and executable code. Last, UML uses the XML Metadata
Interchange (XMI) format and facilitates the integration with existing software
systems in a hospital setting.
EON, GLIF3 and PRODIGY are using UML as the underlying data model [2].
C.2.2 Translating clinical guidelines
Maviglia et al. [3] report upon the implementation of a system for creating, main-
taining and navigating computer-based clinical algorithms integrated with their
electronic medical record (EMR). They extended the GLIF 2 knowledge model to
make the guideline executable within the EMR. They also created an application
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for authoring the guidelines (Partners Computerized Algorithm Processor and Ed-
itor, PCAPE), intended to be used by trained analysts and domain experts [20].
The goal was to ensure that the basic and most important recommendations of the
guideline were followed instead of specifying every medical decision. This system
has the disadvantage that the internal representation of the guideline, a MS Visio
file, could not be interpreted by PCAPE. There is no integration between the au-
thoring tool and the editing of guidelines, thus the flowchart has to be re-entered
step by step. This makes the process more lengthy and error-prone. A big chal-
lenge still exists in the guideline representation and the translation of a high-level
guideline into an executable program.
State charts can also be used to represent clinical guidelines. Porres et al. pro-
pose a ubiquitous decision support system for a clinical guideline, using state chart
diagrams [18]. As they use UML to represent the guideline, this approach is simi-
lar to ours. However, state charts focus on the state of the object that is undergoing
the process, while an activity diagram focuses on the flow of the activities that
are involved in the process. This approach translates a natural language clinical
guideline into a state chart manually. Kretschmer et al. propose a framework, ca-
pable of dynamically combining models, concerning mechanical ventilation, into
a complex interacting modeling system [21].
Previous research focused on the development of a rule-based architecture for
the automated execution of clinical guidelines [22]. A framework was proposed
for the semi-automatic translation of clinical guidelines. These guidelines are ex-
pressed in a XML-based flowchart format and translated in a Drools Rule Flow.
Nowadays, Drools Flow is called jBPM [23]. Semantic techniques, such as on-
tologies and SWRL, were used in the translation step, together with interaction
of the domain experts. The applicability of this approach was evaluated using the
sedation protocol for the anesthetization of patients. In this paper, the focus is on
the automatic translation of the internal representation format into an optimized,
executable program.
C.2.3 Optimizing guidelines and workflows
Flowcharts and some types of guidelines represent a process or an algorithm by
connecting a variety of steps with arrows and lines. When these guidelines or
flowcharts are executed, it might be possible to optimize their performance or ex-
ecution behavior.
Wu et al. focus on the performance of a composite service, using resource al-
location, based on tracing and predicting of workload dynamics of the component
services [24]. Some examples of factors influencing the service workload are ser-
vice time, transition probability and replication overhead. The goal of this research
is maximizing the number of requests completed under the constraints of limited
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available resources.
A service-oriented architecture enabling the dynamic service grouping for the
optimization of distributed workflow execution is described in [25]. The group-
ing strategy uses a wrapper, compliant with the WebServices specification. The
algorithms were tested on a real medical imaging application.
The Pegasus workflow management system compiles abstract workflows into
concrete execution plans. Lee et al. propose an extension to Pegasus, which in-
cludes a scheduling algorithm that allocates resources based on runtime perfor-
mance [26]. This algorithm creates a schedule based on historic data, however,
not every schedule is deployed. They are compared to the existing schedules in
order to estimate if they provide a better solution. Also, the cost of the adaptation
is taken into consideration.
C.2.4 Logic Scoring of Preferences
Another methodology that can be used is the Logic Scoring of Preferences (LSP)
method [16]. As this approach is of particular interest for this paper, this section is
fully dedicated to this model.
The Logic Scoring of Preferences is a method for combining a large number
of criteria into one score. In order to achieve this, an aggregation tree has to be
built, using different fuzzy logic operators. At first, the parameters or performance
variables, X1, X2, . . . , Xn, have to be identified. These parameters and the com-
bination of the parameters specify the system. Based on the selected parameters,
the elementary criteria, G1(X1), G2(X2), . . . , Gn(Xn), for each variable have to
be determined. Each criterion has a minimum and maximum value. These values
define an interval, containing the values that are accepted for a specific parameter.
Values beneath the minimum boundary equal 0%, values higher than the maxi-
mum boundary equal 100%. The values in between can be calculated using linear
interpolation. The result, E1, E2, . . . , En, is a percentage for every performance
variable. These results are aggregated in a structure, L(E1, . . . , En), using logical
functions and operators (AND, OR, neutral, partial conjunction and partial dis-
junction). The final result is a global preference E0. This score can be used to
compare the evaluated systems. Associated with each system is a certain cost C.
A global overview of the LSP model is shown in Figure C.1.
In the next step, the minimal global preference of the system, Emin, will be
defined, as well as the maximal cost, Cmax. All systems with an E0 smaller than
Emin or with a cost C greater than Cmax are rejected by default. The other sys-
tems are ranked based on the criterion Q. This is a formula using both the global
preference of the system and the cost. Based on the importance and significance
of the global preference or the cost, a weighted formula can be used. Using the
outcome of the value of Q for every system, the most competitive can be chosen.






























Figure C.1: Overview of the general Logic Scoring of Preferences model
This decision model is able to select the best system and offers some advan-
tages, such as combining a set of various attributes and the ability to express
varying logic relationships between them. Moreover, attributes can be defined
as mandatory or desired, using the logical operators. The model can also be easily
adapted when new attributes have to be taken into consideration.
This model has already been used in the several areas of related work, such as
the evaluation of search engine [27] and the comparisons of Integrated Develop-
ment Environments (IDE) [28].
C.3 Functional overview
The system should meet the following functional requirements, which is shown
in Figure C.2. The user should be able to add or create a guideline, through a
web interface or client application. This guideline can be represented in a for-
mat, specifically developed for this application, or as a CIG. In the latter case, the
guideline should be translated into an internal representation format used by the
application. When the translation is complete, the internal format components are
converted into several services. This conversion should translate decision steps
and calculations automatically. Other services, such as messaging and data loop
up should be created in advance. This way, they could be reused in the internal
representation of the format. In a next step, optimizations, such as the grouping
of the nodes and the distribution of the guideline, should be performed and finally
the guideline should be executed.
In order to satisfy these functional requirements, the most important architec-
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Figure C.2: Overview of the functional requirements of the CPG execution engine
architecture
tural driver has to be modifiability. This can be achieved by using the microkernel
(as detailed in Section C.5.1). The system has the following benefits. First, it is
able to automatically translate multiple CPGs formats (e.g. GLIF 3). Second, this
approach makes it possible to easily add new services or optimization techniques
afterwards and at runtime, without the need to stop the engine. Third, there is in-
creased reuse, as it is possible to implement a new format, by using sub diagrams
(in a specific CIG format) and existing services. Fourth, several specific capabili-
ties of CIG formats can be used in the internal representation format, but they also
can be mixed. Last, the reliability of the guideline can be improved.
C.4 Internal representation format: Unified Model-
ing Language
In this section, we focus on the second step of Figure C.2, the internal represen-
tation format. UML is a standardized general-purpose modeling language, which
should be familiar to most computer scientists. The Object Management Group
(OMG) has created and is still managing this standard. It is used by software
engineers to visualize and model object-oriented software systems.
UML is in fact an object-oriented set of notations, that can be used for the ef-
fective capturing of detailed design models of software systems in a way, which is
suitable for translation into another form of technology [29]. This can be achieved
by software developers or in an semi-automated manner. UML offers the oppor-
tunity to model software in a platform-dependent or independent manner and it
forms the foundation of the OMG’s Model Driven Architecture (MDA) [30].
Although UML is a complex language, straightforward diagrams can be inter-
preted by non-specialists. Dobing and Parsons [31] note that UML should not be
considered as a language only suitable for software developers, but there is a need
for guidelines discussing the use of UML.
The standard UML notation is suitable for many applications. However, some-
times UML is used in very specific cases and domains. Therefore, the UML lan-
guage can be modified or extended to satisfy the needs of the users. These versions
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of UML are also called domain specific languages (DSL). To enable the use of
those languages, UML has developed several extension mechanisms [13]. The dif-
ferent mechanisms are divided into several categories, ranging from featherweight
extensions to heavyweight extensions.
An interesting example of a lightweight extension mechanism is profiling and
stereotyping. This is the most obvious choice when extending or customizing
UML. Profiles are used to add limited, additional functionality to a UML diagram.
These changes are part of the UML standard. Thus, it is also supported by UML
tools. Profiles are defined as a UML package component, using the tag profile.
Three different types of constructs can be used to define an extension [32]:
• Stereotypes are used as the main construct for specifying a new profile. It
allows extending the UML language by deriving new elements from existing
ones. In this manner, specific elements can be created, that can be used in a
particular problem domain. A stereotype is graphically rendered as a name
enclosed by guillemets (). For the definition of the extensions that the
stereotype performs, tagged values and OCL rules are used.
• Tagged values can be considered as stereotype attributes or properties for
the stereotype. These values can be used to add additional information to
a stereotype. A tagged value can also be used for the definition of new
associations between classes of the extended model.
• An OCL rule is a rule written in the Object Constraint Language (OCL) [33].
This is a declarative language that enables users to write rules that can be
applied to UML models. Rules can be used to define constraints and to
control interactions.
An example of a new profile, using stereotypes, tagged values and OCL rules is
depicted in Figure C.3.
Clinical algorithms are often a dynamic process. Thus, sequence diagrams,
state charts or activity diagrams are most appropriate. A mapping onto state dia-
grams [18, 34] or activity diagrams [35] seems more suitable because of the struc-
ture of CPGs, as they are frequently represented as flowcharts. UML and more
particularly state diagrams are already being used to verify guidelines, by means
of model checking [36]. However, using state diagrams may lead to an explosion
of the state space, which makes it difficult to keep a good overview [34]. Activ-
ity diagrams keep the focus on the flow of the activities represented in a single















Figure C.3: Example of a UML profile construct. This example gives a brief overview of
the components in a new defined UML profile. The profile defines possible symptoms to an
illness. It has a stereotype Fever that is an extension of the metaclass Class. Inside this
stereotype, a tagged value temperature is defined. An OCL rule ensures that the
temperature is equal to or greater than 38 degrees.
C.5 Architecture details
In this section, the components of the architecture are described together with their
interactions.
C.5.1 Component description
The microkernel pattern [37] is mainly designed for systems in changing environ-
ments, which have to be extremely adaptable and extensible. To achieve this, a
minimal, functional core is used, the kernel, which is split off from the rest of the
system. This kernel works together with other components, which can easily be
replaced or modified. The major advantage of using a microkernel is the increased
reliability of the engine and its extensibility.
The high level architecture, as depicted in Figure C.4, is based on this archi-
tectural pattern and consists of 6 packages. The Client package is responsible for
offering a simple user interface (UI). This can either be a standalone application
or a webservice connecting to a web application, offered by the Remote Adapter
component. Diagrams can be fed to the Kernel using this Remote Adapter. This
can be done directly when diagrams are supplied in the internal UML format, or
indirectly by offering them to the Format Mapping component, which converts the
offered format to the internal UML representation. The Remote Adapter emulates
the interface of existing CPG engines. This makes it possible for other applications
















































Visual Paradigm for UML Community Edition [not for commercial use] 
Figure C.4: Overview of the CPG execution engine architecture. Gives a high level
overview of the complete architecture. The Kernel package is the central component,
which offers minimal functionality. Other tasks are delegated to the Internal Services
package and the Optimization package. Diagrams can be fed to the Kernel through the
Format Mapping package or the Remote Adapter package. The Client offers a simple user
interface to the end users.
to interact with the system.
As previously mentioned, the existing system is also capable of translating CIG
formats into the internal UML guideline format. These conversions are handled
by the Format Mapping package. For every CIG format that can be converted,
a specific component is present in this package. By translating the diagram to an
internal format, it is possible to translate different CIG formats just by dynamically
adding new components to this package.
The Kernel package is the central component of the architecture and offers
minimal functionality. This package implements central services, such as han-
dling communication, managing system resources and only deals with the inter-
pretation of diagrams at the highest level. When diagrams are handled more low
level, interfaces are used to other packages. The kernel is responsible for opening,
interpreting and dynamically executing UML diagrams. The functionalities of the
Kernel are kept as small as possible.
While the Kernel only executes the most basic tasks, the other tasks and actions
are delegated to the Internal Services and Optimizations packages. The Internal
Services package extends the functionality provided by the Kernel. This package
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provides the services needed to execute certain components within the activity dia-
gram. Some examples are data lookup services, services providing communication
with users and interaction with other components.
The Optimizations package receives the diagram, executes the necessary opti-
mizations and returns the result to the Kernel package. Optimization possibilities
are discussed in more detail later on.
C.6 Optimization of clinical guidelines
As clinical guidelines are executed on a large number of patients, it is important
that they perform as efficient as possible. Hence, the activity diagrams representing
these clinical guidelines and the services used within, should also work very effi-
cient. It is possible to take this into consideration when creating these services. But
by using automatic optimizations the performance can also be greatly improved.
In addition, these automatic optimizations can improve other characteristics of the
services, such as scalability and reliability.
C.6.1 Grouping
The grouping algorithm considers all possible node combinations and considers
whether these nodes can be joined. Iteratively, the best (according to various crite-
ria) of these possibilities are grouped. While not actually a true optimization, this
is necessary when applying other optimizations as most of them should be applied
to sub diagrams and not to single nodes.
For a diagram D with n nodes ni, it is possible to group several nodes in
order to create a diagram D′ that consists of fewer nodes. This diagram has an
equivalent performance compared to the performance of diagram D. A new node
m, which is part of the diagramD′, executes a sub diagram of the original diagram
D. Using the grouping algorithm, G(D,ni, nj) will divide a diagram D in two
sub diagrams:
• A diagram Dsub, which contains a sub diagram with an initial node ni and
an end node nj .
• A second diagram D′, containing a set of nodes {nk|nk /∈ Dsub} ∪ m.
Node m is a new node in diagram D′ and contains all incoming arrows of
ni and all outgoing arrows of nj . Calling m, will execute diagram Dsub.
When executing the grouping algorithm, we should consider the equivalency of the
newly created diagrams. This is something that needs to be checked. A diagramD
is equivalent if no arrows exists between Dsub and D′. An example can be found
in Figure C.5.
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Figure C.5: Example of the grouping algorithm. Diagram Dsub contains a sub diagram
with an initial node ni and an end node nj . Now, a second diagram D′ can be created,
containing the set of nodes {nk|nk /∈ Dsub} ∪ m. Node m is a new node in diagram D′
and contains all incoming arrows of ni and all outgoing arrows of nj . Calling m, will
execute diagram Dsub.
However, calculating all grouping possibilities leads to a complexity ofO(n2).
By using dominators, this complexity can be reduced to O(n). Dominators are a
mathematical concept, used in graph theory. In a directed graph, a node d domi-
nates a node n, if every path from the start node to n must go through d. Every
node dominates itself. As a dominator relation is transitive, a dominator tree can
be built. In this tree, a node n dominates all nodes in its sub tree. Such a tree can be
built in quasi-linear time. This means a complexity of O(n log(n)). This method
is frequently used in compiler optimizations. The left hand side of Figure C.6
shows an example with the possible grouping strategies, while the dominator tree
is shown in the right hand side. Using the concept of dominators in this grouping
algorithm makes it easier to determine the non-equivalence of two trees: if end
node nj is not dominated by ni, then grouping is impossible.
Searching for all groupings can be done as follows:
1. The list L contains all possible groupings and is initial empty.
2. Make dominator tree T of diagram D.
3. Iterate over all nodes. For each node n, with i children ki
• Check if group G(D,n, ki) is a possible combination. If true, add
(n, ki) to L.
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Figure C.6: Example of grouping possibilities and dominator tree. In this example
diagram, there are several groupings (ni, nj) possible: (A, J), (A,F ), (B,E) and
(F, J). The groups are indicated by boxes. Using dominators, the grouping algorithm can
be improved. Dominators are a mathematical concept, often used in graph theory. In a
directed graph, a node d dominates a node n, if every path from the start node to n must go
through d. As can be seen in this example, possible groups appear as parent and child node
(e.g. (A,F ), (B,E) and (F, J)), or as a transitive relationship: when (p, q) and (q, r)
both occur as parent-child relation, then (p, r) will also be a possible group (e.g. (A, J)).
The algorithm to search for all groupings can be incorporated into the grouping
algorithm. The next step consists of selecting the best or most suitable grouping.
Within this algorithm a score, within the interval [0, 1], is granted to each possible
group. For example, the score can be the size of the group, the use of the same
variables, or a combination of several different criteria.
1. L contains all possible groupings.
2. Calculate the score of every grouping.
3. Repeat until the end criterion is met:
(a) Search a possible grouping (ni, nj) within L with the highest score.
(b) Execute the grouping m, this is the node, which executes sub graph
Dsub, defined by (ni, nj).
(c) Remove the sub graph defined by (ni, nj) from L.
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(d) Replace in L all occurrences of ni and nj with m.
(e) Recalculate the score of all adapted elements.
C.6.2 Automatic distribution
The main true optimization, which has been considered is the automatic distribu-
tion of sub diagrams or nodes. When the node is invoked, it selects an optimal
server for its execution, after which the node is packed and transmitted to this
server.
Distribution of a guideline consists of three steps:
1. The grouping of several nodes into a sub diagram: The number of nodes
that is grouped, should be large enough, otherwise the overhead created by
the grouping of the nodes will become too large, which would result in an
excessive execution time.
2. Automatically assigning a group to the most suitable server: A wrapper is
created around a group, responsible for the forwarding to the responsible
server.
3. The execution of the group on the server, after which the remainder of the
diagram can be completed.
When a diagram is executed in a distributed manner, the executing server
serves as a coordinator. The coordinator will pass the different sub diagrams to
the other servers. Using the LSP method, as explained in Section C.2, the selec-
tion of the most suitable server is made. Therefore, an LSP criteria tree has to be
built in order to evaluate the different distribution possibilities. This tree can easily
be extended or changed.
Based on a thorough analysis of the requirements of the automatic distribution
functionality, the following criteria were selected: (i) memory usage of the server,
(ii) processor features of the server, namely the current server utilization, the server
processing intensity, indicated by Million Instructions Per Second (MIPS), and
the node processor intensity, indicating whether the node executes a processor
intensive task and (iii) data properties, such as distance of the node to the current
server and preference by the node for the current server.
The aggregation tree as used for the automatic distribution algorithm can be
constructed as follows:
• Processor
– Server Processor Intensity
– Node Processor Intensity
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Elementary criterion Operator Block ID Operator Block ID Operator Block ID
Server Processor Intensity 50 DA Processor Intensity D CPA Processor
40
A Score
Node Processor Intensity 50 +20/-10
Server Utilization M
Node Distance 30 DA Data 20Server Preference 70 Preferences E0
Memory Usage 40
1
Figure C.7: The LSP block diagram for the automatic distribution of sub diagrams.
First, server processor intensity (50%) and node processor intensity (50%) are combined,
using a medium OR operator. This result is named a desired criterion (D) and gives a 20%
bonus, while high server utilization, a mandatory criterion, is penalized. This is achieved
by using the Conjunctive Partial Absorption (CPA). These criteria are called the processor
criteria. The combination of node distance (30%) together with server preference (70%)
results in the data criterion. Next, memory (40%), processing power (40%) and data






The translation of the aggregation tree into the block diagram is shown in Fig-
ure C.7. The graphs to determine the scores for the elementary criteria are depicted
in Figure C.8. As already mentioned in Section C.2, these scores vary between a
minimum and maximum value. Values beneath the lower boundary equal 0, those
above the upper boundary equal 1. The other values can be calculated using linear
interpolation.
C.7 Implementation details
Currently, some services are already present in the Internal Services package. As
some guidelines consist of a sequence of flowcharts, it is important that each of
these flowcharts is called at the right time during the execution of the guideline,
i.e. when service execution is needed. This can be done by using the CallSub-
DiagramService. The JEvalService is used to transform decision nodes and cal-
culation nodes automatically into a service. This is achieved by using the JEval
library. This is an advanced Java library for adding high-performance, mathemat-
ical, Boolean and functional expression parsing and evaluation. Some results are
printed to the screen, using a simple PrintService. The RangeCheckService checks
whether the value of the first parameter lays within the defined range of a second
one. The DataService accesses the database to look up specific data.
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Figure C.8: The elementary criteria of the LSP aggregation tree. Figure C.8a represents
the relative memory usage, calculated by available−required
available
. A negative value is
translated in 0, otherwise a score between 0.5 and 1 is granted. The utilization criteria is
depicted in Figure C.8b, the criterion uses a piecewise linear function. A utilization of
70% is acceptable, but a larger utilization is not tolerated. Processing power (Figure
C.8c) is evaluated in Million Instruction Per Second (MIPS). Less than 1.000 instructions
(Pentium III or lower) result in a score of 0, while 150.000 instructions (Core i7 Extreme)
gives a score of 1. Figure C.8d shows the number of preferences of the diagram for a
specific data source in ratio to the overall number of preferences. In this manner, an
indication is given about the usefulness of the diagram.
The UML-based format was developed based on Eclipse MDT (Model Devel-
opment Tools), a free UML implementation. This format heavily uses profiles,
tagged values and stereotypes. Tagged values supply additional information to
model elements and add semantic information to the different modeling constructs.
Stereotypes are the names that are added to the model element using -symbols.
These stereotypes are defined within the profiles, while the stereotype themselves
contain the tagged values. By adding profiles to a diagram, the stereotypes can be
accessed and used within it. Adding a stereotype to a specific component enables
the tagged values as additional attributes within the component.
The different UML nodes, through these stereotypes, contain information re-
ferring to specific services. These services are responsible for executing simple
actions, such as the execution of calculations. As these services are referenced
textually the existing system can easily be extended by adding new services.
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C.8 Use case: Calculation of calorie needs for burn
patients
In this section, the need for and usage of the calculation of calorie needs for burn
patients is discussed as well as the implementation by means of the above pre-
sented architecture.
C.8.1 Necessity
Ghent University Hospital is a tertiary care hospital in Belgium, which has a 56-
bed Intensive Care Unit (ICU). The 6-bed Burn Unit (BU) is a specialized part of
the ICU, where annually 130 patients are admitted. Patients who fulfill the specific
requirements for admittance to the BU (i.e. severely burned patients, patients with
inhalation injuries or patients requiring intensive wound treatment) are treated in
this center. One typical difference with other ICU patients is that burn patients
have specific nutritional needs. As both underfeeding and overfeeding place an
undesirable amount of stress on the body, it is important to correctly estimate their
daily caloric needs [38].
Many research methodologies and results are vague about the optimal nutri-
tional pattern for burn patients. However, some estimations to calculate the daily
caloric need exist [39]. Several parameters are taken into consideration: weight,
length, sex and the total body surface area (TBSA). TBSA indicates what per-
centage of the body of the patient is burned. One methodology to calculate the
nutritional need is the Modified Schofield formula [40], currently used in the Burn
Unit of the ICU in Ghent.
C.8.2 Modified Schofield guideline and implementation
Within the scope of this paper, the Modified Schofield calculation is applied as an
example (cfr. Figure C.9). The Modified Schofield formula is divided into 2 parts.
First, the injury factor is determined. This value is based on the TBSA percentage.
After the injury factor (InFa) is determined, the calorie need is calculated, based
on the sex, weight and age of the patient.
As a starting point, a flowchart of the Modified Schofield calculation was used.
As a first step, this flowchart was turned into a UML activity diagram, as illus-
trated in Figure C.10. This did not lead to any loss in legibility. Then, the various
stereotypes and tagged values were added to the diagram.
Figure C.10 illustrates the internal UML format for the Modified Schofield
guideline and depicts the actions that are executed to determine the calorie need
for a patient. In a first stage, the DataService looks up the necessary data in the
corresponding database. Next, the CallSubDiagramService calls the sub diagram
to determine the injury factor of the patient. In this diagram, the if conditions
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are translated using the JEvalService. Subsequently, the actual calorie need of the
patient is calculated. In a next step, the RangeCheckService is used to translate the
range of the age. Depending on the sex, the formula to calculate the calorie need
of the patient is determined. Both these actions use the JEvalService. The results
of the guideline are printed on the screen using the PrintService. All these services
are called by using the ServiceCallAction stereotype.
TBSA > 10% TBSA > 20% TBSA > 30% TBSA > 50%Yes Yes
Infa = 1,2 Infa = 1,3 Infa = 1,5 Infa = 1,8
Yes




























Figure C.9: Modified Schofield guideline for the calculation of calorie need of burn
patients. The values in the boxes depict the different formulas that are used to calculate
the calorie need for a patient, based on the Injury Factor (InFa), age and sex. The injury
Factor is determined, using the Total Body Surface Area (TBSA) of a patient.
C.9 Results
C.9.1 Evaluation of the Modified Schofield guideline
The translation and execution of the Modified Schofield guideline was evaluated
to get more insights in the performance of our application. Therefore, the average
translation and execution time of the guideline to calculate the calorie need of 50
patients was evaluated. This experiment was repeated 20 times. This evaluation
was executed on a desktop, Intel Core 2 Duo T9400 2.53 GHz, OS Kubuntu 10.04.
The Eclipse Modeling Edition was used to create the UML diagrams.
The results of analyzing the execution times are shown in Table C.1. This ta-
ble is divided into 2 parts. On the one hand, the table displays the loading time
of the UML library and the UML diagram (83.32%), on the other hand, the exe-
cution time of the different services and the overhead (16.68%) are shown. The
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Figure C.10: Internal UML representation of the Modified Schofield guideline. The
boxes on the bottom half of the UML diagram represent the formulas to calculate the
calorie need of the patient, as can be seen in Figure C.10. This figure also gives an
overview of the Integrated Development Environment (IDE), in which the diagram can be
edited.
loading times for the UML library and diagram are most time-consuming. As the
loading of the UML library and diagram only has to be executed once, during the
initialization of the application, this is not a major issue. The execution times of
the services range between 4.85ms and 266.20ms. Only the JEvalService con-
sumes about 10% of the total execution time. The overhead is mainly caused by
the microkernel pattern and the dynamic loading of the different services.
Table C.1: Execution times for 50 patients
Part Avg time (ms) Std dev (ms) %
UML loading time 2158.00 61.59 83.32
Execution time
CallSubDiagramService 39.55 11.02 1.53
JEvalService 266.20 11.11 10.28
PrintService 6.55 2.93 0.25
RangeCheckService 4.85 1.87 0.19
DataService 7.90 2.85 0.31
Overhead 106.75 27.31 4.12
Total 2589.80 60.35 100



















































Figure C.11: Execution times of the different services per patient for the Modified
Schofield guideline
Figure C.11 shows the average execution times of the services on a logarithmic
scale. As can be seen, collecting data is the most time consuming, followed by
the CallSubDiagramService and the JEvalService. The DataService has to make
calls to the existing, clinical database in order to collect the necessary data. When
calling a sub diagram, a diagram has to be loaded, which is a fairly time consuming
task. The JEvalService has to interpret and execute calculations.
By using the optimization algorithms, it would be possible to reduce these ex-
ecution times. The time reduction will mainly be found in the UML loading time,
the overhead, and the CallSubDiagramService. This can be done by analyzing
the diagrams and preloading them in a parallel manner. By distributing the dia-
gram and executing them on several servers, each responsible for a certain group
of patients, the executing times could also be reduced.
C.9.2 Evaluation of the optimization algorithms
The power of the Optimization package does not come to its full advantage in
the Modified Schofield guideline, as the guideline has only some simple calcu-
lations and consists of only a few components. Therefore, a simulation was set
up to evaluate the optimization algorithms. Each simulated server has limited re-
sources, such as memory and CPU capacity. Two different types of the optimized
distribution LSP algorithm were evaluated, in order to get more insights in their
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performance:
• LSP: The LSP algorithm is only used on the coordinating server.
• LSP full random (LSP full rnd): The LSP algorithm is used on each server.
As such, sub diagrams can be passed several times before they are actually
executed. If the evaluation of two servers results in the same score, a server
is chosen randomly.
They are also compared to the lower bound. The lower bound is determined
by calculating the time it would take to execute the guideline, if the nodes were
completely evenly distributed: total sum of workloadtotal number of nodes . This is the lower bound, as
no other distribution would ever perform better as all servers are optimally used
and no network traffic overhead is taken into consideration.
These experiments were conducted on identical computers with an AMD Athlon
64 Processor 3000+ (1,8 GHz), 2 GB memory, OS Ubuntu 9.10. A maximum of
10 servers and 1 coordinating server were used. Due to the nature of the exper-
iments, these specifications will not influence the results. However, the network
connection of 100 Mbps will have a greater impact.
In a first experiment, the influence of the number of servers on the execution
times was evaluated. As such, a guideline was developed, consisting of several
tasks, taking each several seconds to execute. The guideline uses two loops. The
first loop performs its tasks serial, the second loops performs them parallel. 100
nodes were started, half of them were triggered in parallel and the other half serial.

























Figure C.12: Influence of the number of server executing a guideline
AUTOMATED GENERATION AND EXECUTION OF CLINICAL GUIDELINES 271
As shown in Figure C.12, the performance improves steadily when using more
servers. LSP full rnd outperforms LSP. This is due to execution of the guideline
in bursts. Many nodes are started up at once, causing different nodes to be sent
to the same server simultaneously. LSP full rnd performs better because a random
server is chosen, when all servers result in the same score. When the guideline is
executed on more servers, the communication overhead increases. As can be seen
in Figure C.12, this occurs when using 6-7 servers. This is due to an increasing
amount of network traffic, because more information is requested from different
servers.
The second experiment focuses on the effect of parallelism. This was done by
repeatedly running a guideline of 100 nodes on 5 and 10 servers. Some parts of
the guideline were triggered in parallel, while others had to be executed serially.
The degree of parallelism is the percentage of the nodes, which were executed in
parallel.
Figure C.13 depicts the results using 5 servers. When using a low degree of
parallelism, the overhead is influencing the results in a negative way. LSP full
rnd performs better than LSP. The results, when using 10 servers, meet the ex-
pectations and are shown in Figure C.14. As the degree of parallelism rises, the
better the servers can be utilized. When reaching a degree of 50%, the theoretical


















































Figure C.14: Effect of the degree of parallelism on the guideline execution times when
using 10 servers
C.10 Discussion
The results in the previous section indicate that executing a guideline with our ex-
ecution engine is very efficient. The most time consuming task is the loading time
of the UML package. However, this task should not be executed frequently, only
when the diagram is loaded or when changes to the diagram are made. Also, the
overhead caused by the kernel (4,12%) can be explained by the dynamic loading
of services.
There are some possibilities to further increase the performance. For example,
the amount of dynamically loaded classes can be reduced. This can be achieved
by loading them during the creation of the Kernel. As the JEvalService is a ser-
vice based on the JEval library, it is capable of calculating very complex instruc-
tions. However, in the Modified Schofield guideline, it is used for very simple
and straightforward calculations. It could be possible to create a dedicated ser-
vice, responsible for calculating common calculations, leaving the JEvalService
responsible for more complex ones.
Distributing the guideline has a major, positive impact on the execution times.
The optimization experiments have shown a reduced performance, caused by (i)
the server overhead and (ii) the delay between the server allocation and the ex-
ecution itself. These problems can be tackled by reducing the communication
overhead. This can be achieved by using caches and thus minimizing the commu-
nication between the servers. However, this will increase the latency. The latency
is the time between the actual assigning of the server and modifying the server
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information (as a node is executed on the server and thus less resources are avail-
able). When only one coordinator is used, the latency can be reduced by storing
the server information on the coordinating server and changing it locally by mak-
ing estimation. Still, this information should be regularly brought up to date with
the actual state of the servers. This will avoid large estimation errors.
Automatically translating guidelines into executable programs speeds up the
development process and makes it easier to evaluate them. Providing a user-
friendly GUI, as can be seen in Figure C.10 (e.g. using the Eclipse Framework)
makes it possible for the domain expert to construct the guideline and minimizes
the intervention of the IT developer. The use of optimizations, such as the group-
ing algorithm and the LSP methodology for distributing the guideline, leads to a
more performant execution of the clinical guideline. More time-dependent or CPU
dependent tasks can be executed on powerful servers, while simple tasks, such as
communicating with the staff, are executed on bedside terminals or computers.
The engine could be used to translate and implement different types of guide-
lines. The sedation guideline [22] is a guideline, used for managing the depression
of consciousness of critically ill patients in case of severe trauma or for patients
needing ventilatory support due to respiratory, cardiac or neurologic failure. As
this guideline interacts frequently with the medical staff and interesting, important
data is continuously added to the database, it is difficult to follow sedation rec-
ommendations manually. This guideline consists of 5 flowcharts, with a total of
almost 150 nodes. Guidelines for the antibiotic dosage [41] calculate the dosage
of an antibiotic based on several parameters. As the interaction frequency with
the staff is only once a day when the dosage is calculated and the calculation uses
database information, it is easier to compute the dosage. The flowcharts of these
guidelines are suitable for execution as they are already used manually, in the ICU
of the Ghent University hospital on a daily basis.
The designed engine has several advantages. First, by using UML as an inter-
nal representation format, a technology is applied that can be used in a multitude
of different domains. Thus, it is easy to fed a different type of guidelines to the
engine. This standardized format is well known by software engineers and is still
interpretable by domain experts. This also makes it simpler to communicate with
other health facilities, as an open, well-defined standard is used. Second, the For-
mat Mapping package makes it possible to automatically translate multiple CPG
formats, such as GLIF3. Translating another format can be done by writing a new
format mapping component. Third, defining services with a specific purpose en-
ables the reusability of the services for other guidelines. For example, it is possible
to use the HL7 standard [42] for communication with other health applications or
facilities. Fourth, the engine can be used to improve the reliability of the execution
of the guidelines. For example, the sub diagrams of the guidelines can be executed
on multiple machines in order to check the correctness of the results. In sum-
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mary, this engine will minimize the communication gap between medical, domain
experts and software engineers.
However, our system has also a few limitations. We can question the read-
ability of the flowcharts when they become too extensive. This problem can be
overcome by splitting the diagrams into several sub diagrams. An example of the
use of different sub diagrams is discussed upon in [22]. Another problem may
occur when using UML, as misuse happens fast. Therefore, it is important that
the UML standard is respected. For example, when the standard is not followed
correctly, errors can occur, such as using another symbol than the diamond shape
for the decision node. Another example is that some nodes are indicated by the
same symbol, e.g. decision nodes and merge nodes, as can be seen in Figure C.9.
It is crucial that the correct node is called in the guideline. Creating a module for
the automated validation of guidelines will tackle this problem.
C.11 Conclusions
This paper describes how the Unified Modeling Language (UML) can be used in
conjunction with clinical practice guidelines (CPG) to resolve problems in trans-
lating of guideline formats into computer applications. UML was chosen as an
internal format, because of its comprehensibility and interpretability. To this end,
a translation and execution engine was developed, which is capable of executing
UML-based guidelines and mapping existing guideline formats on this format. By
using UML as an intermediate format on the one hand, and by using the micro-
kernel pattern on the other hand, various CPG formats can be executed on one
engine. This reduces development and implementation costs as only a new format
mapping has to be added to the engine. The application of the microkernel pattern
makes the engine easily extensible and adaptable. Optimization algorithms for
the grouping and distribution of clinical guidelines components were developed in
order to improve the performance.
As a practical use case, the Modified Schofield flowchart to calculate the calo-
rie need for burn patients was used. Evaluation results show that the execution of
the guideline is very efficient. The overhead is mainly caused by the dynamic load-
ing of the services within the Internal Services package. The engine, presented in
this paper, simplifies the automated translation and development of medical guide-
lines to model patient care and reduces the communication gap between domain
experts and software developers.
Future research will focus on the development of extra optimization algorithms
(e.g. compiling, reordering and SQL simplifications), in order to further improve
the engine.
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This appendix discusses a platform for the efficient switching between multiple
devices in the Intensive Care Unit (ICU). These devices range from dumbphones
over smartphones to desktop monitors and TV screens. Near Field Communication
(NFC) is used to detect when a physician is in the neigborhood of a device. Based
on the properties of the device, the information is adapted in order to create an
optimal user experience. The techniques developed in this appendix can also be
applied to the home of the individual independently living at home. Formal care-
givers are already equipped with RFID cards to register themselves in the home
and several devices are used in the home.
? ? ?
Abstract
Objectives: Handheld computers, such as tablets and smartphones, are becoming
more and more accessible in the clinical care setting and in Intensive Care Units
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(ICUs). By making the most useful and appropriate data available on multiple
devices and facilitate the switching between those devices, staff members can ef-
ficiently integrate them in their workflow, allowing for faster and more accurate
decisions. This paper addresses the design of a platform for the efficient switching
between multiple devices in the ICU. The key functionalities of the platform are
the integration of the platform into the workflow of the medical staff and providing
tailored and dynamic information at the point of care.
Methods: The platform is designed based on a 3-tier architecture with a focus on
extensibility, scalability and an optimal user experience. After identification to a
device using Near Field Communication (NFC), the appropriate medical informa-
tion will be shown on the selected device. The visualization of the data is adapted
to the type of the device. A web-centric approach was used to enable extensibility
and portability.
Results: A prototype of the platform was thoroughly evaluated. The scalability,
performance and user experience were evaluated. Performance tests show that the
response time of the system scales linearly with the amount of data. Measurements
with up to 20 devices have shown no performance loss due to the concurrent use
of multiple devices.
Conclusions: The platform provides a scalable and responsive solution to enable
the efficient switching between multiple devices. Due to the web-centric approach
new devices can easily be integrated. The performance and scalability of the plat-
form have been evaluated and it was shown that the response time and scalability
of the platform was within an acceptable range.
D.1 Introduction
Handheld computers, such as tablets and smartphones, are becoming more and
more popular, even in the clinical care setting [1–3]. Moreover, with the increasing
memory capabilities, processing power and connectivity these devices can offer
a portable platform for patient management in the Intensive Care Unit (ICU) [4].
Furthermore, in a computerized ICU, a computer is located next to every bed. Each
department also has a unit PC and physicians usually have a personal desktop and
smartphone. Moreover, the number of devices on an ICU is steadily increasing in
recent years [5]. Therefore, there is a need for an efficient switching mechanism
between the different devices, used in the ICU, to ensure quality of care.
These devices have the capabilities and potential to be integrated within ex-
isting clinical decision support systems (CDSS). CDSS are computer-driven tech-
nology solutions, developed to provide support to physicians, nurses and patients
using medical knowledge and patient-specific information. Thus, these systems
will not replace the medical staff, but will merely give advice and guidance. This
way, they are able to take all relevant data and information into account. By fil-
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tering the information in an intelligent manner and presenting it to the medical
staff at the appropriate moment and in an intelligent way, these systems can im-
prove healthcare [6]. CDSS can be used in every aspect of the care process, from
preventive care and diagnosis to monitoring and follow up. Studies have already
shown that these systems improve quality, safety and effectiveness of medical de-
cisions, resulting in improved patient care, higher performance of the medical staff
and more effective clinical services [7]. Nevertheless, the uptake of CDSS is rather
low and this is due to a number of factors [8].
First, one of the main problems in the use of CDSS is the integration of appli-
cations into the current workflow of the medical staff [9]. Kawamoto et al. [10]
concluded that CDSS are more successful when integrated into the work process
of the medical staff. This also means the integration with existing information
systems of the hospital [11].
Second, the devices used in the ICU are not optimal embedded within CDSS.
Sharing information at the right time and place has a large influence on the use
of these systems and on the performance of the medical staff, moreover it is time-
saving [12].
A third problem is representing all the relevant information of a specific pa-
tient. In the ICU, up to 200,000 parameters are collected for each patient on a
daily basis [13, 14]. These parameters are mainly originating from examinations
and from monitoring data. Visualizing this data in an optimal way and selecting
only the most relevant information is a challenging task [15].
Due to problems and the necessity to ensure continuity of healthcare services,
improving patient quality of life and rationalizing healthcare costs, new pervasive
healthcare systems [16] are being explored [17, 18]. The research on clinical de-
cision support has evolved over 50 years [19] resulting in new approaches such as
pervasive and ubiquitous healthcare [20, 21].
As the medical staff in a clinical setting has very diverse tasks and the work is
highly fragmented [22, 23]. On average, they do not spend more than 5 minutes
on a specific task and in many cases only spend 1.5 minutes on a specific activity
before switching to another task. This means that personnel has to be highly adap-
tive and should be able to cope with an ever changing environment and continually
adjust their activities [24]. In an intensive care setting, there is a wide variety of
systems that are integrated in the workflow of the doctors and the nurses. This
means that during an activity they are taken into account the readings and/or mea-
surement from these systems into account to assess the situation of the patient or
they have to interact with different (software) systems to obtain the correct infor-
mation about a specific patient [25]. As the staff only has limited time to spend on
certain tasks or activities, accessing the correct infrastructure and tools can create
a big overhead for the staff. The study of Koch et al. [26] indicated that using
integrated displays, where all important information in contained in one screen,
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could be an advantage, if bidirectional communication between different devices
is implemented. Also, event recognition and treatment efficiency can be improved
when using a second display [27].
A better integration of the current infrastructure and handheld devices, such as
tablets and smartphones, can improve this situation. Therefore, there is a need for
a platform, which is capable of switching between the different devices, used in the
ICU. However, there are still obstacles concerning the efficient switching between
devices and that should be taken into account when developing such a platform.
First, the user friendliness should be of paramount importance. Introducing a new
tool into such a complex setting as an ICU, should improve the quality of care and
the workflow of the medical staff. It should support the staff in their current activ-
ities. Second, the speed of the switching mechanism is also important, as doctors
and nurses only spend 5 minutes on average on a task, they do not want to wait for
a few minutes while transferring the data from one device to another. Finally, the
switching mechanism should be carried out in such a manner, that it suggest when
the situation is right to switch to another device and automatically detect other
devices in the vicinity. Keeping user friendliness in mind, users should get the
suggestion to switch and should not be switched to another device automatically.
The purpose of this paper is twofold. On the one hand, the design and imple-
mentation of a platform is presented, enabling doctors and other members from
the medical staff to switch between multiple devices. This platform is also capable
of detecting which content is suitable to be displayed on which device, e.g., text
can be shown on all devices, while high-resolution images are less suitable to be
displayed on smartphones. On the other hand, the performance of the platform is
evaluated, to give valuable insights in the scalability, responsiveness and user expe-
rience. The remainder of the article is structured as follows. Section D.2 details the
objectives of our platform, whereas Section D.3 is devoted to the methodological
approach. Section D.4 deals with the evaluation results. Finally, the main contri-
butions are discussed and the main conclusions of this research are highlighted in
Sections D.5 and D.6.
D.2 Objectives
The aim of this research is to design a platform that allows for the efficient switch-
ing between devices in an Intensive Care setting. This platform should offer fol-
lowing features:
• Integration in the workflow and at the point of care: to optimize the care and
minimize loss of time and costs, the visualization of the data by the plat-
form should be integrated into the workflow of the doctors and the medical
staff. Moreover, the visualization should also be possible at the point of care,
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while examining the patients and not only in the office of the physician.
• Tailored information: The information should be adapted dynamically to the
capabilities of the devices, e.g., high quality images, such as X-ray pictures,
should not be shown on a smartphone as the transfer of data would create an
unacceptable delay and it would not be easy to interpret this kind of images
on a small screen.
• Dynamic information: When new information becomes available, the device
should be able to immediately visualize the new content.
• Displaying the appropriate medical information on the device: Based on the
role and the preferences of the end-user and the properties of the device,
which are provided to the platform by means of a database, the platform
is capable of selecting and visualizing the information in a user friendly
manner. By enabling the medical staff to enter their personal preferences, we
make sure that it possible to deviate from the settings made by the platform
and we ensure a user-friendly experience. For example, a cardiologist should
see information concerning the heart instead of seeing kidney data first.
Besides these functional requirements, the platform should also fulfill the fol-
lowing non-functional requirements:
• The platform should be generic and it should be possible to plug-in new
devices at any moment.
• As the number of devices in the ICU is increasing at a steady pace, the
platform should be scalable and able to cope with a large number of clients.
• The platform performance should be such that the loading times are in an
acceptable range.
The original research contribution of the paper is the design of a platform for
the efficient switching between devices in an Intensive Care setting, taking into
account the above four functional requirements and the three non-functional re-
quirements. The design of the platform is outlined in the paper and obtained per-
formance results are presented, together with a discussion section. The platform
can also be used outside the intensive care setting, for instance in ambulatory set-
tings.
D.3 Methods
The platform offers an environment, in which the efficient switching between de-
vices is facilitated. Section D.3.1 details the general concept of the platforms ar-
chitecture, whereas Section D.3.2 describes the platform components and their
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interactions, by focusing on the envisioned scenarios. Section D.3.3 discusses the
use of Near Field Communication as a localization and switching standard between
the devices. In Section D.3.4, the components of the platform and their interactions
are described. Further implementation details, concerning the three-tiered archi-
tecture are given in Sections D.3.4.1, D.3.4.2 and D.3.4.3. Section D.3.4.4 handles
the implementation details of the NFC communication. Finally, Section D.3.5 de-
tails the security and confidentiality techniques used within the platform.
D.3.1 General concept
Figure D.1 illustrates the general concept of the platform. As can be seen in this
figure, data from a various range of sources is gathered in the Intensive Care Infor-
mation System (ICIS). This involves data from clinical observations, prescription
information, monitoring parameters, lab results as well as administrative data. Fur-
Figure D.1: General concept of the platform. Data from a wide range of sources is
gathered in the Intensive Care Information system (ICIS). Personal preferences of the staff
are stored in the staff preferences database and general knowledge is kept in the
knowledge database. Information of these data sources is used to select and filter the data
intelligently. based on the type of the device and the preferences of the user the
information is visualized on a specific device.
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thermore, information regarding the personal preferences from doctors is stored in
the Staff Preferences database and general knowledge is kept in the Knowledge
database, for example the capabilities of every type of device. The information
from these three databases is used for filtering and selecting the requested infor-
mation. Based on the capabilities of device and the preferences of the user, the
information can be filtered in an additional step, if necessary, and is sent to the
device.
D.3.2 Scenario
From the general concept, as discussed in the previous section, the following sce-
nario can be envisioned.
1. The doctor is on his way for his round in the ICU ward and decides that
he already wants to check the last measurements of patient X. He takes his
smartphone and gets a concise overview, in the form of a table, of the pa-
tients status.
2. As the doctor arrives at the ICU ward, he wants to visualize the measure-
ments onto the bedside desktop PC. Therefore, he swipes his personal tag
on the reader, attached to the device.
3. Immediately, the patients data that the doctor was viewing on the smart-
phone is shown on the bedside PC. As this screen has a larger size, the
measurements are shown as graphs, where possible.
4. Meanwhile, the nurse at the unit desktop PC is entering additional infor-
mation about patient X. Straightaway, all devices, currently visualizing data
about patient X, will be updated, ensuring an up to date view on patient X.
5. After a while, the doctor moves to the bed of patient Y and on the bedside PC
he visualizes this patients data. With this action, the smartphone application,
still visualizing the data of patient X, will refresh automatically and instantly
show the data of patient Y.
The visualization of this scenario is shown in Figure D.2. Next to the floor
plan, some examples are given of which information is displayed on the screen of
the involved devices.
The scenario, described in the previous paragraph, details the general concept
of the proposed platform. However, the platform makes it possible to switch be-
tween a wide range of different devices that could be used in the ICU: smartphones,
tablets, desktop computers at the nurses station or in the doctors office, bedside pcs
and smart TVs. In fact, all devices, which are capable of visualizing web pages
can be used with the platform. Different uses cases for switching are:
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Figure D.2: An illustrative scenario to show the platform. On the left side of the figure a
part of the ICU floor plan is shown, on the right side an example of the visualisation on
each of the devices, used in the scenario is displayed. 1) the doctor is on his way to the
ICU ward and already goes through the patients data on his smartphone, by means of a
table. 2) When he arrives at the patients bedside pc, he uses his personal tag to identify
himself to the computer. 3) on this screen, he sees a more detailed overview of the data
shaped as a graph. 4) When the nurse enters new data of the patient into the system, the
new information is immediately visualized on the screen of the pc and smartphone of the
doctor. 5) When visiting a next patient, the doctor changes patients on the application and
all screens are again updated.
• Switching between devices, from a device with a small screen to one with
a bigger screen, because the medical staff wants to have a more detailed
overview of certain variables. This can be done by means of a graph instead
of a table or a listing of the variables from the last hour.
• Switching from a screen that can be seen by visitors of patients, during vis-
iting hours, to a more personal device. This way, patient confidentiality can
be taken into account.
• Switching from a device, residing next to the patients bed, to a more personal
device, because the doctor is continuing his/her round.
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D.3.3 Near Field Communication
To implement the tags and readers, as mentioned in the previous section, we as-
sume doctors and the medical staff will use Near Field Communication (NFC) [28].
NFC is a new set of standards that enables smartphones and other devices, with
similar capabilities, to establish radio communication. This connection is set up
by bringing the devices in close proximity to each other (usually only a few cen-
timeters), or by touching each other. Not only communication between two NFC
enabled devices is possible, but also the communication between an NFC reader
and an unpowered NFC chip, which is often called a tag. NFC is compatible with
current existing Radio Frequency Identification (RFID) structures, tags and smart
cards [29, 30]. There also is no technical barrier to use NFC, as the concept is
straightforward. The user just has to bring the two devices in their range to start
communication. As the communication range is short, it is easy to distinguish
multiple devices residing in each others neighborhood. This also means that there
is little change that there will be security issues, if no other device is in the vicinity,
there will be no communication [31].
D.3.4 Platform components and interactions
The platform is implemented by using Java EE 6 (Java Enterprise Edition 6),
which defines a standard for developing and implementing multi-tier applications,
based on standardized modular components. The Java EE framework offers a com-
plete set of services to these components and details concerning middleware ac-
tivities are handled automatically, without complex programming. A multi-tier,
distributed application model is used by this platform. Based on functionality, the
application is split up into different components, which can be installed on dif-
ferent machines, depending on the tier they belong to. Most Java EE enterprise
applications can be split into 3 tiers:
• Entities are contained in the Persistence Tier. The Java Persistence API is
used to implement entities and to persist them into a table in a relational
database.
• Enterprise Java Beans (EJB) are defined in the Business Tier. These beans
are responsible for adding logic to the application. The Java EE frame-
work ensures that these EJBs offer scalability by means of resource pooling.
There are two different types of EJBs. Tasks of clients are performed by
session beans. Based on the requirements, session beans can be stateless,
stateful or a singleton. Message-driven beans are used when the application
has to process asynchronous messages. In the Business Tier, Web Services
can be defined, which can call upon external services.
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• Java Server Pages (JSP) and servlets are stored in the Web Tier. JSP and
servlets can be used to visualize dynamic web content and make it possible
to enforce a separation between the representation of data and the business
logic.
The 3-tier architecture of the platform, as depicted in Figure D.3, is based
on a web centric approach and addresses the functional needs as mentioned in
Section D.2. These choices ensure that the platform is flexible and portable. Also,
by choosing a web centric approach, all devices with a web browser are able to
plug into the system. The implementation code of the Proof of Concept is made
publically available on GitHub through the following URL:
https://github.ugent.be/fddbacke/DeviceSwitching.git.
Figure D.3: High level overview of the platform’s architecture. The servlets communicate
with the business tier and convert raw data into a suitable representation for the device.
The managementbean is connected to two internal components. The Statemanager keeps
track of the correct run-time state and the databean is used to communicatie with the
persistence tier.
D.3.4.1 Persistence tier
The Persistence Tier contains all the entities, representing the tables in the database.
In fact, entities are Plain Old Java Object (POJO), extended with annotations that
can indicate for example, an ID or multiplicities, such as a many-to-many relation-
ship. The most important entities in the platform are:
• DeviceType: information about the specifications of a device type, e.g., the
resolution of the screen.
• Staff: knowledge about staff members preferences and limitations, concern-
ing the data that a certain staff member can consult.
• Variable: identifier to determine which type of data is stored, for example,
body temperature, blood pressure, heartbeat per minute.
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• Patient: detailed information about the patient, such as name, episode num-
ber and unique national number.
– PatientVariable: actual data about a specific Variable, linked to the
Patient. For example: Patient x has a body temperature of 37.2 degrees.
D.3.4.2 Business tier
In the Business Tier, the Facade design pattern is applied [32]. This implies that
all communication between the Web Tier and Business Tier will pass through a
specific bean, the ManagementBean. This bean provides only high-level business
methods in order to have a safe and simple interface. Furthermore, the methods
in the ManagementBean can be split in two types. First, there are methods that
are related to the state of the application for a current user. Second, there are also
methods for retrieving and changing information related to the patients. Since
this defines a clear distinction, the ManagementBean is connected to two different
internal components.
The first component, the StateManager, keeps track of the current run-time
state of the application. This class is implemented as a Singleton. A Singleton
session bean is instantiated only once for each application and will exists for the
whole lifecycle of that application. The Singleton session bean was chosen since
this bean has to keep the information about the global state of the application.
Information about the current number of devices and the users logged in on these
devices is not stored in the database, but is all stored inside the StateManager.
Run-time state information is not stored in the database as this would result in
an extra delay. The disadvantage of this decision is that information about which
patient the user was viewing and which devices were in use by the user, will be
lost when the server has to reboot.
The second component, the DataBean, is used to communicate with the Per-
sistence Tier. This way, the application can take care of the data related to patients
and staff members. Because all global state-information is saved in the StateMan-
ager, the ManageBean can be implemented as a stateless session bean. This design
choice makes the application more scalable, since there can be more instances of
this implementation available at the same time.
D.3.4.3 Web tier
The Web Tier consists of both code running on the device (the client) and code
running on the server.
The Asynchronous Javascript and XML (AJAX) design principle is used to
create a fast and responsive system [33]. However, Javascript Object Notation
(JSON) was used instead of XML to enable easier processing in the client [34]. A
static HTML page (HyperText Markup Language) is downloaded to the client and
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the content of this page is changed dynamically. Communication with the server
happens in the background, without any user intervention.
The server-side code consists of servlets running in the Java EE Web Container.
These will handle the requests from the client and forward them to the Business
Tier. Another function of the servlets is to convert the raw data from the Business
Tier into a representation that the client can process. This conversion depends on
the type of device. For example, a graph will be generated from the raw data for
tablets and laptops, while smartphones will receive a textual representation.
The data is presented to the user in the form of Blocks. Each Block contains
a specific Variable, for example blood pressure or body temperature. When a user
adds new information to a Block, this information is sent to the Business Tier and
all devices displaying this information will receive the updated content.
Clients also poll the server at fixed intervals for new content. To lower the load
on the Business Tier, a ChangeTracker object is introduced. The goal of this object
is to keep track of which devices need to be updated with new content. When a
client checks whether there is new content, the request will only be passed on to
the Business Tier, if the ChangeTracker indicates that new content is available.
This reduces the load on the server.
D.3.4.4 NFC communication implementation
In order to establish a connection between the NFC infrastructure, used for the
platform and the platform itself, the IOTOPE library is used. By developing a
small client for the device, equipped with an NFC reader, the platform can be
notified, when a certain device is in the vicinity of an NFC tag. Each NFC reader
an decode tags. Whenever this situation occurs, the client will perform a post to
the NFC login server by transferring all the necessary data. This is in fact standard
IOTOPE functionality. This login server will send the request to the login server
of our platform and thus establish the connection.
The NFC communication within this platform is implemented in such a way
that there is support for two different setups. In the first setup, each user has a tag
and a reader is connected to each device. In the second setup, each device has a
tag and a user can log in by scanning the tag with his/her personal smartphone.
The implementation of this small client is also available on
https://github.ugent.be/fddbacke/DeviceSwitching.git.
D.3.5 Security and confidentiality
In a clinical setting, security and privacy play an important role, as it is not the
intention that everybody can gain access to the information used within the plat-
form. Therefore, some security and privacy measurements are taking within the
platform. The web application of the platform, running on the handheld device, is
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facilitated by means of a web page. Thus, it is possible to use existing, standard
security methods for website. A secure Transport Layer Security (TLS) connec-
tion is used. For the web application, this means that the Hyper Text Transfer
Protocol (Secure) (HTTPS) is utilized. To prevent not-authorized users, accessing
the application, a login mechanism is implemented. This way, only personnel of
the ICU can gain access to the web application. Data can only be fetched from
the databases of the ICU, if the correct WiFi hotspot is used. No information is
cached in the handheld device. When the medical staff moves to another patient,
the data is automatically forgotten. When a nurse or doctor forgets to leave the
handheld device at the ICU, the web application will notice this when they leave
the hospital, by means of GPS tracking, which is only possible outside buildings,
and the web application will be closed.
D.4 Results
Measurements were performed to evaluate the performance of the platform. The
results of these tests give valuable information about the scalability, responsiveness
and the user experience.
D.4.1 Evaluation approach
Time measurements were performed to benchmark the platform. Therefore, times-
tamps were collected both at the client-side and server-side. This enables the cal-
culation of the response time under different circumstances and the determination
of the most time consuming parts of the application. Special care has been taken
to assure that a possible mismatch between the time on the client and the time on
the server is excluded from the measurement results.
All evaluation tests were repeated 30 times. These results were then aver-
aged to exclude statistical fluctuations. Special code was included in the client to
facilitate these measurements. This code simulates user interaction and collects
timestamps belonging to the performed action. Reaction time of the NFC reader
and the time to render the Document Object Model (DOM) in the client browser
are excluded from the measurements.
Response time will always be used as benchmark. This is defined as the time
between the selection of the patient and the time when the DOM with the patients
information is updated in the client.
D.4.2 Evaluation setup
All the tests were performed with the same server: a laptop with an Intel Core i5-
2410M CPU with 6 GB RAM and a SSD running Microsoft Windows 7. Glassfish
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Version 3.1.2 was used as the Application Server. The client used in the tests,
unless stated otherwise, is a laptop with an Intel Core i5-3210M running Ubuntu
12.04. Firefox 17.0 was used as web browser. For the communication between
the devices a wireless 802.11 b/g router with 100Mbit/s Ethernet connection was
used. Unless stated otherwise, the devices were connected to the WiFi network.
A Samsung Galaxy SII Smartphone, running Android 4.0 and a Samsung
Galaxy Tab 10.1 tablet, running Android 3.1 were used as mobile devices. The
tests were performed using their standard web browsers.
D.4.3 Evaluation results
The first evaluation analyzes the response time in function of the number of blocks
that are sent to the client. This test was performed with a wired connection between
server and client. As can be seen in Figure D.4, the relation between the response
time and the number of blocks shown in the client is linear. Presenting the data as
graphs takes more time than presenting the data in a tabular form. The response
time increases also faster when graphs are generated. This was expected since the
number of blocks equals the number of graphs to be created. Also, the time for
generating three blocks, is almost equal for both representations. This is because
the first three blocks never contain any graphs.
To gain more insights in the response time, the different parts were analyzed.




















Figure D.4: Response time as a function of the number of blocks with the data represented
as tables or as graphs.
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Three different parts were identified:
• DOM-modification time at the client-side
• The communication delay between server and client. This delay consists of
both the network delay and the JSON-parsing at the client-side.
• The generation at the server-side, this can further be split in:
– Switch and select patient at the server-side
– Business logic without database interaction
– Interaction with the database
– Generating HTML
The result of this analysis with the data represented as graphs, or as tables can
be found in Figure D.5 and Figure D.6 respectively. The average and standard
deviation are shown in Table D.1. It can be concluded that for the rendering of
tables the most time-consuming parts are the DOM modification at the client-side
and the database interaction at the server-side. For the rendering of graphs the
HTML-generation at the server-side takes a considerable amount of time. This is
caused by the fact that the generation of the graphs is done as part of the generation
of the HTML code. At the server-side, the database interaction always takes a
considerable part of the total response time.
Figure D.5: Analysis of response time with data represented in graphs
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Figure D.6: Analysis of response time with data represented as tables
Table D.1: Average and standard deviation in ms for the different parts of the response
time
Graph Table
Average [ms] σ [ms] Average [ms] σ [ms]
Select patient 11.07 2.49 11.3 1.62
Client DOM modification 276.4 8.02 645.47 14.78
Communication delay 122.93 17.97 84.2 12.66
HTML generation 1435.7 174.88 26.03 14.30
Business logic without 10.8 10.08 10.9 12.47
DB communication
Database interaction 363.07 176.08 348.37 170.41
The average response times were measured when different devices were con-
nected with each device constantly sending requests to the server. With up to 20
devices connected, no statistically significant differences in response time were
measured, implying that the system scales well.
Finally, the response time was measured on different types of devices to evalu-
ate the user experience. In normal operation, the system will show a different rep-
resentation of the data depending on the type of device. For these measurements,
the same data was sent to each device to enable comparison of the performance of
the different devices. This data consists of 25 blocks, each containing 100 values
and these are represented as a graph and as a table. The results are shown in Table
2. On all devices the representation with graphs consistently takes longer. The
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Table D.2: Average and standard deviation in ms corresponding to the response time for
the different types of devices
Graph Table
Average [ms] σ [ms] Average [ms] σ [ms]
Computer 1126.27 184.40 2219.97 305.99
Tablet 2798.07 304.80 3652.93 537.28
Smartphone 2449.13 289.17 3218.07 348.94
smartphone also performs better than the tablet for both the representation with
graphs and tables.
D.5 Discussion
An accurate analysis of the evaluation results, obtained as described in the previous
section, indicates that the platform performs as desired. The response time for
generating tables, as shown in Figure D.6 shows that most of the time goes to
client DOM modification (57%) and database interaction (31%). For generating
graphs, as shown in Figure D.5, 65% of the response time is needed for HTML
generation. Client DOM modification and database interaction take respectively
12% and 16% of the response time.
Measurements with up to 20 devices have shown no performance loss due to
the concurrent use of multiple devices, proving that the application is scalable.
The ICU of Ghent University is one of the largest ICUs in Belgium, which holds
56 beds. The department consists of 5 different units (cardiac, burn unit, surgical,
pediatric and internal) and these are located in different locations. Each unit in
itself is again divided in several smaller units where each ICU bed has a bedside
PC. As the platform can be distributed in such a way that each small unit has its
own server, it can be ensured that the platform keeps running smoothly. Moreover,
in the experiments where 25 medical parameters were measured and 100 values
per parameter were stored, the system was able to consistently respond in less than
1 second when the data is presented in tabular form.
The difference in response time between the different types of devices is less
than a factor 3, as can be observed in Table 2. This difference can be partly com-
pensated by adapting the representation of the data to the device type, which guar-
antees a consistent user experience on all devices. Furthermore, the performance
difference between the tablet and smartphone, used in this experimental set-up,
can most probably be explained by the newer Android version and the faster CPU
of the smartphone.
When the response time as a function of the number of the data points is mea-
sured, as shown in Figure D.4 and Table 1, a linear relationship is achieved as
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expected. The HTML generation takes 50 times as much time than presenting the
data in a tabular form. The increase in response time as a function of the number
of data points is smaller with graphs, since the number of graphs that needs to be
created is the same.
The main advantages of using the new NFC technology, instead of the more
known RFID technology are: (i) the capability of bi-directional communication,
this way of communication, instead of single mode communication as with RFID,
allows for more flexibility as the tags are able to communicate directly with each
other, (ii) the ability to emulate contactless smart cards, which advances the inter-
operability of NFC as there is no need for an NFC tag or RFID card and informa-
tion, stored on the NFC device, is used for communication, however, making the
system secure is a great challenge [35] (iii) peer-to-peer connections can be estab-
lished, with this mode it is possible to exchange data at link-level [29, 36], and
(iv) the speed of the connection establishment is negligible, NFC connections are
typically set up in less than 100 milliseconds as the connection between 2 devices
is created automatically [37].
The platform performance can be further improved by reducing the number of
requests from the client to the server: this can be realized by changing the polling
architecture (from client to server) to a push-based architecture (from server to
client). In this way, when the server discovers a change to the data of a viewer, it
will push these changes to the client.
The following technical considerations and challenges should be taken into ac-
count for the platform. First, as the platform is used within a clinical setting, pri-
vacy and security are very important. Therefore, we also plan to carefully consider
the privacy and security requirements in the extended version of the platforms.
Second, Javascript was chosen to create a fast and responsive system, and the ex-
ecution of the code is done at client side, which limits the necessary processing
power in the back-end. However, this also means that the CPU of the end users
device is used, which can have an impact on the battery consumption of mobile
client. An adaptive approach to balance components between client server is cur-
rently being considered. Another limitation of Javascript is that different layout
engines will render the code in a different manner, which may result in incon-
sistencies in terms of functionality and interface. Proper front-end development
tools and extensive automated software testing will allow circumventing these in-
compatibility concerns. Third, by using AJAX, network latency can impact the
responsiveness of the platform. Lightweight alternatives are currently being stud-
ied.
The proposed platform can be integrated within existing CDSS that are already
deployed in the intensive care unit, as previous research indicates that stand-alone
CDSS are not enabled to be executed on multiple computing platforms [38]. This
can be done by generating the entities, based on the relational databases of the ICU.
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As indicated in Figure D.1, several databases are integrated within our platform. If
these databases are replaced with those used in CDSS and the queries are adjusted
accordingly, the platform can be fully operational in the ICU, integrated with the
other tools and systems. EHR (Electronic Health Record) applications are con-
sidered to be an important part of CDSS, hence integrating the proposed platform
with existing EHR applications can be realized in a similar way: generating the
entities in the platform based on the database tables in the EHR application. This
approach was taken for the integration of the system with the EHR application in
the Intensive Care department of Ghent University hospital.
D.6 Conclusions
In this paper, a platform to access data through multiple devices is described.
Based on the functional and non-functional requirements, a 3-tier architecture
was designed and implemented. Due to the web-centric approach, the platform
is portable, scalable and extensible. Extensive timing measurements were per-
formed to investigate the response time, the scalability and user experience of the
designed platform. The results of these evaluations show that the response time
of the platform scales linearly with the amount of data. The response time for
generating tables is always less than the response time for generating graphs. The
platform, presented in this paper, facilitates the use of multiple devices in an ICU
setting, which is integrated in the workflow of the doctors and the medical staff at
the point of care. Future research will focus on replacing the polling architecture
into a push mechanism and on the implementation of several caching strategies.
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