Abstract-This paper proposes a new bit allocation algorithm, capable of efficiently allocating a given quota of hits to an arbitrary set of different quantizers. This algorithm is useful in any coding scheme which employs hit allocation or, more generally, codebook allocation. It produces an optimal or very nearly optimal allocation, while allowing the set of admissible hit allocation values to be constrained to nonnegative integers. It is particularly useful in cases where the quantizer performance versus rate is irregular and changing in time, a situation that cannot be handled by conventional allocation algorithms.
I. INTRODUCTION
IT allocation is a major concern in any coding scheme B where a given quota of bits must be efficiently distributed among a number of different quantizers. In such schemes, each quantizer is capable of operating at (usually, a fixed number of) different rates by using different quantization tables. The rate is usually measured by the minimum number of bits required to address all the entries in the quantization table which is simply log2 N where N is the size of the table. The performance of such a quantizer is characterized by its quantizer function (QF), defined by the average quantization distortion as a function of the rate. The set of QF's is used by the allocation algorithm to best determine the allocation strategy that minimizes the overall coding distortion. Most common of such coding schemes are the transform and the subband coders which will frequently be used as examples in various parts of this paper.
The problem of optimal bit allocation was first addressed (within the context of source coding) by Huang and Schultheiss [ l ] in their original paper on transform coding. They, however, suggested only an approximate solution to the problem. They assumed a set of identical unit variance quantizers each with a simple exponential QF. They solved the allocation problem for this set by allowing the bits to be any arbitrary real numbers, including negative values. Having such a solution at hand, they tried to find, by trial and error, a set of nonnegative integer allocations close to the continuous solution.
An improvement to this method was proposed by Segall [2] . He removed the requirement that the QF's be exponential, but required that they be strictly convex. As be- fore, all the quantizers were assumed identical. The author provided an optimal solution for this case, allowing, again, the allocations to be real numbers which, however, were constrained to be nonnegative.
In most applications, the number of bits that can be assigned to a quantizer is bounded above by some maximum allowable allocation since there is a limit to how fine the quantizer resolution can be. This is particularly important for a vector quantizer since the codebook size grows exponentially with the number of bits. It is sometimes useful to put a lower bound on the number of bits, that is, to specify some minimum nonnegative allowable rate. This reduces the quantization table storage requirements. In subband coding, for example, limiting the minimum rate to 1 or 2 bits is known to produce better perceptual coding quality. The range of admissible rates, specified by the the lower and upper bounds, may, in general, be different for each quantizer. Also, the bit values within the admissible ranges are usually constrained to be integers for practical reasons. Neither of the above-mentioned allocation methods is applicable in the case of different (finite) ranges of admissible integer bit values.
An optimal allocation algorithm for nonnegative integer allocations was proposed by Fox [3] . Unlike Segall's solution, this algorithm (based on so-called marginal return analysis) is applicable to a set of different quantizers. However, the basic assumption is that all the QF's are convex and strictly decreasing with the number of bits. Also, as above, the case of upper and lower bounded allocations is not covered by this algorithm.
In many cases, the quantizers are not identical since the random sequences quantized by them do not have the same statistics, and each quantizer has been optimized for its own input sequence. Consider, for example, the subband coder where different spectral bands of speech are assigned different quantizers. It is known that the statistics of the high-frequency components of speech are significantly different from those of the lower frequency components.
Convexity of the QF's is essential for the above-mentioned algorithm to perform well. However, it may happen that the quantizer functions are not convex. Convexity is suggested by the rate-distortion (RD) theory in case\ were the quantizer performance approaches the RD bound, which implies very long block coding. Practical quantiz ers operate on short data blocks and do not achieve the 0096-3518/88/0900-1445$01 .OO 0 1988 IEEE RD performance, in which case convexity is not guaranteed. Nonconvex QF's may be generated by a set of quantization tables where not all of them perfectly match the source statistics. This usually happens when a quantization table (more generally, a vector codebook) is built of a multiple of subtables. A typical example to this case is the multistage vector quantizer [9] which is known to have an irregular QF. Nonconvexity of the QF may also happen if the set of quantization tables are not all equally well designed, or if the changing characteristics of a nonstationary source renders some of the tables inefficient. In extreme cases, the QF's may not even be monotone-nonincreasing with the number of bits. This strange anomaly may arise, for example, in multistage quantizers if adding one more bit to the rate by using one more 1-bit codebook is very inefficient and actually increases the distortion. The allocation algorithms mentioned above are not suitable for nonconvex or nonmonotone decreasing QF.
An optimal solution to the allocation problem can be obtained via dynamic programming [4]- [6] . However, the complexity of this technique is rather high. If R bits are to be allocated to a set of quantizers, dynamic programming requires on the order of R2 arithmetic operations per quantizer. In coding schemes which use long blocks of data, the number of bits per block (R) is usually very high (hundreds, if not thousands), which makes dynamic programming unacceptable for this application.
In this paper we propose a new allocation algorithm, which efficiently solves the allocation problem for an arbitrary set of quantizers, under all the constraints mentioned above, with an acceptable degree of complexity. This algorithm can be applied to any coding scheme where bit allocation is performed. Moreover, since the algorithm performs efficiently for any set of quantizers, the allocation procedure can be dynamically updated by an on-line measurement of the distortion versus rate functions of all the quantizers. In particular, one can perform the "ultimate bit allocation" by measuring the distortion function for each single block. In other words, quantize each entry of the current block by its own quantizer, with all the admissible bit values, record the resulting distortions, and form the QF's. Then, apply the allocation algorithm and get the final bit allocation. This is, of course, a tedious operation, but may very well be worth it in terms of the increase in performance. Note that since, in this case, the measured distortions are not averaged, the QF's may be very erratic, that is, not convex and not even always decreasing with the rate. The main point is that such an ultimate bit allocation is fundamentally impossible with the traditional allocation algorithms.
THE ALLOCATION PROBLEM
The allocation problem can be formulated as follows. We are given a set of M variable-rate quantizers and a set of M gains represented by the vector G = ( g , , g2, * * * , g M ) . The input to the kth quantizer is first normalized by the corresponding gain gk and then quantized with i bits where i belongs to the set of nonnegative integer values { Pk, * * , q k } . The resulting squared errors for all admissible bit values form the normalized quantizer function (NQF) of the kth quantizer, denoted by { e,( i ), i = Pk,Pk + 1, . . , q k } . Thus, if i bits are used, the actual squared error at the kth quantizer output is ( g k ) 2 & ( i 1.
Given a quota of bits R, the problem is to find the best way of distributing these bits among the quantizer so as to minimize the total squared error. In other words, find an allocation vector B = ( b l , b2, -, b , ) which minimizes M subject to and Note that the domains ( p k , --, q k } of admissible bit assignments are different for each quantizer (each k). In this work, we impose a practical constraint of nonnegative integer bit values. However, the algorithm can be generalized to allow for any finite set of real numbers as admissible bit assignments. Also, we obviously have Pk I q k I R for all k.
A typical example where such an allocation problem arises is subband coding. In this coding system, signals of several spectral bands are segmented into fixed-length blocks and quantized each by its own separate quantizer. The square root of the block energy is defined as the block gain. The data in the block are first normalized by the block gain and then fed to the quantizer. The (scalar or vector) quantizer is tuned to the characteristics of the normalized data and is able to operate at a predetermined range of bit rates. The problem, precisely formulated above, is how to split a total of R bits (the overall system rate) among all the bands so as to minimize the overall distortion, based on the measured gains and the quantizer characteristics.
The algorithmic solution to the problem, proposed here, is based on a little-known version of the Lagrange-multiplier method, as applied to allocation problems. In the next section, we state the main theorem associated with this method, which is the basis for our algorithm. Following this, the algorithm is developed and its efficiency is demonstrated and discussed. 
For the purpose of this discussion, the squared gains and the normalized quantizer functions can be represented The proof of this theorem (which is actually quite simple) and some of its applications can be found in [7] . For completeness we repeat the proof here.
R ( B * ( A ) ) .
Proof: For the solution B*, we have
H ( B * ) + AR(B*) I H ( B ) + A R ( B )
Thus, the unconstrained problem can be written as
The crucial point is that the solution is obtained by minimizing each term of the sum in (7) separately. Denote by bz ( A ) the kth component of B* ( A ) and define
min (wk(i) + xi). (9) then bz( A ) solves ;€SA for all B in S. Equivalently, we have Given A, one can solve for all bz's, sum them all up to get R*( A ) , and then compare this value to the desired constraint R,. If 
for all B in S . Since this is true for all B in S, it is obviously true for all B in any subset of S . In particular, it been achieved. R*( A ) is called the solution rare since it is the total number of bits associated with the solution is true for all B in a subset defined by B*( A).
S* = { B : R ( B ) 5 R ( B * ) ) .
Since A I 0 we have
that is, B* is the solution to the constrained problem with R, = R ( B * ), and the theorem is proved.
It is important to properly appreciate what this theorem says. It does not guarantee any solution to the constrained problem (1). All it says is that to every nonnegative A, there is a corresponding constrained problem whose solution is identical to that of the unconstrained problem.
The main point is, however, that if R* ( A ) happens to be equal to R,, then B* ( A ) is the desired solution to the constrained problem.
As we sweep A over the range zero to infinity, sets of solutions B*( A ) and constraints R*( A ) are created. The key questions are whether or not one value of R* ( A ) coincides with R, and how to find the corresponding A. These questions are discussed throughout the development of the algorithm which is based on the above theorem.
IV. DEVELOPMENT OF THE ALGORITHM
The solution b;( A ) may not be unique. The set of solutions to (9) for the kth quantizer and for a given A are denoted by { bz ( A ) }. Therefore, the solution B* ( X ) is also not necessarily unique. We denote the set of solutions for a given X by { B* ( A ) } . The corresponding set of solution rates is denoted by { R* ( A ) } . The size of the solution set { B*( A ) } is at least the size of the set { R* ( A ) } , but may be larger since more than one solution may yield the same solution rate.
Let G be the (finite) set of all solution rates { R* ( A ) } obtained by sweeping A from 0 to 00. A vector B, for which R ( B ) is not in G, is called an inaccessible point in S since there is no A for which B = B* ( A). It is desirable that the solution to our constrained problem not be an inaccessible point since an inaccessible solution cannot be found by solving the unconstrained problem for A.
To proceed further in the development of the algorithm, the following lemmas are needed.
Lemma 1: Let W ( b ) be a real-valued function over some bounded and closed domain Z on the real line. Let b, be a solution to
The bit allocation problem formulated in the previous and let b2 be a solution to section is a constrained problem specified by From this we get
Summing both sides of these two inequalities we get and the lemma is proved. Proof: Suppose X 2 > hl. By Lemma 2, the lowest value in { bt ( XI ) } is greater or equal to the greatest value in { b: ( A,) } . Therefore, at most one value (the lowest for A, which could be equal to the greatest for X2) can be common to both sets. Since this is true for all k , the lemma is proved.
A corollary of this lemma is that two distinct values of (lib) Then, the singular value A2 is given in terms of A by which can be proved in the same way as for (10c). Note that if S, are empty for all k , there is no A2 which satisfies A 2 > A. The last two lemmas say that by knowing a singular value, the next from below or from above can be found, and thus, all singular values and all the solutions B*( A ) can be located. This motivates the following basic search procedure which is the essence of the algorithm.
1) Obtain an initial value A (in a way soon to be discussed).
2) Solve the unconstrained problem by using (9) . If X is not singular, there is only one such solution and one constraint R*( A). If If the search terminates with only an approximate solution, which means that the optimal solution is an inaccessible point, then this solution can be adjusted by adding a few bits until the sum of the modified allocations becomes equal to R,. The criterion for adding bits is to cause the greatest reduction in the distortion H( B* ( A)).
We add one bit at a time according to the following steps. 6 ) Find k' which solves 7) Update the solution by adding 1 to b:. 8) Repeat Steps 6 and 7 until the sum of the allocations equals R,.
Since B,* is not an optimal solution, it is natural to ask how far it is from the desired optimal solution. With the aid of the following lemma, a bound on the difference between the distortions of the optimal and approximate solutions can be found.
Lemma 7: Let B be the desired solution of the original constrained problem with the constraint R,. Let B* ( XI ) and B*( A,) be two solutions such that (13a) R * ( X , ) 5 
R,. I R*(AZ).
Then,
H ( B * ( A,)) I H ( B ) I H ( B * ( A , ) ) . (13b)
Proofi The left side of (1 3a) directly implies the right side of (13b) by the main theorem. For the left side of (13b) we have
H ( B * ( A,)) + X2R*( A,) I H ( B ) + X 2 R ( B )
I H ( B ) + X2R,.
Since X2 L 0 we have
which means that the right side of (13b) implies the left side of (13b) and the lemma is proved. Now, let B* ( A, ) be the solution at the end of the search (Step 3). By adding more bits to this solution, we reduce the distortion. However, upon reaching R(B,*) = R,, the distortion H(B,*) cannot be lower than H ( B ) and cannot be higher than B* ( Xl). This means that (13b) still holds if we replace H ( B ) by H(B,*) , which implies the following:
Thus, the difference in the distortions associated with the optimal and approximate solutions to the constrained problem is within a range determined by two solutions to the unconstrained problem which are the closest to the desired solution from above and below.
A more useful bound is expressed terms of the difference in decibels between the distortions of the optimal and approximate solutions. ( 1 6 ) This means that, given B* ( hl ) and B* ( h 3 ) , the solution for X2 can be searched for in a considerably smaller range than that specified in (9)-( 11). The search regions for these expressions [see (8) , (loa) , and (1 la)] are now redefined as With these modified search regions, we can describe One way to do this is as follows.
1.1) Find an initial XI (to be discussed in the next section).
1.2) Solve (9) with the old s k as in (8) for all k and get R*( Xl). 2) Continue as in the basic procedure but with the modified search regions as in (17)-(19). Note that as new solutions for h's are found, the search regions can be dynamically modified, thereby, continuously decreasing the search intensity.
The value of the update constant of Step 1 determines the rate at which the procedure approaches the desired two initial solutions. If this constant is large, the two solutions can be obtained after one or two iterations. However, they may be far apart which means large search regions. If this constant is very small, many iterations are needed, but the resulting search regions are small since the two solutions will be close to each other. The best update constant should be experimentally found by actually measuring the overall search complexity while running the algorithm with various values of this constant.
It was observed during an experimental evaluation of the algorithm that more than two solutions for singular X's were never detected. Therefore, we may assume that there cannot be more than two solutions for any singular X with a very small risk, if at all, of skipping a solution which might have been the desired one.
Under this assumption, it is not necessary to search for all the solutions of a singular A. 
VI. INITIAL LAGRANGE MULTIPLIER
The computational complexity of the algorithm strongly depends on the initial h since the closer this h is to the final value, the fewer iterations are needed. The following method of obtaining an initial A was empirically found to yield a low average computational intensity. The method is based on the fact that a necessary condition for a set { bk } to be a solution is
which can very easily be verified. Since the above is true for all k , we can get an "average" initial X by summing either one of the two inequalities in the last expression with respect to k . Using the inequality on the left, we obtain
The b,'s are obviously unknown, therefore, we replace them by an "average" of their admissible values. The value ak = INT { ( q k + p k ) / 2 } , where INT { } means rounding to the nearest integer, was experimentally found to be a good replacement to the bk's for this purpose. The initial A is, therefore, computed by
However, this initialization method is not necessarily the best one, and further study of this problem may yield a better solution.
VII. EVALUATION OF THE ALGORITHM In this section, we provide experimental results which demonstrate the efficiency of the proposed allocation algorithm. The algorithm was applied to a sequence of 1000 gain vectors G,, = ( gl,,,, 
(Set 3).
The gain vectors were computed from a sequence of 1000 DCT blocks of length 256, extracted from a speech waveform. Each DCT block was partitioned into 64 4-dimensional subvectors and the RMS energy of the ith subvector was defined as g , .
The experiment with Set 1 simulated a situation where all 64 4-D DCT subvectors had the same statistical characteristics and they were all quantized by the same ideal 4-D vector quantizer whose NQF was assumed to be 8,(i) = 2.2 x loo5'. The quantizer factor 2.2 was actually obtained by averaging the performance of a 4-D vector quantizer over a long training set of 4-D normalized DCT subvectors.
The experiment with Set 2 simulated the case where all the subvectors in the DCT block were quantized by the same three-stage vector quantizer. Details on the structure of such a quantizer can be found in 181. The main point is that the NQF of this quantizer is not convex, that is, the difference function Ok ( i + 1 ) -ek ( i ) is not monotonically decreasing. This behavior is caused by the transitions from one stage to another in the quantization process. The NQF used in this experiment is depicted in Fig.  2 . The figure shows the normalized distortion in decibels (to capture the whole range) versus number of bits.
The experiment with Set 3 simulated the case where each subvector in the DCT block was quantized by a separate vector quantizer, tuned to statistics of that subvector. Again, three-stage vector quantization was assumed. Furthermore, each quantizer had a different upper bound on the admissible bit assignment. The lowest bit assignment was zero for all the quantizers. The set of the 64 NQF's, which were found by actually designing 64 threestage VQ's over a long training set of 4-D DCT subvectors, is shown in Fig. 3 . The NQF's are shown in 6 separate groups of graphs for better clarity. A straight horizontal line at the end of a graph indicates a region of inadmissible bit assignments. In other words, an NQF is defined up to the beginning of such a line. Observe that these NQF's are not only nonc w e x , they are sometimes not even monotonically decrea ng.
The allocation algorithm was applied to the sequence of 1000 gain vectors with Set 1, Set 2, and Set 3. The total number of bits to allocate to each block was 128, corresponding to 2 bits per gain (0.5 bit per subvector component). In each case we measured the following.
1) The percentage of truly optimal allocations, out of the total 1000 allocations.
2) The signal-to-distortion ratio (SNR), defined as the ratio of the mean square average of the gain sequence to the average distortion, where the distortion was calculated for each block according to (4).
3 ) The average and maximum bounds (APB) on the deviation in performance from that of the optimal solution [see (14)].
4)
The average of the arithmetic operations (mul. add. compare) performed by the algorithm per gain component.
The experimental results are summarized in Table I . As shown, the algorithm was fully optimal ( 100 percent optimal allocations) in the case of Set 1. It is not difficult to prove that this is always the case for convex NQF's. It simply means that in this case, there are no inaccessible points in the allocation space.
In the case of Set 2, 82 percent of the allocations were optimal. The status of the rest was unknown. However, for the 18 percent possibly nonoptimal allocations, the average bound on the increase in the distortion (compared to that of an optimal allocation) was only 0.21 dB and the maximum bound was 0.36 dB. This shows that although it is not strictly optimal in all cases, the algorithm is highly efficient.
We also applied the allocation algorithm proposed by Fox [3] to Set 2 and compared the resulting SNR to our result. As shown, the SNR produced by Fox's algorithm was 3.7 dB lower. This means that Fox's algorithm, which I is known to be optimal for convex NQF's, breaks down when applied to a set of nonconvex NQF's, and may not even be used as an approximation to the optimal algorithm.
For Set 3, 58 percent of the allocations were optimal. The rest were unknown. The average bound, however, was 0.17 dB and the maximum one was 0.53 dB. This demonstrates that even in the case of nonconvex, nondecreasing, and nonidentical QF's, the algorithm still is essentially optimal.
VIII. CONCLUSION In this paper, we propose an efficient bit allocation algorithm for an arbitrary set of quantizers. In contrast to earlier bit allocation algorithms, this algorithm is not based on prior assumptions about the nature of the given set of quantizers. Rather, bit allocation is optimized for the true performance of each individual quantizer, as measured from the data. The algorithm can be used in any coding scheme which requires bit allocation or, more generally, codebook allocation.
The algorithm is based on the Lagrangian method for integer allocation. Two variants of the basic algorithm are described. More work can be done to improve the algorithm and reduce its complexity, based on the same basic idea.
Experimental results, provided in this paper, demonstrate that the algorithm is essentially optimal and can be very useful in many applications.
