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A predator-prey model of dual populations with stochastic oscillators is presented. A linear cross-
coupling between the two populations is introduced following the coupling between the motions
of a Wilberforce pendulum in two dimensions: one in the longitudinal and the other in torsional
plain. Within each population a Kuramoto type competition between the phases is assumed. Thus,
the synchronisation state of the whole system is controlled by these two types of competitions.
The results of the numerical simulations show that by adding the linear cross-coupling interactions
predator-prey oscillations between the two populations appear which results in self-regulation of
the system by a transfer of synchrony between the two populations. The model represents several
important features of the dynamical interplay between the drift wave and zonal flow turbulence in
magnetically confined plasmas, and a novel interpretation of the coupled dynamics of drift wave-
zonal flow turbulence using synchronisation of stochastic oscillator is discussed.
I. INTRODUCTION:
In magnetically confined plasmas drift wave turbulence
is believed to be responsible for the anomalous transport
and the generation of inherent sheared zonal flows pro-
viding a self-regulating mechanism which may control the
turbulence itself. The coupled system of drift wave-zonal
flow (DW-ZF) is one of the key points in the evasive ex-
planation of the low to high confinement (L-H) transition
in fusion plasmas [1]. The DW-ZF problem is a partic-
ular example of the more general problem of describing
the nonlinear interaction and of understanding structure
formation and self-organization. Such problems are ubiq-
uitous, and notable examples are Langmuir turbulence,
the dynamo problem, and the formation of ionospheric
structures, just to name a few. In such systems the self-
organisation may be an example of quenched disorder be-
ing unavoidable in nature. The predator-prey paradigm
[2–7] in which two subassemblies of elements (e.g. or-
ganic cells, chemical reactions, etc) influence each other
through cooperation or competition has been put forward
to explain this dynamical self-regulating behaviour of the
dual system of DW-ZF. That is, much like a predator-
prey system the damping of drift waves (i.e. prey) by
zonal flows (i.e. predator) weakens the very source of
zonal flow generation. There has been much progress
in theoretical development of simplified models based on
these ideas in the past few years [1, 8–10]. Such a sim-
plified predator-prey system constitutes of a quasi-linear
Boltzmann equation for the drift wave population cou-
pled to an equation describing the zonal flow potential
growth and damping by modulational instability [11–
13]. The zonal flow potential in turn can be modified
by collisional damping as well as the nonlinear damp-
ing of zonal flows such as the turbulent viscous damping.
The Direct numerical simulations has played an impor-
tant role in understanding the underlying mechanisms of
this dual system, and have directly tested the physics of
the modulational instability process [14]. Furthermore,
several experiments have identified various elements char-
acteristic of zonal flow phenomena, and recently limit-
cycle-oscillation has been observed experimentally with
the characteristics of a predator-prey system during the
low-intermediate-high confinement (L-I-H) transition in
various magnetically confined plasma devices [15, 16].
In this work we developed a new family of predator-
prey systems with stochastic oscillators in dual popula-
tions where the subassemblies of elements influence each
other through linear and non-linear interactions. In a
simplified picture we assume that the radial excursion
of a drift wave eddy, and its tilting as a result of a
sheared zonal flow is represented as two coupled oscil-
latory motions, thus in our model the two populations
of the stochastic oscillators are analogous to the DW
and ZF populations. The underlying reasoning is that
by rewriting the function representing DW or ZF as
fk = |fk|exp(iθk(t) + i~k · ~r) and following the typical
quadratically nonlinear primitive equations that arise in
practice for the DW as:
dfk
dt
+ iωkfk +
∑
k=k′+k′′
Mk′k′′fk′fk′′ = 0 (1)
we find a phase evolution equation of the Kuromoto form
[17] for each population. The Kuramotomodel describing
the phase dynamic of a system of stochastic limit-cycle
oscillators running at arbitrary intrinsic frequencies, and
coupled through the sine of their phase differences is
the most successful attempt to mathematically explain
the self-synchronisation phenomena [17]. A system of
coupled limit-cycle oscillators that can exhibit sponta-
neous self-organisation where the system spontaneously
lock into a common frequency despite the difference in
their individual natural frequencies has attracted a lot
of attention for a long time. The system behaviour imi-
tates a diversity of physical situations such as biological
clocks, physiological organisms, chemical reactors [17–
226]. In these complex systems several mechanisms are
at work simultaneously, and the synergy of these mecha-
nisms results in the self-organization of the self-regulating
state. Thus, the understanding of the turbulence-zonal
flow problem which is one of self-organization of struc-
tures in turbulence, can help promote the understanding
of self-organization processes in other systems. The idea
of interpreting turbulence by stochastic oscillators, the
most important reference in this context is by Kraichnan
[27], has offered a novel approach to capture several im-
portant features of turbulent dynamics. Similarly here,
the interest in developing such a model is to understand
the relation between self-organisation and self-regulation
properties of turbulence and the corresponding satura-
tion levels.
In the following we will present a reformed set of
rate equations merging the Kuramoto and predator-prey
paradigms and the obtained results. At the end of this
paper we discuss our findings and draw conclusions.
II. PHASE COUPLING MODEL
We assume an ensemble of coupled stochastic limit cy-
cle oscillators performing a two dimensional motion sim-
ilar to a Wilberforce pendulum [28]. Their motion can
be represented by two phases of θ in longitudinal and
φ in torsional plain, respectively, see Fig. 1 where the
schematics of the Wilberforce pendulum representing the
phase variations in two dimensions is shown. We further
assume that the dynamics of the two phases are described
by the two set of coupled first order differential equations:
θ˙j(t) = ωj + (2π)
−1
N∑
i=1
Jijsin(θi − θj) + 1
2
ηLφj , (2)
φ˙j(t) = ζj + (2π)
−1
N∑
i=1
Kijsin(φi − φj)− 1
2
ηLθj , (3)
(j = 1, ..., N).
where we considered the θj and φj to follow a non-linear
sinusoidal coupling as in the Kuramoto model [17] with
an additional linear cross-coupling term between the two
motions. Without loss of generality hereafter we will refer
to each phase equation as a population or ensemble. The
eqs. (2) and (3) thus, represent a dual predator-prey sys-
tem, where on the one hand there exists a competition be-
tween the elements within each population described by
the two first terms i.e. a linear dependence given by the
natural frequencies, and a non-linear dependence given
by the sinusoidal function. On the other hand, there ex-
ists a competition between the elements of the two pop-
ulations described by the last terms i.e. the linear cross-
coupling. This cross-coupling is introduced following the
coupling assumed in the Wilberforce pendulum model
[28] between the motions in the two dimensions which are
also similar to the regular Lotka-Volterra predator-prey
model [2–4]. θ˙j(t), and φ˙j(t) denote the time derivatives
FIG. 1. Schematics of theWilberforce pendulum illustrate the
phase variations in two dimensions where the phases φ assume
to represent the fluctuating radial excursion associated to the
drift wave eddies, and the phases θ assume to represent the
oscillating zonal shear modulating the direction of this radial
excursion via eddy tilting.
of the phases of jth oscillator in each population. The
parameter ηL measure the strength of the linear cross-
coupling between the elements of two populations. ωj
and ζj are the natural frequencies of the oscillators in
each population and for simplicity they are assumed to
be both distributed according to a Gaussian distribution
f(ω) = exp(−ω2/2)/√2π. Jij and Kij are the strengths
of the sinusoidal interactions between oscillators i and j
in each population, and are assumed to be random con-
stants distributed according to an α-stable distributions
Sθ,φ(α, β, σ, µ) with characteristic exponent 0 < α ≤ 2,
skewness β, scale σ and location µ [29–31]. Here we chose
β = 0, µ = 0, and σθ,φ = {F,G}/(
√
2N) with F and G
as control parameters as in Ref. [20]. Moreover we as-
sume positive and symmetric coupling, i.e. Xij , > 0 and
Xij = Xji respectively. The α-stable distributions are
a general class of distributions which also include Gaus-
sian (α = 2) and Lorentzian (α = 1) distributions. In
this work, however, we focus only on the case where the
coupling strengths are Gaussian distributed i.e. α = 2.
Here, we can draw an analogy to the system of DW-ZF
by considering the phases φ to correspond to a fluctuat-
ing radial excursion associated to the drift wave eddies,
and the phases θ to correspond to the oscillating zonal
shear modulating the direction of this radial excursion
via eddy tilting [32], see the schematics shown in Fig. 1.
To further clarify the analogy, we use the predator-prey
model of the coupled system of drift wave fluctuations,
〈N〉, and zonal flow energy, 〈U2〉, as described in Ref. [1]
(∂t + γdamp)〈U2〉 = α〈U2〉〈N〉, (4)
(∂t − γL + γNL)〈N〉 = −α〈U2〉〈N〉, (5)
where 〈U2〉 = ∑qr |U2qr| and 〈N〉 =
∑
kNk, with qr
representing the radial wavenumber of the zonal flow,
and k representing the mode number of the drift waves.
γdamp is the nonlinear collisional damping or the satu-
ration mechanism of zonal flow, γL is the linear growth
3rate and γNL is the nonlinear damping rate for the drift
waves. The last terms on the rhs of eqs. (4) and (5) are
based on a diffusive model for the increase of the drift
wave mode number k⊥ through the random stretching of
the drift waves by sheared zonal flow. Comparing the eqs.
(2-5), therefore, the linear growth of drift wave instability
is analogous to the natural frequencies of the oscillators,
while the nonlinear damping terms are analogous to non-
linear sinusoidal coupling between the phases. The cross-
coupling in eqs. (2) and (3) represents the cross-coupling
term on the rhs of the eqs. (4) and (5). The synchroni-
sation of the phases in this analogy therefore, represents
the stability of the DW-ZF system while the desynchro-
nisation of the phases is a representation of instability of
DW-ZF turbulence.
We would like to note here that we do not claim that
the limit cycle oscillators is directly representative of a
DW-ZF system, however, the two systems exhibit a dual
predator-prey competition, and thus we are interested to
examine the similarities between them.
III. THE NUMERICAL SET UP
In this work, the numerical integration of eqs. (2)
and (3) are performed using the Runge-Kutta 4th order
scheme (RK4) with time stepping length δt = 2π × dt
where dt is the optimum time interval varying for each
integration while the sampling time step is ∆t = 0.01.
The numerical integration is performed for the incoher-
ent initial set with θj(t = 0) and φj(t = 0) taken to be
positive gaussian distributed random values for two en-
sembles with N = 250 oscillators. Here we employ an
average over a number of different realisations of initial
conditions and Jij ,Kij denoted by Ns, hereafter referred
to as ”samples”. In the present study, the time span con-
sidered is of the order of 2π× 5. This time span is found
to be long enough for the system to reach a steady-state
and the numerical noise due to the finite size effects are
absent.
A. Results of numerical simulations
An analytic expression for the order parameter Z(t) =∑N
j=1 exp(iθj)/N was derived by Kuramoto that de-
scribes the quality of the synchronisation of the ensemble
of oscillators with 0 ≤ Z ≤ 1. Here, Z = 0 corresponds to
a complete a-synchronised state while Z = 1 corresponds
to a total synchronised state. In our analogy the order
parameters thus, correspond to zonal flow energy and the
drift wave fluctuations following 〈U2〉 → 1 − Zθ(t) and
〈N〉 → 1 − Zφ(t), respectively. We have calculated the
values of the order parameter separately for each popu-
lations with θ and φ phases, and averaged over Ns sam-
ples denoted by [Zθ,φ(t)]. In the following the results of
numerical analysis for various considered cases are pre-
sented.
At first, we examine the basic model in the absence of
the cross-coupling term i.e. ηL = 0. Figures 2 and 3 show
the evolution of the order parameter for various values of
coupling strengths F = G and different N = 250, 500
and 1000. In the absence of the cross-coupling term the
two population follow the same behaviour. As can be
seen in Fig. 2 for low values of control parameters i.e.
F, G . 2 the phases are a-synchronised with [Z(t)] ≈ 0.
As the control parameters increase beyond this threshold
the phases bifurcate from an a-synchronised to a synchro-
nise state. The threshold where the populations change
from a synchronised to a-synchronised state, in agree-
ment with the previous reports (see Refs. [19, 20]), is
found to be independent of the number of considered os-
cillators.
The correspondence of this trend to that of the DW-ZF
is the shift from stable to unstable states as the nonlinear
dampening terms are reduced, however as the two popu-
lations are not coupled to one another at this point the
destabilisation of the ZF without the DW is due to the
linear growth term i.e. the natural frequency ω. Indeed if
we neglect the natural frequency in the θ population i.e.
ω = 0, and compare with the φ population where the nat-
ural frequencies are not neglected i.e. ξ 6= 0, the θ phases
are found to be synchronised for a wider range of control
parameter F , see Fig. 4. However if we decrease the si-
nusoidal coupling between the oscillators by decreasing F
the system eventually becomes desynchronised since the
initial condition is an a-synchronised state and the phases
are not coupled strongly enough to allow for synchronisa-
tion to take place. This transition from a synchronised to
a-synchronised state occurs almost spontaneously while
for the φ population further the competition between the
linear term (ξ) and the non-linear sinusoidal term results
in a more gradual transition between synchronised and
a-synchronised states. The role of the natural frequen-
cies in the phase transition of the coupled oscillators has
been discussed in Refs. [23, 33]. Again we would like to
remind the reader that the claim here is not to make a
direct comparison between the two system but to observe
the similarities of the behaviours between them. In the
following computations we retain the natural frequencies
of the θ population.
In the next step we introduced the new feature of the
model namely the linear cross-coupling. Figures 5 (a-
d) illustrate the time evolution of the computed order
parameters for different values of F, G with two values
of linear cross-coupling strength: ηL = 1, 5. Figure 6
shows the corresponding maximum of the PDF ([Z(t)])
as functions of the control parameters F, G. By includ-
ing a linear cross-coupling between the two populations
we observe the appearance of predator-prey oscillations
in the evolution of the order parameters, [Zθ,φ] with an
increase in their amplitude as ηL is increased, see Figs.
5 (c and d). Another impact of the linear cross-coupling
is to decrease the threshold i.e. threshold moves to lower
values of F, G, where the change from an a-synchronised
to a synchronised state takes place, see Fig. 6. This shift
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FIG. 2. Sample averaged [|Z(t)|] as functions of time for
different control parameters F, G (note that the x-axis is
logarithmic scaled). Here we have ηL = 0, F = G, N = 250,
Ns = 5, ∆t = 0.01, and the time span is 2pi × 5.
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FIG. 3. The maximum of the PDF ([Z(t)]) as functions of the
control parameters F, G, and different number of oscillators:
N = 250 (black squares), N = 500 (red circles) and N = 1000
(blue diamonds). The simulation parameters are as described
in the caption of Fig. 2.
of threshold is observed similarly for both populations.
Comparing to the DW-ZF system the addition of cross-
coupling in the above system is similar to adding the non-
linear term on the rhs of eqs. (4) and (5) which results
in stabilising the DW through sheared ZF. The oscilla-
tions observed here also show similarities to that of the
modulational instability observed in the DW-ZF system
[1, 11–13].
To investigate the importance of the cross-coupling be-
tween the two populations, starting from zero we slowly
increase ηL for a case in which θ population is synchro-
nised with [Zθ] = 1, by setting F = 10, while the φ pop-
ulation is a-synchronised ([Zφ] ∼ 0) by setting G = 0.1.
The reason for this choice of parameters is to mimic the
situation where the nonlinear dampening of the ZF is
high and therefore they are stable, while the DW are
strongly unstable. Figures 7 (a and b) and 8 show the
results of this investigation. We find that initially the
increase in ηL allows for the a-synchronisation of the
φ population to affect the synchronisation state of the
θ population and thereby reducing [Zθ]. However, be-
yond a critical ηL ∼ 15 the synchrony of the θ overcomes
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FIG. 4. The maximum of the PDF ([Z(t)]) as functions of
the control parameters F, G for θ population with ω = 0
(black circle symbols) and φ population with ξ 6= 0 (red plus
symbols), for the parameters of Fig. 2.
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FIG. 5. Sample averaged [|Z(t)|] as functions of time for
different control parameters F, G for ηL = 1 (a,b) and ηL = 5
(c,d) (note that the x-axis is logarithmic scaled). Here we have
N = 250, Ns = 5, ∆t = 0.01, and the time span is 2pi × 5.
the desynchronising effects of the φ population and even
pushes them towards syntonisation. Thus, the whole sys-
tem self-regulates itself where the synchronisation of one
population is transferred to the other, and both systems
converge to a new level of partially synchronised state
with [Z(t)] ∼ 0.95. This behaviour shows similarities to
the predator-prey model of ZF generation by DW turbu-
lence with the back reaction of the ZF on the DW and
thereby stabilisation of DW.
Further, we examine the relative importance of the si-
nusoidal versus linear cross-coupling terms, by varying
the control parameter F , while setting G = 0.1, 10, and
ηL = 5. This choice of parameters is motivated to mimic
the interplay between the DW-ZF system in two situa-
tions where (i) the DW are strongly unstable, (ii) the
DW are weakly unstable and the ZF dampening, γdamp,
varies from high (high F ) to low (low F ) values. The re-
sults are shown in Figs. 9-12 where the evolution of the
sample averaged [|Zθ,φ(t)|] and their corresponding max-
imum of the PDF ([Z(t)]) for different values of control
parameter F are shown. The decrease in the sinusoidal
coupling between the θ phases results in their desynchro-
nisation, however, there exist a significant difference in
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FIG. 6. The maximum of the PDF ([Z(t)]) as functions of the
control parameters F, G for ηL = 0 (black squares), ηL = 1
(red circles), and ηL = 5 (blue diamonds), for the parameters
of Fig. 5.
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FIG. 7. (a and b) Sample averaged [|Z(t)|] as functions of time
for different linear cross-coupling parameters ηL with F = 10,
and G = 0.1 (note that the x-axis is logarithmic scaled). Here
we have N = 250, Ns = 5, ∆t = 0.01, and the time span is
2pi × 5.
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FIG. 8. The maximum of the PDF ([Z(t)]) as functions of
the linear cross-coupling parameters ηL for θ (black squares)
and φ (red circles) populations, for the parameters of Fig. 7.
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FIG. 9. Sample averaged [|Z(t)|] as functions of time for
different control parameter F for ηL = 5 (a,b) (note that the
x-axis is logarithmic scaled). Here we have N = 250, Ns = 5,
∆t = 0.01, and the time span is 2pi × 5.
the desynchronisation rate as a function of F between
the two considered cases (i) and (ii). As can be seen in
Figs. 9 and 10, for the case (i) where the φ population
is a-synchronised (G = 0.1), the increase in F results in
synchronisation of θ, however the system will only reach
a partial synchronised state with [Zθ(t)] ≈ 0.8 as F is fur-
ther increased. At the same time with increasing F the
φ population moves from a-synchronised state towards
a partial synchronisation with [Zθ(t)] ≈ 0.6 at F ∼ 3.
By further increasing F beyond this value, the sinusoidal
coupling between the phases in θ population is too strong
as compared to the linear cross-coupling between the two
populations, and thus the coupling between the two sys-
tem is diminished and the φ population returns to its
a-synchronised state. The amplitude of the oscillations
seen on the evolution of the order parameters increase
when the coupling between the two system is at its max-
imum i.e. F ∼ 2 − 3. This behaviour can be compared
to the destabilisation of strongly damped ZF by strong
DW turbulence and the stabilisation of DW by the ZF.
However if the ZF dampening rate, γdamp, is very low and
DW are strongly unstable they can coexist due to tertiary
instability i.e. the modulational instability [1, 11–13].
The situation is different when the φ population is syn-
chronised, G = 10, and [Zφ] = 1. As seen in Figs. 11
and 12 in the presence of a cross-coupling between the
two populations, the transition of the θ system from an
a-synchronised to a synchronised state occurs more grad-
ually as compared to the case without the cross-coupling,
see Fig. 3. At low values of F where the θ population
is a-synchronised or partially synchronised, a slight re-
duction of the order parameter for φ population i.e. a
slight desynchronisation is observed which converges to
6F
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FIG. 10. The maximum of the PDF ([Z(t)]) as functions of
the control parameter F for ηL = 5 for θ (black squares) and
φ populations (red circles), computed with the parameters of
Fig. 9.
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FIG. 11. Sample averaged [|Z(t)|] as functions of time for
different control parameter F for ηL = 5 (a,b) (note that the
x-axis is logarithmic scaled). Here we have N = 250, Ns = 5,
∆t = 0.01, and the time span is 2pi × 5.
[Zφ] ∼ 0.8. These results indicated that in the case of a
strong sinusoidal coupling between φ population, in order
for the θ population to impose its desynchronised state on
the φ population, the cross-coupling strength has to be
stronger. To compare with the ZF-DW; in the absence
of strong DW instability, the ZF generation by DW is
limited and in a sense the coupling between them will be
weak. In such a situation the reduction of the damping
terms in the ZF equation will allow for their coexistence
with near stability DW.
IV. SUMMARY
In this work we have developed a novel model of
stochastic oscillators obeying predator-prey rate equa-
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FIG. 12. The maximum of the PDF ([Z(t)]) as functions of
the control parameter F for ηL = 5 for θ (black squares) and
φ populations (red circles), computed with the parameters of
Fig. 9.
tions to mimic the coupled dynamics of DW-ZF turbu-
lence by which the system regulates and organises itself.
The model assumes that the dual populations represent
the oscillations analogous to the two dimensional motion
of a Wilberforce pendulum: one in the longitudinal and
the other in torsional plain. Within each population a
Kuramoto type competition between the phases is as-
sumed with an additional linear cross-coupling between
the dual populations. Thus, the synchronisation state
of the whole system is controlled by two types of com-
petition. The results of the numerical simulations show
that if the two populations are linearly cross coupled the
system undergoes a modulational synchrony transfer be-
tween the two populations similar to predator-prey os-
cillations in DW-ZF system. Several important features
of the DW-ZF system were tested against the presented
model which show strong similarities. Note that the non-
linear terms in the presented model is representative of a
quadratic nonlinearity. Furthermore, the dynamics in the
DW-ZF is determined by non-linear terms of second or-
der with scale dependent coefficients. This complication
is at present neglected however the qualitative behaviour
of the DW-ZF predator prey is captured, hence, we be-
lieve that this work offers a valid interpretation of the
dynamical system with a natural mechanism for satura-
tion through the synchronisation of stochastic oscillators.
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