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Нелинейные матричные уравнения встречаются в различных приложениях. В теории управления и 
контроля, а также в теории переноса возникают различные алгебраические уравнения Риккати [4, с. 143], яв-
ляющиеся частным случаем квадратного матричного уравнения. Полиномиальные матричные уравнения воз-
никают, например, в цепях Маркова [5]. Однако существующие в настоящее время методы нахождения ре-
шения подобных уравнений зачастую не позволяют вычислить значения всех корней [1, 2], являются гро-
моздкими и неудобными в программировании. Поэтому, в настоящей работе была поставлена цель – разрабо-
тать эффективный приближенный метод нахождения решений матричных полиномиальных уравнений. 
Материал и методы. Материалами исследования являются нелинейные матричные уравнения и 
итерационный процесс Ньютона-Канторовича. Во время исследования применялись аналитические и 
численные методы с использованием пакета компьютерной математики Maple 2015. 
Результаты и их обсуждение. Рассмотрим полиномиальное матричное уравнение степени m (1), 










  (1) 
Как известно, метод Ньютона-Канторовича [3, с. 679] решения операторного уравнения  
  0F x 
 в банаховом пространстве состоит в построении последовательности 
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   . 
Для простоты записи возьмем кубическое матричное уравнение (3), являющееся частным случаем 
уравнения (1).  
 
3 2 0AX BX CX D      (3) 
 
Пусть 
3 2( )F X AX BX CX D   
, тогда, находя значение выражения 
    ,F X H F X 
 
получаем, что дифференциалом Фреше левой части уравнения (3) является выражение 
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  (4) 
и, таким образом, получаем 
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 в виде равенства 
   2 2 3 2AX BX C H AX B HX AHX AX BX CX D        
 и тогда 
итерационный процесс Ньютона-Канторовича будет иметь следующий вид (6): 
 
   1 1,2,... .n n nX X H X n      (6) 
Таким образом, возникает следующий алгоритм решения уравнения (3).  
1) Найти при помощи системы компьютерной алгебры матричную функцию 
( )H H X
  – реше-
ние линейного по H  уравнения (7) 
 
   2 2 3 2 .AX BX C H AX B HX AHX AX BX CX D        
  (7) 
2) Осуществить итерационный процесс (6).  
Проведя аналогичные рассуждения для уравнения (1), мы также получим для него справедливость 
равенства (5) и такой же вид итерационного процесса (6), но уравнение (7) для нахождения матричной 
функции 
( )H H X
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Получать аналитическое решение уравнения типа (7) следует в системе компьютерной алгебры, 
например Maple. Для этого удобно перейти от данного матричного уравнения к системе алгебраических 
уравнений (8).  
 
,Eh q
  (8) 
где E – матрица размера 
2 2
n n   , соответствующая левой части уравнения (7), h – неизвестный вектор 
длиной 
2
n , получающийся путем построчной записи элементов матрицы H; q – вектор длиной 
2
n , со-
ответствующий левой части уравнения типа (7). 
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1,2908473 2,856873 1,860801 2,116182
;
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Подставляя найденные значения X в исходное уравнение (3), убеждаемся, что все они с точность 
до последней цифры после запятой являются корнями данного уравнения. 
Заключение. Таким образом, в данной работе разработан эффективный приближенный метод 
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