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Abstract
Background: Discriminant function analysis is the statistical analysis used to analyze 
data when the dependent variable or outcome is categorical and independent variable 
or predictor variable is parametric. Discriminant function analysis is used to find out the 
accuracy of a given classification system or predictor variable in predicting the sample 
into a particular group. Discriminant function analysis includes the development of 
discriminant functions for each sample and deriving a cutoff score. The cutoff score is 
used for classifying the samples into different groups. Aim: The aim of this review article is 
to simplify and explain the discriminant function analysis so that it can be used by medical 
and dental researchers whenever it is applicable. Conclusion: Discriminant function 
analysis is a statistical analysis used to find out the accuracy of a given classification system 
or predictor variables. This paper explains the basics of discriminant analysis and how to 
interpret the results along with one simple example of mandibular canine index for gender 
identification. Clinical significance: Whenever a new classification system is introduced 
or any predictor variable is identified, discriminant function analysis can be used to find 
out the accuracy with which the classification system or predictor variable can differentiate 
a sample into different groups. Thus, it is a very useful tool in dental and medical research.
Keywords: Assumptions, data analysis, dependent variable, discriminant function analysis, 
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Introduction
Discriminant analysis (DA) is a statistical technique for analyzing 
data when the dependent variable or outcome is categorical or 
non-parametric and the predictor or independent variables are 
interval in nature.[1] Discriminant function analysis is a technique 
to determine in which weightings of independent quantitative 
variables or predictors best discriminate between two or more 
than two groups of cases and do so better than chance.[2] It is 
used when the outcome variables are dichotomous or binary, for 
example, male or female, dead or alive, etc.
An example of DA is when mandibular canine index (MCI) 
is used for the prediction of gender. In this case, the predictor, 
i.e., MCI is an interval or parametric value and the prediction 
outcome, i.e., gender is categorical.
Objectives of DA
Development of discriminant functions is as follows: [1]
• To find out the accuracy with which a predictor variable can 
categorize samples into different groups
• To evaluate the accuracy of classification systems
• To find out which predictor variables contribute more to the 
intergroup differences.
There are two types of DA
• Univariate DA
• Multivariate DA.
The example of univariate DA is the use of MCI for 
predicting gender, in which one independent variable (MCI) is 
used for predicting the outcome, i.e. gender. If more than one 
independent variables or predictors are used for prediction, then 
multivariate DA should be used.
An example of multivariate DA is when along with canine 
index, molar index is also used for predicting gender. Here, 
two or more number of predictor variables can be used. In 
multivariate DA, there are more than one predictors so we have 
to use “stepwise function” to remove insignificant predictors and 
use only significant predictors.
Derivation of Mathematical Formula for DA
The analysis develops a discriminant function which is a linear 
combination of the weightings and scores on the independent 
variables or predictors. The maximum number of functions can 
be the number of predictors or the number of groups minus one, 
whichever is smaller among these two values.[3]
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DA determines a linear equation that will predict the group, 
in which the sample belongs to.
The equation is formulated like this:
D= v1 X1+ v2 X2+ v3X3+... + vnXn + a
Where, D = discriminant function
v =  the discriminant coefficient or weightage for predictor 
variable, i.e., how much the corresponding independent 
variable contribute to the prediction or intergroup difference.
X = independent variable or predictor variable
a =  a constant also known as intercept which indicates what 
would be the dependent variable if all the independent 
variables were zero.
n = the number of predictor variables
The discriminant coefficient or weight for independent 
variable (v) is unstandardized discriminant coefficients, 
which is similar to the beta coefficients in the regression 
analysis. Discriminant coefficient is given for each variable in 
each discriminant function, and if the coefficient is large, the 
corresponding variable contributes more for the discrimination 
between the groups. The discriminant coefficient maximizes 
the distance between the means of the dependent variable and 
develops an equation that has strong discriminatory power 
between groups. For the basic two groups of DA, there is only 
one discriminant function.
Assumptions of DA
• Sample size: Unequal sample sizes are acceptable. The 
smallest group sample size has to exceed the number of 
predictor variables. The maximum number of predictor 
variables is n-2, where n is the sample size[4]
• Distribution of the data: Predictor variables should have a 
multivariate normal distribution
• Homogeneity of variances/covariances: Within-group 
variance-covariance matrices should be equal across groups
• Outliers: DA is sensitive to the outliers. If one group in the 
study contains extreme values that impact the mean, they will 
also increase variability[4]
• Low multicollinearity: Multicollinearity of the variables 
should be low. If the independent variables are correlated 
to each other, then the discriminant function coefficients 
cannot reliably predict group membership.
Interpretation of Results
In DA, the discriminant function is calculated for every sample. Let 
us take the example of MCI used for predicting gender. The sample 
size is 300, including males and females. In this case, the discriminant 
function is calculated for 300 samples. Three hundred different 
discriminant function values are obtained one for each sample.
Cutoff score
Cutoff score is the mean of the centroid values. The centroids 
are given as output by the SPSS software for a set of data. There 
are two centroid values for two groups, that is, one centroid 
value for males and one centroid value for females in case of 
MCI. The mean value of these two centroids is the cutoff score. 
The discriminant function value of each sample is compared 
with cutoff score. If the discriminant function value is greater 
than cutoff score, then the corresponding sample is classified as 
male and if it is less than cutoff score, then the corresponding 
sample is classified as female. Likewise, the samples are classified 
into different groups. A graph is developed [Graph 1] which 
illustrates the discriminant function values of the individual 
samples.
Graph 1 shows the discriminant function values for 
300 samples of MCI. The centroid for males is 0.177 (blue color 
H-like structure in the middle) and for females, it is −0.149 
(red color H-like structure in the middle). The cutoff score or 
mean of the centroid is 0.014. The discriminant function values 
above 0.014 are classified as males and values below 0.014 are 
classified as females. The accuracy of predicting males using 
MCI, in this case, is 66% and females is 51.8%. Hence, in this 
graph, we can see the blue dots which represent males should 
be above 0.014. However, those blue dots that are below 0.014 
are wrongly predicted and likewise the red dots representing 
females should be below 0.014 and those red dots above 0.014 
are wrongly predicted. That is why the accuracy is not 100%.
Difference between DA and Regression Analysis
DA and regression analysis are similar in predicting an outcome. 
The difference between DA and regression analysis is that DA 
is used when the prediction outcome is a categorical value and 
predictors are continuous variables, whereas in regression 
analysis, both predictor and prediction outcomes are continuous 
variables. For example, the MCI is used for predicting gender. 
In this situation, predictor variable, i.e., MCI is continuous 
or parametric in nature and prediction outcome, i.e., gender 
is non-parametric or categorical in nature. In such situation, 
DA has to be used for analyzing data. Another example where 
Graph 1: Discriminant function values of 300 samples of MCI
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regression analysis has to be used is when MCI is used for 
predicting mandibular molar width, in which both predictor 
variable and outcome are continuous or parametric in nature.
Difference between DA and Multivariate Analysis of 
Variance (MANOVA)
The DA is the reverse of MANOVA. The independent variable 
of MANOVA becomes the dependent variable in DA and the 
dependent variable of MANOVA becomes the independent 
variable in discriminant function analysis. For example, a study 
in which gender of the sample is used for predicting the MCI. 
The predictor variable in DA, i.e. MCI has become the outcome 
in MANOVA and prediction outcome in DA, i.e. gender has 
become the predictor variable in MANOVA.
Difference between DA and Logistic Regression
Discriminant function analysis and logistic regression are similar. 
Both can be used for same purpose also. The difference is that logistic 
regression does not have any assumptions about the distribution 
of data. DA is more powerful than logistic regression when all the 
assumptions are met. To make it more clear, DA is used when the 
data are normally distributed and otherwise, if the data are not 
normally distributed, logistic regression is used. DA can be used with 
small sample size also which is not possible with logistic regression.[5]
Advantages of DA
• Discriminant function analysis can be used with small sample 
sizes
• When sample sizes are equal, and homogeneity of variance/
covariance holds, DA is more accurate than any other analysis 
of the same context
• It can be used to find out which variable best predict the 
outcome.
Disadvantage/limitation of DA
• DA cannot be used when the data are not normalized.
Conclusion
Discriminant function analysis is a statistical analysis used for 
predicting the accuracy of a classification system or predictor 
variables. It has various applications in dental and medical 
research field as it can be used for validating the newly developed 
classification system or predictors which can categorize samples 
into different groups. This paper simplifies DA with giving an 
example for the better understanding.
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