Abstract: This paper addresses a scheduling problem with unrelated parallel machines, sequence dependent setups and due dates. The problem is based on a real case and the objective is to minimise the sum of the makespan and the weighted delays. A mixed integer linear programming model is proposed and since the model considers realistic constraints, a metaheuristic based on GRASP is used as a solution method. Several versions of the metaheuristic are tested and multiple instances of the problem with different configurations are generated to test the solution quality and the computational performance.
Introduction
In this paper we consider a particular scheduling problem involving unrelated parallel machines, sequence dependent setups and due dates. Each job has a different due date and a tardiness coefficient, which we use to penalise its delays. Another important feature of this problem is the sequence and machine Dependent Setups (SDS).
The objective of the problem is to schedule the jobs in order to minimise the sum of the makespan and the weighted delays. The use of this objective function answers real-life problems. After knowing the set of jobs to be scheduled, the possibility of weighting the jobs allows the operator to prioritise the jobs, maintaining the focus on makespan and selecting the jobs to be delayed.
The literature on Parallel Machine Scheduling Problems (PMSP) is very extensive and this topic is studied from many points of view. Nevertheless, the consideration of an unrelated environment is not usual, especially if compared to the identical parallel machines or single machine problem.
The unrelated PMSP (UPMSP) is very common in industry. In particular, the problem addressed in this work is based on a real case of a refractory brick company, where the equipment is composed of machines with different technologies. That fact implies not only different processing times but also different setup times per machine. Garey and Johnson (1979) show that minimising the makespan considering two identical machines is a NP-hard problem. Certainly, a problem with unrelated machines and job sequence dependent setups is also NP-hard. Due to its complexity and to the necessity of almost constant reschedules, the use of exact algorithms is prohibited.
Interesting surveys on parallel machines can be found in Lawler et al. (1993) , Cheng and Sin (1990) and Mokotoff (2001) . Cheng and Ding (2004) also present a very useful survey on scheduling problems considering setup times.
There are few works considering UPMSP. Adamopolos and Pappis (1998) propose a polynomial heuristic to deal with a scheduling problem with common duedates. Jansen and Porkolab (2001) propose an approximation scheme for an UPMSP considering sequence dependent setup times and preemptive and nonpreemptive jobs. Kim et al. (2002) use Simulated Annealing to address an UPMSP, minimising the total tardiness considering sequence-dependent setup times. Kim et al. (2003) consider a similar scenario with common due dates where four heuristics are proposed and studied.
An exact solution to an UPMSP is attempted in (Pereira-Lopes and de Carvalho, 2006) . In this work the authors use a Branch & Price algorithm after a Dantzig-Wolfe decomposition. The objective function considered is the minimisation of the total weighted tardiness of the jobs.
To solve our problem, we use the metaheuristic Greedy Randomised Adaptive Search Procedure (GRASP) proposed by Feo and Resende (1995) . We also refer to Feo et al. (1991 Feo et al. ( , 1996 , where we find applications of GRASP for one-machine scheduling problems, Binato et al. (2002) which present an interesting application of the metaheuristic for job shop problems, Festa and Resende (2002) where a bibliography of GRASP is presented and Resende and Ribeiro (2003a) where we find an interesting and useful analysis of the applications of Path Relinking (PR) in GRASP. We also refer to Błażewicz et al. (1996) , Pinedo (1995) , Lee and Pinedo (2002) and Brucker (2004) .
The remainder of this paper is organised as follows: in Section 2 a Mixed Integer Linear Programing (MILP) model is presented. In Section 3, the implementation of the metaheuristic is described. Computational tests and numerical results are analysed in Section 4. Finally, Section 5 concludes the paper.
Mathematical model
In this section we present a MILP model considering realistic constraints, but first we must define the following parameters and variables: 
MILP model
In this model we want to minimise the sum of the global makespan and the sum of weighted delays. In Mosheiov (2004) we find a similar objective function but with a multiple criteria approach. Let us first define E m as the group of all pairs of jobs (i, i′) that will be produced by the same machine m. The MILP model can be defined as:
Subject to:
,
(1 )
(1 ) ,
Constraints 2 and 3 describe the precedence relationship between the jobs. These constraints are based on the model proposed by Manne (1960) and used by Acero and Delgado (2000) in a related case without sequence dependent setups. The use of the set E m reduce considerably the number of constraints related to the sequencing of the jobs. Another important issue, is related to the relation between the processing times and setup times. This model considers that all processing times are larger than setup times, if this situation does not happen the model must be slightly modified.
The use of variables Beta (β) is also worth to notice. In our model, these variables indicate a precedence relation between two jobs, but not necessarily immediately before each other. This approach presents better performance than when variables Betas mean specific setups situations.
In constraints 4, the tardiness ρ i of job i is calculated. The value of the tardiness is penalised in the objective function.
Constraint 5 forbids the production program to pass the capacity of the machines. Remember that this capacity is expressed in allowed hours. In the industry, it is common to find two approaches: Scheduling jobs considering the capacity of each machine and scheduling jobs assuming infinity capacity of the machines. The model above can work perfectly with both approaches.
The makespan value of a specific machine m is calculated by constraint 6. Also, the global makespan, in other words the specific date on which processing of all jobs is finished, is calculated by using constraint 7.
Finally, we must also be sure that each job is assigned to just one machine, and this is expressed in equation 8.
Due to its complexity, this approach cannot be used for an industrial application with a great number of jobs. For that, we choose a heuristic approach. In the next section, we present a metaheuristic based on GRASP.
Metaheuristic
The metaheuristic used in this paper has a similar structure to basic GRASP (Feo and Resende, 1995) , which is a multi-start metaheuristic for combinatorial problems (Feo and Resende, 1995; Feo et al., 1996) . Basically, this metaheuristic consists of two phases: the construction of a feasible solution and a local search. These two phases are repeated in every iteration. Figure 1 presents the pseudo-code of GRASP.
In basic GRASP, for building a feasible solution, a list of candidates is compiled for random selection of the next element to be added to the solution. This list is made based on a greedy function.
However, in our implementation, the candidate's list is made only once at the beginning of the procedure. In each iteration, the list is randomised and the algorithm builds the solutions using a greedy function. The use of a greedy function to schedule the jobs, and not to build the list of candidates, proved to be remarkable. This procedure simplifies the implementation, providing good results. 
Sorting Rules
Two rules for sorting the job list are tested. The first one uses the due date as sorting criterion. In this case, the jobs are ordered in a non-decreasing order. The second rule uses a tardiness Lower Bound (LB), suggested by Armentano and Ronconi (1999) for tabu search. In this case, the jobs are ordered in a non-increasing order. For this problem the LB is calculated as follows:
Construction Phase (CP)
Two different types of Construction Phase (CP) are considered. In the first, after sorting the candidate list, a greedy function schedules each job to the machine that finishes it first. In the second type, we select two machines as candidate machines and with a probability of 70% for the best candidate and 30% for the other, we randomly choose one. Figure 2 shows the basic pseudo-code of the CP function. 
Probability Distribution and local search
Once the job list is ordered, the algorithm will randomly reorder the array using a specific Probability Distribution. In this paper, we present several tests with two types of PD. The first probability function is F1(i) = 1/pos(i), where pos(i) indicates the position of the job i on the sorted vector. The second function is created using a linear equation considering the first and last job of the sorted vector F2(i) = -(pos(i)/n) + 1. The second function allows the metaheuristic to exploit a bigger set of feasible solutions.
The local search swaps all the existing pairs of jobs. This local search is chosen arbitrarily. Our algorithm has a time complexity O(n 2 ).
Path Relinking (PR)
The (PR) technique is used as search strategies in many heuristics (Glover and Laguna, 1997; Glover, 2000) . In 1999 it was used in a GRASP environment by Laguna and Martí (1999) . In Resende and Ribeiro (2003b) two strategies are presented:
• PR as a tool to improve the solution found by GRASP.
• PR as a strategy to intensify the local search procedure.
The algorithm selects two solutions and analyses the path of solutions found between both. This path is built around some number of job movements. For each movement, the encountered solution is analysed.
In this work, we use PR to intensify the local search. Even so, there are several ways to implement this technique. Resende and Ribeiro (2003b) 
mention a few:
• Periodic use of PR.
• Use of PR in the two possible directions, that is, from solution x 1 to solution x 2 and from x 2 to x 1 .
• Use of PR in only one direction.
• Use of truncated PR. That is, by analysing only part of the path.
The algorithm of PR used in this paper works as follows. First, a pool of good solutions is retained. Every time PR is used, a solution is randomly chosen from this pool. Then, the path of solutions is analysed in one direction, from the found solution in local search to the selected solution from the pool. Finally, the whole path between the solutions is considered.
Versions of GRASP
This section presents the different versions of the metaheuristic tested. The results of these experiments are presented in Section 4. The versions vary in the following aspects:
• Sorting Rule (SR)
• Frequency of Path Relinking use (FPR)
• Probability Distribution (PD)
• Construction Phase (CP). Table 1 details the parameters utilised for each of the metaheuristics considered.
As an example, the version 'GPSF' of the table, indicates a GRASP algorithm with a FPR equals 1, due date as sorting criterion, F2 as the probability function and a deterministic CP. 
Experiments
The heuristics are implemented in C, using the gcc compiler. The experiments are executed on a Pentium IV computer, 2.4 GHz CPU and 1 GB of RAM memory under a Debian GNU/Linux environment. Different instances with a variety of sizes are considered. Instances for this kind of problem are not found so we have generated them randomly. Ten replications are considered for each size, N = 20, 60, 100, 150.
This problem was originally based on a real-world problem. Therefore, the configuration tested is composed by four identical machines and two unrelated machines (411).
Instances generation
Random instances are generated for these tests, based on the following rules:
• the processing times of the group of identical machines vary between 10 and 20 time units
• the processing times of the unrelated machines vary between five and eight time units
• the setup times vary between one and seven time units.
The generated instances can also be used for different machine configurations. The algorithm to generate these instances and the instances used in this paper are available online. 
Tests planning
The tests are divided in five parts. In the first part, the seed and the number of iterations are fixed. The objective of this part is to find the best configuration of the heuristic parameters to this kind of problem. For these tests a configuration of four identical machines and two unrelated is maintained.
In the second part only instances with 150 jobs are considered. The seed is fixed but not the number of iterations. In the third part only one instance of the same size is considered. The number of iterations is fixed and the heuristic is executed ten times with different seeds.
With the second and third tests, we intend to analyse the relationship between the metaheuristic performance with the number of iterations, and its seed dependence.
In the fourth part of the tests, we analyse the influence of the use of PR. Finally, in the fifth part the goal is to analyse the metaheuristic behaviour for different machine configurations.
Lower Bounds (LB)
For each instance a LB is obtained, using three simple methods:
• The first LB is the ratio between the sum of the minimum processing time for each job and the number of machines.
• The second bound is the maximum processing time, considering the minimum processing time for each job.
• The third bound is the sum of the n smallest processing times plus n -1 smallest setup times. The variable n is the ratio between the number of jobs and machines available. n represents the number of jobs that at least one machine must process.
The final LB is the largest of the values calculated. It is easy to realise that this LB is not tight, because it does not analyse the possibility of delay. Even so, we use this LB to obtain the Average Percentage Deviation (APD) (Oğuz et al., 2003) . The percentage deviation is defined as follows,
where X denotes the value of the objective function obtained by the metaheuristic. The percentage deviation is a measure of how far the solution is from the LB. Then the solution is better for small values of APD.
Results
This section presents the computational results of several tests with the different versions of the heuristic. Five different subsections are considered.
First part
In this first part of the results the focus is on the adjustment of the parameters. The goal is to detect the best configuration for this kind of problem. The seed and the number of iterations are fixed.
The arbitrary chosen seed for these tests is 1.00 and the number of iterations is 15,000. From Tables 2-5 we can analyse the performance of the different versions of the metaheuristic for different numbers of jobs. In Table 6 and Figure 3 we present a summary of the results. Table 7 presents the average computation time spent for each version considering different instance sizes: 60, 100 and 150 jobs. From these data, it is apparent that the GP and GPL approaches present the best average results without additional computation time. In general, the different versions have a good behaviour except the last four or five.
The poor performance of some versions are caused by the junction of the linear probability function (F2) and the random CP (C2). These two parameters cause an extended search in the solution space. This kind of approach could bring excellent results or the worst results. This characteristic could be very interesting when using a larger local search or for a multicriteria approach.
In a similar way we can conclude that the best performances occur when only few modifications are made in the greedy CP procedure. That is translated to our algorithm as the use of the F1 probability function and the deterministic schedule of the jobs.
It is worth noting that as the number of jobs increases, the APD values decrease, as expected. The effectiveness of the LB improves with the increase in the number of jobs.
Second part
In this part of the tests we analyse the metaheuristic performance for a different number of iterations. We choose five versions of GRASP and a set of five problems with 150 jobs. We keep the seed used in the first part (1.00).
In Tables 8-12 , we present the percentage deviation for the five instances and its average for the chosen versions. From these results we can conclude the GP and GPL present better responses to this kind of problem. We can also observe that we obtain a solution improvement, but the increase in the number of iterations also affects the computation time. The average CPU time for 300,000 iterations is near 2500 seconds (150 jobs).
For the reasons above, the use of a large number of iterations depends more on the situation that is to be solved, that is, on the trade off between the benefits of a long run and time expended. In our particular case, a large number of iterations is interesting for the monthly schedule program. However, in the daily decision process of the company, new schedules are needed to support decisions, and the use of a larger number of iterations is not very convenient. These daily problems are usually related to new contracts, new clients or new due dates.
Third part
In this part of the test the focus is on the metaheuristic's seed dependence. We choose only one instance with 150 jobs and we set the number of iterations to 15,000. The seeds used are randomly chosen.
In Table 13 and Figure 4 we present the results. In this case is not necessary to use the APD form because we are interested in the variability of the solution. The difference between the worst and the best result for each version is also shown. The best result for each version is in italics. The best overall result is in bold typeface.
These results are very interesting, especially if associated with the previous ones. In the second part of the tests, it is possible to realise that the APD improvement made by the increase of the number of iterations vary between 0.242 to 0.53. And in this test, it is possible to see that the improvement could reach the 1% of the objective value. We can conclude that it appears to be more interesting to use several seeds with shorter runs, than one seed with a larger run. 
Fourth part
In this experiment we use path-relinking as a form of intensification of the local search, applied in each iteration or after 2000 iterations. We used three instances of 100 jobs to analyse how PR affects the performance of the metaheuristic.
We use the GP version considering 50,000 iterations and 6 different FPR, 1, 2000, 5000, 10,000, 15,000 and 20,000. The results are presented in Table 14 .
We can observe that the use of PR at different steps does not cause a significant reduction of CPU time. With these tests we can conclude that PR is not relevant in the computational time spent by the metaheuristic. The use of path-relinking is shown to be effective without an increase of CPU time. For our implementation, the most expensive procedure is the local search.
Fifth part
Until now, we always used the same machine configuration, a group of four with identical characteristics and two unrelated machines. For this particular configuration, the use of GRASP shows a satisfactory performance.
In this experiment we test the flexibility of GRASP by analysing the performance of the method for other configurations of machines. The tested configurations are:
• M6: six identical machines.
• M321: a group of three identical machines, two identical machines but different from the rest and one unrelated machine
• M311: a group of three identical machines and other three unrelated machines
• M222: three different groups of two identical machines
• M2211: two different groups with two identical machines and two unrelated machines
• M21111: a group of two identical machines and four unrelated machines.
In this experiment we used five instances of 150 jobs. The seed remains the same for all the tests (1.00), and the number of iterations is set to 15,000.
Because of the different configurations we can not compare the results directly. Still, in Table 15 we can observe that the metaheuristic produces interesting results for these new instances. The use of this methodology seems to be very suitable for the UPMSP environment. 
Concluding remarks
In this paper, our research focuses on a scheduling problem with features that are not often found in the literature. The problem considers sequence and machine dependent setup times, unrelated parallel machines, and due dates. The objective is to schedule the jobs in order to minimise the sum of the makespan and the weighted delays. A mathematical model of the problem is formulated and a metaheuristic based on GRASP is proposed. Several test instances based on a real case were generated and used to evaluate the GRASP performance.
The computational results indicate that the most consistent versions of the metaheuristic are the GP and the GPL versions. It is valuable to note that all versions of the metaheuristic show themselves as good methods to solve this kind of scheduling problem.
This approach proved to be very simple and flexible; it is relatively simple to modify this algorithm to other purposes and situations, and it has only a few main parameters that are easily adjusted. In our particular case the time spent by the algorithm is very reasonable according to real-world constraints.
Interesting extensions of this work could be the comparison of GRASP with other metaheuristic algorithms, and the investigation of a multi-objective approach in order to obtain a very flexible tool for real applications. Further research is also being made in cooperative methods between GRASP and exact approaches.
