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ABSTRACT
This thesis introduces a framework of channel emulation. An emulator is defined as a pair
of channels, that converts one channel to another channel with possibly different input and
output alphabets. With the concept of channel comparison, we define different types of
channel emulation and derive the relationship between these types of emulation. We prove
the error probability bound of concatenated codes from the channel emulation viewpoint,
and derive the evolution of deficiencies of polar codes. We show that the analysis from the
emulation and deficiency viewpoint matches the existing results in coding theory, and expect
that this viewpoint can inspire the study of constructing long network codes using a layered
black box architecture.
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CHAPTER 1
INTRODUCTION
1.1 Background
Shannon’s coding theorem provides us a great promise that we can always construct good
codes whose error probability decreases exponentially with the blocklength, at any informa-
tion rate below the channel capacity. However, finding a way to build such codes with long
blocklength turns out to be much more difficult than it looks like at first. Especially, the
problem becomes even more complex when it comes to building long codes in a network.
To analyze a network, there are typically two different approaches [1]. One approach is to
consider a network as a graph with nodes connected by edges. The edges, which correspond
to the channels in the network, are treated not as noisy channels but noiseless bit pipes
that can transmit information with no error within their information capacity. The other
viewpoint, as in multiterminal information theory, studies noisy channels or the stochastic
relationship between the outputs and inputs. The questions concern the fundamental limits
of communication in networks, such as the capacity regions and finite blocklength error.
Although there appears to be no obvious equivalence between these two types of questions,
they are essentially two aspects of the same problem: communication in networks. The
network equivalence theory [1] established the relationship between these two areas, and
demonstrated that the capacity of a network with noisy channels remains the same if each
channel is replaced by a noiseless bit pipe with the same capacity.
In the code construction viewpoint, since there are many ways to construct good codes
on single point-to-point channels, the problem of building long codes in a network can be
reduced to constructing longer codes for a network using the channel with the shorter codes as
building blocks. In this approach, the point-to-point channel with the good code operating
on it is viewed as a module, and we combine the modules to build longer codes only by
their inputs and outputs. The idea is basically that used in designing large systems: break
down the system into small systems, whose scale can be handled and local properties can
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be guaranteed, then combine the small pieces together to perform the function of the large
system. There are some nice constructions using this idea. In 1965, Forney introduced
concatenated codes [2], which take the encoder-channel-decoder chain as a superchannel and
design a code for multiple independent uses of the superchannel, and showed that it achieves
exponentially small error probability. In 2009, Arikan proposed polar codes [3] to construct
code sequences that achieve the symmetric capacity of any binary input discrete memoryless
channel, by combining the inputs, transmitting them through multiple independent copies
of a channel, and spliting the outputs.
Inspired by the idea of network equivalence and the systematic approach of constructing
long codes, it is natural for us to hope that, having some good code on a channel and some
construction with multiple uses of the channel, if we replace each channel in the system by
another channel, we can expect a similar performance, and the closeness of the performance
depends on the closeness between the new channel and the original channel. Moreover, if
one channel is close to another, then we can expect that any code construction with the
latter channel can be converted into a code for the former channel using a layered black box
architecture.
To measure how close one channel is to another, our work proposes the framework of
channel emulation. In this work, we study the coding theorem and coding schemes in an
emulation and deficiency viewpoint, and we expect that this viewpoint can inspire the study
of new systematic methods of constructing long codes in networks.
1.2 Notations and Preliminaries
1.2.1 Sources and Channels
A source is defined as a pair (X, P ), where X is the alphabet and P is a probability distribution
on X. The set of all sources with alphabet X is denoted by P(X).
A channel is defined as a triple (X,Y,W ), with input alphabet X, output alphabet Y,
and W = (Wx)x∈X is a collection of probability distributions on Y indexed by the input
x ∈ X. We will also use the notation W (·|x) interchangably with Wx, which stands for the
conditional probability distribution of the output given the input x. The set of all channels
with the same input alphabet X and output alphabet Y is denoted by K(X,Y). A channel is
often graphically represented as in Figure 1.1.
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W (y|x)X Y
Figure 1.1: The graphical representation of channel (X,Y,W )
Given an alphabet X, let ex ∈ P(X) denote the source that outputs a given x ∈ X with
probability one. The ideal channel on X, which we denote by idX, is given by (X,X, (ex)x∈X).
When X = [K] = 1, ..., K, we use idK to represent the ideal K-ary channel. For example, we
use id2 to represent the ideal binary channel.
There is a one-to-one correspondence between P(X) and K([1],X), under which every
P ∈ P(X) is identified with ([1],X,W P ), where W P = P . Thus, sources are special cases of
channels: a source P ∈ P(X) is equivalent to the channel shown in Figure 1.2.
W P[1] X
Figure 1.2: The channel corresponding to source P ∈ P(X)
The mutual information of the channel (X,Y,W ) interconnected with a source (X, P )is
given by
I(X;Y ) = EPXY
[
log
PXY
PXPY
]
(1.1)
The information capacity C(W ) of the channel (X,Y,W ) is given by
C(W ) = max
P∈P(X)
I(X;Y ) (1.2)
where the maximum is taken over all possible input distributions P ∈ P(X) [4].
1.2.2 Operations on Channels
Given two sources P ∈ P(X) and Q ∈ P(Y), the tensor product P ⊗Q ∈ P(X×Y) is defined
by
P ⊗Q(x, y) = P (x)Q(y), (x, y) ∈ X× Y (1.3)
Given two channels W ∈ K(X,Y) and W ′ ∈ K(X′,Y′), their tensor product W ⊗W ′ ∈
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K(X× X′,Y × Y′) is defined by
(W ⊗W ′)(x,x′) = Wx ⊗W ′x′ , (x, x′) ∈ X× X′ (1.4)
The graphical representation of the tensor product of two channels is as Figure 1.3.
WX Y
W ′X′ Y′
W ⊗W ′
Figure 1.3: The tensor product W ⊗W ′ of two channels W and W ′
The composition of channels W ∈ K(X,Y) and W ′ ∈ K(Y,Z) is a channel W ′◦W ∈ K(X,Z)
with
(W ′ ◦W )x(z) =
∑
y∈Y
W ′y(z)Wx(y) (1.5)
The composition of channels is associative:
W ′′ ◦W ′ ◦W = (W ′′ ◦W ′) ◦W = W ′′ ◦ (W ′ ◦W ) (1.6)
The graphical representation of the composition of two channels is as Figure 1.4.
WX Y W ′ Z
W ′ ◦W
Figure 1.4: The composition W ′ ◦W of two channels W and W ′
Another operation on channels is the semidirect product : given two channels W ∈ K(X,Y)
and W ′ ∈ K(X,Z) with the same input alphabet X, we define their semidirect product
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W oW ′ ∈ K(X,Y × Z) by
(W oW ′)x(y, z) , Wx(y)W ′x(z), x ∈ X, (y, z) ∈ Y × Z (1.7)
The graphical representation of the composition of two channels is as Figure 1.5.
X
W
W ′
Y
Z
W oW ′
Figure 1.5: The composition W oW ′ of two channels W and W ′
1.2.3 Codes
The M -code for channel (X,Y,W ) is a pair (E,D), where E : {1, 2, ...,M} → X is the
encoder, and D : Y → {1, 2, ...,M} is the decoder, as shown in Figure 1.6.
An M -code (E,D) is called an (M, ε)-code (maximal error probability) if
P(D(Y ) = m|X = E(m)) ≥ 1− ε (1.8)
for any m ∈ {1, 2, ...,M}.
W (y|x)X YE D[M ] [M ]
Figure 1.6: The M -code for channel (X,Y,W )
For two codewords with the same length, their Hamming distance is the number of dif-
ferent positions where the corresponding symbols are different. The minimum number of
places in which two codewords in a code differ is called the minimum distance of the code.
The minimum distance measures how far the codewords are from each other and how distin-
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guishable the codewords will be at the output of the channel, and also bounds the number
of possible codewords of the code.
Let Aq(n, d) denote the maximum possible size of a q-ary block code C of length n and
minimum Hamming distance d. Then, the Hamming bound of the code is
Aq(n, d) ≤ q
n∑t
k=0
(
n
k
)
(q − 1)k (1.9)
where t =
⌊
d−1
2
⌋
. The Hamming bound gives an upper bound on how efficient a code can use
the space of its codewords. For a code of given length, a larger minimum distance makes the
codewords more distinguishable, but also reduces the number of possible codewords. Codes
that attain the Hamming bound are called perfect codes. The Gilbert-Varshamov bound gives
a lower limit of the maximum possible size of the above code, which is given by
Aq(n, d) ≥ q
n∑d−1
j=0
(
n
j
)
(q − 1)j (1.10)
1.3 Outline
The rest of the thesis is organized as follows:
Chapter 2 introduces channel comparison criteria and proposes the framework of channel
emulation. We prove the equivalence of a bounded Shannon deficiency and a bounded error
probability. We also show that one DMC can weakly emulate another if the first one has a
greater capacity, and conversely.
Chapter 3 introduces concatenated codes, and proves the exponential error probability
bound of concatenated codes with random outer codes and error-correcting outer codes from
the channel emulation viewpoint.
Chapter 4 introduces polar codes and derives the evolution of Blackwell measures under
polarization transformation. The result supports the polarization effect in the sense of
Blackwell domination.
Chapter 5 summarizes the work and contributions of this thesis.
6
CHAPTER 2
CHANNEL EMULATION
The material of this chapter is based on Reference [5] and [6].
2.1 Comparison of Channels
2.1.1 Shannon Deficiency
The difference between two channels can be quantified by the distance between their tran-
sition probabilities. For two probability measures P,Q ∈ P(X), the total variation distance
between any P and Q is given by
‖P −Q‖TV =
1
2
∑
x∈X
∣∣P (x)−Q(x)∣∣ (2.1)
Consider two channels (X,Y,W1, (X,Y,W2) ∈ K(X,Y); the total variation distance be-
tween the transition probabilities from a given input symbol x is defined by
∥∥W1(·|x)−W2(·|x)∥∥TV = 12 ∑
y∈Y
∣∣W1(y|x)−W2(y|x)∣∣ (2.2)
The supremum distance between the two channels is defined by
‖W1 −W2‖∞ = max
x∈X
∥∥W1(·|x)−W2(·|x)∥∥TV (2.3)
The supremum distance satisfies contraction properties: for any W,W ′ ∈ K(X,Y), V ∈
K(Y,Z) and V ′ ∈ K(U, X),
∥∥V ◦W − V ◦W ′∥∥∞ ≤∥∥W −W ′∥∥∞ (2.4)
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∥∥W ◦ V ′ −W ′ ◦ V ′∥∥∞ ≤∥∥W −W ′∥∥∞ (2.5)
Proof. We only prove (2.5) here and (2.4) can be proved similarly.
∥∥W ◦ V ′ −W ′ ◦ V ′∥∥∞ = maxu∈U ∥∥(W ◦ V ′)u − (W ′ ◦ V ′)u∥∥
= max
u∈U
∑
y∈Y
∣∣(W ◦ V ′)u(y)− (W ′ ◦ V ′)u(y)∣∣
= max
u∈U
∑
y∈Y
∣∣∣∣∣∣
∑
x∈X
(
W (y)xV
′
u(x)−W ′(y)xV ′u(x)
)∣∣∣∣∣∣
≤ max
u∈U
∑
x∈X
V ′u(x)
∑
y∈Y
∣∣Wx(y)−W ′x(y)∣∣
= max
u∈U
∑
x∈X
V ′u(x)
∥∥Wx −W ′x∥∥
≤∥∥W −W ′∥∥∞maxu∈U ∑
x∈X
V ′u(x)
=
∥∥W −W ′∥∥∞
The Shannon deficiency between W1 and W2 is defined by
δs(W1,W2) = inf
D,E
‖D ◦W1 ◦ E −W2‖∞ (2.6)
The Shannon deficiency satisfies the triangle inequality : for three channels (X1,Y1,W1),
(X2,Y2,W2), and (X3,Y3,W3),
δs(W1,W3) ≤ δs(W1,W2) + δs(W2,W3) (2.7)
Proof. We omit the “◦” sign for the channel compostion here. Let Eij be an encoder with
input alphabet Xj and output alphabet Xi, and Dij be a decoder with input alphabet Yj
and output alphabet Yi, where i, j = 1, 2, 3. Then we have
‖D31W1E13 −W3‖∞ ≤‖D31W1E13 −D32W2E23‖∞ +‖D32W2E23 −W3‖∞ (2.8)
Take infimum on both sides, we can get
δs(W1,W3) (2.9)
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= inf
D31,E13
‖D31W1E13 −W3‖∞ (2.10)
= inf
D31,E13,D32,E23
‖D31W1E13 −W3‖∞ (2.11)
≤ inf
D31,E13,D32,E23
(‖D31W1E13 −D32W2E23‖∞ +‖D32W2E23 −W3‖∞) (2.12)
≤ inf
D21,E12,D32,E23
(‖D32D21W1E12E23 −D32W2E23‖∞ +‖D32W2E23 −W3‖∞) (2.13)
≤ inf
D21,E12
‖D32D21W1E12E23 −D32W2E23‖∞ + infD32,E23‖D32W2E23 −W3‖∞ (2.14)
≤ inf
D21,E12
‖D21W1E12 −W2‖∞ + infD32,E23‖D32W2E23 −W3‖∞ (2.15)
= δs(W1,W2) + δs(W2,W3) (2.16)
(2.15) comes from the contractivity property of total variation distance.
We can see from the definition that δS(W,W
′) is not symmetric in W and W ′, then we
define a symmetric distance between W and W ′.
Definition 1. Given two channels W ∈ K(X,Y) and W ′ ∈ K(X′,Y′), we define the Shannon
deficiency distance
∆S(W,W
′) , max{δS(W,W ′), δS(W ′,W )} (2.17)
2.1.2 Blackwell Measure and Blackwell Ordering
A binary-input channel (BIC) with output alphabet Y is a pair of probability distributions
W0 and W1 on Y. For a BIC with a Bernoulli(
1
2
) input, Y has a probability distribution
1
2
W0 +
1
2
W1. Let
BW ,
W0(Y )
W0(Y ) +W1(Y )
∈ (0, 1) (2.18)
For any BIC W , we have
E[BW ] =
1
2
(2.19)
BW defines a random probability measure Bernoulli(BW ) on {0, 1} [7]. The distribution
of the random measure is the Blackwell measure associated with W . We can equivalently
represent W by the probability distribution of BW ; then we refer to the distribution of BT
as the Blackwell measure of T and denote this measure by mT . The Blackwell measure
describes the channel T uniquely in the sense of Blackwell equivalence.
Here are the Blackwell measures of some typical channels:
• Noiseless BIC: mid = 12δ0 + 12δ1
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• Maximally noisy BIC: m• = δ1/2
• Binary symmetric channel (BSC): mBSC(p) = 12δp + 12δ1−p
• Binary erasure channel (BEC): mBEC(ε) = 1−ε2 δ0 + 1−ε2 δ1 + εδ1/2 = (1− ε)mid + εm•
In the expression of the Blackwell measure of BSC, we can see that if p = 0, mBSC(0) =
1
2
δ0 +
1
2
δ1 = mid. This matches the fact that a BSC with crossover probability 0 is actually
noiseless. The Blackwell measure of the BEC indicates that BEC(ε) can be viewed as a
mixture of the noiseless BIC with probability 1−ε and maximally noisy BIC with probability
ε.
For any function f : [0, 1]→ R, we define a functional on BICs as
Hf (W ) = Ef(BW ) (2.20)
Blackwell [8] proposed the channel comparison criterion. Consider two channels (X,Y,W )
and (X,U,W ′) with a common input alphabet X. It is natural to say W is more informative
than W ′ if we can emulate a single use of W ′ by post-processing a single use of W . We say
that W Blackwell dominates W ′ and write W B W ′ if W ′ = TW for some Markov channel
T ∈M(U|Y). Given two BICs W and W ′, W Blackwell dominates W ′ if and only if
Hf (W ) ≥ Hf (W ′) (2.21)
for all convex f : [0, 1]→ R [8].
To quantify how well any post-processing of W can be used to approximate W ′, Le Cam
introduced a deficiency of W w.r.t. W ′, which is defined as [6] :
δ(W,W ′) , inf
T∈M(U|Y)
∥∥TW −W ′∥∥∞ (2.22)
It is obvious that δS(W,W
′) ≤ δ(W,W ′), which suggests that the Le Cam deficiency is a
more stringent measure than the Shannon deficiency.
Consider the Bayes utility function
f(t) = sup
ξ
{pitu(0, ξ) + p¯it¯u(1, ξ)} (2.23)
where pi ∈ [0, 1], p¯i , 1 − pi, ξ takes values over some arbitrary space, and the coefficients
u(0, ξ), u(1, ξ) lie in the unit interval, we can express the Le Cam deficiency δ(T, T ′) and the
10
deficiency distance ∆(T, T ′) between two BICs T and T ′ as:
δ(T, T ′) = sup
f∈F
{
Hf (T )− Hf (T ′)
}
(2.24)
∆(T, T ′) = sup
f∈F
∥∥Hf (T )− Hf (T ′)∥∥ (2.25)
For any BIC T , we are interested in two deficiencies:
δ¯(T ) = δ(T, id) = ∆(T, id) (2.26)
δ(T ) = δ(•, T ) = ∆(T, •) (2.27)
δ¯(T ) and δ(T ) can be viewed as distances between the channel T and the noiseless channel
and the maximally noisy channel respectively. Intuitively, a more informative channel has a
smaller δ¯(T ) and a larger δ(T ).
2.2 Emulators
Given some alphabets X, Y, X′, Y′, an emulator is a pair of channels Γ = (F,G), where
F ∈ K(X′,X) is the preemulator and G ∈ K(Y,Y′) is the postemulator. The set of all such
emulators is denoted by E(X,Y → X′,Y′). An emulator in E(X,Y → X′,Y′) is meant to be
interconnected with some channel in K(X,Y). Figure 2.1 represents an emulator, where the
dashed arrow from X to Y indicates a placeholder for an arbitrary channel in K(X,Y).
FX′ X
YGY′
Figure 2.1: An emulator (F,G) ∈ E(X,Y → X′,Y′)
Given an input alphabet X and an output alphabet Y, there are two natural ways of
embedding K(X,Y) into a space of emulators, depending on whether W plays the role of a
preemulator or a postemulator. Specifically, given W ∈ K(X,Y) and two alphabets U and Z,
we define two emulators ΓWin ∈ E(Y,Z→ X,Z) by ΓWin = (W, idZ) and ΓWout ∈ E(U,X→ U,Y)
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by ΓWout = (idU,W ). Figures 2.2 and 2.3 show the two ways of embedding K(X,Y) into
emulators.
WX Y
ZidZZ
Figure 2.2: Embedding W ∈ K(X,Y) as a preemulator
idUU U
XWY
Figure 2.3: Embedding W ∈ K(X,Y) as a postemulator
A random emulator is a probability distribution over the set of emulators E(X,Y → X′,Y′).
We will denote the random objects taking values in E(X,Y → X′,Y′) by Γ, and denote the
set of random emulators by E∗(X,Y → X′,Y′).
The composition of emulators is induced from the composition of channels. Given two
emulators Γ = (F,G) ∈ E(X,Y → X′,Y′) and Γ′ = (F ′, G′) ∈ E(X′,Y′ → X′′,Y′′), the
composition of them is defined by
Γ′ ◦ Γ = (F ◦ F ′, G′ ◦G) (2.28)
The compostion of emulators is shown in Figure 2.4.
The emulators also satisfy the contraction property. For any W,W ′ ∈ K(X,Y) and Γ =
(F,G) ∈ E(X,Y → X′,Y′), we have
∥∥ΓW − ΓW ′∥∥∞ ≤∥∥W −W ′∥∥ (2.29)
Proof. This property is easily proved by applying the contraction property of channel com-
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FX′ XF ′X′′
YGY′G′Y′′
Figure 2.4: The composition of two emulators Γ = (F,G) and Γ′ = (F ′, G′)
position twice, i.e.,
∥∥ΓW − ΓW ′∥∥∞ =∥∥G ◦W ◦ F −G ◦W ′ ◦ F∥∥∞
≤∥∥W ◦ F −W ′ ◦ F∥∥∞
≤∥∥W −W ′∥∥∞
2.3 Channel Emulation
Definition 2. Fix four alphabets X,Y,X′,Y′, let D ⊆ E∗(X,Y → X′,Y′), and fix two channels
W ∈ K(X,Y) and W ′ ∈ K(X′,Y′). Given ε > 0 and η ∈ [0, 1], we say that:
1) W (ε, η,D)-emulates W ′ if there exists some µ ∈ D, such that
Pµ
[∥∥ΓW −W ′∥∥∞ ≥ ε] ≤ η (2.30)
2) W weakly (ε,D)-emulates W ′ if there exists some µ ∈ D, such that
∥∥Eµ[ΓW ]−W ′∥∥∞ ≤ ε (2.31)
3) W strongly (ε,D)-emulates W ′ if there exists some µ ∈ D, such that
Eµ
∥∥ΓW −W ′∥∥∞ ≤ ε (2.32)
Here D can be omitted in all three definitions if D = E∗(X,Y → X′,Y′).
Proposition 1. Fix ε > 0 and η ∈ [0, 1]. The following relationships hold between the three
types of emulation:
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1) If W (ε, η,D)-emulates W ′, then it strongly (ε+ 2η,D)-emulates W ′.
2) If W strongly (ηε,D)-emulates W ′, then it (ε, η,D)-emulates W ′.
3) If W strongly (ε,D)-emulates W ′, then it weakly (ε,D)-emulates W ′.
Proof. 1) Decompose the expectation of the supremum distance into two parts:
E
∥∥ΓW −W ′∥∥∞ = E [∥∥ΓW −W ′∥∥∞ 1{‖ΓW−W ′‖∞<ε}]+ E [∥∥ΓW −W ′∥∥∞ 1{‖ΓW−W ′‖∞≥ε}]
(2.33)
≤ ε+ 2P
[∥∥ΓW −W ′∥∥∞ ≥ ε] (2.34)
≤ ε+ 2η (2.35)
2) Use Markov’s inequality,
P
[∥∥ΓW −W ′∥∥∞ ≥ ε] ≤ E‖ΓW −W ′‖∞ε ≤ ηεε = ε (2.36)
3) Use convexity, ∥∥E[Γ]W −W ′∥∥∞ ≤ E∥∥ΓW −W ′∥∥∞ ≤ ε (2.37)
Definition 3. For two channels W ∈ K(X,Y) and W ′ ∈ K(X′,Y′), W deterministically
ε-emulates W ′ if there exists an emulator Γ ∈ E(X,Y → X′,Y′) such that
∥∥ΓW −W ′∥∥∞ ≤ ε (2.38)
Then we have the following relationship between strong emulation and deterministic em-
ulation.
Proposition 2. Fix W ∈ K(X,Y) and W ′ ∈ K(X′,Y′). If there exists a nonempty set
D ⊆ E∗(X,Y → X′,Y′) such that W strongly (ε,D)-emulates W ′, then W deterministically
ε-emulates W ′.
This result is obvious because if the the condition (2.32) holds there exists at least one
emulator that performs better than the average, then the condition (2.38) holds.
Now we give an example of the relationship between channel emulation and codes. Fix
a channel W ∈ K(X,Y), and let X′ = Y′ = [M ]. An M -code for W can be viewed as a
deterministic emulator K = (E,D) ∈ E(X,Y → X′,Y′). Then we have
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Theorem 1. For a channel W ∈ K(X,Y), W admits an (M, ε)-code if and only if W
deterministically 2ε-emulates idM .
Proof. By the definition, K ∈ E(X,Y → [M ], [M ]) is an (M, ε)-code (maximal error proba-
bility) for W if
max
j∈[M ]
[
1−KWj(j)
] ≤ ε (2.39)
Then we have
‖KW − idM‖∞ = max
j∈[M ]
M∑
j′=1
∣∣KWj(j)− ej(j′)∣∣ (2.40)
= max
j∈[M ]
∑
j′ 6=j
KWj(j
′) + 1−KWj(j)
 (2.41)
= max
j∈[M ]
[
1−KWj(j) + 1−KWj(j)
]
(2.42)
= 2 max
j∈[M ]
[
1−KWj(j)
]
(2.43)
which finishes the proof.
Fix a channel W ∈ K(X,Y), then a discrete memoryless channel (DMC) is defined as a
sequence DMC(W ) = {W n}∞n=1, where W n = W ⊗ ...⊗W is the tensor product of n copies
of W for any n. Then we have the following theorem for the emulation of one DMC by
another:
Theorem 2. For two channels W ∈ K(X,Y) and W ′ ∈ K(X′,Y′), denote the capacities of
them by C(W ) and C(W ′) respectively, we have
1) Direct part: If C(W ) > C(W ′), then DMC(W ) weakly ε-emulates DMC(W ′) for all
ε > 0.
2) Converse part: If C(W ) > C(W ′), then DMC(W ) cannot weakly ε-emulate DMC(W ′)
for any ε > 0.
Proof. For C(W ) > C(W ′), by the triangle inequality of the Shannon deficiencies, we have
the following inequality:
δs(W
n,W ′n) ≤ δs(W n, id2nC(W )) + δs(id2nC(W ) , id2nC(W ′)) + δs(id2nC(W ′) ,W ′n) (2.44)
We have
δs(W
n
1 , id
nC(W1)) ≤ ε/2, n→∞ (2.45)
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δs(id
nC(W1), idnC(W2)) = 0 (2.46)
δs(id
nC(W2),W n2 ) ≤ ε/2, n→∞ (2.47)
for all ε > 0. The first and third inequality is obtained from the Shannon coding theorem and
the reverse Shannon theorem [9], and the second equality is obtained by directly dropping
the additional bits transmitted. Thus,
δs(W
n
1 ,W
n
2 ) ≤ ε, n→∞ (2.48)
for all ε > 0.
For C(W1) < C(W2), apply the triangle inequality to the Shannon deficiencies again, we
get
δs(W
n
1 ,W
n
2 ) ≥ δs(W n1 , InC(W2))− δs(InC(W2),W n2 ) (2.49)
By the strong converse of the Shannon coding theorem, for C(W2) > C(W1)
lim
n→∞
δs(W
n
1 , I
nC(W2)) > 0 (2.50)
and by the reverse Shannon theorem,
lim
n→∞
δs(I
nC(W2),W n2 ) = 0 (2.51)
Therefore, limn→∞ δs(W n1 ,W
n
2 ) > 0.
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CHAPTER 3
CONCATENATED CODES
3.1 Introduction of Concatenated Codes
The advantage of concatenated codes [2][10] is to construct longer codes using shorter codes
as building blocks with manageable complexity. A two-stage concatenated code consists of
an inner code and an outer code, as shown in Figure 3.1. The constructions of the inner and
outer code are described below.
Inner code: The inner code is an pair (Ein, Din), which consists of an encoder Ein :
{0, 1}k → {0, 1}n and a decoder Din : {0, 1}n → {0, 1}k. The rate of the inner code is k/n.
Outer code: The outer code is a pair (Eout, Dout), which consists of an encoder Eout :
BK → BN and a decoder Dout : BN → BK . B is the alphabet the outer code works with,
and the cardinality of B is 2k, which is the message length of the inner code. The rate of the
outer code is K/N .
Combining the outer code and the inner code, the concatenated encoder E : {0, 1}kK →
{0, 1}nN works as follows:
1. Collect kK bits of message into K symbols in the alphabet B, then apply the outer
W (y|x)Ein Din
W (y|x)Ein Din
W (y|x)Ein Din
...... ...
W (y|x)Ein Din
Eout Dout
n n
n n
n n
n n
k
k
k
k
k
k
k
k
kK kK
Figure 3.1: A concatenated code construction with N inner encoder-decoder pairs
17
code Eout to the K symbols componentwise to get a vector in B
N .
2. Map each symbol in B into k bits, and apply the inner code Ein componentwise to get
N n-bit codewords.
The concatenated decoderD : {0, 1}nN → {0, 1}kK works respectively in another direction.
The rate of the concatenated code is the product of the rates of the inner and outer codes:
Rc =
k
n
K
N
(3.1)
The basic idea of constructing concatenated codes is to choose an optimal code as the
inner code, and then choose different types of outer code according to different performance
requirements.
3.2 Random Outer Code
In this section we study a general case that uses a random code as the outer code, and show
that the error probability of the concatenated code exponentially decreases with the length
of the outer code.
For a channel (X,Y,W ) with input probability distribution PX ∈ P(X) and joint distribu-
tion PXY (x, y) = W (y|x)PX(x). The information density is defined by
i(X, Y ) = log
PXY
PXPY
(3.2)
Then the mutual information between the input and the output is the expectation of the
information density:
I(X;Y ) = E[i(X, Y )] (3.3)
Feinstein’s Lemma is stated as following, which bounds the error probability by the cu-
mulative distribution of the information density:
Lemma 1. (Feinstein’s Lemma) For a channel (X,Y,W ), given an integer M and γ > 0,
there exist {X1, X2, ..., XM} ⊂ X and a disjoint partition of Y, {Γ1,Γ2, ...,ΓM}, such that
W (Γcm|Xm) ≤Me−γ + PXY (i(X, Y ) ≤ γ) (3.4)
Now we have the following result:
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Theorem 3. Given a channel T0 admitting an (M, ε/2) (w.r.t. maximum error probability)
inner code (Ein, Din), and applying an random outer code (Eout, Dout) to N independent uses
of T = DinT0Ein, suppose T0 has no zero entries in its transition matrix. Then the error
probability of the concatenated code is upper bounded by
Pe ≤ e−NE(δ) (3.5)
at all rates
R ≤ I(U ;V )− 2δ (3.6)
where I(U ;V ) is the mutual information between the input and the output of the inner code,
E(δ) = δ + Cδ2 > 0 and C is a constant only depending on the inner code.
Proof. Let X ∈ X and Y ∈ Y be the input and the output of the outer code, where X = Y =
[M ]N . Apply a random outer code on N uses of T , let Ui ∈ [M ] and Vi ∈ [M ] (i = 1, ..., N)
be the input and the output of the i-th inner code.
For any integer L and any γ > 0, define the error probability of the concatenated code by
εN,L, where the subscript indicates the dependence of the error probability on the number
of codewords L and the code length N of the outer code. By Lemma 1, we have
εN,L ≤ PXY [i(X;Y ) ≤ log γ] + L/γ (3.7)
where
i(X;Y ) =
N∑
i=1
i(Ui;Vi) =
N∑
i=1
log
T (Vi|Ui)
PV (Vi)
(3.8)
For any input and output pair (u, v) of T , we have
T (v|u) =
∑
x0,y0
D0(v|y0)T0(y0|x0)E0(x0|u) (3.9)
where x0 and y0 are the input and output of the channel T0.
Since T0 admits an (M, ε) code, for any u ∈ [M ] there must exist an x0 so that E0(x0|u) >
0, and for any v ∈ [M ] there must exist an y0 so that D0(v|y0) > 0, otherwise the error
probability will be 1 if u or v is transmitted. By assumption, T0(y0|x0) > 0 for all pairs
(x0, y0), then we conclude that T (v|u) > 0 for any pair (u, v).
Let 0 < a ≤ T (Vi|Ui) ≤ 1 and 0 < b ≤ PV (Vi) ≤ 1, where 0 < a ≤ 1 and 0 < b ≤ 1, then
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we have
log a ≤ i(Ui;Vi) ≤ log 1
b
(3.10)
Let γ = eN(I(U ;V )−δ), where δ > 0, then
PXY [i(X;Y ) ≤ N(I(U ;V )− δ)] = PXY [i(X;Y )−NI(U ;V ) ≤ −Nδ] (3.11)
≤ e−N 2δ
2
[log(1/b)−log a]2 (3.12)
The last inequality is obtained from Hoeffding’s inequality. Let L ≤ eN [I(U ;V )−2δ], then,
εN,L ≤ e−N
2δ2
[log(1/b)−log a]2 + Le−N [I(U ;V )−δ] (3.13)
≤ e−N 2δ
2
[log(1/b)−log a]2 + e−Nδ (3.14)
= e−NE(δ) (3.15)
where C = 2
[log(1/b)−log a]2 is a constant only depends on the inner code.
Thus, the upper bound of error probability of the concatenated code decreases exponen-
tially with N when R = 1
N
logL ≤ I(U ;V )− 2δ.
From the result of Theorem 3, we can see that the concatenated code can always achieve
a exponentially decreasing error probability even when using a completely random code
as the outer code, which matches the result of the classic Shannon coding theorem. This
result shows that there exists good codes with arbitrary small probability for long outer code
lengths, but it does not provide a practical way to find such outer code. It is difficult to
decode the outer code without some structure in the code.
3.3 Error-Correcting Outer Code
The most common option for the practical outer code is an algebraic error-correcting code.
In this section we derive the error probability bound of the concatenated codes with error-
correcting outer code using the channel emulation framework, discuss some design consider-
ations indicated by the result, and give examples of using Reed-Solomon codes and LDPC
codes as the outer code.
A code is called an (N,m) error-correcting code if the code has length N and the Hamming
distance between two distinct codewords is at least 2m + 1, i.e., up to m errors can be
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corrected.
Theorem 4. Given a channel T0 admitting an (M, ε/2) inner code (w.r.t. maximum error
probability) (Ein, Din), and applying an (N,m) error-correcting outer code (Eout, Dout) to N
independent uses of DinT0Ein, the error probability of the concatenated code is upper bounded
by
Pe ≤ (2h2(r)εr)N (3.16)
at all rates
R ≤ N [(1− ε/2) logM − h2(ε/2)] (3.17)
where r = m/N , and h2(ε) = −ε log ε− (1− ε) log(1− ε) is the binary entropy function.
Before proving Theorem 4, we first introduce Lemmas 2 and 3.
Lemma 2. Let 0 ≤ r ≤ 1 and α > 0 such that α ≤ r/(1− r). Then, for any n,
1
n
log
 n∑
k=rn
(
n
k
)
αk
 ≤ log(αr) + h2(r) (3.18)
Proof. Fix λ > 0. The step function x 7→ 1x≥θ can be upper-bounded by an exponential
x 7→ eλ(x−θ). Thus,
n∑
k=rn
(
n
k
)
αk ≤
n∑
k=0
(
n
k
)
eλ(k−rn)αk
= e−λrn
n∑
k=0
(
n
k
)
(αeλ)k
= e−λrn(1 + αeλ)n
= M(λ)n
where M(λ) = e−λr(1 + αeλ). Then we can optimize the bound over the choice of λ. The
optimal choice λ∗ is given by αeλ∗ = r/(1 − r), and λ∗ ≥ 0 if α ≤ r/(1 − r). Then we get
the bound in Lemma 2.
Lemma 3. (Fano’s inequality [4]) For two random variables X ∈ X and Y ∈ Y representing
the input and output of a channel with transition probability P (y|x), let ε represent the error
probability, i.e., P(X 6= Y ), we have
H(X|Y ) ≤ h2(ε) + ε log |X| (3.19)
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Proof. (Theorem 4)
First we compute the overall capacity of the concatenated code. Define the inner encoder-
channel-decoder chain as
T = DinT0Ein (3.20)
then T can be viewed as an M -ary input, M -ary output channel.
Let X and Y be the input and output of T . Suppose X is uniformly distributed and apply
Lemma 3, we have
h2(ε/2) + (ε/2) logM ≥ H(X|Y )
= H(X)− I(X;Y )
= logM − I(X;Y )
Then we have
I(X;Y ) ≥ (1− ε/2) logM − h2(ε/2) (3.21)
The capacity of T satisfies
C(T ) = max
PX
I(X;Y )
≥ (1− ε/2) logM − h2(ε/2)
With N independent use of T , the capacity of the concatenated code T⊗N satisfies
C(T⊗N) ≥ N [(1− ε/2) logM − h2(ε/2)] (3.22)
This means the concatenated code can be operated at any rate below NR0, where
R0 = (1− ε/2) logM − h2(ε/2) (3.23)
Next, we analyze the bound of the error probability for the concatenated code operating
below capacity.
Decomposing T into the sum of an ideal channel and its difference to the ideal channel,
we can write
T = (T − idM) + idM (3.24)
Let
∆0 = idM (3.25)
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∆1 = T − idM (3.26)
and let sN ∈ {0, 1}N denote a binary sequence of length N . Then
∆sN = ∆s1 ⊗∆s2 ⊗ ...⊗∆sN (3.27)
is the tensor product of (T − idM)’s and (idM)’s specified by sN .
Then T⊗N can be written as the sum of all such tensor products, i.e.,
T⊗N = ((T − idM) + idM)⊗N
=
∑
sN∈{0,1}N
∆sN
=
∑
sN :wt(sN )≤m
∆sN +
∑
sN :wt(sN )>m
∆sN
where wt(sN) is the Hamming weight of the sequence sN .
By Theorem 1, T0 admitting an (M, ε/2) random code for T0 is equivalent to the Shannon
deficiency between T0 and idM upper bounded by ε, i.e.,
δS(T, idM) ≤ ε (3.28)
Then the Shannon deficiency between T⊗N and id⊗NM can be bounded as follows.
δS(T
⊗N , id⊗NM ) ≤
∥∥∥DoutT⊗NEout − id⊗NM ∥∥∥∞ (3.29)
=
∥∥∥∥∥∥
∑
sN :wt(sN )≤m
Dout∆sNEout +
∑
sN :wt(sN )>m
Dout∆sNEout − id⊗NM
∥∥∥∥∥∥
∞
(3.30)
≤
N∑
w=m+1
(
N
w
)(‖T − idM‖∞)w (3.31)
≤
N∑
w=m+1
(
N
w
)
εw (3.32)
≤ 2N log(εr)+Nh2(r) (3.33)
= (2h2(r)εr)N (3.34)
where r = (m + 1)/N . Equation (3.31) is obtained from the fact that the outer code can
correct up to m errors, and (3.33) is obtained from Lemma 2.
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By Theorem 1, we can conclude that the error probability of the concatenated code is
upper bounded by 1
2
(2h2(r)εr)N , at all rates below N
[
(1− ε/2) logM − h2(ε/2)
]
.
Now we begin some discussion on the result. In order to make the error probability
approach zero as n goes to infinity, how should the inner code and outer code be chosen?
We can easily see that, to make the upper bound 1
2
(2h2(r)εr)N decrease exponentially with
N , we must have 2h2(r)εr < 1, otherwise the bound will increase exponentially as N grows
large.
For a given channel T0, the error probability of the inner code with given message length
is determined by the channel, then what we can do is to choose the outer code, i.e., to choose
the N and m such that 2−h2(r)/r > ε, where r = (m+ 1)/N .
From Figure 3.2 we can see that 2−h2(r)/r ∈ (0, 1) on r ∈ (0, 1). Thus, for arbitrary
ε ∈ (0, 1), we can always find a proper r < 1 to make the upper bound decrease exponentially
with N .
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0
0.1
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0.6
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r
2−
h 2
(r)
/r
Figure 3.2: Plot of 2−h2(r)/r vs. r ∈ (0, 1)
How to make the error probability bound decrease quickly? From Figure 3.2 we can see
that 2−h2(r)/r is increasing on r ∈ (0, 1). For an outer code which has length N and minimum
distance d, we can correct up to m = b(d− 1)/2c errors; then r = (b(d− 1)/2c+ 1)/N . This
tells us that to make the error probability bound decrease quickly, we should choose r as
large as possible, i.e., d as large as possible.
However, for a codebook with the fixed length N , larger minimum distance d will lead to
a reduction of the number of codewords. In our setting, the size of the alphabet B of the
outer code |B| = M , where M is the number of codewords of the inner code. For such outer
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codes with alphabet size M , blocklength N , and minimum distance d, we can have at most
MN∑t
i=0
(
N
i
)
(M − 1)i (3.35)
codewords by the Hamming bound, where t = b(d − 1)/2c, and there exist codes with at
least
MN∑d−1
i=0
(
N
i
)
(M − 1)i (3.36)
codewords by the result of the Gilbert-Varshamov bound.
From the lower and upper bounds of the number of codewords given above, we can see that
given N , increasing d will lead to a reduction of the number of codewords, which indicates a
reduction of the rate of the concatenated code. This brings in a tradeoff between low error
probability bound and high code rate. In order to achieve desirable error bound and code
rate for the concatenated code, we would like to achieve d as large as possible while guar-
anteeing the code rate. Reed-Solomon code, as described in the following example, satisfies
this requirement.
Example 1: Reed-Solomon code as the outer code [10]
Reed-Solomon codes are linear codes that map the input vector in FKq to the output vector
in FNq . The block length of the Reed-Solomon codes is N = q − 1, where q is the size of the
alphabet of the code, and the message length is K.
The Reed-Solomon code treats the input (a0, a1, ..., aK−1) as a polynomial p(x) =
K−1∑
i=0
aix
i
over Fq of degree at most K − 1, and encodes it by its values at all non-zero coefficients.
Therefore the codeword is a vector
(
p(α) : α ∈ Fq \ {0}
) ∈ FNq .
The Reed-Solomon code has two major advantages:
1. The minimum distance of Reed-Solomon code is N−K+1, which is the maximal value
the minimum distance can achieve for a linear (N,K) code. This means that for all outer
codes with rate K/N , Reed-Solomon codes have the largest minimum distance, so that the
codewords are more distinguishable at the output. If we choose K = (1− ε)N , the RS code
can correct εN/2 errors.
2. The encoding and decoding can be implemented in poly(N) time with proper algo-
rithms, e.g., Berlekamp-Massey decoding algorithm.
Using Reed-Solomon code as the outer code, we can construct the concatenated code that
can achieve any rate below capacity and an exponentially decreasing error probability in
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polynomial time. Fix arbitrary η, ε > 0, we choose the inner code and outer code as follows:
• Inner code: Suppose the capacity of channel T is C(T ). Let k = n(C(T ) − η), where
η > 0, then there exists an (2k, εn) code Cin : {0, 1}k → {0, 1}n with maximal error
probability εn ≤ 2−nE(η), where E(η) > 0 is the error exponent which is a function of
η. Cin can be generated as a linear code with Toepliz generator matrix in 2
n time. As
n is small, we can use the ML decoder for decoding the inner code.
• Outer code: The Reed-Solomon code works with the field size q = 2k, which is the
number of codewords of the inner code. Then the block length of the outer code
N = 2k−1. Choosing K = (1−ε)N , we obtain the outer code Cout : FK2k → FN2k , which
can correct up to εN/2 errors.
By the above construction, we get a concatenated code with a (2k, 2−nE(η)) inner code,
and an (2k − 1, ε(2k − 1)/2) outer code. The concatenated code C has a total blocklength
L = nN = n(2k − 1) and rate R = (1 − ε)(C(T ) − η). Because k ∼ nC and therefore
L ∼ n2nC , the code can be constructed in 2n = poly(L) time and encoded/decoded in
poly(L) time.
Now we analyze the error probability bound using Theorem 4. For large N , r = (εN/2 +
1)/N ≈ ε/2. Then the error probability bound is given by
Pe ≤ 1
2
(2h2(r)εrn)
N
≤ 1
2
(2h2(ε/2)2−nεE(η)/2)N
≤ 2−N(nεE(η)/2−h2(ε/2))
Now we can see that the error probability of the concatenated code with Reed-Solomon
outer code decreases exponentially with the length of the outer code N . When N = 2k − 1,
the error probability bound is
Pe ≤ 2−(2k−1)(nεE(η)/2−h2(ε/2)) (3.37)
The limitation that N ≤ 2k−1 suggests that the inner code cannot be used as many times
as we want to get to arbitrarily small error probability, and the requirement that the inner
code should be short be ensure efficient ML decoding also restricts the overall code length.
In fact, any kind of error-correcting code suffices as the outer code. Reed-Solomon code
is widely used mainly due to its advantage in maximal minimum distance and low encod-
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ing/decoding complexity.
Example 2: LDPC code with BP decoding as the outer code [11]
Consider an [N,K]-LDPC code with degree distribution (λ, ρ) as the outer code, where N
is the block length (number of the variable nodes) of the outer code, N −K is the number
of the check nodes, λ = (λ1, ..., λN) is the degree distribution of the variable nodes, and
ρ = (ρ1, ..., ρN−K) is the degree distribution of the check nodes.
If the end-to-end performance of the inner code is equivalent to a BEC with erasure
probability ε, which is the probability they the decoder declares an error that it cannot
correct, and ε is smaller than the threshold probability p∗(λ, ρ), then the cycle-free error
probability approaches 0 as the number of iterations l → ∞. As the block length N → ∞,
the performance of the code converges to the performance of the cycle-free graph, i.e., the
error probability of the LDPC code approaches 0. So for large block length N , we can
approximately correct up to N−K erasures in a received codeword, then r = (N−K+1)/N .
Thus, for a BEC with erasure probability ε, we can construct an [N,K, λ, ρ]-LDPC code as
the outer code, with degree distribution (λ, ρ) satisfying p∗(λ, ρ) > ε and (N,K) satisfying
2−h2(r)/r > ε, where r = (N −K+ 1)/N . In this construction, the error probability bound of
the concatenated code decreases exponentially with N . Using the log-likelihood BP decoder,
the results can also be extended to binary symmetric channels (BSC) and AWGN channels
by calculating the respective p∗(λ, ρ).
The advantage of using LDPC code is that N can be chosen to be arbitrarily large here,
and the error-correcting rate can approach one as N goes to infinity, then we can choose a
large K to obtain desirable number of codewords, and achieve a lower error probability.
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CHAPTER 4
POLAR CODES
4.1 Introduction of Polar Codes
Arikan proposed the method of channel polarization [3] to construct code sequences that
achieve the symmetric capacity I(W ) of any given binary-input discrete memoryless channel
(B-DMC) W . The basic idea of channel polarization is to produce a set of N channels
{W (i)N : 1 ≤ i ≤ N} out of N independent copies of a given B-DMC W . The new set
of channels shows a polarization effect in the sense that, as N grows large, the symmetric
capacity terms {I(W (i)N )} tend towards 0 or 1 for all but a vanishing fraction of indices i.
The method of channel polarization consists of a channel combining phase and a channel
splitting phase.
Channel combining. This phase combines N copies of a given B-DMC W in a recursive
manner to produce a vector channel WN : X
N → YN , where N can be any power of two.
The first level of recursion, which combines two independent copies of W1 to produce W2 :
X2 → Y2, is shown in Figure 4.1. The following levels take independent copies of WN/2 to
create WN in a similar way. The transition probabilities of WN and W
N are related by the
following:
WN
(
yN1 |uN1
)
= WN(yN1 |uN1 GN) (4.1)
where GN = BNF
⊗n for any N = 2n, where BN is a bit-reversal permutation matrix and
F ,
[
1 0
1 1
]
(4.2)
Channel splitting. Having synthesized the vector WN out of W
N , this phase splits WN back
into a set of N binary input channels W
(i)
N , i = 1, ..., N , defined by the following transition
28
WW
+
u1 x1
u2 x2
y1
y2
W2
Figure 4.1: The one-step polarization transformation
probabilities:
W
(i)
N (y
N
1 , u
i−1
1 |ui) ,
∑
uNi+1
1
2N−1
WN(y
N
1 |uN1 ) (4.3)
4.2 Polarization Transformation
We say that a pair of binary-input channels W− : X→ Y˜ and W+ : X→ Y˜×X are obtained
by a single-step polarization transformation of two independent copies of a binary-input
channel W : X→ Y and write
(W,W )→ (W−,W+) (4.4)
if and only if
W−(y1, y2|u1) =
∑
u′2
1
2
W (y1|u1 ⊕ u′2)W (y2|u′2) (4.5)
W+(y1, y2, u1|u2) = 1
2
W (y1|u1 ⊕ u2)W (y2|u2) (4.6)
The polarization transformation on an arbitrary channel W is complicated. However, for
W = BEC(ε), the transformation can be explicitly expressed:
(BEC(ε))− = BEC(1− ε2) (4.7)
(BEC(ε))+ = BEC(ε2) (4.8)
We can see that for a BEC with small ε (typically it is smaller than 0.5), after the polar-
ization transformation, the new channel with a minus sign has a larger erasure probability
while the one with a plus sign has a smaller erasure probability. We can conclude that if
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this transformation is repeated, a fraction of the channels will approach BEC(0), the noise-
less BIC, and another fraction will approach BEC(1), the maximally noisy BIC. This gives
us some intuition about the name of “polarization”: the transformed channels go to the
extremes as the polarization transformation is iterated.
4.3 Evolution of Deficiencies under Polarization
In this section we will show the polarization effect for all BICs in the sense of Blackwell
domination.
Theorem 5. For a BIC W with uniform input distribution, for any convex function f :
[0, 1]→ R, we have
1
2
Hf (W
−) +
1
2
Hf (W
+) ≥ Hf (W ) (4.9)
Hf (W
−) ≤ Hf (W ) ≤ Hf (W+) (4.10)
Proof.
Proof of (4.9):
We denote the normalized difference between W (y|0) and W (y|1) by
∆W (y) =
W (y|0)−W (y|1)
W (y|0) +W (y|1) (4.11)
Since the BIC W has a uniform input distribution, ∆W (Y ) defines a random variable
taking values in [−1, 1] with Y distributed by qW (y) = (W (y|0) +W (y|1))/2.
Applying polarization transform to the BIC, we have the following recursion [12]:
∆W−(Y1Y2) = ∆W (Y1)∆W (Y2) (4.12)
∆W+(Y1Y2U1) =
∆W (Y1) + (−1)U1∆W (Y2)
1 + (−1)U1∆W (Y1)∆W (Y2) (4.13)
where
Y1Y2 ∼ qW (y1)qW (y2) (4.14)
Y1Y2U1 ∼ qW (y1)qW (y2)1 + (−1)
U1(2BW (Y1)− 1)(2BW (Y2)− 1)
2
(4.15)
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We can write the BW as a function of ∆W :
BW (y) =
1
2
(∆W (y) + 1) (4.16)
then we can write ∆W as:
∆W (y) = 2BW (y)− 1 (4.17)
Substituting ∆W by 2BW − 1 in the recursions (4.12)(4.13), we have
BW−(Y1Y2) = 2BW (Y1)BW (Y2)−BW (Y1)−BW (Y2) + 1 (4.18)
BW+(Y1Y2U1) =
BW (Y1)
(
1 + (−1)U1(2BW (Y2)− 1)
)
1 + (−1)U1(2BW (Y1)− 1)(2BW (Y2)− 1) (4.19)
If f is a convex function on [0, 1], we have∑
y1,y2
qW−(y1y2)f(BW−(y1y2)) =
∑
y1
qW (y1)
∑
y2
qW (y2)f
−(BW (y1), BW (y2)) (4.20)
∑
y1,y2,u1
qW+(y1y2u1)f(BW+(y1y2u1)) =
∑
y1
qW (y1)
∑
y2
qW (y2)f
+(BW (y1), BW (y2)) (4.21)
where
f−(d1, d2) = f(2d1d2 − d1 − d2 + 1) (4.22)
f+(d1, d2) =
1 + (2d1 − 1)(2d2 − 1)
2
f
(
2d1d2
1 + (2d1 − 1)(2d2 − 1)
)
+
1− (2d1 − 1)(2d2 − 1)
2
f
(
2d1(1− d2)
1− (2d1 − 1)(2d2 − 1)
)
(4.23)
for d1, d2 ∈ [0, 1].
Then we can prove (4.9):
E[f(BW+)] + E[f(BW−)] (4.24)
=
∑
y1
qW (y1)
∑
y2
qW (y2)[f
+(BW (y1), BW (y2)) + f
−(BW (y1), BW (y2))] (4.25)
=
∑
y1
qW (y1)
∑
y2
qW (y2)
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{
1 + (2BW (y1)− 1)(2BW (y2)− 1)
2
f
(
2BW (y1)BW (y2)
1 + (2BW (y1)− 1)(2BW (y2)− 1)
)
+
1− (2BW (y1)− 1)(2BW (y2)− 1)
2
f
(
2BW (y1)(1−BW (y2))
1− (2BW (y1)− 1)(2BW (y2)− 1)
)
+f(1 + (2BW (y1)− 1)(2BW (y2)− 1))
}
(4.26)
≥ 2
∑
y1
qW (y1)
∑
y2
qW (y2)f
(
2BW (y1)BW (y2)− 2BW (y2) + 1
)
(4.27)
≥ 2
∑
y1
qW (y1)f
∑
y2
qW (y2)(2BW (y1)BW (y2)− 2BW (y2) + 1)
 (4.28)
= 2
∑
y1
qW (y1)f
2∑
y2
qW (y2)BW (y2)(BW (y1)− 1) + 1
 (4.29)
= 2
∑
y1
qW (y1)f
(
2E[BW ](BW (y1)− 1) + 1
)
(4.30)
= 2
∑
y1
qW (y1)f
(
2 ∗ 1
2
(BW (y1)− 1) + 1
)
(4.31)
= 2
∑
y1
qW (y1)f
(
BW (y1)
)
(4.32)
= 2E[f(BW )] (4.33)
Both inequalities are obtained from the convexity of function f , and (4.31) is obtained from
the fact that E[BW ] = 1/2 for channel W with uniform input distribution. This proves (4.9).
Proof of 4.10 [5]:
We first prove that
Hf (W
−) ≤ Hf (W ) (4.34)
From (4.18), we have
BW−(Y1Y2) = 2BW (Y1)BW (Y2)−BW (Y1)−BW (Y2) + 1 (4.35)
= BW (Y1)BW (Y2) + (1−BW (Y1))(1−BW (Y2)) (4.36)
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Then we have
Hf (W
−) = E
[
f(BW−)
]
(4.37)
= E
[
f(BW (Y1)BW (Y2) + (1−BW (Y1))(1−BW (Y2)))
]
(4.38)
= E
[
E
[
f(BW (Y1)BW (Y2) + (1−BW (Y1))(1−BW (Y2)))|Y2
]]
(4.39)
≤ E[BW ]E[f(BW )] + E[1−BW ]E[f(1−BW )] (4.40)
= E[f(BW )] (4.41)
= Hf (W ) (4.42)
where the inequality follows from Jensen’s inequality and the fact that Y1 and Y2 are in-
dependent, and the next step follows from that if W is a binary-input output-symmetric
channel, then E[f(BW )] = E[f(1−BW )].
Combining (4.9) and (4.34), we have
Hf (W
−) ≤ Hf (W ) ≤ Hf (W+) (4.43)
Remark: In (4.9), the equality holds when W is a BEC.
Proof. For W = BEC(δ), we have
BW (y) =

1 if y = 0
1
2
if y = e
0 if y = 1
(4.44)
The channels after the polarization transformation are also BECs:
W− = BEC(1− (1− δ)2) (4.45)
W+ = BEC(δ2) (4.46)
33
Since W has uniform input distribution,
qW (y) =

1−δ
2
if y = 0
δ if y = e
1−δ
2
if y = 1
(4.47)
Then
E[f(BW−)] + E[f(BW+)] (4.48)
=
1− δ2
2
f(1) + δ2f(
1
2
) +
1− δ2
2
f(0)
+
(1− δ)2
2
f(1) + (2δ − δ2)f(1
2
) +
(1− δ)2
2
f(0) (4.49)
= (1− δ)f(1) + 2δf(1
2
) + (1− δ)f(0) (4.50)
= 2E[f(BW )] (4.51)
As we introduced in Section 2.1.2, W Blackwell dominates W ′ if and only if Hf (W ) ≥
Hf (W
′) for all convex f : [0, 1]→ R. Then the theorem we proved indicates two facts about
polarization:
1) The average of the polarized channels Blackwell dominates the original channel.
2) One polarized channel Blackwell dominates the original channel, while the other is
dominated by the original channel.
These facts intuitively show that by polarization transformation, the average of the trans-
formed channels become more dominating, while the individual transformed channels go to
two extremes. By the Blackwell-Sherman-Stein theorem [8], we have [6]:
δ(W,W−) = δ(W+,W ) = 0 (4.52)
This implies that
δ¯(W+) ≤ δ¯(W ) ≤ δ¯(W−) (4.53)
which shows that one transformed channel gets closer to the noiseless channel while the other
gets closer to the maximally noisy channel. Therefore, we can see that our result gives a
clear explanation of the polarization effect.
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CHAPTER 5
CONCLUSION
In this thesis, we proposed the framework of channel emulation. We defined an emulator
as a pair of channels, the preemulator and the postemulator. An emulator can be either
deterministic or random. An emulator interconnects with some channel with given input
and output alphabets, to convert it to another channel with possibly different input and
output alphabets.
With the concept of channel comparison, we defined different types of emulation, namely
strong emulation, weak emulation, and deterministic emulation. We derived the relationship
between these types of emulation. We proved the equivalence of bounded Shannon deficiency
and bounded error probability. We also showed that one DMC can weakly emulate another
if the first one has a greater capacity, and conversely. Then we analyzed the error probability
bound of concatenated codes and the evolution of polar codes in the sense of emulation and
deficiencies.
The main contribution of this thesis is to provide an emulation viewpoint for channel
coding. We showed that many important results in coding theory can be embedded in this
framework, and we can expect that, with the channel emulation viewpoint, we will be able
to construct longer codes by converting a code for a channel into a code for another channel
using a layered black box architecture.
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