In this paper, we propose a probabilistic parsing model that defines a proper conditional probability distribution over nonprojective dependency trees for a given sentence, using neural representations as inputs. The neural network architecture is based on bi-directional LSTMCNNs, which automatically benefits from both word-and character-level representations, by using a combination of bidirectional LSTMs and CNNs. On top of the neural network, we introduce a probabilistic structured layer, defining a conditional log-linear model over nonprojective trees. By exploiting Kirchhoff's Matrix-Tree Theorem (Tutte, 1984) , the partition functions and marginals can be computed efficiently, leading to a straightforward end-to-end model training procedure via back-propagation. We evaluate our model on 17 different datasets, across 14 different languages. Our parser achieves state-of-the-art parsing performance on nine datasets.
Introduction
Dependency parsing is one of the first stages in deep language understanding and has gained interest in the natural language processing (NLP) community, due to its usefulness in a wide range of applications. Many NLP systems, such as machine translation (Xie et al., 2011) , entity coreference resolution (Ng, 2010; Durrett and Klein, 2013; , low-resource languages processing (McDonald et al., 2013; Ma and Xia, 2014) , and word sense disambiguation (Fauceglia et al., 2015) , are becoming more sophisticated, in part because of utilizing syntactic knowledge such as dependency parsing trees.
Dependency trees represent syntactic relationships through labeled directed edges between heads and their dependents (modifiers). In the past few years, several dependency parsing algorithms (Nivre and Scholz, 2004; McDonald et al., 2005b; Ma and Zhao, 2012a,b) have been proposed, whose high performance heavily rely on hand-crafted features and task-specific resources that are costly to develop, making dependency parsing models difficult to adapt to new languages or new domains.
Recently, non-linear neural networks, such as recurrent neural networks (RNNs) with long-short term memory (LSTM) and convolution neural networks (CNNs), with as input distributed word representations, also known as word embeddings, have been broadly applied, with great success, to NLP problems like part-of-speech (POS) tagging (Collobert et al., 2011) and named entity recognition (NER) (Chiu and Nichols, 2016) . By utilizing distributed representations as inputs, these systems are capable of learning hidden information representations directly from data instead of manually designing hand-crafted features, yielding end-to-end models . Previous studies explored the applicability of neural representations to traditional graph-based parsing models. Some work (Kiperwasser and Goldberg, 2016; Wang and Chang, 2016) replaced the linear scoring function of each arc in traditional models with neural networks and used a margin-based objective (McDonald et al., 2005a) for model training. Other work (Zhang et al., 2016; Dozat and Manning, 2016) formalized dependency parsing as independently selecting the head of each word with cross-entropy objective, without the guarantee of a general non-projective tree structure output. Moreover, there have yet been no previous work on deriving a neural prob-abilistic parsing model to define a proper conditional distribution over non-projective trees for a given sentence.
In this paper, we propose a probabilistic neural network-based model for non-projective dependency parsing. This parsing model uses bi-directional LSTM-CNNs (BLSTM-CNNs) as backbone to learn neural information representations, on top of which a probabilistic structured layer is constructed with a conditional log-linear model, defining a conditional distribution over all non-projective dependency trees. The architecture of BLSTM-CNNs is similar to the one used for sequence labeling tasks , where CNNs encode character-level information of a word into its character-level representation and BLSTM models context information of each word. Due to the probabilistic structured output layer, we can use negative log-likelihood as the training objective, where the partition function and marginals can be computed via Kirchhoff's Matrix-Tree Theorem (Tutte, 1984) to process the optimization efficiently by back-propagation. At test time, parsing trees can be decoded with the maximum spanning tree (MST) algorithm (McDonald et al., 2005b) . We evaluate our model on 17 treebanks across 14 different languages, achieving state-of-the-art performance on 9 treebanks. The contributions of this work are summarized as: (i) proposing a neural probabilistic model for non-projective dependency parsing. (ii) giving empirical evaluations of this model on benchmark data sets over 14 languages. (iii) achieving stateof-the-art performance with this parser on nine different treebanks.
Neural Probabilistic Parsing Model
In this section, we describe the components (layers) of our neural parsing model. We introduce the neural layers in our neural network one-by-one from top to bottom.
Edge-Factored Parsing Layer
In this paper, we will use the following notation: x = {x 1 , . . . , x n } represents a generic input sentence, where x i is the ith word. y represents a generic (possibly non-projective) dependency tree, which represents syntactic relationships through labeled directed edges between heads and their dependents. For example, Figure 1 shows a dependency tree for the sentence, "Economic news had little effect on financial markets", with the sentences root-symbol as its root. T (x) is used to denote the set of possible dependency trees for sentence x. The probabilistic model for dependency parsing defines a family of conditional probability p(y|x; Θ) over all y given sentence x, with a loglinear form:
where Θ is the parameter of this model, s hm = φ(x h , x m ; Θ) is the score function of edge from x h to x m , and
is the partition function.
Bi-Linear Score Function. In our model, we adopt a bi-linear form score function:
where Θ = {W, U, V, b}, ϕ(x i ) is the representation vector of x i , W, U, V denote the weight matrix of the bi-linear term and the two weight vectors of the linear terms in φ, and b denotes the bias vector. As discussed in Dozat and Manning (2016) , the bi-linear form of score function is related to the bilinear attention mechanism (Luong et al., 2015) . The bi-linear score function differs from the traditional score function proposed in Kiperwasser and Goldberg (2016) by adding the bi-linear term. A similar score function is proposed in Dozat and Manning (2016) . The difference between their and our score function is that they only used the linear term for head words (U T ϕ(x h )) while use them for both heads and modifiers.
Matrix-Tree Theorem. In order to train the probabilistic parsing model, as discussed in Koo et al. (2007) , we have to compute the partition function and the marginals, requiring summation over the set T (x):
where ψ(x h , x m ; Θ) is the potential function:
and µ h,m (x; Θ) is the marginal for edge from hth word to mth word for x.
Previous studies (Koo et al., 2007; Smith and Smith, 2007) have presented how a variant of Kirchhoff's Matrix-Tree Theorem (Tutte, 1984) can be used to evaluate the partition function and marginals efficiently. In this section, we briefly revisit this method.
For a sentence x with n words, we denote x = {x 0 , x 1 , . . . , x n }, where x 0 is the root-symbol. We define a complete graph G on n + 1 nodes (including the root-symbol x 0 ), where each node corresponds to a word in x and each edge corresponds to a dependency arc between two words. Then, we assign non-negative weights to the edges of this complete graph with n + 1 nodes, yielding the weighted adjacency matrix A(Θ) ∈ R n+1×n+1 , for h, m = 0, . . . , n:
Based on the adjacency matrix A(Θ), we have the Laplacian matrix:
where D(Θ) is the weighted degree matrix:
Then, according to Theorem 1 in Koo et al. (2007) , the partition function is equal to the minor of L(Θ) w.r.t row 0 and column 0:
where for a matrix A, A (h,m) denotes the minor of A w.r.t row h and column m; i.e., the determinant of the submatrix formed by deleting the hth row and mth column. The marginals can be computed by calculating the matrix inversion of the matrix corresponding to L (0,0) (Θ). The time complexity of computing the partition function and marginals is O(n 3 ).
Labeled Parsing Model. Though it is originally designed for unlabeled parsing, our probabilistic parsing model is easily extended to include dependency labels.
In labeled dependency trees, each edge is represented by a tuple (x h , x m , l), where x h and x m are the head word and modifier, respectively, and l is the label of dependency type of this edge. Then we can extend the original model for labeled dependency parsing by extending the score function to include dependency labels:
where W l , U l , V l , b l are the weights and bias corresponding to dependency label l. Suppose that there are L different dependency labels, it suffices to define the new adjacency matrix by assigning the weight of a edge with the sum of weights over different dependency labels:
The partition function and marginals over labeled dependency trees are obtained by operating on the new adjacency matrix A (Θ). The time complexity becomes O(n 3 + Ln 2 ). In practice, L is probably large. For English, the number of edge labels in Stanford Basic Dependencies (De Marneffe et al., 2006) is 45, and the number in the treebank of CoNLL-2008 shared task (Surdeanu et al., 2008 ) is 70. While, the average length of sentences in English Penn Treebank (Marcus et al., 1993 ) is around 23. Thus, L is not negligible comparing to n.
It should be noticed that in our labeled model, for different dependency label l we use the same vector representation ϕ(x i ) for each word x i . The dependency labels are distinguished (only) by the parameters (weights and bias) corresponding to each of them. One advantage of this is that it significantly reduces the memory requirement comparing to the model in Dozat and Manning (2016) which distinguishes ϕ l (x i ) for different label l. Maximum Spanning Tree Decoding. The decoding problem of this parsing model can be formulated as:
which can be solved by using the Maximum Spanning Tree (MST) algorithm described in McDonald et al. (2005b) .
Neural Network for Representation Learning
Now, the remaining question is how to obtain the vector representation of each word with a neural network. In the following subsections, we will describe the architecture of our neural network model for representation learning.
CNNs
Previous work (Santos and Zadrozny, 2014) have shown that CNNs are an effective approach to extract morphological information (like the prefix or suffix of a word) from characters of words and encode it into neural representations, which has been proven particularly useful on Out-of-Vocabulary words (OOV). The CNN architecture our model uses to extract character-level representation of a given word is the same as the one used in . The CNN architecture is shown in Figure 2 . Following , a dropout layer (Srivastava et al., 2014 ) is applied before character embeddings are input to CNN.
Bi-directional LSTM
LSTM Unit. Recurrent neural networks (RNNs) are a powerful family of connectionist models that have been widely applied in NLP tasks, such as language modeling (Mikolov et al., 2010) , sequence labeling and machine translation (Cho et al., 2014) , to capture context information in languages. Though, in theory, RNNs are able to learn long-distance dependencies, in practice, they fail due to the gradient vanishing/exploding problems (Bengio et al., 1994; Pascanu et al., 2013) . LSTMs (Hochreiter and Schmidhuber, 1997 ) are variants of RNNs designed to cope with these gradient vanishing problems. Basically, a LSTM unit is composed of three multiplicative gates which control the proportions of information to pass and to forget on to the next time step.
BLSTM. Many linguistic structure prediction tasks can benefit from having access to both past (left) and future (right) contexts, while the LSTM's hidden state h t takes information only from past, knowing nothing about the future. An elegant solution whose effectiveness has been proven by previous work ) is bi-directional LSTM (BLSTM). The basic idea is to present each sequence forwards and backwards to two separate hidden states to capture past and future information, respectively. Then the two hidden states are concatenated to form the final output. As discussed in Dozat and Manning (2016) , there are more than one advantages to apply a multilayer perceptron (MLP) to the output vectors of BLSTM before the score function, eg. reducing the dimensionality and overfitting of the model. We follow this work by using a one-layer perceptron with elu (Clevert et al., 2015) as activation function.
BLSTM-CNNs
Finally, we construct our neural network model by feeding the output vectors of BLSTM (after MLP) into the parsing layer. Figure 3 illustrates the architecture of our network in detail.
For each word, the CNN in Figure 2 , with character embeddings as inputs, encodes the characterlevel representation. Then the character-level representation vector is concatenated with the word embedding vector to feed into the BLSTM network. To enrich word-level information, we also use POS embeddings. Finally, the output vec- tors of the neural netwok are fed to the parsing layer to jointly parse the best (labeled) dependency tree. As shown in Figure 3 , dropout layers are applied on the input, hidden and output vectors of BLSTM, using the form of recurrent dropout proposed in Gal and Ghahramani (2016) .
Network Training
In this section, we provide details about implementing and training the neural parsing model, including parameter initialization, model optimization and hyper parameter selection.
Parameter Initialization
Word Embeddings. For all the parsing models on different languages, we initialize word vectors with pretrained word embeddings. For Chi- ], where r and c are the number of of rows and columns in the structure (Glorot and Bengio, 2010) . Bias vectors are initialized to zero, except the bias b f for the forget gate in LSTM , which is initialized to 1.0 (Jozefowicz et al., 2015) .
Optimization Algorithm
Parameter optimization is performed with the Adam optimizer (Kingma and Ba, 2014) with β1 = β2 = 0.9. We choose an initial learning rate of η 0 = 0.002. The learning rate η was adapted using a schedule S = [e 1 , e 2 , . . . , e s ], in which the learning rate η is annealed by Dropout Training. To mitigate overfitting, we apply the dropout method (Srivastava et al., 2014; Ma et al., 2017 ) to regularize our model. As shown in Figure 2 and 3, we apply dropout on character embeddings before inputting to CNN, and on the input, hidden and output vectors of BLSTM. We apply dropout rate of 0.15 to all the embeddings. For BLSTM, we use the recurrent dropout (Gal and Ghahramani, 2016) with 0.25 dropout rate between hidden states and 0.33 between layers.
We found that the model using the new recurrent dropout converged much faster than standard dropout, while achiving similar performance. Table 3 : Parsing performance on PTB with different training objective functions.
Hyper-Parameter Selection

Experiments
Setup
We evaluate our neural probabilistic parser on the same data setup as Kuncoro et al. (2016) , namely the English Penn Treebank (PTB version 3.0) (Marcus et al., 1993) , the Penn Chinese Treebank (CTB version 5.1) (Xue et al., 2002) , and the German CoNLL 2009 corpus (Hajič et al., 2009) . Following previous work, all experiments are evaluated on the metrics of unlabeled attachment score (UAS) and Labeled attachment score (LAS).
Main Results
We first construct experiments to dissect the effectiveness of each input information (embeddings) of our neural network architecture by ablation studies. We compare the performance of four versions of our model with different inputs -Basic, +POS, +Char and Full -where the Basic model utilizes only the pretrained word embeddings as inputs, while the +POS and +Char models augments the basic one with POS embedding and character information, respectively. According to the results shown in Table 2 , +Char model obtains better performance than the Basic model on all the three languages, showing that character-level representations are important for dependency parsing. Second, on English and German, +Char and +POS achieves comparable performance, while on Chinese +POS significantly outperforms +Char model. Finally, the Full model achieves the best accuracy on English and German, but on Chinese +POS obtains the best. Thus, we guess that the POS information is more useful Table 4 : UAS and LAS of four versions of our model on test sets for three languages, together with top-performance parsing systems.
for Chinese than English and German. Table 3 gives the performance on PTB of the parsers trained with two different objective functions -the cross-entropy objective of each word, and our objective based on likelihood for an entire tree. The parser with global likelihood objective outperforms the one with simple crossentropy objective, demonstrating the effectiveness of the global structured objective. Table 4 illustrates the results of the four versions of our model on the three languages, together with twelve previous top-performance systems for comparison. Our Full model significantly outperforms the graph-based parser proposed in Kiperwasser and Goldberg (2016) which used similar neural network architecture for representation learning (detailed discussion in Section 5). Moreover, our model achieves better results than the parser distillation method (Kuncoro et al., 2016) on all the three languages. The results of our parser are slightly worse than the scores reported in Dozat and Manning (2016) . One possible reason is that, as mentioned in Section 2.1, for labeled dependency parsing Dozat and Manning (2016) used different vectors for different dependency labels to represent each word, making their model require much more memory than ours.
Comparison with Previous Work
Experiments on CoNLL Treebanks
Datasets. To make a thorough empirical comparison with previous studies, we also evaluate our system on treebanks from CoNLL shared task on dependency parsing -the English treebank from CoNLL-2008 shared task (Surdeanu et al., 2008) and all 13 treebanks from CoNLL-2006 shared task (Buchholz and Marsi, 2006) . For the treebanks from CoNLL-2006 shared task, following , we randomly select 5% of the training data as the development set. UAS and LAS are evaluated using the official scorer 1 of CoNLL-2006 shared task.
Baselines. We compare our model with the third-order Turbo parser (Martins et al., 2013) , the low-rank tensor based model (Tensor) , the randomized greedy inference based (RGB) model , the labeled dependency parser with inner-to-outer greedy decoding algorithm (In-Out) , and the bi-direction attention based parser (BiAtt) . We also compare our parser against the best published results for individual languages. This comparison includes four additional systems: , Martins et al. (2011), Zhang and McDonald (2014) and Pitler and McDonald (2015) . Martins et al. (2013) , , , Zhang and McDonald (2014) , Pitler and McDonald (2015) , , and .
Results. Table 5 summarizes the results of our model, along with the state-of-the-art baselines. On average across 14 languages, our approach significantly outperforms all the baseline systems. It should be noted that the average UAS of our parser over the 14 languages is better than that of the "best published", which are from different systems that achieved best results for different languages. For individual languages, our parser achieves state-of-the-art performance on both UAS and LAS on 8 languages -Bulgarian, Chinese, Czech, Dutch, English, German, Japanese and Spanish. On Arabic, Danish, Portuguese, Slovene and Swedish, our parser obtains the best LAS. Another interesting observation is that the Full model outperforms the +POS model on 13 languages. The only exception is Chinese, which matches the observation in Section 4.2.
Related Work
In recent years, several different neural network based models have been proposed and successfully applied to dependency parsing. Among these neural models, there are three approaches most similar to our model -the two graphbased parsers with BLSTM feature representation (Kiperwasser and Goldberg, 2016; Wang and Chang, 2016) , and the neural bi-affine attention parser (Dozat and Manning, 2016) . Kiperwasser and Goldberg (2016) proposed a graph-based dependency parser which uses BLSTM for word-level representations. Wang and Chang (2016) used a similar model with a way to learn sentence segment embedding based on an extra forward LSTM network. Both of these two parsers trained the parsing models by optimizing margin-based objectives. There are three main differences between their models and ours. First, they only used linear form score function, instead of using the bi-linear term between the vectors of heads and modifiers. Second, They did not employ CNNs to model character-level information. Third, we proposed a probabilistic model over non-projective trees on the top of neural representations, while they trained their models with a margin-based objective. Dozat and Manning (2016) proposed neural parsing model using bi-affine score function, which is similar to the bi-linear form score function in our model. Our model mainly differ from this model by using CNN to model character-level information. Moreover, their model formalized dependency parsing as independently selecting the head of each word with cross-entropy objective, while our probabilistic parsing model jointly encodes and decodes parsing trees for given sentences.
Conclusion
In this paper, we proposed a neural probabilistic model for non-projective dependency parsing, using the BLSTM-CNNs architecture for representation learning. Experimental results on 17 treebanks across 14 languages show that our parser significantly improves the accuracy of both dependency structures (UAS) and edge labels (LAS), over several previously state-of-the-art systems.
