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Real-timeAbstract Due to the disadvantages such as complex calculation, low accuracy of estimation, and
being non real time in present methods, a new real-time algorithm is developed for on-orbit mag-
netometer bias determination of micro-satellites without attitude knowledge in this paper. This
method uses the differential value approach. It avoids the impact of quartic nature and uses the iter-
ative method to satisfy real-time applications. Simulation results indicate that the new real-time
algorithm is more accurate compared with other methods, which are also tested by an experiment
system using real noise data. With the new real-time algorithm, a magnetometer calibration can be
taken on-orbit and will reduce the demand for computing power effectively.
 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Micro-satellites mainly operate on low-Earth orbits and they
are often equipped with three-axis magnetometers (TAMs) to
detect the direction and magnitude of the magnetic ﬁeld.
TAMs are widely used as attitude sensors for the following
four main reasons. Firstly, the use of magnetometers alone
or in combination with other attitude sensors will sufﬁce to
determine the attitude of a spacecraft based on the supportof geomagnetic ﬁeld models such as IGRF11.1–5 Secondly,
for certain missions using magnetorquers as control actuators,
magnetometers are indispensable for supplying magnetic ﬁeld
information. Thirdly, in conjunction with other attitude sen-
sors, magnetometers can also be used to estimate the residual
magnetic moment of satellites. Lastly, they are lightweight,
small in cubage, low in cost, easy to install and have low power
consumption.
However, being inﬂuenced by the micro-satellite remanence
and other factors such as the installation error, instrument
error and measurement noise, TAM measurements will be
inevitably corrupted.6–9 For a micro-satellite which does not
employ special technology to reduce the remanence of the
whole satellite, errors caused by the remanence will be much
larger than those by other factors.10 When a micro-satellite
works in a steady state, the magnetic ﬁeld caused by inner
parts can be regarded as time-invariant and forms the constant
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ment errors within a certain time.
Several algorithms have been developed to estimate the
magnetometer bias. Combined with other attitude sensors,
TAMs can be used to obtain the real-time estimation of the
constant bias via the Kalman ﬁlter. Ref.11 presents a method
using a star tracker, a ﬁber optical gyro, a sun sensor and a
TAM as attitude sensors to estimate the magnetometer bias
via the unscented Kalman ﬁlter (UKF). According to its study,
the accuracy of estimation can reach up to 50 nT in a 660-km
orbit regardless of whether the bias is constant or not. How-
ever, since this kind of method needs additional attitude sensors
to provide precise attitude information, it cannot determine the
attitude of a spacecraft and the magnetometer bias by using a
TAM alone. In addition, there is a close correlation between
the initial state and the performance of the Kalman ﬁlter, and
thus the setting of an appropriate initial state is required.12,13
The use of a magnetometer alone can also determine the
constant bias with the help of the maximum likelihood estima-
tion method. Alonso and Shuster have introduced a fast robust
algorithm named TWOSTEP for the constant bias, scale fac-
tors and nonorthogonality estimation, and also proved that
this method was superior to other statistical algorithms.14–16
Since TWOSTEP is a batch algorithm, it usually involves deal-
ing with a large number of sample data for the purpose of
ensuring the quality of estimation. That would increase the
amount of computing power and further this algorithm cannot
be used in real time.
With the purpose of solving the problems of non real-time,
Ref.17 introduces an iterative algorithm based on a centered
algorithm (the ﬁrst step of the TWOSTEP algorithm which
provides an initial estimate) and Ref.18 presents a method
which can reach the accuracy of TWOSTEP via the UKF
and also needs high computing power due to the unscented
transform. Besides, Ref.19,20 present methods to deal with
the time-varying part with the support of current measurement
(does not exist in all missions).
The main objective of this paper is to introduce a new dif-
ferential value (DV) estimation method and compare it with
the existing algorithms. Firstly, the principles in the estimation
of the constant magnetometer bias by a statistical algorithm
are brieﬂy reviewed. Then, the DV iterative algorithm is intro-
duced and the convergence of this method is also examined.
Next, the comparison between the DV iterative algorithm,
the centered iterative algorithm and the extended Kalman ﬁlter
(EKF) estimation is presented by simulation and experiment.
Finally, some conclusions are drawn based on the previous
discussions.
2. Measurement model and principles of statistical algorithms
2.1. Measurement model
With strict calibration, the installation and instrument errors
are not the dominant parts compared to the remanence. There-
fore, we mainly focus on the magnetometer bias caused by the
steady remanence. The measurement model is11
Bbk ¼ AkBok þ bþ ek k ¼ 1; 2; :::;N ð1Þ
where Bb is the measurement of the magnetic ﬁeld by the mag-
netometer; Bo is the corresponding value of the geomagneticﬁeld with respect to an orbit coordinate system; A is the atti-
tude matrix of the magnetometer with respect to the orbit
coordinates; b is the magnetometer bias; e is the measurement
noise; the subscript k denotes time tk; so that at each time
kBokk2 ¼ kAkBokk2 ¼ kBbk  b ekk2 ð2Þ
We can deﬁne
zk  kBbkk2  kBokk2
vk  2ðBbk  bÞek  kekk2
(
ð3Þ
and then
zk ¼ 2Bbkb kbk2 þ vk k ¼ 1; 2; :::;N ð4Þ
For the assumption that the magnetometer measurement
noise is white and Gaussian with a covariance matrix Ck, we
can get
ek  Nð0;CkÞ;EðekeTl Þ ¼ 0
k–l; l ¼ 1; 2; :::;N

ð5Þ
where EðÞ denotes the expectation. It follows that
uk  EðvkÞ ¼ trðCkÞ ð6Þ
r2k  Eðv2kÞ  u2k
¼ 4ðBbk  bÞTCkðBbk  bÞ þ 2trðC2kÞ
ð7Þ
where trðÞ denotes the trace operation and Ref.6 writes
approximately that
vk  Nðuk; r2kÞ;EðvkvlÞ ¼ ukul k–l ð8Þ2.2. Maximum-likelihood estimation
With the samples at different moments, we can get the estima-
tion of the magnetometer bias via maximum-likelihood estima-
tion. The negative-log-likelihood function is given by
JðbÞ ¼ 1
2
XN
k¼1
1
r2k
ðzk  2Bbkbþ kbk2  ukÞ
2
 
þ 1
2
XN
k¼1
ðln r2k þ ln 2pÞ ð9Þ
The value which minimizes the function JðbÞ is the
maximum-likelihood estimate of the magnetometer bias (noted
by b). Therefore, b must satisfy
@J
@b

b
¼ 0 ð10Þ
To solve Eq. (10), we can use Newton–Raphson approxi-
mation. The sequence is
bNTiþ1 ¼ bNTi 
@2J
@b@bT
ðbNTi Þ
 1
@J
@b
ðbNTi Þ i ¼ 0; 1; ::: ð11Þ
bNT0 ¼ 0 ð12Þ
where the subscript i denotes iteration times and the super-
script NT denotes the Newton–Raphson method. Since the
quartic nature of JðbÞ leads to several minima and maxima
and it would take a multi-stage iterative process to achieve a
satisfactory result, this method is not the best choice.7
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Ref.15 presents an estimation algorithm named centered to
avoid the minimization of a quartic function. The main steps
are introduced as follows.
It ﬁrstly deﬁnes ﬁve weighted averages z, Bb, v, u, r and four
centered variables ~zk, ~Bbk , ~vk, ~uk (see Ref.
15 for more details).
Then we can get the negative-log-likelihood function as
~JðbÞ ¼ 1
2
XN
k¼1
1
r2k
ð~zk  2~Bbkb ~ukÞ
2
 
þ 1
2
XN
k¼1
ðlnr2k þ ln 2pÞ  ðln r2 þ ln 2pÞ
" #
ð13Þ
Eq. (13) is no longer quartic and the estimate from the cen-
tered algorithm is
~b ¼ ~Pbb
XN
k¼1
1
r2k
ð~zk  ~ukÞ2~Bbk
 
ð14Þ
where ~Pbb is the covariance matrix of ~b
, with
~Pbb ¼ ~F1bb ¼
XN
k¼1
1
r2k
4~Bbk
~BTbk
 !1
ð15Þ
The centered algorithm converts the negative-log-likelihood
function to quadratic and this leads to a simple batch solution.
Ref.17 presents an iterative algorithm based on the centered
algorithm to solve the disadvantages of non real-time. How-
ever, the disadvantage of this method is that the accuracy of
estimation would become poor when the magnetometer bias
is much smaller compared to the geomagnetic ﬁeld.15
3. Differential value iterative algorithm
3.1. Basic principle
The DV iterative algorithm is an expansion of Acun˜a’s algo-
rithm mentioned in Ref.15. Its core idea is carrying out the dif-
ference calculation of magnetometer measurements at different
times, which can avoid the impact of the quartic nature, and
further iterating the computing to meet the requirement of
on-orbit real-time application.
We can deﬁne
zdk  z2kþ2lþ1  z2k ¼ 2ðBb2kþ2lþ1  Bb2kÞbþ Ddk ð16Þ
where
Ddk ¼ v2kþ2lþ1  v2k ð17Þ
If the measurement noise ek meets the same distribution
characteristics at different times, we can get
udk  EðDdkÞ ¼ 0 ð18Þ
r2dk  EðD2dkÞ  u2dk
¼ 4ðBb2kþ2lþ1  bÞTCðBb2kþ2lþ1  bÞ
þ 4ðBb2k  bÞTCðBb2k  bÞ þ 4trðC2Þ
ð19Þ
where C is the covariance matrix of ek. Since Ddk is not exactly
Gaussian, we can determine the magnetometer bias via Mar-
kov estimation.The value which minimizes the function JMðbÞ is the
Markov estimate of the magnetometer bias (noted by b
_).
JMðbÞ ¼
XN
k¼1
1
r2dk
½zdk  2ðBb2kþ2lþ1  Bb2kÞb2
( )
ð20Þ
Since Eq. (20) is not quartic of b, it is easy to get the
Markov estimate via one-step calculation as
b
_ ¼ P
_
bb
XN
k¼1
1
r2dk
2ðBb2kþ2lþ1  Bb2kÞzdk
" #
ð21Þ
P
_
bb¼F
_1
bb ¼
XN
k¼1
1
r2dk
4ðBb2kþ2lþ1Bb2kÞðBb2kþ2lþ1Bb2kÞT
" #1
ð22Þ3.2. Convergence of differential value iterative algorithm
From Eqs. (21) and (22), and the deﬁnition of zdk , we can write
b
_ ¼ bþ P
_
bb
XN
k¼1
1
r2dk
2ðBb2k  Bb2k2lþ1ÞDdk
" #
¼ bþ d ð23Þ
where
d  Nð0;P
_
bbÞ ð24Þ
It is easy to see that F
_
bb is a real symmetric positive deﬁnite
matrix from Eq. (22).
Considering the characteristics of a sun-synchronous orbit,
the geomagnetic ﬁeld measured on board changes periodically,
that is,
Bbk ¼ BbkþT ð25Þ
where T is the orbit period. It follows that
r2dk ¼ r2dkþT ð26Þ
Further,
F
_
bb ¼
XN
k¼1
1
r2dk
4ðBb2k  Bb2k2lþ1ÞðBb2k  Bb2k2lþ1ÞT
¼ n
XT
k¼1
1
r2dk
4ðBb2k  Bb2k2lþ1 ÞðBb2k  Bb2k2lþ1 ÞT
ð27Þ
where N ¼ nT. F
_
bb can be represented as
F
_
bb ¼ nQTkQ
¼ n
q11 q12 q13
q21 q22 q23
q31 q32 q33
2
64
3
75
T
k1 0 0
0 k2 0
0 0 k3
2
64
3
75
q11 q12 q13
q21 q22 q23
q31 q32 q33
2
64
3
75 ð28Þ
where Q is an orthogonal matrix and k is a diagonal matrix.
Moreover, there are real numbers U and V which satisfy
UP k1 P k2 P k3 P V > 0. It follows that
P
_
bb ¼ F
_1
bb ¼
1
n
q11 q12 q13
q21 q22 q23
q31 q32 q33
2
664
3
775
T 1
k1
0 0
0 1k2 0
0 0 1k3
2
6664
3
7775
q11 q12 q13
q21 q22 q23
q31 q32 q33
2
664
3
775
ð29Þ
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_
bbii can be written as
P
_
bbii ¼
1
nk1
q21i þ
1
nk2
q22i þ
1
nk3
q23i 6
1
nV
i ¼ 1; 2; 3 ð30Þ
Obviously, when N !1 (n!1), P
_
bbii ! 0. Then we can
write
lim
N!1
b
_ ¼ b ð31Þ
That is the DV iterative algorithm which can converge to
the magnetometer bias.
4. Simulation and experimental results
4.1. Comparison of estimation algorithms by simulation
In this section, the software simulation results are presented to
show the accuracies of estimation of the DV, centered and
EKF methods.
The simulated satellite is an Earth-pointing spacecraft in an
800-km sun-synchronous orbit. The geomagnetic ﬁeld is
approximated by the 11th-order International Geomagnetic
Reference Field model. The satellite works in a three-axis sta-
bilized mode. The attitude determination system consists of
magnetometers and sun-sensors. The initial states of the atti-
tude angle and velocity are set to zero. The magnetometer
measurement noise is assumed to be white and Gaussian while
the covariance is set to be isotropic with a standard deviation
of 350 nT. The measurements are sampled every 250 ms over
24000 s. The magnetometer bias is not added in the initial state
and then runs at [114, 250, 1642]T nT or [1140, 2500,
16420]T nT after the satellite entering working order at 600 s.
To make effective comparisons of the three methods, we ran
over 100 times of simulations at each bias setting.
The EKF method is presented in Ref.18. The state model is
given by
_bðtÞ ¼ 0 ð32Þ
and the measurement model is given by
z ¼ hðbÞ þ v ð33Þ
where hðbÞ ¼ 2Bbb jbj2 and the deﬁnitions of z and v are pre-
sented in Eq. (3). Then the EKF equations are presented asFig. 1 Comparison of average valueb^kþ1=k ¼ b^k; b^kþ1 ¼ b^kþ1=k þ Kkþ1ðzkþ1  hðb^kþ1=kÞÞ ð34Þ
Pkþ1 ¼ ðI33  Kkþ1Hkþ1ÞPk ð35Þ
Hkþ1 ¼ 2ðBbkþ1  b^kþ1=kÞ
T ð36Þ
Kkþ1 ¼ PkHTkþ1ðHkþ1PkHTkþ1 þ r2kþ1Þ
1 ð37Þ
where b^k denotes the EKF estimate of magnetometer bias at
time tk and P denotes the estimate error covariance.
Firstly, we made comparisons when the magnetometer bias
is set to [114, 250, 1642]T nT. For the EKF method, the ini-
tial state of the magnetometer bias is set to [0, 0, 0]T nT with a
standard deviation of 100 nT. The simulations were performed
separately over 100 times using different estimation methods.
The comparison of the average values of the estimated magne-
tometer bias is shown in Fig. 1 and the simulation results at
24000 s from the three methods are shown in Table 1.
For the roll and yaw axes, we can see that the estimation
accuracies of the average values of the DV and EKF algo-
rithms are both better than 20 nT, when the simulation time
comes to 24000 s, but for the pitch axis, the EKF algorithm
performed worse compared to the DV algorithm. It was most
likely that the initial state of the EKF algorithm was not
appropriate. We can also see that the centered algorithm
worked not as well as the other two and the estimate of the
pitch axis is not as good as those of the others whatever the
estimation method is.
For a deep research, we reset the initial state of the EKF to
a start value of [0, 0, 0]T nT with a standard deviation of
1000 nT and then we got the simulation results of
magnetometer-bias estimation at 24000 s as in Table 2.
It is easy to see that the performance of the EKF has a close
correlation with the initial state. An appropriate initial state
setting can improve the effectiveness of estimation.
To test the effectiveness of the methods in different condi-
tions, we change the magnetometer bias to [1140, 2500,
16420]T nT. The initial state of the EKF is set to [0, 0, 0]T nT
with a standard deviation of 1000 nT. The simulations were
performed separately over 100 times using different estimation
methods. The comparison of the average values of the esti-
mated magnetometer bias is shown in Fig. 2 and the simula-
tion results at 24000 s from the three methods are shown in
Table 3.s of estimated magnetometer bias.
Table 1 Simulation results of magnetometer-bias estimation at 24,000 s.
Elements of
b
Truth
(nT)
Centered DV EKF
Average
(nT)
Standard diﬀerence
(nT)
Average
(nT)
Standard diﬀerence
(nT)
Average
(nT)
Standard diﬀerence
(nT)
b1 114 126.2 11.0 97.8 12.3 111.9 7.2
b2 250 376.0 78.3 310.1 78.6 160.5 48.5
b3 1642 1666.50 9.8 1658.9 11.0 1630.2 7.2
Table 2 EKF simulation results of magnetometer-bias
estimation at 24000 s.
Elements of b Truth (nT) Average (nT) Standard
diﬀerence (nT)
b1 114 112.8 9.8
b2 250 280.3 69.0
b3 1642 1648.5 9.8
On-orbit real-time magnetometer bias determination for micro-satellites without 1507From Fig. 2 and Table 3, we can see that when the magne-
tometer bias turns larger, the DV method performs the best.
Similarly, the estimate of the pitch axis is not as good as those
of the other axes.
4.2. Comparison of estimation algorithms by experiment
In this section, a test system is introduced to test the perfor-
mances of different estimation algorithms. The system consists
of an attitude determination and control system (ADCS)
master control board, a simulation computer and the digital
part of a magnetometer. The structure is shown in Fig. 3.Fig. 2 Comparison of average values of estimated magnet
Table 3 Simulation results of magnetometer-bias estimation at 240
Elements of
b
Truth
(nT)
Centered DV
Average
(nT)
Standard diﬀerence
(nT)
Averag
(nT)
b1 1140 1156.0 9.8 1124.
b2 2500 2605.0 68.3 2541.
b3 16420 16443.5 9.8 16434.The ADCS master control board processes the attitude
determination and control algorithm, which is the core of
the ADCS. The simulation computer can be divided into two
parts: the dynamics simulator and the attitude sensors & con-
trol actuators simulator. The magnetometer can also be
divided into two parts, namely, the analog part and the digital
part. The analog part turns the magnetic ﬁeld into electrical
signals and then the digital part turns the electrical signals into
digital ones. In this experiment system, we only use the digital
part to supply the magnetic measurement. The attitude sensors
and control actuators simulator contains a magnetometer cal-
ibration method. It ﬁrstly estimates the magnetometer bias and
then removes the effect. Fig. 4 is a picture of the real test
system.
As shown in Figs. 3 and 4, the main process of this testing
system is that ﬁrstly the dynamics simulator outputs the stan-
dard values of attitude sensors; then, the other simulator sends
the voltages to the digital part of the magnetometer with an
added part imitating the magnetometer bias; next, the digital
part of the magnetometer sends back the measured results
and the estimate process runs in the simulator; lastly, the
master control board gets the calibrated magnetometerometer bias with a different magnetometer bias setting.
00 s with a different magnetometer bias setting.
EKF
e Standard diﬀerence
(nT)
Average
(nT)
Standard diﬀerence
(nT)
3 9.8 1156.5 208.4
2 79.8 2723.3 1018.8
0 9.8 16438.6 9.8
Fig. 3 Structure of test system.
Fig. 4 Physical test system.
1508 Z. Zhang et al.measurements and outputs the control instructions to the sim-
ulation computer after attitude determination and control
computing. The process will repeat again after the simulation
calculation and state update in the computer. The magnetome-
ter values with the added bias are converted to voltages asFig. 5 Magnetometer-bias estimation in test syinputs of the digital part of the magnetometer. Due to that,
we can add the real signal disturbance to the communication
link and test the performance of the estimation algorithm.
The magnetometer bias is added in the attitude sensors and
control actuators simulator and then sent to the digital part of
the magnetometer as well as the standard magnetic values with
the sampling period set to 500 ms. The added magnetometer
bias is set to [114, 250, 1642]T nT. Obviously, the measure-
ment noise is not white and Gaussian, which is true in nature.
Then, the performances of different estimation algorithms are
shown in Fig. 5.
From Fig. 5 we can see that the estimation accuracy of the
average value of the DV method was the best compared with
the other two, when the real measurement noise was invited
in the calculation. For the roll and yaw axes, the estimation
accuracies were both better than 50 nT. And for the pitch axis,
the DV method also performed better than the other two. In
summary, the DV algorithm still performed well in the test
system.4.3. Discussion
The discussion focuses on two problems: ﬁrstly, the reason
why the estimate of the pitch axis is not as good as those ofstem under different estimation algorithms.
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application scopes of different algorithms.
For the ﬁrst problem, we ﬁnd that the performances of
estimation algorithms are different with axes and Table 1 also
shows that the estimate variance of the pitch bias is bigger than
those of others. For the centered algorithm, we can see that the
value of ~Pbb is decided by ~Fbb and related to ~Bb. From simulation
data, we ﬁnd that the measurements and value range of the
magnetic ﬁeld in pitch are smaller than those of the other two.
Of course, it depends on the position of a spacecraft, but that
makes the pitch values of ~Bb smaller as well. Finally, the estimate
variance of the pitch bias becomes larger. It is not hard to see
that the bigger the value range of Bb is, the greater the accuracy
of estimation of the algorithm will get. Then turning to the
differential value algorithm, the estimate covariance matrix is
determined by Eq. (22). Similarly, since the pitch values of
Bb2kþ2lþ1  Bb2k are smaller, the estimate variance of the pitch bias
is larger. For the EKF algorithm, we rewrite Eq. (37) as
Kkþ1 ¼ PkHTkþ1ðHkþ1PkHTkþ1 þ r2kþ1Þ
1
¼ H
T
kþ1
jHkþ1j2
1 r
2
kþ1
Hkþ1PkH
T
kþ1 þ r2kþ1
 ! ð38Þ
We can see from Eq. (36) that since the pitch values of Bb
are smaller, the counterparts of Hkþ1 and Kkþ1 are not large
as well, which will further lead to a limited correction of
Pkþ1 from Eq. (35). As a result, the estimate variance of the
pitch bias becomes larger.
For the second problem, as mentioned above, the differen-
tial value iterative algorithm performs quite well, whatever
magnitude of the magnetic ﬁeld is. The performances of the
three methods are tested via simulation and experiment. They
give the same result that the differential value iterative method
is a proper choice in constant magnetometer bias estimation.
In addition, the EKF’s effect is inﬂuenced by the initial state,
but it is not true for the differential value iterative algorithm.
The sequential computing can be processed with a few sam-
ples. That is another advantage of this algorithm.
5. Conclusions
This paper analyzes the basic principles of magnetometer bias
estimation without attitude information and develops a differ-
ential value iterative algorithm named DV method. The fol-
lowing conclusions can be drawn:
(1) The DV method avoids the impact of quartic nature suc-
cessfully and meets the requirement of on-orbit real-time
application.
(2) The DV method performed quite well compared with
the centered and EKF algorithms in simulation and
experiment.
(3) The DV method can reduce the amount of computing
effectively via iterative calculation and improves the
accuracy of estimation.
(4) Since this DV method has no need to set an initial state
in advance and can be applied to estimate magnetometer
biases with different magnitudes, the new algorithm can
be applied more widely.References
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