The applications for three-dimensional (3D) scanners in breast reconstruction surgery, which is a multi-step process lasting at times 2-3 years are increasing. In order to quantify changes occurring in the reconstructed breasts over time, it is necessary to register images acquired from patients during multiple clinical visits. In this study we present a semi-automated approach that allows registration of 3D images such that the differences in image-coordinate systems are removed, while optimizing correspondence of the breasts. Achieving this initial correspondence is essential to quantify differences between the two surfaces and to record the local morphological changes in the breast.
Introduction
Breast reconstruction is an important surgical component for many women undergoing breast cancer treatment [1] . The purpose of breast reconstruction is to recreate a breast form that is satisfying to the patient, facilitating her psychosocial adjustment to living as a breast cancer survivor [2] . The term "breast reconstructive surgery" actually encompasses a range of surgeries performed immediately after mastectomy, or as separate procedures at a later date. The reconstructed breast can be formed using a breast tissue expander/implant, autologous tissue (i.e., living tissue from another part of the patient), or a combination of the two. In addition, surgical modifications are typically made to both breasts, even if only one breast had cancer, in order to maintain a symmetrical appearance. Thus, breast reconstruction is a complex process usually not achieved in a single procedure, and can take up to a year or longer, depending on the type of reconstructive procedures selected and other factors affecting surgical outcome, including postoperative complications and adjuvant cancer treatment. Recently, 3D imaging is increasingly utilized as a tool for quantitative breast morphometry [3] [4] [5] [6] [7] . In order to quantitate changes in breast morphology occurring during the time course of several reconstructive procedures, one needs to analyze 3D torso images acquired at successive time points from patients undergoing the multiple surgeries of their breast reconstructive course. In addition to breast surgery related anatomical changes (see Fig. 1 and Fig. 2 ), the multi-visit images for a patient may also change as a result of variations in the (1) object coordinate systems due to differences in patient positioning and posture; and (2) patient's BMI due to physiological weight changes. As a first step, registration of the multi-visit images is thus required in order to monitor and quantify the morphological changes occurring in the breasts.
Image registration is a process for determining the correspondence of features between images collected at different times or using different imaging modalities [8] . Our goal is to use the correspondences achieved between the multi-visit images to view and analyze images in the same coordinate system, and to facilitate quantification of morphological changes in breast appearance over time in the individual. Image registration methods are broadly classified as ''rigid'' (where images are assumed to be of objects that simply need to be rotated and translated with respect to one another to achieve correspondence) or ''non-rigid'' (where either through biological differences or image acquisition or both, correspondence between structures in two images cannot be achieved without some localized stretching of the images). The mapping of one 3D surface has been extensively studied *fmerchant@uh.edu; +1-713-743-8292; www.tech.uh.edu/faculty/merchant/ 3rd International Conference on 3D Body Scanning Technologies, Lugano, Switzerland, 16-17 October 2012 in computer graphics and depending on the driving application, many different automated, semi-automated, and interactive approaches exist for registering two surfaces with each other [8, 9] . The Iterative Closest Point (ICP) algorithm is most commonly used for registration [10] [11] [12] , and for the integration of multiple range images for generating a surface model [13, 14] . ICP methods determine a set of rigid motion parameters that register a range image to a given mesh-based geometric model. These algorithms typically do not require extracted features, curves or surface derivatives, except for the removal of statistical outliers like noise and occlusion. Although ICP methods are efficient and robust for 3D model reconstruction from multiple object views, in the case of mapping multi-visit images of breast reconstruction they may not achieve acceptable surface matching as the areas of arms and regions of breasts may have large deformities due to pose and surgical procedures, respectively. Most methods for non-rigid medical image registration rely on features that are extracted from images. For instance, Sun et. al, generate a 2D point fingerprint by projecting geodesic circles on the tangent plane [15] . Corresponding points on surfaces from different images are then found by comparing their fingerprints. Zou et. al, developed a salient point-based shape description wherein key surface points are extracted from the images at the geodesic scale and used to achieve correspondence [16] . These saliency-driven key points were computed as local extrema of the difference of Gaussian function defined over a curved surface in geodesic scale space to achieve 3D correspondence. Similarly, Wen suggested a medical image registration method using points, contours and curves [17] . The features were extracted from the images using a semi-automatic algorithm. Zeng et. al, proposed a high-order graph matching formulation to address surface matching, wherein singleton terms were used to capture the geometry, curvature and texture information while high-order terms were used to model the intrinsic embedding energy [18] . All these methods extract features from image areas where salient changes are observed. In this study we focus on multi-visit 3D image registration, wherein our goal is to match the 3D torsos along the chest wall which is anatomically relatively flat and does not exhibit salient features that can be extracted. Although anatomically the breast mounds exhibit characteristic morphology, such as nipples that can be used as features for surface mapping, in this study the multi-visit images differ in the region of the breast mounds due to surgical deformations thereby eliminating the possibility of using algorithms that rely on features extracted from images. We thus approach the problem using a rigid registration algorithm as described below. 
Method
The objective of this study was to develop an algorithm for the semi-automated registration of 3D torso images from multiple visits for the same patient, in order to quantify the morphological changes in 3D torso images of the same patient over time, due to differences in object coordinate system, patient weight and position, and surgical intervention. Our approach relies on the assumption that while the soft tissues of the patient's body may change over time, the skeleton is relatively stable. Thus the skeletal frame can be treated as being rigid, i.e. involving only translational and rotational transformations. Selecting points with reference to the skeletal frame and maximizing the correspondence between these points can then achieve 3D image registration.
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Fiducial and Reference Points Selection
First, we manually identify two fiducial points: sternal notch (SN) and umbilicus (UM). Next, thirteen reference points are automatically selected in the direction along a vertical (midline) axis and in the direction along horizontal axes perpendicular to the midline, at predefined distances from the two fiducial points giving a total of 15 points (see Fig. 3 ). To improve precision in the automatic selection of the reference points, we initially adjust the surface image to be symmetric about the YZ plane and use interpolation to compute the coordinates of the reference points as described in the following two sections.
Surface alignment for selection of reference points
The 3D images acquired from participants typically vary from the forward facing upright position (i.e. alignment along the X and Y-axis) ranging anywhere from 0-90° due to variations in patient positioning across the multiple clinical visits. These variations tend to introduce large discrepancies in the automatically selected reference points. To mitigate this effect, we initially align the medial axis of the torso along the line joining SN-UM to be coincident with Y-axis and the 3D torso to be symmetric about YZ plane as follows. 
Fig. 4. Distance graph illustrating the selected reference points and the distances computed between the points and the two fiducial landmarks (SN and UM).
First, we transform the image such that SN and UM have the same coordinate, i.e., the image is translated such that the SN is at the origin and then rotated about the Z-axis. The angle of rotation about the Z-axis and the transformation matrix are given as: 
where and represent the and coordinates of UM (following rotation about the Z-axis in the previous step).
Finally, we rotate the image about the Y-axis to achieve surface symmetry about the YZ plane. Two symmetric points (− , , ) and ( , , ) are determined on the surface based on the predefined and values. and are calculated using the interpolation method described below in section 2. 
where and represent the and components of .
Coordinate Interpolation
Since the initial manual selection of the fiducial points (SN and UM) may be subject to operator bias, we automatically select the additional thirteen reference points at predefined and coordinates as follows.
Let
represent the straight line distance between the two fiducial points SN and UM, the coordinates of the th reference point, ( , ) are determined as: Interpolation is used to determine the coordinate for each of the thirteen-th reference point as follows. We first project the surface triangles of the 3D mesh (Fig. 5 ) into the XY plane, i.e., only and coordinates for the vertices of the triangles are considered. For all projected triangle points, we next determine the triangle that encloses the point ( , ) as follows. In a 2D plane, if a point D is in a triangle ∆ABC (see Fig. 6 ), then the area of ∆ABC equals the sum of areas of ∆ABD, ∆BCD, and ∆ADC. Otherwise, point D is not in ∆ABC. For a point D that is enclosed in ∆ABC, we determine using linear interpolation based on 3D coordinates of 3 vertices of the triangle and and values for point D. 
Rigid Registration
Images from two visits are registered by determining the parameters for rigid transformation as follows. 3D correspondence between fifteen points from two images, including the two fiducial landmarks (SN and UM) and the thirteen reference points is achieved by optimizing six parameters , , , , , , where , , and are rotation angles about X-, Y-, and Z-axes, respectively; and , , are the displacements along X-, Y-, Z-axes, respectively. Let ( , , ) and ( , , ) be the coordinates for the th point in the 3D images before and after transformation, then the transformed coordinates are determined as: 
3rd International Conference on 3D Body Scanning Technologies, Lugano, Switzerland, 16-17 October 2012 Fig. 4 illustrates the distance graph that is generated for each 3D image, by computing the pairwise distances between the thirteen reference points and the two fiducial landmarks. Each pair of points forms one edge. The total number of edges is = , where = 15. Images from two different visits are then registered by determining the parameters for rigid transformation using the following cost function:
where ( , , ) and ( , , ) are the coordinates for the th point in the 3D image from the previous visit and latter visit (transformed) respectively, is the angle between th edges in previous visit and latter visit images, and is the average edge length for all edges in the two images. In the cost function, * is the arc length. There are − 1 edges in the complete graph for each point and two points share one edge, so we normalize the second term by a coefficient ( ) . The second term represents the arc length of the angle between the corresponding edges in two images. The transformation parameters are optimized when the cost function is minimized. We implemented the optimization of the cost function using the built-in optimization functions in Matlab (Mathworks, Natick, MA). Since the Matlab functions may return a local optimum value, we used two methods to find the global optima: (1) Implementation of an iterative optimization process, by using the result of the previous iteration as the initial value for the next iteration, and (2) Implementation of the large scale algorithm in Matlab for determining the next value during optimization, by computing the gradient, i.e., the partial differential for the 6 transformation parameters.
Point Fingerprints
We use a 3D surface representation scheme called point fingerprints to evaluate the results of our algorithm for achieving 3D registration. A point fingerprint is a set of 2D contours that are projections of geodesic circles onto a given tangent plane in local/global coordinate system [15] . In this study we use planes along Z-axis, which are parallel to XY plane to cut the surface to get a series of parallel circles. The point fingerprint contours are obtained by projecting the points of circles onto the XY plane. To compare the torso matching result, we put the point fingerprints of two related images into one 2D graph. We use the z-buffer algorithm to display overlapping points from the two point fingerprints, whereby if two points in different images project onto the same pixel, we plot the one with larger z-coordinate [19] .
Data Acquisition
Female patients undergoing breast reconstruction surgery at the University of Texas MD Anderson Cancer Center were recruited under an Institutional Review Board (IRB) approved protocol. The 3D surface images were obtained using the 3DMDTorso system (3Q Technologies, Atlanta, GA). The reconstructed surface image consists of 3D positions ( , , ) and their corresponding color and texture information. Surfaces images from three patients with aged 54, 54 and 58, and BMI 25.9, 22.3 and 30.9, respectively were used in this study. All three patients were white and not Hispanic/Latino.
Results
To demonstrate the accuracy of our algorithm, we present experimental results on the application of our algorithm to two cases: (1) Simulated images, wherein a 3D torso image is generated from an existing 3D image of a participant by computational rotation and translation in a predefined manner. These two images thus form a pair, wherein the surface mesh is topologically similar with the exception of the two images being in different coordinate systems (the corresponding points of the two images have different coordinates) due to the applied rotation and translation transformation applied to one. This pair of images is used to simulate images from two different visits wherein the co-ordinate geometry would differ, and (2) Multiple visit images from the same patient acquired at two different clinical visits.
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Algorithm validation using simulated images
We validated the proposed images using simulated images. A pair of images was used to simulate the two-visit scenario, wherein the second image was generated by transforming the first image (i.e. a sample patient image) using Eq. 4 above with the following parameters:
, , , , , = (0.2, 0.3, 0.4, 20, 40, 50) (6) Fig. 7 shows the registration results for these two images. To facilitate viewing, the 3D torso images are cropped to display only the area of the upper torso encompassing the breast mounds. For the simulated image pair in Figure 7 , the untransformed image (simulating visit 1) is shown in red, and the transformed image (simulating visit 2) is shown in blue. Figures 7A, 7C and 7E represent original data prior to 3D registration, and Figures 7B, 7D and 7F presents the results following implementation of the proposed algorithm. Figure 7A and 7B show the point clouds for the surface before and after registration, respectively. Figure 7C and 7D show the two fiducial points and 13 reference points for each of the two images in the pair (red represent visit 1 and blue represents visit 2) before and after registration, respectively. Finally, Figure 7E and 7F present the 2D point fingerprints before and after 3D registration. As seen in Figure 7 (images in the left column), the original surfaces from visit1 (untransformed red) and visit2 (transformed; blue) are not matched. Following the implementation of the proposed registration algorithm, correspondence is achieved between the two surfaces (images in the right column). The residual of the cost function in the last step during optimization was found to be 2.53 x 10 -9 mm 2 .
Algorithm evaluation using multiple-visit images from subjects
Following algorithm validation using simulated images we tested the algorithm using two-visit images from subjects. Data from two patients are shown in Fig. 8 and Fig.9 . Red is used to represents data from a previous visit (visit1) image and blue represents data from the latter visit (visit2) image. As seen in the figures, 3D correspondence was achieved as evident by the overlap of the chest walls. Note that the mismatches in the poses of the subjects can be visualized in the areas of the arms. Further the mismatches are noted in the region of the left breast in Fig. 9 due to the surgical deformations present. Following registration of the two-visit images shown in Fig. 8 , the minimum value of the first term of the cost function in the last step during optimization was found to be 67.6 mm 2 , and that for the images in Fig. 9 was 50.7 mm 2 . We can roughly estimate the tolerance using these values as follows. The average for these two residuals is 59.15 mm 2 . It is the sum for the square distances for 15 corresponding points. Thus, the average tolerance for each pair of corresponding points is 1.99 mm totally and 1.15 mm in each direction (x, y, and z). This indicates that the surface images can be registered with a precision < 2 mm using the proposed algorithm.
Conclusions
We present an algorithm for the semi-automated rigid registration of 3D torso images from multiple-visits for the same patient. Selecting points with reference to the skeletal framework and maximizing the correspondence between these points using a rigid registration method achieves surface matching with a precision < 2 mm. As expected, few mismatches between the registered images continue to persist due to the changes between the 3D surface images and due to variations in weight, surgical deformations, and pose changes. Moreover, manual identification of the two fiducial points SN and UM is subject to operator bias and may introduce artifacts in the registration due to discrepancies in the identification of these points in the 3D torso images from multiple visits. 
