One of the promising approaches to the efficient management in a heterogeneous distributed computing environment is the use of multi-agent systems. When researchers want to solve tasks in such an environment, they need utilities for the description of the processing in the specific domain, and knowledge about a software-hardware infrastructure. This multicomponent knowledge is used for effective decision-making. Practice and experience of multiagent systems show that knowledge representation is non-trivial problems. We proposed an approach to the design of the conceptual model of a heterogeneous distributed computing environment based on multi-agent management. An important component of the model is algorithmic knowledge, which provides the support of planning, resources allocation and dynamic decomposition of a problem to subproblems. This knowledge is represented as a semantic network, which describe semantic relations between concepts. Unlike to Semantic Web Services and Semantic Grids, our approach provides advanced planning abilities to support parallelism and scalability. We develop specialized high-level tools for designing and using the conceptual models.
Introduction
High-performance computing systems for solving complex scientific problems in various subject domains are an essential part of the modern research. Heterogeneous environments such as Grid and Cloud-computing systems provide scalable solutions. In large distributed environments, to support scalability, the decentralized management is more preferable in comparison with the centralized management [1] . A well-established approach to the decentralization is the multi-agent technology [2] . It can significantly improve a management quality, parallelism and efficiency [3] . This type of management assumes that users pass a part of the rights and responsibilities to program agents, which united into a multi-agent system (MAS) [4] . Each agent has knowledge about itself, and the environment. Tools for updating knowledge allow agents to adapt to the changing reality.
We consider three groups of users: administrators of the computing environment, application developers, and end users (scientists), who solve their problems. Each user operates with its own set of concepts related to his activities. An effective decision-making solution in the MAS is based on the knowledge exchange between agents within the single system of concepts.
The multi-agent management in problem-oriented environments requires to take into account the subject domain features of solving problems [5] . A large range of tools for MASs exists and successfully applied in practice. However, representation the heterogeneous knowledge of subject domains in a MAS is still a challenging problem.
Our contribution is multifold. We propose an approach to design of conceptual models for problem-oriented heterogeneous distributed computing environments that allows users to aggregate and unify the heterogeneous and uncoordinated knowledge about various aspects of the problem into the single system of concepts.
A conceptual model is a particular case of the semantic network represented by oriented graph, where vertices correspond to problem domain objects (concepts) and edges define binary relations between vertices. Thus, the designed model reflects the semantics of the domain in the form of concepts and their relationships used for the agent knowledge conceptualization.
Our approach is based on models in the applied software packages. The knowledge representation opportunities of such models are extended to support distributed computing using the MAS, which is described in [6, 7] . As a result, the MAS works with different problem domains, unlike many MASs used in practice that are developed for a single problem domain.
The conceptual model includes description algorithmic knowledge about various problem domains, software-hardware infrastructure of the environment and administrators' knowledge. Unlike to approaches that based on using the semantic meaning of information and computational resources in distributed computing, our approach provides advanced planning abilities to support parallelism and scalability (see Section 5).
Model core
The most basic concept of the model is an object described by name, class, and a set of attributes. An attribute is a number, object link, or uncertainty symbol. Links provide access to an object. There are two types of links: simple that directs to one object, and multiple that points list of objects.
The model supports the following relations between objects: "one-to-one", "many-to-many", "oneto-many", "many-to-one". Multiple object relations are created by lists. Lists are objects of special class. Lists unite the objects of same class and provide access to these objects as to the single object.
There are types and classes that are build-in into the model. New classes can inherit the properties of existed classes.
The model core includes classes of the problem domain objects, object attributes and relations between objects. These components are needed to describe algorithmic knowledge, knowledge about software-hardware infrastructure of the computer environment, and administrator knowledge.
Knowledge of a problem domain is expressed by objects with conditions represents as productions set. Productions are objects of determined class.
Knowledge representation
In this section, we focus on specifications of algorithmic knowledge for problem domains. We define three conceptual layers: computational, schematic and production. These layers of algorithmic knowledge allow users to formulate problems and create problem solving schemes by applying different methods of computations planning, and resources allocation. However, the decisions-making quality for planning and resources allocation can be improved by the use of additional knowledge about software-hardware infrastructure and administration.
The computational knowledge includes information about the applied modules for solving problems, system modules, and auxiliary modules for pre-processing and post-processing of input and output data. System modules provide the computations planning, jobs forming, resources allocation, processes monitoring, dynamic decomposition of problems, etc.
Module specifications include the following information: programming language, type and semantics of input, output and transit parameters, methods of transferring parameters and processing non-standard situation, module representation, needed compiler and its options, call format, etc.
The schematic knowledge layer is the set of objects for description of modular structure of the model and algorithms for a problem domain study. The main objects of problem domain are represented by parameters and operations.
Two subsets of parameters are related with operations: input and output. The operation defines output parameters depending input parameters. Parameters and operations can be simple and complex. A complex operation is implemented using compositions, branches and cycles.
Schematic knowledge allows users to describe the both individual jobs and workflows. Let P and O be the sets of parameters and operations. A production has follows form:
, where Pr -the production name,
The set O has two subsets: subset of logical operations, returning values 'true' or 'false', and computational operations. The logical operation i f implements conditions of executing the computational operation j f . A fulfillment of conditions is determined by the current computing situation.
The production knowledge allows users to select the best algorithms in the current computing situation. An order of productions is determined by their priorities.
To solve a problem, the user formulates it and defines optimization criteria for problem solving schemes: completion time, cost, waiting time, reliability, security, etc. Full problem formulation is defined in following form: "calculate Y using X and executing F ,
", where The procedural and non-procedural problem formulations are formed on the base of the shortcut problem formulation. These formulations have the forms "execute F ,
Uncertainty is eliminated at the stages of computation planning and executing the problem solving scheme. Related uncertainty problems are discussed by Tchernykh et al. in [8] .
The computation planning and resources allocation are two main components of the distributed computing management. A task of the computations planning is to determine what modules and in what order they should be executed. The resources allocation is applied to choose those resources that will be used to execute the modules.
Algorithmic knowledge allows implementing static, static-dynamic and dynamic methods of planning.
Static planning is carried out on the base of the non-procedural problem formulation. Static scheduler verifies the problem solvability. If the problem is solvable, the scheduler searches the set of the problem solving schemes and selects one of them. The set of the problem solving schemes is represented by the multivariate scheme.
Within shortcut problem formulation, the planning for fragments of a problem solving scheme can be postponed at stage of the scheme executing. The scheduler observes the executing process state. We name it as a static-dynamic one. It has a possibility to schedule dynamic variants of the problem solving scheme for non-procedural problem formulations; achieve the solution, which is reachable in the static scheduler; switch from faulted operation to the other operation.
Dynamic planning uses separated planning the sequence of left and right parts of productions. Such a planning is implemented iteratively. Each iteration of the problem solving process includes two stages.
At the first stage, the scheduler analyzes a sequence of logical operations to form a set of computational operations. The sequence of logical operation takes into account productions priorities.
At the second stage, the scheduler analyzes a sequence of computational operations to form a set of computational operations. Executing the computational operations changes the problem domain model. After changing of this model, the control is switches to the first stage. Then, the process of planning is carried out within the new changed model of problem domain.
The planning at the both stages is carried out using static scheduler. The order of executing the sequences of logical and computational operations may do not coincide.
Solving schemes as the specialized directed acyclic graph are proposed in [9] [10] [11] .
In the model, resources are represented by agents. The resources allocation is based on economic mechanisms for regulation of demand and supply for computing resources. We use the Vickrey auction with one-round bidding to distribute operations between agents [6] . This auction is first described by William Vickrey [12] .
The auction stands out by the fact that each its participant forms the bid that reflects the genuine value of the lot and maximal utility of the bid for this participant. The steady state of participants of the auction is achieved at the end of the auction. This state is similar to the equilibrium that has been defined by Nash [13] in the game theory. Using the Vickrey auction rules provides simplicity and satisfactory rate of decision-making by agents.
The Vickrey auction is used for the static resource allocation. In the process of computing, agents may reallocate its own computational load among other agents through interaction with their neighbors. Agents can also provide dynamic decomposition of a problem into subproblems, when additional free resources are available. The decomposition is carried out in order to accelerate the problem solving and make it scalable.
In the conceptual model, the knowledge about software-hardware infrastructure represents characteristics of nodes, communication channels, network devices, network topology, etc. These characteristics include also information about failures of software and hardware based on their probability distributions.
The model includes also information about resource management systems, administrative policies, users, jobs, etc. The structure and characteristics of the MAS are described in the model as well.
Model design tools
Model design tools include the subsystems for model specification, simulation experiment design, computational process study, and analysis of simulation results.
The model description is implemented using the first subsystem. The initial database schema includes a set of build-in system components: classes, attributes and types. A specification language targets to describing objects of subject domain, attributes and relations between objects.
The model specification is translated to Structured Query Language (SQL) to record it into a database. Such properties of the model as the completeness, correctness and integrity are identified in the model translation process.
The model specification language belongs to ontology description languages that are based on the computational models as a particular case of semantic networks. This language includes simple operators for description of the objects and their attributes. Unlike ontology description languages such as Ontology Web Language (OWL) and Resource Description Framework (RDF), the greater number of relations between objects is created automatically. Within our approach, an alternative language of the model specifications for advanced users is Extensible Markup Language (XML).
User interface is implemented with the GeoARM system [14] . Unlike to known systems for creating database applications, the GeoArm provides automated extraction of information about the database structure, and then formalizes this knowledge. The GeoArm uses algorithms for access to the database tables, their modification, dynamic creation of the user interface, and interaction with external software systems.
The model specification tools provide facility for development of fragments in parallel by different users and aggregation their data. Issues related with the experiments design, computational process study and simulation modeling analysis are also considered [6, 7] .
Knowledge Representation
Well-known approaches to knowledge representation of resources in distributed computing environments are Semantic Web Service and Semantic Grid.
Belhajjame et al. [15] notes that Semantic Web Service is oriented to interchange and combine semantic data from different sources through services without losing meaning. Semantic Web Services are based on the use of standards for interchanging semantic data. De Roure [16] discusses Semantic Grid and shows that, like the Semantic Web Service, it provides well-defined meaning for information and computational resources in the process of their use. Table 1 shows the representation of the different knowledge components of our approach versus Semantic Web Service and Semantic Grid. The comparison reveals a set of advantages and drawbacks of each technology with respect to knowledge included into the problem-oriented heterogeneous distributed computing environment model. This comparison shows that computing planning abilities within our approach is a new feature. It provides the different planning methods and opportunity of their combination. These methods are integrated with resources allocation methods. Unlike systems developed based on Semantic Web Service and Semantic Grid that are usually focused only on the one group of the methods. The schedulers are domain independent. Various problem domains are described on the base of the single computational model. However, the tools for dynamic decomposition of a problem to sub problems depend on the domain. Combination of planning and problem decomposition methods provides an effective problem solving. 
Conclusions
In this paper, we address a problem of the heterogeneous knowledge representation of subject domains oriented to distributed computing management. We have explained an approach to design the conceptual model of a heterogeneous distributed computing environment as a particular case of the semantic network. It is oriented on multi-agent management. Unlike Semantic Web Services and Semantic Grid it has advanced computing planning abilities to support parallelism and scalability. High-level tools facilitate designing and using conceptual models of specific domains. The work described in this paper is only the part of a large project. Within this project, we develop an implementation of the model and apply it for clusters in the production use. We also intend to implement an extension of self-organizing elements for agents including the learning mechanisms based on the conceptual model.
