Abstract-In this paper, a novel supervised classification approach is proposed for high-resolution dual-polarization (dual-pol) amplitude satellite synthetic aperture radar (SAR) images. A novel probability density function (pdf) model of the dual-pol SAR data is developed that combines finite mixture modeling for marginal probability density functions estimation and copulas for multivariate distribution modeling. The finite mixture modeling is performed via a recently proposed SAR-specific dictionary-based stochastic expectation maximization approach to SAR amplitude pdf estimation. For modeling the joint distribution of dual-pol data the statistical concept of copulas is employed, and a novel dictionary-based copula-selection method method is proposed. In order to take into account the contextual information, the developed joint pdf model is combined with a Markov random field approach for Bayesian image classification. The accuracy of the developed dual-pol supervised classification approach is validated and compared with benchmark approaches on two high-resolution dual-pol TerraSAR-X scenes, acquired during an epidemiological study. A corresponding single-channel version of the classification algorithm is also developed and validated on a single polarization COSMO-SkyMed scene.
I
N modern remote sensing, the use of synthetic aperture radar (SAR) represents an important source of information for Earth observation. Recent improvements have enabled modern satellite SAR missions, such as COSMO-SkyMed and TerraSAR-X, to acquire high-resolution (HR) data (up to metric resolution) with a very short revisit time (e.g., 12 hours for COSMO-SkyMed). In addition, SAR is robust with respect to lack of illumination and atmospheric conditions. Together, these factors explain the rapidly growing interest in SAR imagery for various applications, such as flood/fire monitoring, urban mapping, and epidemiological surveillance. Classification is one of the most important image processing tasks applied to remote sensing imagery. Classification maps can either be directly used in applications or they can serve as an input to further SAR processing problems, e.g., for change detection.
Contemporary satellite SAR missions are capable of providing polarimetric imagery, which gives a more complete description of landcover scattering behavior than single-channel SAR data [1] , [2] . The potential for improved classification accuracy with data in several polarizations, compared to single-channel data, explains the special interest to polarimetric SAR image classification. Furthermore, several current satellite SAR systems, e.g., TerraSAR-X, COSMO-SkyMed, support, at least, dual-pol acquisition mode. In this paper, we investigate the dual-polarization (dual-pol) SAR imagery scenario, as well as single polarization (single-pol) SAR, as a special case.
A wide variety of methods have been developed earlier for the classification of polarimetric SAR data [2] . We list some recent methods based on the employed methodological approach: maximum likelihood [3] - [7] , neural networks [8] , [9] , support vector machines [10] , fuzzy methods [11] , [12] , stochastic complexity [13] , spectral graph partitioning [14] , wavelet texture models [15] , and other approaches [16] , [17] . In this paper, we develop a classification method based on the maximum-likelihood approach. As such, this method specifies a probability density function (pdf) describing the statistics of polarimetric SAR data. Previously, several models have been proposed for this purpose: the classical Wishart distribution [3] , [18] , the K-distribution [4] , [19] for textured areas, the K-Wishart distribution [6] designed to improve the distinguishability of non-Gaussian regions, the -distribution [5] , [20] for extremely heterogeneous areas, the Ali-Mikhail-Haq copula-based model [21] combined with the Sinclair matrix representation, and the KummerU distribution [7] for Fisher distributed texture. These models were developed for the multilook complex-valued SAR image statistics. In this paper, we study SAR classification using only the amplitude data and not the complex-valued data. This is an important data typology because several image products provided by novel high-resolution satellite SAR systems are geocoded ellipsoid-corrected amplitude (intensity) images, and because several earlier coarser resolution sensors (e.g., ERS) primarily used this modality.
The classification technique developed in this paper combines the Markov random field (MRF) approach to Bayesian image classification with the dictionary-based stochastic expectation maximization (DSEM) amplitude pdf estimator. MRFs represent a general family of probabilistic image models that provide a convenient and consistent way to characterize context dependent data [22] . The latter has been developed for the purpose of modeling the amplitude distributions of SAR images [23] , [24] . Contrary to various pdf models [1] , [25] - [30] , DSEM uses a mixture of several distinct SAR-specific pdfs to accurately model the amplitude statistics. The benefit of using the finite mixture DSEM approach is twofold: First, DSEM is an efficient and automatic tool for SAR amplitude pdf estimation, capable of providing estimates of higher accuracy than single parametric pdf models, and, second, the underlying mixture assumption in DSEM enables accurate characterization of the inhomogeneous classes of interest, i.e., classes which contain several different landcover subclasses. This is particularly important for HR imagery. The resulting DSEM-MRF technique is a simple and efficient tool for single-channel SAR classification. In order to support dual-pol SAR data, copula theory is used for modeling the joint class-conditional distributions of the dual-pol channels, resulting in a Copula-DSEM-MRF approach (CoDSEM-MRF). The employed joint distribution modeling tool, copulas [31] , is a rapidly developing statistical tool that was designed for constructing joint distributions from marginals with a wide variety of allowable dependence structures. For every class the choice of an optimal copula from a dictionary of copulas is performed by a dedicated criterion. The concept of copulas is relatively new in image processing, and has just emerged in remote sensing methods [21] , [32] , [33] . The approach suggested in [21] can also be used for dual-pol SAR and it is compared with the developed in this paper technique in Section IV. The proposed CoDSEM-MRF HR dual-pol SAR classification technique is based on three flexible statistical modeling concepts, i.e., copulas, finite mixtures and MRFs, and constitutes an efficient and robust approach with respect to possibly sophisticated classes of interest.
The contributions of this paper are twofold. First, we develop a novel single-channel HR SAR classification approach that is based on SAR-specific DSEM probability density function estimation technique and a contextual MRF model, and, second, we use a novel parametric statistical modeling approach, which is based on a dictionary of copulas, to develop a dual-pol HR SAR classification method. This method outperforms benchmark approaches, such as the parametric 2-D Nakagami-Gamma [18] model combined with MRF, and the nonparametric " -nearest neighbors" [34] method combined with MRF. This paper is organized as follows. In Section II, we present an overview of the developed DSEM-MRF and CoDSEM-MRF approaches to HR SAR classification. In Section III, the description of methodological components of the designed approach, i.e., the DSEM approach to amplitude pdf estimation and bivariate copulas, are presented. Section IV reports the experiments of the developed SAR classification approach on HR dual-pol TerraSAR-X and single-pol COSMO-SkyMed images. Conclusions are drawn in Section V.
II. METHOD OVERVIEW
In this section, we present an overview of the developed CoDSEM-MRF approach to dual-pol SAR classification. We treat single-channel SAR classification (DSEM-MRF) as a special case of polarimetric SAR classification. The first two steps of the algorithm (the DSEM and Copula steps) are presented in more detail in the next section.
A. Dual-Pol Case
In this subsection, we present the key steps of the proposed CoDSEM-MRF classification algorithm for the case of dual-pol SAR (two polarization channels). We study supervised classification with classes of interest. Thus, we assume training pixels for these classes to be available.
DSEM step. In the first step, the marginal pdfs of polarization channels are estimated separately by applying DSEM to the training pixels available for the considered classes of interest. For each th class and th channel ( , 1, 2), the mixture DSEM pdf estimators and the corresponding cumulative distribution functions (cdfs) are as follows: (1) where is the event of the observation belonging to the th class, and are the amplitudes from the two polarization channels, and is the number of components in the mixture. and represent the th mixture component in the cdf and pdf domains, respectively, and is the related mixture proportion; is automatically drawn by DSEM from a dictionary of several SAR-specific parametric pdfs, . There are two reasons why DSEM was used instead of a single parametric pdf model. First, DSEM is an efficient and automatic tool for SAR amplitude pdf estimation, and it is capable of providing estimates of higher accuracy compared to single parametric pdf models [23] , [24] . Specifically, DSEM was experimentally found to accurately estimate the statistics of a HR satellite SAR image [24] . Second, the underlying mixture assumption in DSEM enables accurate characterization of the inhomogeneous classes of interest, i.e., the classes that contain several different landcover subclasses. This is a very important property when dealing with HR imagery, since the corresponding image statistics are usually strongly mixed due to the high level of spatial detail appreciable at high resolution. However, even in the case of homogenous classes, DSEM can be viewed as a tool for choosing the best single pdf model from the set of pdfs in the DSEM dictionary.
Copula step. The goal of this step is to merge the marginal pdfs, which correspond to polarization channels estimated on DSEM-step, into a joint bivariate pdf describing the joint amplitude distribution of the dual-pol SAR image. To this end, the joint pdfs for classes are modeled via copulas from the marginal distributions in (1). The choice of copulas as a tool for joint distribution estimation is attractive because of the simplicity in its analytical formulations, and because a wide variety of dependence structures can be modeled. Thus, joint pdfs are constructed as (2) where is a specific copula for the th class that is automatically picked by the algorithm from a dictionary of considered copulas ( ; details are found in Section III). MRF step. In order to take into consideration the contextual information disregarded by the pixel-wise Copula-DSEM technique, and to gain robustness against the inherent noise-like phenomenon of SAR known as speckle, we adopted a contextual approach based on an MRF model. Following the classical definitions of MRFs (see, e.g., [35] , [36] ) on the two dimensional lattice of observations and class labels , , we introduced an isotropic second-order neighborhood system with cliques of size 2. The Hammersley-Clifford theorem [36] allows for the presentation of the joint probability distribution of an MRF as a Gibbs distribution:
where is a normalizing constant, is a positive parameter, and is the MRF energy function of the class labels. More specifically takes the following form:
where is the Kronecker delta: if otherwise.
Image classification poses a problem of recovering the unobserved data, i.e., class labels. In the case of hidden MRFs, the unobserved data are modeled by an MRF and the observed data , i.e., SAR amplitudes, are assumed to be conditionally independent given [35] :
where is the pair at pixel , , and represents all the pixels of except . Thus, given the conditional pdfs in (2), we model the full data as a hidden MRF with the energy function (3) where for (4) The energy function in (3) has a single parameter that must be estimated. Conveniently, all of the parameter estimation involved in (1) is incorporated into DSEM. Thus, the resulting energy function (1)-(3) also has only one parameter. In order to estimate , we used a simulated annealing procedure [37] with a pseudo-likelihood function [36] of the following form:
where and . The implemented simulated annealing procedure generated a sequence of estimates, and employed the normal proposal distribution [38] together with an exponentially decreasing cooling schedule . Considering the convergence in distribution of the related Metropolis algorithm, the final estimate was set by averaging the estimates on the last iterations. The estimation of was performed on an ML pre-classification of the image, which associated every pixel with the highest probability-density label according to the Copula-DSEM models.
Energy minimization step. This step involves the minimization of the energy in (3). For this optimization problem the iterative deterministic modified Metropolis dynamics (MMD) [40] algorithm was adopted. This is a compromise between the deterministic "iterated conditional modes" algorithm (ICM) [36] , which is a fast local minimization technique, that is strongly dependent on the initial configuration, and simulated annealing (SA) [37] , which is a very computationally intensive global minimization approach. MMD is computationally feasible and provides reasonable results in real classification problems [40] . MMD is set with a cooling schedule (like SA) and proceeds as follows.
1) sample a random initial label configuration , define an initial temperature and parameters , , , , initialize and ; 2) set ; 3) using uniform distribution pick up a label configuration which differs exactly in one element from ; During the early stages of this iterative procedure, the behavior of MMD is close to that of SA, and thus it provides much better exploratory properties as compared to ICM.
B. Single-Pol Case
Here we consider single-pol classification as a particular case of the developed algorithm. In this case the target joint pdf is univariate. Thus, there is no need for the Copula-step, because the DSEM-step estimates provide the goal pdfs and can be directly plugged into (3) in the MRF-step. In the single-pol case the algorithm (DSEM-MRF) represents the straightforward application of the DSEM technique to MRF-based SAR image classification.
III. METHODOLOGICAL COMPONENTS

A. Dictionary-Based Stochastic Expectation Maximization
In this subsection, we present the outline of DSEM. This approach was initially developed in [23] for medium-resolution SAR and then enhanced and validated on high-resolution SAR in [24] .
To take into account the heterogeneity, when several distinct land-cover typologies are present in the same SAR image, a finite mixture model [41] for the distribution of grey levels is assumed. Specifically, DSEM is applied to estimate marginal class-conditional statistics. Separately focusing on each class and each channel , , , dropping the subscripts and for ease of notation, and denoting simply as , we assume that the th component of the training samples of are independent and identically distributed random variables, drawn from a mixture pdf with components: (5) where is the th mixture component and is a set of mixing proportions, i.e., and for . Each component is modeled by resorting to a finite dictionary (see Table I ) of four SAR specific distinct parametric pdfs , parameterized by , [24] . Assuming that channel is quantized on the levels , we also denote by , , the histogram of , when restricted to the training samples of the considered class.
The calculation of cdfs is needed to merge the marginal DSEM pdf estimates of polarization channels into joint pdfs via copulas [see (2)]. Therefore, the pdfs in the dictionary have been chosen so that, for each of them, there is either an analytical closed-form expression , or a simple numerical approximation procedure for the related cdf. For the rest of the models considered in [24] , where the dictionary includes also Fisher [27] , -root [25] , generalized Gaussian-Rayleigh [29] and symmetric--stable generalized Rayleigh [28] pdf models, there are no closed-form cdfs and numerical approximation is computationally intensive. Furthermore, the experiments in [24] demonstrate that very accurate pdf estimates can be obtained with this dictionary of four models. Therefore, the dictionary considered in this paper has been restricted to the four models in Table I .
As discussed in [23] , considering the variety of estimation approaches for finite mixtures, the appropriate choice for this particular estimation problem is the iterative stochastic expectation maximization (SEM) scheme [42] . Instead of adopting ML estimates as the classical SEM scheme suggests [42] , DSEM employs the Method of Log-Cumulants (MoLC) [27] , [43] for component parameter estimation, which has been demonstrated to be a feasible and effective estimation tool for all the pdfs in [23] , [24] , [27] , [30] . The MoLC equations relate the unknown pdf parameters with , , and :
which are the 1st-, 2nd-, and 3rd-order logarithmic cumulants, respectively. The MoLC equations have a single solution for any observed values of log-cumulants for all pdfs in (see Table I ). MoLC equations for and allow analytical solutions. For and , the strict monotonicity of the involved functions allows solutions to be reached by numerical procedures. As in [24] , we implemented a -estimation procedure that consists of initializing SEM with , and then allowing components to be eliminated from the mixture during the DSEM iterative process, once their priors become too small, thus decreasing .
Thus, each th iteration of DSEM goes as follows:
• E-step: compute, for each greylevel and th component, the posterior probability estimates corresponding to the current pdf estimates, i.e., :
• S-step: sample a component label of each graylevel according to the current estimated posterior probability distribution , ;
• MoLC-step: for the th mixture component, compute the following histogram-based estimates of the mixture proportions and the first three log-cumulants: where 2, 3 and is the set of gray levels assigned to the th component by the S-step; then, solve the corresponding MoLC equations (see Table I ) for each parametric family in the dictionary, thus computing the resulting MoLC estimate , ; • K-step: for each , if is below a given threshold, eliminate the th component and update ; • Model Selection-step: for the th mixture component, compute the log-likelihood of each estimated pdf according to the data assigned to the th component:
and define as the estimated pdf yielding the highest value of , .
B. Copulas
In this section, we present the employed dictionary of copulas and the novel copula selection procedure. An overview of bivariate copula concepts is presented in Appendix A.
We used copulas to model the joint distributions of a dual-pol SAR image, given estimates of the related marginal distributions [31] . As mentioned earlier, many parametric models have been proposed for marginal statistics of SAR amplitudes or intensities, but only a few models are available for the joint distribution of several SAR amplitudes, e.g., the Nakagami-Gamma model developed in [18] . In order to overcome this limitation, we combine the marginal pdfs provided by DSEM by means of copulas.
A bivariate copula is a 2-variate distribution defined on such that marginal distributions are uniform on [0, 1]. In this paper, we consider several parametric families of one-parameter copulas. By taking advantage of the connection of copulas with the Kendall's tau ranking coefficient (see Appendix A), we can obtain a closed-form relationship between and the copula parameter for each parametric copula. Given a sample-rankstatistics estimate of (Appendix A), an estimate of can be obtained by inverting the corresponding equation.
In order to fully exploit the modeling potential of copulas, we consider a dictionary of 10 uniparametric copulas : 6 Archimedean (Clayton, Ali-Mikhail-Haq, Gumbel, Frank, A12, A14) [31] , a copula with a quadratic section (Farlie-Gumbel-Morgenstern) [31] , 2 elliptical (Gaussian and Student-t 1 ) [44] and a non-Archimedean copula with simultaneous presence of an absolutely continuous and a singular component (Marchal-Olkin) [31] . Here the names for A12 and A14 originate from their positions in the list of Archimedean copulas in [31] . This choice of copulas is capable of modeling a wide variety of dependence structures, and covers most copula applications [45] . The considered dictionary of copulas is summarized in Table II (further information can be found in [31] , [44] , [45] ).
The choice for every class of a specific copula from the dictionary [see (2)] consists of the following two steps. First, given an estimator of (computed with the training samples of the th class), one should decide whether a specific copula is appropriate for modeling the dependence with a corresponding value of Kendall's tau rank correlation. Indeed, some copulas are specific to marginals with a low level of dependence, others deal with strongly dependent marginals, and still others are capable of modeling all levels of dependency. In other words, for each class, the list of copulas is limited to those which are capable of accurately modeling the specific empirically estimated value (see Table II ). Thus, we first discard the copulas for which the current sample estimate is outside the related -relevance interval; for the remaining copulas, we derive an estimate of the related parameter by the above-mentioned Kendall's tau method.
Second, for each class, we choose the copula with the highest -value in a Pearson chi-square test-of-fitness (PCS) [46] . In general, PCS tests the null hypothesis that the frequency distribution of certain events observed in a sample is consistent with a particular theoretical distribution. The chi-square statistic is constructed as follows:
where and are the observed and the hypothetical frequencies, respectively, and the number of outcomes. PCS is one of the statistical tests whose results are a chi-square distribution [46] , i.e.,
, where is the number of reductions of degrees of freedom (typically, the number of parameters for In our case, the null hypothesis in PCS is that the sample frequencies of the pairs of the form , as varies in the set of training samples of the th class, are consistent with the theoretical frequencies (probabilities) predicted by the parametric copula ( ; ). This is correct because if is distributed with cdf , and are independent observations of , then , , are independent [0, 1]-uniformly distributed random variables [46] .
IV. EXPERIMENTS
A. Datasets for Experiments
The two versions of the algorithm, CoDSEM-MRF and DSEM-MRF, were tested on the following HR SAR datasets:
• Dual-pol HH/VV TerraSAR-X, Stripmap (6.5-m ground resolution), geocorrected, 2.66-look image acquired over Sanchagang, China, in the framework of an epidemiology monitoring application (©Infoterra GmbH). We present experiments on the 1000 1200 subimage TSX1 (see Fig. 1 ) and on the 750 750 subimage TSX2 (see Fig. 2 ).
• Single-pol HH, 1-look COSMO-SkyMed (CSK), Stripmap (2.5 m ground resolution), acquired over Piemonte, Italy (©ASI). We present experiments on the 700 1000 subimage CSK1 (see Fig. 3 ).
B. Experimental Settings
The experiments involved the classification of humid regions into classes: "water," "wet," and "dry soil." The following experimental settings were used. In the DSEM-step, given the relative homogeneity of the target classes on the experiment datasets, an average value of the initial number of components was selected, thus assuming mixtures with just a few components for the classes. The threshold for component elimination on the K-step was 0.005 (as discussed in [24] , the choice of this value only marginally affects the results). In the Copula-step, the following settings in the PCS test were used. The where is the indicator function and the summation is taken over all the training pixels available for class . For each copula in , the value of was calculated by integrating the related pdf over the square , thus retrieving the probability that a pair of [0, 1]-uniform random variables, whose joint distribution is defined by the th copula, belong to . In the Energy minimization step, the revisit scheme on Step 3 of MMD was implemented raster-wise and the following parameter values were used: , , ,
, and was set equal to the size of the image in pixels. Compared to ICM, MMD generated significantly better results (above 5% of accuracy gain), starting at ML initialization (maximizing (2) at each pixel). SA obtained slightly better results (roughly a 1% accuracy gain) compared to MMD. However, SA generated a drastic increase in computational complexity (around 200 iterations for MMD and over 1500 for SA).
For every dataset, the proposed algorithm was trained on a small 250 250 sub-image endowed with a manually annotated non-exhaustive ground truth (GT), that did not overlap with the test areas. 
C. Experimental Results
Table III reports the accuracy obtained on the test samples for each class ("class accuracy"), the resulting average accuracy (i.e., the arithmetic mean of the class accuracies) and overall accuracy (i.e., the percentage of correctly classified test samples, irrespective of their classes). The first test image TSX1 (see Fig. 1 ) covers an area of a river delta in Sanchagang, China. For this experiment, an exhaustive ground truth was manually created, and the classification results were referenced to it in order to calculate the accuracies and demonstrate the results visually. The automatically selected copulas were: Gumbel for the "water," and Frank for the "wet soil" and "dry soil" classes. The estimation provided and the overall classification accuracy achieved by CoDSEM-MRF was 84.5%. The resulting CoDSEM-MRF classification map is shown in Fig. 1(e) and referenced to the GT in Fig. 1(f) .
In order to appreciate the classification gain from dual-pol data (HH/VV), compared to single-channel data, we performed an experiment of DSEM-MRF classification on the VV channel, which reported an overall accuracy of 80.6%. On average, the overall accuracy gain from adding the second polarization channel on the considered datasets was 3 7%. For the sake of comparison, we also provide classification maps obtained by the benchmark 2-D Nakagami-Gamma (2DNG) model [18] [ Fig. 1(c)] and -nearest neighbors ( -NN) method [34] [ Fig. 1(d) ]. In order to perform a fair comparison among contextual methods, the above models were combined with the contextual MRF approach. The same MRF parameter estimation and energy minimization procedures as in CoDSEM-MRF were considered in these benchmark experiments as well. For the 2DNG model, the equivalent number of looks was set to , and for the -NN model, was estimated by cross-validation [34] . The overall accuracies of these two benchmark approaches were 81.5% for 2DNG-MRF and 81.9% for -NN-MRF on the dual-pol HH/VV TSX1 image. These accuracies were lower than the overall classification accuracy achieved by CoDSEM-MRF.
-NN-MRF had higher accuracy for the "wet soil" class; however, this was achieved at the expense of accuracy for the "dry soil." A visual comparison of the zoomed area in Fig. 1(h)-(l) confirms these comments.
The second test image TSX2 (see Fig. 2 ) was taken from the same dataset as TSX1. It employed the same learning image and, thus, the same set of copulas were selected. The overall classification accuracy obtained by CoDSEM-MRF was 92.4% with . This accuracy is higher than that reported for the TSX1 image; however, this increase is mostly due to non-exhaustive test map employed in this experiment, which did not contain much of the class transition regions where misclassified pixels may be visually spotted. The single-channel DSEM-MRF classification on HH-pol image [ Fig. 2(g) ] provided the overall accuracy of 87.1%, which is about 5% less than that of CoDSEM-MRF. Again, we provide comparisons with benchmark 2DNG-MRF [ Fig. 2(f)] and -NN-MRF [ Fig. 2(e) ] classification approaches. Like in the TSX1 image test, here CoDSEM-MRF outperformed appreciably 2DNG-MRF (89.7% of overall accuracy). -NN-MRF with 92.6%, however, reported about the same level of overall accuracy as CoDSEM-MRF. Here we make the same observation as for TSX1 image: -NN-MRF performed better on "wet soil" and far worse on "dry soil." We notice also that the average accuracy of -NN-MRF is inferior to that of CoDSEM-MRF on both TSX1 and TSX2. Moreover, from the methodological point of view, CoDSEM is preferable to -NN as it provides an explicit description of a statistical model for the data, whereas the latter operates as a "black box."
A slight oversmoothing effect can be noticed in the results obtained by the developed method, see Fig. 2(d) . Therefore, for the TSX2 image, we also show the classification map obtained by manually setting the MRF parameter [ Fig. 2(c) ]. One can see that the the spatial details are more precise at the expense of a noisier segmentation. The classification accuracies achieved with (see Table III ) are inferior to those obtained in the case. This suggests that, at least for this dataset, a stronger regularization is overally more preferable.
The third experiment was conducted on a single-pol CSK1 image [see Fig. 3(a) ]. It also employed a non-exhaustive GT. The overall classification accuracy of DSEM-MRF [ Fig. 3(b) ] was 93.1% with . We compare this with the -root-MRF contextual classification approach that is based on a -root model [25] for each class-conditional statistics. The distribution is a well-known model for a possibly textured SAR multilook single-channel intensity and -root is the corresponding amplitude parametric pdf. Overall classification accuracy reported in this experiment [ Fig. 3(c) ] was equal to 90.9%. The improved performance of DSEM-MRF is due to more accurate pdf estimates by DSEM compared to -root model.
The restriction of the DSEM dictionary to four models compared to eight constituting the dictionary in [24] (see Section III-A) resulted in a negligible decrease in modeling accuracy. In other words, this restriction affected the classification accuracy marginally, yet allowed a significant gain in calculation speed.
In addition, we want to demonstrate the accuracy of the Copula-DSEM joint pdf model directly. To do so we present the K-plots [47] of the sample HH-VV dependence and the dependence estimated by copulas (see Fig. 4 ) on the learning image for TSX1. K-plots is a tool for graphical goodness-of-fit presentations and its definition is recalled in Appendix B. The demonstrated copulas were automatically selected from the dictionary and one can see a good agreement between observations and the model.
Let us now briefly compare the developed CoDSEM-MRF approach with the previously proposed copula-based method [21] . First, the approach [21] is based on the use of the Ali-Mikhail-Haq (AMH) copula [31] , which can model dependencies corresponding to Kendall's correlation coefficient . On the employed TSX datasets we have observed empirical values . Therefore, the AMH copula can be used only for the dry soil class and its K-plot is presented in Fig. 4(c) . However, even in this case, the goodness-of-fit provided by the automatically selected Frank copula is better. Thus, at least on the considered datasets, the use of dictionary-based copula selection approach is more accurate and constitutes a more flexible model with a wider range of applicability. Second, the use of the DSEM finite mixture estimation approach for marginal pdfs provides, in general, higher accuracy estimates than singular pdf models the use of which was suggested in [21] , especially for HR SAR images [24] .
It is well known that acquiring the training sets for supervised classification is a very costly procedure. Therefore, the classification models are designed to be as robust as possible with respect to small learning sets. To evaluate this characteristic of the proposed algorithm, we present an experimental study (see Fig. 5 ) of the classification accuracy as a function of size of the employed training set. We start with the learning image of 250 250 pixels, and then iteratively reduce its size by a half at each step, i.e., by discarding 50% randomly selected training pixels for each thematic class, until 1/32 of the initial learning image is present. At each step we evaluate the class and overall accuracies of classification on TSX1. To make the accuracy estimates more consistent, the whole process was repeated three times and the averaged results are presented in Fig. 5 . We observe that the algorithm behaves robustly until 1/8 (equivalent to a 90 90 pixels-sized training area) of the initial learning image is kept. When very strong subsampling rates ( 16) are applied, the wet area classification rate drops significantly. This is due to the fact that the histogram of wet soil lies "between" those of water and dry soil. Thus, when the training set becomes unrepresentatively small, many wet soil pixels are misclassified as dry soil. This result suggests the capability of the developed algorithm to perform fairly good and consistently on small training sets, e.g., up to 100 100 training images for the considered dataset.
The most time-consuming stages of the algorithm are the MRF and Energy minimization steps. Given the fairly low value , the DSEM step was very fast. The Copula and MRF steps do not involve any intensive computation procedures. The experiments were conducted on a Core 2 Duo 1.83-GHz, 1-GB RAM, WinXP system. With the number of iterations equal to 200, the -estimation on a roughly 1000 1000 image took around 80 seconds. The average of 200 iterations required for convergence on MMD (Energy minimization step) took about 100 seconds. Thus about 200 seconds were required for the complete classification process of a 1000 1000 dual-pol image with three classes.
V. CONCLUSION
Contemporary satellite SAR missions, such as TerraSAR-X and COSMO-SkyMed, are capable of providing high-resolution imagery. In this paper, a novel supervised classification algorithm for HR single-channel and dual-polarization satellite SAR imagery has been developed. It combines the Markov random field approach to Bayesian image classification and a finite mixture technique for probability density function estimation. Finite mixture modeling was done via dictionary-based stochastic expectation maximization for amplitude pdf estimation, which provides a high level of estimation accuracy for the algorithm [24] . These two concepts allowed us to formulate a classification algorithm for the case of single-channel SAR imagery. The second contribution of this paper is the introduction of a novel statistical approach based on a dictionary of copulas for the problem of dual-polarization SAR image classification. This approach enables a new level of flexibility in modeling the joint distribution from marginal single-channel distributions, which results in higher classification accuracy. Together with Markov random fields and finite mixture approaches, these three statistical concepts ensure high flexibility and applicability of the developed method to dual-pol HR SAR image classification.
The proposed classification algorithm is supervised and semiautomatic (a few DSEM and MMD parameters have to be specified). The accuracy of the proposed algorithm was validated for water/wet soil/dry soil classification on two high-resolution satellite SAR images (a dual-pol TerraSAR-X image and a single-pol COSMO-SkyMed image). The experiments demonstrated a high level of accuracy on the experiment datasets and outperformed the considered parametric and nonparametric contextual benchmark algorithms.
Finally, we would like to point out several directions of further development of this work. First of all, a very interesting topic would be the generalization of the developed copula-based approach to multi-polarized imagery and its application to, e.g., quad-pol TerraSAR-X imagery. The theory of copulas allows an extension of bivariate theory to multivariate cases, thus preserving the same copula types and parameter estimation techniques. However, contrary to the symmetric copulas approach considered here, which implied equal "contributions" of all marginal channels in the joint distribution, non-symmetric copulas would have to be considered for multi-polarization scenario. Another interesting direction of work is to explore the use of more efficient optimization approaches. A very promising candidate to replace MMD is an appropriate graph cut approach [48] . Such approaches yield very good approximations in the MAP segmentation problem and are known to be fast. The third direction of development lies in the specialization of this model to urban area classification, which is an important and relevant application of SAR classification. To this end, the contextual MRF model would also need to incorporate geometrical information.
APPENDIX A BIVARIATE COPULA THEORY
A bivariate copula is a function , which satisfies the following properties:
1) both marginals are uniformly distributed on [0, 1];
2) for every , in [0, 1]: , and ; 3) a 2-increasing property:
, in [0, 1]: . The importance of copulas in statistics is explained by Sklar's Theorem [31] , which states the existence of a copula , that models the joint distribution function of arbitrary random variables and with cdfs and : (7) for all , in . If, in addition, and are continuous, then is unique. Thus, copulas link joint distribution functions to their one-dimensional marginals.
Given absolutely continuous random variables with pdfs and and corresponding cdfs and , the pdf of the joint distribution corresponding to (7) is given by (8) where is pdf corresponding to the copula . An important family of copulas are Archimedean copulas, which have a simple analytical form and yet provide a wide variety of modeled dependence structures. An Archimedean copula is a bivariate copula , defined as where the generator function is any function satisfying the following properties:
1) is continuous on [0, 1]; 2)
is decreasing, ; 3) is convex. A common way of copula estimation is by using its connection with Kendall's tau, which is a ranking correlation coefficient [31] . Kendall's tau is a concordance-discordance measure between two independent realizations and from the same cdf :
Given realizations , , the empirical estimator of Kendall's tau is given by (9) By integrating in the definition of over the distribution of , we get the general relationship between Kendall's and the copula associated with , expressed by the following Lebesgue-Stieltjes integral (10) In the specific case of Archimedean copulas, the relationship is expressed in terms of generator function (11) By plugging the empirical estimate in place of in (10) or (11), we get parameter estimates (see Table II ).
APPENDIX B GRAPHICAL GOODNESS-OF-FIT BY K-PLOTS
A K-plot (from Kendall-plot) [47] is a rank based graphical tool developed for visualization of dependence structure between two random variables and . This technique is based on plotting the pairs for : • are defined as , i.e., the order statistics of quantities
• represents the expectation of the th-order statistic in a random sample of size from the distribution of the under the null hypothesis of independency. It writes [47] (12)
where . In order to compare this sample dependence representation with the one provided by a given copula we need to find the form of specific to this copula, where . It can be found as [49] for an Archimedean copula with generator . Replacing then by in (12) we can also draw a plot that corresponds to a given copula and where is estimated via Kendall's tau (see Appendix A). Finally, the generators for Gumbel and Frank copulas are given by [31] 
