uses'forced aliasing' to representhigh frequency componentson standard coarsegrids. The high frequency componentsof the residualare aliasedto low frequencies,solvedfor on a coarsegrid, and then the coarsegrid correction is "de-aliased"back to the high frequency. Although this method usespoint relaxations and standard coarsening,it requiresthe useof multiple coarsegrids, eachwith a different discreteoperator, and is thus quite complex.
In this paper-we will look at a natural exten_on of the secondapproach, use of semicoarsening.This approachwasoriginally proposedby Mulder [5] for overcomingthe problem of alignment in fluid flow computations. The simple technique of semicoarseningsimultaneously in all coordinate directions, and properly weighting the contributions from eachof the coarsegrids, yields an efficient, robust, and easily parallelizable multigrid method for generaltensor product grid. Now introducing more notation, the discrete equations on grid f_m"_ are written as: 
Similarly, one dimensional linear interpolation in the direction of grid refinement could be used to bring the corrections from coarse to fine grids.
We now look at the details of step al, in which the residuals on tim,,, must be combined, and step cl, in which the corrections on fi""_ must be combined. The restricted residuals are simply averaged. Specifically,
A weighted average of the interpolated corrections is used, so that
The MSG algorithm can lead to multigrid convergence rates independent of mesh size, provided the weights wl and w2 are chosen properly. 
Note that if m and n are both positive then there are two ways to construct the coarse grid operators from the fine grid operator. However, since the intergrid operators are one-
and therefore either way gives the same result.
Our notation is as follows. Each of the A "*'n are operators on a finite dimensional space, H m'_. Since we will only be looking at two grid levels at a time, we simplify the grid indices by the shorthand notation:
We also define the inner products We also define four subspaces of each space H k as follows.
For i = 1,2: for/= 1,2.
With the above notation, we are now ready to discuss the V-cycle convergence analysis.
The approximation to the solution of the kth grid equations is updated three times per Vcycle; once after the ux relaxation sweeps in step A2, once after the coarse grid correction in step C1 and once after the u2 relaxation sweeps in step c2. We label the initial approximation k and the approximations after each of the three updates as u_i ) for i 1,2 and 3. If as U(0), = denotes the relaxation operator, then the updates are given by We make two additiona| assumptions in order to simplify the case when two grids on the same grid level are semicoarsened in opposite directions, yielding coarse grids of the same dimensions.
Recall that the coarse grid problems on these coarse grids are combined to form a single problem.
A5. The initial
approximation is equal to zero on all except the finest leveh
A6. There is no smoothing in the fine-to-coarse part of the V-cycle:
These assumptions guarantee that the residuals from both grids are identical, as shown in the following lemma.
Lemmal Form, n with O < m < _, O < n < fi:
The lemma is proved by a simple induction argument on the grid level l, using the additional assumptions A5 and A6, together with Equations (2) -J/_,u =T ie0).
By our assumptions we also have e_l) = e_o).
Combining these results, we can write
Then the error before and after the z_: post-relaxation sweeps is e_a ) = Fke_2).
Since we need to look at only two grid levels at a time, we will temporarily suppress the notational references to the current grid, k. Thus, we define, for i = 1,2 and j = 0, 1,2,3,
e_j) = e0-), and so on. 
The smoothing and approximation hypotheses given by Equation (4) (1--t2)) ). 
((¢al(tl +el(1--t,))+(wu(t2+eu
Using the definitions of the weights wl and w2 and the conditions on the ¢i's, it follows that
( 1 1 Since the appropriate grid gets all of the needed information in the case of strong alignment, these weights can lead to convergence rates which can be made arbitrarily small by increasing the number of relaxation sweeps.
In general, wl and w2 will vary over the domain and we will not know the relative strengths and 7 explicitly. Suppose we know that, locally, all modes which cannot be efficiently reduced by point relaxation can be well approximated on the same semicoarsened coarse grid. That is, suppose semicoarsening can be used locally to accelerate the convergence.
In this case, we would like to determine the most efficient direction of semicoarsening and choose our weights accordingly. One way to do this is to test the operator, at the given grid point, on two different high frequency Fourier modes, one oscillatory only in the x-direction, the other oscillatory only in the y-direction. The two modes, call them u and v, which are most natural look locally like:
Appropriate weights at the grid point (i,j) can be determined by applying the operator, A m'_ to u and v. We define As shown in Mulder [5] , the cost of a sequential MSG V-cycle is proportional to the total number of points on all grids. In two dimensions, where the fine grid consists of M × N points, there is a total of (2M -1)(2N -1) grid points on all of the grids combined, as can be easily seen by arranging all of the grids as in Figure 3 . Thus, there are approximately four times as many points on all the grids as there are on the finest grid. A similar arrangement of all of the grids obtained by semicoarsening a three dimensional L × M × N grid is also shown in Figure  3 giving a total of (2L -1)(2M -1 only one direction are also given and can be seen to be in the same range as for the model problem.
The last entry in Table 1 is for exponential stretching of the grid in one of the coordinate directions. The exponential stretching is done so that the ratio of the lengths of the first and the last cell is 10,000. The convergence rates are slightly worse, but still appear to be bounded independently of grid size. 
