INTRODUCTION
Many of the seemingly trivial facts that we take for granted are really theorems, like the fact that 1 1 x 12 = 132, or that : + f = 2 . The reason that these are no longer thought of as theorems is that nowadays quite routine algorithms perform these tasks. The same is true, thanks to modem computer algebra programs, for the "theorem" that (a + b)20 = o2O + , or, thanks to the recent completion by Risch and others [14, 151 of the problem of finding a complete algorithm for integration in finite terms, the same is true for the algorithmic evaluation of indefinite integrals of "elementary functions."
The purpose of this note is to announce a number of results, and algorithms which, collectively, do the same for large classes of identities that occur in combinatorics and in the theory of special functions.
Historically, even the binomial theorem itself was considered to require a custom-made proof, but we will show that it, along with a very large class of identities, can be proved by computers. It should be remarked that one does not need to "trust the computer" blindly. Although the proofs are discovered by the computer, it produces a proof certificate that can easily be checked by hand, if so desired.
There are many, many binomial coefficient identities, and a great deal of effort has gone into developing proofs of these. However, more recently it has become widely appreciated that "almost all" known binomial coefficient identities are special cases of relatively few hypergeometric identities such as those of PfaffSaalschiitz, Dixon, and Dougall (see, e.g., Andrews [ l ] and Graham et al. [12] ).
However, more and more hypergeometric identities are still being conjectured and proved [9] , so the need remains for mechanizing the proofs of even these. A decisive step in this direction was taken by Gosper [lo] in 1978, who gave a finite algorithm that completely solves the problem of indejlnite hypergeometric summation in closed form.
In this announcement we will describe some new steps that have been taken towards algorithmically deriving an3 proving definite hypergeometric identities and the more general ciass of holonomic function identities.
HOLONOMIC FUNCTIONS
The theory of holonomic systems and functions was initiated by Joseph N. Bernstein [3] and is currently a very active area with many applications. Here we will describe some far-reaching implications of Bernstein's revolutionary ideas to the theory of special functions and combinatorial identities.
A holonomic discrete (resp. continuous) function {a,) (resp. f ( x ) ) of one variable is simply any solution of a homogeneous, linear difference (resp. differential) equation with polynomial coefficients. By analogy, a function of several continuous a~d / o r discrete variables is holonomic if it is a solution of a "maximally overdetermined" system of homogeneous linear partial differentialrecurrence equations with polynomial coefficients (see [3, 6, 191) . Although a given holonomic function may be described in many ways, it can be finitely decided whether or not two such presentations describe the same function. [4] and infinite summation or integration over any variuble [ 1 91 .
Theorem 1. The class of holo~~omic functions is closed under finite addition and multiplication
If we are given presentations (encodings) of holonomic f and g , there are algrrithms for finding the encodings of f g , f + g , J f , and C f . Hence if we are given some holonomic function identity, it can be written in the form "holonomic function =O," and so it can be proved by verifying that the left side is indeed an encoding of 0.
Corollary. Any identity thar involves only sums, products, integrals, and sunzmation signs acting on holonomic functions is veriJiable in finitely many steps (though possibl-v a great many of them!).
It is easy to see that all of the classical orthogonal polynomials 1131 are holonomic in all their variables and parameters. It follows that most of the identities in, say, the book by Erdelyi and associates 181, are provable in a finite number of steps, by a single well-defined argument.
For holonomic functions F ( n , k ) of two discrete variables, more is true. To summarize. if we wish to discover a simple form, if one exists, for a given summation a ( n ) = Ck F ( n , k ) , where F is holonomic, we could proceed by first finding the difference equation whose existence is guaranteed by Theorem 2. The summation of (1) over k would then yield a recurrence for the unknown sum a ( n ) . If that recurrence is of first order, o r otherwise admits some simple solution, then our problem is solved. Otherwise we must be content with only the recurrence formula that is satisfied by the a ( n ) 's, which for computational or asymptotic purposes may be just as good [18] . The method extends to " q n identities. It has yielded a three-line proof of the Rogers-Ramanujan identities (71.
Theorem 2. For a trvo-variable holonomic function F ( n . k ) there exist an integer L , polynomials s o ( n ) , . .. , s, ( n ) , and a holo
There is a much faster algorithm for the important special case in which the summand F ( n , k ) is closed form. i.e.,
where the a ' s and h 's are constant, specific integers, rather than variable parameters. The proof of Theorem 2 can be extended to show that then G ( n , k ) is also of closed form. We now know, thanks to the general theory of holonomic functions, that for 'every closed form F ( n , k ) , there is another closed form G(n , k) such that ( 1 ) is true. Furthermore, the slow algorithm of [19] will exhibit the so, . . . , sL . G(n , k ) explicitly, but it will take a very long time.
Suppose that by some miracle we already knew the s , ( n ) . Is there a quick way of finding G(n , k ) ? Yes, there is. It is easy to see that the left side of (1) Thus we have an algorithm that by itself is elementary, and whose description does not require the heavy artillexy of Bemstein's theory. But the proof that the algorithm always works still needs that theory.
For most closed form F ( n , k ) , the sum w.r.t. k of F ( n , k )
is not a solution of a j r s t order equation. Whenever it is, one has an identity.
RATIONAL FUNCTION CERTIFICATION
It turns out that a strikingly large percentage of hypergeometric and binomial coefficient identities can be proved by a method that is in many ways a very special case of the above. This leads to the certification of the truth of an identity by simply giving a rational function of n and k .
s
The method of rational function certification [17] was stimulated by the holonorilic system theory above, but is formally independent of it. The theory is entirely self-contained and is surprisingly simple.
The main idea is this. Suppose we have two functions F ( n , k ) , G ( n , k), defined for integer k and integer n 2 0 , and suppose
TOWARDS COMPUTERIZED PROOFS OF IDENTITIES 8 1
the following equation is satisfied:
for nonnegative integer n and integer k . We will call such a pair (F , G) a WZ pair. Then under certain additional boundary conditions ( ( F l ), ( G 1 ), (G2) below) we obtain a simple evaluation of the sum
We also obtain a simple evaluation of the associated sum
Thus we may obtain two identities, one for each member of the pair. The proofs of the identities will consist in simply verifying that the condition (2) is satisfied, along with the following boundary conditions:
exists and is finite. 
satisfy the conditions. Then we have a proof of Pfaff-Saalschiitz's identity (which is (6) in this case)
Remark. The WZ pair is always of the form
where R is a rational function. Hence we can state an identity in the conventional form Ck Cr(n , k ) = rhs(n) , and provide also the rational function R ( n , k ) . The reader can then find F ( n , k ) = U(n , k ) / r h s ( n ) , C(n , k ) = R(n . k ) F ( n , k -I ) , and check the conditions (2), ( F l ) , (G2) to complete the certification (proof) process. The following strikingly short proof of a hypergeometric identity of Dixon illustrates this process.
Example. The identity of Dixon is
Proof. Take
The method works on the identities of Dougall, Clausen, on the "strange" identities of Gessel-Stanton [9], on " q " identities, etc., etc., just as easily as on those above. One-line proofs of many hypergeometric identities, using the rational function certification method, are In [17] . Over 50 computer-generated one-line proofs of binomial coefficient identities are tabulated in [16] . In many cases the companion identity (7) is "new," in the sense that it is not a special case of a known hypergeometric identity.
The way one would constructively use the method to certify an identity is this. Given C,, H ( n , k ) = rhs(n) as the identity to be proved. Divide by the right side to get the standard form C, F ( n , k ) = 1 . Then use Gosper's algorithm to find the WZ mate C , if it exists. Having F , C , it will always be true that F ( n , k ) = R ( n , k)G(n , k -1 ) . Thus the single rational function R ( n , k ) certifies the identity since from it the full proof can be constructed.
