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Abstract: The action of the Cremona group of rank 2 on an infinite dimensional
hyperbolic space is the main recent tool to study the Cremona group. Following the
analogy with the action of PSL(2,Z) on the Poincare´ half-plane, we exhibit a funda-
mental domain for this action by considering a Voronoi tessellation. Then we study
adjacent cells to a given cell, as well as cells that share common points in the boundary
at infinity.
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Introduction
Le groupe de Cremona de rang 2 sur un corps k, note´ Bir(P2k), est le
groupe des transformations birationnelles du plan projectif. Dans l’e´tude
qui nous inte´resse, l’action du groupe modulaire PSL(2,Z) sur le demi-
plan de Poincare´ s’est ave´re´e un guide pre´cieux. Dans la suite de l’intro-
duction, nous de´crivons diverses analogies entre PSL(2,Z) et le groupe
de Cremona.
Ge´ne´rateurs. Soient
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
et U =
(
1 −1
1 0
)
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trois e´le´ments de PSL(2,Z). Les matrices S et U sont respectivement
d’ordre 2 et 3 alors que la matrice T est d’ordre infini. Le groupe mo-
dulaire est de pre´sentation finie. Il est par exemple engendre´ par les
matrices S et U et les relations sont engendre´es par les relateurs S2 = I2
et U3 = I2, ou encore par les matrices S et T avec les relations engendre´es
par S2 et (TS)3 :
PSL(2,Z) = 〈S,U | S2 et U3〉 ' 〈S, T | S2 et (TS)3〉.
Bien que le groupe de Cremona posse`de un syste`me de ge´ne´rateurs
connu, ce groupe n’est pas de type fini et ceci est valable sur n’im-
porte quel corps (voir [Can2, Proposition 3.6]). Lorsque le corps k
est alge´briquement clos, d’apre`s le the´ore`me de Noether–Castelnuovo,
le groupe de Cremona est engendre´ par le groupe des automorphismes
du plan projectif isomorphe a` PGL(3, k) et par l’involution quadratique
standard qui dans une carte affine s’e´crit : σ : (x, y) 799K ( 1x , 1y ). Un autre
syste`me de ge´ne´rateurs qui se trouve eˆtre plus pratique dans certaines
circonstances est PGL(3, k) ainsi que le sous-groupe de Jonquie`res. Un
e´le´ment du groupe de Jonquie`res est une application pre´servant le pin-
ceau de droites {y = constante}. A` noter que l’application σ appartient
au groupe de Jonquie`res.
Action sur un espace hyperbolique. Conside´rons le plan hyperbo-
lique H2. Un de ses mode`les est le demi-plan de Poincare´ qui est de´fini
comme le sous-espace du plan complexe constitue´ des nombres complexes
de partie imaginaire strictement positive :
H2 = {z ∈ C | Im(z) > 0}.
Il est muni de la me´trique de´finie de la fac¸on suivante. Soient z1, z2 ∈ H2,
d(z1, z2) = argcosh
(
1 +
(Im(z1)− Im(z2))2 + (Re(z1)− Re(z2))2
2 Im(z1) Im(z2)
)
.
Le groupe modulaire agit sur H2 par isome´tries : pour tout e´le´ment(
a b
c d
) ∈ PSL(2,Z) et pour tout point z ∈ H2,(
a b
c d
)
· z = az + b
cz + d
.
Les points a` l’infini ou appele´s e´galement points au bord sont les points
dont la partie imaginaire est nulle ainsi que le point note´ ∞ qui permet
de compactifier la droite re´elle {y = 0}. Pour cette action, les matrices S
et U sont des isome´tries elliptiques puisqu’elles fixent respectivement
les points i ∈ H2 et 12 (1 + i
√
3) ∈ H2. La matrice T est une isome´trie
parabolique car elle fixe un unique point au bord, le point∞. Une matrice
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est hyperbolique si elle fixe deux points a` l’infini comme par exemple la
matrice ( 1 22 5 ) qui fixe les deux points re´els −1−
√
2 et −1 +√2.
Un autre de ses mode`les est le mode`le de l’hyperbolo¨ıde. Il est de´fini
comme la nappe d’hyperbolo¨ıde
H2 := {(x, y, z) ∈ R3 | x2 − y2 − z2 = 1 et x > 0},
munie de la distance
d(u, v) = argcoshB(u, v), pour tous u, v ∈ H2,
ou` B(·, ·) est la forme biline´aire associe´e a` la forme quadratique pre´ce´-
dente.
Le groupe de Cremona agit e´galement par isome´tries sur un espace
hyperbolique qui est un analogue de dimension infinie au mode`le de
l’hyperbolo¨ıde de H2. L’espace de Picard–Manin associe´ a` P2 est la li-
mite inductive des groupes de Picard des surfaces obtenues en e´clatant
toute suite finie de points de P2, infiniment proches ou non. Il est muni
d’une forme d’intersection de signature (1,∞). En conside´rant une nappe
d’hyperbolo¨ıde, nous pouvons lui associer un espace hyperbolique de di-
mension infinie, note´ H∞. Les e´le´ments de PGL(3, k) sont tous ellip-
tiques, ceux du groupe de Jonquie`res sont elliptiques lorsque les degre´s
de leurs ite´re´es sont borne´s et paraboliques sinon. L’application de He´non
hn : (x, y) 7→ (y, yn − x) est un exemple d’e´le´ment hyperbolique.
Non-simplicite´ du groupe de Cremona. Le groupe PSL(2,Z) n’est
pas un groupe simple. En effet, pour tout entier N > 1, le sous-groupe
Γ(N) = {A ∈ PSL(2,Z) | A ≡ ± I2 (mod N)},
est un sous-groupe distingue´ de PSL(2,Z). En fait, il posse`de e´galement
de nombreux sous-groupes distingue´s d’indice infini puisque c’est un
groupe SQ-universel, c’est-a`-dire que tout groupe de´nombrable se plonge
dans un quotient de PSL(2,Z).
En 2013, en faisant agir le groupe de Cremona sur H∞, S. Cantat
et S. Lamy montrent que lorsque le corps est alge´briquement clos, le
groupe de Cremona n’est pas simple (voir [CL]). Ils construisent des
sous-groupes propres dont tous les e´le´ments sont de grands degre´s. Pour
montrer cela, ils e´laborent une variante de la the´orie de petite simpli-
fication. Re´cemment, nous avons e´tendu ce re´sultat a` un corps quel-
conque (voir [Lon1]), en utilisant un the´ore`me de petite simplification
duˆ a` F. Dahmani, V. Guirardel et D. Osin (voir [DGO]) e´tabli dans le
cadre ge´ne´ral de groupes agissant par isome´tries sur des espaces Gromov-
hyperboliques. Nous sommes dans ce cadre d’une part car l’espace H2 est
hyperbolique au sens de Gromov. En effet, chacun de ses triangles ve´rifie
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la proprie´te´ suivante : tout coˆte´ est contenu dans le ln(1 +
√
2)-voisinage
de la re´union de ses deux autres coˆte´s. D’autre part, un triangle de H∞
vivant dans une copie de H2, l’espace H∞ est lui aussi ln(1 +
√
2)-hy-
perbolique. En fait, comme conse´quence des re´sultats de F. Dahmani,
V. Guirardel et D. Osin, nous obtenons dans [Lon1] des proprie´te´s plus
pre´cises que la seule non-simplicite´, a` savoir que pour k un corps quel-
conque, le groupe Bir(P2k) contient des sous-groupes distingue´s libres, et
est SQ-universel.
Pavage de Vorono¨ı. L’espace H∞ est central dans l’e´tude du groupe
de Cremona, cependant un domaine fondamental pour l’action du groupe
de Cremona sur H∞ n’avait jusqu’alors pas e´te´ e´tudie´. Un domaine fon-
damental est un sous-espace ferme´ de H∞ tel que son orbite sous l’action
du groupe de Cremona recouvre H∞ et que les e´le´ments de l’orbite de
son inte´rieur soient deux a` deux disjoints. En fait, il va s’ave´rer plus
commode de travailler avec les cellules de Vorono¨ı. Le but de cet article
est de construire et e´tudier un pavage de Vorono¨ı associe´ a` cette action.
Lorsqu’un groupe agit isome´triquement et discre`tement sur un espace
me´trique ge´ode´sique et qu’il existe un point de l’espace dont le stabi-
lisateur est re´duit au neutre,  les cellules de Vorono¨ı  sont un outil
naturel pour construire un domaine fondamental pour cette action.
De´finition. Soit P un ensemble discret de points d’un espace me´trique
ge´ode´sique X. A` tout point p de P nous associons un ensemble de X,
note´ V(p) et appele´ cellule de Vorono¨ı associe´e au point p, constitue´ des
points de X qui sont plus proches de p que des autres points de P :
V(p) = {x ∈ X | pour tout q ∈ P, d(x, p) ≤ d(x, q)}.
Les points p sont les  centres  des cellules de Vorono¨ı.
En effet, en conside´rant l’orbite d’un point dont le stabilisateur est
re´duit au neutre, nous obtenons un ensemble discret de points de notre
espace me´trique. La cellule de Vorono¨ı associe´e a` un point de cette orbite
est un domaine fondamental.
Revenons a` l’action du groupe modulaire sur le demi-plan de Poin-
care´ H2. Il est bien connu que l’ensemble des points qui se situent au-
dessus de la ge´ode´sique dont les points a` l’infini sont −1 et 1, et qui
ont une partie re´elle supe´rieure ou e´gale a` − 12 et infe´rieure ou e´gale a` 12
est un domaine fondamental. Conside´rons l’orbite du point 2i sous l’ac-
tion de PSL(2,Z). Les cellules de Vorono¨ı correspondant a` cet ensemble
de points co¨ıncident avec l’orbite du domaine fondamental donne´ plus
haut. Cependant, si nous conside´rons l’orbite du point i sous l’action
de PSL(2,Z), la cellule de Vorono¨ı correspondant au point i n’est plus
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le domaine fondamental de l’action du groupe modulaire sur H2, mais
l’orbite de ce dernier par le stabilisateur de i qui est isomorphe a` Z/2Z.
L’objet de la section 2, est de construire un pavage de Vorono¨ı associe´
a` l’action du groupe de Cremona sur H∞. Notons ` ∈ H∞ la classe
d’une droite de P2. Nous conside´rons les cellules de Vorono¨ı associe´es a`
l’orbite de ` par l’action du groupe de Cremona. Le stabilisateur de `
e´tant PGL(3, k), nous identifions deux applications qui diffe`rent par un
automorphisme :
f ∼ g ⇔ il existe a ∈ PGL(3, k), f = g ◦ a.
La cellule de Vorono¨ı associe´e a` ` correspond a` l’orbite d’un domaine fon-
damental sous l’action de PGL(3, k). Remarquons que deux applications
appartenant a` la meˆme classe d’e´quivalence donnent la meˆme cellule de
Vorono¨ı. Soit f appartenant a` Bir(P2), nous notons V(f) la cellule as-
socie´e a` f et l’application f est appele´e  germe . Dans cette section
nous nous restreignons a` un sous-espace convexe de H∞ qui est essen-
tiellement l’enveloppe convexe de l’orbite de ` sous l’action de Bir(P2).
Nous prenons en fait un convexe E un peu plus gros pour des raisons
techniques (voir la de´finition de E a` la sous-section 2.1). Nous montrons
que les cellules de Vorono¨ı recouvrent l’espace E (corollaire 2.11).
Nous e´tudions ensuite, lors de la section 3, les classes appartenant a` la
cellule de Vorono¨ı associe´e a` l’application identite´. Le the´ore`me principal
de cette partie dit qu’il suffit que les classes soient plus proches de ` que
de l’orbite de ` sous l’action des applications de Jonquie`res (et non pas
de toutes les applications du groupe de Cremona).
The´ore`me A. Une classe c appartient a` la cellule V(id) si et seulement
si pour toute application de Jonquie`res j,
d(j#(c), `) ≥ d(c, `).
En fait, le the´ore`me 3.8 est plus pre´cis que cela. Il suffit de ve´rifier
l’ine´galite´ pour certaines applications de Jonquie`res.
Dans la section 4, nous de´terminons les cellules non disjointes de la
cellule V(id) (corollaire 4.7) que nous appelons  cellules adjacentes .
Les germes de telles cellules sont de deux types. Ceux qui sont de ca-
racte´ristique Jonquie`res, c’est-a`-dire les applications du groupe de Cre-
mona telles qu’il existe deux points p et q dans P2 et qui envoient le
pinceau de droites passant par le point p sur le pinceau de droites pas-
sant par le point q. L’autre type de germes des cellules adjacentes a` la
cellule V(id) sont les applications du groupe de Cremona qui posse`dent
au plus huit points-base en position presque ge´ne´rale. Un ensemble de
points {p0, p1, . . . , pr} est dit en position presque ge´ne´rale si d’une part
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pour chaque 0 ≤ i ≤ r le point pi vit soit dans P2 soit dans une surface
qui est obtenue en e´clatant seulement un sous-ensemble de points de
{p0, . . . , pr} et si d’autre part aucune des trois conditions suivantes n’est
satisfaite : quatre des points de cet ensemble sont aligne´s, sept des points
de cet ensemble sont sur une conique, deux des points de cet ensemble
sont adhe´rents a` un troisie`me point de cet ensemble.
The´ore`me B. L’ensemble des germes des cellules adjacentes a` la cel-
lule V(id) est constitue´ de toutes :
• les applications de caracte´ristique Jonquie`res,
• les applications qui posse`dent au plus 8 points-base en position
presque ge´ne´rale.
Nous de´terminons e´galement les classes qui se trouvent a` l’intersection
entre la cellule de Vorono¨ı associe´e a` ` et une ou plusieurs de ses cellules
adjacentes (the´ore`me 4.1).
Enfin dans la section 5 nous e´tudions les cellules qui posse`dent une
classe en commun a` l’infini avec la cellule associe´e a` l’identite´. Revenons
un instant a` l’action du groupe modulaire sur le demi-plan de Poincare´
et conside´rons le pavage de Vorono¨ı associe´ a` l’orbite du point 2i. Les
cellules quasi-adjacentes a` la cellule associe´e a` 2i sont toutes les cellules
obtenues comme image par le sous-groupe engendre´ par z → z + 1 de la
cellule associe´e a` 2i.
Le the´ore`me principal de cette section est
The´ore`me C. L’ensemble des germes des cellules quasi-adjacentes a` la
cellule V(id) est constitue´ de toutes :
• les applications de caracte´ristique Jonquie`res,
• les applications qui posse`dent au plus 9 points-base en position
presque ge´ne´rale.
De meˆme que dans le cas pre´ce´dent, nous e´tudions les classes a` l’infini
qui se trouvent dans l’intersection des bords a` l’infini de la cellule associe´e
a` ` et d’une ou de plusieurs de ses cellules quasi-adjacentes.
Une motivation pour cette e´tude e´tait la question de l’hyperbolicite´
de certains graphes associe´s au groupe de Cremona, en particulier un
graphe duˆ a` Wright. Par rapport a` l’analogie avec le groupe modulaire,
ce graphe joue le roˆle de l’arbre de Bass–Serre associe´ a` la structure de
produit amalgame´ de PSL(2,Z). Dans [Lon3] (voir e´galement [Lon2]),
nous faisons le lien entre le graphe de Wright et le graphe dual du pavage
de Vorono¨ı, et nous e´tudions son hyperbolicite´ au sens de Gromov.
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1. Pre´liminaires
Dans cet article le corps de base, note´ k, est alge´briquement clos. Les
surfaces conside´re´es sont projectives et lisses.
Le groupe de Cremona Bir(P2k) est le groupe des applications bira-
tionnelles de P2 = P2k vers lui-meˆme. Un e´le´ment du groupe de Cremona
s’e´crit :
f : P2 99K P2
[x : y : z] 799K [f0(x, y, z) : f1(x, y, z) : f2(x, y, z)],
ou` f0, f1, f2 ∈ k[x, y, z] sont des polynoˆmes homoge`nes, de meˆme degre´ et
sans facteur commun. Nous appelons degre´ de f le degre´ des polynoˆmes
homoge`nes :
deg(f) := deg(fi) pour i ∈ {0, 1, 2}.
Par exemple, l’application quadratique standard
σ : [x : y : z] 99K [yz : xz : xy]
est un e´le´ment du groupe de Cremona. C’est une application de Jon-
quie`res puisqu’elle pre´serve le pinceau de droites passant par un point.
En fait elle pre´serve trois pinceaux de droites, ceux passant par les
points [0 : 0 : 1], [0 : 1 : 0] et [1 : 0 : 0]. Remarquons que l’inverse
d’une application de Jonquie`res est encore une application de Jonquie`res.
Soit S une surface. Une surface S′ domine S s’il existe un morphisme
birationnel allant de S′ vers S. Conside´rons S1 et S2 deux surfaces do-
minant S et pi1 et pi2 leur morphisme respectif vers S. Nous disons que
deux points p1 ∈ S1 et p2 ∈ S2 sont e´quivalents si pi−11 ◦pi2 est un isomor-
phisme local sur un voisinage de p2 et envoie p2 sur p1. L’espace des bulles
( Bubble space  en anglais), note´ B(S), est l’union de tous les points
de toutes les surfaces dominant S modulo cette relation d’e´quivalence.
Soient S une surface et p ∈ S. Tous les points appartenant au diviseur
exceptionnel Ep obtenu en e´clatant le point p sont dits infiniment proches
d’ordre un de p. Un point est infiniment proche d’ordre r ≥ 2 de p si
c’est un point infiniment proche d’ordre un d’un point infiniment proche
d’ordre r − 1 de p.
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Le the´ore`me suivant est duˆ a` O. Zariski et permet de de´composer toute
application birationnelle comme compose´e d’e´clatements et d’inverses
d’e´clatements.
The´ore`me 1.1. Soient S1 et S2 deux surfaces, et f : S1 99K S2 une
application birationnelle. Alors il existe une troisie`me surface S3 et deux
compose´es d’e´clatements pi : S3 → S1 et σ : S3 → S2 telles que le dia-
gramme suivant commute :
S3
S1 S2
pi σ
f
Les points e´clate´s lors de la re´solution minimale de f sont appele´s
points-base de f et vivent dans l’espace des bulles. Ils correspondent aux
points-base du syste`me line´aire associe´ a` f . Cet ensemble de points est
note´ Bs(f). A` tout point-base de f est associe´ un entier appele´ mul-
tiplicite´ et qui correspond a` la multiplicite´ du syste`me line´aire en ce
point, c’est-a`-dire a` la plus petite multiplicite´ en ce point des polynoˆmes
de´finissant f .
Le groupe de Cremona agit sur un hyperbolo¨ıde dans l’espace de
Picard–Manin, note´ H∞. Dans ces pre´liminaires, nous rappelons la de´-
finition de H∞ ainsi que l’action du groupe de Cremona sur H∞. Nous
e´nonc¸ons aussi des de´finitions et des proprie´te´s sur les points-base des
applications du groupe de Cremona qui nous seront utiles par la suite.
1.1. Hyperbolo¨ıde dans l’espace de Picard–Manin. Nous rappe-
lons ici la construction de l’espace de Picard–Manin. Nous de´finissons
ensuite l’action du groupe Bir(P2) sur cet espace. Enfin, nous nous
inte´ressons a` un sous-espace de l’espace de Picard–Manin qui est un
espace hyperbolique de dimension infinie. Plus de pre´cisions se trouvent
dans [BC, Section 4], [CL, Part II.4], [Can1, Section 3] et [Lon2, Sec-
tion 1.2.3].
1.1.1. Espace de Picard–Manin. Soit S une surface. Nous conside´-
rons le groupe de Ne´ron–Severi associe´ a` S et tensorise´ par R. Nous le
notons encore N1(S). C’est donc le groupe des diviseurs a` coefficients
re´els sur S a` e´quivalence nume´rique pre`s. Il est muni d’une forme bi-
line´aire syme´trique, la forme d’intersection. Pour tout diviseur D sur S
nous notons {D}S sa classe de Ne´ron–Severi ou {D} s’il n’y a pas d’am-
bigu¨ıte´ sur la surface. Si pi : S′ → S est un morphisme birationnel entre
deux surfaces, alors le tire´ en arrie`re
pi∗ : N1(S) ↪→ N1(S′)
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qui a` la classe d’un diviseur associe la classe de sa transforme´e totale,
est un morphisme injectif qui pre´serve la forme d’intersection. De plus,
N1(S′) est isomorphe a`
pi∗(N1(S))⊕
( ⊕
p∈Bs(pi−1)
R{E∗p}
)
,
ou` Bs(pi−1) est l’ensemble des points-base de pi−1 (infiniment proches
ou pas) et E∗p est la transforme´e totale, vue dans S
′, du diviseur excep-
tionnel Ep obtenu en e´clatant le point p. Cette somme est orthogonale
relativement a` la forme d’intersection.
Conside´rons la limite inductive des groupes de Ne´ron–Severi des sur-
faces S′ dominant S :
ZC(S) = lim−→
S′→S
N1(S′),
ou` l’indice C fait re´fe´rence aux b-diviseurs de Cartier (pour plus de
pre´cisions voir [Fav]). Remarquons que pour toute surface S′ domi-
nant S, le groupe N1(S′) est plonge´ dans ZC(S). En fait, si nous conside´-
rons un diviseur D sur S, a` chaque surface S′ dominant S, nous pouvons
lui faire correspondre une classe de Ne´ron–Severi {D}S′ dansN1(S′). Ces
e´le´ments sont tous identifie´s dans ZC(S) et correspondent a` une classe d
de ZC(S) note´e en lettre minuscule.
Exemple 1.2. Conside´rons un point q appartenant au diviseur excep-
tionnel Ep, issu de l’e´clatement d’une surface S au point p. Notons Sp la
surface obtenue en e´clatant le point p et Sp,q celle en e´clatant successi-
vement les points p et q. La classe ep correspond a` {Ep}Sp dans N1(Sp)
et a` {E˜p +Eq}Sp,q dans N1(Sp,q) ou` E˜p est la transforme´e stricte de Ep
dans Sp,q.
De´finissons la forme d’intersection sur ZC(S). Pour cela, conside´rons
c et d deux e´le´ments de ZC(S). Il existe une surface S1 dominant S telles
que les classes c et d correspondent respectivement a` {C}S1 et {D}S1
dans N1(S1). La forme d’intersection est donne´e par : c · d = {C}S1 ·
{D}S1 . Elle ne de´pend pas du choix de la surface S1.
Par la suite, nous nous inte´ressons a` l’espace de Hilbert de´fini par
Z(S)=
{D0}S + ∑
p∈B(S)
λpep | λp∈R,
∑
p∈B(S)
λ2p<∞ et {D0}S∈N1(S)
,
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que nous appelons l’espace de Picard–Manin (voir [CL] et [Can1] ou
encore [BFJ]). C’est le comple´te´ L2 de ZC(S). Ses e´le´ments sont ap-
pele´s  classes de Picard–Manin  ou plus simplement  classes . Les
classes ep (nous gardons les notations introduites dans l’exemple 1.2)
ou` p est un point de S ou d’une surface dominant S, sont d’auto-
intersection −1, orthogonales deux a` deux et orthogonales a` N1(S). La
forme d’intersection est donc de signature (1,∞) et pre´serve la de´com-
position orthogonale :
Z(S) = N1(S)⊕
( ⊕
p∈B(S)
Rep
)
.
Tout morphisme birationnel pi : S′ → S induit un isomorphisme pi#
de Z(S′) vers Z(S) qui consiste a` conside´rer comme exceptionnelles au-
dessus de S les classes eq qui e´taient dans l’espace de Ne´ron–Severi de S
′ :
pi−1# :Z(S)=N1(S)⊕
( ⊕
p∈B(S)
Rep
)
→ Z(S′)=N1(S′)⊕
( ⊕
r∈B(S)
r/∈Bs(pi−1)
Rer
)
{D0}S+
∑
p∈B(S)
λpep 7→
(
{D˜0}S′+
∑
q∈Bs(pi−1)
(mq(D0)+λq)eq
)
+
∑
r∈B(S)
r/∈Bs(pi−1)
λrer,
ou` D˜0 est la transforme´e stricte dans S
′ de D0 et mq(D0) la multiplicite´
de D0 au point q.
Dans le cas ou` la surface conside´re´e est P2, nous notons simplement
Z l’espace de Picard–Manin associe´ :
Z =
n`+ ∑
p∈B(P2)
λpep | n, λp ∈ R,
∑
p∈B(P2)
λ2p <∞
 ,
ou` ` est la classe de la droite dans P2.
1.1.2. Forme canonique. Notons ZL1 l’ensemble des classes de Pi-
card–Manin qui sont L1 :
ZL1 =
c = n`+ ∑
p∈B(P2)
λpep ∈ Z |
∑
p∈B(P2)
|λp| <∞
 .
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Nous de´finissons la forme canonique kP2 sur ZL1 , comme la forme line´aire
de´finie par :
pour tout c ∈ ZL1 , kP2(c) = kP2 ·c = −3n−
∑
p∈B(P2)
λp,
ou` kP2 = −3`+
∑
p∈B(P2) ep. Plus ge´ne´ralement, en notant KS le diviseur
canonique d’une surface S dominant P2, la forme canonique s’e´crit
kS = KS +
∑
p∈B(S)
ep.
1.1.3. Action du groupe de Cremona sur l’espace de Picard–
Manin. Conside´rons une re´solution de f ∈ Bir(P2) :
S
P2 P2
pi σ
f
Le groupe Bir(P2) agit sur Z(P2) via l’application (f, c) 7→ f#(c) ou` f#
est de´finie par
f# = σ# ◦ (pi#)−1.
Remarquons que (f#)
−1 = (f−1)# et que l’action de f pre´serve la forme
d’intersection :
pour tous c1, c2 ∈ Z, f#(c1) · f#(c2) = c1 · c2.
Remarque 1.3. La forme canonique est constante sur l’orbite d’une classe
par le groupe de Cremona, c’est-a`-dire pour toute classe c ∈ ZL1 et pour
tout f ∈ Bir(P2), nous avons :
kP2 ·c = kP2 ·f#(c).
Soit d le degre´ de f et notons p0, p1, . . . , pr−1 ses points-base de mul-
tiplicite´ respective {mi}0≤i≤r−1 et q0, q1, . . . , qr−1 ceux de f−1 de mul-
tiplicite´ {m′i}0≤i≤r−1. L’action de f sur ` et sur les classes {epj}0≤j≤r−1
est donne´e par :
f#(`) = d`−
r−1∑
i=0
m′ieqi ,(1.4)
f#(epj ) = mj`−
r−1∑
i=0
ai,jeqi .(1.5)
Remarquons que les coefficients ai,j correspondent au nombre d’inter-
section des transforme´es totales des diviseurs exceptionnels obtenus en
e´clatant respectivement les points pj et qi, dans la re´solution de f .
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Par exemple, soit j une application de Jonquie`res de degre´ d > 1.
Notons p0 et q0 les points-base maximaux respectifs de j et j
−1 et
p1, . . . , p2d−2 et q1, . . . , q2d−2 les petits points-base respectifs de j et j−1,
nous avons :
(1.6)

j#(`) = d`− (d− 1)eq0 −
2d−2∑
i=1
eqi ,
j#(ep0) = (d− 1)`− (d− 2)eq0 −
2d−2∑
i=1
eqi ,
j#(epi) = `− eq0 − eqi pour 1 ≤ i ≤ 2d− 2.
Remarque 1.7. D’apre`s [Alb, Proposition 2.2.21], les coefficients ai,j sont
positifs pour tous 0 ≤ i, j ≤ r − 1.
Remarque 1.8. L’action de f sur ` correspond au syste`me line´aire associe´
a` la transforme´e par f−1 d’une droite ne passant pas par les points-base
de f . Si tous les points-base de f sont dans P2 alors pour chaque point pj
il existe une courbe contracte´e par f−1 sur le point pj de degre´ mj et
passant avec multiplicite´s ai,j aux points qj .
Ces informations sur f se lisent dans sa matrice caracte´ristique :
d m0 m1 . . . mr−1
−m′0 −a0,0 −a0,1 . . . −a0,r−1
−m′1 −a1,0 −a1,1 . . . −a1,r−1
...
...
...
. . .
...
−m′r1 −ar−1,0 −ar−1,1 . . . −ar−1,r−1
 .
Celles pour f−1 se lisent en ligne en changeant le signe des mi et
des m′i :
f−1# (`) = d`−
r−1∑
j=0
mjepj ,
f−1# (eqi) = m
′
i`−
r−1∑
j=0
ai,jepj .
Pour plus de de´tails sur la matrice caracte´ristique, nous renvoyons
a` [Alb, Section 2.4]. La premie`re ligne de la matrice caracte´ristique de f
s’appelle la caracte´ristique de f . Elle est note´e (d;m0, . . . ,mr−1).
Il ne nous reste plus qu’a` regarder l’action de f sur les classes ep ou`
p ∈ B(P2) n’est pas un point-base de f .
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Remarque 1.9. Si f est un isomorphisme d’un voisinage U de p ∈ P2 sur
un voisinage V de f(p) ∈ P2 alors
f#(ep) = ef(p).
Sinon, quitte a` e´clater des points-base de f et des points-base de f−1, il
existe un point q sur une surface dominant P2 tel que l’application induite
par f envoie p sur q et est un isomorphisme local entre des voisinages
de p et de q et donc
f#(ep) = eq.
Conside´rons une classe c de l’espace de Picard–Manin Z :
c = n`−
r−1∑
i=0
λiepi −
∑
p∈B(P2)
p/∈supp(f)
λpep.
L’action de f sur une classe c de l’espace de Picard–Manin s’obtient par
line´arite´ :
f#(c) = n
(
d`−
r−1∑
i=0
m′ieqi
)
−
r−1∑
j=0
λj
(
mj`−
r−1∑
i=0
ai,jeqi
)
−
∑
p∈B(P2)
p/∈supp(f)
λpf#(ep)
=
nd− r−1∑
j=0
λjmj
 `− r−1∑
i=0
nm′i − r−1∑
j=0
λjai,j
 eqi
−
∑
p∈B(P2)
p/∈supp(f)
λpf#(ep).
(1.10)
1.1.4. Espace hyperbolique de dimension infinie dans l’espace
de Picard–Manin. A` pre´sent, conside´rons l’espace
H∞(S) = {c ∈ Z(S) | c · c = 1 et c · d0 > 0},
ou` d0 ∈ N1(S) est une classe ample. Muni de la distance de´finie par
d(c, c′) = argcosh(c · c′) pour tous c, c′ ∈ H∞(S), c’est un espace hyper-
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bolique de dimension infinie. Nous nous inte´ressons plus particulie`rement
a` H∞(P2) que nous notons H∞. Tout e´le´ment de H∞ est de la forme
n`+
∑
p∈B(P2)
λpep ou` n > 0 et n
2 −
∑
p∈B(P2)
λ2p = 1.
Comme le groupe de Cremona agit sur l’espace de Picard–Manin et que
l’action pre´serve la forme d’intersection, pour montrer que le groupe de
Cremona agit sur H∞, il suffit de montrer que f#(c) · ` > 0. Comme
f−1# (`) ∈ H∞ et que le nombre d’intersection entre deux classes est
supe´rieur ou e´gal a` 1, nous avons comme attendu :
f#(c) · ` = c · f−1# (`) ≥ 1.
1.2. Proprie´te´s des applications du groupe de Cremona. Dans
cette sous-section, nous nous inte´ressons aux proprie´te´s que ve´rifient
les points-base et les multiplicite´s des applications du groupe de Cre-
mona. Pour cela, nous introduisons dans un premier temps un vocabu-
laire ge´ne´ral utile pour les points-base d’une application, mais pas seule-
ment. Enfin, nous nous concentrons sur les applications de Jonquie`res.
1.2.1. Vocabulaire. Soient pi : S′ → S une compose´e d’e´clatements,
avec p l’un des points e´clate´s dans cette suite, et Ep la transforme´e
stricte sur S′ du diviseur exceptionnel obtenu en e´clatant le point p. Tout
point q de S′ et appartenant a` Ep est dit adhe´rent a` p. Nous notons cette
relation q → p. Plus ge´ne´ralement, tout point q de S′ et appartenant a`
la transforme´e totale pi∗(Ep) de Ep, est dit voisin de p. Conside´rons un
ensemble P de points de B(P2). Nous disons qu’il est pre´-consistant si
tous ses points vivent sur une surface obtenue en e´clatant uniquement des
points de l’ensemble P a` partir de P2 (voir l’exemple 1.12 ci-dessous pour
un exemple d’ensemble qui n’est pas pre´-consistant). Tout point de P
qui est adhe´rent a` un seul point de P est dit libre contrairement a` un
point adhe´rent a` deux points distincts de P qui est appele´ satellite. Ces
deux dernie`res de´finitions sont relatives a` la donne´e d’un ensemble pre´-
consistant de points. Remarquons qu’un point peut eˆtre adhe´rent a` au
plus deux points. Un point adhe´rent et libre est habituellement appele´
voisin du premier ordre, mais nous n’utilisons pas cette terminologie.
Nous disons qu’une suite pre´-consistante de points forme une tour si
chaque point de la suite est adhe´rent au point pre´ce´dent.
Exemple 1.11. Soit p0 un point de P2. E´clatons-le. Notons p1 un point
sur le diviseur exceptionnel Ep0 obtenu en e´clatant le point p0. E´clatons
le point p1. Conside´rons deux points distincts p2 et p3 sur le diviseur ex-
ceptionnel Ep1 tel que p2 appartienne e´galement a` la transforme´e stricte
de Ep0 .
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Ep1
pi−1p1 (Ep0 \ {p1})
•p2 •p3
Ep0
•p1
pip1pip0
•p0
Figure 1
L’ensemble des points {p0, p1, p2, p3} est pre´-consistant. Les points p1,
p2 et p3 sont voisins de p0. Le point p1 est un point libre adhe´rent a` p0
alors que le point p2 est satellite et adhe´rent aux points p0 et p1. Le
point p3 est libre non adhe´rent a` p0 et il est adhe´rent a` p1.
Pour plus de facilite´, nous repre´sentons ce genre de situation par un
graphe ou` les sommets sont les points. Et il y a une fle`che oriente´e entre
deux sommets si celui du dessus est adhe´rent a` celui du dessous. Ainsi
la situation pre´ce´dente se re´e´crit :
p0
p1
p2 p3
Figure 2
Trois points ou plus sont dits aligne´s s’ils appartiennent a` une droite
de P2 ou a` la transforme´e stricte d’une droite de P2.
Une suite ponde´re´e est la donne´e de points de B(P2) ou` chacun est
muni d’une multiplicite´ re´elle positive. Soit p un point d’une suite pon-
de´re´e P . La diffe´rence entre la multiplicite´ mp, associe´e au point p, et la
somme des multiplicite´s des points de P adhe´rents a` p est appele´e l’exce`s
du point p :
mp −
∑
q∈P
q→p
mq.
Une suite ponde´re´e est dite consistante si l’exce`s en tout point de cet en-
semble est positif. Remarquons qu’une suite de points est pre´-consistante
s’il est possible de ponde´rer tous les points de cet ensemble de fac¸on stric-
tement positive de sorte que si nous associons a` tout autre point de B(P2)
une multiplicite´ nulle alors l’exce`s en tous les points de B(P2) est positif
ou nul.
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Exemple 1.12. Si nous reprenons l’exemple pre´ce´dent 1.11, l’ensemble
des points {p0, p1, p2, p3} est pre´-consistant car ils peuvent eˆtre respec-
tivement ponde´re´s par 3, 2, 1, 1 et alors tous les points de B(P2) ont
un exce`s positif ou nul. Par contre les points p0, p2, p3 ne forment pas
un ensemble de points pre´-consistant. En effet, quelque soit le choix de
multiplicite´ associe´ aux points p2 et p3 l’exce`s au point p1 est toujours
strictement ne´gatif. Ge´ome´triquement, cela correspond au fait que toute
surface dominant P2 et contenant les points p2 et p3 a e´te´ obtenue par
une suite d’e´clatements dont l’un est l’e´clatement du point p1, qui n’ap-
partient pas a` l’ensemble p0, p2, p3.
1.2.2. Proprie´te´ des points-base et de leur multiplicite´. Cette
partie regroupe plusieurs re´sultats de base qui seront utilise´s par la suite.
Une application du groupe de Cremona est dite de caracte´ristique Jon-
quie`res si sa caracte´ristique est la meˆme que celle d’une application de
Jonquie`res a` savoir : (d; d − 1, 12d−2) ou` d est le degre´ de l’application.
En fait ce sont des applications qui envoient un pinceau de droites sur un
autre pinceau de droites. Les relations suivantes sont obtenues a` partir
de simples calculs d’intersection. La plupart d’entre elles sont connues
et peuvent par exemple se trouver dans [Alb].
Lemme 1.13. Soit f ∈ Bir(P2). Notons (d;m0, . . . ,mr−1) la caracte´-
ristique de f , (d;m′0, . . . ,m
′
r−1) celle de f
−1 et (ai,j)0≤i,j≤r−1 les coeffi-
cients de la sous-matrice de la matrice caracte´ristique ne contenant pas
la premie`re ligne et la premie`re colonne. Nous avons les relations :
1)
r−1∑
i=0
mi = 3d− 3.
2)
r−1∑
i=0
m2i = d
2 − 1.
3) Pour tout 0 ≤ i ≤ r − 1, mi ≤ d− 1.
4) Si m0 = d − 1 alors f est une application de caracte´ristique Jon-
quie`res.
5)
r−1∑
i=0
ai,j = 3mj − 1.
6)
r−1∑
i=0
a2i,j = m
2
j + 1.
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7)
r−1∑
i=0
ai,jai,k = mjmk.
8)
r−1∑
i=0
m′iai,j = dmj.
Remarque. Les e´quations 1) et 2) sont souvent appele´es  e´quations
de Noether . Une fac¸on d’e´noncer la seconde e´galite´ est de dire que le
syste`me line´aire associe´ a` f est homalo¨ıdal, c’est-a`-dire que deux courbes
de ce syste`me ont un unique point d’intersection hors des points-base.
De´monstration: Les e´galite´s 1) et 5) s’obtiennent respectivement en in-
tersectant la forme canonique contre f−1# (`) et ` puis contre f#(epj )
et epj et en utilisant la remarque 1.3. Auto-intersecter f
−1
# (`) et f#(epj ),
puis intersecter f#(epj ) contre f#(epk) et f#(epj ) contre f#(`) nous
donne respectivement 2), 6), 7) et 8). Le point 3) de´coule du fait que
la pre´-image par f d’une droite ge´ne´rale est irre´ductible. E´tudions le
point 4). Si m0 = d − 1 alors en utilisant les e´galite´s 1) et 2) nous
obtenons que
r−1∑
i=1
mi(mi − 1) = 0,
par conse´quent, les multiplicite´s mi pour 1 ≤ i ≤ r−1 sont toutes e´gales
a` 1. En utilisant a` nouveau le point 1), nous obtenons que r = 2d− 1 ce
qui permet de conclure que f est de caracte´ristique Jonquie`res.
La preuve du lemme suivant est une application directe des relations
de Noether vues dans le lemme 1.13.
Lemme 1.14. Soit f ∈ Bir(P2) de degre´ d et admettant r points-base.
1) Si d ≥ 4 alors r ≥ 6.
2) Si r ≤ 8 alors d ≤ 17.
De´monstration: Soient {mi}0≤i≤r−1 les multiplicite´s des points-base
de f . L’ine´galite´ de Cauchy–Schwarz donne :(
r−1∑
i=0
mi
)2
≤ r
r−1∑
i=0
m2i .
Ainsi, d’apre`s les e´quations de Noether 1) et 2) du lemme 1.13, nous
obtenons :
9(d− 1)2 ≤ r(d2 − 1),
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qui implique en simplifiant par le facteur d− 1
9(d− 1) ≤ r(d+ 1).
Comme la suite ud =
9(d−1)
d+1 est croissante, si d ≥ 4 alors
5 < u4 ≤ ud ≤ r
et f a donc au moins six points-base.
Si r ≤ 8 alors 9(d − 1) ≤ 8d + 8 qui nous donne d ≤ 17 comme
attendu.
Une application f ∈ Bir(P2) est dite syme´trique si elle est de degre´
strictement supe´rieur a` 1 et si toutes ses multiplicite´s sont e´gales.
Lemme 1.15 ([Alb, Lemma 2.5.5]). La caracte´ristique d’une applica-
tion syme´trique f ∈ Bir(P2) est force´ment de l’une des formes suivantes :
(2; 13), (5; 26), (8; 37) ou (17; 68). En particulier, la multiplicite´ m des
points-base de f est lie´e au degre´ d par la relation
m =
d+ 1
3
.
Remarque 1.16. Soit f ∈ Bir(P2) de degre´ d. La somme des trois plus
grandes multiplicite´s de ses points-base est supe´rieure ou e´gale a` d + 1.
En fait, il y a e´galite´ si et seulement si f est une application syme´trique
ou de caracte´ristique Jonquie`res. Cela s’obtient en utilisant uniquement
les e´galite´s 1) et 2) du lemme 1.13.
Proposition 1.17 (Positivite´ des exce`s). Soit f ∈ Bir(P2) les exce`s des
points-base de f sont tous positifs :
pour tout p ∈ Bs(f), mp ≥
∑
q∈Bs(f)
q→p
mq.
De´monstration: Nous avons vu que la multiplicite´ mp d’un point-base p
de f correspond a` la multiplicite´ au point p des courbes du syste`me
line´aire associe´ a` f . Conside´rons une courbe C ge´ne´rale de ce syste`me
line´aire. D’apre`s [Sha, p 252], la multiplicite´ de C au point p, no-
te´e mp(C) est supe´rieure ou e´gale a` la somme des multiplicite´s de cette
courbe aux points adhe´rents a` p. Par conse´quent, nous avons l’e´galite´
attendue :
mp = mp(C) ≥
∑
q∈B(P2)
q→p
mq(C) ≥
∑
q∈Bs(f)
q→p
mq.
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Proposition 1.18 (Be´zout). Soit f ∈ Bir(P2) de degre´ d dont les points-
base sont les points {pi}0≤i≤r−1 de multiplicite´ respective {mi}0≤i≤r−1.
Pour toute courbe C ′ de degre´ d′ passant par les points pi avec multipli-
cite´ µi nous avons :
dd′ −
r−1∑
i=0
miµi ≥ 0.
Remarque 1.19. Une application de caracte´ristique Jonquie`res de degre´ d
et de point-base de multiplicite´ maximale p0, ne posse`de pas deux points-
base adhe´rents a` un meˆme troisie`me point-base diffe´rent de p0 sinon cela
contredirait la positivite´ des exce`s (proposition 1.17) en ce point puisque
sa caracte´ristique est (d; d − 1, 12d−2). De plus, par le meˆme argument,
il y a au plus d− 1 points adhe´rents au point de multiplicite´ maximale.
Par la proposition 1.18, deux points de multiplicite´ 1 ne peuvent pas eˆtre
aligne´s avec le point de multiplicite´ maximale.
Un ensemble de points de B(P2) est dit en position presque ge´ne´rale
s’il est pre´-consistant et qu’aucune des situations suivantes n’est satis-
faite :
• quatre des points de cet ensemble sont aligne´s,
• sept des points de cet ensemble sont sur une conique,
• deux des points de cet ensemble sont adhe´rents a` un troisie`me
point.
C’est en fait une terminologie utilise´e par Dolgachev [Dol, p 397]. Ce-
pendant, comme il s’inte´resse aux surfaces del Pezzo, il impose en plus
le fait qu’il y ait au plus 8 points. Une surface S est faiblement del
Pezzo si son diviseur canonique est nume´riquement effectif et big, c’est
a` dire que pour toute courbe C de S le nombre d’intersection entre la
courbe C et le diviseur canonique est positif ou nul, et que ce dernier est
d’auto-intersection strictement positive :
C ·KS ≥ 0 et K2S > 0.
Proposition 1.20 ([Dol, Corollary 8.1.17]). Une surface rationnelle
est faiblement del Pezzo si et seulement si elle a e´te´ obtenue en e´clatant
k ≤ 8 points de P2 en position presque ge´ne´rale.
Lemme 1.21. Soit f ∈ Bir(P2) une application ayant au plus 8 points-
base. Les points-base de f sont en position presque ge´ne´rale si et seule-
ment si les points-base de f−1 le sont.
De´monstration: D’apre`s la proposition 1.20, une surface est faiblement
del Pezzo si et seulement si la suite de points e´clate´s satisfait les condi-
tions du lemme. La surface obtenue en e´clatant les points-base de f et
de f−1 e´tant la meˆme nous obtenons le re´sultat.
540 A. Lonjou
1.2.3. Ge´ne´rateurs du groupe de Cremona. Soient f ∈ Bir(P2)
et p0 un de ses points de multiplicite´ maximale m0. En suivant la termi-
nologie de [Alb], nous appelons complexite´ de f le nombre
cf =
d−m0
2
.
Un point-base p de f diffe´rent de p0 est dit majeur si sa multiplicite´ mp
est strictement supe´rieure a` la complexite´ de f :
mp >
d−m0
2
.
Remarquons que si f posse`de plusieurs points de multiplicite´ maxi-
male, si nous changeons le choix du point maximal, la complexite´ de f
reste identique ainsi que le nombre de points-base majeurs. Nous notons
Maj(f) cet ensemble et h son cardinal.
L’involution standard de Cremona, qui s’e´crit dans une carte locale :
σ : (x, y) 99K
(
1
x
,
1
y
)
est un exemple d’application qui appartient au groupe de Jonquie`res.
Elle a une importance particulie`re dans le groupe de Cremona, puisque
comme le corps de base est alge´briquement clos elle engendre avec le
groupe des automorphismes de P2 tout le groupe. Le the´ore`me qui suit
n’est plus valable si le corps de base n’est pas alge´briquement clos.
The´ore`me 1.22 (M. Noether et G. Castelnuovo [Cas]). Le groupe de
Cremona Bir(P2) est engendre´ par σ et PGL(3, k).
M. Noether fut le premier a e´noncer ce the´ore`me a` la fin du 19e sie`cle.
Cependant, la premie`re preuve exacte est due a` G. Castelnuovo. L’ide´e
de  la preuve  de M. Noether est la suivante. Conside´rons une ap-
plication f . En pre´-composant par une application quadratique dont
les trois points-base sont trois points-base de f de plus grande mul-
tiplicite´, le degre´ de f diminue. En re´ite´rant ce proce´de´ le degre´ de-
vient 1 et la compose´e est une application line´aire. Cependant il n’existe
pas toujours une telle application quadratique. En effet, une applica-
tion quadratique ne peut pas avoir deux de ses points-base adhe´rents au
troisie`me (remarque 1.19). Or il est possible que les points-base de mul-
tiplicite´ maximale d’une application soit dans cette configuration. C’est
le cas notamment des automorphisme polynomiaux, comme par exemple
(x, y) 7→ (y3 − x, y). Ce proble`me n’avait pas e´te´ vu par M. Noether car
le formalisme des points adhe´rents n’existait pas. Dans [Ale], J. Alexan-
der corrige la preuve de M. Noether en introduisant la complexite´ d’une
application. S’il existe une application quadratique dont les points-base
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sont le point-base maximal de f et deux points-base majeurs alors la
complexite´ diminue strictement. Sinon, il faut utiliser un troisie`me point
qui vit dans P2. Dans ce cas, la complexite´ reste identique mais le nombre
de points-base majeurs diminue. La re´currence se fait sur ces deux entiers
positifs.
Une conse´quence de ce the´ore`me est que la re´union du groupe de Jon-
quie`res et du groupe des automorphismes de P2 est e´galement un syste`me
de ge´ne´rateurs du groupe de Cremona. Ce re´sultat est plus faible mais
parfois plus maniable. Il a e´galement l’avantage de pouvoir de´composer
une application f ∈ Bir(P2) en produit de transformations de Jonquie`res
de sorte que le degre´ augmente a` chaque pre´-composition.
The´ore`me 1.23 ([Alb, Theorem 8.3.4]). Toute application de Cre-
mona f est compose´e d’applications de Jonquie`res ji et d’un automor-
phisme a ∈ PGL(3, k) :
f = a ◦ jn ◦ · · · ◦ j1,
de sorte qu’a` chaque pre´-composition par une application de Jonquie`res
le degre´ augmente strictement, pour tout 1 ≤ i ≤ n− 1 :
deg(a ◦ jn ◦ · · · ◦ ji+1 ◦ ji) > deg(a ◦ jn · · · ◦ ji+1).
Dans [Alb, Theorem 8.3.4], M. Alberich-Carramin˜ana n’e´nonce pas
la seconde partie du the´ore`me, qu’elle de´montre pourtant. Il est facile
de voir qu’en pre´-composant f par une application de Jonquie`res dont
l’inverse a pour point-base maximal le point-base de f de multiplicite´
maximale, et ses petits points-base sont parmi les points-base majeurs
de f , alors le degre´ diminue strictement. La partie difficile est de montrer
qu’il existe une telle application de Jonquie`res j. Elle montre que c’est
le cas si les petits points-base de j−1 sont choisis comme e´tant tous
les points-base majeurs de f , a` l’exception d’un lorsque le cardinal des
points-base majeurs de f est impair. L’algorithme qu’elle utilise et qui
est duˆ a` G. Castelnuovo consiste a` conside´rer une telle application de
Jonquie`res j1. Puis elle conside`re f ◦ j−11 et re´ite`re le proce´de´ jusqu’a`
obtenir un automorphisme.
1.2.4. Support d’une transformation de Jonquie`res. Dans cette
partie, nous de´terminons dans un cas tre`s spe´cial, celui ou` il existe au
moins un point adhe´rent a` un autre point, a` quelles conditions un en-
semble pre´-consistant de points de B(P2) est le support d’une application
de Jonquie`res. La preuve propose´e ici est plus simple que celle pre´sente´e
dans [Alb], mais elle ne traite que d’un cas particulier. Le proble`me dans
le cas ge´ne´ral est de faire attention au fait que les points-base ne doivent
pas se trouver sur une courbe de sorte qu’en e´clatant les points et en
contractant les fibres, la courbe devienne d’auto-intersection strictement
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plus petite que −1. Par exemple, trois points aligne´s ne forment pas le
support d’une transformation quadratique.
Lemme 1.24. Soient f ∈ Bir(P2) et p un de ses points-base de mul-
tiplicite´ maximale. Parmi les points-base majeurs de f , le nombre de
points-base adhe´rents a` p est infe´rieur ou e´gal au nombre de points-base
non adhe´rents a` p.
De´monstration: Nous reprenons lors des deux premiers points des calculs
connus et faits par exemple dans la Section 8.2 de [Alb, Lemma 8.2.3
et 8.2.6]. Notons r le nombre de points-base de f et h le nombre de
points-base majeurs de f .
• En utilisant le the´ore`me de Be´zout (proposition 1.18), nous avons
d ≥ mi +m0 pour tout 1 ≤ i ≤ r − 1, ce qui implique :
2 cf ≥ mi.
• Multiplions par cf l’e´quation 1) du lemme 1.13 et soustrayons cela a`
l’e´quation 2) du meˆme lemme :
r−1∑
i=0
mi(mi − cf ) = d2 − 1− 3d cf +3 cf
= d(d− 3 cf ) + 3 cf −1
= (m0 + 2 cf )(m0 − cf ) + 3 cf −1,
ce qui implique :
r−1∑
i=1
mi(mi − cf ) = 2 cf (m0 − cf ) + 3 cf −1.
Comme pour i > h les points ne sont pas majeurs nous avons
h∑
i=1
mi(mi − cf ) > 2 cf (m0 − cf ),
ce qui donne finalement par le premier point
h∑
i=1
(mi − cf ) > m0 − cf .
• Notons ha le nombre de points-base de f majeurs et adhe´rents a` p0.
Quitte a` re´ordonner les indices, l’e´quation pre´ce´dente se re´-e´crit :
ha∑
i=1
mi +
h∑
i=ha+1
mi > m0 + (h− 1) cf .
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Par positivite´ des exce`s en p0 pour f (proposition 1.17) et par le premier
point de la preuve :
m0 + (h− ha)2 cf > m0 + (h− 1) cf
ce qui entraˆıne :
2(h− ha) ≥ h.
Par conse´quent h2 ≥ ha ce qui signifie qu’il y a au plus autant de points-
base majeurs adhe´rents a` p0 que de points-base majeurs non adhe´rents.
Lemme 1.25. Soit un ensemble pre´-consistant de points {pi}0≤i≤2δ
de B(P2) satisfaisant
1) exactement δ points sont adhe´rents a` p0,
2) pour toute paire (i, j) ou` 1 ≤ i < j ≤ 2δ, les points pi, pj et p0 ne
sont pas aligne´s,
3) si deux points de cet ensemble sont adhe´rents a` un meˆme troisie`me
point pi de cet ensemble alors i = 0.
Alors il existe une application de Jonquie`res de degre´ δ + 1 qui posse`de
cet ensemble comme points-base et dont p0 est le point-base majeur.
De´monstration: Lorsque nous e´clatons le point p0, il n’y a pas deux
points sur une meˆme fibre d’apre`s la condition 2). Nous e´clatons en-
suite les δ points adhe´rents, et nous contractons les transforme´es strictes
des fibres correspondantes. Par la condition 3), il n’y a toujours pas
deux points sur une meˆme fibre. La surface obtenue est une surface de
Hirzebruch Fδ+1 de section exceptionnelle d’auto-intersection −(δ + 1).
Ensuite, nous e´clatons un point non adhe´rent puis contractons la fibre
passant par ce point. En faisant cela, nous obtenons la surface de Hir-
zeburch dont la section exceptionnelle est d’auto-intersection un de plus
par rapport a` la surface pre´ce´dente et il n’y a toujours pas deux points sur
une meˆme fibre. Ainsi en re´pe´tant cette ope´ration pour les δ points non
adhe´rents nous obtenons une surface de Hirzeburch F1 et en contractant
la section exceptionnelle nous obtenons une application de Jonquie`res de
degre´ δ + 1.
Proposition 1.26. Soit f ∈ Bir(P2) posse´dant un point-base majeur
adhe´rent a` son (ou a` un des ses) point-base maximal p0. Pour tout sous-
ensemble de l’ensemble des points-base majeurs de f , pre´-consistant, de
cardinal pair 2δ et posse´dant un nombre de points adhe´rents a` p0 e´gal
a` δ, il existe une application de Jonquie`res de degre´ δ+1 ayant p0 comme
point-base maximal et cet ensemble de points comme autres points-base.
De plus, un tel sous-ensemble existe toujours.
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De´monstration: Nous cherchons a` utiliser le lemme 1.25. Pour cela, plu-
sieurs points sont a` ve´rifier :
• L’hypothe`se sur f et le lemme 1.24 justifient le fait qu’il existe un
sous-ensemble de l’ensemble des points-base majeurs de f qui pos-
se`de autant de points adhe´rents a` p0 que de points non adhe´rents.
• D’apre`s le the´ore`me de Be´zout (proposition 1.18), il n’existe pas
deux points majeurs aligne´s avec le point p0.
• Il n’y a pas deux points majeurs adhe´rents a` un point majeur.
Sinon, par la proposition 1.17, il existerait un point majeur p1 de
multiplicite´ m1 > d−m0. Mais dans ce cas, il y aurait un point q
libre et adhe´rent a` p0 (si p1 est voisin de p0) ou dans P2 qui serait
de multiplicite´ strictement supe´rieure a` d −m0. Ceci contredit le
the´ore`me de Be´zout (proposition 1.18) en conside´rant la droite
passant par les points p0 et q.
Ainsi, d’apre`s le lemme 1.25, il existe une application de Jonquie`res
de degre´ δ + 1 ayant p0 comme point-base de multiplicite´ maximal et
posse´dant cet ensemble comme petits points-base.
Remarque 1.27. Sans la condition qu’il y ait autant de points adhe´rents
a` p0 que de points non adhe´rents ce n’est pas possible de conclure. En
effet, conside´rons les points {p0, . . . , p6} de P2 tels qu’il n’y ait pas
deux points aligne´s avec p0, que les points p1, . . . , p4 soient aligne´s et
que les points p5 et p6 n’appartiennent pas a` la droite contenant les
points p1, . . . , p4.
p1 p2 p3 p4
p6 p5
p0
•
• • • •
•
•
Figure 3
Ils constituent le support d’une application de Jonquie`res de degre´ 4
et de point-base maximal p0. Mais si nous conside´rons seulement les
points p0, p1, p2, p3, p4 ils ne forment plus le support d’une application
de Jonquie`res. En effet, si c’e´tait le cas, ce serait une transformation de
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Jonquie`res de degre´ 3. Ainsi la pre´-image d’une droite ge´ne´rale serait une
cubique et elle aurait 4 points d’intersection avec la droite passant par les
points p1, p2, p3, p4, ce qui contredirait le the´ore`me de Be´zout. L’obstruc-
tion ge´ome´trique est que si nous e´clatons les points p0 et p1 et que nous
contractons la droite passant pas ces deux points, nous nous retrouvons
sur P1×P1. En e´clatant ensuite le point p2, nous nous retrouvons sur F1
mais les deux points restants sont sur la section exceptionnelle. Ainsi, il
est impossible de revenir sur P2 en e´clatant les deux points restants et
en contractant des courbes.
2. Construction d’un pavage de Vorono¨ı
Conside´rons l’action du groupe de Cremona sur H∞. L’objet de cette
section est de construire un pavage de Vorono¨ı associe´ a` cette action.
Dans la sous-section 2.1, nous nous restreignons a` un sous-espace con-
vexe E de H∞ contenant l’enveloppe convexe de l’orbite de la droite `.
Nous ne nous restreignons pas seulement a` l’enveloppe convexe de l’orbite
de ` car il est parfois difficile de ve´rifier qu’un e´le´ment y appartient. Pour
cette raison, nous e´largissons l’espace a` e´tudier. Nous construisons alors
un pavage de Vorono¨ı de la fac¸on suivante. Nous conside´rons l’orbite de
la classe de la droite `. Cela nous donne un ensemble discret de points
de E . Cependant le stabilisateur de ` est PGL(3, k). Nous identifions
donc deux applications qui diffe`rent par un automorphisme :
f ∼ g ⇔ il existe a ∈ PGL(3, k), f = g ◦ a.
Nous notons f une telle classe. Par construction, toute application d’une
meˆme classe d’e´quivalence agit de la meˆme fac¸on sur `. Pour toute
classe f ou` f ∈ Bir(P2), nous associons une cellule de Vorono¨ı note´e V(f)
et de´finie comme :
V(f) = {c ∈ E | d(c, f#(`)) ≤ d(c, g#(`)) pour tout g ∈ Bir(P2)}.
Remarquons que toutes les applications du groupe de Cremona apparte-
nant a` la meˆme classe d’e´quivalence indexent la meˆme cellule de Vorono¨ı.
Les applications f ′ ∈ f sont appele´es les germes associe´s a` V(f) et les
classes f#(`) sont les centres des cellules de Vorono¨ı. Une cellule de Vo-
rono¨ı ne correspond pas tout-a`-fait a` un domaine fondamental mais c’est
l’orbite d’un domaine fondamental sous l’action de PGL(3, k) puisque
PGL(3, k) agit non-trivialement sur la cellule V(id).
Nous de´finissons dans une premie`re sous-section l’espace sur lequel
nous faisons agir le groupe de Cremona, puis nous montrons que les
cellules de Vorono¨ı recouvrent l’espace construit et enfin nous montrons
que les cellules de Vorono¨ı ne s’accumulent pas sur une cellule.
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2.1. Restriction a` un sous-espace. Conside´rons l’espace hyperbo-
lique H∞ de dimension infinie obtenu comme hyperbolo¨ıde dans l’es-
pace de Picard–Manin qui a e´te´ construit a` la sous-section 1.1.4. Nous
conside´rons le sous-espace suivant.
De´finition 2.1. L’ensemble E est le sous-espace de H∞ constitue´ des
classes
c = n`−
∑
p∈B(P2)
λpep (n re´el ≥ 1)
satisfaisant :
1) λp ≥ 0 pour tout p ∈ B(P2),
2) la positivite´ contre la classe anti-canonique :
3n−
∑
p∈B(P2)
λp ≥ 0,
3) la positivite´ des exce`s de tout point p ∈ B(P2) :
λp −
∑
q∈B(P2)
q→p
λq ≥ 0,
4) la condition de Be´zout : pour toute courbe de P2 de degre´ d passant
avec multiplicite´ µp en chaque point p ∈ B(P2) :
nd−
∑
p∈B(P2)
λpµp ≥ 0.
L’ine´galite´ de la proprie´te´ 2) implique que les classes de E sont en
fait L1. Par conse´quent, la forme canonique est bien de´finie sur les classes
de E et la proprie´te´ 2) revient a` demander que les classes soient positives
contre la forme anti-canonique qui est l’oppose´ de la forme canonique :
− kP2 ·c ≥ 0.
Lorsqu’une classe satisfait cette ine´galite´, nous disons qu’elle est positive
contre la classe anti-canonique. Le coefficient n est appele´ le degre´ de c et
les coefficients λp les multiplicite´s de c aux points p ∈ B(P2). Les points
pour lesquels la multiplicite´ associe´e est strictement positive constituent
le support de c. Cet ensemble est note´ supp(c). Remarquons que par
de´finition de H∞ celui-ci est de´nombrable. Graˆce a` la proprie´te´ 3), le
support de c est un ensemble pre´-consistant de points, au sens de la
de´finition introduite dans la sous-section 1.2.1.
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Remarque 2.2. Par de´finition, une classe c ∈ E appartient a` H∞ et
posse`de donc un degre´ supe´rieur ou e´gal a` 1 et strictement supe´rieur a`
chacune de ses multiplicite´s :
1 = c2 = n2 −
∑
p∈B(P2)
λ2p ≤ n2 − λ2q pour tout q ∈ B(P2).
Notons Z>0 le sous-espace de l’espace de Picard–Manin constitue´ des
classes d’auto-intersection strictement positive. Une classe de Z>0 sa-
tisfaisant les points 1), 2), 3) et 4) de la de´finition 2.1 est dite propor-
tionnelle a` une classe de E . Une telle classe appartient a` la demi-droite
ouverte issue de la classe nulle et passant par une classe de E . Plus
ge´ne´ralement, e´tant donne´ un sous-ensemble F de l’espace de Picard–
Manin, une classe d’auto-intersection strictement positive est dite pro-
portionnelle a` une classe de F si elle appartient a` la demi-droite ouverte
issue de la classe nulle et passant par une classe de F . L’application de
normalisation :
(2.3)
η :Z>0 → H∞
x 7→ x√B(x, x)
envoie toute classe de Z>0 sur sa classe proportionnelle dans H∞.
Proposition 2.4. L’action du groupe de Cremona stabilise E.
De´monstration: Le groupe de Cremona e´tant engendre´ par PGL(3, k) et
l’involution standard σ (the´ore`me 1.22) il suffit de ve´rifier que l’action de
ces applications pre´serve E . C’est le cas pour les automorphismes. Soit
c = n`−
∑
p∈B(P2)
λpep ∈ E .
Montrons que σ#(c) appartient a` E . Notons p0, p1 et p2 les points-base
de σ (qui sont en fait [0 : 0 : 1], [0 : 1 : 0] et [1 : 0 : 0]) et q0, q1 et q2
ceux de σ−1. Bien que σ soit une involution nous les diffe´rencions pour
plus de clarte´. D’apre`s l’e´quation (1.10), nous avons :
σ#(c) = (2n−λp0−λp1−λp2)`− (n−λp1−λp2)eq0− (n−λp0−λp2)eq1
− (n− λp0 − λp1)eq2 −
∑
p∈B(P2)
p/∈{p0,p1,p2}
λpσ#(ep).
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Le groupe de Cremona agit sur H∞ (voir le paragraphe 1.1.4) par con-
se´quent la classe σ#(c) appartient a` H∞ et posse`de donc un degre´ stric-
tement positif. Inte´ressons-nous aux autres points de la de´finition.
1) Comme c ∈ E les multiplicite´s λp sont positives ou nulles. Montrons
que c’est le cas des multiplicite´s de σ#(c) pour les points q0, q1 et
q2. Les points p0 et p1 sont dans P2 il existe donc une droite L pas-
sant par ces deux points et comme c satisfait la condition de Be´zout
(de´finition 2.1 4)), nous avons :
n− λp0 − λp1 ≥ 0.
Les deux autres multiplicite´s sont positives avec le meˆme argument.
2) La condition de positivite´ contre l’anti-canonique est satisfaite puisque
la forme canonique est constante sur l’orbite de c sous l’action du groupe
de Cremona (remarque 1.3).
3) Montrons que les exce`s de σ#(c) sont positifs en tout point q ∈ B(P2).
Soit q ∈ B(P2). Deux cas se pre´sentent selon si q est un point-base de
σ−1 ou pas.
Dans le cas ou` q n’est pas un point-base de σ−1, il existe p ∈ B(P2)
tel que ep = σ
−1
# (eq). Quitte a` e´clater au de´part et a` l’arrive´e, σ
−1 in-
duit un isomorphisme local envoyant q sur p et par conse´quent les points
adhe´rents a` q sont envoye´s sur des points adhe´rents a` p et donc la posi-
tivite´ des exce`s est pre´serve´e.
Il nous reste a` conside´rer les exce`s au dessus des points q0, q1 et q2.
Notons S la surface obtenue en e´clatant les points p0, p1 et p2. Les points
adhe´rents a` q0 sont les points appartenant a` la transforme´e stricte de la
droite L passant par les points p1 et p2 sur S. Ainsi la droite L passe par
les points p1 et p2 ainsi que par les points adhe´rents a` q0. Par conse´quent
en conside´rant cette droite et le fait que c satisfait la condition de Be´zout
(de´finition 2.1 4)), nous avons :
(n− λ1 − λ2)−
∑
p 7→q0
λp = n−
(
λ1 + λ2 +
∑
p 7→q0
λp
)
≥
2.1 4)
0.
Ainsi, l’exce`s en q0 est positif. Il en est de meˆme pour les points q1 et q2.
4) Montrons que σ#(c) satisfait la condition de Be´zout pour toute courbe
de P2. Conside´rons dans un premier temps une courbe C1 qui n’est
contracte´e par σ−1. Notons c1 sa classe dans Picard–Manin. Dans ce
cas, la classe σ−1# (c1) est la classe de Picard–Manin correspondant a` la
courbe de P2 obtenue comme adhe´rence de σ−1(C1 \ {q0, q1, q2}). Par
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conse´quent son nombre d’intersection avec c est positif ou nul puisque c
satisfait la condition de Be´zout :
σ#(c) · c1 = c · σ−1# (c1) ≥
2.1 4)
0.
Conside´rons a` pre´sent les droites contracte´es par σ−1 comme par exemple
la droite passant par les points q1 et q2. Alors nous obtenons :
2n− λp0 − λp1 − λp2 − (n− λp0 − λp2)− (n− λp0 − λp1) = λp0 ≥ 0.
Il en est de meˆme des deux autres droites contracte´es.
Par conse´quent σ#(c) satisfait e´galement la condition de Be´zout (de´-
finition 2.1 4)).
Nous avons ainsi montre´ que l’action de σ pre´serve E et par conse´quent
que l’action du groupe de Cremona stabilise E .
Proposition 2.5. L’espace E est un sous-espace convexe ferme´ de H∞.
De´monstration: Les conditions 1) et 4) de´finissent des demi-espaces fer-
me´s de l’espace de Picard–Manin. Comme les multiplicite´s des classes de
E sont positives d’apre`s la condition 1), la condition 2) se re´e´crit de la
fac¸on suivante :
pour toute partie finie F de B(P2),
∑
p∈F
λp ≤ 3n.
Par conse´quent la condition 2) correspond a` une intersection infinie de
demi-espaces ferme´s qui est un espace ferme´ et convexe. Nous raison-
nons pareil pour la condition 3). En intersectant ce ferme´ convexe avec
l’hyperbolo¨ıde H∞ nous obtenons que E est ferme´ et convexe comme
annonce´.
Proposition 2.6. L’enveloppe convexe dans H∞ de l’orbite de ` sous
l’action du groupe de Cremona est incluse dans E.
De´monstration: Comme par la proposition 2.5 l’espace E est convexe,
il suffit de montrer que toutes les classes de l’orbite de ` sous l’action
du groupe de Cremona sont dans E . De plus, comme d’apre`s la propo-
sition 2.4 l’action du groupe de Cremona pre´serve E , il suffit de ve´rifier
que la classe de la droite ` appartient a` E . La classe ` appartient a` H∞ et
ve´rifie le point 1). La classe de la droite contre la classe anti-canonique
vaut 3 ainsi la positivite´ contre l’anti-canonique est ve´rifie´e (point 2)).
Les points 3) et 4) sont e´galement ve´rifie´s.
Remarque 2.7. Soit p ∈ P2. Il existe t0 ∈ [0, 1[ tel que pour tout t
satisfaisant t0 ≤ t < 1, la classe 1√1−t2 (`−tep) n’est pas dans l’enveloppe
convexe de l’orbite de ` puisque l’intersection de cette classe contre la
classe anti-canonique est strictement supe´rieure a` 3.
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2.2. Pavage. Montrons que les cellules de Vorono¨ı recouvrent l’espace E
(corollaire 2.11).
Proposition 2.8. Pour toute classe c appartenant a` E, les deux infi-
mums suivants sont atteints :
1) inf{d(c, f#(`)) | f ∈ Bir(P2)},
2) inf{d(c, f#(`)) | f ∈ Bir(P2) et c /∈ V(f)}.
De´monstration: Soit c = n`−∑p∈B(P2) λpep une classe de E . Montrons
que l’infimum suivant est atteint :
(2.9) inf{d(c, f#(`)) | f ∈ Bir(P2)}.
Conside´rons les classes de l’orbite de la droite ` se trouvant dans la
boule ferme´e de E centre´e en c et de rayon argcosh(n). La classe ` est
dans cette boule. De plus, par l’ine´galite´ triangulaire, toute application f
telle que la classe f#(`) se situe dans cette boule est de degre´ au plus
cosh(2 argcosh(n)) = 2n2 − 1. Notons B le sous-ensemble du groupe de
Cremona constitue´ des applications de degre´ au plus 2n2 − 1. Il n’y a
qu’un nombre fini de caracte´ristiques pour des applications du groupe de
Cremona de degre´ au plus 2n2−1. Remarquons que si le support de c est
fini alors l’infimum est atteint. Nous conside´rons donc le cas ou` c est de
support infini. Notons C1, . . . , Ck les caracte´ristiques des e´le´ments de B.
Pour 1 ≤ j ≤ k, posons Cj = (dj ;mj0, . . . ,mjrj ). Notons Bj l’ensemble
des applications de B ayant Cj pour caracte´ristique. Montrons que pour
tout 1 ≤ j ≤ k
(2.10) inf{d(c, f#(`)) | f ∈ Bj}
est atteint. Rappelons que pour tout 1 ≤ j ≤ k et pour toute applica-
tion f ∈ Bj , d(c, f#(`)) ≤ argcosh(n). Fixons 1 ≤ j ≤ k. Raisonnons
par l’absurde et supposons qu’il existe une suite (fi)i∈N d’applications
de Bj telle que la suite (d(c, fi#(`)))i∈N soit strictement de´croissante.
Pour chaque i, nous regardons le point-base q de f−1i de multiplicite´ m
j
0.
Nous notons λ0,i la multiplicite´ λq de c associe´e au point q. A` noter
que si q n’est pas un point du support de c, la multiplicite´ λ0,i est
nulle. Nous faisons de meˆme pour chaque 0 ≤ s ≤ rj . Nous obtenons
ainsi rj + 1 suites {λs,i}i∈N de coefficients. Si nous l’ordonnons, la suite
des multiplicite´s de c est de´croissante et tend vers 0. Par conse´quent
quitte a` prendre des sous-suites nous pouvons supposer que chacune des
rj+1 suites est ou bien constante ou bien strictement de´croissante. Or la
suite (d(c, fi#(`)))i∈N e´tant strictement de´croissante cela implique que
la suite Si =
∑rj
s=0msλs,i est strictement croissante ce qui est absurde.
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Par conse´quent, pour tout 1 ≤ j ≤ k il existe une application f j ∈ Bj
pour laquelle l’infimum (2.10) est atteint :
d(c, f j#(`)) = inf{d(c, f#(`)) | f ∈ Bj}.
Notons j0 ∈ {1, . . . , k} un indice tel que
d(c, f j0# (`)) = min
1≤j≤k
d(c, f j#(`)).
L’infimum (2.9) est atteint pour f j0 .
Le point 2) se de´montre de la meˆme fac¸on.
Corollaire 2.11. Les cellules de Vorono¨ı pavent l’espace E.
De´monstration: Soit c ∈ E . Le point 1) de la proposition 2.8 implique
qu’il existe f ∈ Bir(P2) telle que c appartient a` V(f).
2.3. Non-accumulation des cellules. Dans cette partie, nous mon-
trons que les cellules de Vorono¨ı ne s’accumulent pas sur cellule : pour
tout f ∈ Bir(P2), pour toute classe c ∈ V(f), il existe ε > 0 tel que
les cellules de Vorono¨ı ne contenant pas c mais tel que c soit dans leur
ε-voisinage sont en nombre fini. La condition  ne contenant pas c  est
ne´cessaire car nous verrons que dans certains cas c appartient a` un
nombre infini de cellules.
Proposition 2.12. Pour tout c ∈ E, il existe ε > 0 tel que pour tout
f ∈ Bir(P2) soit c appartient a` V(f), soit la distance entre c et V(f) est
strictement supe´rieure a` ε :
d(c,V(f)) > ε.
La notation  d(c,V(f)) est un abus de notation et signifie l’infimum
sur toutes les classes c′ de V(f) des distances entre c et c′ :
d(c,V(f)) = inf{d(c, c′) | c′ ∈ V(f)}.
De´monstration: Quitte a` faire agir le groupe de Cremona sur le pavage
de Vorono¨ı, nous pouvons supposer que c appartient a` la cellule V(id).
Si la classe c est a` l’inte´rieur (pour le pavage de Vorono¨ı) de V(id)
c’est-a`-dire si c n’appartient a` aucune autre cellule de Vorono¨ı, tout ε
strictement positif tel que la boule ferme´e centre´e en c et de rayon ε est
incluse dans l’inte´rieur (pour le pavage) de V(id) convient. Inte´ressons-
nous a` pre´sent aux classes qui sont au bord de la cellule V(id), c’est-a`-dire
aux classes qui sont a` l’intersection de plusieurs cellules de Vorono¨ı dont
la cellule V(id). Soit c = n`−∑p∈B(P2) λpep ∈ E une classe appartenant
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au bord de la cellule V(id). D’apre`s le point 2) de la proposition 2.8,
l’infimum suivant est atteint
D := inf{d(c, f#(`)) | f ∈ Bir(P2) et c /∈ V(f)}.
Posons
ε =
D − argcosh(n)
6
.
Comme c appartient a` V(id), ε est strictement positif. Montrons que
pour toute application f ∈ Bir(P2) telle que c n’appartient pas a` V(f),
nous avons :
d(c,V(f)) > ε.
Raisonnons par l’absurde et supposons qu’il existe f ∈ Bir(P2) telle que
c n’appartient pas a` V(f) et qu’il existe c′ ∈ V(f) tel que d(c, c′) ≤ ε.
Nous avons alors par de´finition de D et par l’ine´galite´ triangulaire la
contradiction suivante :
D ≤ d(c, f#(`)) ≤ d(c, c′) + d(c′, f#(`)) ≤ ε+ d(c′, `)
≤ ε+ d(c′, c) + d(c, `)
≤ 2ε+ argcosh(n)
=
D
3
+
2 argcosh(n)
3
<
D
3
+
2D
3
= D.
Nous disons qu’un segment de E traverse une cellule de Vorono¨ı s’il
existe un sous-segment contenu dans l’inte´rieur (pour le pavage) de cette
cellule. Le corollaire suivant dit qu’un segment ne traverse qu’un nombre
fini de cellules de Vorono¨ı. Plus ge´ne´ralement, il donne un analogue de
ce re´sultat lorsque le segment reste dans le bord de Vorono¨ı de plusieurs
cellules.
Corollaire 2.13. Conside´rons [c, c′] un segment ge´ode´sique de E. Toute
suite (ci)i∈I de classes du segment [c, c′] satisfaisant les trois points sui-
vants est finie :
1) c0 = c,
2) ci < ci+1 et
3) pour tout i ≥ 1 il existe fi ∈ Bir(P2) satisfaisant ci ∈ V(fi) et
ci−1 /∈ V(fi).
En particulier, un segment ge´ode´sique ne traverse qu’un nombre fini de
cellules de Vorono¨ı.
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De´monstration: Parame´trons le segment [c, c′] par γ(t) pour t ∈ [0, 1]
avec γ(0) = c et γ(1) = c′. Construisons une suite de points ci = (γ(ti))
par le proce´de´ de re´currence suivant. Initialisons en posant t0 = 0 et
c = γ(0). Pour i ≥ 1, si ti−1 ∈ [0, 1[ est de´ja` construit, nous posons
ti = inf{t ∈ ]ti−1, 1] | ∃f ∈ Bir(P2), γ(t) ∈ V(f) et γ(ti−1) /∈ V(f)}.
Remarquons que par construction, les classes de cette suite, excepte´ peut-
eˆtre le premier et le dernier terme, appartiennent a` plusieurs cellules (au
moins a` deux : une contenant la classe pre´ce´dente dans la suite et une ne
la contenant pas). De plus, pour tout 1 ≤ i et pour toute application f
telle que V(f) contient la classe ci mais pas la classe ci−1, la cellule V(f)
ne contient pas les classes cj pour j ≤ i− 1 par convexite´ des cellules de
Vorono¨ı.
Pour tout 0 ≤ t ≤ 1, d’apre`s la proposition 2.12 et le paragraphe
pre´ce´dent, il existe εt > 0 tel que dans l’intervalle ouvert centre´ en γ(t)
et de diame`tre 2ε il existe au plus une classe de la suite {ci}i∈I . Ces
ouverts forment un recouvrement du segment ge´ode´sique compact [c, c′],
par conse´quent il existe un sous-recouvrement fini. Or chacun de ces
ouverts contient au plus un point de la suite. Il y a donc un nombre fini
d’e´le´ments dans cette suite.
2.4. Bord a` l’infini. Le bord de H∞, note´ ∂∞H∞, est constitue´ des
classes d’auto-intersection nulle. Ces classes peuvent eˆtre vues comme
limites de classes de Picard–Manin vivant dans l’hyperplan affine d’e´qua-
tion {` = 1} et proportionnelles a` des classes de H∞. A` noter que le
nombre d’intersection entre c′ ∈ ∂∞H∞ et c ∈ H∞ n’est bien de´fini que
si c est de degre´ 1.
Remarque 2.14. Si (ci)i∈N est une suite de classes de H∞ convergeant
vers une classe c ∈ ∂∞H∞ de degre´ 1 alors
lim
i→∞
c · ci = 0.
En effet, pour tout i ∈ N, notons di le degre´ de ci. Ainsi la suite (di)i∈N
tend vers l’infini puisque c’est le cas de la distance entre ci et `. Par
conse´quent, nous avons :
lim
i→∞
c · ci = lim
i→∞
1
di
ci · ci = lim
i→∞
1
di
= 0.
Nous de´finissons le bord a` l’infini de E , note´ ∂∞E comme l’ensemble
des classes du bord de H∞ qui ve´rifient les points 1) a` 4) de la de´fi-
nition 2.1 de E . De meˆme que pre´ce´demment, ces classes sont limites
de classes de Picard–Manin qui vivent dans l’hyperplan affine d’e´qua-
tion {` = 1} et proportionnelles a` des classes de E .
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2.5. Classes syme´triques. Une classe dont les r plus grandes multi-
plicite´s sont e´gales et la (r+1)-e`me est strictement plus petite est appele´e
r-syme´trique. Une classe r-syme´trique est dite pure si les r plus grandes
multiplicite´s sont e´gales et si toutes les autres sont nulles.
Lemme 2.15. Soit c une classe r-syme´trique avec la plus grande mul-
tiplicite´ qui est e´gale au tiers du degre´ de c :
c = n`− n
3
r−1∑
i=0
epi −
∑
p∈B(P2)
p/∈{p0,...,pr−1}
λpep,
ou` λp <
n
3 pour tout p /∈ {p0, . . . , pr−1}. Nous avons alors :
1) Si c ∈ E alors r ≤ 8.
2) Si c ∈ ∂∞E alors r = 9 et c est une classe 9-syme´trique pure.
De´monstration: Conside´rons une telle classe c. Dans le cas ou` c ∈ E , si
r ≥ 9 alors nous obtenons la contradiction suivante :
1 = c2 ≤ n2 − 9n
2
9
−
∑
p/∈{p0,...,pr−1}
λ2p ≤ 0.
Si maintenant c ∈ ∂∞E alors c2 = 0 et par le meˆme argument, nous
obtenons r ≤ 9. Dans le cas ou` r = 9, notons que la classe c est force´ment
syme´trique pure. Supposons que r ≤ 8. Alors il existe p /∈ {p0, . . . , pr−1}
tel que λp > 0 puisque :
(2.16) n2 − rn
2
9
−
∑
p/∈{p0,...,pr−1}
λ2p = 0.
Comme c appartient au bord a` l’infini, nous avons par de´finition :
(2.17) 0 ≤ − kP2 ·c = 3n− rn
3
−
∑
p/∈{p0,...,pr−1}
λp.
En multipliant l’e´galite´ (2.16) par 3, nous avons
3n2 = 3r
n2
9
+ 3
∑
p/∈{p0,...,pr−1}
λ2p.
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En multipliant l’e´quation (2.17) par n qui est positif et en remplac¸ant
dans cette e´quation 3n2 par la valeur que nous venons d’obtenir, nous
avons
0 ≤ 3rn
2
9
+ 3
∑
p/∈{p0,...,pr−1}
λ2p − r
n2
3
− n
∑
p/∈{p0,...,pr−1}
λp
=
∑
p/∈{p0,...,pr−1}
λp(3λp − n),
ce qui contredit le fait que λp <
n
3 pour tout p /∈ {p0, . . . , pr−1}. Ainsi
r = 9 comme attendu.
Remarquons que ce lemme est l’analogue du lemme 1.15 sur les ca-
racte´ristiques des applications syme´triques. Cependant, comme les mul-
tiplicite´s des classes ne sont pas entie`res cela enle`ve de la rigidite´, d’ou`
l’hypothe`se impose´e sur les coefficients.
3. Cellule de Vorono¨ı associe´e a` l’identite´
Le groupe de Cremona agissant transitivement sur les cellules de Vo-
rono¨ı, il suffit d’e´tudier la cellule V(id) pour comprendre toutes les cel-
lules. Dans cette section, nous caracte´risons les classes se trouvant dans
la cellule V(id) (proposition 3.5 et the´ore`me 3.8). Par de´finition, une
classe c est dans la cellule de Vorono¨ı associe´e a` l’identite´ si elle ne peut
pas eˆtre rapproche´e de ` en faisant agir un e´le´ment de Bir(P2) :
c ∈ V(id)⇔ pour tout f ∈ Bir(P2), f#(c) · ` ≥ c · `.
Avant cela, introduisons des notations utilise´es dans cette section et
par la suite. Nous avons vu que le support d’une classe c ∈ E (ou plus
ge´ne´ralement dans H∞) est de´nombrable. Par facilite´ d’e´criture, e´tant
donne´e une classe c ∈ E , nous renume´rotons toujours dans cette section
les points de son support et les multiplicite´s correspondantes, de sorte
qu’ils soient indice´s par un sous-ensemble I ′ de N qui est soit un intervalle
commenc¸ant a` 0 soit N tout entier :
c = n`−
∑
i∈I′
λiepi .
Remarquons que pour alle´ger les notations, nous e´crivons λi au lieu
de λpi . Par la suite, lorsque nous ferons agir une application f ∈ Bir(P2)
sur c, nous aurons e´galement besoin d’une notation pour les points-base
de f . S’ils sont dans le support de c, la notation des points-base de f
sera induite par celle sur les points du support de c. Si ce n’est pas le
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cas, nous aurons besoin d’introduire un ensemble fini J disjoint de N, tel
que pour j ∈ J , λj est la multiplicite´ nulle de c correspondant au point-
base pj de f qui n’est pas dans le support de c. De fait, pour tout i ∈ I ′ et
pour tout j ∈ J , λi > λj . Ainsi, pour alle´ger les notation, I correspondra
suivant le contexte a` I ′ ou a` I ′ ∪ J et les indices de J seront conside´re´s
comme plus grands que ceux de I ′. Une classe est dite ordonne´e lorsque
la nume´rotation induit un ordre de´croissant sur les multiplicite´s de c :
pour tout i, j ∈ I tels que i < j, λi ≥ λj .
Conside´rons l’action d’une application f ∈ Bir(P2) de degre´ d sur une
classe c = n` −∑i∈I λiepi ∈ E . Pour tout i ∈ I tel que pi est un point-
base de f , nous notons mi sa multiplicite´ pour f en tant que point-base.
Alors nous avons l’e´galite´ suivante :
f#(c) · `− c · ` = c · f−1# (`)− c · `
= c ·
(
d`−
∑
pi∈supp(f)
miepi
)
− n
= (d− 1)n−
∑
pi∈supp(f)
miλi.
(3.1)
Dans le cas ou` la somme des trois plus grandes multiplicite´s d’une
classe ordonne´e est infe´rieure ou e´gale a` son degre´, le lemme suivant
permet de ve´rifier rapidement que cette classe appartient a` V(id).
Lemme 3.2. Soit f ∈ Bir(P2) de degre´ d. Soit c = n` −∑i∈I λiepi
appartenant a` E. Notons, pour tout i ∈ I tel que pi ∈ supp(f), mi la
multiplicite´ du point-base pi. Conside´rons le multi-ensemble E constitue´
des indices de I, chacun apparaissant avec multiplicite´ mi. Alors, il est
possible de partitionner E en d − 1 triplets et d’avoir ainsi, en notant
T l’ensemble de ces triplets :
f#(c) · `− c · ` =
∑
{{i,j,k}}∈T
n− λi − λj − λk.
De plus, il est possible de choisir la partition de E de sorte que chaque
triplet de E soit constitue´ de trois indices deux a` deux distincts.
Rappelons que les indices de I correspondent a` des points du support
de c ou du support de f .
De´monstration: D’apre`s l’e´quation (3.1), nous avons l’e´galite´ :
(?) f#(c) · `− c · ` = (d− 1)n−
∑
pi∈supp(f)
miλi.
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L’e´galite´ du lemme 1.13 1)
3(d− 1) =
∑
pi∈supp(f)
mi
implique que nous pouvons constituer d−1 triplets dans E afin d’arranger
le terme de droite de (?) comme une somme de d− 1 termes de la forme
n− λi − λj − λk, ou` {{i, j, k}} ∈ T . Ainsi
(d− 1)n−
∑
pi∈supp(f)
miλi =
∑
{{i,j,k}}∈T
n− λi − λj − λk.
De plus, pour chaque i, l’ine´galite´ du lemme 1.13 3)
mi ≤ d− 1,
permet de re´partir les mi multiplicite´s λi de sorte qu’il n’y en ait pas
deux dans le meˆme terme de la somme et donc que les triplets de T soient
forme´s d’indices deux a` deux distincts. Une fac¸on de former ces triplets
est de faire une re´partition en suivant. Nous re´partissons le premier in-
dice i0 de multiplicite´ non nulle mi0 dans les mi0 premiers triplets. Puis
nous re´partissons le second indice i1 dans les mi1 triplets suivants en
revenant au premier quand nous avons comple´te´ le dernier. En ite´rant
ce proce´de´ nous obtenons la partition en triplets attendue.
Lemme 3.3. Soit c ∈ E une classe de degre´ n. Supposons que l’une des
deux conditions suivantes est re´alise´e.
1) Les points pi, pj et pk sont aligne´s.
2) Les points pi, pj et pk sont le support d’une application quadra-
tique q et
q#(c) · ` ≥ c · `.
Alors, en notant λi, λj et λk les multiplicite´s respectives, e´ventuellement
nulles, des points pi, pj et pk pour c, nous avons :
n− λi − λj − λk ≥ 0.
De´monstration: Si les points pi, pj et pk sont aligne´s alors en conside´rant
la droite passant par ces trois points, nous avons d’apre`s l’ine´galite´ de
Be´zout (de´finition 2.1 4)) le re´sultat attendu. Si les points pi, pj et pk
sont les points-base de l’application quadratique q, l’e´quation (3.1) nous
donne :
n− λi − λj − λk = q#(c) · `− c · ` ≥ 0
ce qui prouve le lemme sous la seconde condition.
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L’objet des e´nonce´s qui suivent est de caracte´riser les classes ap-
partenant a` V(id). Nous e´tudions dans un premier temps (lemme 3.4
et proposition 3.5) des conditions suffisantes pour appartenir a` la cel-
lule V(id). C’est la partie facile puisque n’importe quel choix de partition
de E en triplets d’indices deux a` deux disjoints convient. Cependant, ces
conditions ne sont pas ne´cessaires a` cause de classes particulie`res. Nous
e´tudions ces classes lors du the´ore`me 3.8.
Lemme 3.4. Soit c = n` −∑i∈I λiepi ∈ E une classe ordonne´e. Si la
somme des trois plus grandes multiplicite´s de c est infe´rieure ou e´gale a`
son degre´ :
n− λ0 − λ1 − λ2 ≥ 0,
alors c ∈ V(id).
De´monstration: Conside´rons une telle classe c. L’hypothe`se ainsi que
la de´croissance des multiplicite´s de c impliquent que pour tout tri-
plet {{i, j, k}} d’indices deux a` deux distincts de I, n−λi−λj−λk ≥ 0.
Ainsi, par le lemme 3.2, pour tout f ∈ Bir(P2),
f#(c) · ` ≥ c · `.
Par conse´quent c ∈ V(id) comme attendu.
Proposition 3.5. Soit c = n`−∑i∈I λiepi ∈ E une classe ordonne´e.
1) Si les points p0, p1 et p2 sont aligne´s alors n− λ0− λ1− λ2 ≥ 0 et
c ∈ V(id).
2) Si les points p0, p1 et p2 sont le support d’une application quadra-
tique alors la classe c appartient a` V(id) si et seulement si
n− λ0 − λ1 − λ2 ≥ 0.
3) Si les points p1 et p2 sont adhe´rents a` p0 et si n−λ0−λ1−λ2 ≥ 0
alors c ∈ V(id).
De´monstration: 1) Le premier point de´coule des lemmes 3.3 et 3.4.
2) Soit q une application quadratique ayant p0, p1 et p2 comme points-
base. Si c ∈ V(id), la de´finition de cellule de Vorono¨ı implique qu’en
particulier,
q#(c) · ` = c · q−1# (`) ≥ c · `.
Le lemme 3.3 permet d’obtenir l’ine´galite´ souhaite´e. La re´ciproque de´-
coule du lemme 3.4.
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3) Le troisie`me point de´coule du lemme 3.4.
Une classe ordonne´e qui posse`de au moins trois points dans son sup-
port est appele´e spe´ciale si les points p1 et p2 sont adhe´rents a` p0 et si
ses trois plus grandes multiplicite´s ve´rifient : 0 > n− λ0 − λ1 − λ2.
Remarque 3.6. En particulier, une classe spe´ciale ne posse`de qu’une seule
multiplicite´ maximale. En effet, si c est une classe spe´ciale alors λ0 >
n
2
puisque par positivite´ des exce`s (de´finition 2.1 3)) λ0 ≥ λ1 + λ2 et donc
0 > n− λ0 − λ1 − λ2 ≥ n− 2λ0.
La conclusion s’obtient avec l’ine´galite´ de Be´zout (de´finition 2.1 4)).
Si une classe c ordonne´e n’est pas spe´ciale alors soit les points p0, p1
et p2 sont aligne´s, soit ils forment le support d’une application quadra-
tique, soit les points p1 et p2 sont adhe´rents a` p0 et n−λ0−λ1−λ2 ≥ 0.
Par positivite´ des exce`s en p0 (de´finition 2.1 3)) il n’y a pas d’autre pos-
sibilite´. Par conse´quent, d’apre`s la proposition 3.5 et le lemme 3.2, nous
obtenons une caracte´risation imme´diate pour controˆler si une classe non
spe´ciale ordonne´e appartient a` V(id) :
Corollaire 3.7. Une classe c ordonne´e et non spe´ciale appartient a` V(id)
si et seulement si elle a un degre´ supe´rieur ou e´gal a` la somme de ses
trois plus grandes multiplicite´s :
n− λ0 − λ1 − λ2 ≥ 0.
Comme nous le verrons dans les exemples 3.28 et 3.29, il existe des
classes spe´ciales appartenant a` V(id). Par conse´quent, la caracte´risation
du corollaire 3.7 ne caracte´rise pas toutes les classes de V(id). Ceci nous
oblige a` faire une disjonction de cas suivant si les classes sont spe´ciales
ou non. De plus, il est difficile d’obtenir un crite`re aussi simple que
dans le cas des classes non spe´ciales pour ve´rifier qu’une classe spe´ciale
appartient a` V(id). Le the´ore`me 3.8 permet de re´duire les applications
birationnelles a` tester pour ve´rifier qu’une classe spe´ciale est dans V(id).
Il suffit de faire agir les applications de caracte´ristique Jonquie`res ayant
comme point-base maximal le point correspondant a` la plus grande mul-
tiplicite´ de c. En fait ce n’est pas si surprenant que le cas des classes
spe´ciales soit plus complique´ que le cas des classes non spe´ciales. Les
trois premiers points du support des classes spe´ciales sont pre´cise´ment
dans la configuration qui avait e´te´ oublie´e par M. Noether et qui a pose´
proble`me dans sa preuve du the´ore`me de Noether–Castelnuovo (voir le
commentaire fait apre`s le the´ore`me 1.22).
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The´ore`me 3.8. Soit c = n` −∑i∈I λiepi ∈ E une classe spe´ciale or-
donne´e.
1) La classe c est dans V(id) si et seulement si pour toute application
de Jonquie`res j et de point-base maximal p0 nous avons
j#(c) · ` ≥ c · `.
2) De plus, si c ∈ V(id) ∩ V(f) alors f est une application de ca-
racte´ristique Jonquie`res dont l’inverse a comme point-base maxi-
mal p0. En notant pi1 , . . . , pi2d−2 les petits points-base de f
−1,
c ve´rifie :
n = λ0 +
1
d− 1
∑
i∈{i1,...,i2d−2}
λi.
Si f est une application de caracte´ristique Jonquie`res alors elle envoie
un pinceau de droites sur un autre pinceau de droites. Par conse´quent,
en la pre´-composant par un automorphisme, c’est une application de
Jonquie`res. Ainsi il existe un repre´sentant de f qui est une application
de Jonquie`res. Le reste de cette section est consacre´ a` la preuve de ce
the´ore`me, et sera comple´te´ par deux exemples de classes spe´ciales. La
de´monstration est technique et est de´compose´e en faits pour faciliter
la lecture. L’implication rapide est faite en premier. Pour montrer la
re´ciproque, l’astuce est d’e´crire la condition
f#(c) · ` ≥ c · `,
sous forme d’une somme mettant en jeu les multiplicite´s de c qui sont
supporte´es par les points-base de f de sorte que tous les termes de la
somme soient positifs.
De´monstration: Prouvons dans un premier temps le point 1). L’impli-
cation de´coule de la de´finition de cellule de Vorono¨ı. En effet, une classe
est dans la cellule associe´e a` l’identite´ si et seulement si pour toute ap-
plication f ∈ Bir(P2),
f#(c) · ` ≥ c · `.
Par conse´quent, si c ∈ V(id) alors en particulier, pour toute application
de Jonquie`res j de point-base maximal p0 nous avons :
j#(c) · ` ≥ c · `.
Inte´ressons nous a` la re´ciproque du point 1). Supposons que pour
toute application de Jonquie`res j de point-base maximal p0, nous ayons :
(3.9) j#(c) · ` ≥ c · `.
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Nous devons montrer que pour toute application f ∈ Bir(P2),
f#(c) · ` ≥ c · `.
Fixons f ∈ Bir(P2) de degre´ d dont les r points-base {pi} sont de multi-
plicite´ respective {mi}. La nume´rotation est induite par celle de´ja` faite
sur les points pi du support de c : i ≤ j si et seulement si λi ≥ λj .
Rappelons que si le point pi n’est pas dans le support de c alors nous
posons λi = 0. D’apre`s l’e´galite´ (3.1) et le lemme 3.2, et en gardant ses
notations, nous devons montrer que la somme suivante est positive :
(??) (d− 1)n−
∑
pi∈supp(f)
miλi =
∑
{{i,j,k}}∈T
n− λi − λj − λk ≥ 0.
Le reste de la preuve consiste a` choisir, lorsque c’est possible, les triplets
de T de sorte que chaque terme soit positif. Lorsque c¸a ne sera pas le
cas, nous partitionnerons e´galement E avec des sous-ensembles de tailles
diffe´rentes afin d’obtenir e´galement des sommes de termes positifs.
Fait 3.10. Pour tout triplet d’indices {i1, i2, i3} tels que 0 < i1 < i2 ≤ i3,
nous avons :
n− λi1 − λi2 − λi3 ≥ 0.
De plus, si ce terme est nul alors pour tout 1 ≤ j ≤ i3, λj = n− λ0.
De´monstration: Comme la classe c est spe´ciale les points p1 et p2 sont
adhe´rents a` p0. Par positivite´ des exce`s en p0 pour c et par l’ine´galite´ de
Be´zout pour la droite passant par les points p0 et p2, nous avons :
λi1 + λi2 + λi3 ≤ λ1 + 2λ2 ≤
2.1 3)
λ0 + λ2 ≤
2.1 4)
n.
Si n − λi1 − λi2 − λi3 = 0 alors en conside´rant le cas d’e´galite´ dans les
ine´galite´s ci-dessus nous obtenons
λi3 = λ2 = n− λ0.
De plus, en conside´rant la droite passant par les points p0 et p1, l’ine´galite´
de Be´zout implique que λ1 ≤ n − λ0. Nous concluons par de´croissance
des λi.
Fait 3.11. Si le point p0 n’est pas un point-base de multiplicite´ maximale
pour f alors
f#(c) · ` > c · `.
De´monstration: Si le point p0 n’est pas un point-base de multiplicite´
maximale pour f , alors il existe un point-base de f dans P2, note´ pr, tel
que
d− 1 ≥
1.13 3)
mr > m0.
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Nous posons comme convention que si p0 n’est pas un point-base de f ,
m0 = 0. Nous pouvons re´e´crire l’e´galite´ (??) :∑
{{i,j,k}}∈T
n− λi − λj − λk = (d− 1)n−
∑
pi∈supp(f)
miλi
= m0(n− λ0 − λr) + (mr −m0)(n− λr)
+ (d− 1−mr)n−
∑
pi∈supp(f)
i/∈{0,r}
miλi.
Rappelons que nous avons note´ E le multi-ensemble constitue´ des in-
dices des points-base de f , chacun apparaissant avec multiplicite´ mi et
que T est une partition de E en d− 1 triplets. Nous voulons modifier T
de sorte qu’il y ait m0 triplets posse´dant les indices 0 et r, mr −m0 tri-
plets posse´dant l’indice r, d − 1 − mr triplets ne posse´dant aucun des
indices 0 et r et que tous les triplets {{i, j, k}} satisfont : i < j ≤ k.
Nous construisons trois sous-ensembles de triplets nomme´s T0,r, Tr et T∅
constitue´s respectivement des triplets contenant les indices 0 et r, r mais
pas 0, et enfin ni 0 ni r. Nous re´partissons les indices i ∈ E \ {0, r} de
la fac¸on suivante. Conside´rons les plus petits indices i0 ∈ E \ {0, r}.
Si d−1 > mr, nous commenc¸ons par placer exactement un des mi0 coef-
ficients i0 dans chacun des min(d− 1−mr,mi0) premiers triplets de T∅.
Si mi0 > d−1−mr nous continuons de la meˆme manie`re a` re´partir exac-
tement un indice i0 dans les min(mr −m0, d− 1−m0) premiers triplets
de Tr. Enfin, si mi0 > d − 1 − m0 nous re´partissons les derniers in-
dices i0 dans les premiers triplets de T0,r. Remarquons que mi0 < d− 1
et par conse´quent les mi0 indices i0 ont e´te´ re´partis dans des termes
diffe´rents. Puis nous conside´rons les plus petits indices i1 ∈ E \{0, r, i0}.
Nous commenc¸ons a` re´partir les indices i1 a` partir de la` ou` nous nous
sommes arreˆte´ et nous suivons la meˆme strate´gie. Une fois que nous avons
comple´te´ les m0 triplets de T0,r, nous recommenc¸ons a` comple´ter les tri-
plets de T∅. Nous continuons le proce´de´, en remarquant qu’a` pre´sent il
n’est plus possible de comple´ter les triplets de T0,r puisqu’ils posse`dent
trois indices. Une fois que nous avons ajoute´ un second indice aux tri-
plets T∅ et Tr, les triplets de Tr sont complets et nous re´partissons les
indices restants dans les triplets de T∅. Par la suite, nous ne serons pas
aussi pre´cis et nous dirons que nous avons  comple´te´ les termes des
trois premie`res lignes a` l’aide des coefficients λi restants .
Ainsi T∅ ∪ Tr ∪ T0,r forme une partition de E en triplets. De plus
chaque triplet {{i, j, k}} satisfait i < j ≤ k. Montrons que les trois
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types de termes sont positifs ou nuls et qu’il existe au moins un terme
strictement positif.
• Par le fait 3.10, les (d− 1−mr) termes de la forme n− λi − λj − λk
ou` {{i, j, k}} ∈ T∅, sont positifs ou nuls.
• Par le fait 3.10, les mr − m0 termes de la forme n − λr − λi − λj
ou` {{i, j, r}} ∈ Tr sont positifs. Ils sont en fait strictement positifs.
Sinon, toujours par le fait 3.10, nous aurions, en notant k le plus petit
indice strictement plus grand que 0 et diffe´rent de r (pas force´ment
correspondant a` un point-base de f), λk = λr = n− λ0. Ceci implique :
n− λ0 − λk − λr = λ0 − n < 0.
Or les points p0 et pr e´tant distincts dans P2, les points p0, pk et pr
sont soit le support d’une application quadratique, soit aligne´s ce qui
contredit le lemme 3.3. De plus, comme mr −m0 > 0 il existe au moins
un terme de cette forme.
• Inte´ressons-nous aux m0 autres termes : n − λ0 − λr − λk ou`
{{0, r, k}} ∈ T0,r. Il existe un point pk1 tel que pk soit voisin de, ou
e´gal a` pk1 et que les points p0, pr et pk1 soient le support d’une appli-
cation quadratique ou soient aligne´s. Ainsi par le lemme 3.3 et par la
positivite´ de l’exce`s au point pk1 (de´finition 2.1 3)), nous avons :
n− λ0 − λr − λk ≥
2.1 3)
n− λ0 − λr − λk1 ≥
3.3
0.
Par conse´quent, avec l’ensemble des triplets T∅ ∪ Tr ∪ T0,r de´finis ainsi,
les termes de (??) sont positifs et au moins un terme est strictement
positif ce qui implique que cette somme est strictement positive.
Il nous reste a` e´tudier le cas ou` le point p0 est de multiplicite´ maximale
pour f qui va se re´ve´ler eˆtre le cas le plus difficile. Conside´rons les sous-
ensembles disjoints d’indices des points-base de f suivants :
• MIN est l’ensemble des indices i tels que pi ∈ supp(f) et est un
point mineur de c, c’est-a`-dire λi ≤ n−λ02 .
• ADH est l’ensemble des indices i /∈ MIN tels que pi ∈ supp(f) et
est un point adhe´rent a` p0.
• VNA est l’ensemble des indices i /∈ MIN tels que pi ∈ supp(f) et
est un point voisin et non adhe´rent a` p0.
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p0
p1
p2
p3
p4
p5
p6 p7
p8
Figure 4. Exemples de points indice´s par MIN, ADH
et VNA.
Exemple 3.12. Conside´rons la classe ordonne´e
c = 4`−3ep0−
2
3
ep1−
2
3
ep2−
2
3
ep3−
7
12
ep4−
1
3
ep5−
1
3
ep6−
1
3
ep7−
1
12
ep8
−
∑
λiepi ,
ou` les points p1, p2, p3, p5 et p6 sont adhe´rents au point p0, le point p8 est
adhe´rent au point p4 qui est adhe´rent au point p2, le point p7 est adhe´rent
au point p3 et le point p6 est adhe´rent au point p5 (voir figure 4). Sup-
posons de plus que l’ensemble {p0, p1, p2, . . . , p8} est un sous-ensemble
des points-base de f dont p0 est un point-base de multiplicite´ maximale.
Alors {1, 2, 3}⊂ADH, 4∈VNA et {i ≥ 5 | pi∈supp(c)∩supp(f)}⊂MIN.
Fait 3.13. Les ensembles MIN, ADH et VNA correspondent a` une par-
tition des points-base de f hors p0.
De´monstration: Ces ensembles d’indices e´tant disjoints, il suffit de mon-
trer que tout point-base de f hors p0 est indice´ par un e´le´ment de
ADH∪VNA∪MIN.
Tous les points-base de f voisins du point p0 sont indice´s par un
e´le´ment de ces trois sous-ensemble. Montrons que les points de P2 ou
voisins d’un point de P2 diffe´rent de p0 sont mineurs pour c. Soit pm ∈ P2
alors les points p0, p1, pm sont soit aligne´s soit le support d’une applica-
tion quadratique donc d’apre`s le lemme 3.3 nous obtenons l’ine´galite´ :
0 ≤
3.3
n− λ0 − λ1 − λm ≤ n− λ0 − 2λm,
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qui permet de conclure que le point pm est mineur pour c. De plus, tout
point pm′ voisin de pm est mineur puisque λm′ ≤ λm par positivite´ des
exce`s pour c en pm et en tous les points qu’il faut e´clater pour obtenir p
′
m
(de´finition 2.1 3)).
Remarquons que, par de´finition de l’ensemble MIN, tout terme de la
forme suivante est positif :
n− λ0 − λi − λj ≥ 0, pour tous i, j ∈ MIN.
Notons que les indices i et j ne sont pas force´ment distincts. Si l’en-
semble ADH est vide, il en est de meˆme de VNA par positivite´ des exce`s
pour c et pour f (de´finition 2.1 3) et proposition 1.17). Par conse´quent,
dans ce cas-la` tous les indices hors 0 sont dans MIN et la somme de (??)
est positive car tous les termes le sont. Supposons donc que ADH est
non vide. Le but dans ce qui suit est d’arranger de fac¸on ade´quate les
multiplicite´s des points indice´s par ADH et par VNA afin d’obtenir une
somme dont chaque terme est positif.
Fait 3.14. Chaque point voisin de p0 posse`de au plus un point adhe´rent
indice´ par ADH∪VNA, les autres, s’ils existent, sont indice´s par MIN.
De´monstration: Soient pm1 et pm2 deux points adhe´rents au point pm
voisin de p0, et tels que λm2 ≤ λm1 (voir figure 5). Notons pr, possible-
ment e´gal au point pm, le point libre et adhe´rent a` p0 tel que pm soit
voisin de pr. Alors, d’apre`s l’ine´galite´ de Be´zout pour la droite passant
par les points p0 et pr et la positivite´ de l’exce`s en pr et en pm, nous
avons :
0 ≤
2.1 4)
n−λ0−λr ≤
2.1 3)
n−λ0−λm ≤
2.1 3)
n−λ0−λm1−λm2 ≤ n−λ0−2λm2 .
Par conse´quent, m2 ∈ MIN.
p0
pr
pm
pm1 pm2
Figure 5. Les points pm1
et pm2 sont adhe´rents a` pm.
p0
pm
pm1
pm2
Figure 6. Le point pm2
est un point satellite.
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Remarquons que le fait 3.14 implique que les points indice´s par VNA
sont tous libres. En effet, si un point pm2 est satellite cela signifie que pm2
est adhe´rent a` deux points pm1 et pm et que pm1 est e´galement adhe´rent
a` pm (voir figure 6). Par le fait 3.14 et par positivite´ des exce`s en pm1
nous obtenons que m2 ∈ MIN. Par contre, les points indice´s par ADH
peuvent eˆtre libres ou satellites.
Remarque 3.15. Un point libre indice´ par ADH est un point infini-
ment proche du premier ordre de p0. De plus, tout point satellite indice´
par ADH est voisin d’un point libre indice´ par ADH. Par exemple sur
la figure 7, les points pi1 , pi2 , pi3 et pi4 sont adhe´rents au point p0. Les
points pi2 et pi3 sont des points satellites et sont voisins du point pi1 qui
est libre. Le point pi4 est lui aussi libre.
p0
pi1
pi2
pi3
pi4
Figure 7. Une configuration de points adhe´rents a` p0.
Fait 3.16. Supposons qu’il existe un sous-ensemble {p0, pj1 , . . . , pj2δ}
de l’ensemble des points-base de f qui est le support d’une applica-
tion de Jonquie`res ayant pour point-base maximal p0. De´finissons
jmin ∈ {j1, . . . , j2δ} un indice tel que λjmin = min{λi | i ∈ {j1, . . . , j2δ}}.
Alors pour tout i ≥ jmin, l’indice i est dans l’ensemble MIN.
De´monstration: Soit j une application de caracte´ristique Jonquie`res
ayant cet ensemble de points comme points-base. Notons qu’elle est de
degre´ δ + 1. Nous avons alors par hypothe`se sur c :
0 ≤
(3.9)
j#(c) · `− c · ` =
(3.1)
δn− δλ0 −
2δ∑
i=1
λji ≤ δ(n− λ0 − 2λjmin).
Par conse´quent l’indice jmin est dans MIN, et par de´croissance des λi,
c’est le cas de tous les indices plus grands que jmin.
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Fait 3.17. Parmi les points-base de f voisins de tout point libre in-
dice´ par ADH il y a au moins autant de points indice´s par ADH que
par VNA. En particulier, le cardinal de VNA est strictement infe´rieur a`
celui de ADH.
De´monstration: Soit a0 ∈ ADH tel que pa0 est un point libre. Notons
a1 ≤ · · · ≤ ak les indices de ADH et v1 ≤ · · · ≤ vr les indices de VNA tels
que les points pa1 , . . . , pak , pv1 , . . . , pvr soient les voisins de pa0 . Raison-
nons par l’absurde et supposons que k soit strictement plus petit que r :
k < r. Par le fait 3.14, ces points forment une tour ou` chaque point est
adhe´rent au pre´ce´dent mais n’est adhe´rent a` aucun autre point de la tour,
excepte´ de p0 lorsqu’ils sont indice´s par ADH (voir figure 8). Conside´rons
l’ensemble pre´-consistant {p0, pa0 , pa1 , . . . , pak , pv1 , . . . , pvk+1}. D’apre`s le
lemme 1.25, il existe une application de Jonquie`res de degre´ k+ 2 ayant
cet ensemble de points comme points-base et p0 comme point-base maxi-
mal. Par le fait 3.16, vk+1, . . . , vr ∈ MIN ce qui est la contradiction
attendue.
p0
pa0
pa1
pak
pv1
pvr
Figure 8. Tour de points au-dessus de p0.
S’il existe un point-base majeur de f indice´ par ADH alors nous in-
troduisons une dernie`re cate´gorie d’indice non disjointe des pre´ce´dentes
appele´e JONQ. Construisons cet ensemble :
• Tous les indices de ADH correspondant a` des points majeurs pour f
sont dans JONQ.
• Ensuite nous ajoutons un a` un les indices des points majeurs de f ,
dans l’ordre de´croissant des λi, de fac¸on a` ce que l’ensemble reste
consistant a` chaque e´tape.
• Nous nous arreˆtons lorsqu’il y a autant de points adhe´rents a` p0
que de points non adhe´rents a` p0. Cela arrive force´ment d’apre`s le
lemme 1.24.
568 A. Lonjou
Remarque 3.18. D’apre`s la proposition 1.26, il existe une application de
Jonquie`res ayant p0 comme point-base maximal et posse´dant l’ensemble
des points indice´s par JONQ comme points-base de multiplicite´ 1.
Fait 3.19. Tout point-base majeur de f non indice´ par JONQ est indice´
par MIN.
De´monstration: Raisonnons par l’absurde et supposons qu’il existe ps
un point-base majeur de f tel que s /∈ JONQ∪MIN. Comme les indices
de ADH sont tous dans JONQ, la seule possibilite´ est que s ∈ VNA.
Conside´rons un indice r de JONQ tel que pour tout j ∈ JONQ, λr ≤ λj .
Par la remarque 3.18 et le fait 3.16, l’indice r est dans MIN et non
pas dans ADH. Par conse´quent, c’est l’un des derniers points ajoute´s et
comme nous rangeons les indices dans JONQ dans l’ordre de´croissant
des λi cela signifie que λs ≤ λr. Par conse´quent, s appartient a` MIN, ce
qui nous donne la contradiction attendue.
Soit 2δ le cardinal de l’ensemble JONQ. Nous renommons par
j1, . . . , j2δ l’ensemble des indices de JONQ de sorte que mj1 ≥ · · · ≥ mj2δ
et que pour tout 1 ≤ i ≤ 2δ, l’ensemble de points {pj1 , . . . , pji} muni de
leur multiplicite´ respective est consistant. S’il n’existe pas de point-base
majeur de f indice´ par ADH alors JONQ est un ensemble vide et l’en-
tier δ ainsi que les multiplicite´s mji seront conside´re´s comme nuls dans
les calculs qui suivent.
Commenc¸ons a` re´organiser l’e´quation (??). Par le fait 3.13, il est pos-
sible de re´partir les termes de la fac¸on suivante :
(d− 1)n−
∑
pi∈supp(f)
miλi = mj2δ(δn− δλ0 − λj1 − · · · − λj2δ)
+ (m0 − δmj2δ)(n− λ0)
+ (d− 1−m0)n
−
2δ−1∑
i=1
(mji −mj2δ)λji
−
∑
i∈(VNA∪ADH)\JONQ
miλi
−
∑
i∈MIN \ JONQ
miλi.
(3.20)
Lorsque nous sommes dans le cas des trois premie`res lignes, les termes
en les mi sont appele´s les poids des termes en les multiplicite´s λi. Notre
but, a` pre´sent, est de re´partir les λi des sommes des trois dernie`res lignes
afin que tous les termes soient positifs.
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Posons pour tout point-base pi de f :
m˜i =
{
mi −mj2δ si i ∈ JONQ,
mi sinon.
Conside´rons les indices i de ADH dont la multiplicite´ m˜i est non
nulle. Notons-les a1, . . . , ak de sorte que m˜a1 ≥ · · · ≥ m˜ak . Faisons
de meˆme pour les indices de VNA et notons les v1, . . . , vr de sorte que
m˜v1 ≥ · · · ≥ m˜vr . Malgre´ le fait 3.17, k n’est pas force´ment strictement
supe´rieur a` r. En effet il se pourrait qu’une situation analogue a` l’exemple
suivant arrive.
p0
p1
p2
p3
Figure 9
Conside´rons la tour de points p0, p1, p2, p3 incluse dans l’ensemble
des points-base de f ou` chacun est adhe´rent au pre´ce´dent, ou` p2 est
e´galement adhe´rent a` p0 (voir figure 9) et ou` 1, 2 ∈ ADH et 3 ∈ VNA.
Si nous supposons de plus que 1, 2 ∈ JONQ, que 3 /∈ JONQ, que
m1 = m2 = mj2δ et que les autres points-base de f sont dans P2 alors
k = 0 alors que r = 1. Cette situation arrive si le point p3 est un point-
base de f qui n’est pas majeur pour f mais qui est majeur pour c.
Fait 3.21. Si r ≥ k > 0 alors il existe au moins r − k + 1 couples
d’indices, note´s (ak+t, vit)1≤t≤r−k+1 tels que tous les indices sont deux
a` deux distincts et pour 1 ≤ t ≤ r − k + 1 :
• ak+t ∈ ADH \{a1, . . . , ak},
• vit ∈ {vi}1≤i≤r,
• pvit est voisin de pak+t .
Remarquons que la condition ak+t ∈ ADH \{a1, . . . , ak} est e´quiva-
lente a` ak+t ∈ ADH∩ JONQ et m˜ak+t = 0.
Remarque 3.22. L’hypothe`se k > 0 est indispensable car sinon nous
pourrions avoir la situation pre´ce´dent le fait 3.21. Dans ce cas-la`, k = 0
et r = 1. Il y a effectivement deux points indice´s par ADH qui ont une
multiplicite´ m˜i nulle mais il n’existe qu’un point indice´ par VNA et voisin
des points p1 et p2.
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De´monstration: Notons pi1 , . . . , piN les points libres indice´s par ADH.
Tous les points indice´s par ADH∪VNA sont voisins ou e´gaux a` ces
points-la` d’apre`s la remarque 3.15. Pour tout j ∈ {1, . . . , N}, conside´rons
le point pij ainsi que ses points voisins indice´s par ADH∪VNA. D’apre`s
le fait 3.14, ils forment une tour ou` chacun est adhe´rent uniquement
au point pre´ce´dent, sauf les points indice´s par ADH qui sont e´galement
adhe´rents au point p0. Notons kij et rij le cardinal des indices des points
voisins ou e´gaux a` pij dont la multiplicite´ m˜i est non nulle et qui sont
respectivement indice´s par ADH et VNA.
Si kij ≤ rij alors d’apre`s le fait 3.17, cela implique qu’il existe au
moins rij −kij +1 points distincts de cette tour indice´s par ADH qui ont
une multiplicite´ m˜i nulle. Dans le cas ou` kij est non nul, rij−kij +1 ≤ rij
donc il existe au moins rij −kij + 1 points distincts de cette tour indice´s
par VNA qui ont une multiplicite´ m˜i non nulle. Si kij = 0 alors il y en a
rij = rij −kij . Par conse´quent dans les deux cas il existe rij −kij points
distincts de cette tour indice´s par VNA qui ont une multiplicite´ m˜i non
nulle et autant indice´s par ADH qui ont une multiplicite´ m˜i nulle. Nous
pouvons en ajouter un de plus dans chaque famille lorsque kij est non
nul.
Notons J l’ensemble des indices j ∈ {1, . . . , N} tels que kij ≤ rij .
Comme nous avons suppose´ k non nul cela signifie qu’il existe au moins
un e´le´ment s ∈ {1, . . . , N} tel que kis est non nul. S’il y en a plusieurs,
nous en choisissons un. Posons :
Cs =

ris − kis + 1 +
∑
j∈J
j 6=s
(rij − kij ) si s ∈ J,
∑
j∈J
(rij − kij ) sinon.
Nous avons montre´ que nous pouvons choisir au moins Cs couples ayant
les proprie´te´s de l’e´nonce´. Dans les deux cas de la de´finition de Cs, comme
rij − kij < 0 pour j /∈ J , nous avons
r − k =
∑
j∈J
(rij − kij ) +
∑
j /∈J
(rij − kij ) < Cs,
par conse´quent nous pouvons choisir r − k + 1 couples comme dans
l’e´nonce´.
Fait 3.23. Nous avons m˜a1 ≤ d−m02 et m˜v1 ≤ d−m02 .
De´monstration: Montrons le re´sultat pour m˜a1 , le re´sultat s’obtient de la
meˆme manie`re pour m˜v1 . Si le point pa1 n’est pas un point-base majeur
pour f , le re´sultat est imme´diat puisque m˜a1 = ma1 .
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Si le point pa1 est un point point-base majeur de f alors a1 ∈ JONQ
(de´finition p. 567) sinon nous aurions une contradiction avec le fait 3.19
qui impliquerait que a1 ∈ MIN or les ensembles ADH et MIN sont dis-
joints (de´finitions p. 563). Comme l’ensemble JONQ est pre´-consistant, il
existe un indice i dans JONQ∩ADH, possiblement e´gal a` a1 tel que pa1
est voisin de pi et tel que le point pi est libre. Raisonnons par l’absurde
et supposons que ma1 −mj2δ = m˜a1 > d−m02 . Par positivite´ de l’exce`s
au point pi pour f (proposition 1.17), et comme pj2δ est un point-base
majeur pour f , nous avons :
mi ≥ ma1 >
d−m0
2
+mj2δ > d−m0.
Nous obtenons une contradiction avec le the´ore`me de Be´zout (proposi-
tion 1.18) en conside´rant la droite passant par les points p0 et pi, puisque
le point pi est, par hypothe`se, libre et adhe´rent a` p0.
Le fait 3.23 implique que d −m0 − m˜a1 − m˜v1 ≥ 0. Par conse´quent
nous pouvons re´arranger les termes en conside´rant deux cas, suivant
si d−m0 − m˜a1 − m˜v1 est nul ou pas.
i) Si d−m0− m˜a1 − m˜v1 ≥ 1 alors nous re´partissons les termes de (3.20)
de la fac¸on suivante :
(d− 1)n−
∑
pi∈supp(f)
miλi=mj2δ(δn−δλ0 − λj1− · · · −λj2δ) (∗jonq)
+(m0 − δmj2δ)(n− λ0) (∗λ0)
+ m˜ak(n− λa1 − · · · − λak)
+ (m˜ak−1−m˜ak)(n−λa1− · · · −λak−1)
...
+ (m˜a1 − m˜a2)(n− λa1)

(∗adh)
+ m˜vr (n− λv1 − · · · − λvr )
+ (m˜vr−1−m˜vr )(n−λv1− · · · −λvr−1)
...
+ (m˜v1 − m˜v2)(n− λv1)

(∗vna)
+(d− 1−m0 − m˜a1 − m˜v1)n (∗n)
−
∑
i∈MIN
m˜iλi.
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Remarquons que les sommes des expressions des lignes (∗adh) et (∗vna)
sont respectivement e´gales a`
m˜a1n−
k∑
i=1
m˜aiλai et m˜v1n−
r∑
i=1
m˜viλvi .
Si r = 0 la somme s’e´crit de la meˆme fac¸on sans les termes de (∗vna).
De meˆme, si k = 0 il n’y a plus les termes de (∗adh). Montrons que les
termes de chaque ligne excepte´e la dernie`re, sont positifs. Ensuite, nous
re´partirons les λi ou` i ∈ MIN de sorte que chaque terme reste positif.
∗ Les poids sont positifs. Les points pj1 , . . . , pjδ sont adhe´rents a` p0,
par conse´quent, par de´croissance des multiplicite´s mji et par positivite´
des exce`s en p0 pour f , nous avons :
m0 ≥
1.17
δ∑
i=1
mji ≥ δmj2δ .
Ainsi, le poids m0 − δmj2δ est positif. Les autres poids le sont par hy-
pothe`se de de´croissance des multiplicite´s et par hypothe`se du cas i).
∗ Les termes en λi sont positifs. Le terme en λi de (∗jonq) est positif
par l’hypothe`se faite sur c (e´quation (3.9)) et par la remarque 3.18 et
l’e´quation (3.1). Conside´rons les termes de (∗adh). En utilisant la positi-
vite´ des exce`s en p0 pour c, nous avons pour 1 ≤ i ≤ k :
(3.24) n− λa1 − λa2 − · · · − λai ≥
2.1 3)
n− λ0 >
2.2
0.
Par le fait 3.17 et par positivite´ des exce`s pour c en chaque point adhe´rent
(proposition 2.1 3)), nous avons :∑
i∈VNA
λi ≤
∑
i∈ADH
λi.
Ainsi les termes de (∗vna) sont strictement positifs, pour 1 ≤ i ≤ r :
n− λv1 − λv2 − · · · − λvi ≥ n−
∑
i∈VNA
λi
≥ n−
∑
i∈ADH
λi ≥ n− λ0 >
2.2
0.
(3.25)
∗ Re´partissons les λi ou` i ∈ MIN. Nous voulons re´partir pour
tout i ∈ MIN lesmi multiplicite´s λi, de sorte que les termes soient comme
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dans le lemme 3.2, de la forme n − λi − λj − λk. Cependant, si k ≥ 4
ou si r ≥ 4, certains termes (∗adh) et (∗vna) sont surcharge´s, c’est-a`-dire
qu’ils contiennent plus de trois multiplicite´s λi, par conse´quent d’autres
termes devront eˆtre sous-charge´s. Conside´rons le multi-ensembleM cons-
titue´ des λi ou` i ∈ MIN compte´s avec multiplicite´s mi. Dans chacun des
d− 1−m0 − m˜a1 − m˜v1 termes de (∗n) nous re´partissons trois multipli-
cite´s de M . S’il reste des e´le´ments dans M , nous mettons dans chacun
des m0−δmj2δ termes de (∗λ0) deux e´le´ments de M . S’il reste encore des
e´le´ments dans M , nous re´partissons deux multiplicite´s de M dans chacun
des m˜v1−m˜v2 (respectivement m˜a1−m˜a2) derniers termes de (∗vna) (res-
pectivement (∗adh)) et une multiplicite´ de M dans chacun des m˜v2−m˜v3
(respectivement m˜a2 − m˜a3) avant-derniers termes de (∗vna) (respecti-
vement (∗adh)). Ce proce´de´ s’arreˆte de`s que tous les e´le´ments de M ont
e´te´ re´partis. Les termes que nous venons de comple´ter sont positifs par
la de´finition de l’ensemble MIN.
Nous venons de montrer que si c satisfait la condition (3.9) alors pour
toute application f qui a pour point-base maximal p0 et dont les points-
base satisfont i), f#(c) · ` ≥ c · `.
ii) Plac¸ons nous dans le cas ou` d − m0 − m˜a1 − m˜v1 = 0. Le fait 3.23
implique que
m˜a1 = m˜v1 =
d−m0
2
.
En particulier, k et r sont strictement positifs. Nous ne pouvons pas
re´partir les termes de la somme comme dans le cas i) puisque le poids
de (∗n) est a` pre´sent ne´gatif :
−1−m0 − m˜a1 − m˜v1 = −1.
Si r ≥ k, nous reprenons le re´sultat et les notations du fait 3.21.
Posons J = {it}1≤t≤r−k+1 l’ensemble des indices apparaissant dans le
fait 3.21. Notons Jc son comple´mentaire. Les ensembles J et Jc forment
une partition de l’ensemble des indices {1, . . . , r}. Dans le cas ou` Jc
est non vide, nous notons t0 un de ses e´le´ments. S’il est vide les termes
de (∗v) n’existent pas et λvt0 = 0. Si r < k alors J est vide et Jc contient
les r indices {1, . . . , r}.
Par rapport a` la re´partition des termes dans la somme du cas i),
nous voulons re´partir une fois les multiplicite´s λvi dans d’autres termes
afin que le poids de (∗n) soit positif. Pour cela, nous surchargeons le
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terme (∗av) afin de ne pas avoir a` comple´ter les termes (∗v). Nous ar-
rangeons donc les termes de la somme de la fac¸on suivante :
(d− 1)n−
∑
pi∈supp(f)
miλi=mj2δ(δn−δλ0−λj1− · · · −λj2δ) (∗jonq)
+n−λa1−λa2− · · · −λak−λvt0−
∑
t∈J
λvt (∗av)
+ (m˜ak − 1)(n− λa1 − · · · − λak)
+ (m˜ak−1−m˜ak)(n−λa1− · · · −λak−1)
...
+ (m˜a1 − m˜a2)(n− λa1)

(∗adh)
+
∑
t∈Jc\{t0}
(n− λ0 − λvt) (∗v)
+ (m˜vr − 1)(n− λv1 − · · · − λvr )
+ (m˜vr−1−m˜vr )(n−λv1− · · · −λvr−1)
...
+ (m˜v1 − m˜v2)(n− λv1)

(∗vna)
+ (m0 − Card(Jc)+1−δmj2δ)(n− λ0) (∗λ0)
+ (d− 1−m0 − m˜a1 − m˜v1 + 1)n (∗n)
−
∑
i∈MIN
miλi.
Remarquons que la somme des expressions des lignes (∗av) et (∗adh)
est e´gale a` :
m˜a1n−
k∑
i=1
m˜aiλai − λvt0 −
∑
t∈J
λvt ,
celle de la ligne (∗v), si elle existe, est e´gale a` :
(Card(Jc)− 1)(n− λ0)−
∑
t∈Jc\{t0}
λvt ,
et celle des lignes (∗vna) est e´gale a` :
(m˜v1 − 1)n−
r∑
i=1
(m˜vi − 1)λvi .
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Montrons que nous pouvons comple´ter les termes incomplets a` l’aide
des λi ou` i ∈ MIN afin que chaque terme soit positif.
∗ Les poids sont positifs. Montrons dans un premier temps que le
cardinal de Jc est infe´rieur ou e´gal a` k − 1 :
Card(Jc) =
{
r ≤ k − 1 si r < k,
r − (r − k + 1) = k − 1 sinon.
En utilisant cela ainsi que la positivite´ des exce`s en p0 pour f , nous
obtenons :
m0 ≥
1.17
∑
i∈ADH
mi =
k∑
i=1
m˜ai +
∑
i∈JONQ∩ADH
mj2δ
≥ k + δmj2δ > Card(Jc) + δmj2δ .
Ainsi le poids m0 − Card(Jc) + 1 − δmj2δ est strictement positif. Les
autres le sont par de´croissance des m˜i et par l’hypothe`se faite dans le
cas ii).
∗ Les termes en λi sont positifs. Les termes en λi de (∗jonq), (∗adh) et
(∗vna) sont positifs par les meˆmes arguments que dans le cas i) puisqu’ils
n’ont pas change´. S’il existe, le terme de (∗v) est positif d’apre`s l’ine´galite´
de Be´zout (proposition 2.1 4)).
Il reste a` montrer la positivite´ du terme en λi de (∗av). Si ` ≥ k, alors
d’apre`s le fait 3.21 il existe des points pak+1 , . . . , pa`+1 adhe´rents a` p0,
distincts des {pai}1≤i≤k et tels que pour t ∈ J , pvit est voisin de pak+t .
Ainsi par positivite´ des exce`s au-dessus de chaque point adhe´rent :∑
t∈J
λvt ≤
∑
t∈J
λak+t .
Notons pa le point libre adhe´rent a` p0 tel que le point pvt0 est voisin
de pa. Nous avons par positivite´ des exce`s pour les points p0 et pa et par
l’ine´galite´ de Be´zout :
n−λa1− · · · −λak−λvt0−
∑
t∈J
λvt ≥ n−
k∑
i=1
λak −
∑
t∈J
λak+t− λvt0
≥
2.1 3)
n− λ0 − λvt0
≥
2.1 3)
n− λ0 − λa
≥
2.1 4)
0,
(3.26)
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et donc le terme en λi de (∗av) est positif. Si r < k alors J est vide et nous
obtenons le meˆme re´sultat en utilisant la meˆme ine´galite´ qu’au-dessus
en enlevant la somme sur J .
∗ Montrons que nous pouvons laisser incomplets les termes de (∗v),
s’ils existent. Si k = 1 alors Jc est vide et il n’y a par conse´quent rien
a` faire. Sinon le terme de (∗av) posse`de k + Card(J) + 1 − 3 = k − 2 +
Card(J) multiplicite´s λi en trop qui compensent les Card(J
c)−1 ≤ k−2
multiplicite´s manquantes.
∗ Comple´tons les termes de la somme avec les λi ou` i ∈ MIN.
D’apre`s le point pre´ce´dent, les termes a` comple´ter sont les deux dernie`res
lignes de (∗adh) et (∗vna), ainsi que les termes (∗λ0) et (∗n). Par la
de´finition de MIN tous les termes comple´te´s sont positifs.
Ainsi la somme est positive comme attendue.
Ceci conclut le cas ii) et donc le point 1) du the´ore`me 3.8.
Montrons maintenant le point 2) du the´ore`me 3.8. Supposons main-
tenant que c ∈ V(id) ∩ V(f). Nous voulons montrer que f est de ca-
racte´ristique Jonquie`res dont le point-base de multiplicite´ maximale de
l’inverse est p0. Par de´finition :
c · ` = c · f#(`)
= f−1# (c) · `.
Ainsi, d’apre`s le fait 3.11, le point p0 doit eˆtre un point-base de f
−1 de
multiplicite´ maximale. De plus, la somme (??) applique´e a` f−1 doit eˆtre
nulle. Suivant si nous nous trouvons dans le cas i) ou dans le cas ii),
nous utilisons la re´partition des termes faite dans i) ou dans ii). Comme
c ∈ V(id), nous avons de´ja` montre´, dans la premie`re partie de la preuve,
que tous les termes de ces sommes sont positifs ou nuls. Nous devons
e´tudier a` quelles conditions ils sont en fait tous nuls.
a) Les points-base de f−1 ne peuvent pas satisfaire la condition du cas ii).
Supposons que ce soit le cas. Alors, le terme (∗av) est nul ce qui im-
plique en prenant le cas d’e´galite´ des ine´galite´s (3.26) que λvt0 = n−λ0.
Conside´rons la suite minimale de points du support de f−1, hors p0,
qu’il a fallu e´clater pour obtenir pvt0 et notons-les pi1 , . . . , pik , pik+1
ou` pik+1 = pvt0 . Comme vt0 ∈ VNA, par positivite´ des exce`s, les indices
i1, . . . , ik appartiennent a` VNA∪ADH. D’apre`s le fait 3.14, chacun est
adhe´rent uniquement au point pre´ce´dent sauf les points indice´s par ADH
qui sont e´galement adhe´rents a` p0. Notons k
′ le plus petit entier tel que
pik′ ne soit pas adhe´rent a` p0. Conside´rons k
′ − 2 points de P2 (pas
force´ment dans le support de c) tels que deux points de cette famille ne
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soient pas aligne´s avec p0. D’apre`s le lemme 1.25 ces points ainsi que
les points p0, pi1 , . . . , pik′ forment le support d’une application de Jon-
quie`res j de degre´ k′. Nous obtenons la contradiction suivante en utilisant
la positivite´ des exce`s au-dessus des points {pis}1≤s≤k :
0 ≤
(3.9)
j#(c) · `− c · `
≤
(3.1)
(k′ − 1)n− (k′ − 1)λ0 − λi1 − · · · − λik′
≤
2.1 3)
(k′ − 1)n− (k′ − 1)λ0 − k′λvt0
= −(n− λ0) <
2.2
0.
(3.27)
Par conse´quent, dans le cas ii) il n’existe pas d’application f telle que
c ∈ V(id) ∩ V(f).
b) Les points-base de f−1 doivent donc satisfaire les conditions du cas i).
Tous les termes de la somme du cas i) e´tant nuls, c’est en particulier le
cas du terme m˜ak(n−λa1−λa2−· · ·−λak) de (∗adh). Par hypothe`se sur
le choix de l’indice k, m˜ak est non nul, c’est donc n−λa1−λa2−· · ·−λak
qui est nul. L’e´quation (3.24) implique que k ≤ 2 puisque pour k = 1
et k = 2 les termes ont e´te´ comple´te´s a` l’aide des λi ou` i ∈ MIN. Mais
le fait 3.10 implique qu’alors λi = n − λ0 ce qui est absurde puisque
i ∈ MIN. Ainsi k = 0 et il n’y a pas de termes (∗adh). Nous obtenons de
meˆme qu’il n’y a pas de termes (∗vna). Par le fait 3.10, le terme en λi
de (∗n) est strictement positif. Par conse´quent, pour que (∗n) soit nul,
il faut que son poids qui est e´gal a` d− 1−m0 le soit. Ceci implique que
m0 = d − 1. Par conse´quent f−1 est une application de caracte´ristique
Jonquie`res et dont le point-base maximal est p0 d’apre`s le point 4) du
lemme 1.13. En notant pi1 , . . . , pi2d−2 les petits points-base de f
−1, la
condition c · ` = j−1# · ` se re´e´crit graˆce a` l’e´quation (3.1) :
n = λ0 +
1
d− 1
∑
i∈{i1,...,i2d−2}
λi.
Ceci ache`ve la preuve du the´ore`me 3.8.
Exemple 3.28. Il existe des classes spe´ciales dans la cellule V(id).
Conside´rons p0 ∈ P2 et deux points libres et adhe´rents a` p0 note´s p1
et p2. Conside´rons la classe
c =
1
5
(7`− 4ep0 − 2ep1 − 2ep2).
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Montrons qu’elle appartient a` E . Elle est d’auto-intersection 1. Les exce`s
sont positifs. Elle est positive contre l’anti-canonique. Montrons qu’elle
satisfait e´galement la condition de Be´zout. C’est clair pour les droites.
Pour les coniques aussi (a` noter que la seule conique passant par les
trois points est la re´union de deux droites). Il existe une cubique C
passant avec multiplicite´ 2 en p0 et avec multiplicite´ 1 aux points p1
et p2. Conside´rons une courbe D de P2 passant avec multiplicite´ µi aux
points pi. Nous avons alors d’apre`s le the´ore`me de Be´zout :
3d = C ·D ≥ 2µ0 + µ1 + µ2.
Par conse´quent, 7d ≥ 6d ≥ 4µ0 + 2µ1 + 2µ2. Et la condition de Be´zout
est ve´rifie´e pour toute courbe. Ainsi, la classe c appartient a` E (de´fini-
tion 2.1).
De plus, les points p1 et p2 sont adhe´rents a` p0 et le degre´ de c est stric-
tement plus petit que la somme de ses trois plus grandes multiplicite´s.
Par conse´quent, c est une classe spe´ciale. Montrons que c ∈ V(id).
D’apre`s le the´ore`me 3.8, il suffit de ve´rifier que pour toute application j
de caracte´ristique Jonquie`res dont l’inverse a pour point-base maximal p0
nous avons
j#(c) · ` ≥ ` · c⇔ c · j−1# (`) ≥ c · `.
Il n’existe pas d’application quadratique dont les points-base ont cette
configuration (par positivite´ des exce`s). Soit q une application quadra-
tique dont les points-base de l’inverse sont les points p0, p1 et un troisie`me
note´ q. Dans ce cas, nous avons
c · q#(`) = 1
5
(14− 4− 2) = 8
5
>
7
5
= c · `.
Pour tout d ≥ 3, il existe une application de Jonquie`res j de degre´ d
telle que les points p0, p1 et p2 soient des points-base de j
−1 avec p0
point-base maximal. Dans ces cas, nous avons :
c · j#(`) = 1
5
(7d− 4(d− 1)− 2− 2) = 3d
5
>
7
5
.
Par conse´quent, c appartient a` la cellule identite´ et n’appartient a` aucune
autre cellule.
L’exemple suivant montre que les germes de cellules contenant une
classe spe´ciale en commun avec la cellule V(id) ne sont pas force´ment
des applications de caracte´ristique Jonquie`res dont les points-base sont
en configuration spe´ciale.
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Exemple 3.29. Reprenons la meˆme configuration que dans l’exemple
pre´ce´dent. Conside´rons deux points p1 et p2 libres et adhe´rents a` un
point p0 ∈ P2. Posons :
c =
1√
23
(7`− 4ep0 − 3ep1 − ep2).
En faisant exactement les meˆmes e´tapes que dans l’exemple pre´ce´dent,
excepte´ pour l’ine´galite´ de Be´zout ou` nous devons en plus remarquer
que d ≥ µ1, nous montrons dans un premier temps que la classe c est
dans E . Puis en faisant les meˆmes calculs d’intersection, nous montrons
que c appartient a` V(id) et aux cellules dont le germe est une application
quadratique dont les points-base de l’inverse sont les points p0, p1 et un
troisie`me point. De plus, c n’appartient a` aucune autre cellule.
4. Cellules adjacentes a` la cellule associe´e a` l’identite´
Deux cellules de Vorono¨ı sont dites adjacentes si leur intersection est
non vide. Dans cette partie, nous de´terminons les germes des cellules
de Vorono¨ı qui sont adjacentes a` la cellule V(id) (the´ore`me 4.1) et nous
caracte´risons les classes se trouvant dans de telles intersections.
The´ore`me 4.1. c = n`−∑i∈I λiepi ∈ E une classe ordonne´e.
1) Si c est une classe spe´ciale appartenant a` V(id) ∩ V(f) alors f est
une application de caracte´ristique Jonquie`res dont l’inverse a pour
point-base maximal p0. De plus en notant pi1 , . . . , pi2d−2 les petits
points-base de f−1, c ve´rifie :
n = λ0 +
1
d− 1
∑
i∈{i1,...,i2d−2}
λi.
2) Dans le cas ou` c n’est pas une classe spe´ciale, quitte a` permuter
l’ordre des points pi qui ont meˆme multiplicite´ λi, nous avons :
c appartient a` V(id) ∩ V(f) si et seulement si nous sommes dans
l’une des trois situations suivantes.
a) L’application f est quadratique, p0, p1 et p2 sont les points-base
de f−1 et n = λ0+λ1+λ2 ou` λ2 peut e´ventuellement eˆtre nulle.
b) L’application f est de caracte´ristique Jonquie`res non quadra-
tique, p0 est le point-base de multiplicite´ maximale de f
−1, les
points {pi}1≤i≤2d−2 sont ses autres points-base et
c = n`− λ0ep0 −
n− λ0
2
2d−2∑
i=1
epi −
∑
i≥2d−1
λiepi ,
ou` λ0 ≥ n−λ02 ≥ λi pour tout i ≥ 2d− 1.
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c) L’application f n’est pas de caracte´ristique Jonquie`res et po-
sse`de r ∈ {6, 7, 8} points-base en position presque ge´ne´rale, les
points {pi}0≤i≤r−1 sont les points-base de f−1 et
c = n`− n
3
r−1∑
i=0
epi −
∑
i≥r
λiepi ,
ou` n3 ≥ λi pour tout i ≥ r.
Remarque 4.2. Par le lemme 1.21, les points-base de f−1 sont en position
presque ge´ne´rale si et seulement si il en est de meˆme des points-base de f .
Remarque 4.3. Une classe c non-spe´ciale qui contient seulement deux
points dans son support et telle que la somme de ses deux plus grandes
multiplicite´s est e´gale a` son degre´, appartient a` une infinite´ de cellules
de Vorono¨ı. En effet, c est au bord de V(id) et appartient a` toutes les cel-
lules V(q) ou` q est une application quadratique telle que le support de c
est inclus dans le support de q−1. Ces cellules sont en nombre infini puis-
qu’il y a un nombre infini d’applications quadratiques modulo PGL(3, k).
Une classe spe´ciale peut e´galement appartenir a` une infinite´ de cellules
de Vorono¨ı, comme par exemple dans 3.29. Dans les autres cas, les classes
n’appartiennent qu’a` un nombre fini de cellules de Vorono¨ı.
De´monstration: c est une classe spe´ciale et c ∈ V(id)∩V(f) alors d’apre`s
le point 2) de la proposition 3.8, f−1 doit eˆtre de caracte´ristique Jon-
quie`res et doit avoir p0 comme point-base de multiplicite´ maximale.
Soit c = n` −∑λiepi ∈ E une classe non spe´ciale et ordonne´e. La
classe c ∈ V(f) si et seulement si
c · ` = c · f#(`)
= f−1# (c) · `.
Notons d le degre´ de f−1 et mi les multiplicite´s de ses points-base pi.
D’apre`s l’e´quation (3.1) et en reprenant les notations et le re´sultat du
lemme 3.2, il existe un ensemble T de d− 1 triplets d’indices des points-
base de f−1 dont chaque triplet est forme´ d’indices deux a` deux disjoints
et tel que l’e´galite´ ci-dessus est e´quivalente a`
(4.4) 0 = (d− 1)n−
∑
pi∈supp(f−1)
miλi =
∑
{{i,j,k}}∈T
n− λi − λj − λk.
Dans la somme de droite les multiplicite´s λi apparaissent mi fois. Comme
la classe c n’est pas spe´ciale, elle appartient a` V(id) si et seulement si
pour tout i < j < k :
(4.5) n− λi − λj − λk ≥ n− λ0 − λ1 − λ2 ≥
3.7
0.
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Ainsi c ∈ V(id) ∩ V(f) si et seulement si tous les termes de la somme
de droite de (4.4) sont nuls. Si nous sommes dans l’un des trois cas a),
b) ou c) alors c appartient a` V(id) ∩ V(f). Montrons a` pre´sent l’impli-
cation et supposons que c appartient a` V(id)∩V(f). Distinguons les cas
suivant si f est une application quadratique, si f est une application
de caracte´ristique Jonquie`res non quadratique et enfin si f n’est pas de
caracte´ristique Jonquie`res.
a) Si f est une application quadratique dont l’inverse a pour points-base
pi0 , pi1 , pi2 alors la somme (4.4) s’e´crit
n− λi0 − λi1 − λi2 = 0.
Les multiplicite´s λi0 , λi1 et λi2 sont les trois plus grandes multiplicite´s
de c car sinon :
0 = n− λi0 − λi1 − λi2 > n− λ0 − λ1 − λ2,
ce qui contredirait l’e´quation (4.5). Ainsi, les points p0, p1 et p2 sont les
points-base de f−1 et n = λ0 + λ1 + λ2.
b) Dans le cas ou` f est de caracte´ristique Jonquie`res de degre´ stricte-
ment supe´rieur a` 2, notons λi0 la multiplicite´ pour c correspondant au
point-base maximal de f−1 et λi1 , . . . , λi2d−2 les multiplicite´s pour c cor-
respondant aux points-base pi1 , . . . , pi2d−2 de f
−1 arrange´es de sorte que
λi1 ≥ · · · ≥ λi2d−2 . La somme (4.4) se re´e´crit :
0 =
d−1∑
j=1
(n− λi0 − λi2j−1 − λi2j ).
Comme tous les termes sont positifs ou nuls, ils sont en fait nuls. Ainsi,
nous obtenons que λi1 = · · · = λi2d−2 = n−λi02 . De meˆme que pre´-
ce´demment pour ne pas contredire l’e´quation (4.5), nous devons avoir
λi0 = λ0 et λ1 = λi1 comme attendu.
c) Conside´rons enfin le cas ou` f n’est pas de caracte´ristique Jonquie`res.
Notons λi0 , λi1 , . . . , λir−1 les multiplicite´s de c correspondant aux points-
base pi0 , . . . , pir−1 de f
−1 de sorte que λi0 ≥ λi1 ≥ · · · ≥ λir−1 . Comme
f n’est pas une application de Jonquie`res elle est de degre´ au moins 4
et par le lemme 1.14 1) elle posse`de au moins six points-base. De plus,
par les points 3) et 4) du lemme 1.13, pour tout i, mi ≤ d − 2. Par
conse´quent, nous pouvons arranger les termes de la somme (4.4) de sorte
qu’il y en ait un de la forme n− λi0 − λi1 − λi2 et un autre de la forme
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n − λir−3 − λir−2 − λir−1 ou` r − 3 > 2. Comme c appartient a` V(f), ils
sont tous les deux nuls :
n = λi0 + λi1 + λi2 = λir2 + λir−1 + λir .
Par de´croissance des λij cela signifie qu’ils sont tous e´gaux a`
n
3 . Si main-
tenant ce ne sont pas les multiplicite´s maximales pour c cela implique
en particulier que λ0 >
n
3 par conse´quent :
n− λ0 − λ1 − λ2 < n− 3n
3
= 0.
Or, ceci contredit l’e´quation (4.5). Ainsi, nous avons montre´ que si
c appartient a` V(id) ∩ V(f) alors c est r′-syme´trique avec r′ ≥ r, c a
pour multiplicite´ maximale n3 et les points-base de f
−1 sont inclus dans
les points du support de c ayant la multiplicite´ maximale, comme at-
tendu. De plus, d’apre`s le lemme 2.15, une telle classe r′-syme´trique
ve´rifie r′ ≤ 8, par conse´quent f−1 ne posse`de pas plus de 8 points-base.
Si f−1 posse`de quatre points-base aligne´s ou sept points-base sur une co-
nique cela contredit l’ine´galite´ de Be´zout (de´finition 2.1 4)) et donc cela
contredit le fait que c ∈ E . De meˆme si f−1 posse`de deux points-base
adhe´rents a` un meˆme troisie`me point-base nous obtenons une contra-
diction avec la positivite´ des exce`s (de´finition 2.1 3)). La remarque 4.2
permet de conclure.
Exemple 4.6. Voici des exemples de classes appartenant a` l’intersection
entre V(id) et une autre cellule.
• La classe
cj =
√
2
d+ 1
(
d+ 1
2
`− d− 1
2
ep0 −
1
2
2d−2∑
i=1
epi
)
appartient a` V(id)∩V(j) ou` j est une application de caracte´ristique
Jonquie`res de degre´ d dont l’inverse a pour point-base maximal p0
et pour autres points-base {pi}1≤i≤2d−2.
• La classe
cf =
3√
9− r `−
1√
9− r
r−1∑
i=0
epi
appartient a` V(id) ∩ V(f) ou` f−1 une application ayant au plus
8 points-base {pi}0≤i≤r−1 qui sont en position presque ge´ne´rale
(r ≤ 8).
Le corollaire 4.7 re´sume tous les germes des cellules adjacentes a` V(id).
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Corollaire 4.7. L’ensemble des germes des cellules adjacentes a` V(id)
est constitue´ de toutes :
1) les applications de caracte´ristique Jonquie`res,
2) les applications ayant au plus 8 points-base, qui ne sont pas de
caracte´ristiques Jonquie`res et dont les points-base de l’inverse sont
en position presque ge´ne´rale.
Remarque 4.8. Les conditions du point 2) du corollaire 4.7 sont ne´cessai-
res. Soient p0, . . . , p4 ∈ P2 tels que trois points ne soient pas aligne´s. Ce
sont les points-base d’une application de Jonquie`res j de degre´ 3 et de
point-base maximal p0. Soit L la droite passant par les points p1 et p2.
Conside´rons trois points formant le support d’une application quadra-
tique q1 dont deux sont sur j(L) mais sont diffe´rents des points-base
de j−1. Alors l’application q1 ◦ j est une application ayant huit points-
base dont quatre aligne´s et de caracte´ristique (6; 4, 24, 13).
Soit C une conique passant par les points p1, . . . , p4. Conside´rons trois
points formant le support d’une application quadratique q2 qui sont
sur j(C) mais qui ne sont pas des points-base de j−1. L’application q2 ◦ j
est une application ayant huit points-base dont sept sur une conique.
Enfin, si maintenant nous composons l’application de Jonquie`res de
degre´ trois (x, y) 7→ (y3 − x, y) par une application quadratique dont les
trois points-base sont dans P2 diffe´rents du point [1 : 0 : 0], la compose´e
posse`de huit points-base dont deux adhe´rents a` un meˆme troisie`me.
Ces trois applications, bien qu’ayant huit points-base, ne sont pas des
germes de cellules adjacentes a` l’identite´ d’apre`s le corollaire 4.7.
Le corollaire suivant est une conse´quence du corollaire 4.7 et du le-
mme 1.14 2).
Corollaire 4.9. Les germes des cellules adjacentes a` la cellule V(id) qui
ne sont pas des applications de caracte´ristique Jonquie`res sont de degre´
infe´rieur ou e´gal a` 17.
Remarquons que si V(f) et V(g) sont deux cellules adjacentes, le seg-
ment ge´ode´sique [f#(`), g#(`)] n’est pas force´ment inclus dans l’union
des cellules V(f) ∪ V(g).
Exemple 4.10. Conside´rons une application f dont les points-base de
l’inverse sont en position presque ge´ne´rale et qui a pour caracte´risti-
que (4, 33, 13). Les classes dans l’intersection de V(f) et V(id) sont 6-sy-
me´triques, ce qui n’est le cas d’aucune classe du segment [f#(`), `]. Par
conse´quent le segment traverse au moins une autre cellule de Vorono¨ı.
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Cependant si f est une application de caracte´ristique Jonquie`res ou
une application syme´trique cela n’arrive jamais. C’est l’objet du lemme
suivant. Rappelons qu’une application est syme´trique si elle est de degre´
strictement supe´rieur a` 1 et si les multiplicite´s de ses points-base sont
toutes e´gales.
Lemme 4.11. Soit f une application syme´trique ou de caracte´ristique
Jonquie`res. Alors nous avons l’inclusion
[`, f#(`)] ⊂ V(id) ∪ V(f).
De´monstration: Si j est une application de Jonquie`res de degre´ d, dont
l’inverse a pour point-base maximal p0 et {p1, . . . , p2d−2} comme petits
points-base. Notons
cj =
√
1
2(d+ 1)
(
(d+ 1)`− (d− 1)ep0 −
2d−2∑
i=1
epi
)
.
Si s est une application syme´trique de degre´ d dont l’inverse posse`de
r points-base {p0, . . . , pr−1}, nous posons
cs =
√
d+ 1
2
(
`− 1
3
r−1∑
i=0
epi
)
.
Les classes cj et cs sont les normalisations des milieux des segments de
l’espace de Hilbert ambiant reliant respectivement les classes ` et j#(`)
et ` et s#(`). Par conse´quent les classes cj et cs appartiennent respective-
ment aux segments ge´ode´siques [`, j#(`)] et [`, s#(`)]. L’application s
−1
est aussi une application syme´trique de degre´ d et d’apre`s le lemme 1.15
la multiplicite´ de ses points-base est e´gale a` d+13 . Par conse´quent, elle ne
peut pas posse´der trois points-base aligne´s, ni six points-base sur une co-
nique car sinon cela contredirait l’ine´galite´ de Be´zout (proposition 1.18).
De meˆme, il ne peut pas y avoir deux points-base adhe´rents a` un meˆme
troisie`me sinon cela contredirait la positivite´ des exce`s pour s−1 (pro-
position 1.17). Ainsi en utilisant le corollaire 4.7 et le the´ore`me 4.1,
cj ∈ V(id)∩V(j) et cs ∈ V(id)∩V(s). Ainsi, cj est a` e´gale distance de ` et
de j#(`) et cs de ` et de s#(`) et comme elles appartiennent respective-
ment aux segments ge´ode´siques [`, j#(`)] et [`, s#(`)] ce sont les milieux
de ces segments. Ainsi, ces segments sont inclus dans la re´union des deux
cellules de Vorono¨ı.
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5. Cellules quasi-adjacentes a` la cellule associe´e a`
l’identite´
Rappelons que le bord a` l’infini de E est constitue´ des classes du bord
de H∞, c’est-a`-dire des classes d’auto-intersection nulle et de degre´ stric-
tement positif, qui sont limites d’une suite de classes vivant dans l’hy-
perplan {` = 1} et proportionnelles a` des classes de E . Nous de´finissons
de meˆme le bord a` l’infini d’une cellule de Vorono¨ı V(f). Ce sont les
classes du bord a` l’infini de E qui sont limites de classes vivant dans
l’hyperplan {` = 1} et qui sont proportionnelles a` des classes de V(f).
Deux cellules ayant une classe en commun dans leur bord a` l’infini sont
dites quasi-adjacentes. Dans cette section, le but est de caracte´riser les
applications dont la cellule de Vorono¨ı est quasi-adjacente a` la cellule as-
socie´e a` l’identite´. Avant cela, nous e´tudions les classes candidates a` eˆtre
dans de telles intersections et nous montrons au passage que les cellules
adjacentes a` V(id) sont quasi-adjacentes a` V(id) (corollaire 5.6).
Lemme 5.1. Soit {p0, . . . , p2d−2} le support d’une application de Jon-
quie`res de degre´ d et de point-base maximal p0. Pour tout n strictement
positif et pour tout d−1d n ≤ λ0 < n, la classe
cλ0 = n`− λ0ep0 −
n− λ0
2
2d−2∑
i=1
epi ∈ Z(P2)
est d’auto-intersection positive et est proportionnelle a` une classe de E.
De´monstration: Pour prouver que pour tout d−1d n ≤ λ0 < n la classe cλ0
est proportionnelle a` une classe de E , nous devons montrer que cette
classe satisfait les points 1), 2), 3) et 4) de la de´finition 2.1.
Pour λ0 < n, les multiplicite´s de la classe cλ0 sont toutes positives et
donc cette classe satisfait 2.1 1). Montrons que pour n strictement positif
fixe´, et pour λ0 satisfaisant
d−1
d n ≤ λ0 < n, cλ0 est d’auto-intersection
positive et ve´rifie les points 2), 3) et 4) de la de´finition 2.1.
• Posons
f(λ0) = c
2
λ0 = n
2 − λ20 −
(
n− λ0
2
)2
(2d− 2).
Alors f ′(λ0) = −λ0(d+1)+n(d−1). Ainsi la fonction f est croissante sur
l’intervalle
[
n
3 ,
n(d−1)
d+1
]
puis de´croissante sur l’intervalle
[n(d−1)
d+1 , n
[
. De
plus, limλ0→n f(λ0) = 0. Par conse´quent, pour
d−1
d+1n ≤ d−1d n ≤ λ0 < n,
cλ0 est d’auto-intersection positive.
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• La condition 2) qui est la positivite´ contre l’anti-canonique correspond
a` :
3n− λ0 − (d− 1)(n− λ0) ≥ 0.
Elle est ve´rifie´e sans restriction sur λ0 lorsque d = 2 et sinon λ0 doit
satisfaire :
λ0 ≥ n(d− 4)
d− 2 .
De plus, pour d > 2 nous avons d−1d ≥ d−4d−2 et cette condition est satis-
faite pour λ0 ≥ d−1d n.
• Nous devons ve´rifier a` quelle condition sur λ0, les exce`s en tous les
points du support de cλ0 sont positifs (de´finition 2.1 3)). D’apre`s la
remarque 1.19, il suffit juste de regarder l’exce`s au-dessus du point p0.
De plus, il y a au plus d− 1 points adhe´rents a` p0. Nous voulons avoir :
λ0 ≥ (d− 1)n− λ0
2
.
Ceci est satisfait lorsque λ0 ≥ d−1d+1n, ce qui est le cas lorsque λ0 ≥ d−1d n.
• Nous nous inte´ressons a` pre´sent a` l’ine´galite´ de Be´zout (de´fini-
tion 2.1 4)). Soit D une courbe de degre´ δ passant avec multiplici-
te´s {µi}0≤i≤2d−2 en les points {pi}0≤i≤2d−2. Nous cherchons a` savoir
pour quelles valeurs de λ0, le terme suivant est positif :
(5.2) nδ − λ0µ0 − n− λ0
2
2d−2∑
i=1
µi = n
(
δ − 1
2
2d−2∑
i=1
µi
)
+ λ0
(
1
2
2d−2∑
i=1
µi − µ0
)
.
Si toutes les multiplicite´s {µi}1≤i≤2d−2 sont nulles alors le terme (5.2)
est e´gal a` nδ − λ0µ0 > n(δ − µ0) ≥ 0 et est positif. Conside´rons le cas
ou` au moins l’un des µi est strictement positif pour 1 ≤ i ≤ 2d − 2.
Par positivite´ des exce`s des points par lesquels passe la courbe D il
existe alors un point de P2 ou un point libre et adhe´rent a` p0, note´
pik ∈ {pi}1≤i≤2d−2 tel que µik > 0. En conside´rant la droite passant par
les points p0 et pik le the´ore`me de Be´zout pour la courbe D implique que
δ ≥ µ0 + µik . En particulier, δ est strictement supe´rieur a` µ0 : δ > µ0.
∗ Si δ ≥ 12
∑2d−2
i=1 µi et
1
2
∑2d−2
i=1 µi ≥ µ0 alors (5.2) est positif pour tout
λ0 positif donc en particulier pour
d−1
d n ≤ λ0 < n.
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∗ Conside´rons le cas ou` δ ≥ 12
∑2d−2
i=1 µi et
1
2
∑2d−2
i=1 µi < µ0. Alors, pour
tout λ0 positif le terme (5.2) est supe´rieur ou e´gal a` :
(n− λ0)
(
µ0 − 1
2
2d−2∑
i=1
µi
)
≥ 0.
C’est donc en particulier le cas pour d−1d n ≤ λ0 < n.
∗ Si δ < 12
∑2d−2
i=1 µi alors
1
2
∑2d−2
i=1 µi > µ0. Par conse´quent, pour que
(5.2) soit positif, il faut que nous ayons :
(5.3) n > λ0 ≥ nt ou` t =
1
2
∑2d−2
i=1 µi − δ
1
2
∑2d−2
i=1 µi − µ0
.
Cependant, le facteur t de´pend de la courbe D et nous voulons un co-
efficient λ0 uniforme. En particulier, il ne faudrait pas qu’il existe une
suite de courbes {Di} telle que la suite de facteurs {ti} associe´s converge
vers 1. Montrons que nous pouvons majorer t inde´pendamment de D.
Conside´rons une courbe C du syste`me line´aire associe´ a` l’application de
Jonquie`res. En appliquant le the´ore`me de Be´zout entre C et D, nous
obtenons :
0 ≤ δd− µ0(d− 1)−
2d−2∑
i=1
µi.
Cela se re´e´crit :
(5.4) − δ ≤ −d− 1
d
µ0 − 1
d
2d−2∑
i=1
µi.
Par conse´quent, nous avons :
1
2
2d−2∑
i=1
µi − δ ≤
(5.4)
(
1
2
− 1
d
) 2d−2∑
i=1
µi − d− 1
d
µ0
=
d− 2
2d
2d−2∑
i=1
µi − d− 1
d
µ0
<
d− 1
d
(
1
2
2d−2∑
i=1
µi − µ0
)
.
588 A. Lonjou
Ainsi, t est majore´ par d−1d et pour tout
d−1
d n ≤ λ0 < n, λ0 satisfait
l’e´quation (5.3).
Finalement, nous avons montre´ que pour tout d−1d n ≤ λ0 < n, la
classe cλ0 est d’auto-intersection strictement positive et est proportion-
nelle a` une classe de E comme annonce´.
La proposition suivante fournit des exemples de cellules quasi-adja-
centes a` la cellule associe´e a` l’identite´.
Proposition 5.5. 1) Soit j une application de caracte´ristique Jon-
quie`res dont l’inverse a pour point-base maximal p0 ∈ P2. Alors,
nous avons :
`− ep0 ∈ ∂∞V(id) ∩ ∂∞V(j).
2) Soit f une application dont les r ≤ 8 points-base {p0, . . . , pr−1}
sont en position presque ge´ne´rale. Alors pour toute comple´tion en
un ensemble de neuf points {p0, . . . , p8} en position presque ge´ne´-
rale, nous avons :
3`−
8∑
i=0
epi ∈ ∂∞V(id) ∩ ∂∞V(f).
De´monstration: 1) Soit j une application de caracte´ristique Jonquie`res
de degre´ d dont l’inverse a pour point-base maximal p0 ∈ P2 et pour
petits points-base {pi}1≤i≤2d−2. Fixons n positif. Soit n3 ≤ λ0 < n et
conside´rons la classe
cλ0 = n`− λ0ep0 −
n− λ0
2
2d−2∑
i=1
epi ∈ Z(P2).
D’apre`s le lemme 5.1, pour tout λ0 tel que
d−1
d n ≤ λ0 < n, cette classe
est d’auto-intersection strictement positive et est proportionnelle a` une
classe de E . Par conse´quent, la normalisation η(cλ0) de la classe cλ0
introduite (2.3) est d’auto-intersection 1 et appartient a` E pour tout
d−1
d n ≤ λ0 < n. Le the´ore`me 4.1 implique que η(cλ0) appartient a` l’in-
tersection V(id)∩V(j). Par conse´quent, la classe cλ0n est proportionnelle
a` une classe appartenant a` l’intersection des cellules V(id) et V(j). En
prenant la limite quand λ0 tend vers n nous obtenons :
`− ep0 ∈ ∂∞V(id) ∩ ∂∞V(j)
comme annonce´.
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2) Conside´rons pour tout 0 < ε ≤ 1 la classe
cε = 3`−
r−1∑
i=0
epi − (1− ε)
8∑
i=r
epi .
Son auto-intersection est strictement positive : 9−r−(1−ε)2(9−r) > 0.
Nous pouvons par conse´quent conside´rer sa normalisation η(cε) qui est
d’auto-intersection 1, qui est positive contre l’anti-canonique et dont les
multiplicite´s et le degre´ sont positifs. Elle ve´rifie donc les points 1) et 2)
de la de´finition 2.1. Le point 3) est ve´rifie´ car pour tout 0 < ε ≤ 1, les
points du support de la classe cε sont en position presque ge´ne´rale et par
conse´quent les exce`s sont tous positifs. Par le meˆme argument, l’ine´galite´
de Be´zout est ve´rifie´e pour les droites et les coniques. Il reste a` ve´rifier
que l’ine´galite´ de Be´zout est satisfaite pour les courbes D de degre´ d
supe´rieur ou e´gal a` 3 et passant avec multiplicite´ µi par les points pi
pour 0 ≤ i ≤ 8. Comme les points {p0, . . . , p7} sont en position presque
ge´ne´rale, d’apre`s la proposition 1.20, la surface obtenue en e´clatant ces
points est faiblement del Pezzo. Avec le meˆme argument que dans la
preuve du corollaire 4.7, le the´ore`me de Riemann–Roch implique que
la forme anti-canonique sur cette surface correspond a` un pinceau de
cubiques. Par conse´quent, il existe une cubique C de ce pinceau passant
par le point p8. D’apre`s l’ine´galite´ de Be´zout applique´e aux courbes C
et D, nous avons :
3d ≥
8∑
i=0
µi ≥
r−1∑
i=0
µi + (1− ε)
8∑
i=r
µi.
Cela montre que la classe cε satisfait le point 2.1 4) et ache`ve donc de
prouver que cε est proportionnelle a` une classe de E . En utilisant le
the´ore`me 4.1, nous obtenons finalement que pour tout 0 < ε ≤ 1, la
classe cε est proportionnelle a` une classe vivant dans V(id) ∩ V(f). En
passant a` la limite quand ε tend vers 0, nous avons :
3`−
8∑
i=0
epi ∈ ∂∞V(id) ∩ ∂∞V(f)
qui est le re´sultat annonce´.
Corollaire 5.6. Une cellule adjacente a` V(id) est quasi-adjacente
a` V(id).
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De´monstration: D’apre`s le corollaire 4.7, il n’y a que deux sortes de cel-
lules adjacentes a` V(id), celles dont le germe est de caracte´ristique Jon-
quie`res et celles dont le germe est une application dont les r ≤ 8 points-
base de l’inverse sont en position presque ge´ne´rale. Par la proposition 5.5,
elles sont toutes quasi-adjacentes a` V(id).
Remarque 5.7. Par de´finition du bord a` l’infini ∂∞E , nous obtenons que
les classes de type 3` −∑8i=0 epi appartiennent a` ∂∞E si et seulement
si l’ensemble {p0, . . . , p8} est en position presque ge´ne´rale. Ces classes
appartiennent en fait a` ∂∞V(id).
Lemme 5.8. Soit c ∈ ∂∞V(id) ∩ ∂∞V(f). Si c n’est pas une classe
spe´ciale alors c est une classe 1-syme´trique pure ou 9-syme´trique pure.
Sinon c est une classe 1-syme´trique.
De´monstration: Supposons c = n` −∑i∈I λiepi ordonne´e. Si c est une
classe spe´ciale alors les points p1 et p2 sont adhe´rents au point p0. Par
positivite´ des exce`s en p0, la multiplicite´ λ1 doit eˆtre strictement plus
petite que λ0. Par conse´quent c est une classe 1-syme´trique.
Conside´rons maintenant le cas ou` la classe c n’est pas spe´ciale. Par
de´finition du bord a` l’infini, c est limite d’une suite de classes proportion-
nelles a` des classes de V(id)∩V(f). Quitte a` prendre une sous-suite nous
pouvons supposer que les classes de cette suite sont soit toutes spe´ciales
soit toutes non spe´ciales. Si ces classes sont spe´ciales le degre´ de chacune
des classes de cette suite est strictement infe´rieur a` la somme de ses trois
plus grandes multiplicite´s. Or c n’est pas une classe spe´ciale donc a` la
limite c satisfait n = λ0 + λ1 + λ2. Si toutes les classes de cette suite
ne sont pas spe´ciales alors le degre´ de chacune est e´gal a` la somme de
ses trois plus grandes multiplicite´s (the´ore`me 4.1). Ainsi, a` la limite la
classe c posse`de la meˆme proprie´te´ :
(5.9) n = λ0 + λ1 + λ2.
Si la classe c est k-syme´trique avec k ≥ 3, alors ses multiplicite´s
maximales sont e´gales au tiers du degre´. Nous sommes dans les conditions
du lemme 2.15 et c est 9-syme´trique pure. Supposons a` pre´sent que c est
k-syme´trique pour k ≤ 2. Comme c2 = 0, nous avons
(5.10) n2 =
∑
i∈I
λ2i .
D’apre`s (5.9) et (5.10), si λ2 = 0 il en est de meˆme de λ1 et donc
la classe c est 1-syme´trique pure. Montrons que λ2 est force´ment nul.
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Supposons le contraire. Nous avons :
λ2
(
3n−
∑
i≥0
λi
)
=
(5.9)
λ2
(
2n−
∑
i≥3
λi
)
=
(5.10)
−n2 + λ20 + λ21 + λ22 + 2nλ2+
∑
i≥3
λi(λi − λ2)
=−(n− λ2)2 + λ20 + λ21 + 2λ22+
∑
i≥3
λi(λi − λ2)
=
(5.9)
−(λ0 + λ1)2 + λ20 + λ21 + 2λ22+
∑
i≥3
λi(λi − λ2)
=−2λ0λ1 + 2λ22+
∑
i≥3
λi(λi − λ2).
(5.11)
Comme la classe c est k-syme´trique pour k ≤ 2, λ2 < λ0. De plus,
comme les multiplicite´s sont de´croissantes le dernier terme de (5.11) est
strictement ne´gatif. Ceci implique qu’il en est de meˆme de 3n−∑i≥0 λi
puisque λ2 est strictement positif. Mais cela contredit le fait qu’une classe
au bord est positive contre l’anti-canonique.
Remarquons qu’il n’existe peut-eˆtre pas de classe spe´ciale au bord a`
l’infini de V(id). Nous n’avons ni re´ussi a` en construire une ni re´ussi a`
montrer qu’il n’en existait pas.
Proposition 5.12. L’ensemble des classes non spe´ciales au bord a` l’in-
fini de V(id) et qui sont e´galement dans le bord a` l’infini d’une cellule
quasi-adjacente a` V(id) est constitue´ des classes suivantes :
1) `− ep0 ou` p0 ∈ P2,
2) 3` −∑8i=0 epi ou` les points de l’ensemble {p0, . . . , p8} sont en po-
sition presque ge´ne´rale.
De´monstration: D’apre`s la proposition 5.5, les cas 1) et 2) sont dans l’in-
tersection entre le bord a` l’infini de V(id) et celui d’une cellule adjacente.
Le lemme 5.8 nous dit que les seules classes non spe´ciales ve´rifiant l’hy-
pothe`se de la proposition sont 1-syme´trique pure ou 9-syme´trique pure.
Une classe 9-syme´trique pure doit avoir comme support un ensemble de
9 points en position presque ge´ne´rale car sinon cela contredirait le fait
que cette classe appartient a` ∂∞E (remarque 5.7).
Proposition 5.13. Soient p0 ∈ P2 et f ∈ Bir(P2). La classe ` − ep0
appartient a` l’intersection ∂∞V(id)∩∂∞V(f) si et seulement si f est une
application de caracte´ristique Jonquie`res dont l’inverse a pour point-base
maximal p0.
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De´monstration: L’implication indirecte de´coule de la proposition 5.5 1).
Soit f ∈ Bir(P2) telle que `−ep0 appartienne a` ∂∞V(id)∩∂∞V(f). Si
la cellule V(f) est une cellule adjacente a` la cellule associe´e a` l’identite´
alors pour toute classe c ∈ V(id) ∩ V(f) nous avons par convexite´ des
cellules de Vorono¨ı l’inclusion suivante :
[c, `− ep0 [ ⊂ V(id) ∩ V(f).
D’apre`s le the´ore`me 4.1, si f n’est pas une application de caracte´ristique
Jonquie`res les classes de V(id) ∩ V(f) sont r-syme´triques ou` r ≥ 6 est
le nombre de points-base de f . Par conse´quent, en notant p0, . . . , pr
les points-base de f−1 toute classe multiple d’une classe du segment
ge´ode´sique [c, ` − ep0 [ vit dans le sous-espace vectoriel de l’espace de
Picard–Manin obtenu comme intersection des hyperplans {λp0 = λp1},
{λp0 = λp2}, . . . , {λp0 = λpr−1}. Or, la classe ` − ep0 n’appartient pas
au bord a` l’infini de ce sous-espace ce qui me`ne a` une contradiction.
Avec le meˆme type d’argument nous obtenons une contradiction si nous
supposons que f est une application de caracte´ristique Jonquie`res dont
le point-base maximal de f−1 n’est pas le point p0.
Montrons que f ne peut pas eˆtre le germe d’une cellule quasi-adjacente
non adjacente a` V(id). Raisonnons par l’absurde et supposons le con-
traire. L’espace E est convexe et les cellules de Vorono¨ı recouvrent E . De
plus, les cellules adjacentes a` la cellule V(id) et contenant la classe `−ep0
sont des applications de caracte´ristiques Jonquie`res dont le point-base
maximal de l’inverse est p0. Nous pouvons par conse´quent supposer que
la cellule V(f) est adjacente a` une cellule V(j) ou` j est un repre´sentant
qui est une application de Jonquie`res et dont l’inverse a pour point-
base maximal p0. Faisons agir a` pre´sent l’application j
−1. Elle fixe la
classe a` l’infini `− ep0 ainsi la cellule V(j−1 ◦ f) est une cellule adjacente
de la cellule identite´ et elle posse`de la classe ` − ep0 dans son bord
a` l’infini. Par le point pre´ce´dent, nous obtenons que j−1 ◦ f est une
application de caracte´ristique Jonquie`res dont l’inverse a pour point-base
maximal p0. C’est donc aussi le cas de f ce qui me`ne a` une contradiction.
Ainsi, V(f) est force´ment adjacente a` V(id) et f est de caracte´ristique
Jonquie`res et son inverse posse`de le point p0 comme point-base maximal.
Remarque 5.14. S’il existe une classe spe´ciale c ∈ V(id) ∩ V(f) et si
V(f) est adjacente a` V(id) alors f−1 est une application de caracte´ristique
Jonquie`res dont le point-base maximal est le point de multiplicite´ maxi-
male de c. Cela de´coule du the´ore`me 4.1 et du fait qu’il n’existe pas
une suite de classes non spe´ciales de V(id) ∩ V(f) convergeant vers c
puisque leur degre´ est e´gal a` la somme de leurs trois plus grandes mul-
tiplicite´s contrairement a` c. Par le meˆme argument que dans la preuve
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de la proposition 5.13, ce sont les seules applications dont les cellules de
Vorono¨ı contiennent cette classe.
Lemme 5.15. Soient f ∈ Bir(P2) et c = 3`−∑8i=0 epi ∈ ∂∞V(id). Si le
support de f−1 est inclus dans le support de c, alors le support de f−1(c)
contient neuf points en position presque ge´ne´rale et
f−1# (c) = 3`−
∑
q∈supp(f)
eq −
∑
p∈supp(c)
p/∈supp(f−1)
f−1# (ep) ∈ ∂∞V(id).
De´monstration: Notons {mq}q∈supp(f) (respectivement {m′p}p∈supp(f−1))
les multiplicite´s des points-base de f (respectivement de f−1) et
{ap,q}q∈supp(f) les autres coefficients de la matrice caracte´ristique. Nous
avons d’apre`s l’e´quation (1.10) :
f−1# (c) =
(
3d−
∑
p∈supp(f−1)
m′p
)
`−
∑
q∈supp(f)
(
3mq−
∑
p∈supp(f−1)
ap,q
)
eq
−
∑
p∈supp(c)
p/∈supp(f−1)
f−1# (ep).
Or d’apre`s les e´galite´s 1) et 5) du lemme 1.13 nous avons :
3d−
∑
p∈supp(f−1)
m′p = 3,
3mq −
∑
p∈supp(f−1)
aq,p = 1, pour tout q ∈ supp(f),
ce qui implique que
f−1# (c) = 3`−
∑
q∈supp(f)
eq −
∑
p∈supp(c)
p/∈supp(f−1)
f−1# (ep)
comme attendu. Comme le groupe de Cremona pre´serve ∂∞E , la clas-
se f−1# (c) appartient a` ∂∞E , elle est par conse´quent d’auto-intersection
nulle et posse`de ainsi 9 points dans son support. D’apre`s la remarque 5.7,
cela signifie qu’elle appartient a` ∂∞V(id) et que le support de cette classe
est un ensemble de neuf points en position presque ge´ne´rale.
Lemme 5.16. Soit c = 3` −∑8i=0 epi ∈ ∂∞V(id). Soit c1 une classe
appartenant a` l’intersection de V (id) et d’une autre cellule V(f) telle
que c1 · 13c < 118 . Pour toute application g ∈ Bir(P2) telle que c1 ∈ V(g),
les points-base de g−1 sont inclus dans le support de c.
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Remarque 5.17. Le nombre d’intersection entre une classe de E et de ∂∞E
est bien de´fini seulement si nous conside´rons un repre´sentant de la classe
a` l’infini qui posse`de un coefficient 1 devant `.
De´monstration: Soit c1 = n`−
∑
i∈I λiepi non-ne´cessairement ordonne´e.
Par hypothe`se sur c1 et par positivite´ contre l’anti-canonique (2) de´fini-
tion 2.1), nous obtenons :
(5.18)
∑
i∈I\{0,...,8}
λi ≤ 3n−
8∑
i=0
λi <
1
6
,
ou` λi peut eˆtre nulle si le point pi pour 0 ≤ i ≤ 8 n’appartient pas au
support de c1. Montrons dans un premier temps que c1 n’est pas une
classe spe´ciale. Supposons le contraire et notons µ0 son unique multi-
plicite´ maximale correspondant au point note´ q0. Notons que q0 corres-
pond a` l’un des pi pour i ∈ I. D’apre`s la remarque 3.6, µ0 > n2 . Notons
µ1 = max{λi | 0 ≤ i ≤ 8 et pi 6= q0} et q1 l’un des points {pi}0≤i≤8 cor-
respondant a` la multiplicite´ µ1. D’apre`s la remarque 5.7, les points du
support de c sont en position presque ge´ne´rale. Par conse´quent, comme
c1 ∈ V(id), pour tout i ∈ {0, . . . , 8} avec pi /∈ {q0, q1}, nous avons par la
proposition 3.5 et par positivite´ des exce`s 3) dans le cas ou` pi n’est pas
un point de P2 :
n− µ0 − µ1 − λi ≥ 0.
Ainsi tous les {λi}0≤i≤8 sauf peut-eˆtre deux (correspondant a` q0 et q1)
satisfont : λi ≤ n−µ02 < n4 . De plus, en conside´rant la droite passant
par q0 et q1 nous avons par l’ine´galite´ de Be´zout 4) : µ0 + µ1 ≤ n. Par
conse´quent, nous obtenons
∑8
i=0 λi < n+ 7
n
4 . D’apre`s la remarque 2.2,
n ≥ 1 par conse´quent nous arrivons a` la contradiction suivante :
1
4
≤ n
4
= 2n− 7n
4
< 3n−
8∑
i=0
λi <
1
6
.
Ainsi, c n’est pas une classe spe´ciale.
Conside´rons trois cas, selon si g n’est pas une application de ca-
racte´ristique Jonquie`res, est une application de caracte´ristique Jonquie`-
res non quadratique, est une application quadratique.
• Si g n’est pas une application de caracte´ristique Jonquie`res, par le
the´ore`me 4.1, pour tout point-base pi de g
−1 la multiplicite´ correspon-
dante est e´gale a` λi =
n
3 . De plus, n est supe´rieur ou e´gal a` 1 donc λi ≥ 13 .
Par conse´quent, tout point-base pi de g
−1 doit eˆtre inclus dans le support
de c sinon cela contredit l’ine´galite´ (5.18).
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• Si g est une application de caracte´ristique Jonquie`res non quadratique,
alors par le meˆme argument que pre´ce´demment nous obtenons que le
point-base de multiplicite´ maximale doit eˆtre inclus dans le support de c
(la multiplicite´ pour c1 correspondant a` ce point est supe´rieure ou e´gale
a` n3 d’apre`s le the´ore`me 4.1). Si un point-base de g
−1 de multiplicite´ 1
n’est pas dans le support de c alors par l’ine´galite´ (5.18), nous avons
que sa multiplicite´ correspondante est strictement infe´rieure a` 16 et c’est
le cas, par le the´ore`me 4.1, de toutes les multiplicite´s de c1 excepte´
celle correspondant au point-base maximal de g−1. Par conse´quent, nous
avons
∑8
i=0 λi < n+ 8
1
6 ce qui me`ne a` la contradiction
2
3
= 2− 4
3
≤ 2n− 4
3
< 3n−
8∑
i=0
λi <
1
6
.
• Conside´rons le cas ou` g est une application quadratique. Si un point-
base de g−1 n’est pas dans le support de c alors sa multiplicite´ corres-
pondante est, d’apre`s l’ine´galite´ (5.18), strictement infe´rieure a` 16 . Ceci
implique d’apre`s le the´ore`me 4.1 que
∑8
i=0 λi < n+ 6
1
6 . Par conse´quent,
avec le meˆme argument que pre´ce´demment nous obtenons la contradic-
tion 1 ≤ 16 .
Ainsi, nous avons montre´ que pour toute application g dont la cellule
contient la classe c1, les points-base de g
−1 sont inclus dans le support
de c.
Proposition 5.19. Soit {p0, . . . , p8} un ensemble de points en position
presque ge´ne´rale. L’application f satisfait
3`−
8∑
i=0
epi ∈ ∂∞V(id) ∩ ∂∞V(f)
si et seulement si f posse`de au plus neuf points-base et le support de son
inverse est inclus dans {p0, . . . , p8}.
De´monstration: Posons c = 3` −∑8i=0 epi . D’apre`s la proposition 5.12
elle appartient au bord a` l’infini de V(id). Montrons la re´ciproque. Si
le support de f−1 est inclus dans le support de c alors le lemme 5.15
implique que la classe f−1# (c) est une classe 9-syme´trique pure dont le
support est constitue´ de 9 points en position presque ge´ne´rale. Par la pro-
position 5.12, nous obtenons que la classe f−1# (c) appartient a` ∂∞V(id).
Par conse´quent, c appartient a` ∂∞V(f) et nous pouvons en conclure que
c ∈ ∂∞V(id) ∩ ∂∞V(f),
comme attendu.
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Montrons l’implication directe. Soit f ∈ Bir(P2) telle que la classe
c ∈ ∂∞V(id) ∩ ∂∞V(f). Soit c1 une classe appartenant a` l’intersec-
tion entre V(id) et a` au moins une autre cellule de Vorono¨ı telle que
c1 · 13c < 118 . Soit s ∈ V(f) telle que s · 13c < 118 . Les classes c1 et s
existent d’apre`s la remarque 2.14. Remarquons que toute classe c′ du
segment ge´ode´sique [c1, s] satisfait c
′ · 13c < 118 . En effet, ceci de´coule du
fait que la forme d’intersection est biline´aire, que (tc1 + (1 − t)s)2 ≥ 1
et que c′ = η(tc1 + (1 − t)s) pour t ∈ [0, 1] et ou` η et l’application de
normalisation vue dans (2.3).
Parame´trons le segment [c1, s] par γ(t) pour t ∈ [0, 1] avec γ(0) = c1
et γ(1) = s. Nous construisons une suite de points ci = (γ(ti)) par le
proce´de´ de re´currence suivant. Initialisons en posant t1 = 0 et c1 = γ(0).
Pour i ≥ 2, si ti−1 ∈ [0, 1[ est de´ja` construit, nous posons
ti = inf{t ∈ ]ti−1, 1] | ∃f ∈ Bir(P2), γ(t) ∈ V(f) et γ(ti−1) /∈ V(f)}.
Si l’ensemble ci-dessus est vide, nous posons ti = 1. D’apre`s le corol-
laire 2.13, cette suite est finie. Notons n le nombre de termes de cette
suite. Par construction et par convexite´ des cellules de Vorono¨ı, pour
chaque i ≥ 1, il existe gi ∈ Bir(P2) telle que [ci, ci+1] ⊂ V(gi).
Montrons que pour tout 1 ≤ k ≤ n, le support de g−1k est inclus dans
le support de c. Raisonnons par re´currence sur n pour prouver le re´sultat.
Si n = 1 alors f est une cellule adjacente a` V(id) et c1 ∈ V(id) ∩ V(f).
Par le lemme 5.16, le support de f−1 est inclus dans le support
de c. Supposons le re´sultat vrai pour 1 ≤ k ≤ n − 1 et montrons qu’il
reste vrai pour k + 1. Faisons agir g−1k sur ce segment. Ainsi la classe
g−1k #(ck+1) ∈ V(id)∩V(g−1k ◦gk+1). De plus, g−1k #(ck+1)· 13g−1k #(c) < 118 .
D’apre`s le lemme 5.16, nous en de´duisons que le support de (g−1k ◦gk+1)−1
est inclus dans le support de g−1k #(c). De plus, par hypothe`se de re´-
currence, le support de g−1k est inclus dans le support de c. D’apre`s le
lemme 5.15,
g−1k #(c) = 3`−
∑
q∈supp(gk)
eq −
∑
p∈supp(c)
p/∈supp(g−1k )
g−1k #(ep)
et son support est constitue´ de 9 points en position presque ge´ne´rale.
Les points-base de g−1k+1 ◦ gk sont inclus dans l’union de l’ensemble des
points-base de gk et de l’ensemble des points images par g
−1
k des points-
base de g−1k+1 qui ne sont pas des points-base de g
−1
k . Par conse´quent les
points-base de g−1k+1 sont inclus dans le support de c comme attendu.
Ceci ache`ve la re´currence.
Pavage de Vorono¨ı associe´ au groupe de Cremona 597
Le corollaire suivant se de´duit de la remarque 5.14 et des proposi-
tions 5.12, 5.13 et 5.19.
Corollaire 5.20. L’ensemble des germes des cellules quasi-adjacentes
a` V(id) est constitue´ de :
1) toutes les applications de caracte´ristique Jonquie`res,
2) toutes les applications ayant au plus 9 points-base et dont les points-
base de l’inverse sont en position presque ge´ne´rale.
Corollaire 5.21. Soient f, g ∈ Bir(P2) telles que les cellules V(f)
et V(g) soient quasi-adjacentes a` la cellule associe´e a` l’identite´. No-
tons p0, . . . , pk−1 l’union des points-base de f−1 et de g−1. Les trois
cellules V(id), V(f) et V(g) ont une classe commune dans leur bord a`
l’infini si et seulement si nous sommes dans l’un des deux cas suivants :
1) f−1 et g−1 sont deux applications de caracte´ristique Jonquie`res
ayant le meˆme point-base maximal, ou un meˆme point-base maxi-
mal dans le cas ou` l’une est quadratique,
2) les points {p0, . . . , pk−1} sont en position presque ge´ne´rale et k ≤ 9.
De´monstration: Supposons que les cellules V(id), V(f) et V(g) posse`dent
une classe c commune au bord a` l’infini et que f−1 et g−1 ne soient
pas des applications de caracte´ristique Jonquie`res ayant le meˆme point-
base maximal. Si la classe c est spe´ciale alors par la remarque 5.14,
les applications f et g doivent eˆtre des applications de Jonquie`res de
meˆme point-base ce qui contredit notre hypothe`se. La classe c n’est donc
pas spe´ciale. Ainsi, la proposition 5.12 nous dit qu’il n’y a que deux
possibilite´s pour cette classe. Les propositions 5.13 et 5.19 impliquent que
c est une classe 9-syme´trique pure dont le support contient les supports
de f−1 et de g−1 :
c = 3`−
8∑
i=0
epi ∈ ∂∞V(f) ∩ ∂∞V(g) ∩ ∂∞V(id).
Ainsi, k ≤ 9 et, d’apre`s la remarque 5.7, les points du support de c (et
par conse´quent {p0, . . . , pk−1}) sont en position presque ge´ne´rale.
Montrons la re´ciproque. Si f−1 et g−1 sont des applications de ca-
racte´ristique Jonquie`res et de meˆme point-base maximal p0 alors la
classe `−ep0 appartient au bord a` l’infini des trois cellules par la proposi-
tion 5.5 1). Conside´rons le cas ou` f−1 et g−1 ne sont pas des applications
de caracte´ristique Jonquie`res ayant meˆme point-base maximal. Notons
{p0, . . . , pk−1} l’union des points-base de f−1 et de g−1, et supposons
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que cet ensemble soit en position presque ge´ne´rale et k ≤ 9. Alors nous
pouvons comple´ter cette famille de sorte que {p0, . . . , p8} soit un en-
semble de points en position presque ge´ne´rale. D’apre`s la remarque 5.7,
la classe 3`−∑8i=0 epi appartient au bord a` l’infini de V(id), et d’apre`s
la proposition 5.19 nous obtenons qu’elle appartient e´galement au bord
a` l’infini de V(g) et de V(f) comme annonce´.
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