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Abstract—Head movement during scanning impedes activation
detection in fMRI studies. Head motion in fMRI acquired using
slice-based Echo Planar Imaging (EPI) can be estimated and
compensated by aligning the images onto a reference volume
through image registration. However, registering EPI images
volume to volume fails to consider head motion between slices,
which may lead to severely biased head motion estimates. Slice-
to-volume registration can be used to estimate motion parameters
for each slice by more accurately representing the image acqui-
sition sequence. However, accurate slice to volume mapping is
dependent on the information content of the slices: middle slices
are information rich, while edge slides are information poor and
more prone to distortion. In this work, we propose a Gaussian
particle filter based head motion tracking algorithm to reduce
the image misregistration errors. The algorithm uses a dynamic
state space model of head motion with an observation equation
that models continuous slice acquisition of the scanner. Under this
model the particle filter provides more accurate motion estimates
and voxel position estimates. We demonstrate significant perfor-
mance improvement of the proposed approach as compared to
registration-only methods of head motion estimation and brain
activation detection.
Index Terms—Multimodal image registration, mutual informa-
tion, particle filter tracking, sequential importance sampling, 3D
brain motion tracking
I. INTRODUCTION
Brain activation studies aim to identify specific regions in
the brain that are associated with particular tasks. Detection of
such functional regions is commonly performed by acquiring
functional magnetic resonance imaging (fMRI) data using
echo planar imaging (EPI) where the signal contrast is caused
by the change of oxygenation in blood flow associated with
local upstream neural activity. To detect brain activation in this
noisy environment, one typically averages responses over sev-
eral identical stimuli. Repeated scanning that is synchronous
with the onset of the required task (e.g., finger tapping, picture
naming, etc.) is used to support signal averaging to improve
the signal to noise ratio (SNR) for detecting the blood oxygen
level de-saturation (BOLD) response [1]. By synchronously
averaging the series of brain image volumes over the course of
an fMRI study, the BOLD signal contrast can be significantly
enhanced.
Ideally, each voxel in the volume time series records the
signal evolving over time for a specific position. However, if
the head of the subject moves during the scanning process, the
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time variation of voxel locations results in blurring or loss of
signal and severe degradation of the fMRI image. This effect
accumulates additional noise in the activation signal, impairing
activity analysis accuracy. In experiments that require verbal-
ized activation studies the head cannot be immobilized as the
subject is required to speak during scanning. Therefore, some
degree of head motion is inevitable even with cooperative
subjects.
To deal with the above problem, the head motion can first be
estimated and then used to correctly place fMRI image slices
into the fMRI volume. Stereo optical tracking systems have
been proposed to provide good real-time motion estimation
with reasonable accuracy [2], [3]. However, these systems
require complicated and time-consuming system calibration.
Other works use micro radio-frequency coils, called “active
markers”, for real-time prospective correction [4], [5]. Al-
though such approaches can achieve good performance, they
require additional equipment, incurring additional expense
and adding complexity to the experimental protocol. Besides,
there is a time lag between the actual instantaneous position
of the subject’s head and its computation from the sensors.
Furthermore, the markers are mounted on the skin whose
elasticity can introduce errors in head motion estimation.
In this paper we take an image registration approach to
head motion estimation, which does not require additional
equipment. We model the head motion by rigid body motion
and the motion is directly estimated from the parameters of
a rigid body transformation that maps the target image into a
reference image. Specifically, the motion parameters are esti-
mated by optimizing pre-defined image similarity measures,
e.g., cross-correlation or mutual information [6], between
functional and anatomical reference images. In [7], the head
motion is estimated for each functional volume by registering
the volumes to a reference volume. However, since the EPI
images are taken slice by slice, stacking the slices directly and
treating them as volumes neglects the head motion between
consecutive slices within the same volume, i.e. inter-slice
motion. Figure 1 shows the inter-slice motion with respect
to the scanner caused by head nodding during the scan. Note
that, in the interleaved acquisition [8] as shown in the figure,
the time interval between adjacent slices can be multiple of
the nominal slice acquisition interval. The second figure from
the right demonstrates the mismatch between the slice-stacked
volume and the true human brain due to head motion. The
most right figure shows how the volume is reconstructed by
correcting the motion for each slice, which captures the brain
activity signal more accurately.
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2Fig. 1. The inter-slice motion with respect to the scanner caused by head
nodding during the scan. Note the interleaved acquisition [8] shown in the
figure that the time interval between adjacent slices is large compared to the
slice acquisition interval. The second figure from the right demonstrates the
mismatch between the slice-stacked volume and the true human brain due
to head motion. The most right figure shows the motion corrected volume,
which geometrically instantiates the original brain signal more accurately.
Mapping-slice-to-volume (MSV) [9] proposed by Kim et al.
was the first work to address the slice-to-volume registration
approach. As compared to volume-to-volume registration, the
slice-to-volume approach is capable of estimating and cor-
recting the head motion for each slice by more accurately
following the EPI acquisition sequence slice by slice. How-
ever, the images at the top apex of the head have fewer image
features, and are more prone to geometric distortions [10]
than the slices from the mid brain. This may negatively affect
the performance of slice-to-volume registration approaches to
motion estimation. A main disadvantage of the slice-to-volume
approach is computational complexity as the image similarity
measure may have many local maxima in the presence of
noise and inadequate image features. As usual, choosing
suitable initialization for the optimization process is essential
for accurate registration. While the focus of this work is fMRI
we wish to acknowledge work focused on fetal anatomical
imaging in utero by other authors [11], [12].
In this work, we propose a head motion tracking (HMT)
algorithm based on a dynamic state space model (SSM) that
tracks and estimates the head motion for each slice. The head
motion parameters are modeled by a random walk, and the
Gaussian particle filter [13] is used to estimate the head motion
given the observed sequence of EPI slices. The main advantage
of our proposed approach is that it utilizes the information
from previous acquired slices to provide a good starting point
and effectively reduces the parameter search space in the
optimization process, improving registration accuracy. The
experimental results in Section IV show that our approach
outperforms other methods in terms of head motion parameter
estimation, and in terms of activation detection accuracy for
both synthetic and noisy real data.
The paper is organized as follows. In Section II, we review
background of the general image registration problem as well
as the existing head motion correction methods. In Section III,
we describe our Head Motion Tracking (HMT) algorithm and
how it is used to estimate the motion parameters. Section IV
shows the experimental results for synthetic and real data,
and provides comprehensive comparisons between different
approaches. Section V concludes this paper.
II. HEAD MOTION ESTIMATION BY IMAGE REGISTRATION
The aim of image registration is to find a one-to-one
transformation Tθ that maps a reference image IR onto a target
image IT ; The two images which may come from different
imaging modalities. The transformation parameter θ are found
by optimizing an image similarity measure M(.) between the
target image and the transformed image Tθ(IR) with respect
to θ:
θˆ = arg max
θ
M(IT , Tθ(IR)), (1)
where Tθ(.) is the transformation function parameterized
by θ. The parameterization of Tθ could account for rigid
body displacement [14], local deformations [15], or other
relative differences between the reference and target image
volumes [16], [17]. For head motion a rigid body displacement
parameterization is adequate: θ = [α, β, γ, δx, δy, δz], where
α, β, γ are spherical Euler angles and δx, δy, δz are spatial po-
sitions defining the origin of the spherical coordinate system.
The image similarity measure used in this paper is the mu-
tual information (MI), which has been widely applied to multi-
modal biomedical image registration [18]. Mutual information
between the images can be evaluated by first estimating the
marginal and joint distributions p(X), p(Y ), p(X,Y ) and then
substituting into:
I(X;Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log
p(x, y)
p(x)p(y)
, (2)
where X,Y are the random variables of the target and refer-
ence images’ pixel intensity, respectively.
The image acquisition process starts by collecting an
anatomical volume Vanat of the subject’s head using T1-
weighted MRI [19], which serves as the reference IR for
a functional MR image. The functional MR images are ac-
quired via multislice single-shot echo-planar imaging (EPI)
sequences acquired by T ∗2 -weighted MRI, which has signifi-
cantly lower spatial resolution than the T1-weighted MRI. Let
V = {Vm}Mm=1 denote the set of collected EPI volumes, where
M is the total number of volumes acquired during the brain
scan session. Each of the EPI volumes is composed of a set of
EPI slices Vm = {Smn}Nn=1, where N is the number of slices
per volume. The head motion is estimated by registering the
set of EPI images V onto the anatomical volume Vanat. There
are two main approaches that are commonly used to perform
this multi-modality registration:
1) Volume-to-volume Registration: Friston et al. [7] pro-
posed to estimate the head motion for each volume by regis-
tering the EPI images volume by volume via the optimization:
θˆm = arg max
θ
MI(Vm, Tθ(Vanat)). (3)
The advantage of this approach is that the 3D volume
contains abundant image features. However, since the EPI
images are acquired slice by slice, this approach is not able to
track significant movement occurring between each EPI slice.
As EPI slices are commonly acquired in interleaved fashion,
the typical time elapsed between adjacent slices can be as large
as 1 second [1], [8]. Therefore, inter-slice head motion can be
significant.
32) Slice-to-volume Registration: Slice-to-volume registra-
tion maps each individual slice into the anatomical reference
volume space as proposed in [9]. The motion parameters are
estimated for slices instead of volumes via the optimization:
θˆmn = arg max
θ
MI(Smn, T ∗θ (Vanat)), (4)
where T ∗θ (.) is the function that interpolates the anatomical
volume into 2D section with the motion parameter θ. This
approach is capable of estimating and recovering the inter-
slice head motion. However, because each 2D EPI slice Smn
carries less information than the 3D volume Vm, using (4)
can be sensitive to noise. Thus it is important to couple
together the registration of successive EPI slices. The coupling
of successive EPI slices in the registration process constitutes
the main contribution of this paper.
III. HEAD MOTION TRACKING
A. Coordinate Transformation
Our head motion tracking algorithm adopts the slice-to-
volume approach to estimate the head motion for each EPI
slice. As in (3) and (4) we formulate this problem as an
optimization. We use a Gaussian particle filter to initialize
and track the rigid body motion parameters across EPI slices.
Let S = {St}Tt=1 denote the set of acquired EPI slices
re-arranged in order of acquisition time, where T = MN
is the total number of slices in the experiment. Given the
acquired EPI slices S and the anatomical volume Vanat, the
aim of the tracking algorithm is to estimate the head motion
parameters at each time {θt}Tt=1. Since we model the head
motion as a rigid body transformation, the parameter θt has six
degrees of freedom and can be represented as a 3× 3 rotation
matrix Rt and a translation vector qt. Let xr, xo denote the
3D-coordinates in the reference and observation coordinate
systems. The conversion between the two coordinate systems
can be described as:
(xr − c) = Rt((Rsxo + qs)− c) + qt, (5)
where Rs,qs are fixed transformations introduced by coor-
dinate mismatch between the two MRI scanners, e.g., due
to initial head position difference, and c is the head rotation
center that ideally corresponds to the location of the cervical
vertebrae. Note that Rs,qs, c are constant over time and
only need to be estimated once in the whole experiment. The
proposed method to estimate these parameters is discussed in
Section III-C.
B. Head Motion Tracking Algorithm
We use a state space model (SSM) [20] to describe the head
motion, where θt denotes the rigid body parameters at time t.
The state equation is modeled using a Gaussian random walk
with covariance matrix Σd:
θt+1 = θt + ut, ut ∼ N (0,Σd) (6)
Note that our HMT algorithm can also be applied with more
general head motion model, e.g., a kinematic model [21]. The
acquired EPI slices, called the observations in the sequel, are
related to the state through the quasi-likelihood function:
p(St|θt) = 1
Z
L(M(St, T ∗θt(Vanat))), (7)
where L(.) can be chosen as any function such that it is
positive and monotonically increasing (i.e. L(x) ≥ 0, ∀−∞ <
x < ∞, x > y ⇒ L(x) > L(y)) and Z is a normalization
coefficient that turns the objective function L(.) into a con-
ditional probability, which is denoted p(St|θt) and is called
the quasi-likelihood function of θt. Here St = {Sj}t+hj=t−h
denotes the stack of slices over a length 2h+ 1 time interval
centered at time t. If h = 0, St is reduced to a single EPI slice
St. The parameter h controls the trade-off between parameter
estimator bias and variance. In the analysis reported below we
have used h = 1, which was found to achieve a good trade-off
between these two factors.
The Kalman Filter [22] is the optimal minimum mean
squared error estimator for a linear SSM when both the
state dynamics and the measurement equations are linear in
the state vector and the driving noise vectors. In non-linear
cases, one has to resort to some form of approximation to the
minimum mean squared error estimator, such as the extended
Kalman filter (EKF) [23] or the unscented Kalman filter (UKF)
[24]. These approaches require explicit state and observation
equations, which are not readily available in the fMRI problem
treated here. Alternatively, one can approximate the posterior
distribution of the state using sequential importance sampling,
i.e., the particle filter [25].
The Gaussian particle filter (GPF) [13] approximates the
posterior using a set of weighted samples, known as particles,
and uses importance sampling and Monte-Carlo integration
methods to approximate the state and observation distribu-
tions. The main advantage of GPF compared to other particle
filtering approaches is its lower computational complexity and
amenability to parallel implementation. In GPF algorithm,
the posterior at time t is approximated by a Gaussian dis-
tribution N (µt,Σt), and then resampling follows by drawing
P particles from the Gaussian distribution. The particles are
weighted according to the observation and are used to form
the distribution for the next time step.
Our Head Motion Tracking (HMT) algorithm is based on
the GPF framework which is summarized in Algorithm HMT .
Initially slice-to-volume registration [9] is used to generate an
initial head motion estimate θˆ0. As in the GPF, for each slice
at time t, the algorithm has two stages: Measurement update
and Time update. In the Measurement update stage, we use P
particles {θ(j)t }Pj=1 drawn at the last time step to evaluate the
particle weights using the quasi-likelihood function p(St|θt)
defined in (7). The quasi-likelihood function should have two
properties: (1) It is monotonically increasing with the image
similarity M(St, T ∗θ (Vanat)); (2) The weighted particles are
approximately distributed according to a multivariate Gaussian
density. To satisfy the two properties, we propose to use a his-
togram equalization approach to evaluate the particle weights.
The target density is the distribution of z = f(x) where x
and f(.) are the 6-dimension multivariate Gaussian random
variable and density, respectively. Letting gZ(z) denote the
4density of z, we can equalize the histogram to obtain the
particle weights.
gZ(z) = pi
3
(−2 log (2pi)3z)2 , z ∈ (0, (2pi)−3]. (8)
The detailed derivation of (8) is given in Appendix A. The
particle weights are normalized to sum to 1 and then used
to calculate the weighted mean and covariance. Since the
weighted mean incorporates abundant information about the
image similarity distribution in neighboring regions, it is a
good starting point for the optimizer. In this paper, we use the
Nelder-Mead [26] optimizer to perform the maximization:
θˆt = arg max
θ
M(St, T ∗θ (Vanat)). (9)
Nelder-Mead is a simplex method used to iteratively find
the optimum of an objective function in a multi-dimensional
space. Note that the proposed histogram equalization approach
is not restricted to any particular definition of image similarity.
Therefore MI can be replaced by any other image similar-
ity measure, e.g., Normalized MI [27], localized MI [28],
graph-based MI [29], or feature-based measures [30]...etc.
The transformation parameter θˆt that maximizes (9) is the
estimated head motion at time t. After the motion parameter is
estimated, we perform a standard re-sampling step to estimate
the covariance matrix of the posterior distribution, which is
then used to establish the prior distribution of the next slice
in the Time Update stage using (6).
Often the MRI acquired images are very noisy and difficult
to register, especially for slices near the lower and upper
apex of the head. Figure 2 shows an example of the images
of the middle head (a) and top apex (b). We can see that
the top apex head image has much less information content
than the middle head that can be used for registration. To
reduce the effect of these noisy slices, we screen the slices
for adequate signal strength. Specifically, we reject all EPI
slices for which fewer than 15% of the pixels are above a
certain threshold value. For these rejected slices, we skip the
optimization step and estimate the motion parameters through
interpolation of the estimates from neighboring slices. We
use 2nd-order interpolation, which is accurate when the head
motion has approximately constant angular and translational
accelerations [31].
C. System Parameters Setting
In the proposed Head Motion Tracking algorithm there are
several parameters that need to be set: Rs,qs, c,Σd:
1) Fixed Coordinate Transformation Rs,qs: Since Rs,qs
are constant over the entire experiment, they can be estimated
by first taking the average of all EPI volumes over time, and
then registering the averaged EPI volume to the anatomical
volume.
2) Head Rotation Center c: To estimate the head rotation
center, we run the HMT algorithm on the first K image slices
(we used K = 70 in our experiment) by assuming c = 0
as the origin. Let {θˆt}Kt=1 denote the estimate of the motion
parameters for these K image slices. Here we assume that the
patient’s body position is stable during the scan (the subject is
often immobilized and lying in the machine) and therefore the
amount of translation should be small, i.e. ‖qt‖ ≈ 0. Based
on this assumption, the rotation center can be estimated by
solving the least squares problem:
cˆ = arg min
c
K∑
t=1
‖qt − (I3 −Rt)c‖22, (10)
where I3 is the 3× 3 identity matrix.
3) Head Motion Covariance Σd: The estimate of the
head motion covariance matrix is generated in two steps.
We initially set Σd to the identity matrix and run the HMT
algorithm over K image slices to obtain the estimates {θˆt}Kt=1.
Subsequently, the matrix Σd is estimated as the covariance
matrix of the consecutive parameter differences:
Σˆd = Cov(θˆt − θˆt−1)
=
1
K − 1
K∑
t=2
(θˆt − θˆt−1)(θˆt − θˆt−1)T
(11)
Algorithm HMT
Input: EPI slices {St}Tt=1 and anatomical volume Vanat
1. Estimate the parameters for the first slice θˆ0 using slice-
to-volume registration.
2. Draw P particles {θ(j)0 }Pj=1 from N (θˆ0,Σd).
3. for t← 1 to T
4. (∗ Measurement update ∗)
5. Equalize the histogram of M(St, T ∗
θ
(j)
t
(Vanat)) to
(8) to get w¯(j)t and then normalize to sum to 1
w
(j)
t = w¯
(j)
t /
P∑
j=1
w¯
(j)
t
6. Estimate the sample mean and covariance
µt =
P∑
j=1
w
(j)
t θ
(j)
t
Σt =
P∑
j=1
w
(j)
t (θ
(j)
t − µt)(θ(j)t − µt)T
7. Initialize the registration process with µt to esti-
mate the motion parameter:
θˆt = arg max
θ
M(St, T ∗θ (Vanat))
8. (∗ Time update ∗)
9. Draw samples {θ(j)t }Pj=1 from N (θt,Σt).
10. For j = 1, ..., P , sample from p(θt+1|θt = θ(j)t )
to obtain {θ(j)t+1}Pj=1.
11. return {θˆt}Tt=1
IV. EXPERIMENTAL RESULTS
A. Synthetic Data Generation
We downloaded high resolution T1, T2-weighted MRI vol-
umes from the International Consortium of Brain Mapping
(ICBM) [32]. The high resolution T1 MRI brain volume was
used as the anatomical reference volume with voxel size
0.78 × 0.78 × 1.5mm3. The EPI slices were emulated by
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(b) top apex slice of head
Fig. 2. The middle head (a) and top apex (b) of the real human data are shown
in gray scale. Notice that the top apex image has very little useful features
and the signal strength (pixel intensity) is much lower than the middle head
image.
interpolating the T2-weighted volume under artificial motion
induced by applying a sequence of transformations to the
image with smoothly varying motion parameters. The voxel
size of the EPI slices is 1.56 × 1.56 × 6mm3, a blurring
Gaussian low-pass kernel with σ = 2 was applied, and 3%
Gaussian noise was added to simulate real EPI slices. The
activation signal was introduced by adding 5% intensity to
selected voxels in manually drawn regions of interest at various
locations in the volume as in [33]. This produced a synthetic
EPI data set consisting of M = 120 volumes with N = 14
slices per volume. Figure 3(a) shows the ground truth motion
parameter of the three rotation angles (in degree) from slice 1
to 200. The simulated time series in a block design paradigm
consists of 120 volumes with 6 activation cycles. There are
20 volumes per cycle which contains 10 stimulation and 10
control volumes.
B. Performance Measures
In the following comparison, we evaluate the performance
quantitatively with respect to misregistration error, activation
detection accuracy and reliability:
1) Average Voxel Distance: The misregistration error is
measured by average voxel distance, which is the average
distance between the registered voxel coordinate and the
true voxel coordinate. Let xregt (i) and x
true
t (i) denote the
coordinates of voxel i transformed using the estimated motion
parameter θˆt and true motion parameter θt of slice t. The
average voxel distance is defined as:
Dt =
1
Nv
Nv∑
i=1
‖xregt (i)− xtruet (i)‖, (12)
where Nv is the total number of voxels in a single EPI slice.
2) Activation Detection ROC Curve: The estimated motion
parameters {θˆt}Tt=1 are used to reconstruct the motion cor-
rected EPI volumes V˜ = {V˜m}Mm=1. To identify the activated
brain region, the non-parametric random permutation test
[34] is performed on the intensities in the EPI volumes. Let
{um(i)}Mm=1 to be the set of intensities for voxel i of the
M reconstructed volumes. The null hypothesis H0 of the
activation test is: ”The mean of the voxel intensities under each
of the conditions, stimulation or control, are equal.” Under this
hypothesis, any re-ordering of {um(i)}Mm=1 should give the
same statistic, which we used the two-sample t-test statistic.
Let Nr denote the number of re-ordering, tj be the two-sample
t-test statistic corresponding to ordering j and t˜ be the statistic
of actual ordering. The P -value is then calculated by counting
the proportion of the test statistics {tj}Nrj=1 which are more
extreme than t˜. By taking a threshold on the P -value, we can
determine which voxels are activated in this experiment. In this
paper, we set Nr equal to 2000 and the threshold for P -value
is 0.5%. When a ground truth activation map is available as in
the synthetic data, the detection performance can be evaluated
by the Receiver Operating Characteristic (ROC) curve and the
Area Under the Curve (AUC).
3) Activation Detection Reliability: We use the Activation
Test-retest Reliability (ATR) measure [35], [36] to compare
the performance when the ground truth of motion parameters
and activation map are unknown. This approach assumes that
each voxel is either truly active or truly inactive. We use the
random permutation test with two-sample t-test statistic to
generate the activation maps as describe in Section IV-B2. The
reliability of the test is measured in terms of true active and
false active probability, pA = p({v is classified as active}|
{v is truly active}) and pI = p({v is classified as active}|
{v is truly inactive}), respectively. Ideally, pA should be 1 and
pI should be 0. Therefore, higher pA and lower pI indicate
more reliable testing result.
To estimate pA, pI , we need to replicate the fMRI exper-
iments L times, where L ≥ 3. In this paper, we obtain the
replications by splitting the acquired volumes into L = 4
disjoint sets randomly as suggested in [35] to ensure statistical
independence accross voxels and replications. We use the
random permutation test to generate L activation maps for
each of the sets. Let r(i) ∈ {0, 1, ..., L} be the number of
replications out of L in which the voxel i is classified active.
We model r(i) as a mixture of two binomial distributions:
λB(L, pA) + (1− λ)B(L, pI), (13)
where B is the binomial distribution and λ represents the
proportion of truly active voxels. We estimated the parameters
by maximizing the likelihood function.
C. Evaluation Using Synthetic Data
The simulated EPI slices described in Section IV-A are
registered to the anatomical volume to estimate the motion
parameters by using the following three methods (implemented
in MATLAB R2015a): (1) volume-to-volume registration [7]
(V2V); (2) slice-to-volume registration [9] (S2V), where the
optimization process is initialized by the V2V result; (3)
the proposed Head Motion Tracking algorithm (HMT) with
P = 4000 particles. Figures 3(b)-(d) show the estimated
motion parameters for the first 200 slices, where the black
solid lines denote ground truth and the color dashed lines
denote estimated motion parameters. Figure 3(b) demonstrates
that the volume-to-volume registration method can accurately
estimate motion for each volume but cannot accurately track
the motion over the slices. On the other hand, S2V (Fig. 3(c))
can better track the head motion over different slices but has
6high bias, especially for slices near the apex of the head where
slice image intensity and contrast are low. Our proposed HMT
algorithm (Fig. 3(d)) is able to track the head motion much
more accurately than the other two approaches. Figure 4(a)
shows the boxplot of the average voxel distance after regis-
tration for different methods. The whiskers are the outliers
outside the inner fence (defined by 1.5 × F -spread [37]).
All of these methods reduced a fair amount of the voxel
misregistration errors compared to no motion correction case
(NoCorr). Notice that our HMT algorithm has significantly
lower misregistration error, as measured by voxel distance, and
is much more stable (fewer outliers) than the other methods.
The mean of Dt over all slices are listed in the first column
of Table I.
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Fig. 3. (a) shows the ground truth of head motion parameters in three Euler
angles for the first 200 slices. (b)(c)(d) show the motion parameters estimated
by volume-to-volume (V2V), slice-to-volume (S2V) and the proposed head
motion tracking (HMT) algorithm. The black solid lines are the ground
truth and the color dashed lines are the estimated motion parameters. (b)
demonstrates that the volume-to-volume registration method can accurately
track the average motion for each volume but does not accurately track motion
for each slice in the volume. S2V (c) can estimate the head motion for each
slice but suffers from large tracking errors. The proposed HMT algorithm (d) is
able to track the head motion much accurately than the other two approaches.
The estimated parameters are used to reconstruct the motion
corrected EPI volumes, and activated voxels are identified by
the random permutation test. The ROC curves of the acti-
vation detection result of different approaches are compared
in Fig. 4(b). Note that the volumes that are reconstructed
using ground truth motion parameters achieve perfect detection
(red solid line). Again, our HMT algorithm (blue dashed
line) outperforms other methods and is closest to the ground
truth. The Area under Curve (AUC) for each approach is
listed in the second column of Table I. The comparison of
activation detection reliability is listed in the first two columns
in Table II. It can be seen that all of the three methods have
similar pI , but the proposed HMT has significantly higher pA
than the other two methods.
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Fig. 4. (a) is the boxplot of the average voxel distance after registration
for different methods. The whiskers are the outliers outside the inner fence
(defined by 1.5× F -spread). The proposed HMT algorithm has significantly
lower voxel misregistration errors and is more stable (fewer outliers) than
the other methods. (b) shows the ROC curves for activation detection. Note
that the volumes that are reconstructed using ground truth motion parameters
achieve perfect detection (red solid line). Our proposed HMT algorithm (blue
dashed line) outperforms other methods (S2V, V2V, No Correction) and is
closest to the ground truth.
TABLE I
ESTIMATION AND ACTIVATION RESULT COMPARISON
Avg. Dt AUC
Truth 0.000 1.000
No Corr. 4.497 0.732
V2V 2.426 0.855
S2V 1.225 0.924
HMT 0.393 0.953
As compared to the other motion compensation algorithms (No Corr., V2V,
S2V), the proposed HMT algorithm attains lower average misregistration error
Dt and better Area Under the Curve (AUC) detection performance.
D. Evaluation Using Real Data
We further validate the performance of the proposed HMT
algorithm on real fMRI experimental data. We used two
datasets that are denoted ”Run1” and ”Run2”, and that were
acquired from two normal volunteers. The study was approved
by the Institutional Review Board at the University of Michi-
gan Medical School and informed consent was obtained from
each subject prior to participation. The subjects performed
a simple motor task, uni-lateral sequential finger tapping, in
the experiment. We asked the subject to do their best to
minimize head motion for Run1 dataset and asked the subject
to intentionally nod his head for Run2 dataset. The head was
scanned 126 times with 14 slices in each volume for these two
datasets. The anatomical voxel size is 1 × 1 × 1.5mm3 and
the EPI voxel size is 2× 2× 6mm3.
Figure 5 shows the three Euler angles estimated by S2V
(first column color dashed lines) and HMT (second column
color dashed lines) overlaid with the V2V result (black solid
lines) for the first 200 slices. Notice that the estimated rotation
in Run2 (second row) is larger than Run1 (first row), which
matches our expectations given the experimental protocol.
Similarly to the experiments with synthetic data, reported in
Section IV-C, S2V can be used to estimate the motion for each
slice but is noisy. The abrupt changes in the motion parameters
demonstrated by S2V represent unlikely head movement,
which suggests incorrect estimation. On the other hand, the
7proposed HMT algorithm produced much more stable and
smoother motion estimates, which more accurately reflects real
head motion. The superior tracking performance of HMT is a
consequence of the dynamical modeling that couples together
estimates from successive slices leading to smoother and less
noisy tracking performance.
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Fig. 5. The three Euler angles estimated by S2V (first column color dashed
lines) and HMT (second column color dashed lines) overlaid with V2V result
(black solid lines) for the first 200 slices. Note that the estimated rotation in
Run2 (second row) is larger than that of Run1 (first row). Similarly to the
experiments with synthetic data summarized in Fig. 3, S2V can estimate the
motion for each slice but is noisy. The proposed HMT algorithm produces
more stable and continuous head motion estimates which is more convincing
in describing real head motion.
The improvement in the head tracking translates into better
activation detection performance, Fig 6 shows colorized acti-
vation maps overlaid on the anatomical MRI, which is used as
an additional reference volume for registration. These selected
slices (denoted as slice A, B, and C) displayed in different
rows, show representative activated regions. Significant voxels
are marked in red and blue to indicate the temporal positive
and negative correlations, respectively.
Figure 6(a) shows the activation maps for V2V, S2V, and the
proposed HMT algorithms applied to the Run1 dataset. For this
easier dataset (less head motion), we can see that all methods
are able to produce active regions that are near the motor
cortex related to finger moves [38]. However, the volume-
based (first column) approach produced much more spread
out active regions, which may be due to small amounts of
head motion. S2V (second column) did produce more clustered
active regions, however, it also has some active voxels which
are scattered in the white matter and are therefore likely
to be false positive detections. Our proposed HMT (third
column) generated active regions along the gray matter and
has the least false positive voxels in the white matter. For the
more challenging Run2 dataset (larger head motion), shown
in Fig. 6(b), the activation maps of V2V and S2V (left two
columns) have very few active voxels that are scattered across
the volume. In contrast, the proposed HMT algorithm (third
column) produced clean and well clustered active regions
on the gray matter, which are more likely to correspond to
real brain activity responses. A quantitative measure of the
activation detection reliability is summarized in Table II. We
can see that the three methods have the same level of pI values
but HMT has significantly higher pA, especially for the harder
Run2 dataset.
TABLE II
ACTIVATION DETECTION RELIABILITY
Method Simulated Run1 Run2
pA pI pA pI pA pI
Truth 1.000 0.000 - - - -
V2V 0.128 0.003 0.521 0.003 0.047 0.001
S2V 0.248 0.002 0.614 0.003 0.048 0.001
HMT 0.662 0.003 0.623 0.003 0.087 0.002
The proposed HMT algorithm attains significantly higher pA, especially for
Run2 dataset, while keeps the same level of pI compared to the other motion
compensation algorithms (V2V, S2V).
V. CONCLUSION
In this work, we have proposed a head motion tracking
(HMT) algorithm that uses an image registration objective
function combined with a Gaussian particle filter to couple
motion estimates from successive EPI slices, resulting in
improved performance. Due to the fact that the proposed
algorithm utilizes the information from consecutive slices
in the fMRI scan volume, it effectively combines the bias
reduction properties of the S2V approach and the variance
reduction properties of the V2V approach.
Evaluation based on synthetic data demonstrated that the
proposed HMT algorithm can significantly improve accuracy
over the volume-to-volume and slice-to-volume approaches in
terms of motion parameter estimation and activation detection
accuracy. Using real human experimental data we demon-
strated that the proposed algorithm is able to produce more
stable estimates of head motion and brain activation maps.
Unlike previous approaches to head motion compensation,
the activation maps of the HMT produce more reliable active
regions even when the head motion is large during the fMRI
scan.
Improvements in robustness and accuracy of the proposed
HMT algorithm may permit scientists to analyze more com-
plex brain activation patterns. This can be especially beneficial
for experiments that involve a wider spatial distribution acti-
vation regions, and are more likely to have motion artifacts,
e.g., in working memory or speech experiments. Furthermore,
our HMT approach might allow fMRI to be reliably applied to
patients having significant motion disorders, e.g., Parkinson’s
disease, who currently do not benefit from fMRI examinations.
APPENDIX
PARTICLE WEIGHTS EVALUATION
The particle weights are evaluated through the quasi-
likelihood function p(St|θt). The quasi-likelihood function
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Fig. 6. The colorized activation maps overlaid on the anatomical MRI images for Run1 (a) and Run2 (b) datasets. The results of the three methods: (1) V2V
registration; (2) S2V registration; (3) proposed HMT algorithm are listed in order from left to right column. In (a), we can see that the V2V (first column)
approach produced a more dispersed set of active regions due to the inter-slice head motion. S2V (second column) produced more clustered active regions
but has lots of false positive voxels scattered in the white matter. The proposed HMT (third column) generated the least dispersed active regions and had the
least false positive voxels in the white matter. In (b), the activation maps from V2V and S2V (left two columns) had few and scattered active voxels due to
the effect of head motion. The proposed HMT (third column) produced clean and well clustered active regions.
should have two properties: (1) It is monotonically increasing
with the image similarity M(St, T ∗θ (Vanat)); (2) The weighted
particles are distributed approximately to multivariate Gaus-
sian. To satisfy the two properties, we propose to use a his-
togram equalization approach to evaluate the particle weights.
The multivariate Gaussian density is shown below:
f(x) =
1√
(2pi)d|Σ| exp−
1
2
(x− µ)TΣ−1(x− µ). (14)
The goal here is to find the distribution of z = f(x) where
x is the random variable following (14). Let gZ(z) denote the
density of z. We can equalize the histogram of image similarity
to gZ(z) to obtain the particle weights.
Without loss of generality and for simplicity, in the follow-
ing derivation, we assume the covariance to be identity matrix
and µ = 0. The density function and its inverse can be re-
written as:
h(r) =
1√
(2pi)d
exp−1
2
r2,
h−1(z) =
√
−2 log
(√
(2pi)dz
)
, z ∈ (0,
√
(2pi)−d],
(15)
where r = ‖x‖. Define GZ(z) as cumulative density function
of gZ(z) (i.e. GZ(z) = p({f(x) ≤ z})), where x is the
random variable following the multivariate Gaussian density
(14). According to the spherical symmetry, G(z) has the
following form by integration along the radial direction:
G(z) = 1− p({f(x) ≥ z})
= 1−
∫ h−1(z)
0
Sd−1ud−1h(u)du
= 1− Sd−1
(
H∗(h−1(z))−H∗(0)) ,
(16)
H∗(u) =
∫ u
−∞
vd−1h(v)dv, (17)
where Sd−1 is the surface area of unit (d − 1)-sphere, e.g.,
S0 = 2,S1 = 2pi. To obtain g(z), we need to take the
derivative of G(z) with respect to z:
g(z) =
dG(z)
dz
= −Sd−1 dH
∗(h−1(z))
dz
= −Sd−1H
∗(h−1(z))
dh−1(z)
dh−1(z)
dz
,
(18)
H∗(h−1(z))
dh−1(z)
= z
(
h−1(z)
)d−1
, (19)
dh−1(z)
dz
= − 1
zh−1(z)
. (20)
By substituting (19)(20) into (18), we have:
gZ(z) = Sd−1
(
−2 log
(√
(2pi)dz
))(d−2)/2
=
dpid/2
Γ(d2 + 1)
(
−2 log
(√
(2pi)dz
))(d−2)/2
.
(21)
9Figure 7(a) shows the density gZ(z) for different dimension
d. Notice that in this paper, the multivariate Gaussian is used
to model the rigid body head motion which has 6 dimensions
and therefore gZ(z) has the following form:
gZ(z) = pi
3
(−2 log (2pi)3z)2 , z ∈ (0, (2pi)−3]. (22)
Figure 7(b) plots (22) with the simulated histogram. The
histogram of image similarity is equalized to (22) to obtain
the weights of each particle.
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Fig. 7. (a) shows the density gZ(z) for different d. (b) shows the simulated
histogram compared with theoretical gZ(z) for d = 6.
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