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KURZFASSUNG
Ziel der vorliegenden Arbeit ist es, mittels physikalischer und chemischer Modelle die
Mechanismen des Nanodrahtwachstums aus wässrigen Lösungen zu erforschen und
daraus eine optimierte Prozesskontrolle abzuleiten. Dabei werden zwei Verfahren des
Nanodrahtwachstums näher betrachtet: Dies sind die dielektrophoretische Assemblie-
rung von neutralen Molekülen oder Metallclustern sowie die gerichtete elektrochemische
Nanodrahtabscheidung (engl. directed electrochemical nanowire assembly), bei der me-
tallhaltige Ionen im elektrischen Wechselfeld an der Nanodrahtspitze zunächst reduziert
und anschließend als Metallatome abgeschieden werden.
Zur Beschreibung der Transport- und Wachstumsprozesse werden Kontinuumsmodelle
eingesetzt. Darüber hinaus hat es sich als notwendig erwiesen, elektrokinetische Fluid-
strömungen zu berücksichtigen, um die experimentellen Beobachtungen zu reproduzie-
ren. Die auftretenden partiellen Differenzialgleichungen werden mittels der Finiten Ele-
mente Methode (FEM) numerisch gelöst.
Die Auswirkungen der Prozessparameter auf das Nanodrahtwachstum werden durch den
Vergleich von experimentellen Ergebnissen mit Parameterstudien analysiert. Die Auswer-
tung hat ergeben, dass für das dielektrophoretische Wachstum ein durch Wechselfeld-
elektroosmose (engl. AC electro-osmosis) angetriebener Fluidstrom die Drahtwachs-
tumsgeschwindigkeit und -morphologie maßgeblich beeinflusst. Im Falle der gerichteten
elektrochemischen Nanodrahtabscheidung lässt sich die Drahtmorphologie über das an-
gelegte elektrische Wechselsignal steuern. Unter Verwendung des Wachstumsmodells
ist ein optimiertes Signal generiert worden, dessen Parametrisierung eine gezielte An-
passung auf den chemischen Ausgangsstoff und den gewünschten Drahtdurchmesser
erlaubt.
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ABSTRACT
The present work is aimed at investigating the mechanisms of nanowire growth from
aqueous solutions through a physical and chemical modeling. Based on this modeling,
deriving an optimized process control is intended. The work considers two methods
of nanowire growth. The first is the dielectrophoretic nanowire assembly from neutral
molecules or metal clusters. Secondly, in the directed electrochemical nanowire assem-
bly metal-containing ions are reduced in an AC electric field in the vicinity of the nanowire
tip and afterwards deposited at the nanowire surface.
To describe the transport and growth processes, continuum models are employed. Fur-
thermore, it has been necessary to consider electro-kinetic fluid flows to match the exper-
imental observations. The occurring partial differential equations are solved numerically
by means of finite element method (FEM).
The effect of the process parameters on the nanowire growth are analyzed by comparing
experimental results to a parameter study. The evaluation has yielded that an AC electro-
osmotic fluid flow has a major influence on the dielectrophoretic nanowire assembly
regarding the growth velocity and morphology. In the case of directed electrochemi-
cal nanowire assembly, the nanowire morphology can be controlled by the applied AC
signal shape. Based on the nanowire growth model, an optimized AC signal has been
designed, whose parametrization allows to adjust to the chemical precursor and the de-
sired nanowire diameter.
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1 INTRODUCTION
1.1 MOTIVATION
“Nanowires are extremely thin wires with a diameter on the order of a few nanome-
ters and with lengths orders of magnitude larger than its diameter” [1]. Such nanowires
have been fabricated from metallic [2] and semi-conducting [3] materials. In the recent
past, particularly metallic nanowires have attracted great interest due to their versatile
applications in optical and electronic devices, and particularly in sensing. Examples of
successful applications include optical resonators [4, 5], electrical interconnects [6–8],
gas sensors [9–11], chemical sensors [12–14], and biochemical sensors [15]. Addition-
ally, by oxidization of for example copper or indium nanowires, it is possible to convert
metallic nanowires to semi-conducting nanowires as well [16, 17].
Nanostructures in general and nanowires in particular offer a strikingly large surface to
volume ratio. This makes the application of nanowires as sensors exceptionally favor-
able, because the sensing happens at the interface of the functionalized nanowire and
the environment. Likewise, sensor structures on the nanoscale allow the detection of
even traces of an analyte [18], due to very few molecules at the wire interface having a
recognizable effect on the electric properties of the device. Moreover, the demand for
mobile sensing solutions, where weight but also power consumption play a crucial role,
drives the ongoing miniaturization process. The utilization of nanowires for this purpose
has the advantage that they can be arranged as an array, where each nanowire has a
different functionalization and is thus capable of detecting different analytes. Such highly
integrated devices can be employed when the sample size is extremely small.
Historically, metallic nanowires were first accessible from photolithographic methods [11,
19, 20]. In this class of manufacturing processes, a substrate is coated with photoresist
and afterwards selectively exposed with photons or electrons. In a developing step either
the exposed (positive resist) or the unexposed (negative resist) areas of the photo resist
are dissolved. Then, in a physical vapor deposition process, the patterned photoresist is
covered by a thin metallic layer. In the subsequent lift-off step the remaining photoresist
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Figure 1.1: Schematic experimental setup for growing nanowires from a solution. In
the dielectrophoretic nanowire assembly, a solution containing metal clusters or metal-
containing neutral complexes is employed. The directed electrochemical nanowire as-
sembly requires a solution of metallic cations or complex anions with a metallic center.
The lithographically prepared gold electrodes have a gap distance of a few µm. Upon
applying an AC voltage to the electrodes, nanowires grow in typically less than a minute.
is dissolved, which mechanically removes that part of the metal layer that is not in direct
contact with the substrate.
Optical and electron-beam lithography belong to the group of top-down processes, in
which a nanoscale structure is crafted from a macroscopic object like a wafer. In contrast,
the methods described in the following are from the group of bottom-up techniques,
in which the nanostructures are generated by the controlled assembly of even smaller
building blocks.
A well-established bottom-up nanowire synthesis is the dielectrophoretic assembly of
metal-containing, electrically neutral complexes [21] or metal clusters [22, 23] from an
aqueous solution. To grow nanowires, a substrate with two electrodes is covered in drop
of such a solution and an AC voltage is applied to the electrodes, cf. Figure 1.1. Due
to the inhomogeneity of the electric field between the electrodes, a dielectrophoretic
(DEP) force [24] arises, which attracts the polarizable metal clusters or complexes to
the electrodes. The metal clusters or complexes, arriving at the electrode, nucleate and
form the wire. With this technique a large number of nanowires grow in parallel on the
substrate from electrode to electrode. However, Bhatt and Velev [23] found that under
certain experimental conditions also free-standing volume-wires grow.
For the directed electrochemical nanowire assembly (DENA) a similar electrode setup as
that used for dielectrophoretic nanowire assembly is employed (Figure 1.1), but with a
different solution, i.e. one that contains metallic cations [2, 25] or complex anions with
a metallic center [26]. After applying an AC voltage to the electrodes, an electrochemical
reaction converts the metal-containing ions to metal, which is deposited as nanowires.
Additionally, further techniques have been developed to grow metallic nanowires. In
template-based nanowire synthesis, nanowires are grown at existing nanostructures of
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similar size and shape. These templates can be macromolecules like DNA [27] and
polypeptides [28] but may also be fabricated using a top-down approach [29, 30]. In a sim-
ilar fashion, thin metallic wires can be grown at step edges of vicinal surfaces by a chem-
ical vapor deposition (CVD) process [31, 32]. Unfortunately, these ultrathin nanowires
cannot be removed from the surfaces on which they are deposited [33], which hinders
their technical application. Furthermore, Shui and Li [34] demonstrated the production of
tangles of platinum nanowires by means of electrospinning.
For mass-market application of nanowires, a fast, high-yield, and foremost cheap way
of manufacturing nanowires and integrating them into devices is needed. Lithographic
methods provide an excellent control over the positioning and geometry of the fabricated
nanowires. Also a wide range of materials, including semiconductors, is available for the
manufacturing process. However, to generate nanostructures with optimal resolution,
electron beams have to be used in the exposure step. This process has an extremely
low throughput and requires expensive equipment and hence the fabricated nanowires
are costly.
The nanowire synthesis from molecular templates and electrospinning has a high
throughput in the nanowire generation. The positioning of nanowires on the substrate
and their contacting to the electrodes is a highly complicated process.
The field-assisted nanowire synthesis from an aqueous solution, by either dielec-
trophoretic particle assembly or directed electrochemical nanowire assembly, has the
advantage of a high throughput such that many nanowires grow in parallel within a few
minutes. Moreover, the growth of nanowires and their connection to the electrode hap-
pens in a single-step process at ambient conditions. Hence, the field-assisted growth
of nanowires from aqueous solutions has the largest potential for an industrial-scale ap-
plication. However, the nanowires grown with this technique often show branches and
kinks, which have negative effects on their applications, e.g. lower sensitivity of sensors,
reduced maximum integration density, or being less suitable as a waveguide [35]. Con-
sequently, obtaining a precise control over the morphology of the growing nanowires is
the major remaining challenge.
The morphology of solution-grown micro- and nanowires was observed to strongly de-
pend on the AC voltage [22], the AC frequency [23, 25, 26], the ion [23] and cluster
concentration [22, 23], the cluster size [22], and the viscosity of the solution [23]. To
systematically optimize the parameter set to grow thin, straight, and unbranched metal
nanowires from solution, a theoretical modeling framework is badly needed. However,
so far, only few attempts have been made to model the multiphysical processes involved
in the solution-based nanowire growth.
1.2 STATE OF THE ART
To simulate the dielectrophoretic cluster assembly Bhatt and Velev [23] implemented a
cellular automaton based on a Finite Element Method (FEM) scheme. Each nanowire is
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resembled by a connected group of cells, to which an infinite conductivity is attributed.
A voltage is applied to the two electrodes and by means of an FEM scheme the electric
field in the remaining cells is calculated. All cells with an electric field above 80% of the
maximum value are added to the nanowire. The steps of field calculation and geometry
updates are repeated until the nanowire connects the two electrodes. The simulation
produces nanowire morphologies that show a high resemblance to the experimentally
grown nanowires.
Xiong et al. [36] calculated the trajectories of metallic nanoparticles under the influence
of a dielectrophoretic force. The analysis illustrated that surrounding nanoparticles are
attracted particularly to the nanowire tip, which leads to the assembly of nanowire net-
works. From the comparison of branched and unbranched wire models it is concluded
that branching is an inherent phenomenon in this type of nanoparticle assembly.
Ranjan et al. [37] suggested that the assembly of a nanowire from metal cations in an
aqueous solution can be modeled similar to the dielectrophoretic assembly of metallic
nanoparticles, since the metal cations and the counter-ion cloud form a polarizable entity
[38]. A finite element calculation based on this assumption revealed that the energy
difference caused by the dielectrophoretic attraction is several orders of magnitude below
the thermal activation. Thus the ordering effect of the dielectrophoretic force is only
minor. The authors explain that due to a field enhancement within the double layer and
due to an atomically rough nanowire surface the electric field may locally be much higher
than estimated. They argue that if the electric field is increased by several orders of
magnitude, the dielectrophoretic assembly becomes plausible.
The group of Flanders claims in several works [2, 39, 40] that “dendritic solidification is
an important mechanism in the DENA process”. In the modeling they consider the con-
sumption of metal-cations due to the metal deposition. Based on the assumptions that
first the metal cations are provided purely by diffusive transport and that second at the
beginning of each AC period a uniform ion concentration is restored, the time average of
the nanowire growth velocity is calculated. A connection between the nanowire-growth
velocity and the nanowire-tip radius is drawn by employing results from solidification the-
ory. The presented model, however, is flawed since first the ion concentration in a diluted
aqueous solution is orders of magnitude lower than in a melt and thus solidification the-
ory is not applicable. Second, with reference to Debye-Hückel theory, the authors argue
that the influence of the electric field on the ion transport can be neglected. Considering
that the application of Debye-Hückel theory requires a small, time-independent voltage,
the reasoning does not hold for the large-amplitude and high-frequency voltage case that
was studied in the experiments. Yet, by the unsubstantiated claim that the initial concen-
tration profile is restored after each AC period, the AC frequency of the afore neglected
electric field is found to have a large influence on the theoretically predicted nanowire
growth velocity. For the above mentioned reasons, the hypothesized model of dendritic
solidification, being an important mechanism in the DENA, is highly questionable.
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1.3 OBJECTIVE
The objective of this work is to develop a theoretical modeling that describes the growth
of nanowires from aqueous solutions. As discussed previously, there are two different
methods to grow nanowires from an aqueous solution: the dielectrophoretic assembly
of cluster or complexes and the directed electrochemical nanowire assembly. For each of
these methods, a model describing the transport of metal species through the solution
and the deposition at the nanowire surface is needed. Moreover, the electric potential
has to be considered, since the electric field is one of the major driving forces for the
transport. To verify the overall model, simulation results are compared to experimental
measurements.
Based on the modeling and simulation results, it is aimed to provide well-founded sug-
gestions on how to optimize the nanowire growth process to grow nanowires with
smaller diameters and an improved morphology. This includes a quantitative proposal
for the most important process parameters, AC frequency, AC voltage, and concentra-
tions of the wire-forming species. Furthermore, the potential for optimization of the two
assessed nanowire growth mechanisms, dielectrophoretic and directed electrochemical
nanowire assembly, is to be compared.
As expounded in the motivation section, a multitude of applications rely on nanowires
made from various metals. Up to now, the list of metals, for which a nanowire growth
from an aqueous solution has been demonstrated, includes Ag, Au, Co, Cu, In, Ni, Pb, Pd,
Pt, and Zn [2, 16, 41]. Interestingly, the most suitable process parameters as determined
by experiments are broadly scattered. Accordingly, a secondary goal of this dissertation
is to determine, whether and under which circumstances further metals are suitable to
grow metallic nanowires from solution. And if so, which of the two investigated growth
mechanisms is more suitable.
1.4 ELECTROCHEMICAL FOUNDATIONS
1.4.1 The basics of the electrochemical double layer
It is known that at the interface of an uncharged electrode and an electrolyte a compact
double layer (aka Helmholtz double layer) forms, which consists of two thin layers. The
reason for the formation of such double layers is that the ions in the electrolyte have
different adsorption enthalpies and thus one ion type is preferably adsorbed at the elec-
trode. The electrolyte layer, which contains these adsorbed ions, is the inner Helmholtz
layer. Due to the preference of one ion type, the inner layer has a non-vanishing total
charge. An equivalent surplus of counter-ions is accumulated in the directly neighboring
outer Helmholtz layer due to Coulomb attraction between cations and anions. The thick-
ness of both layers is typically in the order of 0.2 nm [42]. The separation of charges in
the double layer induces an electric field and hence also a potential difference across
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the double layer. This potential difference is known as ζ-potential and is a quantitative
measure for the affinity of the electrolyte system to the electrode surface. In aqueous
solutions, typical values for the ζ-potential are in the range of 10 mV to 100 mV.
A second type of double layer, a diffuse or Gouy–Chapman double layer, can be created
when the electrode is charged, i.e. an external voltage is applied to an electrode pair.
Particularly, if the amount of charges on the electrode is large, the previously discussed
compact double layer acts as a thin electro-neutral spacer. In the adjacent diffuse layer
a cloud of ions is accumulated, which has the opposite charge to that of the electrode.
Diffusion of and Coulomb repulsion among these ions cause the diffuse double layer to
be much wider than the compact double layer.
In 1923 Debye and Hückel [43] developed a quantitative model to describe the diffuse
double layer. They considered a linearized version of the Poisson–Boltzmann equation to
calculate the ion concentrations in the double layer. Based on these calculations, it was
possible to derive an expression for the double layer thickness, which is nowadays known
as Debye length λD. The Debye length depends on the permittivity of the electrolyte,
the temperature, the ion concentration and their charge number.
When an AC voltage is applied to the electrodes, the polarity of the diffuse layer is
changed periodically. The corresponding relocation of ions is described by the Poisson–
Nernst–Planck equation [44]. In later works, Bazant et al. [45, 46] extended this model
towards large ion concentrations by employing a modified Poisson–Nernst–Planck equa-
tion. Under certain circumstances, the dynamic excitation of ionic motion gives rise to a
new electrochemical-layer structure. Suh and Kang [47, 48] reported that for a sufficiently
large AC frequency the dynamic repolarization spawns several additional diffuse layers.
These diffuse layers differed in the predominant ion type and a so-called middle layer was
found to oscillate at twice the excitation frequency.
1.4.2 AC electro-osmotic fluid flow on the micro- and nanoscale
As discussed in the previous section, the application of an AC voltage to an electrode
pair, which has been dipped in an electrolyte, causes the formation of a dynamic multi-
layer structure. As some of these layers have a net induced charge, the electric field in
the vicinity of the electrodes induces a Coulomb force in these layers. If the electric field
has a non-vanishing component tangential to the multi-layers, a shear force evolves. In
a liquid electrolyte the tangential forces cause a fluid motion, which is the AC electro-
osmosis (ACEO). More precisely, Bazant [49] defined: “AC electro-osmosis is a nonlinear
electrokinetic phenomenon of induced-charge electro-osmotic flow around electrodes
applying an alternating voltage”.
Since the discovery of the ACEO by Ramos et al. [50], many experimental [51, 52] and
theoretical [53–57] studies have been conducted to deepen the understanding of this
effect. ACEO is applied in fluid pumping and mixing [55, 58] and to trap molecules [59] or
entire cells [60]. The slip velocity approximation is the central simplification, used in most
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theoretical investigations of AC electro-osmotic fluid flow [56, 57, 61]. The underlying
assumptions for this approximation are: a thin double layer with only a small polarization
and a chemically inert, binary, symmetric electrolyte. Then, the forces, which drive the
AC electro-osmotic fluid flow, are localized very close to the electrode surface. This
allows the calculation of differences in fluid velocity difference across the thin double
layer, which is used as a boundary condition for the Stokes equation. Compared to
calculating the accelerating forces and solving the full Navier-Stokes equation, the slip
velocity approximation offers huge savings in computation time and effort.
1.5 MODELING APPROACHES
To model the growth of nanowires, it is necessary to simulate, among others, the trans-
port of wire-forming species in the solution. There are three classes of models available
for this task: atomistic models, stochastic models, and continuum models.
In atomistic models, the location and state of each atom or molecule in the considered
domain is traced over time. In the context of this work, molecular dynamics (MD) is
the most reasonable choice to capture the motion of ions and metal clusters, their inter-
actions with the solvent (water), and their assembly to nanowires. To reduce the com-
putational effort, in MD methods, the inter- and intramolecular interactions are modeled
with semi-empirical pseudo potentials and force-fields. Starting from an initial molecular
configuration, the total force on each molecule is evaluated and the resulting trajectories
of the molecules are calculated.
The advantage of atomistic models is a highly detailed description of the transport pro-
cesses and in particular the interaction between different molecules in the solution. This
comes at the cost of huge computational effort, which severely limits the number of
atoms and the simulation time-frame. The actual limit for a feasible simulation depends
on the molecule interaction potentials, but for the long-range coulomb interactions a typ-
ical simulation deals with much less than a million atoms and a time interval in the order
of a few fs [62–64]. Hence, using MD one can neither simulate the entire system nor a
practically meaningful simulation-time. Nevertheless, in a multi-scale model MD can be
used to find effective material descriptions, which are then fed into the parametrization
of a continuum model.
The most prominent of the stochastic models is the Monte Carlo (MC) simulation. A
MC simulation of the nanowire growth from solution could focus on tracing either metal
clusters or metal-containing ions in the solution, while the solvent is not considered in
detail. The location of the metal clusters or ions is described by discrete positions (e.g.
on a lattice) and movement is given as the transition between two neighboring, discrete
positions. Since in such a model the atomistic interactions and the molecule locations
cannot be described exactly, a probability is assigned to all possible transitions and to
the unchanged state. The influence of external forces changes these probabilities such
that energetically favorable transitions become more likely and others less likely. The
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transport of the wire-forming species is then given by the sequence of transitions over
time. Due to the randomness within the MC simulation, the results of many runs have
to be compared and statistically evaluated.
In comparison to the MD, MC provides only an effective description of the local, molec-
ular interaction, but is computationally much faster, since dramatically fewer interactions
on the molecular level need to be considered. Consequently, it is possible to model
larger simulation volumes. By employing a discrete lattice with a grid spacing signifi-
cantly larger than the typical molecule displacement for a single MD step, comparatively
larger time steps can be used in the MC approach. However, the grid spacing cannot
be chosen arbitrarily large, because otherwise an artificial upper bound for the concen-
tration is introduced. Overall, the increase in simulation volume and time interval still is
insufficient to capture the growth of nanowires.
In a continuum model, the atomic resolution of matter is disregarded and instead a homo-
geneous substitute, the continuum, is considered. For the example of particle transport
through a solution, this means that not the position and motion of individual particles,
but the ensemble-averaged concentration (particle number per volume) and flux (particle
current density) of many similar particles are studied. Since in an average description
one cannot deduce a unique state of all atoms and molecules, all interactions between
them are expressed as a statistical average, usually with the help of partial differential
equations (PDEs). In the present example, these PDEs express the flux in terms of the
concentration profile and the forces acting on the particles. The set of all PDEs describes
a deterministic model for the time evolution of the system.
The continuum model does not provide details about the micro-state of the solution,
but in return this method offers the best computational performance. This includes the
possibility to exploit the geometric symmetry of the setup in order to reduce the compu-
tational cost (details about this are discussed in section 2.2). The finite element method
(FEM) is a highly flexible and efficient tool to numerically solve the PDEs obtained from a
continuum model. Thus, it is possible to study many aspects of the growth of nanowires
at reasonable computation costs.
As reasoned above, in this work, the simulation of the nanowire growth from solution
is investigated by means of continuum models, which are solved with a FEM scheme.
In chapter 2 of the thesis, the models for dielectrophoretic complex or metal cluster
assembly and for the directed electrochemical nanowire assembly are developed and
the results are discussed. The numeric details of how the involved PDEs have been
solved are presented in chapter 3.
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2 MODELING
2.1 AQUEOUS SOLUTIONS USED FOR NANOWIRE GROWTH
The two different nanowire growth mechanisms considered in this work, DEP and DENA
(see section 1.1), require two different types of aqueous precursor solutions. The solution
to grow DEP wires is obtained by dissolving K2PtCl4 in deionized water to a concentration
in the range from 10 µM to 1 mM. During an aging phase, the [PtCl4]2 – ions in the
solution are hydrolyzed. More experimental details about the preparation and handling of
these types of solution can be found e.g. in Ref [21] and its supporting information.
For the hydrolysis of [PtCl4]
2 – two main routes are known. For low pH solutions, Eld-
ing [65, 66] described a stepwise substitution of chloride ions by water molecules. The
resulting chloro-aqua-platinate (II) complexes have the form [PtClx (H2O)4 – x ]
2 – x , where
0 ≤ x ≤ 4. This ligand exchange is accompanied by a change of the complex’s overall
charge. The planar structure of the [PtClx (H2O)4 – x ]
2 – x complexes gives rise to a confor-
mation isomerism, i.e. [PtCl2(H2O)2] exists in a cis as well as a trans form. The formation
of cis – [PtCl2(H2O)2] is particularly interesting, as it is electrically neutral, but has a rema-
nent dipole. Therefore, under the influence of an applied inhomogeneous electric field,
a dielectrophoretic force acts on the complexes [24], which attracts the complexes to
the wire tip. This process is considered to be an integral step in the nanowire growth
mechanism and therefore, for this scheme the name dielectrophoretic nanowire growth
is attributed [22, 23].
At high pH, a hydrolysis by exchanging the chloride ions with hydroxy ions is discussed
by Wu et al. [67]. This type of hydrolysis does not change the overall complex charge, as
one monovalent anion ligand is replaced by another. The produced complexes are of the
type [PtClx (OH)4 – x ]
2 – with 0 ≤ x ≤ 4.
The pH of the solution determines, which type of hydrolysis reaction is dominant under
the experimental conditions. For an aged K2PtCl4 solution with a 10 µM concentration a
pH of 8.6 was measured [21]. This intermediate pH is significantly lower than a pH of 14
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Table 2.1: Reaction rate constants of the ligand exchange according to Elding [65, 66]
x 1 2c 2t 3c 3c 4
kx (1/ s) 2.8 × 10−7 3 × 10−7 10−4 6 × 10−5 2.8 × 10−8 3.6 × 10−5
k ′x (1/ sM) 2.66 × 10−2 2 × 10−3 0.46 7.5 × 10−2 4.6 × 10−5 2.8 × 10−3
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Figure 2.1: [PtClx (H2O)4 – x ]2 – x hydrolysis scheme according to Elding [65, 66]. All shown
complexes have a planar structure and therefore a cis and a trans conformer exist of
PtCl2(H2O)2. The reaction constants are given in Table 2.1.
as adjusted by Wu et al., but also much higher than the pH for the acidic conditions used
by Elding. To transfer the results to this intermediate pH level, the hydrolysis mechanism
is considered in detail.
For bimolecular ligand exchange reactions, collision theory predicts a reaction rate pro-
portional to the concentration of the replacing ligand. For the [PtClx (H2O)4 – x ]
2 – x -route,
the replacing ligand is water, which is present in large excess. Also the concentration
of water is quasi unaffected by the change of pH value. However, for a hydrolysis ac-
cording to [PtClx (OH)4 – x ]
2 – -route, an exchange of hydroxy ions is needed, whose con-
centration is directly linked to the pH. Thus, for the intermediate pH as observed in the
experiments, the reaction rate for the hydroxy-hydrolysis should be around 5 orders of
magnitude smaller than reported by Wu and coworkers. Therefore, in the following, only
the dissociation model developed by Elding [65, 66] is used for the simulation of the
hydrolysis of K2PtCl4, cf. Figure 2.1. The corresponding reaction equations describe the
hydrolysis.
[PtCl4]
2− +H2O −−⇀↽− [PtCl3(H2O)]− +Cl− (2.1)
[PtCl3(H2O)]
− +H2O −−⇀↽− cis−[PtCl2(H2O)2] + Cl− (2.2)
[PtCl3(H2O)]
− +H2O −−⇀↽− trans−[PtCl2(H2O)2] + Cl− (2.3)
cis−[PtCl2(H2O)2] + H2O −−⇀↽− [PtCl(H2O)3]+ +Cl− (2.4)
trans−[PtCl2(H2O)2] + H2O −−⇀↽− [PtCl(H2O)3]+ +Cl− (2.5)
[PtCl(H2O)3]
+ +H2O −−⇀↽− [Pt(H2O)4]2+ +Cl− (2.6)
To model the hydrolysis reactions, the concentration of [PtClx (H2O)4 – x ]
2 – x is labeled
with cx , where the indices 2c and 2t distinguish the cis and trans species, respectively.
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Mathematically, the stepwise ligand exchange reactions can be described as a system
of first order differential equations and one algebraic equation to balance the chloride
concentration, cCl.
cCl =c3 + 2 c2c + 2 c2t + 3 c1 + 4 c0, (2.7a)
d
dt
c4 =k
′
4 c3 cCl − k4 c4, (2.7b)
d
dt
c3 =k
′
3c c2c cCl − k3c c3 + k ′3t c2t cCl − k3t c3 − k ′4 c3 cCl + k4 c4, (2.7c)
d
dt
c2c =k ′2c c1 cCl − k2c c2c − k ′3c c2c cCl + k3c c3, (2.7d)
d
dt
c2t =k ′2t c1 cCl − k2t c2t − k ′3t c2t cCl + k3t c3, (2.7e)
d
dt
c1 =k
′
1 c0 cCl − k1 c1 − k ′2c c1 cCl + k2c c2c − k ′2t c1 cCl + k2t c2t , (2.7f)
d
dt
c0 =k1 c1 − k ′1 c0 cCl. (2.7g)
The rate constants, kx for the chloride elimination and k ′x for the reattachment reaction,
are given in Table 2.1. As initial condition, a solution with only tetra-chloroplatinate ions
(x = 4) was used. The equation system was solved numerically using ode45 function of
MATLAB®. Figure 2.2a shows the time evolution of the various chloroplatinate ions and
Figure 2.2b compares the different initial concentrations c0. It is found that particularly
for low total ion concentrations there is a time interval in which the vast majority of
complexes have been converted to cis – [PtCl2(H2O)2]. These complexes are electrically
neutral, which is of importance in the further modeling. After about 48 h the fraction of
cis – [PtCl2(H2O)2] peaks at around 92% for c0 = 10 µM, cf. Figure 2.2a. The production
of cis – [PtCl2(H2O)2] is strongly preferred against the trans conformer, which is known as
trans effect [68]. For a larger initial concentration, the solution does not go through a state
with predominantly neutral complexes. Therefore, in the experiments the remaining
platinate ions were removed using ion exchangers.
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Figure 2.2: (a) Starting from an initial [PtCl4]2 – -concentration of c0 = 10 µM, the time-
dependent concentration of all considered species during the hydrolysis is simulated. The
neutral cis – [PtCl2(H2O)2] species exhibits a maximum concentration of more than 90%
from 2000 min to 3500 min. (b) The size and location of that maximum cis – [PtCl2(H2O)2]
concentration strongly depends on the initial K2PtCl4 concentrations.
Solutions produced in the described manner were characterized using TEM [21] and Pt
clusters of around 23 nm diameter with a narrow diameter distribution were found, cf.
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Figure 2.3: This TEM image shows the platinum clusters found in a 10 µM K2PtCl4 solu-
tion, which was aged for 27 h. The scale bar is 50 nm and the measured cluster diameter
is about 23 nm. Reprinted with permission from the supporting information of [21]. Copy-
right 2012 American Chemical Society.
Figure 2.3. It is presumed that a photo-induced auto-catalysis leads to a cluster formation
similarly as described by Shironita et al. [69]. Despite the finding of metallic clusters in
the solution, wires potentially grown from their assembly also belong to the category of
dielectrophoretically grown wires, as metallic clusters are highly polarizable and thus are
also subject to the dielectrophoretic force.
To grow nanowires according to the DENA mechanism, a different solution is required.
It is prepared by diluting a H2PtCl6 stock-solution to a concentration of e.g. 24 mM [26]
or 200 µM [70]. The hexa-chloro-platinate (IV) complexes undergo a hydrolysis similar to
the tetra-chloro-platinate (II) complexes above [71]. Employing only freshly prepared so-
lutions ensures that platinum only occurs in the form of [PtCl6]
2 – , [PtCl5(H2O)]
– , and
[PtCl5(OH)]
2 – . The fact that all of these ions are negatively charged is of special impor-
tance for the growth mechanism, which is addressed in section 2.7.3 in detail.
2.2 GEOMETRIC CONSIDERATION OF THE NANOWIRE GROWTH
To understand the mechanism of nanowire growth and the modeling based thereon, it is
informative to analyze the solution region, from which the wire-forming species originate.
The volume of solution that is depleted during the nanowire growth can be estimated by
balancing the particles taking part in the nanowire growth. To determine the deposited
metal volume, the wire cross-section needs to be characterized. AFM line scans suggest
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Figure 2.4: Region of origin for the wire forming species. Sketch (a) applies to long wires
and highly concentrated growth solutions, sketch (b) is valid for shorter wires and highly
diluted solutions.
that idealizing the nanowire cross-section by a semicircle is feasible [38]. The wire volume
is then given by
Vw =
π
8
ℓd2w, (2.8)
with the wire length ℓ and diameter dw. The solution volume, which contains the equiv-
alent amount of platinum in the form of equally distributed particles
Vs =
Vw
cb Vp
(2.9)
depends on the initial particle concentration of the solution cb and the particle volume
Vp. In the case of complexes the particle volume is expressed by the volume of one
platinum atom in the metallic bulk, which is determined from the mass density ρPt and
the atomic mass mPt as Vp = mPt/ ρPt = 1.51 × 10−29 m3.
The characteristic transport length is the typical distance that a particle travels before it
is deposited at the nanowire tip. From the knowledge of the typical transport length, rel-
evant transport mechanisms and time scales for the nanowire growth can be deduced.
The characteristic transport length depends on the size and shape of the depletion vol-
ume. If Vs ≪ ℓ3 the particles originate from the vicinity of the nanowire. Then, the
depletion volume has the shape of a tight semi-cylinder around the wire as depicted
in Figure 2.4a. However, if Vs ≫ ℓ3 the particles in the vicinity are insufficient to form
the nanowire and particles from remote locations contribute to the wire assembly as
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well. The resulting shape of the depletion volume is approximately hemispherical, cf.
Figure 2.4b.
From the semi-cylinder volume, Vs = π r2s ℓ/ 2, the typical transport length rs for case a)
results as
rs =
dw
2
√
cb Vp
. (2.10)
In case b), the volume of the depletion hemisphere, Vs = 2π r3s / 3, leads to
rs =
3
√
3 ℓd2w
16 cb Vp
. (2.11)
The dielectrophoretically grown nanowires from an assembly of Pt-complexes (ℓ = 2 µm,
cb = 10 µM, dw = 100 nm [21]) correspond to case b) of a long-range transport and
yield a characteristic transport length of rs = 21.8 µm. A transport length in this order of
magnitude implies that the transport of particles is an integral part of the overall growth
mechanism. Consequently, in section 2.3 and the following, the transport of wire forming
particles is considered in more detail.
A second geometric consideration focuses on the shape of the growing nanowires.
When conducting the experiments, usually numerous nanowires grow in parallel; they
have kinks, branches, and some even stop growing in an early stage, which results in
stubs. Figure 2.5a shows a schematic three-dimensional model of typical DEP grown
nanowires. The geometry of such nanowires is too complex to perform simulations on
them directly. Therefore, two more simplified geometries have been developed to re-
place them. On a flat substrate, a nanowire with a homogeneous thickness and without
any kinks or branches is a semi-cylinder with a smooth, spherical wedge as a cap. Re-
garding the particle transport the substrate is impenetrable, i.e. the normal component of
the flux is identical zero. If the substrate is replaced by the mirror image of the nanowire
and the surrounding solution, the symmetry ensures a vanishing normal flux across the
mirror plane, too. Thus, by this manipulation the concentration profile and the particle
flux in the original geometry are unaffected.
A similar argument holds for the electrostatic problem. The dielectric constant of water
(εr = 80) is one order of magnitude larger than that of common substrate materials like
silicon (εr = 12.1) with an oxide layer (4.41 ≤ εr ≤ 4.6) or silicate glass (εr = 3.81) [72]. At
phase boundaries like at the substrate surface, the normal component of the dielectric
flux and the tangential component of the electric field is continuous. Because of the large
step in the dielectric constant at the interface, the normal component of the dielectric
flux is very small compared to its tangential component. Therefore, by introducing the
mirror symmetry, only a small error in the order of the negligible normal dielectric flux is
introduced.
The advantage of introducing the mirror symmetry is that the nanowire, despite growing
on a substrate, can be equivalently modeled as a free-standing, axially symmetric wire,
14 Chapter 2 Modeling
a b
Figure 2.5: Panel (a) shows a schematic image of platinum nanowires grown from a litho-
graphically manufactured gold electrode. The nanowires grow in groups, are kinked and
branched, and bend towards the substrate at which the are attached. Panel (b) depicts
an idealized, single, free-standing nanowire, which is used in the further simulations as a
geometric simplification of the setup shown in panel (a).
cf. Figure 2.5b. This modified geometry, in contrast to the original one, can be mod-
eled efficiently in a cylindrical coordinate system by the radius r and the axial coordinate
z. When the partial differential equations are solved by means of FEM, the increased
symmetry results in a dramatic reduction of degrees of freedom, which brings the com-
putational effort to a manageable level.
The local physics of the particle transport mechanisms at the nanowire tip is determined
by the curvature of the electrode. An even simpler geometric model, which preserves
these curvature effects, is to replace the nanowire by a sphere of the same diameter.
In spherical coordinates, this model has only a radial dimension. Due to the simplicity
of this one-dimensional model, analytical solutions for various equations can be derived.
From the experimental fact that most nanowires have a homogeneous diameter over
their length (cf. experimental images in Figure 2.9), it can be concluded that growth hap-
pens mainly at the tip and not so much on the circumference. Fro this reason, the one-
dimensional relations should apply at least qualitatively. The geometric parametrization
of both spherical and cylindrical models is given in Figure 2.6.
a
r2
r1
˜
b
r2r1
˜

Figure 2.6: Spherical (a) and cylindrical (b) nanowire approximation with parametrization,
which are used as electrode geometries in the modeling.
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2.3 DIELECTROPHORETIC NANOWIRE GROWTH MODEL
2.3.1 Particle transport under the influence of dielectrophoresis
To grow nanowires by the dielectrophoretic mechanism, a solution with neutral complex
molecules or metal clusters is employed, cf. section 2.1. Under the influence of an
external electric field, the clusters and complexes are polarized. If the applied electric
field is non-uniform, a dielectrophoretic force acts on the dipoles [24]. Since the electric
field around nanoelectrodes is particularly large and inhomogeneous, the particles are
strongly attracted to the tip of the growing nanowire. In the case of complexes arriving
at the nanowire tip, they are first adsorbed and afterwards electrochemically reduced to
metallic platinum, which is attached to the wire surface.
PtCl2(H2O)2 → Pt(s) + Cl2(g) + 2H2O (2.12)
The oxidized chlorine either leaves the system in the form of small gas bubbles or is
solved in water and reacts ultimately according to
Cl2(g) + H2O  HCl + HClO. (2.13)
The arriving metal clusters are accumulated at the nanowire tip as well. Due to the strong
DEP forces the hydration and/or chloride shell of the metal clusters is penetrated until
the metal surfaces are in direct contact. Then, in a sintering-like process, the clusters
are permanently attached to the wire. Due to the high curvature and the large electric
activation this process can already happen at ambient conditions [73].
In a continuum model, the distribution of particles is described by their concentration c
and the their transport by the particle flux j, cf. section 1.5. These quantities are linked by
the continuity equation
∂
∂t
c = −∇ · j, (2.14a)
Under the influence of an external potential ψ a migration contributes to the particle flux.
Additionally, the particles are subject to diffusion, so that the overall particle flux is thus
given by
j = −D∇c − M c ∇ψ, (2.14b)
where M is the mobility and D is the diffusion coefficient of the particles. The Einstein–
Smoluchowski–equation, M = D/ (kBT ), relates the mobility to the diffusion coefficient
by the Boltzmann constant kB and the absolute temperature T . According to Stokes’
law, M = 1/ (6π η rp), the mobility of small spheres, e.g. complexes or metal clusters,
depends strongly on their radius rp and the viscosity of the medium η. Hence, for the
diffusion coefficient of small particles holds
D =
kBT
6π η rp
. (2.15)
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To obtain the boundary conditions of Equation 2.14, it is assumed that particles, which
arrive at the nanowire surface, react instantly. Consequently, at this boundary the con-
centration is c = 0. Moreover, during the whole process of nanowire growth only a neg-
ligible fraction of the initial particles is consumed, so sufficiently far from the electrode
(r ≫ rs) the initial concentration is preserved, c = cb. At the cut-off boundaries of the
simulation cell (only relevant for axially symmetric wire geometry) the normal component
of the particle flux vanishes, j · n = 0.
According to Ref. [24], for a given electric potential ϕ, the external potential for the dielec-
trophoretic attraction is
ψDEP = −α (∇ϕ)2 / 2, (2.16)
where α is the polarizability of the particles. From the Clausius–Mossotti relation, the
polarizability of metal clusters is derived [24]
α = 4π ε Re[K (f )] r3p , (2.17)
with ε = εr ε0 as the medium dielectric constant. The Clausius–Mossotti factor for metal-
lic particles is K = 1 in the considered frequency range. The polarizability of molecules
has two contributions: the induction of transient dipoles and the alignment of remanent
intrinsic molecular dipoles µ [74],
α = α0 + µ
2/ (3 kBT ). (2.18)
In contrast to trans – PtCl2, cis – PtCl2 has a non-vanishing molecular dipole. However, the
dipole moment of cis – [PtCl2(H2O)2] has not been reported in the literature. Therefore,
the dipole moment of the chemically similar complex cis – [PtCl2(NH3)2] is used as an
approximate estimate. From ab initio calculations it was determined to be µ ≈ 10 D [75].
The electronic polarizability of a molecule α0 typically is smaller than 1 × 10−38 Cm2/ V
[76] and as such negligible compared to the orientation polarizability. Therefore, the
overall polarizability of cis – PtCl2 is approximated by α ≈ µ2/ 3kBT ≈ 1 × 10−37 Cm2/ V.
Additionally to the clusters and complexes the solution contains K+ and Cl– ions from
the dissociation and hydrolysis of K2PtCl4 and possibly substitute ions from the optional
application of the ion exchanger. Under the influence of the external electric potential
the ions are redistributed, which creates a space charge density ρ. In the presence of a
space charge density the electric potential is given by the Poisson equation
∇2ϕ = −ρ
ε
, (2.19)
However, in the experimentally relevant limit of small ion concentrations and large fre-
quencies, the charge density is negligible (a proof is given in section 2.5.3 on page 34)
and Equation 2.19 simplifies to
∇2ϕ = 0. (2.20)
The electric potential is subject to the boundary conditions ϕ = V0 sin(2π f t) at the
nanowire electrode and ϕ = 0 at the counter electrode. On the unattributed cut-off
boundaries of the simulation cell, a vanishing normal derivative of the electric potential is
required, ∇ϕ · n = 0.
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2.3.2 Calculation of the nanowire growth velocity
The aforementioned particle transport equations are solved for the entire solution vol-
ume. As the solid wire forms, the size and shape of the simulation domain changes,
which is known as a moving boundary problem. In general, moving boundary problems
are numerically more challenging than fixed boundary problems. Therefore, in the follow-
ing it is shown that the approximation as a fixed boundary problem is justified.
The velocity of boundary movement is the nanowire growth velocity vg, given through
the balance of the total volume of all deposited particles with the increased wire volume
vg = Vp j · n. (2.21)
The velocity of individual particles movement through the solution is expressed as vp =
j(r)/c(r), which leads to
vg = Vp c vp · n. (2.22)
In highly diluted solutions, particularly close to the electrode, where the particles are
consumed in the deposition reaction, the platinum volume fraction in the solution is
Vpc ≪ 1. Thus, from Equation 2.22 follows that the normal particle velocity at the
interface is several orders of magnitude larger than the nanowire growth velocity. Thus,
the movement of the boundary due to nanowire growth has a negligible influence on the
solution of the PDEs. Hence, in all following simulations a fixed boundary problem is
considered.
In a first step, Equations 2.14 and 2.20 with their respective boundary conditions are con-
sidered for the spherical electrode geometry, cf. Figure 2.6a on page 15. The analytical
solution of the electric potential for r2 ≫ r1 is
ϕ(r, t) =
V0 r1
r
sin(2π f t). (2.23)
From a time-dependent electric potential results also a time-dependent dielectric poten-
tial, cf. Equation 2.16. Since the dominant eigenfrequencies of Equation 2.14 are much
smaller than the oscillation frequency of the applied AC voltage, it is justified to con-
sider the time average of ψ in the calculations. The stationary limit of Equation 2.14b in
spherical coordinates then reads
∂
∂r
[
r2 D
(
−∂c
∂r
− c ∂ψ̃
∂r
)]
= 0,
ψ̃(r) = −α (V0 r1)
2
4 kBT r4
.
(2.24)
After integrating Equation 2.24, the resulting linear, first order ordinary differential equa-
tion (ODE) can be solved by separation of variables. Its analytical solution with respect
to the boundary conditions is then given by
c(r) = cb
∫ r
r1
dr ′ exp[ψ̃(r ′)− ψ̃(r)]/r ′2∫ r2
r1
dr ′ exp[ψ̃(r ′)− ψ̃(r2)]/r ′2
. (2.25)
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Table 2.2: Simulation parameters for the dielectrophoretic nanowire assembly of com-
plex molecules and platinum clusters
symb. value description
f 100 kHz AC frequency
V0 4 V voltage amplitude
r1 50 nm electrode radius, cf. Figure 2.6
r2 1.1 µm counter electrode radius cf. Figure 2.6
ℓ 0.4 µm nanowire length, cf. Figure 2.6b
T 293 K absolute temperature
η 1.0 mPa s dynamic viscosity of water [77]
VPt 1.51 × 10−29 m3 volume of one platinum atom VPt = mPt/ ρPt
cb 10 µM initial K2PtCl4 concentration
εr 80 relative dielectric constant
cis – PtCl2(H2O)2 specific parameters
rp ≈ 0.5 nm complex radius incl. hydration shell [78]
D 4.3 × 10−10 m2/ s diffusion coefficient, cf. Equation 2.15
α 1 × 10−37 Cm2/ V polarizability, cf. Equation 2.18
Pt cluster specific parameters
rp 11.5 nm cluster diameter, cf. Figure 2.3
D 1.9 × 10−11 m2/ s diffusion coefficient, cf. Equation 2.15
α 1.37 × 10−32 Cm2/ V polarizability, cf. Equation 2.17
From Equation 2.14b the magnitude of the radial particle flux is obtained as
jr(r) =
D cb exp
[
ψ̃(r2)
]
/r2∫ r2
r1
dr ′ exp
[
ψ̃(r ′)
]
/r ′2
. (2.26)
Due to the lack of quantitative evidence whether the aqueous solution as prepared con-
tains platinum mainly in the form of neutral complexes or in the form of clusters, the
two extreme cases of only complexes and only clusters are compared. If the clusters
are grown from complexes in advance of the experiment, the total amount of platinum is
unchanged, i.e. cb Vp = const. Therefore, the growth velocity in both cases is given by
vg(rp) =
D(rp) cPt VPt
r21
∫ r2
r1
dr ′ exp
[
ψ̃(r ′)
]
/r ′2
. (2.27)
The used simulation parameters are summarized in Table 2.2. In the case of only com-
plexes the growth velocity vg = 0.83 nm/ s is computed, whereas the opposite case of
only clusters with a radius of 11.5 nm yields vg = 0.57 nm/ s. A simultaneous deposition
of clusters and complexes should yield an intermediate growth velocity.
Owing to uncertainties in the particle size estimation and preparation, it is useful to
analyze its influence on the nanowire growth velocity more generally. For a sufficiently
large counter electrode radius of r2 & rs = O(20 µm) the electric field near the second
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electrode becomes negligibly small. Then, there holds exp[ψ̃(r2)] ≈ 1 and Equation 2.27
is rewritten to
k1
vg(rp)
=
∫ r2
r1
dr ′ rp exp
(
k2 r
3
p /r
′4
)
/r ′2, (2.28)
with the abbreviations k1 = kBT cPt VPt/ (6π η r21 ) and k2 = −π ε (V0 r1)2/ (kBT ). The
derivative of Equation 2.28 with respect to rp yields
∂
∂rp
k1
vg(rp)
=
∫ r2
r1
dr ′
[
1
r ′2
+
3 k2 r3p
r ′6
]
exp
(
k2 r
3
p /r
′4
)
, (2.29)
which after partial integration becomes
∂
∂rp
k1
vg(rp)
=
1
4
∫ r2
r1
dr ′
1
r ′2
exp
(
k2 r
3
p /r
′4
)
− 3
4
[
1
r ′
exp
(
k2 r
3
p /r
′4
)]r2
r1
. (2.30)
The argument of the exponential in Equation 2.30 equals ψ̃(r) and evaluates to ψ̃(r1) ≪
−1 at the inner electrode. Hence, the term exp[ψ̃(r1)] can be neglected. By back-
substituting with Equation 2.27 one obtains
∂
∂rp
k1
vg(rp)
=
1
4rp
k1
vg(rp)
− 3
4 r2
, (2.31)
which has the analytical solution
k1
vg(rp)
= k3 r
1/ 4
p −
rp
r2
. (2.32)
For the simulation parameters given in Table 2.2, it can be verified that k1/vg(rp) ≫ rp/r2
and finally, after neglecting rp/r2 the relation vg(rp) ∝ r−1/ 4p is obtained. Consequently, a
deviation of cluster size by a few nanometers has hardly an effect on the growth velocity.
For a more accurate estimation of the wire growth velocity, the cylindrical electrode ge-
ometry is considered, cf. Figure 2.6b on page 15. The numerical solution of Equation 2.14
and the resulting nanowire growth velocity according to Equation 2.21 in the stationary
limit are shown in Figure 2.7. The tip growth velocity for this setup using Pt complexes
is obtained as 0.64 nm/ s, which is close to the estimation obtained from the simpler
spherical model.
2.3.3 Comparison of measured and calculated nanowire growth velocities
Wire morphology Figure 2.7 shows that a model considering only diffusion and dielec-
trophoretic migration leads to a rather uniform distribution of the nanowire growth veloc-
ity along the wire circumference. Presumably, this causes the wire to grow significantly
in width, which changes their morphology to a clubbed shape. In some experiments
[79] such morphologies have been observed as shown in Figure 2.8. Remarkably, the
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Figure 2.7: Particle concentration
near the nanowire tip and wire
growth velocity along the wire sur-
face (arrows) with a maximum of
0.64 nm/ s along the z-axis.
Figure 2.8: The TEM image shows the morphol-
ogy of assembled nanostructures grown by dielec-
trophoresis from gold clusters. Reprinted with per-
mission from the supporting information of [79].
Copyright 2007 American Chemical Society.
a b
c d
Figure 2.9: A variety of nanowire morphologies is grown from an aged K2PtCl2-solution
at room temperature (a,b). The temperature influence is shown in panels (c) T = 289 K
and (d) T = 316 K. The scale bars are 1 µm. Growth parameters: V0 = 4 V, f = 100 kHz,
cb = 10 µM; Reprinted with permission from [21]. Copyright 2012 American Chemical
Society.
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nanostructures in Figure 2.8 are very densely packed, which hints at a large particle con-
centration in the assembly zone. Regarding the discussion of particle origin (Figure 2.4
on page 13) this means that the particles are transported over only comparatively short
distances.
For comparison Figure 2.9 shows an overview of wire morphologies grown by A.
Nerowski. In all panels significantly fewer nanowires than in Figure 2.8 have grown.
Despite their variety of wire morphologies, in each picture, most of the nanowire seg-
ments have a homogeneous thickness. Consequently, the particle concentration in the
assembly zone should have been much smaller in these experiments. Therefore, the
particles that are necessary for the wire assembly should originate from much farther
regions.
Experimental determination of the nanowire growth velocity To determine the ex-
perimental nanowire growth velocities for a comparison with theoretical predictions, one
has to overcome several difficulties. Foremost, the shape and morphology of the grown
wires show a broad variety, cf. Figure 2.9. For a substantial quantitative analysis, it is es-
sential to distinguish between these morphologies as the growth velocities differ greatly
due to the different underlying growth mechanisms. In the following, only nanowires
with a homogeneous thickness and with few or no branches are considered.
The average growth velocity is given as the nanowire length divided by the growth time.
The length of a kinked and possibly branched nanowire is defined as the longest path
along the traverse of straight wire segments. The nanowire growth time is approximated
by the total experimenting time, since the wire nucleation time is negligible in compari-
son [21].
Temperature dependence The temperature dependence of the nanowire growth ve-
locity is shown in Figure 2.10. Two clearly distinct behaviors are revealed with a transi-
tion temperature at about 301 K. For the high-temperature branch the thermal activation
is larger which facilitates the reaction. For a sufficiently fast reaction rate, the nanowire
growth process is only limited by the amount of molecules transported to the wire sur-
face. In agreement with Equation 2.27, the growth velocity is then proportional to the
diffusion coefficient
vg(T ) ∝ D(T ) =
kBT
6π η(T ) rp
. (2.33)
The temperature dependence of the viscosity of water can be described by the Vogel–
Fulcher–Tammann equation [80]
η(T ) = η0 exp
(
B
T − C
)
, (2.34)
an empirical law (η0 = 28.86 µPa s, B = 513.4 K, C = 148.5 K), which resembles the
tabulated viscosities of water [77] with less than 0.25% error. The high-temperature
branch of the measured nanowire growth velocities is fitted to this model, Equation 2.33.
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Figure 2.10: Measured nanowire growth velocity as a function of the temperature
(K2PtCl4 concentration 10 µM). The lines are fits according to Equations 2.33 and 2.35.
Reprinted with permission from [21]. Copyright 2012 American Chemical Society.
The low-temperature branch suggests that platinum deposition is limited by a small reac-
tion rate. Under this prerequisite the overall growth velocity is determined by the reaction
rate, whose temperature dependence is assumed to obey an Arrhenius function
vg(T ) ∝ exp
(−EA
kBT
)
. (2.35)
The activation energy EA involved in the fit is determined as EA = 1.80 eV.
Concentration dependence The dependence of the nanowire growth velocity on the
K2PtCl4 concentration is depicted in Figure 2.11. For the two temperatures considered,
298 K and 316 K, the curves are unexpectedly different. The high-temperature curve is
linear in the whole measurable range, whereas the low-temperature curve saturates into
a plateau for higher concentrations. To analyze, whether the saturation of the growth
velocity above 88 µM is caused by a transition from transport- to reaction-limited growth
as before, the concentration dependence of the growth velocity is investigated. From
Equation 2.27 follows immediately that in the transport-limited case the nanowire growth
velocity is proportional to the K2PtCl4-concentration for cluster and complexes, equally.
In the case of reaction-limitation by a thermally activated process, according to collision
theory the reaction turnover is also proportional to the concentration. This means that
vg/c2c should depend only on the temperature. From the fits in Figure 2.10 a vg/c2c-ratio
of 0.84 nm/ sµM for T = 298 K and of 2.2 nm/ sµM for T = 316 K is read. In comparison,
the linear segments of Figure 2.11 yield 0.5 nm/ sµM for T = 298 K and of 2 nm/ sµM
for T = 316 K. The high-temperature values show a good agreement, but at 298 K a
relatively large difference is observed. It is concluded that the low-temperature curve is
influenced by an additional mechanism other than the transport limitation discussed so
far. Instead, this phenomenon is attributed to an increased amount of K+ and Cl– ions,
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Figure 2.11: Measured nanowire growth velocity as a function of the cis – [PtCl2(H2O)2]
concentration at the temperatures 298 K and 316 K. The lines are linear fits through the
origin and a fitted constant for 298 K and above 88 µM. Reprinted with permission from
[21]. Copyright 2012 American Chemical Society.
introduced by adding K2PtCl4 to the solution. Among others, a possible explanation for
the observations is a catalytic effect of additional potassium ions, which increases the
reaction rate. Similar effects have also been observed for different materials [81, 82]. The
presumed boost in the reaction rate should saturate at a certain potassium concentration,
similar as reported by Peter et al. [83]. A second possibility is an increased AC electro-
osmotic fluid flow, which is discussed thoroughly in section 2.6. The induced fluid flow
is thought to boost the transport of complexes and/or clusters, which thereby allows for
a growth velocity above the transport limit discussed here.
To prove the claim that the additional potassium (and/or chloride) ions are responsible for
the increased wire growth velocity, an additional experiment was conducted, in which
extra KCl was added to the solution. The ion excess caused the nanowire growth veloc-
ity to increase to the plateau level within the standard deviation. The extension of the
plateau to much lower concentrations, cf. Figure 2.11, is a strong indicator supporting
this idea. In this view, the 316 K curve shows the linear, transport-limited growth behav-
ior and the 298 K curve shows in fact the influence of cointroduced ions on the nanowire
growth velocity.
Summary Analyzing various nanowire morphologies grown under different experimen-
tal conditions revealed that wire morphologies grown with large particle concentrations in
the assembly zone are in good agreement with the simulated distribution of the nanowire
growth velocity along the wires circumference.
The presented model, covering particle transport through diffusion and dielectrophoretic
migration, is in good qualitative agreement with experimentally measured nanowire
growth velocities. Particularly the results in the high-temperature regime fit well to the
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transport-limited growth kinetics. From the low-temperature behavior it is concluded that
the limitation of the growth reaction happens by a thermally activated process. The cor-
responding activation energy of 1.80 eV was determined by a fit and is in a reasonable
range for electrochemical reactions.
Quantitatively, however, the theoretical growth velocities are about 20 times smaller than
those from experiment. Considering that the modeling uncertainties of the boundary
conditions were estimated by conservative assumptions, this result is even more aston-
ishing. To solve this quantitative contradiction and the issue of morphological differences,
an additional material transport mechanism is necessary. For instance an electro-kinetic
fluid motion as considered by Gierhart et al. [79] could be responsible for larger experi-
mental growth velocities.
2.4 FLUID FLOW CAUSED BY DIELECTROPHORESIS
As proposed in section 2.3, the discrepancy between simulated and measured nanowire
growth velocity could be due to a fluid flow, which propels the transport of wire-forming
species, i.e. complexes or metal clusters. When considering an additional fluid flow, the
total flux (Equation 2.14b on page 16) is extended by a convective contribution to
j = −D∇c − D c
kBT
∇ψ + c v, (2.36)
where v is the fluid velocity vector. The boundary conditions are unaffected by this exten-
sion. For the electric potential (Equation 2.20) and its boundary conditions no adaptations
are required. To model the fluid velocity, the Navier–Stokes equation for incompressible
fluids is employed
ρm
(
∂v
∂t
+ (v · ∇)v
)
= −∇p + η∆v + f, (2.37a)
∇ · v = 0, (2.37b)
with pressure p and the mass density ρm. As a further simplification, ρm is assumed to
be independent of the ion (salt) concentration. The body force, f, describes the external
forces acting on the fluid. In this section, the scenario that DEP is the major drive for the
presumed fluid flow is discussed. In fact, the DEP force acts only on the dielectric parti-
cles in the solution, which drives their motion relative to the fluid. In the stationary limit,
the DEP force equals the drag force, which in turn acts on neighboring fluid molecules.
By momentum transfer, the forces are propagated to the entire fluid. In the continuum
description, the body force is therefore given by
f = −c ∇ψDEP =
α c
2
∇ (∇ϕ)2 . (2.38)
The boundary conditions of the flow problem are chosen as no-slip condition (v = 0)
at the electrodes and at the system cut-off boundaries. Thus, the system is closed (no
in/out flow) and the pressure can only be determined up to a constant offset. To remove
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Figure 2.12: Numerical solution of the stationary transport of Pt-complexes in the vicinity
of the nanowire tip. The model includes diffusion, migration and fluid flow due to the
dielectrophoretic attraction, Equation 2.36. In comparison to the model without fluid
flow, the stationary concentration profile of Pt-complexes (a) is nearly unchanged. The
fluid flow (b) shows a vortex at z ≈ 0 and r ≈ 250 nm with a maximum fluid velocity of
about 50 µm/ s in the vicinity of the nanowire tip. The fluid pressure is strongly localized
at the nanowire tip.
this degree of freedom, the pressure at one point on the counter electrode is fixed to
zero.
In the following, the discussion of the axially symmetric nanowire geometry (cf. Fig-
ure 2.6b on page 15) is continued and an additional DEP induced fluid flow is included
in the model. To simplify the calculations, as before, all system variables are discussed
in the asymptotic, time-average limit. To characterize the Reynolds number of this flow
problem, the characteristic system length of the geometry is estimated by ℓ ≈ 100 nm.
Utilizing the simulation parameters given in Table 2.2 on page 19, from preparatory sim-
ulations the fluid flow velocity is known to fulfill v < 0.1 mm/ s, which yields
Re = ρm v ℓ/ η . 10−5. (2.39)
Since the Reynolds number is very small, the inertial term in Equation 2.37 can be ne-
glected, such that the time-average of the Navier–Stokes equation is given by
η∆v = ∇p − f, (2.40)
in which the bar denotes the time-average.
Again, the two cases of platinum complexes on the one hand and platinum clusters
on the other hand are discussed. Figure 2.12 shows for the platinum complexes the
spatial concentration distribution as well as fluid flow velocities and the pressure field.
Comparing Figure 2.7 with Figure 2.12a no difference can be observed. In fact, the
concentration profiles differ by no more than 0.2%. Also the boost of the particle flux
and thus the increase of the nanowire growth velocity by the fluid flow is negligible.
Similarly, in the case of clusters, the fluid flow driven by the dielectrophoretic force is too
small (in the order of 1 nm/ s) to affect the stationary concentration profile of the clusters,
and thereby the simulated nanowire growth velocity.
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In summary, a fluid flow caused by a dielectrophoretic attraction of clusters or complexes
is by far too slow to explain the observed discrepancies between theory and experi-
ments. An alternative source of fluid motion could be the AC electro-osmosis, which is
discussed in section 2.6. To calculate the AC electro-osmotic fluid flow, a detailed model
of the ion transport in AC electric fields is developed first.
2.5 ION TRANSPORT UNDER HIGH AC ELECTRIC FIELDS
2.5.1 Model equations for ion transport
The consideration of the ion transport serves two purposes. First, it is necessary to deter-
mine the time-dependent space charge density and its implications on the electric field.
Both quantities form the foundation to calculate the AC electro-osmotic fluid flow, which
is presumed to resolve the contradiction between theory and experiments concerning
the DEP based nanowire growth velocities (cf. section 2.4). The second application is
the DENA type of nanowire growth itself. Different from the DEP mechanism, during the
directed electrochemical nanowire assembly ions form the nanowire, cf. section 2.1. The
transport of these precursor ions is governed by the model equations presented in this
section.
The transport of ions in the solution is driven by migration and diffusion, as in sec-
tion 2.3.2. To increase the clarity of presentation, equations 2.14a and 2.14b are repeated
∂
∂t
ci = −∇ · ji , (2.41a)
ji = −
Di
kBT
ci∇(µi + zi eϕ), (2.41b)
in which the particle potential has been substituted with ψ = zi eϕ. The diffusion flux
has been rewritten to a migration due to gradients in the chemical potential µi . The
index i = 1, 2 labels cations and anions, zi is the respective charge number, and e is the
elementary charge. Due to the evolving ion fluxes within the solution a charge density
ρ = F
∑
zi ci occurs, which enters the Poisson equation
∇2ϕ = −ρ
ε
= −F
ε
(z1 c1 + z2 c2). (2.41c)
The set of PDEs, Equation 2.41, is known as Poisson–Nernst–Planck (PNP) equations.
Due to the small curvature radii, already at moderate applied voltages,the electric field
at the nanowire tip often exceeds 1 × 108 V/ m. In the limit of such high electric fields,
the ion concentration in the vicinity of the nanoelectrode can easily surpass the bulk
concentration cb by several orders of magnitude [84, 85]. To establish a physically inspired
upper limit to the ion concentration in the solution, a chemical potential of the form
µi = kBT log
ci
cmax − (c1 + c2)
(2.42)
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is adopted. The term in the denominator (introduced by Bikerman [86]) considers the
volume exclusion effect at high ion concentrations. The value of the maximum concen-
tration cmax in Equation 2.42 is not well known. A wide range of approximations exists for
cmax and the corresponding mean spacing of crowded ions ac = c−1/ 3max . One could esti-
mate ac by the diameter of an ion with its solvation shell, which is typically in the order of
0.5 nm [78]. However, due to ion-ion correlations the Bjerrum length (ℓB = e2/ (4π ε kBT ))
could be appropriate as well [85]. For water at ambient conditions this yields ℓB ≈ 0.7 nm.
In all following calculations, the value of cmax = 9.3 M is used, which corresponds to the
solubility of potassium chloride at 293 K [87]. The respective mean ion spacing is about
0.6 nm and thus at an intermediate level.
The dielectric property of aqueous solutions is modeled by the dielectric constant of
water, εr = 80. For low ion concentrations this assumption is justified: according to
an empirical relation by Stogryn [88], a salt concentration of up to 0.1 N changes the
dielectric constant only about 2.6%. However, for concentrations in the order of cmax
the dielectric constant is considerably reduced. Similarly, for large electric field strength
& 5 × 108 V/ m the dielectric constant is also known to decrease [89, 90]. Given the
relatively simple modeling of the ion crowding and the discussed parameter uncertain-
ties, the results have to be considered with caution, when a pronounced double layer is
formed.
To determine the flux boundary conditions the ions are assumed to be chemically inert,
which results in blocking electrodes, ji · n = 0. The model is further simplified by two
assumptions: first, all occurring ion types have approximately the same diffusion coeffi-
cient D1 ≈ D2, and second the electrolyte shall be binary, which means z = z1 = −z2.
In the case of a KCl solution, this assumption is well-fulfilled and allows for a very effi-
cient numerical simulation scheme, as presented in sections 3.3 and 3.4. The value of
D = 4.3 × 10−10 m2/ s is estimated by employing Equation 2.15 and as an upper estimate
for the hydrodynamic radius of the ions with its hydration shell rp = 0.5 nm is used [78].
For a first simplified view on the subject, the spherical electrode geometry (cf. Figure 2.6a
on page 15) is reused. The AC voltage V (t) = V0 sin(2π f t) is applied to the inner
electrode, whereas the outer electrode is grounded. The resulting boundary conditions
for the Poisson equation are
ϕ(r1, t) = V (t), ϕ(r2, t) = 0. (2.43)
These conditions differ from those used in several other studies [46, 48, 56], in which
a mixed boundary condition is chosen to account for an additional capacity owing to
the presence of a compact double layer or thin oxide layer on the electrode surface.
Considering the case of a growing noble metal nanowire, the occurring interface phase
is expected to consist of chloride or oxide with a thickness in the order of one monolayer.
The capacity corresponding to a thin dielectric layer (d , thickness; εl, relative dielectric
constant of the layer) at the electrode surface is given by
Cl = 4π ε0 εl r
2
1 /d. (2.44)
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The capacity of the electrolyte volume in the considered spherical setup is
C = 4π ε0 εr
r1 r2
r2 − r1
. (2.45)
In a series circuit of Cl and C, the thin layer capacity is omissible as long as d εr ≪ r1 εl,
which is well-fulfilled for the monolayer assumption.
Starting from some initial conditions for the ion concentration profiles, e.g. c1 = c2 = cb,
after some transient time the system approaches an asymptotic periodic regime, which
is characterized by
c1(r, t) = c2(r, t − T / 2), (2.46)
where T = 1/f is the oscillation period of the applied voltage. In all simulations carried
out, this asymptotic regime was determined. The numerical details of how the PNP
equations, Equation 2.41, were solved numerically are presented in sections 3.3 and 3.4.
2.5.2 Spatiotemporal solution of the PNP equations
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Figure 2.13: Under the influence of an AC electric field, a dynamical double layer forms
at the electrode surfaces. Dotted lines mark the very thin inner layers ΩI at the electrode
surfaces with high accumulation of attracted ions. Within the much thicker outer layers
ΩO (dashed lines), the repelled ions are strongly depleted. The bulk zone ΩB between
the radii rb1 and rb2 is practically charge-neutral. Besides the electric field decay ∝ 1/r2,
the electric field at radius rb1 is additionally reduced due to screening by the double layer.
In this section, the analytical and numerical solutions of the PNP equations are presented
and important measures for their characterization are derived. These results are the input
for the simulation of the AC electro-osmotic fluid flow, cf. section 2.6. Hence, major
insights from this section are used later to optimize the nanowire assembly schemes
through DEP and ACEO.
The solution of the PNP equations have a typical spatial pattern. Figure 2.13 schemati-
cally shows the formation of the dynamical double layer near the electrode surfaces. The
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boundaries of the double layers are denoted by rb1 and rb2, respectively. The bulk zone
between these radii is practically charge-neutral since both ion species have a concen-
tration very close to the bulk concentration. The charged region near the nanoelectrode,
r1 < r < rb1, consists of a very thin inner layer with a high concentration of attracted
ions and an outer layer with a depletion of the repelled ions. For low frequencies, the ion
concentration in the inner layer can be several orders of magnitude larger than the bulk
value. When the concentration reaches cmax, additional, attracted ions increase the layer
thickness rather than the ion concentration, similar to the DC observations by Lopez et
al. [91].
Figure 2.14 shows the asymptotic concentration profiles near the inner nanoelectrode at
different points of time with respect to the oscillation period T = 1/f . The simulation
parameters were chosen as f = 100 kHz and a bulk concentration of cb = 0.1 mM in
panels (a) and (b), and of cb = 1 mM in panel (c). In the first half-period (t = 1/ 8 T and
t = 3/ 8 T ) the applied voltage is positive. During that time, the cations in the solution
are repelled up to about 200 nm. The depleted region of the solution corresponds to the
outer layer, ΩO in Figure 2.13. In the second half period (t = 5/ 8 T and 7/ 8 T ) the volt-
age is negative and the cations are attracted to the electrode. For cb = 0.1 mM a layer
of a few angstrom thickness forms at the electrode, in which the cation concentration
surpasses the bulk concentration by several orders of magnitude. For higher bulk con-
centrations, crowding of ions occurs at the electrode surface as shown in Figure 2.14c.
The thickness of the corresponding high-concentration layer reaches in this case about
1 nm. In Figure 2.13 this radius range corresponds to the inner layer, ΩI. The anions
show the same concentration profiles as the cations, only with a time shift of T / 2, cf.
Equation 2.46.
The highly different ion concentrations result in a large space charge density ρ near the
electrodes, which causes a strong screening of the electric field in the bulk zone. Com-
monly, this effect is expressed by a voltage drop Vd at the electric double layer. To
analyze this voltage drop, the Poisson equation, Equation 2.41c, for the three important
one-dimensional systems, plate capacitor (d = 0), the cylinder capacitor (d = 1), and the
spherical capacitor (d = 2),
∂
∂r
[
rd
∂
∂r
ϕ(r)
]
= −rd ρ(r)
ε
(2.47)
is solved with respect to the boundary conditions Equation 2.43. Integration of Equa-
tion 2.47 yields
− ∂
∂r
ϕ(r) = E(r) = r−d
(
Q0 +
∫ r
r1
dr ′r ′d
ρ(r ′)
ε
)
, (2.48)
with the integration constant Q0. In a physical interpretation, Q0 is proportional to the
amount of charges, which reside on the inner electrode, outside of the solution volume.
After a second integration of Equation 2.48, the electric potential ϕ is obtained, for which
the first boundary condition ϕ(r1) = V (t) is applied directly, such that
ϕ(r) = V (t)−
∫ r
r1
dr ′′
[
r ′′−d
(
Q0 +
∫ r ′′
r1
dr ′ r ′d
ρ(r ′)
ε
)]
. (2.49)
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Figure 2.14: Asymptotic periodic cation concentration profiles around a spherical nano-
electrode resulting from an applied harmonic voltage signal, V (t) = V0 sin(2π t/ T ). Pan-
els (a) and (b) show the versatile concentration profiles for cb = 0.1 mM. In the first half
period the cations are repelled from the electrode. In the second half period the cations
accumulate in the inner layer of a few Angstrom thickness. For the case of a higher bulk
concentration of cb = 1 mM, panel (c), a concentration plateau at c = cmax develops due
to ion crowding at the electrode surface. Parameters: V0 = 5 V, r1 = 20 nm, r2 = 2 µm,
f = 100 kHz.
The nested integrals in Equation 2.49 cover a triangular-shaped integration domain in
the r ′ × r ′′ space. With the due adaption of the integration boundaries the two can be
commutated
ϕ(r) = V (t)− Q0
∫ r
r1
dr ′′r ′′−d −
∫ r
r1
dr ′
∫ r
r ′
dr ′′
(
r ′
r ′′
)d ρ(r ′)
ε
. (2.50)
To simplify the notation the homogeneous solution of the potential with respect to d is
introduced as hd(r) =
∫ r
r1
dr ′ r ′−d ,
ϕ(r) = V (t)− Q0 hd(r)−
∫ r
r1
dr ′ r ′d
[
hd(r)− hd(r ′)
] ρ(r ′)
ε
. (2.51)
From the second boundary condition, ϕ(r2) = 0, and employing the electrical neutrality
of the whole electrolyte∫ r2
r1
dr ′ r ′d ρ(r ′) = 0, (2.52)
Q0 can be determined as
Q0 =
V (t)
hd(r2)
+
∫ r2
r1
dr ′ r ′d
hd(r ′)
hd(r2)
ρ(r ′)
ε
, (2.53)
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which finally yields
ϕ(r) = V (t)
hd(r2)− hd(r)
hd(r2)
− hd(r)
hd(r2)
∫ r2
r1
dr ′ r ′d hd(r
′)
ρ(r ′)
ε
−
∫ r
r1
dr ′ r ′d
[
hd(r)− hd(r ′)
] ρ(r ′)
ε
.
(2.54)
The first term on the r.h.s. of Equation 2.54 is referred to as external potential that can
be observed in e.g. vacuum or a solid dielectric. The second term is caused by addition-
ally induced charges on the electrode, resulting from interactions with the space charge
density. Both, first and second term of the potential, have the form of the homogeneous
(general) solution of the Laplace equation (= Poisson equation without charge density).
For the spherical capacitor (d = 2) this is a 1/r dependence, for a plate capacitor (d = 0)
this is the well-known linear dependence. The last term exhibits a complex radial depen-
dence and reflects the particular solution of the Poisson equation, i.e. it is the potential
change immediately caused by the space charges.
The electric potential in the charge-free bulk zone, rb1 < r < rb2, is of particular interest. In
this region there holds ρ = 0 so that the integrals over this domain vanish. Equation 2.54
can therefore be simplified to
ϕasym(r, t) =
hd(r2)− hd(r)
hd(r2)
[V (t)− Vd(t)] + Vo(t), (2.55)
with
Vd(t) = hd(r2)
∫ rb1
r1
dr ′ r ′d
−ρ(r ′)
ε
+
∫ rb1
r1
dr ′ r ′d hd(r
′)
−ρ(r ′)
ε
+
∫ r2
rb2
dr ′ r ′d hd(r
′)
−ρ(r ′)
ε
(2.56a)
Vo(t) = hd(r2)
∫ rb1
r1
dr ′ r ′d
−ρ(r ′)
ε
+
∫ r2
rb2
dr ′ r ′d hd(r
′)
−ρ(r ′)
ε
(2.56b)
In the limit of a thin double layer (r2 − rb2 ≪ r2 − r1), hd(r) can be linearized near the
electrodes hd(r) ≈ hd(ri) + (r − ri)/rdi . Together with the charge balance, Equation 2.52,
this yields
Vd(t) ≈
∫ rb1
r1
dr ′
r ′d
rd1
(r ′ − r1)
−ρ(r ′)
ε
+
∫ r2
rb2
dr ′
r ′d
rd2
(r ′ − r2)
−ρ(r ′)
ε
, (2.57a)
Vo ≈
∫ r2
rb2
dr ′
r ′d
rd2
(r ′ − r2)
−ρ(r ′)
ε
. (2.57b)
For plate capacitors (d = 0) the charge density is antisymmetric at the electrodes,
ρ(r − r1, t) = −ρ(r2 − r, t), which results in a symmetric voltage drop Vo = Vd/ 2. In
contrast, for nanoelectrodes (d > 0) the voltage drop over the double layers is highly
asymmetric, i.e. Vo ≪ Vd. Correspondingly, the potential outside the charge layer be-
haves like the external potential, but with a different apparent voltage. Typically, the
voltage drop has a phase shift relative to the externally applied voltage. Consequently,
the voltage drop does not lower the applied voltage at all times. However, the RMS-value
of the superimposed voltage is reduced. The nonlinear character of the PNP equations
gives rise to additional higher-order oscillations in Vd(t). The spatial dependence of the
potentials in Equation 2.54 and Equation 2.55 for the spherical case (d = 2) at time
t = 3/ 8 T are compared in Figure 2.15a. The asymptotic potential approximation is valid
for r & 200 nm.
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Figure 2.15: (a) Comparison of the electric potentials ϕ and ϕasym for f = 100 kHz accord-
ing to Equation 2.54 and Equation 2.55, respectively. The potential difference at r = r1
corresponds to the potential drop Vd. The curves practically agree for r > rb1 ≈ 200 nm.
(b) Radial dependence of electric field strength for various frequencies. At a high fre-
quency of f = 1 MHz, the induced charge is very small so that the curve practically
agrees with the external electric field. The inset reveals a nearly linear decay of the
electric field close to the electrode at low frequencies, which reflects a plateau in the
counter-ion concentration and corresponding charge density due to ion crowding. Param-
eters: t = 3/ 8 T , cb = 0.1 mM, V0 = 5 V, r1 = 20 nm.
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The interpretation of the three potential contributions of Equation 2.54 can be transferred
to the electric field as well
E(r) =
1
rd hd(r2)
[
V (t) +
∫ r2
r1
dr ′ r ′d hd(r
′)
ρ(r ′)
ε
+ hd(r2)
∫ r
r1
dr ′ r ′d
ρ(r ′)
ε
]
. (2.58)
As before, the three terms of the sum in Equation 2.58 have a physical interpretation: the
first is the external electric field, the second is the field enhancement due to additional
charges on the electrodes, which guarantee the potential boundary conditions. The third
corresponds to the field screening due to the space charge density in the solution. Since
these modifications of the electric potential and field occur for all three types of one-
dimensional systems, it is concluded that this is a general property of the underlying
PNP equations and not of the geometry.
The spatial distribution of the electric field in the spherical case is compared in Fig-
ure 2.15b for different space charge density resulting from a variation of the frequency.
For very high frequencies the space charge density is found to be negligible in the asymp-
totic limit. Therefore, the curve for f = 1 MHz is visually indistinguishable from the ex-
ternal electric field, cf. Equation 2.58. At lower frequencies the space charge density is
more prominent and thus the second and third term of Equation 2.58 become important.
The field enhancement is noticeable only in the immediate vicinity of the electrode. At
frequencies of 1 kHz and 10 kHz, the nearly linear decay of the field strength (cf. inset in
Figure 2.15b) within a thin layer of a few nanometer thickness is due to the nearly con-
stant charge density within the corresponding ion crowding zone (Figure 2.14c). Outside
this zone, the electric field is strongly diminished due to screening.
2.5.3 Frequency dependence of the ion transport
As suggested by Figure 2.15b, the ion distribution and thus the resulting electric field
and potential have a strong dependence on the applied AC frequency. In fact, the fre-
quency is the single-most important parameter to adjust the ion concentrations in the
dynamical double layer and thereby also the electric field and potential in the whole elec-
trolyte. Consequently, the detailed understanding of the frequency effects is crucial for
the assessment of the AC electro-osmotic fluid flows and the mechanism of direct elec-
trochemical nanowire assembly.
To introduce the topic, the frequency dependence of the total electric field at a spherical
electrode is depicted in Figure 2.16. Therein three frequency ranges can be identified.
At a very high frequency, the time for accumulation or depletion of ions at the electrode
surface is very small. Therefore, the ion concentration at the electrode surface differs
only slightly from the bulk value. According to Equation 2.58, this results in a negligible
field screening and field enhancement and thus the total electric field equals the external
electric field.
On the other hand, in the low-frequency limit, the time for ion transport is sufficient to
reach a quasi-stationary concentration profile near the electrode surface. This charge
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Figure 2.16: The frequency behavior of the first harmonic amplitude of the total electric
field at the nanowire tip exhibits three regions. Below the lower transition frequency
ωT1, a strong field enhancement leads to field strengths much higher than the external
electric field. Above the upper transition frequency ωT2, the field enhancement does not
take place and the total electric field equals the external electric field. In the intermediate
region between the two transition frequencies, the total electric field at the nanowire tip
drops with 10 dB/ decade.
accumulation is accompanied by a nearly complete field screening within the bulk zone
and a strong field enhancement at the electrode surface, see Equation 2.58.
The intermediate frequency range is characterized by a complex interplay of ion accumu-
lation and its effect on the electric field, examples of which are shown in Figure 2.14. To
describe the frequency behavior, two characteristic frequencies are introduced to sep-
arate the three frequency ranges: the lower transition frequency ωT1 and the upper
transition frequency ωT2, cf. Figure 2.16. In the following, the two transition frequencies
and analytical expressions for several electric variables are derived. Thereafter, the more
complex effects of the frequency on the charge density are discussed.
High-frequency behavior
To determine the upper transition frequency ωT2, the total charge Q that is attracted to
the double layer is considered (cf. Figure 2.13). Denoting the double layer volume by
Ωs = ΩI ∪ ΩO and its boundaries by ∂Ωs, the total charge is given by
Q =
∫
Ωs
dV ρ =
∫
Ωs
dV ∇ · εE =
∮
∂Ωs
dA n · εE. (2.59)
For all one-dimensional cases, the integrand in the surface integral in Equation 2.59 is
constant. Thus introducing the cross-section area Ad(r) ∝ rd yields
Q(t) = εE(rb1, t)Ad(rb1)− εE(r1, t)Ad(r1). (2.60)
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On the other hand, the time derivative ∂Q/ ∂t is affected by the ion fluxes through the
domain boundaries
∂
∂t
Q =
∫
Ωs
dV
∑
i
zi F
∂
∂t
ci =
∫
Ωs
dV zi F ∇ · ji =
∮
∂Ωs
dA zi F n · ji , (2.61)
which, with respect to the blocking electrode boundary condition ji(r1) = 0, simplifies to
∂
∂t
Q(t) = −Ad(rb1)F
∑
i
zi ji(rb1, t). (2.62)
Since at rb1 the ion concentrations are practically equal to the bulk concentrations, the
diffusive contribution of the ion flux vanishes so that j1(rb1) = −j2(rb1) = D zkBT cb e E(rb1),
and finally
∂
∂t
Q(t) = −Ad(rb1)
2 D z
kBT
e F cb E(rb1, t). (2.63)
Combining the time derivative of Equation 2.60 with Equation 2.63 leads to
∂
∂t
E(rb1, t) + ωT2 E(rb1, t) =
(
r1
rb1
)d ∂
∂t
E(r1, t), (2.64)
where ωT2 = 2 z D e F cb/ (ε kBT ) is the upper transition frequency. The Fourier transform
of the last equation reads
E(rb1,ω) =
ı ω
ı ω + ωT2
(
r1
rb1
)d
E(r1,ω). (2.65)
Equation 2.65 relates the electric field at the electrode surface to the electric field at the
interface of the double layer and the bulk solution. The electric field inside the charge-
free bulk zone (r > rb1) is proportional to the external electric field (cf. Equation 2.55) and
therefore given by
E(r,ω) =
ı ω
ı ω + ωT2
( r1
r
)d
E(r1,ω). (2.66)
Then from Equation 2.63 results the double layer charge as
Q(ω) =
−Ad(r1) ε ωT2
ı ω + ωT2
E(r1,ω). (2.67)
This means that for frequencies much higher than the upper transition frequency ωT2,
the amplitude of the accumulated charges diminish significantly and the phase lags by
almost 90°.
Low-frequency approximation
To determine the lower transition frequency ωT1, the low-frequency solution of the PNP
equations is analyzed in more detail. It should be pointed out that in the limit of low
frequencies the modified PNP equations (Equation 2.41a-c) converge to the modified
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Poisson–Boltzmann equation with steric exclusion as discussed in Refs. [84, 92]. No-
tably, there are several other modifications like e.g. those in Ref. [93]. The different
modifications, however, yield very similar results for the ion distribution.
In the quasi-stationary regime the ion fluxes become negligible
ji = −
D ci
kBT
∇ (µi + zieϕ) = 0, (2.68)
which requires
µi + zieϕ = const. (2.69)
Provided there is a sufficiently large number of ions in the solution, a complete screening
of the electric field is established and hence the bulk region becomes practically field-
free. Moreover, the ion concentration in the bulk region is close to the bulk concentration
for both ion types. To simplify the model equations, the ion crowding is initially neglected,
i.e. µi ≈ kBT log (ci /cb). Under these conditions the ion concentration can be expressed
as
ci = −cb exp
(
zi eϕ
kBT
)
. (2.70)
Inserting Equation 2.70 into the Poisson equation (Equation 2.41c) yields the well-known,
traditional Poisson–Boltzmann equation
∇ · ∇ϕ = −ρ
ε
=
2 z F cb
ε
sinh
(
z eϕ
kBT
)
, (2.71)
which in its low voltage limit (|V | ≪ kBT/ e) is the foundation of Debye–Hückel–theory
[43]. For a brief notation, the normalized potential ϕ̂ = z eϕ/ kBT and the Debye length
λD =
√
ε kBT
e F cb
are introduced.
∇ · ∇ϕ̂ = 2
λ2D
sinh (ϕ̂) (2.72)
For large applied voltages the double layer in the quasi-static regime is highly compressed
(cf. Figure 2.14 on page 31). If the thickness of the double layer is small compared to the
tip radius, the planar approximation (∇2 ≈ ∂2
∂r2 ) is applicable for Equation 2.72,
∂2
∂r2
ϕ̂ =
2
λ2D
sinh (ϕ̂) . (2.73)
After multiplying a common integrating factor of ∂∂r ϕ̂, the first integration yields[
∂
∂r
ϕ̂
]2
= 2
[
2
λD
sinh (ϕ̂/ 2)
]2
+ k. (2.74)
In the bulk zone, i.e. for rb1 − r1 ≪ r − r1 ≪ r2 − r1, the electric field and the electric
potential vanish, which determines the integration constant as k = 0. Root extraction of
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Equation 2.74 requires a sign discussion: at the positive electrode a negative potential
gradient develops and vice versa, i.e.
∂
∂r
ϕ̂ = −
√
2
2
λD
sinh (ϕ̂/ 2) . (2.75)
Solving Equation 2.75 by separation of variables gives
|ϕ̂| = 4 atanh exp
(
−
√
2 (r − r0)
λD
)
, (2.76)
in which the integration constant r0 is given through the boundary condition ϕ̂(r1) =
z e V / kBT such that
r0 = r1 +
λD√
2
log tanh
(
z e |V |
4 kBT
)
. (2.77)
The distribution found for the electric potential (Equation 2.76) is linked by Equation 2.70
directly to the ion concentrations. Particularly for large applied voltages, a thin layer
forms at the electrode, in which the predicted ion concentration is above the previously
defined maximum concentration cmax. This is clearly an artifact of the simplified model,
which is also the reason for employing the modified chemical potential (Equation 2.42).
Nevertheless, in the regions with a predicted ion concentration significantly below cmax,
i.e. sufficiently far from the inner electrode, the crowding term in the chemical potential
is negligible and the approximation yields good results.
To improve the quality of the analytical solution in the vicinity of to the inner electrode,
the spatial region is divided into an inner and an outer subregion. In the inner subregion,
a fully crowded layer with an ion concentration of cmax and 0, respectively, is assumed.
For the outer subregion the Poisson–Boltzmann model is considered. The radius, which
separates the two subregions, is defined as the critical radius rc. The location of this criti-
cal radius cannot be expressed explicitly in advance to the following derivation. However,
for the outer region one immediately reobtains the previous solution, Equations 2.70 and
2.76, since the boundary conditions for r ≫ rb1 are unaffected. The integration constant
r0 changes to
r0 = rc +
λD√
2
log tanh
(
z eϕc
4 kBT
)
. (2.78)
Then, in the outer subregion r ≥ rc the electric potential is known, which determines the
electric potential at the interface r = rc as critical electric potential
ϕc =
kBT
z e
asinh
(
cmax
2 cb
)
. (2.79)
Therefore, the space charge density can be expressed by
ρ =
⎧⎪⎪⎨⎪⎪⎩
−z F cmax, ϕ ≥ ϕc
−2 z F cb sinh
(
z eϕ
kBT
)
, |ϕ| < ϕc
z F cmax, ϕ ≤ −ϕc
(2.80)
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Figure 2.17: Bulk concentration dependence of the critical potential.
In the following, the thickness of and the electric potential within the inner crowding
layer are determined. As boundary conditions for the electric potential the applied volt-
age ϕ(r1) = V and the critical potential ϕ(rc) = ϕc are used. Figure 2.17 shows the
concentration dependence of ϕc. It can be seen that ϕc generally is small compared to
typical values of V0 (e.g. 5 V). In other words, for low frequencies, the major part of the
voltage drop occurs over the crowding layer. Additionally, the continuity of the electric
field at the interface rc is required. The electric field in the outer domain, r ≥ rc, is given
by
E(r) =
√
2 2 kBT
e λD
sign(ϕ)
sinh
(√
2 (r−r0)
λD
) , (2.81)
which under the conditions cmax ≫ cb and V > ϕc determines the critical electric field
Ec = E(rc) ≈
√
2 cmax
cb
kBT
e λD
=
kBT
2 e λ∗D
. (2.82)
The term λ∗D =
√
2 cb
cmax
λD = 0.2 nm is the Debye length corresponding to a solution with
ion concentrations of cmax and 0, respectively. The associated critical electric field is
Ec = 2.53 × 108 V/ m.
Solving the Poisson equation with the space charge density given by Equation 2.80, in
the crowding region, r ≤ rc, there holds
E(r) = Ec −
z F cmax
ε
(r − rc), (2.83)
ϕ(r) = ϕc −
∫ r
rc
dr ′ E(r ′) = ϕc − Ec (r − rc) +
z F cmax
2 ε
(r − rc)2. (2.84)
Applying the boundary condition ϕ(r1) = V , the thickness of the crowding layer is given
by
δ = rc − r1 =
λ∗D
z
⎡⎣√z e (V − ϕc)
kBT
+ 1 − 1
⎤⎦ (2.85)
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Figure 2.18: The numerical and the approximate, analytical solution of the electric po-
tential (a) and charge density (b) for a spherical setup in the low-frequency regime agree
well. The crowding layer thickness from the quasi-static approximation is δ = 2.6 nm.
Parameters: V0 = 5 V, r1 = 20 nm, f = 1 kHz, c = 20 mM, t = 0 T .
and the electric field at the inner electrode by
E(r1) = Ec
√
z e (V − ϕc)
kBT
+ 1. (2.86)
Figure 2.18 compares the numerical solution of the electric potential and the charge
density to their respective analytic, low-frequency relations. The composited charge den-
sity is steady but not smooth, unlike the numerical solution. Despite the fact that the
crowding layer thickness δ is only one order of magnitude smaller than r1, the planar
approximation employed in the derivation of the low-frequency regime holds very well.
To determine the lower transition frequency, below which the quasi-static regime is ob-
served, the voltage drop across the double layer is reviewed. The space charge density
profile has a negligible frequency sensitivity below the lower transition frequency. In
addition, the voltage drop across the double layer is proportional to the field screening
(compare Equation 2.55 on page 32). Thus, a characteristic screening length λ is defined,
such that
Vd = λ(ω)
[
E(r1)−
ı ω
ı ω + ωT2
E(r1)
]
= λ(ω)
ωT2
ı ω + ωT2
E(r1). (2.87)
From Equations 2.55 and 2.66 results
V − Vd =
rd1 hd(r2)
λ(ω)
ı ω
ωT2
Vd, (2.88)
which with the abbreviation ωT = ωT2 λ(ω)/ rd1 hd(r2) yields the frequency dependence
of the electric variables
Vd(ω) =
ωT
ı ω + ωT
V, (2.89a)
E(r1,ω) =
V
rd1 hd(r2)
ı ω + ωT2
ı ω + ωT
, (2.89b)
E(r,ω) =
V
rd hd(r2)
ı ω
ı ω + ωT
, rb1 < r < rb2. (2.89c)
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The low-frequency limit of the parameter ωT is the desired lower transition frequency.
Hence, from the quasi-static limit of the screening length
lim
ω→0
λ(ω) = λ∗D
e V
2 kBT
[
z e (V − ϕc)
kBT
+ 1
]−1/ 2
≈
√
εV
2 z F cmax
, (2.90)
the lower transition frequency is obtained as
ωT1 =
ωT2
rd1 hd(r2)
√
εV
2 z F cmax
. (2.91)
The lower transition frequency ωT1 shows a complex dependence on the simulation
variables. Most notably, it increases with the square root of the applied voltage ampli-
tude and is highly sensitive to the electrode geometry. The geometric factor involved,
rd1 hd(r2), reduces for a spherical electrode to r1, for a cylindrical electrode to r1 log(r2/r1),
and for a plate capacitor to r2 − r1. This means that around nanoelectrodes like e.g.
nanowires the lower transition frequency is several orders of magnitude larger than for
planar electrodes with a gap size in the micrometer range. Additionally, ωT1 and ωT2
increase linearly with the bulk concentration.
Comparison of analytical and numerical frequency responses
The analytical findings for the frequency responses, Equation 2.89, contain the
frequency-dependent parameter ωT. With the simplification ωT ≈ ωT1, a linear, effec-
tive system description is obtained. Generally, it agrees well with the numerical results
shown in Figures 2.19 - 2.21. In the following, the parameter influence on the frequency
response of the first harmonic’s amplitude of the electric field at the nanowire tip and of
the voltage drop across the dynamic double layer is discussed and interpreted with the
help of the analytical expressions in Equation 2.89.
Voltage dependence, Figure 2.19 In the high-frequency range ω & ωT2, the induced
charge density has only a small amplitude. Consequently, the external electric field is
the only relevant contribution to the electric field at the nanowire tip, and thus both
are proportional to the applied AC voltage amplitude. For lower frequencies, the field
screening becomes important. Consequently the total electric field in the bulk region
(not shown) is diminished, whereas the electric field at the nanowire tip is increased
due to the field enhancement. Far below the lower transition frequency ω ≪ ωT1, the
electric field at the nanowire tip approaches its quasi-static limit. The voltage range used
in Figure 2.19 is significantly larger than the critical electric potential (cf. Figure 2.17) and
thus, the low-frequency limit of the electric field at the tip is proportional to the square
root of the voltage, E(r1) ∝
√
V . The lower transition frequency itself is affected by
the voltage, too, ωT1 ∝
√
V . In the proximity of the lower transition frequency ω ≈
ωT1, due to the large screening fields, the frequency response is highly nonlinear. This
explains, why in this frequency range the asymptotic low-frequency limit is approached
uncommonly slowly.
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The voltage drop across the double layer is negligible compared to the applied voltage for
large frequencies ω & ωT2, which is equivalent to the absence of a field screening. Under
these circumstances, the voltage drop is proportional to the amount of accumulated
charges in the double layer, both of which are proportional to the applied AC voltage. In
the quasi-stationary, low-frequency regime ω ≪ ωT1 the entire voltage drops over the
double layer.
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Figure 2.19: The figure shows the frequency dependence of the first Fourier component
of the electric field at the electrode surface (a) and of the voltage drop across the double
layer (b) with the amplitude of the external voltage as parameter. Parameters: cb =
0.1 mM, r1 = 20 nm, r2 = 2 µm. Resulting characteristic values at V0 = 5 V: ωT1/ (2π) =
5.3 kHz, ωT2/ (2π) = 74 kHz, ϕc = 0.29 V.
Concentration dependence, Figure 2.20 The lower and the upper transition fre-
quency, ωT1 and ωT2, are both proportional to the bulk ion concentration cb. Additionally,
the critical potential, which affects the low-frequency behavior, is in all considered cases
much smaller than the applied AC voltage. Thus, by lowering the bulk concentration
the entire frequency response of the electric field is shifted to the left on the log-scale
frequency axis.
Analogous to the electric field observations, the voltage drop across the double layer
follows roughly the trend of frequency shifts. However, for the ion concentration of
10 mM in Figure 2.20b, an additional nonlinear effect is visible near the frequency f =
1 MHz. This effect is presumably linked to the creation of higher-harmonics, which are
not included in this plot.
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Figure 2.20: The figure shows the frequency dependence of the first Fourier component
of the electric field at the electrode surface (a) and of the voltage drop across the double
layer (b) with the bulk concentration as parameter. Parameters: V0 = 5 V, r1 = 20 nm,
r2 = 2 µm. The lower and upper transition frequency, ωT1 and ωT2, are proportional to
the bulk concentration. The critical potential ϕc changes between 0.18 V and 0.35 V.
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Figure 2.21: The figure shows the frequency dependence of the first Fourier component
of the electric field at the electrode surface (a) and of the voltage drop across the double
layer (b) with the tip radius as parameter. Parameters: V0 = 5 V, cb = 0.1 mM, r2 = 2 µm.
Resulting characteristic values for r1 = 20 nm: ωT1/ (2π) = 5.3 kHz, ωT2/ (2π) = 74 kHz,
ϕc = 0.29 V.
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Tip size dependence, Figure 2.21 Since in the high-frequency range the total electric
field at the nanowire tip equals the external electric field, it is inversely proportional to
the electrode radius, E(r1) ∝ r−11 . However, in the quasi-static limit ω ≪ ωT1, the double
layer thickness is small compared to the electrode radius. Thus, for all electrode radii ap-
proximately the same charge profile forms at the electrode. Therefore, the low-frequency
limit of the total electric field at the nanowire tip is the same in all cases. However, since
the lower transition frequency is inversely proportional to the electrode radius as well
ωT1 ∝ r−11 , the low-frequency limit for the larger electrode radius r1 ≥ 50 nm is outside
the considered frequency interval.
The voltage drop across the double layer does not show a significant dependence on the
electrode radius, which is confirmed by Equation 2.89a.
Frequency-influence on the spatiotemporal evolution of the charge density
The frequency dependence of the spatiotemporal behavior of the charge density is
shown in Figure 2.22. Due to the time symmetry property of the ion concentration
(Equation 2.46) for the charge density holds
ρ(r, t) = −ρ(r, t + T / 2). (2.92)
The low-frequency case ω < ωT1 in panel (a) exhibits a compressed charge density
profile with a large amplitude. The major fraction of the accumulated charge is in the
crowding layer close to the electrode (r < 22 nm). Although the applied AC frequency
is about a factor of 5 below the lower transition frequency, the corresponding charge
density profile is not (yet) quasi-static. If it was, the additional symmetry relation ρ(r, t) =
−ρ(r, T / 2 − t) would hold. The reason is that in the limit of large ion concentrations
the PNP equations are highly nonlinear, which creates higher harmonics of the charge
density with a multiple of the applied AC frequency. These higher harmonics exceed the
lower transition frequency.
For the intermediate frequency ωT1 < ω < ωT2 in panel (b), the charge density exhibits
a particularly long-ranged pattern. Close to the peak voltage, i.e. at t = 0.25 T and
t = 0.75 T respectively, a thin crowding layer forms, which contains the majority of the
charge. At the times of polarity reversal (t = 0 T and t = 0.5 T ) the electric field is
relatively small. Then, the large amount of accumulated ions is released and spread
mostly by diffusion to far distances.
In panel (c) a frequency slightly above ωT2 is shown. The charge accumulation zone is
even thinner than before and thus below the image resolution. At this frequency, the
onset of the electric field after the polarity reversal is faster than in (b). Therefore, the
broadening of the ion accumulation peak is accompanied by an active repulsion of the
ions by the electric field. Characteristically for this frequency range, the charge density
has a local extremum in the radial direction right after the polarity reversal, see also
Figure 2.14. By the collective migration of the ions that form the concentration peak, the
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Figure 2.22: Spatiotemporal behavior of the charge density ρ(r, t) at frequencies 1,
10, 100, and 1000 kHz (a - d). The time scale refers to the applied voltage V (t) =
V0 sin(2π t/ T ). Parameters: V0 = 5 V, cb = 0.1 mM, r1 = 20 nm, r2 = 2 µm. Result-
ing characteristic values: ωT1/ 2π = 5.3 kHz, ωT2/ 2π = 74 kHz, ϕc = 0.29 V. Color bars
are cut to ±103 F cb.
peak maximum travels radially over time, which results in charge repulsion patterns that
are slightly tilted in the r–t plane.
The high-frequency case ωT2 ≪ ω in panel (d) is qualitatively similar to panel (c). Due to
the high frequency, the overall ion accumulation is much lower and therefore the charge
density fluctuations have an even shorter range. In comparison to (c) the migrative tilt
is even more emphasized. However, this is only an apparent effect owing to a shorter
period time; the ion velocity associated to the slope is approximately the same for both
cases.
2.6 AC ELECTRO-OSMOTIC FLUID FLOW
As discussed in section 2.4, the contradiction between theory and experiments regard-
ing the velocity of nanowire growth from neutral particles can presumably be resolved
by including AC electro-osmotic (ACEO) fluid flows into the model. For calculating the
AC electro-osmotic flow, the slip approximation has often been applied, i.e. the Stokes
equation without the body-force term is solved with the slip velocity at the electrodes
as boundary condition for the fluid velocity [48, 56]. Hereby, the slip velocity is derived
within the thin double layer approximation by solving the PNP equations while neglecting
any feedback of electro-osmotic fluid flow on the double layer. In view of the complex
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spatiotemporal behavior of the charge density presented in this work (Figure 2.22), the
electro-osmotic fluid flow should be derived by fully taking into account the spatiotem-
poral dependence of the body force. The necessary equations to model the ACEO fluid
flow have already been presented in the previous sections and are repeated here for clar-
ity. In detail these are: the modified PNP equations to model the electrical and chemical
potential
∂
∂t
ci = −∇ · ji , (2.93a)
ji = −
Di
kBT
ci ∇(µi + zieϕ) + ci v, (2.93b)
∇2ϕ = −z F
ε
(c1 − c2), (2.93c)
the incompressible Navier–Stokes equation
ρm
(
∂v
∂t
+ (v · ∇)v
)
= −∇p + η∆v + f (2.94a)
with the additional constraint ∇ · v = 0 and the body force given by
f = z F (c1 − c2)E, (2.94b)
and finally the continuity and transport equation for the neutral particles that involves
diffusion, migration, and convection
∂
∂t
c = −∇ · j, (2.95a)
j = −D∇c + D α
2 kBT
c ∇ (∇ϕ)2 + c v. (2.95b)
The boundary conditions were chosen for the nanowire electrode as
n · ji = 0, ϕ(t) = V0 sin(ω t), v = 0, c = 0, (2.96a)
for the opposing counter electrode as
n · ji = 0, ϕ(t) = 0, v = 0, c = c0, (2.96b)
and on all other system boundaries (simulation cell cut-off) as
n · ji = 0, n · E = 0, v = 0, n · j = 0. (2.96c)
The simultaneous solution of all equations is a numerically demanding and computation-
ally very expensive task. To this end, it is essential to simplify the model. As vantage
ground, the three contributions to the particle flux (Equation 2.95) are considered. In the
limit of large frequencies (ω & ωT2) the electric field approaches the external electric field
as shown in section 2.5.3. Under these conditions the migrative particle velocity can be
estimated by zi Di e Eext/ (kBT ). For the parameters as used in section 2.5.3 the typical
migrative particle velocity is in the order of 1 m/ s. Thus, for fluid velocities much slower
than the migrative particle velocities, the convection plays only a minor role for the ion
dynamics. Therefore, to simplify the ACEO simulation, the convective contribution to
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Figure 2.23: Normal (a) and tangential (b) electric field components near the nanowire
tip for an applied voltage of V0 = 5 V. The dotted line in (b) marks the contact plane z = 0
between spherical and cylindrical coordinate systems.
the ion flux (Equation 2.93b) is neglected. Moreover, it has been shown in section 2.3.2
that dielectrophoretic fluid flows are negligible as well. From these two prerequisites
immediately follows that the PDE system decouples and can be solved sequentially. The
solution of the PNP equations is the first step and was described in the previous section.
In the second step, the body force of the Navier–Stokes equation is computed from the
charge density and the electric field. In the final step, the fluid velocity obtained from the
solution of the Navier–Stokes equation enters the transport equation for neutral particles
(Equation 2.95), which determines the nanowire growth velocity.
Despite the well-justified model simplifications introduced so far, the computational com-
plexity of the ion transport model is still very high so that each simulation run takes almost
two weeks of computation time. A much faster, albeit rather crude estimate can be ob-
tained from the one-dimensional ion dynamics simulations presented in section 2.5.2.
The accuracy of the simulation results is determined by a comparison among the two
simplification levels for the nanowire geometry.
2.6.1 ACEO fluid flow estimation based on one-dimensional solutions of
the PNP equations
Within any one-dimensional geometry (cf. Figure 2.6a on page 15) the body force is bal-
anced by the pressure gradient and, consequently, no fluid flow evolves. Therefore, the
axially symmetric nanowire geometry as shown in Figure 2.6b on page 15 is used for the
fluid flow calculations. The union of the hemispherical nanowire tip with the cylindrical
wire breaks the one-dimensional symmetry of its components in the contact zone. This
symmetry change in the contact plane gives rise to comparatively large electric field com-
ponents tangential to the nanowire surface, cf. Figure 2.23. The normal field component
is defined as the radial component in the respective cylindrical and spherical coordinate
systems. The tangential component, which is crucial for the AC electro-osmotic fluid
flow, is the corresponding orthogonal component, i.e. Ez and Eθ, respectively.
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Figure 2.24: (a) The time-evolution of the z-component of the body force at various radii
in the plane z = 0 reveals two changes of sign within one half oscillation period. (b) The
time-averaged z-component of the body force f̄z(r) as a function of the radius exhibits
two sign changes, e.g. at r ≈ 90 nm and r ≈ 125 nm. The amplitude of the body
force is substantially smaller than its time average. Parameters: V = 5 V, f = 1 MHz,
cb = 0.1 mM.
Because of the dominant normal field component and its moderate change along the
surface of the hemispherical cap (Figure 2.23a), it can be expected that the radial de-
pendence of the charge density does not change dramatically near the transition re-
gion. Thus, to estimate the body force, the charge density calculated above for the mere
spherical-symmetric case is also used within the transition region close to the contact
plane z = 0 as highlighted in Figure 2.23b. From the charge density in the spherical
geometry ρ̃(r, t) the charge density in the cylinder coordinate system is constructed as
ρ(r, z, t) =
{
ρ̃(
√
r2 + z2, t) , z ≥ 0
ρ̃(r, t) , z < 0
. (2.97)
This may seem like a crude approximation, which greatly overestimates the charge den-
sity in the region z ≪ 0. However, in view of the small extension of the tangential electric
field in z-direction (cf. Figure 2.23), this approximation should yield a tentative picture of
the fluid flow and an estimate of the order of magnitude of the flow velocity. For an illus-
tration of the spatiotemporal behavior of the body force, at first the body force within the
contact plane z = 0 is considered. There, the tangential component of the body force is
parallel to the axial z-direction
fz(r, t) = ρ(r, t)Ez(r, t). (2.98)
The tangential electric field component in Equation 2.98 is actually affected by the in-
duced charge density. However, when considering large frequencies ω & ωT2, this effect
is small, as shown in section 2.5.3. Then, the electric field is almost equal to the external
field, and thus in phase with the applied voltage (Equation 2.89), but not so with the
space charge density (Figure 2.22). Consequently, the space charge density and electric
field in Equation 2.98 exhibit different signs during certain time intervals. In other words,
the sign of the body force changes periodically over time. Figure 2.24a shows the z-
component of the body force within the plane z = 0 as a function of time at different
radial distances for a frequency of 1 MHz. All curves exhibit two zero crossings within
one half oscillation period. In Figure 2.24b, the radial dependence of the z-component of
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the time-averaged body force is shown. Remarkably, this curve reveals several changes
in sign of the body force over the radius. The radial body force dependence (Figure 2.24b)
suggests that the fluid flow near the nanowire is directed opposite to the wire growth
direction, and a back-flow occurs at distances beyond 90 nm.
The ACEO fluid flow, which results from the body force as discussed, is characterized by
the Reynolds number. To estimate the Reynolds number, a characteristic system length,
ℓ, in the order of 100 nm is extracted from the charge density calculations. From prepara-
tory fluid flow simulations, fluid velocities of v . 10−3 m/ s are expected. Therefore,
for the present flow problem the estimated Reynolds number Re = ρm v ℓ̂/ η . 10−4 is
small. Hence, the nonlinear terms in the Navier–Stokes equation (Equation 2.95) can be
neglected, as before in section 2.4. The remaining equation system is linear in v and p,
and a Fourier transformation of it yields
ı ω ρm v(ω) = −∇p(ω) + η∆v(ω) + f(ω), (2.99a)
∇ · v(ω) = 0. (2.99b)
This form reveals that each Fourier mode of v and p only depends on the correspond-
ing Fourier mode of f. Due to the time symmetry property of the ion concentrations,
Equation 2.46 on page 29, the Fourier spectra of the charge density ρ and the electric
field E contain only odd components. Thus their product, the body force f, and therefore
also the fluid velocity v and the pressure p exhibit only even Fourier components. The
Fourier transformed Navier–Stokes equation, Equation 2.99 is solved numerically for each
Fourier component of v and p separately. Since the pressure in the liquid only occurs in
the Navier–Stokes equation, it is merely a byproduct of the fluid flow computation and
therefore not studied in more detail. Along the electrode surfaces and on the edges of
the simulation cell (0 ≤ r ≤ 3 µm, −0.85 µm ≤ z ≤ 2.15 µm), a velocity of zero was used
as boundary condition (no-slip boundary condition). The rotational axis r = 0 marks an
exception, as this is not a system boundary.
All resulting Fourier components of v, with the exception of ω = 0, are complex valued
vectors, i.e. the fluid flow at each point of space is described by four real scalars for each
Fourier mode. Since the higher Fourier modes always occur in complex conjugate pairs,
the real sum of both is considered. For one point of space the time-dependence of the
sum of one Fourier mode pair of v is given by
v(t) = 2
[
Re(vr) Im(vr)
Re(vz) Im(vz)
]
·
[
cos(ωt)
− sin(ωt)
]
, (2.100)
which is shown in Figure 2.25. Over one oscillation period, the end points of the fluid flow
vectors describe an ellipse. To simplify the visualization of the higher Fourier components
of the fluid velocity, only the semi-major axis of this ellipse is pictured. This construction
ensures that the maximum occurring velocity of this Fourier component and its direction
are rendered.
The calculated velocity field of the fluid flow near the nanowire tip is shown in Figure 2.26.
Accordingly, the time-averaged body force drives the fluid from the nanowire tip along
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Figure 2.25: Illustration of a higher Fourier mode of the fluid flow velocity in the time-
domain at one point of space. Generally, the end points of these velocity vectors describe
an ellipse. For visualization purpose the highlighted semi-major axis is used, which is
simultaneously the largest principal value of the velocity.
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Figure 2.26: Magnitude and direction of the calculated velocity field of the fluid flow
near the nanowire tip. Panel (a) shows the time-averaged fluid flow (ω = 0), panel (b)
shows the largest principal value of the ω = 4π f component of the fluid velocity (cf.
Figure 2.25). Parameters: f = 1 MHz, cb = 0.1 mM, V0 = 5 V, r1 = 20 nm.
the nanowire surface in negative z-direction within a cylindrical shell of about 50 nm thick-
ness. The main back-flow occurs in a cylindrical shell with inner radius of about 100 nm
and outer radius of 150 nm. The magnitude of the estimated velocity reaches values of
up to 0.6 mm/ s. A qualitatively similar flow pattern was reported by Yeo et al. [60] for a
wire geometry on the microscale using a slip boundary condition. The overall fluid flow is
the superposition of the time-average flow pattern and higher-order fluid flow oscillations
at even multiples of the base frequency. Figure 2.26b shows the oscillation pattern of the
Fourier mode with the lowest frequency (ω = 4π f ). Although the fluid flow velocity am-
plitude is larger than the time-average flow velocity, the oscillation amplitude associated
to this mode is less than 2 nm.
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Figure 2.27: Magnitude and direction of the calculated velocity field of the fluid flow
near the nanowire tip. Panel (a) and (c) show the time-average fluid flow (ω = 0) for f =
100 kHz and f = 10 MHz, respectively. Panel (b) and (d) show the largest principal value
of the ω = 4πf mode of the fluid velocity for f = 100 kHz and f = 10 MHz, respectively.
Parameters: cb = 0.1 mM, V0 = 5 V, r1 = 20 nm.
In Figure 2.27 the flow patterns for a higher frequency (10 MHz) and a lower frequency
(100 kHz) are compared. Here, the results for 100 kHz bear a more qualitative character,
since the prerequisite of negligible induced electric field is impaired. The simulations
show that above the upper transition frequency ωT2, the spatial extension of the fluid
flow pattern decreases with increasing frequency. This is caused by the reduction of
the amplitude and pattern range of the charge density as discussed in section 2.5.3.
Additionally, there is a transition in the direction of fluid flow at the nanowire tip from
antiparallel to the direction of growth for low frequencies to parallel to the direction of
growth for higher frequencies. The previously shown case of an intermediate frequency
(Figure 2.26) exhibits a localized toroidal roll cell with a radius of about 80 nm. Apparently,
this pattern marks an intermediate transition state between the high- and low-frequency
pattern. The amplitude of the fluid velocity generally decreases with the applied fre-
quency, but due to the flow pattern transition, there is a local minimum around 1 MHz.
As before, the amplitude of the Fourier component with ω = 4π f is much larger than the
time-average. Furthermore, the extension and the amplitude of the flow pattern decrease
with increasing frequency.
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Figure 2.28: Radial dependence of the time-averaged tangential body force at the contact
plane z = 0 for three different AC frequencies.
The key to understanding the transition of the flow pattern lies in the spatial and tempo-
ral dependence of the tangential body force. To illustrate this, Figure 2.28 compares the
time-averaged tangential body forces at the three investigated frequencies. In general,
the time-averaged body force curves lack a coherent trend for the AC frequency. This em-
phasizes the highly nonlinear character of the body force, which causes the unexpected
flow pattern. Notably, the time-average of the body force is much smaller than its oscil-
lation amplitude for all frequencies, see e.g. Figure 2.24. The consequence of an almost
vanishing body force time-average is that the higher-harmonic fluid velocity amplitudes
are much larger by comparison.
The quantitative influence of the frequency on the fluid flow is given by an analytical
relation: since the Navier–Stokes equation is in its linear limit, the velocity amplitude is
proportional to the body force amplitude, which in turn depends on ρ and E. According to
Equation 2.60 and Equation 2.89, at a given frequency ω > ωT1 both the charge density
and the electric field depend linearly on the applied voltage. On the other hand, since
the induced electric field is negligible at the considered frequencies, the electric field is
independent from the bulk concentration, whereas the charge density depends linearly
on it. In summary, this means that the fluid flow oscillation amplitude is proportional to
V 20 cb.
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2.6.2 ACEO fluid flow simulation based on solutions of the PNP for an ax-
ially symmetric nanowire geometry
In this section, a more precise solution of the ACEO model (see page 46) is presented. As
before, the PNP equations, the Navier–Stokes equation, and the transport of neutral par-
ticles are solved sequentially. However, in contrast to section 2.6.1, the PNP equations
(Equation 2.93) are calculated on the entire wire geometry and not estimated from the
one-dimensional simulations. The time spent on these extended simulations is typically
a factor of ten larger than the simplified versions of section 2.6.1.
The Figures 2.29, 2.30 and 2.31 show the obtained charge densities for the previously
considered frequencies of 100 kHz, 1 MHz and 10 MHz, respectively. In their panels (a)–
(d), the asymptotic periodic charge densities in the vicinity of the nanowire are displayed
for various times. Additionally, in panels (e) and (f) the charge densities along the axial (r =
0) and radial (z = 0) direction of nanowire tip are depicted as a function of time. As it turns
out, for all three discussed frequencies, the charge density differences between these
two directions are only minor and occur mainly for larger radii (r ≥ 100 nm). Furthermore,
these cuts agree well with their one-dimensional pendants in Figure 2.22 on page 45.
Consequently, for f ≥ 100 kHz the assumptions of section 2.6.1, to employ the one-
dimensional simulation results in the tip region, are confirmed.
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Figure 2.29: Spatio-temporal evolution of the charge density resulting from the two-
dimensional solution of the PNP equations. Panels (a)-(d) show the charge density for
the times 0 T , 0.125 T , 0.25 T and 0.375 T . A radial (e) and axial (f) cut through the
simulation domain illustrates the time dependence. Parameters: f = 100 kHz, cb =
0.1 mM, V0 = 5 V, r1 = 20 nm.
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Figure 2.30: Spatio-temporal evolution of the charge density resulting from the two-
dimensional solution of the PNP equations. Panels (a)-(d) show the charge density for the
times 0 T , 0.125 T , 0.25 T and 0.375 T . A radial (e) and axial (f) cut through the simulation
domain illustrates the time dependence. Parameters: f = 1 MHz, cb = 0.1 mM, V0 = 5 V,
r1 = 20 nm.
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Figure 2.31: Spatio-temporal evolution of the charge density resulting from the two-
dimensional solution of the PNP equations. Panels (a)-(d) show the charge density for
the times 0 T , 0.125 T , 0.25 T and 0.375 T . A radial (e) and axial (f) cut through the
simulation domain illustrates the time dependence. Parameters: f = 10 MHz, cb =
0.1 mM, V0 = 5 V, r1 = 20 nm.
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Figure 2.32: Magnitude and direction of the calculated velocity field of the fluid flow near
the nanowire tip. The largest time-averaged fluid flow (ω = 0) for 100 kHz (a), 1 MHz (c),
and 10 MHz (e) is observed close to the cylinder axis and the nanowire. The direction
of flow is antiparallel to the direction of wire growth. The largest principal value of the
ω = 4π f mode of the fluid velocity for 100 kHz (b), 1 MHz (d), and 10 MHz (f) shows a
similar distribution and orientation as the ω = 0 component. Parameters: cb = 0.1 mM,
V0 = 5 V, r1 = 20 nm.
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Based on the charge density and the electric potential results, the body force driving the
fluid motion is calculated. The solution of the Fourier-transformed Navier–Stokes equation
is shown in Figure 2.32. The simulation parameters used are the same as in Figure 2.26
and Figure 2.27 on page 50. The degree of agreement between this solution and the
one from previous section depends on the considered frequency: for 100 kHz the flow
pattern for the time-average as well as the doubled frequency is similar. Quantitatively,
the fluid velocities are about a factor of 2 lower than what the simulations based on
the one-dimensional geometry suggest. This overestimation is caused by applying the
larger charge density of the spherical geometry at the cylindrical part of the wire as well.
Moreover, the normal electric field at z = 0 is lower than that on a purely spherical
electrode, which also reduces the charge density at the spherical tip.
For higher AC frequencies the one-dimensional estimation predicts a transition to an
orientation reversal of the time-average flow pattern. This is not confirmed by Figure 2.32;
instead, the fluid flow is directed towards the wire tip for all investigated frequencies.
The flow amplitude for the time-average as well as for the higher harmonics decrease
strongly with increasing excitation frequency. Additionally, the range of flow patterns are
strongly reduced as well. The reason for this strong discrepancy again lies in the body
force. The highly complex interaction between the charge density and the electric field
apparently is very sensitive to its time average.
The qualitative character of the ACEO simulations based on a one-dimensional ion dy-
namics becomes obvious in the light of the improved two-dimensional simulations. But
since the ACEO simulation based on one-dimensional ion densities are much faster and
have a by far smaller memory consumption, they are well-fit to narrow down the inter-
esting parameter space for detailed simulations. For the subsequent nanowire growth
simulations, the improved accuracy of the two-dimensional ion dynamics is utilized.
2.6.3 Nanowire growth under the influence of ACEO fluid flow
The final step to complete the nanowire growth simulation for the DEP mechanism is
to solve the transport equation for the neutral particles, Equation 2.95 on page 46, with
the obtained fluid flow as an input. For this purpose, the more accurate estimation from
section 2.6.2 is used. Of particular interest in this investigation is whether the influence
of the ACEO fluid flow is capable of enhancing the simulated nanowire growth velocity to
the experimentally observed level. By employing the Fourier transformed Navier–Stokes
equation (Equation 2.99), each Fourier mode of the fluid flow velocity can be computed
individually. However, since all higher Fourier modes describe a local periodic fluid motion
in the vicinity of their respective equilibrium position, their contribution to the overall
particle flux is expected to be negligible. Therefore, for the particle flux simulations only
the time-averaged fluid flow is considered. The fluid flow amplitude varies with the AC
frequency; for 100 kHz the maximum fluid velocity is 9 mm/ s, for 1 MHz it is 1.6 mm/ s
and for 10 MHz it is 0.18 mm/ s, see Figure 2.32.
Figure 2.33 compares the particle concentrations in the asymptotic growth regime for
complexes (left panels) and clusters (right panels). The flux lines of the particle transport,
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Figure 2.33: The asymptotic particle concentration and particle flux lines under the influ-
ence of diffusion, migration, and convection are shown for frequencies of 100 kHz (a, b),
1 MHz (c, d), and 10 MHz (e, f). The simulation results for complexes (a, c, e) exhibit a
particle depletion only in the immediate vicinity of the nanowires and the flux lines are
hardly affected by the fluid motion. For metal clusters with rp = 13.5 nm (b, d, f) a long-
range particle depletion is observed and for the largest fluid velocity (b) a significantly
different flux line pattern arises. Parameters: cb = 0.1 mM, V0 = 5 V, r1 = 20 nm.
2.6 AC electro-osmotic fluid flow 59
Equation 2.95, are shown as well. These correspond to the trajectories, which the com-
plexes or clusters take in statistical average on their way from the reservoir (top edge of
the simulation cell) to the wire surface (bottom left). Additionally, there are closed flux
lines in panel (b). In statistical average, particles in this region follow the stream lines in
counterclockwise orientation. The spacing between the flux lines describes the particle
flux magnitude in the cylinder coordinate system, i.e. the denser the particle flux lines
are, the more particles follow this trajectory. Therefore, the density of flux lines, which
end at the nanowire surface, directly represents the nanowire growth velocity at this part
of the surface.
The asymptotic concentration profile and the flux lines of the complexes are much less
affected by the ACEO fluid flow than those of the clusters. From the modeling perspec-
tive, platinum complexes behave like single-atom clusters. Therefore, the comparison
of complexes and clusters reflects the particle size dependence of the particle transport
and the resulting nanowire growth. To work out the influence of the ACEO fluid flow, at
first the case without convection, i.e. only diffusion and migration is revisited.
Since, at an applied AC frequency of 10 MHz, the amplitude of the fluid velocity is negligi-
ble (see also Figure 2.32e), Figure 2.33e and f approximate the convection-free case well.
The diffusion flux is proportional to the diffusion coefficient D, which has a particle size
dependence of r−1p (cf. Equation 2.15). Likewise, in section 2.3.2 the nanowire growth
velocity, which is proportional to the sum of diffusion and migration fluxes, was found to
be proportional to r−1/ 4p . Therefore, it is concluded that the decrease of the diffusion flux
resulting from an increased particle size is largely compensated by an increase in the mi-
gration flux owing to a larger dielectrophoretic force. The associated reweighting of the
contributions to the total particle flux causes the depletion area near the nanowire (blue
coloring of Figure 2.33e and f) to grow with increasing particle size. This depletion area is
governed by the migration current, and particles within this region are quasi-immediately
captured by the strong dielectrophoretic force in the vicinity of the nanowire tip.
The introduction of the ACEO fluid flow superimposes a convection to the particle flux.
For sufficiently large fluid flow velocities, convection becomes dominant and the par-
ticle trajectories resemble the closed flux lines of the fluid flow (cf. Figure 2.32). As
the comparison of clusters and complexes shows, the ACEO fluid velocity generated at
f = 100 kHz is sufficient to dominate the cluster transport, but for complexes only a local
deformation of flux lines is observed. This highly particle-size-dependent response to the
fluid flow has two reasons: first, the total particle flux is larger for a smaller particle size
and thus for a given fluid velocity the convection flux accounts for a smaller fraction of it.
Second, as with increasing particle sizes the migration-controlled depletion area near the
nanowire tip expands, its boundary region with a particular steep concentration gradient
is shifted outwards, compare Figures 2.33e and 2.33f. When the location of the fluid
flow vortex coincides with this boundary region, the effect of the ACEO fluid flow on the
particle transport is especially enhanced. Through the effect of convection, particle-rich
solution is transported above the vortex from right to left and particle-depleted solution
in the opposite direction below the vortex. Consequently, the cluster transport is chan-
neled between the vortex and the nanowire axis, cf. Figure 2.33b. In contrast, if, due to
a different particle size, the vortex is located inside either zone, the migration-controlled
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Figure 2.34: Distribution of the growth velocity over the nanowire circumference. The
arc length is measured starting from (0, r1). The arc-segment associated to the wire tip
is highlighted. Parameters: cb = 0.1 mM, V0 = 5 V, r1 = 20 nm. The scaled experimental
nanowire growth velocity v ′g = 37.5 nm/ s is added for comparison.
depletion area or the diffusion-controlled region, the concentration gradient would be
small. Then, convection would exchange solution volumes with a similar particle concen-
tration and the overall influence of the ACEO fluid flow on the particle transport would be
dramatically reduced.
The local distribution of the nanowire growth velocity resulting from the different cases
of Figure 2.33 are compared in Figure 2.34. The velocity of nanowire growth from com-
plexes exhibits only a small sensitivity towards the frequency change and the connected
ACEO fluid flow. The growth velocity is maximal at the nanowire tip, but the wire shaft
grows significantly as well, similar to the previous simulations without fluid flow, cf.
Figure 2.7 on page 21. In contrast, the cluster-grown nanowires reveal a strong fluid-
flow–and thus frequency–dependence. Moreover, due to the flow-induced redirection of
flux lines, the nanowire growth from metal clusters is highly focused to the wire tip. A
max/min-ratio of growth velocity of up to 100:1 makes it likely that nanowires grown in
this manner are much thinner and straighter than their complex-grown counterparts.
To assess the potential for optimization of the nanowire morphology, in particular regard-
ing the reduction of their thickness, a geometric scaling is considered. This approach
allows to retrieve the parametric changes necessary for a further miniaturization of the
nanowires. Under the prerequisite of negligible ion crowding, i.e. for sufficiently high AC
frequencies, a scaling law with the scaling factor k exists:
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x′ = k x (2.101a)
t ′ = k2 t (2.101b)
f ′ = f/k2 (2.101c)
c′b = cb/k
2 (2.101d)
V ′0(t
′) = V0(t) (2.101e)
ϕ′(x′, t ′) = ϕ(x, t) (2.101f)
c′i (x
′, t ′) = ci(x, t)/k2 (2.101g)
f′(x′, t ′) = f(x, t)/k3 (2.101h)
v′(x′, t ′) = v(x, t)/k (2.101i)
p′(x′, t ′) = p(x, t)/k2 (2.101j)
In the primed coordinate system (x′, t ′) the PDE solution for the ion dynamics and ACEO
fluid flow are expressed by the numerical results of the unprimed system. This scaling
law can be verified by applying it to the original PDE system Equation 2.93 and Equa-
tion 2.94 on page 46. The convection-diffusion equation, Equation 2.95, has an approx-
imate scaling law, which employs the fact that the migration flux is strongly localized
directly at the nanowire. Then, at greater distances, for the growth-limiting convection
and diffusion particle flux there holds in time average:
c′p = cp (2.102a)
v ′g ≈ vg/k (2.102b)
c′(x′) ≈ c(x) (2.102c)
j′(x′) ≈ j(x)/k (2.102d)
The intended application of the presented scaling laws is to reduce the nanowire diame-
ter, while preserving the electrode gap distance. This is an inconsistency in the geomet-
ric scaling. However, since the electric field near the nanowire is the major drive for the
ion flux and the ACEO fluid flow, the incorrect scaling of the electrode gap distance has
a negligible effect on the overall results.
The established scaling laws allow for a comparison of simulations and experiments with
different wire radii, which is particularly useful as the experimental nanowires have a
rather broad tip radius distribution. In the experiments at 300 K, nanowires with a radius
of about r1 ≈ 50 nm grow with an average velocity of vg = 15 nm/ s, cf. Figure 2.10
on page 23. To enable the comparison with the modeling results, the radius is scaled
to r1 = 20 nm, which corresponds to k = 0.4. The obtained, scaled growth velocity
is v ′g = 37.5 nm/ s. In Figure 2.34 this scaled nanowire growth velocity is compared to
the simulation results. Considering that the growth model assumes an idealized, instant
particle deposition, a higher theoretical than experimental growth velocity is expected.
Therefore, only the nanowire growth from metal clusters in the presence of a strong
ACEO fluid flow ( up to 8.5 mm/ s at a frequency of f = 100 kHz) predicts a sufficiently
large growth velocity. Additionally, only this case shows a particle deposition sufficiently
anisotropic to produce long and thin nanowires, cf. Figure 2.34. These two facts prove
that first, platinum clusters are the main precursor for the nanowire assembly, and sec-
ond that for the investigated parameter range the ACEO fluid flow plays an integral role
in it.
These insights in the nanowire growth mechanism explain also the dependence of the
nanowire growth velocity on the platinum salt concentration, as shown in Figure 2.11 on
page 24. During the preparation of the aqueous solution, further ions are added together
with the platinum complexes, which are converted to platinum cluster during the aging
process. As described in section 2.6.1, the ACEO fluid velocity is approximately propor-
tional to the electrolyte concentration. Thus, a linearly increasing growth velocity with
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Table 2.3: Influence of the experimental process parameters on the three particle flux
contributions according to Equation 2.95.
diffusion convection migration
cp A lower particle concentration leads to a larger characteristic transport length rs,
which emphasizes the influence of the convection.
rp inverse to particle
size
no influence increases with particle size
cb no influence increases with ion
concentration
below the lower transition fre-
quency (∝ cb) a strong field screen-
ing narrows down the migration-
controlled depletion region and de-
creases the migration flux outside
f no influence largest between lower
and upper transition
frequency
V no influence increases with voltage
amplitude
increases with voltage amplitude
platinum salt concentration is expected. However, with increasing ion concentrations the
lower and the upper transition frequency, ωT1 and ωT2, rise as well. Ultimately, effects
like electric field screening and crowding limit the ACEO fluid velocity, which presumably
is responsible for the saturation of the nanowire growth velocity at larger concentrations.
2.6.4 Model-based optimization of the dielectrophoretic nanowire growth
The model provides important leads on how to reduce the size and to improve the
straightness of nanowires grown according to an existing protocol. According to the
scaling laws, Equation 2.101 and Equation 2.102, this goal can be achieved by choosing
the scaling factor as k < 1. This requires an increase in the AC frequency and the ion
concentration simultaneously, while keeping the voltage amplitude constant.
Beyond the scaling law, an in-depth analysis of the particle fluxes reveals additional po-
tential for optimization. As a general rationale, the flux lines of the particle flux need to
focus at the nanowire tip, similar to the example of Figure 2.33b. To achieve this goal, it
is essential to tailor the three contributions to the total particle flux (cf. Equation 2.95),
diffusion, convection, and migration. First, as the comparison of clusters and complexes
shows, a dominant diffusion causes an almost isotropic particle deposition. Thus, to
avoid this, the relative influence of diffusion on the total particle flux has to be minimized.
Second, a strong convection flux due to the ACEO fluid flow bends the flux lines, so
more flux lines pass between the vortex center and the nanowire. Consequently, to pro-
mote the growth of straight and thin nanowires, the influence of convection flux should
be maximized. Lastly, the migration is responsible for extracting the particles from the
fluid flow in the vicinity of the nanowire tip. As discussed previously, the migration flux
should be adjusted such that the edge of the migration-controlled depletion area is close
to the fluid flow vortex.
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Table 2.3 summarizes the influence, which the experimental parameters (particle con-
centration and radius, ion concentration, AC frequency and AC voltage) have on the three
discussed particle flux contributions. Accordingly, suggestions on how to grow thin and
straight nanowires are developed:
1. A low particle concentration should be employed.
2. Although Table 2.3 suggests the use of large particles, the particle size also deter-
mines the minimal wire diameter. Therefore, if one additionally requires a homoge-
neous wire morphology, the maximum particle size should be considerably smaller
than the desired wire diameter.
3. A high ion concentration and an AC frequency slightly below the corresponding
upper transition frequency should be chosen.
4. Depending on the previous choices, the AC voltage is determined to locate the
edge of the depletion zone close to the ACEO fluid flow vortex in order to maximize
the channeling effect of the convection transport.
5. The electrode geometry and the number of nucleation sites on it have a complex
influence on the ACEO flow pattern, so no general recommendation can be given.
However, to enable the formation of long-range ACEO fluid flow patterns, the typ-
ical distance between the electrodes and different nanowires should be at least in
the order of 1 µm.
2.7 ION-BASED NANOWIRE GROWTH (DENA)
The nanowire growth mechanism investigated in the previous sections is based on
the growth from neutral particles, i.e. from electrically neutral chemical complexes or
from neutral metal clusters. In this section, the mechanism of directed electrochem-
ical nanowire assembly (DENA) is considered. In this process the nanowire is grown
from metal containing ions that undergo an electrochemical reaction at the nanowire sur-
face, in which the metal is reduced. Finally, these metallic atoms are deposited and the
nanowire grows. As precursor for the DENA nanowire growth cations like Cu2+ [16] or
Pd2+ [25], as well as anions like [PtCl6]2− [26] may be used. Under suitable conditions,
anion-based DENA is known to yield straight and particularly thin nanowires [70], which
are superior to nanowires grown from cations. Therefore, this work concentrates on the
anion mechanism, which is investigated by the example of a H2PtCl6 solution. Further
explanation on how to prepare such solutions and a brief description of the hydrolysis of
the produced [PtCl6]2− anion are given in section 2.1. For the electrochemical deposition
of platinum, a cathodic and an anodic partial reaction need to be considered
[PtCl6]
2−(aq) + 4 e− −−→ Pt(s) + 6Cl−(aq)
4Cl−(aq) −−→ 2Cl2(g) + 4 e−
[PtCl6]
2−(aq) −−→ Pt(s) + 2Cl−(aq) + 2Cl2(g)
(2.103)
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Notably, the two major hydrolysis products of [PtCl6]2−, [PtCl5(H2O)]− and
[PtCl5(OH)]
2−, undergo a very similar reduction.
The underlying principle of DENA to grow nanowires relies on a locally selective metal
deposition. The necessary electrochemical reduction of the anionic precursor is inhibited
in the bulk solution, but triggered by the high electric field at the nanowire tip. Thereby,
a homogeneous metal coating of the electrodes is avoided and a nanowire morphology
is obtained. Since the transfer of electrons is involved in the metal deposition reaction,
it is presumed that only in the vicinity of the electrodes this conversion can take place.
As platinum is a very noble metal, the reaction is considered to be irreversible. Since
the reduction step is crucial for the nanowire growth, a kinetic model of this reaction
is needed. In the following, three schemes are proposed to model this field-activated
reaction. For each model, the field sensitivity of the respective reaction constant kr is
evaluated.
2.7.1 Reaction models of platinum reduction
Field-assisted thermal activation For this model, it is assumed that the rate-limiting
process of the platinum reduction is the decomposition of the platinum complex ion after
an electron has been transferred from the electrode, e.g.
[PtCl6]
2− + 1 e− −−⇀↽− [PtCl5]2− +Cl− · (2.104)
This reaction creates a highly unstable intermediate species, which in turn undergoes
fast follow-up reactions. The electron hopping from the electrode to the complex in the
presence of the electric field accounts for an additional activation of the reaction. The
amount of additional activation energy is determined by the hopping distance ℓ and the
electric field E as ∆Ea = e ℓE. Assuming a first-order kinetic of the reaction, an Arrhenius
equation is used to model the reaction rate for the initial decomposition
kr ∝ exp
(−E0a −∆Ea
kBT
)
∝ exp
(
e ℓE
kBT
)
, (2.105)
where E0a is the activation energy in the absence of an electric field. The hopping length
is in the order of the ion diameter including the hydration shell, ℓ ≈ 0.5 nm. Based on
the previous results, cf. Figure 2.19, the electric field is assumed to be in the order of
2 × 108 V/ m. These estimations yield an additional activation energy of 0.1 eV, which
corresponds to an increase of the reaction constant by a factor in the order of 100 due to
the electric field.
Electron tunneling as rate determining step The second mechanism reconsiders the
reaction of Equation 2.104, but here the electron transfer via tunneling from the electrode
to the complex ion is assumed to be the rate-determining step. Simmons [94] derived a
generalized formula for tunneling currents through thin barriers, depending on the applied
voltage and the barrier height. The tunneling can happen even if the complex anion is
2.7 Ion-based nanowire growth (DENA) 65
not adsorbed directly at the metal surface. Therefore, a tunneling length in the order of
ℓ ≈ 1 nm is assumed. With the typical electric field of 2 × 108 V/ m, a tunneling voltage
of 0.2 V is obtained. However, the mean barrier height is of a similar order as the work
function, which for platinum – depending on the crystal facet – is around 5.6 eV [72]. Con-
sequently, the activation by the tunneling voltage is much smaller than the average barrier
height, which means the tunneling junction has an ohmic characteristic [94]. Therefore,
the tunneling current and thus also the reaction rate is proportional to the electric field
kr ∝ |E| . (2.106)
Field-induced bond weakening The third, discussed mechanism considers the field-
induced decomposition of the platinum complex anion according to
[PtCl6]
2− −−⇀↽− [PtCl5]− +Cl− (2.107)
as the rate-limiting step. In this scenario, the large electric field causes a strong polar-
ization of the complex anion. The polarization affects the originally symmetric electron
density so that one particular Pt – Cl bond is weakened and the thermal activation suffices
to split the complex anion at this bond.
To study the electron density under the influence of external electric fields, the program
CP2K was used. “CP2K is a program to perform atomistic and molecular simulations of
solid state, liquid, molecular, and biological systems. It provides a general framework for
different methods such as e.g., density functional theory using a mixed Gaussian and
plane waves approach and classical pair and many-body potentials.”[95].
The calculations of [PtCl6]
2 – in vacuum under the influence of an external electric field
have been carried out by Dr. Arezoo Dianat. Figure 2.35 shows the resulting electron
density distribution for the cases with and without an applied external electric field. The
positions of chlorine atoms are shifted relative to the platinum atom in the direction
opposing the electric field. Therefore, the bond lengths along the x-axis become highly
asymmetric. Additionally, the electron density of the bonds are extremely different.
To estimate the reaction rate constant kr of the complex splitting, the reaction barrier for
this reaction is needed, which has been determined by a variant of the nudged elastic
band method [96]. To this end, the evolution of the total energy has been monitored
as the length of one Pt – Cl bond was gradually increased. The difference between the
obtained maximum total energy and the relaxed state is 1.82 eV in the absence of an ex-
ternal electric field. However, due to technical limitations of the CP2K software, an analog
nudged elastic band study in the presence of an external electric field failed. In detail,
the CP2K software employs Lagrange multipliers to determine the energy optimum with
the constraint of a fixed Pt – Cl bond length. That means the calculated electric poten-
tials of the molecules are superimposed by additional Lagrange terms, that could not be
separated in a post processing scheme from the intended results.
Therefore, the bond energy was estimated alternatively for the cases with an external
electric field of E = 200 MV/ m and E = 400 MV/ m. In a first step, the molecular struc-
ture of the [PtCl6]
2 – molecule is optimized in the external electric field and its total energy
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Figure 2.35: The figure shows cuts through the electron density of [PtCl6]2 – for three
electric field strengths: a) E = 0 V/ m, b) E = 2 × 108 V/ m and c) E = 4 × 108 V/ m. In
panel c) the stretched and compressed Pt – Cl bonds are displayed in an enlarged inset.
The color scale (electron density) has been cut to the range from 1.25 × 10−3 to 0.15e/a30,
where a0 is the Bohr radius. CP2K calculations by Dr. Arezoo Dianat.
determined. Afterwards, the procedure is repeated for the reaction products, [PtCl5]
–
and Cl – . The difference of the combined energies of both products and the energy of
the educt is used as the approximation for the bond energy. This estimation does not
include energy contributions from moving the charged molecules in the external and
intramolecular electric fields. As shown for the first reaction model, the energy contribu-
tions of a net charge of one electron are in the order of 0.1 eV, which is a comparatively
small value. To emphasize the quality of this estimation, the bond energy for the field-free
case was calculated in that manner, too. From the calculation results (cf. Table 2.4) it can
be seen that the estimations in fact differs only by 0.15 eV. Moreover, please note that
the neglected energy contributions of the charged ions in the external electric field facil-
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Table 2.4: Summary of CP2K simulation results for [PtCl6]2 – in vacuum under the influ-
ence of strong electric fields. The bond energies are defined as the energy difference
between the relaxed configuration of [PtCl6]
2 – and the unbound state of the two sepa-
rate fragments [PtCl5]
– and Cl – . The reaction barrier has been determined by a nudged
elastic band method.
electric field (MV/ m) 0 200 400
min. bond length 2.32 2.26 2.19
max. bond length 2.32 2.36 2.44
med. bond length 2.32 2.31 2.31
bond energy 1.67 eV 0.15 eV −0.38 eV
reaction barrier 1.82 eV n/a n/a
itates the bond splitting. Thus, the presented approximation underestimates the effect
of field-induced bond weakening.
As Table 2.4 shows, at an external electric field of 200 MV/ m, the energy of the electron
enriched bond is 0.15 eV, i.e. dramatically lower than for E = 0 MV/ m. This huge change
in the bond energy is much more than what could be explained by electric polarization or
electric potential differences alone. To analyze the phenomenon, the basic principles of
molecular orbital (MO) theory are considered. The Pt – Cl bonds are coordinative σ-bonds,
which means that any partial charges on the chlorine populate an anti-bonding MO. Since
the binding MO is fully populated whereas the anti-bonding MO is only partially, an overall
bonding effect is observed. In the ground state the [PtCl6]
2 – is highly symmetric (cf.
Figure 2.35a): all negative partial charges of the chlorine atoms and thus all Pt – Cl bond
energies are equal. On the other hand, in the presence of a large external electric field,
the [PtCl6]
2 – molecule is highly polarized and the partial charges on the chlorine ions
are redistributed, see Figure 2.35c. The right chlorine in panel c exhibits a drastically
increased partial charge; the left chlorine’s partial charge is reduced by about the same
amount. Hence, the energies of the left bond is increased strongly and of the right bond
is decreased by a similar amount. Consequently, the resulting change of the total energy
due to the external electric field is much smaller than the bond weakening effect. The
sensitivity of the reaction barrier with respect to the applied electric field is determined
from the bond energy. For an electric field around 2 × 108 V/ m it is approximately given
by a central difference as
∂Ea
∂E
≈ Ea(400 MV/ m)− Ea(0 MV/ m)
400 MV/ m
= −5 × 10−9 e m. (2.108)
This leads to a field dependence of the reaction rate according to
kr = k0 exp
(
∂Ea
∂E
E
kBT
)
, (2.109)
with k0 as a constant of proportionality. In the absence of an electric field, the reaction is
inhibited due to the high reaction barrier (see Table 2.4). At E = 4 × 108 V/ m the reaction
enthalpy is negative and only a very small, if any, reaction barrier is expected. Therefore,
at this large applied field the considered reaction and thus the deposition of platinum is
anticipated to happen quasi-instantaneously.
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2.7.2 Simplifications of the transport equations in the context of DENA
The ion transport simulation under high AC electric fields, section 2.5.2, has so far con-
sidered only chemically inert ions. In the deposition reaction, Equation 2.103, however,
metal-rich multivalent anions decompose to solid metal, multiple monovalent metal-free
anions, and other uncharged reaction products. Using the results from section 2.5.3, in
the following it is shown that for large frequencies (ω ≫ ωT1) multivalent ions behave
similarly to an equivalent amount of monovalent ions. Subsequently, this property of the
numerical solution is exploited to simplify the calculation scheme further.
To analyze the effect of ion valences, Equations 2.67 and 2.89 are reconsidered
ωT2 = 2 z D e F cb/ (ε kBT ), (2.110a)
Vd(ω) =
ωT
ı ω + ωT
V, (2.110b)
E(r1,ω) =
V
rd1 hd(r2)
ı ω + ωT2
ı ω + ωT
, (2.110c)
E(r,ω) =
V
rd hd(r2)
ı ω
ı ω + ωT
, rb1 < r < rb2, (2.110d)
Q(ω) =
−Ad(r1) εV
rd1 hd(r2)
ωT2
ı ω + ωT
. (2.110e)
Notably, in all balanced reaction equations considered in this work, the total amount of
ionic charges is preserved, i.e.
∑
i |zi | ci is constant. That means, if through reaction all
bivalent anions in the solution are converted to two monovalent anions, the upper transi-
tion frequency ωT2 in Equation 2.110a is unaffected, since zi ci is constant in the reaction.
Generalizing the consideration of section 2.5.3, this invariant of the upper transition fre-
quency is also found in mixtures of mono- and multivalent ions that are present in the
ongoing nanowire growth reaction.
Furthermore, in the high-frequency range there holds ωT ≈ ωT1 ≪ ω. Therefore, ωT
can be neglected in Equations 2.110b–e. Consequently, the voltage drop over the double
layer, the electric fields at the electrode and in the bulk region, and the overall amount of
charges in the double layer are the same throughout the whole quasi-stationary nanowire
growth.
As given in section 2.5.3, the particle flux in the bulk zone at high frequencies is
ji(r) = D zi ci E(r). (2.111)
Since
∑
i zi ci for all anion types and E(r) are reaction-independent, the sum of all anion
particle fluxes
∑
i zi ji(r) in the bulk zone is too. Through the reaction equation the con-
sumption of multivalent anions is directly linked to the creation of monovalent anions.
Therefore, at the electrode, the sum of all anion fluxes is zero
∑
i zi ji(r1) = 0 as before in
the blocking electrode boundary condition. The charge balance, Equation 2.110e, states
that the overall amount of anions (and cations) in the double layer between the electrode
and the bulk zone is reaction-independent. Only, the local distribution of anions differs
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slightly. A more comprehensive analysis of the anion concentration in the double layer
is presented in section 2.7.3 on page 74 and following. Since also in the double layer∑
i zi ci is approximately equal for the cases of mono- and multivalent anions at all times,∑
i zi
∂
∂t ci and therefore also
∑
i zi ji are roughly reaction-independent. In summary, the
sum of particle fluxes at the electrode, in the double layer and in the bulk zone are not af-
fected by the reaction that converts multivalent to monovalent anions. Therefore, without
loss of generality, it is sufficient to discuss only monovalent ions in the following.
Introducing the concentrations of metal-rich anions ca1 and of metal-free anions ca2, the
total anion concentration can be expressed as c2 = ca1+ca2. Then, applying the definition
of the chemical potential (Equation 2.42) to the transport equation (Equation 2.41b) yields
ja1 + ja2 = −
D
kBT
[ca1∇(µa1 + z2 eϕ) + ca2∇(µa2 + z2 eϕ)]
= − D
kBT
(ca1 + ca2)∇(kBT log
ca1 + ca2
cmax − (c1 + ca1 + ca2)
+ z2 eϕ)
= − D
kBT
c2 ∇(µ2 + z2 eϕ) = j2.
(2.112)
Equation 2.112 shows that the superposition of several, chemically different anion
species with the same valence and diffusion coefficient behaves like one indistinguish-
able anion species. Therefore, it is possible to decouple the ion transport according to
the PNP equations entirely from the chemical conversion of anion species during the
nanowire growth reaction. The striking advantage of this procedure is that the PNP
equations can be solved with fewer degrees of freedom (as there are fewer concen-
tration variables) and, even more important, the convergence acceleration (presented in
the numerical methods on page 89) becomes applicable. Most appealing, however, is
that the comparison of different reaction conditions and models does not require to re-
compute the asymptotic periodic state of the ion dynamics, but only the computationally
much cheaper calculation of the anion reaction needs to be repeated. The described op-
timizations provides an essential contribution to the speed-up of the calculation process
that enables the simulation of wire-like two dimensional geometries.
For the concentration of the metal-rich anions the ansatz ca1 = g c2 is chosen. Then their
particle flux becomes
ja1 = −
D
kBT
g c2∇
(
kBT log
(
g c2
cmax − (c1 + c2)
)
+ z2 eϕ
)
= g j2 − D c2 ∇g.
(2.113)
From the continuity equation of the metal-rich anion species, the governing partial differ-
ential equation for g is derived as
0 =
∂
∂t
ca1 +∇ · ja1 (2.114)
0 = c2
∂
∂t
g + g
∂
∂t
c2 + g ∇ · j2 + j2 · ∇g − D∇c2 · ∇g − D c2∇2g (2.115)
0 = c2
∂
∂t
g + (j2 − D∇c2) · ∇g − D c2∇2g + g
(
∂
∂t
c2 +∇ · j2
)
(2.116)
0 =
∂
∂t
g − D
kBT
∇ (µ2 + z2 eϕ+ kBT log(c2/cb)) · ∇g − D∇2g, (2.117)
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Figure 2.36: The SEM images of platinum nanowires reveal a strong influence of the
signal form of the applied AC voltage on the nanowire morphology. From left to right a
square wave signal is approximated with an increasing number of Fourier components n
(n = 3, n = 4, n = 6, and a true square wave signal), cf. Equation 2.120. Reprinted with
permission from [97]. Copyright 2014 American Chemical Society.
where in Equation 2.116 the continuity equation for c2 has been used. At the nanowire
surface, the particle flux of metal-rich anions is given by the reaction rate
ja1 · n = kr ca1. (2.118)
Thus, in combination with Equation 2.113 the boundary conditions of g at the nanowire
is given by
−D∇g · n = kr g. (2.119)
The second boundary is placed inside the bulk region of the electrolyte. Because of a
huge reservoir of platinum-rich ions in the solution drop and the mixing of the solution
through AC electro-osmosis, the concentration of metal-rich anions at the second bound-
ary is assumed to be the same as in a freshly prepared solution. Remarkably, due to the
stoichiometry of H2PtCl6, the platinum anion concentration is only one half of the con-
centration of monovalent anions, i.e. ca1 = 0.5 c2. Accordingly, the boundary conditions
at the nanoelectrode (r = r1) becomes g = 0.5.
2.7.3 Influence of AC signal form and frequency on the nanowire growth
The anionic DENA mechanism reveals a strong sensitivity towards the signal form of
the applied AC voltage. For illustration, SEM images of nanowires grown by A. Nerowski
[97] are shown in Figure 2.36. In this image series the signal form was gradually changed
from a sine wave to a square signal. To this end, the Fourier series of a square signal
was truncated after the nth term, where n was increased from 1 (pure sine) to ∞ (square
signal)
V (t) = V0(n)
n∑
k=1
sin ((2k − 1)ω t)
2k − 1 . (2.120)
To achieve comparable results, the amplitude V0(n) was chosen to keep the signals RMS
value constant at VRMS = 7 V. The remaining parameters were cb = 0.2 mM and f =
1 MHz.
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In fact, for n = 1 no growth of nanowires occurred during the experiments, while for the
square signal extraordinary thin, straight and unbranched wires were grown. This striking
difference is due to the behavior of the metal-rich anions. Generally, to grow nanowires, a
large ion concentration and a field activation of the metal reduction reaction are needed.
However, in the negative half-wave, when electrons are in excess and a reduction is fa-
cilitated, the anion concentration is low due to the field repulsion. On the other hand,
in the positive half-wave, the anions are accumulated at the nanowire surface, but the
reduction of platinum is inhibited. To grow nanowires nevertheless, the polarity change
from positive to negative needs to have a high slew-rate. Thereby, the reduction is en-
abled before the majority of anions is repelled too far from the electrode to allow for a
charge transfer from the electrode to the platinum complex. For a quantitative analysis of
this mechanism, the ion concentrations and electric potential have been simulated using
the PNP equations (cf. section 2.5) for a sine and a square wave. The time-dependent
simulation results are shown in Figure 2.37 as a parametric plot of the total anion con-
centration versus the electric field at the nanowire surface. The total anion concentration
serves as an upper bound to characterize the concentration of the metal-rich anions. As
discussed before, for the case of platinum, a stoichiometric factor of 2 has to be applied,
i.e. the platinum concentration is only about half of the total anion concentration.
In the simulation, the nanowire is composed of a hemispherical tip and a cylindric shaft.
Thus, the solution of the growth equation at the nanowire can be approximated as the
superposition of solutions of a spherical geometry (Figure 2.6a on page 15) in the tip
region and of a cylindrical setup at the shaft. In the junction of tip and shaft, the so-
lution shows a smooth and monotonous transition between the two one-dimensional
extremes. Thus, considering the nanowire growth in a spherical setup is a measure for
the length extension of the nanowires. Similarly, the growth velocity in the cylinder setup
models the diameter increase of the nanowire shaft.
The nanowire growth velocity for all three considered reaction models (cf. section 2.7.1)
depends on the electric field and the concentration of metal-rich anions in the vicinity of
the nanowire. However, at a sufficiently high field-activation of the reaction, the nanowire
growth velocity is limited by the availability of metal-rich anions at the nanowire surface.
Therefore, for any considered reaction model there is an electric field threshold, at which
a further increase of the electric field does not significantly enhance the nanowire growth
velocity. To estimate the corresponding maximal nanowire growth velocity vw,max, it is
assumed that in every AC period all platinum anions with a distance less than the charge
transfer length ℓ ≈ 1 nm are reduced
vw,max = ca1Ω ℓ f. (2.121)
Consequently, to yield a nanowire growth velocity in the typical experimental range of
10 nm/ s, a total anion concentration of at least c2 = 0.22 mM is required at the nano-
electrode (r = r1). This limit is marked in Figure 2.37 and allows to estimate the electric
field threshold Et. Since in the experiments no nanowire growth in either, length or thick-
ness for a sine signal and no thickness growth for the square signal are observed, the
electric field threshold is larger than the intersections at E = −53 MV/ m. On the other
hand, since for a square signal a nanowire growth in length is found, the electric field
72 Chapter 2 Modeling
Electric Field E(r1) (MV/m)
A
ni
on
co
nc
en
tr
at
io
n
c 2
(r
1
)
(c
b
)
vw,max = 10 nm/sEt
10−4
10−2
100
102
104
−200 −150 −100 −50 0 50 100 150
sphere
sphere
cylinder
cylinder
Figure 2.37: Parametric plot of the time-dependent anion concentration versus the cor-
responding electric field, both at the nanowires surface. As signal shape a sine and a
square signal with a finite slope of 8.3 × 107 V/ s is used. The minimal anion concentra-
tion to enable the experimentally found nanowire growth velocity of 10 nm/ s is marked.
Based on the fact that the nanowire grows at the tip (approximated by a sphere) for
the square signal and not for the three other cases, the possible range for the elec-
tric field threshold is deduced (red color). The simulation parameters are VRMS = 7 V,
cb = 0.4 mM, f = 1 MHz, and r1 = 20 nm.
threshold should be smaller than the intersections at E = −140 MV/ m. For a distinct
switching of the nanowire growth velocity, the reaction rate constant should change by
several orders of magnitude when increaseing the electric field from E = −53 MV/ m
to E = −140 MV/ m. The reaction models of field-assisted thermal activation (Equa-
tion 2.105) and tunneling current limited platinum reduction (Equation 2.106) yield an in-
crease by a factor of 5.6 and 2.6, respectively, which makes them unsuited. In contrast,
the field-induced bond weakening predicts a change of over seven orders of magnitude.
A further argument in favor of the bond weakening hypothesis is that the electric field
threshold, at which the reaction is enabled, agrees well with the CP2K calculations, cf.
Table 2.4. Therefore, in the following, a reaction rate according to Equation 2.109 is
employed.
In the next step, the constant of proportionality, k0, in Equation 2.109 needs to be deter-
mined. To this end, the concentration ratio of metal-rich anions by the total amount an-
ions, g, is determined from Equation 2.117 using the boundary condition Equation 2.119
and g = 0.5 as mentioned above. The resulting nanowire growth velocity is shown in
Figure 2.38 as a function of k0. In addition to the sine and square signal, the case of
n = 3 (up to fifth harmonic) is depicted. The corresponding nanowire growth velocity in
length is substantially smaller than the one for the square signal, but still more than one
order of magnitude larger than for the sine case. Experimental nanowire growth veloci-
ties for square signals have a broad scattering and are typically in the order of 10 nm/ s.
To obtain a comparable growth velocity in the simulation, k0 is chosen in the range from
about 10 nm/ s to 1000 nm/ s as highlighted in Figure 2.38.
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Figure 2.38: Simulated DENA nanowire growth velocity depending on the constant of
proportionality k0. The highlighted region marks the range of k0, where the rectangular
signal yields typical experimental growth velocities.
Using the axially symmetric wire geometry (Figure 2.6b on page 15), the nanowire
growth velocity for a square-shaped voltage is simulated. The obtained distribution of
the nanowire growth along the wire surface is shown in Figure 2.39. For k0 = 10 nm/ s
the nanowire growth velocity at the nanowire tip of 13 nm/ s is within the expected range.
However, the wire growth velocity at the cylindrical wire shaft is only one order of mag-
nitude smaller. Under these circumstances, a growth of thin, straight, and unbranched
nanowires as shown in Figure 2.36 is unlikely. At a lower reaction rate of k0 = 1 nm/ s
the growth velocity at the shaft is strongly reduced, while the growth velocity at the tip
is hardly affected. The aspect ratio of growth velocity is larger than 200 : 1, which ex-
cellently matches the experimental findings. In the region of transition from tip to shaft
the growth velocity drops smoothly. This is due to the smooth progress of the normal
electric field along the wire surface.
As mentioned before, the key distinctive feature between the sine wave and rectangular
signal shape is the voltage slope at the time of polarity reversal. If it is too low as in the
case of a sine signal, by the time a sufficient electric field has build up, the anions have
left the proximity of the nanowire. Under these conditions the nanowire cannot grow.
The minimal voltage slope to enable the nanowire growth is estimated from a simplified
version (no crowding, since ω ≫ ωT1) of the PNP equations,
∂ci
∂t
= −∇ · ji ≈ D∇ ·
(
∇ci +
zi e ci
kBT
∇ϕ
)
. (2.122)
As shown in section 2.5.3, the typical thickness of the double layer is much smaller than
the tip radius r1. Thus, the planar approximation (∇ ≈ er ∂∂r ) holds in the double layer.
Moreover, in the absence of field enhancement, the electric field is approximately con-
stant throughout the double layer, i.e. E(r, t) ≈ V (t)/r1. To analyze the system behavior
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Figure 2.39: Local distribution of the normal nanowire growth velocity of the anion-
based DENA mechanism with a rectangular signal shape applied. The tip region of the
axially symmetric wire geometry is highlighted. Parameters: VRMS = 7 V, f = 10 MHz,
cb = 0.1 mM, r1 = 20 nm
after the polarity reversal, the electric field step response is considered, i.e. the elec-
tric field is immediately switched from zero to the electric field threshold Et. Then, the
Fourier transformation of Equation 2.122 after the switching event yields
ı ωci(r,ω) = D
∂2
∂r2
ci(r,ω)−
D zi e Et
kBT
∂
∂r
ci(r,ω). (2.123)
Considering the boundary condition ji · n = 0 at r = r1, the analytical solution of Equa-
tion 2.123 for anions (z2 < 0) is
c2(r,ω) = k̂i(ω) exp
(
(r − r1)
√
ωp
D
)
cosh
(
(r − r1)
√
ı ω + ωp
D
)
,
ωp =
D
4
(
zieEt
kBT
)2
,
(2.124)
where k̂i(ω) is an integration constant determined by the initial conditions. Based on
Equation 2.124, two frequency regimes can be distinguished. At very low frequencies,
i.e. ω ≪ ωp, the long-range anion dislocation sets in, which prohibits the charge transfer
from the electrode to the anion and thereby the reduction. Only for a sufficiently high
frequency, ω ≫ ωp, the ions are rearranged merely in the immediate vicinity of the elec-
trode, which still allows the charge transfer. Therefore, to enable the nanowire growth,
the electric field threshold should be reached within
∆t < O (2π/ωp) (2.125)
A numerical simulation with the parameters V0 = 7 V, r1 = 20 nm, and f = 10 MHz
reveals that an adequate nanowire growth occurs if the electric field threshold is reached
within 0.02 T . Assuming an electric field threshold of Et = −100 MV/ m, which is an
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Figure 2.40: Schematic voltage signal for optimized anion-based DENA nanowire growth.
The major design parameters are the threshold voltage (Vt), the voltage slope (∂V∂t ), the
period time (T = 1/f ) and the voltage amplitude (V0).
intermediate value within the previously determined interval, Equation 2.125 yields a rise
time of less than 0.037 T .
The upper bound for the rise time (Equation 2.125) to enable the nanowire growth in
length corresponds to a minimal voltage slope of
∂|V |
∂t
= r1
∂|E|
∂t
> r1 |Et|
ωp
2π
. (2.126)
However, if a rectangular signal with a large voltage amplitude V0 ≫ r1 |Et| and a voltage
slope much larger than required by inequality 2.126 is applied, the electric field at the
cylinder shaft, which is smaller than the one at the tip, reaches the electric field threshold
within the maximum rising time, too, which leads to an undesired thickness growth.
Exactly this phenomenon is responsible for the comparatively large growth velocities
at the cylinder for k0 = 10 nm/ s in Figure 2.39. To prevent this scenario, based on the
simulation results, an improved signal shape design is sketched in Figure 2.40. As before,
the signal should be anti-periodic in time, V (t) = −V (t + T / 2), to allow for a nanowire
growth from both electrodes. At the polarity reversal, the voltage drops from the positive
amplitude, V0, with a sufficiently large slope (cf. Equation 2.126) to the negative of the
threshold level
Vt = rd |Et|, (2.127)
where rd is the desired radius of the growing nanowire. The voltage is held at the thresh-
old level until the anions have left the cylindrical nanowire shaft, i.e. for a time period
given by
∆tt ≫ 2π/ωp. (2.128)
Afterwards, the voltage reaches its negative amplitude. This construction ensures that
the reduction of the platinum anions happens only at nanowire tips with a radius r1 . rd.
At larger tips and at the cylinder shaft the electric field threshold is reached only after
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the hold, which effectively inhibits the nanowire growth at these places. The voltage sig-
nal designed in this fashion enables the platinum anion reduction predominantly at the
nanowire tip. In order to grow thin nanowires from it, additionally a large supply of plat-
inum ions from the solution to the tip has to be maintained. By adjusting the AC voltage
amplitude V0 and the AC frequency, it is possible to control the total anion concentration,
cf. section 2.5. It is recommended to choose a frequency close to the upper transition fre-
quency, since this yields the largest anion displacement in one AC period, which provides
the best exchange of metal-free and metal-rich anions. To support the growth of thin and
straight nanowires, the ratio of total anion concentration at the nanowire tip to the one at
the nanowire shaft should be maximized. Due to the ion crowding, this is achieved when
the total anion concentration c2 barely reaches the maximum concentration cmax at the
nanowire tip. As shown in section 2.5, the anion concentration amplitude at a given AC
frequency is controlled by the AC voltage amplitude of the sine signal. By comparing the
RMS voltages of the sine signal and the optimized growth signal, these results can be
approximately transferred to chose the voltage amplitude V0 of the optimized signal.
In summary, for a carefully adjusted voltage signal as sketched in Figure 2.40, the growth
of straight nanowires with a predefined thickness is predicted. Growing nanowires with
the designed voltage signal is likely to yield even thinner nanowires than the already
highly promising result of Ref. [70] with a nanowire diameter of about 15 nm. Moreover,
the presented approach can be easily transferred to other stable metallic anions. In this
case, only the electric field threshold and possibly the stoichiometric factor need to be
adapted.
2.7 Ion-based nanowire growth (DENA) 77
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3 NUMERICAL IMPLEMENTATION
3.1 FOUNDATIONS
3.1.1 Strong and weak forms of partial differential equations
The form, in which PDEs have been presented so far, is known as the strong form. It
is characterized by an equation, which involves an unknown function and its derivatives,
usually in space and/or time, such as
Ξ
(
u(x, t),
∂
∂t
u(x, t),∇u(x, t),∇2u(x, t), . . .
)
= 0, x ∈ Ω (3.1)
The solution of the PDE needs to fulfill this equation at any point of space, at which this
equations is defined, here the domain Ω. In order to arrive at a unique solution, it is
required to pose additional boundary conditions, i.e. constraints to the sought function
on the entire boundary of Ω, and initial conditions, i.e. the functional values over the
entire domain at an initial point of time.
On the other hand, there exists also a weak form of any PDE, whose solution is the same
as the one of the strong form it corresponds to. One way to transform a strong from into
a weak form is to multiply an implicit strong form like Equation 3.1 with an arbitrary test
function w(x) from a Sobolev space and integrate the product over the entire domain∫
Ω
dV Ξ
(
u(x, t),
∂
∂t
u(x, t),∇u(x, t),∇2u(x, t), . . .
)
w(x) = 0. (3.2)
The resulting equation is fulfilled for any choice of the test function if and only if the
strong form is satisfied at any point of space and thus the integrand vanishes over the
entire domain.
All PDEs solved in this work are of second-order, i.e. up to second derivatives in space
occur. With the help of integration by parts and the application of the divergence the-
orem, the weak form of these second-order PDEs can be rewritten, such that only up
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to first-order derivatives of the sought function as well as the test function occur. For
example there holds∫
Ω
dV (∇2u(x, t))w(x) =
∫
Ω
dV ∇ · (w(x)∇u(x, t))−
∫
Ω
dV ∇u(x, t) · ∇w(x),
=
∫
∂Ω
dA n · (w(x)∇u(x, t))−
∫
Ω
dV ∇u(x, t) · ∇w(x),
(3.3)
where n is the outward oriented surface normal. The resulting surface integrals can be
simplified by substituting with the boundary conditions.
3.1.2 FEM discretization
The finite element method is a numerical tool to solve partial differential equations ap-
proximately. To this end, a mesh is defined, which tiles the domain Ω completely into
elements. On each of the created subdomains, a set of local ansatz functions is defined.
The ansatz functions are described by the nodes of the element. These nodes are spe-
cial points in the element, at which exactly one local ansatz function is unity and all other
local ansatz functions vanish. The numerical solution of the PDE is then expressed as
a piecewise superposition of the local ansatz functions. To ensure the continuity of the
overall numerical solution, the local ansatz functions of neighboring finite elements are
connected over shared nodes on their common edge or vertex.
For the numerical solution of PDEs, their weak form is considered. Then, the ansatz is
introduced for the system variable, for example the scalar function u. The approximation
of u is fully described by all of its nodal values. Hence, the degrees of freedom equal
the number of nodes in the mesh. In general, the approximation of u does not fulfill
the weak form for all choices of the test function w . Consequently, with the available
degrees of freedom for u, the weak form can be satisfied only for a selection of test
functions. Applying Galerkin’s method, a basis of test functions is chosen from the same
function space as the ansatz for u. Evaluating the integrals in the weak form for each
considered test function yields a set of algebraic equations with as many equations as
unknowns. Céa’s lemma [98] proves that Galerkin’s method yields optimal results for the
class of elliptic PDEs, to which all PDEs considered in this work belong.
3.2 MESHES AND ANSATZ FUNCTIONS
3.2.1 One-dimensional systems
To get a first impression, the transport of ions, complexes, and metal clusters and the re-
sulting nanowire growth have been studied in an one-dimensional spherically symmetric
geometry. Due to the spherical symmetry, all tangential derivatives and vector compo-
nents vanish exactly. Thus, these calculations allow the investigation of the transport
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processes and their parameter influence at extremely low computational costs. Other
than in a planar, one-dimensional calculation, the curved electrode surface of the spher-
ical geometry preserves major features of the numerical solution in the vicinity of the
nanowire tip.
In one-dimensional systems, the domain is a line segment and the boundary conditions
are applied to its end points. The element tiling of the domain should reflect the local
length scales of the solution. Since the gradients of the electric and chemical potential
are particularly steep at the electrodes, a very fine element resolution is required there.
On the other hand, for the bulk region far from the electrodes, where little spatial and
temporal changes in the system variables occur (cf. section 2.5.2), a much larger element
size is sufficient. To this end, the line segment of length ℓ is subdivided into Nx smaller
line segments according to two geometric sequences
xk = r1 +
⎧⎨⎩
ℓ(qk−1)
2(qNx/ 2−1) , 0 ≤ k ≤ Nx/ 2
ℓ− ℓ(qNx−k−1)2(qNx/ 2−1) , Nx/ 2 < k ≤ Nx
, (3.4a)
q =
(
ℓmax
ℓmin
)2/Nx
. (3.4b)
Each finite element is then the line segment between two neighboring xk . For the
mesh generation a ratio of largest to smallest element of ℓmaxℓmin = 5000 and Nx = 512
is used. This construction and parametrization ensures a smooth transition between the
sub-angstrom resolution near the electrode and coarser elements of up to a few ten
nanometers in length in the bulk zone.
As element type a linear 3-node element with a quadratic ansatz function is chosen. In
local coordinates ξ ∈ [0, 1] the ansatz with the nodal values ui is given by
u (ξ) := u0 (2 ξ − 1) (ξ − 1) + 4 u1 (1 − ξ) ξ + u2 ξ (2 ξ − 1) (3.5)
The integration of the weak form is performed numerically using Gauss-Legendre quadra-
ture with three integration points. The integration of a function Ξ(x) over the ith element
then becomes∫ xi+1
xi
dx Ξ(x) = (xi+1 − xi)
∫ 1
0
dξ Ξ (xi+1 ξ + xi (1 − ξ))
=: (xi+1 − xi)
∫ 1
0
dξ Ξ̂(ξ)
≈ xi+1 − xi
2
[
5
9
Ξ̂
(
1
2
−
√
3
20
)
+
8
9
Ξ̂
(
1
2
)
+
5
9
Ξ̂
(
1
2
−
√
3
20
)]
(3.6)
This scheme allows to integrate a polynomial of up to 5th-order exactly. Employing a
quadratic ansatz function, the discretization of a linear PDE yields a fourth-oder polyno-
mial as integrand of the weak form. In addition, due to the spherically symmetric geome-
try, the integral over the domain volume dV = dx 4π x2 further increases the polynomial
order. However, due to the fine element tiling (xk+1 − xk ≪ xk ), the change of x2 over
one element is extremely small, such that a linear approximation has a negligible error.
Therefore, all occurring integrals of the weak form of a linear PDEs are calculated with
quasi-analytic precision.
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3.2.2 Axisymmetric, two-dimensional systems
As introduced in section 2.2 on page 12, the axisymmetric nanowire geometry is mod-
eled by a hemisphere connected to a cylinder. This simplified nanowire is embedded
concentrically in a cylinder of solution, whose radius and axis length is several orders of
magnitude larger than the wire diameter. This geometry represents a good compromise
between geometric accuracy and numerical effort.
To study the geometry dependence of the nanowire growth, three different domain
shapes, one with a nanowire radius of 20 nm and two with 50 nm, were meshed us-
ing the software COMSOL®, version 4.3. Operating the incorporated geometry design
tool, the radial cross section of the geometry was sketched. Afterwards the method
Free Triangular was applied to generate the mesh. With the help of the Size feature, the
geometric properties of the overall mesh, including adaptations at the nanowire surface
and as required also at the counter electrode, were adjusted, cf. Table 3.1. The tailor-
ing of these meshes ensures a fine resolution in the sub-nanometer range close to the
electrodes and a much coarser resolution in the bulk region of up to 130 nm and 100 nm
length, respectively. Since smaller curvature radii result in larger electric fields, which
in turn lead to steeper concentration gradients, the minimum elements size of mesh I
needs to be significantly smaller than for meshes II and III.
For the FEM calculations 6-node triangle elements were utilized. In local coordinates,
ξ ≥ 0, η ≥ 0, ξ + η ≤ 1, the ansatz functions are defined as
u(ξ, η) =u0,0 (ξ + η − 1)(2ξ + 2η − 1)− 4 u1,0 ξ(ξ + η − 1) + u2,0 ξ(2ξ − 1)
− 4 u0,1 η(ξ + η − 1) + 4 u1,1 ξη + u0,2 η(2η − 1).
(3.7)
Similarly to the one-dimensional case, the integrals of the weak form are approximated
with a quadrature formula. In the literature [99], a nonlinear coordinate transformation
exists, which allows the application of the Gauss-Legendre quadrature of rectangles to
triangles as well. Additionally, Pan [100] proposed an improvement, which also includes
local derivatives in the calculation. Despite the good numerical approximation of the oc-
curring integrals, these formulas have the crucial drawback that the value of the quadra-
ture depends on the orientation of the triangle. Due to the automated mesh generation
by COMSOL®, the orientation of the triangles in the mesh is–to some extent–arbitrary,
which bears the threat of introducing additional numerical artifacts.
To avoid such artifacts, a quadrature for triangles was implemented based on Romberg’s
method. The key idea is to start with a simple integration scheme, in this case∫
Ωi
dAi u(ξ, η) =
Ai
3
[u(0, 0) + u(1, 0) + u(0, 1)] + Ai O(h2), (3.8)
where Ai is the area of the ith element and h is a typical length scale of it. Then, the
triangles are recursively subdivided into four congruent triangles as shown in Figure 3.1.
Applying the quadrature formula to all subtriangles gives a slightly different estimation of
the total integral. As the subtriangles area is only one fourth of the original triangle, the
leading term of quadrature error, Ai O(h2) in the initial formula, is also one fourth. A linear
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Table 3.1: Parameters of the Size objects used to create the Free Triangular mesh. Ad-
ditionally statistics on the resulting mesh are provided. Mesh I has two types of super-
seded edges with different maximum element sizes.
Mesh No: I II III
r1 20 nm 50 nm 50 nm
h 0.85 µm 0.85 µm 1.7 µm
a 3 µm 3 µm 6 µm
Maximum element size 0.135 µm 0.1 µm 0.1 µm
Minimum element size 0.06 µm 0.06 µm 0.06 µm
Maximum element growth rate 1.15 1.135 1.135
Resolution of curvature 0.3 0.3 0.3
Resolution of narrow regions 1 1 1
superseded edges NW surface /
counter electrode
NW surface NW surface
Maximum element size 0.5 nm / 2 nm 1 nm 1 nm
Minimum element size 0.05 nm 0.2 nm 0.2 nm
Maximum element growth rate 1.3 1.3 1.3
Resolution of curvature 0.001 0.001 0.001
triangles 101785 38394 70495
nodes 207722 78255 143464
maximum element area 9100 nm2 5400 nm2 5300 nm2
average element area 88.2 nm2 233 nm2 509 nm2
median element area 0.68 nm2 0.53 nm2 0.80 nm2
minimum element area 0.000 75 nm2 0.012 nm2 0.012 nm2
combination of both results can be used to cancel the leading error term. The emerging
quadrature is then given by
∫
Ωi
dAi u(ξ, η) = Ai
[
u
(
0,
1
2
)
+ u
(
1
2
, 0
)
+ u
(
1
2
,
1
2
)]
/ 3 + AiO(h3). (3.9)
Usually, the number of quadrature points increases due to application of Romberg’s
method. For the first iteration, however, the weights for the points {(0, 0), (1, 0), (0, 1)}
cancel, so that the total number remains 3. A recursive application produces better ap-
Figure 3.1: Recursive subdivision of triangle elements used to improve the quadrature
according to Romberg’s method
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proximation of the integral at the expense of increasing the number of quadrature points.
In this work, the output of the second iteration,∫
Ωi
dAi u(ξ, η) =
Ai
45
[
4 u
(
3
4
,
1
4
)
+ 4 u
(
3
4
, 0
)
− u
(
1
2
,
1
2
)
+ 8 u
(
1
2
,
1
4
)
−u
(
1
2
, 0
)
+ 4 u
(
1
4
,
3
4
)
+ 8 u
(
1
4
,
1
2
)
+ 8 u
(
1
4
,
1
4
)
+4 u
(
1
4
, 0
)
+ 4 u
(
0,
3
4
)
− u
(
0,
1
2
)
+ 4 u
(
0,
1
4
)]
+Ai O(h5),
(3.10)
is used. This choice is a compromise between accuracy and computation time, the latter
of which increases fast with the recursion number. By construction, all recursion steps
of this quadrature formula are invariant over a permutation of the triangle vertices.
As quadrature algorithm for quadrilateral elements the Gauss-Legendre formula with 3 ×
3 quadrature points is used, which results from a sequential application of Equation 3.6
for ξ and η.
3.2.3 NURBS enhanced FEM
Compared to the solution of the Poisson–Nernst–Planck equation, the dielectrophoretic
transport of metal clusters or complexes shows a much larger length scale on the or-
der of 100 nm. Consequently, a significantly coarser FEM mesh can be used for these
simulations. Thereby, the numerical solution of the PDE system speeds up drastically
without causing noticeable negative consequence for the accuracy. However, employing
a coarse, polygonal mesh leads to a highly inaccurate representation of the geometry. To
exploit the advantages of a coarse mesh nevertheless, an element type with curved
edges is introduced. The geometry of these elements is described by non-uniform
rational B-splines (NURBS), a generalization of B-splines and Bézier curves. An FEM
scheme relying on this type of finite elements is called a NURBS enhanced FEM or
shortly NEFEM.
In this work, the NEFEM mesh is assembled from curved, quadrilateral NURBS-elements
and regular triangular elements. Both element types are mapped on their respective
orthonormal standard element, cf. Figure 3.2. In the local coordinates of the standard
element (ξ, η), the ansatz function u as well as the mapping to the real space x is defined.
For the regular triangles this becomes
x(ξ, η) = x0(1 − ξ − η) + x1 ξ + x2 η, (3.11a)
u(ξ, η) =
3∑
i=0
3−i∑
k=0
uik
(
3
i
)(
3 − i
k
)
ξi ηk (1 − ξ − η)3−i−k , (3.11b)
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Figure 3.2: Mapping of triangles and curved quadrilateral elements to standard ele-
ments. On the standard elements a bicubic ansatz function is defined (cf. Equations 3.11
and 3.12) and the corresponding nodes are shown.
and for the NURBS based quadrilaterals they are
x(ξ, η) =
∑
i,k
xik wik
(2
i
)
ξi (1 − ξ)2−i
(2
k
)
ηk (1 − η)2−k∑
i,k
wik
(2
i
)
ξi (1 − ξ)2−i
(2
k
)
ηk (1 − η)2−k
, (3.12a)
u(ξ, η) =
3∑
i=0
3∑
k=0
uik
(
3
i
)
ξi (1 − ξ)3−i
(
3
k
)
ηk (1 − η)3−k . (3.12b)
A combination of curved and regular, i.e. non-curved, finite elements is used to reduce
the computation time. The mapping of curved elements, in particular the evaluation of
derivatives in global coordinates is computationally rather expensive and should therefore
be reduced to a minimum.
The numerical integration in regular triangle elements is described in the previous sec-
tion. However, due to using cubic polynomials as ansatz functions, the presented nu-
merical quadrature has proven insufficient. As it turns out, the quadrature formula using
the next recursion step of Romberg’s method is computationally more expensive than an
analytical integration. Therefore, for the NEFEM method the integration is implemented
as ∫ 1
0
dξ
∫ 1−ξ
0
dη ξk ηl =
k! l!
(k + l + 2)!
. (3.13)
The integral over the quadrilateral elements is transformed to the standard elements
using the mapping relation∫
Ωi
dx f̂ (x) =
∫ 1
0
dξ
∫ 1
0
dη f (ξ, η)
⏐⏐⏐(∂x∂ξ ∂x∂η)⏐⏐⏐ . (3.14)
The subsequent quadrature of Equation 3.14 employs the Gauss-Legendre-scheme with
4 × 4 integration points.
Due to the high element ansatz order and the geometrically smooth boundary represen-
tation a very coarse mesh, depicted in Figure 3.3, is sufficient to calculate the fluid flow
and hydrodynamic pressure, which result from the dielectrophoretic force on metal clus-
ters or complexes in the solution, cf. section 2.3. This is verified by applying the obtained
results, visualized in Figure 2.12, to the strong form, which gives only a very small rela-
tive residue. It should be emphasized once more that for the ion transport simulations
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Figure 3.3: The NEFEM mesh used to calculate a fluid flow induced by the dielec-
trophoretic force of clusters and complexes. The mesh consists of regular triangle ele-
ments and NURBS enhanced quadrilateral elements, which allow for an geometric exact
representation of the semi-spherical nanowire tip, cf. inset.
and the fluid flow computation based thereon, cf. section 2.5, the NEFEM approach is
not suitable. Due to the large convective terms in the transport equation (Equation 2.95),
large concentration peaks are accumulated at the electrode tip and consecutively moved
up to a few hundred nanometers through the aqueous solution before they are leveled
by diffusion. To capture the steep gradients of these peaks a high resolution mesh, in
a broad strip around the nanowire is required. For the small element sizes, however,
the curvature effects of the nanowire boundary become negligible. Under these circum-
stances a mesh with just regular, triangular elements is more performant.
3.3 NUMERICAL IMPLEMENTATION OF THE EMPLOYED MODEL
PDES
A summary of the model PDEs and the corresponding boundary conditions is given in
section 2.6 on page 45 seqq. As described in section 3.1.1, the model PDEs in strong
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form are transformed into weak form with consideration of the respective boundary con-
ditions.∫
Ω
dV
(
wci
∂ci
∂t
+ ci ∇wci ·
[
D
kBT
∇ (µi + zi eϕ)− v
])
= 0 (3.15a)∫
Ω
dV
(
−F
ε
wϕ
∑
i
zi ci +∇wϕ · ∇ϕ
)
= 0 (3.15b)∫
Ω
dV
(
wvi
[
ρm
∂vi
∂t
+ ρm (v · ∇) vi +
∂p
∂xi
+ ρ
∂ϕ
∂xi
]
+ η∇wvi · ∇vi
)
= 0 (3.15c)∫
Ω
dV ∇wp · v = 0 (3.15d)
In order to ensure a well-conditioned equation system and as preparation for a later nu-
merical implementation, all system variables and weak form integrands are normalized.
The choices for the normalization are the wire radius r1 as length unit, the simulation time
step τ as time unit, and cb F kBT/ e as energy density unit.
µ′i =µi / (kBT ) (3.16a)
ϕ′ =eϕ/ (kBT ) (3.16b)
c′i =ci /cb (3.16c)
x′ =x/r1 (3.16d)
v ′i =vi
√
e ρm
cb F kBT
(3.16e)
p′ =p e/ (cb F kBT ) (3.16f)
t ′ =t/ τ (3.16g)
Additionally, for notational convenience, various combinations of physical constants and
model parameters are introduced as follows:
β =
ε kBT
r21 cb F e
(3.17a)
γ =
D τ
r21
(3.17b)
χ =
τ
r1
√
cb F kBT
e ρm
(3.17c)
κ =
τ η
r21 ρm
(3.17d)
ci =
exp(µi)
1 + a
∑
k exp(µk)
(3.17e)
cik =
∂ci
∂µk
(3.17f)
cikl =
∂2ci
∂µk∂µl
(3.17g)
,i =
∂
∂xi
= ei · ∇ (3.17h)
It can be shown, that the indices of cik and cikl are interchangeable, which is used in the
following simplifications. Unless specified otherwise, in the further usage only normal-
ized variables are discussed and the prime notation in Equation 3.16 is dropped in the
following. Rewriting and scaling the weak form equations yields∫
Ω
dV
(
wci
∂ci
∂t
+ ci ∇wci · [γ∇ (µi + zi ϕ)− χv]
)
= 0, (3.18a)∫
Ω
dV
(
−wϕ
∑
i
zi ci + β∇wϕ · ∇ϕ
)
= 0, (3.18b)
∫
Ω
dV
(
wvi
[
∂vi
∂t
+ χ (v · ∇) vi + χp,i + χ
∑
k
zk ck ϕ,i
]
+ κ∇wvi · ∇vi
)
= 0,
(3.18c)∫
Ω
dV χ∇wp · v = 0. (3.18d)
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After the spatial discretization of the weak form (cf. section 3.1.2) the PDE system, Equa-
tion 3.18, has become a large set of ODE, where each nodal value is an unknown func-
tion in time. For a broad overview over numerical solution techniques of such initial-value
problems, the reader is referred to a large variety of textbooks [101, 102]. Due to the
highly stiff nature of the ODE system, a single-step approach to time-integration was
used in this work. Explicit methods like forward Euler or higher-order explicit Runge-
Kutta schemes cause large oscillations over space and time [103] and are therefore inap-
propriate for this purpose. Hence, a time integration according to the trapezoidal rule has
been implemented. To this end, an explicit first-order ODE is numerically approximated
according to
du
dt
= h(u, t) → u
n+1 − un
τ
=
h(un+1, tn+1) + h(un, tn)
2
, (3.19)
where the superindex n denotes the respective variable at the nth discrete time step.
This implicit time-integrator has an integration error in the order of O(τ2) and showed
satisfactory results in most cases. However, it was found that under extreme conditions
(e.g. if the migration contributions to the total ion flux exceeds the one of the diffusion
flux by far), the numerical solution starts oscillating. In contrast to the aforementioned
explicit integrators, the amplitude of the occurring oscillations is bound. Nevertheless,
this is a severe artifact of the numerical solution, which undermines all numerical benefits
from the higher convergence order. Therefore, a backward Euler scheme was chosen
du
dt
= h(u, t) → u
n+1 − un
τ
= h(un+1, tn+1), (3.20)
which is known for its high robustness [104].
Equations 3.18a–3.18c depend nonlinearly on the system variables. Thus, the equation
system resulting from time-integration (Equation 3.20) is nonlinear as well and thereby
inappropriate for a direct solution by means of linear algebra. Instead, Newton’s method
is employed to solve for the system variables at the end of the current time step.
To solve the implicit, nonlinear equation for a model variable, e.g. u, an estimation of
the future function value ûn+1 is required. In this work, the initial estimation is obtained
from a cubic extrapolation of the 4 most recent function values of each variable at each
node. The estimated function value differs by the prediction error δu from the true future
function value un+1, i.e.
un+1 = ûn+1 + δu. (3.21)
To retrieve this future value, the residue of inserting ûn+1 to Equation 3.20 is linearly ex-
panded in terms of the prediction error δu. The solution of the resulting linear equation
(system) is used to improve the estimated future function value, cf. Equation 3.21. This
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procedure is repeated until the residue is below the error threshold. Applying to Equa-
tion 3.18 the procedure as described, yields the iteration equations for the weak forms
of the model PDEs∫
Ω
dV
(
wci
∑
kl
ĉn+1ikl
{
µ̂n+1k − µnk
}
δµl +ĉ
n+1
i ∇wci · [γ∇ (δµi + zi δϕ)− χ δv]
+
∑
k
ĉn+1ik
[
wci +∇wci ·
{
γ∇
(
µ̂n+1i + zi ϕ̂
n+1
)
− χ v̂n+1
}]
δµk
)
=
−
∫
Ω
dV
(
wci
∑
k
ĉn+1ik
[
µ̂n+1k − µnk
]
+ĉn+1i ∇wci ·
[
γ∇
(
µ̂n+1i + zi ϕ̂
n+1
)
− χ v̂n+1
])
,
(3.22a)
∫
Ω
dV
(
−wϕ
∑
ik
zi ĉ
n+1
ik δµk + β∇wϕ · ∇δϕ
)
=
∫
Ω
dV
(
wϕ
∑
i
zi ĉ
n+1
i − β∇wϕ · ∇ϕ̂n+1
)
,
(3.22b)
∫
Ω
dV
(
κ∇wvi · ∇δvi + wvi
[
δvi + χ
(
v̂n+1 · ∇
)
δvi+
χ (δv · ∇) v̂n+1i + χ δp,i + χ
∑
k
zk ĉ
n+1
k δϕ,i + χ
∑
kl
zk ĉ
n+1
kl ϕ̂
n+1
,i δµl
])
=
−
∫
Ω
dV
(
wvi
[
v̂n+1i − vni + χ
(
v̂n+1 · ∇
)
v̂n+1i + χp̂
n+1
,i
+χ
∑
k
zk ĉ
n+1
k ϕ̂
n+1
,i
]
+ κ∇wvi · ∇v̂n+1i
)
,
(3.22c)
∫
Ω
dV χ∇wp · δv = −
∫
Ω
dV χ∇wp · v̂n+1. (3.22d)
In the linearized weak form, Equations 3.22, all known terms are collected on the right-
hand-side of the equations. The left-hand-side depends linearly on the prediction error,
for which the equation system is solved. After the Newton iteration converged, the future
value is accepted as current value and the next time step is treated.
3.4 CONVERGENCE ACCELERATION
The PNP equations are an exceptionally stiff PDE system, particularly for large applied
electric fields. This implies that in order to solve an initial value problem with the scheme
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described in section 3.3, many oscillation periods have to be calculated to obtain the
asymptotic periodic solution. Especially at intermediate frequencies ωT1 ≪ ω ≪ ωT2,
the amount of necessary time-steps per period is particularly high.
Generally, a direct solution for the asymptotic periodic problem is possible. This requires
to consider all time steps of one period in one equation system and pose periodic bound-
ary conditions for the first and the last time step within the period time. This approach
increases the size of the equation system dramatically, even when a coarse time dis-
cretization is applied. Even worse, the resulting equation system is much more stiff
and the matrix associated to it is less sparse. As a consequence, the resulting iteration
scheme has an extremely low convergence rate and a particularly small convergence ra-
dius. This means, a direct solution for the asymptotic periodic state of the PNP equations
is computationally unfeasible.
The convergence acceleration is a new methodology to efficiently retrieve the asymp-
totic periodic solution of the PNP equations. The physical solution to this problem is
unique and attractive, which means that all initial conditions converge towards the same
asymptotic solution. Thus, the task to find the asymptotic periodic solution is equivalent
to searching for an initial condition, which is reobtained after one time period has passed.
The first initial condition is chosen as c1(r) = c2(r) = cb. Notably, no time derivatives
of the electric potential occur in the Poisson–Nernst–Planck equation and hence no ini-
tial condition for ϕ is needed. Based on the present initial condition, the time-evolution
over one half period is simulated. If the considered initial condition equals the initial
condition of the asymptotic periodic solution, the time-symmetry property applies (cf.
Equation 2.46 on page 29)
c1(r, t) = c2(r, t − T / 2), (3.23a)
ϕ(r, t) = −ϕ(r, t − T / 2). (3.23b)
Otherwise, the next generation of initial conditions are determined as an averaging ac-
cording to
ĉ1(r, 0) = [c1(r, 0) + c2(r, T / 2)] / 2 (3.24a)
ĉ2(r, 0) = [c2(r, 0) + c1(r, T / 2)] / 2 (3.24b)
Usually, the deviations from the asymptotic periodic solution exhibit different signs for
the initial and final concentration profiles. Thus, by averaging them, the errors cancel out
partially and a fast-converging sequence of initial conditions is obtained.
An improved convergence acceleration applies a continuous averaging, i.e. after each
time step performed according to section 3.3, the updated concentration is modified
with a simulation result from the past. With N = T / (2 τ) as the number of time steps in
a half period, the improved convergence acceleration for each time step is given by
ĉn1 =
(
1 − 2−N
)
cn1 + 2
−Ncn−N2 , (3.25a)
ĉn2 =
(
1 − 2−N
)
cn2 + 2
−Ncn−N1 . (3.25b)
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For concentrations with a negative superindex the uniform ion concentration ci(r) = cb
is used. Since the time-evolution of the PNP equations is calculated in terms of the
chemical potentials µi , before/after each time step a conversion from/to the concentration
domain is needed. The iteration is terminated when the convergence criteria⏐⏐⏐ck1 − ck−N2 ⏐⏐⏐
ck1 + c
k−N
2 + 10
−3cb
≤ 1%,
⏐⏐⏐ck2 − ck−N1 ⏐⏐⏐
ck2 + c
k−N
1 + 10
−3cb
≤ 1% (3.26)
is fulfilled for the past N time steps in the entire simulation domain.
For the simulation parameters used in this work, convergence is typically achieved within
the first ten oscillation periods. In summary, the convergence acceleration as developed
in this work enables the fast and efficient solution of the extremely stiff PNP equations.
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4 DISCUSSION AND CONCLUSIONS
Summary
The goal of this thesis was to model and simulate the electric field-assisted nanowire
growth from aqueous solutions. By comparison with related experimental studies, it
was possible to unveil the underlying principles of the nanowire growth mechanisms.
This knowledge is essential to improve the protocols of nanowire growth such that the
application requirements of straight, thin and unbranched nanowires can be met. In this
work, two different technologies of nanowire fabrication have been considered: first,
the dielectrophoretic nanowire assembly (DEP) from uncharged chemical complexes or
metal clusters and second, the directed electrochemical nanowire assembly (DENA).
For the dielectrophoretic nanowire growth, an aged K2PtCl4-solution is considered as the
precursor. During the aging-process the [PtCl4]
2 – -ions undergo a hydrolysis, in which
chloride ligands are replaced by water. The ligand exchange is accompanied by a change
of the overall complex charge. In this manner, particularly for small precursor concentra-
tions, a solution with cis – PtCl2(H2O)2 as the dominant platinum agent is obtained. This
platinum complex is an electrically neutral dipole and is therefore subject to the dielec-
trophoretic force. An experimental analysis of such solutions revealed additionally the
presence of platinum clusters [21].
The nanowire growth was simulated using a model that incorporates diffusion and migra-
tion due to the dielectrophoretic force. The obtained predictions regarding the nanowire
growth velocity and morphology are compared to an experimental study by A. Nerowski
[21], in which nanowires were grown from aged K2PtCl4-solutions at various tempera-
tures and for different precursor concentrations. From the analysis it is found that for
high temperatures the nanowire growth is transport-limited, whereas for low tempera-
tures a reaction limitation is observed. Overall, this model shows merely a qualitative
agreement with the high-temperature experimental results. It is concluded that an addi-
tional transport mechanism acts on the complexes and/or clusters.
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Through additional modeling and simulations, a fluid flow caused by the dielectrophoretic
force could be ruled out as a candidate for this additional transport. Therefore, an alter-
native model that includes an AC electro-osmotic (ACEO) fluid flow in addition to the
diffusion and dielectrophoretic migration was implemented. The established methods to
calculate the ACEO fluid flow apply the slip velocity approximation, which considers the
differences in fluid motion between both ends of thin double layers. Since the typical fea-
ture sizes of growing nanowires are much smaller then the thickness of the double layer,
this simplification is not applicable in the present context. Thus, a spatially-resolved body
force is calculated in the double layer region, which is employed in the Navier–Stokes
equation to obtain the ACEO fluid flow. To this end, the structure of and the charge distri-
bution within the double layer have been investigated by considering the ion transport in
the solution under the influence of large electric fields by means of the Poisson–Nernst–
Planck equation. To account for the finite-size of ions, a modified chemical potential was
used.
A particular numerical difficulty was encountered in solving the exceptionally stiff set of
partial differential equations owing to the multi-scale time and geometry modeling. To im-
prove the convergence rate of the algorithm that determines the asymptotic, periodic ion
distribution, a so-called convergence acceleration has been introduced. This methodol-
ogy exploits the time-antisymmetry between the cations and anions and thereby returns
the input data for the ACEO fluid flow calculation much faster.
The simulation of ion dynamics around nanoelectrodes for large applied electric fields
revealed novel ion concentration patterns. Typically, during the half-period with an attrac-
tive electric field, the ion concentration up to about 1 nm from the electrode exceeds the
bulk concentration value by several orders of magnitude. In the other half-period, the ions
are repelled by a few hundred nanometers and the solution in proximity of the electrode
is virtually free of this ion type. Through this interplay of the cations, anions, and the
highly inhomogeneous electric field, a dynamic double layer with a very thin inner and an
extremely wide outer layer is formed.
For these dynamic double layers the electric field and potential is evaluated. The electric
field is found to consist of three contributions. The first is the external electric field,
which can be observed in a charge-free dielectric or vacuum. The second contribution is
the field screening, which is caused by the counter-charges in the double layer. The third
contribution is the field enhancement, which ensures the Dirichlet boundary conditions
of the electric potential. This means that for large charge densities close to the electrode,
the electric field is significantly increased compared to the external electric field. Far from
the electrode, in the bulk region, the electric field is strongly diminished.
Depending on the ion concentrations and the electrode curvature, three different fre-
quency ranges can be distinguished. Below the lower transition frequency ωT1, the ion
concentration profiles are quasi-stationary. The rate at which the AC voltage changes is
so slow that ions are in thermodynamic equilibrium at all times and a full field screening
is observed. In this equilibrium situation, the net force on each ion is zero and conse-
quently, no ACEO fluid flow can evolve.
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Above the upper transition frequency ωT2, the AC voltage changes so fast that the ma-
jority of ions cannot follow the excitation of the external electric field. Thus, at such high
frequencies, the oscillation amplitude of the ion concentration and subsequently of the
body force is extremely diminished. As a second consequence, the space charge density
becomes sinusoidal with a phase shift of roughly 90° relative to the exciting AC electric
field. Hence, the body force driving the ACEO fluid flow has a marginal time average
compared to its already drastically reduced amplitude. The resulting ACEO fluid flow
therefore shows oscillating directions and a relatively small time average. It should be
mentioned that in this high frequency regime small deviations in the ion distribution (e.g.
caused by numerical errors in the simulation) may already lead to noticeable changes in
the time average of the fluid flow.
For intermediate frequencies between the lower and the upper transition frequency,
feature-rich and highly nonlinear concentration profiles develop. The corresponding ACEO
fluid flow exhibits a complex three dimensional flow pattern. The closed stream lines sur-
round a semi-circular vortex line, which has a radius of several hundred nanometers. The
stream lines have an extension of several micrometers and their orientations in the vicin-
ity of the nanowire are inverse to the direction of nanowire growth.
Since the simulation of the dynamic double layer in the axisymmetric, two dimensional
coordinate system is computationally highly expensive, a simplified calculation based on
an one-dimensional solution of the Poisson–Nernst–Planck equation has been studied.
In the intermediate frequency range, the obtained simulation results are in qualitative
agreement with the solution of the full, two-dimensional problem. In the high frequency
regime, the one-dimensional simplification fails due to the already mentioned high error
sensitivity of the body force’s time average.
The nanowire growth simulation based on diffusion, dielectrophoretic migration, and
ACEO fluid flow as material transport mechanisms provided two major insights: first,
for nanowires grown from complexes, the introduction of the ACEO fluid flow has a neg-
ligible effect on the nanowire growth velocity and morphology. This means the mismatch
between the theoretical predictions and the experimental results remains. Second,
nanowire growth by metal cluster assembly is highly affected by the additional ACEO
fluid flow and the calculated growth velocity is increased to the experimental level.
In detail, it is found that due to the low diffusion coefficient of the metal clusters, the
convective flux due to the ACEO fluid flow becomes the main transport mechanism for
intermediate distances to the wire surface (micrometer range). In the proximity of the
nanowire (up to about 200 nm), transport is dominated by the dielectrophoretic force,
whereas in the long range (more than a few µm), diffusion is the major contribution
to the particle flux. Since only the modeling for the case of a metal cluster assembly
in the presence of an ACEO fluid flow is able to reproduce the experimental results
quantitatively, this is considered as an evidence for both assumptions.
Based on the found mechanism for dielectrophoretic nanowire assembly, parameter op-
timizations to grow thinner and straighter nanowires are derived. To this end, a geomet-
ric scaling law of the Poisson–Nernst–Planck equation and the Navier–Stokes equation is
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considered, which aims at a miniaturization of existing nanowire growth protocols. More-
over, an optimization strategy on the basis of particle flux contributions is discussed. The
resulting suggestions regarding the particle concentration and size, ion concentration, AC
frequency and voltage, and electrode geometry design are presented in section 2.6.4.
The second major nanowire growth mechanism discussed in this work is the DENA
scheme. As highlighted in section 2.7, the directed electrochemical nanowire assembly
from cationic and anionic precursors obeys fundamentally different mechanisms. Since
nanowires grown from anions have a thinner diameter and a much better morphology
control, this methodology was investigated in more detail by the example of H2PtCl6-
solutions. In this case, the anionic precursors are [PtCl6]
2 – -ions and their hydrolysis
products.
The electrochemical conversion of these ions to metallic platinum at the electrode is in-
duced by the electric field. For this process three alternative mechanisms have been
proposed and their respective kinetics modeled. The first scenario considers the energy
gain during a charge transfer process from the electrode to a platinum complex anion
in a high electric field. This energy difference contributes to the free reaction enthalpy
and thereby affects the reaction rate. In the second scenario, the provision of electrons
through tunneling from the electrode to the complex is considered as the rate-limiting
step. In the third alternative, the field-induced polarization of the complex ions is dis-
cussed. Through polarization of the platinum complex molecule, the binding energy of
one particular bond is selectively weakened, which facilitates a thermally activated de-
composition of the precursor. By comparing CP2K simulations with experiments, a quan-
titative agreement of the electric field threshold with the bond weakening mechanism is
found. The other possible mechanisms could be ruled out, because they demonstrated
an insufficient sensitivity towards the electric field strength.
The identification of the reaction kinetics allowed to deduce the principle behind the
anionic DENA mechanism: negatively charged complexes need further electrons to be
reduced in order to enable a metallic deposition. However, during the negative half
wave, when electrons are available in excess, the complex anions are repelled from
the electrode. Since the charge transfer can only happen in the vicinity of the electrode,
this leaves only a small time frame for the reduction of the metal complex anion to take
place before their concentration is depleted. To model the ion transport in the solution,
the previously discussed Poisson–Nernst–Planck equation is reused.
In contrast to the previous application of ion transport simulations in the ACEO fluid flow
calculations, in the case of nanowire growth by DENA the complex anions are consumed
during the deposition reaction. Only the application of a numerical trick allows to lead
back the DENA growth problem to the previously employed, blocking electrode bound-
ary conditions. This procedure is a key prerequisite for the convergence acceleration
and furthermore decouples the nanowire growth simulation from the numerically highly
expensive retrieval of the stationary solution of the Poisson–Nernst–Planck equation. As
such, this step is crucial for the computational feasibility of the DENA simulation.
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The influence of the voltage signal shape is found to be of utmost importance for the
growth velocity and the morphology of DENA-grown nanowires. The nanowire growth
velocity distribution was monitored for a sine signal as well as a rectangular signal shape
with a limited slew rate. To investigate the length and thickness growth of nanowires
separately, the signal shape studies were carried out for one-dimensional spherical and
cylindrical geometries. By comparing these results with experiments, the reaction rate
parameters needed for the simulation could be estimated.
According to the simulation results, the straightest and thinnest nanowires grow when a
rectangular signal is used in the DENA process. The mechanism driving this tendency is
based on the large voltage slope of the signal: the sooner the field-assisted reaction of
complex anions sets in, the more ions are available on the nanowire surface for a reduc-
tion. Since the electric field at the nanowire tip is the largest, the reaction is triggered
there first. However, if the slew rate is too high, the growth is enabled on the whole
nanowire surface and the nanowires grow substantially in thickness as well.
To avoid thickness growth and to improve diameter controllability of the nanowire, an
innovative voltage signal shape has been constructed. The design rule specifies the valid
parameter range for the RMS-voltage, the frequency and the slew rate. The designed
signal supports nanowire growth from both electrodes simultaneously. As an additional
feature, the proposed signal allows the tailoring to the employed precursor and the de-
sired nanowire diameter.
Conclusion
In direct comparison, the DENA methodology yields straighter and thinner nanowires
than the DEP nanowire assembly . The main reason is that DEP-grown nanowires are as-
sembled from clusters and their size poses a strict minimum to the accessible nanowire
diameter, but also promotes the branching of the nanowire. A reduction of the clus-
ter size and ultimately the transition to a complex assembly would–in principle–lift the
geometric diameter restrictions, but simultaneously it induces a more isotropic growth,
which again leads to thicker nanowires. Therefore, an intermediate cluster size should
be chosen to establish an optimal trade-off between the two effects. A further optimiza-
tion of the nanowire growth can also happen by decreasing the cluster concentration
and increasing the fluid flow velocity, which in turn requires a higher AC voltage, an in-
creased electrolyte concentration, and an adjusted AC frequency. Unfortunately, the cur-
rent progress in the experiments has already explored the majority of the optimization
means so that the potential for further improvement is nearly exhausted. In contrast, for
DENA nanowires with a diameter of around 20 nm the particle size limitation has not yet
been reached. Therefore, by tailoring the reaction kinetics as described above, it should
be possible to manufacture even thinner nanowires.
Due to the versatile applications of metallic nanowires the wish to transfer this technol-
ogy to different metals arises. Since the DEP approach relies only on the polarizability of
the clusters and the presence of an ACEO fluid flow, it can be immediately transferred
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to virtually any conductive cluster. For base metals it might be necessary to switch to
water-free solvents to prevent their oxidization or dissolution. This vast flexibility of the
DEP method allows for entirely new applications, like e.g. the co-deposition of different
materials.
The substitution of the anionic precursor for the DENA approach comes with serious
changes. The field-induced bond weakening, which provides the good controllability of
the nanowire growth, requires chemically highly stable complex anions, which only in
conjunction with high electric fields undergo a reaction. For platinum and other noble
metals, chloro-complexes fulfill this need. However, for various applications also less
noble metals like copper and indium are of great interest, as their oxides exhibit semi-
conducting properties. For these metals chloro-complexes do exist, but they decompose
significantly in solution by thermal activation alone. This can be offset only to some ex-
tent by lowering the solution temperature. Particular for copper [16, 105] and indium [2]
cation-based DENA protocols exist, but the resulting nanowires are much thicker and
more branched than what is achievable by anion DENA. Therefore, to grow copper or
indium nanowires with the anion DENA method, more stable anionic complexes are
needed that have a stronger bond between the central ion and its ligands.
Good candidates for such strong-bonding ligands are polydentate organic anions like e.g.
EDTA, EDDS, or NTA, as these ligands form stable complexes with most multivalent
metal cations. If needed, the stability of the complexes can be adjusted through the pH
of the solution. A second problem one faces when growing nanowires from less no-
ble metals is the dissolving tendency, in particular during the positive voltage half wave.
This can be overcome by either employing an inhibition agent, which coats the nanowire
during the positive half wave and thereby prevents the dissolution, or by re-complexing
cations created during the dissolution. For both approaches the aforementioned poly-
dentate anions should be a good choice. Satisfying these prerequisites, it should be
possible to control the nanowire growth by optimizing the voltage signal shape as dis-
cussed above.
For a mass-market application of metallic nanowires, a low-cost industrial-scale fabrica-
tion technique is needed. To this aim, the growth of nanowires from aqueous solutions
is a highly promising technology as it combines a high yield with a minimal process com-
plexity. An additional advantage of the method is that the nanowires grow from electrode
to electrode, which spares an extra bonding step. Against this background, the insights
on the growth mechanism of nanowires provided by this dissertation mark a major step
towards the introduction of nanowire-based products in our everyday life.
Outlook
Future work could address improvements in the modeling to enhance the accuracy of
model predictions, experimental studies to verify the modeling and to determine missing
or refine existing parameters.
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For example, the geometry of the growing nanowire tip is known only approximately.
To investigate the tip shape more closely, it is advised to vary the nanowire tip shape
until a length growth with a stationary tip geometry is observed. This investigation could
also address the unsolved, related problems of wire nucleation, the coexistence of vol-
ume and surface wires, tip splitting, and the interruption of nanowire growth. However,
this kind of analysis would require the consideration of asymmetric three-dimensional
geometries, which strongly increases the computational costs.
A second issue for future works could be to improve the material laws used for the
simulation. For example, in the present work, the dielectric constant was considered to
be independent from the electric field strength and the ion concentration in the solution.
An atomistic modeling of the solution could provide an effective modeling suitable for
use in a continuum description.
The modeling of cation-based directed electrochemical nanowire assembly has not been
considered in this work, since experimental evidence suggests that the anion-based
counterpart yields straighter and thinner nanowires. Nevertheless, a better understand-
ing of the relevant mechanism could result in a significantly improved control, which
possibly allows to grow nanowires of comparable quality with the cation DENA process.
Moreover, the present work also raises experimental questions. On the basis of the
DENA modeling for anions, a novel AC signal design to grow straight metallic nanowires
with a controllable wire diameter has been proposed. The experimental verification of
this approach is highly interesting. In particular, a parameter study with the target of
identifying the activation energy and the reaction rate constant of the deposition reaction
would add a high value, since it allows for a precise design of the nanowire growth
protocols.
Similarly, it has been reasoned that employing polydentate organic anions as precursors
should enable the growth of nanowires made from less noble metals in the same quality
as for the platinum nanowires. To predict the growth of nanowires from these types
of precursors more precisely, a systematic experimental investigation of the subject is
urgently needed. Only through comparison of experimental and theoretical results, the
idea can be developed further.
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