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Solvation dynamics in liquid water is addressed via nonequilibrium energy transfer pathways
activated after a neutral atomic solute acquires a unit charge, either positive or negative. It is
shown that the well-known nonequilibrium frequency shift relaxation function can be expressed
in a novel fashion in terms of energy fluxes, providing a clearcut and quantitative account of the
processes involved. Roughly half of the initial excess energy is transferred into hindered rotations of
first hydration shell water molecules, i.e. librational motions, specifically those rotations around the
lowest moment of inertia principal axis. After integration over all water solvent molecules, rotations
account for roughly 80 % of the energy transferred, while translations have a secondary role; transfer
to intramolecular water stretch and bend vibrations is negligible. This picture is similar to that
for relaxation of a single vibrationally or rotationally excited water molecule in neat liquid water,
although solvation relaxation is more non-local. In addition, we find a remarkable independence
of the main relaxation channels on the newly created charges sign. Although the methodology is
applied here to the simplest solute case, the approach is rather general, and it should be at least
equally useful in more realistic and complex scenarios.
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I. INTRODUCTION
Solvation dynamics or relaxation, i.e. the dynamic
response of a surrounding solvent (or more generally
an environment) to a charge redistribution of a solute
upon its electronic excitation, has attracted consider-
able attention over the years, both experimentally and
theoretically1–9. From the experimental standpoint, its
study has mostly centered up to now on the electronic ex-
citation of fluorescent probes10–12, which generally entails
charge redistribution on the solute. The ensuing time
dependent frequency shift encapsulates the complex dy-
namics that results from free energy minimization of the
solvent to the new solute configuration. While originally
focused on relatively simple solutes in comparatively
simple environments, the study of solvation dynamics
has now spread to a panoply of situations including
—among others— electrolyte solutions13,14, supercriti-
cal fluids15–17, ionic liquids18,19, liquid interfaces20,21,
micelles22,23, hydrophobic cavities24, proteins25–30, and
DNA31–34.
Among the initial rationales for the study of solva-
tion dynamics was the determination of solvation time
scales and the connection of those dynamics to the rates
of chemical reactions. The closest solvation dynamics-
reaction rate connection is for low barrier electron2,5,35,36
and proton transfers37, with a partial connection for
other reaction classes38–40 . There is however another po-
tential solvation dynamics connection which is relatively
little explored, i.e. if the solvent relaxation were to be
analyzed in terms of energy flow or transfer into solvent
degrees of freedom, this could provide information useful
for comprehending chemical reaction microscopic mecha-
nisms or reaction paths, beyond the more limited issue of
the reaction rate41. Indeed, the channeling of energy in
chemical reaction pathways depends critically on trans-
lational, rotational and vibrational modes of the solvent.
In the present paper, we illustrate the development of
such an energy flow perspective for solvation dynamics.
Unfortunately, the information provided by solvation
dynamics experiments is generally limited to the time
scales involved. As a result, numerical simulation has
become particularly useful for theoretical interpretation.
This is the route we will follow for the application of
the energy flow perspective, but before doing that, we
briefly discuss the traditional computational approach to
the problem.
The most popular computational approach for solva-
tion dynamics, which has often been quite useful in inter-
preting some of its features, has consisted in ascertain-
ing, most often by inferring, the solvent modes involved
in a somewhat indirect way, namely from the equilibrium
time correlation function (tcf) of energy gap fluctuations
(the energy difference between ground and excited so-
lute states, with the solvent initially in equilibrium with
the solute ground state). Comparison of the associated
power spectrum with the known spectroscopic features of
the solvent has sometimes served to qualitatively identify
the solvent motions involved; the situation here is analo-
gous to that for tcf studies of vibrational energy transfer,
where similar comparisons implicate e.g. which solvent
modes are energy receptors without directly observing
the solvent molecules receiving the energy42–45. It is to
be noted that, besides its qualitative character, this tcf
2approach suffers from additional limitations. Most im-
portantly, it invokes the validity of linear response theory,
which is an issue to consider here, given the large pertur-
bations inherent to the creation or alteration of a charge
distribution; indeed linear response is not always applica-
ble to the solvation dynamics problem46–49. Even when
such a treatment does a reasonable job on the overall
time dependence, this is no guarantee that detailed anal-
ysis involving molecular features within this formulation
is completely reliable. Further, even within the frame-
work of linear response theory, there is not a unique way
to proceed for this particular problem. Namely, while
usually the energy gap time dependence is computed
with the solvent in equilibrium with the solute ground
state electronic surface, it is at least equally reasonable
to compute it with the solute’s excited state dynamics50.
In addition, it is important to note that the qualitative
identification of the spectral bands involved requires lit-
tle band overlap in the accepting solvent modes. This
is fortunately the case in water, where translational, li-
brational and vibrational bands are fairly well separated
but, even in this case, it does not allow for instance to
ascertain which molecular rotations (i.e. which principal
axes) are involved, due to their spectral overlap.
Recently, we have shown that, via a power/work for-
mulation, a detailed computation of energy fluxes51, as
opposed to energy fluctuations (in equilibrium compu-
tations) or energy changes (in nonequilibrium compu-
tations), constitutes a most convenient method to un-
ravel at the molecular level the energy relaxation pro-
cesses that follow nonequilibrium excitations of solute
vibrational and rotational modes. This approach has
provided a fresh and clearcut perspective on the en-
ergy pathways for vibrational51,52 and hindered rota-
tional relaxation53 in neat liquid water. The crucial ad-
vantage of this methodology is that it pinpoints which
solvent molecules/modes/solvation shells account for the
absorption of the excess energy, providing a quantita-
tive computation of the proportions thereof. As we have
pointed out51, the same approach should prove valuable
in the case of solvation relaxation of an electronically
excited solute. It will be shown within that the compu-
tation of energy fluxes for this problem renders a much
more rich picture both qualitatively and quantitatively.
It is important to note, in addition, that the energy flow
perspective is definitely closer to the experimental situ-
ation: as a nonequilibrium approach, it does not require
the system to be close to the linear response regime. In
fact, the ability of this method to pinpoint the recipients
of the energy fluxes can be of help in this connection as
well. In particular, it allows a more detailed scrutiny of
the differences between equilibrium and nonequilibrium
simulations, now in terms of energy fluxes instead of the
usual (and more coarse) comparison of energy gap relax-
ation functions.
Since this is the first instance where the energy flux
methodology is applied to solvation dynamics, we fo-
cus on the simplest solute system, one that in fact
has been a workhorse of the field, namely a neutral
monoatomic that suddenly acquires a unit charge (with-
out size change). Indeed, a large part of the present
insight on solvation relaxation comes from the study of
simple ions15–17,46,48,54–57 or dipoles50,58,59. We note that
in this case, for which the solute is initially neutral,
the frequency shift can be directly identified with the
Coulomb energy of the solute-solvent interaction50 (see
below). The computational procedure is thus extremely
simple: starting from independent configurations of a
neutral solute to which the solvent is equilibrated, a unit
charge is placed on the solute and the ensuing transfer of
Coulomb energy into the solvent and solute modes is fol-
lowed and averaged over nonequilibrium trajectories60.
It is worth stressing that, while the chosen solute and
computational procedure are simple, the solvent chosen
is water, for which that epithet is hardly applicable. Fi-
nally, since we have selected such a well-studied solute
situation, there will be a certain overlap of the conclu-
sions of the present work with prior work, especially with
the studies by Maroncelli and Fleming46, by Tran and
Schwartz56, and by Bagchi and coworkers61–63 on much
the same system. In such cases, we indicate what is new
or advantageous in our own approach64.
We need to add an important word here on the lan-
guage we will use within for rotations. The water modes
in question are in actuality librational motions, i.e. hin-
dered rotations. Unfortunately, no practical description
of the librational modes in water is currently available,
and we employ the water molecules rotational kinetic en-
ergy as the modes for the application of the formulation.
We will thus typically employ the nomenclature “rota-
tion” or “rotational”, but will occasionally use “libra-
tional” in circumstances where it is appropriate.
The outline of the remainder of this paper is as follows.
In Sec. II, we present the basic theoretical formulation.
Sec. III is devoted to summarizing the computational
procedures and parameters used. A detailed discussion
of the results obtained is the subject of IV. Concluding
remarks are offered in Sec. V.
II. THEORY
A. Solute and solvent description
We first summarize the theoretical construct that al-
lows us to link the experimental frequency shift with the
Coulomb energy computed in a numerical simulation. We
follow Ref. 50, with minor adjustments, now applied to
a simplified model of a monoatomic solute which can be
in either of two electronic states: a neutral ground state
(denoted with the subscript ns) and an excited charged
state (cs). The Hamiltonians including the solvent are,
respectively,
Hns = K +H
0
ns +Hs + Uns,s, (1)
Hcs = K +H
0
cs +Hs + Ucs,s. (2)
3The first two terms correspond in each case to the con-
tribution associated with the unperturbed solute: K de-
notes the kinetic center of mass translational energy, and
(H0ns, H
0
cs) are the constant electronic energies in the
ground and excited states respectively, so that the un-
perturbed transition energy is given by
h¯ω0 = H
0
cs −H0ns. (3)
The solvent kinetic and potential energies are grouped
into the single Hs term. Finally, the terms (Uns,s, Ucs,s)
correspond to the solute-solvent interactions in the solute
ground and excited states respectively. In the present
model, the neutral interaction is represented by Lennard-
Jones (LJ) interactions between the solvent molecules
and the solute. The interaction with the charged state is
represented by an additional Coulomb interaction (V ccs,s),
so that the energy gap between both states (for a given
solvent configuration) is expressed
∆E(t) = Hcs −Hns = V ccs,s(t) + h¯ω0, (4)
which shows that the instantaneous frequency shift
(∆E(t) − h¯ω0) is given solely by the instantaneous
Coulomb energy of the solute-solvent interaction. The
average frequency shift (δh¯ω) can thus be determined as
a nonequilibrium average over trajectories (denoted by
overbars)
δh¯ω(t) = V c(t), (5)
where the subscripts of the Coulomb energy have been
dropped for clarity (as will be done whenever no confu-
sion is introduced).
Moreover, the normalized frequency shift, which is the
usual focus of interest, can also be expressed in terms of
Coulomb energies as well
S(t) ≡ δh¯ω(t)− δh¯ω(∞)
δh¯ω(0)− δh¯ω(∞) =
V c(t)− V c(∞)
V c(0)− V c(∞) . (6)
In the usual computational approach based on the va-
lidity of linear response, this function is identified with
the equilibrium time correlation function
C(t) =
〈δV c(t)δV c(0)〉〈
(δV c(0))
2
〉 , (7)
where δV c(t) ≡ V c(t) − 〈V c〉, and the mean values are
computed over a long trajectory in the ground state of
the solute (i.e. with a neutral monoatomic in the present
case). It is here that we see that another possibility is to
perform a similar equilibrium calculation with a excited
state charged monoatomic which, at least in the case of a
model diatomic, results in a somewhat better agreement
with S(t).
B. Power and work
We now turn to the approach applied here, and its
connection with the formulas above. As detailed in
Refs. 51,52 the motivation for a nonequilibrium approach
based on the computation of energy fluxes (power) stems
from the simple fact that these fluxes can be disentagled
in terms of the contributions from each molecule and its
degrees of freedom. This provides a detailed and sim-
ple view of the process. In our view, this feature is not
shared by formula 7, in which contributions from differ-
ent molecules appear highly entangled, making it diffi-
cult —or at least not all straightforward— to ascertain
the origin of the relaxation in terms of molecular contri-
butions to time correlation functions49,65,68.
For our problem, we are interested in the time evolu-
tion of the Coulomb potential energy over nonequilibrium
trajectories. Starting from an equilibrated neutral solute
and solvent, a charge is created, and the solute and sol-
vent subsequently evolve respectively in the presence of
the excited solute state. The corresponding Hamiltonian
(without constant terms) is
H = Ksolute + V
c
cs,s + V
LJ
cs,s +Ksolvent + Usolvent, (8)
where the last two terms are the Hamiltonian Hs in Eqs.
1,2.
The time derivative of the quantity of interest (the
solute-solvent Coulomb energy) can be simply expressed
in terms of Poisson brackets51 as
dV c
dt
= [V c, H] = [V c,Ksolute] + [V
c,Ksolvent] =
= − ~F cs · ~vs −
∑
j
~F cns,j · ~vj , (9)
where ~F cs denotes the total Coulomb force on the solute,
and ~F cns,j the corresponding force on each molecular site
(j) resulting from the newly created charge on the solute
(note that this Coulomb force is not the total Coulomb
force acting on the site, as it does not include Coulomb
interactions with the rest of the solvent molecules). In
short, the important point to note is that the time vari-
ation of the Coulomb energy is expressed in terms of a
simple sum of energy fluxes (power, P ) into the various
sites, i.e.
dV c
dt
= −P csolute −
∑
j
P cj . (10)
While this sum is performed over all molecular sites,
depending on the model employed (rigid/flexible water
molecules), it can also be expressed in terms of a sum
over translational, hindered rotational and vibrational
modes (flexible molecules), or just over translations and
rotations (rigid molecules), as is done in Section II C.
Of course, for the solvation dynamics/relaxation prob-
lem, and as is evident from Eq. 6, we need the integrated
4result (V c(t)), which is straightforward from Eq. 10,
V c(t)− V c(0) = −W csolute −
∑
j
W cj ≡ ∆V c(t), (11)
i.e. a sum over the works on each site stemming from the
solute-solvent Coulomb forces. The increment (∆V c(t))
defined by this formula will constitute our main focus of
interest, since it can be easily shown that Eq. 6 can be
written
S(t) =
∆V c(t)
V c(0)− V c(∞) + 1, (12)
i.e. S(t) is a normalized and shifted version of ∆V c(t), so
that the latter (not being normalized) contains somewhat
more information.
C. Mode participation in solvation relaxation
As stated above, the energy fluxes into each one of the
molecular sites can be split into the modes of interest,
which depend on the solvent molecule models used.
1. Rigid molecules
In this case, we only need to consider that for each
molecule (i), the velocity of a molecular site (ia) is given
by
~via = ~v
CM
i + ~ωi × ~ria , (13)
where ~vCMi denotes the center of mass velocity, ~ωi is the
rotational angular velocity, and ({~ria}) denote the posi-
tion vectors with respect to the molecular center of mass.
The contribution to the power from each molecule (see
Eqs. 9,10) is thus
Pi =
∑
ia
~via · ~F cia =
∑
ia
(~vCMi + ~ωi × ~ria) · ~F cia =
= ~vCMi · ~F ci + ~ωi · ~τ ci ≡ PTi + PRi , (14)
i.e. there is a translational contribution, PTi (where
~F ci
denotes the total Coulomb force exerted by the ion),
and a rotational contribution, PRi (where ~τ
c
i denotes the
torque on the solvent molecule exerted by these same
forces).
In its integrated form, the function of interest (∆V c(t))
can be now expressed in terms of a sum of works on
rotations and translations,
∆V c(t) = −WTsolute −
∑
i
WTi −
∑
i
WRi , (15)
where the first term on the right denotes the Coulomb
work on solute translation, while the last two terms
denote work on translations and rotations of the sol-
vent molecules, again resulting from the solute-molecule
Coulomb interaction. As emphasized in the Introduc-
tion, the crucial advantage of this expression stems from
the fact that it is clearly partitioned into molecular and
mode contributions, i.e. we can unambiguously ascer-
tain the participation of each molecule and whether this
contribution is related to its translation and/or rotation.
This approach can be further extended for both trans-
lations and rotations. Thus, work on rotations can be
partitioned into the contributions from each principal
axis, since in the body-fixed frame of reference we can
write
~ω · ~τ c = ωx · τ cx + ωy · τ cy + ωz · τ cz , (16)
with the definition of axes given in Figure 1. It is impor-
tant to note that these axes are here ordered according
to increasing moment of inertia, as given in the following
in terms of the bend angle (θ) and bond length (R)
Ixx =
2R2mOmH
M cos
2( θ2 )
∼= 0.6;
Iyy = 2mHR
2 sin2( θ2 )
∼= 1.3;
Izz = Ixx + Iyy ∼= 1.9,
(17)
where the numbers correspond to the geometry of the
rigid model used here (in units amu·A˚2).
FIG. 1: Definition of axes for the water molecule.
In the case of translations, we can also partition the
work into two contributions. The polarizability spectrum
following electronic excitation of a dye has been recently
measured experimentally for acetonitrile and chloroform
solvents69. These measures have been partitioned into
isotropic and anisotropic components, as defined from ap-
propriate combinations of the experimental signals based
on their symmetry. Inspired by these measures, we have
partitioned the translational work into that along the ion-
molecule axis, which we associate with a isotropic com-
ponent, and that perpendicular to that axis, and referred
to as anisotropic.
2. Flexible molecules
In this case, the additional contribution of molecular
stretch and bend vibrations needs to be considered. The
5laboratory velocity of a site (ia) within a given molecule
is given by
~via = ~v
CM
i + ~ωi × ~ria + ~vvia , (18)
where the additional contribution (~vvia) corresponds to
the vibrational velocity in the Eckart frame70. At each
configuration, the center of mass, rotational and vibra-
tional velocities need to be determined from the instan-
taneous positions and velocities, a procedure detailed in
Supporting Information. Once this is accomplished, we
obtain again that the total variation of the solvation en-
ergy can be written as
∆V c(t) = −WTsolute−
∑
i
WTi −
∑
i
WRi −
∑
i
WVi , (19)
i.e. we have an additional vibrational contribution com-
pared to the rigid molecule case, Eq. 15. In principle,
just as for translations and vibrations, this contribution
could be partitioned into the different vibrational modes
of the molecules. We choose not to do so, given the neg-
ligible contribution of this channel for the water solvent,
as shown in Section IV B.
III. COMPUTATIONAL DETAILS
We have considered both flexible and rigid models for
the water solvent. For the rigid case, the SPC/E model71
has been adopted. If a flexible model is used instead, we
have followed the same choice as Tran and Schwartz in
Ref. 56, namely the SPC/F model due to Toukan and
Rahman72, where intramolecular flexibility is achieved by
adding a phenomenological intramolecular force field to
the SPC model. As for the solute, we have again adopted
the same choices as Tran and Schwartz56 for ease of com-
parison. For the solute ground state, the water-solute in-
teraction was chosen to be identical to the water-water LJ
interaction (for this water model, there are no LJ terms
associated with the hydrogens). The excited states, char-
acterized by a positive or negative unit charge, are simply
constructed by grafting the corresponding Coulomb in-
teraction on top of the LJ contribution.
All simulations have been run with an in-house code
using one solute and 199 water molecules, which for a
cut-off distance of half the box length corresponds to an
interaction length of 9 A˚. The Ewald sum correction has
been included for Coulomb forces. The integration time
step is 1 fs for rigid water molecules and 0.25 fs for flex-
ible molecules. After equilibration, the production sim-
ulations consist of a long trajectory from which, every
2.5 ps, the instantaneous configuration is taken as the
initial one for a separate nonequilibrium run, usually of
2.5 ps length as well, along which the quantities of inter-
est are calculated. Temperature control is maintained73
during the equilibration run, and turned off at the start
of each non-equilibrium trajectory. Further details will
be reported within when required.
IV. RESULTS AND DISCUSSION
A. Energy gap relaxation function
Given its central role in solvation relaxation, we start
by summarizing the basic features of the nonequilibrium
energy gap relaxation function, S(t), defined in Eq. 6.
Fig. 2 displays the result obtained for a flexible solvent.
Its behavior is in good agreement with results reported
in the past by many groups17,46,55,57,61–63. The ratio-
nalization of general aspects of this function has been
discussed numerous times as well (see the most recent
review9 for access to the extensive literature here): re-
laxation is basically bimodal with an initial fast decay
(sometimes termed “inertial”)74 followed by a regime
with much slower relaxation (often termed “diffusive”).
The respective weight of these regimes has been seen
to depend on the solvent. In the present water solvent
case, the initial decay (with a time scale of tens of fem-
toseconds) accounts for the largest portion, as is usually
the case for highly dipolar solvents, while the “diffusive”
regime is less important, though not negligible, and is
characterized by a time scale on the order of a picosec-
ond. In addition, in this particular case (ion solvation),
the initial portion of the latter regime is characterized
(in simulations) by marked oscillations superimposed on
the slow decay.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
S(t
)
Time (ps)
FIG. 2: Nonequilibrium energy gap relaxation function (S(t),
see Eq. 6), for positively charged ion and flexible water sol-
vent.
As described in Section II, for the present problem S(t)
is a normalized and shifted version of the Coulomb energy
increment (∆V c(t)), which is the raw function computed
in simulation. Since this is not normalized, ∆V c(t) pro-
vides additional relevant information, as mentioned in
connection with Eq. 12 and as displayed in Figure 3,
which includes the result for both rigid and flexible wa-
ter models (again for a positively charged solute). Their
very similar behavior is reassuring, considering the phe-
nomenological nature of the models used (the slightly
higher long-term stability shown by the SPCE model can
be attributed to the higher site charges). Of probably
greater interest is the substantial change in Coulomb sol-
vation energy, 112 kcal/mol, between the initial (nonequi-
6librium) state and the final (equilibrium) state. It is this
feature —which of course is extreme for the ionic excited
state case— that justifies the concern in connection with
the application of linear response theory, both with re-
spect to time scales and any detailed molecular interpre-
tation.
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FIG. 3: Coulomb energy increment (∆V c(t), see Eq. 11),
corresponding to a positive ion in rigid (green) or flexible
(red) water solvent.
B. Energy fluxes: flexible molecules
We now proceed to the application of the power/work
methodology detailed in section II B, which for the flexi-
ble water solvent produces Eq. 19, relating the Coulomb
energy increment (for the creation of a positive charge)
discussed in the previous paragraph with the total works
exerted on translations, rotations and vibrations. The
basic results are displayed in Fig. 4 (corresponding to an
average over 800 trajectories, each 2.5 ps long). The pic-
ture conveyed (Fig. 4(a)) is remarkably clear: 78 % of the
total energy transferred is channeled to rotations (and
thus librations) of the neighboring water molecules. This
is followed by a much less important transfer into trans-
lations of the solvent waters (18.5 %); ion translations
take up 2 %, and vibrations come last, barely reaching a
1 % uptake. These results—which are in line with the pi-
oneering, less direct efforts on this system46,56,61–63,75—
constitute a core finding of the present work since, to
the best of our knowledge, they provide the first unam-
biguous quantitative evidence of the processes at work in
water solvation dynamics.
We pause to note that, in broad outline, these results
are very similar to those obtained in the analysis of pure
vibrational (bending)51,52 or rotational53 excitations of
a single water molecule in neat liquid water. For all
three processes, including the present case, hindered ro-
tations are found to account for most of the excess energy
transfer. But there are non-neglibible differences at the
quantitative level. While for water “solute” bend excita-
tion, transfer to rotations is overwhelming (95 %) (this
includes self-rotation, see below), it diminishes (85 %)
for a pure water “solute” rotational excitation, with the
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FIG. 4: Nonequilibrium relaxation functions (see Eq. 19), for
positively charged ion and flexible water solvent. (a) Long
time; (b) Short time.
present ion solvation coming last (78 %). Even more im-
portant differences between the solvation dynamics re-
sults and the vibrational results just cited will be taken
up in Sec. IV C 2.
While the previous percentages characterize the long
term approach to equilibrium, it is also of interest to ex-
amine short times, to be found in Fig. 4 (b) (the Coulomb
energy decay is not included for clarity). We see that the
known fast initial relaxation is possible thanks to a fast
transfer into water rotations; due to the involvement of
the light hydrogen atom motions, the water librations are
able to respond on this short time scale to the substan-
tial perturbation introduced by the newly created charge,
and therefore dominate for all time scales. In compari-
son, the response of translations, governed largely by the
motion of the water oxygens, is roughly an order of mag-
nitude slower: while rotations (excluding the effect of
oscillations) attain their final energy in tens of fs, trans-
lations require hundreds of fs to achieve a value close to
the final equilibrium value.
Finally, we turn to the solvent stretch and bend vibra-
tions. Although we find a small contribution from these
for about 10 fs, their role results to be negligible there-
after. The very minimal energy flow to these vibrations is
consistent with the lack of high frequency components of
a step function transition to the charged solute state (we
do not find a more significant contribution of the water
bend suggested by a tcf investigation56). The very low
7efficiency of this channel is reassuring for our application
of a classical computation, and suggests the use of rigid
molecules.
C. Rigid molecules
1. Total energy fluxes
Fig. 5 (a) displays the corresponding results for cre-
ation of a positive, unit charge in water, this time for
a rigid water model (corresponding to an average over
5000 trajectories, each 2.5 ps long). The large similarity
to Fig 4(a) is confirmed by a more quantitative compari-
son: the percentages of energy going into rotational and
translational channels do not change within the level of
accuracy previously used. This is consistent with the fact
that less than 1 % of the energy flow went into the water
bend and stretch vibrations for a flexible model, further
validating the use of a rigid model.
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FIG. 5: Nonequilibrium relaxation functions (see Eq. 15)
for rigid water solvent. (a) Produced ion with unit positive
charge; (b) Same for negative charge. (Note the different
vertical scales).
Panel (b) in Figure 5 corresponds to the creation of
a unit negative charge rather than a positive one. It
should be noted at the outset that the final equilibrium
is considerably different. While for a positive charge the
Coulomb energy change (∆V c) tends to -112 kcal/mol,
now it exceeds -194 kcal/mol; for the particular model we
use (characterized by identical LJ parameters) the hydra-
tion structure response is substantially stronger energet-
ically (75 % in absolute value) for the negative ion. In
addition, the oscillatory behavior at short times is more
damped in this case. Despite these differences, the re-
sulting behavior for the contributions of each mode is re-
markably similar. Rotations are again the leading chan-
nel with a contribution of 72 %, followed by 21.5 % to
solvent translations, and 6.5 % to ion translations. These
detailed energy flow results extend considerably the pre-
vious finding of Tran and Schwarz56 of the considerable
similarity of the positive and negative charge tcfs (Eq.
7). The energy transfer similarity found here suggests
that we might dispense with the study of one of the ions,
but in fact the comparison between a positive and a neg-
ative ion will constitute an important side theme of this
work, and we return to it in sub-Section IV C 2 below.
Our rationale is that any electronic excitation of a solute
entails the redistribution of charge; the understanding of
the similarities/differences introduced by the creation of
a positive/negative charge might thus provide consider-
able insight for more complex aqueous solvation cases.
2. Fluxes into hydration shells
We have noted in the preceding the similarity of the
overall energy transfer patterns into water solvent modes
for the present solvent dynamics case and previous stud-
ies of a vibrationally51,52 and rotationally53 excited “so-
lute” water molecule in water. But so far we have not
discussed an important detail, which is the pattern of
energy flow into the hydration shells.
In order to provide a perspective for the solvation dy-
namics results to be presented, we first discuss in an
extended fashion some further details of the prior work
on energy flow from (separately) vibrationally51,52,76 and
rotationally53 excited “solute” water molecule in water.
The mechanism of the H2O bend vibrational relaxation
is dominated by energy flow to the hindered rotation of
the bend excited water molecule. This transfer, which is
of course quite local, represents approximately 3/5 of the
transferred energy and arises from a 2:1 Fermi resonance
for the centrifugal coupling between the water bend and
rotation. The remaining energy flow (∼2/5) from the
excited water bend is directly transferred to the excited
water molecule’s neighbors. Approximately 2/3 of this
energy flow is accounted for by the first hydration shell,
with a prevalence of the two water molecules H-bonded
to the central oxygen. Taking the intramolecular and in-
termolecular routes together, we see that the first stage
is a transfer of ∼ 87 % of the initial energy into molecules
within the first shell. Thus the initial energy flow is local,
i.e. all within the first hydration shell, but it involves a
number of water molecules. And since these waters re-
ceiving the energy are all H-bonded to each other, clearly
some sort of “cooperative” —or “collective”—response is
clearly indicated. Indeed solvation dynamics has often
8been described as collective in water46,56 (and other po-
lar solvents12,49,65); an important consequence is that the
overall time decay of the tcf C(t) is much faster than the
orientation relaxation of a single water molecule. But the
detailed characterization of that cooperativity or collec-
tive character has presented and still presents a funda-
mental problem. As was stressed earlier76, such a charac-
terization could be provided via a representation of how
the molecular perturbations just recounted could be ex-
pressed in terms of an initial excitation of e.g. water
librational modes. Unfortunately, this is a route that
cannot yet be followed, since there is no available simple
characterization of those modes. This is an issue that
will arise several times, although we attempt not to be
repetitive. The energy flow from the produced rotation-
ally excited central water molecule was characterized in
detail as well53. It is less local in character than that
directly from the bend to the first hydration shell: ap-
proximately 80 % of its rotational kinetic energy being
transferred to water molecules in the first shell, with an
even sharing by molecules accepting or donating hydro-
gen bonds. Again, we have molecularly specific flows,
but a number of coupled waters are involved and col-
lective behavior should thereby be generated by these
flows. Thus, the considerable energy flow into water li-
brations in both the cases just described strongly sug-
gests that the subsequent process could be described as
“collective”, but no quantitative description exist; an ap-
proximate field theory for librational modes might be of
use here77. We can only provide an approximate charac-
terization for the previous studies: the process is largely
local (often predominantly the first hydration shell, but
involving the water molecules within that shell), which
will generate a collective response in the water solvent.
Returning to the present solvation dynamics case with
its charge acquiring solute, we also characterize the ex-
tent to which the solvation relaxation is local or non-local
and address the issue of its collective character. Certainly
the long-ranged Coulomb potential for the excited state
charged solute could well favor a non-local process. To
begin to address these issues, we define hydration layers
around the solute, so that we can compare the transfer
to different layers in quantitative terms. To be useful
for comparison, these definitions need to accommodate
the very different nature of hydration for a neutral and
a charged monoatomic solute, which can be easily seen
in Fig. 6(a). This displays the radial distribution func-
tions for the solute-water center of mass pairs (computed
in separate equilibrium simulations for both neutral and
charged solutes). As is to be expected (see e.g. Refs.
55,57), a much stronger structure exists for the ions (com-
pared to the neutral atom), with the first peak being
substantially higher and at a shorter distance from the
solute center. In fact, there is almost a linear gradation
(in terms of first peak height and position) in which struc-
ture increases in the sequence: neutral, positive, negative
(the order for the charged cases will generally depend on
the charge density, which in this case is the same).
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FIG. 6: Equilibrium structure: (a) Radial distribution func-
tion (g(r)) for atom-water center of mass; (b) Hydration num-
ber resulting from integration of the previous function.
For the definition of hydration layers it is also of inter-
est to examine the running hydration number, computed
from integration of the radial distribution function, and
displayed in Fig. 6(b) (note that the horizontal range
differs between both panels). The curves for a neutral
and positively charged monoatomic cross at a distance of
3.9 A˚, i.e. the solvation shell thus defined contains, on
the average, the same number of molecules (aprox. 8) for
both a positively charged and uncharged solute. Since,
in addition, this distance is close to the first minimum
for the cation case, it seems reasonable to select it as
defining the first shell. This choice guarantees that the
average number of molecules in this shell is the same at
all times, so that the increase/decrease of transfer into
this layer does not stem (on average) from a correspond-
ing increase/decrease in number of molecules. We adopt
the same definitions for the anion, since the scenario is
quite similar (see Fig. 6(b)). For the definition of the
second shell radius, we take the second minimum of the
cation’s radial distribution function, i.e. 6. A˚, a distance
at which the hydration number is identical for both the
anion and cation. Both first and second shells taken to-
gether amount to roughly thirty solvent molecules (see
Fig. 6(b)).
We now turn to the energy flows into each hydration
shell. Fig 7(a) displays the energy flux participation of
each shell for the cation (transfer into solute translations
are not included). Two thirds (67 %) of the energy goes
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FIG. 7: Work on the different hydration shells surrounding
the central ion. (a) Cation with unit charge; (b) Anion with
unit charge.
into the eight molecules that constitute the first shell,
while the second shell contribution amounts to 19 %,
and that of the rest of the molecules is 14 %. Figure
7(b) recounts the flows for the anion, again with a sim-
ilar behavior. The respective figures are: 72 % (first
shell), 17 % (second shell) and 11 % (rest). There is
only a slight increase, if any, in the local character of the
process for the negative ion, with a larger participation
of the first shell. This can be understood as a result of
the anions more pronounced first shell; this produces a
shielding effect for water molecules in the second (and
subsequent) shells, which are thus less affected than for
the cation. In any event, in each case the first shell has
∼8 waters and the energy flow to the second shell is non-
negligible, so that many waters are rotationally excited.
Again, since the waters are all H-bonded to each other,
collective motion is to be expected. We can gain an im-
pression of events by examining in Fig. 8(a) the power
for the 8 water molecules in the first hydration shell of
a positive ion. The in-phase excitation of these waters is
clear, as is the gradual dephasing of them due to inter-
action (and perhaps anharmonicity). The power is both
positive and negative, so that the net transfer is due to
the imbalance between them, a feature we previously ob-
served in the study of the water bend relaxation52. (We
will strongly contrast this phase behavior with that of
the translational motions in Sec. IV C 4).
We can also point out an important aspect of the rota-
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FIG. 8: (a) Power on rotations of the eight closest molecules
that constitute the first shell of a newly created positive ion;
(b) Work on rotations of the same water molecules.
tional energy flow by examining Fig. 8(b) which displays
the work on rotation resulting from time integration of
the curves in panel (a) of the same figure. The key point
here is that evidently a large range, and a large amount,
from a few kcal/mol to a few tens of kcal/mol can be
channeled through the individual water molecules. The
coupling between the molecules leads to a rapid passage
of the solvation energy (in this case ∼ 100 kcal/mol; see
Fig. 5(a)). Here we can draw a parallel with the re-
sults for pure rotational excitation in Ref. 53: there it
was found that rotational transfer is extermely rapid, so
that energy does not sit on any water molecule for long;
in addition, rotational excitations of up to 15 kcal/mol
did not produce any noticeable changes in mechanism (in
terms of percentages of energy flowing into the different
modes).
Comparison with energy flows into surrounding hydra-
tion shells subsequent to a “solute” water bending51,52
and rotational53 excitation is again of interest. While
there the first shell is certainly the common main re-
cipient, there are noticeable quantitative differences: for
rotational relaxation, 80 % of the energy is transferred
to the first shell; for bending relaxation intramolecular
transfer to self-rotation accounts for a 60 % and transfer
to first shell neighbors accounts for an additional 27 %
(so a total of 87 % of the energy is transferred to the first
shell, which now includes the initially vibrationally ex-
cited molecule). It is crucial to note that, for both those
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cases, the first shell is substantially smaller in number
than for the present study (since for the water “solute”
situation, this shell is defined to consist of just the four
closest hydrogen bonded molecules, a choice mandated
by the tetrahedral structure in the neat liquid). In ad-
dition, molecules beyond two molecular diameters barely
contribute to the total relaxation, while in the present
solvent dynamics study, we see that they account for a
sizable portion. In short, compared to water “solute”
bending and rotational energy flow, the process is clearly
less local, involving a substantial number of water sol-
vent molecules. This is consistent with the long range
Coulombic perturbation introduced by the appearance of
a charge, as opposed to a rotationally/vibrationally ex-
cited (neutral) water molecule which has not undergone
any substantial charge redistribution.
3. Rotational components
We now turn to a more detailed study of the flow to the
hindered rotations, focusing on the contributions from
the three principal axes. Even though we have already
discussed the participation of each hydration shell, we
will nevertheless pay attention to their role in connection
with the axes. We start with a newly created unit charge
cation within our rigid water solvent model. Each panel
in Fig. 9 corresponds to the first and second shells respec-
tively (note the different vertical scales in both plots; it
should be kept in mind that the second shell contribution
is a minority one).
As was to be expected, transfer into the first hydration
shell dominates. Since this feature has been already dis-
cussed in detail for the total work in the previous section,
we will just focus on quantitative results. In particular,
we find that 52 % of the total initial excess energy is
transferred into water librations in the first shell, i.e. half
of the initial energy is directly channeled into hindered
rotations of the closest eight water molecules. The novel
feature here is that this transfer is clearly not evenly dis-
tributed over the water molecules’ three principal axes.
There is a marked dominance of transfer into rotations
around the x axis (see Fig. 1). This leading role even
extends into the second shell (Fig. 9(b)), with the same
uneven sharing among the three axes.
The (dominant) x axis is characterized by the lowest
moment of inertia (see Eq. 17), and it is tempting to
assume that solely moment of inertia magnitude or rota-
tional frequency considerations could guide our intuition.
However there is no monotonic trend: independently of
the shell considered, the axis with the largest moment
of inertia (z) comes second (rather than last), while that
with the intermediate value (y) is characterized by the
lowest total amount of energy transfer. This seems to
militate against any simple exclusively frequency-based
explanation in terms of energy flowing more easily to
higher frequency motions (lower moment of inertia). In-
deed, we have already seen that water vibrations (char-
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FIG. 9: Work on rotation for the water molecule principal
axes for a cation. (a) First hydration shell; (b) Second shell.
acterized by much shorter time scales), do not contribute
appreciably either, while translations (with their long
time scales) have a secondary role as well. Clearly cou-
pling considerations are important as well.
We can ask at this point ask to what extent this dif-
ferent axis contribution is altered for a negative charge.
Figure 10 shows that the behavior is rather similar; the
only significant change is that the x axis role for second
shell molecules is even more marked, at the expense of
the y axis. Although this similarity is in line with that
discussed in the previous sub-Section for hydration shell
participation, it is nevertheless surprising. The orienta-
tions of the water molecules around positive and negative
ions are dramatically different due to water’s highly di-
rectional hydrogen bonding. The comparison of radial
distribution functions in Fig. 6(a) clearly indicates this,
but representative configurations might be more illustra-
tive. Figure 11 displays instantaneous configurations for
the central atom and first hydration shell for each of the
three cases (neutral atom, anion, cation).
For the neutral atom, the surrounding water molecules
form a sort of hydrogen-bonded chain that surrounds
the atom quite unevenly. For the charged case, though,
molecules are more uniformly distributed, but with sub-
stantially different orientations, as is well known (see e.g.
Refs. 55,57). There is a relatively tight structure for the
anion, in which one hydrogen from each water molecule
is closest to the central negative charge. For the cation,
11
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FIG. 10: Work on rotation for the water molecule principal
axis for an anion. (a) First hydration shell; (b) Second shell.
neutral anion cation
FIG. 11: Snapshots of the closest eight water molecules and
central solute (blue).
the structure is not so marked (for the present model
in which cation and anion have the same LJ radius), but
now it is of course the oxygen center that is closest to the
central atom. Given these structural differences the sim-
ilar water axis patterns for energy flow into librations for
oppositely charged solutes is remarkable and we return
to this issue in the last Section.
4. Translational components
The first remark is to recall, e.g. from Fig. 5, that
the translational component of the relaxation is both
smaller in extent and more slowly evolving than is the
rotational contribution78. This disparity is also reflected
in the power and work associated with the first hydration
shell water molecules in Fig. 8 and Fig. 12 respectively.
Before entering into assorted further details, we immedi-
ately point out an additional key difference in the nature
of the energy transfer compared to the behavior of first
shell waters in the rotational case: Figure 12(a) does not
show the in-phase excitation behavior for the rotational
case that was apparent in Fig. 8(a).
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FIG. 12: (a) Power on translations of the eight closest
molecules that constitute the first shell of a newly created
positive ion; (b) Work on translations of the same water
molecules.
We also need to recall that besides our usual partition
into shells, a partition for translation into isotropic and
anisotropic contributions is also performed, as explained
in Sec. II B. The center of mass velocity is split into
its parallel and perpendicular components with respect
to the ion-water center of mass. Power exerted on the
parallel component is denoted as isotropic, while that
exerted on the perpendicular component is defined as
anisotropic, in analogy to the definitions adopted in the
original experimental work69.
Fig. 13 summarizes the results for a positive ion. For
the partition into hydration shells (panel (a)), we find
again the dominance of transfer into the first shell, which
accounts for 67 %. Another 8 % is transferred into the
second shell, while the rest of the water solvent takes
25 %; similar results are obtained for an anion, see Fig.
14. These figures do not differ significantly from those
that correspond to the total works on each shell (see Figs.
7), except that now the contribution from the second shell
is the smallest. The higher proportion now transferred
into water molecules beyond the second shell signals that
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FIG. 13: Work on solvent translations for a cation. (a) Par-
titioned into hydration shells; (b) Showing the isotropic com-
ponent for the first two shells.
this process might be slightly more non-local than that
of the rotational transfer. It should be mentioned though
that, for this particular function, a computation with
a flexible model renders the two minority contributions
(second shell vs. the rest of molecules) closer to each
other, so that it is evidently a minor effect.
As for the isotropy of the transfer into translations, the
isotropic part (Fig. 13(b)) accounts for half (53 %) of the
work within the first shell, and has a minor contribution
to the second shell (13 %). Here we find a difference
with the negative charge case (Fig. 14(b)), where the
isotropic part is dominant for both shells (88 % for the
first shell, and 70 % for the second shell). To gain some
perspective on these results, we have computed a related
quantity in the ideal case of an ion in the presence of
single water molecule with random orientation. For each
configuration, we have computed the total force modulus
and compared it to the modulus of the component along
the ion-water molecule axis (which we associate with the
isotropic component), averaging over a set of random ori-
entations. The result is independent of the sign of the ion
charge, and the isotropic part accounts for 79 % of the
total modulus. Taking this result as a reference, we see
that for the ion in the neat liquid, a shift in opposite di-
rections occurs, depending on the sign of the ion’s charge:
less for the cation and greater for the anion. In short, the
behavior for transfer into translation is somewhat more
sensitive to the excite state solute’s charge sign than that
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FIG. 14: Work on solvent translations for an anion. (a) Parti-
tioned into hydration shells; (b) Showing isotropic component
for the first two shells. For a given shell, the anisotropic part
is of course the difference of this form the total.
of transfer into rotations.
V. CONCLUDING REMARKS
We start by summarizing the main characteristics of
the solvation dynamics process —viewed from the present
energy flow perspective— for the sudden change of a neu-
tral solute to an excited state positively or negatively
charged solute in aqueous solution. First, it is fairly non-
local, involving tens of water solvent molecules, although
the first shell (eight molecules) accounts for fully half of
the energy transfer. Due to the strong hydrogen bonding
interactions between the water molecules, this will lead to
some type of collective or cooperative motions. Second,
hindered rotations (librations) are by far the main recip-
ient of the initial excess energy, a channel which exhibits
initial in-phase motion of the nearest water molecules—
a behavior not exhibited by the water translations—and
this phasing disappears due to the interactions between
the waters. This rotational channel, which very rapidly
transports energy through the hydration shells without
any one gaining an excessive amount of energy, is domi-
nated by water rotations around the axis with the lowest
moment of inertia. Third, the previous points hold for
both positive and negative charges, a feature which is
rather intriguing, considering that the final structure of
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the first shell, due to the directional nature of hydrogen
bonding, is radically different for a positive and a nega-
tive ion.
From a more general standpoint, the computation of
detailed energy fluxes seems to hold considerable poten-
tial in order to achieve a better molecular level under-
standing of solvation relaxation. The case of a diatomic
undergoing a change of dipole moment could prove a
particularly natural choice (and one reflective of a less
concentrated charge redistribution), but we consider that
this methodology should also be adequate and specially
useful for the challenge of increasing levels of complex-
ity where a molecular perspective has been particularly
difficult to achieve18,19,84,85. But before addressing these
issues, we first intend to report in this series on some as-
pects that have been left untouched for the simple solute
problem addressed here. The question of the relation be-
tween energy fluxes and structural changes within the wa-
ter solvent is one of them, together with a more detailed
characterization of the delocalized nature of the energy
flows; another is the remarkably similar water axis pat-
terns for energy flow into librations for oppositely charged
solutes despite the strong differences in their hydration
shell structures. Perhaps even more importantly, we will
also address the issue of the microscopic nature of the
so-called “inertial” and “diffusive” regimes of solvation
dynamics.
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