We consider the defocusing, energy subcritical wave equation ∂ 2 t u − ∆u = −|u| p−1 u in 4 to 6 dimensional spaces with radial initial data. We define w = r (d−1)/2 u, reduce the equation above to one-dimensional equation of w and apply method of characteristic lines. This gives scattering of solutions outside any given light cone as long as the energy is finite. The scattering in the whole space can also be proved if we assume the energy decays at a certain rate as x → +∞. This generalize the 3-dimensional results in Shen [27] to higher dimensions. * MSC classes: 35L05, 35L71.
Introduction

Background
In this work we consider defocusing wave equation in dimensions 3 ≤ d ≤ 6. 
(CP 1)
Critical Sobolev spaces The spaceḢ sp ×Ḣ sp−1 with s p = d/2 − 2/(p − 1) is known as the critical Sobolev space of (CP1). This is because theḢ sp ×Ḣ sp−1 norm of initial data is preserved if we apply the natural rescaling transformation (P λ u)(x, t) = λ −2/(p−1) u(x/λ, t/λ). Given any constant λ ∈ R + , P λ is an element in the symmetric group of (CP1), i.e. P λ u is a solution to (CP1) as long as u is. In particular, the case with p = p e (d) . = 1 + 4/(d − 2) and s p = 1 is called the energy critical case; the case with p = p c (d) = 1 + 4/(d − 1) and s p = 1/2 is called the conformal case. In this work we consider the energy subcritical, superconformal case with 1 + 4/(d − 1) ≤ p < 1 + 4/(d − 2).
Local theory
We may obtain the existence and uniqueness of local solutions by combining suitable Strichartz estimates with a fixed-point argument. More details about this kind of argument can be found in Kapitanski [14] and Lindblad-Sogge [21] , for example. Suitable solutions also satisfy the energy conservation law
|∇u(x, t)| 2 + 1 2 |u t (x, t)| 2 + 1 p + 1 |u(x, t)| p+1 dx = Const.
Scattering The global behaviour of solutions to defocusing wave equations is less complicated than those in the focusing case. It is conjectured that all solutions u to (CP1) with initial data in the critical Sobolev space scatter in both two time directions. In other words, when t → ±∞ a solution to (CP1) always becomes more and more like a free wave, i.e. a solution to the homogenous linear wave equation ∂ 2 t u − ∆u = 0. In 1990's the energy critical case of this conjecture was proved by Grillakis [11] in dimension 3 and Grillakis [12] , Shatah-Struwe [24, 25] in higher dimensions. The energy supercritical case p > p e (d) and energy subcritical case p < p e (d) seem to be more difficult. Whether this conjecture is true or not in these situations remains to be an open problem, as far as the author knows, although there are many works proving the scattering of solutions with different kinds of additional assumptions on initial data or, sometimes, global behaviour of solutions. Some examples of these works are given below.
Scattering of bounded solutions If the solution u is known to be uniformly bounded in the critical Sobolev space for all time in its maximal lifespan, then we may apply the compactnessrigidity argument introduced in Keng-Merle [16, 17] to prove the scattering of u. There are many works of this kind for different ranges of d and p, sometimes with a radial assumption. Please see Duyckaerts et al. [4] , Kenig-Merle [18] , Killip-Visan [19] (dimension 3), Killip-Visan [20] (all dimensions) for energy supercritical case and Dodson-Lawrie [2] , Dodson et al. [3] , Shen [26] (dimension 3), Rodriguez [23] (dimension 4 and 5) for energy subcritical case. Please note that the results of this kind hold in both defocusing and focusing cases, except for the focusing energy critical equation. This is because a soliton is available in the critical Sobolev space for the focusing equation in the energy critical case but not in supercritical or subcritical cases.
Better initial data Scattering has also been proved with stronger assumptions on the initial data. Dodson [1] gives a proof of the conjecture above for cubic 3D wave equation with radial data. In the non-radial case there are a lot of results assuming the energy of initial data to decay at certain rate, i.e. E κ (u 0 , u 1 ) . = R d
(1 + |x|) κ 1 2 |∇u 0 (x)| 2 + 1 2 |u 1 (x)| 2 + 1 p + 1 |u 0 (x)| p+1 < +∞.
For example, the conformal conservation law (see Ginibre-Velo [9] and Hidano [13] ) leads to the scattering of solutions for all d ≥ 3 and 1 + 4/(d − 1) ≤ p < 1 + 4/(d − 2), if the initial data (u 0 , u 1 ) satisfy roughly E 2 (u 0 , u 1 ) < +∞. Yang [30] considers the energy momentum tensor and its associated current, then gives a scattering result with a weaker assumption on the initial data E κ (u 0 , u 1 ) < +∞, as long as p and κ satisfy
The decay rate is so low that the initial data, thus data at any time are not necessarily contained in the spaceḢ sp ×Ḣ sp−1 . As a result we use the energy space to describe the scattering instead. Namely by scattering (in the positive time direction, for example) we mean that there exists a finite-energy free waveũ so that
If we only assume the finiteness of E(u 0 , u 1 ) instead of E κ (u 0 , u 1 ), we can still obtain the scattering outside any given light cone, i.e. lim t→+∞ (∇u(·, t), u t (·, t)) − (∇ũ(·, t),ũ t (·, t)) L 2 ({x:|x|>t−η}) = 0, ∀η ∈ R.
This kind of scattering phenomena have not been discovered in previous works, as far as the author knows. To prove these results we first reduce the radial case of 3D wave equation to a one-dimensional wave equation and then apply the method of characteristic lines. More precisely, given a radial solution u to (CP1) in 3-dimensional case, we may define 1 w(r, t) = ru(r, t) and rewrite the equation in term of w
This then enable us to evaluate the variation of w t ± w r along characteristic lines t ∓ r = Const and obtain plentiful information about the asymptotic behaviour of solutions. Although the 3dimensional case is indeed special, because we can not reduce the radial case of free wave equation ∂ 2 t u − ∆u = 0 in other dimensions to an exact one-dimensional wave equation ∂ 2 t w − ∂ 2 r w = 0 in a similar way, we may still manage to generalize our results to higher dimensions. This will be the main topic of this current work.
The main idea
Now let us explain how to generalize the 3D method to higher dimensions. Let u be a radial solution to (CP1) with a finite energy. We may reduce the equation to a one-dimensional one by defining w(r, t) = r d−1 2 u(r, t) and considering the equation that w satisfies
The constant λ d . = (d − 1)(d − 3)/4 is determined by the dimension d and will be frequently used in this work. As a result we apply the method of characteristic lines to obtain
for all t 2 > t 1 > η. Next we may verify that the integral above vanishes as t 1 , t 2 → +∞ by the energy flux formula. Thus the function
is always well-defined. This convergence helps to give the asymptotic behaviour of solution w and u as t → +∞. In general, the argument is similar to the 3-dimensional case. However, we have to overcome additional difficulties in higher dimensions d ≥ 4. In fact, if we hope that u scatters, i.e. there exists a free waveũ so that (u,
Thus it is necessary to show the existence of such a free waveũ with prescribed asymptotic behaviour. In the 3-dimensional case, the functionw satisfies a simple equation ∂ 2 tw − ∂ 2 rw = 0. Therefore bothw andũ can be given explicitly in term of g + :
In the higher dimensional case d ≥ 4, however,w satisfies the equation ∂ 2 tw − ∂ 2 rw = −λ d r −2w . The additional term −λ d r −2w makes it much more difficult to solvew from its asymptotic behaviour. Thus we will not solveũ explicitly. Instead we prove that given any suitable function g + (η) we may find a radial free waveũ so thatw = r (d−1)/2ũ satisfies (1) . This is in fact the surjective property of the radiation field. Please see Section 4 for more details.
Main Results
Now we give the statements of main theorems and then attach a few remarks. Throughout this paper we always assume 3 ≤ d ≤ 6, 1 + 4/(d − 1) ≤ p < 1 + 4/(d − 2). The author would like to mention that the same idea still works in very high dimensions d ≥ 7. We focus on the cases 3 ≤ d ≤ 6 in order to avoid technical difficulties in the local theory, as explained in Remark 2.5. 
(b) The solution u scatters in the energy spaceḢ 1 × L 2 (R d ), i.e. we have lim t→+∞ (u(·, t), u t (·, t)) − (ũ(·, t),ũ t (·, t)) Ḣ1 ×L 2 = 0, if and only ifẼ = E.
The asymptotic behaviour of solution in the negative time direction is similar. . Let u be a radial solution to (CP1) with initial data (u 0 , u 1 ) ∈Ḣ 1 × L 2 (R d ) so that the following inequality holds for a constant κ ≥ κ 0 (d, p) .
Then the solution u scatters in the energy spaceḢ 1 × L 2 in both two time directions.
2 Energy conservation law of a free wave is well known:Ẽ = (1/2) (ũ(·, t),ũt(·, t)) 2Ḣ 1 ×L 2 is independent of t. Remark 1.3. Finite-energy free waveũ that satisfies conclusion part (a) of Theorem 1.1 is unique. Because the differenceū of two such free waves satisfies
thus has to be zero, according to Proposition 2.13. As a result, if a finite-energy radial solution u to (CP1) does scatter in the positive time direction, then it has to approach the free waveũ given in Theorem 1.1.
Remark 1.4. We usually discuss the scattering of solutions in the critical Sobolev spaceḢ sp × H sp−1 (R d ). In this work, however, we use the energy spaceḢ 1 × L 2 instead. This is because our assumptions on the initial data are not sufficient to guarantee that (u 0 , u 1 ) ∈Ḣ sp ×Ḣ sp−1 (R d ).
For example, we may pick an arbitrarily small positive constant ε and choose a radial C ∞ (R d ) function u 0 so that
Then the initial data (u 0 , 0) and κ = κ 0 (d, p) satisfy the conditions of both Theorem 1.1 and Theorem 1.2. However, we also have
Remark 1.5. If d = 3, the lower bound κ 0 (d, p) given in Theorem 1.2 remains the same as in the 3-dimensional paper [27] . But the endpoint case κ = κ 0 (d, p), which is prohibited in [27] , is also allowed in this work. Although both works use the Morawetz estimates to deal with the energy that is located inside but far from the light cone, we adopt a more careful method of argument in this work thus improve the results slightly.
Remark 1.6. An application of the inward/outward energy theory as given in Shen [29] might slightly simplify the argument in this work. But the main result, i.e. the minimal decay rate of energy κ 0 (d, p) can not be further improved by the inward/outward energy theory.
Structure of this paper
Before we conclude this section, we give the main topic of each section as below. Section 2 gives preliminary results. We collect necessary notations, technical lemmata, local theory, energy flux formula and Morawetz estimates in this section. Then in Section 3 we reduce the radial wave equation in higher dimension to one-dimensional wave equation and then utilize the method of characteristic lines to gather information about asymptotic behaviour of solutions. Next in Section 4 we show that given any solution u to (CP1), there exists a free wave whose asymptotic behaviour is similar to that of u. Finally we prove the scattering results in the main theorems in the last section.
Preliminary Results
Notations
We first introduce a few notations that will be used throughout this paper.
Radial functions Let u(x) be a radial function defined in R d . We use the notation u(r) for the value u(x) at any point x with |x| = r. Similarly we use the notation u(r, t) for a spatially radial function u(x, t).
Sphere measure In this work σ R represents the regular measure of the sphere {x ∈ R d : |x| = R}. We also define c d to be the area of the unit sphere S d−1 . Thus we have the following identities for any radial function f (x)
The symbol The notation A B means that there exists a constant c, so that the inequality A ≤ cB holds. We may also put subscript(s) to indicate that the constant c depends on the given subscript(s) but nothing else. In particular, the symbol 1 is used if c is an absolute constant. Similarly we use the notation A ≃ B to indicates that there exists two constants c 1 , c 2 , so that
The .
= symbol This symbol means that the formula in the right hand side is actually a definition of the notation in the left hand side.
Linear wave propagation operator Let (u 0 , u 1 ) be initial data. We define S L (u 0 , u 1 ) to be the solution u to free wave equation with initial data (u 0 , u 1 ). We may also specify a time t and define S L (t)(u 0 , u 1 ) = (u(·, t), u t (·, t)) to be the data of solution u at time t.
Technical Lemmata
If u also satisfies u ∈ L p+1 (R d ), then its decay is stronger as r → +∞.
Proof. First of all, we have
AnḢ 1 (R d ) function u must satisfy lim inf r→+∞ |u(r)| = 0. Thus we may make r 2 → +∞ in (2) and
This not only prove the first inequality in Lemma 2.1 but also implies that there exists a small constant c = c(d), so that the following inequalities hold for any fixed r 0 > 0.
We may use inequality (3) and obtain the following estimate for all
Thus for these r's we have |u(r)| ≥ |u(r 0 )|/2. Next we use the L p+1 norm
Finally we may plug the value of δ in the inequality above and obtain
We define an operator
Then we have the following identity (λ .
Local theory and global existence
Strichartz estimates The key tools to develop a local theory are Strichartz estimates. The following version from Ginibre-Velo's work [10] is almost complete except for endpoint cases.
Readers may refer to Keel-Tao [15] for endpoint Strichartz estimates. The author would like to mention that Ginibre-Velo [10] gives Strichartz estimates in both Besov and Sobolev spaces.
Here we choose Sobolev spaces, which is more convenient to use in our argument.
Assume that u is the solution to the linear wave equation
Then we have
Here the coefficientsq 2 andr 2 satisfy 1/q 2 + 1/q 2 = 1, 1/r 2 + 1/r 2 = 1. The constant C does not depend on T or u.
Local theory Assume that 3 ≤ d ≤ 6 and p c (d) ≤ p < p e (d). We use the notation
by defining Pu to be the solution U of the wave equation ∂ 2 t U − ∆U = F (u) with initial data (u 0 , u 1 ). Here we use the notation F (u) = −|u| p−1 u for convenience. By Strichartz estimates there exist constants C, C 1 , which are solely determined by d, p, so that
and
As a result, there exists a constant C(d, p), so that if we choose
then P becomes a contraction map from the complete distance space
to itself. It immediately follows that P has a unique fixed-point in X. This proves the existence and uniqueness of local solution to (CP1) with initial data in the energy spaceḢ 1 × L 2 . We summarize this local theory in Lemma 2.4 below. Please see Kapitanski [14] and Lindblad-Sogge [21] , for instance, for more results and details about the local theory.
Then the corresponding Cauchy problem (CP1) has a unique solution u in the time
The minimal time length of existence T here can be determined solely by theḢ 1 × L 2 norm of initial data, as given in (4).
. Thus Strichartz estimates do not apply to L 2p (d−2)p−d L 2p norms in this case. This is a technical difficulty we encounter in very high dimensions.
Global existence If u is a solution to (CP1) with a finite energy, then the minimal time of existence T starting from any time t 0 has a uniform lower bound independent to t 0 : 
Energy Flux Formula
Let u be a finite-energy solution to the wave equation
). The coefficient ζ = 0, −1 corresponds to the homogeneous linear and defocusing wave equation, respectively. Let us use the following notation for the energy inside a given region Σ ∈ R d at time t
It is well-known that the following energy flux formula holds for all t 2 > t 1 ≥ η.
Here
Finite speed of energy Since the integrand is always nonnegative, E(t; B(0, t − η)) is always an increasing function t ∈ [η, +∞), i.e. the energy can never moves faster than the light speed. As a consequence E(t; {x ∈ R d : |x| > t − η}) is a decreasing function of t ∈ [η, +∞). This immediately gives the following limit
One may also consider the energy flux through backward light cones |x| + t = s, then prove the monotonicity of E(t; B(0, s − t)) and E(t; {x ∈ R d : |x| > s − t}) in the same manner. is an increasing function of t ∈ (−∞, s]. We also have the following limit
Surface integral estimates Next we observe that the left hand of (5) is smaller or equal to the energy E, let t 1 = η, t 2 → +∞ and obtain an inequality
If we defineū(x) = u(x, |x| + η), then we may apply Hardy's inequality and obtain
In summary we have 
Morawetz estimates
The following Morawetz estimate was given by Perthame and Vega in their work [22] . It provides valuable information about the energy distribution of solutions to defocusing wave equation. A slightly stronger version of Morawetz estimates can be found in the author's recent work [29] . We assume d ≥ 3 and p ∈ [p c (d), p e (d)] in this subsection.
Proposition 2.9 (Morawetz estimates). Let u be a solution to (CP1) defined in a time interval [0, T ] with a finite energy E. Then we have the following inequality for any R > 0.
2R
T 0 |x|<R
Remark 2.10. Perthame and Vega write the nonlinear term of wave equation as −|u| p u. In addition, the energy they define is twice as much as ours. Thus the notations p and E represent slight different constants in their works. This explains why the coefficients of the Morawetz inequality in their work look different from ours. We also ignore two other nonnegative terms in the left hand side that are irrelevant to our argument in this work.
Energy distribution
We have already known that all finite-energy solutions to (CP1) are globally defined in time. Thus we may substitute the upper limit of integrals in inequality (6) by +∞. By energy conservation law we may also substitute the lower limit by −∞.
2R
∞ −∞ |x|<R
Because we assume
We may subtract
dxdt from both sides and obtain Corollary 2.11. Let u be a finite-energy solution to (CP1). Then we have the inequality |t|>R |x|<R
lower limit of u L p+1 We let R → 0 + in the Morawetz inequality (7) and obtain
This is the most widely used form of Morawetz estimates. It immediately follows that Corollary 2.12. If u is a finite-energy solution to (CP1), then lim inf
Proof. Given any R > 0, we have
This implies that lim inf t→+∞ |x|<t+R |u(x, t)| p+1 dx = 0. We then combine this lower limit with Proposition 2.7 to finish the proof.
Asymptotic behaviour of free waves
Before we conclude this section, we give a lemma describing the asymptotic behaviour of free waves.
Lemma 2.13. Assume d ≥ 3. Let u be a solution to the free wave equation ∂ 2 t u − ∆u = 0 with initial dataḢ 1 × L 2 (R d ). Then we have the limits
Proof. These results are classical. We give a proof here for readers' convenience. First of all, we have
by Hardy's inequality and the unitary property of the linear wave propagation operator, respectively. Therefore we also need to prove the limits for initial data (u 0 , u 1 ) which are smooth and compactly supported. Because these initial data are dense in the spaceḢ 1 × L 2 . Given such initial data (u 0 ,
We also have u(x, t) ≡ 0 if |x| > t + r 0 by finite speed of propagation. This immediately prove the first limit. The second one requires a more careful analysis. If d is odd, we have u(x, t) ≡ 0 as long as |x| < t − r 0 , by strong Huygens' principle. Thus in this case we have
for all η > r 0 . This proves the odd dimensional case. If d is even, however, we have to recall the formula of solution to free wave equation (see section 2.4 of [6] , for example) in details and obtain
Although the expression becomes more and more complicated after we differentiate in t multiple times, each term involved in the calculation must be a constant multiple of
When we differentiate in t, new terms are introduced by either deducting one from the exponent k or multiplying the integrand by t/(t 2 − |y − x| 2 ) ≥ 1/t, both up to a constant multiple. Thus the worst terms in the expression of ∇u(x, t) are constant multiples of
This gives an estimate for all (
, because we have t 2 − |y − x| 2 = (t + |y − x|)(t − |y − x|) ≥ t(t − r 0 − |x|) and |y − x| < t. A similar argument shows that |u t (x, t)| can be dominated by the same upper bound for all (x, t) ∈ Ω. We may substitute both |∇u(x, t)| and u t (x, t) by their upper bound, integrate and obtain
for all η > r 0 . This vanishes as η → +∞.
Method of Characteristic Lines
We will rewrite the wave equation with radial initial data as a one-dimensional wave equation, in order to take full advantage of the radial assumption. In the argument below we proceed as though the solution is sufficiently smooth. We may apply smooth approximation techniques to deal with general radial solutions that are not sufficiently smooth. For convenience we first introduce a few notations.
Definition 3.1. Let u(x, t) be a spatially radial function with (u, u t ) ∈ C(R;Ḣ 1 × L 2 (R d )). We define a few functions for (r, t) ∈ R + × R:
It is clear that |v + | 2 + |v − | 2 = 2r d−1 (|Lu| 2 + |u t | 2 ). According to Lemma 2.2, we have Lemma 3.2. Let u, v + , v − be as in Definition 3.1. Then for any given t we have
Variation of v + , v − Let us consider a radial solution u(x, t) with a finite energy to either linear or nonlinear wave equation
The coefficient ζ = −1 corresponds to the defocusing case (CP1); while ζ = 0 corresponds to the homogenous linear wave equation. A simple calculation verifies the identity
Therefore w, v ± defined above satisfy the equation
This immediately gives variation of v ± along characteristic lines t ± r = Const. 
Here the function f (r, t) is defined by
Upper bounds of the integral Now let us find an upper bound of the integral of f above. We first recall Lemma 2.8 and obtain
This immediately gives us the following upper bound of integral along characteristic lines 
This deals with the integral of ζr
Our assumption p ∈ [p c (d), p e (d)) guarantees that (d − 1)(p − 1) ≥ 4. One can also consider the integral of f along characteristic lines t + r = s. A similar upper bound can found in the same manner. We may combine these estimates with Lemma 3.3 to obtain Proposition 3.4. Let u be a radial solution to (WAVE) with a finite energy E. Then we have
for all η < t 1 < t 2 < s. The decay rate β(d, p) .
The limits of v ± By Lemma 3.2, we have v + (t − η, t) 2 L 2 η ((−∞,t)) ≤ 4E/c d for all time t. Proposition 3.4 implies that given any η 1 < η 2 , the functions v + (t − η, t) converges in the space
, as t → +∞. The asymptotic behaviour of v − is similar as t → −∞. In summary we have Proposition 3.5. Let u be a radial solution to (WAVE) with a finite energy E. Then there exists two unique functions g + , g − with g + 2 L 2 (R) , g − 2 L 2 (R) ≤ E/c d so that we have the following local
Definition 3.6. LetḢ 1 rad × L 2 rad (R d ) be the space of radialḢ 1 × L 2 functions. We may define a bounded linear operator T + from this space to L 2 (R). Given any (u 0 , u 1 ) ∈Ḣ 1 rad × L 2 rad (R d ), the function u = S L (u 0 , u 1 ) is a radial solution to homogenous linear wave equation. We define
The function g + is defined as in Proposition 3.5.
Convergence rate of nonlinear solution
Assume that u is a radial to (CP1) with a finite energy E. Now let us consider the convergence rate of v ± to g ± . Let us recall Proposition 3.4 and let t 2 → +∞ in the first inequality
We apply a change of variable r = t − η and rewrite this in the form
These immediately gives the following upper limits for all constants c, R > 0 and γ ∈ [0, 2β(d, p)):
We may ignore g − (t + r) in the upper limits above because
Next we recall v ± = w t ∓ w r and rewrite the upper limits above in terms of w lim sup
Finally we utilize the identities r 
3.2 Global L 2 convergence of free wave
The same argument as in Subsection 3.1 also works for radial free waves u. In fact, the convergence rate is even better for large r:
As a result, we have the following limit for all R > 0 and 0 < γ < 1 lim sup
Here we apply Lemma 2.13 to deal with the term r Combining the estimates of u and g + given above, we have
Finally we combine these limits with (9) and obtain 
Radial Linear Solutions
We first give a lemma (v + ,ṽ + are defined as in Definition 3.1)
If the functions v + (t − η, t),ṽ + (t − η, t) converge in L 2 loc (R) to 2g + (η) and 2g + (η), respectively, when t → +∞, then we must have g + =g + .
Proof. Given any η 1 < η 2 , we have
We apply Lemma 3.2 in the argument above. It immediately follows that g + =g + .
Necessary condition of scattering Now let us assume that a radial solution u to (CP1) with a finite energy scatters in the positive time direction. Namely there exists a free wavẽ u = S L (ũ 0 ,ũ 1 ) so that (10) holds. Let g + ,g + be corresponding functions defined in Proposition 3.5. By Lemma 4.1, we must have g + =g + = T + (ũ 0 ,ũ 1 ). As a result, we may expect a radial solution u to scatter in the positive time direction only when the corresponding g + is contained in the image of the transformation T + introduced in Definition 3.6. The majority of this section is devoted to the proof of the following proposition. 8) is actually the radial version of the following theorem known as "radiation field", the details and proof of which can be found in Duyckaerts et al. [5] and Friedlander [7, 8] . Although Proposition 4.2 appears to be a direct corollary of Theorem 4.4, we still give our own proof in the radial case for completeness of our theory.
Theorem 4.4 (Radiation filed). Assume that d ≥ 3 and let u be a solution to the free wave equation
Then
In addition, the map (u 0 , u 1 ) → √ 2G + is a bijective isometry formḢ 2 ×L 2 (R d ) to L 2 (R×D d−1 ).
Proof of isometry This is a direct consequence of Proposition 3.8 (u = S L (u 0 , u 1 ))
Proof of bijection Since the linear operator T + preserves the norm up to a constant, we know that this must be one-to-one. It suffices to show that the image of this operator is dense in L 2 (R). In fact we will show that the image contains all smooth and compactly supported functions g ∈ C ∞ 0 (R). The argument consists of two major steps
• Given any g ∈ C ∞ 0 (R), we construct a functionũ that comes with the desired asymptotic behaviour but solves the free wave equation only approximately.
• We then modifyũ slightly to obtain a solution u that exactly solves the free wave equation and possesses the same asymptotic behaviour.
Construction ofũ Assume that g is smooth and supported in [−R, R]. We definẽ
This function is smooth for t > R because for these t we always haveũ(x, t) = 0 in a neighbourhood of x = 0, the only place where the smoothness might break down. The behaviour of u when |x| > t + R can also be found by a simple calculation.
Thus we have (ũ(·, t),ũ t (·, t)) ∈ C((R, ∞);Ḣ 1 × L 2 ). We then calculatew,ṽ + accordinglỹ w(r, t) = − t+r t−r g(η)dη,ṽ + (r, t) = 2g(t − r).
It is clear thatw satisfies (∂ 2 t − ∂ 2 r )w = 0. Thus by identity (8) we have (∂ 2 t − ∆)ũ = λ d r −2ũ . As a result we have the following estimate for t > R
This immediately gives us
Now we have collected sufficient information about our approximation solutionũ. The key tool to find a free wave u with a similar asymptotic behaviour is the following lemma. 
Then there exists a free wave u so that lim t→+∞ (ũ(·, t),ũ t (·, t)) − (u(·, t), u t (·, t)) Ḣ1 ×L 2 = 0.
Ifũ is a radial solution, then u is also radial.
Proof. First of all, we recall the fact that the linear wave propagation operator S L (t) is unitary, apply the Strichartz estimates and obtain lim sup
Because the spaceḢ 1 × L 2 is complete, there exists (u 0 , u 1 ) ∈Ḣ 1 × L 2 , so that
Thus u = S L (u 0 , u 1 ) is the solution we are looking for. Finally ifũ is radial, then (u 0 , u 1 ) must be radial as well, sinceḢ 1 rad × L 2 rad is a closed subspace ofḢ 1 × L 2 .
Completion of the proof An application of Lemma 4.5 on the approximation solutionũ we constructed above gives a free wave u = S L (u 0 , u 1 ). We then define w, v + , g + accordingly.
Sincẽ v + (t − η, t) ≡ 2g(η) holds for all t > max{R, η}, we may apply Lemma 4.1 again to conclude T + (u 0 , u 1 ) = g + = g.
Global behaviour of solutions
In this section we prove two main theorems. Assume that u is a solution to (CP1) with a finite energy E. Let g + be the function defined in Proposition 3.5. By Proposition 4.2 there exists a free waveũ = S L (ũ 0 ,ũ 1 ) so that T + (ũ 0 ,ũ 1 ) = g + . Throughout this section we still use the same notations v ± , g + ,ṽ ± ,g + as defined in Section 3.
Scattering outside a light cone
In this section we prove part (a) of Theorem 
for any constant η ∈ R. We start by splitting the integral above into two parts (R > max{0, −η})
By Proposition 2.7, the second term converges to zero uniformly for t ∈ [0, ∞) as R → 0, namely lim R→+∞ sup t≥0 |x|>t+R |∇u − ∇ũ| 2 + |u t −ũ t | 2 dx = 0.
Thus it suffices to prove the following limit for all fixed R > max{0, −η}.
This immediately follows Lemma 5.1. Let u,ũ be defined as above. Given constants c, R > 0 and γ ∈ [0, 2β(d, p)), we have
Proof. For any γ ∈ [0, 2β(d, p)], we may conduct a simple calculation
We then evaluate the (upper) limits of the integrals in the last line above by Proposition 3.7 and Proposition 3.8 to finish the proof.
Equivalent condition of scattering
In this subsection we prove part (b) of theorem, i.e. the solution u scatters if and only ifẼ = E.
Scattering impliesẼ = E Let us assume lim t→+∞ (u(·, t), u t (·, t)) − (ũ(·, t) −ũ t (·, t)) Ḣ1 ×L 2 = 0.
This means
According to corollary 2.12, we also have lim inf
Thus we must haveẼ = E. Ẽ = E implies scattering Given any small constant ε > 0, by Lemma 2.13 we can always find a constant η ∈ R + , so that sup t>η |x|<t−η
We recall the conclusion of part (a)
We combine (12) , (13) and the energy conservation law of free wave equation to obtain lim inf
The energy conservation law of defocusing equation then gives lim sup
Finally we combine this upper limit with (12) and (13) to conclude lim sup
This finishes the proof because we may choose arbitrarily small constant ε.
Scattering by energy decay
In this subsection we prove Theorem 1.2. We start by explaining the basic idea. Our goal is to show lim t→+∞ R d |∇u − ∇ũ| 2 + |u t −ũ t | 2 dx = 0.
We split the whole space R d into three regions: Σ 1 (t) = {x ∈ R d : |x| < t − ct 2β(d,p) }, Σ 2 (t) = {x ∈ R d : t − ct 2β(d,p) < |x| < t + R} and Σ 3 (t) = {x ∈ R d : |x| > t + R}. Here β(d, p) is defined in Proposition 3.4; c and R are arbitrary positive constants. We then write the integral above as a sum of integrals over these three regions |∇u(x, t) − ∇ũ(x, t)| 2 + |u t (x, t) −ũ t (x, t)| 2 dx.
The scattering of solution outside the forward light cone |x| = t + R has been proved, namely lim t→+∞ I 3 (t) = 0.
In addition, we may apply Proposition 5.1 and obtain lim sup t→+∞ I 2 (t) d,E c.
We still need to consider the limit of I 1 (t). This is clear that
|∇u(x, t)| 2 + |u t (x, t)| 2 dx + Σ1(t)
|∇ũ(x, t)| 2 + |ũ t (x, t)| 2 dx.
The latter term converges to zero as t → +∞, according to the asymptotic behaviour of free waves given in Lemma 2.13. The former term can be dealt with by the following proposition.
Proposition 5.2. Assume that κ ∈ (0, 1) is a constant. Let u be a solution to (CP1) with initial data (u 0 , u 1 ) so that
Then we have the following limit regarding local energy for any constant c > 0. Thus I 1 (t) → 0. We collect the (upper) limits of all three terms I 1 (t), I 2 (t), I 3 (t) and put them together lim sup
Now we are able to conclude the proof of Theorem 1.2 by the arbitrariness of c. We conclude this section by giving the proof of Proposition 5.2.
Proof of Proposition 5.2. For convenience let us use the notation of local energy introduced in Subsection 2.4. E(t; Σ) = Σ 1 2 |∇u(x, t)| 2 + 1 2 |u t (x, t)| 2 + 1 p + 1 |u(x, t)| p+1 dx.
We fix a large time t and use the finite movement speed of energy as given in Proposition 2.7 to obtain E(t; B(0, |x| < t − c · t 1−κ )) ≤ E(t ′ ; B(0, t ′ − c · t 1−κ )), ∀t ′ ≥ t.
Thus we have
We apply Proposition 2.11 in the last step above. Next we use the finite movement speed of energy again to give an upper bound of the local energy involved in (14)
Here E κ (u 0 , u 1 ; r) is a decreasing function of r defined by E κ (u 0 , u 1 ; r) = |x|>r (|x| κ + 1) 1 2 |∇u 0 (x)| 2 + 1 2 |u 1 (x)| 2 + 1 p + 1 |u 0 (x)| p+1 dx.
It converges to zero as r → +∞. In addition, it is clear that E(t ′ ; {x ∈ R d : |x| > t}) ≤ E always hold for all t ′ . As a result, we may find an upper bound of the integral in (14) .
Finally we plug this upper bound in (14) , let t → +∞ and finish the proof E(t; B(0, |x| < t − c · t 1−κ )) ≤ 2 (1 − κ)c E κ (u 0 , u 1 ; t (1−κ)/2 ) + 2E c t −(1−κ)/2 → 0.
