Abstract-Spectral splitting of sunlight to increase photovoltaic (PV) efficiency beyond the Shockley-Queisser limit has gained interest in recent years. Sensitivity analysis can be a useful tool for system designers to determine how much deviation from ideal conditions can be tolerated for different optical parameters. Understanding the origin of these sensitivities can offer insight into materials and device design. We employ 2-D TCAD simulations to analyze the sensitivity of system performance to two optical parameters: spectral fidelity (the fraction of photons directed to the intended material) and the spatial uniformity of illumination intensity. We analyze a system using crystalline silicon (Si) and cuprous oxide (Cu 2 O) as absorbers. We find that the spectral fidelity of the light directed to the Si cell has to be greater than 90% for the system to outperform a high-efficiency single-junction Si device. Varying the fidelity of the light directed to the Cu 2 O cell from 55% to 90% changes system efficiency by less than 10% relative. In some cases, increasing the fidelity of this light reduces system efficiency. We find no significant impact of spatial variation on length scales from 600 μm to 4.8 mm in devices with emitter sheet resistance less than 500 Ω/ .
I. INTRODUCTION

S
PECTRAL splitters have great potential to increase photovoltaic (PV) system efficiency by guiding photons to matched absorber materials, increasing the amount of the solar spectrum that can be absorbed and reducing thermalization losses. Simultaneous development of high-efficiency solar cells using absorbers with a wide range of bandgaps [1] , [2] and computational optics enabling novel optical components has increased the interest in and the efficiency of spectral splitting PV [3] - [8] . However, the current record efficiency of 38.7% falls short of both theoretical efficiency limits for four-junction devices and the summed efficiency of the component devices. Some of this deficit can be attributed to optical losses. Optical system designers benefit from a framework to evaluate the most important loss mechanisms in spectral splitting systems. Many efforts have been made, and tools have been developed to optimize spectral splitting systems (see, e.g., [9] - [11] ), which provides guidance on ideal system configuration and loss mechanism. Analyzing the sensitivity of system performance to optical parameters can provide valuable insight into which optical parameters must be tightly controlled and which can be relaxed. Understanding the origin of these sensitivities can also indicate the important material and device design parameters for spectral splitting PV.
Russo et al. introduced a set of universal metrics for evaluating the quality of spectral splitting optics in an effort to homogenize the analysis of spectral splitting PV systems [12] . Optical metrics enable the evaluation of optical components of spectral splitting PV systems in the same way that metrics like quantum efficiency are used to analyze solar cell devices. Since a major advantage of spectral splitting PV is the partial decoupling of the optical and electrical systems, having independent metrics for the optical system is useful. Recently, Russo et al. used their analytical framework to present a sensitivity analysis of several variables related to the form factor and positioning of dispersive spectral splitting systems [13] . Understanding system sensitivities to optical metrics enables optical system designers to develop systems without the need for constant simulation or measurement of devices and moves toward design rules that are independent of specific solar cell characteristics.
To further demonstrate the utility of sensitivity analysis so that it will be used more broadly, we perform a sensitivity analysis for two different parameters for spectral splitting optics. The first, which we call spectral fidelity, measures the precision with which the solar spectrum is split. System efficiency shows a strong sensitivity to spectral fidelity, implying that it must be tightly controlled. The second is the spatial uniformity of light intensity over the surface of a solar cell. System efficiency shows a weak sensitivity to spatial uniformity, implying that deviation from the optimal value can be tolerated for this combination of devices under 1-sun illumination.
To rigorously analyze the effect of injection-level-and wavelength-dependent conversion efficiency, we perform our sensitivity analysis with a full 2-D TCAD package. These effects cannot be accounted for with the diode equation-based approaches typically used in optimization routines. Notably, for the parameters and systems we analyzed, injection-and wavelengthdependent effects were small compared with changes in current. To maintain consistency between the simulations for the two parameters, 2-D simulations, which were required for analyzing spatial uniformity, were used for both. Our results indicate when 1-D simulations are suitable despite spatial variation in illumination intensity.
II. OPTICAL PARAMETERS
A. Spectral Fidelity
One important property of optical components for spectral splitting PV is the precision with which the optical system divides the incident spectrum. To quantify this property, we define spectral fidelity as the fraction of photons in the wavelength range intended for a given subcell that are actually directed to that subcell:
where λ k 1 and λ k 2 define the wavelength range of a spectral band ideally directed toward the kth subcell, Φ incident is the photon flux as a function of wavelength incident on the optical component, and Φ k is the photon flux that is actually directed to the kth subcell. In our system, k = 1 corresponds to the Cu 2 O cell and k = 2 corresponds to the Si cell. The concept that splitting precision affects system efficiency has been highlighted in previous work [2] , [7] , [9] , [11] , [13] - [17] . We introduce spectral fidelity as a way to quantify this precision in a generic way applicable to many optical components. Spectral fidelity is similar to the optical transfer efficiency defined by Russo et al. [12] , [13] , but it is based on the number of incident photons as a function of wavelength rather than the incident energy. As the energy per photon has little effect on either the device current or the voltage at which electrons are collected, we prefer the spectral fidelity metric. We further expand on their work by performing a sensitivity analysis of this variable and determining the relative importance of the fidelity of each spectral band.
In our tandem system, we define the high-energy spectral band (the wavelength range ideally directed to the first subcell) as λ ࣙ 605 nm, corresponding to the bandgap of Cu 2 O, and the low-energy spectral band (the wavelength range ideally directed to the second subcell) as λ < 605 nm. Note that because spectral fidelity for each spectral band only counts the photons within the selected wavelength range for that spectral band, the fidelity of each spectral band is independent, and the sum of the fidelities does not have to equal 100%.
We simulate a range of fidelities, using the following method to generate appropriate spectra: First, we split the solar spectrum perfectly [see Fig. 1(a) ]. Then, we apply a Gaussian decay function [dashed blue lines in Fig. 1(b) ] to the high-energy spectral band and the complement of that function [dashed red lines in Fig. 1(b) ] to the low-energy spectral band. We fit the decay constants and center of the decay function using a least-squares method to achieve the desired fidelity of each spectral band.
We use Gaussian decay near the cutoff wavelength because we assume that leakage from one spectral band to the other would be most pronounced in this spectral range. In other words, we assume that the edges of our spectral bands are not perfectly sharp. The use of complementary functions ensured that photon flux (and, therefore, incident power) as a function of wavelength is conserved. It also implies that the optical system is lossless (all incident photons arrive at one subcell or the other). The resulting spectra for 75% fidelity in both bands are shown in Fig. 1(b) . In addition to perfect splitting, we simulate all combinations of 55%, 65%, 75%, 85%, and 90% fidelity in each spectral band.
B. Spatial Uniformity
We simulate a Gaussian variation in light intensity over the surface of the device. Gaussian variation is realistic for many optical systems and allows for simple intuitive characterization of the variation using the coefficient of variance (CV), i.e., the ratio of the standard deviation to the mean, where the mean is taken to be the full simulation width.
The method for generating Gaussian variation in intensity is as follows: First, we split the spectrum into spectral bands with the desired fidelity, as described above. Then, we generate a discrete normal distribution of 21 points across the surface of the device. We normalize this distribution so that the total photon flux across the entire surface remains constant at an intensity of 1 sun. We then multiply the values of the normal distribution by the split spectra, generating 21 discrete spectra to apply across the surface of the device.
Values of CV = 0.009, CV = 0.091, and CV = 0.909 are tested. The corresponding maximum and minimum intensities are 1.1 and 0.7 suns for CV = 0.909, 8.4 and 1.6×10 −21 suns for CV = 0.091, and 21 and 0 suns for CV = 0.009, with the intensity going to 0 suns at approximately 64% of the mean (full simulated width).
III. MATERIALS SELECTION
The value of and lessons from sensitivity analysis are generalizable. However, realistic simulations require optical and electronic properties based on real materials. We simulate devices with Si and Cu 2 O absorbers. We chose Si as an absorber material because it is nontoxic, abundant [18] , high-efficiency, low-cost, has a proven track-record in the field [19] , and comprises more than 90% of the PV market [20] . Using the method of Henry [21] , we performed a detailed balance calculation to determine the best bandgap for a tandem cell paired with Si and found Cu 2 O to be almost ideal (2.05 eV versus 1.9 eV ideal). Furthermore, Cu 2 O is also nontoxic and abundant [22] . Most materials currently used in multijunction solar cells, like III-V compounds, are not abundant enough to produce tens of terawatts of power [23] . One of the key advantages of spectral splitting rather than stacked multijunction devices is that it enables consideration of a broader range of semiconductors by removing the need for lattice matching and epitaxial growth. We, therefore, feel consideration of more scalable materials like Cu 2 O is a compelling research priority.
We simulate Cu 2 O devices significantly more efficient than current records, as described below in Section IV. We feel Cu 2 O is a reasonable material choice despite this necessity for several reasons. First, the idealized properties for Cu 2 O are similar to those of other high-performance semiconductors with a bandgap near 2 eV, like GaP or InGaP, and these simulations can generalize to those for other high-efficiency wide-gap semiconductors. The relatively gradual onset of absorption in our Cu 2 O model also enables us to demonstrate the importance of quantum efficiency as described in Section V. Second, the record efficiency of Cu 2 O devices has increased by 44% since 2011 [24] and 364% since 2005 [25] , and there are several examples of other material systems, most recently metal-halide perovskites, doubling their efficiency or increasing it by more than 5% absolute over a short period [26] . Furthermore, each of our simulated parameters is similar to values in the literature. We simulate open-circuit voltages (V OC ) of 1.2-1.3 V, minority carrier lifetimes of 8-600 ns, and mobilities of 30-100 cm 2 /V·s. Values for each of these parameters of 1.2 V [27], 10 μs [28] , and 62 cm 2 /V·s (measured by Hall effect) [29] , respectively, have been reported. Controllable doping [30] and good contact formation [31] have also been demonstrated.
IV. TCAD SIMULATIONS
We simulate Si and Cu 2 O devices using the Sentaurus Device TCAD software package and calculate the total system efficiency assuming a four-terminal architecture. We simulate one higher efficiency and one lower efficiency architecture for both Si and Cu 2 O. For Si, we simulate a standard p-type diffused-junction device with an AM 1.5G efficiency of 19.4%, representing the performance of a high-end turnkey line [20] . We also simulate a passivated emitter rear totally diffused (PERT) cell [32] - [34] with AM 1.5G efficiency (24.0%) similar to the best commercially available solar cells [35] , [36] . The unit cell for our simulations is the smallest distance between two lines of symmetry, from the mid-point of one contact halfway to the next contact.
A Cu 2 O device must have an AM 1.5G efficiency greater than about 10% for a Cu 2 O-Si tandem device to outperform Si alone [37] . Therefore, although the current record efficiency for Cu 2 O is 5.4% [38] , we simulate devices with AM1.5G efficiencies of 11.6% and 13.7%. 13.7% is near the theoretical limit for a heterojunction solar cell with the conduction band offset of Cu 2 O and zinc oxide but otherwise ideal material properties. For both devices, we simulate a heterojunction with Cu 2 O and zinc oxysulfide, using idealized minority carrier lifetime and mobility and conduction band alignment. For more details on the simulation parameters, see [39] .
For the Si simulations without spatially varying illumination, we use Sentaurus's built-in transfer-matrix-method (TMM) optical solver. Spectra with different fidelities as described above are used as the input to the TMM solver.
For spatially varying illumination, because the thickness and the width of the silicon devices simulated are much greater than all wavelengths of incoming light, the silicon device is modeled using geometrical optics in MATLAB. Monocrystalline silicon devices are typically textured into pyramids with a facet angle to the horizontal of 54.4°. Light is assumed to be normally incident, strike one of these facets, and be refracted based on a constant index of refraction. We assume that any photons that reach the back surface are perfectly reflected, and any photons that subsequently reach the front surface escape. Because only 2% of incident photons reach the front surface after being reflected off the back, the effect of multiple scattering paths is considered to be negligible and omitted to reduce computation time. A wavelength-dependent absorption coefficient is convoluted with the path vector to determine absorption as a function of position.
Since the thickness (and in some cases the width) of the Cu 2 O devices simulated is on the order of the wavelength of solar illumination, optical simulations for both uniform and spatially varying illumination are performed using the finite-difference time-domain (FDTD) method with a repeating surface texture experimentally obtained from a representative atomic force micrograph of a real Cu 2 O device and periodic boundary conditions. More details on the FDTD simulations can be found in [40] .
The procedure for inputting carrier generation profiles for nonuniform illumination is discussed in detail in [31] . We include a brief overview here: First, we discretize the device across its width. We then perform the optical simulations as described above, illuminating each discretized region one at a time. The intensity of the illumination varies with the Gaussian intensity distribution across the width of the device described above in Section II-B. Note that illumination on a discrete region generates carriers over the full device width due to reflection and scattering. We implicitly assume that the interaction of these scattered and reflected photons with those from illumination of different regions of the device is negligible.
Next, the total generation rates from illumination of each portion of the device are linearly combined to calculate the total generation rate as a function of position. Then, we average the generation rate across the width of each discretized region to obtain 1-D generation profiles as a function of depth for each region. In each Sentaurus simulation, we generate the device structure so that the base of the solar cell has corresponding discrete spatial "regions" across its width. We then interpolate each of the 1-D profiles across the appropriate region.
V. RESULTS AND DISCUSSION
A. Spectral Fidelity Fig. 2 shows the sensitivity of the total system efficiency (contours, color scale) to the fidelity of the high-energy spectral band (the fraction of photons with energy greater than the bandgap of Cu 2 O directed to Cu 2 O, plotted on the x-axis) and the fidelity of the low-energy spectral band (the fraction of photons with energy less than the bandgap of Cu 2 O directed to Si, y-axis). Simulated data points are indicated with filled circles, and the contour lines are interpolated between these points. Fig. 2(a) contains data for the most efficient pairing: a high-efficiency Cu 2 O device and a high-efficiency Si device. Fig. 2(b) contains data for the combination of devices with the most similar efficiency: high-efficiency Cu 2 O and low-efficiency Si.
For comparison, the efficiency of the Si devices under AM 1.5G illumination are also plotted (black contour lines). Lowefficiency Si is not plotted in Fig. 2(a) , since if the system cannot outperform one of its components (high-efficiency Si), spectral splitting is clearly not beneficial. However, combining low-cost Si devices with lower efficiency wide-gap semiconductors has been considered as a low-cost alternative to singlejunction devices with more expensive materials. Therefore, the performance of high-efficiency Si is plotted for reference in Fig. 2(b) .
The large variation in efficiency coupled with the relatively flat contours indicates the importance of the low-energy spectral band fidelity and the lack of importance of high-energy spectral band fidelity. For the high-efficiency pairing [see Fig. 2(a) ], the efficiency is only better than Si alone (black contour line) when the low-energy spectral band fidelity is greater than 85-90%, depending on the high-energy spectral band fidelity. When the efficiencies of the wide-gap and narrow-gap devices are more similar [see Fig. 2(b) ], the system is slightly more robust to lower fidelity in the low-energy spectral band. However, lowenergy spectral band fidelity of about 75-85% is still required for the system to outperform low-efficiency Si alone (lower black contour line), and low-energy spectral band fidelity greater than 95% is required for better performance than high-efficiency Si alone (higher black contour line).
The greater importance of low-energy spectral band fidelity makes sense because low-energy photons directed to the wide-gap material are not absorbed; therefore, all of their energy is lost, while high-energy photons directed to the narrowgap material are absorbed, so only a fraction of their energy is lost to thermalization. Considered another way, there is a one-toone correlation between fidelity losses in the low-energy spectral band and photocurrent losses. A one-to-one loss in current must result in at least a one-to-one loss in efficiency, as per the standard definition of efficiency, η:
If the common approximation that the short-circuit current (J SC ) equals the photocurrent is used, the loss of absorption is directly proportional to the loss in efficiency. V OC usually decreases (logarithmically) with the photocurrent (approximated as J SC ), further exacerbating these losses. In contrast, losses in fidelity in the high-energy spectral band only result in sublinear changes in V OC due to thermalization losses in the narrow-gap material.
The importance of nonabsorption is demonstrated in Fig. 3 by comparing the normalized efficiency (system efficiency for given fidelities divided by the system efficiency under perfect splitting) to normalized J SC (sum of the J SC for each subcell for given fidelities divided by the sum of the J SC under perfect splitting) for every pair of devices with every combination of fidelities. A perfect 1:1 correlation (the black line in the figure) would indicate that all of the losses are current losses and, therefore, due to reduced absorption. The data fall very close to this line for all combinations of fidelities and all pairs of devices. The deviations, particularly at extremely low and high values of normalized J SC , are largely due to variations in the average voltage at which carriers are extracted from the system. This value depends on the fraction of total current produced by the wide-gap or narrow-gap device, which is, in turn, a function of the fidelity of both spectral bands.
The importance of absorption was also highlighted by results recently reported by Eisler et al. [41] . The authors demonstrated that the maximum efficiency of multijunction devices is achieved by maximizing conversion not only of solar photons but also of photons radiated from wide bandgap cells. In some cases, increased absorption of these radiated photons led to higher efficiencies than increasing the number of subcells (i.e., reducing the thermalization losses).
Under certain regimes, increased fidelity of the high-energy spectral band is detrimental to total system efficiency. This effect appears as contours sloping up from left to right in Fig. 2 and indicates that it is sometimes beneficial to absorb highenergy photons with a narrower gap material (Si). The effect is seen most clearly in the figure at low values of low-energy spectral band fidelity and high values of high-energy spectral band fidelity. We attribute it to low external quantum efficiency (EQE) at longer wavelengths of the Cu 2 O devices simulated. Cu 2 O, like many semiconductors, has a distinct slope in its EQE curve near its band edge [40] ; therefore, the system loses current by directing 500-620-nm photons to the Cu 2 O cell. The increased voltage per electron collected by the Cu 2 O rather than the Si cell is not always sufficient to make up for the current loss. For the lower efficiency Si device, the voltage benefit is greater; therefore, the wavelength range over which the current loss dominates is smaller. The slope of the system efficiency contours on a spectral fidelity map, therefore, provides a way to verify if the wavelength ranges chosen to define spectral fidelity correspond to "perfect" splitting (i.e., if they maximize efficiency). In our case, we see that it is not, as assumed here, at the band edge of Cu 2 O. Another approach to determining the wavelength ranges for perfect splitting is to use the crossover point for the spectral conversion efficiency, as defined by Russo et al. [13] . However, this method neglects the injection-level and absorption profile dependence of voltage. Both methods suggest a design strategy for optical systems based on relative cell EQEs rather than bandgap.
Changes in device parameters like minority carrier lifetime and mobility can affect the injection dependence of efficiency. There might be concern that such differences in the injectiondependent performance of low-efficiency devices compared with high-efficiency devices contribute strongly to the change in sensitivity between Fig. 2(a) and (b) . To test this hypothesis, we vary the fidelity of the spectral band directed toward a given subcell, while keeping the fidelity of the other spectral band constant at 90%, as shown in Fig. 4 . The performance of high-and low-efficiency devices relative to their performance under perfect spectral splitting is nearly identical at all fidelity values for both Si and Cu 2 O. We, therefore, rule out differences in individual subcell performance as a cause of the changes in the impact of fidelity for different pairs of devices.
Given the demonstrated importance of current losses, we attribute the similarity in the relative performance of high-and low-efficiency devices to the high rate of carrier collection of all the devices simulated. It, therefore, appears that the most important reduction in EQE at long wavelengths are related to decreased absorption rather than decreased carrier collection. The difference in the slopes of the Si and Cu 2 O curves in Fig. 4 are also almost entirely due to differences in J SC losses. The origin of this difference is again the poor EQE of Cu 2 O at longer wavelengths, which means that many of the photons redirected from the Cu 2 O to the Si would not have been converted by the Cu 2 O anyway. Fig. 4 . No difference between response of high-η and low-η devices to varying fidelity. Subcell efficiency of higher and lower efficiency Si and Cu 2 O devices, normalized to the efficiency of the respective device at 100% fidelity plotted versus fidelity of the spectral band intended for the given absorber (low-energy spectral band for Si and high-energy spectral band for Cu 2 O). The other spectral band fidelity was kept constant at 90%.
B. Spatial Uniformity
We find that spatial uniformity of the incident light intensity has virtually no effect on efficiency, internal quantum efficiency, or V OC . We vary the CV of a Gaussian distribution of intensity with an average intensity of 1 sun on length scales between 600 and 4800 μm for c-Si devices and between 1 and 100 μm for Cu 2 O devices. These length scales were chosen to span values significantly less than the minority-carrier diffusion length to values significantly higher. For the Si simulations, they vary from one-third to three times the minority-carrier diffusion length. For the high-efficiency Cu 2 O simulations, they vary from one-twelfth to eight times and, for the low-efficiency Cu 2 O simulations, from 1.25 to 125 times. These length scales are also on the order of the intensity variation produced by some spectral splitting optical components, for example, diffractive optics [42] , [43] . Fig. 5 plots the device performance metrics (normalized to the value for uniform illumination) for different values of CV and different length scales of the spatial variation. The error bars indicate the variation in output parameters attributed to changes in light intensity due to the way the variation is introduced into Sentaurus Device [39] . While we show results only for a c-Si device with a diffused emitter at 100% fidelity, similarly insignificant impact is observed for all Si and Cu 2 O devices at both 100% and 55% fidelity.
The relative insignificance of spatial variation of light intensity is further demonstrated in Fig. 6 . Here, the losses in total system efficiency relative to uniform illumination and perfect splitting are plotted versus CV for a combination of highefficiency Cu 2 O and low-efficiency Si. Each data series rep- resents a different fidelity value, with the fidelity of the two spectral bands equal to each other and varied together. The flat slopes indicate the unimportance of spatial variation compared with spectral fidelity.
It might be expected that lateral carrier redistribution beyond the bulk minority-carrier diffusion length (∼1600 μm for the simulations in Fig. 5 ) would not occur, leading to local regions of lower current and voltage. However, it has been observed previously that low-resistivity emitters offer a much more efficient conduction path than the bulk and enable transport over much longer distances [44] . Our simulations show that near open-circuit conditions, lateral current flow in the emitter indeed redistributes carriers from regions of high illumination intensity to regions of low illumination intensity. This redistribution current is driven by a lateral voltage drop in the device due to nonuniform carrier generation. However, because relatively little current is required to redistribute carriers in these nonconcentrating simulations and the emitter resistance is low, the power loss due to this voltage drop is small. These results help explain why earlier work also found little effect from nonuniform illumination under low concentration [42] .
We test the hypothesis that high emitter conductivity is eliminating effects of spatial inhomogeneity by simulating a 600-μm-wide diffused-junction Si device with increased emitter sheet resistance. We reduce the peak emitter doping concentration from its original value of 6 × 10 19 cm −3 to a range from 5 × 10 16 to 1×10 19 cm −3 . We also reduce the depth of the emitter diffusion. For the original simulation, the characteristic length of the Gaussian doping profile is 150 nm, while for the high sheet resistance simulations, it is 100 nm. To maintain a reasonable V OC , it is necessary to maintain the built-in voltage of the junction. To accomplish this, we simultaneously decrease the base doping concentration to achieve maximum efficiency for a given emitter doping. Base doping is decreased from 2 × 10 16 cm . Note that the efficiency of the devices is reduced by reducing the emitter doping concentration. We account for this reduction by considering a normalized efficiency, the ratio of efficiency under spatially varying illumination to that under uniform illumination. Fig. 7 shows the effect of sheet resistance on efficiency under illumination by a perfectly split spectrum with a CV of 0.009. The reduction in efficiency does not increase until the emitter doping concentration is less than 10 19 cm −3 . This corresponds to a sheet resistance of 494 Ω/ , compared with 87 Ω/ for the original simulation. The saturation of the efficiency reduction at about 1% is most likely due to a competing effect like greater emitter recombination due to higher doping. These results are qualitatively similar to those observed under concentrated light by García et al. [44] . Indeed, the importance of low emitter sheet resistance to allow lateral current flow in systems with nonuniform illumination has long been established, even for nonconcentrating solar cells [45] , [46] . Existing high-resistivity metal pastes are designed for 100-120 Ω/ emitters and light diffusions in PERT and PERL structures are on the order of 400-500 Ω/ . While we highlight the lack of sensitivity in the more realistic devices in this study, it should be noted that further increases in emitter resistivities may require tighter control of spatial uniformity, even in nonconcentrating systems.
C. Analysis Limitations
We note several limitations to the scope of this analysis. We neglect local heating effects and (since our simulations were 2-D) current redistribution through the metallization grid. Further, we simulate single-junction subcells under 1-sun illumination conditions. For effects particular to concentrated sunlight and stacked multijunction devices-resistive effects, local current mismatches, and increased resistivity of tunnel junctionssee [44] and [47] - [49] .
Because we observe almost no impact of spatial variation, we are not able to test the efficacy of CV in capturing the key elements of spatial variation that do affect cell performance, for example, in concentrating systems. As a general parameter, it has the disadvantage of applying only to normally distributed intensity variation. We suggest that a single quantifiable variable that captures these effects would benefit the community for considering the effects observed with concentrating optics, stacked multijunction devices, and very high resistivity emitters.
VI. CONCLUSION
We have suggested that the spectral splitting PV community can benefit from applying sensitivity analysis to determine the key characteristics of efficient spectral splitting optics. We demonstrate its utility by evaluating two general quantifiable parameters for spectral splitting optics: 1) spectral fidelity to measure the precision of the splitting and 2) spatial uniformity to measure the variation of light intensity over the surface of the solar cell. Because we are performing a sensitivity analysis rather than an optimization, we use a numerical solver for our device simulations rather than a diode model, as is typical. In our TCAD simulations of Si/Cu 2 O spectral splitting structures, maximizing the spectral fidelity of the lower energy band is critical, but maximizing the energy of the high-energy band is not. That is, maximizing current is critical, but maximizing the voltage at which electrons are extracted is not. Our results show that in cases where changes in current are large or the injection-level dependence of voltage and fill factor are small, a diode model captures the key effects.
We also show that low quantum efficiency can outweigh the increased voltage when determining which material should ideally absorb photons at a given wavelength. Essentially, the crossover point in the spectral response functions of two materials may not correspond to the bandgap of the wider gap material. These results suggest that materials with high quantum efficiency over only a fraction of the spectral range in which they absorb light could be used effectively in a spectral splitting scheme, possibly lowering the barrier for commercialization of novel materials. Systems with a greater number of unique absorbers may be more sensitive to the energy at which photons are extracted, and we suggest further study in this area.
We find almost no impact of spatial nonuniformity for devices with reasonably conductive emitters under 1-sun (i.e., nonconcentrating) illumination. The physical origin of this result in the simulations, which is the nearly lossless redistribution of carriers through low-resistivity emitters, agrees with earlier work on concentrating and stacked multijunction devices.
For all our simulations, we assume the spectral fidelity and spatial uniformity to be independent parameters. In reality, many optical systems exhibit chromatic aberration, with the spectral quality of light changing in space. Investigating the effects of the coupled variables may be important for some systems, especially those in which spatial variation of carrier generation has a stronger effect on performance.
