Background: The evolution of nuclear magic numbers at extremes of isospin is a topic at the forefront of contemporary nuclear physics. N = 50 is a prime example, with increasing experimental data coming to light on potentially doubly-magic 100 Sn and 78 Ni at the proton-rich and protondeficient extremes, respectively.
I. INTRODUCTION
Determining the evolution of the nuclear magic-numbers far from the line of β-stability is the subject of much experimental and theoretical effort. In particular, the advent of the next generation of radioactive ion beam facilities presents the promise of further study of this evolution at the extremes of isospin. So-called "islands of inversion" are now well established at N = 8, N = 20 and N = 28 [1] [2] [3] , all of which are established major shell-closures at the line of stability, as well as the sub-shell closure at N = 40 [4] . The N = 50 shell may also be expected to exhibit a similar breakdown of the nominal magic numbers (see e.g. [5, 6] ), incorporating the neutron-deficient (nominally) doubly-magic 100 Sn and neutron-rich 78 Ni.
Key experimental observables in the mapping of nuclear shell evolution include excited 2
state energies and E2 transition strengths (B(E2; 2 + → 0 + )). In order to properly assess the evolution of nuclear shell closures the experimental determination of these observables at stability where "normal" configurations dominate is thus important.
Of the even-even N = 50 isotones, B(E2; 2 Kr is found to be inconsistent, with B(E2) values determined from a lifetime measurement using the DSAM technique [7] found to deviate from that determined using Coulomb excitation [8] at a 3σ level. In the event that the B(E2) value extracted from DSAM in Ref. [7] is correct, the degree of collectivity characterized by the B(E2) decreases steadily from a maximum at 82 Ge towards the minimum at 90 Zr. If, on the other hand, the Coulomb-excitation B(E2) of Ref. [8] is correct, the decrease is rather more pronounced from a near-maximum at Z = 36
to a minimum at Z = 40. A figure showing N = 50 B(E2; 2
) systematics is shown in the discussion section of this paper.
In the present work, we therefore undertook to remeasure the lifetime of the 2 + 1 state in 86 Kr using the DSAM technique, following population by unsafe Coulomb-excitation.
The major benefit of this population mechanism is that Coulomb excitation cross-sections reduce as one requires more excitation energy or further steps of excitation, greatly reducing the impact of feeding from higher lying states on the lifetimes measured for the states of interest. A benefit for the present measurement over that of Ref. [7] is the use of a 4π
HPGe array, greatly enhancing sensitivity to near-degenerate states which might only be resolved at either forward-or backward angles. The analysis of this work is very similar to that described in Ref. [9] but utilizes the DSAM technique rather than the recoil-distance method.
II. EXPERIMENTAL DETAILS
States of interest were populated through the unsafe were acquired using the TIGRESS digital data acquisition system [14] with a particle-γ coincidence condition required. Detector waveforms were collected for both the HPGe and CsI(Tl) detectors, as well as coincident accelerator-RF waveforms. A similar experimental configuration using TIP, TIGRESS and the same target used in the present work is discussed in Ref. [15] .
III. ANALYSIS
Data were unpacked and analyzed using the in-house GRSISort analysis software [16] , built on the ROOT framework [17] . Events were constructed on the basis of a trigger ID, provided by the TIGRESS acquisition system. Precise relative timing information was extracted through the fitting of the CsI(Tl), HPGe and RF waveforms. Particle-γ pairs were constructed on the basis of this timing information which were themselves coincident with an RF pulse and, thus, a beam bucket from the accelerator chain. Waveform fitting also allowed for particle identification (PID) on the basis of the well-understood response of CsI(Tl) (see, e.g. Ref. [12] ). A PID plot for the innermost four CsI(Tl) detectors is shown in Fig. 1 .
In order to maximize peak-to-background, HPGe signals were added back on the basis of from in-flight decays (i.e. not the result of time-random β decays) were weak γ-ray lines consistent with a single-proton transfer reaction into 87 Rb, the isotonic neighbour of 86 Kr.
Where resolvable these weak lines were fitted with a simple Gaussian and included in fitting of the Monte-Carlo simulations. No strong background lines were observed to interfere with the decays which will be discussed.
Observed in the data were four transitions from the decay of excited states of 86 Kr: The techniques used to analyze the DSAM spectra are outlined in detail in Ref. [9] and Ref. [18] . High-statistics GEANT4 simulations were performed using a detailed model of the TIGRESS and TIP spectrometers. For the purposes of the DSAM analysis, only the inner eight TIP CsI(Tl) detectors were used -for the remaining detectors the particleidentification plot (see Fig. 1 ) did not give good separation for the carbon nuclei, and losses due to thresholds could not be consistently accounted for. The simulated GEANT4 spectra were smeared according to the observed HPGe detector resolution prior to comparisons with the experimental data. For comparison with simulations, TIGRESS was separated into six rings corresponding to the downstream-and upstream-most rings of the 45
• , 90
• and 135
• clovers, with ring 1 being the most downstream and ring 6 the most upstream. No sensitivity to lifetimes was found for the rings about 90
• . Angular correlation effects were not found to be important and were not included in the further analysis. The parameters in the fits were a scaling parameter, a zeroth-order polynomial background which was constrained (but not fixed) prior to the fit, and an E γ -shift parameter to account for any low-level mismatch between the simulated and experimental energies -in particular to allow for binning effects. Due to the low level of statistics for this transition, the use of a maximum-likelihood method was essential, as described in Ref. [9] . The simulated lineshape corresponding to the maximized log-likelihood is shown in Fig. 4 . To account for the fact that the reduced χ 2 min /ν = 1.12 > 1, the statistical uncertainties were inflated by a factor of χ 2 min /ν = 1.06 following the prescription of Ref. [19] , yielding a final lifetime of 263 fs with δτ stat = 9 fs. The simulated data were then fit to the experimental spectra, with all four rings fitted simultaneously. For each ring, the following parameters were independently varied to achieve the best fit: a scaling parameter for the 2 The χ 2 ≤ χ 2 min + 1 region from which the minimum and associated statistical uncertainties were determined. 
C. Systematic uncertainties
Uncertainties on the present measurement are dominated by systematic effects. The primary systematic uncertainties in the present measurement arise from uncertainties in the stopping powers for krypton in amorphous carbon and gold. The fast (large v/c) component to the lineshapes was found to be sensitive to the stopping in carbon and was varied during the simulation procedure. All results thus far correspond to a stopping power of 60% of that included by default within the GEANT4 libraries which was found to best reproduce the data.
Full simulations were performed for 40%, 50%, 60%, 70% and 80% of the nominal carbon stopping powers in GEANT4. Based on simulations performed with these stopping powers systematic uncertainties of δτ (2 
263 (9)(19) < 0.13
IV. DISCUSSION
The present results deviate from those determined in Ref. [7] by more than three standard deviations. We note, however, that the measurement reported in Ref. [7] was unable to resolve the 3 − state observed in the present work. The failure to include this contribution in the lifetime determination of the present work -even at relatively low levels -would result in the extraction of a longer lifetime from the analysis. This highlights the importance of using HPGe arrays with detectors at both forward and backward angles in DSAM analyses. In order to demonstrate to the reader the incompatibility of the lifetime quoted in Ref. [7] with the present data, Fig. 9 shows simulated lineshapes corresponding to a lifetime of 450 fs.
The lifetime extracted in the present work is in good agreement with both the Coulomb excitation works of Ref. [8] and Ref. [26] . Excluding the DSAM result of Ref. [7] for the above stated reasons, we determine a new weighted average lifetime, τ 2
= 339 ± 16 fs. 
V. CONCLUSIONS
We have remeasured the lifetime of the first-excited state in 86 Kr using the Dopplershift attentuation method (DSAM) following population in unsafe Coulomb excitation. Our result agrees with previous Coulomb-excitation measurements and disagrees with a previous DSAM measurement at the 3σ level. We hypothesize that this discrepancy may arise from the failure of the previous measurement to resolve a feeding state with a lineshape that overlaps with the state of interest. We were further able to extract lifetimes for the 3 − (2) and 2 + 2 states and determine transition strengths accordingly. Our new data indicate a more precipitous reduction in B(E2) strength in the N = 50 isotones approaching the Z = 40 sub-shell closure than was previously thought to occur. This new lifetime may also affect the conclusions of g-factor measurements which need to account for the lifetimes of the states of interest (e.g. Ref. [7] and Ref. [29] ) in the transient-field technique.
VI. ACKNOWLEDGEMENTS
The authors would like to thank the TRIUMF beam delivery group for their efforts in providing high-quality beams. This work has been supported by the Natural Sciences and 
