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Abstract
Collage grammars are context-free devices which generate picture languages consisting of
collages—sets of parts, where a part is a set of points in a given space. In order to show
that certain collage languages cannot be generated, the well-known pumping technique turns out
to be rather useless. To circumvent this di9culty, other necessary criteria for context-freeness
are established in this paper. Roughly speaking, these criteria reveal that (1) the collages in
a context-free collage language can be de:ated stepwise in such a manner that the di;erence
between subsequent collages in the resulting chain is small and (2) the volume of parts can
grow or shrink only exponentially. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Collage grammars are context-free devices for the generation of d-dimensional pic-
ture languages (see [5] for a survey and further references). A collage consists of a
set of parts, each part being a set of points in a Euclidean space of some dimen-
sion. The overlay of all parts yields the picture. The generation of collages is based
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Fig. 1. The iteration sequence of the SierpiKnski gasket.
Fig. 2. Collages that consist of squares with integer side lengths.
on the replacement of atomic nonterminals and is, in its original deLnition, closely re-
lated to hyperedge replacement, a context-free type of graph and hypergraph generation
(see, e.g., [13,7]). The replacement of a nonterminal by other nonterminals or by parts
involves the application of a9ne transformations. As replacements of di;erent nonter-
minals are independent of each other, a superlinear growth of the number of parts of
generated collages cannot be expected. Consider, for example, the typical iteration se-
quence of the SierpiKnski gasket shown in Fig. 1, which forms the collage language L.
It is intuitively clear that a context-free type of rewriting cannot generate a language
like this because the reLnement is too uniform. However, due to the geometric e;ects
involved in the generation of collages, the usual language theoretic arguments do not
su9ce to prove this.
Secondly, one may also consider the volumes of parts which occur in the collages
of a language. If an a9ne transformation f is applied to a part, then the volume
of this part is multiplied by a factor  depending on f (namely, the determinant of
the matrix associated with f). Thus, by iteration one obtains factors like ; 2; 3; : : : ;
which makes it easy to generate a language whose collages consist of, e.g., squares
of side length 2n. However, it seems to be impossible to achieve a modest growth of
parts. Consider, for example, the collage language L✷ each member of which (indicated
in Fig. 2) is a square of integer side length and where all positive integers occur as
side lengths. It turns out that such a language cannot be generated. Intuitively, this
is because Lnitely many a9ne transformations, those found in the productions of a
speciLc collage grammar, do not su9ce to describe that many parts of nearly the same
size. Similarly, the set of all squares of side length 1=n (n∈N) cannot be generated.
In analogous situations concerning string or graph languages, pumping lemmata are
often helpful. To recall the basic argument, a long enough string in a context-free
language induces three derivations of the form S→∗ uAy, A→∗ vAx, A→∗ w where u,
v, w, x, and y are terminal strings and vx is not empty. Thus, all strings uviwxiy for
i∈N0 belong to the given language, which shows (among others) that the length
of strings in the language can at most grow linearly (and never quadratically or
exponentially).
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Fig. 3. A production of a collage grammar.
Fig. 4. A derivation using the rule in Fig. 3.
To some extend, a similar e;ect can be observed in the realm of collage grammars,
yielding three derivations of a form corresponding to the three above. But the iteration
may fail to produce an inLnite number of collages. To see this, consider the production
in Fig. 3, where the oriented A-labelled square is a nonterminal. The right-hand side
contains the same nonterminal as the left-hand side, but turned by 90◦ counterclockwise,
and a square on the right as a part. If one considers the left-hand side as the start
collage, one can directly derive the right-hand side, as shown in the Lrst step of
Fig. 4.
Intuitively, in order to apply the production again it must be turned by 90◦ counter-
clockwise, so that the left-hand side matches the nonterminal to be replaced. Hence, as
a new part the upper square is obtained. Obviously, iteration yields only two further
collages, as shown in Fig. 4, because the same parts are reproduced over and over again
after four steps. In other words, one obtains a pumping lemma for collage grammars
similar to the string case (and the case of hyperedge-replacement graph grammars), but
the most essential property is missing: pumping is not guaranteed to produce inLnitely
many di;erent results. Hence, the lemma turns out to be useless in order to show that
a certain collage language cannot be generated by a collage grammar.
In this paper we present results which Lll the gap, by developing two criteria that
can be applied in order to disprove context-freeness of collage languages. Roughly
speaking, the Lrst criterion states that every collage in a context-free collage language
can be de:ated (as opposed to pumping) stepwise in such a way that subsequent
collages in the resulting chain di;er by at most a constant number of parts each. In
particular, this yields a corollary which states that the number of parts of collages
in a context-free collage language grows at most linearly, ruling out the example in
Fig. 1. This result is shown in Section 3. The second criterion concerns the volumes
of parts and is shown in Section 4. Basically, the result states that the volumes of
parts (over all collages in a given language) grows or shrinks exponentially. Thus, a
language whose distribution of part volumes is denser than polylogarithmic cannot be
generated. In Section 2, we recall the basic notions related with collage grammars as
far as needed for the purpose of this paper.
This paper is a revised and extended version of [9]. In particular, the results in
Section 3 generalize those presented in [9], and the proofs in Section 4 are now based
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Fig. 5. A language that violates the context-freeness criterion established by Corollary 3.3.
on Eilenberg and Sch,utzenberger’s work on rational subsets of commutative monoids
[10], which leads to a considerable simpliLcation. Using the generalized results of
Section 3, we are now able to prove a conjecture mentioned in the conclusion of [9]
(namely that the language indicated in Fig. 5 is not context-free).
2. Preliminaries
In this section, we compile the basic notions concerning collage grammars and their
generated languages. A collage grammar is introduced as a regular tree grammar (see,
e.g., [12]) that, intuitively, generates a set of derivation trees the values of which form
the generated collage language. As shown in [3], this deLnition of collage grammars is
equivalent to the original one [14]. Throughout the paper it is assumed that the reader
is familiar with the basic notions of a9ne geometry (cf., e.g., [2,11]).
The set of natural numbers (including 0) is denoted by N0, while N denotes N0\{0},
and [n] denotes the set {1; : : : ; n}, for every n∈N0. The set of all real numbers is
denoted by R; R+ denotes the set of all nonnegative reals. The cardinality of a Lnite
set S is denoted by |S|.
2.1. Terms
A signature is a set  of symbols such that for each symbol F∈ a natural num-
ber, its rank, is speciLed. To indicate the rank n of F we use the notation F (n).
X = {x1; x2; : : :} is the countable set of pairwise distinct variables, and Xn denotes its
subset {x1; : : : ; xn} for n∈N0. The set T(Y ) of terms over  with variables in Y ⊆X
is deLned as usual, i.e., it is the smallest set of strings containing Y and for all F (n) ∈
and all t1; : : : ; tn ∈T(Y ), F[t1; : : : ; tn]. 1 In case n=0 one may write F instead of F[],
i.e., a term consisting of a single symbol is identiLed with this symbol. T denotes
T(∅).
The size of a term t is the number |t| of occurrences of symbols it contains. Thus,
|t|=1 +∑ni= 1 |ti| for every term t=F[t1; : : : ; tn].
If t ∈T(Xn) contains every variable in Xn exactly once, then t<t1; : : : ; tn= denotes
the term obtained by substituting ti for the occurrence of xi in t, for every i∈ [n].
We emphasize that the notation t<t1; : : : ; tn= is meant to imply that every variable in Xn
appears exactly once in t, even if this is not stated explicitly. Furthermore, if t contains
exactly one occurrence of x1 then t0 = x1 and t i+1 = t<t i= for all i∈N0.
1 The symbols “[”, “]”, and “;” are meta symbols that are assumed not to occur in . Furthermore, it is
assumed that X ∩= ∅.
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2.2. Regular tree grammars
A regular tree grammar is a system G=(N; ; P; S), where N and  are disjoint
Lnite signatures, all symbols in N (the nonterminals) are of rank 0, S ∈N is the
start symbol, and P⊆N ×T∪N is a Lnite set of productions. A production (A; r)
is usually denoted by A→ r. For terms t; t′ ∈T∪N , t directly derives t′, denoted by
t→P t′, if there is a production A→ r in P such that t= s<A= and t′= s<r= for some
term s∈T∪N (X1). The transitive and re:exive closure of the relation →P is denoted
by →∗P . The set of terms generated by G, called a regular tree language, is
L(G) = {t ∈ T | S ∗→
P
t}:
A regular tree grammar G=(N; ; P; S) is in normal form if all productions have
the form A→F[A1; : : : ; An], where F (n) ∈ and A; A1; : : : ; An ∈N . It is well known
that every regular tree grammar can e;ectively be transformed into this form without
a;ecting the generated language (see, e.g., [12]).
2.3. Collages and collage operations
In the following, let d∈N0 be an arbitrary, but Lxed natural number, the dimension
of the Euclidean space we are going to consider. A part is a bounded subset of Rd. 2
The set of all parts in Rd is denoted by Pd. The set Cd of collages is the set of all
Lnite sets of parts, i.e., Cd= {C ⊆Pd |C Lnite}.
Transformations on Rd are canonically extended to parts and to collages. For a9ne
transformations f1; : : : ; fn on Rd, 〈〈f1 · · ·fn〉〉 denotes the operation F :Cnd →Cd given
by F(C1; : : : ; Cn)=
⋃
i∈[n] fi(Ci) for all C1; : : : ; Cn ∈Cd. A collage operation is either
an operation of the form 〈〈f1 · · ·fn〉〉 for a9ne transformations f1; : : : ; fn (n¿1) or a
constant collage (viewed as an operation of arity 0). A collage signature is a Lnite sig-
nature  consisting of collage operations, where ranks coincide with arities. For t ∈T,
val(t) denotes the value of t, i.e., val(t)=F(val(t1); : : : ; val(tn)) if t=F[t1; : : : ; tn].
2.4. Collage grammars and their languages
A collage grammar is a regular tree grammar G=(N; ; P; S) such that  is a
collage signature. The generated language is L(G)= {val(t) | t ∈L(G)}. A language
of this form is called context-free.
3. The dierence between generated collages
From the theory of context-free string languages it is known that, if the strings in
a context-free language are ordered by length, then there is a constant c∈N0 such
2 For the deLnition of collage grammars the restriction to bounded parts, which is not employed in earlier
papers, is not essential. However, for the present paper it is a natural and technically useful assumption
because it prevents parts with an inLnite volume.
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that consecutive strings di;er by at most c symbols in length. Consequently, languages
like {an2 | n∈N0} are not context-free. The aim of this section is to establish a similar
result for context-free collage languages. For this, we shall show that every su9ciently
large collage in a given language can be reduced to a small collage in a sequence
of small steps. Each step yields a collage which belongs to the language, and which
di;ers from its predecessor by at most a constant number of parts. In order to formalize
this, let us consider a pair =(l; r) of collages l and r as a replacement rule in the




Hence, a rule can be applied if we Lnd an a9ne image of its left-hand side in the given
collage. Then, the application of the rule replaces this image with the corresponding
a9ne image of the right-hand side. As usual, if R is a set of such rewrite rules, ⇒R
denotes the union of the relations ⇒, ∈R.
The result we are aiming at states that, for every context-free collage language L,
a Lnite set of collage rewrite rules can be found such that large collages can be
transformed into small ones step by step, without ever leaving the language. In order
to prove this, the well-known pumping lemma for regular tree languages, which we
recall below, turns out to be useful.
Lemma 3.1 (Pumping lemma for regular tree languages, cf. [12]). For every regular
tree language L there is a constant c∈N0 such that every term t ∈L, |t|¿c, has the
form t0<t1<t2== for some terms t0; t1; t2, where
(1) |t2|¡|t1<t2=|6c and
(2) t0<ti1<t2==∈L for all i∈N0.
It is well known that the pumping lemma for context-free string languages is a rather
direct consequence of Lemma 3.1, as applied to the language of derivation trees of a
context-free string language (which is a regular tree language). In the same way one
could obtain a pumping lemma for context-free collage languages. Unfortunately, as
argued in the introduction, the resulting lemma turns out to be quite useless. The reason
is that, unlike the string case, where each pumping step yields a new member of the
language, until now no way is known to ensure that pumping yields new collages ad
inLnitum. We shall therefore proceed the other way round: instead of trying to pump
up collages we de:ate them by choosing i=0 in Lemma 3.1(2).
Theorem 3.2. Let L be a context-free collage language. There is a constant d and
a :nite set R of collage rewrite rules such that, for every collage C0 ∈L, there are
collages C1; : : : ; Cn ∈L (where n∈N0) with C0⇒R C1⇒R · · · ⇒R Cn and |Cn|6d.
Proof. Let G=(N; ; P; S) be a collage grammar generating L, and let c be the constant
obtained by applying Lemma 3.1 to L(G). Now, deLne d= max{|val(t)| | t ∈T; |t|6c},
and let R be the set of all collage rewrite rules (l; r) such that l⊆ val(t) and r=val(t′)
for some terms t; t′ ∈T of size at most c.
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Consider some collage C0 ∈L(G) such that |C0|¿d. Let t ∈L(G) be a minimal
term such that C0 = val(t). By the choice of c we have |t|¿c, which means that
t= t0<t1<t2== for terms t0; t1; t2 as in Lemma 3.1. Now, C0 = val(t0<∅=)∪f(val(t1<t2=)) and
val(t0<t2=)= val(t0<∅=)∪f(val(t2)) for some a9ne transformation f. (This follows by
an obvious induction on the size of t0, choosing as f the a9ne transformation obtained
by composing the transformations on the path from the root to the occurrence of x1 in
t0.) Since |t1<t2=|6c, the pair (l; r) with l=val(t1<t2=)\f−1(val(t0<∅=)) and r=val(t2) is
a rule in R, which shows that C0⇒R C1 for C1 = val(t0<t2=). Since |t0<t2=|¡|t|, repeating
the construction a Lnite number of times results in a derivation C0⇒R C1⇒R · · · ⇒R Cn,
where Cn=val(s) for some term s∈L(G) satisfying |s|6c, i.e., |Cn|6d.
Note that, although it may at Lrst sight seem so, the collages C0; : : : ; Cn in the
statement of the theorem do not necessarily satisfy |Ci|6|Ci−1|. The number of parts
of the collages in the chain may temporarily increase, but will eventually get smaller
than the constant d. We shall mention two corollaries of Theorem 3.2 that may turn
out to be particularly useful. For the Lrst, let us measure the di;erence between any
two collages C; C′, as follows: di;(C; C′)= |(C ∪C′)\(C ∩C′)|. Thus, the di;erence
between C and C′ is the number of parts which the two do not have in common.
Clearly, if C⇒ C′ for a collage rewrite rule =(l; r), then di;(C; C′)6di;(l; r).
Thus, as an immediate consequence of the Lniteness of the set R in Theorem 3.2 we
get the following.
Corollary 3.3. If L is a context-free collage language, then there is a constant d∈N0
such that for every collage C ∈L with |C|¿d there is a collage C′ ∈L\{C} satisfying
di;(C; C′)6d.
As an example, consider the collage language indicated in Fig. 5. It is the set L of
all collages Cn, n¿1, where Cn consists of n parts, each of which is a rectangle of
height 1 and width 2n−1. Obviously, there is no constant d as required by the corol-
lary since di;(Cn; C)¿n for all C ∈L\{Cn}. Consequently, the language is not context-
free.
The second corollary corresponds to the linear bound on the growth of strings in
a context-free string language. It states that the number of parts in the collages of a
context-free collage language grows at most linearly. More precisely, if we consider
the set S = {|C| |C ∈L} for some context-free collage language L, then there is some
d∈N0 such that every interval of size d contains at least one element of S (unless S
is Lnite).
Corollary 3.4. Let L be a collage language such that the set {|C| |C ∈L} is in:nite.
Then there exists a constant d∈N0 such that, for all n∈N0, there is some collage
C ∈L satisfying n6|C|6n+ d.
Proof. Choose d= max{di;(l; r) | (l; r)∈R}, where R is taken from Theorem 3.2, and
let C0 ∈L be such that |C0|¿n + d. If C0⇒R C1⇒R · · · ⇒R Cn is as in Theorem 3.2
and mi = |Ci| for i∈{0; : : : ; n} then mi − mi−16d for all i∈ [n]. Since, furthermore,
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Fig. 6. A language that violates the context-freeness criterion established by Corollary 3.4.
Fig. 7. Elements of a context-free collage language yielding the SierpiKnski gasket as their intersection.
m0¿n+ d and mn6n+ d, there must be at least one mi among m0; : : : ; mn such that
n6mi6n+ d.
Examples of languages whose non-context-freeness follows from Corollary 3.4 are
the set of regular approximations of the SierpiKnski gasket (see Fig. 1) discussed in the
introduction and the language indicated in Fig. 6.
The number of parts in the collages of the former grows exponentially, while the
number of parts in the square patterns of Fig. 6 grows quadratically. Thus, both these
languages cannot be generated. There are many other examples of this kind. In fact,
almost all the well-known fractals generated by iterated function systems (cf. [1,15,16]),
like the SierpiKnski sponge, the Cantor dust, the Barnsley fern, etc. are obtained by taking
the limit of a sequence which, considered as a set of collages, shows the exponential
behaviour of the example in Fig. 1. If one tries to generate such sets using collage
grammars, Theorem 3.2 proves that it is impossible to guarantee that all regions of a
given collage show the same degree of reLnement. But one should notice that it is,
for example, easy to construct a collage grammar generating the collages in Fig. 1,
together with all “irregular” approximations of the gasket like those shown in Fig. 7.
Clearly, the intersection of all pictures of this sort also yields the SierpiKnski gasket.
Thus, if one wishes to study grammatical descriptions of fractals, nothing essential is
lost (cf. [6]). An approach which combines both views in order to generate languages
of fractals is introduced in [4].
4. The volume of parts of collages
Being interested in properties of collage languages one may, rather than looking at the
collages of a given language L, also consider the set L∪= {p∈C |C ∈L} of all parts
which occur in its collages. It is immediately clear that L∪ must be of a rather special
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nature if L is context-free because this means that the parts are obtained by repeatedly
applying a9ne transformations (taken from a Lnite set!) to Lnitely many basic parts. In
this section, we study the distribution of volumes of parts in L∪. For this, we use some
of the results on rational (or semi-linear) subsets of commutative monoids presented
by Eilenberg and Sch,utzenberger in [10].
Let M=(M; ◦; %) be a (not necessarily commutative) monoid, i.e., a set M with
an associative binary operation ◦ and a neutral element %. The set rat(M) of ra-
tional subsets of M is the smallest set of subsets of M satisfying the following
conditions.
(1) Every Lnite subset of M is an element of rat(M).
(2) For all X; Y ∈ rat(M) the sets X ∪Y , X ◦Y , and X ∗ are elements of rat(M).
Here, X ◦Y = {x ◦y | x∈X; y∈Y} and X ∗= {x1 ◦ · · · ◦ xn | x1; : : : ; xn ∈X , n∈N0}
(where, as usual, x1 ◦ · · · ◦ xn= % for n=0).
Semi-linearity is another useful notion. A set Y ⊆M is said to be M-linear if
Y = x0 ◦X ∗ for some element x0 of M and a Lnite set X ⊆M. 3 Y is M-semi-linear if
it is a Lnite union of M-linear sets. Below, we will mostly speak of (semi-)linearity,
omitting the preLx “M-” if it is clear from the context. Also, we may identify M with
M as long as this does not cause confusion.
The following fact collects the results from [10] which we are going to use in this
section.
Fact 4.1. For each commutative monoid M the following statements hold.
(1) A set Y ⊆M is semi-linear if and only if Y ∈ rat(M).
(2) X; Y ∈ rat(M) implies X ∩Y ∈ rat(M).
(3) If M is :nitely generated 4 and N is a submonoid of M such that x ◦y∈N
implies y∈N for all x∈N; y∈M, then N is :nitely generated.
Below, we mainly consider the (commutative!) monoid R=(R+; ·; 1), where - ·- is
the multiplication of reals. If p is a part, let ‖p‖ denote its volume (recall that parts
are bounded, so ‖p‖∈R+). The mapping ‖-‖ is canonically extended to sets of parts.
In particular, for a collage language L, ‖L∪‖= {‖p‖ |p∈L∪}. We now prove a basic
lemma which states that ‖L∪‖ is semi-linear for every context-free collage language L.
Lemma 4.2. The set ‖L∪‖ is R-semi-linear for every context-free collage language L.
Proof. Let L=L(G) for some collage grammar G=(N; ; P; S) in normal form, and
assume without loss of generality that, for every nonterminal A∈N\{S}, there is at
least one term t ∈T such that A→∗P t.
We are going to make use of Kleene’s theorem. To this end, construct a right-linear
Chomsky grammar G′=(N; T; P′; S), where N and S are taken from G, T is the Lnite
3 The notation x0 ◦X ∗ is used to abbreviate {x0} ◦X ∗.
4M is Lnitely generated if there is a Lnite set X ⊆M such that M=X ∗.
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subset of R+ given by the numbers occurring in P′, and P′ consists of the following
productions:
(i) the production A→‖p‖ for each production (A→C)∈P and each p∈C, and
(ii) for each production A→〈〈f1 · · ·fk〉〉[A1; : : : ; Ak ] in P and i∈ [k], the production
A→ det(fi)Ai, where det(fi) denotes the determinant of fi. 5
By Kleene’s theorem, the string language L(G′) generated by G′ is an element of
rat(T), where T=(T ∗; ◦; () denotes the free monoid of Lnite strings over T . Now,
consider the monoid homomorphism ’ : T→R given by ’(()= 1, ’(x)= x for all
x∈T , and ’(x ◦y)= x ·y for x; y∈T ∗. Due to a well-known result from calculus, it
holds that ‖f(p)‖=det(f) · ‖p‖ for every part p and every a9ne transformation f.
Using this, it follows by an obvious induction that ‖L∪‖=’(L(G′)) (where ’ is
canonically extended to sets). Consequently, ‖L∪‖∈ rat(R), since L(G′)∈ rat(T), ’ is
a monoid homomorphism, and monoid homomorphisms obviously preserve rationality.
According to Fact 4.1(1), this proves the assertion.
As a consequence, we get a pumping lemma for part volumes.
Theorem 4.3. For every context-free collage language L, there are constants c1;
c2∈R, c1¿1¿c2¿0, such that the following hold.
(1) Every x∈‖L∪‖ with x¿c1 can be written as x= x0 · x1, such that x1¿1 and
x0 · {x1}∗⊆‖L∪‖.
(2) Every x∈‖L∪‖ with 0¡x¡c2 can be written as x= x0 · x1, such that 0¡x1¡1
and x0 ·{x1}∗⊆‖L∪‖.
Proof. It su9ces to prove statement (1); the proof of (2) is similar, using symmetric
arguments. By Lemma 4.2 ‖L∪‖ is semi-linear, i.e., a union of Lnitely many sets of
the form x0 ·X ∗, where X ⊆R is Lnite. (Recall that, since the monoid operation in R
is multiplication, X ∗ is the set of all reals which can be written as products of elements
of X . Thus, if X = {x1; : : : ; xk} then X ∗= {xn11 · · · xnkk | n1; : : : ; nk ∈N0}.)
Clearly, if the statement holds for each of the Lnitely many linear components of
‖L∪‖, then it holds for the union as well. Thus, we can restrict our attention to the
case where ‖L∪‖= x0 ·X ∗ is linear. DeLning c1 = x0, it turns out that every element
x∈‖L∪‖ with x¿c1 must have the form x= x0 · x1, where x1 ∈X ∗ (and, naturally,
x1¿1). Hence, x0 · {x1}∗⊆ x0 ·X ∗= ‖L∪‖, as claimed.
According to Theorem 4.3, there is no context-free collage language such that, for
instance, L∪ is the set of all squares of side length 2n
2
, n∈N0. However, what about
the set of all squares of side length n∈N0, as discussed in the introduction? While the
theorem above is useful in order to disprove context-freeness in cases where the set
of part volumes is too sparse to be generated, in that case it appears to be too dense.
For this situation, Theorem 4.3 is not suitable. In order to prove alternative results,
5 The determinant of an a9ne transformation f given by f(x)=Mx + b, where M is a d×d-matrix and
b∈Rd, is the determinant of M .
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the following observation turns out to be useful (where inf Y and supY denote the
inLmum resp. supremum of Y ⊆R+).
Lemma 4.4. Let Y be an R-semi-linear set.
1. If inf Y¿0 and, for all n∈N, ,Y (n)= |{y∈Y |y6n}|, then there is some k ∈N0
such that ,Y (n)∈O((log n)k).
2. Similarly, if supY¡∞ and, for all n∈N, ,Y (n)= |{y∈Y | 1=n6y}|, then there is
some k ∈N0 such that ,Y (n)∈O((log n)k).
Proof. Let us prove the Lrst statement, assuming that inf Y¿0; again, the other one
can be handled by symmetric arguments. Moreover, if Y =Y1 ∪ · · · ∪Ym and ,Yi(n)∈
O((log n)k) for every i∈ [m], then ,Y (n)∈O((log n)k). Therefore, we may assume that
Y is linear: Y = x0 ·X ∗, where X = {x1; : : : ; xk} for some x1; : : : ; xk ∈R+. Since, by
assumption, inf Y¿0, it follows that xi¿1 for all i∈ [k]. Of course, if xi =1 for some
i∈ [k], then it can be discarded without altering Y . Thus, we can assume that xi¿1
for all i∈ [k].
Every element y of Y must thus have the form y= x0 · xn11 · · · xnkk , for some n1; : : : ; nk
∈N0. As x1; : : : ; xk¿1, we have xnjj ¿1 for all j∈ [k], and so the requirement y6n in
the deLnition of ,Y (n) implies x
ni
i 6n=x0. Taking logarithms, this yields ni6(log n −
log x0)= log xi. Since x0 and xi are constants, this proves that ni∈O(log n). In other
words, ,Y (n) is proportional to the number of k-tuples (n1; : : : ; nk) such that ni∈O(log n)
for all i∈ [k], which yields the asserted estimation ,Y (n)∈O((log n)k).
Remark. It may be interesting to note that the proof of Lemma 4.4 shows actually a
slightly stronger statement, namely that ,Y (n)∈.((log n)k). In fact, even this can be
improved by showing that ,Y (n) is precisely (log n)k (up to a constant factor). Using
this, we could have improved the theorems below in a similar way, but we are not
aware of any natural example in which this would have made a di;erence.
Combining Lemmas 4.2 and 4.4, we get the following theorem as a direct conse-
quence, stating that a collage language must be sparse with respect to the occurring
part sizes if the size of parts is bounded from below by a bound greater than 0 or,
alternatively, from above by a bound ¡∞.
Theorem 4.5. Let L = ∅ be a context-free collage language
1. If inf ‖L∪‖¿0 and ,(n)= |{y∈‖L∪‖ |y6n}| for every n∈N, then there is some
k ∈N0 such that ,(n)∈O((log n)k).
2. If sup ‖L∪‖¡∞ and ,(n)= |{y∈‖L∪‖ | 1=n6y}| for every n∈N, then there is
some k ∈N0 such that ,(n)∈O((log n)k).
As an example, let cube(r)= {(x1; : : : ; xd)∈Rd | 06xi6r for all i∈ [d]}, for r ∈R,
r¿0. Thus, cube(r) is a d-dimensional cube of edge length r. According to The-
orem 4.5 the two collage languages L= {{cube(n)} | n∈N} and L′= {{cube(1=n)} |
n∈N} are not context-free because in these cases ,(n)=  d√n is larger than poly-
logarithmic. For d=2 this shows that the language L✷ discussed in the introduction
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is not context-free. In fact, Theorem 4.5 states that there cannot even be any context-
free collage language L without arbitrarily small parts such that {cube(n) | n∈N}⊆L∪.
Similarly, there cannot be any context-free collage language L′ without arbitrarily large
parts such that {cube(1=n) | n∈N}⊆L′∪.
Theorem 4.5 does not apply to languages that contain both arbitrarily small and
arbitrarily large parts. Therefore, it cannot be used to show that there is in fact no
context-free collage language Lˆ which satisLes {cube(n) | n∈N}⊆ Lˆ∪. For example,
Theorem 4.5 cannot be used to show that L∪L′ (where L and L′ are as above) is not
context-free. One can easily construct counterexamples in order to see that the theorem
does not hold if we allow for languages L such that inf ‖L∪‖=0 and sup ‖L∪‖=∞,
because then ,(x)=∞ is possible. However, one can avoid the restriction by consid-
ering parts with integer volumes and volumes of the form 1=n (n∈N) only.
Theorem 4.6. Let L be a context-free collage language and let
,(n)= | ‖L∪‖ ∩ ([n] ∪ {1=i | i ∈ [n]})|
for every n∈N. There is some k ∈N0 such that ,(n)∈O((log n)k).
Proof. Let ,1(n)= |‖L∪‖∩ [n]| and ,2(n)= |‖L∪‖∩ {1=i | i∈ [n]}| for all n∈N. It suf-
Lces to prove that ,i(n)∈O((log n)k) for i=1; 2. Again, the situation turns out to be
symmetric, so let us consider ,1. In order to apply Lemma 4.4, we have to show that
‖L∪‖∩N is semi-linear.
By Lemma 4.2, ‖L∪‖ is semi-linear. In particular, it is a subset of some Lnitely
generated submonoid M of R (namely the one generated by the Lnitely many numbers
occurring in the semi-linear description of ‖L∪‖). Now, letN be the submonoid ofM
given by the nonzero rational numbers in M. Since the product of a (nonzero) rational
number x with a real number y is rational (if and) only if y is rational, the assumption
of Fact 4.1(3) is satisLed. Consequently, N is Lnitely generated. Now, let / be the
(Lnite) set of prime factors of the numerators and denumerators of numbers in N
and consider the monoid N′ generated by them. By construction, N′⊇N∩N. Thus,
sinceN contains all nonzero rational numbers inM,N′⊇M∩N⊇‖L∪‖∩N, which
yields ‖L∪‖∩N= ‖L∪‖∩N′. As N′ is Lnitely generated, it is rational. Therefore,
Fact 4.1(2) proves that ‖L∪‖∩N is rational, i.e., semi-linear. Thus, by Lemma 4.4,
,1(n)∈O((log n)k) for some suitable k ∈N.
In order to prove the corresponding statement for ,2, we have to show that ‖L∪‖∩
{1=n | n∈N} is semi-linear. As mentioned above, this can be done in a similar way,
deLning N′ to be generated by the numbers 1=p, p∈/.
Theorem 4.6 shows that there is indeed no context-free collage language L such that
{cube(n) | n∈N}⊆L∪. Thus, the language {{cube(n)} | n∈N}∪ {{cube(1=n)} | n∈N}
discussed above is not context-free. As mentioned before, this example is not captured
by Theorem 4.5. On the other hand, Theorem 4.6 is not able to handle examples like
{{cube(n+ 1=2n)} | n∈N}, which Theorem 4.5 can cope with.
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5. Conclusion
In this paper, we have established some very Lrst criteria that allow to disprove
context-freeness of collage languages in a reasonable way. The applicability of these
criteria has been demonstrated by some typical examples. The presented results may
be the starting point of further investigations in at least three directions.
(1) It is not hard to construct collage languages which fulLll the criteria in this paper,
but nevertheless do not seem to be context-free. In particular, this includes ex-
amples whose geometric structure seems to stipulate a non-context-free generation
strategy. As an example, one may consider the language {{sqi} | i∈N0}, where
sqi is the unit square whose lower-left corner is placed at the coordinates (i; 
√
i).
Quite obviously, this language is far from being context-free. However, a suitable
criterion is still missing. (Notice that, in this example, one would intuitively ex-
pect a pumping property to be violated!) This indicates that further criteria are
necessary, which describe other and more sophisticated properties of context-free
collage languages.
(2) Besides the unrestricted context-free collage rewriting, one can consider various
regulated and controlled ways to apply context-free collage grammar rules. Special
classes are formed, for example, by
• T0L collage grammars, which employ a parallel mode of rewriting in the sense
of table-driven 0L-systems, and
• context-sensitive collage grammars, where a rule is only applied to a nonterminal
if a certain context is present (or absent, alternatively).
As discussed in [6], these types of collage grammars are both able to generate the
language L (see Fig. 1), which means that both classes of grammars are strictly
more powerful than context-free collage grammars. Hence, the results presented
in this paper (or similar ones) may lead to a thorough comparison of classes of
picture languages.
(3) In Section 4, we exploited the notion of semi-linear sets of real numbers in order
to study the distribution of volumes of parts, taking the union of all collages in
a given language. Semi-linearity may turn out to be a powerful technical tool for
analysing other measurable quantities of context-free collage languages.
References
[1] M. Barnsley, Fractals Everywhere, Academic Press, Boston, 1988.
[2] H.S.M. Coxeter, Introduction to Geometry, 2nd Edition, Wiley, New York, 1989.
[3] F. Drewes, Tree-based picture generation, Theoret. Comput. Sci. 246 (2000) 1–51.
[4] F. Drewes, Tree-based generation of languages of fractals, Theoret. Comput. Sci. 262 (2001) 377–414.
[5] F. Drewes, H.-J. Kreowski, Picture generation by collage grammars, in: H. Ehrig, G. Engels,
H.-J. Kreowski, G. Rozenberg (Eds.), Handbook of Graph Grammars and Computing by Graph
Transformation, Vol. 2, Applications, Languages, and Tools, World ScientiLc, Singapore, 1999,
pp. 397–457. (Chapter 11)
[6] F. Drewes, A. Habel, H.-J. Kreowski, S. Taubenberger, Generating self-a9ne fractals by collage
grammars, Theoret. Comput. Sci. 145 (1995) 159–187.
1458 F. Drewes et al. / Theoretical Computer Science 290 (2003) 1445–1458
[7] F. Drewes, A. Habel, H.-J. Kreowski, Hyperedge replacement graph grammars, in: G. Rozenberg (Ed.),
Handbook of Graph Grammars and Computing by Graph Transformation, Vol. 1, Foundations, World
ScientiLc, Singapore, 1997, pp. 95–162. (Chapter 2)
[8] F. Drewes, R. Klempien-Hinrichs, H.-J. Kreowski, Table-driven and context-sensitive collage languages,
in: G. Rozenberg, W. Thomas (Eds.), Proc. Developments in Language Theory (DLT’99), World
ScientiLc, Singapore, 2000, pp. 326–337.
[9] F. Drewes, H.-J. Kreowski, D. Lapoire, Criteria to disprove context-freeness of collage languages,
in: B.S. Chlebus, L. Czaja (Ed.), Proc. Fundamentals of Computation Theory XI, Lecture Notes in
Computer Science, Vol. 1279, Springer, Berlin, 1997, pp. 169–178.
[10] S. Eilenberg, M.P. Sch,utzenberger, Rational sets in commutative monoids, J. Algebra (1969) 173–191.
[11] K. Falconer, Fractal Geometry: Mathematical Foundations and Applications, Wiley, Chichester, 1990.
[12] F. GKecseg, M. Steinby, Tree languages, in: G. Rozenberg, A. Salomaa (Eds.), Handbook of Formal
Languages, Vol. III, Beyond Words, Springer, Berlin, 1997, pp. 1–68. (Chapter 1)
[13] A. Habel, Hyperedge Replacement: Grammars and Languages, Lecture Notes in Computer Science,
Vol. 643, Springer, Berlin, 1992.
[14] A. Habel, H.-J. Kreowski, Collage grammars, in: H. Ehrig, H.-J. Kreowski, G. Rozenberg (Eds.), Proc.
Fourth Internat. Workshop on Graph Grammars and Their Application to Computer Science, Lecture
Notes in Computer Science, Vol. 532, Springer, Berlin, 1991, pp. 411–429.
[15] B. Benoit, B.B. Mandelbrot, The Fractal Geometry of Nature, W.H. Freeman and Company, New York,
1983.
[16] H.-O. Peitgen, H. J,urgens, D. Saupe, Chaos and Fractals New Frontiers of Science, Springer,
New York, 1992.
