In this article, we consider the sensor selection problem of choosing T sensors from a set of m possible sensor measurements. The sensor selection problem is a combinational optimization problem. Evaluating the performance for each possible combination is impractical unless m and T are small. We relax the original selection problem to be a convex optimization problem and describe a projected gradient method with Barzilai-Borwein step size to solve the proposed relaxed problem. Numerical results demonstrate that the proposed algorithm converges faster than some classical algorithms. The solution obtained by the proposed algorithm is closer to the truth.
Introduction
With the wide application of sensor networks in many fields (robotics, target tracking, medical health monitoring, traffic control, etc.), [1] [2] [3] [4] [5] [6] [7] [8] all kinds of technologies related to sensor networks have been highly concerned by researchers. When sensor networks are used for target tracking, sensors communicate and process information for tracking targets. Due to the limited energy of sensors themselves, unnecessary energy consumption caused by communication and information processing will lead to premature paralysis of sensor networks. At the same time, excessive use of a few sensor nodes to track the target leads to the exposure of the node, which is attacked by the enemy (such as the radar sensor network). Therefore, in order to reduce the energy consumption of sensor nodes and increase the concealment, it is necessary to study the sensor selection problems.
Sensor selection problems study how to select T sensors from m sensors, which makes the fusion center based on these m sensors observation data estimates the most accurate state of the target system. There are c T m possible combinations when we choose T sensors from m sensors. When m and T are small, the optimal solution can be obtained by the exhaustive search, but the time spent on the optimal solution when both are larger is unbearable by the current computer. For example, when m = 100 and T = 25, the search times will be c 25 100 ' 10 23 , which requires very high computational efficiency.
For the objective of estimating the state of a given system, there has been growing literature in the past few years that study how to dynamically select sensors at run time to minimize certain metrics of the error covariance. The information theoretic framework and Bayesian framework for sensor selection problems are formulated in previous works. [9] [10] [11] [12] [13] [14] In Chepuri and Leus' 15 work, the sensor selection problem is formulated to nonlinear measurement models using the Cramer-Rao bound as the sensor selection criterion. Global optimization techniques, such as branch and bound, 16, 17 are important approaches for solving the sensor selection problem exactly. Other approaches such as exploiting the submodularity of the objective function, heuristics based on genetic algorithms, [18] [19] [20] and greedy algorithms 21 are proposed to solve the sensor selection problem approximately. In Patan, 22 the author studies the estimation of distributed system parameters through the sensor observation data. The goal is to use the fewest sensor nodes to obtain the most accurate estimate, and the authors establish a multi-objective optimization model and solve the model with sequential quadratic programming based on branch and bound strategy. Joshi and Boyd 23 propose a heuristic algorithm based on convex optimization and give the optimal sensor selection subset and optimality of upper bound. Numerical results show that the gap between the obtained solution and the optimal solution is small in most cases.
In this article, our goal is to minimize the volume of the associated confidence ellipsoid, which equals to the determinant of the estimation error covariance matrix. We propose to use projected gradient method, which requires less memory and is practical, for the relax sensor selection problem. We formulate the projection subproblem into searching the root of the piecewise continuous function. What is more, we introduce the Barzilai-Borwein (BB) 24, 25 step size to avoid line search in traditional gradient method.
The article is organized as follows. In the next section, we introduce the sensor selection problem and give the corresponding optimization problem. The proposed algorithms are presented to solve the relax sensor selection problem in Section 3. Section 4 describes the compared results with traditional algorithms for sensor selection problem. Finally, the article is concluded in Section 5.
Sensor selection problem
Consider the problem of estimating a vector x 2 R n from m linear measurements, corrupted by additive noise
where y i 2 R, a i 2 R n is the observation from the i th sensor, h i represents the zero-mean Gaussian noise with variance s 2 , and x 2 R n is a vector of parameters to estimate. The maximum-likelihood estimate probability (MLP) estimate of x is given byx
The estimation error x Àx has zero mean and covariance
The h À confidence ellipsoid for x Àx, which is the minimum volume ellipsoid that contains x Àx with probability h, is given by
where a = F À1 x 2 n (h), and F x 2 n (h) is the cumulative distribution function of a xÀ squared random variable with n degrees of freedom. A scalar measure of the quality of estimation is the volume of the h À confidence ellipsoid
where G is the gamma function. Another scalar measure of uncertainty that has the same units as the entries in the parameter x is the mean radius, defined as the geometric mean of the lengths of the semi-axes of the h À confidence ellipsoid
We will be interested in volume ratios, and so it is convenient to work with the log of the volume
where b is a constant that depends only on s, n, and n. The log volume of the confidence ellipsoid, given in equation (7), gives a quantitative measurement of how informative the collection of m measurement is. The task of sensor selection is selecting a subset of T ø n sensors from the set of m sensors such that the estimation error is minimized. We introduce a binary vector to represent the selection scheme
where w i indicates whether or not the i th sensor is selected. The corresponding sensor selection problem is formulated as the following optimization min f (w) = À log det
where the vector 1 is the vector with all entries one. We note that the problem in equation (9) is a Boolean-convex problem, since f (w) is convex for w i ø 0, the first constraint is linear, and the selection vector w is restricted to be 0 or 1.
The proposed method
The Boolean constraints in problem of equation (9) make it difficult to solve directly. By relaxing each Boolean variable w i 2 f0, 1g to its convex hull w i 2 ½0, 1, we obtain the following convex relaxation problem min f (w) = À log det
where z 2 R m is the variable. Joshi and Boyd 23 propose a Newton's method for solving the approximate relaxed sensor selection problem of equation (9), which is
where g is a positive parameter that controls the quality of approximation. Let denote the Hadamard product and A be the measurement matrix The Hessian matrix of F(w) in equation (11) is
where
The dominated cost of computing the Cholesky factorization in Newton step is O(m 3 ). When the number of m is small, Newton's method has high efficiency in solving equation (11) . With m increases, the memory requirement and computational cost become critical in Newton's method. It brings about numerical difficulty when computing the inverse of r 2 f (w) when m is large. In this article, we propose a projected gradient method for solving equation (10) directly. Let O be the feasible region of equation (10) . At iteration k, projected gradient method computes the next point w k + 1 as follows
where 
Let f l (w) be the Lagrangian penalty function of q(w), that is
where l is a penalty parameter. For any given l, the solution to the following box-constrained problem
is
where h(l) = v k + l1, and mid(:, :, ) supplies the median of three componentwise arguments.
According to the Karush-Kuhn-Tucker (KKT) conditions for equation (16) , w(l Ã ) is the KKT point of equation (16) 
Since q(w) is strongly convex, w(l Ã ) is the unique global minimizer. Now, we consider how to find the root of r(l Ã ). When w(l) = h(l)
is a monotone increasing function. Thus, r(l Ã ) is either constant or a monotonically increasing function of l. A feasible approach for the solution of r(l Ã ) = 0 is the half-interval search (Algorithm 1). Once l Ã is located, the next point
. It is well known that gradient method is often the only practical option in many engineering problems, but it has been observed that the sequence w k converges quite slowly to a solution. Nesterov 26 proposes to use multistep version of an accelerated gradient method for constrained optimization problems with an attractive iteration complexity of O(1= ffiffi ffi E p ) for achieving EÀ optimality. Let L be the lipschitz constant 26 of rf (w), Algorithm 2 is the framework of Nesterov algorithm for solving equation (10) .
Algorithm 2 is feasible if lipschitz constant L is known. In fact, global convergence can be guaranteed if L satisfies
In Amir and Marc's 27 work, L is estimated with backtracking. Let L 0 .0 and h.1, then L = h t L 0 , where t is the smallest non-negative integer making equation (20) hold and
Backtracking method will cost heavy computational efforts since function value and projection P O (:) needs to be calculated a lot of times.
In this article, we introduce BB step size as b k for equation (10) . Let the vectors
, the BB formula can be obtained by solving the following problems
The solutions for equations (21) and (22) are
and
The BB formula can be seen as an approximation of Quasi-Newton condition. Due to its simplicity, efficiency, and low memory requirements, BB formula has been used in many applications. There are some other spectral methods that alternate between equations (23) and (24) . b k is updated with an average of the most recent M ø 1 iterations information. Since the performance of these variants in our experiments is close to the standard formula for equations (23) and (24), we will use equations (23) and (24) as step size b k . Since the solution w Ã i for equation (10) can be interpreted as the probability of selecting sensor i, we can use w Ã i to generate the k sensors. Let w
denote the elements of w Ã rearranged in descending order. The selection is the indexes corresponding to the k largest elements of w Ã , that is
Let f Ã , L, and F Ã be the optimal value of equations (9)- (11), respectively, then the associate objective value
where U is an upper bound of f Ã . L and F Ã À 2mg are a lower bound of f Ã .
Experimental results
In this section, we report the numerical results of the proposed projected gradient methods for sensor selection problems in this article. All tests are conducted on a Windows 10 with MATLAB 2014. For sensor selection problems, we set m = 200 and n = 30. Linear measurements a i , i = 1, 2, . . . , m are generated randomly by Gaussian function, that is, a i ;N (0, 1). We compare our BB algorithm with Newton algorithm and Nesterov algorithm for sensor selection problems. We choose equation (24) as the step size in BB algorithm. Newton
10: end if 11: k = k + 1 12: end while 13:
Algorithm 2. Nesterov Algorithm Figure 1 plots the function value of BB algorithm and Nesterov algorithm with T = 60 and T = 80 for equation (10) , respectively. For T = 60, the proposed BB algorithm converges faster and gets lower function value than Nesterov algorithm. For T = 80, the proposed BB algorithm does not behave better than Nesterov algorithm in 40 iterations. However, the proposed algorithm shows advantage in the last 10 iterations. Figure 2 shows the upper and lower bounds of the compared algorithms with T 2 ½60, 100. From Figure 2 , we can see that the bounds decrease as T , since bigger T means more observation a i a T i is accumulated in f (w). When T = 60, the upper bounds of BB algorithm is lower than the other two algorithms. Figure 3 plots the gaps between upper bounds and lower bounds as T increases. On the whole, the gaps tend to decrease as T increases. If the gaps is zero, the lower bound equals to upper bounds. In this case, the optimal indexes of sensor selection problem is equation (25) . From Figure 3 , we can see that the gaps of the proposed BB algorithm is lower than the other two algorithms, which means that the result of BB algorithm is closer to the optimal selection than the result of Nesterov algorithm and Newton algorithm.
Conclusion and future work
We describe a projected gradient method with BB step size for the relax sensor selection problem. Numerical results also show that the new algorithm performs well on sensor selection problem. In this article, we consider only the volume of the confidence ellipsoid as the measure of estimation quality. Actually, there are other measures that can be used instead of this one, such as worst-case error variance. In the future, we will consider extending our BB algorithm for sensor selection problem based on other kinds of measures.
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