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A connected graph with a unique cycle is called a unicyclic graph. A
unicyclic graphwith depth onemay be thought of as being obtained
from a cycle by appending ni pendent edges on each vertex vi in
the cycle Ct (for some integer t  3), denoted by Cn1,n2,...,nt . In this
paper, we give a complete characterization on the nullity of the line
graph G = L(Cn1,n2,...,nt ) as follows: Letm = #{i | ni > 0}. Then
(i) η(G) = 2 if and only ifm = 0 and t ≡ 0 (mod 4).
(ii) η(G) = 1 if and only ifm  1 and either
(1) ni ∈ {0, 1} for i = 1, . . . , t, the length of any zero
chain of (n1, n2, . . . , nt) is even and t + m ≡ 0
(mod 4); or
(2) t ≡ 0 (mod 4) and one of n1 = n3 = · · · =
nt−1 = 0 and n2 = n4 = · · · = nt = 0 must hold.
(iii) η(G) = 0, otherwise.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Most graphs in this paper are simple, i.e., without multiple edges and loops. However, for our
purposes, graphs with loops may also be discussed. Let G be a graph of order n, having vertex set
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Fig. 1. (a) Cn1,n2,...,nt ; (b) S(Cn1,n2,...,nt ).
V(G) = {1, 2, . . . , n} and edge set E(G). The adjacency matrix A(G) of G is a square matrix of order
n, whose entry aij at the place (i, j) is equal to the number of the edges between the vertex i and the
vertex j. In the case of existence of loops, the entry aii is twice the number of loops attached to the
vertex i. A graph G is said to be singular (resp. nonsingular) if its adjacency matrix A is singular (resp.
non-singular). The eigenvalues of A(G) are said to be the eigenvalues of the graph G, and to form the
spectrum of this graph. For an eigenvalueλ ofG, letmG(λ) denote algebraicmultiplicity ofλ. The nullity
of G, denoted by η(G), is the multiplicity of the number zero in the spectrum of G, i.e., η(G) = mG(0).
It is clear that η(G) = n − rk(A(G)), where rk(A) denotes the rank of a matrix A.
The line graph of a graph G, denoted by L(G), is the graph whose vertex set is E(G), where two
vertices of L(G) are adjacent if the corresponding edges of G are adjacent. A connected graph with a
unique cycle is called a unicyclic graph. Let G be a unicyclic graph and C the unique cycle of G. Now the
depth of unicyclic graph G is defined to be the maximum distance between one pendant vertex and
one vertex lying in the cycle C, i.e., depth of G = max{d(u, v)|u ∈ V(C), v is a pendent vertex in G}.
Let Ui denote the set of all unicyclic graphs with depth i for some nonnegative integer i. Obviously the
set {Ui|i  0} constitutes a partition of all unicyclic graphs. For the case that i = 0, any one in U0 is
reduced to be a cycle. Clearly L(Cn) = Cn for any cycle Cn of order n and the problem becomes trivial
for the nullity of the line graph of every graph in U0. Graphs in U1 have the form as given in Fig. 1(a),
which may be viewed to be obtained by appending ni pendent edges at each vertex vi in the cycle Ct
(for some t  3), denoted by Cn1,n2,...,nt .
Let (c1, c2, . . . , cn) be a sequence of n (n  3) integers not all of which are zeros. A non-null
subsequence W = (ci, ci+1, . . . , ci+k−1) is said a zero chain of (c1, c2, . . . , cn) if cj = 0 for j =
i, i + 1, . . . , i + k − 1, but ci−1 = 0 and ci+k = 0, where the indices are all reduced to the least
nonnegative remainders modulo n. The integer k is the length of W . Denote by σ(c1, c2, . . . , cn) the
set of length values of all zero chains of (c1, c2, . . . , cn). For example, the sequence (c1, c2, . . . , c9) =
(0, 2, 3, 0, 3, 0,−1, 0, 0) contains (c4), (c6) and (c8, c9, c1) as three zero chains, respectively; but
(c8, c9) is not a zero chain. Note that σ(0, 2, 3, 0, 3, 0,−1, 0, 0) = {1, 1, 3}.
Collatz and Sinogowitz [5] first posed the problem of characterizing all singular graphs. This ques-
tion is of great interest in chemistry, because, as has been shown in [23], η(G) = 0 is a necessary
condition for a so-called conjugated hydrocarbons molecule to be chemically stable, where G is the
graph representing the carbon-atom skeleton of this molecule. The problem of characterizing the nul-
lity of graph, ormore generally, classifying all graphs in terms of nullity, is very difficult and has not yet
been solved completely. Most of the studies focused on relatively special graphs, e.g., trees, unicyclic
graphs, bicyclic graphs and so on [1,12,15,16,18,22,25,28].
Cvetkovic´ and Gutman first gave the nullity of a tree in terms of the matching number [6]. The
characterization on trees with maximum nullity was given by Fiorini [12] and Li [22]. Nath and Sarma
[25] studied the singularity of trees and unicyclic graphs. It is known that 0  η(G)  n − 2 if G is a
simple graph on n vertices with at least one edge. Cheng and Liu [4] characterized the extremal graphs
2040 H.-H. Li et al. / Linear Algebra and its Applications 437 (2012) 2038–2055
attaining the bounds n − 2 and n − 3, respectively. For the class of graphs with pendent vertices, Li
[20] determined the extremal graphs which achieve the third and fourth upper bounds n − 4 and
n − 5, respectively. Tan and Liu [28] studied the nullity and singularity of the unicyclic graphs. The
same problem on the bicyclic graphs was further researched in [18,24]. Fan et al. [11] characterized
the bipartite graphs with nullity n − 4 and the regular bipartite graphs with nullity n − 6, and Omidi
[26] obtained some bounds for the nullity of bipartite graphs in terms of the matching number and
maximum degree. Gong et al. [13,14] investigated the nullity of graphs with cut-points and with
pendant trees, respectively. Recall that the rank of a graph is equal to its order minus the nullity of this
graph. Lately Chang, Huang and Yeh characterized the graphs with rank 4 in [2] and also the graphs
with rank 5 in [3]. Li et al. [21] gave a complete characterization of the bipartite graphs that attain the
minimum rank among bipartite graphs with a given diameter.
Line graphs represent the class of graphswith several remarkable spectral and structural properties
(see [10] formoredetails). Gutmanet al. [16] first studied thenullity of line graphs of trees andobtained
the following neat result.
Lemma 1.1. If T is a tree, then L(T) is either nonsingular or has nullity one.
In this paper, we shall give a complete characterization on the nullity of the line graph of unicyclic
graph with depth one. Our main result is as follows.
Theorem 1.2. Let G = L(Cn1,n2,...,nt ) with t  3 and all ni are nonnegative integers, and let m =
#{i | ni > 0}. Then
(i) η(G) = 2 if and only if m = 0 and t ≡ 0 (mod 4).
(ii) η(G) = 1 if and only if m  1 and either
(1) ni ∈ {0, 1} for i = 1, . . . , t, the length of any zero chain of (n1, n2, . . . , nt) is even and
t + m ≡ 0 (mod 4); or
(2) t ≡ 0 (mod 4) and one of n1 = n3 = · · · = nt−1 = 0 and n2 = n4 = · · · = nt = 0 must
hold.
(iii) η(G) = 0, otherwise.
The paper is organized as follows. In Section 2, somenotations and basic results are given. In Section
3, some preparatory results are presented, including the theory of continued fraction developed in
Section 3.1 with a different form from that introduced in ordinary textbooks as [19] and two recursive
formulas on the determinant of the adjacency matrix of graph in Section 3.2. Section 4 is devoted
to characterize the nullity of the line graph L(Cn1,n2,...,nt ). In Section 4.1 we first set a link between
the characteristic polynomials of the line graph and the subdivision graph of a graph (cf. Lemma 4.1).
By using this result, we find that the nullity of the line graph of unicyclic graph becomes equal to
the multiplicity of
√
2 in the spectrum of its subdivision graph (cf. Theorem 4.2). In Section 4.2 by
investigating the eigenvalue equation for
√
2, we get that the dimension of the eigenspace of
√
2 for
the subdivision graph S(G) is equal to the dimension of the nullspace of specificmultigraph Cn1,n2,...,nt ;
see Section 3.2 for the definition of Cn1,n2,...,nt . That is, η(L(Cn1,n2,...,nt )) = η(Cn1,n2,...,nt ) (cf. Theorem
4.3). Finally, in Section 4.3, we shall give a complete characterization on the nullity of Cn1,n2,...,nt
by using certain methods, including the theory of continued fraction and recursive formulas on the
determinant. Thus we have shown that Theorem 1.2 holds.
2. Preliminaries
The characteristic polynomial of a graph G, denoted by PG(x), is defined as the determinant |xI −
A(G)|, where I is the identity matrix. A null graph is the graph without vertices and hence without
edges, denoted by ∅. It is consistent that P∅ = 1. The eigenvectors of A(G) corresponding to the
eigenvalue 0 of a singular graph G are called kernel eigenvector of G. Since A(G) is an integer matrix,
a kernel eigenvector can be normalized to have integer entries with g.c.d. equal to 1, called a simple
H.-H. Li et al. / Linear Algebra and its Applications 437 (2012) 2038–2055 2041
kernel eigenvector. A nut graph is a singular graph of nullity one having a kernel eigenvector with no
zero entries.
If A = (aij) ∈ Mn(R), let Aij denote the cofactor corresponding to aij of A. Thematrix (Aij)T , denoted
by A∗, is called the adjoint of A. For two index sets α, β ⊆ {1, . . . , n}, we denote the submatrix by
deleting the rows indicated by α and the columns indicated by β as A(α|β). If α = β , the submatrix
A(α|α) is abbreviated A(α). For example, A(i1, i2, . . . , ik) denote the (n − k) × (n − k) principal
submatrix of A by deleting rows i1, i2, . . . , ik and the corresponding columns in A. The cardinality of
a set S is denoted as usual by #S. Let Z denote the set of all integers.
Now we list some results which will be used in the sequel.
Lemma 2.1 [7]. If G is a connected graph with largest eigenvalue λ1, then G is bipartite if and only if−λ1
also is an eigenvalue of G.
Lemma 2.2. The eigenvalues of the cycle Cn are 2 cos
2kπ
n
, k = 0, 1, . . . , n − 1. Therefore,
η(Cn) =
⎧⎨
⎩
2, if n ≡ 0 (mod 4),
0, otherwise.
A useful result for real symmetric matrices, applied to A(G), is the well-known Interlacing
Theorem.
Theorem 2.3 [17]. If G is a graph of order n with eigenvalues λ1  λ2  · · ·  λn and H is a
vertex-deleted subgraph of G with eigenvalues μ1  μ2  · · ·  μn−1, then λi  μi  λi+1, i =
1, 2, . . . , n − 1.
For a unicyclic graphU, letting e be an edge on the cycle, then L(U− e) is a vertex-deleted subgraph
of L(U). Note that L(U − e) is the line graph of the tree U − e. By Lemma 1.1 and Theorem 2.3, it
immediately follows η(L(U))  2. By Lemma 2.2, η(L(Cn)) = η(Cn) = 2 if n ≡ 0 (mod 4) and
η(L(Cn)) = 0, otherwise. For the graph U = C1,0,0,0, direct computation shows that η(L(U)) = 1.
Thus we get a fundamental result as follows.
Lemma 2.4. If U is a unicyclic graph, then L(U) is either nonsingular, or has nullity one or two.
3. Auxiliary theory
3.1. Continued fraction
According to [19], a simple continued fraction is a continued fractionwhich has the following form:
a0 + 1
a1 + 1a2+···
where the value of an is a positive integer for all n  1, and a0 can be any integer value, including 0.
A fundamental result has been presented there as follows.
TheoremA. Each real number a has an essentially unique continued fraction representationwith the value
a. If the number a is rational, the continued fraction is finite; if it is irrational, then the continued fraction
is infinite.
For our purposes, we give a different definition of simple continued fraction.
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Definition 3.1. Let a0, a1, . . . , an are real numbers. A well defined fraction
a0 − 1
a1 − 1a2−···− 1an
, (3.1)
is called a finite continued fractionwith n terms, denoted by [a0; a1, a2, . . . , an], where a1, a2, . . . , an
are called terms.
For example, a continued fraction [a0] has no terms and obviously [a0] = a0.
Definition 3.2. A continued fraction [a0; a1, a2, . . . , an] is called simple if it satisfies the following
conditions:
• a0 ∈ Z and ai are positive integers for 1  i  n;• sk ≡ [a0; a1, . . . , ak] and rk ≡ [ak; ak+1, . . . , an] are well defined for k = 0, 1, . . . , n.
For instance, [2; 3, 1, 1] and [1; 1, 1, 2] are not simple continued fractions, as [3; 1, 1] and [1; 1, 1]
are not well defined, respectively.
Nowwe shall develop the theory of continued fraction based on its form in (3.1), whose statements
and proofs are analogous in a sense to the existing results in [19].
For a finite simple continued fraction [a0; a1, a2, . . . , an] with n terms (thus n + 1 elements), if
an = 1, then an−1−1 = 0 by the definition, so [a0; a1, a2, . . . , an−1, 1] = [a0; a1, a2, . . . , an−1−1].
If a0 = 0, then [a0; a1, a2, . . . , an] = −1[a1;a2,...,an] obviously.
Each finite continued fraction [a0; a1, a2, . . . , an] can be obtained by applying finite times ratio-
nal operations on its elements, and so may be expressed explicitly as the ratio of two multivariate
polynomials with integer coefficients:
P(a0, a1, a2, . . . , an)
Q(a0, a1, a2, . . . , an)
,
which implies that the continued fraction has the form of ordinary fraction
p
q
. The expression
p
q
is not
necessarily unique, however,what is important is that it is indeed certain irreducible ordinary fraction,
called canonical form, which will be proved by induction.
We adopt the fraction
a0
1
, obviously irreducible, as the canonical form of the continued fraction
[a0] = a0. Now suppose that the canonical forms of all continued fractions with less than n terms
have been determined. Then the continued fraction [a0; a1, a2, . . . , an] can be reformulated as
[a0; a1, a2, . . . , an] = [a0; r1] = a0 − 1
r1
,
where r1 = [a1; a2, . . . , an] is the continued fraction with n − 1 terms. By induction hypothesis, its
canonical form has been given, say, r1 = p′q′ . Then
[a0; a1, a2, . . . , an] = a0 − q
′
p′
= a0p
′ − q′
p′
. (3.2)
Note that gcd(a0p
′ − q′, p′) = gcd(q′, p′) = 1 since p′
q′ is irreducible. Thus (3.2) may be taken as the
canonical form of [a0; a1, . . . , an]. Suppose that [a0; a1, . . . , an] = pq , then we have
p = a0p′ − q′, q = p′. (3.3)
From the process above, we see that the canonical form of any finite continued fraction with arbitrary
number of terms has been uniquely determined.
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For the continued fraction a = [a0; a1, . . . , an], the canonical form of sk = [a0; a1, . . . , ak],
denoted by
pk
qk
, is called the kth convergent of the continued fraction a. Obviously,
pn
qn
= a. First we set
a fundamental recurrence relation as follows.
Theorem 3.3. For any k  2,
pk = akpk−1 − pk−2,
qk = akqk−1 − qk−2.
⎫⎬
⎭ (3.4)
Proof. It is easy toverify that (3.4) holds forfinite continued fractionswith2 terms. Suppose it holds for
continued fractions with terms number less than n. Consider the continued fraction [a1; a2, . . . , an]
and let
p
′
r
q
′
r
denote its rth convergent. By the hypothesis,
p
′
n−1 = anp
′
n−2 − p
′
n−3,
q
′
n−1 = anq
′
n−2 − q
′
n−3,
thus from (3.3), we get that
pn = a0p′n−1 − q
′
n−1
= a0(anp′n−2 − p
′
n−3) − (anq
′
n−2 − q
′
n−3)
= an(a0p′n−2 − q
′
n−2) − (a0p
′
n−3 − q
′
n−3)
= anpn−1 − pn−2,
qn = p′n−1 = anp
′
n−2 − p
′
n−3 = anqn−1 − qn−2,
thus the relation (3.4) is valid for all k  2. 
Theorem 3.4. For any k (1  k  n),
[a0; a1, a2, . . . , an] = pk−1rk − pk−2
qk−1rk − qk−2 , (3.5)
where pi, qi, ri belong to the continued fraction in the left of the equation.
Proof. Let rk = [ak; ak+1, . . . , an]. Then
[a0; a1, a2, . . . , an] = [a0; a1, a2, . . . , ak−1, rk].
The right continued fraction has the k − 1th convergent pk−1
qk−1 ; its kth convergent
p′k
q′k
is itself yet. By
(3.4), we have
p′k = pk−1rk − pk−2, q′k = qk−1rk − qk−2,
and (3.5) follows immediately. 
Theorem 3.5. Each rational number a has an unique finite simple continued fraction representation with
the value a.
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Proof. Let a0 = 
a, where 
· denotes the ceiling function. If a /∈ Z, then
a = a0 − 1
r1
(3.6)
can determine number r1. Obviously r1 > 1 since
1
r1
= a0 − a < 1.
In general, if rm /∈ Z, let am = 
rm, then rm+1 can be determined from the relation
rm = am − 1
rm+1
. (3.7)
Therefore the process never stops whenever rm is not an integer for anym  1.
Assume we have obtained
a = [a0; a1, a2, . . . , an−1, rn]; (3.8)
by (3.7) we have
a = [a0; a1, a2, . . . , an−1, an, rn+1].
Thus (3.8) is valid for all n (naturally, ri /∈ Z for i = 1, . . . , n − 1).
Since a is rational, all rn are rational.We shall show that theprocesswill terminate at a finite number
of steps. Suppose rn = qp . Then
an − rn = anp − q
p
= c
p
,
where c < p since an − rn < 1. If c = 0, then rn is an integer and so the result has been verified.
Now suppose that c = 0. The relation (3.7) gives rise to rn+1 = pc . Therefore the denominator of
rn+1 is less than that of rn, which implies that the sequence r1, r2, . . . cannot be infinite and must
terminate at some integer, say rn = an. By (3.8), the rational number a has a finite continued fraction
expression, which is also simple since all its remainders rk = [ak; ak+1, . . . , an] are greater than one
for k = 1, 2, . . . , n.
Next we shall show the uniqueness of the expression. Suppose that
a = [a0; a1, a2, . . .] = [a′0; a
′
1, a
′
2, . . .],
where these expressions are finite. First, obviously a0 = 
a and a′0 = 
a, and so a0 = a′0. Suppose
that
ai = a′i (i = 0, 1, 2, . . . , n),
then
pi = p′i, qi = q
′
i, i = 0, 1, 2, . . . , n.
Meantime by (3.5), we have
a = pnrn+1 − pn−1
qnrn+1 − qn−1 =
p
′
nr
′
n+1 − p′n−1
q
′
nr
′
n+1 − q′n−1
= pnr
′
n+1 − pn−1
qnr
′
n+1 − qn−1
,
consequently rn+1 = r′n+1. Since an+1 = 
rn+1 and a′n+1 = 
r′n+1, an+1 = a′n+1. Thus the two
given continued fraction expressions are identical. 
By the definition of continued fraction, the following result may be proved easily and the proof is
omitted.
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Lemma 3.6. (1) [a0; a1, . . . , an−1, 0] = [a0; a1, . . . , an−2].
(2) If ak+1 = ak+2 = · · · = al−1 = 0 in the continued fraction [a0; a1, . . . , an], where 0  k+ 2 
l  n, then
[a0; a1, . . . , an] =
⎧⎨
⎩
[a0; a1, . . . , ak−1, ak + al, al+1, . . . , an], if l − k − 1 is odd,
[a0; a1, . . . , ak−1, ak, al, al+1, . . . , an], if l − k − 1 is even.
3.2. The determinant of a graph
By multigraphs we mean undirected graphs which are allowed to have multiple edges and loops.
The following result, called Sachs Theorem, is well known and useful. Let basic figure denote a graph
whose components consist of graph K2 and cycles Cq (q  1) (loops being included with q = 1).
Theorem 3.7 [7]. Suppose G is a multigraph with n vertices. Then the coefficients of the characteristic
polynomial PG(x) = ∑ni=0 σixn−i is given by
σi =
∑
L∈Li
(−1)p(L)2c(L) (i = 1, 2, . . . , n), (3.9)
where Li is the set of all basic figures of the graph G with exactly i vertices, p(L) and c(L) are the number
of components and the number of cycles contained in L, respectively.
Given a multigraph G and an edge uv of G, we denote by G − uv (resp. G − v) the graph obtained
fromG by deleting the edge uv (resp. the vertex v and edges incident to it). Let Cv(G) and Cuv(G) denote
the sets of all cycles of G containing v and uv, respectively. The relations between the characteristic
polynomial of G and those of G − v and G − uv can be found in [27] as follows:
PG(x) = xPG−v(x) −
∑
w∈Nv
PG−v−w(x) − 2
∑
C∈Cv(G)
PG−C(x), (3.10)
PG(x) = PG−uv(x) − PG−u−v(x) − 2
∑
C∈Cuv(G)
PG−C(x), (3.11)
where NG(v) denotes the set of neighbor vertices of v in G.
Let Ct be the cycle with vertex set {v1, v2, . . . , vt} and edge set {vivi+1|i = 1, 2, . . . , t}, and let
Cn1,n2,...,nt be the graph obtained from Ct by attaching ni loops at each vertex vi for i = 1, 2, . . . , t.
The following two recursive formulas on the determinant can be obtained from (3.10) and (3.11),
respectively.
Lemma 3.8. Let G = Cn1,n2,...,nt and A = A(G) be the adjacency matrix of G. Then |A| can be expressed
in the following forms:
|A| = 2ni|A(i)| − |A(i, i − 1)| − |A(i, i + 1)| − (−1)t2, i = 1, . . . , t (3.12)
and
|A| = |A(G − vivi+1)| − |A(i, i + 1)| − (−1)t2, i = 1, . . . , t. (3.13)
where the indices are reduced to their least nonnegative remainders modulo t.
Proof. For any vertex vi ∈ V(G), asNvi = {vi−1, vi+1} and the cycles containing vi consist of the loops
at vi (amount to ni) and the induced cycle v1v2 · · · vtv1, then by (3.10),
PG(x) = xPG−vi(x) − PG−vi−vi−1(x) − PG−vi−vi+1(x) − 2niPG−vi(x) − 2,
taking x = 0, we have
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(−1)t|A| = −(−1)t−2|A(G−vi−vi−1)|−(−1)t−2|A(G−vi−vi+1)|−2ni(−1)t−1|A(G−vi)|−2,
and so (3.12) holds.
It can be proved that (3.13) also holds by choosing one edge vivi+1 in (3.11). 
4. Proof of Theorem 1.2
4.1. Line graph and subdivision graph
Let G be a graph and R be its vertex-edge incidencematrix. The following relations arewell-known:
RRT = D + A, RTR = AL + 2I, (4.1)
where D is the diagonal matrix of vertex degrees of G, A and AL are the adjacencymatrices of the graph
G and the line graph L(G), respectively.
LetQG(x) denote the characteristic polynomial of thematrixD+A, i.e.,QG(x) = |xI−D−A|, called
Q-polynomial of G. Since the non-zero eigenvalues of RRT and RTR are the same, from the relations
(4.1) we have
PL(G)(x) = (x + 2)m−nQG(x + 2). (4.2)
Let S(G) be the subdivision graph of G. As noted in [9], the following formula appears implicitly in
the literature (see e.g., [7, p. 63] and [29]):
PS(G)(x) = xm−nQG(x2). (4.3)
It is worth mentioning that (4.2) and (4.3) provide a link between the characteristic polynomials of
the line graph and the subdivision graph of a graph via its Q-polynomial.
Lemma 4.1. Let G be a unicyclic graph. Then PL(G)(x) = PS(G)(√x + 2).
Proof. Let n,m be the number of vertices and edges in G, respectively. By (4.2) and (4.3), we have
PL(G)(x) = (x + 2)m−nQG(x + 2) = QG(x + 2)
= (x + 2) n−m2 PS(G)(
√
x + 2) = PS(G)(
√
x + 2), (4.4)
where the second and last equalities follow from the fact that n = m as G is unicyclic. 
Let f (x) be a polynomial of finite degree and α a root of f (x). Then the multiplicity of α as the root
of f (x) is k if and only if f (α) = f ′(α) = · · · = f (k−1)(α) = 0 but f (k)(α) = 0, where f (k) denotes
the kth derivative of f .
Theorem 4.2. Let G be a unicyclic graph. Then η(L(G)) = mS(G)(
√
2).
Proof. By using the Maclaurin development we have
PL(G)(x) =
m∑
k=0
P
(k)
L(G)(0)
xk
k! . (4.5)
By explicit computation, from (4.4) and (4.5) we have
⎛
⎜⎜⎝
PL(G)(0)
P
′
L(G)(0)
P
′′
L(G)(0)
⎞
⎟⎟⎠ =
⎛
⎜⎜⎜⎝
1 0 0
0 1
2
√
2
0
0 −1
8
√
2
1
8
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎝
PS(G)(
√
2)
P
′
S(G)(
√
2)
P
′′
S(G)(
√
2)
⎞
⎟⎟⎠ . (4.6)
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Bear inmind thatη(L(G))  2 by Lemma2.4. From (4.6), it is easy to verify that PL(G)(0) = P ′L(G)(0) =
· · · = P(i−1)L(G) (0) = 0 but P(i)L(G)(0) = 0 if and only if PS(G)(
√
2) = P ′S(G)(
√
2) = · · · = P(i−1)S(G) (
√
2) = 0
but P
(i)
S(G)(
√
2) = 0 for any 0  i  2. 
4.2. Reduction to the nullity of the multigraph Cn1,n2,...,nt
In this section we shall find that to solve the nullity of L(Cn1,n2,...,nt ) it can be reduced to solve the
nullity of the corresponding multigraph Cn1,n2,...,nt .
Theorem 4.3. η(L(Cn1,n2,...,nt )) = η(Cn1,n2,...,nt ).
Proof. Let G = Cn1,n2,...,nt and H = S(G). Consider the eigenvalue equation
A(H)X = √2X, or √2Xu =
∑
v∈NH(u)
Xv, for each u ∈ V(H), (4.7)
where Xu denotes the component of the eigenvector X corresponding to the vertex u. Let v be a (arbi-
trary) pendent vertex in G with the unique neighbor u. Suppose the new inserted vertex in edge uv is
w in H. By (4.7), we have
√
2Xv = Xw,
√
2Xw = Xu + Xv, and so
Xv = Xu, Xw =
√
2Xu. (4.8)
Let V(G) = {v1, v(1)1 , . . . , v(1)n1 , v2, v(2)1 , . . . , v(2)n2 , . . . , vt, v(t)1 , . . . , v(t)nt }, where v(i)j (1  j  ni) are
all pendent vertices adjacent to vi in G for i = 1, . . . , t. Then V(H) = V(G) ∪ {ui|i = 1, . . . , t} ∪
{u(i)j |j = 1, . . . , ni, i = 1, . . . , t}, where ui denotes the vertex inserted in the edge vivi+1 and u(i)j the
vertex inserted in the edge viv
(i)
j for j = 1, . . . , ni and i = 1, . . . , t.
By (4.8), we have
X(vi) = X(v(i)j ), X(u(i)j ) =
√
2X(vi), j = 1, . . . , ni; i = 1, . . . , t. (4.9)
Set X(vi) = xi and X(ui) = yi for i = 1, . . . , t. Then all other components of X can be determined
from (4.9), as depicted in Fig. 1(b).
By (4.7), we have
√
2yi = xi + xi+1,
√
2xi = ni
√
2xi + yi−1 + yi, i = 1, 2, . . . , t, (4.10)
where the indices are reduced to the least nonnegative remainders modulo t. So we have that
xi−1 + 2nixi + xi+1 = 0, i = 1, 2, . . . , t. (4.11)
Meantime we have
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y1
y2
...
yt−1
yt
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 1√
2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1
1 1
. . .
. . .
1 1
1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
x2
...
xt−1
xt
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.12)
Thus the dimensions of the solution space of homogeneous systems (4.10) and (4.11) become equal.
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The homogeneous system (4.11) has an equivalent matrix equation of the form as follows:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2n1 1 0 · · · 0 1
1 2n2 1
. . . 0 0
0 1 2n3
. . . 0
...
... 0
. . . 1 0
0 0
. . .
. . . 2nt−1 1
1 0 · · · 0 1 2nt
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
x2
x3
...
xt−1
xt
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0, (4.13)
where the coefficientmatrix is a t× t symmetric integermatrix andmay be regarded as the adjacency
matrix of the multigraph Cn1,n2,...,nt . 
4.3. The nullity of Cn1,n2,...,nt
In this section we shall give a full characterization on the nullity of Cn1,n2,...,nt . Consider first
the multigraph obtained from the path Pt = v1v2 · · · vt by attaching ni loops to each vertex vi for
i = 1, 2, . . . , t, denoted by Pn1,n2,...,nt . Let A be the adjacency matrix of G = Pn1,n2,...,nt . For the
determinant |A|, by Theorem 3.7, we have
(−1)t|A| = ∑
L∈Lt
(−1)p(L)2c(L). (4.14)
Let L′t ⊆ Lt and M denote the sets, respectively, of all basic figures with at least one cycle and all
perfect matchings of G. It is easy to see that G has no perfect matching if t is odd and has only one
perfect matching if t is even. Then we have
(−1)t|A| =
⎧⎪⎨
⎪⎩
∑
L∈L′t (−1)
p(L)2c(L), if t is odd,
∑
L∈L′t (−1)
p(L)2c(L) + (−1)t/2, if t is even.
Note that the value
∑
L∈L′t (−1)
p(L)2c(L) in the above equationmust be even. Thuswehave the following
result immediately.
Lemma 4.4. The determinant of Pn1,n2,...,nt is odd (even) if t is even (odd).
As a consequence, we have
Corollary 4.5. Pn1,n2,...,nt is nonsingular if t is even.
Consider the multigraph G = Cn1,n2,...,nt . By Lemma 2.2, if n1 = · · · = nt = 0 and t ≡ 0
(mod 4), then η(G) = 2. How about the converse? Or equivalently, if at least one ni is non-zero,
then does η(G)  1 hold? Next we shall give an affirmative answer, depending on the following key
observation.
Theorem 4.6. Pn1,n2,...,nt is nonsingular if nt = 0.
Proof. By Corollary 4.5, it suffices to consider the case that t is odd. LetMt denote the determinant of
the graph Pn1,n2,...,nt , which has the tridiagonal form as follows:
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Mt =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a1 1 0 · · · 0 0
1 a2 1
. . . 0 0
0 1 a3
. . . 0
...
... 0
. . . 1 0
0 0
. . .
. . . at−1 1
0 0 · · · 0 1 at
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (4.15)
where ai = 2ni for i = 1, 2, . . . , t. Expanding the determinant along the last row, we have the
recursive relation
Mt = atMt−1 − Mt−2, (4.16)
where Mt−i denotes the leading principal (t − i) × (t − i) minor of Mt . By contradiction, suppose
that Pn1,n2,...,nt is singular, i.e., Mt = 0. Obviously not all of a1, a2, . . . , at−1 can be zero; otherwise
Mt = (−1) t−12 at = 0. Since t − 1 is even, Mt−1 = 0 by Corollary 4.5, and so Mt−2 must also be
non-zero. By the recursive relation (4.16), we have
at = Mt−2
Mt−1
= Mt−2
at−1Mt−2 − Mt−3 =
1
at−1 − Mt−3Mt−2
= 1
at−1 − 1
at−2−Mt−4Mt−3
= · · ·
That is,
1
at
= [at−1; at−2, at−3, . . . , a1].
Deleting all zero terms in the continued fraction [at−1; at−2, at−3, . . . , a1] consecutively by Lemma
3.6, ultimately we come to
[at−1; at−2, at−3, . . . , a1] = [b0; b1, b2, . . . , bs],
where b0, b1, . . . , bs are some even integers and [b0; b1, b2, . . . , bs] is a simple continued fraction.
By Theorem 3.5, b0 should be 
 1at  = 1, but this contradicts the fact that b0 is an even integer. This
contradiction implies thatMt = 0. 
If G = Cn1,n2,...,nt has at least one loop, say n1 = 0, then G − vt = Pn1,n2,...,nt−1 and is nonsingular
by Theorem 4.6. This means that G has a nonsingular vertex-deleted subgraph and thus η(G)  1. By
Lemma 2.2 meantime, we have that
Lemma 4.7. η(Cn1,n2,...,nt ) = 2 if and only if n1 = n2 = · · · = nt = 0 and t ≡ 0 (mod 4).
Next we shall give a characterization of Cn1,n2,...,nt with nullity equal one.
Lemma 4.8. Let G = Cn1,n2,...,nt with t  3 and m = #{i | ni > 0}. Then η(G) = 1 if and only if m  1
and either
(i) G is a nut graph, then ni ∈ {0, 1} for i = 1, . . . , t , the length of any zero chain of (n1, n2, . . . , nt) is
even and t + m ≡ 0 (mod 4), or
(ii) otherwise, then t ≡ 0 (mod 4) and one of n1 = n3 = · · · = nt−1 = 0 and n2 = n4 = · · · = nt =
0must hold.
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Proof. “Only if” part: Suppose that G has nullity equal one. Let A = A(G) be the adjacency matrix of
G. Consider the eigenvalue equation Ax = 0, that is,
xi−1 + 2nixi + xi+1 = 0, i = 1, 2, . . . , t, (4.17)
where x = (x1, x2, . . . , xt)T . Now let us distinguish it in two cases according to whether there exists
zero entry in x.
Case I. xi = 0 for i = 1, 2, . . . , n. In this caseG is a nut graph. For the adjointA∗ ofA,AA∗ = |A|I = 0
and so each non-zero column vector is a kernel eigenvector of A. Let (u1| u2| . . . |ut) be the column
partition of A∗. It is clear that rk(A∗) = 1 by the assumption that rk(A) = t−1. So there is at least one
non-zero column vector, say u1, which is one kernel eigenvector and no component is zero by the as-
sumption. Since A∗ is symmetric by the symmetry of A, each entry of the first row of A∗ is not zero also.
Then each columnmust be a non-zero rationalmultiple ofu1, namelyui = kiu1 for some rational num-
bers ki. Thus Aj1 = kjA11 for j = 2, 3, . . . , t. By the symmetry of A∗, we have A1j = Aj1 = kjA11 and so
Ajj = kjA1j = k2j A11, j = 2, 3, . . . , t. (4.18)
Note that Ajj = |A(j)| = |A(G − vj)|. Now we break the proof into several self-contained parts.
Claim 1. ni ∈ {0, 1}, for i = 1, 2, . . . , t and the length of any zero chain in (n1, n2, . . . , nt) is even.
Proof. Let ai = 2ni, i = 1, . . . , t. By (3.12), considering that |A| = 0 and A∗ has no zero elements, we
have
at =|A(t, t − 1)| + |A(t, 1)| + (−1)
t2
|A(t)|
=|A(t, t − 1)||A(t)| +
|A(t, 1)|
|A(t)| +
(−1)t2
|A(t)|
= |A(t, t − 1)|
at−1|A(t, t − 1)| − |A(t, t − 1, t − 2)| +
|A(t, 1)|
a1|A(t, 1)| − |A(t, 1, 2)| +
(−1)t2
|A(t)|
= · · ·
= 1[at−1; at−2, . . . , a1] +
1
[a1; a2, . . . , at−1] +
(−1)t2
|A(t)| . (4.19)
Suppose therearekand lnumberzeros respectivelyat theheadandendof thesequencea1, a2, . . . , at−1,
i.e., a1 = . . . = ak = 0 but ak+1 = 0 and at−1 = · · · = at−l = 0 but at−l−1 = 0. Note that all ai are
even integers. Now we shall estimate the value of [a1; a2, . . . , at−1] according to the parity of k.
• k is even. Then by Lemma 3.6, [a1; a2, . . . , at−1] = [ak+1; ak+2, . . . , at−1] > ak+1 − 1 > 1.
Consequently, 1[a1;a2,...,at−1] < 1.• k is odd. By Lemma 3.6 also, [a1; a2, . . . , at−1] = −1[ak+1;ak+2,...,at−1] . As previously, it can be shown
that [ak+1; ak+2, . . . , at−1] > 1. So 1[a1;a2,...,at−1] < −1.
Similarly it can be shown that 1[at−1;at−2,...,a1] < 1 when l is even and
1
[at−1;at−2,...,a1] < −1 when l is
odd. Since A(t) is an integer matrix, its determinant |A(t)| is an integer. Then (−1)t2|A(t)|  2 obviously. By
(4.19), it implies that
at = 1[at−1; at−2, . . . , a1] +
1
[a1; a2, . . . , at−1] +
(−1)t2
|A(t)|
<1 + 1 + (−1)
t2
|A(t)|
4.
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Then at ∈ {0, 2}, i.e., nt = 0 or 1. In a similar manner it can be shown that ni ∈ {0, 1} for
i = 1, 2, . . . , t.
Because at is a nonnegative even integer, k and l cannot both be odd. Otherwise,
at = 1[at−1; at−2, . . . , a1] +
1
[a1; a2, . . . , at−1] +
(−1)t2
|A(t)|
< − 1 + (−1) + (−1)
t2
|A(t)|
0,
a contradiction. If at = 2 (note that m  1, then at least one ai = 2, replace at with ai if necessary),
then both k and lmust be even. Otherwise, suppose k is even and l is odd, then 1[a1;a2,...,at−1] < 1 and
1
[at−1;at−2,...,a1] < −1, so
at = 1[at−1; at−2, . . . , a1] +
1
[a1; a2, . . . , at−1] +
(−1)t2
|A(t)|
< − 1 + 1 + (−1)
t2
|A(t)|
2,
a contradiction. By the same way it can be shown that the length of any zero chain in (n1, n2, . . . , nt)
must be even. 
For a continued fraction [a0; a1, . . . , an], if ai = ai+1 = · · · = aj for some i (1  i  j  n), for
convenience [a0; a1, . . . , an] is denoted by [a0; a1, . . . , ai−1, a(j−i+1)i , aj+1, . . . , an] in the sequel.
Claim 2. For any 1  i  t,
Aii = (−1)
t
[1; 2(m−1)] .
Proof. Choose arbitrarily one i (1  i  t), by (3.13) we have |A(G − vivi+1)| − |A(G − vi − vi+1)| −
(−1)t2 = |A(G)| = 0 and so
(−1)t2 = |A(G − vivi+1)| − |A(G − vi − vi+1)|, i = 1, 2, . . . , t.
Then
(−1)t2
|A(i)| =
|A(G − vivi+1)|
|A(i)| −
|A(i, i + 1)|
|A(i)|
=ai|A(i)| − |A(i, i − 1)||A(i)| −
|A(i, i + 1)|
ai+1|A(i, i + 1)| − |A(i, i + 1, i + 2)|
= · · ·
=[ai; ai−1, . . . , a1, at, . . . , ai+1] + [0; ai+1, . . . , at, a1, . . . , ai−1].
Observe that σ(ai, ai−1, . . . , a1, at, . . . , ai+1) = σ(a1, a2, . . . , at). Since σ(a1, a2, . . . , at) ⊆
2Z, then σ(ai, ai−1, . . . , a1, at, . . . , ai+1) ⊆ 2Z, i.e., (ai, ai−1, . . . , a1, at, . . . , ai+1) has all its zero
chainsbeingofeven length.Nextweshall express [ai; ai−1, . . . , a1, at, . . . , ai+1]and [0; ai+1, . . . , at,
a1, . . . , ai−1] according to whether ai = 0 or not.
• ai = 0. Let W = (ai−r, . . . , ai−1, ai, ai+1, . . . , ai+s) be the zero chain to which ai belongs in
(a1, a2, . . . , at). The length ofW , r + s + 1, must be even by Claim 1.
2052 H.-H. Li et al. / Linear Algebra and its Applications 437 (2012) 2038–2055
Fig. 2. Identifying vi and vi+1 in G.
(1) r is even and s is odd. In this case, we have
[ai; ai−1, . . . , a1, at, . . . , ai+1] = [0; 2(m), 0] = [0; 2(m−1)],
[0; ai+1, . . . , at, a1, . . . , ai−1] = [2; 2(m−1)],
by using Lemma 3.6 consecutively.
(2) r is odd and s is even, otherwise. Similarly, we have
[ai; ai−1, . . . , a1, at, . . . , ai+1] = [2; 2(m−1)],
[0; ai+1, . . . , at, a1, . . . , ai−1] = [0; 2(m−1)].
• Otherwise, ai = 2. By Lemma 3.6, we get that
[ai; ai−1, . . . , a1, at, . . . , ai+1] = [2; 2(m−1)],
[0; ai+1, . . . , at, a1, . . . , ai−1] = [0; 2(m−1)].
Therefore, the value of [ai; ai−1, . . . , a1, at, . . . , ai+1] + [0; ai+1, . . . , at, a1, . . . , ai−1] is always
equal to [2; 2(m−1)] + [0; 2(m−1)]. Then (−1)t2|A(G−vi)| = [2; 2(m−1)] + [0; 2(m−1)], that is,
Aii = (−1)
t2
[2; 2(m−1)] + [0; 2(m−1)] =
(−1)t
[1; 2(m−1)] , i = 1, 2, . . . , t. 
Consequently, the following claim can be obtained.
Claim 3. There must exist one kernel eigenvector consists of components ±1 for the nut graph
Cn1,...,nt .
Proof. Since A11 = A22 = · · · = Att in (4.18) by Claim 2, so k2i = 1 for i = 2, . . . , t. For the
kernel eigenvector (A11, A21, . . . , At1)
T = (A11, k2A11, . . . , ktA11)T , it can be seen that the vector
(1, k2, . . . , kt)
T is a basis of the null space of A, where ki ∈ {−1, 1}. 
Two distinct vertices u and v of G are said to be identified if they are replaced with a new vertex
w such that any edges incident with u or v in G are incident withw; the resulting graph is denoted by
G · uv. Fig. 2 illustrates the effect of identifying two vertices.
Claim 4. Let G = Cn1,n2,...,nt (at least one ni non-zero) with a zero chain W = (vi, vi+1, . . . , vj).
Then G is a nut graph if and only if G · vivi+1 is a nut graph.
Proof. Denote by H the graph G · vivi+1 and v′ the identical vertices vi and vi+1, depicted as in Fig. 2.
Let A = A(G) and B = A(H) be the adjacency matrices of G and H, respectively. Observe that B may
be regarded as being obtained from A by adding its (i + 1)th row to ith row and its (i + 1)th column
to ith column and then deleting (i + 1)th row and (i + 1)th column from A. Denote by P(i, j(c)) the
elementary matrix obtained from identity matrix I by addition of c times row j to row i.
Suppose thatG is anut graphand x is a simplekernel eigenvector ofG. For convenience, let xi = x(vi)
for i = 1, 2, . . . , t. Then by Claim 1 and Claim 3, we have
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(1) ni = 0 or 1, for i = 1, 2, . . . , t.
(2) the length of each zero chain in G is even.
(3) |x1| = |x2| = · · · = |xt| = 1.
By the assumption, ni−1 = 0 and so equals to 1 by Claim 1. Without loss of generality, assume that
xi−1 = 1, since 2xi−1 + xi−2 + xi = 0 by the eigenvalue equation, it implies that xi = xi−2 = −1.
Since ni = 0 and xi−1 + 2nixi + xi+1 = 0, xi+1 = −xi−1 = −1. It is easy to verify that
P(i, i + 1(1))Ax = P(i, i + 1(1))AP(i + 1, i(1))P(i + 1, i(−1))x = A¯x¯ = A¯(∅|i + 1)y,
where A¯ = P(i, i+1(1))AP(i+1, i(1)), x¯ denotes the vector obtained from x by replacing its (i+1)th
component with 0 and y the vector obtained from x by deleting its (i+1)th component. Since Ax = 0,
then A¯(∅|i + 1)y = 0 and so A¯(i + 1|i + 1)y = 0. Note that B = A¯(i + 1|i + 1) and y has no zero
components. Since H has at least one loop, then η(H)  1 by Lemma 4.7. Therefore we have shown
that η(H) = 1 and H is a nut graph.
Conversely, suppose H = G · vivi+1 is a nut graph and y is a simple kernel eigenvector of H.
Now construct a vector x, which can be viewed as a “lift” of y from H to G, by defining, for each
vertex v ∈ V(G) \ {vi, vi+1}, x(v) = y(v); and x(vi) = x(vi+1) = y(v′). It is easy to verify that
y(v′)+ y(vi−1) = 0 and y(v′)+ y(vi+2) = 0. Thus it is a routine to verify that x is a kernel eigenvector
of G and so G is a nut graph. 
Since the length of every zero chain in G is even by Claim 1, a unique graph arises in, denoted by
G◦, by identifying pairs of adjacent vertices lying in zero chains (giving rise to a loop every time) of
G = Cn1,n2,...,nt consecutively in such a way that all zero chains have been eliminated in the end, with
t−m
2
loops created in the process. Set s = t+m
2
. Therefore G◦ = C1,1,...,1 , an s-cycle with a loop at
each vertex.
Now consider the graphG◦. Observe that A(G◦) = 2I+A, where A is the adjacencymatrix of s-cycle
Cs. Then G
◦ is singular if and only if there exists a non-zero vector x such that (2I + A)x = 0, that is,
Ax = −2x, consequently −2 is an eigenvalue of A. Thus Cs is bipartite by Lemma 2.1 and so s is even,
i.e., t + m ≡ 0 (mod 4).
Case II. Some coordinate of x is zero, say x1 = 0. Set xt = c. By (4.17) consecutively, we get that
x2 = −c, x3 = a2c, x4 = −
∣∣∣∣∣∣
a2 1
1 a3
∣∣∣∣∣∣ c, x5 =
∣∣∣∣∣∣∣∣
a2 1 0
1 a3 1
0 1 a4
∣∣∣∣∣∣∣∣
c, . . .
xt = (−1)t+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a2 1
1 a3 1
. . .
. . .
. . .
1 at−2 1
1 at−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c, x1 = (−1)t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a2 1
1 a3 1
. . .
. . .
. . .
1 at−1 1
1 at
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c. (4.20)
Obviously c = 0, otherwise x = 0, a contradiction. But by the assumption, x1 = 0. Then we must
have that
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a2 1
1 a3 1
. . .
. . .
. . .
1 at−1 1
1 at
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
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Fig. 3. (a) G; (b) G◦ .
Then by Corollary 4.5, t ≡ 0 (mod 2). Also by Theorem 4.6, a2 = at = 0 and so a2 = a4 = · · · =
at = 0 by (4.16) consecutively. Note that gcd(x1, x2, . . . , xt) = c. For convenience, set c = 1. And so
by (4.20) meantime, we have that
xi =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, if i ≡ 0 (mod 4),
−1, if i ≡ 2 (mod 4),
0, otherwise.
By the hypothesis that xt = 1, it follows immediately that t ≡ 0 (mod 4).
Suppose for some even integer i, xi = 0, without loss of generality, say x2 = 0. By the same way, it
can be shown that a1 = a3 = · · · = at−1 = 0 and t ≡ 0 (mod 4).
“If”part: Suppose thatG = Cn1,n2,...,nt satisfies thatni ∈ {0, 1} for i = 1, . . . , t,σ(n1, n2, . . . , nt) ⊆
2Z and t + m ≡ 0 (mod 4). By identifying pairs of adjacent vertices lying in zero chains in G, we
come to a unique graph G◦ = C1,1,...,1, an s-cycle with a loop at each vertex, where s = t+m
2
is an
even integer by the assumption that t + m ≡ 0 (mod 4). Observe that G◦ is nut graph—one way to
see this is to verify that (1,−1, 1,−1, . . . , 1,−1) is a kernel eigenvector of G◦. By Claim 4, it follows
immediately that G is also a nut graph, particularly, η(G) = 1.
Suppose that G = Cn1,n2,...,nt satisfies that t ≡ 0 (mod 4) and one of n1 = · · · = nt−1 = 0 and
n2 = · · · = nt = 0 holds, without loss of generality, say n1 = · · · = nt−1 = 0, as a similar argument
applies to the case when n2 = · · · = nt = 0. Construct a column vector x indexed by V(G) as follows:
x(vi) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−1, if i ≡ 2 (mod 4),
1, if i ≡ 0 (mod 4)
0, otherwise.
It can be verified easily that x is a kernel eigenvector of G and so η(G)  1. Considering Lemma 4.7
meantime, it implies that η(G) = 1. 
Proof of Theorem1.2.Combining Lemmas 4.7 and4.8,we can give a full characterization on the nullity
of Cn1,n2,...,nt . Meantime by Theorem 4.3, our main Theorem 1.2 holds. 
Example 4.9. Let G and G◦ be the graphs in Fig. 3, where hollow dots mean vertices with a loop
attached. Readily we can find the kernel eigenvector (1,−1, . . . , 1,−1) of G◦ from which the kernel
eigenvector of G follows easily, and vice versa.
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