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Abstract-Among all kind of clustering algorithms partition 
based and hierarchical based methods have gained more 
popularity among the researchers. Both of the methods have 
their own advantages and disadvantages. In this paper an 
attempt has been made to propose a new clustering algorithm 
which includes the selected features of both of the algorithms. 
While developing the proposed methodology, emphasis has 
been given on some of the disadvantages of both categories of 
algorithms. The proposed algorithm is tested with various 
datasets and found satisfactory results 
Keywords-Clustering, Partition, Hierarchical, Automatic, 
Distance Measure. 
I. INTRODUCTION 
here is huge amount of data in the world and it is 
increasing day by day. Everyday new data are collected 
and stored in the databases. To obtain implicit meaningful 
information from the data the requirement of efficient 
analysis methods [1] arises. If a data set has thousands of 
entries and hundreds of attributes, it is impossible for a 
human being to extract meaningful information from it by 
means of visual inspection only. Computer-based data 
mining techniques are essential in order to reveal a more 
complicated inner structure of the data. Such techniques are 
the clustering solutions which help in extracting information 
from the large dataset 
II. CLUSTERING 
Clustering [2][3][4] is a type of unsupervised learning 
method in which a set of elements is separated into 
homogeneous groups. Intuitively, patterns within a valid 
cluster are more similar to each other than they are to a 
pattern belonging to a different cluster. The variety of 
techniques for representing data, measuring similarity 
between data elements, and grouping data elements has 
produced a rich and often confusing assortment of clustering 
methods. Clustering is useful in several exploratory pattern-
analysis, grouping, decision-making, and machine-learning 
situations, including data mining, document retrieval, image 
segmentation, and pattern classification [5][3]. Data 
clustering algorithms can be hierarchical or partitional [6]. 
Within each of the types, there exists a wealth of subtypes 
and different algorithms for finding the clusters 
A.  Partition Based Clustering Methods 
Given a database of n objects, a partition based [5] 
clustering algorithm constructs k partitions of the data, so 
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that an objective function is optimized. Partition based 
clustering algorithms try to locally improve a certain 
criterion. The majority of them could be considered as 
greedy algorithms, i.e., algorithms that at each step choose 
the best solution and may not lead to optimal results in the 
end. The best solution at each step is the placement of a 
certain object in the cluster for which the representative 
point is nearest to the object. This family of clustering 
algorithms includes the first ones that appeared in the Data 
Mining Community. The most commonly used are K-means 
[7], PAM (Partitioning Around Medoids), CLARA 
(Clustering LARge Applications) and CLARANS 
(Clustering LARge ApplicatioNS). All of them are 
applicable to data sets with numerical attributes. 
B. Hierarchical Clustering Algorithms 
Hierarchical algorithms can be agglomerative (bottom-up) 
or divisive (top-down). Agglomerative algorithms begin 
with each element as a separate cluster and merge them in 
successively larger clusters. Divisive algorithms begin with 
the whole set and proceed to divide it into successively 
smaller clusters. Hierarchical algorithms have two basic 
advantages [4]. First, the number of classes need not be 
specified a priori, and second, they are independent of the 
initial conditions. However, the main drawback of 
hierarchical clustering techniques is that they are static; that 
is, data points assigned to a cluster cannot move to another 
cluster. In addition to that, they may fail to separate 
overlapping clusters due to lack of information about the 
global shape or size of the clusters [8]. In hierarchical 
clustering, the output is a tree showing a sequence of 
clustering, with each cluster being a partition of the data set 
[9]. 
III.   AUTOMATED CLUSTERING (AUTOCLUS) 
This work has been motivated by the issues mentioned 
above. Although the above algorithms are well established 
and quite efficient one but their particular drawbacks may 
affect the clustering result. For example, many of these 
algorithms require the user to specify input parameters 
where wrong input parameter may result in bad clustering. 
The algorithm AUTOCLUS has been proposed keeping 
some of the issues in mind faced in the above algorithms. 
It‘s a hybrid kind of algorithm which includes some features 
of both partition based and hierarchical based algorithms.   
A. Proposed Methodology “Autoclus” 
Let the data set be given as 𝑿 =  {𝒙𝒊, 𝒊 = 𝟏,𝟐…  𝑵} which 
consists of N data objects 𝒙𝟏,𝒙𝟐…  𝒙𝑵., where each object 
has M different attribute values corresponding to the M 
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different attributes. The value of i-th object can be given by:
 𝑿𝒊 =  {𝒙𝒊𝟏,𝒙𝒊𝟐…  𝒙𝒊𝑴} 
Let the relation 𝒙𝒊  =  𝒙𝒌 does not mean that 𝒙𝒊  and 𝒙𝒌 are 
the same objects but that the two objects has equal values 
for the attribute set 𝑨 = {𝒂𝟏,𝒂𝟐,… . ,𝒂𝒎}. The main 
objective of the algorithm is to partition the dataset into k 
disjoint subsets where 𝒌 ≤  𝑵. The algorithm tries to 
minimize the inter-cluster similarity and maximize the intra-
cluster similarity.  
B. Distance Measure 
While searching a certain structure from given data sets, the 
important thing is to find an appropriate distance function. 
In this context the most important question is what should 
be the criterion for selecting an appropriate distance 
function. For distance calculation the distance measure sum 
of square Euclidian distance is used in this algorithm. It 
aims at minimizing the average square error criterion which 
is a good measure of the within cluster variation across all 
the partitions. Thus the average square error criterion tries to 
make the k-clusters as compact and separated as possible. 
The algorithm combines the features of both hierarchical 
and partition based clustering. It creates a hierarchical 
decomposition of the given set of data objects. At the same 
time it tries to group the objects based on a mean value. It is 
a simple algorithm which applies a top-down or divisive 
approach. Initially all the objects of the dataset will be 
assumed as a single cluster. The algorithm applies an 
iterative process to divide the given dataset into a set of 
clusters until the termination condition converges. The 
classification is done based on the popular clustering 
criterion within-group sum of squared error (WGSSE) 
function.  
𝑊𝐺𝑆𝑆𝐸 =   𝑥𝑖𝑗 −  𝑥𝑖 
2
𝑀
𝑗=1
𝑛
𝑖=1
 
 
The classical WGSSE function was originally designed to 
define the traditional hard c-means and ISODATA 
algorithms. With the emergence of fuzzy sets theory, Dunn 
[10] firstly generalized WGSSE to square weighting 
WGSSE function. Later, Bezdek [11] extended it to an 
infinite family of criterion functions which formed a 
universal clustering objective function of fuzzy c-means 
(FCM) type algorithms. The studies on criterion functions 
have mainly been focused on the measurements of similarity 
or distortion D (.), which are often expressed by the 
distances between the samples and prototypes. Different 
distance measurements are used to detect various structural 
subsets.  
C. Phases of the Algorithm  
The algorithm works in two different phases. One is the 
cluster generation phase and the other is the cluster 
validation phase. The various phases of the algorithm work 
as follows:  
 
 
D. Cluster Generation Phase 
This phase involves in the formation of new clusters by 
grouping the objects around a new mean value. The 
algorithm follows the reproduction process of amoeba, 
which is a tiny, one celled organism. Amoebas reproduce by 
binary fission. A parent cell divides the nucleus also divides 
in a process called fission and produces two smaller copies 
of it.  
The same phenomenon has been followed here. A cluster 
will be divided into two smaller clusters selecting a new 
mean value. This new means value will be selected at the 
furthest Euclidian distance of the current mean. Then the 
rest of the objects will be redistributed among the two 
means (the old mean and the newly selected mean). 
E. Cluster Validation Phase 
This is the most important part of the algorithm. Whether 
the newly generated cluster is a stable cluster or not will be 
checked by this Cluster validation phase. Within group sum 
of square has been taken as the criteria for cluster validation. 
If the total WGSSE of the newly generated clusters is 
smaller than the parent cluster‘s WGSSE, then the clusters 
are valid. Otherwise the newly generated clusters will be 
discarded and the clustering process will be stopped here.  
F. The pseudo code for AUTOCLUS 
1. Take an initial data set D. 
2. Compute Grand Mean: CALCULATE_GM(D). 
3. Find the object with mean value closest to GM and 
call it Cluster_Head1. 
4. Assign points to the cluster ASSIGN_PT (X, C)        
// X =  {xi , i = 1, 2…  N},  
// C =  {c1 , c2 …  ck}    where k ≤  N 
5. SS ∶=  CALCULATE_WGSS (M, C).  
// M=  {m1 , m2 …  mk}where k ≤  n   
6. Repeat the following steps while 
WGSSE_of_Parent >
 (𝑇𝑜𝑡𝑎𝑙_𝑊𝐺𝑆𝑆𝐸_𝑜𝑓_𝐶ℎ 𝑖𝑙𝑑𝑠) 
a. Obtain Euclidian Distance(ED) from all 
other objects to Cluster_Head1. 
b. Select the object at the largest Euclidian 
distance of Cluster_Head1. 
c. Name the object at largest distance as 
Cluster_Head2. 
d. Rename the Cluster_Head1 as 
Cluster_Head1.1  
e. Reassign objects around Cluster_Head1.1 
and Cluster_Head2. 
f. Calculate WGSSE for the 
Cluster_Head1.1 and 
Cluster_Head2 (SS1 & 𝑆𝑆2). 
g. If 
WGSSE_of_Parent >
 (𝑇𝑜𝑡𝑎𝑙_𝑊𝐺𝑆𝑆𝐸_𝑜𝑓_𝐶ℎ 𝑖𝑙𝑑𝑠) then the 
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Cluster No. 0: 
0  8.00  4.30  9.00  7.10  9.10  6.00  2.30 ) ( 2.00  5.00  11.00  88.00  3.00  
5.00  66.00  22.00  7.77  4.30 ) ( -3.00  9.00   -2.00  -4.00  0.90  5.00  6.00  
1.00  1.10  4.50 ) ( 5.00  1.00  0.20  9.00  0.40  -8.00  -1.00  -4.00  -5.00  
6.30 ) ( 8.00  9.00  2.00  1.00  6.00  -4.00  7.00  6.10  9.00  0.80 ) ( 9.00  
7.80  9.00  6.10  -9.00  -3.00  0.50  8.00  9.00  -9.00 ) ( -1.00  -3.00   6.00  
7.00  3.00  3.00  5.70  55.50  32.50  -66.00 ) -->Centroid: (6.16 , 21.41) 
Cluster No. 00: 
( 5.00  5.00  6.00  8.00  -9.00  4.40  22.00  8.50  7.70  4.00 ) ( 5.40  6.00  
2.10  8.00  4.30  9.00  7.10  9.10  6.00  2.30 ) ( -3.00  9.00  -2.00  -4.00  
0.90  5.00  6.00  1.00  1.10  4.50 ) ( 5.00  1.00 0.20  9.00  0.40  -8.00  -1.00  
-4.00  -5.00  6.30 ) ( 8.00  9.00  2.00  1.00  6.00  -4.00  7.00  6.10  9.00  
0.80 )  
( 9.00  7.80  9.00  6.10  -9.00  -3.00  0.50  8.00  9.00  -9.00 ) ( -1.00  -3.00  
6.00  7.00  3.00  3.00  5.70  55.50  32.50  -66.00 ) -->Centroid : (2.84 , 
4.27) 
 
child clusters will be accepted else 
discarded. 
h. Go to step 6 and repeat the whole process 
for accepted new clusters. 
IV. IMPLEMENTATION & RESULTS 
The algorithm has been implemented in C using a synthetic 
data set having 10 dimensions. The data set consists of real 
values including both positive and negative. It is almost 
similar to a gene expression data set. The program has 
different procedures for the implementation of various 
elements of the algorithm. For example the procedure 
compute_mean_grandmean() has been used to compute the 
grand mean of the dataset.  Again the procedure wgsse_cal() 
has been used to calculate the within group sum of square of 
a cluster and computationss() has been used to generate the 
clusters. It‘s a top-down approach. The clusters that have 
been generated are uniquely identified by a cluster number. 
The numbering of the clusters have been done in such a way 
that the level of the cluster in the sub-tree can be found out 
from the number itself. For example 0 is the number 
assigned to the root of the tree, which is the cluster 
containing all the nodes of the dataset, 00 is assigned to the 
left sub-tree, 01 is assigned to the right sub-tree and so on. 
Applying the algorithm on the given dataset finally six 
clusters have been found. The tree of the clusters generated 
can be shown as below: 
 
 
 
 
 
 
Fig 1: The Tree of the Clusters Generated by AUTOCLUS 
A small portion of the result of AUTOCLUS is given in the 
following figure. The pair of centroids mentioned there are those 
which will be considered for the next decomposition of the cluster. 
Fig 2: Results from AUTOCLUS implementation 
 
V. CONCLUSION 
Partition based clustering algorithms face a problem that the 
number of partitions to be generated has to be entered by the 
user. Generally, algorithms of K-means family face this 
problem. As a result the clusters formed may not be upto 
mark. Because, it is difficult for a user to select the  
appropriate number of clusters without sound domain 
knowledge in prior. Again, hierarchical methods suffer from 
a fact that once a step (merge/split) is done, it can never be 
undone. This algorithm overcomes that problem. But it 
increases the computation cost because of the cluster 
validity process. In the development of the AUTOCLUS 
algorithm, it has been tried to minimize these drawbacks as 
much as possible. From the experiments it has been found 
that the algorithm is working properly with minimum user 
interaction. The number of clusters to be generated need not 
to be entered in prior. Again, in the cluster validation phase 
it can automatically accept or discard clusters based on the 
criteria function. The algorithm is tested with datasets of 
varying size and found satisfactory result. 
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