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Abstract
Le prétraitement des maillages à des ﬁns de visualisation interactive implique une réorganisation complète des
données qui induit souvent une augmentation signiﬁcative de la taille des ﬁchiers. Cela nuit non seulement au
stockage et à la transmission réseau, mais pourrait aussi, dans un futur proche, affecter l’efﬁcacité de la visua-
lisation elle-même, au vu de l’écart croissant entre la vitesse des processeurs et la lenteur relative des mémoires
externes. Dans cet article, nous tentons de réconcilier compression sans perte et visualisation, grâce à une struc-
ture de donnée qui réduit la taille des objets tout en permettant une navigation interactive. En supplément de cette
double capacité, cette méthode est out-of-core et peut ainsi traiter des maillages de plusieurs centaines de mil-
lions de triangles. En outre, tout complexe simplicial de dimension n est accepté en entrée, que ce soit une soupe
de triangles ou un maillage volumétrique, et la compression distribue les données de façon à optimiser le ratio
débit-distorsion. Les performances sont proches de l’état de l’art, aussi bien en terme de taux de compression
qu’en terme de vitesse d’afﬁchage, ce qui offre un compromis utile à de nombreuses applications.
Keywords: Compression sans perte, visualisation inter-
active, maillages volumineux, out-of-core
1. Introduction
La compression et la visualisation de maillages sont deux
domaines de l’informatique graphique particulièrement ac-
tifs, dont les contraintes et les objectifs sont généralement
incompatibles, voire contradictoires. La diminution de la re-
dondance implique souvent une complexiﬁcation du signal,
du fait des mécanismes de prédiction dont l’efﬁcacité est di-
rectement reliée à la profondeur de l’analyse. Cette couche
logique supplémentaire ralentit l’accès aux données et entre
en conﬂit avec les performances requises pour la visualisa-
tiontemps réel. Eneffet, aﬁnde naviguer dynamiquement au
sein d’un maillage en fonction des mouvements de caméra,
le signal doit être soigneusement préparé et hiérarchisé. Cela
introduit généralement de la redondance et s’accompagne
même parfois de perte de données, lorsque les polyèdres
originaux sont approximés par des primitives géométriques
simpliﬁées.
Dans cet article, nous recherchons un compromis entre
compression et visualisation interactive en proposant une
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méthode qui combine de bonnes performances dans les deux
domaines. Nous avons choisi comme point de départ l’al-
gorithme de compression in-core sans perte de Gandoin et
Devillers [GD02]. A ses taux de compression compétitifs,
nous avons ajouté des capacités de traitement out-of-core et
la gestion de niveaux de détails, aﬁn de pouvoir manipuler
des maillages sans limitation de taille et de permettre le raf-
ﬁnement local à la demande, via le chargement des données
nécessaires et sufﬁsantes à un rendu précis de tout sous-
ensemble du maillage. Pour atteindre ces objectifs, l’idée
fondamentale consiste à subdiviser l’objet original dans un
arbre de partitionnement de l’espace. Cette subdivision est
effectuée en introduisant une structure hiérarchique princi-
pale(appelée nSP-tree) danslaquellesont plongées lesstruc-
turesdedonnées originales(un kd-tree couplé àun complexe
simplicial), d’une façon qui optimise la distribution des don-
nées de géométrie et de connectivité, supprimant ainsi l’effet
de blocs inhérent aux approches de type kd-tree.
Après un état de l’art (section 2) et un rappel de la
méthode choisie comme point de départ (section 3), notre
contribution est introduite par un exemple (section 4), puis
détaillée dans deux sections complémentaires. Tout d’abord,
les algorithmes et structures de données relatifs à la com-
pression out-of-core sont présentés (section 5), puis la des-
cription est complétée du point de vue de la visualisation
(section 6). Enﬁn, des résultats expérimentaux sont présen-
tés, accompagnés d’une comparaison avec l’état de l’art
(section 7), avant de conclure (section 8).
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2. Travaux antérieurs
2.1. Compression
La compression de maillages est un domaine situé entre la
géométrie algorithmique et la compression standard de don-
nées. Elle consiste à coupler efﬁcacement l’encodage de la
géométrie (position des sommets) et de la connectivité (re-
lation entre les sommets), et traite principalement les mo-
dèles triangulaires manifold. On distingue les algorithmes
mono-résolution, qui exigent un décodage complet avant
de pouvoir visualiser l’objet, des méthodes multi-résolution
qui permettent de voir le modèle se rafﬁner progressive-
ment lorsdu décodage. Bienqu’étant historiquement lespre-
miers algorithmes de compression géométrique, nous avons
choisi de ne pas détailler ici les méthodes de compression
mono-résolution. Le lecteur peut se référer aux états de l’art
[GGK02, AG03] pour plus d’information. Pour comparai-
son, puisque les méthodes de compression progressive out-
of-core sont très rares, la section 7 fera référence à l’algo-
rithme de compression out-of-core mono-résolution d’Isen-
burg et Gumhold [IG03]. Par ailleurs, la compression avec
perte, dont le principe consiste en une analyse fréquentielle
du maillage, est exclue de cette étude.
La compression progressive est basée sur la notion de raf-
ﬁnement. A tout instant du processus de décompression, il
est possible d’obtenir une approximation globale du modèle
original, ce qui peut être utile pour les maillages volumineux
ou pour la transmission réseau. Ce domaine de recherche est
très actif depuis ces dix dernières années, et nous avons ici
fait le choix du point de vue historique plutôt que de l’ex-
haustivité. Les premières techniques de visualisation pro-
gressive, basées sur la simpliﬁcation de maillage, n’étaient
pas orientées compression et induisaient souvent une aug-
mentation signiﬁcative de la taille du ﬁchier, due au coût
de stockage d’une structure hiérarchique [HDD∗93,PH97].
Par la suite, plusieurs méthode mono-résolution ont été éten-
dues à la compression progressive. Par exemple, Taubin et
al. [TGHL98] ont proposé un encodage progressif basé sur
l’algorithme de Taubin et Rossignac [TR98]. Cohen-Or et
al. [COLR99] ont proposé une méthode de simpliﬁcation
séquentielle par suppression de sommet pour la connecti-
vité, combinée à de la prédiction de position pour la géo-
métrie. Alliez et Desbrun [AD01] ont ensuite introduit un
algorithme basé sur la suppression progressive de som-
mets indépendants, avec une étape de retriangulation sous
la contrainte de maintenir les degrés des sommets autour
de 6. Contrairement à la majorité des méthodes, Gandoin
et Devillers [GD02] ont choisi de donner la priorité à l’en-
codage de la géométrie. Leur algorithme, détaillé dans la
section 3, obtient des taux de compression compétitifs et
peut gérer les complexes simpliciaux de toute dimension,
des maillages réguliers manifold aux soupes de triangles.
Peng et Kuo [PK05] se sont basés sur cet article pour amé-
liorer les taux de compression par l’utilisation de schémas
prédictifs efﬁcaces (gain d’environ 15%) qui se limitent ce-
pendant aux modèles triangulaires. Cai et al. [CLW∗06] ont
introduit la première méthode de compression progressive
adaptée aux maillages volumineux, en offrant la possibilité
de rendre out-of-core la plupart des méthodes existantes ba-
sées sur des octrees.
2.2. Visualisation
La visualisation rapide et interactive de maillages volu-
mineux est un domaine de recherche très actif. Ces travaux
sélectionnent les informations pertinentes à afﬁcher : les al-
gorithmes sont dits out-of-core, dans le sens où seules les
informations nécessaires et sufﬁsantes à un instant donné
sont chargées en mémoire. Un arbre ou un graphe est sou-
vent construit pour gérer la structure hiérarchique. Rusinkie-
wicz et Levoy [RL00] ont introduit QSplat, le premier sys-
tème out-of-core de rendu de nuages de points. Ces derniers
sont dispersés dans une structure hiérarchique de sphères
englobantes, qui permet de manipuler aisément les niveaux
de détail et qui est adapté aux tests de visibilité et d’occlu-
sion. Plusieurs millions de points par secondes peuvent ainsi
être afﬁchés grâce à un rendu adaptatif. Par la suite, Lind-
strom [Lin03] a développé une méthode pour les maillages
avec connectivité. Un octree est utilisé pour répartir les tri-
angles dans des clusters et pour construire une hiérarchie
multi-résolution. Une mesure d’erreur quadratique est uti-
lisée pour choisir les positions des points représentatifs pour
chaque niveau de détail, et le rafﬁnement est guidé par la
visibilité et la mesure d’erreur dans l’espace écran. Yoon
et al. [YSGM04] ont proposé un algorithme similaire avec
une empreinte mémoire bornée : une hiérarchie de clusters
est construite, chacun contenant un sous-maillage progres-
sif pour lisser la transition entre les niveaux de détail. Ci-
gnoni et al. [CGG∗04] utilisent une hiérarchie basée sur la
division récursive d’un tétraèdre, aﬁn de partitionner l’es-
pace et garantir des frontières variables entre les clusters du-
rant le rafﬁnement. La phase de construction initiale est pa-
rallélisable, et le GPU est utilisé pour améliorer la vitesse
d’afﬁchage. Gobbetti et Marton [GM05] ont introduit les far
voxels, capables d’afﬁcher aussi bien des maillages réguliers
que des soupes de triangles. Le principe est de transformer
les sous-parties volumiques du modèle en approximations
de leur apparence à une certaine distance, suivant l’angle de
vue. Un arbre BSP est construit, et les noeuds sont discré-
tisés en voxels cubiques contenant ces approximations. A
nouveau, le GPU est largement utilisé pour alléger la charge
CPU et améliorer les performances.
2.3. Compression et visualisation combinées
Les méthodes de compression progressive sont désormais
parvenues à maturité (les taux obtenus sont proches des li-
mites théoriques) et la visualisation interactive de maillages
de grande taille est une réalité depuis plusieurs années. Ce-
pendant, même si la combinaison de la compression et de
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la visualisation est souvent mentionnée en tant que perspec-
tive, très peu d’articles traitent de ce problème, et les ﬁchiers
créés par les méthodes de visualisation pure sont souvent
bien plus volumineux que les ﬁchiers originaux. En fait, la
compression favorise une petite taille au détriment de la ra-
pidité d’accès aux données, tandis que la visualisation se
concentre sur la vitesse de visualisation : les deux objectifs
s’opposent et s’excluent. Namane et al. [NBB04] proposent
une version comprimée du QSplat en utilisant Huffman et
le codage différentiel pour les sphères (position, rayon) et
les normales. Le taux de compression est proche de 50% par
rapport aux ﬁchiers QSplat originaux, mais cela se limite au
rendu de points. Plusrécemment, Yoon et Lindstrom [YL07]
ont introduit un algorithme de compression de maillages qui
prend en charge l’accès direct aux triangles du maillage. Ce-
pendant, leur format n’est pas progressif et n’est donc pas
adapté au rendu global d’un modèle puisque cela nécessite-
rait de charger le maillage complet en mémoire.
3. La compression progressive comme point de départ
Dans cette section, nous présentons brièvement la mé-
thode proposée par Gandoin et Devillers [GD02], sur la-
quelle nos travaux sont basés. L’algorithme, valide en toute
dimension, est basé sur la construction top-down d’un kd-
tree par subdivision de cellule. La cellule racine est la boîte
englobante de l’ensemble de points, et chaque subdivision
de cellule est encodée par log23 bits pour décrire l’un des
3 cas suivants : la première demi-cellule est non vide, la se-
conde demi-cellule est non vide, ou les deux demi-cellules
sont non vides. Au fur et à mesure que l’algorithme pro-
gresse, la taille des cellules diminue et les données encodées
fournissent une localisation plus précise des points. Le pro-
cessus de subdivision itère jusqu’à ce qu’il n’y ait plus de
cellules non vides plus grandes que 1x1x1, de façon à ce que
chaque point soit localisé avec la précision maximale. Dès
que les points sont ainsi séparés, la connectivité du modèle
est intégrée (un sommet est situé dans chaque cellule) et le
processus de subdivision est inversé : les cellules sont fu-
sionnées deux à deux depuis les feuilles du kd-tree jusqu’à
sa racine, et leur connectivité est mise à jour. La connectivité
est modiﬁée entre deux versions successives du modèle : ces
changements sont encodés par des symboles insérés entreles
codes géométriques. Les sommets sont fusionnés par un des
deux opérateurs de décimation suivants :
– La suppression d’arête, déﬁnie par Hoppe et al.
[HDD∗93] et largement utilisé en simpliﬁcation de sur-
face, fusionne deux cellules adjacentes sous certaines
hypothèses. Les deux sommets de l’arête sont fusion-
nés, ce qui conduit à la suppression des deux triangles
adjacents (un seul si l’arête appartient à la bordure du
maillage) (cf. ﬁgure 3a).
– La fusion de sommets, telle que déﬁnie par Popovi´ c et
Hoppe [PH97], est une opération plus générale qui fu-
sionne deux cellules même si elles ne sont pas adja-
centes dans la connectivité courante. Le résultat n’est
en général pas manifold (cf. ﬁgure 3b) et la séquence
de codes correspondante est approximativement deux
fois plus grande que la séquence de codes d’une sup-
pression d’arête.
La façon dont la connectivité évolue pendant ces opéra-
tionsde décimation est encodée par une séquence qui permet
une reconstruction sans perte grâce aux opérateurs inverses
(expansion d’arête et subdivision de sommet). Si cette mé-
thode de compression sans perte obtient des taux compéti-
tifs et peut traiter tout type de complexe simplicial, elle n’est
pas adaptée à la navigation interactive au sein d’un maillage
volumineux. Non seulement son empreinte mémoire la rend
incompatible aveclesmaillagesdépassant lemilliondesom-
mets,mais, pluscontraignant, laconception intrinsèque dela
structure de données impose un codage hiérarchique des re-
lations de voisinage qui interdit tout rafﬁnement localisé : en
effet, étant donnés 2 sommets v et w situés dans un niveau
intermédiairedu kd-tree, il est possible detrouver un descen-
dant vi de v qui est connecté à un descendant wj de w. Ainsi,
en terme de connectivité, la cellule contenant v ne peut pas
être rafﬁnée sans rafﬁner également la cellule contenant w.
Par conséquent, l’accès direct et le chargement sélectif de
sous-parties du maillage sont impossibles : pour visualiser
un seul sommet et ses voisins à un certain niveau de détail,
le niveau de détail précédent doit être décodé pour tout le
maillage. Dans la suite, nous présentons des algorithmes et
structures de données basés sur la même approche mais sup-
primant ces limitations.
4. Vue d’ensemble de la méthode
La ﬁgure 1 illustre les principales étapes du rafﬁnement
d’un maillage. Les étapes 1 à 6 sont similaires à [GD02] :
nous commençons avec une précision nulle et un seul point
au centre. Puis nous lisons séquentiellement les codes de
géométrie et de connectivité dans leﬁchier comprimé, ce qui
rafﬁne progressivement l’ensemble du maillage. Dans cet
exemple, quand la précision atteint 3 bits (en pratique, on at-
tend généralement 7 ou 8 bits), l’espace est divisé en 4 sous-
espaces, et le maillage est subdivisé dans ces sous-espaces.
On note que les arêtes et les triangles situés sur la frontière
sont dupliqués. Les 4 sous-maillages obtenus deviennent in-
dépendants, chacun correspondant à un sous-espace appelé
SP-cell dont le contenu est directement accessible via un in-
dex pointant dans le ﬁchier comprimé. Ainsi, nous pouvons
sélectionner une ou plusieurs SP-cells et lire leurs codes de
rafﬁnement associés dans le ﬁchier comprimé, aﬁn de conti-
nuer le processus de rafﬁnement localement, en fonction des
mouvements de caméra. Quand l’une d’entre elles atteint sa
précision maximale (4 bits dans notre exemple), elle est di-
visée à nouveau. Ce processus est répété récursivement jus-
qu’à ce que chaque SP-cell dans le cône de vision ait atteint
un niveau de précision déterminé par sa position relative à la
caméra. Enﬁn, on connecte les SP-cells ensemble, en gérant
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Figure 1: Vue d’ensemble de la méthode
les différences de résolution éventuelles pour éviter que les
triangles de frontière ne se chevauchent, et le contenu de ces
SP-cells est envoyé au pipeline graphique.
Le processus de compression s’effectue dans le sens in-
verse. On commence par partitionner l’espace, en créant le
SP-tree dans lequel on répartit les simplexes. Aﬁn d’éviter
les SP-cells contenant seulement quelques triangles, une SP-
cell doit contenir au moins Nmin (déﬁni par l’utilisateur) tri-
angles pour êtredivisée. Deplus, lessimplexes dont lessom-
mets appartiennent à plusieurs SP-cells sont dupliqués dans
chacune d’elles. Puison parcourt le SP-tree en ordre postﬁxe
(une cellule est traitée après que tous ses ﬁls ont été traités).
Dans chaque SP-cell, les kd-cells sont progressivement fu-
sionnées comme décrit dans la section 3, et la séquence de
codes correspondante est construite, où les codes de géomé-
trie et de connectivité sont entrelacés. La fusion est effectuée
jusqu’à ce la précision minimale de la SP-cell soit atteinte :
dans l’exemple de la ﬁgure 1, cela correspond à une fusion
des kd-cells dans chaque dimension pour une SP-cell non
racine, et à 3 fusions dans chaque dimension pour la SP-
cell racine. Quand tous les enfants d’une SP-cell s ont été
traités, les sous-maillages qu’ils contiennent sont fusionnés
(les simplexes dupliqués disparaissent) pour former le sous-
maillage associé à s, qui est alors prêt à être traité. Ce pro-
cessus est effectué jusqu’à ce qu’un seul sommet demeure
dans la SP-cell racine.
5. Compression out-of-core
Dans cette section, nous détaillons les étapes successives
du processus de compression, puis certains aspects de l’im-
plémentation qui permettent d’atteindre de bonnes perfor-
mances.
5.1. Partitionnement de l’espace
Quantiﬁcation des coordonnées des points : Tout
d’abord, les points contenus dans le ﬁchier d’entrée sont
parcourus. Une boîte englobante cubique est extraite et les
pointssont quantiﬁésaﬁnd’obtenir descoordonnées entières
relatives à la boîte, en accord avec le niveau de précision
p (nombre de bits par coordonnée) demandé par l’utilisa-
teur. Bien sûr, cette étape de quantiﬁcation n’entre pas en
contradiction avec la caractéristique sans perte de la mé-
thode puisque p peut être choisi aussi grand que nécessaire
pour respecter la précision initiale de l’objet. Les points sont
écrits dans un ﬁchier brut (RWP) avec un encodage binaire
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Figure 2: Exemple 2D d’un nSP-tree avec p=9 bits, pr =6
bits, n = 2 et Nmin = 1000
standard utilisant des codes de taille constante pour garantir
un accès direct dans le ﬁchier.
Déﬁnitions : Un nSP-tree est un arbre de partitionnement
de l’espace avec n subdivisions par axe. Chaque noeud
interne délimite un sous-espace cubique appelé nSP-cell.
Puisque nos maillages sont plongés en 3D, une nSP-cell pos-
sède n3 enfants, et dans notre cas, les nSP-cells sont réguliè-
rement subdivisées, i.e. les n3 enfants sont de même taille.
Chaque nSP-cell c contient des sommets dont la précision
peut varier en fonction de la distance entre c et la caméra.
Les bornes de la précision des sommets dans c sont appelées
précisions minimale et maximale de c.
Un top-simplexe est un simplexe (sommet, arête, tri-
angle ou tétraèdre) qui ne possède aucun parent, i.e. qui
n’entredans lacomposition d’aucun autresimplexe.Dans un
maillage triangulaire, les top-simplexes sont principalement
des triangles, mais dans un complexe simplicial ils peuvent
être de dimension quelconque.
Principe : Un nSP-tree est construit de telle sorte que
chaque feuillecontienne l’ensembledestop-simplexessitués
dans son sous-espace correspondant. La hauteur du nSP-tree
dépend de la précision p (nombre de bits par coordonnée) :
l’utilisateur peut choisir la précision maximale pr de la ra-
cine, puis la précision pl gagnée par chaque niveau suivant
est calculé à partir de n (pl = log2n). Par exemple, pour
p=12bits, pr =6 bits et n=4, la hauteur du nSP-tree est 4.
Une autre condition est appliquée : une nSP-cell ne peut être
divisée que si le nombre de top-simplexes qu’elle contient
est au moins égal au seuil Nmin. Par conséquent, la précision
minimale des feuilles n’a pas de valeur ﬁxée, tandis que leur
précision maximale vaut toujours p. Le contenu des feuilles
est stocké dans un ﬁchier d’index (RWI) où les d +1 in-
dex qui composent un d-simplexe sont écrits dans un format
binaire brut pour réduire l’empreinte mémoire sur disque
tout en permettant une lecture rapide. La ﬁgure 2 montre un
exemple 2D d’un tel nSP-tree.
(a) (b)
Figure 3: (a) Suppression d’arête, (b) Fusion de sommets
Duplicationdesimplexes : Unsimplexe est dit appartenant
à une nSP-cell c si au moins un de ses sommets incidents se
trouve à l’intérieur de c. Ainsi, un simplexe du maillage peut
simultanément appartenir à plusieurs nSP-cells et par consé-
quent, certains simplexes sont dupliqués durant la distribu-
tion dans le nSP-tree, aﬁn d’éviter que le rendu ne présente
des trous. Bien que cette technique réduise légèrement les
taux de compression, elle a été choisie pour des raisons d’ef-
ﬁcacité. Les dessins 7-8 et 10-11 de la ﬁgure 1 montrent le
partitionnement d’une nSP-cell.
Choixden: Aﬁnd’obtenir un entier pour pl,ndoit êtreune
puissance de 2. Cela garantit en outre que tout descendant
d’une kd-cell contenue dans une nSP-cell c reste à l’intérieur
dec. Deplus, celaéviteque les kd-cellsne chevauchent deux
nSP-cells.
Ecriture de l’en-tête du ﬁchier comprimé : L’en-tête du
ﬁchier contient toutes les données générales requises par le
décodeur : système de coordonnées (origine et résolution de
la grille aﬁn de reconstituer les positions originales des som-
mets), dimension d du maillage, nombre p de bits par coor-
donnée, nombre n de subdivisions par axe pour le partition-
nement de l’espace, ainsi que les précisions pr et pl.
5.2. Traitement de chaque cellule du nSP-tree
Un parcours postﬁxe du nSP-tree (nombres rouges dans la
ﬁgure 2) est effectué et les opérations suivantes sont appli-
quées à chaque nSP-cell c.
(a) Construction du kd-tree et du complexe simplicial :
Si c est une feuille : les top-simplexes appartenant à c sont
lus dans le ﬁchier RWI et les sommets associés dans le ﬁ-
chier RWP; puis un kd-tree est construit qui sépare les som-
mets (processus top-down), et enﬁn le complexe simplicial
basé sur les feuilles du kd-tree est généré.
(b) Calcul des codes degéométrie et de connectivité : Les
feuilles du kd-tree sont fusionnées séquentiellement en sui-
vant un processus bottom-up analogue à celui de [GD02] (cf.
section 3 et ﬁgure 3). Pour chaque fusion de deux feuilles,
une séquence de codes combinant information de géométrie
et de connectivité est calculée. Il est à noter que pour les be-
soins du rendu, cette séquence est enrichie par l’orientation
des triangles qui disparaisse lors de la fusion. Le processus
est stoppé lorsque la précision minimale de c est atteinte.
c ￿ AFIG 2008.C. Jamin, P-M. Gandoin & S. Akkouche / Compression out-of-core pour la visualisation interactive de maillages
(c) Ecriture des codes dans un ﬁchier temporaire : Les
codes obtenus sont écrits dans un ﬁchier temporaire semi-
comprimé à l’aide d’un codeur arithmétique. A ce stade,
nous ne pouvons pas écrire dans le ﬁchier ﬁnal, les données
statistiques complètes n’étant pas encore disponibles.
(d) Fusion dans la nSP-cell mère : Reste désormais un kd-
tree et un complexe simplicial dont les sommets ont la pré-
cision minimale de c. Aﬁn de continuer la traversée du nSP-
tree, le contenu de c doit être déplacé dans son parent. Si c
est le premier enfant, son contenu est simplement transféré
vers le parent. Sinon, le kd-tree et le complexe simplicial de
c sont combinés avec le contenu actuel du parent, ce qui im-
plique de détecter et de fusionner les simplexes dupliqués.
5.3. Ecriture ﬁnale
Une fois toutes les nSP-cells traitées, nous disposons des
données statistiques sur le ﬂux complet et pouvons ainsi ap-
pliquer un codage entropique efﬁcace. Lestables deprobabi-
lité sont tout d’abord écrites dans le ﬁchier comprimé ﬁnal,
puis les séquences de codes des nSP-cells du ﬁchier tempo-
raire sont écrites à l’aide d’un codeur arithmétique. La fré-
quence des codes géométriques variant selon le niveau de
détail, les probabilités sont calculées indépendamment pour
chaque niveau. A laﬁndu ﬁchier,une description delastruc-
ture du nSP-tree qui indique la position de chaque nSP-cell
dans le ﬁchier est ajoutée. Cette table permet à l’algorithme
de décompression de reconstruire une structure de nSP-tree
vide qui fournit une accès direct aux séquences de codes de
chaque nSP-cell.
5.4. Parallélisation multi-core
La structure du nSP-tree est intrinsèquement propice à
la parallélisation. L’algorithme de compression utilise plu-
sieurs threads aﬁn de bénéﬁcier des processeurs multi-core
actuels. Tandis que les entrées/sorties dans les ﬁchiers de-
meurent mono-thread pour éviter de coûteux accès aléatoires
au disque dur, les opérateurs de fusion et de subdivision de
kd-cell ainsi que de fusions et divisions de nSP-cell peuvent
être exécutées en parallèle sur différentes cellules. Pour fa-
voriser les accès séquentiels au disque et éviter de trop fré-
quents blocages des autres threads (les E/S sur disque étant
exclusives), le traitement d’une nSP-cell débute par le char-
gement de la liste des triangles contenus depuis les ﬁchiers
RWI et RWP dans un tampon. Puis, les étapes suivantes (cf.
section 5.2) ne nécessitant que des opérations CPUou RAM,
elles peuvent être exécutées par un thread parallèle. En pra-
tique, un gain global de performance entre 1.5 et 2 sur un
CPU dual-core et entre 2 et 3 sur un CPU quad-core est ob-
servé. L’étape de décompression et visualisation bénéﬁcie
également de cette parallélisation, mais dans ce cas, l’amé-
lioration des performances est plus difﬁcile à estimer.
6. Décompression et visualisation
Les phases de décompression et de visualisation sont for-
tement interconnectées, puisque les données doivent être
chargées sélectivement et décodées en fonction du contexte
de visualisation. Dans cette section, chaque étape du proces-
sus de rendu est détaillée.
6.1. Initialisation
La première phase consiste à lire l’en-tête pour en extraire
les informations générales. Puis la table située à la ﬁn du
ﬁchier est utilisée pour construire le nSP-tree. A ce stade,
chaque nSP-cell contient seulement sa position dans le ﬁ-
chier. Pour achever le processus d’initialisation, le kd-tree
de la nSP-cell racine est créé dans sa forme la plus simple,
i.e. une racine, et le complexe simplicial associé est initialisé
avec un unique sommet.
6.2. Rafﬁnement adaptatif temps-réel
A chaque pas de temps du rendu, lemaillage est misàjour
pour s’adapter à la fenêtre de visualisation. Les nSP-cells si-
tuées dans le cône de vision sont rafﬁnées ou simpliﬁées de
sorte que l’erreur maximale de tout sommet garantisse que
sa projection satisfasse une précision d’afﬁchage ﬁxée. Les
autres nSP-cells sont simpliﬁées pour minimiser l’occupa-
tion mémoire, et ne sont pas envoyées au pipeline graphique.
En accord avec ces critères, une liste des nSP-cells à afﬁcher
associées à leur niveau de détail est maintenue. Une nSP-cell
qui atteint sa précision maximale est divisée, et l’on accède
directement au contenu de chaque enfant grâce à son index
dans le ﬁchier, contenu dans le nSP-tree. A l’inverse, si une
nSP-cell doit être simpliﬁée à un niveau de détail inférieur à
sa précision minimale, elle est fusionnée dans son parent.
6.3. Traitement des frontières
Une fois les nSP-cells à afﬁcher connues, deux problèmes
principaux se posent, tous deux concernant les frontières
entre nSP-cells. Premièrement, les simplexes dupliqués dans
différentes nSP-cells peuvent se chevaucher. Et deuxième-
ment, des artefacts visuels peuvent être causés par l’af-
ﬁchage de deux nSP-cells adjacentes dont les précisions
sont différentes. Seuls les top-simplexes frontières peuvent
causer ces problèmes; les autres peuvent être directement
afﬁchés. Les top-simplexes frontières sont composés d’au
moins un sommet situé dans une autre nSP-cell à afﬁcher.
L’algorithme suivant est appliqué pour chaque top-simplexe
frontière s :
1. Soit c la nSP-cell à laquelle s appartient, pc la précision
actuelle de c, et l la listedes nSP-cells àafﬁcher. Soit N le
nombre de kd-cells (i.e. le nombre de sommets) compo-
sant s, ci (avec i dans 1,...,N) la nSP-cell dans laquelle
se trouve la i-ème kd-cell ki composant s, et pi la préci-
sion actuelle de ci (si ci / ∈ l alors pi = pc).
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2. S’il existe un i dans 1,...,N tel que pi > pc ou (pi = pc
et index de ci > index de c), s est supprimé et ne sera pas
afﬁché.
3. Sinon, pour chaque kd-cell ki telle que ci ∈ l et ci  = c,
la kd-cell k′
i de ci contenant ki est recherchée. Le point
représentatif de k′
i est utilisé pour afﬁcher s.
On obtient ainsi une transition lisse et bien formée entre les
nSP-cells de différents niveaux de précision (cf. ﬁgure 4).
1 2 1 2
Figure 4: Rendu des top-simplexes frontières entre deux
nSP-cells de niveaux de détail différents.
6.4. Encodage anticipé de la géométrie
Le principal inconvénient de cet algorithme est sa ten-
dance à produire de nombreux petits triangles dans les ni-
veaux de précision intermédiaires. Ces triangles, qui ont gé-
néralement une tailleà l’écranproche de laprécision deman-
dée, ralentissent le rendu sans résoudre l’effet de blocs inhé-
rent aux approches de type kd-tree ou octree (cf. ﬁgure 8, à
gauche). Ce problème est résolu en encodant la géométrie
en avance sur la connectivité dans le ﬁchier comprimé : le
décodeur sera informé des divisions de kd-cells m bits avant
que les changements de connectivité n’interviennent effec-
tivement. Par conséquent, une kd-cell c sera composée d’un
code de connectivité, suivi de plusieurs codes de géométrie
qui décrivent les positions des sommets descendants de c. Le
niveau de ces derniers dépend de m. Pour un maillage 3D et
une avance géométrique de m bits, 3m niveaux de descen-
dants sont connus par chaque kd-cells. Pour chaque sommet
afﬁché, la position de ses futurs enfants est ainsi connue et
leur barycentre peut être utilisé comme position du point re-
présentant (cf. ﬁgure 5).
La ﬁgure 6 montre un exemple de nSP-tree avec une
avance géométrique d’1 bit. Lors de la division d’une nSP-
cell, certaines kd-cells peuvent être dupliquées dans plu-
sieurs enfants, comme la kd-cell 11 dans cet exemple. Les
clones d’une même kd-cell peuvent être amenés à évoluer
différemment, puisque leur voisinage est différent selon la
nSP-cell à laquelle ils appartiennent. Leurs codes peuvent
donc être différents, comme dans G11 et G11b. Le kd-tree
parent peut stocker les codes géométriques d’une seule nSP-
cell ﬁlle. Nous avons choisi la ﬁlle contenant la kd-cell ori-
ginale. Pour les autres nSP-cells, les codes géométriques
manquants sont ajoutés au début de la séquence. Dans notre
(c) (b) (a)
Figure 5: Exemple de rendu avec géométrie en avance :
comparaison entre (a) 2 bits de précision pour la géomé-
trie et la connectivité, (b) 2 bits pour la connectivité et 3 bits
pour la géométrie (2+1 bit d’avance), (c) 3 bits pour les
deux
exemple, la nSP-cell #0 stocke G11, G23 et G24, correspon-
dant aux kd-cells 11, 23 et 24 de la nSP-cell #2; les codes
G11b et G23b manquants sont stockés au début de la nSP-
cell #1 (dans la boîte rouge). De même, puisque la nSP-cell
racine (#0) n’a pas de parent, quelques codes géométriques
sont ajoutés àson début. Les ﬁgures 7et 8 illustrent lesavan-
tages de cette technique en terme de rendu. La courbe de
débit-distorsion, construite en utilisant la distance L2 four-
nie par l’outil METRO [CRS98], montre une amélioration
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Figure 6: Exemple de kd-tree avec la géométrie en avance
sur la connectivité : cas 2D, 1 bit d’avance (i.e. 2 niveaux de
kd-tree)
7. Résultats expérimentaux
Il est impossible de comparer équitablement notre mé-
thode avec des travaux existants, puisqu’à notre connais-
sance, aucune autre méthode ne combine la compression






















































Aucun bit en avance 2 bits d'avance
Figure 7: Comparaison des courbes de débit-distorsion
Figure 8: Géométrie en avance sur la connectivité : rendu
normal (à gauche) et rendu avec une avance de 2 bits sur la
position des sommets (à droite)
et le rendu interactif de maillages polyèdriques. Cependant,
nous fournissons une comparaison avec quelques méthodes
de compression bien connues (mono et multi-résolution, in-
core et out-of-core) dans la section 7.1, puis avec les mé-
thodes de visualisation de référence dans la section 7.2. Les
résultats présentés ont été obtenus grâce à une implémen-
tation C++/OpenGL de la méthode, sur un PC équipé d’un
processeur Intel Q6600 QuadCore 2,4Ghz, 4 Go de RAM,
2 disque dur 10000RPM en RAID0, et une carte graphique
NVIDIA GeForce 8800 GT 512MB. Les modèles sont four-
nis par The Digital Michelangelo Project, Stanford Univer-
sity Computer Graphics Laboratory, UNC Chapel Hill et
Electricité de France (EDF). Concernant les paramètres, n
doit être sufﬁsamment grand pour permettre la sélection de
petites parties du maillages en quelques divisions de nSP-
cells, mais sufﬁsamment petit pour éviter l’afﬁchage simul-
tané de nombreuses nSP-cells (ce qui impliquerait de coû-
teux calculs de frontières). Une petite valeur de Nmin aug-
mente la duplication de simplexes et dégrade les perfor-
mances de la compression, tandis qu’une grande valeur in-
duit un petit nSP-tree, au détriment des capacités de multi-
résolution. n = 4 et 5000 ≤ Nmin ≤ 8000 semblent être de
bons compromis.
7.1. Compression
La table 1 présente les résultats de l’étape de compression
out-of-core. Pour chaque modèle, nous indiquons le nombre
de triangles et la taille du codage brut (octets), qui est la ver-
sion la plus compacte de codage naïf : si v est le nombre
de sommets, t le nombre de triangles et p la précision pour
chaque coordonnée de sommet (en bits), cette taille en bits
est 3pv pour lagéométrie +3tlog2vpour la connectivité. Le
taux de compression est ensuite présenté (ratio entre la taille
brute et la taille comprimée) avec le nombre total de nSP-
cells. Les temps de compression sont aussi fournis, l’en-tête
des colonnes se référant aux étapes détaillées dans la sec-
tion 5. Comme attendu, le calcul des séquences de codes
(étape2b) est lapartielapluscoûteuse. Cependant, cetteder-
nière,qui estdirectement proportionnelle aunombre desom-
mets, bénéﬁcie de notre implementation parallélisée. En-
ﬁn, la table détaille l’utilisation de la mémoire (dont l’es-
pace disque temporairement occupé), attestant des capacités
out-of-core de la méthode. La table 2 montre les résultats
de notre algorithme en terme de bits par sommet, compa-
rés à ceux de [TG98] (méthode de référence in-core mono-
résolution), de l’algorithme original in-core multi-résolution
[GD02], de la méthode out-of-core mono-résolution [IG03]
et de l’algorithme out-of-core mono-résolution avec accès
direct [YL07]. Les trois premières sont des méthodes de
compression pure, tandis que la dernière fournit un compro-
mis entre compression et accès aléatoire, très utile pour les
applications qui nécessitent leparcours demaillage maispeu
adaptée à la visualisation. Les deux méthodes de visualisa-
tion [CGG∗04] et [GM05] ont été ajoutées à titre de com-
paraison. Malheureusement, la comparaison avec [CLW∗06]
(seule méthode de compression out-of-core et progressive à
notre connaissance) est impossible puisque les auteurs ne
donnent des taux que pour la connectivité. Comparé aux
méthodes qui ne permettent pas de visualisation interactive
(trois premières colonnes), un surcoût moyen compris en
15% et 80% est observé, principalement dû à la redondance
introduite par le partitionnement de l’espace (5 à 7% des tri-
angles originaux sont dupliqués), au codage de l’orientation
des triangles, et au fait que certaines prédictions complexes
n’ont pas été intégrées pour garantir un rendu rapide.
7.2. Décompression et visualisation
La ﬁgure 10 présente quelques exemples de niveaux de
détail du modèle St. Matthew avec les temps observés pour
obtenir une vue donnée par rafﬁnement ou simpliﬁcation de
la vue précédente (ou depuis le début pour la visualisation
de la vue (a)). Ces temps peuvent paraître élevés, mais il
doit être noté que lors de la navigation, la transition d’une
vue à l’autre est progressive et les mouvements de caméra
de l’utilisateur sont généralement sufﬁsamment lents pour
permettre un rafﬁnement ﬂuide. C’est pourquoi la meilleure
façon d’apprécier le comportement de l’algorithme est de
manipuler le visualiseur ou de regarder les vidéos jointes
[JGA08]. Tous les résultats ont été produits avec une erreur
maximale à l’écran de 1 pixel.
Pour apprécier la vitesse de décodage des données, la ﬁ-
gure 9 présente le nombre de triangles afﬁchés par seconde
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Table 1: Résultats de compression avec p = 16 bits par coordonnée, n = 4, Nmin = 8000 et pr = 7
Modèles
Fichier en entrée Fichier comprimé Temps de compression (mm :ss) Mem (Mo)
Triangles Taille brute Taux nSP-C. 1 2 3 Total Ram DD
Bunny 69 451 609 823 3,37 65 00 :01 00 :02 00 :00 00 :03 108 1
Armadillo 345 932 3 295 034 3,95 1 217 00 :02 00 :03 00 :01 00 :06 121 6
Dragon 866 508 8 697 708 4,64 1 281 00 :07 00 :10 00 :01 00 :18 151 15
David 2mm 8 250 977 92 767 630 8,05 25 601 00 :50 00 :54 00 :09 01 :53 290 136
UNC Powerplant 12 388 092 173 938 325 7,85 38 209 04 :26 01 :52 00 :09 06 :27 291 290
EDF T5 14 371 932 165 869 111 7,36 27 521 01 :28 01 :50 00 :16 03 :34 290 254
EDF T8 22 359 212 263 381 699 6,82 31 105 02 :47 03 :07 00 :26 06 :20 289 404
Lucy 27 595 822 328 231 060 7,35 114 113 03 :10 02 :48 00 :33 06 :31 299 522
David 1mm 54 672 488 671 000 862 8,81 181 569 06 :01 04 :58 00 :57 11 :56 304 1035
St. Matthew 372 422 615 4 685 766 446 11,57 353 473 40 :50 33 :13 06 :26 80 :29 318 6510
Table 2: Comparaison des taux de compression en bits par sommet
Modèles Sommets p [TG98] [IG03] [GD02] [YL07] [CGG∗04] [GM05] Notre méthode
Bunny 35 947 12 - - 17,8 - - - 27,0
Horse 19 851 12 19,3 - 20,3 - - - 29,3
Dino 14 050 12 19,8 - - 31,8 - - 28,7
Igea 67 173 12 17,2 - - 25,0 - - 25,9
David 2mm 4 128 028 16 - 14,0 - - 306,2 - 22,3
UNC Powerplant 10 890 300 16 - 14,1 - - - - 16,3
Lucy 13 797 912 16 - 16,5 - - - - 25,9
David 1mm 27 405 599 16 - 13,1 - - 282,3 - 22,2
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Figure 9: Millions de triangles par seconde afﬁchés au
cours du temps pendant la vidéo du St. Matthew accompa-
gnant l’article [JGA08]
pendant le déroulement de la vidéo du St. Matthew. Notre
décodeur est capable d’afﬁcher jusqu’à 23 millions de tri-
angles par seconde (tps), avec une moyenne d’environ 20
millions quand il tourne à plein régime (entre t = 30 et
t = 70 s. dans la ﬁgure 9). A titre de comparaison, [Lin03]
afﬁche jusqu’à 3 Mtps, [CGG∗04] afﬁche une moyenne de
70 Mtps, et [GM05] une moyenne de 45 Mtps. Nous rap-
pelons qu’aucune de ces méthodes de visualisation ne com-
presse les données : par exemple, [CGG∗04] et [GM05] aug-
mentent le ﬁchier brut original, respectivement, de 10% et
80% en moyenne (cf. table 2). Par ailleurs, les petits trous
polyédriques qui peuvent être observés sur les captures et
vidéos ne sont pas des artefacts provoqués par la méthode
mais proviennent des maillages originaux. Il est utile de re-
marquer que la transition entre les niveaux de précision k et
k+1 d’une nSP-cell, visibles sur les vidéos, ont lieu relati-
vement rarement (plus précisément, lorsque le zoom sur la
nSP-cell est doublé, puisque chaque bit additionnel sur les
coordonnées des points double la précision d’afﬁchage). Par
conséquent, si une telletransition ne se produit pas durant un
zoom, celane signiﬁepas queleprocessus derafﬁnement est
bloqué mais que le seuil n’est pas encore atteint.
8. Conclusion et perspectives
Comme présenté dans la section 7, les structures de don-
nées et les algorithmes présentés dans cet article obtiennent
de bons résultats comparés à l’état de l’art, aussi bien en
tant que méthode out-of-core de compression sans perte
que comme méthode de visualisation de maillages de tout
type et de toute taille, offrant ainsi une combinaison appré-
ciable pour de nombreuses applications. Cependant, nous
travaillons sur plusieurs points qui devraient lever les princi-
pales limitations actuelles. Notre premier objectif est d’aug-
menter sensiblement la vitesse d’afﬁchage. Pour cela, trois
pistes au moins peuvent être explorées : l’introduction de
techniques d’occlusion, l’optimisation de l’algorithme de
décompression (notamment par préchargement et utilisation
intensive du GPU), et le recours éventuel à des méthodes
de simpliﬁcation pour réduire le nombre de simplexes afﬁ-
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Figure 10: Temps de rafﬁnement du St. Matthew : 1,4 s pour afﬁcher (a), 2,4 s de (a) à (b), 2,6 s de (b) à (c), 3,0 s de (c) à (d);
temps de simpliﬁcation : 1,5 s de (d) à (c), 1,1 s de (c) à (b), 0,6 s de (b) à (a).
chés dans le pire des cas. Par ailleurs, nous pensons qu’il
est possible d’améliorer les taux de compression en rafﬁ-
nant les schémas de prédiction. La difﬁculté réside dans la
conception d’un modèle de probabilité précis dont les coûts
calculatoires ne pénalisent pas la visualisation.
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