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Abstract—This paper provides a formalization of the energy
disaggregation problem for particle swarm optimization and
shows the successful application of particle swarm optimization
for disaggregation in a multi-tenant commercial building. The
developed mathmatical description of the disaggregation problem
using a state changes matrix belongs to the group of non-event
based methods for energy disaggregation. This work includes
the development of an objective function in the power domain
and the description of position and velocity of each particle
in a high dimensional state space. For the particle swarm
optimization, four adaptions have been applied to improve the
results of disaggregation, increase the robustness of the optimizer
regarding local optima and reduce the computational time. The
adaptions are varying movement constants, shaking of particles,
framing and an early stopping criterion. In this work we use two
unlabelled power datasets with a granularity of 1 s. Therefore, the
results are validated in the power domain in which good results
regarding multiple error measures like root mean squared error
or the percentage energy error can be shown.
Index Terms—Particle swarm optimization, energy disaggre-
gation.
I. INTRODUCTION
DUE to the increasing share of renewable energies in theelectricity generation, the electricity supply is getting
more volatile. In order to guarantee stability of the power
grid, adaptions on both the producer and the consumer side are
getting more important [1]. Adaptions on the consumer side
are called demand side management (DSM) [2], [3]. DSM
in buildings is carried out by energy management systems.
Energy management can be realized by submetering as in
the often used REDD dataset [4]. But that leads to great
amounts of data and is hardly feasible for a large number
of buildings. In order to reduce the needed data, non-intrusive
load monitoring (NILM) can be used which has been described
first by Hart in [5]. The objective of NILM is the description of
the state of every device in an aggregate power signal without
a complex submetering [6], [7]. Figure 1 shows the principle
of NILM where a measured aggregate power signal is divided
into the single contributions of individual loads. Thus, NILM
is also called energy disaggregation.
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Figure 1. Graphical representation of energy disaggregation. Upper illus-
tration shows the total measured power. The bottom illustration shows the
corresponding power of four individual loads over time, totaling to be the
measured aggregate power.
Multiple publications are working on this topic with event
based methods [8] and non-event based methods [9] and meth-
ods from supervised and unsupervised machine learning [10]–
[13]. However, in this context almost exclusively households
are considered, since the energy systems of individual house-
holds are of manageable complexity [14]. Industrial and com-
mercial buildings are hardly investigated due to their complex
energy systems and often confidential electricty data [15]. But
due to the high energy demand of industrial buildings, there
are large saving potentials and great possibilities for effective
demand-side management. Since commercial properties in
particular, can differ greatly from one another, approaches
and algorithms are needed that work independently of these
differences and adapt to any dataset. Additionally, often there
is no other knowledge than the measured data. Thus, machine
learning algorithm requiring a lot of prior knowledge and many
features are not feasible for NILM approaches for indutrial
buildings. Furthermore, machine learning methods often rely
on a costly training regarding computational time and power
for operation and amount of data.
In this work, we present a new, fully unsupervised ap-
proach using particle swarm optimization (PSO) for energy
disaggregation and show its application in a multi-tenant
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2commercial building. The disaggregation problem is of high
complexity. PSO is able to find complex solutions even if
the information for each particle is limited [16]. It has been
implemented for various applications and complex real world
problems [17], [18]. The method has been very successful
in solving high dimensional nonlinear optimization problems
also in applications of power system [19]–[21]. In theory,
PSO has been deployed effectively to the multidimensional
Knapsack problem [22]. It is very similar to the formulation
of the disaggregation problem stated in this work. However,
applications to real world disaggregation problems left room
for improvements in the past due to a lack of descriptive
characteristics of the single devices [23]. On the other hand,
using the metaheuristic PSO no complex training or model
building is necessary. The method does not adapt to the data
during optimization. That could increase the transferability to
other datasets with minimal changes. Aditionally, problems
like underfitting and overfitting due to the complexity of
chosen models do not occur.
For developing and testing the method, three phase power
data in active and reactive power of a multi tenant commercial
building and the according device profiles was used. This
measured power data is referred to as aggregate power signal.
The device profiles must not be full appliance signatures
but e.g. one component of an appliance signature like one
operational mode of a complex device. The developed method
takes the measured aggregate power signal and device profiles
as input to determine the state of each device for any given
point in time.
In the first part of this paper we present our formulation
of the disaggregation problem and how PSO can be used
and improved for energy disaggregation. Therefore, we firstly
introduce the classic PSO method followed by the formal
description of the state space, position and velocity of the PSO
for energy disaggregation. Thereafter, the adaptions to PSO
for energy disaggregation are stated. The adaptions are time
varying movement constants, shaking of particles, framing
of the power signal and an early stopping criterion. To our
knowledge, this combination of adaptions to PSO is new. In
the second part of this work, the testing of the developed
method is described. Therein, the used data and error measures
are presented. The results and their discussion are outlined
subsequently. The paper is closed with a conclusion and
outlook.
II. PARTICLE SWARM OPTIMIZATION (PSO) FOR ENERGY
DISAGGREGATION
In this work, we present the application of PSO to the
field of NILM as a posibility of a fully unsupervised dis-
aggregation. The assumed standard granularity of the power
data is of 1 s. Let T denote the time domain, i.e. in this case
T = {0, 1, . . . , 86399} for the duration of one day. We assume
that the power P consists of six features, three phases of active
power and three phases of reactive power. We think of the
power P as a function mapping the timestep to the six power
values, i.e.:
P : T → R6 (1)
Figure 2. Theoretical representation of a device profile li. Until τi the device
shows a dynamic behavior after that it is operating in a stable state with a
constant power consumption of pi.
We assume, that the device profile of device i is charac-
terized by a transient or dynamic profile after the device is
switched on and a constant profile after the device reached a
stable state. This behaviour is shown in Figure 2. We denote
the device profile by:
li : Z→ R6 . (2)
Let pi ∈ R6 denote the power consumption in the stable
operating state and τi the (typical) time until this state is
reached. By convention we set li(t) = pi for t > τi regardless
of the actual runtime of the device. Figure 2 is a graphical
representation of a device profile according to the assumptions
made.
We assume the aggregated power P (t) can be described at
any time t as a superposition of the power of all individual
device types 1 . . .M . By S ∈ {0, 1,−1}T×M we denote the
state change matrix. The entry at the tth row and the ith column
denotes a possible state change of device i at time t (1 meaning
the device was switched on, −1 the device was switched off
and 0 that the state remains the same). It will be convienient
to denote the ith column by si and interpret it as a function
of time:
si : T → {0, 1,−1} (3)
with si(t) denoting the entry at the i-th column and t-th row
of S. Entries in S unequal zero are referred to as events in the
following, with si(t) = 1 being ON-events and si(t) = −1
being OFF-events respectively. The aggregate power signal
can then be described by:
P (t) =
∑
i,t˜
si(t˜)=1
si(t˜)li(t+ t˜)+
∑
i,t˜
si(t˜)=−1
si(t˜)1(t˜,T )(t)pi + (t) (4)
where (t) is referred to as always-on-component or noise.
The first summand in Equation 4 describes all ON-events.
If si(t) = 1, the total device profile including dynamic
behavior and stable state is added to the aggregate power.
The second summand in Equation 4 describes the OFF-events
3resprectively. If si(t) = −1, only the power value of the
device’s stable state is substracted. Given these assumptions
for the aggregate power signal, the following optimization
problem has to be solved:
min
S
E
(
P, PS
)
(5)
where
PS(t) =
∑
i
∑
t˜
si(t˜)li(t+ t˜)+ ∑
i,t˜
si(t˜)=−1
si(t˜)1(t˜,T )(t)pi (6)
and E(P, PS) being an error function of P and PS. P
denotes the measured aggregate power signal. PS denotes the
reconstructed or approximated power according to Equation 6,
using the state changes matrix S and the device profiles li. The
state changes matrix S is optimized by PSO, with E(P, PS)
being the objective function of the optimizer. For a high
number of timesteps and device profiles, the complexity of
the disaggregation problem increases rapidly. For this reason,
we appled four adaptions of the PSO for a faster and more
robust disaggregation of the measured power data. Thus, in
the following sections the classic PSO method is stated first.
Thereafter, the adaptions to the PSO are presented. Finally,
the whole algorithm will be stated in pseudocode.
A. Classic PSO
PSO was developed by the authors Kennedy and Eberhart
in 1995 as an analogy to the collective behavior of movement
of and within large groups of animals [24], [25]. Even if
the information available to individuals in swarms is limited,
complex movement patterns can be observed [16]. Formally,
the PSO consists of a swarm of N particles each moving with
a certain velocity ~vn(i) through the (multidimensional) state
space. Each position ~vn(i) in the state space is a possible
solution of the optimization problem and assigned a value of
an objective function, which has to be optimized. In every
iteration, a position update is calculated for each particle
according to:
~xn(i+ 1) = ~xn(i) + ~vn(i) (7)
The velocity is dependent on two quantities: The best past
position of the particle ~xn,best and the best global position
~xg,best [16], [24].
~vn(i+ 1) = at · ~vn(i) + φ1(~xn,best − ~xn(i))
+ φ2(~xg,best − ~xn(i)) (8)
The constant at describes an inertia with respect to the
previous velocity. φ1 and φ2 contain a random part described
by the random constants r1 and r2 and a not random part
described by the parameters ak and as. ak and as are called
cognitive and social constant.
φ1 = ak · r1 and φ2 = as · r2 (9)
The constants at, ak and as have to be adapted to the
problem for better and faster convergence in the optimization
process of the PSO as [26]–[28] show. The ratio of as and
ak set the level of importance given the particles movement
either its best previous position or the current best global
position [27]. Therefore, the ratio determines the direction in
which the velocity-vector is pointing.
Core of the PSO method is its objective function which
guides the search. It has to be defined beforehand and for the
proposed definition of the PSO the objective function has to
result in a scalar.
B. Formalization of the Disaggregation Problem for PSO
Generally, the disaggregation problem, as presented in
Equation 5 with respect to Equation 6, searches for the state
changes matrix S that minimizes the error function E. S
is optimized by the PSO. The selected power data for the
disaggregation is restricted to the length of one day. Thus,
every day in the used power datasets is disaggregated in one
run of the algorithm to limit the propagation of a possible
error. In general, the split of the day needs to be at the time
with the lowest probability for any device to be running. Thus,
the time of splitting the individual days is at midnight. In order
to use particle swarm optimization for disaggregation of the
measured aggregate power P , the particle swarm optimizer is
adapted to the problem. This includes firstly the description of
the state space and secondly the choice of a suitable objective
function.
The state space is described by S from Equation 6. For
disaggregation, the PSO trys to find the state si(t) of each
individual device for each point in time t in order to minimize
the respective error function. Therefore, we denote the position
of particle p as a state changes matrix Sp ∈ RT×M . We use
no constraining function to limit the entries of Sp. Therefore,
Sp can contain non-discrete values. Before the evaluation of
fitness of the respective particle we discretise Sp in order to be
able to apply Equation 6. Therefore, a threshold ru is defined
which defines an element in the state changes matrix to be an
event. In this case, the threshold is chosen to be ru = 0.6.
Thus, if the absolute value of an entry in Sp is greater than ru
it gets an event. With this definition of an event-trheshold it is
possible that little changes in the position matrix of particles,
particularly around zero, do not influence the particle’s fitness
i.e. it’s respective error value.
Since the correct state change matrix is not known, but
only the measured total power P , the objective function for
the PSO must be calculated in the power domain for every
feature measured (e.g. active and reactive power). For this
purpose, the power is reconstructed in each iteration for each
particle according to Equation 6 from the current position of
the particle. The reconstructed power according to the particle
swarm optimization of S is referred to as PS in the following.
For the description of the objective function an error measure
E is developed, which results from two contributions. The
first summand in Equation 10 describes a squared deviation
4of the measured signal relative to the reconstructed signal. The
second summand in Equation 10 represents a squared deviation
in the derivative of both quantities. The derivative is taken into
account for being able to penalize deviations in sharp rises
or peaks more heavily. E is calculated for a specific interval
[a, b) and thus describes the deviation between measured and
approximated power on this interval.
E[a,b)(P, PS) = α ·
b−1∑
t=a
(~PS(t)− ~P (t))2+
β ·
b−2∑
t=a
(∆~PS(t)−∆~P (t))2 (10)
The parameters α and β obey the condition α + β = 1
and set the relation between the summands to each other. In
this paper, α = 0.9 and β = 0.1 are chosen empirically but
the relation of α and β can be adapted to the present power
data as suitable. The calculation of the time derivative of the
measured and reconstructed power is done according to the
following Equation 11 whereas t+1 denotes the subsequently
measured timestep with respect to t.
∆~P (t) =
~P (t+ 1)− ~P (t)
(t+ 1)− t (11)
The proposed objective function describes an error measure
and has to be minimized during optimization as in Equation 5.
C. Improvements of PSO for Disaggregation
The results and the optimization process of the PSO are
improved by adapting the method to the problem. These
adjustments are described in the following subchapters.
1) Time varying constants: The velocity parameters as and
ak are responsible for the type of movement of the particles.
If ak > as is selected, the particles move more sporadically
and explorative through the state space [24]. This means that
a large part of the state space is seen and evaluated by the
particles. However, it also carries the risk that the probability
of converging into the global minimum with smaller step sizes
decreases. If as > ak is chosen, the swarm of particles moves
more closed through the state space, but this can lead to a
convergence of the whole swarm in an early discovered local
optimum. Therefore, the adjustment of as and ak describes the
trade off between exploration and exploitation. To overcome
the described difficulties, time varying constants have been
proposed in the past by e.g. [29] and have often been applied
and further improved [30], [31]. This procedure is also similar
to the gradual change of the learning rate when using neural
networks [32]. In this work, we use linear changing velocity
parameters. At the beginning of the optimization, ak >> as
should apply in order to evaluate as much of the state space
as possible. During optimization, ak then decreases and as
increases. Specifically, the linear change of the constants over
I iterations is empirically chosen for the presented disaggre-
gation problem as follows:
ak(i) = 1− 0.9
I
· i (12)
as(i) = 0.0002− 0.0198
I
· i (13)
Due to the highly complex state space, we observe a high
value of the inertia constant at to decelerate the convergence.
Therefore, at is set to zero in this work as a simplification.
2) Shaking: When first initializing the PSO, the position
matrices are set to zero for all particles at all entries in
Sp. Events are then added in random 2 % of the entries.
These 2 % are determined empirically based on the estimated
number of events in the overall signal. To increase the
robustness of the algorithm with respect to local optima,
a number of epochs is defined, similar to [33]. In each
epoch, the total signal passed is disaggregated with a selected
number of iterations. At the beginning of each epoch, the
particles are reinitialized. However, they start at the last
known, globally best position. To this new starting position
events are again randomly added at 2 % of the entries of
the position matrices. This means that particles that were
far away from a good explorative contribution in the state
space can contribute to the optimization again. The multiple
initialization of particles is hereafter referred to as Shaking.
For better convergence, the movements constants are varied
in each epoch, as described above. For disaggregation, the
maximum number of epochs is limited to 50 and the number
of iterations per epoch is limited to 30. The PSO is initialized
with ten particles. However, these hyperparameters depend on
the selected speed parameters and the optimization problem
itself. A higher number of epochs, iterations per epoch
and number of particles increases the probability of finding
better optima in the high dimensional state space. The values
of the aforementioned hyperparameters are limited due to
computational capacities and time.
3) Dimension Reduction: The main challenge in disaggre-
gation is the high dimensionality due to the ever increasing
temporal resolution and often a large number of individual de-
vice types. This also corresponds to the curse of dimensionality
formulated by Richard Bellman in [34]. We present a method
for dimensional reduction of the disaggregation problem. For
this purpose the measured total signal is divided into sections
with the length of 60 values which is equal to 60 s according
to the measuring frequency of 1 Hz. In the following, these
sections will be referred to as frames and the method for
dimension reduction will be referred to as framing. The frame
length can be varied with resprect to the computational re-
sources. Using more particles could enable the optimization of
longer frames. Nevertheless, framing results in a reduction of
the number of possible combinations in the state change matrix
of the individual particles, since S is effectively reduced from
the dimension (86400×M) (for a whole day) to the dimension
(60 × M). For each individual frame the disaggregation is
performed including shaking and variation of the parameters.
For some device profiles τi > 60 s applies. Thus, the
optimization result of a frame influences further frames, e.g.
5Figure 3. Framing of the first three frames of one day. In the upper illustration,
the disaggregation starts in frame 1 with no prior state changes. Thus, the
starting power (green) is constant. In the middle illustation, the starting power
results from the prior disaggregation of frame 1 and is no longer constant since
the dynamic transient behavior from state changes in frame 1 affect frame 2.
Respectively, the disaggregation works in the bottom illustration for frame 3
subsequently
a device which is switched on in frame f might show its
dynamic behaviour through frame f+1 and reaches its steady
state in frame f + 2 or later frames. For this reason, we
assume in the optimization of the next frame f + 1 the effect
of previous state changes to be fixed. If the PSO finds that
this device type is switched off, the steady state power is
substracted.
More formally, let P 0 = P − P (0) denote the power of
the respective day with substracted always-on-component at
t = 0. In the optimization of the first frame, we use the PSO
to find S0 such that E[0,59)(P 0, PS0) is minimized, i.e. only
the entries of S in the first 60 rows are modified such that the
deviation of P 0 and PS0 in the first frame is minimized.
In order to optimize the second frame, we set P 1 = P 0 −
PS0 and use the PSO to find S1 (the first 60 rows are the same
as S0) by minimizing E[60,119)(P 1, PS). Note that in this step
only the rows 60 to 119 are being modified. After optimizing
the second frame, the state change matrix S1 contains non-zero
entries in the first 120 rows, where the first 60 rows coincide
with the first 60 rows of S0.
For the next frame we proceed with P 2 = P 0 − PS1 . The
optimization is carried out for rows 120 to 179 as before. This
procedure is repeated accordingly for all subsequent frames.
Figure 3, a graphical representation of the framing of
the first three frames of one day, illustrates this procedure.
P (0) for the first frame and PSf−1 for the f
th frame are
referred to as starting power. The effects of PSf to the
subsequent frames can be seen in Figure 3 as propagation
of the starting power. As described, the starting power for
frame f is set in frame f−1, it cannot be changed in frame f .
Algorithm 1 Disaggregation via adapted PSO
1: for f = 1 . . .Number of Frames do:
2: Sg,best = 0
3: for e = 1 . . .Number of epochs do:
4: Initialize particle around the current global best
position Sg,best
5: for iterations i = 1 . . . I do:
6: for particle p = 1 . . .Number of particles do:
7: Velocity update according to Eq. 8
8: Position update according to Eq. 7
9: Reconstruct power according to Eq. 6
10: Calculate error E according to Eq. 10
11: if ESf,i−1,p < ESg,best then:
12: Sg,best ← Sf,i−1,p
13: end if
14: end for
15: end for
16: # Check Early-Stopping criterion:
17: if ESg,best(e) = ESg,best(e − enc) and e > emin
then:
18: break
19: end if
20: end for
21: end for
4) Early Stopping: A so-called Early-Stopping criterion
is used to reduce the required computational time. This has
been implemented in the past in multiple variations by e.g.
[35], [36]. In this work, we use a simple early stopping
criterion. First, the algorithm runs for a certain minimum
number of epochs for one frame to be disaggregated. If, after
a selected number of epochs, the error of the currently known
global best position does not improve, the disaggregation
of this frame is stopped early and the disaggregation of
the subsequent frame starts at the given starting position
determined by the previous frames. Due to computational
limits, the minimum number of epochs emin is set to 5 and
the maximum number of epochs in which the known global
optimum Sg,best does not change enc is set to 3 in this work.
D. Summarizing Presentation of the Algorithm
In Algorithm 1, the whole procedure of particle swarm op-
timization for energy disaggregation is shown in pseudocode.
The algorithm contains four nested loops which are reasoned
by the division of the measured signal into multiple frames and
the use of multiple optimization epochs per frame. Therefore,
the computational time is increasing linearly with a higher
number of frames, epochs, particles or iterations per epoch
respectively.
III. TESTING OF THE DEVELOPED METHOD
In order to test the PSO algorithms and the presented
adaptions for energy disaggregation, two datasets of industrial
power data were used which are described in the first of
the following sections. Since there the data is not labelled,
6Table I
DATA ANALYSIS OF DATASET 1 AND 2
Dataset 1 Dataset 2
Min [kW] 2.26 0.97
Max [kW] 98.95 17.13
Mean Energy per Day [kWh] 534.51 74.14
Mean Power [kW] 22.27 3.09
evaluation is conducted in the power domain by different
error measures. They are stated in the subsequent section.
Thereafter, the results of one dataset are presented extensively
and followed by an examination of the transferability of the
developed algorithm by testing it with the second dataset. This
section will be concluded with a discussion of the results.
A. Data Description
For developing and testing the improvements of the PSO
presented in this work, power data of two different measuring
points in a multi tenant commercial building is used. Both
datasets represent industrial power demands similar to shop
floors. The datasets each consist of six features: Three phases
of active and reactive power. Therefore, the power at time
t is represented by P (t) ∈ R6 as already assumed above.
Accordingly, each power dataset can be described by P ∈
RTtot×6 with Ttot being the total length of the dataset. This
power matrix contains six columns P0 . . . P2, where P0 . . . P2
describe active power and P3 . . . P5 describe reactive power.
The main testing of the algorithm happens by means of
Dataset 1 and the transferability of the algorithm is tested
on Dataset 2. In Table I key figures for both measuring
points are shown to describe both datasets. The granularity
of both datasets is 1 s. No other data or prior knowledge other
than the measured power and the device profiles is present
or used. Dataset 1 contains measurements from December
1st, 2018 until April 30th, 2019. From Dataset 2, we use
one day of data: January 14th, 2019. On average there are
0.0023 % of datapoints missing. Gaps are filled by the last
known value. The measuring power analyzer is of the type
UMG 604 PRO from Janitza Electronics. According to the
manufacturer the measuring deviation is up to 0.4 % and will
be neglected in this work [37]. Due to the industrial occupation
of the building, there is much regularity within the power
measurements regarding repetetive patterns on working days
and a low power demand on weekends.
In the power data of Dataset 1, 52 single device profiles
are extracted by statistical methods similar to [6] as well
as 27 single device profiles for Dataset 2. Nevertheless, the
way of determining profiles of individual devices is of minor
importance in this work as they are assumed to be prior
knowledge. They can be extracted by various ways from the
aggregate power data or directly measured.
B. Error Measures
In order to quantify the results of the method, various error
characteristics are used, which are briefly described in this
section. Since there is only the power data in six dimensions
available for this work, all error calculations take place in the
power domain. Therefore, the disaggregated and reconstructed
power PS is compared to the measured power Pmeas. This is
a significant difference to most other publications where the
knowledge about the correct state of all single appliances is
often available and used from datasets like [4], [38]. Therefore,
often used error measures in literature are the accuracy or
f -measure [39] which are not applicable in this work. In the
following equations, all utilized error measures are outlined.
It should be noted here that the in the following presented
error characteristics are calculated for sum of the three active
power phases Ptot = P0 + P1 + P2. Since this represents
the total power actually demanded, an error calculation of it
is sufficiently meaningful in order to describe the quality of
reconstruction. Firstly, the root mean squared error (RMSE) is
used as a default error measure for comparing data with respect
to the absolute values within the data. The same applies for the
mean absolute error (MAE) but due to the missing quadrature
of differences like for the RMSE, the MAE is less sensitive
to outliers. Comparing those two measures allows conclusions
to be drawn about the frequency or severeness of outliers.
RMSE(Pmeas, PS) =
√∑T
t=0(Pmeas(t)− PS(t))2
T
(14)
MAE(Pmeas, PS) =
∑T
t=0 |Pmeas(t)− PS(t)|
T
(15)
As an error measure independent of the absolute power
values, the mean absolute percentage error (MAPE) is intro-
duced. The MAPE of different datasets is comparable which
is important for later evaluating the transferability of the
developed method.
MAPE(Pmeas, PS) =
1
T
T∑
t=0
|Pmeas(t)− PS(t)|
Pmeas(t)
(16)
Lastly, in order to be able to evaluate the consumed energy
of the measured power and the reconstructed power, a final
error measure is introduced. It calculates the percentage dif-
ference between the energy actually consumed and the energy
consumed of the reconstructed power over a specific time. It
is particularly important for applications in the field of energy
management because it indicates the quality of reconstruction
over time and regarding also the financial aspect of cocts of
electricty.
EnergyE(Pmeas, PS) =
|∑t Pmeas(t)−∑t PS(t)|∑
t Pmeas(t)
(17)
C. Results
In order to test the proposed method Dataset 1, as described
above is used. The algorithm is applied to one day of data
from December 2018 and the working days of March 2019.
Weekends are of minor interest, since there are significantly
less events due to a lack of working employees at this times.
7Table II
ERROR CHARACTERISTICS BETWEEN THE SUM OF ACTIVE POWER
MEASURED AND RECONSTRUCTED AFTER DISAGGREGATION FOR
DIFFERENT PERIODS OF TIME OF DATASET 1. THE MEAN AND STANDARD
DEVIATION OF THE ERROR CHARACTERISTICS FOR MARCH 2019 ARE
GIVEN WITH RESPECT TO THE DAILY DISAGGREGATION ERROR
1 Day 1 Month
(December 1st, 2018) (March 1st, 2019
- March 31th, 2019)
RMSE [W] 1542 1565 ± 150
MAE [W] 926 921 ± 85
MAPE [%] 6.18 6.04 ± 1.51
EnergyE [%] 0.716 0.897 ± 0.156
RMSE / Mean Power [%] 6.92 7.02 ± 0.67
This procedure investigates the reproducability of the quality
of results within a period of time and between two periods.
The disaggregation of one full month is undertaken one day
at a time. Thereafter, for each day the power is reconstructed
in six dimensions and the preseneted error measures are cal-
culated for the sum of all active power phases. The proposed
error measures are calculated for each day individually. Of
these daily error values, the mean and standard deviation are
presented in Table II. Figure 4 shows one day of disaggregated
and reconstructed power in comparison to the measured power.
The great similarity of the two power curves is clearly visible
in all six phases. In particular, short time peaks and fast,
sharp rises in the signal are detected by the PSO, although
the absolute height of the peaks is sometimes underestimated.
It can also be seen that the reconstructed signal seems to be
noisy at the end of the working time. This can be attributed
to overlays of device profiles that are still on after the end
of working time. In Figure 5, the measured and reconstructed
total active power Ptot is shown as this quantity is of great
importance for energy management. Beneeth that in Figure 5
the absolute deviation between both power curves is shown in
order to visualize the differences. It is visible, that no constant
offset is present between measurement and reconstruction as
well as there is lower devation at night than during working
time. The most deviations are of short duration, therefore no
error propagation can be seen.
The error values in Table II show repeatable good results
even on large amounts of data for the proposed algorithm.
The results of Dataset 1 are reproducible within comparatively
small error deviations, since the standard deviation from the
mean value within the month of data is on average about
10% of the absolute error values. Furthermore, all error
characteristics of the single day and the mean values of the
month under consideration are very similar, although there is
a time span of three months between the data. The deviations
in the energy consumed per day are on average less than one
percent for all data considered. Since the RMSE is 70 % larger
than the MAE, the conclusion can be drawn that there are some
outliers between the reconstructed and the measured power. As
can be seen in the Figure 5, these outliers occur mainly at the
high peaks in the load curve during working time.
For further illustration of the results of disaggregation, the
Figure 4. Representation of disaggregated and reconstructed P0 . . . P5 of
P ∈ RT×6 of December 4th, 2018. The respective measurement is shown
in blue and the power disaggregated and reconstructed by the Algorithm 1 in
red. L1 . . . L3 denote the three phase.
Figure 5. Upper illustration: representation of disaggregated and reconstructed
Ptot = P0 + P1 + P2 of December 4th, 2018. Bottom illustration:
Deviation between measured and reconstructed power after disaggregation
of the respective day.
daily distributions of ON events for exemplary device profiles
are calculated. They quantify in which time window of the
day an individual device has a certain frequency of a state
change to the state ON. The time window is limited to 30 min.
An individual device can be switched on or off several times
within one time window. Therefore, the values of every time
window are divided by the maximum of ON-events within one
window to improve the comparability. For clearer insights,
the displayed histograms in Figure 6 are calculated based
on the results from the working days of March 2019. Three
exemplary distributions are shown in Figure 6 for different
individual devices. Therein, three different types of distribu-
tions can be observed, each with specific characteristics. On
8Figure 6. Exemplary representation of distributions of ON events of three
individual devices.
the one hand, a working time independent behavior can be seen
as shown for Device 35 in Figure 6. Individual devices with
this behavior are switched on evenly distributed throughout the
day. On the other hand, a working time dependent behaviour
can be observed in the distribution shown for Device 37 and
20 in Figure 6.
D. Transferability
To investigate the transferability of the proposed method,
one day of Dataset 2 is disaggregated analogously. All param-
eter choices of the PSO are kept the same. Figure 7 shows one
day of data (January 14th ,2019), where the sum of three phases
in active power of the measured and reconstructed power
is shown. It can be seen that the proposed disaggregation
method is working well. Especially large peaks are accordingly
reconstructed. However, there are more deviations at low
power values than for Dataset 1. To quantify the deviations
between measured and reconstructed power, the values of the
error measures introduced above are shown in Table III. It
can be seen that the relative error in the consumed energy
is similarly low as for the results of Dataset 1. The RMSE
and MAE are significantly smaller, but this is due to the
smaller absolute power values. Dividing the RMSE by the
mean power value shows an 7 percentage points higher error
than for Dataset 1. The MAPE is approximately twice as large
as for the results of Dataset 1.
E. Discussion
Given the results from the previous sections a comparison
to other publications is of great interest. This is proving
difficult because of a use of different error measures and
the lack of labelled power data in this work. But in [14]
Figure 7. Upper illustration: Reconstructed and measured power (sum
of active phases) for one day (January 14th, 2019) of Dataset 2. Bottom
illustration: Absolute deviation between reconstructed and measured power.
Table III
MULTIPLE ERROR CHARACTERISTICS BETWEEN SUM OF ACTIVE POWER
PHASES RECONSTRUCTED AND MEASURED OF DATASET 2 FOR ONE DAY
(JANUARY 14TH , 2019)
Error Measure Value
RMSE [W] 568.1
MAE [W] 422.1
MAPE [%] 13.01
EnergyE[%] -0.88
RMSE / Mean Power [%] 13.72
the relative error in total energy is calculated for the dis-
aggregation of household power data using different neural
networks and selected appliances. The best error values are
of 12%, which is significantly higher than the proposed error
values in consumed energy of less than 1%. This demonstrates
the optimization of the PSO in the power domain useful and
powerful to disaggregate and reconstruct the aggregate power
signal with given device profiles. The displayed distributions
of ON-events in Figure 6 allow for interpretations of the
behavior of the individual devices after disaggregation. It can
be seen that the ON-events are not randomly distributed by
the PSO, but follow certain patterns. These patterns in the
distributions can be illustrated above all by a division into
individual devices that depend on working time and individual
devices that belong to the base load. The distribution for
Device 37 in Figure 6 shows a relativley high ON-event
frequency after the end of working time. This could correspond
to a mixture of the patterns of Device 35 and 20 in Figure 6 and
could either result from a partially incorrect disaggregation at
the end of the day or may be justified by dependecies on other
quantities but time. Figure 4 shows noise in the reconstructed
power at the end of the day, which could be explained in
this way. Testing the developed algorithm with the same
parameter choices for a different dataset shows comparably
good results especially in the error of consumed energy. Other
error measures like MAPE are higher for Dataset 2 than fpr
9Dataset 1 but with adaptions of the chosen parameters of the
PSO, further improvements in the error characteristics can be
expected. Adaptive methods for the parameters of PSO for
energy disaggregation have to be examined in the future.
In this work, we assume a standard granularity of 1 s and the
presence of power data in active and reactive power in all three
phases. This results in a very high-dimensional state space of
the PSO but allows for distinct differentiation of events in the
aggregate power signal. Due to the high measuring frequency,
effects from simultanious events are decreased and could be
minimized with even higher measuring frequencies. With a
lower measuring frequency the distinction of events and the
correct assignment of device profiles to certain points in time
becomes more difficult. The limits of granularity could be
estimated according to the number of events in the aggregate
power signal and could be further investigated in the future.
The PSO procedure in this work is not constrained by any
form of function. That allows for inaccuracies in disaggre-
gation as for instance more OFF-events than ON-events for
a device profile. These inaccuracies could be solved by the
implementation of a constraining function. This could poten-
tially increase the computational time since additional steps
would take place in the algorithm. This approach remains to be
examined. But with more distinguishing characteristics for the
single devices and with higher the measuring frequency these
inaccuracies could be reduced without such a constraining
function.
The assumptions made for the device profiles (transient or
dynamic state and stable state) are an approximation of the real
behavior. Depending on the device profiles, which build the
aggregate signal, this could lead to minor or major problems
in the disaggregation. In this work, we did not see major
error sources for two independent datasets of industrial power
consumption.
Nevertheless, the proposed approach provides several ad-
vantages over other disaggregation methods. Firstly, there is
no prior knowledge besides the device profiles required and no
labelled datasets are necessary for disaggregation. The needed
device profiles have to be extracted or measured beforehand.
Since there is no complex model building as in most other
publications [14], no fitting or training of many parameters
is required as for the most machine learning approaches. Sec-
ondly, only three parameters (interia and movement constants)
need to be adapted to the problem. Other parameters of the
PSO, as number of particles and epochs, can be adapted
to the data optionally. This would open up possibilities of
applications to different kinds of buildings and would not even
be restricted to energy disaggregation in buildings but also
higher levels of the electricity grid like districts.
Due to the daily disaggregation, long term erros can not
propagate. A higher number of particles than applied in this
paper likely would yield in a faster convergence and the
probability of finding the global optimum would increase [41].
But the compuational time would increase with more particles,
more epochs, a higher granularity or more device profiles.
Therefore, the possibility of parallel processing should be
investigated in the future. Parallelisation has been proven to
be applicable to PSO in multiple publications in the past and
could be useful in order to reduce the computational time
[42], [43]. This could enable several oportunities of online
disaggregation.
IV. CONCLUSIONS AND OUTLOOK
In this paper, we present a fully unsupervised disaggregation
method using particle swarm optimization and adapting the
classic metaheuristic to the stated disaggregation problem. For
this paper we used power data of two industrial consumers
to apply and validate the proposed method. All evaluation
takes place in the power domain since the used datasets are
unlabelled ragarding the state of single devices. In general,
labelled datasets are rarely available especially for industrial
and commercial buildings. Thus, the examination of methods
for energy disaggregation which not rely on labelled data is
very important. Aggregating the power after disaggregation
according to Equation 4 shows a very accurate reconstruction
of the measured power curve of Dataset 1. Since other research
mostly works with labelled datasets and different error mea-
sures like for instance [40] a comparison is difficult. In order to
improve the PSO several adaptions are of interest. Especially,
parallel processing could speed up the disaggregation pro-
cess and adaptive methods for choosing the hyperparameters
could increase the performance and transferability. With the
proposed disaggregation procedure a new level of data is
created which represents additional knowledge to the measured
aggregate power consumption. This metalevel of data could
be used for various applications like analysis or detection of
behavioural changes or the detection of new appliances and
devices. Especially the training of powerful machine learning
algorithms like artificial neural networks could provide oppor-
tunities like for instance a prediction of state changes in order
to improve power forecasts.
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