The decisions we make are often accompanied with a degree of uncertainty -how likely a decision will be correct [1] [2] [3] . Some decisions are more difficult than others, inducing internal conflict that may lead to reconsideration or change-of-mind 4, 5 . Likewise, challenging decisions are associated with higher uncertainty, more errors and longer response times 1, 6, 7 .
This high uncertainty could also result in subsequent behavioural adjustments, affecting how quickly and accurately we make consecutive decisions 8, 9 . Several theoretical and experimental accounts posit that uncertainty is computed while making decisions 6, 7, [10] [11] [12] [13] [14] [15] . However, how decision uncertainty is encoded in the brain and the neural mechanism by which it affects changes-of-mind and subsequent behavioural adjustments has, so far, remained elusive [16] [17] [18] .
The neural correlates of decision uncertainty have been gradually revealed in animal and human studies 6, 7, 13, [19] [20] [21] . For instance, neural recordings from animals demonstrated strong correlation between lower neuronal activity in the lateral intraparietal (LIP) and high decision uncertainty 7 . Computational models have accounted for this, suggesting that neural responses are represented by probability distributions, where uncertainty can be quantified by evaluating the posterior probability 10, 22 . These models, however, imply Bayesian optimality 23 , with no consensus on how this optimality emerges from the neurobiology 8, 24 .
Other experimental studies have shown weaker linkage between choice accuracy and uncertainty-level reporting 6, 11, 19, 25, 26 . For instance, patients with lesions in the prefrontal cortex demonstrated poor confidence reporting performance, while choice accuracy was largely unaffected 19 . Several computational models support this view by predicting a dissociation between uncertainty and the formation of perceptual decision 27, 28 . For instance, in one model 27 , an extension of the drift-diffusion decision-making model (for evidence accumulation) 29, 30 , the evidence accumulation continues after a decision is reached, and hence a post-decision confidence rating can be provided. Specifically, the parameters controlling the post-decision stage are independent from the ones that control initial decision processing stage.
Changing one's mind has been attributed to processing new evidence that negates a previous judgement 4 . More recent neurophysiological evidence has shown that some changes-of-mind occur as a result of an internal error-correction mechanism 25 , suggesting decision uncertainty plays a role in inducing changes-of-mind 31 . However, the neural mechanism of decision uncertainty (within a single trial or across consecutive ones) and its link to change-of-mind has so far remained ambiguous. In particular, there is no neural circuit model that explains this shared neural mechanism 17 .
Within the studies of perceptual decision confidence/uncertainty and change-of-mind, there are some common findings that have been identified. Firstly, more difficult tasks, associated with lower (sensory) evidence quality, lead to higher decision uncertainty, which is also associated with lower choice accuracy 6, 10, 32 . Secondly, higher decision uncertainty is associated with lower evidence quality of correct choices while counter-intuitively associated with better evidence quality for incorrect choices (forming the often observed "X" pattern) 6, 10, 32 . Thirdly, changes-of-mind are more likely to occur when the task is more difficult, and more often accompanied by correcting an initial impending error choice -hence more errorto-correct changes than correct-to-error changes 4, 33 (although the difference has been shown to vary in some cases 33 ). Further, the likelihood of correct changes-of-mind (to the subsequent correct choices) may peak at an intermediate level of task difficulty and then decrease gradually when the task becomes much easier 4, 33 .
In this work, we developed the first neural circuit computational model that can mechanistically quantify and monitor decision uncertainty, which may subsequently cause a change-of-mind, hence unifying the two areas of study. 
Results

Neural circuit model computes decision uncertainty
We propose a novel neural circuit model that can encode, quantify, and monitor decision uncertainty, which we named the decision uncertainty-monitoring module (Fig. 1a , grey box).
This specific circuit is built on top of our previous biologically plausible neural circuit model of decision-making that focuses on sensory evidence accumulation 34 (Fig. 1a) .
The uncertainty-monitoring module receives input based on the summed sensorimotor neuronal populations activities (Fig. 1a) . In particular, the module's neuronal population that encodes low decision uncertainty (Fig. 1a , green circle) integrates these summed activities (Fig. 1a , blue and orange pointed arrows; Methods). This neuronal population in turn inhibits a neighbouring neuronal population that encodes high uncertainty (Fig. 1a , red circle).
Hence, decision uncertainty can be continuously monitored. Together, the network structure with these two neuronal populations is reminiscent of a simple cortical column 35 .
Further, decision uncertainty information from the uncertainty-monitoring module is continuously fed back to the sensorimotor neuronal populations (Fig. 1a , light blue box), thus providing, effectively, an excitatory feedback mechanism between the two brain systems, which consequently may affect the final decision outcome, and in some instances, even lead to change-of-mind, as we shall demonstrate below. In addition, the neural circuit model also has motor-based neuronal populations either located within the same brain region or downstream in the decision-processing pathway (Fig. 1a , green box). Inputs to these populations are temporally integrated based on the neural firing rate outputs of the associated sensorimotor neuronal populations ( Fig. 1a ; Methods). neuronal populations (a simple cortical column). Low uncertainty encoding neuronal population (green) receives excitatory input (straight arrows) from output of sensorimotor module. It inhibits the high uncertainty encoding neuronal population (lines with filled circles), which in turn provides excitatory feedback to sensorimotor module. The high uncertainty encoding population receives tonic excitatory input which may vary across trials. The sensorimotor module consists of two competing (mutually inhibitory) neuronal populations each selective to noisy sensory information (e.g. rightward or leftward random-dot motion stimulus) favouring one of two (e.g. right R or left L) choice options. The motor module, receiving inputs from sensorimotor module, also consist of neural integrators that report the choice made (b) Timecourse of neuronal population firing rates averaged over non-changeof-mind trials with evidence quality, = 25.6% (easy task; solid lines) and = 3.2% (difficult task; dashed lines), where is equivalent to motion coherence in the classic random-dot stimulus. Faster ramping activity (top and bottom panels) with lower uncertainty quantification (middle panel; red) with larger . Colour of activity traces reflect the associated neural populations in (a). To reveal the full network dynamics, the network activities (greyed out) were not reset after a choice was made. .
Specifically, the neural activity of the winning (sensorimotor/motor) neuronal population ramps up faster for higher evidence quality ( = 25.6% cf. 3.2%; equivalent to motion coherence in random dot stimulus -see Methods) (Fig. 1b , top and bottom panels); accuracy increases monotonically with evidence quality (Fig. 1c) while reaction time decreases (with error choices slower than correct choices) ( Fig. 1d ; compared with 36, 38 ). A choice is considered to be made when one of the motor neuronal population activities crosses a prescribed threshold of 17 Hz
34
. The motor neuronal population activity is also directly mapped onto the motor output or positional space (see Methods and below).
Importantly, the high uncertainty-encoding neuronal population's (phasic) activity is higher for trials with higher uncertainty (due to lower evidence quality) (Fig. 1b, middle panel) . This rise-and-decay activity around the motor movement onset is consistent with observations from neural recordings in animal and human studies 6, 11, 25, 39 . We shall henceforth use this phasic neural activity as an indicator of decision uncertainty monitoring in real-time, and the temporal integral of its neural activity (i.e. area under the curve as proxy for any downstream neural integrator readout) as a measure of post-decision uncertainty (Methods). Further, a tonic excitatory input to the high-uncertainty encoding population (Fig. 1a) is included to store the within-trial uncertainty to influence decision performance in the subsequent trial 13 (see below and Methods).
Model accounts for relationships among decision uncertainty and psychophysics
We next simulate our network model to replicate the key experimental findings related to decision uncertainty and confidence as discussed in Introduction. As most of the decision uncertainty and change-of-mind tasks are based on two-choice reaction-time task paradigms, we shall only focus on such paradigms. Our model first replicates choice accuracy decreasing monotonically with uncertainty ( Fig. 2a) , while producing the 'X pattern' 6 of decision uncertainty (Fig 2b) . Decision uncertainty is higher during more difficult tasks, especially ones that more likely lead to error choices.
To explain the results in Figs Uncertainty is highest during difficult tasks due to low total input to high uncertainty population caused by strong inhibition from the low uncertainty population. (d) Uncertainty level with respect to total input to high uncertainty encoding population and evidence quality for error responses. Uncertainty is highest during easy tasks due to low total input to high uncertainty population caused by strong inhibition from the low uncertainty population. (c-d) Uncertainty measured using peak activity (see Methods); similar patterns using its temporal integrated values (not shown).
Previous work using a multi-stage decision task paradigm has shown that the level of uncertainty in making a decision can affect the response times in a subsequent decisionsuggested to be a form of optimal strategy 40 . Specifically, this occurs only if the consecutive decisions are correct. By incorporating a simple memory (with decay) mechanism across trials on the tonic excitatory input to the high uncertainty-encoding population (see Methods), our model can replicate this behaviour ( Fig. 3a) , indicating more time taken in the second decision if the first decision is correct as compared to an error (Fig. 3a) . This trend holds regardless of the evidence quality (task difficulty), with the exception of the easiest difficulty level (due to very low uncertainty levels during these tasks; see Figs. 1d and 2c). The model naturally accounts for this as the neural activity encoding the uncertainty level in the current trial is carried over to the subsequent trial (Methods). This in turn accelerates or decelerates the ramping up of neural activity in the sensorimotor populations and hence decreases or increases the response time, respectively.
If the trials are sorted based on the outcome of both the 1 st and 2 nd decisions ( Fig. 3b), i.e. correct-error combinations, the model predicts substantial differences in response times for error then correct responses in the second decision. Again, this can be explained by
Figs. 2c and d. In Fig. 2c for correct responses, the tonic activity effect is moderate as compared to the evidence quality. But for error responses (Fig. 2d) , the error responses are more affected by the tonic activity. 
Model accounts for change-of-mind behaviours
Previous studies have shown that change-of-mind during decision-making usually leads to the correction of an impending error 4, 33 . Although previous studies have linked change-ofmind to the temporal integration of noisy stimulus 4, 33 , we demonstrate in our model that change-of-mind is internally generated, and linked to decision uncertainty. Specifically, our model replicates the observation 4, 33 that the probability of change-of-mind decreases monotonically with evidence quality with the majority of trials leading to ultimately correct choices (Fig. 4a) . Further, and consistent with previous observations 4, 33 , changes to correct choices peak at intermediate evidence quality level before gradually decreasing (Fig. 4a) .
Using a fixed maximum duration (of 4 s), our model simulation also shows late ( Experimental observation has shown that change-of-mind is associated with reversal of dominance of neural activities over time within a trial 41 . In our model simulation with changeof-mind, there is only a small proportion (~1.2% among all trials) in which the firing-rate activities of the competing sensorimotor neuronal populations distinctly reverse their order of dominance over time within a trial. Fig. 5a (top) shows the trial-averaged activity traces of such reversal condition, which can be directly mapped, via the motor neuronal population activity (Methods), into motor output position, for instance, X position (of saccadic eye or hand movement) (Fig. 5a, bottom) . We can observe initial switching of neural activity dominance of the sensorimotor neuronal populations before subsequently being dominated by population 1 (Fig. 5a , top). Note that although the switching of dominance can be small, the difference in activities are integrated and magnified by the motor neuronal populations, leading to an initial bias towards choice 1 (positive X position). Further, it should be noted that both sensorimotor neural activities can return to their spontaneous activities -but the motor neuronal population activity (not shown) could still continue to integrate over time, magnifying the differences in evidences, and hence the motor output position can move towards a choice target ( Supplementary Fig. 2 )
Neural circuit mechanism of change-of-mind behaviours
Next, we will apply dynamical systems analysis 34 to demonstrate that this reversal phenomenon is caused not only by noise and strong sensory evidence favouring one population over the other, as indicated in previous modelling work 33 , but also due to the effective excitatory feedback of the uncertainty-monitoring module. Similar to our previous work 34, 42 , we plotted the phase planes of the sensorimotor neuronal population activitieswhich are governed by their slow (NMDA-mediated) population-averaged synaptic gating variables, S1 and S2 (Figs. 5b-d) . (These gating variables are monotonic functions of their associated neuronal population firing rates 34, 42 .) The stimulus is presented with low evidence quality with = 3.2%. With a difficult task (small bias in the phase plane), the sensorimotor neuronal populations integrate sensory evidence and ramp up their activities towards one of the two choice attractors, almost along the phase-plane diagonal (Fig. 5c, black dotted trajectory) .
Fluctuations due to noise contribute mainly to the switching of dominance in the neural activities. Further ramping up of their activities increases the high uncertainty-encoding neuronal population's firing activity and provides excitatory feedback to the sensorimotor module. This leads to the reconfiguration of the phase space and the creation of a new more centralized and choice-neutral stable steady state, to which the state trajectory of the sensorimotor module activity is now drawn (Fig. 5c ). Notice that the choice attractors have vanished. The model suggests that this new stable steady state plays an important role in change-of-mind -it allows the losing neuronal population a higher chance of winning the race over the other neuronal population. While these are occurring, the motor module begins temporally integrating any difference in the sensorimotor neural activities.
Due to the transient nature of the high uncertainty-encoding neuronal population activity (Fig. 1c, middle) , the excitatory feedback returns to baseline level, and the phase plane reverts back to its initial configuration (Fig. 6a to 6d ) (prior to the activation of the uncertainty monitoring module's activity (Fig. 6b) ). This causes the trajectory to move towards the higher part of the phase plane and, coupled with noise, leads to a change-of-mind behaviourreflected in the reversal of motor movement (positive-to-negative) direction (Fig. 5a , bottom).
It should be noted that in the model, the final decision is determined by whether the firing rate of motor neural populations, which themselves are neural integrators, reach a prescribed target threshold (see Methods). Thus, change-of-mind could still occur even if activity reversal is not clearly observed in the sensorimotor module.
The above are simulated trials with early changes-of-mind. Late occurrence of change-ofmind can also be explained in our model (~1.2% among all trials). Fig. 6 illustrates the trialaveraged neural dynamics for late change-of-mind trials using the same stimulus. Here, the reversal in neural activity in the sensorimotor module is clearer than in the previous example (Fig. 6a, top) -activity of neuronal population 1 initially wins before being taken over by that of neuronal population 2. This causes a change-of-mind in the motor module after reaching the choice target in position space (Fig. 6a, bottom) . The explanation for the initial epoch of the trial is similar to that for early change-of-mind (Fig. 6b) . However, in this case, the activity trajectory early on deviates farther away from the phase-plane diagonal (Fig. 6c) , causing the motor output to more quickly reach one of the choice targets (Fig. 6a, bottom) . The newly created choice-neutral stable steady state allows the initially losing sensorimotor neuronal population to gain ground (Fig. 6c) , and with some fluctuations due to noise, to subsequently win after the new central steady state disappears and the network returns to its previous winner-take-all state (Fig. 6d ). This process of choice reversal takes much longer than in the previous type of (early) change-of-mind. In our analyses we found that the new central stable steady state is less likely to emerge with higher evidence quality levels due to low excitatory feedback from the uncertainty module ( Figs. 2c and d; Supplementary Fig. 1 ). This explains why higher evidence quality generally leads to lower probability of change-of-mind 4, 33 (Figs. 4a and b) . For lower evidence quality, the phase plane is almost symmetrical (Fig 5b) . Thus, the network is likely to make an error choice initially due to noisy fluctuations. This can lead to longer integration of the decision uncertainty module and providing stronger excitatory feedback -in the form of a transient, centralized attractor state -and consequently, correcting the decision.
However, increasing the evidence quality leads to lower probability of change-of-mind (as discussed). This explains the observed peak in probability of correct changes-of-mind (Fig.   4a ).
Discussion
We have proposed the first neural circuit computational model that encodes decision uncertainty, the reciprocal form of decision confidence. The model's decision uncertainty can be represented in real-time for online excitatory feedback or post-decision form. The neural model is developed based on transient neural dynamics as observed in animal studies and human neuroimaging studies 6, 25 , and the relationship between choice certainty and evidence and elapsed time 12, 13 . Building on our previous decision-making model 34 , our extended neural circuit model can account for several observations commonly found in experimental studies of decision confidence and change-of-mind 4, 6, 10, 33 . First, our model was able to exhibit higher degree of decision uncertainty with more difficult tasks (lower evidence qualities) and lower choice accuracy 6, 10, 32 . When the simulated data was sorted into correct and error choices, the model showed higher decision uncertainty with lower evidence quality for correct choices, but counter intuitively with better evidence quality for incorrect choices, in line with the well-known observed X-pattern 6, 10, 32 .
This was explained by the fact that correct choices were faster than error choices, with lesser integration time for the uncertainty-encoding module, which led to lower decision uncertainty. For error choices, the integration time was longer with higher evidence quality.
This led to longer integration for the uncertainty-encoding module and higher decision uncertainty. Furthermore, the uncertainty module provided a closed-loop recurrent network mechanism of excitatory feedback with the sensorimotor neuronal population, enhancing the latter's responses. This was reminiscent of dynamic gain or urgency mechanism 43, 44 . Future work could test this mechanism. For example, one could use a task paradigm that produces fast error choices 45 and determine whether the X-pattern is absent.
By storing the decision uncertainty from the previous trial in the tonic excitatory input to the high uncertainty-encoding neuronal population (Fig. 1a) , the model could naturally account for behavioural performances in multi-stage decision task paradigm of decision confidence 40 . Specifically, the model showed that decision uncertainty from a correct previous trial caused a slower response time as compared to that when a previous trial was incorrect (Fig. 3a) . Moreover, when the second decision was split into correct and error choices, the model predicted that a previous decision affected the response times of subsequent error choices more than subsequent correct choices (Fig. 3b) , which could be easily checked or tested in experiments.
These could be explained by the uncertainty space in Figs. 2c and d, which showed that for correct responses, tonic excitatory input to the high uncertainty population (Fig. 3c ) had smaller influence on decision uncertainty as compared to evidence quality. However, for error responses, both factors had similarly strong influence on decision uncertainty. In the model, since the uncertainty was carried over, influencing the tonic excitatory input, the across-trial effect was weaker for the subsequent correct than for error choices. Future work could test this prediction, together with its neural correlates. Direct microstimulation or inactivation of the associated neurons may further provide causal information.
The same model could exhibit changes-of-mind which were more likely to occur when the decision tasks were more difficult 4, 33 . Specifically, the model showed that changes-of-mind were more often accompanied by correcting an initial impending error choice -hence more error-to-correct changes than correct-to-error changes, consistent with previous observations 4, 33 , and that the likelihood of changes-of-mind to the correct choice slightly peaked at intermediate level of task difficulty before rapidly decreasing as the task becomes easier 4, 33 (Figs. 4a and b) . The model was also able to produce early and late changes-ofmind behaviours (Figs. 4b and c) .
We used phase-plane analysis to explain these phenomena. First, the process of changeof-mind can be understood in terms of the sensorimotor network state being attracted to three distinct basins of attraction: basin of attraction of the initial choice, then to the basin of the central choice-neutral 'uncertain' state, and finally to the basin of attraction of the other choice. With higher evidence quality, we found that the correct choice attractor dominated the phase plane (with its larger basin of attraction, Supplementary Fig. 6 ), and the central attractor was less likely to appear due to the low uncertainty-based excitatory feedback. This explains the monotonic decrease of the probability of change-of-mind (Fig. 4a) . In other words, changes-of-mind did not occur due to the heavily biased phase plane. However, at low evidence quality levels (ε < 4%), the phase plane was almost symmetric (Fig. 5b) , which led to more initial errors. Under such low evidence quality, it was increasingly likely that the network would make an initial error choice 34 . This led to longer integration of the decision uncertainty module and providing stronger excitatory feedback -in the form of a transient, centralized choice-neutral stable stead state -and eventually, correcting the decision. On the contrary, increasing the evidence quality leads to lower probability of changes. This explains the peak in probability of correct changes-of-mind (Fig. 4b) . The model further suggested that during early changes-of-mind, noisy fluctuations around the phase-plane diagonal led to subtle deviations early in the trial (Fig 5) . The downstream motor module, which is itself a neural integrator, magnified these deviations and led to movement being initiated toward a choice target. However, late changes-of-mind were caused by earlier excursions from the phase-plane diagonal which could lead to positioning the motor output on the initial choice target 4 . Fig. 7 illustrates a hypothetical decision 'potential well' 34 that summarizes our key findings for change-of-mind behaviour -the centralized attractor, caused by the excitatory feedback from the decision uncertainty module, and coupled with noise, can allow an initial impending choice to be altered. The strength and duration of this attractor depends on the evidence (and elapsed time) for temporal integration by the sensorimotor neuronal populations. Unlike previous neurocomputational models 33, 46 , our model does not rely explicitly on reversing the stimulus input to neural populations or having a relatively low (first) decision threshold (to induce faster errors). Further, it does not rely on abstract mathematical calculation of decision uncertainty 28 . Inspired by neural evidence of decision confidence 6, 11, 21 , we have a dedicated neural module that automatically monitors and quantifies the decision uncertainty.
This module has a plausible circuit architecture that resembles, to some extent, a simple cortical column. With this structure, our model predicts that there is an "anti" uncertainty neuron -the low uncertainty-encoding neurons. Future neurophysiological and neuroanatomical studies could identify the presence and functions of such neurons (e.g. in the frontal cortex). When making a choice between two alternatives, the strength of the stimulus (and noise) drives the ball towards one of the two wells (in this case, an error choice). A transient strong excitatory input (due to the excitatory feedback from the uncertainty module) changes the "energy" landscape into one centralized deep well, allowing a higher chance to change its initial decision.
Unlike other computational models of perceptual decision confidence or change-ofmind 4, 10, 27 , our extended neural circuit is more realistic by involving more brain regions.
Evidence shows perceptual decisions are performed and distributed across multiple brain regions 47 .
In particular, our model has a motor module in which its activity can be directly In summary, our work has provided the first neural circuit model that can compute decision confidence or uncertainty within and across trials, while also occasionally exhibiting changes-of-mind. The model not only can replicate several important observations of decision confidence and change-of-mind but also is sufficiently simple to allow rigorous understanding of its mechanisms. Taken together, our modelling work has shed light on the neural circuit mechanisms underlying decision confidence and change-of-mind.
Methods
Psychometric and chronometric function. We used a Weibull function 48 to fit the psychometric function, = 1 − 0.5 (− / ) 7 , where is the probability of a correct choice, is the evidence quality, which, in the case of the random-dot stimulus 49, 50 , is equal to the motion coherence level ( 9 ). With the parameters used with our model (see Table 1 ),
(the threshold at which the performance is 85%) is set to 6.59%, while , the slope, is equal to 1.35. We defined the model's response (or reaction) time as the overall time it took for the motor neuronal population activity to reach a threshold value of 17 Hz (mimicking a motor output and physically reaching a choice target) from stimulus onset time. This is equivalent to the motor position reaching some threshold value (see below).
Modelling sensorimotor populations using two-variable model. We used the reduced version of the spiking neural network model 46 described by its two slowest dynamical variables, which are the population-averaged NMDA-mediated synaptic gating variables 34 .
The dynamics of the two neuronal populations can be described by:
;
where the two excitatory neuronal populations representing the two choice options are labelled 1 and 2, and the 's are the population-averaged NMDA-mediated synaptic gating variables. is some fitting constant. < denotes the synaptic gating time constant (100 ms) constrained by NMDA receptor physiology. denotes the nonlinear single-cell input-output function fitted to that of a spiking neuronal model. The firing rates of the sensorimotor populations can be described by these three equations:
where , , are parameters for the input-output function fitted to a leaky integrate-and-fire neuronal model 34 . where [ ] x denotes a threshold-linear input-output function, with its input argument in units of nA. tua denotes a synaptic coupling constant from the sensorimotor populations to the lowuncertainty encoding neuronal population. J and Z are the neuronal population firing rates from the sensorimotor populations , . represents some top-down inhibition (1000 nA) on the uncertainty-monitoring populations from beginning of trial, which is removed 300 ms and 400 ms from Eqs. (6) and (7) after stimulus onset, respectively. When the activity of one of the sensorimotor neuronal populations crosses a threshold value (35 ) , is reactivated (3000 nA). This results in the activity pattern of uncertainty-monitoring module to mimic data observed in neural recordings 6, 25 (see Fig. 1b, middle panel) . Y,`aua denotes the inhibition strength from the low-uncertainty to high-uncertainty neuronal populations, while is some excitatory constant biased input that can be modulated by decision confidence from previous trial (see below).
Motor neuronal populations. Similar to the uncertainty-monitoring neuronal populations,
we dynamically modelled the motor output module using threshold-linear functions. Two neural populations selective for right and left -with mutual inhibition -were used. The persistent activity is maintained using mutual inhibition to create a line attractor model 51 .
The dynamics of the neuronal populations for the two choices (1 and 2) are described by:
where C and G are the firing rates from the two corresponding sensorimotor populations ( 
where n is a constant scaling factor with value of 55.
Uncertainty within a single trial. We used two measures to quantify the level of decision uncertainty in a trial. For the first measure, we used the maximum firing rate value of the high uncertainty-encoding population for each trial , allowing real-time monitoring of decision uncertainty. For a specific evidence quality value, we calculated the trial-averaged and SEM of these maximal values. For the second measure, we calculated the area under the curve of the firing rate activity over time of the high uncertainty-encoding population using the trapezoidal numerical integration scheme for each trial . This provides an overall quantification of decision confidence after a choice is made. It also acts as a proxy for any where denotes the trial number, and are scaling parameters. The parameter values set in this work are = 0.00035 and = 0.5 . This value of ŠxC is then used to modulate the tonic input (and hence baseline activity) of the high uncertainty-encoding population ( , in equation (7)) in the second trial using the following update:
→ + ŠxC (13) Regression and classification of model outputs. We used a linear polynomial function to fit the model's decision accuracy as function of uncertainty function as follows:
where is the probability of a correct choice, is the normalised uncertainty value (equation https://github.com/nidstigator/uncertainty_com_submission. README includes instructions on how to reproduce these figures. Please request to be a collaborator of this private repo in order to view and download the source code files.
Data availability. Data used as part of this work was generated by simulating a custom computer code. This code is made available upon request from the editor and/or reviewers.
Our code availability statement outlines how to gain access to this code.
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