Genetic variants in functional regions of the genome are enriched for complex trait heritabil-16 ity. Here, we introduce a new method for polygenic prediction, LDpred-funct, that leverages 17 trait-specific functional enrichments to increase prediction accuracy. We fit priors using the 18 recently developed baseline-LD model, which includes coding, conserved, regulatory and LD-19 related annotations. We analytically estimate posterior mean causal e↵ect sizes and then use 20 cross-validation to regularize these estimates, improving prediction accuracy for sparse architec-21 tures. LDpred-funct attained higher prediction accuracy than other polygenic prediction methods 22 in simulations using real genotypes. We applied LDpred-funct to predict 21 highly heritable traits 23 in the UK Biobank. We used association statistics from British-ancestry samples as training data 24 (avg N =365K) and samples of other European ancestries as validation data (avg N =22K), to 25 minimize confounding. LDpred-funct attained a +9% relative improvement in average predic-26 tion accuracy (avg prediction R 2 =0.145; highest R 2 =0.413 for height) compared to LDpred (the 27 best method that does not incorporate functional information), consistent with simulations. For 28 height, meta-analyzing training data from UK Biobank and 23andMe cohorts (total N =1107K; 29 higher heritability in UK Biobank cohort) increased prediction R 2 to 0.429. Our results show 30 that modeling functional enrichment improves polygenic prediction accuracy, consistent with the 31 functional architecture of complex traits. 32 Genetic variants in functional regions of the genome are enriched for complex trait heritability 1-6 . 34 In this study, we aim to leverage functional enrichment to improve polygenic prediction 7, eral studies have shown that incorporating prior distributions on causal e↵ect sizes can improve 36 prediction accuracy 9-12 , compared to standard Best Linear Unbiased Prediction (BLUP) or Prun-37 ing+Thresholding methods [13][14] [15] . Recent e↵orts to incorporate functional information have produced 38 promising results 16,17 , but may be limited by dichotomizing between functional and non-functional 39 variants 16 or restricting their analyses to genotyped variants 17 .
where (P T ) = 1 (1 PT 2 )sd(˜ i ), where 1 is the inverse standard normal CDF. Functional anno-LDpred-funct-inf. We modify LDpred-inf to incorporate functionally informed priors on causal e↵ect sizes using the baseline-LD model 18 , which includes coding, conserved, regulatory and LDrelated annotations, whose enrichments are jointly estimated using stratified LD score regression 5,18 .
Specifically, we assume that normalized causal e↵ect sizes have prior distribution i ⇠ N (0, c ⇤ 2 i ), where 2 i is the expected per-SNP heritability under the baseline-LD model (fit using training data 130 only) and c is a normalizing constant such that 
where M + is the number of SNPs with 2 i > 0. The posterior mean causal e↵ect sizes are computed by 133 solving the system of linear equations WE[ |˜ , D, 2 1 , . . . , 2 M ] = N ⇤˜ . h 2 g is estimated as described 134 above (see LDpred-inf). D is estimated using validation data, restricting to windows of size 0.15%M + .
136
LDpred-funct. We modify LDpred-funct-inf to regularize posterior mean causal e↵ect sizes using weight will be lower than for a bin with a high proportion of causal SNPs. This non-parametric 142 shrinkage approach can optimize prediction accuracy regardless of the genetic architecture. In detail, 
where the bin-specific weights ↵ k are optimized using validation data via 10-fold cross-validation. For 148 each held-out fold in turn, we split the data so we estimate the weights ↵ k using the samples from the 149 other nine folds (90% of the validation) and compute PRS on the held-out fold using these weights 150 (10% of the validation). We then compute the average prediction R 2 across the 10 held-out folds. To 151 avoid overfitting when K is very close to N , we set the number of bins (K) to be between 1 and 100, 152 such that it is proportional to h 2 g and the number of samples used to estimate the K weights in each 153 6 fold is at least 100 times larger than K:
where N is the number of validation samples. For highly heritable traits (h 2 g ⇠ 0.5), LDpred-155 funct reduces to the LDpred-funct-inf method if there are ⇠200 validation samples or fewer; for less 156 heritable traits (h 2 g ⇠ 0.1), LDpred-funct reduces to the LDpred-funct-inf method if there are ⇠1,000 minor allele frequency < 1%, removing SNPs with imputation accuracy < 0.9, removing SNPs that were not present in the 23andMe height data set (see below), and removing A/T and C/G SNPs to 219 eliminate potential strand ambiguity. . 220 In our simulations, we restricted training samples to up to 50,000 of the 113,660 unrelated British-221 ancestry samples, and restricted validation samples to 8 filters on imputation quality, avg.rsq< 0.5 or min.rsq< 0.3 in any imputation batch, and imputation 230 batch e↵ects). Analyses were restricted to the set of individuals with > 97% European ancestry, 231 as determined via an analysis of local ancestry 30 . Summary association statistics were computed 232 using linear regression adjusting for age, gender, genotyping platform, and the top five principal 233 components to account for residual population structure. The summary association statistics will be 234 made available to qualified researchers (see Web Resources). 235 We analyzed 5,957,935 genome-wide SNPs, after removing SNPs with minor allele frequency < 1%, 236 removing SNPs with imputation accuracy < 0.9, removing SNPs that were not present in the full 237 UK Biobank data set (see above), and removing A/T and C/G SNPs to eliminate potential strand 238 ambiguity.
239
Meta-analysis of full UK Biobank and 23andMe height data sets 240 We meta-analyzed height summary statistics from the full UK Biobank and 23andMe data sets. We
where P RS i is the PRS obtained using training data from cohort i. The PRS can be obtained using 243 P+T, P+T-funct-LASSO, LDpred-inf or LDpred-funct. The meta-analysis weights i can either be 244 specified via fixed-e↵ect meta-analysis (e.g. i = Ni P Ni ) or optimized using validation data 19 . We 245 use the latter approach, which can improve prediction accuracy (e.g. if the cohorts di↵er in their 246 heritability as well as their sample size). In our primary analyses, we fit the weights i in-sample 247 and report prediction accuracy using adjusted R 2 to account for in-sample fitting 19 . We also report 248 results using 10-fold cross-validation: for each held-out fold in turn, we estimate the weights i using the other nine folds and compute PRS on the held-out fold using these weights. We then compute 250 the average prediction R 2 across the 10 held-out folds.
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When using LDpred-funct as the prediction method, we perform the meta-analysis as follows.
252
First, we use LDpred-funct-inf to fit meta-analysis weights i . Then, we use i to compute (meta-253 analysis) weighted posterior mean causal e↵ect sizes (PMCES) via P MCES = 1 P MCES 1 + 254 2 P MCES 2 , which are binned into k bins. Then, we estimate bin-specific weights ↵ k (used to com-255 pute (meta-analysis + bin-specific) weighted posterior mean causal e↵ect sizes P K k=1 ↵ k P MCES(k)) 256 using validation data via 10-fold cross validation.
257

Baseline-LD model annotations 258
The baseline-LD model (v1.1) contains a broad set of 75 functional annotations (including coding, 259 conserved, regulatory and LD-related annotations), whose enrichments are jointly estimated using 260 stratified LD score regression 5,18 . For each trait, we used the ⌧ c values estimated for that trait to 261 compute 2 i , the expected per-SNP heritability of SNP i under the baseline-LD model, as
where a c (i) is the value of annotation c at SNP i.
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Joint e↵ect sizes ⌧ c for each annotation c are estimated via
where l(i, c) is the LD score of SNP i with respect to annotation a c and 2 i is the chi-square statistic 265 for SNP i. We note that ⌧ c quantifies e↵ects that are unique to annotation c. In all analyses of real 266 phenotypes, ⌧ c and 2 i were estimated using training samples only.
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In our primary analyses, we used 489 unrelated European samples from phase 3 of the 1000 where ↵ = 0.25, p j is the allele frequency of SNP j, and w j is the LDAK weight of SNP j computed 277 using UK10K data.
278
Results
279
Simulations 280
We performed simulations using real genotypes from the UK Biobank interim release and simulated 281 phenotypes (see Methods). We simulated quantitative phenotypes with SNP-heritability h 2 g = 0.5, 282 using 476,613 imputed SNPs from chromosome 1. We selected either 2,000 or 5,000 variants to 283 be causal; we refer to these as "sparse" and "polygenic" architectures, respectively. Table S3 and Table S4 . Among methods that do not use functional information, the 296 prediction accuracy of LDpred was higher than P+T (particularly for the polygenic architecture), 297 consistent with previous work 8, 12 (see Table S5 and Table S6 for optimal tuning parameters).
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Incorporating functional information via LDpred-funct-inf (a method that does not model spar-and +18% relative improvement for polygenic architecture at N =50K training samples; smaller im-310 provements at smaller sample sizes). The di↵erence in prediction accuracy between LDpred and each 311 other method, as well as the di↵erence in prediction accuracy between LDpred-funct and each other 312 method, was statistically significant in most cases (see Table S4 ). Simulations with 1,000 or 10,000 313 causal variants generally recapitulated these findings, although P+T-funct-LASSO performed better 314 than LDpred-funct for the extremely sparse architecture (Table S3) . 315 We performed three secondary analyses. First, we assessed the calibration of each method by 316 checking whether a regression of true vs. predicted phenotype yielded a slope of 1. We determined 317 that LDpred-funct was well-calibrated (regression slope 0.98-0.99), LDpred was fairly well-calibrated 318 (regression slope 0.85-1.00), and other methods were not well-calibrated (Table S7 ). Second, we 319 assessed the sensitivity of LDpred-funct to the choice of K=40 posterior mean causal e↵ect size bins 320 to regularize e↵ect sizes in our main simulations. We determined that results were not sensitive to 321 this parameter (Table S8) ; slightly higher values of K performed slightly better, but we did not finely 322 optimize this parameter. Third, we evaluated a "cheating" version of LDpred-funct that utilized the 323 true baseline-LD model parameters used to simulate the data, instead of estimating these parameters 324 from the data (LDpred-funct-cheat). LDpred-funct-cheat performed only slightly better than LDpred-325 funct, indicating that LDpred-funct is not sensitive to imperfect estimation of functional enrichment 326 parameters (see Table S9 ).
327
Application to 21 UK Biobank traits 328 We applied P+T, LDpred, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct to 21 UK Biobank 329 traits (14 quantitative traits and 7 binary traits; Table S1 and Table S2 ). We analyzed training 330 samples of British ancestry (avg N =365K) and validation samples of non-British European ancestry 331 (avg N =22K). We included 6,334,603 imputed SNPs in our analyses (see Methods). We computed 332 summary statistics and h 2 g estimates from training samples using BOLT-LMM v2.3 20 (see Table S10 ). 333 We estimated trait-specific functional enrichment parameters for the baseline-LD model 18 by running 334 S-LDSC 5,18 on these summary statistics. Results for quantitative traits are reported in Figure 2 and 335 Table S11 , and results for binary traits are reported in Figure 3 and Table S12 . Di↵erences between 336 each main prediction method and LDpred (and block-jackknife standard errors on these di↵erences) 337 are reported in Table S13 , and averages across all 21 traits for main and secondary prediction methods 338 are reported in Table S14 .
339
Among methods that do not use functional information, LDpred outperformed P+T (+18% rel-340 ative improvement in avg prediction R 2 ), consistent with simulations under a polygenic architecture 341 (see Table S15 and Table S16 for optimal tuning parameters) and with previous work 8, 12 . LDpred also 342 outperformed LDpred-inf, a method that does not model sparsity (see Table S14 ). The exclusion of long-range LD regions (see Methods) was critical to LDpred performance, as running LDpred without excluding long-range LD regions (as implemented in a previous version of this paper 35 ) performed 345 much worse (see Table S14 ).
346
Incorporating functional information via LDpred-funct-inf (a method that does not model spar-347 sity) performed only slightly better than LDpred (+0.9% relative improvement in avg prediction R 2 ).
348
Accounting for sparsity using LDpred-funct substantially improved prediction accuracy (+8.7% rel-349 ative improvement in avg prediction R 2 vs. LDpred, P = 0.006 for di↵erence using one-sided z-test 350 based on block-jackknife standard error in Figure 1 ) and higher absolute prediction R 2 ( Figure   356 2 vs. Figure 3) . Accordingly, the improvement of LDpred-funct vs. LDpred across all 21 traits was 357 smaller when averaging relative improvements in prediction R 2 for each trait individually (+6.3%), a 358 computation that more heavily weights traits with low prediction R 2 . LDpred-funct also performed 359 substantially better than P+T-funct-LASSO (+19% relative improvement in avg prediction R 2 ), 360 consistent with simulations under a polygenic architecture. 361 We performed several secondary analyses. First, we assessed the calibration of each method 362 by checking whether a regression of true vs. predicted phenotype yielded a slope of 1. As in our 363 simulations, we determined that LDpred-funct was well-calibrated (average regression slope: 0.98),
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LDpred was fairly well-calibrated (average regression slope: 0.89), and other methods were not well-365 calibrated (Table S17 ). Second, we assessed the sensitivity of LDpred-funct to the average value of 366 K = 58 posterior mean causal e↵ect size bins to regularize e↵ect sizes in these analyses (see Equation
367
6 and Table S10 ). We determined that results were not sensitive to the number of bins (Table S18) .
368
Third, we assessed the sensitivity of LDpred-funct to validation sample size; we note that our main 369 analyses involved very large validation sample sizes (up to 25,032; Table S1 and Table S2 ), which 370 aids the regularization step of LDpred-funct. We determined that results were little changed when 371 restricting to smaller validation sample sizes (as low as 1,000; see Table S19 ). Fourth, we determined 372 that functional enrichment information is far less useful when restricting to genotyped variants (e.g. 373 6.9% relative change in avg prediction R 2 for LDpred-funct vs. LDpred when both methods are 374 restricted to typed variants; Table S14 ), likely because tagging variants may not belong to enriched 375 functional annotations. Fifth, we evaluated a modification of P+T-funct-LASSO in which di↵erent 376 weights were allowed for the two predictors (P+T-funct-LASSO-weighted; see Methods), but results 377 were little changed (+1.1% relative improvement in avg prediction R 2 vs. P+T-funct-LASSO; Table  S14 ). Sixth, we obtained similar results for P+T-funct-LASSO when defining the "high-prior" (HP) Table S14 ). Seventh, we determined that incorporating baseline-LD model functional enrichments 381 that were meta-analyzed across traits (31 traits from ref. 18), instead of the trait-specific functional 382 enrichments used in our primary analyses, slightly reduced the prediction accuracy of LDpred-funct-383 inf (Table S14 ). Eighth, we determined that using our previous baseline model 5 , instead of the 384 baseline-LD model 18 , slightly reduced the prediction accuracy of LDpred-funct-inf and LDpred-funct 385 (Table S14 ). Ninth, we determined that inferring functional enrichments using only the SNPs that 386 passed QC filters and were used for prediction had no impact on the prediction accuracy of LDpred-387 funct-inf (Table S14 ). Tenth, we determined that using UK10K (instead of 1000 Genomes) as the LD 388 reference panel had virtually no impact on prediction accuracy (Table S14) .
389
Application to height in meta-analysis of UK Biobank and 23andMe cohorts 390 We applied P+T, LDpred-inf, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct to predict Results are reported in Figure 4 and Table S20 . The relative improvements attained by LDpred-400 funct-inf and LDpred-funct were broadly similar across all four training data sets (also see Figure   401 2), implying that these improvements are not specific to the UK Biobank data set. in heritability as well as sample size, and attained a +5.9% relative improvement in prediction R 2 410 compared to fixed-e↵ects meta-analysis (see Table S20 ). Figure S1 , and numerical results are reported in Table S3 and Table S4 . Table S11 . ⇤ denotes methods that significantly outperform LDpred (P < 0.05 for di↵erence using one-sided z-test based on block-jackknife standard error in Table S13 ). Table S12 . ⇤ denotes methods that significantly outperform LDpred (P < 0.05 for di↵erence using one-sided z-test based on block-jackknife standard error in Table S13 ). Table S20 .
Supplementary Figures
1,000 2,000 5,000 10,000 Figure S1 : Accuracy of 5 polygenic prediction methods in simulations using UK Biobank genotypes, for 4 values of the number of causal variants. We report results for P+T, LDpred, P+Tfunct-LASSO, LDpred-funct-inf and LDpred-funct in chromosome 1 simulations with 1,000 causal variants (extremely sparse architecture), 2,000 causal variants (sparse architecture), 5,000 causal variants (polygenic architecture) and 10,000 causal variants (extremely polygenic architecture). Results are averaged across 100 simulations. Top dashed line denotes simulated SNP-heritability of 0.5. Bottom dashed lines denote di↵erences vs. LDpred-inf; error bars represent 95% confidence intervals. Numerical results are reported in Table S3 and Table S4 . Table S3 : Accuracy of 5 polygenic prediction methods in simulations using UK Biobank genotypes, for 4 values of the number of causal variants. We report results for P+T, LDpred, P+Tfunct-LASSO, LDpred-funct-inf and LDpred-funct in chromosome 1 simulations with 1,000 causal variants (extremely sparse architecture), 2,000 causal variants (sparse architecture), 5,000 causal variants (polygenic architecture) and 10,000 causal variants (extremely polygenic architecture). Results are averaged across 100 simulations. We report standard errors in parentheses. Training sample size # Causal 10,000 20,000 50,000 1,000 0.03 0.1 1 2,000 0.03 0.1 1 5,000 0.03 0.1 1 10,000 0.1 0.3 1 Table S5 : Model parameter values for LDpred in simulations. We report the optimal value of p which is the fraction of non-zero e↵ects in the prior, and LD-radious assumed was Table S6 : Model parameter values for P+T and P+T-funct-LASSO in simulated traits. We report the optimal p-value threshold for Pruning + Thresholding (P+T), optimal p-value threshold for P+Tfunct-LASSO high prior SNP (HP) set and optimal p-value threshold for P+T-funct-LASSO low prior SNP (LP) set. Optimal R 2 LD values was 0. Table S8 : Sensitivity of LDpred-funct results to number of bins used for regularization in simulations using UK Biobank genotypes. We report results with the number of posterior mean causal e↵ect size bins used for regularization (K) set to 10, 20, 50 or 100. LDpred-funct-K denotes each respective value of K. We also report results for LDpred-funct-inf, which is identical to LDpred-funct with K set to 1.
(a)
Results are averaged across 100 simulations. We report standard errors in parentheses. Table S11 : Accuracy of 5 polygenic prediction methods across 14 UK Biobank quantitative traits. We report results for P+T, LDpred, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct. Optimal parameters for each method are reported in Table S16 , Table S15 and Table S10 . We report block jackknife standard error over 200 equally sized blocks of adjacent SNPs. Table S12 : Accuracy of 5 polygenic prediction methods across 7 UK Biobank binary traits. We report results for P+T, LDpred, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct. Optimal parameters for each method are reported in Table S16 , Table S15 and Table S10 . We report block jackknife standard error over 200 equally sized blocks of adjacent SNPs. Table S18 : Sensitivity of LDpred-funct results to number of bins used for regularization across 21 UK Biobank traits. We report results with the number of posterior mean causal e↵ect size bins used for regularization (K) set to 10, 20, 50, 75 or 100. LDpred-funct-K denotes each respective value of K. We also report results for LDpred-funct-inf, which is identical to LDpred-funct with K set to 1.
Data Set
Training Table S20 : Accuracy of 5 prediction methods in height meta-analysis of UK Biobank and 23andMe cohorts.
We report results for P+T, LDpred, P+T-funct-LASSO, LDpred-funct-inf and LDpred-funct, for each of 4 training data sets: UK Biobank interim release (113,660 training samples), UK Biobank (408,092 training samples), 23andMe (698,430 training samples) and meta-analysis of UK Biobank and 23andMe (1,107,430 training samples). We also report results for a fixed-e↵ect meta-analysis of UK Biobank and 23andMe. Table S21 : Accuracy of LDpred-funct and AnnoPred across 21 UK Biobank traits. We report prediction R 2 for LDpred-funct and AnnoPred, and di↵erence in prediction R 2 between AnnoPred and LDpred-funct. Block-jackknife standard errors are reported in parentheses. When running AnnoPred, we excluded SNPs from long-range LD regions (analogous to LDpred). We note that AnnoPred employs either (i) a prior in which the probability of being causal is the same for each SNP and the causal e↵ect size variance varies across SNPs, or (ii) a prior in which the probability of being causal varies across SNPs and the causal e↵ect size variance is the same for each SNPs. We considered only the first prior, as the second prior constructs categories of SNPs that share the same annotation values; in the case of continuous-valued annotations this would lead to an infinite number of categories.
