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ABSTRACT 
Using results of a previous paper on the closure of inverse M-matrices, we find 
the Drazin inverse of a matrix belonging to this closure. In addition, the structure of 
nonzero entries of the powers A’, A3,. of such a matrix A is shown to be invariant, 
and a result on P-matrices is applied to matrices of this closure. 
1. INTRODUCTION 
Suppose A is a square matrix. The smallest positive integer k for which 
rank(Ak) = rank(Ak+ ‘) is called the index of A and denoted by index(A) = k. 
In particular, if A is nonsingular, then index(A) = 1. 
If X is a square matrix nf the same size as A which satisfies 
and 
Ak+‘x=Ak where k = index(A), (1) 
XAx=x, (2) 
AX=XA, (3) 
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then A is called the Drazin inverse of A. We shall indicate the Drazin 
inverse of A by AD. 
It is well known that the Drazin inverse of A is unique. When the index 
of A is 1, the Drazin inverse coincides with the group inverse of A (see [l]). 
An n X n matrix A is called an M-matrix if A = kZ - B, where B > 0 and 
k 2 p(B), the spectral radius of B. If k > p(B), the matrix A is invertible. 
The class of n X n invertible M-matrices is denoted by M,, while the class of 
n X n inverse M-matrices is similarly denoted M,‘. The closure of M,, 
denoted M,, is the class of all n x n matrices which are limits of convergent 
sequences of M-matrices. Analogously, we denote the closure of the n X n 
inverse M-matrices by M,‘. 
In a recent paper [2], the authors completely characterized the set M,‘. 
Denoting by 9 the set of all nonnegative matrices which have exactly one 
nonzero entry in each column, the result is as follows: 
THEOREM A. An n X n matrix A belongs to M,’ if and only if there exist 
a permutation matrix P, a diagonal matrix D with positive diagonal entries, 
an inverse M-matrix B, and a matrix Q E 9 without a zero row such that 
I 
0 UBQ UBV+W 
D-‘PAPTD= 0 QTBQ QTBV 
0 0 0 
for some nonnegative matrices U, V, and W. It is possible that any one or two 
of the three block rows (and their corresponding block columns) can be void. 
We shall also denote by P (P) the class of square matrices which have all 
principal minors positive (nonnegative). The following characterization of the 
class P was proved in [3]: 
THEOREM B. The following properties of a square matrix A are equiva- 
lent: 
(i) All principal minors of A are positive (in other words, A belongs to P, 
i.e. is a P-matrix). 
(ii) For each vector x = (xi) + 0, there exists an index k such that 
xk yk > 0, where y = Ax. 
Now, we briefly describe the results of this paper. 
We discuss the computation of the Drazin inverse of an element of Ml ‘. 
We also show that if A belongs to the closure of inverse M-matrices, then its 
powers A”, A3,. . . all have invariant zero-nonzero pattern when the index of 
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A is 2, and A, A’, A3,. . . all have invariant zero-nonzero pattern when the 
index of A is one. This result is a generalization of the following theorem in 
161: 
THEOREM C. lf A is an inverse M-matrix, then A, A2, A3,. . . all have 
invariant zero-nonzero pattern. 
Next, we show that if A is a P-matrix, Q without a zero row belongs to 9 
of appropriate size, and t E (O,m), then QTAQdI - QT(QQT)-‘Q] is again 
a P-matrix. From this, we deduce that if A EM, ‘, then A + t(1 - AAD) and 
AD + t(l - AAD) have positive principal minors of all orders for t E (0, w>. 
This result parallels an interesting result of Mohan, Neumann, and Rama- 
murthy [5] on M-matrices. 
Finally, we suggest some directions for further study. 
2. TWO RESULTS ON THE DRAZIN INVERSE AND MATRICES 
OF CLASS I’ 
First, we shall study Drazin inverses of matrices of a special form. We 
denote, for a full-row-rank matrix Q E 9 and matrices U, V, W of appropriate 
sizes, by Y, the matrix 
(4) 
clearly, for W = 0, 
The following observations are easily obtained: 
OBSERVATION 2.1. For the ranks, 
(5) 
4%(X)) = f-(X), 
r(Y,(X)) = r(X)+ r(W). 
(6) 
(7) 
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OBSERVATION 2.2. We have 
Y,(X,)Ycl(X,) = Y,(X,RX,), 
Y,(X,)Ylv(X,) = Ycl(X,RX,)> 
(8) 
(9) 
where 
R = QQ*. (10) 
OBSERVATION 2.3. R is nonsingular, 
[Y,(R-‘)]‘=Y”(R-‘), 
Y,,(X)Y,(R-‘) = Y,(X), 
and 
Yo(R-‘P’,(X) = Ye(X). 
COROLLARY 2.4. If we denote 
Z(X) = Y,,( R-““XR-““), 
then 
Z(X,)Z(X,) = Z(X,X,), 
[Z(Z)]” = Z(I). 
THEOREM 2.5. Let X be a nonsingular matrix. Then the Drazin inverse of 
Y,(X) is 
(Y&X))” = YJR-‘X-‘R-l), (11) 
where R is given by (10). 
Proof. Denote by Y the matrix from (11). By (8) and (9), we obtain that 
Y,(X) and Y commute. The index of Y,(X) being two if W + 0 and one if 
W = 0, it is easily checked that also the conditions (1) and (2) are fulfilled. W 
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In the next theorem, we shall study a certain property of matrices of class 
P related to the class 9. 
THEOREM 2.6. Let r, n be integers satisfying 0 < r < n, and let 9 
denote the class of r x n matrices defined above. lf A is an r X r matrix in 
class P, Q E 9 has full row rank, and t > 0, then the matrix 
belongs to the class P. 
Proof. Without loss of generality, we can assume that Q has the form 
Q= 
T a1 0 . . . 0 
0 a?j ... 0 
. . . . . , . . . . . . . . 
\ 0 0 ... a: 
where ai are positive column vectors, i = 1,. . , s. 
(12) 
\ 
I 
We shall first prove a lemma and derive a corollary. 
LEMMA 2.7. L.et a = (a,) be a positive vector, and let Q = (aTI. Then for 
every nonzero vector x = (xi) of the same size as a, there exists an index k 
such that xk # 0, (Qx)xk > 0, and ([I - QT(QQT>-lQ]x)kxk > 0. 
Proof. Denote by K the set 
K=(k;x,#Oand(Qx)xk>O}. 
K is nonvoid, since if (Qx)xk < 0 for all k for which xk # 0, we would obtain 
a contradiction by multiplying by ak and summing (Qx)’ < 0. 
Let us show now there is an index in K such that 
x,([Z- Q'(oQ')-'Q]x), B 0. (13) 
If Qx = 0, this is clearly true. Suppose Qx is not zero. Without loss of 
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generality we may assume QX > 0. Then K = {k; xk > 01. Suppose that (13) 
is fulfilled for no k E K. Then, N being full index set for a and X, 
xk c af < ak c aixi forall kEK. 
It follows that 
c akxk c a; < c a: c ajxi, 
keK iEN kcK i=N 
so that 
a contradiction, since this is not true for K = N, whereas for K f N, the 
left-hand side is positive, the right-hand side nonpositive. n 
COROLLARY 2.8. Let Q be of the fnm (12) and let x = (XT, xl,. . . , XT)’ 
be a rwnzzro vector. Then for each j = 1,. . . , s fm which xi # 0, there exists 
un index s j such that (x j)S, # 0, 
(xj),5,(Qx)j a O, (14) 
and 
(X_j),r,( [ Ij - QT( QjQT)-'Qj] 'j)., a O’ 
Let us return to the proof of the theorem. To show that C E P, we shall 
use Theorem B to show that for every x + 0, x = (XT, x,‘, ,~a‘>‘, there 
exists j E { 1,. . . , s} such that x1 f 0, some coordinate (xi),,., # 0 of which 
satisfies (X,j),,,((CX)j),v, > 0. 
The vector QX has the form y = (y,,. .., y,$)’ where y,j = Qjxj. If y = 0, 
then Cx = tx and the assertion is true. Thus, suppose y # 0. Since A E P, 
there is, again by Theorem B, an index j for which 
Yj(& I,, > 0. (16) 
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By the corollary, there exists a coordinate (x~)~, + 0 for which both (14) 
and (15) hold. Without loss of generality, we can assume that (xj),y > 0. By 
(14) and (16), (QX)j > 0. Thus, by (161, all th e coordinates in the jth block of 
QTAQx are positive. Also, 
has its sj-coordinate nonnegative by (15). 
Since 
Cx = QTAQx + t[ I - Q’(QQ’)-‘Q]x, 
it follows that ((CX)~),~, > 0. 
By continuity, one easily obtains 
THEOREM 2.9. In the notation of Theorem 2.6, if A E F, the closure of P, 
and t 2 0, then the matrix 
also belongs to F. 
3. APPLICATIONS TO THE CLOSURE OF INVERSE M-MATRICES 
First, we shall study the pattern of zero entries in the powers of matrices 
in M-l. 
THEOREMS 3.1. Let A EM-‘. Then all the powers A”,A”,.. . haoe the 
same zero-nonzero pattern. If the index of A is one, A also has this pattern. 
Proof. By Theorem A, there exist a diagonal matrix D with positive 
diagonal entries, a permutation matrix P, and a matrix Q E 9 with full row 
rank such that D-‘PAPTD has the form (4) with X E M-l, U 2 0, V > 0, 
and W > 0. Since R = QQT in (10) is diagonal with positive diagonal entries, 
it follows from (8) that ( D-‘PAPTD)“,(D-1PAPTD)3,... have the same 
zero-nonzero pattern as Y,,(X”),Ya(X3), . . By Theorem C, all powers X, 
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x”, x” 
>..’ have the same zero-nonzero pattern. Because of nonnegativity of 
U, V, Q, and W, the same is thus true for A”, A”, . n 
If A has index 1, then W = 0, and the above argument works for the first 
power of A, too. 
TIIEOREM 3.2. Let C be a matrix in M-‘, and let t E(O,~). Then both 
matrices 
c + t(1- CC”), (17) 
c” + t(l- CCD) (18) 
belong to the class P. 
Proof. By Theorem A, either C has the same form as Y,(X) displayed 
in (4) with X E M- ‘, U > 0, V 2 0, and W 2 0, or some similarity of C by a 
positive diagonal and a permutation matrix has the same form as Y,(X). We 
may assume the former. By Theorem 2.5, CD has the form Yo( R - ‘X- ’ R - I ), 
where R is defined in (10). It follows from (8) that CCo = Y,,(R-‘1, i.e. 
‘I - ~(~002 - U(QQ’)-‘V- W 
\ 
I-ccD= 0 I, - QT(QQ“)-‘Q - QT(QQT)-k’ . 
0 0 13 / 
Since both matrices (17) and (18) have the block-triangular form with I, 
and I, in the block diagonal, it suffices to show that both the blocks 
Q’.XQ+t[I,-Q’(QQT)-‘Q] 
and 
QTR-‘X-‘R-IQ + t[ I, - Q’(QQ’)-‘Q] 
belong to P. However, this is an immediate consequence of Theorem 2.6, 
since both matrices X and R-‘X-‘R-’ belong to P. n 
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4. CONCLUDING OBSERVATIONS 
Let us observe first that the process from Theorem 3.6 assigning to any 
matrix X E P the matrix QTXQ + t[Z - QT(QQT>-‘Q] can be iterated and 
the result will again belong to P. 
To present another approach, denote by G(X, t) the matrix 
for X square and t a scalar. It is evident that 
[G(X,t)]‘= G(X”,t’) 
and by induction, 
[G(x,#=G(x~,~~), k=1,2 ,.... (19) 
In addition, 
G( I, 1) = I, 
and for X invertible and t # 0. 
[G(X,t)] -‘=G(X-‘,t-‘). 
Therefore, (19) holds for all integers. 
Analogously to the work in [4], define PM-matrices as those matrices all 
of whose powers belong to P. Trivially, the inverse of a PM-matrix is again a 
PM-matrix. From the above observations, we obtain immediately: 
THEOREM 4.1. Zf X is a PM-matrix, then for any t > 0, G(X, t> is a 
PM-matrix as well. 
Clearly, the same holds for further iterates of this process. 
For A E M-l, we now present necessary and sufficient conditions for A* 
to be in E. 
THEOREM 4.2. The Drazin inverse of a matrix A EM- ’ is an M-matrix if 
and only if the core part in the core decomposition of A is either zero, or 
block-diagonal with each nonzero irreducible diagonal block nonsingular. 
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Proof. The “if” part being trivial, assume that A EM-‘. By Theorem A, 
A can be brought to the form (4) by simultaneous permutations of rows and 
columns and by a diagonal similarity (with positive diagonal entries). If U 
and V are nonzero and QTBQ is nonvoid, then AD has a positive off- 
diagonal entry and does not belong to G. In the case that U = 0, V = 0 but Q 
is not nonsingular, the diagonal block Q’R- ‘B- ‘R- ‘Q has again a positive 
off-diagonal entry. 
Thus the only case for which A” is in E is obtained if the core part of A, 
i.e. the matrix Y(R-‘X-‘R-l) in the above notation, is (after an appropriate 
permutation) block-diagonal with each irreducible nonzero diagonal block 
nonsingular. n 
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