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AUTOMATIC SEQUENCES, GENERALISED POLYNOMIALS,
AND NILMANIFOLDS
JAKUB BYSZEWSKI AND JAKUB KONIECZNY
Abstract. We conjecture that bounded generalised polynomial functions can-
not be generated by finite automata, except for the trivial case when they are
periodic away from a finite set.
Using methods from ergodic theory, we are able to partially resolve this
conjecture, proving that any hypothetical counterexample is periodic away
from a very sparse and structured set. In particular, we show that for a
polynomial p(n) with at least one irrational coefficient (except for the constant
one) and integer m, the sequence ⌊p(n)⌋ mod m is never automatic.
We also obtain a conditional result, where we prove the conjecture under
the assumption that the characteristic sequence of the set of powers of an
integer k ≥ 2 is not given by a generalised polynomial.
Introduction
Automatic sequences are sequences whose n-th term is produced by a finite state
machine from base k digits of n. (A precise definition is given below.) By defini-
tion, automatic sequences can take only finitely many values. Allouche and Shallit
[AS92, AS03c] have generalized the notion of automatic sequences to a wider class of
regular sequences and demonstrated their ubiquity and links with multiple branches
of mathematics and computer science. The problem of demonstrating that a certain
sequence is or is not automatic or regular has been widely studied, particularly for
sequences of arithmetic origin. The aim of this article is to continue this study for
sequences that arise from generalized polynomials, i.e. expressions involving alge-
braic operations and the floor function via dynamical and ergodic methods. This
is possible because by the work of Bergelson and Leibman generalized polynomi-
als are strongly related to dynamics on nilmanifolds. The results obtained lead to
a number of interesting questions concerning zero sets of generalized polynomials
that we hope will be of independent interest.
In [AS03c, Theorem 6.2] it is proved that the sequence (f(n))n≥0 given by f(n) =
⌊αn+β⌋ for real numbers α, β is regular if and only if α is rational. The method used
there does not immediately generalise to higher degree polynomials in n, but the
proof implicitly uses rotation on a circle by an angle of 2πα. Replacing the rotation
on a circle by a skew product transformation on a torus (as in Furstenberg’s proof of
Weyl’s equidistribution theorem), we easily obtain the following result. (For more
on regular sequences, see Section 1).
Theorem A. Let p ∈ R[x] be a polynomial. Then the sequence f(n) = ⌊p(n)⌋, n ≥
0 is regular if and only if all the coefficients of p except possibly for the constant
term are rational.
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In fact, we show the stronger property that for an integer m ≥ 2 the sequence
f(n) mod m is not automatic unless all the coefficients of p except for the constant
term are rational, in which case it is periodic. It is natural to inquire whether a
similar result can be proven for more complicated expressions involving the floor
function such as e.g. f(n) = ⌊α⌊βn2 + γ⌋2 + δn + ε⌋. Such sequences are called
generalized polynomial and have been intensely studied. The main motivation for
this project is the following conjecture.
Conjecture A. Suppose that a sequence f is simultaneously automatic and gen-
eralised polynomial. Then f is ultimately periodic.
(We say that a sequence f is ultimately periodic if it coincides with a periodic
sequence except at a finite set.)
We are able to partially resolve this conjecture. First of all, we prove that the
conjecture holds except on a set of density zero. In fact, in order to obtain such a
result, we only need a specific property of automatic sequences. For the purpose of
stating the next theorem, let us say that a sequence f : N→ X is weakly periodic if
for any restriction of f to an arithmetic sequence, f ′(n) = f(an+b), a ∈ N, b ∈ N0,
there exist q ∈ N, r, s ∈ N0 with r 6= s, such that f ′(qn + r) = f ′(qn + s). Of
course, any periodic sequence is weakly periodic, but not conversely. All automatic
sequences are weakly periodic, which follows from the finiteness of kernels (see
Lemma 2.1). Another non-trivial example is the characteristic function of the
square-free numbers.
Theorem B. Suppose that a sequence f : N→ R is weakly periodic and generalised
polynomial. Then there exists a periodic function p and a set Z ⊂ N of (upper
Banach) density zero such that f(n) = p(n) for n ∈ N \ Z.
To obtain stronger bounds on the size of the exceptional set Z, we need to
restrict to automatic sequences and exploit some of their finer properties. Towards
this end we develop a structure theory for sparse automatic sequences, i.e. those
which take non-zero values on a set of integers of zero Banach density. In particular,
we show that the set where a sparse automatic sequence takes non-zero values is
either extremely small or combinatorially rich (see Theorem 3.13). Conversely, we
can show that sparse genearlised polynomials must be free of similar combinatorial
structures. As a consequence, we prove the following.
Theorem C. Suppose that a sequence f : N → R is automatic and generalised
polynomial. Then there exists a periodic function p and a set Z ⊂ N such that
f(n) = p(n) for n ∈ N \ Z and
sup
M
|Z ∩ [M,M +N)| = O
(
logC N
)
as N →∞ for a certain constant C.
In fact, we obtain a much more precise structural description of the exceptional
set Z. See Theorem 3.4 for details.
The most technically difficult ingredient in our proof of Theorem C has to do with
combinatorial structures in sparse in generalised polynomials. Using the techniques
developed by Bergelson and Leibman, this reduces to questions concerning set of
times an orbit on a nilmanifold hits a semialgebraic set (see Theorem 4.1 for the
exact statements, and Section 1 for terminology). As an interesting by-product,
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we show that the fractional parts of an equidistributed polynomial sequence on a
nilmanifold G/Γ (with G connected) cannot visit the projected image of a proper
subgroup of G infinitely many times (Proposition 4.8); this result to the best of our
knowledge is not present in the literature.
While Theorem C does not resolve Conjecture A, our proof thereof greatly re-
stricts the number of possible counterexamples. In fact, in order to prove Conjecture
A, it would suffice to prove that the characteristic sequence of powers of an integer
k ≥ 2 given by
gk(n) =
{
1, if n = kt for some t ≥ 0;
0, otherwise
is not generalized polynomial.
Theorem D. Let k ≥ 2 be an integer. Then one of the following statements holds:
(i) All sequences which are simultaneously k-automatic and generalised poly-
nomial are ultimately periodic.
(ii) The characteristic sequence gk of the powers of k is generalised polynomial.
This result prompts a more general question: For which exponential sequences
⌊λn + 1/2⌋ is the set of their values automatic? An example of such λ is the golden
ratio which corresponds to the Fibonacci numbers (Example 3.8). More subtle
examples are provided by some Pisot numbers of degree 3 (Theorem 6.21). We
revisit this issue in Question 2.
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1. Definitions
Notations and generalities. We denote the sets of positive integers and of non-
negative integers by N = {1, 2, . . .} and N0 = {0, 1, . . .}. We denote by [N ] the
set [N ] = {0, 1, . . . , N − 1}. We use the Iverson’s convention: whenever p is any
sentence, we denote by JpK its logical value (1 if p is true and 0 otherwise). We
denote the number of elements in a finite set A by |A|.
For a real number r, we denote by ⌊r⌋ its integer part, by {r} = r − [r] its
fractional part, by 〈〈r〉〉 = ⌊r + 1/2⌋ the nearest integer to r, and by ‖r‖
R/Z =
|r − 〈〈r〉〉| the distance from r to the nearest integer.
We use some standard asymptotic notation. Let f and g be two functions defined
for sufficiently large integers. We say that f = O(g) or f ≪ g if there exists c > 0
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such that |f(n)| ≤ c |g(n)| for sufficiently large n. We say that f = o(g) if for every
c > 0 we have |f(n)| ≤ c|g(n)| for sufficiently large n. Finally, we say that f = Θ(g)
if f = O(g) and g = O(f).
For a subset E ⊂ N0, we say that E has natural density d(A) if
lim
N→∞
|E ∩ [N ]|
N
= d(A).
We say that E has upper Banach density d∗(A) if
lim sup
N→∞
max
M
|E ∩ [M,M +N)|
N
= d∗(A).
We now formally define generalised polynomials.
Definition 1.1 (Generalised polynomial). The family GP of generalised polyno-
mials is the smallest set of functions Z → R containing the polynomial maps and
closed under addition, multiplication, and the operation of taking the integer part.
A set E ⊂ Z is called generalised polynomial if its characteristic function given by
f(n) = Jn ∈ EK is a generalised polynomial.
An example of a general polynomial would therefore be a function f given by
the formula f(n) = 2 +
√
2⌊√3n2 + 1/7⌋2 + n⌊n3 + π⌋.
Automatic sequences. Whenever A is a (finite) set, we denote by A∗ the free
monoid with basis A. It consists of finite words in A, including the empty word
ǫ, with the operation of concatenation. We denote the contatenation of two words
v, w ∈ A∗ by vw and we denote the length of a word w ∈ A∗ by |w|. In particular,
|ǫ| = 0. We say that a word v ∈ A∗ is a factor of a word w ∈ A∗ if there exist words
u, u′ ∈ A∗ such that w = uvu′. We denote by wR ∈ A∗ the reversal of the word
w ∈ A∗ (the word in which the elements of A are written in the opposite order).
Let k ≥ 2 be an integer and denote by Σk = {0, 1, . . . , k − 1} the set of digits in
base k. For w ∈ Σ∗k, we denote by [w]k the integer whose expansion in base k is w,
i.e. if w = vlvl−1 · · · v1v0, vi ∈ Σk, then [w]k =
∑l
i=0 vik
i. Similarly, for an integer
n ≥ 0, we write (n)k ∈ Σ∗k for the base k representation of n (without an initial
zero). (In particular, (0)k = ǫ.)
The class of automatic sequences consists, informally speaking, of finite-valued
sequences (an)n≥0 whose values an are obtained via a finite procedure from the
digits of base k expansion of an integer n.
The most famous example of an automatic sequence is arguably the Thue-Morse
sequence, first discovered by Prouhet in 1851. Let s2(n) denote the sum of digits in
base 2 expansion of an integer n. Then the Thue-Morse sequence (tn)n≥0 is given
by tn = 1 if s2(n) is odd and tn = 0 if s2(n) is even.
We will introduce the basic properties of automatic sequences. For more informa-
tion, we refer the reader to the canonical book of Allouche and Shallit [AS03a]. To
formally introduce the notion of automatic sequences, we begin by finite automata.
Definition 1.2. A finite k-automaton with output (which we will just call a k-
automaton) A = (S, s•, δ,Ω, τ) consists of the following data:
(i) a finite set of states S;
(ii) an initial state s• ∈ S;
(iii) a transition map δ : S × Σk → S;
(iv) an output set Ω;
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(v) an output map τ : S → Ω.
We extend the map δ to a map δ˜ : S × Σ∗k → S by the recurrence formula
δ˜(s, ǫ) = s, δ˜(s, wv) = δ(δ˜(s, w), v), s ∈ S,w ∈ Σ∗k, v ∈ Σk.
We call a sequence k-automatic if it can be produced by a k-automaton in the
following manner: one starts at the initial state of the automaton, follows the
digits of the base k expansion of an integer n, and then uses the output function to
print the n-th term of the sequence. This is stated more precisely in the following
definition.
Definition 1.3. A sequence (an)n≥0 with values in a finite set Ω is k-automatic if
there exists a k-automaton A = (S, s•, δ,Ω, τ) such that an = τ
(
δ˜(s•, (n)k)
)
. We
call a set E of nonnegative integers automatic if the characteristic sequence (an) of
E given by an = Jn ∈ EK is automatic.
The values of the Thue-Morse sequence are given by the 2-automaton
s• s10
1
1
0
with nodes depicting the states of the automaton, edges describing the transition
map and with τ(s•) = 0 and τ(s1) = 1. Thus, the Thue-Morse sequence is 2-
automatic.
In the definition above, the automaton reads the digits starting with the most
significant one. In fact, we might equally well demand that the digits be read
starting with the least significant digit or that the automaton produces the correct
answer even if the input contains some leading zeroes. Neither of these modifications
changes the notion of automatic sequences [AS03a, Theorem 5.2.3] (though of course
we would need to use a different automaton to produce a given automatic sequence).
There is a number of equivalent definitions of automatic sequences connecting
them to different branches of mathematics (stated for example in terms of alge-
braic power series over finite fields or letter-to-letter projections of fixed points of
uniform morphisms of free monoids). We will need one such definition that has a
combinatorial flavour and is expressed in terms of the k-kernel.
Definition 1.4. The k-kernel Nk((an)) of a sequence (an)n≥0 is the set of its
subsequences of the form
Nk((an)) = {(akln+r)n≥0 | l ≥ 0, 0 ≤ r < kl}.
Since for the Thue-Morse sequence we have relations t2n = tn, t2n+1 = 1 − tn,
one easily sees that the 2-kernel N2((tn)) consists of only two sequences N2((tn)) =
{tn, 1− tn}. This gives another argument for its 2-automaticity.
Proposition 1.5. [AS03a, Theorem 6.6.2] Let (an)n≥0 be a sequence. Then the
following conditions are equivalent:
(i) The sequence (an) is k-automatic.
(ii) The k-kernel Nk((an)) is finite.
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An automatic sequence by definition takes only finitely many values. In 1992
Allouche and Shalit [AS03c] generalized automatic sequences to a wider class of
k-regular sequences that are allowed to take values in a possible infinite set. The
definition of regular sequences is stated in terms of the k-kernel. For simplicity,
we state the definition for sequences taking integer values, though it could also be
introduced for sequences taking values in a (noetherian) ring.
Definition 1.6. Let (an)n≥0 be a sequence of integers. We say that the sequence
(an) is k-regular if its k-kernel Nk((an)) spans a finitely generated abelian subgroup
of ZN0 .
For example, the following sequences are easily seen to be 2-regular: (tn)n≥0,
(n3 + 5)n≥0, (s2(n))n≥0. (The corresponding subgroups spanned by the 2-kernel
have rank 2, 4, and 2. In the case of t = (tn)n≥0, the subgroup spanned by the
2-kernel is free abelian with basis consisting of t and the constant sequence (1)n≥0.)
In fact, every k-automatic (integer-valued) sequence is obviously k-regular, and the
following converse result holds.
Proposition 1.7. [AS03a, Theorem 16.1.5] Let (an)n≥0 be a sequence of integers.
Then the following conditions are equivalent:
(i) The sequence (an) is k-automatic.
(ii) The sequence (an) is k-regular and takes only finitely many values.
Corollary 1.8. [AS03a, Corollary 16.1.6] Let (an)n≥0 be a sequence of integers
that is k-regular and let m ≥ 1 be an integer. Then the sequence an mod m is
k-automatic.
A convenient tool for ruling out that a given sequence is automatic is provided
by the Pumping Lemma.
Lemma 1.9. [AS03b, Lemma 4.2.1] Let (an)n≥0 be a k-automatic sequence. Then,
there exists a constant N such that for any w ∈ Σ∗k with |w| ≥ N and any L ≤
|w|−N there exist u0, u1, v ∈ Σ∗k with w = u0vu1 such that L ≤ |u0| ≤ L+N− |v|,
and an takes the same value for all n ∈ {[u0vtu1]k | t ∈ N0}.
The final issue that we need to discuss is the dependence of the notion of k-
automaticity on the base k. While the Thue-Morse sequence is 2-regular, and is
also easily seen to be 4-regular, it is not 3-regular. This follows from the cele-
brated result of Cobham [Cob69]. We say that two integers k, l ≥ 2 are multiplica-
tively independent if they are not both powers of the same integer (equivalently,
log k/ log l /∈ Q).
Theorem 1.10. [AS03a, Theorem 11.2.2] Let (an)n≥0 be a sequence with values
in a finite set Ω. Assume that the sequence (an) is simultaneously k-automatic and
l-automatic with respect to two multiplicatively independent integers k, l ≥ 2. Then
(an) is eventually periodic.
We will have no use for Cobham’s Theorem. We will however use the following
much easier related result.
Theorem 1.11. [AS03a, Theorem 6.6.4] Let (an)n≥0 be a sequences with values
in a finite set Ω. Let k, l ≥ 2 be two multiplicatively dependent integers. Then the
sequence (an) is k-automatic if and only if it is l-automatic.
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Dynamical systems. An (invertible, topological) dynamical system is given by
a compact metric space X and a continuous homeomorphism T : X → X . We say
that X is transitive if there exists x ∈ X whose orbit {T nx | n ∈ Z} is dense in
X . We say that X is minimal if for every point x ∈ X the orbit {T nx | n ∈ Z}
is dense in X . (Equivalently, the only closed subsets Y ⊂ X such that T (Y ) = Y
are Y = X or Y = ∅.) We say that X is totally minimal if the system (X,T n) is
minimal for all n ≥ 1.
Let (X,T ) be a dynamical system. We say that a Borel measure onX is invariant
if for every Borel subset A ⊂ X we have µ(T−1(A)) = µ(A). By the Krylov-
Bogoliubov theorem, each dynamical system has at least one invariant measure.
We say that a dynamical system in uniquely ergodic if it has exactly one invariant
measure. We say that an invariant measure µ on X is ergodic if for every A ⊂ X ,
T−1(A) = A implies µ(A) ∈ {0, 1}.
If (X,T ) is minimal, x ∈ X and U ⊂ X is open, then the set {n ∈ Z | T nx ∈ U}
is syndetic, i.e. has bounded gaps [Fur81, Thm. 1.15].
We will frequently use the fact that a minimal system (X,T ) with X connected
is totally minimal. (Otherwise, there exists d ∈ N and a closed subset ∅ 6= Y ⊂ X
such that T d(Y ) = Y . By Kuratowski-Zorn Lemma there exists a minimal Y with
this property. The sets Y, T (Y ), T 2(Y ), . . . , T d−1(Y ) are disjoint, closed, and their
union is dense in X . This contradicts connectedness.)
Theorem 1.12 (Ergodic theorem for uniquely ergodic system, [EW10] Thm 4.10).
Let (X,T ) be a dynamical system with unique ergodic measure µ. Then, for any
f ∈ C(X),
1
N
N−1∑
n=0
f(T nx)→
∫
X
fdµ,
as N →∞, uniformly in x ∈ X.
By a standard argument that bounds the characteristic function of a set from
above and from below by continuous functions, we obtain the following result,
frequently used in the sequel.
Corollary 1.13. Let (X,T ) be a uniquely ergodic dynamical system with the
invariant measure µ. Then, for any x ∈ X and any S ⊂ X with µ(∂S) = 0, the set
E = {n ∈ N0 | T nx ∈ S} has (upper) Banach density µ(S).
In fact, in this case the limit superior in the definition of (upper) Banach density
can be replaced by a limit.
Generalized polynomials and nilmanifolds. A nilmanifold is a homogenous
space X = G/Γ, where G is a nilpotent Lie group and Γ is a discrete cocompact
subgroup, together with the action of G on X via left translations G×X → X . We
do not assume that G is connected, however in all the cases that we will consider the
connected component G◦ of G will be simply connected. We assume this henceforth,
since it will substantially simplify the discussion.
We begin by recalling a few basic facts concerning nilpotent Lie groups. We
follow the presentation in [BL07] and [Mal51], which the reader should consult for
the proofs. Let G be a connected simply connected nilpotent Lie group. For each
g ∈ G, there is a unique one-parameter subgroup {gt}t∈R of G, i.e. a continuous
homomorphism R→ G, t 7→ gt with g1 = g. Consider the lower central series
G0 = G1 ⊃ G2 ⊃ . . . ⊃ Gd ⊃ Gd+1 = 1
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given by G = G0 = G1 and Gi+1 = [G,Gi], 1 ≤ i ≤ d. The subgroups Gi are closed
and Gi/Gi+1 are finite dimensional R-vector spaces with the action of R given by
one-parameter subgroups.
Let li = dimRGi/Gi+1, ki =
∑i
j=1 lj, 1 ≤ i ≤ d. Then G has a Mal’cev basis, i.e.
elements e1, . . . , ek ∈ G, k = kd, such that eki+1, . . . , eki+1 ∈ Gi and their images
in Gi/Gi+1 constitute a basis of Gi/Gi+1 as a R-vector space.
It follows easily that any element g ∈ G can be written uniquely in the form
g = et11 · · · etkk , ti ∈ R.
Furthermore, it is possible to choose a Mal’cev basis to be compatible with Γ, i.e. so
that g = et11 · · · etkk is in Γ if and only if t1, . . . , tk ∈ Z. We will always assume that
our Mal’cev bases are compatible with Γ. A choice of a Mal’cev basis determines a
diffeomorphism
τ˜ : G→ Rk, et11 · · · etkk 7→ (t1, . . . , tk).
Under this identification, multiplication on G is given by polynomial formulas.
Let Q = {(t1, . . . , tk) ∈ Rk | 0 ≤ ti < 1, 1 ≤ i ≤ k} be the unit cube. The
preimage D = τ−1(Q) ⊂ G is the fundamental domain. For any g ∈ G, there
is a unique choice of elements [g] ∈ Γ, {g} ∈ D, called the integral part and the
fractional part of g respecitvely, such that {g} [g] = g. (Note that the elements {g}
and [g] depend on the choice of the Mal’cev basis.) Hence, the map τ˜ factors to a
continuous bijection
τ : G/Γ→ [0, 1)k,
which will play a crucial roˆle.
The choice of Mal’cev coordinates also induces a natural choice of metric on G
and G/Γ (cf. [GT12, Def. 2.2]).
A horizontal character is a non-trivial morphism of groups η : G → R/Z with
Γ ⊂ η−1(0), and is necessarily of the form η(g) =∑l1i=1 aiτi(gΓ), where ai ∈ Z, not
all 0. The norm of η, denoted ‖η‖, is by definition the Euclidean norm ‖(ai)‖2.
A set A ⊂ Rk is called semialgebraic if it is a finite union of subsets of Rk given by
a system of finitely many polynomial equalities and inequalities; in particular A is
Borel and of zero Lebesgue measure. A map p : A→ Rk defined on a semialgebraic
set A ⊂ Rk is called piecewise polynomial if there is a decomposition A = A1∪ . . .∪
As into a finite union of semialgebraic sets such that p|Ai : Ai → Rl is a polynomial
mapping restricted to Ai. We call a map p : X = G/Γ→ Rl piecewise polynomial if
it takes the form p = q ◦ τ where q : Q→ Rl is a piecewise polynomial map. While
the map τ : D → X depends on the choice of the Mal’cev basis, the concept of a
piecewise polynomial map on X does not. Note that if p : X → Rl is a piecewise
polynomial map and g ∈ G, then so is q : X → Rl given by q(hΓ) = p(ghΓ).
We now extend the above definitions to not necessarily connected simply con-
nected Lie groups G. A Mal’cev basis of G is simply a Mal’cev basis of its connected
component G◦. Similarly, we define piecewise polynomial maps p : X → Rl in terms
of their restrictions to the connected components of X by demanding that for each
g ∈ G the map G◦/(Γ ∩ G◦) → Rl, h(Γ ∩ G◦) 7→ p(ghΓ). (It is enough to verify
this condition only for a single g in each class gΓ ∈ G/G0.)
There is a natural way to introduce dynamics on a nilmanifold Any g ∈ G acts
on X by left translation Tg(hΓ) = ghΓ. There is a unique Haar measure µX on
G/Γ invariant under the left translations. For any g ∈ G, we obtain a dynamical
system (X,Tg). By a result of Parry [Par69], the conditions of minimality, unique
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ergodicity, and ergodicity with respect to the measure µX are equivalent. (In fact,
all this conditions can be verified on the maximal torus G/G2Γ ≃ Tl1 .)
Generalised polynomials and dynamics on nilmanifolds are intimately related.
This is explained in particular by the main result of [BL07, Theorem A].
Theorem 1.14 (Bergelson-Leibman). (i) If X is a nilmanifold, g ∈ G acts
on X by left translations, p : X → R is a piecewise polynomial map, and
x ∈ X, then u(n) = p(gnx), n ∈ Z is a bounded generalised polynomial.
(ii) If u : Z → R is a bounded generalised polynomial, then there exists a nil-
manifold, g ∈ G acting on X by left translations in such a way that the
action is ergodic, a piecewise polynomial map p : X → R, and x ∈ X such
that u(n) = p(gnx), n ∈ Z.
We finish by defining polynomial sequences with values in nilpotent groups.
Strictly speaking, polynomial sequences are defined relative to a filtration; we only
work with polynomial sequences with respect to the lower central series.
Definition 1.15. Let G be a nilpotent group and let G = G0 = G1 ⊃ G2 ⊃ . . . ⊃
Gd ⊃ Gd+1 = 1 be its lower central series. A sequence g : Z → G is polynomial if
it takes the form
g(n) = g
(n0)
0 g
(n1)
1 g
(n2)
2 . . . g
(nd)
d
for some gi ∈ Gi, 0 ≤ i ≤ d.
It has been proven by Lazard and Leibman that polynomial sequences form a
group with termwise multiplication. For more details, see [Laz54], [Lei98], [Lei02].
This is one of the many reasons why it is often more convenient to work with
polynomial sequences, even if one is ultimately interested in linear orbits.
Distribution properties of polynomial sequences have been extensively studied.
In the quantitative setting we have the following. We will also later need a quanti-
tative variant due to Green and Tao (cf. Theorem 6.13).
Theorem 1.16 (Leibman). Let G/Γ be a nilmanifold, and let g : Z → G be a
polynomial sequence. Then, either (g(n)Γ)n≥0 is equidistributed in X (with respect
to µX), or there exists a horizontal character η such that η ◦ g is constant.
IP-sets and IP-convergence. We denote by F the set of all finite nonempty
subsets α ⊂ N and we put F∅ = F ∪ {∅}. For sets α, β ∈ F , we write α < β if
a < b for all a ∈ α, b ∈ β. We will extensively use sequences (nα)α∈F indexed by
finite sets of natural numbers. In fact, for a sequence (ni)i∈N of integers, we will
frequently use the associated sequence (nα)α∈F given by nα =
∑
j∈α nj and denote
its set of finite sums by FS(ni) = {nα | α ∈ F} .
The following notion is widely used and well-studied.
Definition 1.17 (IP-set). A set E ⊂ N is called an IP-set if it contains a set of
the form FS(ni) for some natural numbers (ni)i∈N. Similarly, E ⊂ N is an IP+-set
if it contains E0 + a for some a ∈ Z and IP-set E0.
A set E ⊂ N is called an IP∗-set if it intersects nontrivially any IP-set.
The class of IP-sets is partition regular, i.e. whenever an IP-set E is written as
a union of finitely many subsets E = E1 ∪E2 ∪ . . .∪Er, at least one of the sets Ei
is an IP-set. This is the statement of Hindman’s Theorem (see [Hin74], [Ber10], or
[Bau74]). It follows that an IP∗-set is an IP-set, an intersection of two IP∗-sets is
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an IP∗-set, and an intersection of an IP∗-set and an IP-set is an IP-set. (For the
first and the third statement, let A be an IP∗-set and let B be an IP-set. Apply
Hindman’s theorem to the partitions N = A ∪ (N \A) and B = (B ∩A) ∪ (B \A).
The second statement then easily follows.)
IP-sets occur naturally in dynamics. Let (X,T ) be a minimal topological dy-
namical system. Then for every x ∈ X and every neighbourhood U of x, the set of
return times {n ∈ N | T n(x) ∈ U} is an IP∗-set (see e.g. [Fur81, Lemma 9.10]).
A related concept is that of an IP-ring. A family G ⊂ F of subsets of N is called
an IP-ring if there exists a sequence β = (βi)i∈N ⊂ F with β1 < β2 < . . . and such
that
G =
{⋃
i∈γ
βi
∣∣∣ γ ∈ F}.
An equivalent version of Hindman’s theorem says that whenever an IP-ring G is
written as a union of finitely many subfamilies G = G1 ∪ G2 ∪ . . . ∪ Gr, at least one
of the subfamilies Gi contains an IP-ring (cf. [Ber10], [Bau74].)
There is a natural notion of convergence for sequences indexed by F , or more
generally an IP-ring. Let X be a topological space and let (xα)α∈F be a sequence
of points of X . We say that the sequence (xα)α∈F converges to a limit x ∈ X along
an IP-ring G and we write
IP− lim
α∈G
xα = x
if for any neighbourhood U of x there exists α0 ∈ F such that for all α ∈ G with
α > α0 we have xα ∈ U . Limits along IP-rings are closely related to limits along
idempotent ultrafilters in N.
Let X be a compact topological space let (xα)α∈F be a sequence of points of X .
It is a corollary of Hindman’s theorem and a diagonal argument ([Fur81, Theorem
8.14] or [FK85, Theorem 1.3] ) that there exists an IP-ring G and a point x ∈ X
such that IP−limα∈G xα = x.
2. Density 1 results
Polynomial sequences. Our first purpose in this section is to prove Theorem A.
Recall that we aim to show that the sequence n 7→ ⌊p(n)⌋ is not regular, where
p ∈ R[x] has at least one irrational coefficient other than the constant term. We
will show more, namely that the sequence m 7→ ⌊p(n)⌋ mod m is not automatic for
m ≥ 2.
In fact, we will only need to work with the weaker property of weak periodicity,
defined in the introduction.
Lemma 2.1. Any automatic sequence is weakly periodic.
Proof. Let f be a k-automatic sequence. Since restriction to an arithmetic progres-
sion of a k-automatic sequence is again k-automatic, it will suffice to find q ∈ N,
r, r′ ∈ N0 with r 6= r′ such that f(qn+ r) = f(qn+ r′).
The k-kernel Nk(f) of f , consisting of the functions f(k
tn + r) for 0 ≤ r < kt,
is finite. Pick t sufficiently large that kt > |Nk(f)|. By the pidgeonhole principle,
there exist r 6= r′ such that f(ktn+ r) = f(ktn+ r′). 
Proposition 2.2 (Polynomial sequences are not weakly periodic). Let p(x) ∈
R[x] be a polynomial, and let an m ≥ 2 be an integer. Then, the sequence n 7→
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⌊p(n)⌋ mod m is weakly periodic if and only if it is periodic. This happens precisely
when all non-constant coefficients of p(x) are rational.
Proof. If all coefficients of p(x) are rational, except possibly the constant term,
then the sequence n 7→ ⌊p(n)⌋ mod m is easily checked to be periodic, hence weakly
periodic.
Suppose now that at least one non-constant coefficient of p(x) is irrational. Re-
placing p(x) with p(hx+ r) for multiplicatively large h if need be, we may assume
that the leading coefficient of p(x) is irrational. We will prove marginally more
than claimed, namely that for any 0 ≤ r < m, the sequence f given by
(1) f(n) =
{
1 if ⌊p(n)⌋ ≡ r (mod m),
0 otherwise,
fails to be k-automatic for any k. Fix k and r, and suppose for the sake of contra-
diction that f is k-automatic.
It will be convenient to expand 1mp(x) =
∑d
i=0 ai
(
x
i
)
, where d = deg p and(
x
i
)
= 1i!x(x − 1)(x− 2) . . . (x− i + 1). Note that ad ∈ R \Q and
(2) f(n) =
{
1, if
⌊
1
mp(n)
⌋
mod 1 ∈ [ rm , r+1m ) ,
0, otherwise.
We will represent p(n) dynamically. Let X = Td = Rd/Zd, and define the
self-map T : X → X by
(3) (x1, x2, x3, . . . , xd) 7→ (x1 + ad, x2 + x1 + ad−1, . . . , xd + xd−1 + a1).
A standard computation shows that for z = (0, 0, . . . , 0, a0) we have
(4) (T nz)j = zj +
∑
i≥1
ad−j+i
(
n
i
)
,
and in particular (T nz)d =
1
mp(n). Putting A = T
d−1 × [ rm , r+1m ) we thus find
(5) f(n) =
{
1, if T nz ∈ A,
0, otherwise.
Because f is weakly periodic, we may find q and r 6= r′ such that f(qn + r) =
f(qn + r′). The dynamical system (X,T ) is known to be totally minimal (see
e.g. [EW10, Section 4.4.3]). In particular, for any point y ∈ clA we may find a
sequence (ni)≥1 such that T qni+rz → y and T qni+rz ∈ A. It follows that the the
points T qni+r
′
z converge to T r
′−ry and lie in A. Thus, T r
′−r(clA) ⊂ clA. In light
of minimality, this is only possible if clA = X or clA = ∅— but this is absurd. 
Corollary 2.3. With notation as in Proposition 2.2, the sequence n 7→ ⌊p(n)⌋ mod
m is automatic if and only if it is periodic.
Proof. Immediate from Proposition 2.2 and Lemma 2.1. 
Proof of Theorem A. Suppose first that all non-constant coefficients of p(n) are ra-
tional, and fix k. Let h ∈ N be such that hp(n) has integer coefficients, possibly
except the constant term. Then f1(n) = ⌊hp(n)⌋ is an integer valued polyno-
mial, hence k-regular (Nk(f1) is contained in the deg p + 1 dimensional Z-module
consisting of Z-valued polynomials of degree ≤ deg p). Also, f2(n) = ⌊hp(n)⌋ −
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hf(n) = ⌊h {p(n)}⌋ is periodic, hence k-automatic, hence k-regular. It follows that
f(n) = 1h (f1(n)− f2(n)) is rational.
Conversely, suppose that f(n) is regular. Then, by Theorem 1.7, for any choice
of m ≥ 2, f(n) mod m is automatic. Now, it follows from Corollary 2.3 that all
non-constant coefficients of p(n) are rational. 
Generalised polynomials. Having dealt with the case of polynomial maps, we
move on to a more general context. Our next goal is the proof of Theorem B. We
begin with abstracting and generalising some of the key steps from the proof of
Theorem A.
Recall that a set of integers is thick if it contains arbitrarily long segments, and
syndetic if it has bounded gaps; any thick set intersects any syndetic set.
Lemma 2.4 (Totally minimal sequences are not weakly periodic). Let (X,T ) be a
totally minimal dynamical system. Let A ⊂ X, be a set with clA = cl intA 6= ∅, X
and let z ∈ X. Suppose that f : N0 → {0, 1} is a sequence such the set of n with
f(n) = JT nz ∈ AK is thick. Then f is not weakly periodic.
Proof. Suppose for the sake of contradiction that f were weakly periodic. In par-
ticular there are some q ∈ N, r, r′ ∈ N0 with r 6= r′ such that f(qn+r) = f(qn+r′).
Put d = r′ − r.
We will show that that T d(clA) ⊂ clA; because T is continuous and cl intA =
clA, it will suffice to prove that T d(intA) ⊂ clA. Once this is accomplished, the
contradiction follows immediately, because (X,T d) is minimal, while clA 6= ∅, X .
Pick any y ∈ intA and an open neighbourhood T dy ∈ V ; we aim to show that
V ∩A 6= ∅. Put U = T−dV ∩ intA 6= ∅, and consider the set S of those n for which
T qn+rz ∈ U . Because (X,T q) is minimal, S is syndetic. Let R0 be the set of those
n for which f(n) = JT nz ∈ AK and put R = (R0 − r)/q and R′ = (R0 − r′)/q.
Because R0 is thick, R ∩ R′ is thick, and because S is syndetic, S ∩ R ∩ R′ is
non-empty. Pick any n ∈ S ∩R∩R′, and put x = T qn+rz. Because n ∈ S, we have
x ∈ U , and T dx ∈ V . Since n ∈ R, we have f(qn + r) = Jx ∈ AK = 1, and hence
also f(qn+ r′) = 1. Finally, because n ∈ R′, we have 1 = f(qn+ r′) = qT dx ∈ Ay,
meaning that T dx ∈ V ∩A. In particular, V ∩ A 6= ∅, which was our goal. 
Remark 2.5. Some mild topological restrictions on the target set A are, of course,
necessary in the above lemma. Note that any open, non-dense and non-empty
subset of X will satisfy the stated assumptions.
The analogue of the representation of a polynomial sequence using a skew ro-
tation on the torus in (5) is provided by the Bergelson-Leibman Theorem 1.14.
In the special case of a generalised polynomial g(n) taking values in a finite set
Ω = {c1, . . . , cr}, it asserts that there exists a minimal nilsystem (X,T ), a point
z ∈ X , and a partition X = S1 ∪ S2 ∪ · · · ∪ Sr into semialgebraic pieces, such that
g(n) = cj if and only if T
nz ∈ Sj .
We are now ready to state and prove the main result of this section, from which
Theorem B easily follows.
Theorem 2.6. Let g : Z → R be a generalised polynomial taking finitely many
values, and let f : N0 → R be a weakly periodic sequence which agrees with g on a
thick set R ⊂ N0. Then, there exists a set Z ⊂ R with d∗(Z) = 0, such that the
common restriction of f and g to R \ Z is periodic.
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Proof. As a special case of Theorem 1.14, we may find a minimal system (X,T ),
z ∈ X , a partition X = ⋃rj=1 Sj with int ∂Sj = ∅ for all j, and constant cj , such
that
(6) g(n) =
r∑
j=1
JT nz ∈ SjK cj.
IfX is disconnected, then it has finitely many connected componentsX1, . . . , Xm,
which are permuted by T . Hence, for a = m! and any 0 ≤ b < a, the func-
tion g′(n) = g(an + b) can be represented as in (6) using a connected system.
Clearly, f ′(n) = f(an + b) is weakly periodic and agrees with g′(n) on the thick
set R′ = (R− b)/a. Thus, it will suffice to prove the theorem under the additional
assumption that X is connected. In this case, (X,T ) is totally minimal.
We may write
(7) g(n) =
r∑
i=j
JT nz ∈ intSjK + h(n),
where h(n) = 0 unless T nz ∈ ⋃rj=1 ∂Sj . In particular (by Corollary 1.13) the set
Z ⊂ N0 of n with h(n) 6= 0 has upper Banach density 0. Note that R \ Z is then
thick.
For j ∈ [r], put g′j(n) = JT nz ∈ intSjK and f ′j(n) = Jf(n) = cjK. Then g′j(n) =
f ′j(n) for n ∈ R \Z. By Lemma 2.4, this is only possible if for each j, the set intSj
is either empty or dense. Since µ(X \ ⋃rj=1 intSj) = 0, there is one i such that
intSi is dense, and intSj = ∅ for j 6= i. Denoting by Z ′ the set of n ∈ R with
T nz ∈ X \ intSi we have d∗(Z ′) = 0 and g(n) = ci for n ∈ R \ Z ′, as needed. 
Proof of Theorem B. Direct application of Theorem 2.6 with f = g and R = N0 
It is not a trivial matter to determine whether a given generalised polynomial
is periodic away from a set of density 0, although it can be accomplished by the
techniques in [BL07], [Lei12]. In order to give explicit examples, we restrict to
generalised polynomials of a specific form, which is somewhat more general than
the one considered in Proposition 2.2.
Corollary 2.7. Suppose that q : Z → R is a generalised polynomial with the
property that λg(an) mod 1 is equidistributed in [0, 1) for any λ ∈ Q \ {0} and
a ∈ N, and let m ≥ 2. Then, the sequence f(n) = ⌊q(n)⌋ mod m is not automatic.
Proof. Suppose f(n) were automatic. By Theorem B, there exist a ∈ N and Z ⊂ N0
with d∗(Z) = 0, such that f(an) is constant for n ∈ N0 \ Z. Hence, there is some
0 ≤ r < m such that 1mq(an) ∈
[
r
m ,
r+1
m
)
for n ∈ N0 \ Z, contradicting the
equidistribution assumption. 
The uniform distribution of generalised polynomials has been extensively studied
by H˚aland [Hal93],[Hal94],[HK95], and later very general theory was developed by
Bergelson and Leibman [BL07], [Lei12]. In view of the the results in [Hal93], it
is fair to say that for a “generic” generalised polynomial q(n) is equidistributed
modulo 1. Hence, the assumptions on q(n) in Corollary 2.7 are relatively mild.
To make the last remark precise, let us define the (multi-)set of coefficient of a
generalised polynomial q as follows. If q(n) =
∑
j αjn
j is a polynomial, then the
coefficients of q(n) are the non-zero terms among the αj . If q(n) = r1(n)+ r2(n) or
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q(n) = r1(n)·r2(n), then the coefficients of q(n) are the union of coefficients of r1(n)
and r2(n). Finally, if q(n) = α ⌊r(n)⌋, then the coefficients of q are the coefficients
of r(n) and α. The set of coefficients will depend on the choice of representation
of the generalised polynomial at hand; we fix one such choice. We cite a slightly
simplified version of the main theorem of [Hal93].
Theorem 2.8. Suppose that q(n) is a generalised polynomials, and all of the prod-
ucts of coefficients of q(n) are Q-linearly independent. Then q(n) is equidistributed
modulo 1.
As an example application, we may conclude that
⌊√
2n
⌊√
3n
⌋⌋
mod 10 is not
an automatic sequence.
3. Sparse sets
In this section, we begin the investigation of sparse sequences. Here, we call
a sequence f : N0 → {0, 1} sparse if it is the characteristic function of a set with
upper Banach density 0. Note that for such sparse sequences, Theorem B conveys
no useful information. Conversely, in light of Theorem B, to prove Conjecture A,
it would suffice to verify it for sparse sequences — this observation will be made
precise in the Proof of Theorem C below.
To formulate our main result, it is convenient to introduce a piece of terminology.
Definition 3.1 (Very sparse sets). Let k ≥ 2, r ≥ 0. A basic very sparse set of
rank r, base k, is a set of the form
(8) E =
{
[w0u
l1
1 w1u
l2
2 . . . u
lr
r wr]k
∣∣∣ l1, . . . , lr ∈ N0} ,
where u1, . . . , ur ∈ Σ∗k, and w0, . . . , wr ∈ Σ∗k. A very sparse set (of rank r, base k) is
a finite union of basic very sparse sets (of rank r, base k). A sequence f : N0 → {0, 1}
is very sparse if the set {n ∈ N0 | f(n) = 1} is very sparse.
Lemma 3.2. Any very sparse sequence base k is k-automatic.
Proof. This is clear by explicit construction. 
Remark 3.3. A subset of a sparse set is always a sparse set, but a subset of a very
sparse set need not be a very sparse set.
Theorem 3.4. Suppose that a sparse sequence f : N0 → {0, 1} is simultaneously
k-automatic and generalised polynomial. Then, f is very sparse.
Proof of Theorem C, assuming 3.4. Suppose that f : N0 → R is automatic and gen-
eralised polynomial. Let p(n) be the periodic function such that the set Z =
{n ∈ N0 | f(n) = p(n)} has d∗(Z) = 0, whose existence is guaranteed by Theorem
B. Denote
f ′(n) =
{
1, if f(n) = p(n),
0, otherwise.
Then (e.g. by Lemma 3.6), f ′(n) is generalised polynomial and automatic. By
Theorem 3.4 f ′(n) is very sparse, so we have |Z ∩ [M,M +N)| =∑M+Nn=M f ′(n) =
O (logrN) for some r ∈ N0 as N →∞. 
We recall Theorem D, which is obtained as a corollary to the above structural
description. More precisely, it will follow immediately from Proposition 5.8 by
repetition of the above argument.
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Theorem 3.5. Fix k ≥ 2. Either the set {ki ∣∣ i ∈ N0} is generalised polynomial,
or any k-automatic, generalised polynomial sequence is eventually periodic.
While we believe that Conjecture A is true, hence there are no non-zero sparse se-
quences which are simultaneously generalised polynomial and automatic, we pause
to give some examples of sparse generalised polynomials for which it is not a priori
clear that they cannot be automatic. We postpone the proof of Theorem 3.4 until
later, and will delegate much of the technical work to Sections 4 and 5.
Lemma 3.6. If h is an (unbounded) generalised polynomial, then
g(n) =
{
1, if h(n) = 0,
0, otherwise,
is a generalised polynomial. Likewise, for any a < b,
g′(n) =
{
1, if a ≤ h(n) < b,
0, otherwise,
is a generalised polynomial.
Proof. Because h(n) takes countably many values for n ∈ N0, there exists θ ∈ R
such that θh(n) ∈ R \Q unless h(n) = 0. Now, a short computation verifies that
g(n) = 1− ⌈{θh(n)}⌉ .
For the additional part of the statement, after rescaling we may assume that a = 0
and b = 1. Then, g′(n) = J⌊h(n)⌋ = 0K, and we may repeat the construction above
for h′(n) = ⌊h(n)⌋. 
Remark 3.7. In contrast with Lemma 3.6, for a generalised polynomial h and
a ∈ R, the function Jh(n) < aK will not generally be a generalised polynomial.
Example 3.8. Take a ∈ N and let (ni) be the sequence given by n0 = 0, n1 = 1
and ni+2 = ani+1 + ni. Then E = {ni | i ∈ N0} is generalised polynomial. For
a = 1, this is the set of Fibonacci numbers.
Proof. Let α ∈ R be the real number with continued fraction expansion α =
[a; a, a, . . . ], i.e.
α = a+
1
a+
1
a+ · · ·
=
a+
√
a2 + 4
2
,
and put E′ =
{
n ∈ N0
∣∣ ‖nα‖ < 12n}. Note that E′ is generalised polynomial by
Lemma 3.6, so it will suffice to show that the symmetric difference E△E′ is finite.
By a classical theorem of Legendre (see e.g. [Khi63, Thm. 5.1]), we have E′ ⊂ E.
Conversely, using a well-known formula for the error term in continued fraction
approximations (see e.g. [Khi63, Thm. 3.1]), we find
ni ‖niα‖ = n2i
∞∑
l=0
(−1)l
ni+lni+l+1
−−−→
i→∞
∞∑
l=0
(−1)l
α2l+1
=
1
α+ 1/α
=
1√
a2 + 4
,
because ni+1/ni → α as i → ∞. Since 1√a2+4 < 12 , for sufficiently large i we have
‖niα‖ < 12ni , whence ni ∈ E′. 
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Remark 3.9. Similar argument works also for sequences given by recurrence
ni+2 = ai+2ni+1 + ni, where ai ≥ 2 is a bounded sequence of integers. Then,
ni is the sequence of denominators in the best reational approximations of a badly
approximable real number.
We are now ready to approach the proof of Theorem 3.4. The first ingredient
is a structure theorem for sparse automatic sequences. It is covenient to introduce
some additional terminology, namely a slight refinement of the notion of an IP+-set
introduced in Section 1, allowing for a variable sequence of shifts.
Definition 3.10 (IPS-set). For a sequence (ni)i∈N ⊂ N and shifts (Nt)t≥1 ⊂ N0,
the corresponding set of shifted finite sums is
(9) FS(ni;Nt) = {nα +Nt | t ∈ N, α ⊂ [t]} ,
where nα =
∑
i∈α ni. Any set containing FS(ni;Nt) for some (ni), (Nt) is called
an IPS-set.
Remark 3.11. If Nt = 0 (resp. Nt = const.) then the set FS(ni;Nt) in (9) is an
IP-set (resp. IP+-set). In general, an IPS-set need not be an IP+-set.
Remark 3.12. An equivalent (though apparently weaker) definition of an IPS-set
can be phrased as follows: A set E ⊂ N is IPS-if there exist sequences (ni)i∈N ⊂ N,
(Nt)t≥1 ⊂ N0 and (t0(α))α∈F ⊂ N such that nα + Nt ∈ E for any α ∈ F and
t ≥ t0(α).
We are now ready to phrase the structure theorem alluded to before, which is
interesting in its own right. The proof is given in Section 5.
Theorem 3.13. Let f : N0 → {0, 1} be a sparse automatic sequence. Then, either
f is very sparse, or there exists an IPS-set E such that f(n) = 1 for all n ∈ E.
In light of Theorem 3.13, combined with Theorem 1.14, the relevance of the
behaviour of nilsequences along IPS-sets becomes clear. The following theorem is
the main result of Section 4.
Theorem 3.14. Let (X,T ) a minimal nilsystem, and let x ∈ X. Suppose that S ⊂
X is semialgebraic, and that the set {n ∈ N0 | T nx ∈ S} is IPS. Then intS 6= ∅.
Proof of Theorem 3.4 assuming 3.13 and 3.14. Let f : N0 → {0, 1} be sparse, au-
tomatic and generalised polynomial. By Theorem 1.14, there exists a minimal
nilsystem (X,T ) and a semialgebraic set S ⊂ X , such that f(n) = JT nx ∈ SK.
Suppose for the sake of contradiction that f is not very sparse. Then, by Theorem
3.13, the set {n ∈ N0 | T nx ∈ S} is IPS. Hence, by Theorem 3.14, intS 6= ∅, and in
particular µX(S) > 0. On the other hand, by the Ergodic Theorem 1.12, we have
µX(S) = d ({n ∈ N0 | f(n) = 1}) = 0, which is a contradiction. 
4. Sparse generalised polynomials
In this section, we prove Theorem 3.14. In the process, we obtain results concern-
ing the distribution of fractional parts of polynomial sequences, such as Proposition
4.6 and 4.8, which are possibly of independent interest.
It will be slightly more convenient to reformulate Theorem 3.14 as follows.
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Theorem 4.1. Let G/Γ be a nilmanifold, g ∈ G whose action of G/Γ is minimal,
a ∈ G, and let S ⊂ G/Γ be a semialgebraic set with intS = ∅. Then, there does not
exist an IPS-set E such that
(10) gnaΓ ∈ S, n ∈ E.
Preliminaries. In dealing with IPS- sets, the following Lemma will be useful.
The following lemma is standard. For proof, see e.g. [Lei05a, Lemma 2.5],
[Lei05b, Lemma 3.4], or [ZK13, Lemma 1.11].
Lemma 4.2. Let G be a nilpotent group (not necessarily Lie), and let H < G be a
subgroup of G such that HG2 = G. Then H = G.
The following fact is standard. We include a succinct proof for the convenience
of the reader because we were not able to locate it in the literature in this form.
Alternatively, we could also use a different factorisation which appears e.g. in [ZK13,
Corollary 4.26]. We will need the fact that if G/Γ is a connected nilmanifold, then
Gi = (G
◦ ∩Gi)(Γ ∩G) for all i, which can be shown by a simple induction.
Lemma 4.3. Let G/Γ be a connected nilmanifold, and let g : Z→ G be a polynomial
sequence. Then, there exists a polynomial sequence h : Z → G with coefficients in
G◦, such that g(n)Γ = h(n)Γ.
Proof. Let s be the step of G. We may write g(n) as
(11) g(n) = a
(n0)
0 a
(n1)
1 . . . a
(ns)
s ,
where ai ∈ Gi. We show by induction on r that there exists a polynomial
sequences hr, γr : Z→ G taking values in G◦ and Γ respectively such that
hr(n)
−1g(n)γ−1r (n) = e,
for n = 0, 1, . . . , r.
Suppose the claim holds for r−1. Replacing g(n) with hr−1(n)−1g(n)γ−1r−1(n), we
may assume g(0) = · · · = g(r−1) = e. Hence, in (11) we have a0 = · · · = ar−1. We
may write ar = brγr, where br ∈ Gr∩G0 and γr ∈ Gr∩Γ. Now b−(
n
i)
r g(n)γ
−(nr)
r = e
for n = 0, 1, . . . , r. 
We will need also the following basic fact about invariant algebraic sets.
Lemma 4.4. Suppose that A ⊂ Rd is an algebraic set, and P : Rd → Rd is a
polynomial map. If P−1(A) ⊂ A, then also P (A) = A.
Proof. Consider the descending sequence of nonempty algebraic sets
A ⊇ P−1(A) ⊇ P−2(A) ⊇ P−3(A) ⊇ . . .(12)
By Hilbert’s Basis Theorem, there is n such that P−n(A) = P−n−1(A), whence
P (A) = A. 
Initial reductions. Our proof of Theorem 4.1 is indirect: we exploit the existence
of orbit satisfying (10) to construct algebraically invariant objects whose existence
is inreasingly difficult to sustain, up to the point when we obtain a blatant contra-
diction. We begin with a relatively straightforward reduction.
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Step 1. Assume Theorem 4.1 is false. Then, there exists a connected nilmanifold
G/Γ, g ∈ G whose action on G/Γ is minimal, as well as a piecewise algebraic subset
S ⊂ G/Γ with intS = ∅ and an IP-set E ⊂ N such that
(13) gnΓ ∈ S, n ∈ E.
Proof. Suppose that Theorem 4.1 fails, so that (10) holds. We first address the
issue of connectedness. There is an integer d, such each connected component of
G/Γ contains a point hΓ with hd ∈ Γ ([Lei05b, 2.7]). The group Γ˜ generated by
Γ and one h ∈ G as above has [Γ˜ : Γ] < ∞ ([ZK13, 1.14]). Replacing Γ with Γ˜
and S with its image under projection G/Γ → G/Γ˜, we may assume that G/Γ is
connected.
Let (ni)i∈N, (Nt)t≥1 and (t0(α))α∈F be such that nα +Nt ∈ E for t ≥ t0(α), so
that
gnα+NtaΓ ∈ S.
Replacing S with its closure, which is again a semialgebraic set with empty interior,
we may assume that S is closed. Restricting Nt to a subsequence if necessary, we
may assume that gNtaΓ → bΓ for some b ∈ G as t → ∞. It follows that for any
IP-set E′ ⊂ FS(ni) we have
gnbΓ = lim
t→∞ g
n+NtaΓ ∈ S, n ∈ E′.
Finally, put Γ′ = bΓb−1 and let S′ be the projection to G/Γ′ a copy of S in G. We
find that gnΓ′ ∈ S′ for n ∈ E′, as needed. 
Fractional parts and limits. Let G/Γ be a nilmanifold with specified Mal’cev
basis. A technical difficulty in dealing with fractional parts in G stems from the
fact that, for a sequence gn ∈ G, the limit of gnΓ does not determine the limit of
{gn} if the limit lies on the boundary of the fundamental domain. The following
lemma partially overcomes this difficulty.
Lemma 4.5. Let G/Γ be a connected nilmanifold. Then, for any (gn)n≥0 ⊂ G
with limn→∞ gnΓ = eΓ, there exists a choice of Mal’cev basis X and a subsequence
(xn)n∈L, such that limn→∞,n∈L {xn} = e.
Likewise, for any (gα)α∈F , there exists a choice of Mal’cev basis X and IP-ring
G such that IP−limα∈G {gα} = e.
Proof. By induction, we prove that for each r, there exists a Mal’cev basis X =
(X1, X2, . . . , Xd) such that (possibly after passing to a subsequence) we have
lim
n→∞ {xn} = h
such that τi(h) = 0 for i < r. For r = 1, the claim is trivially satisfied, and the
claim for r = s+ 1 implies the statement of the lemma, where s is the nilpotency
class of G.
If the claim holds for r, then we may write
gn = exp(tr(n)Xr) exp(tr+1(n)Xr+1) . . . exp(td(n)Xd)γ(n),
where ti(n) ∈ [0, 1), γ(n) ∈ Γ, and ti(n) → τi(h) as i → ∞. Since h ∈ Γ, we have
τr(h) ∈ {0, 1}. If τr(h) = 0, we are done. Otherwise, we may write
gn = exp((1 − tr(n))(−Xr)) exp(Xr) exp(tr+1(n)Xr+1) . . . exp(td(n)Xd)γ(n)
= exp((1 − tr(n))(−Xr)) exp(t′r+1(n)Xr+1) . . . exp(t′d(n)Xd)γ′(n),
AUTOMATIC SEQUENCES, GENERALISED POLYNOMIALS, AND NILMANIFOLDS 19
where t′i(n) ∈ [0, 1) and γ′(n) ∈ Γ. Replacing X with X′ = (X ′1, . . . , X ′d) with
X ′r = −Xr and X ′i = Xi for i 6= r, we find the sought Mal’cev basis for r + 1.
The proof of the additional part for IP-limits is fully analogous. 
We are now ready to perform the first substantial step in the proof of Theo-
rem 4.1, where we construct an algebraic set inside G with surprising invariance
properties. This is helpful largely because working in G is easier than in G/Γ.
Step 2. Suppose that Theorem 4.1 is false. Then there exists a connected nilmani-
fold G/Γ with Mal’cev basis X, g ∈ G whose action on G/Γ is minimal, an algebraic
set R ⊂ G◦ with intR = ∅, and an IP-set E = FS(ni) such that R is preserved
under the operations
(14) Pα : G→ G, x 7→ gnαx [gnα ]−1
for all α ∈ F . Additionally, Pβ ◦ Pα = Pα∪β for all α < β.
Proof. Let notation be as in the conclusion of Step 1, but we reserve the right to
replace E = FS(ni) with an IP-subset.
By the IP-recurrence theorem ([Fur81, Lemma 9.10]), after replacing E with a
smaller IP-set, we may assume that IP−limα gnαΓ = eΓ. Hence, by Lemma 4.5
there exists a choice of Mal’cev basis such that, possibly after shrinking E again,
we have
(15) IP− lim
α∈F
{gnα} = e.
For fixed β and sufficiently large α > β, we aim to compute {gnα∪β} in terms of
gnβ and {gnα}. We begin by noting that
{gnα∪β} = {gnβ {gnα}} = gnβ {gnα} [gnβ {gnα}]−1 = gnβ {gnα} [gnβ ]−1 γ(α, β),
where γ(α, β) is bounded by a constant dependent at most on β. Using a diagonal-
ising argument to pass to an IP-subset of E, we may assume that γ(α, β) = γ(β)
does not depend on α. Letting α→∞ we now have
IP− lim
α∈F
{gnα∪β} = {gnβ} γ(β).
If β is sufficiently large, this implies that γ(β) = e. Passing to an IP-subset, we
may assume that γ(β) = e for all β ∈ F . Hence, we have:
{gnα∪β} = gnβ {gnα} [gnβ ]−1 = Pβ({gnα}),(16)
for any α, β ∈ F with β < α. Because Pβ ◦ Pα and Pβ∪α agree on at least one
point (such as {gnλ} for λ > α), a short manipulation shows that Pβ ◦ Pα = Pβ∪α
everywhere. We will use this fact several times.
Denote by S˜ ⊂ G◦ the Zariski closure of the copy of S contained in the funda-
mental domain for X. Then, S˜ is a algebraic subset of G◦ with int S˜ = ∅.
For any α, let Rα denote the set of x ∈ S˜ such that Pβ(x) ∈ S˜. Clearly, Rα are
algebraic, and by (16) we have {gnα} ∈ Rβ if α > β. Finally, let R =
⋂
α∈F Rα.
Because of Hilbert’s Basis Theorem, there is finite collection B ⊂ F such that
R =
⋂
β∈B Rβ . Note that R is non-empty as {gnα} ∈ R if α > β for all β ∈ B. It
remains to show that R is preserved under Pα for α large enough.
Suppose that x ∈ R and α > β for all β ∈ B; we will show that Pα(x) ∈ R.
For this, it suffices to check that Pα(x) ∈ Rβ for β ∈ B, that is Pα(x) ∈ S˜ and
20 J. BYSZEWSKI AND J. KONIECZNY
Pβ(Pα(x)) ∈ S˜. The first condition follows immediately from x ∈ Rα, and the
latter from x ∈ Rα∪β . 
Fractional parts and polynomials. Our next aim is to show that the set R
constructed in Step 2 needs to be invariant under a wider range of operations. For
this purpose, we study the possible algebraic relations between polynomials and
their fractional parts.
Lemma 4.6. Let G/Γ be a nilmanifold equipped with a Mal’cev basis X. Let
g, h : Z → G◦ be polynomial sequences. Suppose that E is an IP-set and P : G◦ ×
G◦ → R is a polynomial such that
(17) P (g(n), {h(n)}) = 0, n ∈ E.
Then, there exists an IP-set E′ ⊂ E such that
(18) P (g(m), {h(n)}) = 0, m ∈ Z, n ∈ E′.
Remark 4.7. If above g is instead a polynomial sequence R→ Go, then the same
argument gives P (g(t), {h(n)}) = 0 for t ∈ R, n ∈ E′.
Proof. By Lemma 4.3, we may assume that g, h have coefficients in Go. Note that
there exists a polynomial Q : R×G→ R such that P (g(m), y) = Q(m, y). Expand
Q as Q(x, y) =
∑
k x
kQk(y), for some polynomials Qk : G→ R.
Looking at the leading term in equation
(19)
d∑
k=0
nkQk ({h(n)}) = 0,
we conclude that
(20) lim
E∋n→∞
Qd ({h(n)}) = 0.
Take ni such that nα ∈ E for α ∈ F . In particular, as a special case of (20) for any
fixed β ∈ F we have
(21) IP− lim
α∈F
Qd ({h (nβ + nα)}) = 0.
By the IP polynomial recurrence theorem for nilrotation (see [Lei05a, Theorem D])
there exists an IP-ring Fβ (which may be chosen to be contained in any previously
specified IP-ring) such that
(22) IP− lim
α∈Fβ
h(nα + nβ)Γ = h(nβ)Γ.
A slight technical difficulty stems from the fact that g 7→ {g} is discontinuous.
To overcome this problem, let ε > 0 be sufficiently small that if x ∈ G lies in the
fundamental domain, then d(x, xγ) ≥ ε for all γ ∈ Γ. After replacing E with an
IP-subset E′, we may assume that all the points {h(n)} for n ∈ E′ lie within a ball
of radius ε/10, which will be useful shortly.
Applying (22), possibly after refining Fβ further, we find
(23) IP− lim
α∈Fβ
{h(nα + nβ)} = {h(nβ)} γ(β),
where γ(β) ∈ Γ. Now, because two limit points of {h(nα)} cannot differ by a factor
of γ ∈ Γ \ {e}, we conclude that
(24) IP− lim
α∈Fβ
{h(nα + nβ)} = {h(nβ)} .
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Because Qd is continuous, (24) yields Qd ({h(nβ)}) = 0, where we recall that
β was arbitrary. Reasoning inductively, we obtain similarly Qk (h(nβ)) = 0 for all
k and β ∈ F . Consequently, Q (m, {h(nβ)}) = 0 for all m ∈ Z and n ∈ E′, as
desired. 
Step 3. Suppose that Theorem 4.1 is false. Then there exists a connected nilmani-
fold G/Γ with Mal’cev basis X, g ∈ G whose action on G/Γ is minimal, an algebraic
subset R ⊂ G◦ with intR = ∅ and an IP-set E such that R is preserved under the
operations
x 7→ gmxg−m, m ∈ Z
x 7→ x {gn} , n ∈ E.
Proof. Assume notation as in the conclusion of Step 2.
Let us consider for x ∈ R the set
Mx =
{
(m,n) ∈ Z× Z ∣∣ gmxg−m {gn} ∈ R} .
Because multiplication in G◦ is given by polynomials in coordinates and R is alge-
braic, the condition (m,n) ∈Mx is equivalent to a system of polynomial equations
in gmxg−m and {gn}. Because (n, n) ∈ Mx for all n ∈ R, Lemma 4.6 implies that
Mx contains Z× E′ for some IP-set E′ (which can be chosen inside any IP-subset
of E). Iterating this argument, for any finite set S ⊂ R, we find an IP-set E′ such
that Z× E′ ⊂ ⋂x∈SMx.
Consider also for x ∈ R the set
Px =
{
h ∈ G◦ ∣∣ gmxg−mh ∈ R for all m ∈ Z} ,
so that n ∈ Mx precisely when {gn} ∈ Mx. Because Px are algebraic, by the
Hilbert’s Basis Theorem there exists a finite set R0 ⊂ R such that
P :=
⋂
x∈R
Px =
⋂
x∈R0
Px.
Now, it follows from the previous considerations that there exists an IP-set E′ ⊂ E
such that Z×E′ ⊂Mx for x ∈ R0, whence {gn} ∈ P . In particular, gmRg−m {gn} =
R {gn} = R for n ∈ E′ and m ∈ Z, so R is preserved by x 7→ gmxg−m and
x 7→ x {gn}. 
Group generated by fractional parts. We are now ready to take the last step
in the proof of Theorem 4.1. Our strategy is to show that the set R appearing in
Step 3 in invariant under multiplication by all of G◦, which is clearly absurd. In
order to facilitate this strategy, we need the following fact.
Proposition 4.8. Let G/Γ be a nilmanifold with a fixed choice of Mal’cev co-
ordinates, and let g(n) be a polynomial sequence equidistributed in G. Suppose
that H < G is a Lie subgroup, such that {g(n)} ∈ H for infinitely many n. Then,
H ⊃ G◦.
Step 4. Theorem 4.1 holds true.
Proof (assuming Propositon 4.8). Suppose Theorem 4.1 were false, and assume no-
tation as in conclusion of Step 3. Denote
H = {h ∈ G◦ | Rh ⊂ R} =
⋂
x∈R
{h ∈ G◦ | xh ∈ R} .
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It is immediate from the definition that H is algebraic and closed under multi-
plication and (by Lemma 4.4) taking inverses. Hence, H is a Lie subgroup of G◦.
Applying Proposition 4.8 to {gn} ∈ H (n ∈ E), we conclude that H = G◦. In
particular, R = G◦, which is in contradiction with intR = ∅. 
Proof of Proposition 4.8. Let E be an infinite set with {g(n)} ∈ H for n ∈ E.
We begin with the case when G is connected. Using Lemma 4.2, it will suffice
to show that HG2 = G. Because of connectivity, G/G2 can be identified with R
d
in such a way that Γ maps to Zd. Let π : G→ Rd be the corresponding projection.
Put θ(n) = π(g(n)), ξ(n) = π({g(n)}) = {θ(n)} and V = π(H) < Rd. Recall that
ξ(n) is bounded, θ(n) is polynomial, and ξ(n) ∈ V . We need to show that V = Rd.
Suppose for the sake of contradiction that V 6= Rd. Then, there exists a non-
trivial linear relation:
(25)
d∑
i=1
λi {θi(n)} = 0, n ∈ E,
where λi ∈ R, not all = 0. The above may be rewritten as
(26)
d∑
i=1
λi [θi(n)] =
d∑
i=1
λiθi(n), n ∈ E.
Writing
−
d∑
i=1
λiθi(n) =
D∑
j=0
κjn
j ,
we thus obtain
(27)
d∑
i=1
λi [θi(n)] +
D∑
j=0
κjn
j = 0, n ∈ E.
which amounts to saying that there is a non-trivial linear relation between the
vectors ([θi(n)])n∈E for i = 1, . . . , d and (nj)n∈E for j = 0, 1, . . . , D. Because these
vectors are integer-valued, if one such relation exists, then there is also a relation
with integer coefficients. Take one such relation
(28)
d∑
i=1
li [θi(n)] +
D∑
j=0
kjn
j = 0, n ∈ E,
where li ∈ Z and kj ∈ Z for all i, j, and not all of li, kj are 0. Dropping the integer
parts in (28) at the cost of introducing a bounded error, we recover
(29)
d∑
i=1
liθi(n) +
D∑
j=0
kjn
j = O(1), n ∈ E.
This is only possible if the left hand side of (29) is constant (as a polynomial,
hence for n ∈ Z). It follows that θ(n) mod Zd for n ∈ Z takes values in the proper
sub-torus
{
x ∈ Rd/Zd ∣∣ ∑ lixi = c}, which contradicts equidistribution of g(n)Γ.
Derivation of the general case is now a standard reduction. Passing to a subse-
quence, we may assume that g(n)Γ all lie in the same connected compontent for
n ∈ E. Replacing Γ with a conjugate bΓb−1 (and correspondingly replacing g(n)
with g(n)b−1), we may assue that this is the component containing eΓ. By Lemma
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4.3, we may assume that the coefficients of g(n) lie in G◦. It remains to apply the
previous reasoning. 
5. Sparse automatic sets
The aim of this chapter is to provide proofs of the several combinatorial results
on automatic sequences that have been used in the previous sections, specifically
Theorem 3.13. We begin with some preparatory results. For a k-automaton A =
(S, s•, δ, {0, 1}, τ) with output {0, 1}, we call a state s ∈ S promising if there exists
a word w ∈ Σ∗k such that τ(δ˜(s, w)) = 1.
Proposition 5.1. Let A = (S, s•, δ, {0, 1}, τ) be a k-automaton with output {0, 1}.
Then either
(i) there exists a promising state s ∈ S and v1, v2 ∈ Σ∗k such that v1 6= v2,
|v1| = |v2|, and δ˜(s, v1) = δ˜(s, v2) = s
or
(ii) the set of w ∈ Σ∗k such that τ(δ˜(s•, w)) = 1 is a finite union of sets of the
form
{v1wl11 · · · vtwltt | l1, . . . , lt ≥ 0}
for t ≥ 1, wi, vi ∈ Σ∗k for 1 ≤ i ≤ t, and vi 6= ǫ for 2 ≤ i ≤ t.
Proof. Let S+ ⊂ S denote the set of promising states. We construct a directed
multigraph G with vertex set S+, and for each s ∈ S+, v ∈ Σk and edge from
s to δ(s, v). For s1, s2 ∈ S+, write s1 ∼ s2 if s1 and s2 are in the same strongly
connected component of G, i.e. there exist v1, v2 ∈ Σ∗k such that δ˜(s1, v1) = s2, and
δ˜(s2, v2) = s1. We see that ∼ is an equivalence relation. For s1, s2 in S+ we further
write that s1 ≺ s2 if there exist v1, v2 ∈ Σ∗k such that v1 6= v2, |v1| = |v2| and
δ˜(s1, v1) = δ˜(s1, v2) = s2. The relation ≺ is a partial weak order and is invariant
with respect to ∼ (i.e. if s1 ∼ s′1, s2 ∼ s′2, and s1 ≺ s2, then s′1 ≺ s′2), and therefore
induces a partial weak order on the set of connected components S+/∼, which we
continue to denote by ≺. Assume now that the condition (i) does not hold. This
means precisely that ≺ is a partial strict order (on S+ or S+/∼).
Recall that a cycle graph of length n ≥ 1 is a graph C on n vertices {v1, . . . , vn}
with exactly n edges, going from vi to vi+1 for 1 ≤ i ≤ n, where vn+1 := v1.
Claim. Any strongly connected component C of G is either a cycle or consists of
a single vertex.
Proof of the claim. If C has a single vertex, then there is nothing to prove, so
assume this is not the case. Strong connectivity now implies that any vertex lies on
a cycle. For any s ∈ C, any two cycles γ1, γ2 from s to s begin with the same edge
(otherwise some multiples of these two cycles would produce two different paths
from s to s of the same length). Because of strong connectivity any edge in C can
be prolonged to a cycle, no vertex in C has two outgoing edges. Thus, each vertex
has outdegree exactly 1. It follows that C is a disjoint union of cycles. Since C is
connected, it is a cycle graph. 
Any path from the initial vertex s• to a vertex s with τ(s) = 1 passes through
promising states only and has the form γ = u1v2u2 · · · vkuk, where k ≥ 1, vi ∈ Σk,
ui ∈ Σ∗k, ui are paths contained entirely in a strongly connected component Ci,
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while vi are simple edges between strongly connected components. Since S
+/∼ is
strictly ordered by the relation ≺, k does not exceed the number of components
|S+/ ∼|. Furthermore, since Ci are cycle graphs, any ui has the form ui = u˜iwlii ,
li ≥ 0, where wi is a (shortest) cycle in Ci and |u˜i| is bounded by the size of Ci.
Hence, any such path γ is uniquely determined by the following data:
(i) integer 1 ≤ k ≤ |S+/ ∼|;
(ii) the edges vi, 2 ≤ i ≤ k;
(iii) the paths u˜i, and wi, 1 ≤ i ≤ k;
(iv) the multiplicities li, 1 ≤ i ≤ k.
There are only finitely many choices of k; vi for 2 ≤ i ≤ k; and u˜i, wi for 1 ≤ i ≤ k
as above. Hence every path from s• to a vertex st with τ(st) = 1 is of one of finitely
many forms
γ = v˜1w
l1
1 v˜2w
l2
2 · · · v˜kwlkk , li ≥ 0,
where v˜1 = u˜1, v˜i = viu˜i, 2 ≤ i ≤ k. This ends the proof of the proposition. 
Proposition 5.2. Let (an)n≥0 be an automatic sequence with values in {0, 1}.
Then either
(i) there exist integers 0 ≤ l < m and integers p, r1, r2 such that 0 ≤ p < kl,
0 ≤ ri < km, i = 1, 2 such that r1 ≡ r2 ≡ p mod kl,
akln+p = akmn+r1 = akmn+r2 , n ≥ 0
and there exists some n ≥ 0 such that akln+p = 1
or
(ii) the set A = {n ≥ 0 | an = 1} is k-very sparse.
Proof. Let A be an automaton that produces the sequence (an) when reading digits
starting from the least significant one. Of course, we may additionally assume that
every state is reachable from the initial state, i.e. for every s ∈ S there exists v ∈ Σ∗k
such that δ˜(s•, v) = s. Apply Proposition 5.2 to the automaton A. If (i) holds,
choose v such that δ˜(s•, v) = s and put l = |v|, m = |v|+|w1|, p = [v]Rk , ri = [wiv]Rk ,
i = 1, 2. (Recall that uR denotes the reversal of the word u.) This choice satisfies all
the required properties since akln+p = 1 if and only if δ˜(s•, v(n)Rk ) = 1 if and only
if δ˜(s, (n)Rk ) = 1 which by a similar argument is equivalent to both akmn+r1 = 1
and akmn+r2 = 1.
If (ii) holds, the claim is obvious. 
We are now ready to prove our main result.
Proof of Theorem 3.13. Suppose that (an)n≥0 is a sparse but not very sparse k-
automatic sequence. By Proposition 5.2, there we may find integers l, t, p, s1, s2
such that for any n, we have
akln+p = akl(kdn+s1)+p = akl(kdn+s2)+p.
Moreover, there is some n0 with akln0+p = 1. Inductive argument shows that an = 1
for any n of the form kl
(
ktd + k(t−1)dsi1 + · · ·+ sit
)
+ p where t ∈ N, i1, . . . , it ∈
{0, 1}1. The set of such n is IPS. 
Lemma 5.3. Let E ⊂ be very sparse of rank r, but not of rank r − 1. Then,
|E ∩ [N ]| = Θ(logrN). Moreover, |E ∩ [M,M +N)| = O(logrN), where the im-
plied constant depends only on E.
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Proof. It will suffice to deal with the basic very sparse sets, given by
(30) E =
{
[w0u
l1
1 w1u
l2
2 . . . u
lr
r wr]k
∣∣∣ l1, . . . , lr ∈ N0} .
Replacing k with a sufficiently large power ka, we may assume that |wi| = 1 and
|ui| = 1 for all i. It is clear from counting the number of possible choices of li in
(30) that |E ∩ [N ]| ≪ logr N .
For the lower bound, note that all words w0u
l1
1 w1u
l2
2 . . . u
lr
r wr for li ∈ N0 are
distinct. Indeed, suppose there were (l1, l2, . . . , lr) 6= (l′1, l′2, . . . , l′r) ∈ Nr0 such that
(31) w0u
l1
1 w1u
l2
2 . . . u
lr
r wr = w0u
l′1
1 w1u
l′2
2 . . . u
l′r
r wr.
In particular,
∑r
i=1 li =
∑r
i=1 l
′
i. Assuming without loss of generality that li is
larger lexicographically than l′i, we may find an index j such that lj > l
′
j while
li = l
′
i for i < j. Comparing the two words in (31), we find that uj = wj = uj+1.
But then E is a rank r−1 very sparse set, contradicting the choice of r. The bound
|E ∩ [N ]| ≫ logr N now follows by the same counting argument as before.
For the additionaly part, extending the interval [M,M+N) by at most a constant
factor, we may assume that N = kA is a power of k, and that kA |M . An integer
n = [w0u
l1
1 w1u
l2
2 . . . u
lr
r wr]k ∈ E ∩ [M,M + N) is now uniquely determined by its
last A digits, which may be easily bounded by (A+ 1)r by choosing for each j the
digit where wj appears, if at all, among the A end positions. 
By similar methods, we may estimate the growth of the elements of the IPS-set
produced in Proof of Theorem 3.13.
Corollary 5.4. Let (an)n≥0 be an automatic sequence with values in {0, 1} and
let ν(N) = |{0 ≤ n ≤ N − 1 | an = 1}|. Then either
(i) there exist c, α > 0 such that ν(N) ≥ cNα for large enough N
or
(ii) there exist c, l > 0 such that ν(N) ≤ c(logN)l for large enough N .
Remark 5.5. It might be interesting to point out that in [BCH14] it has recently
been proven that a regular sequence (bn)n≥0 that is unbounded satisfies |bn| ≥
c logn for some c ≥ 0 and infinitely many n ≥ 0. In relation to this result, note
that if (an) is an automatic sequence with values in {0, 1}, then the sequence
(ν(N))N≥0, ν(N) = |{0 ≤ n ≤ N − 1 | an = 1}| is regular. (This follows from
[AS03b, Theorem 16.4.1].) This allows us perhaps to speculate whether a more
general result on the rate of growth of regular sequences can be proven. A na¨ıve
question that comes to mind is the following: for an unbounded regular sequence
(bn)n≥0, is it true that there exist constants c, α > 0 and an integer l ≥ 0 such that
lim sup
n→∞
bn/cn
α(logn)l = 1?
Remark 5.6. Let a ≥ 1 be an integer. Then the notions of k-very sparse and
ka-very sparse sets coincide. Indeed, basic ka-very sparse sets are obviously basic
k-very sparse sets, and k-very sparse can be written as finite unions of basic ka-
very sparse sets. Alternatively, this is a consequence of the fact that the notions
of k-automatic and ka-automatic sequences coincide together with Corollary 5.4
which characterizes k-very sparse sets as exactly the sets A which can be obtained
as A = {n ≥ 0 | an = 1} for a k-automatic sequence (an) with values in {0, 1} and
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such that the number of elements of A that are ≤ N grows at most as c(logN)l for
some c > 0, l ≥ 0.
Proposition 5.7. Let A be an infinite k-very sparse set. Then there exist integers
n ≥ 1, r ≥ 0, p ≥ 1, and words v1, . . . , vp, w, u ∈ Σ∗k, w 6= ǫ such that
A ∩ (nZ+ r) =
p⋃
i=1
{[viwlu]k | l ≥ 0}.
Proof. The set A is a finite union of basic k-very sparse sets of the form
A(m) = {[v(m)1 (w(m)1 )l1v(m)2 · · · v(m)t (w(m)t )lt ]k | l1, . . . , lt ≥ 0}, m = 1, . . . , p′
(where t depends on m). We begin by making this representation of A as a union
of basic sets A(m) slightly more convenient to work with. We can clearly assume
that all the w
(m)
i ’s except possibly for the final one w
(m)
t satisfy w
(m)
i 6= ǫ. Let
M be the lowest common multiple of the lengths of all the w
(m)
i ’s in all the basic
sets A(m) (note that at least one w
(m)
i 6= ǫ since A is infinite). By writing the
basic sets as unions of several smaller basic sets depending on what the residue
of li (mod M/|w(m)i |) is (and adequately enlarging v(m)i ), we may assume that all
the w
(m)
i ’s have the same length M (or w
(m)
i = ǫ; the latter can only happen if
i = t). We claim that we can further assume that the lengths of all the v
(m)
i ’s
are divisible by M . To this end, we modify the representation of each A(m) as
a set of the form A(m) = {[v(m)1 (w(m)1 )l1v(m)2 · · · v(m)t (w(m)t )lt ]k | l1, . . . , lt ≥ 0} by
appropriately adjusting v
(m)
i and w
(m)
i . We pass from the right hand side to the
left hand side and whenever some v = v
(m)
i has length that is not divisible by M ,
we write the corresponding w = w
(m)
i−1 as w = w
′w′′ with |w′′| + |v| divisible by M
and we change wlv = (w′w′′)lv to w′(w′′w′)l−1w′′v (and finally, we add another
basic set that corresponds to the choice l = 0). Eventually, we tap v
(m)
1 with a
few extra initial zeroes if necessary. By replacing k with kM , we may assume that
all the w
(m)
i have length zero or one. We may further assume that whenever two
consecutive letters w
(m)
i−1 and w
(m)
i are equal w
(m)
i−1 = w
(m)
i = w or whenever i = t,
w
(m)
i−1 = w,w
(m)
i = ǫ, the word v = v
(m)
i in not of the form v = w
r , r ≥ 1. Let M ′
denote the maximal length T = maxi,m |v(m)i |. Without loss of generality we may
assume that among all the A(m) it is the A(1) that has the biggest number of j such
that w
(m)
j 6= ǫ (this number is equal to t − 1 or t depending whether w(m)t = ǫ or
not). Now take u = (w
(m)
1 )
T+1v
(m)
2 · · · v(m)t (w(m)t )T+1, s = |u|, r = [u]k and n = ks.
Then A ∩ (nZ+ r) involves only those A(m) with all w(m)i = w(1)i (except possibly
for the final ǫ in either A(m) or A(1)). Therefore, A ∩ (nZ + r) is a finite union of
sets of the form B(m) = {[v(m)wlu]k | l ≥ 0} for some v(m), w, u ∈ Σ∗k, w 6= ǫ. 
Proposition 5.8. If the set {kl | l ≥ 0} is not generalised polynomial, then neither
is any infinite k-very sparse set.
Proof. Note first that if the set E = {kl | l ≥ 0} is not generalised polynomial, then
neither is any set of the form Et = {ktl | l ≥ 0}, t ≥ 1 since E =
⋃t−1
j=0 k
jEt.
Assume that an infinite k-very sparse set is generalised polynomial. Since the
class of generalised polynomial sets contains all arithmetic progressions and is closed
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under finite intersection, Proposition 5.7 allows us to assume that
A =
p⋃
i=1
{[viwlu]k | l ≥ 0}
for some p ≥ 1, v1, . . . , vp, w, u ∈ Σ∗k, w 6= ǫ. Let s = |u|, t = |w| and note that
[viw
lu]k = [u]k + k
s[w]k
ktl − 1
kt − 1 + [vi]kk
tl+s.
Let P be a generalised polynomial such that A = {n ∈ N | P (n) = 0} and assume
further that P is a restriction of a generalised polynomial of a real variable that
has no further zeroes in R \ N. (To this end, replace P (n) by P (n)2 + (n− ⌊n⌋)2.)
Then an easy computation shows that the polynomial
Q(n) = P (ks(n− [w]k)/(kt − 1) + [u]k)
has as its zero set
B = {n ∈ N | Q(n) = 0} =
p⋃
i=1
{biktl | l ≥ 0}
where bi = [w]k +(k
t− 1)[vi]k, i = 1, . . . , p. The set C = {n ∈ N | b1n ∈ B} is also
generalised polynomial and it has the form
C =
p⋃
i=1
{ciktl | l ≥ 0}
with c1 = 1 (and ci = bik
tli/b1 where li ≥ 0 is the smallest integer such that b1
divides bik
tli . (If there is no such integer, the corresponding term is not present.)
Let m ≥ 1 be such that ci < ktm for i = 1, . . . , p. Replacing the set {ciktl | l ≥ 0}
by the union
{ciktl | l ≥ 0} = ∪m−1j=0 {ciktjkmtl | l ≥ 0}
and replacing k by kmt, we may assume that
C =
p⋃
i=1
{cikl | l ≥ 0}
with c1 = 1 and 1 ≤ ci < k2. Consider the set D = {n ∈ C | n ≡ 1 (mod k2 − 1)}.
The set D is generalised polynomial and an element cik
l can be an element of D
only if ci ≡ 1 (mod k2 − 1) or ci ≡ k (mod k2 − 1). Since 1 ≤ ci ≤ k2 − 1, this
gives ci = 1 or ci = k and whether the latter possibility is realized or not, we have
D = {k2l | l ≥ 0}. This is a contradiction with our remark that no set of the form
Pt = {ktl | l ≥ 0}, t ≥ 1, is generalised polynomial (note that during the proof we
have replaced k by its power). 
Proposition 5.9. Let (an)n≥0 be a k-automatic sequence with values in {0, 1}.
Assume that for every w ∈ Σ∗k there is an integer n ≥ 0 such that w is a factor of
(n)k and an = 1. Then the set F = {n ≥ 0 | an = 1} contains a set of the form
E +N , where N ≥ 0 is an integer and E ⊂ N is an IP-set.
Proof. Let A = (S, s•, δ, {0, 1}, τ) be a k-automaton that produces (an)n≥0 by
reading the digits of n starting with the least significant one. We will denote the
word u = 0 . . . 0 ∈ Σ∗k with n zeroes by u = 0n. We begin by proving the following
claim.
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Claim: There exist states s, s′ ∈ S such that τ(s) = 1, and integers l ≥ 1,
kl−1 ≤ m < kl such that for v = [m]Rk , u = 0l we have δ˜(s, u) = s′, δ˜(s, v) = s,
δ˜(s′, u) = s′, δ˜(s′, v) = s. This is portrayed below:
s s′v
u
v
u
Proof of the claim. Let n = |S| be the number of states in A. Let S = {s1, . . . , sn}
and let T = {t1, . . . , tp} ⊂ S denote the set of states s in S such that τ(s) = 1. We
first show that there is a state s ∈ T such that if we start at s, and then follow in
the automaton the path of n zeroes, we arrive at a state from which we can return
to s in such a way that the final step does not involve the digit zero. More formally,
there exists a word w = ws . . . w0 ∈ Σ∗k with wi ∈ Σk, w0 6= 0 and δ˜(s, 0nw) = s.
To prove this, consider a path γ in the automaton that is constructed in the
following manner. The path γ is a concatenation of paths γ1, . . . , γn. The path γ1
is constructed as follows. Start at the state s1, and go to the state t1 (if possible),
and then follow a path of n zeroes. If the state t1 was not accessible from s1,
ignore this step. Next, starting from the state you are currently in, go to state t2
(if possible), and then follow a path of n zeroes. Repeat for the remaining states
t3, . . . , tp. We call the path obtained in this way γ1 and identify it with a word
in Σ∗k. To construct γ2, follow the same procedure, but imagine that you begin
at the state δ˜(s2, γ1) (the state that one would reach from s2 following the path
γ1). Similarly, the paths γi ∈ Σ∗k for 1 ≤ i ≤ n are obtained in the same manner
starting at the state δ˜(si, γ1 . . . γi−1). Finally, γ = γ1 . . . γn. By assumption, there
is an integer n ≥ 0 such that [n]Rk contains γ as a factor and τ(δ˜(s•, [n]Rk )) = 1.
Let s = δ˜(s•, [n]Rk ). We claim that if we start at the state s and follow a path of
n zeroes, we arrive at a state from which we can return to s′ in such a way that
the final step does not involve the digit zero. This is so because passing the path
given by [n]Rk from s• to s we must have already visited s, then followed a path
of n zeroes, and then returned to s. Indeed, since [n]Rk contains γ as a factor, we
can write [n]Rk = uγv. The state δ˜(s•, u) is equal to some si, and the path γ was
constructed in such a way that we visited s using the path γi (the state s was
reachable at that time since we have reached it also at a later time).
Since S has only n states, we know that there exist 0 ≤ i < j ≤ n such that
δ˜(s, 0i) = δ˜(s, 0j). Let p ≥ n be an integer divisible by (j− i) and let s′ be the state
s′ = δ˜(s, 0p). Since p is divisible by (j − i), we have s′ = δ˜(s′, 0p) = δ˜(s, 02p). We
know that s′ is equal to δ˜(s, 0q) for some 0 ≤ q ≤ n. Hence there exists a word w
such that δ˜(s′, w) = s whose final digit is nonzero. Take v = (0pw)p, u = 0p(p+|w|),
l = p(p + |w|). Since the final digit of v is nonzero, we have v = [m]Rk for some
1 ≤ m < kl. This satisfies the demands of the claim. 
To finish the proof, recall that the state s of the claim satisfies δ˜(s•, [n]Rk ) = s.
In the notation of the claim, take N = n, and integer h such that kh−1 ≤ n < kh,
ni = mk
l(i−1)+h, and E = FS(ni). One easily sees from the claim that for q ∈ E+N
we have δ˜(s•, [q]Rk ) = s, and so aq = 1. Indeed, for every q ∈ E +N , the word [q]Rk
takes the form [q]Rk = [n]
R
k w1 · · ·wg with g ≥ 0, wi ∈ {u, v} and wg = v. 
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6. Explicit examples
In this section, we discuss some special classes of sequences, for which we are
able to prove non-automaticity. Our arguments here do not rely on Theorem 3.14,
and are generally speaking simpler. Not all sequences under consideration are
generalised polynomials, but many are.
Polynomial sequences. We begin with an example reminiscent of Proposition
2.3, except in the sparse setting.
Proposition 6.1. Let f : N0 → {0, 1} be a function of the form
f(n) =
{
1, if ‖p(n)‖
R/Z < ε(n),
0, otherwise,
where p is a polynomial and ε(n) → 0. Then, f is not automatic, unless it is
eventually periodic. Moreover, if f is not eventually periodic, then there is no
IPS-set E with f(n) = 1 for n ∈ E.
Remark 6.2. If 1/ε(n) is a generalised polynomial, then so is f(n).
Proof. It is clear that f is periodic precisely when all coefficients of p are rational,
except possibly for the constant term, so let us assume that this is not the case.
Dilating if necessary, we may assume that the leading coefficient of p is irrational.
If f(n) = 0 for all but finitely many n, then we are done, so suppose also that this
does not hold. Write
p(x) =
d∑
i=0
aix
i,
where ad ∈ R \Q.
For the sake of contradiction, suppose that f were k-automatic. Then, by the
Pumping Lemma 1.9, there exist words u, v, w ∈ Σ∗k such that f([vutw]k) = 1 for
all t ∈ N0. Hence, there are constants r, s ∈ Q, r 6= 0, such that f(rkt + s) = 1.
Replacing f(n) with f(rn+ s), we may assume that r = 1, s = 0.
Denote by ∆tm : R[x]→ R[x] the operator given by (∆tmq)(x) = q(mx)−mtq(x).
Then ∆tm(x
j) = (mj −mt)xj , and in particular we have
(32) ∆d−1k ∆
d−1
k . . .∆
1
k∆
0
kp(x) = Kadx
d,
where K =
∏d−1
t=0 (k
d − kt) ∈ N. Expanding the left hand side of (32) for x = kt
and letting t→∞, we find
(33)
∥∥Kadktd∥∥
R/Z
=
∥∥∥∥∥∥
∑
j
Ajp(k
t+j)
∥∥∥∥∥∥
R/Z
≤
∑
j
Ajε(k
t+j) = o(1),
where Aj ∈ Z are constants (dependent only on k and d). This is only possible if
the base k expansion of Kad has only finitely many non-zero terms, whence ad ∈ Q
contrary to the previous assumption.
To prove the the additional part of the statement, suppose that (Nt)t≥1, (nα)α∈F
were the sequences such that f(n) = 1 for n ∈ FS(ni;Nt). Again, we assume that
the leading term of p is irrational.
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Expand p(x − y) = ∑dj=0 bj(x)yj , where bj(x) ∈ R[x]; in particular bd(x) =
(−1)dad ∈ R \Q. For a fixed α ∈ F and t ≥ maxα we have
‖p(Nt − nα)‖R/Z =
∥∥∥∥∥∥
d∑
j=0
bj(Nt)n
j
α
∥∥∥∥∥∥
R/Z
≤ ε(Nt − nα).
Passing to the limit t → ∞ along a subsequence such that {bj(Nt)} converges to
some a′j ∈ [0, 1], we conclude that
d∑
j=0
a′jn
j
α ≡ 0 (mod Z).
Picking β ∈ F with |β| = d, and using an inclusion-exclusion argument we find
that
a′dd!
∏
i∈β
ni =
∑
α⊆β
(−1)d−|α|
d∑
j=0
a′jn
j
α ≡ 0 (mod Z),
which contradics irrationality of a′d = (−1)dad.

Linear recurrence sequences. In contrast to Example 3.8, we show that the set
of values of a linear recurrence sequence is not automatic, except for the trivial
examples.
Proposition 6.3. Let (am)m≥0 be an N-valued sequence satisfying a linear recur-
rence of the form
(34) am+D =
D∑
i=1
ciam+D−i, m ≥ 0
with integer coefficients ci. Suppose that E = {am | m ∈ N0} is k-automatic for
some k. Then E is a finite union of the following standard sets: linear progressions
{am+ b | m ∈ N0}, exponential progressions
{
akdm + b
∣∣ m ∈ N0} and finite sets.
Proof. We first claim there exists a representation of E as a finite union
(35) E =
Klin⋃
i=1
Li ∪
Kpoly⋃
i=1
Pi ∪
Kexp⋃
i=1
Ei ∪ F,
where F is finite, Li = {aim+ bi | m ∈ N0} are arithmetic progressions, Pi =
{pi(m) | m ∈ N0} are sets of values of polynomials pi(x) ∈ Z[x] with deg pi ≥ 2, Ei
have exponential growth in the sense that |Ei ∩ [N ]| ≪ logN .
In order to prove this claim, begin by noting that any restriction of (am) to an
arithmetic progression a
(h,r)
m = ahm+r obeys some (minimal length) linear recur-
rence
a
(h,r)
m+D′ =
D′∑
i=1
c
(h,r)
i a
(h,r)
m+D′−i, m ∈ N0
with D′ = D′(h, r) ≤ D. Moreover, there exists a choice of h such that each of
that each c
(h,r)
m is either identically zero or non-degenerate, in the sense that the
associated characteristic polynomial q(h,r)(x) = xD
′ −∑D′i=1 c(h,r)i xD′−i has no pair
of roots λ, µ ∈ C such that λ/µ is a root of unity (see e.g. [EvdPSW03, Thm 1.2]
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for a much stronger statement). Hence, for the purpose of showing the existence
of representation (35), we may assume that (am) is non-degenerate. Suppose also
that D is minimal, and let λ1, . . . , λr be the roots of q(x) = x
D −∑Di=1 cixD−i,
with |λ1| ≥ |λ2| ≥ . . . . Note that |λ1| ≥ 1.
If |λ1| > 1, then by the result of Evertse [Eve84] and van der Poorten and
Schlickewei [vdPS91] (see [EvdPSW03, Thm 2.3]), we have am = |λ1|m+o(m) as
m→∞. Hence, E has exponential growth, and we are done.
Otherwise, if |λ1| = 1, then for all j we have |λj | = 1 or λj = 0. Kronecker’s
theorem [Kro57] (or a standard Galois theory argument) shows that if λ is an
algebraic integer all of whose conjugates have absolute value 1, then λ is a root of
unity.
Using the general formula for the solution of a linear recurrence, we may write
am =
r∑
j=1
λmj pj(m) =
r∑
j=1
bj(m)pj(m),
where pj(x) are polynomials and bj(m) are periodic. Splitting N0 into arithmetic
progressions where bj(m) are constant, we conclude that E is a finite union of sets
of values of polynomials. This again produces a representation of the form (35).
Such a representation is not unique. Splitting Pi into a finite number of sub-
progressions and discarding those which are redundant, we may assume that Pi ∩
Lj = ∅ for any i, j. Likewise, we may assume that Ei ∩ Lj = F ∩ Fj = ∅ for any
i, j. Fix one representation subject to these restrictions. The set
E′ =
Kpoly⋃
i=1
Pi ∪
Kexp⋃
i=1
Ei ∪ F = E \
Klin⋃
i=1
Li
is again k-automatic; it will suffice to show that E′ is a union of the standard sets
mentioned above.
We claim that Kpoly = 0, i.e. the representation of E uses no polynomial
progressions of degree ≥ 2. Suppose for the sake of contradiction that P =
{p(m) | m ∈ N0} appears is one of the sets Pi, and write p(m) =
∑d
i=0 cim
i,
where ci ∈ Z. Replacing p(m) with p(m + r) for a suitably chosen r ∈ N0,
we may assume that ci > 0 for 0 ≤ i ≤ d. For sufficiently large t, we have
p(kt) = [ud0
t−t0ud−10t−t0ud−2 . . . 11ot−t0u0]k, where t0 is a constant and ui is the
base k expansion of ci, padded by 0’s so as to have |ui| = t0. Since p(kt) ∈ E′,
from the Pumping Lemma 1.9 it follows that there is l ∈ N such that for any
s1, . . . , sd ∈ N it holds that
n(s1, . . . , sd) := [ud0
lsdud−10lsd−1 . . . u10ls1u0]k ∈ E′.
For sufficiently large S and an absolute constant δ to be determined later, consider
the set
Q(S) = {n(s1, . . . , sd) | si ∈ N, s1 + · · ·+ sd = S, s2 + · · ·+ sd ≤ δS} ,
and put N(S) := n(S−d+1, 1, . . . , 1) = minQ(S). Note that N(S) = klS+O(1) and
that maxQ(S) = N(S) + O(N(S)δ). For fixed T0 and T → ∞, we shall consider
the cardinality of the set Q(T0, T ) =
⋃
T0≤S≤T Q(S). By an elementary counting
argument, we find
(36) |Q(T0, T )| ≫ T d ≫ T 2.
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To obtain an upper bound, we separately estimate |Q(S) ∩ Pi| and |Q(T0, T ) ∩ Ej |
for each i, j.
Suppose that n, n′ ∈ Q(S) ∩ Pi with n′ > n, so in particular n = pi(m) and
n′ = pi(m′) for some m,m′ ≫ N(S)1/ deg pi . We then have the chain of inequalities:
N(S)δ ≫ n′ − n = pi(m′)− pi(m) ≥ min
x∈[m,m′]
|p′i(x)| ≫ N(S)
deg pi−1
deg pi ,
which is a contradiction for sufficiently large S, provided that δ < deg pi−1deg pi (which
will hold if we put δ = 13 ). Thus, |Q(S) ∩ Pi| ≤ 1.
As for Q(T0, T ) ∩ Ej , from the bounds on growth of Ej we immediately have
(37)
∣∣∣∣∣∣
⋃
T0≤S≤T
Q(T0, T ) ∩ Ei
∣∣∣∣∣∣≪ |Ei ∩ [2N(T )]| ≪ T.
In total, using (36) and (37) we find that
(38) |Q(T0, T )| ≤
T∑
S=T0
Kpoly∑
i=1
|Q(S) ∩ Pi|+
Kexp∑
i=1
|Q(T0, T ) ∩ Ei|+O(1)≪ T,
contradicting the previously obtained bound. It follows that indeed Kpoly = 0.
Since E′ contains no polynomial or linear progressions, we have |E′ ∩ [N ]| ≪
logN . It follows from Theorem 3.13 (or more accurately Corollary 5.4) that E′
must be very sparse of rank 1 and base k. Since all basic very sparse sets of rank
1 are of the form described in the formulation of the theorem, we are done. 
IP-rich sequences. In light of Theorem 3.13, any sparse but not very sparse
automatic set contains an IPS- set. It turns out that a slightly stronger condition
of containing (a translate of) an IP-set leads to interesting consequences. We will
say that a {0, 1}-valued sequence f is IP-rich (resp. IP+-rich, IPS-rich) if there
exists an IP-set (resp. IP+-set, IPS-set) E such that f(n) = 1 for n ∈ E.
In contrast to Theorem 3.13, there are sparse automatic sequences which are
neither very sparse nor IP+-rich (the interested reader will have no difficulty find-
ing examples). However, many natural examples of sparse but not very sparse
automatic sequences turn out to be IP-rich.
Example 6.4. Let k ≥ 2, and let B ⊂ Σ∗k be a finite set of “prohibited” words of
length ≤ t. A word u ∈ Σ∗k is B-free if u contains no b ∈ B as a substring, and
accordingly n ∈ N0 is B-free if its expansion base k is B-free. Denote
fB(n) =
{
0, if n is B free,
1, otherwise.
(i) The function fB is k-automatic.
(ii) If B 6= ∅, then fB is sparse.
(iii) If
∑
b∈B k
−|b| < 1/8t, then fB is not very sparse.
(iv) If each b ∈ B contains at least two non-zero digits, then fB is IP-rich.
(v) If some b ∈ B consists only of 0’s, then fB is not IP-rich
Proof. (i) It is not difficult to explicitly describe the k-automaton which com-
putes f .
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(ii) A an elementary computation shows that if t = maxb∈B |b|, then
1
N
∑
n≤N
f(n) ≤ 2
(
1− |B|
kt
)⌊ logNt log k⌋
= o(1), as N →∞.
(iii) Construct an undirected graph G = (V,E) (allowing loops), where V =
Σtk, and {u, v} ∈ E if uv and vu are both B-free. If u1, u2, . . . , ur is a path
in G, then u1u2 . . . ur is B-free. If G contains a path u1, w, u2 of length 3
with u1 6= u2, then for any i1, . . . , ir ∈ {1, 2}, the word ui1wui2w . . . uirw
is B-free, and hence fB is not very sparse. Thus, it remains to check
that G contains a length 3 path with distinct endpoints; for the sake of
contradiction suppose this is not the case.
On one hand, any vertex u ∈ V can have at most 1 neighbour (including
itself if {u, u} is an edge), and it is an easy exercise in extremal combina-
torics to show that |E| ≤ |V | = kt. On the other hand, given b ∈ B, the
number of pairs (u, v) ∈ V 2 such that b appears in uv or vu is < 4tk2t−|b|,
so
|E| ≥ 1
2
k2t − 4tk2t
∑
b∈B
k−|b| >
1
4
k2t > kt,
(note that assumption implies kt ≥ 8), which is the sought contradiction.
(iv) Let ni = k
it. Then f(n) = 1 for each n ∈ FS(ni).
(v) If E is an IP-set, then some n ∈ E is divisible by kt, and f(n) = 0.

Example 6.5. The sequence
fFib(n) =
{
0, if binary expansion of n contains 11,
1, otherwise,
is 2-automatic, sparse, not very sparse, and IP-rich.
Example 6.6 (Baum-Sweet). The Baum-Sweet sequence ([BS76]), given by
fBS(n) =
{
0, if binary expansion of n contains 10l1 with l ∈ 2N0 + 1,
1, otherwise,
is 2-automatic, sparse, not very sparse, and IP-rich.
While the property of being IP-rich is arguably somewhat rare among sparse
automatic sequences, it is possible to ensure that a sequence is IP+-rich under
some relatively mild assumptions.
Lemma 6.7. Suppose that f is a k-automatic sequence, with the property that each
u ∈ Σ∗k is a factor of (n)k for some n ∈ N0 with f(n) = 1. Then f is IP+-rich.
Proof. Immediate reformulation of Proposition 5.9. 
Restricting to IP-rich sequences, we can easily prove an analogue of Proposition
6.1 for generalised polynimials.
Proposition 6.8. Let f be a sparse, IP-rich automatic sequence. Let q be a
generalised polynomial, ε(n) ≥ 0 with ε(n)→ 0 as n→∞, and let g be given by
g(n) =
{
1, if ‖q(n)‖
R/Z < ε(n),
0, otherwise.
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Suppose that the set R = {n ∈ N0 | f(n) = g(n)} is IP∗. Then, there are infinitely
many n with q(n) ∈ Z.
Remark 6.9. If 1/ε(n) is a generalised polynomial, then so is g(n).
Corollary 6.10. With notation in Proposition 6.8, if g(n) is k-automatic for some
k ≥ 2, then at least one of the following holds:
(i) there exists b ∈ Σ∗k such that f(n) = 0 whenever b is a factor of (n)k;
(ii) there are infinitely many n ∈ N0 with q(n) ∈ Z.
Proof of Proposition 6.8. For the sake of contradiction, suppose that R is IP∗. By
definition, there exists an IP-set on which f takes the value 1. The intersection of
an IP-set and IP∗-set contains an IP-set, so we may find an IP-set (nα)α∈F such
that f(nα) = g(nα) = 1 for α ∈ F .
To proceed, we need an algebraic relation between (q(nα))α∈F , which is anal-
ogous to the vanishing of sufficiently high discrete derivatives of polynomials (cf.
Proof of Proposition 6.1). Such relation is provided by [BM10, Theorem 2.42] in
the language of limits along idempotent ultrafilters. In the language of IP-rings,
using standard methods to translate between the two contexts, the theorem implies
that there exist λ ∈ R, d ∈ N0 (the degree of q), as well as families of IP-rings
G1, G2(β1), . . . , Gd(β1, . . . , βd−1) (βi ∈ F), such that
(39)
∑
∅6=α⊆[d]
(−1)|α|q
(∑
i∈α
nβi
)
= −λ;
whenever β1 ∈ G1, β2 ∈ G2(β1), . . . , βd ∈ Gd(β1, . . . , βd−1).
In particular, for β1, . . . , βd as above we have
(40) ‖λ‖
R/Z ≤
∑
∅6=α⊆[d]
ε
(∑
i∈α
nβi
)
,
so passing to the IP-limit with βd, . . . , β1 along the corresponding IP-rings, we
conclude that λ ∈ Z. Similarly, fixing β1 ∈ G1 and passing to the limit with
βd, . . . , β2, we conclude from
(41) ‖q(nβ1)‖R/Z ≤
∑
∅6=α⊆[d],
α6={1}
ε
(∑
i∈α
nβi
)
that q takes integer values on the (infinite) IP-set {nβ | β ∈ G1}. 
Remark 6.11. In light of Proposition 6.8, it is interesting to ask which generalised
polynomials q(n) have the property that q(n) ∈ Z for at most finitely many n.
While it is a hopeless task to classify all such generalised polynomials, we point out
that many natural examples have this property. For instance, all polynomials in
Theorem 2.8 are such.
Heisenberg example. We close with an example of a fairly explicit class of sparse
sequences for which we can prove non-automaticity.
Example 6.12. There exists an absolute constant c > 0 such that the following
holds. Let 1, α, β ∈ R be algebraic numbers linearly independent over Q, and
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ε(n)→ 0 with ε(n)≫ n−c. Then, the sequence given by
f(n) =
{
1, if ‖nα ⌊nβ⌋‖
R/Z < ε(n),
0, otherwise
is not k-automatic.
A key tool which we will use is the quantitative equidistribution theorem for
nilrotations, whose special case cited below we use as a black box.
Theorem 6.13 (Green-Tao, [GT12]). Let g(n) be a polynomial sequence on a
nilmanifold G/Γ with Mal’cev basis X, where G is connected and simply connected.
Then, there exists a constant C > 0, such that for any ε > 0 and any N , one of
the following holds:
(i) for each x ∈ G/Γ, there exists n ∈ [N ] such that dX(g(n)Γ, x) ≤ N−ε;
(ii) there exists a horizontal character η with ‖η‖ ≪ NCε such that
max
0≤n<N
‖η ◦ g(n+ 1)− η ◦ g(n)‖
R/Z ≪ N−1+Cε.
Strictly speaking, Green and Tao work with a rather different notion of quantita-
tive equidistribution; the cited result follows immediately from applying Theorem
1.16 to in [GT12] to δ-equidistribution of g(n)Γ with respect to suitable bump
function with support in the radius N−ε ball around x, where δ is a suitable small
power of 1/N .
For linear orbits g(n) = an, condition (ii) in Theorem 6.13 asserst that the
projection of a to the torus G/G2Γ satisfies an approximate linear relation over
Z. A convenient criterion which can be used to rule that out is provided by the
following classical result of Schmidt. As before, we only cite the special case which
we shall use.
Theorem 6.14 (Schmidt [Sch72]). Let α1, . . . , αn be n algebraic numbers linearly
independent over Q, and let ε > 0. Then, for k ∈ Zn we have∥∥∥∥∥
n∑
i=1
kiαi
∥∥∥∥∥
R/Z
≫ ‖k‖−n−ε ,
where the implicit constant depends on α1, . . . , αn and ε.
Remark 6.15. In fact, we only use the above with ε = 1, and any bound of the
form ‖∑ni=1 kiαi‖R/Z ≫ ‖k‖−C would work equally well for our purposes, where
C is a constant dependent at most on n. We note that the same result with C
dependent on the degrees of αi is elementary. If we allowed the constant c in
Proposition 6.12 to depend on α, β, then the weaker bound would suffice for our
purposes.
Proof of Proposition 6.12. Fix k ≥ 2. We claim that for any sequence of digits
u ∈ Σ∗k, there exists n ∈ N0 whose expansion base k ends with u, and such that
f(n) = 1. Once this is accomplished, it follows from Corollary 6.10 that f(n) is
not k-automatic. Letting r = [u]k and t ≥ |u|, we are left with the task of finding
n such that f ′(n) := f(ktn+ r) = 1.
For the sake of contradiction, suppose that f ′(n) = 0 for all n ∈ N0. Without
loss of generality we may also assume that ε(n) is decreasing. The value of the
constant c will be determined in the course of the argument.
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We can explicitly describe a nilmanifold on which f(n) can be realised in a way
analogous to Theorem 1.14. Denote
[x, y, z] ≡
1 x z0 1 y
0 0 1
 ,
and define
G = {[x, y, z] | x, y, z ∈ R} , Γ {[x, y, z] | x, y, z ∈ Z} .
Then, G/Γ is the Heisenberg nilmanifold, with a natural choice of Mal’cev basis
[1, 0, 0], [0, 1, 0], [0, 0, 1].
The horizontal characters on G/Γ take the form ηk([x, y, z]) = k1x + k2y with
k = (k1, k2) ∈ Z2 and ‖ηk‖ = ‖k‖2. Let g be the polynomial sequence
g(n) = [−nα, nβ, 0] = [−α, β, 0]n[0, 0, αβ](n2),
so that {g(n)} = [{−nα} , {nβ} , {nα ⌊nβ⌋}]. Put also g′(n) = g(ktn+ r).
Let F : G/Γ → [0, 1) be the map F ([x, y, z]) = ‖z‖
R/Z for x, y, z ∈ [0, 1)3. It
follows from the way the metric on G/Γ is defined that F is Lipschitz. With this
notation,
(42) f(n) = JF (g(n)) < ε(n)K
Let N be a large integer, and put z = [0, 0, 0]Γ. There exists ρN ≫ ε(N),
such that F (B(z, ρN )) ⊂ [0, ε(N)). Hence, if d(z, g(n)Γ) < ρN for some n ∈
[N ] ∩ (ktN0 + r), then f(n) = 1 contrary to the assumption. It now follows from
Theorem 6.13 that there exists a horizontal character η with ‖η‖ ≪ ρ−AN ≪ NAc
such that
(43) max
0≤n<N
‖η(g′(n+ 1))− η(g′(n))‖
R/Z ≪ N1−Ac,
where A is an absolute constant. Picking l ∈ Z2 so that η = ηl, we conclude from
(43) and Theorem 6.14 that
(44) N−3Ac ≪ ‖l‖−2 ≪ ∥∥kt(l1α+ l2β)∥∥
R/Z
≪ N1−Ac.
Picking any c < 14A we reach the sought contradiction. 
Remark 6.16. The above argument is not specific to the sequence Jnα ⌊nβ⌋ < ε(n)K;
in fact, the term nα ⌊nβ⌋ could be replaced by a fairly arbitrary generalised poly-
nomial q(n). The difficulty lies in the need to impose suitable “quantative irra-
tionality” conditions of q(n).
In the situation of Example 6.12, this was easily accomplished since we had direct
access to the representation of q(n) related to an orbit on a nilmanifold. For more
general sequences, one needs to resort to construction like in [BL07].
Exponential sequences. In order to construct a generalised polynomial that
takes value zero exactly on the set of Fibonacci numbers, we used the theory of
continued fractions. In order to replace the Fibonacci numbers by a linear recur-
rence sequence of higher degree, we need to use higher dimensional diophantine
approximation. We briefly review the topic below. Let θ be a point in Rd, d ≥ 1,
and let N denote a norm on Rd. Let
N0(θ) = inf
p∈Zd
N(θ − p)
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denote the distance from θ to a nearest lattice point. We say that an integer q ≥ 1
is a best approximation of θ with respect to the norm N if N0(qθ) < N0(kθ) for
1 ≤ k ≤ q − 1. If θ /∈ Qd, there are infinitely many best approximations of θ. We
order them in an increasing sequence (qn)n≥0, 1 = q0 < q1 < . . . which we call
the sequence of best approximations. For d = 1, the sequence is well known as the
sequence of denominators of convergents of the continued fraction expansion of θ
(in the latter sequence the first term possibly appears twice). For d ≥ 2 and general
θ ∈ Rd there is no satisfactory theory of best approximations. However, the problem
has been studied for specific choices of θ, notably by Lagarias [Lag82], Chekhova-
Hubert-Messaudi [CHM01], Chevallier [Che13], and Hubert-Messaudi [HM06] in
the case when the coordinates of θ lie in some cubic number fields. We follow the
presentation of [HM06].
Consider the polynomial p(x) = x3 − ax2 − bx − 1 with integer coefficients a, b
satysfying (a ≥ 0 and 0 ≤ b ≤ a+ 1) or (a ≥ 2 and b = −1). Assume further that
the polynomial p has a unique real root β > 1 and a pair of complex conjugate
roots α, α¯. (The condition on a and b arises from the work of Akiyama [Aki00] who
classifies Pisot units of degree 3 satisfying the so-called Property (F) concerning
finiteness of certain β-expansions.) Then β generates an imaginary cubic Pisot field.
We will show that the set {〈〈βn〉〉 | n ≥ 0} is generalised polynomial. To this end,
we use the results of Hubert and Messaoudi who studied the best approximations
of the point θ = (β−1, β−2) [HM06, Theorem 1]. We need to begin, however, by
the following basic result.
Proposition 6.17. Let β be a Pisot number (i.e. a real algebraic integer β > 1
such that all its Galois conjugates have absolute value smaller than one). Let
p = xd − c1xd−1 − . . . − cd be the minimal polynomial of β. Let (Rn)n≥0 be a
sequence of integers satisfying the linear recurrence relation
Rn+d = c1Rn+d−1 + . . .+ cdRn, n ≥ 0.
Assume that (Rn)n≥0 is not identically zero. Then the following conditions are
equivalent:
(i) The set {Rn | n ≥ 0} is generalised polynomial.
(ii) The set {〈〈βn〉〉 | n ≥ 0} is generalised polynomial.
In particular the question whether the set {Rn | n ≥ 0} is generalised polynomial
depends only on the recurrence relation but not on the initial values of (Rn)n≥0.
Proof. From the form of the linear recurrence relation for (Rn)n≥0, we see that
Rn = uβ
n + o(1) for some u ∈ R. Note that u 6= 0. In fact, otherwise Rn = o(1)
and since Rn takes integer values we see that Rn = 0 for large n. It follows that
Rn is identically zero (note that cd 6= 0).
Since β is an algebraic integer, we know that
∑
β′ β
′n is an integer, the sum
being taken over all the Galois conjugates β′ of β. Since |β′| < 1 for β′ 6= β, we see
that βn = 〈〈βn〉〉+ o(1). It follows that
Rn = u〈〈βn〉〉+ o(1)
and the claim follows immediately from the following lemma. 
Lemma 6.18. Let u ∈ R, u 6= 0 and let (Rn)n≥0 and (Sn)n≥0 be integer valued
sequences such that
Rn = uSn + o(1).
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Then the set {Rn | n ≥ 0} is generalised polynomial if and only if the set {Sn | n ≥
0} is generalised polynomial.
Proof. It follows from the relation Rn = uSn + o(1) that for large n an integer
m is of the form m = Sn if and only if 〈〈um〉〉 = Rn and ‖um‖R/Z < |u|/2. We
immediately see from this that if the set {Rn | n ≥ 0} is generalised polynomial,
then so is {Sn | n ≥ 0}. Since the argument is symmetric with respect to (Rn) and
(Sn), we conclude the claim. 
We will apply these results to a particular linear recurrence sequence Rn studied
by Hubert-Messaoudi.
Theorem 6.19 ([HM06]). Let the polynomial p(x) = x3 − ax2 − bx− 1 with roots
β, α, α¯ be as above. Define the sequence (Rn)n≥0 defined by the recurrence formula
R0 = 1, R1 = a, R2 = a
2 + b,
Rn = aRn−1 + bRn−2 +Rn−3, n ≥ 3.
Then there exists a norm N on R2 (called a Rauzy norm) such that the sequence
of best approximations of the point θ = (β−1, β−2) with respect to the norm N
coincides except for finitely many elements with the sequence (Rn). Furthermore,
there exists a sequence of real numbers (mq)q≥1 satisfying the following properties:
(i) There exists a constant c > 0 such that for all q ≥ 1 and p ∈ Z2 if
N(qθ − p) < c, then
N(qθ − p) = N0(qθ) = mq.
(ii) If q < Rn, then mRn < mq.
(iii) For n ≥ 0 we have mRn = m1|α|n.
(iv) We have lim infq→∞mq = 0.
(v) We have
βn = Rn +
bβ + 1
β2
Rn−1 +
1
β
Rn−2, n ≥ 2.
(vi) The norm N is given by the formula
N(x) = |(α+ b/β)x1 + x2/β|, x = (x1, x2) ∈ R2.
Proof. This is proven in [HM06, Theorem 1, Theorem 3, Corollary 2, Proposition
7, Lemma 4, Lemma 2, and formula (3)]. The sequence mq is denoted N(δ(q))
there. 
Remark 6.20. The choice of the initial values of (Rn) might seem unnatural. Note
however that it corresponds to R0 = 1, R−1 = R−2 = 0.
We are now ready to prove the following theorem.
Theorem 6.21. Let p be a polynomial p(x) = x3 − ax2 − bx − 1 with integer
coefficients a, b satysfying (a ≥ 0 and 0 ≤ b ≤ a+1) or (a ≥ 2 and b = −1). Assume
that p has a unique real root β and that β > 1. Then the set {〈〈βn〉〉 | n ≥ 0} is
generalised polynomial.
Proof. By Proposition 6.17, instead of 〈〈βn〉〉, we may study the sequence Rn of the
previous theorem. It is easy to verify that the sequence (Rn) is strictly increasing
for n ≥ 6. We will start by constructing a generalised polynomial g : Z → R that
is increasing and which takes the value g(q) = m−2q at points q = Rn with n
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sufficiently large. The sequence Rn satisfies a third order linear recurrence with
characteristic polynomial p and hence
Rn = uβ
n + vαn + wα¯n
for some u, v, w ∈ C. Hence, limn→∞(Rn − uβn) = 0, and thus for n large enough
we have
Rn−1 = 〈〈Rn/β〉〉, Rn−2 = 〈〈Rn/β2〉〉.
Define a generalised polynomial g by the formula
g(q) = m−21
(
q +
bβ + 1
β2
〈〈q/β〉〉 + 1
β
〈〈q/β2〉〉
)
, q ∈ Z.
Then by Theorem 6.19.(iii) and 6.19.(v), we have g(Rn) = m
−2
1 |β|n = m−2Rn for
large n. (Note that |α| = |β|−1/2.) Furthermore, g is increasing.
Consider the set
S = {q ≥ 1 | N0(qθ) < g(q)−1/2}.
Since the sequence {Rn | n ≥ 0} is up to finitely many terms the sequence of best
approximations of θ, applying Theorem 6.19.(i) and 6.19.(ii) and the fact that g is
increasing and g(Rn) = m
−2
Rn
tends to 0 as n → ∞, we see that S coincides with
the set {Rn | n ≥ 0} up to a finite set. In order to show that S is generalised
polynomial, it is enough to write the expression N0(qθ) in terms of a generalised
polynomial in q. We will do that under the additional assumption that N0(qθ) is
small. Assume that N0(qθ) < (2ℑ(α))−1 and let p = (p1, p2) ∈ Z2 be such that
N0(qθ) = N(qθ − p). By Theorem 6.19.(vi), we have
N(qθ − p) = |(α+ b/β)(qβ−1 − p1) + (qβ−2 − p2)/β| < 1/(2ℑ(α)).
By looking at the imaginary part of the expression, it follows that |qβ−1−p1| < 1/2,
and hence p1 is uniquely determined as p1 = 〈〈qβ−1〉〉. Since p minimises N(qθ−p),
we also have
p2 = 〈〈β(α + b/β)(qβ−1 − p1) + qβ−2〉〉.
Therefore we have
N0(qθ) ≤|(α+ b/β)(qβ−1 − 〈〈qβ−1〉〉)+
+(qβ−2 − 〈〈β(α + b/β)(qβ−1 − 〈〈qβ−1〉〉) + qβ−2〉〉)/β|
and equality holds if furthermore N0(qθ) < (2ℑ(α))−1. Call the expression on the
right hand side of this inequality h(q). Rewriting the norm in C in terms of the
coordinates, we see that h(q)2 is given by a generalised polynomial. Therefore the
set
T = {q ≥ 1 | h(q)2 < g(q)−1}
coincides with S up to a finite set. Hence, the set {Rn | n ≥ 0} is generalised
polynomial. 
7. Concluding remarks
We close with some general remark an questions which naturally appeared during
the work on this project.
To begin with, we note that the difficulty in understanding the behaviour of
arbitrary (possibly sparse) generalised polynomials should not come as a surprise.
Indeed, many deep questions can be succinctly phrased in terms of generalised
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polynomials being identically 0, which suggest that sparse generalised polynomials
are difficult to understand. We give one such example below.
Conjecture 7.1 (Littlewood). Let α, β ∈ R and ε > 0. Then, the generalised
polynomial f : N→ {0, 1} given by
f(n) =
r
n ‖nα‖
R/Z ‖nβ‖R/Z < ε
z
is not identically 0.
It is known by the work fo Einsiedler, Katok and Lindenstrauss [EKL06] that
the set of (α, β) for which the above fails has Hausdorff dimension 0. However, the
conjecture is as yet unresolved, and is believed to be difficult.
Question 1. Does there exist a generalised polynomial q(n) which takes any value
mod1 finitely many times and a non-increasing sequence ε(n) ≥ 0, such thatr
‖q(n)‖
R/Z ≤ ε(n)
z
is an automatic sequence, not eventually 0?
Remark 7.2. The answer is negative when q(n) is a genuine polynomial and either
ε(n) is constant (Proposition 2.3) or ε(n)→ 0 as n→∞ (Proposition 6.1), or when
q(n) = nα ⌊nβ⌋ and ε(n) = n−o(1) with α, β algebraic and linearly independent
(Proposition 6.12; see also Remark 6.16). The condition that q(n) mod 1 does
not take the same value infinitely often is added to remove trivial examples such
as q(n) ∈ Q[n] + R, or q(n) = g(n)h(n) where g(n) is any sparse ({0, 1}-valued)
generalised polynomial and h(n)→ 0 as n→∞ with g(n) = 1.
By Theorem D, the question of whether or not there exist non-trivial sequences
which are simultaneously generalised polynomial and automatic reduces to deciding
if the set {kt | t ∈ N} is generalised polynomial; we suspect it is not. Conversely, by
Example 3.8, the set of Fibonacci numbers, which can be described (up to finitely
many exceptions) as {〈〈ϕt〉〉 | t ∈ N} where ϕ = (1 + √5)/2, is generalised poly-
nomial. Similarly, in Theorem 6.21 we show the set {〈〈βt〉〉 | t ∈ N} is generalised
polynomial, where β is a certain non-totally real cubic Pisot unit. This suggests
the following questions.
Question 2. For which λ > 1 is the set
Eλ :=
{〈〈λt〉〉 ∣∣ t ∈ N}
generalised polynomial?
We note that the set of such λ includes at least all the Pisot units of degree 2,
which is essentially shown in Example 3.8, and some Pisot units of degree 3.
An intimately related (cf. Proposition 6.17) and perhaps more natural question
is the following one.
Question 3. For which linear recurrence sequences a = (an)n≥0 with values in N0
is the set
Ea := {an | n ≥ 0}
generalised polynomial?
Looking at the aforementioned examples from the perspective of recursive re-
lations with non-constant coefficients (as in Remark 3.9), we may also ask the
following question.
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Question 4. Let ni be a sequence given by n0 = 0, n1 = 1 and the recursive
relation
ni = aini−1 + bini−2,
with ai, bi ∈ Z bounded in absolute value. For which a = (ai)i, b = (bi)i is the set
Ea,b = {ni | i ∈ N}
generalised polynomial?
While generalised polynomial sets with positive density can be adequately un-
derstood through the application of Theorem 1.14, much less is known about the
sparse regime, as many of the previous examples suggest. In particular, it seems
highly plausible that any “sufficiently sparse” set is generalised polynomial.
Question 5. Does there exist a function h : N→ N with the property that for any
sequence (ni)i≥1 ⊂ N with ni+1 ≥ h(ni) the set E = {ni | i ∈ N} is generalised
polynomial?
Remark 7.3. Example in Section 3.4 in [BL07] shows how to construct a sparse
generalised polynomial set containing 22
i−1 for all i ∈ N, and can be generalised
to other sequences of similar growth. It is however not clear how to ensure that
unwanted elements do not fall into a set thus constructed.
Remark 7.4. As a tangential remark, we point out that in light of Example 3.8,
it could be interesting to study a class of Fibonacci-automatic sequences, defined
as the sequences produced by finite automatons which on input the expansion of n
in the Fibonacci base.
Any n ∈ N0 has an expansion (n)Fib = udud−1 . . . u0 with ui ∈ {0, 1}, such that
n =
∑
i uifi where fi is the i-th Fibonacci number, and no two consecutive ui’s
take the value 1. (Such a representation is known to be unique by Zeckendorf’s
Theorem). Inasmuch as this notion makes sense, the sequence of Fibonacci num-
bers provides an example of a non-trivial generalised polynomial sequence which is
Fibonacci-automatic.
We finish by presenting a generalisation of Conjecture A to regular sequences. We
call a function f : N0 → Z a quasi-polynomial if there exists an integer m ≥ 1 such
that the sequences fj given by fj(n) = f(mn+ j), 0 ≤ j ≤ m− 1, are polynomials
in n. We say that a function f : N0 → Z is ultimately a quasi-polynomial if it
coincides with a quasi-polynomial except at a finite set.
Question 6. Assume that the sequence f : N0 → Z is both regular and generalised
polynomial. Is it then true that f is ultimately a quasi-polynomial?
If f takes only finitely many values, then all the polynomials inducing fj are
necessarily constant, and so in this case the question coincides with Conjecture A.
If one wanted to reduce the regular case to the automatic case, it seems likely that
a more precise information about the rate of growth of regular sequences along the
lines of Remark 5.5 might prove useful.
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