The concept of swarm intelligence is based on the collective social behaviour of decentralized body, either natural or artificial like ant, fish, bird, bee etc. Swarm intelligence has gained very high priority among the researchers from different field like commerce, science and engineering. Multiple editions of swarm intelligence's techniques made it suitable for optimization problems. In this paper, we have present a review of 4 different algorithms based on swarm intelligence for finding the path by mobile robot. Path planning is an interesting problem in mobile robotics. It is about finding the shortest, collision free and smooth path by the robot form predefined starting position to fixed goal position in an environment with obstacles either moving or stationary. This problem is difficult to solve particularly in the case of dynamic environment where the optimal path needs to be rerouted in real time when a new obstacle come out.
INTRODUCTION
Swarm Intelligence (SI) is the property of a system whereby the collective behaviours of unsophisticated agents interacting locally with their environment cause coherent functional global patterns to emerge. SI provides a basis with which it is possible to explore collective (or distributed) problem solving without centralized control or the provision of a global model. In particular, the discipline focuses on the collective behaviours that result from the local interactions of the individuals with each other and with their environment.
Swarm intelligence, is composed by three main principles: evaluation, comparing and imitation. Evaluation is able to identify what is positive or negative in nature. Learning won't happen unless beings are capable of evaluate the attractive and repulsive characteristics of the environment. In comparison, living beings compare themselves with other beings as results of these comparisons may become a motivation to learning and/or modification. Imitation is an effective form of learning. However, very few animals, in nature, are capable of imitating, in fact, only human beings and some species of birds are capable of such action [1] .
The typical swarm intelligence system has the following properties:
 Swarm is composed of many individuals;  Generally the individuals are homogeneous (either all identical or they belong to a few typologies);  The interactions among the individuals are on local information that the individuals exchange directly or via the environment, by simple behavioural rule.
 The overall behaviour of the system results from the interactions of individuals with each other and with their environment, i.e, the group behavior selforganizes. Swarm Intelligence can be described by considering five fundamental principles [2] .

Proximity Principle: the individual should be able to carry out simple space and time computations.  Quality Principle: the individual should be able to respond to quality factors in the environment.  Diverse Response Principle: the individual should not commit its activity along excessively narrow channels.  Stability Principle: the individual never change its mode of behavior when the environment changes.
Adaptability Principle: the individual should be able to change its behavior mode when the computational price is worth.
Swarm intelligence system can act in a coordinated way without the presence of an external coordinator. Swarm intelligence added a new property in artificial intelligence to study the collective behaviour and emergent properties of complex systems with in predefined environment [3] . In recent years a number of swarm based optimization techniques have been proposed among which we have discuss about the Particle swarm optimization(PSO), Ant colony optimization(ACO), Artificial bee colony optimization(ABC) and Firefly Algorithm(FA) in terms of robot path planning.
Robot path planning is an important problem in navigation of mobile robots. The aim is to find an optimal and collision-free path from a predefined start position to a target point in a given environment. Generally, there are many paths for robot to reach the target, but in fact the best path is selected according to some guide line. These guide lines are: shortest path, least energy consuming or shortest time. The field robot path planning was launched at the middle of the 1960's [4] [5] .
The problem of path planning is very active area of research. This problem is solved by many conventional methods such as Artificial Potential Field [6] , Neural Network [7] , Distance Wave Transform [8] , A* algorithm [9] , D* algorithm [10] and etc, proposed by previous researchers have changed and evolved to other variation of path planning approaches that is based on approaches categorized as artificial intelligence [11] .
In computational complexity theory, path planning is classified as an NP complete problem [12] . That is, the computational time that is required to solve such problem increases dramatically (usually in an exponential rate) when the size (or dimension) of the problem increases.
The rest of this paper is organized as follows: Section 2 describes the review of Particle Swarm Optimization, Ant Colony Optimization, Artificial Bee Colony Optimization and Firefly Algorithm. Section 3 describes the comparison of all 4 algorithms. Section 4 presents an Advantages and Disadvantages of ACO, PSO and ABC. Section 5 concludes the paper and Future Work.
METHODS OF PATH PLANNING 2.1 Particle Swarm Optimization (PSO)
Particle Swarm Optimization is a population based optimization technique proposed by Dr. Kennedy and Dr. Earhart in 1995. It is inspired by the social behaviour of bird flocking and schooling of fishes [13] . In PSO, each 'bird' or 'fish' act as a particle and the 'flock' or 'school' is names as swarm. In PSO each particle communicates with other particle while learning their own experience and it randomly searches the path in the given environment by updating itself with its own memory. The implementation of PSO is simple and if any path is exists in the environment it will found definitely by the PSO.
PSO is generally applied to many optimization areas due to its unique searching mechanism, simple concept, computational efficiency, and easy implementation. Each particle in the swarm represents a solution in a high-dimensional space with four vectors, its current position, best position found so far, the best position found by its neighbourhood so far and its velocity [2] .
Suppose D is the dimension of the searching space and N is the number of particle. PSO is initialized with a population of random particles which distribute uniformly around search space at first. Assuming that the position and velocity of the particle is represented as = and = respectively, each particle is maintains a memory of its previous best position denoted by = and the best position of the population denoted as = .
Each particle updates its position and velocity according to the following equations:
where k=1, 2, .... K and K is the maximum number of iterations; i=1, 2, .... N and N is the number of particles; w is the inertia weight, it is responsible for dynamically adjust the speed of the particles; and are two positive constants, generally we choose = = 2; and are two random functions in the range from 0 to 1 [14] [15] .
The basic PSO algorithm is summarized in the following steps, which is also shown in fig 1.
Step 1-Each particle of the swarm is initialized in the search environment containing a target and an obstacle, with random values for position and velocity.
Step 2 -Evaluate the fitness value for each particle.
... (3) where x is the current coordinates of the individual particle, z is the target coordinates and y is the intermediate position to go from x to z.
Step 3 -Compare the value obtained from the fitness function with its previous best fitness to find out next possible coordinate position. If the value of fitness function is better than then this new value take the place of .
Step 4 -If the value of is better than then = .
Step 5 -Update the position and velocity of the particle by equations (1) and (2) respectively.
Step 6 -Until the convergence is reached, repeat step 2 to 5. ACO simulates the behavior of ant colonies when they are searching for food in the environment and finding the most efficient routes from their nests to food sources. During motion, ants leave some chemical substance, which we call "pheromone", on the route that they have passed. A pheromone is a type of chemical that stimulates a natural behavioral response to the other ant group. The subsequent ants would choose a path based on the amount of pheromones present on all possible motion paths from the start position (nest) moving to the target position (food) [16] .
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and optimal solution Stop Y N Ants can also perceive the pheromone when they pass the route, and their actions could be influenced by the concentration of pheromone. In this way, the shorter of the path, the more frequent visited by ants, the more pheromone accumulated on the path [17] . This process will be lasted until all the ants select the shortest path.
Furthermore, the ant colony possesses better ability to adapt them to the environment around them. Fig.1 shows that the ants can find the optimum route again quickly when a barrier suddenly appears in the path they pass [18] . In general, the ant moves from state x to state y with probability = .... (4) Where, is the amount of pheromone deposited for transition from state x to y, 0 ≤ α is a parameter to control the influence of , is the desirability of state transition xy (a priori knowledge, typically 1 / , where d is the distance) and b ≤ 1 is a parameter to control the influence of .
When all the ants have completed a solution, the trails are updated by = + Δ ... (5) where is the amount of pheromone deposited for a state transition xy, is the pheromone evaporation coefficient and Δ is the amount of pheromone deposited,
The basic ACO algorithm is summarized in the following steps, which is also shown in fig 3.
Step 1 -Set up the free space model of working environment and mention the start and end point.
Step 2 -Find the best point for the next move of ants based on eq .(4).
Step 3 -According to the transition probability of each unit, generate several paths from starting point to the destination, each represents a tour of an ant.
Step 4 -Measure the length of each path and update pheromone concentration of all units by eq. (5).
Step 5 -Modify each possible path by align trails of all ants having travelled and calculate the length of the modified path. If the length of the modified path is shorter than the length of current shortest path, then replace it.
Step 6 -Iterate the above process until all ants' trails focus into the globally optimal path. 
Artificial Bee Colony (ABC)
The artificial bee colony (ABC) is a population based heuristic algorithm introduced by Dervis Karaboga in 2005 for solving constrained optimization problem [19] . It is inspired by collective behaviour of honeybees to find food sources around the hive. The colony of artificial bees consist of three groups of bees: employed bees, onlooker bees and scouts bees [20] . the direction in which it can be found, its distance from the hive, and its quality.

Onlooker bees: These bees watch the dances in the hive and choose the best flower patches to go for. The flower patches, which have higher quality, attract more bees than lower quality flower patches.  Scout bees: This bees carrying out random search of a food search around the hive spontaneously due to some internal motivation.
The number of employed bees is equal to the number of food sources. If food source is exhausted by the employed bees, then onlooker bees become a scout. In artificial bee colony algorithm, the position of a food source represent a possible solution to the optimization problem and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. The number of the employed bees or the onlooker bees is equal to the number of solutions in the problem [21] .
As the nectar amount of a food source increases, the probability of that food source is chosen by an onlooker increases, too. Hence, the dance of employed bees carrying higher nectar recruits the onlookers for the food source areas with higher nectar amount. After arriving at the selected area, they choose a new food source in the neighbourhood of the one in the memory depending on visual information. This information is based on the comparison of food source positions [22] . If the new food has an equal or better nectar than the old source, it is replaces the old one in the memory. Otherwise, the old one is retained in the memory [2] .
The first step in using bee colony algorithm is to make an initial path. To create an initial path we assume that the robot moves in a direct line from the starting point to the target. Initial path has some breakpoints, depends on number of obstacles and their shape. Breakpoints are a point that two successive straight lines of the path meet each other. Each breakpoint of the path is a candidate as a food sources. These bees are put randomly in the neighboured of the breakpoints and the point where bees are placed is called 'new point'.
There are two types of methods to create a new path using a new point. First method is to consider this point as a new breakpoint and change the previous breakpoint of the path with this point. Second method is to create a path from starting point to this new point and another path from the new point to the target. These two methods should be performed and the shorter path of two created paths be selected as the new path.
The basic ABC algorithm is summarized in the following steps, which is also shown in fig 3.
Step 1 -Create an initial path. This path goes directly from starting point to the target and turns obstacles if encounter them.
Step 2 -Calculate the length of initial path.
Step 3 -Send employed bees to neighbourhood of breakpoints and calculating fitness of new paths.
Step 4 -Send onlooker bees to neighbourhood of selected breakpoints for exploitation and calculating fitness of new paths.
Step 5 -Send scout bees to neighbourhood of breakpoints randomly for exploration and finding new paths.
Step 6 -Till the optimal path is not found, repeat step 3 to 5. Similar to other metaheuristics optimization methods, firefly algorithm generates random initial population of feasible candidate solutions. All fireflies of the population are handled in the solution search space with the aim that knowledge is collectively shared among fireflies to guide the search to the best location in the search space. Each particle in the population is a firefly, which moves in the multi-dimensional search space with an attractiveness that is dynamically 
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For simplicity, we can summarize these flashing characteristics [24, 25, 26, 27, 28, 29] as the following three rules:

All fireflies are unisex, so that one firefly is attracted to other fireflies regardless of their sex.
Attractiveness is proportional to their brightness, thus for any two flashing fireflies, the less bright one will move towards the brighter one. The attractiveness is proportional to the brightness and they both decrease as their distance increases. If no one is brighter than a particular firefly, it moves randomly.
The brightness of a firefly is affected or determined by the landscape of the objective function to be optimised.
Initial population of fireflies in the conventional firefly algorithm is generated from an objective function. ... (6) Accordingly, the intensity of their flashing light is determined from the function. This can be calculated as:
... (7) where, = Light intensity at ith iteration = Initial light intensity, = Light absorption coefficient, = distance between two firefly.
The distance between two fireflies and is calculated as:
The initial value of the flashing light absorption parameter is assigned a fixed value, and during the optimization process this parameter is modified according to the performance of optimization. Modification of the flashing light absorption parameter is the key factor to converge the algorithm, and in most of the cases it is considered as a fixed value. Now the algorithm starts its optimization process till the end of generation. First any one of the generated population is considered as a brightest firefly, and the rest of the fireflies are then moved towards the brightest firefly. During the process the distance and attractiveness of each firefly from brighter one is calculated, and it affects the process of movement for each firefly differently. On successful completion of this moving procedure the fireflies are ranked according to their performance [24] .
The basic Fireflies algorithm is summarized in the following steps, which are also shown in fig 4.
Step 1 -Each individual generate its strength, state of motion and visual range randomly. The state of motion of the particle includes the location in space velocity and speed limit.
Step 2 -Searching neighbours to calculate attractiveness.
Step 3 -To determine the state of motion. Comparing the one with the best attractiveness with itself.
Step 4 -If attractiveness is better than itself then change the state of motion by one.
Step 5 -Else, maintaining its state of motion, random motion.
Step 6 -Till the termination is condition is not satisfied, repeat step 2 to 5. 
An Analysis on the Advantages and Disadvantages of the Swarm Intelligence Algorithms

ALGOR-ITHMS ADVANTAGES DISADVANTAGES
PSO  PSO is based on the intelligence. It can be applied into both scientific research and engineering use.  PSO is easy to implement and there are few parameters to adjust, it occupies the bigger optimization ability and it can be completed easily..  PSO have no overlapping and mutation calculation. The search can be carried out by the speed of the particle. During the development of several generations, only the most optimist particle can transmit information onto the other particles, and the speed of the researching is very fast.
 Achieve optimality convergence strongly influenced by the inertia weight.  When the algorithm converges, the fixed values of the parameters might cause the unnecessary fluctuation of particles  The method cannot work out the problems of scattering and optimization.  Premature convergence and slow convergence in terms of the multi-modal function optimization problem solving process ACO  Ants are good masters in search and exploitation.  ACO can be used in dynamic applications.  Positive Feedback leads to rapid discovery of good solutions.  Efficient for Travelling Salesman Problem and similar problems  Distributed computation avoids premature convergence  Theoretical analysis is difficult  Probability distribution changes by iteration  Sequences of random decisions (not independent)  Research is experimental rather than theoretical  Time to convergence uncertain (but convergence is guaranteed!) ABC  Employing fewer control parameters.  Strong robustness, fast convergence and high flexibility.  It can be used for solving multidimensional and multimodal optimization problem  Global optimization and easy recognition.  The structure of the algorithm is favourable for parallel processing, thus saving time.  It conducts both global search and local search in each iteration, and as a result the probability of finding the optimal is significantly increase  Lack of use of secondary information about the problem (gradients).  High number of objective function evaluations.  The population of solutions increases the computational cost due to slowdown, many iterations and memory capacity required.  The possibility of losing relevant information on the behaviour of the function to be optimized.  Computational complexity is high at later stage  Poor convergence rate and local optimizing.
FA
 High convergence rate.  Ever agent i.e. firefly works almost independently and finds a better position for itself in consideration with its current position as well as the position of other fireflies. Thus, it escapes from the local optima and finds a global optimum is less number of iterations.  Robust algorithm.  It is thus particularly suitable for parallel implementation.
 Trapping into several local optimums  Firefly algorithm parameters are set fixed and they do not change with the time  Firefly algorithm does not memorize or remember any history of better situation for each firefly and this causes them to move regardless of its previous better situation, and they may end up missing their situations.  Slow convergence speed.
CONCLUSION
As the mobile robots have become popular, the importance of path planning is much increased. Many techniques have been proposed to address this problem. In this paper we reviewed several swarm intelligence algorithm to know the recent development in the field of path planning of mobile robots. We explained every technique in brief and their respective algorithms in common steps. Each of the existing approaches for the path planning has its own advantages and disadvantages. This is because each algorithm is for a specific goal and considers the priority among different performance criteria such as time for path traversal, number of turns in the resultant path, complexity of the environment and proximity of obstacles.
