prove a version of the Lindeberg-Feller Theorem, showing normal convergence of the normalised sum of independent, not necessarily identically distributed random variables, under standard conditions. We give a su cient condition for convergence in the relative entropy sense of Kullback-Leibler, which is strictly stronger than L 1 . In the IID case we recover the main result of Barron [1].
Introduction and results

Consider a series of independent real-valued random variables X
(1) ; X (2) ; : : : ; with densities, zero mean and ÿnite variances v 1 ; v 2 ; : : : : It will be necessary to consider various normalised sums, so we introduce a notation whereby sums are indexed by sets of integers. For a non-empty set of positive integers S, deÿne X (S) = i∈S X (i) with variance v S = Var(X (S) ) = i∈S v i , and the normalised sum U (S) = X (S) = √ v S = ( i∈S X (i) )= √ v S , with density g (S) . Further, deÿne Y (S) =U (S) +Z , where Z is N(0; ) and independent of U (S) . In general, we use Z u and Z (·) u to represent normal N(0; u) random variables with mean zero and variance u; ; 2 and ; 2 stand for the N( ; 2 ) distribution function and probability density, respectively. If = 0 or 2 = 1, we omit the subscript or 2 from this notation. Let D(f||g) be Kullback-Leibler distance between probability densities f and g, and J (X ) be the Fisher Information of a random variable X (see Section 2 for details). Condition 1. There exists a decreasing function ; such that (R) → 0 as R → ∞ so that for all i and R:
Condition 1 is a uniform version of the Lindeberg Condition.
Condition 2 (Bounded variance). There exists V 0 such that v i 6V 0 ¡ ∞ for all i.
Deÿnition 1.1. For ¿ 0, deÿne Ä(W; ) = sup S: vS ¿W J (Y (S) ) − 1=(1 + ).
By the CramÃ er-Rao lower bound, and by results of Lemma 2.5, we know that 1=(1 + )6J (U + Z )61= . Hence Ä(V; ) is always non-negative, and zero if and only if U (S) is N(0; 1) for all S such that V S ¿V . 
For weak convergence, the classical Lindeberg condition is known to be necessary and su cient (see for example Gnedenko and Kolmogorov, 1954, Chapter 4, Theorem 4 ). An interesting open problem is to ÿnd necessary and su cient conditions for convergence in L 1 , or in Kullback-Leibler distance. Notice that both Theorems 1 and 2 are trivially true if the sum of variances
An example of a 'nearly IID' case where Conditions 1-3 hold is where X (i) is the sum of independent variables W (i) +Z (i) for some ¿ 0. In that case Condition 1 holds by Lemma 5.3, Condition 2 has an obvious interpretation in requiring a uniform bound on Var(W (i) ), and Condition 3 holds because J (Y (S) )6J (Z + ) = 1=( + ), so that Ä(V; ) d 6log .
The paper is organised as follows. In Section 2, we discuss useful properties of Kullback-Leibler distance, Fisher Information and Hermite polynomials. Section 3 contains two main propositions, from which we deduce Theorems 1 and 2. Their proof is deferred to Section 4, in which we establish technical facts that help us use a characterisation of the normal density and Section 5, in which we show that the lowest moments converge.
Theorems 1 and 2 extend earlier results in Barron (1986) and Brown (1982) to the case of non-identically distributed random variables. More precisely, our proof can be easily adapted to recover the main result of Barron (1986) : if X
(1) ; X (2) ; : : : are IID with densities and D(g m || ) is ÿnite for some m then lim m→∞ D(g m || ) = 0. Here g m is the density of (
Entropy-related methods of proving convergence to a Gaussian distribution originate from a paper of Linnik (1959) . For the history of the question see Barron (1986) . The techniques used in this paper are similar to those of Barron (1986) , Brown (1982) and Carlen and So er (1991) ; in particular, Section 3 is motivated by Barron (1986) and Carlen and So er (1991) and Sections 4 and 5 by Brown (1986) . Theorem 2 bears a close similarity to Theorem 2:2 of Carlen and So er (1991) , except that we remove the condition that the variances be uniformly bounded away from zero. Furthermore, Proposition 3.2 and Theorem 1 give bounds more explicit than the continuity argument in Theorem 1:2 of Carlen and So er (1991) . In particular, our Theorem 1 requires only Conditions 1 and 2 to obtain weak convergence.
Notation and deÿnitions
Deÿnition 2.1. Given probability densities f; g, we deÿne the Kullback-Leibler distance (or 'relative entropy') D(f||g) to be
In the case where f has mean zero and variance 2 , and g = 2 , D(f||g) = 1 2 log 2 2 − H (f), where H represents the di erential entropy. In other words, we can view entropy in terms of the distance from the normal. The Kullback-Leibler distance is shift and scale invariant. D(f||g) is not a metric; it is asymmetric and does not satisfy the triangle inequality. However, D(f||g)¿0 with equality i f(x) = g(x) for almost all x ∈ R. Furthermore (see Kullback, 1967 for details),
The normal distribution maximises entropy amongst random variables of given variance, so the Central Limit Theorem corresponds to the entropy tending to its maximum. Fisher Information is used to prove that the maximum is achieved. Deÿnition 2.2. If U is a random variable with di erentiable density g(u), we deÿne the score function U (u) = @=@u(log g(u)) = I (g(u) ¿ 0)g (u)=g(u) and the Fisher Information
Lemma 2.3. If U is a random variable with density f and variance 1; and Z u is independent of U; then
Proof. This is a rescaling of Lemma 1 of Barron (1986) , which is an integral form of de Bruijn's identity (see Blachman (1965) or Stam (1959) for more details of de Bruijn's result).
Lemma 2.4. If U (1) ; U (2) are independent and U (3) = U (1) + U (2) with score functions (1) ;
(2) and (3) then with probability one; for any ÿ ∈ [0; 1]
Here and below E[ · |U (3) ] stands for the conditional expectation with respect to the -algebra generated by U (3) .
Proof. If U (1) and U (2) have densities p and q then U (1) + U (2) has density r(w) = p(x)q(w − x) dx and so
which equals, almost surely, the expected value E[ (1) (U (1) )|U (3) ](w): Similarly, we can produce an expression in terms of the score function V (y) = q (y)=q(y). We can add ÿ times the ÿrst expression to 1 − ÿ times the second one.
and hence
Proof. Using Lemma 2.4 and Jensen's Inequality,
Substituting ÿU (1) and 1 − ÿU (2) for U (1) and U (2) ; respectively, we recover the second result.
However, we require a stronger result. We will use the Hermite polynomials H n (x) (see Szegő, 1958 for more details), which form an orthogonal basis in L 2 ( (x) dx).
Deÿnition 2.6. The generating function of the Hermite polynomials with respect to normal weight =2 is
Using this, H 0 (x) = 1, H 1 (x) = x, H 2 (x) = x 2 − =2 and the normalisation is given by
and a seminorm || · || using
This measures 'how far from being linear f is', which is useful since if is the score function of a normal then is linear and hence || || = 0.
Proposition 3.2. Let U (1) and U (2) be independent random variables with mean zero and variance one. Given ¿ 0 deÿne
. Here Z
and Z (2) are independent of U (1) , U (2) and of each other. There exists a constant such that
The normal perturbation considered in Proposition 3.2 guarantees the di erentiability of the densities f (i) and hence the existence and boundedness of Fisher Information. The proof of Proposition 3.2 is presented in Section 4, where we use the natural generalisations of results of Brown (1982) . Deÿnition 3.3. Given a positive function where (R) → 0 as R → ∞, deÿne the set of random variables C by
The last inequality has the form E(X=
that the class C is scale invariant, and is a uniform integrability condition on X= √ v X , Note that Condition 1 guarantees that each X (i) ∈ C . Lemma 3.5 below ensures that any sum X (S) ∈ C , for some positive function with (R) → 0 as R → ∞.
Proposition 3.4. Given ¿ 0 and a random variable X ∈ C ; deÿne Y = X= √ v X + Z ;
with score function (Y ) ; where Z is independent of X . There exists a function ( ) (depending only on and ); with ( ) → 0 monotonically as → 0; such that
The proof of Proposition 3.4 is given in Section 5. In the rest of this section we derive Theorems 1 and 2 from Propositions 3.2 and 3.4. 
Proof. First we prove the assertion under the additional assumption that the X (i) have even densities. Set
Furthermore, by Cauchy-Schwarz, for any t;
Taking t = √ R, we can use (R) = 2 (R 1=2 ) + 2(R + 3) 1=2 =R, which as required tends to zero as R → ∞.
To establish the assertion in the general case we pass from X (i) to random variables
is an independent copy of X (i) . By using inequalities we have control over the tails of
Conversely, if we have control over the tails of X (S) − X (S) ; we control the tail of X (S) , since Carlen and So er (1991, p. 354) shows
Proof of Theorem 1. By Condition 2 the variances are bounded by V 0 . Given a set S with v S ¿3V 0 , we can write S = S 1 ∪ S 2 , with S 1 ∩ S 2 = ∅ and if = v S1 =v S , 1 3 6 6 2 3 . For example, deÿning r = min{l: v S∩(−∞;l] ¿v S =3}, let S 1 = S ∩ (−∞; r), then v S1 ¿v S =3, and v S1 6v S =3 + V 0 62v S =3).
According to Propositions 3.2 and 3.4, given ¿ 0, there are two possibilities: In the case of IID variables, we recover the main result of Barron (1986) . If 
As in Barron (1986) , we deduce that J (W (k) ) converges monotonically to its minimum, and this monotone convergence means that we only require the condition that D(g m || ) is ever ÿnite to ensure its convergence to zero.
Proof of Proposition 3.2
Throughout this section, the notation of Proposition 3.2 is in place. Given ¿ 0, deÿne random variables
with densities f (1) ; f (2) ; f (3) and score functions (1) ; (2) ; (3) . Here and below Z
and Z (2) are independent of U (1) , U (2) and of each other. In addition, we consider independent variables Z (i) =2 , i = 1; 2 and set Z
=2 . Finally, {H r } will represent the Hermite polynomials with respect to =2 .
Lemma 4.1 (Brown [3] ). There exists a constant ¿ 0 such that for any random variable U with variance 1; the sum Y = U + Z ; where Z is independent of U; has density f bounded below by =2 .
Proof. Since U has variance 1, by Chebyshev,
Lemma 4.2.
Proof.
; ), by Lemma 2.4, T =E[R|Y (3) ; ]. Hence by standard orthogonality arguments, E(R−T ) 2 =E R 2 −ET 2 . Since U
(1) and U (2) are independent, so are Y (1) and Y (2) and hence E[ 2) ). This gives the ÿrst equation.
The second inequality follows as Lemma 4.1 gives
for any real h(s; t).
where
Substituting for r; s, the result follows.
Lemma 4.4. The linear map ÿ deÿned by
Proof. The action of ÿ on the generating function is
This is the natural generalisation of Eq. (3:6) from Brown (1982) , though our proof is di erent.
r H r (x); and w is the function identiÿed in Lemma 4:3; there exist functions A r (x) such that
Proof. By Lemma 4.4
Expanding, and using the normalisation of H r we know that
where A r (x)=x−x r+1 −x (r+1)=2 (1−x) (r+1)=2 . As A 1 (x) ≡ 0, these terms may be removed. For ÿxed x ∈ [0; 1], A r (x) is increasing in r, so we may replace A r ( ); A r (1 − ) by the (positive) values A 2 ( );
Proof of Proposition 3.4
The notation of Proposition 3.4 holds throughout this section. That is, given ¿ 0 and a random variable X ∈ C , we deÿne Y = X= √ v X + Z , with score function (Y ) , where Z is independent of X . As in the previous section {H r } are the Hermite polynomials with respect to =2 .
Lemma 5.1. Given a di erentiable positive probability density f with score function = r a r H r ∈ L 2 ( =2 (x) dx); there exists a function Ä(x) of the form Ä(x) = f(0) exp(a 0 x + 1=2a 1 x 2 ); such that for any z ¿ 0;
Hence there exists z = z(|| || ; ); which for all ¿ 0, tends to inÿnity as || || → 0 slowly enough that the right-hand side of the inequality vanishes as || || → 0. Thus given ; z ¿ 0 if || || is small enough then sup x∈(−z; z) |f(x)=Ä(x) − 1|6 .
Proof. For any z ¿ 0; x ∈ [ − z; z], and function h :
We use the expansion = i a i H i . Taking h(y) = ( )(y) = (y) − a 0 − a 1 y, we know that as || || → 0, we have control uniformly in t ∈ (−z; z) over
To complete the proof, observe that |g(x) − g(0)| ¡ c implies |exp(g(x) − g(0)) − 1| 6exp c − 1, so we take Ä as suggested. 
2 ) for some k; b 0 ; b 1 ; x ∈ R; satisÿes sup y∈[−z ; z ] |f(y)=Ä(y) − 1|61=2 then we can write Ä(x) = c (x); where = ; 2 is a N( ; 2 ) density. Finally; there exist constants c 1 ; c 2 (depending only on ) such that for |x|¿2z
Proof. These score functions belong to L 2 ( =2 (x) dx). By an argument using Lemma 4.1,
so that f(y)6(2 ) −1=2 . In fact better bounds are possible, since (y −x) 2 is minimised as a function of x on {|x|6|y|=2} at x = y=2, and the minimal value is y 2 =4. For any other x, (y − x) 2 is non-negative. Breaking up the region of integration into |x|6|y|=2 and |x|¿|y|=2, we deduce by Chebyshev that f(y)6 1 (2 ) 1=2 
2 ). Now since (z ) ¡ (0) and (−z ) ¡ (0), it must be the case that | |6z , since otherwise the triple (z ); (0); (−z ) would be monotonic. Since | |6z , |f( )=c ( ) − 1|61=2, and so c ( )62f( )62= (2 ) 1=2 . Combining these estimates, we deduce that for |x|¿2z , | |6z 6|x|=2, so that (x − ) 2 ≥ x 2 =4, and hence So substituting c = v X (1 + )t, we deduce that for any R¿0, we can take (R) = 4 (R v X (1 + )=2) + (8 + 4) 1 + 1 R ; so → 0 as R → ∞, as required.
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