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SCATTERING THEORY FOR LINDBLAD MASTER EQUATIONS
MARCO FALCONI, JÉRÉMY FAUPIN, JÜRG FRÖHLICH, AND BAPTISTE SCHUBNEL
Abstract. We study scattering theory for a quantum-mechanical system consisting of a
particle scattered off a dynamical target that occupies a compact region in position space.
After taking a trace over the degrees of freedom of the target, the dynamics of the particle is
generated by a Lindbladian acting on the space of trace-class operators. We study scattering
theory for a general class of Lindbladians with bounded interaction terms. First, we consider
models where a particle approaching the target is always re-emitted by the target. Then we
study models where the particle may be captured by the target. An important ingredient of
our analysis is a scattering theory for dissipative operators on Hilbert space.
1. Introduction and statement of the main results
We study the quantum-mechanical scattering theory for particles interacting with a dy-
namical target. The target may be a quantum field, e.g., a phonon field of a crystal lattice, a
quantum gas, or a solid, such as a ferro-magnet, . . . confined to a compact region of physical
space R3. Our aim in this paper is to contribute to a mathematically rigorous description
of such scattering processes and to provide a mathematical analysis of particle capture by
the target. Rather than studying all the degrees of freedom of the total system composed of
particles and target, we will take a trace over the degrees of freedom of the target and study
the reduced (effective) dynamics of the particles. It is known that, in the kinetic limit (time,
t, of order λ−2, with λ→ 0, where λ is the strength of interactions between the particles and
the target), the reduced dynamics of the particles is not unitary, but is given by a semi-group
of completely positive operators generated by a Lindblad operator. In general, the reduced
time evolution maps pure states to mixed states corresponding to density matrices. The trace
of a density matrix tends to decrease under the reduced time evolution; but, in the absence
of particle capture by the target, it is preserved.
The main purpose of this paper is to study the dynamics generated by general Lindblad
operators and, in particular, to develop the scattering theory for Lindblad operators. We will
also study models of some concrete physical systems.
In the remainder of this section, we recall the definition of Lindblad operators and quantum
dynamical semigroups (see [4] for a detailed introduction to the subject), we discuss general
features of the scattering theory for Lindblad master equations and we state our main results.
1.1. Lindblad operators and quantum dynamical semigroups. To avoid inessential
technicalities, we cast our analysis in the language of operators on Hilbert-space; but our
discussion can easily be generalized using the language of operator algebras.
Thus, let H be the complex separable Hilbert space of state vectors of an open quantum-
mechanical system S. We will use the Schrödinger picture to describe the time evolution of
S, i.e., the time evolution of normal states of S will be considered. But, as usual, it is possible
to reformulate most of the results presented below in the Heisenberg picture. By J1(H) and
J sa1 (H) we denote the complex Banach space of trace-class operators onH and the real Banach
1
2 M. FALCONI, J. FAUPIN, J. FRÖHLICH, AND B. SCHUBNEL
space of self-adjoint trace-class operators on H, respectively. Density matrices, i.e., positive
trace-class operators of trace 1, belong to the cone J +1 (H) ⊂ J sa1 (H). The trace norm in
J1(H) is denoted by ‖ · ‖1.
In the kinetic limit (i.e., the Markovian approximation), the time evolution of states of
an open quantum system is given by a strongly continuous one-parameter semigroup of
trace-preserving and positivity-preserving contractions, {T (t)}t≥0, on J sa1 (H). We remind
the reader of the definition and the properties of a strongly continuous semigroup {T (t)}t≥0
on a Banach space J , (see, e.g., [14, 15]):
(1) T (t+ s) = T (t)T (s) = T (s)T (t), T (0) = 1, ∀ t, s ≥ 0, (semigroup property)
(2) t 7→ T (t)ρ is continuous, for all ρ ∈ J . (strong continuity)
If, in addition to (1) and (2), {T (t)}t≥0 also satisfies
(3) ‖T (t)ρ‖ ≤ ‖ρ‖, for all ρ ∈ J , (contractivity)
then it is called a strongly continuous contraction semigroup. To qualify as a dynamical map
on J sa1 (H), {T (t)}t≥0 must also preserve positivity and the trace of ρ, i.e., it must map density
matrices to density matrices:
(4) T (t)ρ ≥ 0, for all t ≥ 0 and all ρ ≥ 0,
(5) Tr(T (t)ρ) = Tr(ρ), for all ρ ∈ J sa1 (H).
In this paper, the generator, L, of a strongly continuous semigroup {T (t)}t≥0 on J1(H) is
defined by
Lρ := lim
t→0
(−it)−1(Ttρ− ρ),
the domain of L being the set of trace-class operators ρ such that the limit t→ 0 exists. This
is not the usual convention but is natural in our context. We then write T (t) ≡ e−itL, for all
t ≥ 0.
In [22] (see also [17]) it is shown that necessary and sufficient conditions for a linear operator
L on J sa1 (H) to be the generator of a strongly continuous one-parameter semigroup of trace-
preserving and positivity-preserving contractions are that: (i) D(L) is dense in J sa1 (H), (ii)
Ran(Id − iL) = J sa1 (H), (iii) −iTr(sgn(ρ)Lρ) ≤ 0, for all ρ ∈ J sa1 (H), and (iv) Tr(Lρ) = 0,
for all ρ ∈ J sa1 (H).
In [25], norm-continuous semigroups of completely positive maps on the algebra (of “observ-
ables”) B(H) (Heisenberg picture) were studied. We recall that a map Λ on B(H) is called
completely positive iff, for any n ∈ N, the map Λ⊗ Id on B(H⊗Cn) is positive. The explicit
form of the generators of norm-continuous semigroups of completely positive maps on B(H)
has been found in [25]. They are called Lindblad generators, or Lindbladians. Translated to
the Schrödinger picture, which we use in this paper, the results in [25] imply that Lindblad
generators on J sa1 (H) have the form
L = ad(H0)− i
2
∑
j∈J
{C∗jCj, · }+ i
∑
j∈J
Cj · C∗j , (1.1)
where H0 is (bounded and) self-adjoint,
ad(H0) := [H0, ·],
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and the operators Cj and
∑
j∈J C
∗
jCj are bounded. The operator L is called a Lindblad
operator even if some of the operatorsH0 and/or Cj are unbounded; (we recall that L generates
a norm-continuous semigroup if and only if L is bounded; see e.g. [14]). Strongly continuous
one-parameter semigroups of trace-preserving and completely positive contractions on J sa1 (H)
are sometimes called quantum dynamical semigroups.
A proof of the following lemma can be found, for instance, in [8]. For the convenience of
the reader, a proof is reported in Appendix A.
Lemma 1.1. Let H0 be a self-adjoint operator on H, and let Cj ∈ B(H) for all j ∈ J be such
that
∑
j∈J C
∗
jCj ∈ B(H). Then the operator L in Eq. (1.1), with domain given by
D(L) =D(ad(H0)) =
{
ρ ∈ J1(H), ρ(D(H0)) ⊂ D(H0) and
H0ρ− ρH0 defined on D(H0) extends to an element of J1(H)
}
,
is closed and generates a strongly continuous one-parameter semigroup {e−itL}t≥0 on J1(H)
which satisfies properties (1)-(2) and (4)-(5). Moreover for all t ≥ 0, e−itL is completely
positive, and the restriction of {e−itL}t≥0 to the Banach space J sa1 (H) is a semigroup of
contractions, i.e., satisfies (3).
Remark 1.2. Since ‖e−itLρ‖1 ≤ ‖ρ‖1 for all ρ ∈ J sa1 (H), we deduce that ‖e−itLρ‖1 ≤ 2‖ρ‖1,
for all ρ ∈ J1(H), by using the decomposition ρ = (ρ+ ρ∗)/2 − i(i(ρ− ρ∗))/2.
Under some further assumptions, it is possible to treat Lindblad generators with operators
Cj’s that are unbounded [9, 11]. However, to avoid inessential technicalities, we will restrict
our attention to examples of Lindbladians for which all the operators Cj’s are bounded.
1.2. Wave operators and asymptotic completeness. Next, we discuss some basic con-
cepts in the scattering theory of general semigroups of operators acting on the Banach space
J1(H). These concepts can be used in the study of asymptotic behavior of both Lindblad
evolutions and Hilbert-space semigroups. In this section, we do not consider the possibility of
“particle capture” by a target. But this will be done in Section 1.5, below.
We suppose that we are given a strongly continuous, uniformly bounded one-parameter
semigroup {e−itL}t≥0 on J1(H) and a strongly continuous group {e−itL0}t∈R on J1(H) given
by conjugation with unitary operators. The group {e−itL0}t∈R describes the free dynamics of
a particle, while {e−itL}t≥0 describes the dynamics of a particle interacting with a dynamical
target in the Markovian approximation. To simplify matters, we assume that L0 does not
have any eigenvalue.
We are interested in studying asymptotics of the evolution of the particle state, as t→ +∞.
As usual, the guiding idea is that, for large times, one can compare the evolution of a given
state ρ in the presence of interactions with a target with the free evolution of another state,
ρ0, the scattering state. As in the standard Hilbert space theory, we cannot compare the two
dynamics if we choose an eigenvector of L as our initial condition. It is convenient to assume
that the Banach space J1(H) can be decomposed as follows:
J1(H) = D ⊕Dpp, (1.2)
where Dpp is the closure of the vector space spanned by all the eigenvectors of L in J1(H),
and D is a closed subspace complementary to Dpp.
Dealing with semigroups {e−itL}t≥0, the fact that time t has to be taken to be positive
makes the analysis of scattering somewhat more subtle. It leads us to define the following two
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wave operators:
Ω+(L,L0) := s-lim
t→+∞
e−itLeitL0 , (1.3)
Ω−(L0,L) := s-lim
t→+∞
eitL0e−itL
∣∣∣
D
. (1.4)
Proving the existence of Ω+(L,L0) and Ω−(L0,L) for concrete examples of Lindblad evolutions
is the main purpose of this paper achieved in subsequent sections. In the rest of this subsection
we assume that (1.2) is valid and that the wave operators Ω−(L0,L)|D and Ω+(L,L0)|J1(H)
exist. For the concrete examples discussed in the following, only the special case D = J1(H)
is relevant.
Let us denote by ρ ∈ D an initial condition (an “interacting” vector) for the full time evolu-
tion e−itL, and by ρ+ ∈ J1(H) an initial condition (“scattering vector”) for the free evolution
e−itL0 . One of the main goals of scattering theory is to prove the following convergence: For
an arbitrary interacting vector ρ ∈ D, there exists a scattering vector ρ+ ∈ J1(H) such that
lim
t→+∞
∥∥e−itLρ− e−itL0ρ+∥∥
1
= 0. (1.5)
If (1.5) is satisfied, we say that ρ+ is the (future) asymptotic approximation of ρ. The
convergence in Eq. (1.5) is equivalent to the existence of the wave operator Ω−(L0,L) on
the subspace D and can be seen as a weak form of “asymptotic completeness”. Indeed, the
existence of Ω−(L0,L)|D tells us that, to any state ρ ∈ D, (i.e., any state in a subspace
complementary to the bound states of L), a unique scattering state ρ+ = Ω−(L0,L)ρ can
be associated with the property that (1.5) holds. This notion of asymptotic completeness
can and ought to be strengthened, as is usually done in standard quantum mechanical scat-
tering theory on Hilbert space. One natural additional condition strengthening (1.5) is to
require that Ran
(
Ω+(L,L0)
) ⊇ D; i.e., that any ρ ∈ D can be written as ρ = Ω+(L,L0)ρ−,
for a state ρ− ∈ J1(H) (also called a “scattering state”). A stronger version is to require
that Ran
(
Ω+(L,L0)
)
= D, which ensures the existence of the “scattering endomorphism”,
σ : J1(H)→ Ran
(
Ω−(L0,L)
)
, defined as
σ = Ω−(L0,L)Ω+(L,L0). (1.6)
If, in addition, Ran
(
Ω−(L0,L)
)
= J1(H), then σ : J1(H)→ J1(H) is an invertible endomor-
phism, i.e., an isomorphism. We say that the wave operators Ω−(L0,L) and Ω+(L,L0) are
(asymptotically) complete iff
Ran
(
Ω−(L0,L)
)
= J1(H) and Ran
(
Ω+(L,L0)
)
= D.
Let Ω−(L0,L)∗ be the adjoint of Ω−(L0,L) acting on the dual space B(H) = J1(H)∗.
Given ρ ∈ J1(H) ⊂ B(H), the state ρ− = Ω−(L0,L)∗ρ is a past asymptotic approximation
of ρ. Choosing, for instance, ρ− = ρin = |ϕin〉〈ϕin|, with ‖ϕin‖H = 1, and ρ+ = ρout =
|ϕout〉〈ϕout| ∈ D, with ‖ϕout‖H = 1, the scattering endomorphism σ allows one to compute
the transition probability〈
Ω−(L0,L)∗ρout,Ω+(L,L0)ρin
〉
(B(H);J1(H))
=
〈
ϕout, (σρin)ϕout
〉
H
= s-lim
t→+∞
〈ϕout, (eitL0e−2itLeitL0ρin)ϕout
〉
H
.
The concepts introduced here are illustrated in the figure below.
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target
ρ−(t)
ρ
ρ+(s)
ρ−
ρ+eitL0
e−itL
e−isL
e−isL0
σ
Figure 1. Illustration of the scattering operators (s, t must go to +∞)
1.3. Statement of the main result. To avoid cumbersome notations we consider a Lindblad
generator given by
L = ad(H0)− i
2
{C∗C, · }+ iC · C∗, (1.7)
where H0 is a self-adjoint operator on H, and C ∈ B(H) is a bounded operator. The analysis
of general Lindblad generators, as given in (1.1), can be inferred from the one we present in
the following by adapting Assumption 1.4, below. We choose
L0 := ad(H0). (1.8)
Noting that
L = H · − ·H∗ + iC · C∗,
where
H := H0 − i
2
C∗C (1.9)
is a dissipative operator acting on the Hilbert space H, it is useful to compare the semigroup
e−itL to the auxiliary semigroup e−itH(·)eitH∗ . In our analysis, an important role will be
played by the operator H.
Next, we present the main hypotheses underlying our analysis.
Assumption 1.3. There exists a dense subset E ⊂ H such that, for all u ∈ E,∫
R
∥∥C∗Ce−itH0u∥∥
H
dt <∞. (1.10)
Assumption 1.3 is used to study the scattering theory for the operators H and H0. But
we will see that this assumption is also useful in the study of the scattering theory for the
Lindblad operators L and L0.
Assumption 1.4. There exists a positive constant c0 depending on C and H0 such that,∫
R
∥∥Ce−itH0u∥∥2
H
dt ≤ c20‖u‖2H, (1.11)
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for all u ∈ H.
Assumption 1.4 amounts to assuming that the operator C is H0-smooth in the sense of
Kato [20]. We recall from [20] that this assumption is equivalent to the inequality∫
R
(∥∥C(H0 − (λ+ i0+))−1u∥∥2H + ∥∥C(H0 − (λ− i0+))−1u∥∥2H
)
dλ ≤ (c′0)2‖u‖2H, (1.12)
for some c′0 > 0 (that can be chosen to be c
′
0 = 2πc0), which is also equivalent to assuming
that
sup
z∈C\R
∥∥C((H0 − z)−1 − (H0 − z¯)−1)C∗∥∥H ≤ c′0. (1.13)
For other conditions equivalent to (1.11) we refer to [20]. Obviously, if u 6= 0 is an eigenvector
of H0, (1.11) implies that Cu = 0. In particular, if Ker(C) = {0} the pure point spectrum of
H0 must be assumed to be empty.
We remark that the following bound is always satisfied:∫ ∞
0
∥∥Ce−itHu∥∥2
H
dt ≤ ‖u‖2H, (1.14)
for all u ∈ H. This follows from the identity∫ t
0
〈
u, eisH
∗
C∗Ce−isHu〉ds = −
∫ t
0
∂s
〈
u, eisH
∗
e−isHu〉ds = ‖u‖2H −
∥∥e−itHu∥∥2
H
. (1.15)
Similarly as in (1.11), we denote by c˜0 the smallest positive constant (0 < c˜0 ≤ 1) with the
property that ∫ ∞
0
∥∥Ce−itHu∥∥2
H
dt ≤ c˜20‖u‖2H, (1.16)
for all u ∈ H.
One of the main results of this paper is described in the following theorem.
Theorem 1.5. Suppose that either Assumption 1.3 holds, or that Assumption 1.4 holds with
c0 < 2. Then
Ω+(L,L0) exists on J1(H).
Suppose that Assumption 1.4 holds with c0 < 2. Then
Ω−(L0,L) exists on J1(H).
Suppose that Assumption 1.4 holds with c0 < 2 −
√
2. Then the wave operators exist and
are (asymptotically) complete in the sense of the previous subsection. More precisely, if c0 <
2−√2, then Ω+(L,L0) and Ω−(L0,L) are invertible in B(J1(H)), and the Lindblad generators
L and L0 are similar.
Remark 1.6.
(1) We will prove in Section 2 that Assumption 1.4 with c0 < 2 implies that (1.16) holds
with c˜0 < 1. It will appear in our proof that sufficient conditions for the existence of
the wave operators are that Assumption 1.4 holds and that (1.16) holds with c˜0 < 1.
Furthermore, we will see that the upper bound c0 < 2−
√
2 implies that c˜0 < 1/
√
2, and
sufficient conditions for the completeness of the wave operators are that Assumption
1.4 holds and that (1.16) holds with c˜0 < 1/
√
2.
(2) We will verify Assumptions 1.3 and 1.4 in some concrete, physically interesting exam-
ples, using the explicit form of e−itL0 ; see Section 4.
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(3) To obtain an estimate on c˜0 in (1.16), it is possible to apply Mourre’s theory for
dissipative operators, as developed in [6, 33]. We do, however, not know any examples
where an estimate on c˜0 obtained with the help of Mourre’s theory is better than the
one we will obtain in our approach, using perturbative arguments.
1.4. Physical context. The abstract notions and concepts formulated above are well-suited
to study the large-time dynamics in interesting models of systems of particles, such as electrons
or neutrons, interacting with the degrees of freedom of a dynamical target, which is usually
a system of condensed matter, such as an insulator, a metal, or a magnetic material, etc. In
these models, the degrees of freedom of the target are “traced out”, so that time evolution of
the particles is not given by a group of unitary transformations but is assumed to be given by
a contraction semi-group of completely positive maps, as discussed above, and pure states may
thus evolve into mixtures. A concrete example of a physical system that we are able to analyze
consists of a beam of independent, spin-polarized electrons transmitted through a magnetized
film, as studied in experiments carried out in the group of the late H. Chr. Siegmann; see,
e.g., [1, 38]. In these experiments, the film consists of Iron or Nickel, which are ferromagnetic
metals, and exhibits a spontaneous magnetization, ~M .
~M
e− e−
P+P−
Figure 2. The Siegmann experiment
If the energy of incoming electrons is neither too high nor to low, they can occupy the
extended states of an empty band of the film to traverse the film, and the rate of absorption
of electrons by the film during transmission is small; (i.e., the number of outgoing electrons
is essentially the same as the number of electrons in the incoming beam). If the luminosity
of the incoming beam is small, the electrons in the beam can be assumed to be independent.
Hence it suffices to develop the scattering theory of a single electron. The incoming electron is
prepared in a pure state, i.e., one given by a normalized vector in L2(R3)⊗C2. But the state
of an outgoing electron, after transmission through the film, is mixed and, hence, is described
by a density matrix in J+1 (L2(R3)⊗C2). This is because the interaction of the electron with
the degrees of freedom of the film lead to entanglement of the electron state with the state of
the film. When the degrees of freedom of the film are “traced out” the state of the electron
is, in general, mixed. During the time when the electron traverses the film its spin precesses
around the direction of spontaneous magnetization ~M with a very large angular velocity.
This precession is caused by a Zeeman-type interaction of the electron spin with the so-called
“Weiss exchange field” that describes the ferromagnetic order inside the film. Furthermore,
the direction of spin of the electrons tends to relax slowly towards the direction of spontaneous
magnetization of the film, which is a consequence of interactions with spin waves in the film
and of a small rate of absorption of electrons with spin opposite to the majority spin in the
film. Thus, the reduced time evolution of the state of an electron is not unitary, but can be
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approximated by a suitably chosen Lindblad dynamics. (For a theoretical description of these
experiments see [1].)
1.5. Scattering theory describing particle capture. The mathematical concepts intro-
duced so far do not suffice to describe systems of particles that can be captured (absorbed)
by the target. But, as the example just described suggests, this possibility should be included
in a general theory. Definitions of modified outgoing wave operators taking into account the
possibility of capture have been proposed and can be found in the literature; see [2, 13]. Here
we follow essentially [13]. We suppose that the Lindblad operator has the form
L = ad(H0) + ad(V )− i
2
{C∗C, · }+ iC · C∗. (1.17)
The operators H0 and V act on a Hilbert space H and are self-adjoint; H0 generates the
unitary dynamics of a free particle, and V describes static interactions of the particle with
the target. In contrast, the operator C ∈ B(H) is used to describe interactions of the particle
with dynamical degrees of freedom of the target. We suppose that V and C∗C are relatively
compact with respect to H0; so that, in particular,
HV := H0 + V,
is self-adjoint on H, with domain D(HV ) = D(H0).
We require the following assumptions.
Assumption 1.7. The spectrum of H0 is purely absolutely continuous, the singular continuous
spectrum of HV is empty, and HV has at most finitely many eigenvalues of finite multiplicity.
The wave operators
W±(HV ,H0) := s-lim
t→∓∞
eitHV e−itH0 , W±(H0,HV ) := s-lim
t→∓∞
eitH0e−itHV Πac(HV ),
exist on H and are asymptotically complete, in the sense that
Ran(W±(HV ,H0)) = Ran(Πac(HV )) = Ran(Πpp(HV ))
⊥,
Ran(W±(H0,HV )) = H.
Here Πac(HV ) and Πpp(HV ) denote the projections onto the absolutely continuous and pure
point spectra of HV , respectively.
Assumption 1.8. There exists a positive constant cV , depending on C and HV , such that∫
R
∥∥Ce−itHV Πac(HV )u∥∥2Hdt ≤ c2V ‖Πac(HV )u‖2H, (1.18)
for all u ∈ H.
In the example where H0 = −∆ on L2(R3) and V is a potential, conditions on V that imply
Assumptions 1.7 and 1.8 are well-known; (see [5, 18, 29, 31], and Section 5.2 for examples).
We are now prepared to introduce a modified outgoing wave operator allowing for the
phenomenon of capture of the particle by the target; see [13]. As above, we consider the
auxiliary (dissipative) operator
H := HV − i
2
C∗C ≡ H0 + V − i
2
C∗C. (1.19)
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We define the subspace Hb(H) as the closure of the vector space generated by the set of
eigenvectors of H corresponding to real eigenvalues. It is not difficult to verify that
Hb(H) = Hpp(HV ) ∩Ker(C) = Hb(H∗),
see [12]. We also set
Hd(H) :=
{
u ∈ H : lim
t→∞
‖e−itHu‖H = 0
}
,
Hd(H∗) :=
{
u ∈ H : lim
t→∞
‖eitH∗u‖H = 0
}
.
We define the modified wave operator Ω˜−(L0,L) by
Ω˜−(L0,L) := s-lim
t→+∞
eitL0
(
Πe−itL(·)Π), (1.20)
where L0 := ad(H0), and where Π is the orthogonal projection onto the orthogonal comple-
ment of Hb(H)⊕Hd(H).
Theorem 1.9. Suppose that Assumptions 1.7 and 1.8 hold with cV < 2. Then the modified
wave operator Ω˜−(L0,L) exists on J1(H). For all ρ ∈ J+1 (H) with tr(ρ) = 1, we have that
0 ≤ tr(Ω˜−(L0,L)ρ) ≤ 1,
and tr(Ω˜−(L0,L)ρ) is interpreted as the probability that the particle initially in the state ρ
eventually escapes from the target.
A key ingredient of the proof of Theorem 1.9 is the following result on the scattering theory
for dissipative operators, which is of some interest in its own right.
Theorem 1.10. Suppose that Assumptions 1.7 and 1.8 hold with cV < 2. Then the wave
operator
W+(H,H0) := s-lim
t→+∞
e−itHeitH0 ,
exists on H, is injective and its range is equal to
Ran(W+(H,H0)) =
(Hb(H)⊕Hd(H∗))⊥. (1.21)
We observe that, under the assumptions of Theorem 1.10, Ran(W+(H,H0)) is closed, which
is the main property used in the proof of Theorem 1.9. The inclusion Ran(W+(H,H0)) ⊂
(Hb(H)⊕Hd(H∗))⊥ is easily verified. It would be interesting to find conditions implying that
the converse inclusion holds, too, without assuming a bound such as cV < 2.
We also mention that, for Schrödinger operators, a particular case of (1.21) has been recently
proven by Wang and Zhu [37] under the assumption that the imaginary part, C∗C, of H is a
short range potential whose norm is smaller than ε, for some ε > 0.
1.6. Comparison with the literature and organization of the paper. Scattering theory
for quantum dynamical semigroups has been studied previously in [2, 3, 13, 32]. The general
ideas of the approach developed in this paper have been pioneered by Davies [10, 12, 13].
However, the abstract model we study and the kind of assumptions underlying our analysis
significantly differ from those in [10, 12, 13]. The model considered in [13] involves a Lindblad
generator of the form Z = Z0 +Z1 +Z2 acting on the space, J1(L2(R3)⊗H1), of trace-class
operators on the Hilbert space L2(R3)⊗H1, where H1 is some Hilbert space, Z0 = ad(−∆⊗1)
generates the dynamics of a free particle, Z1 = 1⊗Z1, where Z1 is a Lindblad operator of the
form (1.1) acting on J1(H1), and Z2 is an interaction term. Suitable assumptions are made
on Z1 and Z2, and the proofs rely on Cook’s method and the Kato-Birman theory.
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In this paper we consider a more general class of Lindblad operators. Moreover, we heavily
rely on the Kato smoothness estimates stated in Assumptions 1.4 and 1.8. We think that
assumptions of the kind introduced in this paper are well-suited to study the scattering theory
for Lindblad operators. Besides, in many concrete situations, one is able to verify Assumptions
1.4 and 1.8 using standard tools of spectral theory. As far as we know, our results on the
completeness and invertibility of the wave operators stated in Theorem 1.5 do not appear to
have been previously described in the literature.
Our paper is organized as follows. Sections 2 and 3 are devoted to the proof of Theorem
1.5. In Section 2, we study scattering theory for the dissipative operator H, which is the main
ingredient of the analysis presented in Section 3, namely the study of scattering theory for
Lindblad operators. In Section 4, we describe a concrete model that can be analyzed with the
help of Theorem 1.5. In Section 5, we study the phenomenon of capture and prove Theorem
1.9. To render our paper reasonably self-contained, we review some technical details, including
various known results, in appendices.
Acknowledgments. The research of J.F. is supported in part by ANR grant ANR-12-JS01-
0008-01. The research of B.S. is supported in part by “Region Lorraine”.
2. Scattering theory for dissipative perturbations of self-adjoint operators
In our approach to the scattering theory of Lindblad operators, an important role is played
by the auxiliary dissipative operator
H := H0 − i
2
C∗C (2.1)
acting on a Hilbert space H, as already mentioned in the last section. Our main concern in
this section is to study the wave operators
W±(H,H0) := s-lim
t→∓∞
eitHe−itH0 , W±(H0,H) := s-lim
t→∓∞
eitH0e−itH (2.2)
and to elucidate some of their properties. For previous results concerning scattering theory
for dissipative operators on Hilbert spaces we refer to [10, 12, 19, 26, 27, 34].
In this section we set ‖ · ‖ = ‖ · ‖H to simplify the notations.
2.1. Basic facts about wave operators for H and H0. We recall that H0 is supposed
to be a self-adjoint operator on H. Its domain is denoted by D(H0). Since C is assumed to
be bounded, it follows that H is closed with domain D(H) = D(H0). Moreover, H is the
generator of a one-parameter group, {e−itH}t∈R, of operators satisfying the a priori bound∥∥e−itHu∥∥ ≤ e 12‖C∗C‖|t|‖u‖, t ∈ R,
(see e.g. [28]). The subspaces D±(H,H0) and D±(H0,H) are defined as the sets of vectors
in H such that the limits defining W±(H,H0) and W±(H0,H) exist. We recall the following
basic facts about wave operators.
Proposition 2.1. Suppose that W±(H,H0) and W±(H0,H) exist on D±(H,H0) and
D±(H0,H), respectively. Then
e−itHD±(H0,H) ⊂ D±(H0,H), e−itH0D±(H,H0) ⊂ D±(H,H0),
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for all t ∈ R, and
e−itH0W±(H0,H) = W±(H0,H)e
−itH on D±(H0,H), (2.3)
e−itHW±(H,H0) = W±(H,H0)e
−itH0 on D±(H,H0). (2.4)
Furthermore,
W±(H0,H)[D±(H0,H) ∩D(H0)] ⊂ D(H0), W±(H,H0)[D±(H,H0) ∩ D(H0)] ⊂ D(H0),
and
∀u ∈ D±(H0,H) ∩D(H0) , H0W±(H0,H)u = W±(H0,H)Hu ; (2.5)
∀u ∈ D±(H,H0) ∩D(H0) , HW±(H,H0)u = W±(H,H0)H0u . (2.6)
Proof. The proof follows from standard arguments; (see the proof of Proposition 3.1 below.)

In fact, since Im〈u,Hu〉 = −12‖Cu‖2 ≤ 0, for all u ∈ D(H), H is dissipative, and hence the
semi-group {e−itH}t≥0 is contractive,∥∥e−itHu∥∥ ≤ ‖u‖, t ≥ 0, (2.7)
see, e.g., [15]. In dissipative quantum scattering theory one studies the two wave operators
W+(H,H0) and W−(H0,H). The contractivity of {e−itH}t≥0 and unitarity of {e−itH0}t∈R
show that W+(H,H0) and W−(H0,H) are contractions whenever they exist. In applications,
the group {e−itH0}t∈R is often given explicitly, and one can usually prove the existence of
W+(H,H0) with the help of Cook’s argument:
e−itHeitH0u = u− 1
2
∫ t
0
e−isHC∗CeisH0uds,
eitH0e−itHu = u− 1
2
∫ t
0
eisH0C∗Ce−isHuds,
(2.8)
for all u ∈ H. A precise statement is the following proposition.
Proposition 2.2. Suppose that Assumption 1.3 holds. Then W+(H,H0) exists on H and is
injective.
Proof. The existence of W+(H,H0) is an obvious consequence of (2.8) and Assumption 1.3.
The injectivity is proven in [26] or [12], see also Appendix B. 
Next, we show that, if C is H0-smooth in the sense of Assumption 1.4, then W+(H,H0)
and W−(H0,H) exist. The proof uses (1.15) together with a well-known argument.
Proposition 2.3. Suppose that Assumption 1.4 holds. Then the wave operators W+(H,H0)
and W−(H0,H) exist on H. Moreover W+(H,H0) is injective and Ran(W−(H0,H)) is dense
in H.
Proof. We establish existence of W−(H0,H); (existence of W+(H,H0) is proven similarly).
We use Cook’s argument, see (2.8), and write∥∥∥ ∫ t2
t1
eisH0C∗Ce−isHuds
∥∥∥ ≤ sup
v∈H,‖v‖=1
∫ t2
t1
∣∣〈Ce−isH0v,Ce−isHu〉∣∣ds
≤ sup
v∈H,‖v‖=1
(∫ t2
t1
∥∥Ce−isH0v‖2ds) 12( ∫ t2
t1
‖Ce−isHu‖2ds
) 1
2
,
12 M. FALCONI, J. FAUPIN, J. FRÖHLICH, AND B. SCHUBNEL
for all u ∈ H, and for 0 < t1 < t2 <∞. Since the two integrals on the right side converge on
[0,∞), by Assumption 1.4 and (1.15), we conclude that ∫ tn0 eisH0C∗Ce−isHu ds is a Cauchy
sequence, for any sequence of times (tn) with tn → ∞, and hence that W−(H0,H) exists on
H.
Injectivity of the wave operator W+(H,H0) is proven in Proposition B.2 of Appendix B.
To prove that Ran(W−(H0,H)) is dense in H, we consider the adjoint wave operator
W−(H
∗,H0) = limt→∞ e
itH∗e−itH0 . As in (1.15), we have that∫ t
0
∥∥CeisH∗u∥∥2ds = − ∫ t
0
∂s
〈
u, e−isHeisH
∗
u〉ds = ‖u‖2 − ∥∥eitH∗u∥∥2 ≤ ‖u‖2, (2.9)
for all u ∈ H. In the same way as for W+(H,H0), one can then verify that W−(H∗,H0) exists
and is injective on H. Using now that
Ran(W−(H0,H))
⊥ = Ker(W−(H
∗,H0)),
we conclude that Ran(W−(H0,H))
⊥ = {0}, as claimed. 
2.2. Smooth perturbations. We will see that if the constant c˜0 in (1.16) is strictly less than
1, or if Assumption 1.4 holds with c0 < 2, then the four wave operators defined in (2.2) exist
on H, although W−(H,H0) and W+(H0,H) are in general not contractive.
The results of this section are related to results of Kato [20], whose results are more general,
in the sense that he does not assume that H0 is self-adjoint; it suffices to assume that the
spectrum of H0 is contained in the real axis. However, the proof in [20] requires the stronger
assumption that C is “H0-supersmooth”, (a terminology introduced in [21]), which means that
supz∈C\R ‖C(H0 − z)−1C∗‖ < ∞. Kato’s approach is stationary. In this paper, we employ a
time-dependent method. We draw the reader’s attention to a paper by Lin [24], which also
follows a time-dependent approach, using a Dyson series, and is formulated in the general
context of semi-groups in reflexive Banach spaces; (see, e.g., Evans [16] for a generalization to
non-reflexive Banach spaces). The assumptions in [24] are stronger, though, and our proofs
are much simpler, because we can take advantage of the Hilbert space formalism.
We begin with proving that, if c˜0 in (1.16) is strictly less than 1, then the inverse semigroup
{eitH}t≥0 is uniformly bounded and C is H-smooth.
Lemma 2.4. Suppose that inequality (1.16) holds, with c˜0 < 1. Then the group {e−itH}t∈R is
uniformly bounded, ∥∥e−itH∥∥
B(H)
≤ (1− c˜20)−
1
2 , t ∈ R. (2.10)
Moreover, we have that ∫ ∞
0
∥∥CeitHu∥∥2dt ≤ c˜20
1− c˜20
‖u‖2, (2.11)
for all u ∈ H. Conversely, if there exists m > 1 such that∥∥e−itH∥∥
B(H)
≤ m, t ∈ R, (2.12)
then (1.16) is satisfied with c˜0 = (1−m−2)1/2 < 1.
Proof. Using (1.15), we see that (1.16) is equivalent to∥∥e−itHu∥∥2 ≥ (1− c˜20)‖u‖2,
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for all t ≥ 0 and all u ∈ H. Equivalently,∥∥eitHu∥∥ ≤ (1− c˜20)− 12‖u‖,
for all t ≥ 0 and all u ∈ H. Therefore the assumption that (1.16) holds, for some c˜0 < 1, is
equivalent to the assumption that (2.10) is satisfied, for all t ∈ R. The statement that (2.12)
implies (1.16) with c˜0 = (1−m−2)1/2 is proven in the same way.
The bound (2.11) follows by noticing that∫ t
0
∥∥CeisHu∥∥2ds = ∫ t
0
∂s
∥∥eisHu∥∥2ds = ∥∥eitHu∥∥2 − ‖u‖2.

The previous lemma allows us to establish the invertibility of the wave operators, and
therefore the similarity of H and H0.
Theorem 2.5. Suppose that Assumption 1.4 is satisfied and that (1.16) holds with c˜0 < 1.
Then the wave operators W±(H,H0) and W±(H0,H) exist on H and are invertible in B(H)
and are inverses of each other,
W±(H,H0)
−1 = W±(H0,H). (2.13)
Moreover, the four wave operators leave the domain D(H0) = D(H) invariant, and the follow-
ing intertwining property holds on D(H):
H = W±(H,H0)H0W±(H0,H). (2.14)
Proof. Existence of W+(H,H0) and W−(H0,H) follows from Proposition 2.3. Existence of
W−(H,H0) and W+(H0,H) can be proven in the same way, using inequality (2.11) in Lemma
2.4, instead of (1.14).
The uniform boundedness of the operators {e−itH0}t∈R, {e−itH}t∈R proven in Lemma 2.4
implies that W±(H0,H) and W±(H,H0) are bounded operators on H.
The invertibility of the wave operators is an an easy consequence of their definitions and of
the uniform boundedness of {e−itH0}t∈R, {e−itH}t∈R. As an example, we can write
u = eitHe−itH0eitH0e−itHu
= eitHe−itH0W±(H0,H)u+ o(1)
= W±(H,H0)W±(H0,H)u+ o(1),
as t→ ∓∞, for all u ∈ H. This shows that W±(H,H0)W±(H0,H) = Id. In the same way we
can prove that W±(H0,H)W±(H,H0) = Id, and hence (2.13) holds.
The intertwining property follows from Proposition 2.1. 
To prove the next result we require Assumption 1.4 to hold, with c0 < 2. A simple argument
will show that in this case also, the conclusions of Theorem 2.5 hold.
Theorem 2.6. Suppose that Assumption 1.4 holds with c0 < 2. Then, for all u ∈ H,∥∥e−itHu∥∥ ≤ 1
1− c0/2‖u‖, t ∈ R. (2.15)
In particular the conclusions of Theorem 2.5 hold.
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Proof. Let w ∈ H. By (2.8),∥∥e−itHw∥∥ = ∥∥eitH0e−itHw∥∥
≥ ‖w‖ − 1
2
∥∥∥∫ t
0
eisH0C∗Ce−isHwds
∥∥∥
≥ ‖w‖ − 1
2
sup
v∈H,‖v‖=1
(∫ ∞
0
∥∥Ce−isH0v‖2ds) 12(∫ ∞
0
‖Ce−isHw‖2ds
) 1
2
≥
(
1− 1
2
c0
)
‖w‖,
for all t ≥ 0, where we used Eqs. (1.11) and (1.14). Applying this inequality to w = eitHu
proves (2.15) for t ≤ 0. For t ≥ 0, (2.15) is obvious by (2.7).
By Lemma 2.4, (2.15) implies that (1.16) holds with c˜0 < 1 and therefore the conclusions
of Theorem 2.5 hold. 
Remark 2.7.
(1) The existence and invertibility of the adjoint wave operators
W±(H0,H
∗) := s-lim
t→∓∞
eitH0e−itH
∗
= W±(H,H0)
∗,
W±(H
∗,H0) := s-lim
t→∓∞
eitH
∗
e−itH0 = W±(H0,H)
∗, (2.16)
can be proven with the same arguments as above. Of course, these wave operators are
not unitary in general.
(2) If Assumptions 1.4 holds, with c0 < 2, then one can show that the wave operators
admit the integral representations
〈
W±(H0,H)u, v〉 = 〈u, v〉 ± 1
2
∫ ∞
0
〈
Ce∓itH0u,Ce∓itHv
〉
dt,
and 〈
W±(H,H0)u, v〉 = 〈u, v〉 ± 1
2
∫ ∞
0
〈
Ce∓itHu,Ce∓itH0v
〉
dt,
for all u, v ∈ H. The integrals on the right side converge, as follows from the Cauchy-
Schwarz inequality.
(3) If we make the further assumption that C is “H0-supersmooth” [21], i.e., that
sup
z∈C\R
‖C(H0 − z)−1C∗‖ =: d0 <∞, with a constant d0 < 2,
then the following representations hold:
〈
W±(H0,H)u, v〉 = 〈u, v〉 ∓ 1
2
∫
R
〈
C(H0 − (λ± i0))−1u,C(H∗ − (λ± i0))−1v
〉
dλ,
and〈
W±(H,H0)u, v〉 = 〈u, v〉 ∓ 1
2
∫
R
〈
C(H − (λ± i0))−1u,C(H0 − (λ± i0))−1v
〉
dλ,
for all u, v ∈ H; see [20].
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We conclude this section with a comment on the notion of completeness of the wave op-
erators. In [26], Martin defines completeness of the wave operators in dissipative quantum
scattering theory as follows: Suppose, to simplify matters, that C∗C is a relatively compact
perturbation of H0 and that H has only a finite number of eigenvalues of finite multiplicity.
Let P denote the projection onto the direct sum of all eigenspaces. Then the wave operators
W+(H,H0), W−(H
∗,H0) are said to be complete iff
Ran(W+(H,H0)) = (Id− P )H, Ran(W−(H∗,H0)) = (Id− P ∗)H.
A scattering operator is then defined by
S(H,H0) := W−(H0,H)W+(H,H0) ≡ s-lim
t→+∞
eitH0e−2itHeitH0 .
It follows from [12] that, under some further assumptions, an equivalent condition yielding the
bijectivity of S(H,H0) on H is that the subspace Ran(W+(H,H0)) is closed. If Assumption
1.4 holds, with c0 < 2, then, by Theorem 2.5, the wave operatorsW+(H,H0) andW−(H
∗,H0)
are complete and the scattering operator S(H,H0) is bijective on H.
3. Scattering theory for Lindblad operators
Recall that the Lindblad operators studied in this paper have the form
L = ad(H0)− i
2
{C∗C, (·) } + iC (·)C∗ ≡ L0 − i
2
{C∗C, (·) } + iC (·)C∗.
To simplify our notation, we set
W := − i
2
{C∗C, (·) } + iC (·)C∗.
Recall that the trace norm in J1(H) is denoted by ‖ · ‖1. The norm on the space J2(H) of
Hilbert-Schmidt operators will be denoted by ‖ · ‖2.
3.1. Existence and basic properties of Ω+(L,L0). We begin our considerations by stat-
ing a basic “intertwining property” of wave operators whose proof is standard, but, for the
convenience of the reader, is sketched below. We recall that Ω+(L,L0) and Ω−(L0,L) are
defined in (1.3)–(1.4).
Proposition 3.1. Suppose that Ω+(L,L0) and Ω−(L0,L) exist on J1(H) and D, respectively,
where D has been defined in (1.2). Then
e−itLΩ+(L,L0) = Ω+(L,L0)e−itL0 on J1(H), (3.1)
e−itL0Ω−(L0,L) = Ω−(L0,L)e−itL on D. (3.2)
Furthermore,
Ω+(L,L0)[D(L0)] ⊂ D(L0), Ω−(L0,L)[D ∩ D(L0)] ⊂ D(L0),
and
∀ρ+ ∈ D(L0) , LΩ+(L,L0)ρ+ = Ω+(L,L0)L0ρ+ ; (3.3)
∀ρ− ∈ D ∩ D(L0) , L0Ω−(L0,L)ρ− = Ω−(L0,L)Lρ−. (3.4)
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Proof. We only verify statements (3.2) and (3.4). For ρ− ∈ D and an arbitrary fixed t ≥ 0,
we have that
eisL0e−isLe−itLρ− = e−itL0ei(t+s)L0e−i(t+s)Lρ−.
Taking s→∞ implies (3.2). The proof of (3.1) is identical.
Next, we prove (3.4). Since {e−itL}t≥0 and {eitL0}t∈R leave D(L) = D(L0) invariant,
we obviously have that Ω−(L0,L)[D ∩ D(L0)] ⊂ D(L0). We then obtain, applying (3.2) to
ρ− ∈ D ∩ D(L0), that
t−1
(
e−itL0 − Id)Ω−(L0,L)ρ− = Ω−(L0,L)t−1(e−itL − Id)ρ−.
Passing to the limit t→ 0 yields (3.4). The proof of (3.3) is identical. 
The existence of the wave operator Ω+(L,L0) is the content of the next theorem. Our proof
of this result, using Assumption 1.3, is close to the one in [13]. But our proof of existence of
Ω+(L,L0), using Assumption 1.4 instead of Assumption 1.3, appears to be new.
Theorem 3.2. Suppose that either Assumption 1.3 holds, or that Assumption 1.4 holds, with
c0 < 2. Then Ω
+(L,L0) exists on J1(H).
Proof. We first assume that Assumption 1.3 holds. Since E is dense in H, the set of (fi-
nite) linear combinations of projections |ui〉〈ui|, with ui ∈ E , is dense in J1(H). Let ρ =∑n
i=1 λi|ui〉〈ui| be such a linear combination. Clearly
e−itLeitL0ρ = ρ− i
∫ t
0
e−isLWeisL0ρ
= ρ+
∫ t
0
e−isL
(
− 1
2
(
C∗CeisH0ρe−isH0 + eisH0ρe−isH0C∗C
)
+CeisH0ρe−isH0C∗
)
ds. (3.5)
We now show that the above integrals converge in the norm of J1(H), uniformly in t. Using
that the semi-group {e−isL}s≥0 is uniformly bounded on J1(H) by 2, we write∥∥e−isLC∗CeisH0ρe−isH0∥∥
1
≤ 2
n∑
i=1
|λi|
∥∥C∗CeisH0 |ui〉〈ui|e−isH0∥∥1
≤ 2
n∑
i=1
|λi|
∥∥C∗CeisH0ui∥∥H‖ui‖H. (3.6)
The second inequality follows from the Cauchy-Schwarz inequality, using that for any or-
thonormal basis (ej) in H,∑
j∈N
∣∣〈ej , C∗CeisH0ui〉〈ui, e−isH0ej〉∣∣ ≤ (∑
j∈N
∣∣〈ej , C∗CeisH0ui〉∣∣2) 12(∑
j∈N
∣∣〈ui, e−isH0ej〉∣∣2) 12
=
∥∥C∗CeisH0ui∥∥H‖ui‖H.
Since s 7→ ∥∥C∗CeisH0ui∥∥H is integrable on [0,∞), by Assumption 1.3, Eq. (3.6) implies that
the function
s 7→ ∥∥e−isLC∗CeisH0ρe−isH0∥∥
1
is also integrable on [0,∞). The same argument shows that s 7→ ∥∥e−isLeisH0ρe−isH0C∗C∥∥
1
is
integrable on [0,∞) as well.
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To bound the third term in (3.5), we notice that
∥∥e−isLCeisH0ρe−isH0C∗∥∥
1
≤ 2
n∑
i=1
|λi|
∥∥CeisH0 |ui〉〈ui|e−isH0C∗∥∥1
= 2
n∑
i=1
|λi|tr
(
CeisH0 |ui〉〈ui|e−isH0C∗
)
≤ 2
n∑
i=1
|λi|
∥∥C∗CeisH0 |ui〉〈ui|e−isH0∥∥1,
and we have used the cyclicity of the trace. Therefore s 7→ ∥∥e−isLCeisH0u∗ue−isH0C∗∥∥
1
is
integrable on [0,∞).
Combining the previous estimates, we have shown that∫ ∞
0
∥∥e−isLWeisL0ρ∥∥
1
ds <∞. (3.7)
The proof is concluded by appealing to a density argument.
Next, we suppose that Assumption 1.4 holds, with c0 < 2. Using the linearity of e
−itLeitL0
and the fact that any ρ ∈ J1(H) can be written as a linear combination of four positive
operators, we see that it suffices to prove the existence of lim e−itLeitL0ρ, as t → ∞, for any
ρ ∈ J +1 (H). Thus, we let ρ ∈ J +1 (H) and write ρ = u∗u, for some u ∈ J2(H).
Let
L1 := ad(H) ≡ H(·) − (·)H∗,
with domain D(ad(H)) = D(ad(H0)) ⊂ J1(H). For t ≥ 0 and ρ ≥ 0, we write
e−itLeitL0ρ = e−itLeitL1e−itL1eitL0ρ.
By Theorems 2.5 and 2.6, we know that {eitH} is uniformly bounded, for t ∈ R, and that
W+(H,H0) = s-lim e
−itHeitH0 (t → ∞) exists on H. This implies that {eitL1} is uniformly
bounded, for t ∈ R, and that s-lim e−itL1eitL0 (t→∞) exists on J1(H). Indeed, since ρ = u∗u,
u ∈ J2(H), we find using Theorem 2.6 that∥∥eitL1ρ∥∥
1
=
∥∥eitHu∗∥∥2
2
≤ ∥∥eitH∥∥2
B(H)
‖u∗‖22 ≤
( 2
2− c0
)2
‖ρ‖1, t ∈ R. (3.8)
To see that s-lim e−itL1eitL0 exists on J1(H), we observe that
e−itL1(eitL0ρ) = e−itHeitH0ρe−itH0eitH
∗
,
and therefore ∥∥e−itHeitH0ρe−itH0eitH∗ −W+ρW ∗+∥∥1 → 0, t→∞. (3.9)
To simplify our notations, we set W+ ≡W+(H,H0) in the previous equation and throughout
the rest of the proof. Statement (3.9) follows from∥∥e−itHeitH0ρe−itH0eitH∗ −W+ρW ∗+∥∥1
=
∥∥e−itHeitH0u∗ue−itH0eitH∗ −W+u∗uW ∗+∥∥1
≤ ∥∥(e−itHeitH0 −W+)u∗ue−itH0eitH∗ −W+u∗u(W ∗+ − e−itH0eitH∗)∥∥1
≤ ∥∥(e−itHeitH0 −W+)u∗∥∥2‖u‖2 + ‖u∗‖2∥∥u(W ∗+ − e−itH0eitH∗)∥∥2.
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The right side is seen to tend to 0, as t→∞, by recalling the isomorphism J2(H) ≃ H⊗H.
Equations (3.8) and (3.9) imply that
e−itLeitL1e−itL1eitL0ρ = e−itLeitL1(W+ρW
∗
+) + o(1), t→∞. (3.10)
Next, we prove that e−itLeitL1 converges strongly on J1(H), as t → ∞. For any ρ = u∗u,
u ∈ J2(H), we have that
e−itLeitL1ρ = ρ+
∫ t
0
e−isLC(eisL1ρ)C∗ds.
We then use that ∥∥e−isLC(eisL1ρ)C∗∥∥
1
≤ 2∥∥C(eisL1ρ)C∗∥∥
1
= 2
∥∥CeisHu∥∥2
2
, (3.11)
and Theorem 2.6 together with Lemma 2.4 tells us that s 7→ ∥∥CeisHu∥∥2
2
is integrable on [0,∞).
(This follows again from the isomorphism J2(H) ≃ H⊗H.) Therefore
Ω+(L,L1) := s-lim
t→∞
e−itLeitL1
exists on J+1 (H), hence on J1(H). We then deduce from (3.10) that Ω+(L,L0) exists on
J+1 (H) and satisfies
Ω+(L,L0) = Ω+(L,L1)Ω+(L1,L0) = Ω+(L,L1)(W+(H,H0) (·) W ∗+(H,H0)).

Remark 3.3. Using Lemma 2.4, the above proof shows that, in the statement of Theorem 3.2,
the hypothesis that Assumption 1.4 holds, with c0 < 2, can be replaced by the weaker hypothesis
that Assumption 1.4 holds, with c˜0 < 1, where c˜0 is defined in (1.16).
3.2. Existence of Ω−(L0,L). We prove the existence of Ω−(L0,L) following arguments in
[13, Theorem 4], with some modifications.
Lemma 3.4. Suppose that the map s 7→
∥∥C(e−isLρ)C∗∥∥
1
is integrable on [0,∞), for all ρ in
a dense subset of J+1 (H). Then Ω−(L0,L) exists on J1(H).
Proof. As above, we set
L1 = ad(H) ≡ H(·)− (·)H∗,
with domain D(ad(H)) = D(ad(H0)) ⊂ J1(H). We write
eitL0e−itL = eitL0e−itL1 + eitL0
(
e−itL − e−itL1). (3.12)
As in the proof of Theorem 3.2, it suffices to prove strong convergence of eitL0e−itL on the
cone of positive operators. Thus, let ρ ∈ J+1 (H) belong to a dense subset as in the statement
of the lemma and decompose ρ = u∗u, with u ∈ J2(H). By the same arguments as in (3.9),
we have that ∥∥eitH0e−itHρeitH∗e−itH0 −W−ρW ∗−∥∥1 → 0, as t→∞, (3.13)
with W− ≡W−(H0,H).
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Next, we treat the second term in (3.12). We write
eitL0
(
e−itL − e−itL1)ρ = eitL0 ∫ t
0
e−i(t−s)L1C(e−isLρ)C∗ds
=
∫ t
0
eisL0ei(t−s)L0e−i(t−s)L1C(e−isLρ)C∗ds.
For any fixed s ≥ 0, we have that
lim
t→∞
eisL0ei(t−s)L0e−i(t−s)L1C(e−isLρ)C∗ = eisL0W−C(e
−isLρ)C∗W ∗−
in J1(H).
The existence of the limit
lim
t→∞
∫ t
0
eisL0ei(t−s)L0e−i(t−s)L1C(e−isLρ)C∗ds =
∫ ∞
0
eisL0W−C(e
−isLρ)C∗W ∗−ds,
then follows from the dominated convergence theorem, since
1[0,t](s)
∥∥eisL0ei(t−s)L0e−i(t−s)L1C(e−isLρ)C∗∥∥
1
≤ 1[0,∞)(s)
∥∥C(e−isLρ)C∗∥∥
1
,
and since the map s 7→ ∥∥C(e−isLρ)C∗∥∥
1
is integrable on [0,∞), by assumption.
Summarizing, we have shown that, for all ρ in a dense subset of J +1 (H),
lim
t→∞
eitL0e−itLρ = W−ρW
∗
− +
∫ ∞
0
eisL0W−C(e
−isLρ)C∗W ∗−ds
in J1(H). By a density argument, the existence of the limit limt→∞ eitL0e−itLρ extend to all
ρ ∈ J +1 (H), and this concludes the proof. 
Remark 3.5. The terms
W−(H0,H)ρW−(H0,H)
∗ and Ω−(L0,L)ρ−W−(H0,H)ρW−(H0,H)∗
of the decomposition
Ω−(L0,L)ρ = W−(H0,H)ρW−(H0,H)∗ +
∫ ∞
0
eisL0W−(H0,H)C(e
−isLρ)C∗W−(H0,H)
∗ds,
appearing the in the proof of the previous lemma are usually referred to as the elastically and
inelastically scattered components of ρ.
Theorem 3.6. Suppose that the wave operator W−(H0,H) defined in (2.2) exists on H, is
injective and has closed range. Then Ω−(L0,L) exists on J1(H). In particular, if Assumption
1.4 holds, with c0 < 2, (or, more generally, if Assumption 1.4 holds and c˜0 < 1, where c˜0 is
defined in (1.16)) then Ω−(L0,L) exists on J1(H).
Proof. As before, it suffices to prove strong convergence of eitL0e−itL on the cone of positive
operators. By Lemma 3.4, it suffices to show that the map s 7→ ∥∥C(e−isLρ)C∗∥∥
1
is integrable
on [0,∞). We use again the notation W− ≡ W−(H0,H). Since, by assumption, W− is
injective, with closed range, there exists a positive constant c such that ‖W−ϕ‖ ≥ c‖ϕ‖, for
all ϕ ∈ H. Consequently, for all ρ ∈ J1(H), ρ ≥ 0,∥∥C(e−isLρ)C∗∥∥
1
≤ c−2∥∥W−C(e−isLρ)C∗W ∗−∥∥1 = c−2∥∥eisL0W−C(e−isLρ)C∗W ∗−∥∥1.
To prove this inequality, we use that∥∥C(e−isLρ)C∗∥∥
1
=
∥∥C(e−isLρ) 12∥∥2
2
,
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together with the isomorphism J2(H) ≃ H ⊗ H. Using the intertwining relation H0W− =
W−H, see Proposition 2.1, we observe that
eisL0W−C(e
−isLρ)C∗W ∗− = ∂se
isL0W−(e
−isLρ)W ∗−.
Therefore s 7→ ‖eisL0W−C(e−isLρ)C∗W ∗−‖1 is integrable on [0,∞); for∫ t
0
∥∥eisL0W−C(e−isLρ)C∗W ∗−∥∥1ds =
∫ t
0
tr
(
eisL0W−C(e
−isLρ)C∗W ∗−
)
ds
=
[
tr
(
eisL0W−(e
−isLρ)W ∗−
)]t
0
= tr
(
W−(e
−itLρ)W ∗−
)− tr(W−ρW ∗−),
is uniformly bounded in t ∈ [0,∞).
By Theorem 2.5, W−(H0,H) is a bijection on H if Assumptions 1.4 is satisfied and (1.16)
holds with c0 < 1. 
3.3. Asymptotic completeness of wave operators. In this section we prove (asymptotic)
completeness of the wave operators. We use again the notation
L1 = ad(H) ≡ H(·)− (·)H∗,
The following Dyson-Phillips series [28] converges in B(J1(H)), for all t ∈ R:
e−itL = e−itL1 +
∑
n≥1
Sn(t), (3.14)
where, for all n ∈ N,
Sn(t)ρ :=
∫ t
0
∫ s1
0
· · ·
∫ sn−1
0
e−i(t−s1)HCe−i(s1−s2)HC · · · e−i(sn−1−sn)HCe−isnHρeisnH∗C∗
ei(sn−1−sn)H
∗ · · ·C∗ei(s1−s2)H∗C∗ei(t−s1)H∗dsn . . . ds1, (3.15)
for ρ ∈ J1(H). For all t ∈ R and all n ∈ N, Sn(t) ∈ B(J1(H)), and the series
∑
n≥1 Sn(t)
converges normally in B(J1(H)).
Lemma 3.7. Suppose that Assumption 1.4 is satisfied and that (1.16) holds, with c˜0 < 1/
√
2.
Then, there exists a positive constant d0 such that, for all ρ ∈ J1(H),∥∥e−itLρ∥∥
1
≤ d0‖ρ‖1, t ∈ R. (3.16)
Moreover, there exists a constant d˜0 > 0 such that∫
R
∥∥C(e−itLρ)C∗∥∥
1
dt ≤ d˜0‖ρ‖1. (3.17)
Proof. It suffices to prove the lemma for ρ in the cone of positive operators. Let ρ ∈ J+1 (H),
ρ = u∗u, with u ∈ J2(H). For t ≥ 0, we can choose d0 = 2 in (3.16) as mentioned in Remark
1.2. We prove (3.16) for t ≤ 0. We estimate the terms in the Dyson series (3.14)–(3.15) as
follows: By Lemma 2.4, we know that ‖e−itH‖B(H) ≤ 1/(1 − c˜20)1/2, which shows that∥∥e−itL1ρ∥∥
1
≤ 1
1− c˜20
‖ρ‖1. (3.18)
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The terms (3.15) are then bounded by∥∥Sn(t)ρ∥∥1 ≤ 11− c˜20
∫ t
0
∫ s1
0
· · ·
∫ sn−1
0
∥∥Ce−i(s1−s2)H · · ·Ce−i(sn−1−sn)H
Ce−isnHu∗
∥∥2
2
dsn . . . ds1.
Applying again Lemma 2.4, one obtains that∫ 0
−∞
∥∥Ce−itHu∥∥2
H
dt ≤ c˜
2
0
1− c˜20
‖u‖2H, (3.19)
for all u ∈ H. This in fact implies that∫
R
∥∥Ce−itHu∥∥2
H
dt ≤ c˜
2
0
1− c˜20
‖u‖2H, (3.20)
because, for s ≥ 0,∫ s
−∞
∥∥Ce−itHu∥∥2
H
dt =
∫ 0
−∞
∥∥Ce−i(t+s)Hu∥∥2
H
dt ≤ c˜
2
0
1− c˜20
‖e−isHu‖2H ≤
c˜20
1− c˜20
‖u‖2H,
where we use the contractivity of e−isH in the last inequality. Passing to the limit s → ∞
gives (3.20).
Now, applying (3.20) n times, and using once again that J2(H) ≃ H⊗H, we find that∥∥Sn(t)ρ∥∥1 ≤ 11− c˜20
( c˜20
1− c˜20
)n
‖u∗‖22.
Plugging (3.18) and this estimate into Eqs. (3.14)–(3.15) yields the bound∥∥e−itLρ∥∥
1
≤ 1
1− 2c˜20
‖ρ‖1, (3.21)
which proves (3.16).
The proof of (3.17) follows similarly and is left to the reader. 
Theorem 3.8. Suppose that Assumption 1.4 holds, with c0 < 2−
√
2. Then the wave operators
Ω±(L,L0) and Ω±(L0,L) exist on J1(H), are invertible in B(J1(H)) and are inverses of each
other,
Ω±(L,L0)−1 = Ω±(L0,L). (3.22)
Moreover, these four wave operators leave D(L0) = D(L) invariant, and the following inter-
twining property holds:
L = Ω±(L,L0)L0Ω±(L0,L). (3.23)
Proof. It follows from Theorem 2.6 and Lemma 2.4 that if c0 < 2−
√
2 we can choose c˜0 < 1/
√
2
in (1.16). In particular, the conclusions of Lemma 3.7 hold.
By Theorem 2.5, we know that the wave operators W±(H,H0) and W±(H0,H) exist on H.
As in Statement (3.9) appearing in the proof of Theorem 3.2, this implies that Ω±(L1,L0)
and Ω±(L0,L1) exist on J1(H).
Next, using that s 7→ ‖C(e−isL1ρ)C∗‖1 is integrable on R, for all ρ ∈ J1(H), see Lemma
2.4 and (3.11), and that s 7→ ‖C(e−isLρ)C∗‖1 is integrable on R, by Lemma 3.7, we prove by
using the same arguments as in the proof of Theorem 3.2 that the wave operators Ω±(L,L1)
and Ω±(L1,L) exist on J1(H).
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Since the groups {e−itL0}t∈R, {e−itL1}t∈R and {e−itL}t∈R are all uniformly bounded, it is
then easy to prove that the wave operators Ω±(L,L0) and Ω±(L0,L) exist, using the “chain
rules”
Ω±(L,L0) = Ω±(L,L1)Ω±(L1,L0), Ω±(L0,L) = Ω±(L0,L1)Ω±(L1,L).
Invertibility of the wave operators and (3.22) are proven in the same way. The intertwining
property follows as in the proof of Proposition 3.1. 
4. A concrete example
4.1. Choice of a model. In this section, we study a concrete model of a particle scattering
off a dynamical target, whose effective dynamics is given by a master equation of Lindblad
type. Pure states of the particle are unit rays in the Hilbert space L2(R3) ⊗ h, where h is a
complex separable Hilbert space used to describe internal degrees of freedom of the particle,
and mixed states are given by density matrices, (i.e., by operators of trace 1 in the convex
cone of positive trace-class operators). The effective dynamics of the particle is approximated
by a one-parameter semi-group generated by a Lindblad operator of the form
L := ad(−∆+Hint)− i
2
∑
j∈J
{C∗jCj , (·)} + i
∑
j∈J
Cj(·)C∗j , (4.1)
where ad(A)ρ := Aρ− ρA∗, and Hint is a self-adjoint operator on h describing the dynamics
of the internal degrees of freedom of the particle. To simplify matters, we suppose that
dim(h) < ∞, and, without loss of generality, we assume that Hint ≥ 0. The Lindbladian L
acts on the Banach space J1(L2(R3)⊗ h) of trace-class operators on L2(R3)⊗ h. Its domain
is denoted by D(L). In the following, we give conditions on the operators Cj, j ∈ J, that
guarantee the existence of wave operators, and we prove asymptotic completeness for certain
choices of the Cj ’s.
We begin by explaining how to derive meaningful expressions for the operators Cj, j ∈ J .
In many situations, the interaction of the particle P with the target causes decoherence over
the spectrum of an observable A = A∗ acting on the Hilbert space H = L2(R3) ⊗ h of the
particle. In our model, we use that every density matrix ρ on L2(R3)⊗ h can be represented
as a kernel operator,
ρ := ρ(x, x′), (4.2)
where x, x′ ∈ R3, and
ρ(x, x′) ∈ h⊗ h, because J1(L2(R3)⊗ h) ⊂ J2(L2(R3)⊗ h) ≃ L2(R3 × R3; h⊗ h);
(see Appendix C for more details). The variable x stands for the position of the particle. This
representation is useful if the interaction of the particle with the target causes decoherence in
particle position space. Alternatively, we may consider a model exhibiting decoherence over
the spectrum of the momentum operator of the particle, replacing x and x′ in (4.2) by the
particle momentum variables p and p′. In the former case (i.e., if decoherence in position space
arises), then
(e−itLρ)(x, x′)→ ρ(x, x)δx,x′ (4.3)
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as t tends to +∞, as long as x and x′ belong to the support of the target. A typical choice of
a Lindblad generator, Ldec, leading to this asymptotic behavior is
Ldecρ := −iλ
3∑
j=1
[Gj , [Gj , ρ]], (4.4)
where [A,B] = AB −BA, λ is a complex constant with Re(λ) > 0, and Gj is the operator of
multiplication by xjgj(x), where xj is j-th component of the particle position, x, in standard
Cartesian coordinates of R3, and gj(x), j = 1, 2, 3 are functions identically equal to 1 on the
support of the target and decreasing rapidly to 0, outside the target. We note that
[Gj , ρ](x, x
′) = (xjgj(x)− x′jgj(x′))ρ(x, x′),
hence
(Ldecρ)(x, x′) = −iλ
3∑
j=1
(xjgj(x)− x′jgj(x′))2ρ(x, x′). (4.5)
We observe that Ldec can be recast in the form of (4.1), because
− i[Gj , [Gj , ρ]] = −i[Gj , Gjρ− ρGj ] = −i(G2jρ+ ρG2j ) + 2iGjρGj , (4.6)
hence Cj = Gj , j ∈ J ≡ {1, 2, 3}.
If the time evolution of the density matrix ρ were given by
∂tρt(x, x
′) = −i(Ldecρt)(x, x′) ≡ −λ|x− x′|2ρt(x, x′), (4.7)
whenever x and x′ belong to the support of the target, we would deduce that the matrix
elements ρt(x, x
′), x 6= x′, with x and x′ in the support of the target, of the density matrix ρ
decay exponentially fast in t, with a rate proportional to the square of the distance between
x and x′.
Of course decoherence can also arise in the internal space of the particle, i.e., for the internal
degrees of freedom of P , in momentum space, or in momentum space and position space, or
in momentum space and/or position space and/or internal space. As in previous sections, we
assume that J = {1}, since this does not affect the nature of our conclusions, and we denote
C1 in (4.1) by C, throughout the rest of this section. We consider three classes of examples:
• C = g(X) ·X, where X is multiplication by x = (x1, x2, x3) ∈ R3, g : R3 → C3 is a
function of rapid decay at infinity. This is a slightly simplified version of the example
discussed above, where the interaction of the particle with the target is localized in
space near the support of the target. It leads to (partial) decoherence in position
space. The Lindblad operator in (4.1) is then given by
Lρ = ad(−∆+Hint)ρ− i[g(X) ·X, [g(X) ·X, ρ]]. (4.8)
• C depends non-trivially on internal degrees of freedom of the particle, e.g., on a com-
ponent of the spin of the particle. If dim(h) <∞ a physically reasonable choice is
C = g(X) · S,
where g : R3 → C3 is a function that vanishes rapidly at infinity, and S is the spin
operator. The Lindblad operator in (4.1) is then given by
Lρ = ad(−∆+Hint + βB(X) · S)ρ− i[g(X) · S, [g(X) · S, ρ]], (4.9)
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where B(x) ∈ R3 is the magnetic field at the point x ∈ R3, and β is a coupling
constant. The operator βB(X) · S describes the Zeeman term.
• The interaction between the particle and the target may lead to decoherence in position
space and in momentum space. In this case, we may choose C to be given by
C = g(X) · (αX + βP )f(P ) + h.c.
where g : R3 → C3 and f : R3 → C are functions decreasing rapidly at infinity.
4.2. Validating abstract assumptions by imposing simple conditions on C. In order
to verify the assumptions of Theorem 1.5 for our concrete choices of operators C, we appeal
to a variety of known results. In what follows we discuss some examples.
Let 〈X〉 be the operator of multiplication by √1 + x2. It is well-known that the map
t 7→ ∥∥〈X〉−1−εeit∆ϕ∥∥ is integrable on R, for all ε > 0 and all ϕ ∈ D(〈X〉1+ε) ⊂ L2(R3). This
yields the following result.
Proposition 4.1. Suppose that ‖C∗C〈X〉1+ε‖ < ∞, for some ε > 0. Then Ω+(L,L0) exists
on J1(L2(R3 ⊗ h)).
The optimal Kato smoothness estimate∫
R
∥∥|X|−1eit∆ϕ∥∥2dt ≤ π‖ϕ‖2,
for all ϕ ∈ L2(R3), is established in [36]. Applying Theorem 1.5, we immediately arrive at the
following proposition.
Proposition 4.2. Suppose that ‖C|X|‖ < 2π−1/2. Then Ω+(L,L0) and Ω−(L0,L) exist on
J1(L2(R3 ⊗ h)).
If ‖C|X|‖ < (2−√2)π−1/2 then Ω+(L,L0) and Ω−(L0,L) exist and are complete.
In a similar way we may rely on the estimate [36]:∫
R
∥∥〈X〉−1(1−∆) 14 eit∆ϕ∥∥2dt ≤ π
2
‖ϕ‖2.
Another possibility is to relate the operator C to a potential from a large class, in particular
to a Rollnik potential, using the estimate∫
R
∥∥D(X)eit∆ϕ∥∥2dt ≤ ‖D2‖R
2π
‖ϕ‖2, (4.10)
for all ϕ ∈ L2(R3), where D(X) denotes the operator of multiplication by the real-valued
Rollnik potential D(x). We recall [30] that a measurable function D : R3 → C is called a
Rollnik potential iff
‖D‖2R :=
∫
R3
|D(x)||D(y)|
|x− y|2 dxdy <∞.
Estimate (4.10) follows from the fact that for any real-valued Rollnik potential D, and for all
κ ∈ C with Re(κ) > 0, the operator D(X)(−∆+ κ2)−1D(X), has the kernel
D(x)e−κ|x−y|D(y)
4π|x− y| ,
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and hence, for all z ∈ C \ R,∥∥D(X)(−∆ − z)−1D(X)∥∥ ≤ 1
4π
‖D2‖R.
By [20], this implies (4.10), and applying Theorem 1.5, we obtain the following result.
Proposition 4.3. Suppose that D is a real-valued, invertible Rollnik potential such that
‖CD(X)−1‖‖D2‖1/2R < 8π1/2. Then Ω+(L,L0) and Ω−(L0,L) exist on J1(L2(R3 ⊗ h)).
If ‖CD(X)−1‖‖D2‖1/2R < 4(2−
√
2)π1/2 then Ω+(L,L0) and Ω−(L0,L) exist and are com-
plete.
Using the Hardy-Littlewood-Sobolev inequality, (see e.g. [23]), the previous proposition can
be applied to the concrete examples of the previous subsection. Considering for instance the
Lindblad operator of (4.9), we have:
Corollary 4.4. Let gj ∈ L3/2(R3) ∩ L∞(R3), gj > 0 almost everywhere for j = 1, 2, 3. If
‖(∑j gj)1/2‖∞‖∑j gj‖1/23/2 < (3‖S‖)−1π1/3(2193 ) 16 , then Ω+(L,L0) and Ω−(L0,L) exist for the
Lindblad-type operator of (4.9).
If in addition, ‖(∑j gj)1/2‖∞‖∑j gj‖1/23/2 < (3‖S‖)−1π1/3(219313 ) 16 , then the wave operators
are asymptotically complete.
5. Scattering theory and particle capture
In this section we explain how the analysis of Sections 2 and 3 can be modified to prove
Theorem 1.9. As in Section 2, we set ‖ · ‖ = ‖ · ‖H to simplify the notations.
5.1. Proof of Theorem 1.9. We begin our proof by studying the wave operators for the
dissipative operator H. We recall that the absolutely continuous subspace, Hac(H), for the
dissipative operator H ≡ H0 + V − iC∗C/2 can be defined as follows ([10, 12]): Let
M(H) :=
{
u ∈ H,∃cu > 0,∀v ∈ H,
∫ ∞
0
∣∣〈e−itHu, v〉∣∣2dt ≤ cu‖v‖2}.
Then Hac(H) := M(H) is the closure of M(H) in H. It is proven in [12] that
Hac(H) = Hb(H)⊥,
where, we recall, Hb(H) denotes the closure of the set of eigenvectors of H in H. Moreover,
if u ∈ Hac(H) then
lim
t→∞
〈e−itHu, v〉 = lim
t→∞
∥∥Ke−itHu∥∥ = 0, (5.1)
for all v ∈ H and all compact operators K on H; see [10].
We also recall the definitions
Hd(H) :=
{
u ∈ H, lim
t→∞
‖e−itHu‖ = 0}, Hd(H∗) := {u ∈ H, lim
t→∞
‖eitH∗u‖ = 0}.
Theorem 5.1. Suppose that Assumptions 1.7 and 1.8 hold, with cV < 2. Then the wave
operator W+(H,H0) = s-lim
t→+∞
e−itHeitH0 exists on H and is injective, and its range is equal to
Ran(W+(H,H0)) =
(Hb(H)⊕Hd(H∗))⊥. (5.2)
Moreover, the wave operator
W−(H0,H) := s-lim
t→+∞
eitH0e−itHΠac(H)
26 M. FALCONI, J. FAUPIN, J. FRÖHLICH, AND B. SCHUBNEL
exists on H. (Here Πac(H) denotes the orthogonal projection onto the absolutely continuous
subspace of H.)
Proof. We first prove that W+(H,H0) exists on H. Let u ∈ H. Using Assumption 1.7, we
write
e−itHeitH0u = e−itHeitHV e−itHV eitH0u = e−itHeitHV W+(HV ,H0)u+ o(1), t→∞.
By Assumption 1.7 we also know thatW+(HV ,H0) is a unitary operator fromH to Ran(Πac(HV )).
Therefore it suffices to prove that
W+(H,HV ) := s-lim
t→+∞
e−itHeitHV Πac(HV ),
exists on H and is injective on Ran(Πac(HV )), with closed range. Existence can be proven
in the same way as in Proposition 2.3, using Cook’s argument together with Assumption 1.8.
We then have that∥∥e−itHeitHV Πac(HV )u∥∥
≥ ‖Πac(HV )u‖ − 1
2
∥∥∥ ∫ t
0
e−isHC∗CeisHV Πac(HV )uds
∥∥∥
≥ ‖Πac(HV )u‖ − 1
2
sup
v∈H,‖v‖=1
( ∫ t
0
∥∥Ce−isHv∥∥2ds) 12( ∫ t
0
∥∥CeisHV Πac(HV )u∥∥2ds) 12
≥ (1− cV /2)‖Πac(HV )u‖,
for all u ∈ H. Since cV < 2 by assumption, this shows thatW+(H,HV ), and henceW+(H,H0),
are injective, with closed ranges.
Next, we establish existence of W−(H0,H). Since Πpp(HV ) is compact, we know that
Πpp(HV )e
−itHΠac(H)→ 0, as t→∞, by (5.1). It therefore suffices to prove existence of
s-lim
t→+∞
eitH0Πac(HV )e
−itHΠac(H)
on H. Writing eitH0Πac(HV )e−itH = eitH0e−itHV Πac(HV )eitHV e−itH , one can proceed in the
argument as above. This shows that s-lim eitH0Πac(HV )e
−itH , t → +∞, exists on H, (and
that its restriction to Ran(Πac(HV )) is injective, with closed range). Therefore W−(H0,H)
exists.
Finally we prove (5.2). From the definition of Hac(H) we see that Ran(W+(H,H0)) ⊂
Hac(H). Indeed, if u = W+(H,H0)w ∈ Ran(W+(H,H0)) the intertwining property implies
that∫ ∞
0
∣∣〈e−itHu, v〉∣∣2dt = ∫ ∞
0
∣∣〈e−itH0w,W+(H,H0)∗v〉∣∣2dt ≤ const‖W+(H,H0)‖‖w‖2‖v‖2,
for all v ∈ H, since H0 has purely absolutely continuous spectrum. Hence W+(H,H0) =
Πac(H)W+(H,H0). In the same way as for W−(H0,H), one verifies that W+(H0,H
∗) exists,
and hence
W+(H,H0)
∗ = W+(H0,H
∗). (5.3)
From the definitions of W+(H0,H
∗) and Hd(H∗) we obtain that
Ker(W+(H0,H
∗)) = Hac(H)⊥ ⊕
(Hac(H) ∩Hd(H∗)).
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Since Hac(H)⊥ = Hb(H), and since one can easily verify that Hd(H∗) ⊂ Hb(H)⊥, this
equation can be rewritten as
Ker(W+(H0,H
∗)) = Hb(H)⊕Hd(H∗).
From (5.3) and the fact that Ran(W+(H,H0)) is closed we obtain (5.2). 
Proof of Theorem 1.9. To prove Theorem 1.9 with the help of Theorem 5.1, it suffices to follow
and adapt [13] in a straightforward way. We do not present the details of the arguments. 
5.2. Example. We consider Lindblad operators of the form introduced in Section 4, but add
a potential to the free dynamics of the particle. Thus we consider operators of the form
L := ad(−∆+ V (X) +Hint)− i
2
{C∗C, (·)} + iC(·)C∗, (5.4)
on J1(L2(R3) ⊗ h), where V (X) denotes the operator of multiplication by the real-valued
function V (x) on L2(R3), Hint is a positive self-adjoint operator on h and C ∈ B(L2(R3)⊗ h).
We give an example of conditions that imply our abstract Assumptions 1.7 and 1.8. For
instance, it suffices to suppose that, for some ε > 0 and for all x ∈ R, |V (x)| ≤ const〈x〉−2−ε
to guarantee that Assumption 1.7 is satisfied. Of course, this condition is far from being
optimal. If, in addition, 0 is neither an eigenvalue nor a resonance of HV then it is known,
(see [5]), that, for any ε > 0, there exists a constant c1 > 0 such that∫
R
∥∥〈X〉−1−εe−itHV Πac(HV )u‖2dt ≤ c21‖Πac(HV )u‖2, (5.5)
for all u ∈ H. We say that 0 is a resonance of HV if the equation HV u = 0 has a solution
u ∈ (H1,s(R3) ⊗ h) \ (L2(R3) ⊗ h), for any s > 1, where H1,s(R3) is the first-order Sobolev
space on R3 with weight 〈x〉−s. Applying Theorem 1.9 we obtain the following result.
Theorem 5.2. Let L be given by (5.4) and L0 = ad(−∆+Hint). Suppose that the conditions
on V described above are satisfied and that∥∥C〈X〉1+ε∥∥ < 2c−11 <∞,
for some ε > 0, where c1 is defined by (5.5). Then the modified wave operator Ω˜
−(L0,L)
defined in (1.20) exists.
Appendix A. Proof of Lemma 1.1
Proof. We sketch a proof, see also [8, Lemma 5.1 and Theorem 5.2]. We only treat the case
where H0 is unbounded. We introduce the operator
H := H0 − i
2
∑
j∈J
C∗jCj (A.1)
on H with domain D(H0). The dissipativity of H is clear because
Im(〈ϕ,Hϕ〉) = −1
2
∑
j
‖Cjϕ‖2H ≤ 0.
Furthermore, we claim that there exists λ0 > 0 such that H − iλ0 is bounded invertible, i.e.
(H − iλ0)−1 ∈ B(H). Indeed, H is closed because H0 is self-adjoint and therefore, since in
addition ‖(H − iλ0)ϕ‖ ≥ λ0‖ϕ‖ for all ϕ ∈ D(H0) and all λ0 > 0, we only have to show that
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the range of H − iλ0 is dense for some λ0 > 0. This is equivalent to Ker(H∗ + iλ0) = {0}.
This last equality holds for any λ0 > 0 because
H∗ = H0 +
i
2
∑
j∈J
C∗jCj,
and hence H∗+ iλ0 is injective. The theorem of Lumer-Phillips (see e.g. [15]) implies that the
dissipative operator H generates a strongly continuous one-parameter semigroup, {e−itH}t≥0
on H. The linear operator ad(H) on J1(H) with domain D(ad(H0)) generates consequently
a one-parameter semigroup of contractions given by
ρ 7→ e−itHρeitH∗ (A.2)
for all ρ ∈ J1(H) and all t ≥ 0. Here we use that
‖e−itHρeitH∗‖1 ≤ ‖e−itH‖B(H)‖ρ‖1‖eitH
∗‖B(H) ≤ ‖ρ‖1.
This semigroup is clearly positivity preserving. As the operator
i
∑
j∈J
Cj (·)C∗j
is bounded, a standard perturbation result for semigroups (see e.g. [15]) shows that the oper-
ator L is defined and closed on D(ad(H0)) and generates a strongly continuous one-parameter
semigroup on J1(H). The semigroup {e−itL}t≥0 satisfies (4) and (5), i.e. it preserves positiv-
ity and the trace. Complete positivity follows from the Dyson series expansion of e−itL (see
(3.14)–(3.15)), using that Cj (·)C∗j and e−itH(·)eitH
∗
are completely positive. Trace preserva-
tion is also clear by differentiating t 7→ tr(e−itLρ) for any ρ ∈ D(L) and using that tr(Lρ˜) = 0
for any ρ˜ ∈ D(L).
Finally, the contractivity property of e−itL restricted to J sa1 (H) follows directly from the
decomposition ρ = ρ+ + ρ− with ρ+ = ρ1[0,∞)(ρ), ρ− = ρ1(−∞,0](ρ) and the fact that
‖ρ‖1 = tr(ρ+)− tr(ρ−). 
Appendix B. Appendix to Section 2
In this appendix we use the notations of Section 2. We establish some properties of the
wave operators W+(H0,H) and W−(H,H0). Some of them are already proven in [26] and
[12]. We give details for the sake of completeness.
Lemma B.1. Suppose that either Assumption 1.3 or 1.4 holds. Then
lim
t→∞
∥∥W+(H,H0)eitH0u∥∥ = ‖u‖, (B.1)
for all u ∈ H.
Proof. First suppose that Assumption 1.3 holds. The existence of W+(H,H0) on H is a
consequence of Cook’s argument as recalled in Proposition 2.2. In fact we have as in (2.8)
that
W+(H,H0)u = u− 1
2
∫ ∞
0
e−isHC∗CeisH0uds, (B.2)
for all u ∈ E . The integral in the right-hand side obviously converges by Assumption 1.3.
Changing variables, we obtain from the previous identity that
W+(H,H0)e
itH0u = eitH0u− 1
2
∫ ∞
t
e−i(s−t)HC∗CeisH0uds.
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Since Assumption 1.3 holds,∥∥∥ ∫ ∞
t
e−i(s−t)HC∗CeisH0uds
∥∥∥ ≤ ∫ ∞
t
∥∥C∗CeisH0u∥∥ds→ 0,
as t→∞. Using the triangle inequality, this implies (B.1) for all u ∈ E . Using that E is dense
in H we deduce that (B.1) holds for all u ∈ H.
Now suppose that Assumption 1.4 holds. We can proceed in the same way. The existence
of W+(H,H0) on H as well as the convergence of the integral in (B.2) are established in the
proof of Proposition 2.3. Moreover, since Assumption 1.4 holds, we can proceed as in the
proof of Proposition 2.3, which gives∥∥∥∫ ∞
t
e−i(s−t)HC∗CeisH0uds
∥∥∥ ≤ sup
v∈H,‖v‖=1
( ∫ ∞
0
∥∥CeisH∗v∥∥2ds) 12(∫ ∞
t
∥∥CeisH0u∥∥2ds) 12
≤
( ∫ ∞
t
∥∥CeisH0u∥∥2ds) 12 → 0,
as t→∞. We then conclude, as above, that (B.1) holds. 
Proposition B.2. Suppose that either Assumption 1.3 or 1.4 holds. Then W+(H,H0) is
injective.
Proof. It suffices to combine Proposition 2.1 and Lemma B.1. Indeed, suppose that u ∈ H
satisfies W+(H,H0)u = 0. By Proposition 2.1,
eitHW+(H,H0)u = W+(H,H0)e
itH0u = 0,
for all t ≥ 0. Letting t→∞ then shows that u = 0, by Lemma B.1. 
Proposition B.3. Suppose that either Assumption 1.3 or 1.4 holds. Then Ran(W+(H,H0))
is closed if and only if the restriction of {e−itH}t∈R to Ran(W+(H,H0)) is uniformly bounded.
Proof. First assume that {e−itH}t∈R is uniformly bounded on Ran(W+(H,H0)). Let M ≥ 1
be such that ‖e−itHW+(H,H0)u‖ ≤ M‖W+(H,H0)u‖ for all t ∈ R and u ∈ H. Applying
Lemma B.1 and Proposition 2.1 give
‖u‖ = lim
t→∞
‖W+(H,H0)eitH0u‖ = lim
t→∞
‖eitHW+(H,H0)u‖ ≤M‖W+(H,H0)u‖,
for all u ∈ H. Hence W+(H,H0) has closed range.
Suppose now that Ran(W+(H,H0)) is closed. Since W+(H,H0) is also injective by Propo-
sition B.2, there exists m > 0 such that ‖W+(H,H0)u‖ ≥ m‖u‖, for all u ∈ H. Using
Proposition 2.1 and the fact that W+(H,H0) is a contraction, this implies that
‖e−itHW+(H,H0)u‖ = ‖W+(H,H0)e−itH0u‖ ≤ ‖u‖ ≤ m−1‖W+(H,H0)u‖,
for all t ∈ R and u ∈ H. 
Appendix C. Integral kernels and trace
In order to study the wave operators on J1
(
L2(R3 ⊗ h)) in Section 4, we exploited the
integral kernel representation of Hilbert-Schmidt operators
J2
(
L2(R3 ⊗ h)) ⊃ J1(L2(R3 ⊗ h)).
In this appendix we provide some details about this representation. Let
d := dim h <∞,
30 M. FALCONI, J. FAUPIN, J. FRÖHLICH, AND B. SCHUBNEL
and Zd := {1, 2, . . . , d}. We recall the following well-known result (see e.g. [35]).
Proposition C.1. We have the following isometric isomorphisms:
J2
(
L2(R3 ⊗ h)) ≡ L2(R6; h⊗ h) ≡ L2((R3 × Zd)2).
Letting i : J2
(
L2(R3⊗h))→ L2((R3×Zd)2) be the isometric isomorphism of the proposition
above, L2
(
(R3×Zd)2
) ∋ a(x, y) = i(a) is called the integral kernel of a, where x := (x, λ) and
y := (y, µ) belong to R3 × Zd. We will use the notation∫
R3×Zd
dx :=
d∑
λ=1
∫
R3
dx.
Let {φj}j , {ψj}j ⊂ L2(R3 × Zd) be orthonormal collections; if a =
∑
j αj|φj〉〈ψj |, then
a(x, y) =
∑
j αj φ¯j(x)ψj(y), and the expansion converges absolutely a.e. (if the sum is in-
finite).
We remark that by Proposition C.1, every a ∈ J1
(
L2(R3 ⊗ h)) has an associated integral
kernel a(x, y); however, in general a(x, x) may not be integrable. The following proposi-
tion gives a characterization of the trace by means of an Hardy-Littlewood averaging process
An on L2(R3 ⊗ h) [7]. Without entering too much into details, given a kernel a(x, y) =∑
j αjφ¯j(x)ψj(y), let the kernel A(2)n a(x, y) be defined by
A(2)n a(x, y) =
∑
j
αjAnφ¯j(x)Anψj(y) .
Then the limit kernel a˜(x, y) is defined as the pointwise a.e. limit
a˜(x, y) = lim
n→∞
A(2)n a(x, y) .
Proposition C.2 ([7]). Let a ∈ J1
(
L2(R3⊗h)), with associated integral kernel a(x, y). Then
the averaged kernel a˜(x, x) exists a.e., and
Tr(a) =
∫
R3×Zd
a˜(x, x)dx .
Proposition C.3 ([7]). Let a = bc be an arbitrary factorization of k ∈ J1
(
L2(R3 ⊗ h)) into
a product of two Hilbert-Schmidt operators b, c ∈ J2
(
L2(R3 × Zd)
)
. Then
a˜(x, x) = (b ∗ c)(x, x) a.e.,
where the “convoluted” kernel (b ∗ c)(x, y) is defined as
(b ∗ c)(x, y) =
∫
R3×Zd
b(x, z)c(z, y)dz .
Proposition C.3 shows that, independently of the factorization a = bc of a trace class
operator a, its trace is always given by
∫
R3×Zd
b(x, z)c(z, y)dz. Since for any trace class
operator there exist at least one such decomposition, we may write the subspace of L2((R3 ×
Zd)
2) corresponding to trace class operators as
J1 := {a(·, ·) ∈ L2((R3 × Zd)2),∃b(·, ·), c(·, ·) ∈ L2((R3 × Zd)2), a = b ∗ c}
≡ J1
(
L2(R3 × Zd)
)
;
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where the symbol ≡ stands for an isometric isomorphism, and the isometry is obtained defining
the J1 norm
‖a(·, ·)‖J1 =
∫
R3×Zd
|˜a|(x, x)dx .
Hence (J1, ‖·‖J1) is a Banach subspace of the Hilbert space L2((R3 × Zd)2).
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