Motivated by the algebraic open-closed string models, we introduce and discuss an infinite-dimensional counterpart of the open-closed Hurwitz theory describing branching coverings generated both by the compact oriented surfaces and by the foam surfaces. We manifestly construct the corresponding infinitedimensional equipped Cardy-Frobenius algebra, with the closed and open sectors are represented by conjugation classes of permutations and the pairs of permutations, i.e. by the algebra of Young diagrams and bipartite graphes respectively.
Main result
1.1. Cardy-Frobenius algebra. We start with reminding the definition of the (finitedimensional) equipped Cardy-Frobenius algebra following [2] and [4] .
Frobenius pair is a set (C, l C ) which consists of a finite-dimensional associative algebra C with an identity element and a linear functional l C : C → C such that the bilinear form (c 1 , c 2 ) C = l C (c 1 c 2 ) which it generates is non-degenerated.
Casimir of the Frobenius pair (C, l C ) is the element K C = n i=1 F ij e i e j ∈ C, where {e 1 , . . . , e n } is a basis of the space C and {F ij } is the matrix inverse with respect to (e i , e j ) C . 
Equipped Cardy-Frobenius algebra is a set ((A, l A ), (B, l B ), φ, U, ⋆) which consists of 1) a Cardy-Frobenius algebra ((A, l A ), (B, l B ), φ); 2) an involutive anti-automorphisms ⋆ : A → A and ⋆ : B → B such that l A (x ⋆ ) = l A (x), l B (x ⋆ ) = l B (x), φ(x ⋆ ) = φ(x) ⋆ ;
3) an element U ∈ A such that U 2 = K ⋆ A and φ(U) = K ⋆ B .
The commutative Frobenius pairs are in one-to-one correspondence [7] with closed topological field theories in the meaning of [6] . The Cardy-Frobenius algebras are in one-to-one correspondence [2] with open-closed topological field theories in the meaning of [9] , [11] , [12] . The equipped Cardy-Frobenius algebras are in one-to-one correspondence [2] with Klein topological field theories, i.e. with those also defined on non-oriented Riemann surfaces [2] .
Each real representation of finite group generates a semi-simple equipped Cardy-Frobenius algebra [10] . Some of them describe the Hurwitz numbers of finite-sheeted coverings [4] , [5] . There exists a complete classification of the semi-simple equipped Cardy-Frobenius algebras [2] .
In the definitions above one needs to invert matrices. Therefore, one needs an additional accuracy when dealing with the infinite-dimensional case. We additionally require that the algebras can be presented as a direct (Cartesian) product of finite-dimensional algebras A = γ∈C A γ , B = γ∈C B γ and, instead of functionals on A and B, we consider the families
The involution ⋆ preserves the subalgebras A γ , B γ and, along with the projections U γ of the element U ∈ A onto A γ , gives rise to the equipped Cardy-Frobenius algebras
1.2. Cut-and-join operators. Let us construct an equipped Cardy-Frobenius algebra that consists of differential operators of the space of functions of infinitely many variables {X ij |i, j = 1, . . . , }.
The role of algebra A is played by the algebra W of cut-and-join operators W (∆) [13] , [14] , [1] , [15] .
We remind the construction of these latter. Consider differential operators of the form D ab = ∞ e=1 X ae ∂ ∂X be and associate with the Young diagram ∆ = [µ 1 , µ 2 , . . . , µ k ] with line lengths µ 1 ≥ µ 2 ≥ · · · ≥ µ k the numbers m j = m j (∆) = |{i|µ i = j}| and κ(∆) = (| Aut(∆)|) −1 = ( j m j !j m j ) −1 . Then one associates with the Young diagram ∆ cut-and-join operator W (∆) = κ(∆) :
We denote the product of operators as •. Properties of these operators W (∆) differs a lot from their finite-dimensional counterparts [8] .
Denote through W n the vector space generated by the cut-and-join operators of degree n. The product • of operators continued to infinite formal sums w 1 + w 2 + w 3 + . . . with w n ∈ W n generates an associative commutative algebra W of formal series of differential operators.
1.3. Graph operators. The cut-and-join operators are related (see [14] ) with the Hurwitz numbers of branching coverings generated by the compact oriented surfaces [7] . The role of algebra B is played by the algebra V of graph operators related with the Hurwitz numbers of branching coverings generated by the foam surfaces [5] .
We define bipartite graph of degree n as a graph with n edges and vertices parted into two ordered groups L = L(Γ) and R = R(Γ), with the edges E = E(Γ) connecting the vertices from different groups. Isomorphisms are homomorphisms of graphs preserving the partition of vertices into groups and ordering in the groups. Hereafter, we do not make any difference between isomorphic graphs.
We call the graph simple if all its connected components are graphs with two vertices, and call the graph obtained from Γ by adding simple connected components the standard extension of the graph Γ. Denote through E n (Γ) the set of all degree n standard extensions of the graph Γ. We put σ n (Γ) = Γ ∈En(Γ) | Aut(Γ)| | Aut(Γ\Γ)|| Aut(Γ)|Γ at n ≥ |Γ| and σ n (Γ) = 0 at n < |Γ|, see [16] .
Associate with the monomial x = X a 1 b 1 . . . X anbn of degree n the bipartite graph Γ(x) with the edges {E 1 , . . . , E m } such that the edges E i and E j has a common left (right) vertex if and only if a i = a j (b i = b j ). Now associate with the graph Γ graph-variable X Γ = 1 | Aut(Γ)| X, where the sum runs over all monomials x such that Γ(x) = Γ. Denote through X n the vector space generated by the graph-variables of degree n.
Associate with the operator D =: D a 1 b 1 . . . D anbn : the bipartite graph Γ(D) with the edges {E 1 , . . . , E m } such that the edges E i and E j has a common left (right) vertex if and
where the sum runs over all operators D such that Γ(D) = Γ. We call such operators graph-operators.
Let us give an action of the graph-operator of degree n onto the graph-variables of the same degree. The usual action of the graph-operator onto the graph-variable results into a linear combination of the graph-variables with (generally) infinite coefficients. Therefore, the correct definition of differentiation requires a regularization. To construct it, consider, along with the (full) graph-operator and graph-variable V [Γ], X [Γ ′ ] , the restricted graph-operator V N [Γ] and graph-variable X N [Γ ′ ] defined similarly to the full ones, but the infinite set of variables {X ij |i, j = 1, . . . , N} being replaced with the finite one {X ij |i, j = 1, . . . , N}.
We define the action of the graph-operator V N [Γ] onto the graph-variable X N [Γ ′ ] as the usual action of the differential operator multiplied with (N −|R(Γ)|)! N ! . One can easily see that
Moreover, the coefficients of this linear combination are the same at any N > |E(Γ)|.
We
Denote through V n the vector space generated by the graph-operators of degree n and through V the vector space of the formal differential operators v
1.4. Cardy-Frobenius algebra of differential operators. The cut-and-join operators act on the space of graph-variables by the usual differentiation. Define the homomorphism of algebras f : W → V requiring that the operator f (w) acts on all the graph-variables in the same way as the operator w (below we prove that there exists such an operator).
The involution D ab ↔ D ab gives rise to involutive automorphisms ⋆ :
The Young diagrams of degree n are naturally identified with a basis of the center of the group algebra of the symmetric group S n . The sum U n of squares of all the elements of the symmetric group that act without fixed points, belongs to the same center. This allows one to associate an operator r n ∈ W n with the element U n .
Our main result is the following
The constructed algebra is a counterpart of the algebra of cut-and-join operators for the foam-coverings (simplest examples of such operators are constructed in [17] ). We discuss it in detail elsewhere.
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Our 2. Finite-dimensional algebras of Young diagrams and bipartite graphs 2.1. Young diagrams. First, we remind the standard facts that we will need. Denote through |M| the number of elements in the finite set M and through S n the symmetric group that acts by permutations on the set M with |M| = n. The permutation σ ∈ S n generates the subgroup < σ >, with its action dividing M ito the orbits M 1 , . . . , M k . The set of numbers |M 1 |, . . . , |M k | is called cyclic type of the permutation σ. It produces the Young diagram ∆(σ) = [|M 1 |, . . . , |M k |] of degree n. Permutations are conjugated in S n if and only if they have the same cyclic type.
Linear combinations of permutations from S n form the group algebra G n = G(S n ). We denote multiplication in this algebra as " * ". Associate with each Young diagram ∆ the sum G n (∆) ∈ G n of all permutations of the cyclic type ∆. These sums (which, for the sake of brevity, we denote with the same symbol ∆ as the corresponding Young diagram) form a basis of algebra of the conjugation classes A n ⊂ G n coinciding with the center of algebra G n .
The sum U n of squares of elements of the group S n belongs to the algebra A n . Denote through l A n : A n → C a linear functional equal to 1 n! on the Young diagram with all lines having unit length and equal to zero otherwise. Denote through * : A n → A n the identity map a → a * = a.
2.2.
Bipartite graphs. Describe following [3] , [4] the operation of multiplication * on the vector space B n generated by the set of class of isomorphism of the bipartite graphs of degree n.
Let (L, E, R) and (L ′ , E ′ , R ′ ) is a pair of the bipartite graphs with n edges. Denote Hom(R, L ′ ) the set of maps χ : R → L ′ which preserve the vertex valences. Every such map is associated with the bipartite graph (R, E χ , L ′ ) whose edges connect only the verticesṽ and χ(ṽ), whereṽ ∈ R, the number of edges connectingṽ and χ(ṽ) being equal to the valence of the vertexṽ.
We call a subset F ⊂ E × E ′ consistent with χ, if the restrictions onto F of the natural projections E × E ′ → E, E × E ′ → E ′ are in one-to-one correspondence and χ(R(e)) = L(e ′ ) for any (e, e ′ ) ∈ F . Denote through M χ the set of all such F . Associate with the set F ∈ M χ the bipartite graph (L, F , R ′ ) whose edges are the pairs of edges (e, e ′ ) ∈ F glued in the points R(e) and L(e ′ ). Denote through Aut F (L, F , R ′ ) ⊂ Aut(L, F , R ′ ) the subgroup which consists of the automorphisms inducing on the set E the automorphism of the graph (L, E, R).
Let us now construct the map B n × B n → B n by putting
Continuing it by linearity, one obtains a binary operation which transforms B n into algebra.
This operation has a simple geometrical meaning. The contribution to the product [(L, E, R)] * [(L ′ , E ′ , R ′ )] is given by the valence-preserving identifications of vertices from R and L ′ . As a result of such an identification, there emerge "a special graph" with vertices L ∪ R ′ and edges that intersect on "the set of singularities" R = L ′ . Product is called a linear combination of "resolutions" of these singularities, i.e. of (generating the bipartite graph) pairwise gluing of edges from (L, E, R) and (L ′ , E ′ , R ′ ) coming to the common vertex.
The algebra B 1 looks as follows The natural action of group S n on M gives rise to a natural action of group S n on N and, hence, a homomorphism of the group algebraφ n : G n → End(H n ). The image χ(B n ) ∈ End(H n ) consists of all endomorphisms commuting withφ n (G n ) and, in particular,φ n (A n ) ⊂ χ(B n ). This allows one to define the homomorphism φ n = ̺ −1φ n : A n → B n . Example 2.3. : D 2 ab :
:
The restricted product Γ 1 * Γ 2 of the graph-operators Γ 1 and Γ 2 of degree n is called the operator pr n (Γ 1 Γ 2 ), i.e. the projection onto the subspace of operators of degree n the regularized product of differential operators
This operation transforms V n into an associative algebra. Let us continue the correspondence between graphs and endomorphisms described in the previous subsection to the isomorphism of the vector spaces θ n : V n → ̺(B n ) ∈ End(H n ). Proof. Consider the monomial D =: D a 1 b 1 . . . D anbn :, where Γ(D) = Γ and the monomial X [Γ ′ ] = X c 1 d 1 . . . X cndn , where Γ(X) = Γ ′ . Then, D(X) is a linear combination of all monomials of the form X s 1 d 1 . . . X sndn such that the set of numbers {s 1 , . . . , s n } coincides with the set of numbers {a 1 , . . . , a n } and Γ(X s 1 d 1 . . . X sndn ) is one of the summands in expansion of the product Γ * Γ ′ . Thus,
Hence, the homomorphicity of the map θ n and
Denote through l V n : l V n → C the linear functional such that l V n (V [Γ]) = l B n (Γ). From Lemma 3.1 follows 3.2. Algebra of poligraph-operators. The direct product of algebras V i forms the
V i , whose elements we call poligraph-operators. Thus, poligraph-operator
Denote through X n the linear space generated by the graph-variables of degree n. Poligraph-variable is an infinite sequence x = (x 1 , x 2 , . . . ), where x i ∈ X i . De-
X i the vector space generated by the poligraph-variables. Let action of the poligraph-operator on the poligraph-variable be given by the formula
gives rise to a homomorphism σ n : V m → V n of vector spaces. The set of these homomorphisms gives rise to a homomorphism of vector spaces σ ↑ : V m → V ↑ , which, in its turn, gives rise to a homomorphism of vector spaces
Proof. Immediately from the definitions it follows that pr n (σ ↑ (V [Γ])) = σ n (V [Γ]). Let x n ∈ X n and x = σ ↑ (x n ) is the graph-variable with all zero components but n-th, and the n-th component is equal to x n .
Then
. Monomorphicity of the homomorphism σ ↑ is immediate. Epimorphicity follows from theorem 3.1. Denote through W n the vector space generated by differential operators of the form W (∆), where |∆| = n. Introduce on W n the structure of associative algebra defining restricted multiplication * with the equality w 1 * w 2 = pr n (w 1 • w 2 )) for w i ∈ W n . Denote
W n the direct product of algebras W n with the restricted multiplication * .
Define a linear operator ρ n : W m → W n assuming that ρ n (W ) = 0 at n < m and Proof. Immediately from the definitions it follows that pr n (ρ ↑ (W (∆))) = ρ n (W (∆)) and pr n (ρ ↑ (W (∆ 1 ) • W (∆ 2 ))) = pr n (ρ ↑ (ρ n (W (∆ 1 )) • ρ n (W (∆ 2 )))) = pr n (ρ ↑ (ρ n (W (∆ 1 )) * ρ n (∆ 2 ))) = ρ n (W (∆ 1 )) * ρ n (W (∆ 2 )) = pr n (ρ ↑ (W (∆ 1 )) * ρ ↑ (W (∆ 2 ))). Denote through l W n : l W n → C the linear functional such that l W n (W [∆]) = l A n (∆). Then, as proved in [14] (Lemma 4.4), : D a 1 a σ(1) · · · D ana σ(n) :, where σ ∈ S n is a permutation of the cyclic type ∆. In accordance with the definition, the operator V [φ n (∆)] has the same form.
Theorem 3.5. The set ((W, l W ), (V, l V ), f, R, ⋆) forms an equipped Cardy-Frobenius algebra.
Proof. Due to Theorems 3.2, 3.3 and Lemma 3.2, one suffices to prove that the isomorphisms W n and V n give rise to isomorphisms of Cardy-Frobenius algebras ((A n , l A n ), (B n , l B n ), φ n , U n , ⋆) and ((W n , l W n ), (V n , l V n ), f n , R n , ⋆). Homomorphism of Frobenius pairs is proved in Theorems 3.1, 3.4. The relation f n W n = V n φ n follows from Lemma 3.3. The remaining requirements follow immediately from the definitions.
