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Abstract	
This	thesis	investigates	sources	of	uncertainty	in	hydrological	scenario	modelling.	It	quantifies	the	extent	to	which	decisions	made	during	the	modelling	process	affect	river	 flow	 projections	 under	 climate	 change.	 Sources	 of	 uncertainty	 explored	include	 choice	 of:	 General	 Circulation	 Model	 (GCM)	 for	 generation	 of	 climate	projections;	hydrological	model	code;	potential	evapotranspiration	(PET)	method;	spatial	 distribution	 of	meteorological	 inputs	 within	 the	 hydrological	model;	 and	baseline	precipitation	dataset.		The	Mekong	River	Basin	is	employed	as	a	case	study	site.	Initially	a	MIKE	SHE	model	is	 developed	 for	 the	Mekong	 using,	 where	 possible,	 the	 same	 data	 as	 an	 earlier	model	(SLURP).	Climate	scenarios	investigated	include	a	set	based	on	a	2	°C	increase	in	 global	 mean	 temperature	 simulated	 by	 seven	 GCMs.	 There	 are	 considerable	differences	 in	 scenario	 discharges	 between	 GCMs,	 ranging	 from	 catchment-wide	increases	or	decreases	in	mean	discharge,	to	spatially	varying	responses.	Inter-GCM	differences	 are	 largely	driven	by	differences	 in	precipitation,	 rather	 than	PET	or	temperature.	 Results	 from	 MIKE	 SHE,	 SLURP	 and	 Mac-PDM.09	 (a	 global	hydrological	model)	are	compared.	Although	inter-hydrological	model	uncertainty	is	evident	and	sometimes	considerable,	its	magnitude	is	generally	smaller	than	GCM	uncertainty.	The	 MIKE	 SHE	 model	 is	 then	 recalibrated	 to	 provide	 five	 further	 models,	 each	employing	alternative	PET	methods.	PET	method	impacts	scenario	changes	in	PET	and	 hence	 scenario	 discharges.	 However,	 GCM-related	 uncertainty	 for	 change	 in	mean	 discharge	 is	 on	 average	 ~3.5	 times	 greater	 than	 PET	 method-related	uncertainty.	 Additional	 MIKE	 SHE	 models	 are	 developed	 using	 alternative	meteorological	input	spatial	distributions	and	an	alternative	baseline	precipitation	dataset.	These	sources	of	uncertainty	are	comparable	in	magnitude;	both	are	much	smaller	than	PET-	and	GCM-related	uncertainty.		Climate	 impact	 assessment	 using	 one	 MIKE	 SHE	 model	 and	 an	 ensemble	 of	 41	CMIP5	 GCMs	 for	 the	 RCP4.5	 scenario	 provides	 further	 confirmation	 that	 GCM-related	uncertainty	 is	 the	 dominant	 source	 of	 uncertainty	 for	Mekong	 river	 flow	projections.			 	
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Chapter	1 	
	
Introduction,	study	aim	and	objectives	
1.1. Introduction		Over	recent	decades,	computer	based	hydrological	models	have	been	developed	and	applied	 at	 an	 ever	 increasing	 rate	 (Refsgaard,	 2007).	 This	 has	 been	 aided	 by	 a	number	of	factors,	including	considerable	increases	in	computing	power,	advances	in	pre-	and	post-processing	software	such	as	Geographic	Information	Systems	(GIS),	improvements	 in	 scientific	 understanding	 of	 hydrological	 systems	 and	 wider	availability	 of	 spatial	 datasets,	 such	 as	 topography	 and	 land	 cover	data	 obtained	through	 remote	 sensing	 (Singh	 and	 Frevert,	 2002;	 Singh	 and	 Woolhiser,	 2002;	Mulligan,	 2004;	 Liu	 and	 Gupta,	 2007;	 Refsgaard,	 2007;	 Döll	 et	 al.,	 2008).	Furthermore,	 much	 hydrological	 modelling	 research	 and	 application	 has	 been	driven	by	the	increasing	pressure	on	water	resources	caused	by	rapid	population	growth,	 urbanization,	 climate	 change	 and	 agricultural,	 industrial	 and	 socio-economic	development	(Refsgaard,	2007;	Rochester,	2010).	The	role	of	hydrological	models	in	water	resources	planning	and	decision-making	has	become	increasingly	important,	 so	 that	 hydrological	 modelling	 is	 now	 an	 essential	 tool	 for	 water	resources	 assessment	 and	 management	 (Singh	 and	 Frevert,	 2002;	 Singh	 and	Woolhiser,	2002;	Loucks	and	van	Beek,	2005;	Henriksen	et	al.,	2008;	McCartney	and	Acreman,	2009).			Surface	 and	 ground	 waters	 provide	 freshwater	 for	 domestic,	 agricultural	 and	industrial	 consumers,	 as	 well	 as	 supporting	 numerous	 additional	 benefits	 and	ecosystem	 services	 (Millennium	 Ecosystem	 Assessment,	 2005;	 McCartney	 and	Acreman,	 2009).	 For	 example,	 rivers	 support	 productive	 and	biodiverse	 riverine	and	 floodplain	 ecosystems	 and	 provide	 food	 (notably	 fish	 and	 other	 aquatic	organisms),	 opportunities	 for	 hydroelectric	 power	 production,	 routes	 for	transporting	 bulk	 cargo	 and	 water-based	 recreational	 opportunities	 (Postel	 and	Richter,	 2003;	 UNEP,	 2010).	 They	 also	 transport	 nutrient-rich	 sediments	 and	deposit	these	onto	their	floodplains,	helping	to	maintain	agricultural	productivity	(Postel	and	Richter,	2003).	Water	resource	planners	and	managers	generally	seek	to	 maximise	 the	 benefits	 that	 people	 can	 obtain	 from	 water	 resources,	 whilst	
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planning	for	and	minimising	the	negative	impacts	of	the	hydrological	extremes	of	flooding	 and	 drought	 (Loucks	 and	 van	 Beek,	 2005).	 Increasingly,	 it	 has	 been	recognised	that	in	order	to	maintain	and	enhance	the	benefits	derived	from	water	resource	systems,	effective	management	must	take	into	account,	protect	and,	where	necessary,	restore	the	environmental	and	ecological	 functioning	of	 these	systems	(Loucks	and	van	Beek,	2005).		Hydrological	 modelling	 can	 assist	 water	 resource	 managers	 in	 evaluating	 the	quantity,	 quality,	 or	 spatial	 and	 temporal	 distribution	 of	 water	 resources	 (e.g.	Henriksen	 et	 al.,	 2003;	 García	 et	 al.,	 2008;	Henriksen	 et	 al.,	 2008;	 Ouyang	 et	 al.,	2011).	Moreover,	hydrological	models	are	widely	used	for	assessing	the	potential	impacts	 of	 a	 variety	 of	 scenario	 types	 on	 water	 resources.	 What-if	 scenario	modelling	is	used	to	evaluate	what	hydrological	conditions	may	be	like	in	the	future	and	can	assist	in	the	evaluation	of	different	management	scenarios.	The	results	of	such	assessments	can	be	potentially	very	useful	for	water	managers,	decision/policy	makers,	 conservation	 organisations	 and	 other	 users	 of	water	 resources,	 such	 as	agriculture	 and	 industry	 (Thompson	 and	 Hollis,	 1995;	 Burke,	 2004;	 Thompson,	2004;	 Prudhomme	 and	 Davies,	 2009a;	 Singh	 et	 al.,	 2011).	 Scenarios	 typically	explored	include	climate	change	(e.g.	Prudhomme	and	Davies,	2009a;	Västilä	et	al.,	2010;	Thompson,	2012),	land	cover	change	(e.g.	Thanapakpawin	et	al.,	2007;	Choi	and	Deal,	2008;	Wijesekara	 et	al.,	2012)	and	a	wide	range	of	water	management	scenarios,	from	dam	or	barrage	regulation	in	major	river	basins	(e.g.	Thompson	and	Hollis,	1995;	Singh	et	al.,	2011;	Räsänen	et	al.,	2012),	to	sluice	control	in	small-scale	catchments	(e.g.	Gasca	Tucker	and	Acreman,	2000;	Thompson,	2004).			Alongside	the	increasing	use,	number	and	importance	of	hydrological	models,	there	has	been	a	growing	body	of	research	and	literature	related	to	the	identification	and	examination	of	sources	of	uncertainty	 in	hydrological	modelling	and	the	scenario	modelling	process	(e.g.	Beven,	1993,	1996;	Beven,	2002;	Butts	et	al.,	2004;	Beven,	2006;	Pappenberger	and	Beven,	2006;	Refsgaard	et	al.,	2006;	Liu	and	Gupta,	2007;	Todd	 et	 al.,	 2011;	 Dobler	 et	 al.,	 2012)	 and	 it	 is	 now	 widely	 recognised	 that	uncertainty	 in	 hydrological	 scenario	 projections	 should	 be	 identified	 and	communicated	 in	 a	 transparent	manner.	 Uncertainty	 assessment	 is	 therefore	 an	important	 aspect	 of	 hydrological	 modelling	 research.	 This	 thesis	 investigates	 a	
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series	 of	 issues	 associated	with	 hydrological	 scenario	modelling,	 focussing	 upon	sources	of	uncertainty	in	climate	change	impact	assessments.		
1.2. Hydrological	scenario	modelling	protocol		In	order	to	introduce	some	of	the	key	concepts	and	terms	used	in	this	thesis,	this	section	outlines	each	of	the	stages	that	are	typically	taken	during	the	hydrological	scenario	modelling	process,	as	summarised	in	Figure	1.1.	Of	course,	the	actual	stages	will	vary	greatly	from	one	application	to	another.		
Purpose	definition:	At	this	stage,	the	aim	of	the	modelling	process	is	defined.	This	could,	for	example,	take	the	form,	‘The	aim	of	this	modelling	study	is	to	assess	the	potential	 impacts	of	 scenario	x	upon	catchment	y’,	or	 ‘The	aim	of	 this	study	 is	 to	assess	the	uncertainty	in	projections	for	scenario	x,	employing	catchment	y	as	a	case	study	site’.	The	area	 to	be	modelled	 is	 therefore	decided	upon	at	 this	 stage.	This	could,	 in	 fact,	 be	 the	 entire	 global	 land	 surface	 (e.g.	 Gosling	 and	 Arnell,	 2011;	Haddeland	 et	 al.,	 2011;	 Arnell	 and	 Gosling,	 2013;	 Hagemann	 et	 al.,	 2013),	 or	 a	particular	 region	 (e.g.	 Schuol	 and	 Abbaspour	 (2006)	 develop	 a	model	 for	 a	 four	million	 km2	 area	 in	 West	 Africa)	 or	 country	 (e.g.	 Henriksen	 et	 al.	 (2003)	 and	Henriksen	et	al.	(2008)	describe	the	development	and	use	of	a	national	hydrological	model	for	Denmark).	Most	commonly,	however,	modelling	for	scenario	assessment	is	undertaken	at	the	catchment	or	sub-catchment	scale	(e.g.	Thompson	and	Hollis,	1995;	Graham	et	al.,	2007a;	Kingston	and	Taylor,	2010;	Hughes	et	al.,	2011;	Sultana	and	 Coulibaly,	 2011;	 Thorne,	 2011).	 Sometimes,	multiple	 case	 study	 catchments	may	be	employed	(e.g.	Arnell,	2011).		The	 purpose	 definition	 stage	 also	 involves	 establishing	 which	 hydrological	process(es)	 the	 study	 aims	 to	 determine	 the	 potential	 impacts	 of	 a	 particular	scenario	upon.	Many	scenario	modelling	studies	focus	on	projected	impacts	upon	river	flow	(e.g.	Arnell,	2011;	Nóbrega	et	al.,	2011;	Xu	et	al.,	2011),	but	others	assess	potential	changes	in	a	range	of	hydrological	processes,	such	as	groundwater	storage	and	wetland	flood	extents	(Thompson	and	Hollis,	1995),	groundwater	depths	and	wetland	 ditch	 water	 levels	 (Thompson	 et	 al.,	 2009)	 and	 overland	 and	 baseflow	(Wijesekara	et	al.,	2012).	
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Figure	 1.1.	 Hydrological	 scenario	 modelling	 workflow.	 Adapted	 from:	 Refsgaard	
(1997).	
	Most	scenario	assessments	employ	a	pre-defined	model	code.	If	the	aim	of	the	study	involves	employing	a	specific	model	code,	then	the	model	code	will	be	selected	at	this	stage	(e.g.	if	the	aim	is	to	demonstrate	the	application	of	a	particular	model	code	to	 a	 specific	 scenario	 modelling	 application).	 Following	 the	 terminology	 of	Refsgaard	and	Henriksen	(2004:	75)	a	model	code	is:		
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‘A	mathematical	 formulation	 in	 the	 form	 of	 a	 computer	 program	 that	 is	 so	generic	that	it,	without	program	changes,	can	be	used	to	establish	a	model	with	the	same	basic	type	of	equations	(but	allowing	different	input	variables	and	parameter	values)	for	different	study	areas.’		Conversely,	the	term	‘model’	is	used	to	refer	to	a	site-specific	model	developed	for	a	particular	 study	 area	 (using,	 most	 commonly,	 a	 pre-defined	 model	 code),	encompassing	the	site-specific	input	data	and	parameter	values	(Refsgaard,	2000;	Refsgaard	and	Henriksen,	2004).	Any	changes	to	the	input	data	or	parameter	values	therefore	results	in	the	development	of	a	new	model.		
Site	description	and	model	conceptualisation:		Before	developing	a	site-specific	computerised	model,	it	is	essential	that	a	conceptual	(i.e.	non-computerised)	model	of	the	hydrological	system	be	established.	This	involves	gathering	information	about	the	site	to	be	modelled	and	deciding	upon	the	key	hydrological	processes	that	need	to	be	included	within	the	computerised	model	for	the	particular	objectives	of	the	study,	including	the	simplifications	which	are	deemed	acceptable	for	the	purposes	of	the	investigation	(Refsgaard,	1997;	Refsgaard	and	Henriksen,	2004).	In	addition,	the	conceptual	model,	and	consequently	the	computerised	model,	is	influenced	by	data	 availability,	 since	 the	detail	with	which	particular	 catchment	 attributes	 and	processes	can	be	described	will	be	 tempered	by	 the	 information	 that	 is	available	about	them	(Wagener	et	al.,	2001).	For	example,	if	the	study	focuses	upon	river	flow	and/or	 there	 is	 a	 lack	 of	 data	 on	 subsurface	 hydrology,	 then	 a	 simplified	groundwater	model	(compared	to	other	model	components)	may	be	employed	(e.g.	Andersen	et	al.,	2001;	McMichael	et	al.,	2006;	Stisen	et	al.,	2008).			Model	code	development	is	not	usually	undertaken	as	part	of	a	scenario	modelling	study.	Instead,	such	studies	tend	to	employ	existing	model	codes.	The	model	code(s)	to	 be	 employed	 should	 normally	 be	 chosen	 following	 the	 establishment	 of	 the	conceptual	model.	In	this	case,	the	decision	will	be	strongly	influenced	by	the	need	to	 match	 the	 model	 code	 to	 the	 model	 conceptualisation,	 including	 decisions	pertaining	 to	 the	 simplifications	 to	 be	made,	 as	well	 as	 data	 availability	 and	 the	required	outputs,	such	as	river	flows	or	groundwater	levels.	Alternatively,	if	the	aim	of	 the	 modelling	 process	 involved	 the	 application	 of	 a	 specific	 model	 code	 (see	
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above),	 then	 the	 conceptual	model	 itself	 is	 likely	 to	be	 influenced	by	 the	 type	of	model	code	that	has	already	been	selected.	In	either	case,	the	model	code	selected	should	 have	 previously	 undergone	 code	 verification	 that	 demonstrates	 that,	 for	specific	ranges	of	application,	the	equations	that	constitute	the	mathematical	model	are	 accurately	 solved	 by	 the	 program	and	 that	 the	 code	 in	 some	way	 accurately	represents	the	theories	and	concepts	behind	the	model	(Anderson	and	Woessner,	1992;	 Refsgaard	 and	 Henriksen,	 2004).	 All	 widely	 used	 model	 codes	 have	undergone	extensive	code	verification.		
Model	construction,	parameterisation,	calibration	and	validation:	Site-specific	model	development	involves	converting	the	conceptual	model	into	a	computerised	model	 of	 the	 study	 site.	Model	 construction	may	 involve	 definition	 of	 the	model	boundary,	development	of	the	model	structure,	including	selection	and	set-up	of	the	processes	to	be	included	within	the	model,	and	specification	of	required	input	data,	such	as	meteorological,	hydrogeological	and	land	cover	data.	The	model	must	also	be	parameterised	(i.e.	parameter	values	must	be	defined).	Some,	or	even	all,	of	the	final	 parameter	 values	 may	 be	 defined	 through	 model	 calibration,	 whilst	 some	values	may	be	 obtained	 from	 field,	 laboratory	 or	 remotely	 sensed	data	 from	 the	specific	site,	from	a	review	of	relevant	literature,	or	from	prior	expert	knowledge	(Refsgaard,	2000).		Model	calibration	is	the	procedure	whereby	model	parameters	are	adjusted	in	order	to	 achieve	as	 close	a	 fit	 as	possible	between	observed	 records	of	 a	 given	 system	response	(e.g.	river	discharge)	and	the	simulated	system	response	of	the	model	for	the	 same	 period	 of	 time.	 Model	 performance	 is	 typically	 assessed	 using	 a	combination	of:	i)	qualitative	techniques	involving	graphical	plots	of	observations	against	simulated	model	output,	such	as	river	discharge	and	ii)	statistical	measures	designed	to	assess	the	level	of	agreement	(or	disagreement)	between	observed	and	simulated	 time	 series	 (Refsgaard,	 1997;	 Feyen	 et	 al.,	 2000;	 Krause	 et	 al.,	 2005;	Moriasi	 et	 al.,	 2007).	 Acceptable	model	 performance	 should	 be	 defined	 prior	 to	model	calibration	and	validation.	For	example,	Henriksen	et	al.	(2003)	and	Moriasi	
et	 al.	 (2007)	 have	 developed	 rating	 threshold	 values	 for	 various	 performance	statistics.	A	range	of	calibration	procedures	and	model	performance	statistics	are	available	and	these	are	discussed	in	Section	2.6.5.	
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Once	 model	 performance	 over	 the	 calibration	 period	 is	 deemed	 acceptable	according	 to	 predefined	 criteria,	 model	 validation	 is	 usually	 undertaken.	 This	involves	 assessing	 model	 performance	 using	 datasets	 not	 used	 during	 model	calibration.	 The	 most	 common	 approach	 is	 the	 split-sample	 approach	 (Klemeš,	1986),	in	which	the	available	observed	data	record	for	a	catchment	is	divided	into	parts	for	separate	use	in	model	calibration	and	validation.	For	example,	validation	is	frequently	undertaken	by	assessing	model	performance	over	a	period	of	time	not	used	in	model	calibration	(i.e.	by	running	the	model	with	meteorological	data	from	a	different	 time	period)	 (e.g.	 van	der	Linden	and	Woo,	2003a;	Butts	 et	 al.,	 2004;	Thanapakpawin	et	al.,	2007;	Poulin	et	al.,	2011;	Wijesekara	et	al.,	2012).			Despite	 its	wide	use,	validation	 is	a	controversial	and	contested	 term,	with	some	arguing	 that	 models	 cannot	 be	 validated	 and	 that	 use	 of	 the	 term	 validation	 is	erroneous	(e.g.	Konikow	and	Bredehoeft,	1992;	Oreskes	et	al.,	1994).	The	arguments	used	include	that	demonstrating	that	a	model	performs	well	against	observations	in	one	instance	does	not	mean	that	it	will	in	another	situation,	that	validation	is	often	erroneously	conflated	with	proving	that	a	model	is	accurate	or	truthful	(Oreskes	et	
al.,	 1994)	and	 that	models	are	embodiments	of	 scientific	 theories,	 and	 therefore,	following	 Karl	 Popper’s	 philosophy,	 can	 only	 ever	 be	 falsified,	 never	 validated	(Konikow	 and	 Bredehoeft,	 1992).	 However,	 the	 use	 and	 usefulness	 of	 model	validation	is	widely	accepted	within	the	environmental	and	hydrological	modelling	literature	 (e.g.	Refsgaard,	1997;	Andersen	 et	al.,	 2001;	Mulligan	and	Wainwright,	2004;	Refsgaard	and	Henriksen,	2004;	Young	et	al.,	2004;	French,	2010)	and	model	validation	is	undertaken	within	the	vast	majority	of	hydrological	modelling	studies.	Furthermore,	 Young	 et	 al.	 (2004)	 argue	 that	 model	 validation	 is	 an	 important	falsification	process,	since	poor	model	performance	at	the	validation	stage	would	mean	that	earlier	stages	of	the	modelling	process,	such	as	model	parameterisation	or	model	conceptualization,	must	be	revisited	(e.g.		Henriksen	et	al.,	2003).			
Baseline	 simulation:	 Following	 calibration/validation,	 the	 model	 is	 run	 for	 a	baseline	(historical)	period.	This	may	be	the	same	as	the	model	calibration	and/or	validation	 period.	 Following	 scenario	 modelling,	 model	 output	 under	 scenario	conditions	is	compared	with	the	baseline	simulated	model	output.	In	non-scenario	modelling	 studies,	 the	 aim	may	 be	 to	 develop	 a	 model	 that	 provides	 a	 suitable	
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representation	of	hydrological	conditions	for	a	defined	historical	period,	in	which	case	this	stage	may	be	the	end	point	of	the	study.	In	either	case,	baseline	simulation	results	 may	 be	 analysed	 to	 achieve	 further	 understanding	 of	 the	 system.	 For	example,	for	variables	for	which	observations	are	only	available	at	discrete	points,	such	as	water	table	depths,	the	simulated	spatial	distribution	of	the	variable	over	the	baseline	period	may	be	analysed	in	order	to	gain	understanding	of	the	spatial	variation	in	system	behaviour	(Dai	et	al.,	2010).		
Scenario	 definitions	 –	 perturbation	 of	 baseline	 data	 or	 model	
parameterisation,	 or	 generation	 of	 new	 data:	 Scenario	 input	 data	 must	 be	defined,	 such	 as	 scenario	 climate	 or	 land	 cover	 data.	 This	 may	 involve	 direct	perturbation	of	baseline	input	data,	or	generation	of	new	datasets.	 In	some	cases	(e.g.	 land	 cover	 change;	Wijesekara	 et	 al.,	 2014),	model	 parameters	may	 require	adjustment	 to	 reflect	 altered	 catchment	 conditions.	Data	may	be	 generated	 for	 a	range	 of	 alternative	 scenarios.	 For	 example,	 climate	 change	 scenarios	 might	 be	developed	 through	 the	 perturbation	 of	 baseline	 meteorological	 inputs	 using	projected	 changes	 in	meteorology	 from	 a	 number	 of	 General	 Circulation	Models	(GCMs;	a	type	of	climate	model)	for	different	greenhouse	gas	emissions	scenarios.	Alternatively,	projections	of	dominant	land	cover	change	processes	may	be	used	to	develop	alternative	representations	of	 land	cover	 for	 future	points	 in	 time.	Tools	and	methods	for	generating	climate	scenarios	are	reviewed	in	detail	in	Section	2.5.		
Scenario	modelling:	The	hydrological	model	is	forced	with	the	scenario	input	data	(which	may	replace	some	of	the	baseline	input	data),	keeping	all	other	components	of	 the	model	 the	same	as	 for	 the	baseline	simulation.	For	example,	 in	 the	case	of	climate	change	scenario	simulation,	the	baseline	meteorological	 input	time	series	are	replaced	with	the	scenario	meteorological	time	series.	If	multiple	scenarios	are	being	investigated,	multiple	scenario	simulations	will	be	undertaken.		
Results	 and	 analysis:	 Following	 scenario	 simulation	 runs,	 the	 simulated	model	output	will	be	compared	with	the	model	output	under	baseline	conditions.	A	range	of	graphical	and	statistical	techniques	are	generally	employed.	Assessments	most	commonly	 focus	 on	 projected	 changes	 in	 river	 flow	 (e.g.	 Graham	 et	 al.,	 2007a;	McMichael	and	Hope,	2007;	Prudhomme	and	Davies,	2009b;	Thorne,	2011;	Dobler	
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et	 al.,	 2012),	 but	 other	 variables	may	 be	 analysed	 (depending	 upon	 the	 context,	model	used	and	study	aims),	such	as	groundwater	levels	(Goderniaux	et	al.,	2009),	lake	water	levels	(Singh	et	al.,	2010;	Singh	et	al.,	2011),	flood	extent	(Thompson	et	
al.,	2009),	evapotranspiration	(Sultana	and	Coulibaly,	2011;	Wijesekara	et	al.,	2012)	and	 snow	 storage	 (Sultana	 and	 Coulibaly,	 2011).	 Analysis	 can	 be	 undertaken	 to	assess	 changes	 in	 average	 annual	 conditions	 (e.g.	 mean	 river	 discharge),	 mean	monthly	conditions	(e.g.	the	river	regime)	or	extremes	(e.g.	high	or	low	flows).		In	 some	 cases,	 the	 hydrological	 projections	 may	 subsequently	 be	 employed	 in	further	assessment	stages	to	evaluate	the	potential	ecological,	social	or	economic	impacts	 of	 hydrological	 changes.	 For	 example,	 the	 range	 of	 variability	 approach	(RVA)	(Richter	et	al.,	1997)	and	a	modified	version	of	this	called	ecological	risk	to	flow	alteration	(ERFA)	(Laizé	et	al.,	2014)	both	use	statistical	techniques	to	generate	indicators	of	hydrological	alteration	(IHAs)	 that	quantify	 the	degree	of	ecological	risk	posed	by	projected	changes	to	the	flow	regime	of	a	river.			
1.3. Uncertainty	in	hydrological	scenario	modelling		As	 described	 above,	 the	 results	 of	 hydrological	 scenario	 assessments	 can	 be	interesting	 and	 potentially	 useful	 for	 a	 wide	 number	 of	 stakeholders.	 However,	uncertainty	is	inevitably	introduced	at	each	stage	of	the	modelling	process	and	is	propagated	 through	 subsequent	 stages,	 leading	 to	 uncertainty	 in	 the	 scenario	results.	 In	 the	 case	 of	 climate	 change	 impact	 assessments,	 this	 process	 has	 been	described	as	a	‘cascade	of	uncertainty’	(Schneider,	1983;	Wilby	and	Dessai,	2010),	and	is	detailed	in	Sections	2.4–2.6.	It	is	important	to	understand	and	quantify	the	various	sources	of	uncertainty	to	allow	better	interpretation	of	results	and	to	better	establish	the	range	of	potential	outcomes	of	a	scenario.	Furthermore,	it	is	essential	that	 policy	 makers,	 water	 resource	 managers	 and	 other	 stakeholders	 who	 are	provided	with	hydrological	projections	are	aware	of	 the	 level	of	uncertainty	they	contain,	 so	 that	 this	 can	 be	 taken	 into	 account	 during	 decision-making	(Pappenberger	 and	 Beven,	 2006;	 Kay	 et	 al.,	 2009).	 In	 addition,	 uncertainty	assessment	can	sometimes	help	identify	areas	in	which	uncertainty	can	potentially	be	reduced,	for	example	through	additional	field	campaigns	or	improved	modelling	of	 a	 particular	 system	 component	 (Kay	 et	 al.,	 2009).	 Uncertainty	 analysis	 is	
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therefore	a	vital	component	of	hydrological	scenario	modelling.	Various	sources	of	uncertainty	and	the	results	of	uncertainty	assessments	are	discussed	in	Chapter	2.		
1.4. Research	aim	and	objectives		The	 overall	 aim	 of	 this	 thesis	 is	 to	 quantify	 the	 extent	 to	which	 decisions	made	during	 the	 hydrological	 modelling	 process	 impact	 scenario	 results.	 More	specifically,	the	study	aims	to	assess	sources	of	uncertainty	in	river	flow	projections	under	climate	change.			The	 first	objective	of	 this	research	 is	 to	provide,	 through	a	review	of	 the	existing	literature,	a	synthesis	of	the	tools	and	approaches	employed	in	hydrological	climate	change	impact	assessments	and	the	sources	of	uncertainty	introduced	through	the	modelling	process.		For	climate	change	impact	assessments,	objectives	two	to	six	of	this	thesis	are	to	investigate	the	following	sources	of	uncertainty:		ii) choice	 of	 General	 Circulation	 Model	 (GCM)	 for	 the	 generation	 of	 climate	scenario	data	(inter-GCM	related	uncertainty);	iii) use	 of	 alternative	 hydrological	 model	 codes	 (inter-hydrological	 model	uncertainty);	iv) calculation	 of	 potential	 evapotranspiration	 (PET)	 data	 for	 baseline	 and	scenario	simulation	using	alternative	methods	(PET-related	uncertainty);	v) spatial	 distribution	 of	meteorological	 inputs	within	 the	 hydrological	model	(this	relates	to	both	input	data	uncertainty	and	model	structure	uncertainty);	vi) use	of	alternative	global	gridded	precipitation	datasets	for	baseline	simulation	and	the	subsequent	perturbation	of	 these	datasets	to	reflect	climate	change	scenarios	(precipitation	input	uncertainty).		The	sources	of	uncertainty	investigated	in	this	thesis	relate	to	multiple	stages	of	the	modelling	protocol	described	in	Section	1.2.	For	example,	Objective	(ii)	relates	to	decisions	made	during	scenario	development,	Objective	(iii)	relates	to	model	code	selection	and	objectives	(iv–vi)	relate	to	model	construction	and	calibration,	as	well	
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as	model	code	selection	in	the	case	of	Objectives	(iv)	and	(v).	Objectives	(iv	–vi)	are	potential	sources	of	both	inter-	and	intra-hydrological	model	uncertainty.		
1.5. Research	design		Sections	1.5.1	and	1.5.2	describe	the	selection	of	an	appropriate	case	study	site	and	hydrological	 model	 code	 for	 the	 research	 undertaken	 within	 this	 thesis.	Subsequently,	the	broad	methodology	for	achieving	the	overall	aim	and	objectives	of	the	research	is	outlined	in	Section	1.5.3.	It	is	necessary	to	first	discuss	the	study	site	and	model	code	selection,	since	the	research	design	strongly	relates	to	these.		
1.5.1. Case	study	site	selection		The	795,000	km2	Mekong	River	Basin	in	Southeast	Asia	(see	Figure	1.2)	is	employed	as	 the	 case	 study	 catchment	 for	 this	 thesis.	 This	 catchment	 was	 selected	 for	 a	number	 of	 reasons.	 Firstly,	 this	 study	 benefits	 from	 the	 opportunity	 to	 compare	river	flow	projections	for	the	Mekong	generated	as	part	of	this	research	with	those	simulated	by	an	earlier	catchment	model	of	the	Mekong	developed	using	the	Semi-distributed	 Land	 Use-based	 Runoff	 Processes	 (SLURP)	 model	 code	 (Kite,	 2000,	2001;	Kingston	 et	 al.,	 2011),	 allowing	an	assessment	of	 inter-hydrological	model	uncertainty.	Results	from	the	Mac-PDM.09	global	hydrological	model	(Gosling	and	Arnell,	2011)	for	the	Mekong	(Gosling	et	al.,	2011)	for	the	same	climate	scenarios	employed	by	Kingston	et	al.	(2011)	are	also	used.	The	research	by	Kingston	et	al.	(2011)	and	Gosling	 et	al.	 (2011)	 formed	part	of	 the	QUEST-GSI	 (Quantifying	and	Understanding	the	Earth	System	–	Global	Scale	Impacts)	project,	under	a	strand	of	the	project	that	focused	on	assessing	the	potential	impacts	of	climate	on	freshwater	resources	at	the	basin	scale	(Todd	et	al.,	2011).		 	
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Figure	1.2.	The	Mekong	River	Basin.			Secondly,	 due	 to	 the	 large	 scale	 of	 the	 Mekong	 Basin,	 the	 catchment	 exhibits	significant	spatial	variation	in	climate	variables	such	as	precipitation,	temperature	and	PET.	This	is	important	since	it	means	that	decisions	such	as	how	meteorological	inputs	within	 the	hydrological	model	 are	distributed	may	be	 expected	 to	 impact	hydrological	model	results.	Furthermore,	it	means	that	climate	projections	also	vary	across	the	catchment,	as	demonstrated	in	previous	studies	of	the	Mekong	(e.g.	Kiem	
et	al.,	2008;	Kingston	et	al.,	2011).			Thirdly,	 in	 large	 basins	 such	 as	 the	Mekong,	 use	 of	 semi-distributed	 rather	 than	gridded	 meteorological	 inputs	 may	 be	 particularly	 desirable	 in	 order	 to	 reduce	hydrological	model	computation	times,	since	it	is	widely	acknowledged	that	higher	model	 spatial	 resolutions	 and	 model	 input	 resolutions	 can	 lead	 to	 longer	computation	times	(e.g.	Vázquez	et	al.,	2002;	Ajami	et	al.,	2004;	Butts	et	al.,	2004;	Vaze	and	Teng,	2007).	It	is	therefore	important	to	establish	the	extent	to	which	the	spatial	distribution	of	meteorological	inputs	can	impact	scenario	results.			
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Fourthly,	 there	 are	 long-term	 river	 discharge	 records	 available	 for	 multiple	locations	 within	 the	 Mekong	 Basin.	 This	 is	 a	 significant	 advantage	 for	 enabling	model	calibration	and	validation	against	observed	records.	Finally,	a	large	human	population	 is	 dependent	 upon	 the	 Mekong	 for	 their	 water,	 food	 and	 energy	requirements	 and	 for	 their	 livelihoods	 (MRC,	 2010b).	 Assessing	 the	 potential	impacts	 of	 climate	 change	 on	 Mekong	 River	 flow,	 including	 the	 associated	uncertainty,	has	valuable	practical	implications	for	those	responsible	for	managing	the	 river	 basin’s	water	 resources,	 as	well	 as	 the	 people	who	depend	upon	 these	resources.	 A	 more	 detailed	 overview	 of	 the	 Mekong	 River	 Basin	 is	 provided	 in	Chapter	3.		
1.5.2. Model	code	selection		The	MIKE	SHE	model	code	was	selected	for	use	 in	this	study	primarily	due	to	 its	flexibility,	which	means	that	it	is	most	suitable	to	address	the	aims	and	objectives	of	this	 thesis.	MIKE	SHE	 is	 flexible	 in	 that	 it	 is	 capable	of	 representing	processes	at	different	 levels	of	complexity,	with	both	physically-based	and	conceptual	options	available	(Graham	and	Butts,	2005).	MIKE	SHE	also	allows	processes	and	input	data	to	 be	 represented	 at	 different	 levels	 of	 spatial	 resolution,	 from	 lumped,	 to	 semi-distributed,	 to	 gridded	 at	 grid	 cell	 sizes	 ranging	 from	 square	 metres	 to	 square	kilometres.	This	means	that,	in	contrast	to	the	earlier	SLURP	model	of	the	Mekong,	a	model	can	be	developed	that	is	quasi-physically	based	and	spatially	distributed	at	the	 grid	 scale,	 whilst	 employing	 a	 conceptual,	 semi-distributed	 groundwater	component.	This	method	is	particularly	useful	in	large	catchments	with	limited	data	available	on	subsurface	hydrogeology	(Andersen	et	al.,	2001;	Stisen	et	al.,	2008).	In	addition,	 this	 flexibility	 is	 expedient	 for	 exploring	 the	 use	 of	 alternative	meteorological	input	spatial	distributions,	whilst	keeping	the	spatial	distribution	of	other	catchment	processes	unchanged.		MIKE	SHE	has	been	successfully	used	to	model	a	wide	range	of	hydrological	systems,	from	small	(<50	km2)	catchments	in	the	UK	such	as	the	Elmley	Marshes	in	southeast	England	 (8.7	 km2)	 (Thompson	 et	 al.,	 2004;	 Thompson	 et	 al.,	 2009)	 and	 upland	catchments	 in	 southwest	 Scotland	 (Thompson,	 2012),	 through	 catchments	 of	hundreds	or	thousands	of	km2	(e.g.	Singh	et	al.,	2010;	Singh	et	al.,	2011),	to	major	
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transboundary	river	basins	such	as	the	375,000	km2	Senegal	River	Basin	(Andersen	
et	al.,	2002b;	Stisen	et	al.,	2008).	MIKE	SHE	has	also	been	successfully	employed	in	mountainous	catchments	that	required	use	of	the	MIKE	SHE	snowmelt	module	(e.g.	Smerdon	 et	 al.,	 2009),	 an	 important	 consideration	 since	 snow	 accumulation	 and	melting	occurs	in	the	upper	reaches	of	the	Mekong	Basin.	An	overview	of	the	MIKE	SHE	model	code	is	provided	in	Section	2.6.3.1.		
1.5.3. Research	outline			In	order	to	achieve	the	overall	research	aim	and	objectives	given	in	Section	1.4,	the	following	objectives	were	established:		i) a)	 To	 develop	 a	MIKE	 SHE	model	 of	 the	Mekong	 River	 Basin	 using,	where	appropriate,	 the	 same	 input	data	 as	Kingston	et	 al.	 (2011),	who	previously	modelled	the	Mekong	using	SLURP.	The	MIKE	SHE	model	should	be	capable	of	simulating	historical	observed	discharges	for	the	period	1961-1998,	to	at	least	the	same	level	of	performance	as	the	SLURP	model.		b)	To	use	this	model	for	climate	change	scenario	simulation	and	compare	the	results	with	those	of	the	earlier	SLURP	model	of	the	Mekong	and	the	global	hydrological	model	Mac-PDM.09,	in	order	to	assess	inter-hydrological	model	uncertainty	and	inter-GCM	uncertainty.	The	two	sets	of	scenarios	to	be	used	are	those	previously	applied	to	SLURP	and	Mac-PDM.09.	The	first	set	is	based	on	 a	 2	 °C	 increase	 in	 global	mean	 surface	 air	 temperature	 as	 simulated	 by	seven	 GCMs	 (Todd	 et	 al.,	 2011),	 enabling	 an	 exploration	 of	 the	 nature	 and	magnitude	of	inter-GCM	uncertainty.	The	second	set	is	based	on	increases	in	global	mean	temperature	of	between	1–6	°C,	as	simulated	by	a	single	GCM.		ii) a)	To	develop	additional	MIKE	SHE	models,	each	employing	PET	 input	data	derived	using	different	PET	methods	to	that	of	the	first	MIKE	SHE	model.	The	performance	 of	 each	 of	 these	 models	 following	 calibration	 and	 validation	should	be	at	least	as	good	as	the	original	MIKE	SHE	model	of	the	catchment.	b)	 To	 investigate	 the	 implications	 of	 using	 alternative	 PET	 methods	 for	discharge	projections	for	the	Mekong	River	by	undertaking	a	comparison	of	baseline	and	scenario	PET	data	produced	using	the	alternative	methods,	and	
	 37	
comparing	the	river	discharge	projections	simulated	by	the	alternative	MIKE	SHE	models.		iii) a)	 To	 develop	 two	 additional	 MIKE	 SHE	 models	 employing	 alternative	meteorological	 input	 spatial	 distributions	 with	 finer	 spatial	 discretisation	compared	to	that	of	the	first	MIKE	SHE	model.	b)	To	compare	river	discharge	projections	of	 the	 three	hydrological	models	(employing	alternative	meteorological	input	spatial	distributions)	to	explore	uncertainty	related	to	spatial	distribution	of	meteorological	inputs.		iv) a)	 To	 develop	 a	 MIKE	 SHE	 model	 that	 throughout	 model	 calibration	 and	baseline	 simulation	 employs	 precipitation	 data	 derived	 from	an	 alternative	global	gridded	dataset	to	that	used	for	the	first	MIKE	SHE	model	and	the	earlier	SLURP	model.	b)	To	compare	river	discharge	projections	of	the	two	hydrological	models	to	explore	uncertainty	related	to	choice	of	baseline	precipitation	data.		v) To	extend	the	analysis	of	GCM	uncertainty	by	driving	(a	selected	version	of)	the	 MIKE	 SHE	 model	 of	 the	 Mekong	 with	 climate	 scenario	 projections	generated	using	 scenarios	and	GCMs	 from	 the	 latest	 IPCC1	report	 (the	Fifth	Assessment	 Report	 –	 AR5)	 and	 latest	 phase	 of	 the	 Coupled	 Model	Intercomparison	Project,	phase	five	(CMIP5).		
1.6. Thesis	structure		This	thesis	is	structured	into	a	further	six	chapters.	Chapter	2	provides	a	synthesis	of	 the	 tools	 and	 approaches	 employed	 in	 hydrological	 climate	 change	 impact	assessments	 and	 reviews	 the	 literature	 related	 to	 uncertainty	 in	 hydrological	scenario	 modelling,	 with	 a	 focus	 on	 uncertainty	 in	 climate	 change	 impact	assessments.	This	chapter	therefore	provides	the	background	and	rationale	for	this	thesis.	Chapter	3	provides	an	overview	of	the	Mekong	Basin	and	presents	the	data	that	are	subsequently	used	in	the	construction	of	the	MIKE	SHE	models.																																																											1	Intergovernmental	Panel	on	Climate	Change	
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Chapter	 4	 details	 the	 development	 of	 an	 initial	MIKE	 SHE	model	 of	 the	Mekong,	including	model	calibration/validation.	This	model	is	then	used	for	climate	change	scenario	simulation,	the	results	of	which	are	presented	and	compared	to	those	of	the	SLURP	and	Mac-PDM.09	hydrological	models,	whose	results	have	been	made	available	for	this	research.	Two	climate	change	scenario	sets	are	employed:	the	first	based	on	a	2	°C	increase	in	global	mean	temperature	as	simulated	by	seven	GCMs,	the	second	on	prescribed	warming	of	between	1–6	°C,	as	simulated	by	a	single	GCM.	This	 chapter	 explores	 inter-hydrological	 model	 uncertainty	 and	 GCM-related	uncertainty.		Chapter	 5	 focuses	 on	 uncertainty	 related	 to	 meteorological	 inputs,	 with	 three	sources	being	investigated	in	turn:	PET-related	uncertainty,	the	spatial	distribution	of	meteorological	inputs	and	choice	of	baseline	precipitation	dataset.	In	each	case,	alternative	 versions	 of	 the	 initial	 MIKE	 SHE	 model	 of	 the	 Mekong	 described	 in	Chapter	 4	 are	 developed,	 all	 requiring	 model	 recalibration	 due	 to	 the	 disparity	between	the	different	meteorological	datasets	specified	in	the	models.	In	the	case	of	PET-related	 uncertainty,	 five	 additional	models	 are	 created,	 each	with	 PET	 data	derived	using	a	different	method	to	that	of	the	initial	model.	To	explore	the	effect	that	the	spatial	distribution	of	meteorological	inputs	can	have	upon	model	scenario	results,	 two	 further	 versions	 of	 the	 model	 are	 created	 and	 calibrated,	 each	employing	a	different	meteorological	input	spatial	distribution.		In	order	to	assess	the	impact	that	choice	of	baseline	precipitation	datasets	can	have	on	climate	change	impact	assessments,	a	model	 is	developed	 that	uses	precipitation	derived	 from	a	different	dataset	to	that	used	for	the	initial	model.	For	each	source	of	uncertainty	in	turn,	 following	 a	 description	 of	 model	 development	 and	 the	 generation	 of	alternative	baseline	and	scenario	data,	analyses	of	 the	alternative	meteorological	datasets	are	undertaken,	and	the	calibration,	validation	and	scenario	results	of	the	alternative	 models	 are	 presented	 and	 compared.	 The		2	°C,	seven	GCM	climate	change	scenarios	introduced	in	Chapter	4	are	employed.		Chapter	 6	 extends	 the	 analysis	 of	 the	 potential	 impact	 of	 climate	 change	 on	 the	Mekong	Basin	and	GCM-related	uncertainty	through	the	use	of	scenario	climate	data	generated	using	more	up-to-date	GCMs	and	scenarios	from	IPCC	AR5	and	CMIP5.	
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Those	used	in	earlier	chapters	were	based	on	scenarios	and	GCMs	from	IPCC	AR4	and	CMIP3.		Chapter	 7	 provides	 discussion,	 conclusions	 and	 recommendations	 for	 further	research.	This	includes	an	overview	and	comparison	of	the	nature	and	magnitude	of	the	different	sources	of	uncertainty	investigated	in	the	thesis.		 	
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Chapter	2 	
	
Hydrological	modelling	and	uncertainty	in	climate	
scenario	impact	assessments	
2.1. Introduction		As	 detailed	 in	 Sections	 1.4	 and	 1.5,	 this	 thesis	 investigates	 themes	 related	 to	uncertainty	 in	 hydrological	 climate	 change	 impact	 assessments.	 This	 chapter	therefore	provides	an	overview	of	 the	 tools,	 stages	and	sources	of	uncertainty	 in	such	assessments.		
2.2. Climate	change	and	freshwater	resources		It	is	unequivocal	that	anthropogenic	emissions	of	greenhouse	gasses	have	led	to	an	enhancement	of	 the	greenhouse	effect,	and	hence	warming	of	 the	Earth’s	climate	system	 (Myhre	 et	 al.,	 2013;	 Stocker	 et	 al.,	 2013).	 Furthermore,	 human	 induced	changes	in	the	Earth’s	climate	system	through	the	21th	century	and	beyond	are	seen	as	 inevitable,	 even	 if	 it	 were	 possible	 to	 immediately	 stop	 all	 anthropogenic	greenhouse	gas	emissions	today	(IPCC,	2013).			Climate	change	will	have	major	consequences	for	the	hydrological	cycle.	Since	the	saturation	vapour	pressure	of	air	(and	hence	the	amount	of	water	vapour	that	air	can	 hold)	 increases	 with	 temperature,	 as	 described	 by	 the	 Clausius-Clapeyron	relationship,	warming	of	the	troposphere	is	expected	to	lead	to	increases	in	specific	humidity	(Huntington,	2006;	Stocker	et	al.,	2013).	Consequently,	precipitation	on	a	global	 scale	 is	 projected	 to	 increase,	 with	 the	 IPCC	 rating	 the	 likelihood	 of	 this	occurring	as	‘virtually	certain’	(Collins	et	al.,	2013),	equating	to	a	probability	of	99–100%	 (Stocker	 et	 al.,	 2013).	 Similarly,	 global	 annual	 surface	 evaporation	 is	projected	to	increase	with	increasing	mean	global	surface	temperatures	(Collins	et	
al.,	 2013).	 These	 changes	 have	 been	 characterised	 as	 an	 intensification	 of	 the	hydrological	 cycle	 (Huntington,	 2006).	 However,	 changes	 at	 regional	 and	 local	scales	will	be	highly	diverse,	with	the	seasonality,	rates,	direction	and	magnitude	of	climatic	 changes	 showing	 great	 spatial	 variability,	 particularly	 in	 the	 case	 of	precipitation	(Todd	et	al.,	2011;	Collins	et	al.,	2013;	Kirtman	et	al.,	2013;	Jiménez	
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Cisneros	 et	 al.,	 2014).	 Regional	 changes	 in	 precipitation	 will	 be	 influenced	 by	atmospheric	 circulation	 patterns	 and	 atmosphere-ocean	 interactions,	 which	themselves	will	also	be	subject	to	anthropogenic	forcing	(Nijssen	et	al.,	2001).		At	the	land	surface,	changes	in	the	fluxes	of	energy	and	water	will	impact	river	flows,	wetland	functioning,	groundwater	recharge	and	storage,	soil	moisture	storage	and	water	 storage	 in	 snow	and	 ice,	 therefore	changing	 the	distribution	of	 freshwater	resources	in	both	space	and	time	(Nijssen	et	al.,	2001;	Bates	et	al.,	2008;	Jiménez	Cisneros	et	al.,	2014).	In	turn,	the	frequency	and	severity	of	flooding	and	drought	will	be	 impacted.	These	changes	could	have	 far-reaching	 implications	 for	aquatic	ecosystems	and	the	human	use	of	 their	water	and	related	services	(Gleick,	1989;	Millennium	 Ecosystem	 Assessment,	 2005;	 Gosling,	 2013).	 These	 include	 food	supply,	energy	production	and	domestic	and	industrial	water	supply.		
2.3. Climate	change	impact	assessments	on	freshwater	resources		Due	to	their	fundamental	importance,	there	are	strong	socio-economic	incentives	to	assess	the	potential	impacts	of	climate	change	on	water	resources	at	the	catchment	scale,	such	as	changes	in	river	and	wetland	hydrological	regimes	and	groundwater	recharge	 (Buytaert	 et	 al.,	 2009;	 Feyen	 and	 Vázquez	 Zambrano,	 2011).	 The	most	common	method	 for	 achieving	 this	 has	 been	 condensed	 by	 Arnell	 and	 Reynard	(1996)	into	three	broad	stages,	as	follows:		1.		 Construct,	 calibrate	 and	 validate	 a	 hydrological	 model	 (or	 multiple	hydrological	models)	of	the	system	using	observed	(baseline)	climate	data.	2.		 Define/select	 climate	scenarios	and	perturb	 the	baseline	 input	climate	data	accordingly.	This	typically	involves	the	use	of	climate	projections	from	one	or	more	climate	models,	for	one	or	more	climate	change	scenarios.	3.		 Run	 the	hydrological	model(s)	using	 the	perturbed,	 future	 climate	 scenario	input	 data	 and	 then	 compare	 the	 scenario	 results	 with	 the	 output	 of	 the	model(s)	simulated	under	baseline	climatic	conditions.		This	three-stage	assessment	process	is	a	succinct	adaptation	(i.e.	 for	hydrological	impact	 assessment)	 of	 the	 standard,	 non-hydrologically	 specific	 climate	 change	
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impact	 assessment	 approach	outlined	by	Carter	 et	 al.	 (1994).	This	demonstrates	that,	 as	 noted	 by	 Gosling	 et	 al.	 (2011),	 the	 broad	 stages	 of	 a	 climate	 change	hydrological	impact	assessment	are	similar	to	those	of	other	climate	change	impact	assessments	that	employ	different	impact	models	(e.g.	crop	and	ecosystem	models;	Olesen	et	al.,	2007;	and	temperature-mortality	relationship	modelling	for	assessing	the	risk	of	future	temperature-related	mortality;	Gosling	et	al.,	2009).		
2.4. Uncertainty	in	hydrological	projections	under	climate	change		Despite	major	improvements	in	both	climate	and	hydrological	modelling	in	recent	years,	a	key	caveat	of	all	hydrological	climate	change	impact	assessments	is	that	the	projections	provided	are	highly	uncertain.	In	fact,	uncertainty	is	introduced	at	every	stage	 of	 the	 assessment	 process	 (Xu	 et	 al.,	 2005),	 in	what	 can	 be	 described	 as	 a	‘cascade	of	uncertainty’	(Schneider,	1983;	Wilby	and	Dessai,	2010).	This	term	has	been	used	to	describe	climate	change	impact	assessments	in	general,	but	is	highly	relevant	 to	 hydrological	 climate	 change	 impact	 assessments	 (Wilby	 and	 Dessai,	2010),	as	demonstrated	in	Figure	2.1.	This	schematic	encapsulates	the	way	in	which	additional	 sources	 of	 uncertainty	 are	 introduced	 at	 each	 stage,	 leading	 to	 an	increasing	number	of	permutations	(in	terms	of	greenhouse	gas	scenarios,	GCMs,	downscaling	methods	and	hydrological	models	 that	could	be	used)	and	hence	an	expanding	envelope	of	uncertainty	(Wilby	and	Dessai,	2010).			It	is	important	to	note,	however,	that	the	schematic	is	by	no	means	comprehensive;	there	are	numerous	other	sources	of	uncertainty,	such	as	potential	changes	in	land	use	 that	 would	 affect	 the	 hydrological	 response	 of	 a	 basin	 to	 rainfall	 events.	Furthermore,	the	increasing	number	of	triangles	at	each	stage	does	not	attempt	to	represent	accurately	the	actual	number	of	possible	permutations,	or	the	amount	of	uncertainty	in	the	final	results	that	is	introduced	at	each	stage.	As	emphasised	by	Hawkins	(2014),	the	different	layers	of	the	pyramid	are	not	equally	important	and,	furthermore,	their	relative	importance	will	depend	upon	factors	such	as	the	relevant	climate	variables	and	 the	 impact,	 region	and	 timescale	of	 interest.	An	alternative	visualization	of	the	cascade	of	uncertainty	is	provided	in	Section	2.5.2.		
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As	 stated	 in	Section	1.3,	 it	 is	 important	 to	 identify,	 characterise	and	quantify	 the	different	sources	of	uncertainty	in	hydrological	projections	in	order	to	gain	a	more	complete	 picture	 of	 the	 potential	 range	 of	 outcomes,	 allow	 uncertainty	 to	 be	communicated	to	decision	makers	and	other	stakeholders	and	identify	avenues	of	research	 that	 have	 the	 potential	 to	 close	 gaps	 in	 knowledge	 (Pappenberger	 and	Beven,	 2006;	 Kay	 et	 al.,	 2009).	 Uncertainty	 analysis	 has	 therefore	 become	 a	 key	aspect	 of	many	 hydrological	 climate	 change	 impact	 assessments	 (e.g.	Wilby	 and	Harris,	2006;	Minville	et	al.,	2008;	Kay	et	al.,	2009;	Prudhomme	and	Davies,	2009b;	Poulin	et	al.,	2011;	Todd	et	al.,	2011;	Dobler	et	al.,	2012;	Hagemann	et	al.,	2013).		The	 various	 stages	 and	 tools	 required	 in	 hydrological	 climate	 change	 impact	assessments	 and	 some	 of	 the	 associated	 sources	 of	 uncertainty	 are	 outlined	 in	Sections	2.5–2.6.	Section	2.5	focuses	on	the	generation	of	climate	projections	that	can	be	used	to	drive	hydrological	models	and	the	uncertainties	introduced	therein,	whilst	Section	2.6	focuses	on	sources	of	uncertainty	introduced	in	the	hydrological	modelling	stages	of	the	impact	assessment	process.	
	
Figure	 2.1.	 The	 cascade	 of	 uncertainty	 associated	 with	 climate	 change	 impact	
assessments	that	couple	climate	change	projections	from	GCMs	with	an	impact	model,	
in	order	to	project	the	potential	impacts	of	climate	change	on	environmental	variables	
at	the	regional	to	local	scale.	In	hydrological	impact	assessments,	the	impact	model	
used	would	be	a	hydrological	model.	Adapted	from:	Wilby	and	Dessai	(2010).	 	
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2.5. Climate	projections		Essential	to	the	impact	assessment	protocol	outlined	in	Section	2.3	are	projections	for	 the	climate	variables	 that	are	required	to	drive	a	hydrological	model,	such	as	precipitation	 and	 temperature.	 Coupled	 atmosphere-ocean	 general	 circulation	models	(GCMs)	are	the	primary	tool	for	projecting	future	climate	change	(McGuffie	and	Henderson-Sellers,	2005).	These	GCMs	contain	mathematical	representations	of	the	atmosphere,	ocean,	land	surface,	cryosphere	and	biogeochemical	processes	(Randall	 et	 al.,	 2007).	 However,	 the	 process	 of	 generating	 projections	 of	 future	climate	under	anthropogenic	forcing	is	inherently	uncertain,	as	indicated	by	the	top	four	 tiers	of	 the	 cascade	of	uncertainty	 (Figure	2.1)	 relating	 to	 the	generation	of	climate	projections.	These	sources	of	uncertainty	are	discussed	in	Sections	2.5.1–2.5.3.		
2.5.1. Climate	forcing	uncertainty:	Greenhouse	gas	scenarios	and	prescribed	
warming	scenarios		Firstly,	we	do	not	know	what	the	actions	of	humans	(future	society)	will	be	in	the	future,	what	technological	advancements	there	will	be,	or	what	legislation	will	be	introduced.	We	therefore	cannot	know	precisely	what	future	anthropogenic	climate	forcing	will	be	in	terms	of	anthropogenic	emissions	of	greenhouse	gases	(GHGs)	and	other	radiative	forcing	agents.	As	it	is	impossible	to	know	what	the	future	will	be,	these	are	 irreducible	 sources	of	uncertainty.	However,	 to	generate	projections	of	future	climate,	scenarios	of	potential	future	radiative	forcing	agents,	such	as	GHG	and	aerosol	atmospheric	concentrations,	must	be	applied	 to	a	GCM	(Meehl	 et	al.,	2007b).	 Therefore,	 in	 order	 to	 allow	 plausible	 future	 emissions	 scenarios	 to	 be	explored,	the	Intergovernmental	Panel	on	Climate	Change	(IPCC)	developed	a	range	of	 emissions	 scenarios	 based	 on	 alternative	 ‘storylines’	 of	 future	 demographic,	socio-economic	and	technological	development.	These	were	outlined	in	the	‘Special	Report	on	Emissions	Scenarios’	 (SRES)	(Nakićenović	et	al.,	2000).	To	provide	the	time	 series	 of	 atmospheric	 concentrations	 of	 GHGs	 and	 other	 forcing	 agents	required	by	GCMs,	the	emissions	scenarios	were	run	through	simple	climate	models	(Stocker	et	al.,	2013).	Since	their	conception,	six	‘marker’	scenarios	(Figure	2.2)	have	been	widely	used	to	drive	GCMs,	in	order	to	provide	climate	scenarios	for	specified	
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time	periods	(Figure	2.3).	These	SRES	scenarios	were	employed	in	IPCC	Assessment	Reports	3	and	4	(AR3	and	AR4).		
Figure	 2.2.	 a)	 ‘Summary	 characteristics	 of	 the	 four	 SRES	 storylines	 (based	 on	
Nakićenović	 et	 al.,	 2000).’	 Each	 storyline	 represents	 different	 demographic,	 socio-
economic	 and	 technological	 developments.	 From	 these,	 six	 scenario	 groups	 were	
developed:	A1F1,	A1T,	A1B,	A2,	B1	and	B2.	Each	 scenario	group	has	an	 illustrative	
marker	 scenario.	 b)	 The	 level	 of	 GHG	 and	 aerosol	 emissions	 associated	 with	 each	
marker	scenario.	a)	Source:	Carter	et	al.	(2007:	147).	b)	Based	on:	Carter	et	al.	(2007).		The	SRES	scenarios	have	been	extremely	useful	for	investigating	the	uncertainty	in	hydrological	 projections	 under	 climate	 change	 associated	 with	 future	 emissions	(e.g.	Arnell,	2003;	Prudhomme	et	al.,	2003;	Arnell,	2004;	Hayhoe	et	al.,	2004;	Zierl	and	Bugmann,	2005;	Wilby	and	Harris,	2006;	Graham	et	al.,	2007a;	Prudhomme	and	Davies,	2009b;	Bastola	et	al.,	2011).	However,	their	use	makes	it	difficult	to	assess	the	 relationship	between	 the	magnitude	of	 climate	 forcing	 and	 the	nature	of	 the	hydrological	response,	or	to	infer	the	impacts	at	different	levels	of	climate	forcing	(Arnell,	 2011).	 In	 addition,	 the	 use	 of	 different	 emissions	 scenarios	 and	 time	horizons	(e.g.	2040–2069	or	2070–2100)	in	different	studies	reduces	the	ability	to	draw	 comparisons	 between	 the	 results	 of	 different	 studies	 (Arnell,	 2011).	 In	particular,	the	magnitude	of	different	sources	of	uncertainty	can	vary	considerably	between	different	time	horizons	(Hawkins,	2014).	
a)	 b)	
SRES	marker	scenario		 Description	of	emissions	A1F1	 High	end	of	SRES	Range	A1B	 Intermediate	case	A1T	 Intermediate/low	case	A2	 High	case	B1	 Low	end	of	SRES	range	B2	 Intermediate/low	case		
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Figure	 2.3.	 Multi-model	 projections	 of	 global	 average	 surface	 warming	 relative	 to	
1980-1999	for	the	SRES	A2,	A1B	and	B1	emissions	scenarios.	Solid	lines	are	multi-GCM	
averages	 of	 projected	 surface	 warming,	 shown	 as	 continuations	 of	 GCM	 hindcast	
simulations	of	the	20th	century.	Shading	denotes	the	±1	standard	deviation	range	of	
individual	 model	 annual	 averages.	 The	 orange	 line	 represents	 simulations	 where	
atmospheric	 concentrations	 are	 held	 at	 year	 2000	 levels.	 Grey	 bars	 on	 the	 right	
indicate	the	range	of	plausible	warming	for	each	SRES	marker	scenario.	Solid	coloured	
line	within	 each	 bar	 denotes	 the	 best	 estimate	 for	 2100	 for	 each	marker	 scenario.	
Source:	IPCC	(2007).		An	 alternative	 approach	 involves	 firstly	 driving	 a	 GCM	 with	 an	 emissions	(atmospheric	 concentrations)	 scenario	 and	 then	 ‘rescaling’	 the	 response	 of	 each	climate	 variable	 (e.g.	 precipitation),	 in	 order	 to	 obtain	 climate	 scenarios	 for	prescribed	increases	in	global	mean	air	temperature	(Todd	et	al.,	2011).	Rather	than	exploring	 emissions	 uncertainty,	 climate	 scenarios	 of	 prescribed	 global	warming	allow	 the	 uncertainty	 associated	 with	 the	 magnitude	 of	 climate	 forcing/climate	sensitivity	to	be	assessed,	as	indexed	by	the	increase	in	global	mean	air	temperature	(Arnell,	 2011).	 This	 approach	was	 used	within	 the	 QUEST-GSI	 project,	 in	 which	hydrological	models	 for	 catchments	 around	 the	world	were	 driven	with	 climate	projections	 generated	 using	 a	 consistent	 methodology	 (Todd	 et	 al.,	 2011).	 For	example,	this	approach	was	employed	by	Kingston	et	al.	(2011)	in	order	to	quantify	the	 potential	 impacts	 of	 a	 prescribed	 increase	 in	 global	 mean	 temperature	 of	between	0.5–6	C̊	relative	to	a	baseline	period	of	1961–1990	(simulated	by	a	single	
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GCM)	on	river	discharge	in	the	Mekong	Basin,	using	the	hydrological	model	SLURP.	The	climate	scenarios	used	in	this	earlier	investigation	are	amongst	those	employed	in	this	study.		For	 each	 catchment	 in	 the	 QUEST-GSI	 project,	 the	 potential	 impacts	 of	 climate	change	 on	 river	 flows,	 and	 the	 associated	 uncertainty,	 were	 assessed.	 Table	 2.1	summarises	 the	 studies	 of	 the	 QUEST-GSI	 project,	 including	 the	 catchments,	hydrological	 models	 and	 climate	 scenario	 sets	 employed,	 and	 some	 of	 the	 key	findings.	Figure	2.4	displays	projected	changes	 in	 low,	mean	and	high	river	 flows	(Q95,	Q50	and	Q5,	respectively,	i.e.	discharges	equalled	or	exceeded	95%,	50%	or	5%	of	the	time,	respectively)	for	six	QUEST-GSI	catchments	for	scenarios	of	1–6	̊C	prescribed	warming,	generated	using	the	HadCM3	(UK	Met	Office)	GCM.	Q95,	Q50	and	 Q5	 are	 important	 indicators	 of	 freshwater	 availability	 with	 implications	 for	water	management	 (Todd	 et	al.,	2011).	Although	 for	some	of	 the	catchments	 the	magnitude	 of	 changes	 in	 low,	 mean	 and	 high	 flows	 increase	 fairly	 linearly	 with	increasing	warming	(e.g.	increases	in	the	case	of	the	Rio	Grande	and	decreases	for	the	Okavango),	other	catchments	show	non-linear	patterns	of	change	(e.g.	Mekong,	Mitano;	 Todd	 et	 al.,	 2011).	 This	 demonstrates	 the	 expediency	 of	 employing	prescribed	 warming	 scenarios	 to	 assess	 the	 relationship	 between	 changing	hydrological	variables	and	 increasing	climate	 forcing,	since	 it	cannot	be	assumed	that	 projected	 hydrological	 changes	 for	 a	 specific	 climate	 forcing	 can	 be	 linearly	rescaled	 for	 different	magnitudes	 of	 climate	 forcing.	 These	 non-linear	 discharge	responses	are	attributed	to	the	influence	of	spatially	and	temporally	(through	the	year)	 variable	 changes	 in	 precipitation	 and	 temperature,	 and	 a	 shifting	 balance	between	 increases	 in	 temperature	 (and	 hence	 evaporation)	 and	 changes	 in	precipitation	 (Kingston	 et	 al.,	 2010,	 2011;	 Todd	 et	 al.,	 2011).	 In	 support	 of	 this,	Figure	2.5	demonstrates	that	for	HadCM3,	the	Mekong	and	Mitano	(which	exhibit	non-linear	changes	in	mean	discharge)	show	greater	inter-annual	variability	in	river	flow	changes	compared	to	the	Rio	Grande	and	Okavango	(linear	response).			As	indicated	in	Table	2.1,	two	of	the	QUEST-GSI	studies	(Nóbrega	et	al.,	2011;	Xu	et	
al.,	2011),	in	addition	to	using	prescribed	warming	scenarios,	employed	four	SRES	marker	 emissions	 scenarios,	 as	 simulated	 by	 the	 HadCM3	 GCM,	 in	 order	 to	investigate	emissions	scenario	uncertainty.		
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Figure	 2.4.	 Projected	 30-year	 change	 in	 river	 flow	 (%	 change	 from	 1961–1990	
baseline)	 for	 six	QUEST-GSI	 study	basins	as	a	 function	of	global	mean	 temperature	
increase,	with	driving	climate	data	from	the	HadCM3	GCM.	Source:	Todd	et	al.	(2011).	 	
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Figure	 2.5.	 ‘Change	 in	 mean	monthly	 runoff	 across	 seven	 climate	 models	 in	 seven	
catchments,	 with	 a	 2°C	 increase	 in	 global	 mean	 temperature	 above	 1961–1990	
(Kingston	and	Taylor,	2010;	Arnell,	2011;	Hughes	et	al.,	2011;	Kingston	et	al.,	2011;	
Nobrega	et	al.,	2011;	Thorne,	2011;	Xu	et	al.,	2011).	One	of	the	seven	climate	models	
(HadCM3)	is	highlighted	separately,	showing	changes	with	both	a	2°C	increase	(dotted	
line)	and	a	4°C	increase	(solid	line).’	Source	(figure	and	caption):	Jiménez	Cisneros	et	
al.	(2014:	245).		For	 the	 Rio	 Grande	 (Nóbrega	 et	 al.,	 2011)	 and	 River	 Xiangxi	 (Xu	 et	 al.,	 2011),	differences	 in	 hydrological	 projections	 between	 the	 emissions	 scenarios	 were	relatively	minor	 (e.g.	 increases	 in	mean	discharge	relative	 to	 the	baseline	of	5	 to	10%	and	13	to	17%,	respectively).	
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Differences	were	more	 substantial	 for	 the	River	Huangfuchuan	 (Xu	 et	 al.,	 2011),	however	(e.g.	increases	in	mean	discharge	of	73	to	121%).	This	demonstrates	that,	as	 with	 other	 sources	 of	 uncertainty,	 the	 magnitude	 of	 emissions	 scenario	uncertainty	 can	 vary	 considerably	 between	 catchments.	 Nevertheless,	 choice	 of	GCM	 (for	 climate	 scenario	 generation)	 was	 found	 to	 be	 a	 greater	 source	 of	uncertainty	in	all	three	catchments.	This	is	generally	consistent	with	the	findings	of	other	studies	(e.g.	Arnell,	2003;	Prudhomme	et	al.,	2003;	Arnell,	2004;	Wilby	and	Harris,	2006;	Graham	et	al.,	2007a;	Prudhomme	and	Davies,	2009b),	although	some	have	found	emissions-	and	GCM-uncertainty	to	be	of	a	similar	magnitude	(e.g.	Zierl	and	Bugmann,	2005).	GCM	uncertainty	is	discussed	in	the	next	section.		For	IPCC	Assessment	Report	5	(AR5),	a	new	generation	of	scenarios	was	developed,	called	 Representative	 Concentration	 Pathways	 (RCPs)	 (Moss	 et	 al.,	 2010;	 van	Vuuren	et	al.,	2011;	Stocker	et	al.,	2013).	Four	pathways	were	produced,	each	named	according	to	their	approximate	radiative	forcing	level	(in	watts	per	square	metre)	in	2100:	RCP2.6,	RCP4.5,	RCP6	and	RCP8.5	(Figure	2.6a).	For	example,	RCP8.5	has	a	radiative	forcing	impact	of	8.5	watts	per	square	metre	in	2100.	Data	available	for	each	RCP	include:	land-use	data;	emissions	data	for	GHGs,	aerosols	and	chemically	active	 gases;	 and	 atmospheric	 concentrations	 of	 GHGs,	 aerosols	 and	 chemically	active	gases	(van	Vuuren	et	al.,	2011).	RCP2.6	and	RCP8.5	represent	low	and	high	emissions	 scenarios,	 respectively,	 whilst	 RCP4.5	 can	 be	 considered	 an	intermediate/mid-range	emissions	scenario	 (Moss	 et	al.,	2010;	van	Vuuren	 et	al.,	2011).	 Figure	 2.6b	 provides	 projections	 for	 the	 global	 annual	 mean	 surface	 air	temperature	anomaly	generated	using	the	RCP	scenarios.			Unlike	 the	 SRES	 scenarios,	 for	which	 each	 emissions	 scenario	was	based	upon	 a	different	 socio-economic	 storyline,	 the	 RCP	 scenarios	 are	 not	 associated	 with	unique	socio-economic	scenarios	(Moss	et	al.,	2010).	Instead,	it	is	recognised	that	each	 radiative	 forcing	 trajectory	 could	 result	 from	 a	 range	 of	 different	 socio-economic,	technological	and	policy	futures	(van	Vuuren	et	al.,	2011).	The	four	RCPs	were	selected	to	be	both	plausible	and	representative	of	the	range	of	emissions	and	concentrations	 scenarios	 published	 in	 the	 existing	 literature	 (van	 Vuuren	 et	 al.,	2011).		
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Figure	2.6.	The	RCP	scenarios.	(a)	‘Total	global	mean	radiative	forcing	for	the	four	RCP	
scenarios	based	on	the	Model	for	the	Assessment	of	Greenhouse-gas	Induced	Climate	
Change	(MAGICC)	energy	balance	model.	Note	that	the	actual	simulated	forcing	differs	
slightly	 between	 models.’	 (b)	 ‘Time	 series	 of	 global	 annual	 mean	 surface	 air	
temperature	 anomalies	 (relative	 to	 1986–2005)	 from	 RCP	 concentration-driven	
experiments.	Projections	are	shown	for	each	RCP	for	the	multi-model	mean	(solid	lines)	
and	±1.64	standard	deviation	(5	to	95%)	across	the	distribution	of	individual	models	
(shading),	based	on	annual	means.	The	1.64	standard	deviation	range	based	on	the	20	
yr	averages	2081–2100,	relative	to	1986–2005,	are	interpreted	as	likely	changes	for	
the	end	of	the	21st	century.	Discontinuities	at	2100	are	due	to	different	numbers	of	
models	performing	the	extension	runs	beyond	the	21st	century	and	have	no	physical	
meaning.	Numbers	in	the	same	colours	as	the	lines	indicate	the	number	of	different	
models	contributing	to	the	different	time	periods.’	Source	(figure	and	caption):	Stocker	
et	al.	(2013:	89).			
a)	
b)	
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For	 running	 the	 current	 generation	 of	 climate	 models,	 the	 RCPs	 provide	 more	detailed	information	than	the	SRES	scenarios	(van	Vuuren	et	al.,	2011).	In	particular,	the	RCPs	provide	emissions	and	concentrations	 for	 a	 greater	number	of	 reactive	gases	 and	 aerosol	 precursor	 compounds,	 and	 land	 use	 and	 emissions	 data	 are	mostly	available	at	a	0.5°	×	0.5°	spatial	resolution	(a	coarser	resolution	is	used	for	well-mixed	 gases)	 (van	Vuuren	 et	 al.,	 2011).	 In	 contrast,	 for	 the	 SRES	 scenarios,	spatially	 explicit	 land	 cover	 scenarios	 were	 not	 developed	 and	 emissions	 were	provided	for	four	world	regions	(as	well	as	in	the	form	of	global	totals)	(IPCC,	2000).	This	thesis	makes	use	of	the	RCP4.5	climate	scenario	in	Chapter	6.		
2.5.2. GCM	uncertainty		Although	GCMs	have	improved	considerably	over	the	last	two	decades,	they	remain	a	major	source	of	uncertainty	in	climate	change	impact	assessments.	Different	GCMs	represent	the	climate	system	in	different	ways,	incorporating	different	components	of	 the	 global	 climate	 system	 and	 using	 varied	 process	 descriptions,	 numerical	equations,	parameterisations	and	spatial	resolutions	(Meehl	et	al.,	2007b;	Flato	et	
al.,	 2013).	 Consequently,	 climate	projections	 for	 the	 same	 forcing	differ	 between	GCMs.	Moreover,	there	is	greater	inter-GCM	variation	in	projections	of	precipitation	than	 for	 temperature	 (Meehl	 et	 al.,	 2007b),	 with	 important	 implications	 for	hydrological	impact	assessments	(Todd	et	al.,	2011).		The	 evaluation	 and	 comparison	 of	 GCMs	 developed	 by	 modelling	 groups	 from	around	the	world	and	the	use	of	GCM	outputs	for	climate	impact	and	uncertainty	assessments	have	been	greatly	aided	by	 successive	phases	of	 the	Coupled	Model	Intercomparison	Project	(CMIP;	Meehl	et	al.,	2007a;	Taylor	et	al.,	2012).	CMIP	was	initiated	in	1995	and	is	an	international,	co-ordinated	effort	to	collate	and	analyse	the	output	of	 numerous	GCMs	 for	 a	 consistent	 set	 of	 climate	model	 experiments	(Meehl	et	al.,	2005).	For	each	successive	phase	of	CMIP,	an	 increasing	number	of	standard	climate	model	experiments	have	been	promoted	and	the	number	of	GCMs	taking	part	has	increased.	Whilst	less	than	30	models	contributed	to	CMIP	Phase	3	(CMIP3)	(Meehl	et	al.,	2007a),	over	50	models	participated	in	CMIP	Phase	5	(CMIP5)	(Taylor	et	al.,	2012).	The	CMIP3	multimodel	dataset	(Meehl	et	al.,	2007a)	provided	the	basis	for	model	projections	analysed	in	IPCC	AR4,	whilst	both	CMIP3	and	CMIP5	
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(Taylor	et	al.,	2012)	contributed	greatly	to	IPCC	AR5	(Flato	et	al.,	2013).	The	CMIP3	climate	change	experiments	employed	the	SRES	emissions	scenarios	(Meehl	et	al.,	2007a),	whereas	CMIP5	climate	change	projections	are	driven	by	concentration	or	emissions	scenarios	consistent	with	the	RCPs	(Taylor	et	al.,	2012).	The	models	used	to	 generate	 the	RCP-driven	 temperature	 anomaly	 time	 series	 in	 Figure	 2.6.b	 are	therefore	from	CMIP5.		Some	of	the	CMIP5	models	include	biogeochemical	cycles	such	as	interactive	carbon	cycles	and	are	sometimes	referred	to	as	Earth	System	Models	(ESMs)	rather	than	GCMs	(Taylor	et	al.,	2012).	However,	for	simplicity	in	this	thesis,	the	term	GCM	is	used	 to	 encompass	 ESMs	 as	 well,	 a	 convention	 previously	 adopted	 by	 Ho	 et	 al.	(2016).		Figure	2.7	provides	a	visualisation	of	 the	cascade	of	uncertainty	 in	projections	of	global	mean	surface	air	temperature	using	simulations	from	CMIP5.	It	attempts	to	portray	 the	 time	 evolution	 and	 relative	 importance	 of	 different	 sources	 of	uncertainty.	The	top	layer	indicates	the	uncertainty	associated	with	choice	of	RCP	scenario;	 the	middle	 layer	 represents	 the	different	 responses	of	 the	GCMs	 to	 the	RCPs	 (Hawkins,	 2014).	 The	 lowest	 layer	 illustrates	 the	 role	 of	 internal	 climate	variability	by	displaying,	for	those	GCMs	where	such	results	are	available,	multiple	realisations	 of	 the	 same	 forcing	 pathway	 (Hawkins,	 2014),	 produced	 using,	 for	example,	 different	 initial	 conditions	 (Taylor	 et	 al.,	 2012).	 Uncertainty	 in	 model	response	 is	more	 important	 in	 the	near-term,	but	RCP	uncertainty	dominates	by	2080–2099.	The	relative	importance	would	likely	differ	for	other	climate	variables.		Assessment	 of	 inter-GCM	 related	 uncertainty	 in	 hydrological	 projections	 under	climate	 change	 is	 commonly	 undertaken	 by	 driving	 a	 hydrological	 model	 with	climate	projections	derived	 from	multiple	GCMs	 for	 the	 same	GHG	or	prescribed	warming	scenario(s),	and	then	comparing	the	results	(e.g.	Maurer	and	Duffy,	2005;	Buytaert	 et	 al.,	 2009;	 Jackson	 et	 al.,	 2011;	 Todd	 et	 al.,	 2011).	 GCM	 structure	 has	frequently	been	found	to	be	a	source	of	considerable	uncertainty,	and	in	studies	that	have	investigated	several	sources,	it	has	repeatedly	been	found	to	be	the	greatest	(e.g.	Prudhomme	et	al.,	2003;	Wilby	and	Harris,	2006;	Graham	et	al.,	2007a;	Graham	
et	 al.,	 2007b;	Minville	 et	 al.,	 2008;	Prudhomme	and	Davies,	 2009b;	Arnell,	 2011;	
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Crosbie	et	al.,	2011;	Gosling	et	al.,	2011;	Kingston	et	al.,	2011;	Todd	et	al.,	2011).	Choice	 of	 GCM	 has	 been	 found	 to	 impact	 the	 magnitude,	 intra-annual	 temporal	pattern,	and	sometimes	even	the	direction	of	projected	changes	in	precipitation	and,	when	 climate	 projections	 are	 incorporated	 within	 hydrological	 models,	 in	 river	discharge	 and	 other	 hydrological	 variables.	 Consequently,	 there	 is	 increasing	recognition	that	a	multi-model	ensemble	approach	should	be	 taken,	 in	which	the	climate	projections	of	several	GCMs	are	used	in	order	to	provide	a	better	indication	of	the	range	of	potential	future	impacts.		
	 	
Figure	2.7.	‘The	‘cascade	of	uncertainty’	in	global	mean	surface	temperature	from	the	
CMIP5	 simulations	 for	 different	 time	 periods	 as	 labelled.	 The	 three	 levels	 of	 the	
pyramid	highlight	the	uncertainty	due	to	the	choice	of	RCP,	GCMs	and	realisation	of	
climate	variability.	Unfortunately	not	all	 the	simulations	have	multiple	realisations,	
resulting	in	a	vertical	line	in	the	lowest	layer.	The	intersection	on	the	top	row	for	each	
time	period	is	the	multi-scenario,	multi-model,	multi-realisation	mean.’	Source	(figure	
and	caption):	Hawkins	(2014).	 	
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A	multi-model	approach	was	used	within	the	QUEST-GSI	project	(Todd	et	al.,	2011).	For	each	basin	included	in	the	project,	climate	scenarios	were	generated	for	a	2	°C	increase	in	global	mean	air	temperature	(and	in	some	cases	also	for	the	SRES	A1B	emissions	scenario)	for	an	ensemble	comprising	seven	CMIP3	/	IPCC	AR4	GCMs	(see	Table	 2.1).	 GCM-related	 uncertainty	was	 found	 to	 be	 considerable	 and	 stemmed	largely	 from	 inter-GCM	 differences	 in	 projections	 of	 precipitation	 (Todd	 et	 al.,	2011).	 For	 six	 of	 the	 study	 basins,	 Figure	 2.8	 demonstrates	 the	 variability	 in	projected	percentage	changes	in	low,	mean	and	high	flows	under	2	°C	prescribed	warming	across	 seven	GCMs.	For	 several	 catchments	 (e.g.	Mekong	–	SE	Asia,	Rio	Grande	–	South	America,	and	Okavango	–	Southern	Africa)	there	was	no	consensus	between	 the	 GCMs	 on	 the	 projected	 direction	 of	 change	 in	 mean	 annual	precipitation,	resulting	in	uncertainty	in	the	direction	of	simulated	change	in	mean	river	flow.	For	other	catchments	and	regions,	whilst	there	was	more	consistency	in	the	direction	of	projected	changes	in	mean	annual	precipitation,	uncertainty	in	the	magnitude	of	 changes	 (both	at	 an	annual	 and	 intra-annual	 scale)	 remained	high.			
	
Figure	2.8.	Envelope	of	projected	changes	(from	the	1961–1990	baseline)	in	metrics	of	
river	flow	for	six	QUEST-GSI	study	basins,	for	a	scenario	of	2	°C	prescribed	warming,	
as	 projected	by	 seven	GCMs.	 For	 each	 catchment,	 the	 top,	middle	 and	bottom	 lines	
represents	Q5,	Q50	and	Q95	flows	(i.e.	exceedance	in	%	of	months	over	the	simulated	
30-year	period).	Source:	Todd	et	al.	(2011).	
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For	example,	 for	 the	Liard	Basin	 (Canada),	 all	GCMs	projected	 increases	 in	mean	annual	precipitation	(ranging	from	1%	to	22%)	and	simulated	changes	in	mean	flow	ranged	from	–3%	to	+15%.	Furthermore,	with	the	exception	of	Q95	for	the	Liard	River,	none	of	the	Q5,	Q50	or	Q95	change	indicators	for	the	catchments	in	Figure	2.8	show	 a	 consistent	 direction	 of	 change	 across	 all	 GCMs.	 Figure	 2.5	 demonstrates	notable	inter-GCM	differences	in	the	projected	magnitude	and	direction	of	changes	in	 mean	 monthly	 discharge.	 The	 studies	 of	 the	 QUEST-GSI	 project	 therefore	demonstrate	the	importance	of	using	climate	projections	from	multiple	GCMs	when	assessing	potential	hydrological	impacts	of	climate	change.		
2.5.3. Downscaling		In	order	to	be	used	as	input	to	a	hydrological	model,	GCM	climate	projections	must	first	be	downscaled	to	a	 finer	spatial	(horizontal)	and	temporal	resolution	that	 is	appropriate	 for	 hydrological	modelling.	 Numerous	 downscaling	 techniques	 have	been	 developed,	 all	 of	 which	 introduce	 additional	 uncertainty	 to	 climate	 impact	assessment	 results.	 	 The	 main	 techniques	 can	 be	 divided	 into	 dynamical	downscaling	and	empirical/statistical	downscaling	approaches	(Prudhomme	et	al.,	2002;	Bates	et	al.,	2008;	Flato	et	al.,	2013).	With	dynamical	downscaling,	outputs	from	a	GCM	are	applied	to	the	lateral	boundaries	of	a	Regional	Climate	Model	(RCM)	that	has	a	higher	horizontal	resolution	and	is	applied	over	a	smaller	spatial	domain	that	 encompasses	 the	 area	 of	 interest	 (Xu	 et	 al.,	 2005).	 For	 example,	 for	 the	UK	Climate	Projections	2009	(UKCP09),	the	Met	Office	Hadley	Centre	HadRM3	RCM	was	driven	by	outputs	from	the	HadCM3	GCM	that	had	a	horizontal	spatial	resolution	of	approximately	 300	 km	 ×	 300	 km	 (Murphy	 et	 al.,	 2009).	 This	 provided	 climate	projections	for	the	UK	with	a	horizontal	spatial	resolution	of	approximately	25	km	×	 25	 km,	 which	 is	 more	 amenable	 for	 use	 in	 hydrological	 (and	 other)	 impact	assessments	 (e.g.	 Burke,	 2004;	 Thompson,	 2012).	 A	 limitation	 of	 dynamical	downscaling	is	that	it	is	computationally	expensive,	therefore	limiting	the	ease	with	which	data	can	be	generated	for	multiple	scenarios	(Mearns	et	al.,	2003). 
 Conversely,	 empirical/statistical	 downscaling	 techniques	 are	 relatively	computationally	inexpensive	(von	Storch	et	al.,	2000;	Mearns	et	al.,	2003;	Wilby	et	
al.,	 2004).	 The	 simplest	 of	 empirical	 spatial	 downscaling	 techniques	 involve	 the	
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spatial	interpolation	of	grid-based	GCM	outputs	(Wilby	et	al.,	2004).	More	complex	statistical	downscaling	techniques	use	statistical	relationships	between	large-scale	atmospheric	variables	and	local	climate	in	order	to	derive	higher	resolution	(local-scale)	data	 from	GCM	outputs	(Prudhomme	et	al.,	2002;	Prudhomme	and	Davies,	2009a).	 They	 rely	 on	 the	 unverifiable	 assumption	 that	 these	 relationships	 will	remain	the	same	under	altered	climate	conditions	in	the	future	(Mearns	et	al.,	2003;	Wilby	et	al.,	2004).	Statistical	downscaling	techniques	include	the	use	of	regression	models,	which	employ	linear	and	non-linear	relationships	to	relate	large	scale	and	local	 climate	 variables,	 and	 weather	 generators,	 which	 replicate	 the	 statistical	attributes	of	a	local	climate	variable	whilst	introducing	a	stochastic	element	to	the	sequencing	of	events	(von	Storch	et	al.,	2000;	Wilby	et	al.,	2004).		Downscaling	may	involve	several	stages.	For	example,	one	technique	may	be	used	for	spatial	downscaling,	and	then	a	different	technique	may	be	used	for	temporal	downscaling	(Prudhomme	et	al.,	2002;	Todd	et	al.,	2011;	Immerzeel	et	al.,	2012b).	The	downscaling	process	will	often	incorporate	a	form	of	bias-correction	in	order	to	correct	for	systematic	biases	in	the	GCM	or	RCM	outputs.	The	simplest	approach	is	to	develop	monthly	change	(or	delta)	factors	between	the	GCM	(or	RCM)	outputs	for	the	baseline	and	outputs	for	the	future	scenario,	and	to	then	apply	these	change	factors	 to	 the	 observed	 baseline	 data	 to	 form	 the	 scenario	 climate	 data	 (see	 for	example	Minville	 et	 al.,	 2008;	Dobler	 et	 al.,	 2012).	 This	 is	 known	 as	 the	 ‘change	factor’	or	‘delta	change’	approach	(Hay	et	al.,	2000;	Dobler	et	al.,	2012).	A	variety	of	more	complex	 techniques	also	exist,	 such	as	quantile-quantile	mapping,	 in	which	cumulative	distribution	functions	of	observed	and	GCM	or	RCM	simulated	data	for	a	historical	period	are	used	to	develop	transfer	functions	which	are	then	applied	to	the	simulated	scenario	climate	data	(see	for	example	Goderniaux	et	al.,	2009;	Dobler	
et	al.,	2012).		Whilst	 the	 uncertainty	 in	 hydrological	 projections	 related	 to	 downscaling	 is	 not	investigated	within	 this	 thesis,	 it	 is	 important	 to	 acknowledge	 that	 downscaling	method	has	previously	been	found	to	be	a	notable	source	of	uncertainty	by	some	studies	 (e.g.	Wilby	 and	Harris,	 2006;	 Crosbie	 et	 al.,	 2011),	 although	 others	 have	obtained	 similar	 hydrological	 projections	 when	 using	 a	 range	 of	 statistical	techniques	and	RCMs	(e.g.	Kay	et	al.,	2009).	 	
	 61	
2.6. Hydrological	modelling	of	the	impacts	of	climate	change		As	 outlined	 above,	 the	 most	 common	 method	 for	 assessing	 the	 potential	hydrological	impacts	of	climate	change	is	to	run	the	downscaled	climate	output	of	one	or	more	GCMs	through	a	hydrological	model	and	to	compare	the	hydrological	model	 output,	 such	 as	 river	 discharge,	 with	 that	 simulated	 by	 the	 model	 under	baseline	climate	conditions.	This	section	provides	an	overview	of	various	sources	of	uncertainty	 associated	 with	 hydrological	 modelling	 in	 climate	 change	 impact	assessments.	 Since	 these	 sources	 of	 uncertainty	 are	 relevant	 to	 hydrological	modelling	in	general,	they	are	discussed	both	in	relation	to	the	wider	hydrological	modelling	literature	and	within	the	context	of	climate	change	impact	assessments.	Furthermore,	whilst	the	concepts	discussed	below	are	provided	specifically	in	the	context	of	hydrological	modelling,	it	is	worth	noting	that	some	of	the	concepts,	such	as	 model	 structural	 uncertainty,	 parameterisation	 uncertainty,	 and	 input	 data	uncertainty,	 are	 common	 to	 environmental	models	 in	 general	 (e.g.	Mulligan	 and	Wainwright,	2004).	Climate	change	impact	assessments	that	employ	other	types	of	environmental	impact	model,	such	as	vegetation	models	(e.g.	Cramer	et	al.,	2001)	and	 crop	models	 (e.g.	 Olesen	 et	 al.,	 2007),	 are	 therefore	 subject	 to	 some	 similar	sources	of	uncertainty.		
2.6.1. Hydrological	model	classification		As	 with	 many	 environmental	 models,	 such	 as	 climate	 models,	 the	 number	 and	complexity	of	hydrological	model	codes	available	has	increased	substantially	over	recent	decades	alongside	vast	increases	in	computer	power	(Singh	and	Woolhiser,	2002;	Mulligan,	2004;	Beven,	2012).	There	is	now	a	large	number	of	hydrological	model	 codes,	 with	 different	 capabilities,	 data	 requirements	 and	 computational	requirements.	 The	 majority	 of	 hydrological	 model	 codes	 are	 designed	 for	 the	development	 of	 catchment-scale	 hydrological	 models	 that	 employ	 a	 specified	drainage	area	as	the	hydrological	unit	to	be	modelled.	In	contrast,	macro-scale	or	global	 hydrological	 model	 (GHMs)	 simulate	 land	 surface	 hydrological	 dynamics	over	very	large	spatial	domains,	from	the	continental-scale	to	the	entire	global	land	surface	(Arnell,	1999;	Gosling	and	Arnell,	2011).	Such	models	tend	to	use	large	grid	sizes	and	simplified	process	descriptions.	
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In	addition	to	distinguishing	between	model	codes	that	are	intended	for	catchment-scale	or	macro-scale	modelling,	hydrological	models	can	be	classified	according	to	a	number	 of	 factors	 (Figure	 2.9),	 including:	 i)	 whether	 they	 are	 deterministic	 or	stochastic,	 ii)	 the	 degree	 of	 process	 representation	 and	 iii)	 the	 degree	 of	 spatial	representation	(Refsgaard,	1996;	Jones,	1997;	Grayson	and	Blöschl,	2000;	Ward	and	Robinson,	 2000;	 Mulligan,	 2004).	 Deterministic	 hydrological	 models	 will	consistently	simulate	the	same	output	for	a	given	input	(Grayson	and	Blöschl,	2000;	Ward	 and	 Robinson,	 2000;	 Mulligan,	 2004).	 In	 contrast,	 stochastic	 models	incorporate	an	element	of	randomness	through	taking	the	probability	distribution	of	 selected	 meteorological	 or	 hydrological	 variables	 into	 account	 (Grayson	 and	Blöschl,	 2000;	Ward	 and	 Robinson,	 2000;	 Mulligan,	 2004;	 Aronica	 and	 Candela,	2007).	As	noted	by	Grayson	and	Blöschl	(2000)	and	Singh	and	Woolhiser	(2002),	the	majority	of	hydrological	models,	including	those	used	for	scenario	simulation,	are	deterministic.	The	hydrological	models	employed	in	this	study	are	deterministic.			
		
Figure	2.9.	Classification	of	hydrological	models.	Adapted	from:	Jones	(1997).			
Deterministic	models	
Coupled	deterministic-stochastic	models	
Stochastic	models	
Empirical	models	 Conceptual	models	 Physically-based	models	
Lumped	models	 Distributed	models	
Semi-distributed	 Fully	distributed	
Degree	of	causality	
Spatial	discretisation	
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Based	 upon	 the	 degree	 to	 which	 hydrological	 processes	 are	 represented,	hydrological	models	 can	 be	 further	 classified	 into	 i)	 simple,	 empirical,	 black	 box	models	 that	 take	 no	 account	 of	 physical	 processes,	 instead	 using	 patterns	 in	observed	data,	ii)	conceptual	models,	in	which	physical	processes	are	represented	in	 a	 simplified	 manner	 and	 iii)	 complex,	 physically-based	 models,	 in	 which	hydrological	processes	are	modelled	through	the	use	of	fundamental	scientific	laws	(Mulligan,	2004).	Since	empirical	models	rely	upon	relationships	between	observed	catchment	variables	(e.g.	the	simple	rainfall-runoff	relationship),	they	have	limited	capability	 of	 simulating	 variables	 outside	 of	 the	 conditions	 under	 which	 the	observed	data	were	collected	(Mulligan	and	Wainwright,	2004).	They	are	therefore	not	widely	used	in	hydrological	scenario	impact	assessments,	although	examples	do	exist	(e.g.	Zeng	et	al.,	2012).			Instead,	conceptual	or	physically-based	hydrological	models	are	much	more	widely	used	for	scenario	impact	assessments.	Conceptual	hydrological	models	commonly	represent	 a	 catchment	 using	 a	 series	 of	 stores	 or	 reservoirs,	 with	 simple	mathematical	equations	governing	the	flows	between	stores.	These	are	sometimes	referred	to	as	bucket	models.	Typical	examples	of	conceptual	models	 include	the	Stanford	Watershed	Model	(Crawford	and	Linsley,	1966),	HBV	(Bergström,	1995),	TANK	model	(Sugawara,	1995)	and	SLURP	(Kite,	1995;	Kite,	2007),	the	last	of	which	is	 discussed	 in	 Section	 2.6.3.2.	 Examples	 of	 some	 physically-based	 model	 codes	include	 THALES	 (Grayson	 et	 al.,	 1992),	 MODFLOW	 (a	 groundwater	 model;	Harbaugh	et	al.,	2000),	SHETRAN	(Ewen	et	al.,	2000)	and	MIKE	SHE	(Refsgaard	and	Storm,	1995;	Graham	and	Butts,	2005).	SHETRAN	and	MIKE	SHE	were	both	based	upon	the	Système	Hydrologique	Europeén	(SHE)	(Abbott	et	al.,	1986a,	b).	MIKE	SHE,	which	actually	incorporates	both	physically-based	and	conceptual	approaches	and	is	employed	in	this	thesis,	is	described	in	detail	in	Section	2.6.3.1.		Hydrological	 models	 can	 also	 be	 classified	 according	 to	 their	 degree	 of	 spatial	representation	 (Refsgaard,	 1996).	 Lumped	 models	 treat	 the	 basin	 as	 a	homogeneous	whole,	meaning	 that	 inputs,	 outputs	 and	 parameters	 are	 spatially	averaged	(Muzik,	1996;	Refsgaard,	1996;	Jones,	1997).	Examples	of	lumped	model	codes,	 or	 at	 least	 those	 offering	 a	 lumped	 version,	 that	 are	 still	 in	 common	 use	include	HBV	(Bergström,	1995),	 IHACRES	(Jakeman	et	al.,	1990)	and	Sacramento	
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(Burnash	et	al.,	1984).	In	contrast	to	lumped	models,	semi-distributed	models	divide	the	catchment	into	lumped	sub-units	that	have	separate	inputs	and	parameters,	and	for	which	flow	contributions	are	calculated	independently	(Jones,	1997;	Kite,	2007).	For	some	models,	the	catchment	may	be	divided	into	sub-catchments	(sub-basins)	based	upon	topography	and	hence	drainage	patterns	(e.g.	the	DPHM-RS	model;	Biftu	and	Gan,	2001).	In	others,	the	catchment	is	divided	into	hydrologically	similar	units,	sometimes	 referred	 to	 as	 Hydrological	 Response	 Units	 (HRUs),	 based	 upon	 a	combination	 of	 factors,	 such	 as	 topography,	 land	 use	 and	 soil	 type	 (Kite	 and	Pietroniro,	 1996).	 For	 example,	 in	 the	 Soil	 and	Water	 Assessment	 Tool	 (SWAT)	model	(Arnold	et	al.,	1998),	a	catchment	is	first	divided	into	sub-basins	based	upon	topography;	 each	 of	 these	 is	 then	 subdivided	 into	 a	 series	 of	HRUs	 according	 to	unique	soil-land	use	combinations,	with	the	possibility	in	later	versions	of	SWAT	of	also	taking	land	management	and	slope	into	account	(Douglas-Mankin	et	al.,	2010).	Within	 distributed	 models,	 the	 model	 domain	 is	 discretised	 horizontally	 into	 a	network	 of	 grid	 squares	 or	 elements,	 each	 of	 which	 is	 assigned	 its	 own	characteristics	(Refsgaard,	1997;	Grayson	and	Blöschl,	2000).		Empirical	 models	 are	 usually	 lumped,	 conceptual	 models	 are	 generally	 semi-distributed	and	physically-based	models	 tend	 to	be	distributed	 (Mulligan,	2004).	The	 development	 of	 physically-based,	 distributed	 models	 has	 been	 aided	 by	improvements	in	data	availability	and	computer	technology	(Refsgaard	et	al.,	2010).	Some	advanced	hydrological	models	now	offer	the	flexibility	of	being	modular,	with	the	option	of	including	or	excluding	particular	system	components	(modules)	and	the	option	of	representing	different	processes	at	different	levels	of	complexity	and	spatial	resolution.	These	can	be	employed	to	reflect	factors	such	as	data	availability	and	the	processes	of	interest	to	a	specific	study.	A	typical	example	of	such	a	model	is	MIKE	SHE	(Graham	and	Butts,	2005),	which	is	discussed	further	in	Section	2.6.3.1.	A	MIKE	SHE	model	of	the	Mekong	is	developed	in	Chapter	4.		Table	 2.2	 provides	 a	 summary	 of	 some	 widely	 used	 hydrological	 model	 codes,	demonstrating	the	variety	available.	All	of	these	models	were	first	developed	more	than	ten	years	ago	(and	in	some	cases	many	more)	and	have	undergone	significant	development	over	the	years.	The	majority	of	these	model	codes	have	therefore	had	multiple	versions,	with	some	having	several	versions	currently	in	common	use.		
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l	as	run
off	mod
elling,	
SWAT	
can	be
	used	f
or	sedi
ment	
and	nu
trient	m
odellin
g.	SWA
T	
can	als
o	simu
late	a	v
ariety	o
f	
agricul
tural	st
ructure
s	and	
practic
es,	suc
h	as	til
lage,	
subsur
face	dr
ainage
	and	
fertilis
er/man
ure	app
lication
.	
TOPMO
DEL	
Beven	
and	Kir
kby	
(1976,
	1979)
;	
Beven	
et
	a
l.	
(1995)
;	Beven
	
and	Fr
eer	
(2001a
)	
Quasi-p
hysical
	(e.g.	L
amb	et
	a
l.,	2000
).	
Describ
ed	by	B
even	a
nd	Kirk
by	(19
76,	
1979)	
(and	su
bseque
ntly	ot
hers)	a
s	
physic
ally-ba
sed	sin
ce	its	p
aramet
ers	
could	i
n	theor
y	be	as
sessed
	in	the	
field	
and	it	h
as	som
e	physi
cal	bas
is.	How
ever,	
also	of
ten	cla
ssed	as
	concep
tual	(e.
g.	
Mulliga
n,	2004
;	Refsg
aard	et
	a
l.,	2010
)	
since	it
s	proce
ss	desc
ription
s	are	m
ore	
concep
tual	ra
ther	th
an	phy
sics-ba
sed.	
Semi-d
istribu
ted.	TO
PMODE
L	uses	
a	
distrib
ution	f
unction
	appro
ach.	An
	
index	o
f	hydro
logical
	simila
rity	is	
used	to
	emula
te	a	spa
tially	
distrib
uted	re
sponse
.	The	in
dex	is	
compu
ted	acr
oss	the
	catchm
ent	bas
ed	
on	topo
graphy
	and	so
il	data;
	
formul
ation	o
f	the	in
dex	var
ies	
betwee
n	mode
l	versio
ns.	Poi
nts	wit
h	
the	sam
e	index
	value	
are	tre
ated	as
	a	
respon
se	unit
.	
Used	fo
r	runof
f	simul
ation.	
Beven	
et
	a
l.	(1995
)	descr
ibe	
TOPMO
DEL	as
	more	o
f	a	
collect
ion	of	c
oncept
s	than	
a	
single	
model	
structu
re.	
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2.6.2. Hydrological	model	structure	uncertainty		As	highlighted	above,	there	are	a	large	number	of	hydrological	model	codes,	whose	structures	can	differ	greatly	in	terms	of	how	they	represent	hydrological	processes.	Furthermore,	when	developing	a	model	of	a	particular	catchment	using	a	selected	model	code,	there	will	often	be	alternative	model	structures	that	could	be	adopted	(Butts	et	al.,	2004;	Booij,	2005).	For	example,	in	a	semi-distributed	or	distributed	hydrological	 model,	 there	 is	 no	 definitive	 discretisation	 for	 a	 given	 catchment;	rather,	 the	 division	 of	 the	 catchment	 may	 be	 determined	 by	 a	 combination	 of	subjective	 choices	 made	 by	 the	 modeller	 (and	 the	 software	 employed	 to	 aid	discretisation,	 where	 applicable).	 Similarly,	 there	 may	 be	 a	 range	 of	 numerical	engines	available	for	a	given	model	component,	each	with	their	own	benefits	and	disadvantages	(e.g.	Graham	and	Butts,	2005).	Different	model	codes	and	structures	may	perform	 satisfactorily	 during	 the	 calibration	 and	 validation	 stages	 of	model	development,	 when	 they	 are	 driven	 with	 past	 climate	 data	 and	 their	 simulated	output	 (e.g.	 river	 discharge)	 is	 compared	 with	 observations.	 However,	 during	climate	 change	 scenario	 modelling,	 different	 model	 structures	 may	 respond	differently	to	the	same	climatic	perturbations,	and	the	results	of	several	models	may	be	equally	plausible	(Ludwig	et	al.,	2009).			The	problem	of	there	being	multiple	possible	model	structures	(or	parameter	sets	–	see	 Section	 2.6.5)	 that	 display	 acceptable	 performance	 against	 observations	 has	been	termed	‘equifinality’	(see	for	example	Beven,	1993;	Beven	and	Freer,	2001b;	Beven,	2002).	Beven	(2001;	2002)	emphasises	that	 the	problem	of	equifinality	 is	different	from	that	of	non-identifiability,	which	relates	to	difficulty	in	trying	to	find	an	 ‘optimal’	model	according	 to	 specific	model	performance	criteria.	 Instead,	 the	concept	of	equifinality	signifies	the	recognition	that	there	will	always	be	a	range	of	model	 structures	 that	 could	 simulate	 acceptable	 representations	 of	 available	observations	(Beven,	2002).	This	source	of	uncertainty	is	particularly	significant	as	many	studies	use	only	one	model	code	and	hence	only	one	model	structure.		A	relatively	small	number	of	studies	have	investigated	the	uncertainty	introduced	into	 hydrological	 projections	 under	 climate	 change	 through	 the	 use	 of	 different	model	codes	or	structures.	A	selection	of	these	are	summarised	in	Table	2.3.	
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Re
fe
re
nc
e	
St
ud
y	
ar
ea
	
O
ut
lin
e	
K
ey
	fi
nd
in
gs
	
Wilby	a
nd	
Harris	 (2006)
	
River	 Thame
s,	UK	
(8,600
	km2 )	
	
Assess
ed	mul
tiple	so
urces	o
f	uncer
tainty	i
n	low	f
low	
project
ions.	U
sed	a	M
onte	Ca
rlo	app
roach	a
nd	an	
ensem
ble	of	f
our	GC
Ms,	tw
o	IPCC
	SRES	e
missio
ns	
scenar
ios	(A2
	and	B2
),	two	s
tatistic
al	dow
nscalin
g	
techniq
ues,	tw
o	hydr
ologica
l	mode
l	struct
ures	an
d	
alterna
tive	se
ts	of	hy
drolog
ical	mo
del	par
ameter
s.	
GCM	st
ructure
	found	
to	be	th
e	great
est	sou
rce	of	u
ncertai
nty,	
followe
d	by	do
wnscal
ing	me
thod,	h
ydrolo
gical	m
odel	st
ructure
,	
hydrol
ogical	m
odel	pa
ramete
rs	and	
emissio
ns	scen
ario.	Sy
stemat
ic	
differe
nces	in
	results
	were	f
ound	b
etween
	CATCH
MOD	(a
	water	
balanc
e	mode
l)	and	R
EGMOD
	(a	sim
ple	line
ar	regr
ession	
model)
,	
attribu
ted	to	i
nclusio
n	of	so
il	mois
ture	ac
countin
g	in	CA
TCHMO
D.	
Jiang	e
t	a
l.	
(2007)
	
Dongji
ang	
basin,	S
outh	
China	 (25,32
5	
km2 )	
Compa
red	cha
nges	in
	hydro
logical
	condit
ions	
simula
ted	by	
six	con
ceptua
l	water
	balanc
e	mode
ls	
(Thorn
thwait
e–Math
er,	Vrij
e	Unive
rsitet	B
russel,
	
Xinanji
ang,	Gu
o,	WatB
al	and	
Schaak
e)	und
er	mul
tiple	
hypoth
etical	c
limate	
change
	scenar
ios.	
All	hyd
rologic
al	mod
els	per
formed
	well	u
nder	h
istorica
l	clima
te	
conditi
ons.	Ho
wever,
	under
	climat
e	chan
ge	scen
arios,	t
he	mod
els	
show	c
onside
rable	d
ifferen
ces	in	s
imulat
ed	cha
nges	in
	soil	
moistu
re,	eva
potran
spirati
on	and
	runoff
.	The	n
ature	o
f	these
	
differe
nces	de
pends	
on	the	
variabl
e,	clim
ate	sce
nario	a
nd	sea
son.	
Ludwig
	e
t	
al
.	(2009
)		Am
mer	 waters
hed,	
Germa
ny	
(709	k
m2 )	
Compa
red	the
	use	of
	three	h
ydrolo
gical	m
odels	o
f	
varying
	compl
exity	(P
ROMET
,	a	spat
ially	di
stribut
ed	
model;
	HYDR
OTEL,	
a	semi-
distrib
uted	m
odel	an
d	
HSAMI
	a	lump
ed,	buc
ket-typ
e	conce
ptual	m
odel)	in
	a	
climate
	chang
e	impa
ct	asse
ssment
	for	20
71–210
0.	
Under	
climate
	chang
e,	the	H
SAMI	m
odel	pr
oduced
	runoff
	far	bel
ow	
plausib
le	valu
es	due	
to	larg
e	overe
stimati
on	of	e
vapotr
anspira
tion.	
The	oth
er	two
	model
s	simu
lated	p
lausibl
e	resul
ts	and	
behave
d	
compa
rably.	H
oweve
r,	there
	were	s
ome	im
portan
t	differ
ences	i
n	
the	spa
tial	and
	season
al	patte
rns	of	c
hange.
	
Bae	et	
al
.	
(2011)
	
Chungj
u	
Dam	ba
sin,	
Korea	
(6661	
km2 )	
Emplo
yed	13
	GCMs,
	three	e
missio
ns	scen
arios,	t
hree	
semi-d
istribu
ted	hyd
rologic
al	mod
els	(PR
MS,	SL
URP	
and	SW
AT)	an
d	differ
ent	pot
ential	
evapot
ranspir
ation	(
PET)	c
omput
ation	m
ethods
	
(detail
ed	furt
her	in	
Section
	2.6.6.1
).	
Althou
gh	GCM
	structu
re	was
	found	
to	be	th
e	great
est	sou
rce	of	
uncert
ainty	o
verall,	
month
ly	and	
season
al	runo
ff	chan
ges	we
re	
signific
antly	a
ffected
	by	cho
ice	of	h
ydrolo
gical	m
odel	an
d	PET	
method
.	The	ra
nge	of	
relativ
e	chan
ges	(m
agnitud
e	of	un
certain
ty)	
was	gr
eater	d
uring	t
he	dry	
season
	(low	fl
ows)	th
an	the	
wet	sea
son.	
Crosbi
e	et	
al
.	(2011
)	Th
ree	site
s	
in	Aust
ralia	
with	 contra
sting	
hydro- meteor
ology	
Quanti
fied	the
	relativ
e	uncer
tainty	i
n	grou
ndwate
r	
rechar
ge	proj
ections
	contri
buted	b
y	multi
ple	GCM
s	
(five),	
downs
caling	
method
s	(thre
e)	and	
four	
hydrol
ogical	m
odels:	
WAVES
-G	(phy
sically	
based	
with	dy
namic	
vegeta
tion	re
growth
),	WAV
ES-C	(a
	
simplif
ied	ver
sion	of
	WAVE
S-G),	H
ELP	(m
ulti-lay
ered	
bucket
	model
),	SIMH
YD	(sim
ple	lum
ped	co
nceptu
al).	C
hoice	o
f	GCM	f
ound	t
o	be	th
e	great
est	sou
rce	of	u
ncertai
nty,	wi
th	
a	medi
an	inte
r-GCM
	range	
(betwe
en	the	
max.	an
d	min.	
future	
rechar
ge	proj
ections
)	of	53
%	of	th
e	histo
rical	re
charge
	for	a	g
iven	
downs
caling	
method
	and	hy
drolog
ical	mo
del.	Do
wnscal
ing	me
thod	
had	a	m
edian	r
ange	o
f	44%.	
The	me
dian	in
ter-hyd
rologic
al	mod
el	
range	w
as	24%
;	differ
ences	b
etween
	the	mo
dels	we
re	not	
consist
ent	acr
oss	all	
sites.	
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fe
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e	
St
ud
y	
ar
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O
ut
lin
e	
K
ey
	fi
nd
in
gs
	
Najafi	e
t	a
l.	
(2011)
	
Tualati
n	
River	B
asin,	
USA	(1
847	
km2 )	
Emplo
yed	on
e	semi-
distrib
uted	(P
RMS)	a
nd	thre
e	
lumped
	hydro
logical
	model
s	(Thor
nthwai
te-Mat
her,	
HYMOD
,	SAC-S
MA),	ea
ch	calib
rated	u
sing	di
fferent
	
objecti
ve	func
tions	to
	assess
	param
eter	un
certain
ty.	
These	
were	d
riven	w
ith	clim
ate	sce
narios	
from	e
ight	
GCMs	a
nd	two
	emissi
ons	sce
narios.
	
Uncert
ainties
	in	rive
r	flow	
project
ions	as
sociate
d	with	
choice	
of	
GCM	ar
e	more
	signifi
cant	th
an	thos
e	assoc
iated	w
ith	hyd
rologic
al	
model	
structu
re	and	
param
eterisa
tion.	H
oweve
r,	inter
-
hydrol
ogical	m
odel	di
fferenc
es	wer
e	notab
le	duri
ng	the	
summe
r	
(dry	se
ason).	
Choice
	of	obje
ctive	fu
nction	
also	im
pacted
	the	
magnit
ude	of	
dry	sea
son	run
off	cha
nges.	
Poulin	
et
	
al
.	(2011
)	Ce
izur	riv
er	
basin,	 Quebec
,	
Canada
	
(6954	
km2 )	
Two	cl
imate	s
cenario
s	are	e
mploye
d,	as	w
ell	as	tw
o	
hydrol
ogical	m
odel	co
des:	HS
AMI,	a	
lumped
,	
reservo
ir-base
d	conce
ptual	m
odel	an
d	HYDR
OTEL,	
a	
spatial
ly	distr
ibuted
,	physi
cally-b
ased	m
odel	co
de.		
Multip
le	(68)
	param
eter	se
ts	are	d
evelop
ed	for	e
ach	
model	
code	u
nder	re
cent	pa
st	clim
ate	con
ditions
	and	
employ
ed	und
er	mod
ified	cl
imate	c
onditio
ns.	
The	im
pact	of
	model
	struct
ure	un
certain
ty	upon
	model
	projec
tions	
(of	stre
amflow
s,	grou
ndwate
r	conte
nt	and	
snow	w
ater	eq
uivalen
t)	
is	grea
ter	tha
n	the	e
ffect	of
	param
eter	un
certain
ty.	Diff
erence
s	in	
results
	betwe
en	the	
two	mo
del	cod
es	wer
e	large
r	than	
the	lar
gest	
envelo
pe	(spr
ead	of	
results
)	resul
ting	fro
m	a	sin
gle	mo
del	cod
e	
run	wi
th	68	p
aramet
er	sets
.	Param
eter	un
certain
ty	und
er	mod
ified	
climate
	is	very
	simila
r	to	tha
t	obtain
ed	und
er	rece
nt	past
	climat
e.	
Gosling
	e
t	
al
.	(2011
)	
(Part	o
f	
the	 QUEST
-GSI	
project
)	
Six	QU
EST-
GSI	 catchm
ents,	
includi
ng	
the	Me
kong	
Basin	
Compa
rative	
analysi
s	of	pro
jected	
impact
s	of	clim
ate	
change
	on	rive
r	runof
f	simul
ated	by
	Mac-P
DM.09
	
(GHM,	
for	glo
bal	hyd
rologic
al	mod
el)	and
	six	
catchm
ent-sca
le	hydr
ologica
l	mode
ls	(CHM
s;	each
	of	
a	differ
ent	cat
chmen
t)	for	t
he	con
sistent
	set	of	
QUEST
-GSI	sc
enario
s.	Runo
ff	from
	Mac-P
DM.09
	was	
aggreg
ated	ov
er	the	r
elevan
t	cells	f
or	each
	basin.
	
Differe
nces	in
	projec
ted	cha
nges	in
	mean	
annual
	runoff
	simula
ted	
by	the	
GHM	a
nd	CHM
	for	a	g
iven	GC
M	coul
d	be	su
bstanti
al,	with
	
GHM-C
HM	dif
ference
s	in	hig
h	and	l
ow	mo
nthly	r
unoff	g
enerall
y	
greater
.	Howe
ver,	int
er-hyd
rologic
al	mod
el	unce
rtainty
	was	
relativ
ely	sm
all	com
pared	t
o	GCM-
related
	uncert
ainty;	t
he	rang
e	of	
project
ions	ac
ross	th
e	seven
	GCMs	
(for	a	g
iven	ca
tchmen
t	/	clim
ate	
forcing
)	was	c
onsiste
ntly	gr
eater	t
han	GH
M-CHM
	differe
nces.	
Hagem
ann	
et
	a
l.	 (2013)
	
Global	
land	
surface
	
Three	
GCMs	a
nd	eigh
t	GHMs
	were	u
sed	to	
assess	
the	
uncert
ainty	in
	hydro
logical
	respon
se	to	cl
imate	
change
	at	the	
global	
scale.	A
ll	mode
ls	were
	run	at
	a	
0.5°	sp
atial	re
solutio
n.	Hadd
eland	e
t	a
l.	(2011
)	
previo
usly	fo
und	sig
nifican
t	differ
ences	b
etween
	the	
GHMs	
in	simu
lated	r
unoff	a
nd	eva
potran
spirati
on	
under	
histori
cal	con
ditions
.	
The	re
sults	sh
ow	larg
e	differ
ences	i
n	simu
lated	r
unoff	c
hanges
	
under	
climate
	chang
e	betw
een	the
	differe
nt	GHM
s.	In	so
me	
region
s,	the	s
pread	i
n	proje
cted	ch
anges	r
esultin
g	from
	choice
	of	
GHM	is
	larger
	than	th
e	sprea
d	assoc
iated	w
ith	cho
ice	of	G
CM,	
demon
stratin
g	that	c
hoice	o
f	impac
t	mode
l	can	b
e	a	con
siderab
le	
source
	of	unc
ertaint
y.	Inter
-GHM	d
ifferen
ces	can
	in	part
	be	
attribu
ted	to	d
ifferen
t	mode
l	formu
lations
	of	eva
potran
spirati
on.	
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O
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K
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Velázq
uez	
et
	a
l.	 (2013)
	
Two	ca
tch-
ments:
	
au
	S
au
m
on
,	
Canada
	(738	
km2 );	 Schlehd
or
f,	
Germa
ny	
(640	k
m2 	)	
For	eac
h	catch
ment,	a
n	ense
mble	o
f	four	h
ydrolo
gical	
models
	(with	
varied	
spatial
	and	te
mpora
l	resolu
tions	
and	dif
fering	
levels	o
f	struct
ural	co
mplexi
ty)	wer
e	
employ
ed	to	a
ssess	c
hanges
	in	rive
r	flow	
under	
climate
	chang
e.	Thes
e	were
:	HSAM
I	(conc
eptual,
	
lumped
),	HYDR
OTEL	(
concep
tual,	se
mi-dist
ributed
),	
WASIM
-ETH	(
concep
tual,	fu
lly-dist
ributed
)	and	
PROME
T	(proc
ess-bas
ed,	full
y-distr
ibuted
).	
The	lar
gest	re
lative	d
ifferen
ce	betw
een	hy
drolog
ical	mo
del	
output
s	unde
r	clima
te	chan
ge	was
	seen	in
	chang
es	in	lo
w	flow
s.	
For	exa
mple,	i
n	the	c
ase	of	w
inter	2
-yr	retu
rn	peri
od	7-d
ay	low
	
flow	fo
r	Schle
hd
or
f,	medi
an	cha
nge	va
lues	ra
nged	fr
om	-20
%	to	
+20%,	
with	tw
o	mode
ls	proje
cting	d
ecreas
es	and	
two	mo
dels	
increas
es.	Inte
r-mode
l	differ
ences	w
ere	sta
tistical
ly	sign
ificant	
for	
most	h
ydrolo
gical	in
dicator
s	in	the
	case	o
f	au	Sa
um
on
	(includ
ing	
mean	f
low	an
d	summ
er	low	
flow,	w
hen	low
	flows	
are	mo
st	seve
re).	
Vanste
enki
ste	et	a
l.	
(2014)
	
Grote	N
ete	
catchm
ent,	
Begium
	
(385	k
m2 )	
Five	hy
drolog
ical	mo
dels	wi
th	diffe
rent	sp
atial	
resolut
ions	an
d	proce
ss	desc
ription
s	were
	emplo
yed	
to	asse
ss	chan
ges	in	r
iver	flo
ws	und
er	dry,
	mediu
m	
and	we
t	clima
te	scen
arios.	T
he	mod
els	use
d	were
:	
NAM,	P
DM	an
d	VHM
	(all	lum
ped,	co
nceptu
al),	
WetSp
a	(inter
mediat
e	detai
led)	an
d	MIKE
	SHE	
(spatia
lly	dist
ributed
,	physic
ally-ba
sed).	Im
pact	of
	
model	
calibra
tion	wa
s	asses
sed	usi
ng	man
ual	and
	
automa
tic	cali
bration
	appro
aches	f
or	the	
VHM	m
odel.	
All	five
	model
s	proje
cted	si
milar	t
rends	i
n	peak
	flows	
change
s,	
althoug
h	PDM
	simula
tes	sys
temati
cally	hi
gher	ch
anges	u
nder	w
et	
winter
	scenar
io	cond
itions.	
All	mo
dels	sh
ow	red
uctions
	in	low
	
flows;	
howev
er,	the	
magnit
ude	of	
reduct
ions	va
ries	co
nsidera
bly	
betwee
n	mode
ls.	For	
examp
le,	und
er	the	d
ry	scen
ario,	re
duction
s	
ranged
	from	-
60%	(a
verage
	decrea
se	for	r
eturn	p
eriods	
higher
	
than	1	
year)	t
o	-25%
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Results	from	these	studies	that	are	particularly	worth	drawing	attention	to	include	the	 finding	 that	 inter-hydrological	 model	 uncertainty	 is	 greater	 than	parameterisation	uncertainty	(Wilby	and	Harris,	2006;	Poulin	et	al.,	2011)	and	that	choice	of	hydrological	model	 can	 impact	 the	magnitude	and	seasonal	patterns	of	simulated	 changes	 in	 hydrological	 variables,	 sometimes	 substantially.	 These	variables	include	river	flow	and	surface	runoff	(e.g.	Ludwig	et	al.,	2009;	Gosling	et	
al.,	2011;	Velázquez	et	al.,	2013),	groundwater	recharge	(Crosbie	et	al.,	2011)	and	soil	 moisture	 and	 evapotranspiration	 (Jiang	 et	 al.,	 2007;	 Bae	 et	 al.,	 2011).	 The	majority	 of	 studies	 assessed	 either	 simulated	 changes	 at	 a	 single	 point	 (e.g.	 at	 a	single	 gauging	 station	 in	 the	 case	 of	 river	 flow)	 or	 spatially	 averaged	 or	 lumped	changes,	for	example	in	the	case	of	changes	in	soil	moisture	and	evapotranspiration	(e.g.	Jiang	et	al.,	2007).	However,	Ludwig	et	al.	(2009)	analysed	the	spatial	patterns	of	changes	in	evaporation	and	runoff	and	found	notable	 inter-hydrological	model	differences	in	spatial	patterns	of	summer	water	shortages	and	spring	flood	intensity	under	climate	forcing.		Several	studies	in	Table	2.3	compared	GCM	uncertainty	to	inter-hydrological	model	uncertainty	and	found	GCM	uncertainty	to	be	greater	overall	(e.g.	Wilby	and	Harris,	2006;	Bae	et	al.,	2011;	Crosbie	et	al.,	2011;	Gosling	et	al.,	2011;	Najafi	et	al.,	2011).	However,	it	 is	worth	noting	that	usually	a	greater	number	of	different	GCMs	than	hydrological	models	are	used.	For	example,	Wilby	and	Harris	(2006)	employed	four	GCMs,	whilst	only	two	hydrological	model	codes	were	used.	Similarly,	for	six	study	catchments,	Gosling	et	al.	(2011)	used	climate	projections	from	seven	GCMs,	whilst	the	results	of	a	single	catchment	model	were	compared	to	those	of	the	Mac-PDM.09	GHM.	The	likely	reason	for	this	is	that	GCM	outputs	are	routinely	available,	whereas	hydrological	model	outputs	are	not	and	developing	a	new/alternative	hydrological	model	 can	 be	 a	 considerable	 undertaking.	 It	 is	 possible	 that	 the	 envelope	 of	uncertainty	associated	with	hydrological	model	structure	would	increase	if	further	model	 codes	 were	 included	 in	 such	 inter-hydrological	 model	 comparisons.	 In	support	of	this,	in	an	intercomparison	between	eight	GHMs	using	climate	scenarios	from	 three	 GCMs,	 Hagemann	 et	 al.	 (2013)	 found	 that	 the	 GHMs	 produced	considerably	different	results,	with	 the	spread	 in	 the	projected	changes	 in	runoff	associated	with	the	GHMs	often	comparable	to	that	of	the	GCMs,	and	greater	than	that	of	the	GCMs	for	some	regions.	Overall,	the	studies	outlined	in	Table	2.3	highlight	
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that	 the	 impact	 of	 inter-hydrological	 model	 uncertainty	 can	 be	 notable	 and	therefore	merits	further	investigation,	particularly	considering	that	the	majority	of	hydrological	 climate	 change	 impact	 assessments	 employ	 a	 single	 hydrological	model.		
2.6.3. Opportunity	for	an	inter-hydrological	model	comparison		As	 outlined	 in	 Chapter	 1,	 one	 objective	 of	 this	 study	 is	 to	 undertake	 an	 inter-hydrological	model	 comparison	 between	 the	 climate	 change	 projections	 of	 river	discharge/runoff	 for	 the	 Mekong	 River	 simulated	 by	 the	 pre-existing	 SLURP	catchment	model	of	the	Mekong,	the	Mac-PDM.09	GHM	and	a	MIKE	SHE	model	of	the	Mekong	developed	specifically	for	this	intercomparison.	Section	2.6.3.1	provides	an	overview	of	 the	MIKE	SHE	modelling	 system.	Development	 and	details	 of	 the	MIKE	 SHE	model	 of	 Mekong	 are	 not	 provided	 here,	 however,	 but	 in	 Chapter	 4.	Sections	2.6.3.2	and	2.6.3.3	detail	the	SLURP	and	MacPDM.09	models,	respectively.			As	highlighted	in	Table	2.1,	as	part	of	the	QUEST-GSI	project,	Gosling	et	al.	(2011)	undertook	 an	 inter-hydrological	 model	 uncertainty	 assessment.	 This	 included	 a	comparison	of	the	results	of	Mac-PDM.09	and	SLURP	for	the	Mekong	River	Basin	under	 climate	 change.	 However,	 this	 analysis	 was	 limited	 to	 the	 outlet	 of	 each	catchment,	whilst	several	of	the	hydrological	models,	including	the	SLURP	model	of	the	 Mekong,	 provided	 distributed	 responses	 in	 river	 flow	 from	 major	 sub-catchments.	This	thesis	therefore	extends	this	analysis	for	the	Mekong	through	the	inclusion	 of	 MIKE	 SHE	 in	 the	 intercomparison	 and	 by	 undertaking	 the	intercomparison	at	multiple	locations	throughout	the	Mekong.	This	will	provide	an	indication	 of	 the	 spatial	 variability	 in	 river	 flow	 changes	 and	 inter-hydrological	model	uncertainty	under	climate	change.		
2.6.3.1. MIKE	SHE		The	MIKE	SHE	model	code	was	developed	by	DHI	(formerly	the	Danish	Hydraulic	Institute)	 from	 the	 Système	 Hydrologique	 Europeén	 (SHE),	 which	 was	 created	through	a	joint	venture	between	DHI,	the	UK’s	Institute	of	Hydrology	and	the	French	environmental	 consultancy	 company	 SOGREAH	 (Abbott	 et	 al.,	 1986a,	 b).	 In	 its	
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original	formulation,	MIKE	SHE	could	be	categorised	as	a	deterministic,	physically-based,	distributed,	hydrological	model	code	(Graham	and	Butts,	2005).	However,	following	 extensive	 development	 since	 the	 late	 1980s,	 it	 is	 now	a	 highly	 flexible	modelling	system	with	the	capability	of	representing	processes	at	different	levels	of	spatial	resolution,	and	at	different	 levels	of	complexity	(Graham	and	Butts,	2005;	Refsgaard	et	al.,	2010).			MIKE	SHE	has	a	modular	programme	structure,	with	components	 for	each	of	 the	primary	 processes	 of	 the	 land	 phase	 of	 the	 hydrological	 cycle,	 including	interception/evapotranspiration,	 snow	 melt,	 overland/channel	 flow,	 the	unsaturated	 zone,	 the	 saturated	 zone	 and	 exchange	 between	 aquifers	 and	 rivers	(Storm	and	Refsgaard,	 1996).	 Channel	 flow	 is	 simulated	using	 the	MIKE	11	one-dimensional	hydraulic	model	(Havnø	et	al.,	1995),	with	dynamic	coupling	between	MIKE	SHE	and	MIKE	11.	Figure	2.10	provides	a	conceptual	 representation	of	 the	MIKE	SHE	model	structure,	including	the	processes	that	can	be	represented	by	the	model.	This	schematic	also	shows	the	discretisation	of	a	catchment	horizontally	into	an	 orthogonal	 network	 of	 grid	 squares,	 as	 well	 as	 vertically	 into	 a	 series	 of	horizontal	 layers	 below	 the	 ground	 surface	 when	 using	 a	 distributed	 process	solution	 for	 groundwater	 simulation.	 However,	 it	 is	 also	 possible	 to	 employ	 a	conceptual,	semi-distributed	process	module	for	the	saturated	zone	(as	detailed	in	Section	4.2.5).	Figure	2.11	depicts	the	numerical	engines	available	for	each	module.		As	demonstrated	in	Table	2.4,	the	MIKE	SHE	model	code	has	been	employed	in	a	wide	range	of	environments.	The	small	(<50	km2)	catchments	that	MIKE	SHE	has	been	successfully	applied	to	vary	from	low-lying	wetland	(Thompson	et	al.,	2004;	Thompson	 et	 al.,	 2009;	 House	 et	 al.,	 2015)	 and	 upland	 catchments	 in	 the	 UK	(Thompson,	 2012),	 to	 a	 semi-arid	 shrubland	 catchment	 in	 California,	 USA	(McMichael	 et	 al.,	 2006),	 to	 a	 tropical,	mountainous,	 flashy	 catchment	 in	Hawaii	(Sahoo	 et	 al.,	 2006).	 The	 model	 code	 has	 also	 been	 applied	 to	 areas	 that	 are	hundreds	or	thousands	of	square	kilometres,	 in	climates	ranging	from	temperate	(Henriksen	et	al.,	2003)	to	tropical	monsoonal	(Andersen	et	al.,	2001;	Stisen	et	al.,	2008;	Singh	et	al.,	2010;	Singh	et	al.,	2011).	
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Figure	 2.10.	 Conceptual	 representation	 of	 the	 MIKE	 SHE	 model	 structure.	 Source:	
Graham	and	Butts	(2005).		 													
	
	
	
Figure	2.11.	Schematic	 showing	 the	processes	 in	MIKE	SHE,	 including	 the	available	
numeric	engines	for	each	process.	The	arrows	show	the	exchange	pathways	for	water	
between	the	process	models.	Source:	Graham	and	Butts	(2005).	
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Table	2.4.	Summary	of	a	selection	of	studies	employing	the	MIKE	SHE	model	code.	
Reference	 Study	catchment		 Outline	Andersen	
et	al.	(2001)	 Senegal	Basin,	West	Africa	(375	000	km2)	 Details	the	construction,	calibration	and	validation	of	a	model	of	the	Senegal	that	employs	the	conceptual	linear	reservoir	groundwater	module.		Henriksen	
et	al.	(2003)	 Island	of	Sjælland,	Denmark	(7330	km2)	 Part	of	a	national-scale	modelling	project.	Development	of	multiple	model	versions	is	described,	highlighting	methodological	issues	related	to	model	parameterisation,	establishment	of	performance	criteria,	calibration	and	validation.	Snow	accumulation	and	melt	included	in	the	models.		Thompson	
et	al.	(2004);	Thompson	
et	al.	(2009)	
Elmley	Marshes,	England	(8.7	km2)	 1st	paper:	details	the	development	of	a	model	of	the	lowland	wet	grassland	catchment,	with	calibration	and	validation	against	groundwater	depths	and	ditch-water	levels.	2nd	paper:	The	model	is	used	to	assess	potential	impacts	of	climate	change	on	the	wetland.	Drier	conditions	are	simulated,	with	the	magnitude	of	changes	increasing	with	higher	emissions	scenarios.	Sahoo	et	
al.	(2006)	 Manoa-Palolo	stream	system,	Hawaii	(24.6	km2)	 Successful	application	of	MIKE	SHE	to	a	tropical,	flashy,	mountainous	catchment	on	a	15	min	time	step,	including	model	calibration	and	validation.	Stisen	et	
al.	(2008)	 Senegal	basin,	West	Africa	(350	000	km2)	 A	model	is	developed	employing	precipitation,	PET	and	leaf	area	index	(LAI)	derived	from	remote	sensing	data.	Saturated	zone	represented	using	the	linear	reservoir	method.	Singh	et	al.	(2010)	 Three	sub-catchments	of	Loktak	Lake,	India:	Thoubal	(963	km2)	Iril	(1271	km2)	Nambul	(178	km2)	
Following	development,	the	three	catchment	models	are	driven	with	climate	scenario	data.	Under	2	°C	prescribed	warming,	six	GCMs	suggest	overall	increases	in	river	flow	to	Loktak	Lake,	and	one	GCM	a	decrease.	River	discharges	simulated	by	MIKE	SHE	then	used	as	input	to	a	water	balance	model	to	assess	impacts	on	the	lake’s	water	level	regime.	Singh	et	al.	(2011)	 As	above.	 The	MIKE	SHE	models	and	(non-MIKE	SHE)	water	balance	model	developed	in	Singh	et	al.	(2010)	are	employed	to	assess	the	sustainability	of	operation	options	for	the	barrage	which	impounds	the	lake.		Sultana	&	Coulibaly	(2011)	 Spencer	Creek,	Canada	(291	km2)	 Snow	storage,	ET	and	streamflow	at	multiple	sites	are	generally	well	captured	by	the	model	over	the	calibration	and	validation	periods.	Model	then	used	for	climate	impact	assessment	using	a	single	GCM.	Thompson	(2012)	 Three	sub-catchments	of	Loch	Dee,	SW	Scotland	(10.3	km2)	
Separate	models	of	the	three	upland	sub-catchments	are	calibrated	and	validated	against	observed	discharge.	These	are	then	driven	with	climate	data	for	various	GHG	scenarios.	Most	scenarios	result	in	increased	winter	flows	and	reduced	summer	flows.	Wijesekara	
et	al.	(2012)	 Elbow	River	Watershed,	Canada	(1238	km2)	 Following	development,	the	model	is	used	to	assess	the	potential	impacts	of	land-use	change	scenarios	on	hydrological	processes	in	the	catchment.		 	
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To	the	knowledge	of	this	author,	prior	to	its	application	to	the	Mekong,	the	largest	basin	 to	 which	 the	MIKE	 SHE	model	 code	 had	 been	 applied	 was	 the	 350,000	 –	375,000	km2	 transboundary	 Senegal	River	basin	 in	West	Africa	 (Andersen	 et	 al.,	2001;	Stisen	et	al.,	2008).	Table	2.4	also	demonstrates	that	MIKE	SHE	has	been	used	for	many	different	applications,	including	methodological	studies	exploring	issues	related	 to	 the	 construction,	 parameterisation,	 calibration	 and	 validation	 of	distributed	hydrological	models,	as	well	as	climate	and	land	cover	change	scenario	impact	assessments.		
2.6.3.2. SLURP		The	 SLURP	 (Semi-distributed	 Land	 Use-based	 Runoff	 Processes)	 hydrological	model	code	was	developed	by	Kite	(1995,	see	also	Kite,	2007).	It	is	a	deterministic,	conceptual,	 semi-distributed	 model	 in	 which	 the	 basin	 is	 divided	 into	topographically-based	 sub-basins.	 These	 sub-basins	 are	 known	 as	 aggregated	simulation	areas	(ASAs)	since	each	one	is	further	divided	into	different	land	cover	types.	Similar	to	HRUs	in	the	SWAT	hydrological	model,	each	land	cover	type	within	each	sub-basin	acts	as	a	sub-unit	and	is	represented	by	four	nonlinear	reservoirs	representing	 canopy	 storage,	 snow	 storage,	 interflow	 (fast	 storage)	 and	groundwater	 flow	 (slow	 storage)	 (Figure	 2.12).	 The	 model	 is	 driven	 with	 daily	climate	data	and	simulates	the	vertical	water	balance	for	each	sub-basin/land	cover	element.	 At	 each	 time	 step,	 changes	 in	 storage	 are	 simulated	 and	 the	 outputs	generated	 include	evapotranspiration,	 surface	 runoff,	 interflow	and	groundwater	discharge.	Runoff	from	each	element	is	first	routed	to	the	river	and	then	down	to	the	sub-basin	 outlet.	 Flows	 from	 each	 sub-basin	 are	 then	 routed	 downstream	 to	consecutive	sub-basin	outlets	until	they	reach	the	outlet	of	the	basin.	SLURP	is	also	capable	 of	 simulating	 the	 effects	 of	 dams,	 reservoirs	 and	 water	extractions/diversions.		SLURP	has	been	applied	to	a	variety	of	catchments	that	vary	greatly	in	terms	of	both	size	 and	 climate.	These	 range	 from	small	 catchments	 less	 than	1	km2	 in	Canada,	including	a	subarctic,	subalpine	hillslope	catchment	(Leenders	and	Woo,	2002)	and	a	 prairie	 wetland	 (Su	 et	 al.,	 2000),	 through	 catchments	 hundreds	 of			
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Figure	 2.12.	 Conceptual	 representation	 of	 the	 structure	 of	 the	 SLURP	 hydrological	
model.	The	vertical	water	balance	 shown	 is	 calculated	 for	each	sub-unit	within	 the	
SLURP	model.	Source:	Kite	(2000).		square	 kilometres	 in,	 for	 example,	 Germany	 (Breuer	 et	 al.,	 2009)	 and	 Turkey	(Apaydin	et	al.,	2006).	Major	river	basins	it	has	been	applied	to	include	that	of	the	Mekong	River	(area	modelled:	550	000	km2;	Kite,	2000,	2001;	Kingston	et	al.,	2011),	which	 flows	 through	 high	 altitude,	 sub-tropical	 and	 tropical	 climate	 zones;	 the	Canadian	 Liard	River	 (275	 000	 km2;	 van	 der	 Linden	 and	Woo,	 2003a,	 b),	which	traverses	Arctic	 and	 subarctic	 climatic	 zones	and	 is	 a	 tributary	of	 the	Mackenzie	River;	and	the	Mackenzie	River	(1.6	×	106	km2;	Kite	et	al.,	1994).		Development	of	the	original	SLURP	model	of	the	Mekong	is	detailed	by	Kite	(2000,	2001).	The	model	was	driven	with	daily	meteorological	data	from	the	US	National	Climate	 Data	 Centre	 (NCDC)	 global	 surface	 summary	 of	 the	 day	 (GSOD)	 and	 a	simulation	 period	 of	 1994–1998	 was	 employed.	 This	 model	 was	 subsequently	adapted	 by	 Kingston	 et	 al.	 (2011)	 as	 part	 of	 the	 QUEST-GSI	 project.	 To	 ensure	consistency	with	other	modelling	studies	contributing	to	the	project,	climate	inputs	to	 the	 model	 were	 derived	 from	 gridded	 datasets	 and	 model	 calibration	 and	validation	 were	 undertaken	 using	 the	 periods	 1961–1990	 and	 1991–1998,	
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respectively.	These	data	are	described	in	detail	in	Sections	3.5.1–3.5.3	as	they	are	also	employed	within	the	models	developed	as	part	of	the	current	study.		
2.6.3.3. Mac-PDM.09		Mac-PDM.09	(‘Mac’	for	‘macro-scale’	and	PDM	for	‘probability	distributed	moisture	model’)	 is	 a	GHM	 that	 simulates	 river	 runoff	 across	 the	 global	 land	 surface	 on	 a	gridded	basis,	at	a	spatial	resolution	of	0.5°	×	0.5°	(Gosling	et	al.,	2010;	Gosling	and	Arnell,	2011).	The	first	version	was	developed	by	Arnell	(1999),	whilst	the	revised	version,	denoted	Mac-PDM.09,	was	presented	in	Gosling	and	Arnell	(2011).		Division	of	the	global	land	surface	into	a	0.5°	×	0.5°	grid	results	in	there	being	65,000	cells.	Mac-PDM.09	calculates	the	water	balance	for	each	cell	on	a	daily	basis.	The	model	 does	 not	 include	 river	 routing.	 For	 catchment-scale	 analyses,	 river	 runoff	from	 relevant	 cells	 is	 therefore	 aggregated.	 Required	 input	 data	 include	precipitation,	temperature,	net	radiation	or	cloud	cover	and	wind	speed.	The	model	can	be	provided	with	either	daily	or	monthly	data.	 In	the	case	of	the	latter,	some	variables	are	disaggregated	to	a	daily	time	step,	and	the	number	of	wet	days	(daily	precipitation	greater	than	0.1	mm)	in	a	month	is	an	additional	required	input.	The	model	parameters	employed	within	Mac-PDM.09	were	based	upon	spatial	datasets	of	soil	texture	and	vegetation.	Although	basin-specific	(catchment-scale)	calibration	of	parameter	values	was	not	undertaken,	parameter	values	were	‘tuned’	in	order	to	improve	model	performance	(Arnell,	1999;	Gosling	and	Arnell,	2011).	This	involved	a	parameter	sensitivity	analysis	and	comparison	of	simulated	and	observed	long-term	annual	runoff	and	inter-annual	runoff	patterns	at	multiple	sites.	Validation	of	Mac-PDM.09	 simulated	 runoff	 against	 observed	 runoff	 was	 undertaken	 for	 50	catchments	 (Gosling	and	Arnell,	2011).	For	 the	majority	of	 catchments,	observed	annual	runoff	was	reasonably	well	represented	by	the	model	(Figure	2.13),	although	Mac-PDM.09	 displays	 a	 tendency	 towards	 overestimating	 annual	 runoff	 in	 dry	catchments.	This	 is	a	common	 issue	 in	GHMs	and	may	be	due	 to	omission	of	 the	following	 from	Mac-PDM.09:	 i)	 transmission	 losses	 along	 rivers,	 ii)	 evaporation	from	wetlands	and	depressions	and	iii)	phreatophyte	evapotranspiration	(Gosling	and	Arnell,	2011).		
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Figure	2.13.	Observed	(dark)	and	Mac-PDM.09	simulated	(light)	runoff	regimes	for	40	
representative	 catchments	 (out	 of	 50).	 The	 observed	 (Obs)	 and	 simulated	 (Sim)	
average	annual	runoff	(mm)	is	shown	for	each.	Source:	Gosling	and	Arnell	(2011).			
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The	monthly	 runoff	 regimes	were	 also	 generally	well	 simulated	by	Mac-PDM.09,	with	both	the	magnitude	and	timing	of	monthly	runoff	very	close	to	that	observed	for	 some	 sub-catchments.	 However,	 for	 the	 largest	 catchments,	 including	 the	Amazon	(4,640,300	km2),	Volga	(1,360,000	km2),	and	Ob	(2,949,998	km2),	whilst	the	magnitude	of	simulated	runoff	matches	the	observed	very	well,	the	timing	can	be	off,	with	the	simulated	runoff	peak	leading	the	observed	peak	by	one	month.	This	is	attributed	by	Gosling	and	Arnell	(2011)	to	the	lack	of	river	routing	between	grid	cells	 within	 the	 model,	 which	 means	 that	 runoff	 generated	 by	 all	 the	 cells	 in	 a	catchment	 is	 accumulated	 at	 each	 time	 step.	 The	 delay	 between	 peak	 upstream	runoff	generation	and	peak	downstream	river	runoff	is	therefore	not	represented.	The	omission	of	river	routing	 is	not	uncommon	in	GHMs,	however.	Furthermore,	Mac-PDM.09	 has	 been	 shown	 to	 perform	 as	 well	 as	 other	 GHMs	 in	 a	 model	intercomparison	study	(Haddeland	et	al.,	2011).		
2.6.4. Input	data	uncertainty		It	is	often	remarked	that	a	hydrological	model	is	only	as	good	as	the	input	data	used	to	create	it	(Verma,	1982;	Ngigi	et	al.,	2007).	This	alludes	to	the	issue	of	input	data	uncertainty,	which	arises	due	to	the	inevitable	imperfectness	of	the	input	data	used	to	 construct	 and	 drive	 a	 hydrological	model	 (Liu	 and	Gupta,	 2007;	Matott	 et	 al.,	2009).	 This	 includes	 the	 observed	 climate	 data	 with	 which	 the	model	 is	 driven	during	calibration	and	baseline	simulations	and	 the	observed	data	(such	as	river	discharge	or	groundwater	 levels)	against	which	a	model	 is	calibrated.	Errors	can	derive	from	the	imperfect	measurement	of	variables	(instrument	and	observational	errors)	(Liu	and	Gupta,	2007;	McMillan	et	al.,	2011).	Representativeness	issues	also	arise	due	to	scale	differences	between	the	variable	measured	(e.g.	point	rain	gauge	measurement	 of	 precipitation)	 and	 the	 spatial	 or	 temporal	 extent	 to	 which	 the	variable	 is	 applied	 within	 the	 model;	 the	 spatial/temporal	 sampling	 may	 be	inadequate,	unrepresentative,	or	even	biased	(Liu	and	Gupta,	2007;	Villarini	et	al.,	2008;	 McMillan	 et	 al.,	 2011).	 Errors	 or	 poor	 representativeness,	 and	 hence	uncertainty,	 can	 be	 introduced	 through	 the	 generation	 of	 data,	 such	 as	meteorological	inputs,	at	a	higher	temporal	or	spatial	resolution	using	stochastic	or	deterministic	 interpolation	 techniques	 (Mileham	 et	 al.,	 2008).	 Similarly,	 the	generation	of	input	data	at	a	lower	spatial	resolution	also	introduces	uncertainty.	
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Examples	include	the	up-scaling	of	gridded	digital	elevation	model	(DEM)	data	to	a	lower	spatial	resolution	(Vázquez	and	Feyen,	2007),	or	area	averaging	of	variables	for	 input	 to	a	 lumped	or	semi-distributed	hydrological	model	(Ajami	et	al.,	2004;	Patil	et	al.,	2014).		Furthermore,	 in	 many	 cases	 there	 may	 be	 alternative	 datasets	 available	 to	 a	modeller	for	the	same	input	variable.	For	example,	several	models	(e.g.	El-Sadek	et	
al.	(2011),	Lauri	et	al.	(2014),	and	the	QUEST-GSI	project	models	–	Table	2.1)	have	used	gridded	meteorological	datasets,	of	which	there	are	a	number	of	examples	such	as	 CRU	 (Mitchell	 and	 Jones,	 2005)	 and	 UDel	 (Willmott	 and	 Matsuura,	 2000).	Although	these	are	both	derived	from	station	records,	the	use	of	different	numbers	and	distributions	of	stations	(which	may	also	change	over	time;	Thompson	et	al.,	2016)	 can	 mean	 that	 over	 the	 same	 area	 there	 are	 differences	 between	 such	datasets,	with	implications	for	their	use	in	hydrological	models.			For	example,	Kingston	et	al.	(2011)	and	Hughes	et	al.	(2011)	found	that	adequate	baseline	hydrological	model	performance	(of	the	SLURP	model	of	the	Mekong	and	Pitman	model	 of	 the	Okavango	Basin,	 respectively)	 could	not	be	 achieved	whilst	using	CRU	rainfall	data,	suggesting	that	the	data	may	be	poorly	representative	for	these	regions.	For	the	Okavango,	extreme	rainfall	in	1967	and	deficient	rainfall	in	other	 years	 could	be	detected	 through	 identification	of	 years	with	 excessive	 and	deficient	simulated	flows	compared	to	observations,	and	comparison	of	the	gridded	precipitation	 with	 station-based	 records.	 For	 both	 basins,	 improved	 model	performance	was	achieved	by	instead	using	UDel	precipitation.	This	demonstrates	that,	whilst	 the	 imperfectness	of	 input	data	 is	 inevitable,	 some	 input	data	can	be	more	erroneous	than	others.	In	many	cases,	however,	determining	which	dataset	is	most	representative	of	a	basin,	and	hence	the	best	to	use,	may	be	difficult	or	even	impossible	 (El-Sadek	 et	 al.,	 2011).	 For	 the	 specific	 case	of	precipitation	data,	 the	availability	of	alternative	datasets	is	discussed	further	in	Section	2.6.6.3.		Input	data	uncertainty	 leads	 to	uncertainty	 in	 the	 results	of	hydrological	 climate	change	 impact	 assessments,	 since	 different	 results	 might	 be	 obtained	 during	scenario	modelling	 if	a	model	employed	alternative	 input	data	during	calibration	and	 baseline	 simulation.	 Input	 data	 uncertainty	 is	 highly	 related	 to	 model	
	82	
parameterisation,	 since	 the	 input	 data	 employed	 can	 impact	 optimized	 model	parameter	values.	Model	parameterisation	and	uncertainty	are	therefore	discussed	in	 the	next	section	(2.6.5),	before	 three	specific	 sources	of	uncertainty	related	 to	meteorological	inputs	are	introduced	in	Section	2.6.6.		
2.6.5. Parameter	acquisition	and	uncertainty		A	 further	 source	 of	 uncertainty	 in	 hydrological	 modelling	 relates	 to	 model	parameterisation.	 In	 conceptual	 hydrological	 models,	 the	 majority	 of	 model	parameters	 are	 usually	 (though	 not	 always)	 conceptual	 in	 nature	 (e.g.	 time	constants	that	control	flow	between	different	storage	reservoirs).	This	means	that,	rather	than	being	based	upon	physical	properties	within	a	catchment	that	could	in	principle	be	established	in	the	field,	they	relate	to	aggregated	hydrological	processes	that	are	not	explicitly	represented	within	the	model	(Madsen,	2003;	Wagener	et	al.,	2003).	 Such	 parameters	 cannot,	 for	 obvious	 reasons,	 be	 obtained	 from	 field	measurements.	 Instead,	 parameter	 values	 are	 determined	 through	 model	calibration,	 with	 model	 parameters	 being	 adjusted	 in	 order	 to	 improve	 the	 fit	between	 simulated	 and	 observed	 phenomena,	 such	 as	 river	 discharge	 (Klemeš,	1986;	Duan	 et	al.,	 1992;	Gupta	 et	al.,	 1998).	The	variable(s)	 to	be	 calibrated	will	depend	upon	the	intended	use	of	the	model	and	the	availability	of	observations.		Model	 calibration	 may	 be	 undertaken	 manually,	 in	 which	 case	 the	 modeller	iteratively	 adjusts	 model	 parameters,	 re-runs	 the	 model	 and	 assesses	 model	performance,	in	a	form	of	trial-and-error	process	(Anderson	and	Woessner,	1992;	Madsen	 and	 Jacobsen,	 2001).	 As	 stated	 in	 Section	 1.2,	 both	 qualitative	 and	quantitative	techniques	can	be	employed	to	evaluate	model	performance	in	terms	of	the	closeness	of	simulated	model	behavior	to	observations	(Feyen	et	al.,	2000;	Grayson	and	Blöschl,	2000;	Krause	et	al.,	2005).	Qualitative	techniques	involve	the	visual,	 and	 therefore	 subjective,	 comparison	 of	 graphical	 plots	 representing	observed	and	simulated	values	of	a	hydrological	variable,	 such	as	river	 flow	(e.g.	Masood	 et	 al.,	 2015),	wetland/lake	water	 levels	 (e.g.	 Su	 et	 al.,	 2000;	 Singh	 et	 al.,	2010)	or	groundwater	levels	(e.g.	Thompson	et	al.,	2004;	Jackson	et	al.,	2011).	The	plots	may,	for	example,	depict	daily,	monthly,	or	mean	monthly	data,	or	in	the	case	of	 river	 flow,	 percentage	 exceedance	 /	 flow	 duration	 curves	 (i.e.	 showing	 the	
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percentage	of	time	that	a	given	flow	is	equaled	or	exceeded).	Flow	duration	curves	illustrate	how	well	a	model	reproduces	the	observed	distribution	frequency	of	flows	of	a	given	magnitude	(Moriasi	et	al.,	2007;	Xu	et	al.,	2011).			Quantitative	 methods	 of	 model	 evaluation	 use	 statistical	 measures,	 which,	according	to	Moriasi	et	al.	(2007),	generally	fall	within	one	of	three	major	categories.	These	are	as	follows:	i)	standard	regression	statistics,	which	evaluate	the	strength	of	the	linear	relationship	between	observed	and	simulated	data,	ii)	dimensionless	techniques	 that	 provide	 a	 relative	measure	 of	model	 performance	 and	 iii)	 error	indices	 that	 quantify	 the	 deviation	 of	 simulated	 values	 from	 those	 observed,	 in	either	the	units	of	the	data	of	interest	(Moriasi	et	al.,	2007),	or	as	a	percentage.	Table	2.5	provides	an	example	of	each	type	of	statistical	measure.	The	Pearson	correlation	coefficient	 (r)	 is	 a	 regression-based	 technique,	 the	 Nash-Sutcliffe	 Efficiency	coefficient	 (NSE)	 is	 a	 dimensionless	 statistic	 and	 Dv	 (for	 deviation)	 represents	percentage	deviation	of	the	simulated	mean	from	the	observed	mean.	Performance	ratings	(i.e.	threshold	values)	for	different	statistical	measures	may	be	employed	to	categorise	model	performance	 (e.g.	 as	poor,	 good	or	 very	good;	Henriksen	 et	 al.,	2003;	Moriasi	et	al.,	2007;	Henriksen	et	al.,	2008).		As	 an	 alternative	 to	 manual	 calibration,	 autocalibration	 (automatic	 calibration)	involves	 the	 use	 of	 a	 numerical	 optimisation	 routine.	 In	 this	 case,	 the	 search	algorithm	iteratively	adjusts	parameters	(within	bounds	set	by	the	modeller)	and	seeks	 to	 optimise	 model	 performance	 assessed	 against	 observed	 data	 using	statistical	 measures	 (objective	 functions)	 (Duan	 et	 al.,	 1992;	 Duan	 et	 al.,	 1993;	Madsen	and	Jacobsen,	2001;	Madsen,	2003).			In	physically-based,	distributed	hydrological	models,	model	parameters	should,	in	theory,	 have	 direct	 physical	 meaning,	 and	 it	 should	 therefore	 be	 possible	 to	determine	parameter	values	from	field	measurements,	therefore	negating	the	need	for	model	calibration	(Beven,	1996;	Madsen,	2003;	Silberstein,	2006).	In	practice,	however,	the	parameters	of	physically-based	models	are	often	not	gained	directly	from	 field	data	 from	 the	 catchment	 being	 studied,	 and	 the	models	 do	 frequently	require	 calibration	 (Beven,	 1996;	Madsen,	 2003;	 Silberstein,	 2006).	 There	 are	 a		 	
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Table	2.5.	Example	statistics	used	to	evaluate	model	performance	during	calibration	
and	validation.	
Statistic	 Calculation	Dv	(adapted	from	Henriksen	et	
al.,	2003)	 𝐷𝑣 = 100	 𝑄( − 𝑄*𝑄* 	 , (%)	Dv	(denoted	FBal	by	Henriksen	et	al.	(2003))	indicates	the	ability	of	the	model	to	simulate	the	average	conditions	for	a	particular	variable	(e.g.	river	discharge)	and	is	a	measure	of	the	percentage	deviation	of	the	simulated	mean	from	the	observed	mean	over	the	period	simulated	(Henriksen	et	al.,	2003).	The	closer	to	0	this	value	is,	the	better	the	model	performance	according	to	this	statistic.	A	positive	value	indicates	over-estimation	of	the	mean,	whilst	a	negative	value	indicates	under-estimation	of	the	mean.	Nash-Sutcliffe	Efficiency	(NSE)		(Nash	and	Sutcliffe,	1970)				
𝑁𝑆𝐸 = ( 𝑄*,2 − 	𝑄* 34256 − 𝑄(,2 − 	𝑄*,2 3)
4
256 		 𝑄*,2 − 	𝑄* 34256 	NSE	indicates	the	ability	of	the	model	to	simulate	the	variation	in	the	observed	values	(Henriksen	et	al.,	2003).	NSE	can	range	between	1,	representing	a	perfect	fit	between	observed	and	simulated	data	and	-	¥.	An	NSE	of	0	signifies	that	the	model	is	no	better	a	predictor	than	the	mean	of	the	observed	time	series,	whilst	a	value	below	0	indicates	that	the	mean	of	the	observed	time	series	would	have	been	a	better	predictor	(Krause	et	
al.,	2005).	Pearson	product	moment	correlation	coefficient	(r)	 𝑟 = ( 𝑄*,2 − 𝑄*4256 (𝑄(,2 − 𝑄()3		
											 (𝑄*,2 − 𝑄*)34256 (𝑄(,2 − 𝑄()3
4
256 	
r	is	a	measure	of	the	linear	relationship	between	observed	and	simulated	values	(Moriasi	et	al.,	2007).	r	can	vary	between	-1	and	1.	An	r	of	-1	indicates	a	perfect	negative	linear	relationship,	0	indicates	no	linear	relationship	and	1	indicates	a	perfect	positive	linear	relationship.	Values	closer	to	1	are	therefore	desirable.	However,	as	r	is	a	measure	of	co-variance	between	observed	and	simulated	values,	high	r	values	can	still	be	produced	if	observed	discharge	is	systematically	over	or	under	predicted	by	the	model	(Legates	and	McCabe,	1999).	where		Qo,i		is	observed	value	(e.g.	discharge)	for	time	step	i	(e.g.	one	day	or	one	month)		Qs,i		is	simulated	value	for	time	step	i	Qo			is	mean	observed	value	over	the	period	of	evaluation.	Qs			is	mean	simulated	value	over	the	period	of	evaluation.	n		is	the	number	of	data	points	evaluated	(e.g.	number	of	days/months	in	the	simulated/observed	period)		
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number	of	reasons	for	this.	Firstly,	field	measurements	of	parameters	may	not	exist.	Undertaking	a	 field	campaign	 for	model	parameterisation	 is	 likely	 to	be	costly	 in	terms	of	both	time	and	money,	and	so	is	often	impractical,	particularly	in	very	large	catchments	 (Andersen	 et	 al.,	 2001;	Mulligan	 and	Wainwright,	 2004;	 Stisen	 et	 al.,	2008).	Where	measurements	do	exist,	there	will	likely	be	a	discrepancy	between	the	measurement	scale	(which	is	generally	smaller)	and	model	element	scale	(Beven,	1993;	 Blöschl	 and	 Sivapalan,	 1995).	 Furthermore,	 as	 parameters	 are	 in	 fact	lumped/homogenized	at	the	grid	scale,	they	cannot	reflect	the	spatial	heterogeneity	found	 in	 reality	 (Beven,	 1989).	 The	 problems	 related	 to	 parameterisation	 of	 a	distributed	model	are	eloquently	summarised	by	Rosso	(1994:	18–19):			 ‘In	principle,	spatially	distributed	models	can	accept	experimental	data	at	each	grid	 element	 or	 calculation	 node.	 In	 practice,	 because	 of	 heterogeneity	 of	parameter	values,	differences	between	measurement	 scales	and	model	grid	scales,	and	experimental	constraints,	the	specification	of	parameter	values	is	very	difficult.’		In	order	to	reduce	the	number	of	different	parameters	within	a	distributed	model,	it	 is	 common	 practice	 to	 employ	 spatial	 patterns	 of	 classifiable	 catchment	characteristics,	 such	 as	 soil	 types	 and	 land	 use	 /	 vegetation	 cover,	 to	 distribute	parameter	values	(Refsgaard,	1997;	Grayson	and	Blöschl,	2000).	For	example,	soil	class	 maps	 are	 commonly	 employed	 to	 distribute	 soil	 hydraulic	 properties	(parameters),	with	a	single	parameter	value	being	applied	to	each	class	for	a	given	parameter	type	(such	as	saturated	hydraulic	conductivity).			Representative	parameter	values	for	different	parameter	classes	may	be	based	upon	field	data	or	remotely	sensed	data	(e.g.	Kite,	2000;	Andersen	et	al.,	2002a)	from	the	study	site.	Alternatively,	parameter	values,	such	as	those	for	specific	soil	types	or	vegetation	types,	are	commonly	based	upon	values	from	the	literature	(i.e.	studies	of	field	or	laboratory	measurements).	This	approach	has,	for	example,	been	taken	in	many	studies	that	have	employed	the	MIKE	SHE	model	code,	for	sites	ranging	from	an	8.7	km2	area	of	lowland	wet	grassland	in	the	North	Kent	marshes,	UK	(Thompson	
et	 al.,	 2004;	 Thompson	 et	 al.,	 2009),	 through	 sub-catchments	 of	 Loktak	 Lake	 in	Northeast	India	ranging	in	size	from	178	km2	to	1278	km2	(Singh	et	al.,	2010;	Singh	
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et	al.,	2011),	to	the	350,000	km2	Senegal	River	Basin	(Andersen	et	al.,	2001;	Stisen	
et	 al.,	 2008).	 Literature-based	 parameter	 values	 may	 sometimes	 be	 subject	 to	calibration	within	 realistic	 bounds	 (again,	 based	 upon	 the	 literature),	 or	may	 be	fixed,	since	it	is	widely	accepted	that	reducing	the	number	of	free	parameters	(those	which	are	subject	to	calibration)	is	good	modelling	practice	in	order	to	prevent	over-parameterisation	(e.g.	Refsgaard,	1997;	Grayson	and	Blöschl,	2000;	Andersen	et	al.,	2001;	 Henriksen	 et	 al.,	 2003;	 Henriksen	 et	 al.,	 2008;	 Stisen	 et	 al.,	 2008).	 Over-parameterisation	refers	to	a	situation	where	too	many	parameters	of	a	model	were	subject	 to	 calibration;	 although	 the	 fit	 between	 observed	 and	 simulated	 system	behaviour	may	be	very	good	over	the	calibration	period,	performance	will	likely	be	significantly	reduced	when	the	model	is	run	for	a	period	for	which	it	has	not	been	calibrated	(Beven,	1996;	Refsgaard,	1997).		Model	 parameterisation	 is	 a	 key	 source	 of	 uncertainty	 in	 hydrological	modelling	(e.g.	Beven	and	Binley,	1992;	Wagener	et	al.,	2003;	Liu	and	Gupta,	2007),	as	well	as	for	 environmental	 modelling	 in	 general	 (e.g.	 Dubus	 et	 al.,	 2003;	 Quinton,	 2004;	Refsgaard	 et	 al.,	 2006;	 Ascough	 et	 al.,	 2008;	 Matott	 et	 al.,	 2009).	 Similar	 to	equifinality	 of	 model	 structures,	 equifinality	 of	 model	 parameters	 also	 occurs;	different	 parameter	 values	 (parameter	 sets)	 can	 perform	 similarly	 well	 during	model	 calibration/validation	 according	 to	 particular	 statistical	 criteria	 (Beven,	1993;	 Rochester,	 2010).	 However,	 during	 scenario	 modelling,	 the	 alternative	models	 (with	 alternative	 parameter	 sets)	 may	 give	 varied	 but	 equally	 plausible	results.	It	is	worth	noting	that	parameterisation	uncertainty	is	still	a	potential	issue	for	parameters	that	have	not	been	subject	to	calibration,	since	the	values	employed	will	not	be	definitive,	 regardless	of	whether	 these	are	based	on	site-specific	 field	data	or	the	 literature.	 If	obtained	from	alternative	datasets	or	 literature,	or	 if	 the	parameter	was	varied	during	model	calibration	alongside	other	parameters,	then	it	is	quite	likely	that	a	different	value	would	be	employed,	with	the	potential	for	the	scenario	results	obtained	to	be	impacted.		In	 general,	 however,	 parameterisation	 uncertainty	 has	 been	 found	 to	 be	 low	 in	comparison	to	other	sources	of	uncertainty	in	hydrological	climate	change	impact	assessments.	For	example,	Poulin	et	al.	(2011)	(see	Table	2.3)	found	the	impact	of	hydrological	model	parameterisation	on	model	outputs	under	climate	change	to	be	
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less	important	than	inter-hydrological	model	uncertainty.	Wilby	and	Harris	(2006)	found	model	 parameterisation	 to	 be	 less	 important	 than	GCM,	 downscaling,	 and	inter-hydrological	model	related	uncertainty,	but	more	significant	than	emissions	scenario	uncertainty.	Dobler	et	al.	(2012)	quantified	the	uncertainty	in	projections	for	the	Lech	watershed	(~1000	km2),	Austria,	resulting	from	the	use	of	three	GCMs,	three	 RCMs,	 three	 bias-correction	 techniques	 for	 the	 RCM	 outputs	 and	 a	 single	hydrological	model	 code	with	 20	 parameter	 sets.	 Hydrological	model	 parameter	uncertainty	was	found	to	be	the	least	important	and	had	little	impact	on	projections	of	mean	annual	runoff	and	a	relatively	small	impact	on	changes	in	monthly	runoff	compared	to	other	sources	of	uncertainty.			
2.6.6. Uncertainty	associated	with	meteorological	inputs		Sections	2.6.6.1–2.6.6.3	discuss	three	specific	sources	of	uncertainty	associated	with	meteorological	inputs	to	a	hydrological	model,	namely	PET	estimation	uncertainty,	the	spatial	distribution	of	meteorological	inputs	to	a	hydrological	model	and	input	precipitation	uncertainty.	All	three	sources	are	relevant	to	hydrological	modelling	in	 general,	 since	 they	 have	 the	 potential	 to	 influence	 model	 calibration	 /	parameterisation.	They	are	therefore	discussed	in	relation	to	the	wider	hydrological	modelling	 literature,	 as	 well	 as	 in	 the	 specific	 context	 of	 climate	 change	 impact	assessments.		
2.6.6.1. PET	estimation	uncertainty		One	potentially	significant	source	of	uncertainty	in	hydrological	projections	under	climate	change	 that	has	been	relatively	overlooked	 in	uncertainty	assessments	 is	that	 associated	 with	 the	 method	 used	 in	 order	 to	 estimate	 potential	evapotranspiration	 (PET).	 Evapotranspiration	 is	 a	 key	 component	 of	 the	hydrological	 cycle	 and	 therefore	 a	 major	 factor	 in	 catchment	 water-balance	equations	 (Oudin	 et	 al.,	 2005b).	 Within	 many	 hydrological	 models,	 the	 rate	 of	‘actual’	evapotranspiration	(AET)	is	calculated	based	on	time-series	of	PET	data	and	the	amount	of	water	available	for	evaporation	from	the	soil	or	land	surface	(Kay	and	Davies,	 2008).	 PET	 is	 a	 conceptual	 variable	 that	 represents	 the	 amount	 of	evapotranspiration	that	would	occur	if	water	availability	was	not	a	limiting	factor	
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(Kingston	 et	 al.,	 2009).	 It	 is	 usually	 calculated	 empirically	 using	 measurable	meteorological	variables	such	as	temperature	(see	below),	although	in	some	cases	it	is	based	on	measurements	of	AET.	In	some	hydrological	models,	such	as	SLURP	(Kite,	2007)	and	Mac-PDM.09	(Gosling	and	Arnell,	2011),	PET	must	be	calculated	internally.	In	such	cases,	either	a	single	or	multiple	calculation	schemes	may	be	built	into	the	model	code.	 In	other	models,	such	as	MIKE	SHE,	PET	must	be	calculated	externally	and	then	applied	as	an	input	to	the	model.	During	the	scenario	simulation	stage	of	climate	change	impact	assessments,	PET	is	calculated	using	meteorological	variables	generated	by	a	GCM.		There	are,	however,	more	than	50	different	methods	for	calculating	PET	(Lu	et	al.,	2005).	 These	 methods	 employ	 different	 meteorological	 variables	 and	 different	empirical	functions,	sometimes	as	a	result	of	being	developed	for	specific	regions,	and	 so	 the	 PET	 time-series	 generated	 can	 vary	 considerably	 (Lu	 et	 al.,	 2005;	Kingston	et	al.,	2009).	For	some	methods,	temperature	is	the	only	meteorological	variable	required,	whilst	other	formulae	incorporate	additional	variables,	such	as	net	solar	radiation	or	cloud	cover,	relative	humidity	and	wind	speed	(Oudin	et	al.,	2005a).	 Table	 2.6	 provides	 a	 summary	 of	 six	widely	 used	PET	methods	 that	 are	employed	 in	 this	 thesis.	A	distinction	 is	 sometimes	made	between	 the	 term	PET,	which	has	been	criticised	for	ambiguities	in	its	definition,	particularly	the	reference	evaporation	 surface,	 and	 reference	 crop	 evapotranspiration	 or	 reference	evapotranspiration	(ETO)	(Allen	et	al.,	1998).	ETO	is	the	potential	evapotranspiration	rate	 from	a	strictly	defined	hypothetical	grass	reference	crop	(Allen	 et	al.,	1998).	However,	 for	 the	 purposes	 of	 the	 following	discussions,	 the	 term	PET	 is	 used	 to	encompass	both	reference	and	non-reference	evapotranspiration.		When	developing	a	hydrological	model,	PET	method	selection	may	be	influenced	by	a	 number	 of	 factors.	 Where	 a	 hydrological	 model	 calculates	 PET	 internally,	 the	method	will	 depend	 upon	 those	 incorporated	within	 the	model	 code	 (Bae	 et	 al.,	2011).	Data	availability	may	also	exert	an	important	influence	since	different	PET	methods	 require	 different	 meteorological	 variables.	 This	 may	 have	 important	implications	for	climate	change	assessments	since	less	confidence	is	placed	in	GCM		 	
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Table	2.6.	PET	methods	employed	in	this	thesis	and	their	required	inputs.	
PET	method	 Inputs	 Calculation	for	PET	in	mm/day*	Blaney–Criddle	(1950)	(BC),	as	expressed	by	Brouwer	and	Heibloem	(1986)	 Temperature,	day	length	(latitude	based)	 𝐵𝐶	𝑃𝐸𝑇 = 𝑝(0.46	×	𝑇 + 8)	Hamon	(1963)	(HM),	as	expressed	by	Lu	et	al.	(2005)	 Temperature,	day	length	 𝐻𝑀	𝑃𝐸𝑇 = 0.1651	×	𝐷𝑙	×	𝑒(	×	𝐾	where	K	(calibration	coefficient)	=	1.2	Hargreaves–Samani	(1982)	(HS),	as	expressed	by	Oudin	
et	al.	(2005a)	 Temperature,	extraterrestrial	radiation	 𝐻𝑆	𝑃𝐸𝑇 =	0.0023KLM 𝑇NOP − 𝑇N24 6 3(𝑇 + 17.8)	Linacre	(1977)	(LN),	as	expressed	by	Dent	et	al.	(1988).	See	Kite	(2007).	 Temperature,	day	length	 𝐿𝑁	𝑃𝐸𝑇= 	𝐷𝑙. 700	𝑇S 100 − 𝐿 + 𝑢	×	𝑇U2VV	80 − 𝑇 	Penman	(1948)	(PN),	as	expressed	by	Shuttleworth	(1993)	 Temperature,	wind,	vapour	pressure,	net	radiation	
𝑃𝑁	𝑃𝐸𝑇= 	∆𝐴Y + Υ[6.43 1 + 0.536	𝑈N 𝑒U] 𝜆∆ + 𝜆 	Priestley–Taylor	(1972)	(PT),	as	expressed	by	Lu	et	
al.	(2005)	 Temperature,	net	radiation	 𝑃𝑇	𝑃𝐸𝑇 = 	𝛼(∆ (∆ + 𝛾))(𝑅4 − 𝐺)𝜆 	where	𝛼	(calibration	constant)	=	1.26		
*Notation	and	units	∆	is	the	slope	of	the	saturation	vapour	pressure	curve	(in	kPa	°Cd6)	at	air	temperature	T	𝜆	(= 2.501 − 0.002361. 𝑇)	is	the	latent	heat	of	vaporisation	of	water	(in	MJ	kgd6)	𝛾	is	the	psychometric	constant	(	=	0.0016286	P/𝜆,	in	kPa),	where	P	is	the	atmospheric	pressure	(in	kPa)	
L	is	the	latitude	(degrees)	
A		́is	the	measured	or	estimated	energy	available	for	evaporation	from	the	free	water	surface	expressed	as	an	evaporated	water	equivalent	(in	mm	day–1)	(= 0.408	𝑅𝑛)	
Rn	is	net	radiation	(in	MJ	md3	dayd6).	
Dl	is	the	daylight	hours	according	to	latitude	divided	by	12	𝑒U 	is	the	vapour	pressure	deficit	(in	kPa)	at	2	m,	i.e.	the	difference	between	the	mean	saturation	vapour	pressure	(based	upon	mean	daily	maximum	and	minimum	air	temperature)	and	actual	vapour	pressure	
p	is	the	mean	daily	percentage	of	annual	daytime	hours	according	to	latitude	𝑅n 	is	extraterrestrial	radiation	(MJ	md3	dayd6)	according	to	latitude	𝑒(	(=	216.7	×	ESAT	/	(T	+	273.3))	is	the	saturated	vapour	density	(g/m3)	at	T,	where	ESAT	(=	6.108	×	EXP	(17.26939	×	T	/	(T	+	237.3)))	is	the	saturated	vapour	pressure	(mb)	at	T;	
T	is	the	mean	air	temperature	(°C)	for	the	period	for	which	average	daily	PET	is	being	calculated.	This	could,	for	example,	be	the	mean	for	a	single	day	or	for	a	month.	𝑇S = 	𝑇 + 0.0006	ℎ,	where	h	is	the	elevation	(m)	𝑢	is	a	wind	factor	for	the	Linacre	equation	(often	defaulted	to	15)	𝑇U2VV 	is	the	difference	between	air	and	dewpoint	temperatures	approximated	by:						𝑇U2VV = 0.0023	ℎ + 0.37	𝑇 + 0.53	𝑇p + 0.35	𝑇Sq − 10.9;	where	𝑇p 	is	 the	mean	daily	or	monthly	range	in	temperature	and	𝑇Sqis	the	difference	between	the	mean	temperatures	of	the	hottest	and	coldest	months	of	the	year.	𝑇NOP 	is	the	mean	daily	maximum	temperature	(°C)	𝑇N24	is	the	mean	daily	minimum	temperature	(°C)	𝑈N	is	the	wind	speed	at	2	m	above	soil	surface	(in	m	sd6)	
G	is	the	heat	flux	density	to	the	ground	(in	MJ	md3	dayd6)	
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simulations	of	some	variables	such	as	cloud	cover	and	vapour	pressure	compared	to	others,	most	notably	temperature	(Randall	et	al.,	2007).	Similarly,	other	variables,	such	 as	 wind	 speed	 and	 net	 radiation,	 are	 typically	 less	 reliable	 in	 the	 gridded	datasets	 often	 used	 for	 baseline	 simulations	 (e.g.	 Haddeland	 et	 al.,	 2011)	 due	 to	measurement	difficulties	and	the	relatively	limited	number	of	observations	(New	et	
al.,	1999).	Although	many	 large-scale	 (global)	hydrological	models	use	either	 the	Penman–Monteith	or	Priestley–Taylor	methods,	these	decisions	are	often	based	on	the	theoretically	more	realistic	nature	of	these	methods	as	opposed	to	a	large-scale	validation	of	their	output	(although	Sperna	Weiland	et	al.,	2012	is	an	exception).		Several	studies	have	demonstrated	the	sensitivity	of	hydrological	models	to	choice	of	PET	method	in	a	non-scenario	modelling	context.	For	example,	Vörösmarty	et	al.	(1998)	 compared	 the	 use	 of	 11	 different	 PET	methods	 in	 the	 global-scale	water	balance	model	(WBM)	applied	to	the	USA.	Model	parameters	were	assigned	a	priori	and	recalibration	of	the	model	was	not	undertaken	for	the	different	PET	methods.	Across	 the	 USA,	 use	 of	 the	 different	methods	 produced	 differences	 in	 simulated	annual	 evaporation,	 and	 hence	 annual	 runoff,	 of	 between	 0–400	 mm.	 Similarly,	Gosling	 and	 Arnell	 (2011)	 applied	 two	 well	 known	 and	 commonly	 used	 PET	methods	 (Penman-Monteith	 and	 Priestley-Taylor)	 to	 the	 Mac-PDM.09	 GHM.	Simulated	 runoff	 was	 sensitive	 to	 choice	 of	 PET	 method,	 with	 differences	 in	simulated	annual	runoff	of	up	to	60%	occurring	for	the	USA.			Andréassian	et	al.	(2004)	make	an	insightful	distinction	between	static	and	dynamic	model	 input-related	 sensitivity	 studies.	 Studies	 that	 take	 a	 static	 sensitivity	approach	undertake	 a	 single	model	 calibration	 and	hence	model	 parameters	 are	optimized	 for	 a	 single	 set	 of	 model	 input	 time	 series.	 The	 sensitivity	 of	 model	outputs	to	choice	of	input	data,	such	as	PET,	is	then	assessed	by	comparing	model	outputs	 produced	 using	 alternative	 input	 datasets,	 without	 further	 model	calibration.	 In	 dynamic	 sensitivity	 studies,	 separate	 model	 calibrations	 are	performed	for	the	alternative	input	data,	and	the	sensitivity	of	both	model	outputs	and	 parameters	 are	 analysed.	With	 static	 sensitivity	 studies,	 there	 is	 an	 implicit	assumption	that	the	calibration	parameter	values	are	the	‘true’	catchment-specific	parameter	 values;	 with	 dynamic	 sensitivity	 studies,	 there	 is	 explicit	acknowledgement	 that	 the	 calibrated	 parameter	 values	 are	 dependent	 upon	 the	
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climatic	 input	data	(Andréassian	et	al.,	2004).	The	PET	sensitivity	assessments	of	Vörösmarty	 et	 al.	 (1998)	 and	Gosling	 and	Arnell	 (2011)	 therefore	 employed	 the	static	sensitivity	approach.		In	an	example	of	a	dynamic	sensitivity	study,	Vázquez	and	Feyen	(2003)	developed	three	models	of	the	586	km2	Gete	catchment	in	Belgium	using	the	MIKE	SHE	model	code,	each	initially	differing	only	in	the	method	used	to	generate	the	input	PET	time	series.	Each	model	was	then	calibrated	separately	but	using	an	identical	procedure.	Three	 Penman-type	 PET	 methods	 were	 employed.	 One	 method	 produced	consistently	higher	PET	estimates	than	the	other	two	methods,	as	demonstrated	in	Figure	2.14.	PET	method	was	found	to	impact	both	the	calibrated	parameter	values	and	model	performance.	As	might	be	expected,	the	parameters	related	to	the	model	water	balance,	such	as	vegetation	properties	that	impact	evapotranspiration	rates	(e.g.	 leaf	 area	 index,	 which	 impacts	 interception	 storage)	 were	 generally	 more	significantly	dependent	upon	the	PET	method	employed	than	parameters	related	to	water	 routing,	 such	 as	 horizontal	 and	 vertical	 conductivity.	 Variation	 in	 model	performance	 for	 stream	 flow	 following	calibration	was	notable.	For	example,	 the	Nash-Sutcliffe	coefficient	of	efficiency	(where	a	value	of	0	indicates	that	the	mean	of	observations	 is	 as	 good	 a	 predictor	 as	 the	model	 and	 1	 indicates	 that	 there	 is	 a		
		
Figure	 2.14.	 Mean	 PET	 (grass	 reference	 evapotranspiration)	 estimates	 for	 two	
meteorological	 stations	 compared	 to	 the	 station-based	 (RMIB)	 90%	 confidence	
intervals,	for	the	period	1967–1995.	Source:	Vázquez	and	Feyen	(2003).		 	
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perfect	match	between	simulated	and	observed	values)	for	streamflow	for	a	seven	year	period	 varied	between	0.60	 and	0.75.	Andréassian	 et	 al.	 (2004)	 also	 report	sensitivity	 of	 model	 calibration	 parameters	 to	 PET	 inputs.	 A	 sample	 of	 62	watersheds	 in	 the	 Massiff	 Central	 highland	 of	 France	 was	 used.	 Rather	 than	employing	alternative	empirical	PET	methods,	this	study	compared	the	use	of	PET	data	 generated	 using	 average	 regional	 estimates,	 data	 from	 the	 closest	meteorological	station	to	a	given	watershed,	or	regionalisation	to	provide	improved	PET	estimates.	Andréassian	et	al.	(2004)	demonstrated	that,	through	adjustment	of	model	parameters,	the	calibration	process	was	able	to	compensate	for	differences	(and	therefore	also	potentially	error)	in	PET	input	values,	resulting	in	similar	model	performances	despite	the	use	of	differing	PET	data.		Fewer	 studies	 have	 investigated	 the	 sensitivity	 of	 hydrological	 climate	 change	impact	results	to	the	use	of	different	PET	methods.	In	a	study	that	did	not	involve	hydrological	 modelling,	 Kingston	 et	 al.	 (2009)	 investigated	 a	 scenario	 of	 2°C	increase	 in	 global	 mean	 temperature	 (relative	 to	 a	 1961–1990	 baseline).	 They	reported	large	differences	(over	100%)	in	PET	climate	change	signals	(scenario	PET	minus	baseline	PET)	on	a	global	basis	produced	using	six	different	PET	methods	commonly	 used	 within	 hydrological	 models	 (Figure	 2.15).	 Using	 a	precipitation/PET	aridity	 index,	 it	was	 found	 that	 for	 some	 regions,	namely	East	Africa	 and	 Southeast	 Asia,	 choice	 of	 PET	 method	 could	 influence	 the	 projected	direction	of	change	in	water	availability.	Furthermore,	PET-related	uncertainty	was	sometimes	 of	 a	 similar	 magnitude	 or,	 in	 some	 cases,	 greater	 than	 GCM-related	uncertainty.		The	 analyses	 undertaken	 by	 Kingston	 et	 al.	 (2009)	 indicate	 that	 PET	 method	selection	could	be	a	notable	source	of	uncertainty	in	hydrological	model	projections	under	climate	change,	a	particularly	important	finding	considering	that	the	majority	of	 modelling	 studies	 employ	 a	 single	 PET	 method.	 There	 are,	 however,	 some	exceptions.	Kay	and	Davies	(2008)	investigated	the	impact	of	uncertainty	in	changes	in	PET	on	the	changes	in	river	discharge	under	climate	change	simulated	for	three	catchments	 in	 the	 UK,	 using	 climate	 scenario	 data	 from	 five	 GCMs	 and	multiple	RCMs.	The	three	hydrological	models	were	calibrated	and	validated	using	PET	data	derived	 using	 a	 single	 PET	 method.	 Monthly	 percentage	 changes	 between		
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Figure	2.15.	Latitudinally	averaged	annual	PET	for	(a)	1961–1990	baseline	and	(b–f)	
2°C	 climate	 change	 signal	 (scenario	minus	 baseline	 for	 each	method),	 grouped	 by	
GCMs	 (CCCMA,	 HadCM3,	 IPSL,	 MPI	 and	 NCAR).	 PET	 methods:	 Ham,	 Hamon;	 Har,	
Hargreaves;	PM,	Penman-Monteith;	PT,	Priestley-Taylor;	BC,	Blaney-Criddle;	and	JH,	
Jensen-Haise.	Source:	Kingston	et	al.	(2009).	
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baseline	and	scenario	PET	for	each	of	the	climate	models	were	then	calculated	using	two	 different	 PET	 methods:	 Penman-Monteith	 PET	 and	 temperature-based	 PET	(using	a	formula	from	Oudin	et	al.,	2005a),	and	these	changes	were	applied	to	the	baseline	PET.	This	is	known	as	the	delta-change	approach	of	downscaling	and	was	also	used	to	perturb	baseline	precipitation.	The	two	PET	methods	produced	very	different	changes	in	PET	(Figure	2.16),	with	implications	for	modelled	changes	in	flows	under	climate	change	for	the	three	example	catchments.	Results	showed	that	the	 method	 used	 to	 define	 changes	 in	 PET	 could	 influence	 the	 magnitude	 and	sometimes	 even	 the	 direction	 of	 changes	 in	 low,	 medium	 and	 high	 flows,	 as	exemplified	in	Figure	2.17	for	the	GCM	scenarios.	However,	the	uncertainty	due	to	PET	formulation	was	less	than	that	due	to	GCM	and	RCM	structure	uncertainty.		Bae	 et	 al.	 (2011)	 used	 three	 alternative	 semi-distributed	 catchment	models	 and	different	 PET	methods	 to	 simulate	 climate	 change	 scenarios	 for	 a	medium	 sized	catchment	(c.	7000	km2)	in	central	South	Korea.	Hamon	and	Jensen-Haise	PET	were	employed	in	the	PRMS	model,	Penman-Monteith,	Priestley-Taylor	and	Hargreaves	PET	 in	SWAT,	and	Penman-Monteith,	Granger	and	Spittle-House	Black	 in	SLURP.	Results	showed	that	the	different	PET	methods	impacted	runoff	changes,	with	the	magnitude	 of	 PET-related	 differences	 varying	 between	 hydrological	 models	 and	season.	The	parameters	of	each	of	the	hydrological	models	were	optimized	using	a	single	internal	PET	method,	and	then	different	internal	PET	methods	were	applied	without	further	optimization.		In	an	assessment	of	the	potential	impacts	of	climate	change	on	the	Elmley	Marshes,	UK,	Thompson	et	al.	(2009)	explored	the	impact	of	using	two	different	approaches	for	deriving	scenario	PET:	one	that	assumed	changes	in	temperature	only,	and	one	that	incorporated	perturbed	temperature,	radiation	and	wind	speed	data.	Scenario	water	tables	and	ditch	water	levels	were	consistently	lower	when	using	the	PET	data	calculated	using	perturbed	 temperature,	 radiation	and	wind	 speed.	Although	 the	alternative	scenario	PET	time	series	were	calculated	using	the	same	PET	method	(Penman-Monteith),	 this	 finding	 highlights	 that	 the	 incorporation	 of	 different	meteorological	 variables	 in	 different	 PET	 methods	 could	 have	 important	implications	for	climate	change	impact	assessments.	
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Figure	2.16.	Plots	comparing	the	potential	changes	(from	the	1970s	to	the	2080s)	in	
Penman–Monteith	and	temperature-based	(T-based)	monthly	mean	PET	(PE)	derived	
from	five	GCMs	(respectively,	 filled	 triangles/dashed	 line	and	open	triangles/dotted	
line),	over	regions	covering	North	and	South	Britain.	The	final	plot	in	each	group	of	six	
for	the	two	regions	compares	percentage	changes	in	Penman–Monteith	and	T-based	
mean	annual	PET	(respectively,	hatched	and	open	bars)	for	each	GCM.	Source:	Kay	and	
Davies	(2008).		The	studies	outlined	above	indicate	that	PET	formulation	may	be	an	important	and	yet	 understudied	 source	 of	 uncertainty	 in	 climate	 change	 impact	 assessments.	Furthermore,	 these	 studies	 all	 used	 a	 static	 sensitivity	 approach.	 Consequently,	whilst	 non-scenario	modelling	 studies	 have	 demonstrated	 that	 PET	method	 can	impact	model	parameterisation	when	PET-specific	calibration	is	adopted	(Vázquez	and	Feyen,	2003;	Andréassian	et	al.,	2004),	very	few	climate	change	impact	studies	investigating	 PET-related	 uncertainty	 have	 explored	 the	 implications	 of	undertaking	a	separate	model	calibration	for	each	PET	method.		
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Figure	2.17.	Bar	charts	showing	modelled	annual	and	seasonal	percentage	changes	in	
low	(Q95),	median	(Q50)	and	high	(Q5)	flows	for	two	example	catchments,	for	each	
GCM	(left-to-right	bar	order:	HadCM3;	ECHAM4;	CSIRO;	CCSR;	CGCM2).	The	solid	bars	
indicate	the	results	when	the	changes	in	Penman–Monteith	PET	are	applied,	whilst	the	
outlined	bars	 indicate	 the	 results	when	 the	 changes	 in	 temperature-based	PET	are	
applied	instead.	Source:	Kay	and	Davies	(2008).		 	
Catchment 42012 Catchment 96001 
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A	notable	exception	is	a	study	by	Remesan	and	Holman	(2015),	which	is	discussed	in	 Section	 2.6.6.3	 rather	 than	 here	 since	 it	 also	 explored	 uncertainty	 related	 to	choice	of	baseline	precipitation	input	data.		
2.6.6.2. Spatial	distribution	of	meteorological	inputs		As	well	 as	 there	being	 alternative	data	 sources	 for	 a	 given	meteorological	 input,	additional	 uncertainty	 may	 be	 associated	 with	 the	 meteorological	 input	 spatial	distribution	employed	within	the	hydrological	model	(Mileham	et	al.,	2008;	Vaze	et	
al.,	 2011;	 Patil	 et	 al.,	 2014).	 For	 a	 given	 catchment,	 provided	 that	 sufficient	hydrometeorological	data	are	available,	a	model	could	be	developed	that	employs	a	lumped,	 semi-distributed	 or	 gridded	 meteorological	 input	 spatial	 distribution,	potentially	using	the	same	original	data	source.	For	example,	weighted	averaging	of	point-based	observational	data	from	multiple	weather	stations	could	be	undertaken	to	provide	input	to	a	lumped	or	semi-distributed	model,	whilst	the	same	data	could	also	be	interpolated	to	provide	gridded	inputs.			As	 an	 alternative	 to	 the	 direct	 use	 of	 station-based	 records,	 pre-gridded	 global	datasets	such	as	CRU	(Mitchell	and	Jones,	2005)	and	UDel	(Legates	and	Willmott,	1990)	are	freely	available	and	can	be	easily	sampled	for	specific	regions	of	interest.	Such	datasets	are	particularly	useful	in	cases	where	station	records	may	be	difficult	to	 obtain	 (Thompson	 et	 al.,	 2016).	 Pre-gridded	 data	 could	 be	 directly	 input	 to	 a	gridded	hydrological	model,	or	it	could	be	re-interpolated	onto	an	alternative	grid,	spatially	 averaged	 to	 provide	 a	 single	 input	 time	 series	 for	 a	 lumped	model,	 or	spatially	averaged	to	generate	multiple	input	time	series	for	a	model	with	a	semi-distributed	meteorological	input	spatial	distribution	(see	for	example	Ajami	et	al.,	2004;	Kingston	et	al.,	2011).	The	meteorological	input	spatial	distribution	employed	could	potentially	influence	climate	change	scenario	results	through	a	combination	of	 influencing	 i)	model	 parameters	 resulting	 from	 calibration	 and	 ii)	 the	 spatial	pattern	of	changes	 in	meteorological	 inputs.	This	source	of	uncertainty	relates	to	both	 input	 data	 representativeness	 issues	 and	 uncertainty	 associated	 with	hydrological	model	structure.		
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Previous	research	has	demonstrated	that	the	spatial	distribution	of	meteorological	inputs	 within	 a	 hydrological	 model	 can	 impact	 simulated	 outputs	 and	 model	parameterisation	and	calibration.	For	example,	Mileham	et	al.	(2008)	investigated	the	impact	of	the	spatial	distribution	of	precipitation	on	the	parameterisation	and	calibration	of	a	soil-moisture	balance	model	(SMBM)	of	the	2098	km2	River	Mitano	catchment	 in	Uganda.	 The	 SWMB	model	was	 first	 calibrated	 using	 station-based	precipitation	 data	 distributed	 using	 Thiessen	 polygons.	 Gridded	 precipitation,	produced	through	interpolation	of	the	point-based	station	data,	was	then	applied	to	the	 model.	 It	 was	 found	 that	 the	 subsequent	 discrepancy	 in	 model	 output	necessitated	recalibration,	with	substantial	adjustment	to	model	parameterisation	being	required.		To	 assess	 the	 impact	 upon	 simulated	 streamflow	 of	 using	 spatially	 uniform	(lumped)	 or	 distributed	meteorological	 inputs,	 Patil	 et	 al.	 (2014)	 compared	 the	application	 of	 lumped	 and	 semi-distributed	 versions	 of	 the	 Exponential	 Bucket	Hydrologic	Model	 (EXP-HYDRO)	 to	41	meso-scale	 (500–5000	km2)	catchments	 in	Northwest	USA.	Separate	calibrations	were	undertaken	for	each	model	version,	with	spatially	uniform	parameter	values	being	applied	in	each	case.	Results	showed	that	the	 distributed	 model	 performed	 better	 in	 38	 catchments.	 In	 particular,	 model	performance	was	 superior	 in	 catchments	with	 either	 low	 homogeneity	 (i.e.	 high	heterogeneity)	 of	 moisture	 distribution	 (meaning	 that	 spatial	 variability	 of	precipitation	was	important),	or	high	spatial	variability	of	precipitation	phase	(i.e.	rain	vs.	snow,	meaning	that	spatial	variability	of	temperature	was	important).		Although	 many	 studies	 have	 investigated	 the	 impact	 of	 spatial	 variability	 of	meteorological	inputs,	most	commonly	precipitation	(Mileham	et	al.,	2008;	Vaze	et	
al.,	2011;	Zhao	et	al.,	2011),	to	a	hydrological	model	under	non-scenario	conditions,	there	is	a	paucity	of	such	investigations	for	climate	change	impact	assessments.		 	
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2.6.6.3. Input	precipitation	uncertainty		Precipitation	 is	both	a	key	 input	and	major	source	of	uncertainty	 in	hydrological	modelling.	 Uncertainties	 in	 rainfall	 input	 data	 based	 upon	 point	 rain	 gauge	 data	derive	 partly	 from	 measurement	 errors,	 which	 are	 widely	 acknowledged.	 For	example,	 errors	 may	 be	 introduced	 due	 to	 evaporation	 from	 the	 rain	 gauge	 or	reduced	 catch	 due	 to	 wind	 effects	 (Rodda,	 1967;	 Legates	 and	 Willmott,	 1990;	Sevruk,	1996;	Sevruk	et	al.,	2009).			Uncertainties	 also	 arise	 through	 representativeness	 issues	 related	 to	 i)	 the	adequacy	(in	terms	of	number	and	location	of	gauges)	of	the	rain	gauge	network	to	capture	the	spatial	variability	in	rainfall	over	a	catchment,	and	ii)	the	methods	and	assumptions	used	to	convert	point	data	into	areal	precipitation	estimates	for	input	to	a	hydrological	model,	for	example	through	the	use	of	spatial	averaging	to	provide	sub-catchment	average	data	or	interpolation	to	provide	gridded	data	(Mileham	et	
al.,	2008;	McMillan	et	al.,	2011).			The	 derivation	 of	 areal	 precipitation	 is	 often	 particularly	 problematic	 in	mountainous	 regions	 (Frei	 and	 Schär,	 1998;	 Frei	 et	 al.,	 2003;	 Immerzeel	 et	 al.,	2012b;	 Duethmann	 et	 al.,	 2013).	 Orography	 influences	 the	 spatial	 pattern	 and	amount	 of	 precipitation	 through	 a	wide	 variety	 of	 processes	 (Roe,	 2005;	Houze,	2012).	Generally,	these	processes	lead	to	an	increase	in	precipitation	with	elevation,	especially	on	windward	slopes,	with	leeward	slopes	typically	being	drier	due	to	the	rain-shadow	effect	(Legates	and	Willmott,	1990;	Duethmann	et	al.,	2013).	Average	precipitation	 rates	 therefore	 show	 greater	 spatial	 variability	 in	 mountainous	regions	compared	to	flatter	regions	(Legates	and	Willmott,	1990).	 	Consequently,	the	spatial	density	of	rain	gauges	should	ideally	be	higher	in	mountainous	areas	in	order	 to	 capture	 this	 variability,	 as	 recommended	 by	 the	World	 Meteorological	Organization	(WMO,	2008).	For	example,	for	non-recording	rain	gauges,	a	density	of	 250	 km2	 per	 station	 is	 recommended,	 compared	 to	 575	 km2	 per	 station	 on	interior	 plains	 and	 900	 km2	 per	 station	 in	 coastal	 regions	 (WMO,	 2008).	Unfortunately,	 a	high	density	of	 rain	 gauges	 in	mountainous	 regions	 is	 often	not	achieved	(Yu	et	al.,	2011;	Immerzeel	et	al.,	2012b).			
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Furthermore,	rain	gauge	networks	(and	meteorological	station	networks	in	general)	in	mountainous	regions	often	display	a	bias	towards	having	stations	sited	at	lower	elevations	(i.e.	valley	bottoms)	due	to	the	logistical	difficulties	of	operating	stations	at	higher	altitudes,	which	can	lead	to	systematic	underestimation	of	precipitation	(e.g.	Frei	and	Schär,	1998;	Frei	et	al.,	2003).	In	some	hydrological	modelling	studies,	a	precipitation	lapse	rate	(elevation-based	correction	factor)	is	applied	in	order	to	address	a	perceived	deficiency	in	rain	gauge	precipitation	data	(e.g.	Immerzeel	et	al.,	2012b;	Wijesekara	et	al.,	2014).			As	 an	 alternative	 to	 areal	 precipitation	 estimates	 based	 upon	 rain	 gauge	 data,	remotely	 sensed	 rainfall	 derived	 from	 radar	 or	 satellite-based	 data	 may	 be	employed	 as	 input	 to	 a	 hydrological	 model.	 Such	 datasets	 may	 be	 particularly	valuable	in	regions	with	limited	station-based	records	(e.g.	Andersen	et	al.,	2002a;	Su	et	al.,	2008;	Lauri	et	al.,	2014).	However,	these	datasets	are	inherently	uncertain;	errors	 arise	 from	 temporal	 and	 spatial	 sampling	 errors	 and	 uncertainty	 in	 the	methods	for	estimating	rainfall	based	on	the	remotely	sensed	data	(Winchell	et	al.,	1998;	Villarini	et	al.,	2008).		As	highlighted	above,	when	developing	a	hydrological	model,	there	may	be	different	precipitation	datasets	available,	such	as	point-	/	station-based	rain	gauge	data	or	alternative	 gridded	 datasets	 derived	 from	 interpolation	 of	 station-based	 data,	remotely	 sensed	 rainfall	 data,	 or	 the	 merging	 of	 observational	 datasets	 (and	sometimes	climate	model	output)	to	form	reanalysis	datasets	(see	for	example	El-Sadek	et	al.,	2011;	Lauri	et	al.,	2014	for	studies	comparing	alternative	precipitation	datasets	in	specfic	basins).	Previous	studies	have	found	that	recalibration	of	a	model	is	often	required	after	switching	from	one	meteorological	dataset	to	another.	For	example,	 the	 SLURP	 model	 of	 the	 Mekong	 developed	 by	 Kite	 (2000)	 required	recalibration	after	switching	from	sub-catchment	averaged	climate	inputs	derived	from	station	data	for	a	simulation	period	of	1994–1998,	to	sub-catchment	averaged	data	 derived	 from	 gridded	 data	 (Kingston	 et	 al.,	 2011).	 Similarly,	 Hughes	 et	 al.	(2011)	found	that	a	pre-existing	Pitman	hydrological	model	of	the	Okavango	Basin	required	recalibration	when	switching	from	station-based	sub-catchment	averaged	precipitation	to	sub-catchment	averaged	precipitation	derived	from	gridded	data.	In	 another	 example,	 Xue	 et	 al.	 (2013)	 found	 that	 recalibration	 of	 a	 hydrological	
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model	 of	 the	 Wangchu	 Basin	 of	 Bhutan	 specifically	 for	 satellite	 precipitation	products	 provided	 significant	 improvements	 in	model	 performance	 compared	 to	forcing	 the	 rain	 gauge-calibrated	 model	 with	 the	 satellite	 products	 without	recalibration.			Other	 studies	have	also	 reported	 improvements	 in	model	performance	 following	precipitation-specific	calibration	(e.g.	Stisen	and	Sandholt,	2010;	Jiang	et	al.,	2012).	Similarly,	 in	 a	 study	 exploring	 the	 impact	 of	 rain	 gauge	 sampling	 upon	 model	performance	and	parameterisation,	Andréassian	et	al.	(2004)	showed	that	through	calibration	of	parameters,	catchment	models	are	able	to	cope	with	rainfall	data	of	varying	 quality.	 These	 studies	 demonstrate	 that	 use	 of	 alternative	 precipitation	datasets	 to	 drive	 a	 hydrological	 model	 can	 impact	 simulated	 runoff	 and	 model	calibration.	However,	it	is	difficult	to	find	studies	that	compare	hydrological	model	projections	 under	 climate	 change	 simulated	 after	 using	 alternative	 precipitation	datasets	for	model	calibration/baseline	simulation	(and	hence	also	for	perturbing	to	generate	scenario	precipitation	data),	but	keeping	all	other	model	components	and	inputs	the	same.		A	notable	exception	is	a	study	by	Remesan	and	Holman	(2015)	that	explored	how	use	of	two	different	baseline	precipitation	datasets	(TRMM	and	APHRODITE)	and	three	 different	 reference	 evapotranspiration	 (ETo)	 methods	 (FAO	 Penman–Monteith,	 Hargreaves-Samani	 and	 Priestley-Taylor)	 impacted	 the	 baseline	hydrological	 model	 calibration/parameterisation	 and	 uncertainty	 in	 simulated	climate	change	impacts.	The	hydrological	model	used	was	HySim	and	the	study	area	was	the	north	western	Himalayan	Beas	river	catchment.	Six	models	were	developed	using	different	combinations	of	the	baseline	input	datasets.	A	key	finding	was	that	model	 calibration	 compensated	 for	 uncertainties	 in	 input	 data,	 enabling	 similar	calibration	performance	for	the	alternative	models.	However,	there	were	significant	differences	between	the	six	models	in	simulated	changes	in	mean,	high	and	low	river	flows	 under	 scenario	 climate	 conditions.	 The	 level	 of	 inter-hydrological	 model	uncertainty	tended	to	be	higher	under	scenario	climate	conditions	compared	to	the	baseline.	This	 study	demonstrates	 that	 choices	made	during	model	 construction,	including	choice	of	baseline	precipitation	data	and	PET	method,	can	have	important	implications	 for	 the	 simulated	 hydrological	 impacts	 under	 climate	 change.	 This	
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finding	 is	 particularly	 relevant	 for	 data-sparse	 regions	 (Remesan	 and	 Holman,	2015),	where	uncertainty	in	meteorological	datasets	will	be	higher.		
2.7. Uncertainty	 in	 future	 freshwater	 resources	 due	 to	 multiple	 drivers	 of	
change		As	 highlighted	 above,	 climate	 change	 is	 a	 key	 driver	 of	 potential	 change	 in	hydrological	systems.	However,	freshwater	resources	are	impacted	by	a	myriad	of	non-climatic	drivers	of	change.	These	include	riverine	and	groundwater	abstraction	(e.g.	 for	 domestic,	 industrial	 and	 agricultural	 water	 use);	 land	 cover	 change;	changing	 agricultural	 practices;	 the	 implementation	 or	 alteration	 of	 irrigation	schemes;	 river	engineering;	 and	 the	 construction	and	management	of	 reservoirs,	dams	and	other	water	control	structures	(Bates	et	al.,	2008;	Praskievicz	and	Chang,	2009;	Wilby	and	Dessai,	2010;	Jiménez	Cisneros	et	al.,	2014).	These	drivers	are	in	turn	influenced	by	a	number	of	factors,	such	as	population	growth,	water	demand	changes,	 economic	development,	 technological	 advancements,	 changing	 scientific	knowledge,	evolving	societal	attitudes	and	 the	prevailing	political	and	regulatory	environment	 (Bates	 et	al.,	 2008;	Praskievicz	and	Chang,	2009;	Wilby	and	Dessai,	2010;	 Jiménez	 Cisneros	 et	 al.,	 2014).	 Importantly,	 adaptation	 measures	 may	 be	undertaken	to	reduce	or	ameliorate	potential	negative	impacts	of	climate	change	on	water	resources	and	their	human	use	(Stakhiv,	1997;	Bates	et	al.,	2008;	Wilby	and	Dessai,	 2010;	 Bastakoti	 et	 al.,	 2013;	 Jiménez	 Cisneros	 et	 al.,	 2014).	 Non-climatic	drivers	 of	 change	 (whether	 or	 not	 they	 are	 related	 to	 adaptation)	will	 therefore	interact	with	climatic	drivers	of	change	to	impact	future	freshwater	resources.		In	many	cases,	hydrological	climate	change	 impact	assessments	do	not	 take	non-climatic	 drivers	 of	 change	 into	 account	 (i.e.	 only	 climate	 change	 scenarios	 are	simulated).	This	is	a	justifiable	and	useful	method	as	it	allows	the	potential	impacts	of	climate	change	to	be	explored	in	the	absence	of	other	changes.	This	approach	is	taken	in	this	thesis.	However,	when	reviewing	the	results	of	assessments	that	use	this	approach,	it	is	important	to	recognise	that	future	water	resources	will	in	fact	be	strongly	influenced	by	interacting	drivers	of	change,	both	climatic	and	non-climatic.	This	 contributes	 to	 the	uncertainty	 in	water	 resource	projections	 (e.g.	 river	 flow	projections)	under	changing	climate.	 	
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2.8. Summary		This	chapter	has	provided	an	in-depth	review	of	the	tools	and	approaches	employed	in	 hydrological	 climate	 change	 impact	 assessments	 and	 various	 sources	 of	uncertainty	introduced	through	the	modelling	process.	In	addition,	the	pre-existing	SLURP	model	of	the	Mekong	and	the	Mac-PDM.09	GHM,	both	of	which	have	been	used	for	climate	change	impact	assessment	on	the	Mekong,	have	been	introduced.	The	MIKE	SHE	model	code,	which	will	be	employed	subsequently	in	this	thesis,	has	also	been	introduced.		Having	 discussed	 the	 key	 tools,	 concepts	 and	 issues	 relevant	 to	 this	 thesis,	subsequent	chapters	investigate	various	understudied	sources	of	uncertainty	using	the	Mekong	River	Basin	as	a	case	study	site.	An	overview	of	the	Mekong	and	the	data	employed	within	the	subsequent	hydrological	modelling	investigations	is	therefore	provided	in	the	next	chapter.		 	
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Chapter	3 	
	
The	Mekong	River	Basin	
3.1. Introduction		As	described	in	Section	1.5.1,	this	thesis	uses	the	Mekong	River	Basin	as	a	case	study	catchment	 for	 the	 investigation	 of	 sources	 of	 uncertainty	 in	modelled	 river	 flow	projections	under	climate	change.	The	trans-boundary	Mekong	River	is	located	in	Southeast	Asia	(Figure	3.1)	between	8–34	°N	and	93–109	°E	and	is	the	eighth	largest	river	in	the	world	in	terms	of	discharge	(ca.	475	km3	year–1;	MRC,	2011),	12th	longest	(4350	km)	and	21st	largest	by	drainage	area	(795,000	km2)	(Kingston	et	al.,	2011).	It	originates	on	the	Tibetan	Plateau	in	China,	where	it	is	named	the	Lancang,	at	an	elevation	of	over	5000	masl	(meters	above	sea	level)	(Zhou	et	al.,	2006).	The	Mekong	River	flows	in	a	generally	southeasterly	direction	through	China’s	Yunnan	Province	and	then	flows	through	or	borders	a	further	five	countries:	Burma,	Laos,	Thailand,	Cambodia	 and	 Vietnam,	 before	 reaching	 the	 South	 China	 Sea.	 Major	 tributaries	include	 the	Chi	 and	Mun,	which	drain	 the	Khorat	Plateau	 (also	Korat)	of	 eastern	Thailand	and	join	the	Mekong	upstream	of	Pakse,	and	the	Se	Kong,	Se	San	and	Sre	Pok,	which	rise	in	Vietnam’s	Central	Highlands	and	flow	into	the	Mekong	at	Stung	Treng.	 The	Mekong	 Basin	 can	 be	 broadly	 divided	 into	 the	 Upper	Mekong	 Basin,	which	is	upstream	of	Chiang	Saen	and	encompasses	the	part	of	the	basin	in	China	and	eastern	Burma,	and	the	Lower	Mekong	Basin,	which	extends	southeastwards	of	this	point	to	the	South	China	Sea.			The	Mekong	Basin	has	a	population	of	over	65	million	people	(MRC,	2016),	more	than	 two-thirds	 of	 whom	 live	 in	 rural	 areas	 and	 are	 strongly	 dependent	 on	 the	Mekong	River	and	its	tributaries	for	their	food,	water	and	livelihoods	(MRC,	2010b).	The	Mekong	River	is	highly	biodiverse	and	its	annual	flood	pulse	is	essential	for	the	productivity	 of	 agriculture,	 wetlands	 and	 fisheries	 in	 the	 Lower	 Mekong	 Basin	(south	of	China)	(UNEP,	2006;	MRC,	2010b;	UNEP,	2010).	In	particular,	flows	of	the	Mekong	are	vitally	important	within	the	Mekong	Delta	in	Vietnam,	providing	water	and	fertile	silt	to	vast	rice	paddy	fields,	washing	away	acidic	and	salty	water	from	soils	 and	 sustaining	 high	 levels	 of	 fish	 production	 and	 consumption	 from	 both	capture	fisheries	and	aquaculture	(Hortle,	2007;	Hoa	et	al.,	2008).	As	well	as	feeding		
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Figure	3.1.	The	Mekong	catchment,	including	the	river	network	and	gauging	stations	
employed	during	the	development	of	a	MIKE	SHE	model	of	the	Mekong.		 	
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a	large	proportion	of	Vietnam’s	population,	a	large	volume	of	the	agricultural	and	fisheries	outputs	from	the	Mekong	Delta	are	exported	(Cosslett	and	Cosslett,	2014).	Similarly,	the	hydrological	regime,	wealth	of	biodiversity	and	high	productivity	of	the	Tonle	Sap	Lake	in	Cambodia,	which	is	the	largest	freshwater	lake	in	Southeast	Asia,	 are	dependent	upon	wet	 season	 flows	 in	 the	Mekong	River	downstream	of	Kratie	(Sokhem	and	Sunada,	2006).	The	lake	is	connected	to	the	Mekong	River	via	Tonle	 Sap	 River,	 which	 flows	 towards	 the	 Mekong	 River	 in	 the	 dry	 season,	 but	towards	Tonle	Sap	Lake	in	the	wet	season,	causing	it	to	expand	in	area	(Kummu	et	
al.,	 2006).	 The	 Tonle	 Sap	 plays	 a	 vital	 role	 in	 the	 food	 security	 and	 economy	 of	Cambodia	(Bonheur	and	Lane,	2002).		Climate	change	could	have	severe	consequences	for	the	Mekong	River	system	and	major	concerns	exist	about	the	implications	of	changes	in	flood	patterns	associated	with	 changes	 (e.g.	 in	 terms	 of	magnitude	 or	 seasonality)	 in	Mekong	 River	 flows	(Eastham	et	al.,	2008;	Penny,	2008;	MRC,	2010b;	Västilä	et	al.,	2010;	Bastakoti	et	al.,	2013).	Determining	the	potential	impacts	of	climate	change	on	the	Mekong	River	is	therefore	highly	important.	However,	climate	change	is	by	no	means	the	only	driver	of	 change	 in	 the	Mekong	 Basin.	 For	 example,	 a	 combination	 of	 rapid	 population	growth,	rural	to	urban	migration	and	rising	incomes	are	expected	to	lead	to	large	increases	in	the	demand	for	food	and	electricity,	therefore	increasing	the	pressure	on	 its	 water	 resources	 (Pech	 and	 Sunada,	 2008;	 MRC,	 2010b).	 Economic	development	and	population	growth	also	continue	to	drive	large-scale	logging	and	the	 expansion	 of	 agriculture,	 leading	 to	 high	 rates	 of	 forest	 degradation	 and	deforestation	 (MRC,	 2010b).	 Furthermore,	 the	 basin	 is	 undergoing	 significant	hydropower	development,	with	numerous	dams	planned	for	the	Mekong	River	and	its	 tributaries,	 with	 the	 potential	 for	 huge	 negative	 impacts	 on	 downstream	biodiversity,	migratory	fisheries	and	hence	food	security	(Ziv	et	al.,	2012).	Existing	mainstream	dams	in	upstream	parts	of	the	catchment,	the	first	of	which	(Manwan)	was	 only	 completed	 in	 1993,	 have	 already	 been	 implicated	 in	 changes	 in	 flow	regime,	sediment	flows	and	fisheries	(Li	and	He,	2008;	Kummu	et	al.,	2010;	Wang	et	
al.,	2011;	Räsänen	et	al.,	2017).			Climate	change	will	 interact	with	 these	pressures	 (Pech	and	Sunada,	2008;	MRC,	2011;	 Grumbine	 et	 al.,	 2012;	 Räsänen	 et	 al.,	 2012).	 Effective	 water	 resources	
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planning	 within	 the	Mekong	 Basin	must	 therefore	 take	 the	 potential	 impacts	 of	climate	change	into	account.	For	example,	Grumbine	et	al.	(2012)	highlight	that	the	planning	of	dams	in	the	basin	should	take	the	potential	impacts	of	climate	change	into	account.	Furthermore,	the	development	and	implementation	of	climate	change	adaptation	strategies	is	identified	by	the	Mekong	River	Commission	(MRC)	as	a	key	regional	priority	(MRC,	2011).			This	 chapter	 provides	 an	 overview	 of	 the	Mekong	 River	 Basin	 and	 presents	 the	secondary	data	that	are	used	within	this	thesis	in	setting	up,	parameterising,	forcing	and	calibrating	the	hydrological	models	that	are	developed.	In	doing	so,	this	chapter	provides	a	conceptualisation	of	the	basin,	in	terms	of	the	key	controls	on	the	spatial	and	 temporal	 variability	of	hydrological	 characteristics	 and	processes	within	 the	catchment.	This,	and	the	sections	of	this	chapter,	are	summarised	in	Figure	3.2.		
3.2. Topography	and	physiography		Figure	3.3a	shows	the	topography	of	the	Mekong	Basin	and	surrounding	region.	The	30	 arc-second	 (approximately	 1	 km)	 resolution	 United	 States	 Geological	 Survey	(USGS)	 GTOPO30	 digital	 elevation	 model	 (DEM)	 (USGS,	 1996)	 employed	 in	 the	SLURP	model	 of	 the	Mekong	 (Kite,	 2000,	 2001;	 Kingston	 et	 al.,	 2011)	 is	 utilised	within	this	study.	The	basin	extent	is	also	indicated.	This	was	defined	by	Kite	(2000)	through	 topographic	 analysis	 of	 the	DEM	using	 the	United	 States	Department	 of	Agriculture	 /	 University	 of	 Saskatchewan	 digital	 terrain	 analysis	 tool	 TOPAZ	(Topographic	Parameterization	tool;	Garbrecht	&	Martz	1997).	Figure	3.3b	presents	an	elevation-area	curve	for	the	basin,	derived	from	the	USGS	GTOPO30	DEM.	This	demonstrates	that	whilst	parts	of	the	catchment	lie	at	over	5000	masl,	the	majority	(over	70%)	lies	at	less	than	1000	masl,	and	over	half	the	catchment	is	less	than	500	masl.	The	basin	can	be	divided	into	broad	physiographic	regions	(MRC,	2003;	UNEP,	2006;	MRC,	2010b),	as	shown	in	Figure	3.3c.	For	the	SLURP	model,	however,	 the	basin	 was	 divided	 into	 13	 topographically-based	 sub-catchments	 using	 TOPAZ	(Kite,	 2000),	 as	 indicated	 in	 Figure	 3.3d.	 These	 are	 subsequently	 referred	 to	 as	SLURP	sub-catchments,	and	their	use	is	discussed	further	in	Section	3.6.	Table	3.1	provides	 elevation	 statistics	 for	 both	 the	 physiographic	 regions	 and	 SLURP	 sub-catchments,	based	on	analysis	of	the	DEM.		
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Figure	3.2.	Conceptualisation	of	key	controls	on	the	nature	and	spatial	and	temporal	
variability	of	Mekong	catchment	hydrology.	These	influence,	and	are	also	influence	by,	
key	hydrological	processes	and	associated	characteristics.	Combined,	these	influence	
Mekong	 river	discharge.	Anthropogenic	activities	also	have	 the	potential	 to	 impact	
catchment	 hydrology	 and	 Mekong	 river	 discharge.	 This	 diagram	 summarises	 the	
sections	 of	 this	 chapter	 (boxes	 with	 a	 thicker	 border).	 Arrows	 represent	
influence/impact.	 	
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	(a)	 (b)		
(c)	 (d)		
Figure	 3.3.	 (a)	 USGS	 GTOPO30	DEM	 of	 the	Mekong	Basin	 and	 surrounding	 region.	
Labelling	 of	 regions	 and	 topographic	 features	 is	 based	 upon	 MRC	 (2010b).		
(b)	 Hypsometric	 curve	 for	 the	 Mekong	 Basin,	 derived	 using	 the	 basin	 DEM.		
(c)	 Physiographic	 regions	 of	 the	 basin,	 based	 on:	 UNEP	 (2006);	 MRC	 (2010b).		
(d)	Sub-catchments	used	in	the	SLURP	model	of	the	Mekong	(SLURP	sub-catchments).	
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Table	 3.1.	 Elevation	 statistics	 for	 the	 physiographic	 regions	 (top)	 and	 SLURP	 sub-
catchments	of	the	Mekong	Basin	(bottom),	based	on	analysis	of	the	GTOPO30	DEM.	
Region	 Area	
(km2)	
Min.	elevation	
(masl)	
Max.	elevation	
(masl)	
Median	elevation	
(masl)	Lancang	Basin	 165530	 483	 5956	 3099	Northern	Highlands	 155790	 153	 2706	 784	Khorat	Plateau	 194360	 96	 1309	 180	Eastern	Highlands	 91140	 84	 2207	 571	Southern	Uplands	 8350	 40	 1680	 305	Lowlands	 188510	 1	 1404	 70	
SLURP	sub-
catchment	
Area	
(km2)	
Min.	elevation	
(masl)	
Max.	elevation	
(masl)	
Median	elevation	
(masl)	Lancang	(1)	 228,000	 282	 5956	 1794	Nam	Ou	(2)	 31,040	 271	 2009	 930	Nam	Ngum	(3)	 8,980	 166	 2601	 1102	Mekong	1	(4)	 158,250	 96	 2706	 317	Chi	(5)	 56,590	 103	 1309	 197	Mun	(6)	 61,570	 97	 1264	 171	Chi-Mun	(7)	 4220	 107	 525	 147	Mekong	2	(8)	 20,780	 61	 1637	 144	Se	Kong	(9)	 28,910	 58	 2100	 429	Sre	Pok	(10)	 48,840	 63	 2250	 336	Mekong	3	(11)	 28,000	 7	 927	 97	Tonle	Sap	(12)	 87,530	 1	 1633	 55	Delta	(13)	 40,930	 1	 1680	 10		In	comparison	to	the	broad	physiographic	regions,	the	SLURP	sub-catchments	allow	separate	regions	for	some	of	the	main	tributaries	of	the	Mekong,	such	as	the	Rivers	Nam	Ou,	Nam	Ngum,	Chi,	Mun,	Se	Kong,	Se	San	and	Sre	Pok	(both	within	the	Sre	Pok	sub-catchment)	and	Tonle	Sap	sub-catchment.		In	the	upper	Lancang,	topography	is	mountainous	and	the	Mekong	(Lancang)	and	its	 tributaries	 flow	 through	narrow	 gorges	with	 steep	 sides	 and	 a	 steep	 channel	gradient	(Gupta	et	al.,	2002).	In	addition	to	the	Mekong	River,	the	eastern	rim	of	the	Tibetan	Plateau	is	drained	by	the	Salween	and	Yangtze	Rivers.	In	the	aptly	named	Three	 Rivers	 Area	 (see	 Figure	 3.3a),	 these	 rivers	 run	 in	 approximately	 parallel	valleys	within	relatively	close	proximity	of	each	other	(a	 few	tens	of	kilometres),	with	 the	 Salween	 to	 the	west	 of	 the	Mekong	 and	 the	 Yangtze	 to	 the	 east	 (MRC,	2010b).	In	this	region,	the	basin	of	the	Mekong	is	very	restricted	(in	some	places	less	
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than	20	km	wide)	 and	 the	 river	 flows	 through	 a	 deep	 ravine	with	no	 significant	tributaries	(MRC,	2010b).	Downstream	(to	the	southeast)	of	this	region,	the	Mekong	Basin	widens	as	the	paths	of	the	three	rivers	diverge.		The	Northern	Highlands	region,	which	is	again	mountainous,	has	elevations	of	up	to	2700	m	(Table	3.1)	and	encompasses	 the	Burmese	portion	of	 the	Mekong	Basin,	northern	 Thailand	 and	 northern	 Laos	 (MRC,	 2003,	 2010b).	 To	 the	 south	 of	 this	region,	 a	 large	 proportion	 of	 the	 western	 Lower	 Mekong	 Basin	 (northeastern	Thailand)	 is	 covered	 by	 the	 Khorat	 Plateau,	 a	 large	 saucer-shaped	 basin	 that	 is	drained	mainly	by	the	Chi	and	Mun	Rivers	(FAO-Unesco,	1974b;	Costa-Cabral	et	al.,	2008;	MRC,	2010b).	The	majority	of	this	region	lies	at	elevations	of	between	150	masl	to	300	masl	(median:	180	m,	Table	3.1),	although	some	of	the	mountain	ranges	towards	the	boundary	of	this	area	reach	altitudes	of	between	500	masl	and	1300	masl	(Floch	and	Molle,	2009).		The	eastern	rim	of	the	Mekong	Basin	is	bounded	by	a	series	of	highlands	that	extend	along	the	eastern	border	of	Laos,	eastern	border	of	Cambodia	and	western	border	of	Vietnam	and	have	elevations	of	up	to	2200	masl	(Table	3.1).	These	are	collectively	known	as	the	Eastern	Highlands	and	include	the	Annamite	Range,	Bolaven	Plateau	and	Kontum	Massive	(MRC,	2003,	2010b).	The	Se	Kong,	Se	San	and	Sre	Pok	Rivers	(see	Figure	3.1)	originate	in	this	part	of	the	basin.		The	 Lowlands	 comprise	 the	 floodplains	 of	 the	 Mekong	 in	 southern	 Laos	 and	Cambodia,	the	Tonle	Sap	sub-basin	in	Cambodia	and	the	Mekong	Delta	in	Vietnam	(MRC,	2003;	UNEP,	2006).	Although	a	small	proportion	(<0.05%)	of	the	Lowlands	reach	elevations	of	over	500	masl,	approximately	two	thirds	of	the	area	lies	at	less	than	100	masl	and	over	a	quarter	lies	at	less	than	20	masl	(median	elevation:	70	m,	Table	 3.1).	 The	 Southern	 Uplands	 to	 the	west	 of	 the	 Lowlands	 (in	 southeastern	Cambodia)	are	extensions	of	the	Northern	Highlands	(MRC,	2003).		 	
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3.3. Land	use			To	 represent	 the	 spatial	 distribution	 of	 different	 land	 cover	 types	 and	 their	associated	characteristics	(see	Sections	4.2.2	and	4.2.3),	this	study	employs	a	1	km	×	1	km	land	cover	grid	originally	specified	within	the	SLURP	model	of	the	Mekong	(Kite,	2000).	This	was	derived	from	the	USGS	Global	Land	Cover	Characterization	dataset	(USGS,	1997),	which	was	produced	using	NOAA-AVHRR	(National	Oceanic	and	Atmospheric	Administration,	Advanced	Very	High	Resolution	Radiometer)	data	covering	a	12-month	period	from	April	1992	to	March	1993.	The	original	24	land	cover	classes	of	the	USGS	dataset	(Figure	3.4a)	were	aggregated	by	Kite	(2000)	into	nine	 categories	 (Figure	 3.4b).	 Table	 3.2	 details	 the	 percentage	 coverage	 and	dominant	spatial	distribution	within	the	Mekong	Basin	of	the	nine	aggregated	land	use	classes	and	provides	further	information	about	the	typical	vegetation	or	 land	use	of	each	class.	It	also	indicates	the	constituting	USGS	classes	(of	the	aggregated	classes)	and	their	percentage	coverage.	The	dominant	land	uses	are	forest	(42.6%),	comprising	 evergreen	 (19.8%),	mixed	 (13.7%)	and	deciduous	 forest	 (9.1%),	 and	agriculture	(39.1%).			Land	cover	change	in	the	Mekong	Basin	is	discussed	in	Section	3.9.1.	In	this	study,	land	cover	representation	within	the	MIKE	SHE	model	of	the	basin	is	kept	the	same	throughout	model	calibration,	validation	and	scenario	modelling.	Justifications	for	this	include	that	there	is	a	lack	of	studies	that	have	demonstrated	a	clear	impact	of	land	cover	change	on	river	flows	on	the	main	Mekong	(see	Section	3.9.1)	and	that	the	 vast	 majority	 of	 climate	 impact	 assessments	 adopt	 the	 same	 approach.	Furthermore,	this	study	aims	to	investigate	only	specific	sources	of	uncertainty	in	Mekong	River	 flows	 under	 climate	 change,	 such	 as	 GCM-related	 uncertainty	 and	PET-related	 uncertainty.	 It	 does	 not	 aim	 to	 assess	 all	 potential	 sources	 of	uncertainty.	It	is,	however,	worth	recognising	that	land	cover	change	is	a	potential	driver	 of	 hydrological	 change	 and	 therefore	 another	 source	 of	 uncertainty	when	projecting	Mekong	river	flows.		 	
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(a)	
(b)	
Figure	3.4.	(a)	USGS	digital	land	cover	map	of	the	world.	(b)	Land	cover	map	for	the	
Mekong	 Basin	 derived	 from	 map	 a.	 SLURP	 sub-catchments	 shown	 to	 aid	
interpretation.	
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3.4. Pedology		In	order	to	characterise	the	spatial	distribution	of	soil	characteristics	for	the	Mekong	Basin,	 a	methodology	 is	adopted	 that	was	previously	outlined	by	Andersen	 et	al.	(2001)	 for	modelling	 the	 Senegal	 River	 Basin.	 Following	 their	methodology,	 soil	texture	data	for	the	Mekong	Basin	were	extracted	from	the	FAO	Digital	Soil	Map	of	the	World	(FAO,	1998).	Figure	3.5	presents	a	soil	map	for	the	Mekong	Basin	derived	from	the	FAO	soil	map.	The	catchment	is	divided	into	382	map	units	(polygons)	that	are	categorised	 into	41	different	FAO	soil	associations.	Each	soil	association	map	code	contains	the	abbreviation	for	the	dominant	soil	unit	(i.e.	the	soil	unit	occupying	the	largest	area	of	the	map	unit).	Soil	unit	here	means	soil	type.	This	is	followed	by	a	number	indicating	the	composition,	including	associated	soils	and	inclusions,	of	the	soil	 association	 (FAO-Unesco,	1974b).	Associated	soils	are	 subdominant	 soils	that	cover	more	than	20%	of	the	map	unit.	Inclusions	refer	to	important	soils	that	occupy	 less	 that	 20%	 of	 the	 map	 unit	 (FAO-Unesco,	 1974b).	 In	 the	 case	 of	associations	for	which	lithosols	(abbreviation	I)	are	dominant,	the	abbreviations	for	one	or	 two	of	 the	associated	soil	units	are	additionally	provided,	and	 there	 is	no	composition	number.	Lithosols	are	soils	‘which	are	limited	in	depth	by	continuous	coherent	hard	rock	within	10	cm	of	 the	surface’	 (FAO-Unesco,	1974a:	34).	When	information	on	soil	texture	is	available,	a	hyphen	and	a	second	number	signifying	the	textural	class	of	the	dominant	soil	follow	the	dominant	soil	unit	and	association	code.	 There	 are	 three	 textural	 classes:	 (1)	 coarse,	 (2)	 medium	 and	 (3)	 fine.	 As	summarised	in	Table	3.3,	these	represent	the	relative	proportions	of	clay,	silt	and	sand	in	the	soil	(FAO,	2003).	The	final	part	of	each	soil	association	map	code	is	a	letter	indicating	the	slope	class	of	the	map	unit.		The	composition	of	each	soil	association	in	Figure	3.5	is	provided	in	Table	4	of	the	FAO	 Soil	 Map	 report	 for	 Southeast	 Asia	 (FAO-Unesco,	 1974b:	 35:43).	 This	information	is	not	presented	here	since	soil	associations	are	not	used	in	this	thesis.	Instead,	 the	 FAO	 soil	 texture	 classes	 are	 employed	 for	 the	 distribution	 of	 soil	parameters	in	the	MIKE	SHE	model	of	the	Mekong	(Section	4.2.4).			
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Soil Units     
A ACRISOLS G GLEYSOLS N NITOSOLS 
Af Ferric Acrisols Gd Dystric Gleysols Nd Dystric nitosols 
Ag Gleyic Acrisols Ge Eutric Gleysols Nh Hurric nitosols 
Ao Orthic Acrisols I LITHOSOLS V VERTISOLS 
B CAMBISOLS J FLUVISOLS Vp Pellic vertisols 
Be Eutric Cambisols Jc Calcaric Fluvisols   
Bh Humic Cambisols Je Eutric Fluvisols   
F FERRALSOLS Jt Thionic Fluvisols   
Fa Acric Ferralsols K KASTANOZEMS  Other 
Fr Rhodic Ferralsols L LUVISOLS GL Glacier 
Fo Orthic Ferralsols Lc Chromic Luvisols WAT Water 
      
Figure	3.5.	Map	of	FAO	soil	associations	within	the	Mekong	Basin,	derived	from	the	
FAO	Digital	Soil	Map	of	the	World	(FAO,	1998).			 	
	118	
Table	3.3.	FAO	soil	texture	and	slope	classes.	
Texture	class	 Description	from	(FAO-Unesco,	1974a:	5)	Coarse	soils	(1)	 ‘Sands,	loamy	sands	and	sandy	loams	with	less	than	18	percent	clay	and	more	than	65	percent	sand’	Medium	soils	(2)	 ‘Sandy	 loams,	 loams,	sandy	clay	 loams,	silt	 loams,	silt,	 silty	clay	 loams	and	clay	loams	with	less	than	35	percent	clay	and	less	than	65	percent	sand;	the	sand	fraction	may	be	as	high	as	82	percent	if	a	minimum	of	18	percent	clay	is	present’	Fine	soils	(3)	 ‘Clay,	silty	clays,	sandy	clays,	clay	loams,	with	more	than	35	percent	clay’	
Slope	class	 	a	 ‘level	 to	gently	undulating:	dominant	 slopes	 ranging	between	0	and	8	percent’	b	 ‘rolling	to	hilly:	dominant	slopes	ranging	between	8	and	30	percent’	c	 ‘steeply	dissected	to	mountainous:	dominant	slopes	are	over	30	percent’		Figure	3.6	presents	a	soil	texture	map	for	the	Mekong	Basin	derived	from	the	FAO	Digital	Soil	Map	of	the	World	(FAO,	1998).	Using	the	approach	adopted	by	Andersen	
et	 al.	 (2001)	 and	 Stisen	 et	 al.	 (2008),	 soils	 were	 aggregated	 into	 four	 broad	categories	based	on	 textural	 classes:	 coarse/medium,	medium,	medium/fine	 and	fine.	The	coarse/medium	and	medium/fine	categories	apply	to	soils	where	neither	of	the	two	component	soil	texture	classes	is	dominant.	Coarse	soils	do	not	occur	as	a	stand-alone	category	within	the	Mekong	catchment.	Glaciers	and	water	are	two	additional	FAO	classes	within	the	catchment	that	represent	permanently	glaciated	areas	and	permanent	water	bodies,	respectively.			The	 upper	 Lancang	 and	 Three	 Rivers	 Area	 are	 dominated	 by	 medium-textured	lithosols	 (shallow	soils	 less	 than	10	 cm	deep),	with	 relatively	 small	permanently	glaciated	regions	on	the	Tibetan	Plateau.	Glaciers	cover	just	under	0.9%	of	the	total	catchment.	 In	 the	 Lancang	 Basin	 south	 of	 the	 Three	 Rivers	 Area,	 fine	 and	medium/fine	are	predominant,	whilst	across	the	Northern	and	Eastern	Highlands,	medium/fine	and	medium	are	the	prevalent	texture	classes.		On	the	Khorat	Plateau,	there	are	different	terrace	levels	(FAO-Unesco,	1974b).	The	lower	terrace	levels	(floodplain)	adjacent	to	the	channels	of	the	Chi	and	Mun	Rivers	(and	some	of	their	tributaries)	are	inundated	during	the	wet	season.	Fine-textured,	poorly	drained	 soils	have	developed	here	on	old	alluvium.	Medium-textured	and	coarse/medium	soils	have	developed	on	the	old	alluvium	of	poorly	to	moderately	well	drained	higher	terraces.	The	hills	and	mountains	that	border	the	Khorat	Plateau	
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are	 characterised	 by	 coarse/medium	 and	 medium-textured	 soils	 (FAO-Unesco,	1974b).		A	similar	pattern	can	be	seen	over	the	Tonle	Sap	Basin,	although	the	region	of	fine	soils	is	larger.	The	area	of	water	in	this	basin	in	Figure	3.6	indicates	the	dry	season	extent	of	Tonle	Sap	Lake,	where	soils	would	be	permanently	waterlogged.	Adjacent	to	this,	fine-textured	soils	have	formed	on	the	areas	that	would	be	inundated	during	the	wet	season.	Medium-textured	and	coarse/medium	soils	dominate	beyond	this	region.	Downstream	of	Kratie	and	in	the	Delta	region,	medium-textured	soils	have	developed	 from	 recent	 alluvial	 deposits	 on	 the	 natural	 levees	 along	 the	Mekong	River	(FAO-Unesco,	1974b).	Adjacent	to	these	bands	of	medium-textured	soils,	fine	textured	soils	dominate,	with	some	areas	of	coarse/medium	soils	 to	the	east	and	west	of	these	bands	of	fine-textured	soils.		
	
Figure	3.6.	Soil	texture	map	derived	from	the	FAO	Digital	Soil	Map	of	the	World.	SLURP	
sub-catchments	shown	to	aid	interpretation.				 	
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3.5. Hydrogeology	and	groundwater		As	highlighted	by	University	of	Washington	(2009),	there	isn’t	a	coherent	geological	map	 for	 the	Mekong	Basin.	Similarly,	groundwater	data	 for	 the	Mekong	region	 is	very	 sparse	 (Johnston	 and	 Kummu,	 2012).	 This	 helps	 explain	 why	 none	 of	 the	models	 currently	 developed	 for	 the	 basin	 have	 a	 working,	 physically	 based	groundwater	model	(Johnston	and	Kummu,	2012).	 Indeed,	 the	MIKE	SHE	models	developed	in	this	study	employ	a	conceptual	saturated	zone	(see	Section	4.2.5).		To	provide	a	coarse	overview	of	the	hydrogeology	of	the	Lower	Mekong	Basin,	MRC	(2010b)	 divided	 its	 aquifers	 into	 four	 broad	 categories	 based	 on	 lithology	 an	connectivity.	Figure	3.7	(from	MRC,	2010b)	presents	the	spatial	distribution	of	these	categories.	 It	 demonstrates	 that	 basement	 rocks,	 which	 support	 groundwater	storage	in	weathered	and	fractured	zones,	but	do	not	support	a	coherent	subsurface	flow	regime,	only	cover	a	relatively	small	proportion	of	the	basin.	The	other	three	categories	 are	 associated	 with	 porous,	 permeable	 aquifers	 with	 greater	connectivity,	and	therefore	make	important	discharge	contributions	to	the	Mekong	and	its	tributaries	(MRC,	2010b).		
3.6. Climate		The	dominant	climatic	 influence	on	the	Mekong	is	the	Asian	monsoon,	which	has	two	contrasting	seasons;	the	wet	southwest	monsoon	occurs	between	mid-May	and	mid-October,	whilst	the	dry	northeast	monsoon	occurs	between	October	to	March	(Table	3.4;	Adamson	and	Bird,	2010).	Over	90%	of	annual	precipitation	falls	within	the	 wet	 season	 (Kite,	 2001).	 Annual	 precipitation	 across	 the	 catchment	 varies	considerably,	ranging	from	under	1000	mm	over	large	parts	of	the	Khorat	Plateau	in	Thailand	(within	the	Chi	and	Mun	river	basins)	to	over	3200	mm	in	mountainous	parts	 of	 Laos	 (MRC,	 2010b).	 Precipitation	 falling	 as	 snow	 is	 limited	 to	 the	northernmost	parts	of	the	catchment,	since	low	enough	temperatures	do	not	occur	over	 the	 lower	 Mekong.	 Snow	 covers	 approximately	 5%	 of	 the	 basin	 between	November–March	and	there	is	very	little	snow	cover	in	the	summer	months	of	June–August	(Kiem	et	al.,	2005),	as	shown	in	Figure	3.8.	Maximum	seasonal	snow	cover	occurs	in	March	(Savoskul	and	Smakhtin,	2013b).		
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Figure	3.7.	 ‘Types	of	aquifers	 in	 the	Lower	Mekong	Basin:	Top	 left:	Basement	rocks	
(granites	and	high-grade	metamorphic	rocks),	groundwater	storage	in	weathered	and	
fractured	 zones.	 Top	 right:	 Late	 Paleozoic	 strata	 (sandstones	 and	 limestones),	
fragmented	aquifers	discharging	to	the	Mekong	mainstream	and	tributaries.	Bottom	
left:	 Mesozoic	 strata	 (sandstones),	 regional	 aquifers,	 hosting	 the	 important	
groundwater	 flow	 regime	 in	 the	 Khorat	 Plateau.	 Bottom	 right:	 Alluvial/fluvial	
deposits	 in	 upstream	 areas	 and	 alluvial/deltaic/marine	 sediments	 of	 the	 Mekong	
Delta,	important	aquifers.’	Source	(figure	and	caption):	MRC	(2010b:	13).	
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According	to	Eastham	et	al.	(2008),	snow	melt	contributes	approximately	8%	of	the	mean	 annual	 discharge	 at	 Chiang	 Saen	 (station	 a,	 Figure	 1.1)	 under	 historical	climate	 (1951–2000).	 In	 contrast,	 the	 area	 covered	 by	 glaciers	 is	 much	 smaller	(<0.001%	of	the	basin)	and	glacier	meltwater	only	accounts	for	0.1%	of	mean	annual	discharge	at	Chiang	Saen	(Eastham	et	al.,	2008).	Future	climate-related	changes	in	glacial	meltwater	will	therefore	have	an	insignificant	impact	on	Mekong	river	flows	and	water	availability	(Eastham	et	al.,	2008;	Savoskul	and	Smakhtin,	2013a).		
Table	3.4.	Generalised	features	of	the	seasonal	climate	in	the	Mekong	Basin.	Source:	
Adamson	and	Bird	(2010).	
		
	
Figure	3.8.	Seasonal	snow	cover	(winter	(top	left),	spring,	summer,	autumn	(bottom	
right))	based	on	satellite	snow	cover	time	series	from	March	2000	to	February	2008.	
The	 values	 show	 the	 percentage	 of	 time	 that	 a	 pixel	was	 snow	 covered	 during	 the	
specified	season	within	the	entire	time	series.	Adapted	from:	Immerzeel	et	al.	(2009).	
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Sections	3.6.1	to	3.6.3	present	observational	climate	data	for	the	Mekong	Basin	from	the	 specific	 secondary	 data	 sources	 employed	 in	 this	 thesis.	 Consistent	 with	Kingston	et	al.	(2011),	this	study	uses	the	period	1961–1990	for	model	calibration	and	baseline	simulation,	and	the	period	1991–1998	for	model	validation.	Climate	data	were	therefore	required	for	the	period	1961–1998.		
3.6.1. Precipitation		Precipitation	 data	 for	 the	 Mekong	 were	 obtained	 from	 two	 0.5°	 ×	 0.5°	 spatial	resolution,	 monthly	 gridded	 global	 datasets:	 the	 University	 of	 Delaware	 (UDel)	dataset	(Willmott	and	Matsuura,	2000)	and	the	CRU	TS	3.0	dataset	(Mitchell	and	Jones,	 2005).	 These	 datasets	were	 selected	 to	 be	 consistent	with	 Kingston	 et	 al.	(2011).	Furthermore,	both	are	very	widely	used	in	the	literature.	Both	datasets	were	generated	 through	 the	 interpolation	 of	 station	 based	 data	 onto	 a	 0.5°	 ×	 0.5°	(latitude/longitude)	 grid	 covering	 the	 global	 land	 surface	 (excluding	Antarctica),	with	grid	nodes	centred	on	0.25°.	 In	both	cases,	monthly	precipitation	anomalies	(differences	 compared	 to	 the	 climatological	 mean)	 for	 each	 station	 were	interpolated	onto	a	0.5°	×	0.5°	grid.	These	were	then	combined	with	(added	to)	the	corresponding	 fixed	 (i.e.	 time	 invariant)	monthly	 gridded	 climatology	 to	 provide	monthly	 gridded	 precipitation	 data.	 However,	 different	 interpolation	 techniques	and	sources	of	station	records	were	employed	for	the	two	datasets	(see	Willmott	and	 Matsuura,	 2000;	 Mitchell	 and	 Jones,	 2005).	 For	 the	 UDel	 data,	 Legates	 and	Willmott’s	 (1990)	 station	 archive	 was	 employed	 to	 generate	 the	 climatology	(gridded	 average	 values),	 whilst	 data	 from	 the	 Global	 Historical	 Climatology	Network	(GHCN)	version	2	(Vose	et	al.,	1992;	Peterson	and	Vose,	1997)	were	used	to	generate	the	monthly	precipitation	anomalies	and	therefore	temporal	variability	(Willmott	and	Matsuura,	2000;	Kenji	Matsuura,	personal	communication).	For	the	CRU	dataset,	the	CRU	climatology	(CL)	version	1.0	(New	et	al.,	1999)	provided	the	gridded	 normals	 (Mitchell	 and	 Jones,	 2005;	 Harris	 et	 al.,	 2014),	 whilst	 station	records	of	precipitation	were	obtained	from	a	wide	variety	of	sources	(see	Mitchell	and	Jones,	2005;	Harris	et	al.,	2014).			Figure	3.9	presents	gridded	mean	annual	precipitation	derived	from	these	datasets	for	the	Mekong	Basin.	Data	were	obtained	only	for	the	268	grid	cells	whose	centre	
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coordinates	fall	within	the	catchment	boundary.	Some	of	the	grid	cells	in	Figure	3.9	that	are	adjacent	to	the	catchment	boundary	therefore	extend	beyond	the	original	UDel/CRU	 grid	 cell	 boundaries.	 The	 precipitation	maps	 produced	 using	 the	 two	different	datasets	exhibit	similar	general	patterns.	Both	show	lowest	annual	totals	(<500	mm)	over	the	upper	Lancang	on	the	Tibetan	Plateau	and	a	band	of	high	annual	precipitation	 totals	 (>	2000	mm)	 in	 the	general	 region	of	 the	Eastern	Highlands.	Both	datasets	also	depict	annual	precipitation	totals	of	between	1250	mm	and	1750	mm	over	the	majority	of	the	Lower	Mekong	Basin	(e.g.	over	parts	of	the	Northern	Highlands,	 eastern	 Khorat	 Plateau	 and	 Lowlands),	 with	 a	 region	 of	 lower	precipitation	totals	(1000	–	1250	mm)	over	the	western	Khorat	Plateau.			(a)		 (b)		
Figure	3.9.	UDel	(a)	and	CRU	(b)	mean	annual	total	gridded	precipitation,	calculated	
for	the	period	1961–1998.		However,	 there	 are	 also	 some	 notable	 differences	 between	 the	 two	 datasets.	 In	particular,	UDel	shows	greater	annual	precipitation	totals	than	CRU	over	parts	of	the	upper	Lancang	(red	region	in	Figure	3.9b)	and	Northern	and	Eastern	Highlands.	For	example,	UDel	shows	maximum	totals	of	589,	2441	and	3534	mm	over	these	three	regions,	respectively,	compared	to	values	of	465,	1728	and	2352	mm	for	CRU.	Conversely,	UDel	displays	 lower	totals	over	parts	of	 the	western	Tonle	Sap	Basin	
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(including	 the	 Southern	Uplands)	 and	Delta	 regions.	 For	 example,	 UDel	 shows	 a	maximum	precipitation	total	of	2300	mm	over	the	Southern	Uplands,	compared	to	3071	mm	for	CRU.		For	the	SLURP	model	of	the	Mekong	(Kingston	et	al.,	2011),	meteorological	inputs	were	distributed	according	to	the	sub-catchments	shown	in	Figure	3.3d.	To	provide	a	separate	time	series	(for	each	meteorological	input)	for	each	sub-catchment,	data	were	spatially	averaged	over	the	UDel/CRU	grid	cells	whose	centre	coordinates	fall	within	 each	 respective	 sub-catchment.	 It	 is	worth	 noting	 here	 that	 although,	 for	completeness,	 data	 over	 the	 Tonle	 Sap	 and	 Delta	 regions/sub-catchments	 are	presented	for	many	of	the	datasets	introduced	in	this	chapter,	hydrological	model	outputs	 from	 the	 Tonle	 Sap	 and	 Delta	 sub-catchments	 are	 not	 analysed	 in	subsequent	 chapters.	 There	 are	 three	 reasons	 for	 this.	 Firstly,	 projections	 under	climate	change	from	the	SLURP	model	of	the	Mekong	(Kingston	et	al.,	2011)	were	not	analysed	below	the	Pakse	gauging	station.	Secondly,	there	is	a	lack	of	observed	discharge	records	for	the	purposes	of	model	calibration/validation	downstream	of	the	Mekong	3	 sub-catchment	 /	 Phnom	Penh	 gauging	 station	 (see	 Section	3.8	 for	presentation	 of	 river	 discharge	 records).	 Thirdly,	 in	 order	 to	 model	 the	 bi-directional	flow	of	the	Tonle	Sap	River,	a	more	computationally	expensive	numerical	engine	for	the	MIKE	11	river	module	(Section	4.3)	would	need	to	be	used.	Table	3.5	lists	the	number	of	CRU/UDel	grid	cells	that	fall	within	each	of	the	11	SLURP	sub-catchments	from	which	modelling	results	are	analysed	in	subsequent	chapters.		
Table	3.5.	Number	of	CRU/UDel	grid	cells	per	SLURP	sub-catchment.	
Lanc-
ang	
(1)	
Nam	
Ou	(2)	
Nam	
Ngum	
(3)	
Mek.	
1	(4)	
Chi	
(5)	
Mun	
(6)	
Chi-
Mun	
(7)	
Mek.	 2	
(8)	
Se	
Kong	
(9)	
Sre	
Pok	
(10)	
Mek.	 3	
(11)	83	 10	 3	 52	 18	 18	 1	 7	 9	 16	 8		Figure	3.10	displays	mean	monthly	precipitation	for	both	the	SLURP	sub-catchment	average	data	and	grid	cell	based	data	for	five	SLURP	sub-catchments.	These	five	sub-catchments	were	selected	to	encompass	the	four	sub-catchments	through	which	the	Mekong	River	flows	(Lancang	and	Mekong	1,	2	and	3)	and	one	of	the	larger	tributary	sub-catchments	(Mun).	Plots	are	shown	for	both	UDel-based	(left)	and	CRU-based	(right)	precipitation.	In	each	plot,	the	precipitation	regime	for	each	of	the	grid	cells		
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Figure	 3.10.	 Grid	 based	 and	 sub-catchment	 average	 UDel	 and	 CRU	mean	monthly	
precipitation	(for	1961–1998),	presented	for	five	SLURP	sub-catchments.	For	each	sub-
catchment,	grid	cell	based	data	are	shown	for	the	cells	in	that	sub-catchment.	
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that	falls	within	the	named	sub-catchment	is	shown,	as	well	as	the	regime	derived	using	 SLURP	 sub-catchment	 average	 precipitation.	 These	 plots	 demonstrate	 that	precipitation	within	 the	Mekong	Basin	 is	 highly	 seasonal,	with	 the	highest	mean	monthly	totals	occurring	between	June	and	September.		In	 general,	 UDel	 and	 CRU	 display	 similar	 mean	 monthly	 precipitation	 patterns.	However,	 in	the	case	of	gridded	precipitation,	over	a	given	area	(sub-catchment),	UDel	generally	shows	a	greater	spread	of	mean	monthly	precipitation	values	across	the	 different	 grid	 cells	 for	 a	 given	 month.	 For	 both	 gridded	 and	 sub-catchment	average	precipitation,	the	temporal	distribution	of	rainfall	through	the	year	can	vary	notably	between	UDel	and	CRU.	For	example,	over	the	Mekong	1	sub-catchment,	the	month	of	peak	precipitation	varies	between	 June	and	September	 for	 the	gridded	UDel	data,	leading	to	the	sub-catchment	average	data	showing	approximately	even	mean	monthly	precipitation	 totals	 for	 July	 and	August.	 In	 contrast,	August	 is	 the	month	of	peak	precipitation	for	the	majority	of	the	CRU	grid	cells,	leading	to	August	being	 the	 month	 of	 peak	 precipitation	 for	 the	 sub-catchment	 average	 data.	 In	addition,	a	small	number	of	CRU	cells	in	Mekong	1	display	elevated	mean	monthly	totals	in	October–December	compared	to	both	the	other	CRU	cells	in	the	same	sub-catchment,	and	compared	to	the	UDel	data.		Monthly	total	precipitation	and	annual	total	precipitation	are	presented	in	Figure	3.11	for	ten	of	the	SLURP	sub-catchments.	Data	are	not	shown	for	the	smallest	sub-catchment	(Chi-Mun)	or	for	sub-catchments	downstream	of	Mekong	3,	as	this	is	(as	discussed	 above)	 the	 furthest	 downstream	 catchment	 from	 which	 hydrological	modelling	results	are	extracted	in	subsequent	chapters.		In	general,	UDel	and	CRU	display	similar	patterns	of	monthly	total	precipitation	within	each	sub-catchment.	However,	it	is	apparent	that	peak	monthly	precipitation	totals	are	frequently	greater	with	UDel	than	with	CRU,	as	are	the	annual	precipitation	totals.	UDel	and	CRU	annual	totals	are	more	consistently	similar	over	the	Lancang,	Chi	and	Mun.	For	other	sub-catchments,	although	the	two	datasets	often	show	generally	similar	trends	in	terms	of	drier	and	wetter	years,	the	disparity	between	the	two	datasets	varies	greatly	from	year	to	year.	For	example,	despite	showing	a	relatively	small	difference	(<50	mm)	in	total	annual	precipitation	for	the	Nam	Ngum	sub-catchment	in	1986,	there	is	a	disparity	of	>350	mm	for	both	1985	and	1987.	 	
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Figure	3.11.	SLURP	sub-catchment	based	UDel	and	CRU	monthly	total	and	annual	total	
precipitation.	
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Figure	 3.11.	 (cont.)	 SLURP	 sub-catchment	 based	 UDel	 and	 CRU	monthly	 total	 and	
annual	total	precipitation.	(Note	different	y-axis	scales.)	
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Figure	 3.11.	 (cont.)	 SLURP	 sub-catchment	 based	 UDel	 and	 CRU	monthly	 total	 and	
annual	total	precipitation.		Comparison	of	the	minimum,	mean	and	maximum	mean	annual	precipitation	totals	across	the	grid	cell	based	data	for	each	SLURP	sub-catchment	(Table	3.6)	 further	demonstrates	that	UDel	is	associated	with	higher	annual	values	over	the	majority	of	the	 catchment.	 UDel	 produces	 the	 highest	 mean	 and	 maximum	 mean	 annual	precipitation	 totals	 within	 all	 sub-catchments	 in	 Table	 3.6	 except	 the	 Chi	 sub-catchment	 in	 both	 cases.	 Across	 the	 ten	 sub-catchments	 there	 is	 an	 average	difference	between	UDel	and	CRU	in	the	grid-based	mean	and	maximum	values	of	151	mm	and	440	mm,	respectively.	The	average	range	between	the	minimum	and	maximum	grid	 cell-based	mean	 annual	 precipitation	 values	 for	UDel	 is	 950	mm,	compared	 to	521	mm	 for	CRU,	demonstrating	 that	UDel	generally	 shows	greater	spatial	variability	in	gridded	mean	annual	precipitation	values.	The	range	is	greater	for	UDel	in	eight	of	the	ten	sub-catchments	(the	exceptions	being	the	Lancang	and	Chi	 sub-catchments).	 UDel-derived	 precipitation	 was	 employed	 within	 SLURP,	following	initial	difficulties	in	calibrating	SLURP	using	CRU	precipitation	(Kingston	
et	al.,	2011).	
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Table	3.6.	UDel	and	CRU	minimum,	mean	and	maximum	mean	annual	precipitation	
totals	 (mm)	 over	 the	 period	 1961–1998	 across	 the	 grid	 cells	 of	 the	 SLURP	 sub-
catchments.		 Lanc-
ang	
(1)	
Nam	
Ou	
(2)	
Nam	
Ngum	
(3)	
Mek.	
1	(4)	
Chi	
(5)	
Mun	
(6)	
Mek.	
2	(8)	
Se	
Kong	
(9)	
Sre	
Pok	
(10)	
Mek.	
3	(11)		 UDel	Min.	 448.8	 1341.5	 1573.6	 1185.3	 1093.6	 1092.9	 1758.0	 1893.8	 1577.2	 1729.3	Mean	 1044.5	 1567.3	 2047.9	 1844.3	 1270.1	 1301.5	 2192.0	 2410.6	 2031.5	 1845.5	Max.	 1656.0	 1810.7	 2441.4	 2936.2	 1454.1	 1985.5	 3533.8	 2693.5	 2563.3	 2121.6		 CRU	Min.	 264.0	 1353.4	 1611.8	 1188.2	 1107.0	 1052.9	 1772.2	 1846.2	 1792.4	 1588.3	Mean	 976.9	 1459.8	 1648.1	 1756.8	 1274.1	 1291.7	 1983.4	 2063.8	 1883.0	 1704.6	Max.	 1529.7	 1552.9	 1704.0	 2351.7	 1550.9	 1755.1	 2203.8	 2275.4	 2090.6	 1776.1		
3.6.2. Temperature		Temperature	 data	 for	 the	 Mekong	 catchment	 for	 the	 period	 1961–1998	 were	obtained	 from	 the	 0.5°	 ×	 0.5°	monthly	 gridded	 CRU	 TS	 3.0	 dataset,	 from	which	temperature	 data	 for	 the	 SLURP	 model	 were	 generated.	 Figure	 3.12	 presents	gridded	mean	annual	temperature	for	the	Mekong	Basin	derived	using	this	dataset.		
		
Figure	3.12.	CRU	gridded	mean	annual	temperature	calculated	for	the	period	1961–
1998.	
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Negative	values	of	between	–7	to	0	°C	are	seen	over	the	Tibetan	Plateau,	with	mean	annual	temperatures	of	between	0	to	15	°C	in	the	Three	Rivers	area	and	between	15	to	 20	 °C	 over	 the	 lower	 Lancang	 Basin.	 Mean	 annual	 gridded	 temperatures	 lie	between	26	and	28	°C	over	the	majority	of	the	Lower	Mekong	Basin	(i.e.	south	of	China),	with	values	of	between	20	and	24	°C	over	much	of	the	Northern	and	Eastern	Highlands.	Mean	monthly	temperature	derived	for	the	period	1961–1998	is	shown	in	Figure	3.13	for	both	the	grid	cell-based	data	and	sub-catchment	average	data	for	ten	SLURP	sub-catchments.	Mean	monthly	temperatures	are	highest	between	April	and	 October.	 Whilst	 mean	 monthly	 temperatures	 peak	 in	 July–August	 over	 the	upper	Lancang,	peak	temperatures	are	seen	in	April	over	much	of	the	Lower	Mekong	Basin.	Negative	mean	monthly	values	are	restricted	to	northerly	grid	cells	within	the	Lancang	sub-catchment.		Table	3.7	shows	minimum,	mean	and	maximum	mean	annual	temperatures	over	the	period	1961–1990	across	 the	grid	cells	of	 ten	of	 the	SLURP	sub-catchments.	The	sub-catchment	means	vary	between	11.3	°C	for	the	Lancang	and	27.4	°C	for	the	Mun	sub-catchment.	 Across	 the	 sub-catchments,	 the	 grid	 cell	 based	 minimum	 mean	annual	temperatures	range	between	–7.1	°C	(Lancang)	and	26.7	°C	(Mun),	whilst	the	maximum	values	within	each	sub-catchment	range	between	22.9	°C	(Nam	Ou)	and	27.6	°C	(Mun).		
Table	3.7.	CRU-based	minimum,	mean	and	maximum	mean	annual	temperatures	(°C)	
over	the	period	1961–1990	across	the	grid	cells	of	the	SLURP	sub-catchments.		 Lanc-
ang	
(1)	
Nam	
Ou	
(2)	
Nam	
Ngum	
(3)	
Mek.	
1	(4)	
Chi	
(5)	
Mun	
(6)	
Mek.	
2	(8)	
Se	
Kong	
(9)	
Sre	
Pok	
(10)	
Mek.	
3	(11)	Min.	 –7.1	 18.5	 20.8	 20.5	 25.8	 26.7	 23.2	 22.7	 21.6	 26.6	Mean	 11.3	 21.3	 21.7	 24.5	 26.9	 27.4	 26.1	 24.9	 24.5	 27.1	Max.	 24.5	 22.9	 23.2	 27.0	 27.5	 27.6	 27.3	 27.1	 26.7	 27.5		SLURP	 sub-catchment	 average	 monthly	 mean,	 annual	 mean	 and	 mean	 annual	temperature	for	the	period	1961–1998	are	presented	in	Figure	3.14	for	the	same	10	sub-catchments.	Annual	mean	temperatures	for	each	sub-catchment	vary	between	approximately	 1	 °C	 above	 or	 below	 their	 respective	 mean	 annual	 temperature.			
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Figure	3.13.	Grid	based	and	sub-catchment	average	CRU	mean	monthly	temperature	
(for	the	period	1961–1998),	presented	 for	10	SLURP	sub-catchments.	For	each	sub-
catchment,	grid	cell	based	data	are	shown	for	the	grid	cells	that	fall	within	that	sub-
catchment.	(Note	different	y-axis	scale	for	Lancang.)	
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Figure	 3.14.	 SLURP	 sub-catchment	 average	 CRU	monthly	mean,	 annual	 mean	 and	
mean	 annual	 temperature	 (1961–1998),	 presented	 for	 10	 sub-catchments.	 (Note	
different	y-axis	scale	for	Lancang.)	
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Figure	3.14.	(cont.)	SLURP	sub-catchment	average	CRU	monthly	mean,	annual	mean	
and	mean	annual	temperature	(1961–1998),	for	10	sub-catchments.	
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There	is	a	general	reduction	in	the	range	of	monthly	mean	temperatures	from	north	to	south.	For	example,	monthly	mean	temperatures	for	the	Lancang	vary	between	approximately	7	°C	above	and	9.7	°C	below	(range:	16.7	°C)	the	sub-catchment	mean	annual	 temperature,	 whilst	 for	 Mekong	 3,	 monthly	 mean	 temperatures	 vary	between	4.1	°C	above	and	4.7	°C	below	the	mean	(range:	8.8	°C).	It	is	worth	noting	that	the	sub-catchment	average	monthly	mean	temperatures	for	the	Lancang	never	go	below	0	°C.	Use	of	sub-catchment	average	data	for	hydrological	modelling	will	therefore	 necessitate	 the	 use	 of	 a	 temperature	 lapse	 rate	 in	 order	 that	 snow	accumulation	and	melting	are	simulated	over	 the	upper	Lancang,	as	described	 in	Section	4.2.6.3.		
3.6.3. Potential	evapotranspiration		As	discussed	in	Chapter	2,	evapotranspiration	is	a	key	component	of	a	catchment’s	water	 balance	 and	 for	 the	 majority	 of	 hydrological	 models	 potential	evapotranspiration	(PET)	time	series	must	be	either	calculated	externally	(to	the	model)	or	internally.	In	Chapter	4,	a	model	of	Mekong	Basin	is	developed	using	the	MIKE	 SHE	 model	 code,	 in	 order	 to	 undertake	 an	 inter-hydrological	 model	comparison	between	the	newly	developed	model	and	the	earlier	SLURP	model	of	the	Mekong.	In	the	SLURP	model,	the	Linacre	method	(see	Table	2.6)	was	employed	to	 calculate	 PET	 internally,	 using	 CRU	 temperature	 time	 series	 as	 input.	 For	 the	MIKE	SHE	model	code,	PET	must	be	calculated	externally	and	then	specified	as	an	input	time	series.	Linacre	PET	is	therefore	calculated	externally	for	the	MIKE	SHE	model	developed	in	Chapter	4.	Whilst	the	use	of	alternative	PET	methods	is	explored	in	Chapter	5,	only	PET	data	calculated	using	the	Linacre	method	are	presented	here	in	order	to	demonstrate	spatial	and	temporal	variations.		Figure	3.15	displays	gridded	mean	annual	total	Linacre	(LN)	PET	for	the	Mekong	Basin	 calculated	 using	 CRU	TS	 3.0	 temperature	 data.	 The	 lowest	 annual	 LN	 PET	totals	(<1600	mm)	are	found	over	the	upper	and	mid-Lancang,	whilst	the	highest	values	(>2300	mm)	are	seen	over	the	Khorat	Plateau.	Excluding	the	Khorat	Plateau,	LN	PET	totals	range	between	1600	and	2000	mm	over	the	majority	of	the	Lower	Mekong	Basin.		
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Figure	 3.15.	Mean	 annual	 total	 gridded	 PET	 for	 the	 period	 1961–1998,	 calculated	
using	CRU	temperature	following	the	Linacre	PET	method.			Mean	monthly	 grid	 cell-based	 and	 sub-catchment	 average	 Linacre	 	 PET	 	 for	 the	period	1961–1998	are	presented	in	Figure	3.16	for	ten	SLURP	sub-catchments.	As	might	be	expected	considering	that	Linacre	is	a	temperature	based	PET	method,	the	seasonal	distribution	of	PET	totals	through	the	year	for	each	sub-catchment	shows	a	similar	pattern	to	that	of	mean	monthly	temperature.	Peak	mean	monthly	totals	generally	 occur	 in	 April–May	 (July	 in	 the	 case	 of	 the	 Lancang)	 with	 lows	 in	November–February.		Table	3.8	presents	 the	minimum,	mean	and	maximum	mean	annual	Linacre	PET	totals	across	the	grid	cells	for	10	SLURP	sub-catchments.	The	Chi	and	Mun	show	the	greatest	sub-catchment	average	mean	annual	PET	totals	(2560.3	mm	and	2432.4	mm,	respectively),	whilst	the	lowest	mean	totals	are	seen	over	the	Sre	Pok	and	Se	Kong,	 (1710.3	mm	and	1743.8	mm,	 respectively).	Across	 the	 ten	sub-catchments	there	is	an	average	difference	between	the	minimum	and	maximum	grid	cell-based	mean	annual	PET	totals	of	244.6	mm.	The	equivalent	values	for	UDel	precipitation	and	CRU	precipitation	are	950.2	mm	and	521.4	mm,	demonstrating	 that	gridded	PET	shows	less	variability	within	each	sub-catchment.		 	
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Figure	3.16.	Grid	based	and	sub-catchment	average	mean	monthly	Linacre	PET	(for	
the	 period	 1961–1998),	 presented	 for	 10	 SLURP	 sub-catchments.	 For	 each	 sub-
catchment,	grid	cell	based	data	are	shown	for	the	grid	cells	that	fall	within	that	sub-
catchment.		
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Table	3.8.	Gridded	minimum,	mean	and	maximum	mean	annual	PET	totals	(mm)	over	
the	period	1961–1998	across	the	grid	cells	of	the	SLURP	sub-catchments.		 Lanc-
ang	
(1)	
Nam	
Ou	
(2)	
Nam	
Ngum	
(3)	
Mek.	
1	(4)	
Chi	
(5)	
Mun	
(6)	
Mek.	
2	(8)	
Se	
Kong	
(9)	
Sre	
Pok	
(10)	
Mek.	
3	(11)	Min.	 1393.8	 1814.5	 1782.3	 1677.2	 2303.6	 2212.4	 1789.6	 1670.0	 1635.9	 1765.2	Mean	 1769.1	 1854.4	 1796.3	 1934.7	 2382.5	 2356.2	 1829.4	 1743.8	 1710.3	 1785.1	Max.	 2097.5	 1918.6	 1810.3	 2382.4	 2560.3	 2432.4	 1852.9	 1826.3	 1785.5	 1824.2		Monthly	 total,	 annual	 total	 and	mean	 annual	 total	 Linacre	 PET	 are	 presented	 in	Figure	3.17	for	the	same	ten	SLURP	sub-catchments.	Nam	Ou	and	Nam	Ngum	display	very	 similar	 pattern	 and	 magnitudes.	 Likewise,	 the	 Mun,	 Chi	 and	 Chi-Mun	 (not	shown)	sub-catchments,	which	have	the	highest	PET	totals,	exhibit	similar	patterns	to	each	other.	Finally,	 the	PET	totals	of	sub-catchments	9–11	display	comparable	magnitudes	 and	 patterns.	 This	 figure	 demonstrates	 that	 in	 comparison	 to	precipitation	 (Figure	 3.11),	 PET	 shows	 less	 inter-annual	 variability.	 To	 illustrate	this,	 across	 sub-catchments	1	 to	11	 there	 is	 a	mean	difference	between	 the	 sub-catchment	minimum	and	maximum	annual	PET	 totals	 (the	 red	 crosses	 in	Figure	3.17)	of	 254.6	mm.	 In	 contrast,	 the	 equivalent	 values	 for	 sub-catchment	 average	UDel	and	CRU	precipitation	are	785.5	mm	and	751.9	mm,	respectively.			
	
Figure	 3.17.	 SLURP	 sub-catchment	 average	 monthly	 total,	 annual	 total	 and	 mean	
annual	total	Linacre	PET	(for	the	period	1961–1998),	presented	 for	six	SLURP	sub-
catchments.	 	
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Figure	 3.17.	 (cont.)	 SLURP	 sub-catchment	 average	monthly	 total,	 annual	 total	 and	
mean	annual	total	Linacre	PET	(for	the	period	1961–1998),	presented	for	ten	SLURP	
sub-catchments.	
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Figure	 3.17.	 (cont.)	 SLURP	 sub-catchment	 average	monthly	 total,	 annual	 total	 and	
mean	annual	total	Linacre	PET	(for	the	period	1961–1998),	presented	for	ten	SLURP	
sub-catchments.		
3.7. River	network		The	 river	 network	 employed	 in	 this	 thesis	 is	 based	 on	 the	 network	 used	 in	 the	SLURP	model	of	the	Mekong,	which	was	derived	by	Kite	(2000)	through	topographic	analysis	of	the	1	km	×	1	km	USGS	GTOPO30	DEM	of	the	basin	using	the	TOPAZ	digital	terrain	analysis	tool	(Garbrecht	and	Martz,	1997).	The	river	network	derived	by	Kite	(2000)	 was	 divided	 into	 five	 stream	 orders	 using	 Strahler’s	 numbering	 system	(Figure	3.18a).	However,	few	(only	four)	of	the	stream	order	1	(headwater/upper	tributary)	channels	could	be	included	in	the	MIKE	11	model	developed	in	this	thesis,	due	 to	 a	 computational	 limit	 to	 the	 number	 of	 q-points	 (where	 river	 flows	 are	calculated)	 that	 could	 be	 included	 within	 the	 model,	 and	 hence	 the	 number	 of	channels	 that	 could	 be	 incorporated	 within	 the	 river	 model.	 The	 river	 network	employed	(Figure	3.18b)	is	therefore	a	reduced	version	compared	to	that	used	in	the	 SLURP	model.	 Development	 of	 the	MIKE	11	 river	model	 that	 used	 this	 river	network,	 including	specification	of	channel	cross-sections,	 is	discussed	 in	 further	detail	in	Sections	4.3.1	and	4.3.2.				
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Figure	 3.18.	 a)	 River	 network	 of	 the	 Mekong	 Basin	 derived	 by	 Kite	 (2000).		
b)	Reduced	river	network,	as	used	in	the	MIKE	11	river	model.	SLURP	sub-catchments	
shown	to	aid	interpretation.		
3.8. River	discharge		Discharge	data	from	twelve	gauging	stations,	as	summarised	in	Table	3.9,	are	used	in	 this	 thesis	 for	 the	purposes	of	model	 calibration	and	validation.	Daily	data	 for	eleven	of	 these	stations	were	compiled	by	 the	Mekong	River	Commission	(MRC).	Daily	discharge	data	for	Kratie	were	derived	by	Kite	(2000)	from	daily	records	for	Pakse	 using	 a	 simple	 linear	 regression	 model	 developed	 by	 the	 Institute	 of	Hydrology	 (1988),	 due	 to	 limited	 data	 availability	 for	 this	 station.	 The	 model	employs	 separate	 relationships	 for	 the	wet	 and	 dry	 seasons.	 Ten	 of	 the	 gauging	stations	are	located	on	the	main	Mekong	(i.e.	the	main	stem	of	the	Mekong	River),	whilst	 the	 Yasothon	 and	 Ubon	 gauging	 stations	 are	 located	 on	 the	 Chi	 and	Mun	tributaries,	respectively.	Although	daily	discharge	data	were	available	 for	 the	 full	calibration	period	(1961–1990)	for	the	majority	of	these	stations,	the	records	for	Stung	Treng,	Kompong	Cham	and	Phnom	Penh	were	limited	to	January	1961–March	
(a)	 (b)	
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1970,	January	1964–March	1974	and	January	1961–March	1974,	respectively.	For	the	 validation	period	 (1991–1998),	 however,	 no	 observations	were	 available	 for	Kompong	Cham	or	Phnom	Penh,	whilst	availability	for	the	remaining	stations	varies	between	the	full	eight	years	(Pakse	and	Kratie,	albeit	derived	from	Pakse	records	in	the	case	of	the	latter)	to	only	three	(Stung	Treng	and	Mun	at	Ubon).		
Table	3.9.	Gauging	stations	employed	in	this	study,	including	their	locations	and	the	
periods	(relevant	to	this	study)	for	which	records	are	available.	
Gauging	station	 Country	 SLURP	sub-
catchment	
located	in	
Lat	
(Decimal	
degrees)	
Long	
(Decimal	
degrees)	
Data	
availability	
Chiang	Saen	 Thailand	 Lancang	 20.273	 100.083	 1961–Jun	1997	Luang	Prabang	 Laos	 Mekong	1	 19.892	 102.137	 1961–1997	Vientiane	 Laos	 Mekong	1	 17.928	 102.620	 1961–1996	Nakhon	Phanom	 Thailand	 Mekong	1	 17.398	 104.803	 1961–Nov	1995	Mukdahan		 Thailand	 Mekong	1	 16.540	 104.737	 1961–1995	Yasothon			(River	Chi)	 Thailand	 Chi	 15.782	 104.142	 1961–1995	Ubon		(River	Mun)	 Thailand	 Mun	 15.222	 104.862	 1961–1993	Pakse	 Laos	 Mekong	2	 15.117	 105.800	 1961–1998	Stung	Treng	 Cambodia	 Top	end	of	Mekong	3	 13.545	 106.017	 1961–Mar	1970,	1991–1993	Kratie	 Cambodia	 Mekong	3	 12.460	 106.010	 1961–1998*	Kompong	Cham	 Cambodia	 Mekong	3	 11.909	 105.388	 1964–	Mar	1974	Phnom	Penh	 Cambodia	 Mekong	3	 11.837	 105.039	 1961–	Mar	1974	*Observed’	flows	for	Kratie	for	full	period	calculated	from	observed	Pakse	records	–	see	text.		Driven	by	its	monsoonal	precipitation	regime,	the	Mekong	River	exhibits	a	unimodal	flow	regime	throughout	the	basin	(Figure	3.19).	River	discharge	begins	to	markedly	increase	in	May	and	peak	discharges	are	reached	between	August	and	September	on	the	Mekong	River	 itself,	and	 in	October	on	the	Rivers	Chi	and	Mun	within	the	western	Lower	Mekong	Basin.	Peak	flows	are	followed	by	the	flood	recession,	with	discharges	reaching	their	lowest	levels	in	March–April.	Snowmelt	within	the	upper	catchment	(Lancang)	helps	maintain	dry	season	flows	and	also	contributes	to	the	initial	rise	of	the	annual	flood	within	the	Lancang	(MRC,	2003;	Kiem	et	al.,	2005).	Estimates	of	mean	annual	total	river	discharge	into	the	South	China	Sea	vary,	but	values	are	frequently	cited	between	approximately	460	km3	(e.g.	MRC,	2010b)	and	475	km3	(e.g.	Kiem	et	al.,	2008).	
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Figure	3.19.	Observed	river	regime	for	the	period	1961–1990,	for	the	seven	gauging	
stations	on	the	main	Mekong	for	which	records	are	available	for	the	duration	of	this	
period	 (top)	and	 for	 two	 tributaries	of	 the	Mekong	(bottom).	Letters	after	gauging	
station	names	refer	to	the	labels	used	in	Figure	3.1.	(Note	different	y-axis	scales.)		Figure	3.20	shows	daily	observed	discharge	for	the	12	gauging	stations	employed	in	this	study	for	the	period	1961–1998	and	provides	a	good	visual	representation	of	the	 data	 availability	 (as	 indicated	 in	 Table	 3.9)	 for	 each	 station	 throughout	 the	calibration	 and	 validation	 periods.	 Although	 these	 plots	 demonstrate	 that	 the	magnitude	of	flows	in	the	Mekong	Basin	vary	considerably	from	year	to	year,	this	is	more	clearly	displayed	in	Figure	3.21,	which	displays	annual	mean	discharge	and	mean	discharge	for	six	of	the	gauging	stations	(again,	for	the	period	1961–1998).	It	is	 evident	 that	 stations	 on	 the	main	Mekong,	 particularly	 downstream	of	 Chiang 	
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Figure	3.20.	Daily	observed	discharge	for	12	gauging	stations	in	the	Mekong	Basin	for	
the	period	1961–1998	(subject	to	data	availability).	Dashed	vertical	line	indicates	the	
divide	between	the	calibration	and	validation	periods.	(Letters	in	brackets	refer	to	the	
gauging	station	labels	used	in	Figure	3.1).	(Note	different	y-axis	scales.)	
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Figure	3.20	(cont.)	Daily	observed	discharge	for	12	gauging	stations	 in	the	Mekong	
Basin	for	1961–1998	(subject	to	data	availability).	Dashed	vertical	line	indicates	the	
divide	between	the	calibration	and	validation	periods.	(Letters	in	brackets	refer	to	the	
gauging	station	labels	used	in	Figure	3.1).	(Note	different	y-axis	scales.)	
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Figure	3.21.	Observed	annual	mean	discharge	(solid	line)	for	six	gauging	stations	in	
the	Mekong	Basin,	 for	 the	period	1961–1990.	The	dashed	 line	 represents	 the	mean	
discharge	for	the	available	data	for	each	station.	(Note	different	y-axis	scales.)	 	
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Saen,	display	a	similar	pattern	of	annual	mean	discharge,	meaning	that	there	 is	a	good	correspondence	between	stations	in	terms	of	the	years	with	above	and	below	average	flows.	For	example,	all	of	the	stations	display	a	spike	of	above	average	flows	in	1966,	whilst	Nakhon	Phanom,	Pakse	and	Kratie	show	high	annual	mean	discharge	in	1978	and	1981.	For	stations	downstream	of	Chiang	Saen	on	the	main	Mekong,	years	with	 notable	 below	 average	 annual	mean	 flows	 include	 1967–1968,	 1977,	1986–1989	and	1992.	Despite	close	agreement	in	some	years,	there	is	generally	less	agreement	between	mean	annual	discharge	on	the	River	Chi	at	Yasothon	and	the	stations	on	the	main	Mekong.	Analysis	shows	that	the	Chi-Mun	system	contributes	~6.4%	of	mean	annual	discharge	at	Pakse	on	average	over	the	period	1961–1993.	This	is	consistent	with	a	value	of	6%	given	by	MRC	(2005b).			
3.9. Anthropogenic	influences	on	basin	hydrology		Human	 activities	 have	 the	 potential	 to	 considerably	 impact	 the	 hydrological	functioning	of	river	basins.	In	order	to	provide	a	more	complete	overview	of	the	key	controls	and	influences	on	the	Mekong’s	hydrology,	this	section	discusses	potential	historical	and	 future	anthropogenic	 impacts	on	 the	basin’s	hydrology,	other	 than	through	 climate	 change.	 The	 three	main	 interventions	 considered	 here	 are	 land	cover	change,	water	abstractions	and	dam	building	/	river	flow	regulation.			
3.9.1. Land	cover	change		The	Mekong	region	has	undergone	significant	land	cover	change	since	the	1960s,	namely	 deforestation	 driven	 by	 agricultural	 expansion	 and	 demand	 for	 forest	products	and,	in	parts	of	the	Lower	Mekong	Basin	between	1960–1980,	by	conflict	(Bernard	and	De	Koninck,	1996;	Nobuhiro	et	al.,	2008;	Lacombe	et	al.,	2010;	MRC,	2010b).	 Figure	3.22	provides	 an	 indication	of	 the	decline	 in	 forested	 area	 in	 the	region	between	 the	1970s	and	1990s.	 Since	 the	1990s,	 forest	 loss	has	 continued	over	much	of	Southeast	Asia,	including	parts	of	the	Lower	Mekong	Basin	(Stibig	et	
al.,	2014).	Under	these	high	rates	of	deforestation,	it	might	be	expected	that	the	flow	regime	 and	 rainfall-runoff	 relationships	 of	 the	 Mekong	 may	 have	 been	 altered.	However,	 studies	 into	 whether	 there	 has	 been	 a	 discernible	 impact	 of	 land	 use	changes	on	Mekong	flows	show	conflicting	results.		
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Figure	3.22.	Forest	 cover	 in	mainland	Southeast	Asia	 in	 circa	1970	 (top)	and	1990	
(bottom).	Source:	Bernard	and	De	Koninck	(1996).			For	 example,	 Adamson	 (2006)	 undertook	 an	 analysis	 of	 percentage	 deviation	 of	annual	flows,	annual	maximum	flows	and	mean	dry	season	flows	above	and	below	their	 respective	 long-term	 means	 over	 the	 period	 1960–2005	 at	 Vientiane	 and	Kratie.	The	study	concluded	that	there	were	no	systematic	or	statistically	significant	trends	in	these	attributes	(see	Figure	3.23)	and	that	land	cover	change	has	not	yet	had	a	detectable	influence	upon	the	Mekong’s	regime.			Lacombe	et	al.	(2010)	used	a	different	approach	by	assessing,	through	hydrological	modelling,	 the	 temporal	 variation	 in	 the	 rainfall-runoff	 relationship	 in	 two	 sub-catchments	 of	 the	 Mekong	 Basin	 over	 the	 period	 1960-2004.	 The	 two	 sub-catchments	had	undergone	 contrasting	 land	 cover	 changes.	 In	 the	northern	 sub-catchment	 (between	 Chiang	 Saen	 and	 Vientiane)	 conflict-induced	 depopulation		
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Figure	3.23.	For	the	Vientiane	(left)	and	Kratie	(right)	gauging	stations	on	the	Mekong	
River:	Percentage	deviation	of	annual	 flows	(top),	annual	maximum	flows	(middle)	
and	annual	dry	 season	 flows	above	and	below	their	 long	 term	mean	values	 for	 the	
period	1960	–	2005.	Source:	Adamson	(2006).			occurred	over	the	period	1953–1985,	leading	to	a	shift	towards	forest	regeneration.	In	contrast,	the	southern	catchment	(between	Mukdahan	and	Pakse)	experienced	extensive	deforestation	in	the	early	1970s	due	to	bombing	by	the	United	States	Air	Force	 during	 their	military	 intervention	 in	 SE	 Asia	 as	 part	 of	 the	 Vietnam	War.	Lacombe	et	al.	(2010)	found	changes	in	the	rainfall-runoff	relationships	of	the	two	sub-catchments	that	were	consistent	with	the	spatial	distribution,	magnitude	and	expected	 impact	of	 changes	 in	 land	 cover.	Expected	 flows	 in	 the	absence	of	 land	cover	change	were	established	through	hydrological	modelling.	Analysis	indicated	
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a	 stable	 rainfall-runoff	 relationship	 in	 the	 northern	 catchment	 from	 1961–1975	(Figure	 3.24a).	 Runoff	 could	 not	 be	 estimated	 for	 the	 northern	 sub-catchment	between	 1976–1995,	 due	 to	 the	 interruption	 of	 discharge	 measurements.	 From	1995	 onwards,	 the	 northern	 catchment	 displayed	 lower	 runoff	 production	 than	would	otherwise	be	expected	in	the	absence	of	land	cover	change.	This	is	consistent	with	 the	 expectation	 of	 increased	 evapotranspiration	 rates	 following	 forest	regrowth.	 Analysis	 of	 runoff	 from	 a	 nested	 sub-catchment	 (Nam	 Khan)	 of	 the	northern	sub-catchment	suggested	that	the	decline	in	runoff	production	occurred	within	 the	 period	 1976–1986.	 In	 contrast,	 runoff	 production	 in	 the	 southern	catchment	 was	 higher	 than	 would	 otherwise	 be	 expected	 from	 the	 early	 1970s	(Figure	3.24b),	consistent	with	the	expectation	of	reduced	evapotranspiration	rates	following	 forest	 clearance.	 These	 findings	 suggest	 that	 at	 a	 sub-catchment	 scale,	changes	 in	 vegetation	 cover	may	 have	 had	 a	 discernible	 influence	 on	 catchment	hydrology,	and	hence	Mekong	flows,	over	recent	decades.		 	
Figure	3.24.	Observed	rainfall	and	runoff	and	expected	runoff	(as	simulated	by	GR2M	
hydrological	 model)	 for	 a	 northern	 (a)	 and	 southern	 (b)	 sub-catchment	 in	 the	
Mekong	River	Basin.	Source:	Lacombe	et	al.	(2010).	
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During	the	baseline	period	used	herein	(1961–1990),	the	highest	rates	of	forest	loss	in	the	Lower	Mekong	Basin	occurred	in	Thailand,	with	the	expansion	of	agriculture	(MRC,	2005b).	On	the	Khorat	Plateau,	forest	cover	decreased	from	42%	in	1961,	to	13%	 in	 1993	 (MRC,	 2005b).	 However,	 it	 is	 unclear	 how	 this	 has	 impacted	 the	hydrological	 regime	 or	 extremes	 of	 the	 Chi	 and	 Mun	 rivers	 (MRC,	 2005b;	Kuntiyawichai,	2012).	Analysis	by	Weesakul	(2005,	cited	in	Floch	and	Molle,	2009)	on	the	impacts	of	deforestation	on	stream	flow	in	nine	sub-basins	of	the	Chi-Mun	found	no	coherent	patterns	to	indicate	that	annual	runoffs	had	been	impacted	by	deforestation.	Modelling	of	a	12,100	km2	sub-catchment	of	the	Chi	basin	by	Wilk	et	
al.	 (2001)	could	not	detect	any	significant	change	 in	 the	water	balance,	despite	a	large	reduction	in	the	area	classified	as	forest.	Wilk	et	al.	(2001)	highlight	that	the	land	classification	dividing	forested	and	non-forested	land	masks	the	role	that	land	cover	is	actually	having	on	hydrology,	effectively	exaggerating	perceived	changes.	Over	large	stretches	of	land,	there	is	no	clear-cut	division	between	forest	and	non-forest.	 Swidden	 agriculture	 (rotational	 farming)	 is	 the	most	 common	method	 of	agriculture	 in	 the	 region	 and	 these	 areas	 contain	 high	 numbers	 of	 shade	 trees,	although	they	are	classed	as	non-forest	(Wilk	et	al.,	2001).	Modelling	undertaken	by	Goteti	 and	 Lettenmaier	 (2001)	 indicates	 that	 the	 increases	 in	 mean	 annual	discharge	in	the	Chi-Mun	region	that	might	be	expected	with	conversion	of	forest	to	agriculture	 may	 have	 been	 offset	 by	 an	 increase	 in	 demand	 for	 irrigation.	Furthermore,	since	the	Chi	and	Mun	only	contribute	<6.5%	of	mean	annual	flow	at	Pakse	on	average,	hydrological	changes	on	these	tributaries	are	likely	to	have	only	a	relatively	small	effect	on	the	main	Mekong.		To	shed	light	on	the	issue	of	detecting	the	impacts	of	land	use	change	on	hydrology,	it	 is	 important	 to	 consider	 the	wider	 literature.	 According	 to	 Rust	 et	 al.	 (2014),	amongst	others	(e.g.	O’Connell	et	al.,	2007),	whilst	the	impacts	of	land	use	change	at	local	scales	and	in	small	catchments	have	been	clearly	demonstrated	(Kirby	et	al.,	1991;	Robinson,	1998),	there	is	a	lack	of	evidence	that	local	scale	effects	aggregate	to	 detectable	 impacts	 at	 larger	 scales,	 with	 studies	 unable	 to	 detect	 impacts	 on	downstream	flow	records.	This	does	not	mean	that	impacts	at	the	larger	scale	do	not	exist,	but	rather	that	changes	at	 this	scale	may	be	complex	and	difficult	 to	detect	(O’Connell	et	al.,	2007;	Rust	et	al.,	2014).	Factors	that	may	obscure	the	effects	of	land	use	 change	 on	 catchment	 response	 include	 the	 overriding	 influence	 of	 climatic	
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variability	on	stream	flow	and	the	spatially	and	temporally	heterogeneous	nature	of	land	use	changes	and	land	management	practices	(Rust	et	al.,	2014).	Furthermore,	the	complex	nature	of	 land	use	 influences	upon	catchment	hydrology	means	that	changes	will	occur	at	a	range	of	different	temporal	scales	(from	rapid,	e.g.	hourly,	to	longer	monthly,	annual	or	multi-annual	effects).	Using	a	novel	approach	based	on	wavelet	analysis	(a	statistical	technique	for	decomposing	time-series	into	various	components	of	scale),	Rust	et	al.	(2014)	were	able	to	detect	changes	in	flow	records	(of	three	UK	catchments)	that	corresponded	with	changes	in	catchment	land	use.	These	 changes	 occurred	 at	 a	 variety	 of	 temporal	 scales.	 However,	 the	 largest	catchment	 studied	was	 67	 km2,	 and	 any	 influences	 on	 catchment	 hydrology	 are	likely	to	have	more	notable/detectable	impacts	in	smaller	catchments.		For	the	Mekong	River	Basin,	historical	changes	in	land-use	and	land	management	will	undoubtedly	have	 impacted	hydrological	processes	at	 the	 local	scale,	and	on	some	of	the	Mekong’s	tributaries,	 the	 influence	on	river	flows	may	be	detectable.	However,	detecting	 the	 influence	on	river	 flows	on	 the	main	stem	of	 the	Mekong	with	any	confidence	is	likely	to	be	very	difficult	due	to	a	number	of	factors.	These	include:	 the	 huge	 size	 of	 the	 catchment;	 the	 temporally	 and	 spatially	 variable	climate;	the	temporally	and	spatially	heterogeneous	nature	of	changes	in	land	use	and	 land	 management;	 and	 the	 confounding	 influence	 of	 other	 anthropogenic	activities	such	irrigation	and	river	flow	regulation	(see	below).	It	follows	that	the	same	may	be	true	of	future	changes	in	land	use,	with	potentially	significant	impacts	on	some	tributaries	and	at	the	local	scale,	but	greater	difficulty	in	disentangling	the	impacts	of	land	cover	change	on	Mekong	river	flows	from	other	drivers	of	change	and	variability.			
3.9.2. Abstractions	and	irrigation		Another	human	activity	that	has	considerable	potential	to	influence	hydrology,	and	is	 also	 related	 to	 land	 use	 and	 management,	 is	 the	 abstraction	 of	 water	 for	agriculture.	Within	the	Lower	Mekong	Basin,	agriculture	is	the	biggest	abstracter	of	freshwater	(MRC,	2010b).	For	the	four	countries	of	the	Lower	Mekong	Basin,	water	withdrawals	for	agriculture	as	a	proportion	of	total	annual	withdrawals	in	the	mid-2000s	were	estimated	as	follows:	Cambodia:	94%,	Lao	PDR:	91%,	Thailand:	90%	
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and	Viet	Nam:	95%	(FAO,	2016).	Withdrawals	 for	domestic	and	 industrial	water	supply	represent	only	a	small	fraction	of	water	withdrawals	in	the	basin;	as	such,	they	are	unlikely	to	have	notable	hydrological	impacts	except	on	a	local	scale	(MRC,	2010b).	Average	total	annual	water	withdrawals	(across	all	sectors)	are	estimated	to	 be	 around	 60	 km3	 or	 12%	 of	 the	 Mekong’s	 average	 annual	 discharge,	 with	irrigation	accounting	for	an	estimated	41.8	km3	(MRC,	2010b).	A	large	proportion	of	this	 irrigation	water	 use	 (26.3	 km3	 or	 43.8%	of	 total	 annual	withdrawals)	 takes	place	in	the	Mekong	Delta	(MRC,	2010b),	which	is	outside	of	the	area	modelled	in	this	study.	This	is	followed	by	Thailand	(9.5	km3),	Lao	PDR	(3	km3),	Cambodia	(2.7	km3)	and	the	highlands	of	Viet	Nam	(0.5	km3)	(MRC,	2010b).	However,	not	all	of	the	water	abstracted	 is	completely	 lost	 from	the	system.	For	example,	 in	a	modelling	study	of	the	Lower	Mekong	Basin,	Ringler	et	al.	(2004)	estimated	that	as	a	share	of	water	withdrawals,	return	flows	(to	the	river	network)	were	27%	for	agricultural	and	35%	 for	urban-industrial	uses.	 It	 is	worth	noting	 that	 although	 return	 flows	contribute	to	both	groundwater	and	river	discharge,	they	can	present	problems	for	water	 quality,	 such	 as	 high	 levels	 of	 dissolved	 salts,	 nutrients	 and	 pesticides	 in	irrigation	water	return-flows	(Johnston	et	al.,	2010).	The	irrigated	area	in	the	Lower	Mekong	 Basin	 is	 about	 1.2	 million	 ha	 in	 the	 dry	 season,	 or	 10%	 of	 the	 total	agricultural	area	of	15	million	ha,	and	3.5	million	ha	in	the	wet	season	(MRC,	2010a,	b).	Rice	is	the	main	crop	under	irrigation	(MRC,	2005a).		According	to	FAO	(2012),	groundwater	use	is	modest	throughout	most	of	the	basin,	except	in	China,	northeast	Thailand	and	Viet	Nam,	where	groundwater	withdrawals	are	 particularly	 important	 in	 the	 dry	 season	 when	 surface	 water	 is	 scarce.	Groundwater	is	a	key	source	of	domestic	water	supply	in	some	areas	(MRC,	2010b).	In	 terms	of	 the	 area	 of	 the	 Lower	Mekong	Basin	 equipped	 for	 irrigation,	 98%	 is	supplied	by	surface	water	and	2%	by	groundwater	(FAO,	2012).		As	 indicated	 in	 Figure	 3.25,	 irrigation	 schemes	 are	 concentrated	 in	 northeast	Thailand	 (on	 the	 Khorat	 Plateau)	 and	 on	 the	Mekong	 Delta	 (outside	 of	 the	 area	modelled	herein).	Of	 course,	 since	 the	number	of	 irrigation	projects	continues	 to	expand	over	time	(e.g.	Cochrane	et	al.,	2014)	more	schemes	are	present	today	than	shown	in	this	figure	from	MRC	(2005a).	Furthermore,	in	terms	of	the	baseline	period	used	 in	 this	study	(1961–1990)	 there	would	have	been	 fewer	 irrigation	schemes	
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than	are	shown	in	the	figure,	and	water	abstractions	(both	for	irrigation	and	across	other	sectors)	would	have	been	lower	than	today.				
	
Figure	3.25.	Irrigation	schemes	in	the	Lower	Mekong	Basin.	Source:	MRC	(2005a).			
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The	Chi-Mun	Basin	on	the	Khorat	Plateau	has	experienced	significant	expansion	of	irrigation	 projects	 from	 the	 1960s	 onwards	 (Floch	 and	Molle,	 2007,	 2009).	 The	types	of	 irrigation	projects	range	from	small-scale	measures	(weirs,	bunds,	 tanks	and	pumps)	to	large-scale	schemes	served	by	multi-purpose	dams	(Floch	and	Molle,	2009).	 However,	 according	 to	 Floch	 and	 Molle	 (2009)	 the	 basin	 has	 only	experienced	moderate	reductions	in	runoff	over	this	period.	As	discussed	above,	this	basin	also	underwent	significant	 forest	 to	agriculture	conversion	 from	the	1960s	onwards,	 and	 it	 is	 has	 been	 suggested	 that	 the	 associated	 reduction	 in	evapotranspiration	 from	 natural	 vegetation	 has	 been	 offset	 by	 increased	consumption	 from	 both	 rainfed	 and	 irrigated	 agriculture,	 including	evapotranspiration	from	bunded	agricultural	areas	(Goteti	and	Lettenmaier,	2001;	Floch	and	Molle,	2009).	Floch	and	Molle	(2009)	suggest	that	another	factor	limiting	the	impacts	of	irrigation	in	the	basin,	is	that	the	majority	of	irrigation	schemes	in	the	region	are	primarily	used	for	supplementary	wet	season	irrigation,	with	only	small	areas	irrigated	in	the	dry	season.	According	to	Kite	(2000),	by	the	time	flows	from	the	 Chi	 and	Mun	 are	merged	 and	 routed	 to	 the	Mekong,	 the	 effects	 of	 irrigation	cannot	be	detected.		Haddeland	et	al.	(2006)	undertook	a	hydrological	modelling	based	study	to	assess	the	effects	of	 irrigation	on	 the	water	balances	of	 the	Mekong	and	Colorado	 river	basins.	 Irrigated	 area,	which	was	 kept	 consistent	 for	 the	 simulation	 period,	was	based	on	a	global	gridded	dataset	that	represents	irrigation	areas	in	around	1995		(Siebert	 et	 al.,	 2002).	 Simulations	 performed	 for	 a	 20-year	 period	 indicated	 that	irrigation	water	requirements	(with	water	assumed	to	be	freely	available)	for	the	Mekong	corresponded	to	a	mean	annual	streamflow	reduction	of	2.3%	at	the	basin	outlet.	When	irrigation	was	restricted	by	available	water,	with	two	major	reservoirs	present,	 the	value	was	2.1%.	This	provides	 further	 indication	that	 the	 impacts	of	irrigation	on	the	main	Mekong	are	likely	to	have	been	small	historically.		Water	 abstractions	 are	 not	 included	 within	 the	 hydrological	 models	 developed	within	 this	 thesis.	 The	 simulated	 discharge	 projections	 under	 climate	 change	therefore	give	an	 idea	of	potential	changes	 in	the	absence	of	abstractions.	This	 is	deemed	justified	as	overall,	it	appears	that	water	abstractions	are	unlikely	to	have	had	any	major	or	widespread	impacts	on	Mekong	river	 flows,	particularly	on	the	
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main	Mekong	over	the	baseline	period	used	herein.	However,	since	the	number	of	irrigation	projects	and	the	area	irrigated	are	expected	to	increase	considerably	in	the	future	(MRC,	2016),	this	situation	may	change.		
3.9.3. Dams	and	river	flow	regulation		Dams	 and	 river	 flow	 regulation	 have	 the	 potential	 to	 dramatically	 impact	 the	hydrology	 and	 ecology	 of	 rivers.	 Up	 until	 very	 recently,	 the	 Mekong	 has	 been	considered	 one	 of	 the	 few	 large	 river	 basins	 that	 has	 not	 been	 significantly	 and	irreversibly	 impacted	 by	 large	 scale	 infrastructure	 (MRC,	 2003;	 Sarkkula	 et	 al.,	2009;	 Lu	 et	 al.,	 2014).	 However,	 the	 basin	 is	 undergoing	 rapid	 hydropower	expansion	and	there	are	widespread	concerns	that	existing	and	planned	dams	will	have	severe	negative	environmental	consequences	 for	 the	Mekong	(International	Rivers,	 2017).	 Although	 the	 tributaries	 of	 the	 Mekong	 also	 face	 increasing	hydropower	 development,	 it	 is	 the	 mainstream	 dams	 that	 are	 considered	 the	greatest	threat	to	the	wetlands,	fisheries	and	local	livelihoods	of	the	Lower	Mekong	Basin	(MRC,	2010b).			There	are	currently	at	least	six	operational	dams	on	the	mainstem	of	the	Mekong,	all	located	 in	 the	Upper	Mekong	Basin	on	what	 is	known	as	 the	Lancang	cascade	 in	China’s	 Yunnan	 province	 (see	 Figure	 3.26).	 The	 first	 of	 these,	 Manwan,	 was	completed	 in	 1993	 and	 the	 largest	 (Nuozhadu)	 was	 only	 completed	 in	 2014	(Räsänen	 et	 al.,	 2017).	 Furthermore,	 there	 are	 several	 mainstream	 hydropower	dams	 currently	 under	 construction	 in	 both	 the	 Upper	 and	 Lower	Mekong	 Basin	(International	 Rivers,	 2017),	 with	 plans	 to	 build	 further	 large	 dams	 on	 the	mainstream	 and	 tributaries	 (Figure	 3.26).	 Many	 studies	 have	 considered	 the	potential	environmental	impacts	of	existing	and	planned	dams	in	the	basin.	Fan	et	
al.	(2015)	provide	a	review	of	the	literature	related	to	the	environmental	impacts	of	the	Lancang	dams,	focusing	on	those	studies	that	have	attempted	to	determine	what	changes	have	already	occurred	as	a	result	of	the	existing	dams.	Key	potential	post-dam	 environmental	 impacts	 include	 hydrological	 changes,	 reservoir	 sediment	trapping	(with	downstream	consequences),	changes	in	water	quality	and	blocking	of	 fish	 migration	 routes	 (Fan	 et	 al.,	 2015).	 The	 focus	 here,	 however,	 is	 on	hydrological	impacts,	in	particular	impacts	on	river	discharge.		 	
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Figure	3.26.	‘Map	of	(A)	the	large	dams	(height	>	15	m)	in	the	Mekong	River	Basin	and	
the	 (B)	existing,	under	construction	and	planned	hydropower	projects	 in	 the	Upper	
Mekong	Basin	(UMB).’	Source	(figure	and	caption):	Räsänen	et	al.	(2017:	29).		Under	increasing	hydropower	development,	the	amplitude	of	the	annual	flood	pulse	is	expected	to	reduce,	with	a	reduction	in	average	monthly	wet	season	discharges	due	 to	 storing	 of	 water,	 and	 an	 increase	 in	 dry	 season	 discharges	 due	 to	water	releases	from	the	reservoirs	(Lauri	et	al.,	2012;	Räsänen	et	al.,	2017).	Several	studies	have	 sought	 to	 assess	 the	 hydrological	 impacts	 of	 Lancang	 cascade	 dams	 using	observed	discharge	or	water	level	records.	A	selection	of	these	are	summarised	in	Table	3.10.	These	demonstrate	that	several	earlier	studies	found	the	impacts	of	the	one	or	more	existing	dams	were	relatively	small.	For	example,	Lu	and	Siew	(2006)	found	no	significant	change	in	mean	discharge	in	the	post-dam	period,	although	dry	season	 water	 level	 fluctuations	 increased	 considerably.	 Overall,	 the	 influence	 of	Manwan	 dam	 on	 the	 Mekong’s	 discharge	 regime	 was	 considered	 small	 and	restricted	to	upper	gauging	stations	closest	to	the	dam.			
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Table	3.10.	A	selection	of	studies	that	have	assessed	recent	hydrological	impacts	of	the	
Lancang	 cascade	 dams	 on	 the	 Lancang-Mekong	River	 using	 observed	 discharge	 or	
water	level	records.	
Reference	and	Outline		 Key	findings	
Lu	and	Siew	(2006):	Analysed	discharge	and	sediment	flux	at	several	gauging	stations	on	the	Mekong	downstream	of	Manwan	dam	(only	completed	mainstream	dam	at	the	time).	Pre-dam	period:	1962–1992.	Post-dam	period	analysed:	1993–2000.	
No	significant	change	in	mean	discharge	in	the	post-dam	period.	Annual	minimum	discharge	showed	a	declining	trend.	Low	mean	annual	discharge	at	several	stations	in	1992	potentially	linked	to	infilling	of	the	dam.	Water	level	fluctuations	in	the	dry	season	increased	considerably	in	the	post-dam	period,	with	the	contrast	between	the	pre-	and	post-dam	period	largest	at	Chiang	Saen,	closest	to	Manwan	dam.	The	impacts	of	the	dam	were	largely	restricted	to	the	upper	gauging	stations	closest	to	the	dam.	For	the	post-dam	period	analysed,	it	was	concluded	that	although	the	discharge	regime	of	the	Mekong	had	been	influenced	by	Manwan	dam,	the	extent	of	the	influence	remained	small.	
Li	and	He	(2008):	Analysed	water	levels	(1960–2003)	at	three	sites	on	the	Lancang.	
Downstream	effects	of	the	two	existing	dams	(Manwan;	and	Dachaoshan	–	under	construction)	on	water	levels	were	very	limited	in	the	case	of	annual	mean	and	wet	season	mean	levels	and	not	apparent	at	the	monthly	&	yearly	times	scales.	
Lu	et	al.	(2014):	Used	the	Indicators	of	Hydrological	Alteration	(IHA)	approach	to	examine	the	impacts	of	Chinese	dams	on	river	discharge	at	Chiang	Saen.	Compared	discharge	in	the	post	dam	period	(1992–2010)	to	the	pre-dam	period	(1960–1991).	
No	significant	trend	in	annual	water	flow.	Low	discharge	years	of	1992,	2003	and	2010	were	coincident	with	water	infilling	of	the	Manwan,	Dachaoshan	and	Xiaowan	reservoirs,	respectively.	1992	was	also	a	minimum	precipitation	year.	At	a	mean	monthly	resolution	(12	values	for	each	period)	hydrologic	alteration	in	the	post-dam	period	was	classed	as	medium	in	March–April	and	low	for	other	months,	with	the	largest	decrease	in	August	(-9%)	and	largest	increase	in	July	(15%).	Wet	season	discharge	at	a	daily	to	weekly	resolution	(1-,	3-	and	7-day	maxima)	was	marginally	lower	in	the	post-dam	period.	Dry	season	discharge	(1-,	3-	and	7-day	minima)	was	moderately	lower	in	the	post-dam	period.	Overall,	the	existing	Chinese	dams	had	altered	river	flow	at	Chiang	Saen	to	a	certain	degree.	
Räsänen	et	al.	(2017):	Analysed	and	compared	observed	discharge	records	(1960–2014)	with	hydrological	model	simulations	in	order	to	distinguish	the	likely	impacts	of	dam	operations	on	discharge.	
Hydropower	operations	have	considerably	modified	river	discharges	during	the	years	2011–2014.	For	these	years,	observed	dry	season	discharges	were	considerably	higher	than	simulated	natural	discharges.	Observed	wet	season	discharges	were	lower	than	simulated	ones.	Changes	were	largest	at	Chiang	Saen,	the	most	upstream	station.	However,	discharge	changes	propagated	downstream	causing	anomalies	as	far	as	Kratie	in	Cambodia.	The	largest	impacts	were	in	2014	when	discharge	increased	by	121–187%	in	March–May	and	decreased	by	32–46%	in	July–August.			 	
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However,	 a	 recent	 study	 by	 Räsänen	 et	 al.	 (2017)	 indicates	 that	 since	 2011,	hydropower	 operations	 in	 the	 Upper	Mekong	 Basin	 have	 considerably	modified	discharges	on	 the	Mekong	River,	 even	as	 far	downstream	as	Kratie	 in	Cambodia.	Changes	were	characterised	by	increased	dry	season	discharges	and	reductions	in	wet	season	discharges.	 In	addition,	Räsänen	et	al.	 (2017)	 found	that	hydropower	operations	on	the	Lancang	could	only	partially	explain	observed	discharge	changes	at	Kratie,	suggesting	that	river	discharges	may	also	be	impacted	by	dam	operations	on	tributaries	in	the	Lower	Mekong	Basin.		A	key	barrier	to	assessing	the	potential	future	downstream	impacts	of	hydropower	dams	 in	 both	 the	 Upper	 and	 the	 Lower	 Mekong	 Basin	 is	 the	 lack	 of	 public	information	 on	 their	 planned	 operation,	 such	 as	 reservoir	 operation	 and	 water	releases	 (Lauri	 et	 al.,	 2012;	 Räsänen	 et	 al.,	 2012;	 Räsänen	 et	 al.,	 2017).	 Several	studies	(e.g.	Lauri	et	al.,	2012;	Räsänen	et	al.,	2012;	Piman	et	al.,	2013)	have	used	a	combination	 of	 a	 hydrological	 model	 and	 a	 reservoir	 cascade	 optimization	model/algorithm	 to	 simulate	 the	 potential	 impacts	 of	 dams	 on	 the	 Mekong’s	discharge.	However,	the	impacts	of	reservoir	operations	depend	to	a	large	extent	on	the	operation	rules	applied	(Lauri	et	al.,	2012;	Piman	et	al.,	2013).	Overall	though,	it	is	expected	that	dam	and	reservoir	operations	will,	in	general,	lead	to	increases	in	dry	season	discharges	and	reductions	in	wet	season	discharges	(Lauri	et	al.,	2012;	Räsänen	et	al.,	2012;	Piman	et	al.,	2013),	although	dry	season	increases	may	be	offset	by	the	impacts	of	expanded	irrigation	(Lauri	et	al.,	2012;	Piman	et	al.,	2013).		Although	it	is	clear	that	dams	will	play	an	important	role	in	the	Mekong’s	hydrology	in	the	future,	dams	were	not	included	in	the	MIKE	SHE	models	developed	herein	for	a	number	of	 reasons.	A	key	 reason	 is	 that	 the	 focus	of	 this	 thesis	 is	 in	 assessing	sources	of	uncertainty	that	are	inherent	in	the	climate	change	impact	assessment	process.	Although	the	impacts	of	dams	are	a	source	of	uncertainty	in	future	river	flows,	 dam	 impact	 assessment	 is	 not	 inherent	 to	 the	 climate	 impact	 assessment	process.	Related	to	this,	the	aim	is	not	to	try	to	project	future	Mekong	river	flows	and	 how	 they	might	 be	 impacted	 by	 all	 anthropogenic	 activities,	 but	 to	 assess	 a	selected	set	of	sources	of	uncertainty,	using	the	Mekong	as	a	case	study	catchment.	Another	justification	is	that	at	the	time	of	initial	model	development	(2012)	and	up	until	 recently,	 the	 hydrological	 impacts	 of	 the	mainstream	 dams	were	 generally	
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considered	to	be	relatively	small.	Furthermore,	during	the	baseline	period	of	1961–1990	that	is	used	throughout	this	thesis,	many	of	the	now	existing	dams	in	the	basin	were	yet	to	be	constructed,	with	none	on	the	main	Mekong	(Kite,	2000;	Cochrane	et	
al.,	2014).			
3.10. Summary		This	chapter	has	provided	an	overview	of	the	Mekong	River	Basin	and	the	secondary	data	 that	 are	 employed	 in	 this	 thesis,	 including	 topographic,	 soil,	 land	 use	 and	hydrometeorological	data.	The	data	presented	herein	are	subsequently	employed	in	Chapter	4	in	the	development	of	a	hydrological	model	of	the	Mekong	using	the	MIKE	SHE/MIKE	11	model	code.			 	
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Chapter	4 	
	
Inter-hydrological	model	uncertainty	in	river	flow	
projections	under	climate	change	and	development	of	a	
MIKE	SHE	model	of	the	Mekong	
4.1. Introduction		As	 described	 in	 Chapter	 1,	 one	 of	 the	 aims	 of	 this	 research	 is	 to	 assess	 inter-hydrological	 model	 uncertainty	 in	 river	 flow	 projections	 under	 climate	 change,	using	the	Mekong	River	Basin	as	a	case	study	site.	Sections	4.2–4.4	of	this	chapter	describe	 the	 development	 of	 a	 MIKE	 SHE	 hydrological	 model	 of	 the	 basin.	 This	model	was	developed	for	the	purpose	of	undertaking	an	inter-hydrological	model	comparison	 between	 the	 river	 flow	 climate	 change	 projections	 of	 the	MIKE	 SHE	catchment	model,	an	earlier	SLURP	catchment	model	of	the	Mekong	(Kingston	et	al.,	2011),	and	the	Mac-PDM.09	global	model	(Gosling	and	Arnell,	2011;	Gosling	et	al.,	2011).	The	MIKE	SHE	model	therefore	employs	the	same	data	as	SLURP	as	far	as	possible.	 Section	 4.2	 describes	 the	 construction	 of	 the	 MIKE	 SHE	 model,	 whilst	Section	4.3	describes	the	MIKE	11	model	of	the	Mekong	Basin’s	river	network.	The	MIKE	 SHE	 and	 MIKE	 11	 models	 are	 dynamically	 linked.	 Model	 calibration	 and	validation	are	described	in	Section	4.4.	Following	this,	the	development	of	climate	change	scenario	data	and	use	of	these	data	for	hydrological	climate	change	scenario	simulation	 is	 outlined	 in	 Section	 4.5.	 Two	 scenario	 sets	 are	 employed,	 one	representing	a	2	°C	increase	in	mean	global	air	temperature	as	simulated	by	seven	GCMs,	the	other	a	1–6	°C	increase	as	simulated	by	the	HadCM3	GCM.			Section	4.7	 is	an	extensive	results	section	in	which	the	calibration	(Section	4.7.1)	and	validation	(Section	4.7.2)	results	of	the	MIKE	SHE	model	are	first	presented	and	compared	 to	 those	 of	 the	 earlier	 SLURP	model.	 For	 the	2	 °C,	 seven	GCM	 climate	scenario	set	and	the	1–6	°C	HadCM3	scenario	set,	respectively,	result	sections	4.7.3	and	 4.7.4	 each	 present	 the	 GCM	 simulated	 changes	 in	 climate,	 the	 MIKE	 SHE	simulated	changes	in	river	flow,	and	a	comparison	of	the	projections	simulated	by	MIKE	SHE,	SLURP	and	Mac-PDM.09.	Finally,	Sections	4.8–4.9	provide	a	discussion	and	summary.	Some	of	the	work	in	this	chapter	was	incorporated	within	Thompson	
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et	 al.	 (2013) 1 	and	 has	 been	 developed	 further	 herein	 to	 provide	 a	 more	comprehensive	presentation	and	analysis	of	results.	The	MIKE	SHE	model	 in	 this	chapter	 is	 an	 improved	 version	 of	 that	 used	 in	 the	 paper.	 In	 particular,	 the	 new	model	 produces	 better	 representation	 of	 seasonal	 accumulation	 and	 melting	 of	snow	(upper	basin)	and	uses	a	different	river	routing	method	(Muskingum-Cunge)	that	provided	better	downstream	attenuation	of	the	flood	pulse.	Modelling	results	therefore	differ	to	those	previously	presented,	although	they	are	very	similar.		
4.2. Model	Construction:	The	MIKE	SHE	model		Table	 4.1	 summarises	 the	 components	 of	 the	 MIKE	 SHE	 model	 of	 the	 Mekong,	including	the	data	employed	and	the	selected	numerical	solution	method	for	each	module.	During	model	construction,	each	component	was	added	and	parameterised	in	turn.	The	graphical	user	interface	framework	within	which	MIKE	SHE	is	operated	is	called	MIKE	Zero.			
4.2.1. Model	domain,	grid	and	topography		The	basin	extent	was	defined	using	that	derived	by	Kite	(2000)	for	use	in	the	SLURP	Mekong	 model	 using	 the	 digital	 terrain	 analysis	 tool	 TOPAZ	 (Topographic	Parameterization	tool;	Garbrecht	&	Martz	1997)	and	the	USGS	GTOPO30	DEM	of	the	basin	(see	Section	3.2,	Figure	3.2a).	The	USGS	GTOPO30	DEM	used	for	the	SLURP	model	was	employed	to	define	the	basin	topography.	This	defines	both	the	upper	boundary	of	the	MIKE	SHE	model	and	the	drainage	surface	for	overland	flow	(DHI-WE,	2009b).	The	model	time	step	was	set	to	a	maximum	of	48	hours.	Initially,	the	model	grid	size	was	set	to	1	km	×	1	km.	This	was	increased	to	10	km	×	10	km	once	the	model	 had	 been	 constructed,	 following	 experimental	 runs	 that	 showed	 little	change	in	simulated	river	discharge	for	grid	sizes	between	1	km	and	20	km.	During	model	runs,	MIKE	SHE	interpolates	input	data	onto	the	model	grid	of	10	km	×	10	km	(giving	 a	 total	 of	 8034	 cells).	 This	 compromise	 between	 computation	 time	 and	representation	 of	 catchment	 characteristics	 is	 common	 with	 distributed	hydrological	models	(e.g.	McMichael	et	al.,	2006;	Singh	et	al.,	2010).		 	
																																																								1	My	contribution	 to	 this	paper	was	 the	development	of	 the	MIKE	SHE	model	of	 the	Mekong	and	a	sizeable	proportion	of	the	data	processing	and	analysis.	I	contributed	~45%	of	the	text.	
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Table	4.1.	Summary	of	key	data	employed	within	each	component	of	the	coupled	MIKE	
SHE/MIKE	11	model	of	the	Mekong.	
Model	
component	
Key	inputs	 Data	sources	/	derivation	Model	domain	 Catchment	extent	 Derived	using	the	USGS	GTOPO30	DEM	(Kite,	2000).	Topography	 Topography	 Extracted	from	the	USGS	GTOPO30	DEM.	Land	use/	vegetation	 Vegetation	distribution	 Spatial	distribution	of	nine	land	cover	classes	derived	from	the	USGS	Global	Land	Cover	Characterization	dataset.	Leaf	Area	Indices	 Kite	(2000)	Root	depths	 Jackson	et	al.	(1996);	DHI	(2009)	vegetation	properties	file;	Rochester	(2010).	Overland	flow:	modelled	using	the	2D	finite-difference	method	
Manning’s	M	for	overland	flow	resistance		
Spatially	distributed	according	to	land	cover.	Values	taken	from	the	literature	(Chow,	1959;	Vieux,	2004;	Sahoo	et	al.,	2006;	Thompson,	2012)	Unsaturated	zone:	modelled	using	the	two-layer	water	balance	method	
Soil	textural	classes		 Spatial	distribution	of	four	textural	classes	derived	from	the	FAO	Digital	Soil	Map	of	the	World	(FAO,	1998).	Soil	hydraulic	properties		 Clapp	and	Hornberger	(1978);	Marshall	et	al.	(1996);	Norman	and	Dixon	(1995).	Saturated	zone:	modelled	using	the	conceptual,	linear	reservoir	method	
Spatial	distribution	of	sub-catchments	 The	catchment	was	divided	into	17	groundwater	sub-catchments	based	on:	the	locations	of	12	gauging	stations	used	for	model	calibration	/	validation,	major	tributaries	and	topography.	Spatial	distribution	of	interflow	reservoirs	 Each	sub-catchment	was	divided	into	three	interflow	reservoirs,	based	on	topography.	Spatial	distribution	of	baseflow	reservoirs	 Each	sub-catchment	was	divided	into	an	upper	(faster)	and	a	lower	(slower)	baseflow	reservoir.	Catchment	meteorology:	Precipitation,	evapo-transpiration	and	snowmelt	modules.	
13	meteorological	(SLURP)	sub-catchments		Derived	through	topographic	analysis	of	the	USGS	GTOPO30	DEM	(Kite,	2000)	.	Precipitation,	PET	and	temperature	data.	 See	text	for	meteorological	data	sources.	
MIKE	11	one-dimensional	hydraulic	model	for	simulating	channel	flow,	with	Muskingum-Cunge	routing	
Plan	of	the	main	river	channels	 Derived	through	topographic	analysis	of	the	USGS	GTOPO30	DEM	(Kite,	2000).	Cross-sections	for	different	stream	orders	 Established	using	surveyed	cross-sections	(Shopea	(2003);	Mekong	River	Commission:	http://ffw.mrcmekong.org/)	and	stream	width	measurements	taken	in	Google	Earth	Pro.	Manning’s	n	for	bed	resistance	 Chow	(1959)		 	
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However,	hypsometric	curves	for	the	resampled	and	original	topography	are	very	similar	(Figure	4.1)	whilst	percentage	coverage	values	for	the	different	soil	and	land	use	classes	(see	below)	are	altered	by	<0.1%	in	all	cases,	suggesting	that	the	larger	grid	size	retains	a	good	representation	of	catchment	characteristics.			
	
Figure	4.1.	Hypsometric	curve	derived	for	the	original	(approximately	1	km	×	1km)	
and	MIKE	SHE	pre-processed	(10	km	×	10	km)	DEMs	of	the	Mekong	Basin.		
4.2.2. Land	cover		Land	cover	/	vegetation	was	spatially	distributed	within	MIKE	SHE	using	the	1	km	×	1	km	land	cover	grid	specified	within	the	SLURP	model	(Kite,	2000).	As	described	in	Section	3.3,	this	was	derived	from	the	USGS	Global	Land	Cover	Characterization	dataset	(1992/1993)	through	aggregation	of	the	original	24	land	cover	classes	into	nine	categories.	For	each	land	use,	two	vegetation	attributes	were	defined:	Leaf	Area	Index	(LAI)	and	Root	Depth	(RD).	These	parameters	are	used	in	the	calculation	of	interception	and	evapotranspiration.	Variation	in	LAI	through	the	year	for	each	land	cover	class	was	obtained	from	Kite	(2000).	Using	equations	developed	by	Running	
et	al.	(1989)	and	Kite	and	Spence	(1994),	Kite	(2000)	derived	these	LAI	values	using	NDVI	 (Normalized	 Difference	 Vegetation	 Index)	 images	 for	 the	 Mekong	 Basin	generated	from	NOAA-AVHRR	satellite	 imagery.	Figure	4.2	depicts	the	LAI	values	employed;	the	same	temporal	patterns	were	used	in	each	year.	For	the	‘Water’	land	cover	 category,	 a	 constant	 LAI	 value	 of	 zero	 was	 specified.	 RD	 values	 are	 not	required	in	SLURP	and	so	were	taken	from	the	literature	(Jackson	et	al.,	1996)	and	an	existing	DHI	(2009)	vegetation	properties	file.	The	values	employed	are	shown	in	Table	4.2.	
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Figure	4.2.	Variation	in	LAI	through	the	year	for	different	land	cover	categories.			
Table	4.2.	Root	depth	and	Manning’s	M	values	employed	for	each	land	use	class.	
Vegetation	class	 Root	depth	(mm)	 Manning’s	M	Urban	 Constant	value	of	100	 40	Agriculture	 300	Dec–Jun,	450–600	Jul–Nov	 13	Grassland	 Constant	value	of	300	 16	Shrubland	 Constant	value	of	500	 10	Deciduous	forest	 Constant	value	of	1000	 8	Coniferous	forest	 Constant	value	of	800	 8	Mixed	forest	 Constant	value	of	900	 8	Water	 Constant	value	of	0	 35	Tundra	 Constant	value	of	300	 20		As	 discussed	 in	 Section	 3.9.1,	 the	 Lower	Mekong	 Basin	 underwent	 considerable	changes	in	land	cover	from	the	1960s	to	1990s.	However,	temporally	consistent	land	cover	based	on	data	from	the	early	1990s	is	used	throughout	baseline	and	scenario	modelling.	Consequently,	the	land	cover	employed	is	more	representative	of	 land	cover	towards	the	end	of	the	baseline	period	than	the	early	baseline	period,	and	the	potential	impacts	of	future	changes	in	land	cover	are	not	explored.	This	is,	however,	deemed	justifiable	for	a	number	of	reasons.	In	particular,	there	is	a	lack	of	evidence	that	 land	cover	change	has	had	any	sizeable	 impacts	on	Mekong	river	 flows	(see	
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Section	3.9.1).	In	addition,	some	of	the	highest	rate	of	land	cover	change	occurred	in	the	Chi-Mun	Basin,	which	only	contribute	a	relatively	small	proportion	of	discharge	on	the	main	Mekong.	Furthermore,	use	of	temporally	consistent	land	cover	is	very	common	in	climate	change	impact	assessments	and	this	approach	was	also	adopted	for	both	the	SLURP	and	Mac-PDM.09	simulations	against	which	MIKE	SHE	results	are	compared	in	this	Chapter.	Finally,	this	thesis	only	aims	to	assess	specific	sources	of	 uncertainty	 in	 river	 flow	 projections	 under	 climate	 change;	 uncertainty	associated	with	land	cover	change	is	not	explored.		
4.2.3. Overland	flow		Overland	 flow	 in	 the	 MIKE	 SHE	 model	 is	 calculated	 using	 a	 finite-difference	approach	to	solve	the	two-dimensional	Saint-Venant	equations	(Graham	and	Butts,	2005).	Overland	flow	resistance	within	MIKE	SHE	is	defined	using	Manning’s	M,	the	inverse	 of	 Manning’s	 n	 roughness	 coefficient	 (DHI-WE,	 2009b).	 The	 higher	 the	Manning’s	M	value,	the	lower	the	resistance,	and	hence	the	faster	overland	flow	is	routed	 to	 the	 nearest	 river	 branch	 (Sahoo	 et	 al.,	 2006).	 Values	 were	 spatially	distributed	using	a	modified	version	of	the	land	cover	map,	in	which	all	forest	types	were	combined	into	one	category.	Each	land	cover	was	attributed	an	appropriate	roughness	coefficient	(Table	4.2)	using	values	taken	from	the	literature	(see	Table	4.1),	with	a	hierarchy	from	urban	(least	resistance	and	therefore	highest	Manning’s	M)	to	forest	(greatest	resistance).		
4.2.4. Unsaturated	zone	flow		Obtaining	 detailed	 and	 representative	 soil	 profiles	 for	 the	 whole	 of	 the	Mekong	Basin	would	be	 infeasible.	The	simple	 two-layer	water	balance	method	 (Yan	and	Smith,	1994),	which	does	not	require	such	information,	was	therefore	selected	for	modelling	the	unsaturated	soil	zone.	This	approach	also	reduces	computation	time	compared	to	more	physically-based	options	and	is	more	appropriate	given	the	large	model	grid	size.	This	method	divides	the	unsaturated	zone	into	an	upper	root	zone,	from	 which	 evapotranspiration	 can	 occur,	 and	 a	 zone	 below	 this	 where	evapotranspiration	does	not	occur	(Graham	and	Butts,	2005).	This	component	of	the	 model	 is	 responsible	 for	 the	 calculation	 of	 interception,	 infiltration,	 surface	
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ponding,	actual	evapotranspiration	(AET)	and	recharge	to	the	saturated	zone	(DHI-WE,	 2009b).	 Such	 calculations	 require	 the	 specification	 of	 several	 soil	characteristics:	water	content	at	saturation,	at	field	capacity	and	at	wilting	point,	as	well	 as	 saturated	 hydraulic	 conductivity.	 In	 order	 to	 characterise	 the	 spatial	variation	in	these	properties,	a	1	km	×	1	km	soil	texture	grid	map	based	on	the	FAO	Digital	Soil	Map	of	the	World	(Figure	3.8)	was	specified.	As	detailed	in	Section	3.4,	using	the	approach	adopted	by	Andersen	et	al.	(2001)	and	Stisen	et	al.	(2008),	soils	were	 aggregated	 into	 four	 broad	 categories	 based	 on	 textural	 classes:	Coarse/Medium,	Medium,	Medium/Fine	and	Fine.			Soil	characteristics	for	each	class	are	presented	in	Table	4.3.	These	were	based	on	the	 literature	 (Clapp	 and	 Hornberger,	 1978;	 Norman	 and	 Dixon,	 1995).	 For	 the	‘Glaciers’	FAO	class,	an	infiltration	rate	of	0	m	s-1	and	a	uniform	100%	soil	moisture	water	content	were	applied.	However,	since	this	category	is	restricted	to	small	areas	in	the	Lancang	and	only	covers	just	under	0.9%	of	the	total	catchment,	the	model	results	were	insensitive	to	these	parameter	values.		
Table	4.3.	Soil	class-based	parameter	values.	
Soil	class	 Water	
content	at	
saturation	
(cm3/cm3)*	
Water	
content	at	
field	capacity	
(cm3/cm3)+	
Water	
content	at	
wilting	point	
(cm3/cm3)+	
Saturated	
hydraulic	
conductivity	
(m	s-1)*	Coarse/	Medium	 0.43	 0.25	 0.09	 3.5e-005	Medium		 0.45	 0.3	 0.15	 7e-006	Medium/Fine	 0.47	 0.34	 0.18	 2.5e-006	Fine	 0.48	 0.38	 0.22	 1e-006	*	Based	on	Clapp	and	Hornberger	(1978)	+	Based	on	Norman	and	Dixon	(1995)		 	
	170	
4.2.5. Saturated	zone	flow		Although	the	majority	of	the	MIKE	SHE	model	of	the	Mekong	uses	physically-based	solutions	and	is	distributed	at	the	grid	scale	of	10	km	×	10	km,	the	conceptual,	semi-distributed,	linear	reservoir	method	was	selected	for	modelling	groundwater	flow.	This	 method	 is	 more	 appropriate	 given	 the	 large	 model	 grid	 size.	 In	 addition,	advantages	of	this	method	include	a	reduction	in	data	requirements	and	reduced	complexity	compared	to	physically	based	solutions,	and	hence	reduced	execution	time.	 This	 method	 is	 therefore	 particularly	 useful	 in	 large	 catchments	 where	hydrogeological	data	are	lacking	and	when	the	focus	is	on	simulating	river	flow	(e.g.	Andersen	et	al.,	2001;	Stisen	et	al.,	2008).				The	 linear	 reservoir	 method	 requires	 that	 the	 entire	 basin	 be	 divided	 into	groundwater	sub-catchments	or	linear	reservoirs.	Figure	4.3	depicts	the	conceptual	structure	of	 the	 linear	 reservoir	 saturated	module	 for	a	 single	groundwater	 sub-catchment.	Within	 each	 sub-catchment	 there	 are	 three	 adjacent,	 interdependent,	shallow	 interflow	 reservoirs	 (I1	 I2	 and	 I3	 in	 Figure	 4.3)	 and	 a	 deep	 baseflow	reservoir.	The	baseflow	reservoir	is	further	divided	into	an	upper	(B1)	and	a	lower	(B2)	reservoir,	which	can	be	used	to	differentiate	between	fast	and	slow	components	of	baseflow	storage	 (DHI-WE,	2009b).	The	 interflow	and	baseflow	reservoirs	are	linear	 in	 the	 sense	 that	 their	 output	 (and	 hence	 the	 rate	 of	 exchange	 between	reservoirs,	and	ultimately	with	the	MIKE	11	hydraulic	model)	is	linearly	related	to	their	storage,	as	defined	by	time	constant	calibration	parameters	(Andersen	et	al.,	2001).	During	calibration,	these	time	constants	can	be	varied	in	order	to	modify,	to	a	certain	extent,	the	shape	of	the	hydrograph.	
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Figure	4.3.	Conceptual	structure	of	the	sub-catchment	based	linear	reservoir	saturated	
zone	module	for	a	single	groundwater	sub-catchment.	Adapted	from:	DHI-WE	(2009b:	
368).		As	described	by	DHI-WE	(2009b),	water	enters	the	 interflow	reservoirs	 from	the	unsaturated	zone,	which	gains	its	water	from	vertical	infiltration	(Qinfil).	It	then	flows	laterally	(QI)	from	the	interflow	reservoirs	in	the	higher	topographic	zones	to	those	in	lower	topographic	zones	(sequentially	from	I1	to	I2	to	I3),	before	discharging	into	the	river	network	(QI	river)	or	percolating	vertically	(Qperc)	into	the	deeper	baseflow	reservoirs,	 each	of	which	 receive	a	 fraction	of	 the	percolating	water	 (Qin).	Water	from	the	baseflow	reservoirs	is	also	able	to	discharge	into	the	river	network	(QB).		Precipitation,	 temperature	and	PET	in	the	MIKE	SHE	Mekong	model	are	spatially	distributed	according	to	the	13	sub-catchments	employed	within	the	SLURP	model	(see	 next	 section).	 It	 would	 in	 theory	 have	 been	 possible	 to	 use	 this	 same	 sub-catchment	division	for	the	groundwater	sub-catchments.	However,	in	order	to	aid	calibration	of	the	model,	the	Mekong	was	instead	divided	into	17	groundwater	sub-catchments	using	the	ArcSWAT	Watershed	Delineation	tool	on	the	DEM	of	the	basin	(Figure	4.4).	These	were	based	on	the	locations	of	(i)	the	12	gauging	stations	used	
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for	model	calibration	/	validation,	(ii)	major	tributaries	and	(iii)	 large	changes	 in	topographic	characteristics.		Ensuring	that	each	gauging	station	forms	the	terminus	of	a	sub-catchment	aids	calibration	as	it	means	that	during	sequential	calibration	(starting	 at	 the	 most	 upstream	 gauging	 station	 and	 working	 downstream),	 it	 is	possible	to	vary	only	the	linear	reservoir	parameters	for	sub-catchments	between	the	gauging	station	being	calibrated	and	the	previously	calibrated	upstream	station.	The	only	stations	that	do	not	form	a	terminus	are	Kratie	and	Kompong	Cham,	both	in	 the	Mekong	to	Phnom	Penh	groundwater	sub-catchment.	Due	to	 the	relatively	close	 proximity	 of	 the	 Kratie,	 Kompong	 Cham	 and	 Phnom	 Penh	 stations,	 it	 was	considered	 that	 calibration	 of	 all	 three	 stations	 should	 be	 possible	 through	adjustment	of	the	linear	reservoir	time	constant	parameters	within	the	Mekong	to	Phnom	Penh	sub-catchment.	It	is	worth	reiterating	here	that	simulation	results	from	the	Tonle	Sap	and	Delta	sub-catchments	are	not	analysed	(see	Section	3.6.1).		The	spatial	extent	of	the	interflow	reservoirs	was	defined	by	dividing	each	linear	reservoir	sub-catchment	into	three	interflow	reservoirs	of	approximately	equal	area	based	on	topographic	analysis	of	the	DEM.	As	noted	above,	two	parallel	baseflow	reservoirs,	representing	faster	and	slower	baseflow	storage,	are	located	within	each	groundwater	 sub-catchment.	 The	 linear	 reservoir	 parameters	 within	 each	 sub-catchment	that	were	subject	to	calibration	were	the	two	time	constants	(interflow	and	percolation)	 for	each	 interflow	reservoir	and	 the	baseflow	 time	constant	 for	each	baseflow	reservoir	(i.e.	eight	for	each	sub-catchment).	In	some	cases,	a	dead	storage	 proportion	 was	 included	 for	 the	 lower	 baseflow	 reservoir.	 The	 model	calibration	and	validations	procedures	are	outlined	in	Section	4.4.		
4.2.6. Catchment	meteorology		Since	an	objective	of	the	current	study	is	to	compare	results	between	the	MIKE	SHE	model	and	those	from	SLURP	(Kingston	et	al.,	2011),	it	was	considered	appropriate	to	maintain	the	original,	sub-catchment	based	spatial	distribution	of	meteorological	inputs	 (Figure	 4.4).	 Climate	 input	 data	 are	 therefore	 provided	 to	 MIKE	 SHE	 in		
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Figure	4.4.	The	Mekong	catchment	and	its	representation	within	the	MIKE	SHE	model	
including	the	distribution	of	linear	reservoir	sub-catchments,	interflow	reservoirs	and	
meteorological	 inputs.	The	gauging	stations	within	the	MIKE	11	river	network	that	
were	used	for	calibration	and	validation	are	also	indicated.			the	form	of	daily	sub-catchment	averages,	as	with	the	SLURP	model.	Furthermore,	the	same	precipitation	and	temperature	data	and	the	same	PET	method	as	employed	in	the	SLURP	model	of	the	Mekong	are	used	in	the	MIKE	SHE	model.	Whilst	only	the	eight	northernmost	sub-catchments	were	modelled	by	Kingston	et	al.	(2011),	all	13	sub-catchments	were	modelled	in	this	study,	although	results	are	not	extracted	from	the	 Tonle	 Sap	 and	 Delta	 sub-catchments.	 Setup	 of	 the	 MIKE	 SHE	 precipitation,	
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evapotranspiration	and	snowmelt	modules,	including	the	procedures	used	for	the	generation	of	meteorological	data,	are	detailed	in	Sections	4.2.6.1–4.2.6.3.		
4.2.6.1. Precipitation		The	same	precipitation	data	were	used	as	employed	in	the	SLURP	Mekong	model	as	part	of	the	QUEST-GSI	project	(Kingston	et	al.,	2011).	As	described	by	Kingston	et	al.	(2011),	monthly	precipitation	 totals	were	 first	 obtained	 from	 the	0.5°	 resolution	University	of	Delaware	global	precipitation	dataset	(UDel;	Willmott	and	Matsuura,	2000;	 Section	 3.6.1).	 Data	 from	UDel	 V	 (Version)	 1.01	were	 used	 for	 the	 period	1961–1996.	 Data	 from	 V1.02	 were	 used	 for	 1997–1998	 (V1.01	 only	 extends	 to	1996).	The	monthly	precipitation	totals	from	the	268	UDel	grid	cells	covering	the	Mekong	catchment	were	averaged	over	 the	meteorological	 input	 sub-catchments	and	subsequently	stochastically	disaggregated	to	a	daily	resolution	using	a	weather	generator	 extracted	 from	 the	 Mac-PDM	 hydrological	 model	 (Gosling	 and	 Arnell,	2011),	following	the	procedures	of	Todd	et	al.	(2011),	which	were	based	on	those	of	Arnell	 (2003).	 The	weather	 generator	 assumes	 that	 daily	 precipitation	 follows	 a	gamma	 distribution.	 The	 coefficient	 of	 variation	 of	 daily	 precipitation	 for	 the	Mekong	was	obtained	from	daily	station-based	data	from	the	NCDC	GSOD	dataset	which	was	previously	employed	by	Kite	(2001),	and	wet	days	data	were	obtained	from	 the	 CRU	 TS	 3.0	 dataset	 (Mitchell	 and	 Jones,	 2005).	 The	 occurrence	 of	precipitation	 is	 described	 by	 a	 simple	 two-state	Markov	model	with	 transitional	probabilities	fixed	and	the	weather	generator	rescales	the	daily	disaggregated	data	to	ensure	that	the	correct	(i.e.	input)	monthly	totals	are	maintained	(Arnell,	2003;	Todd	et	al.,	2011).			Within	MIKE	SHE,	it	was	necessary	to	apply	a	precipitation	lapse	rate	within	sub-catchments	with	a	 large	range	 in	elevation,	 in	 the	 form	of	percentage	 increase	 in	precipitation	with	an	 increase	 in	height	of	100	m	(percent/100	m).	These	values	were	subject	to	calibration	(see	Section	4.4).	The	application	of	precipitation	lapse	rates	is	common	practice	when	modelling	mountainous	regions	(e.g.	Fontaine	et	al.,	2002;	van	der	Linden	and	Woo,	2003a;	Immerzeel	et	al.,	2012a;	Wijesekara	et	al.,	2014).	 	
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As	acknowledged	by	Kingston	et	al.	(2011),	the	use	of	daily	meteorological	inputs	(and	 in	 particular	 precipitation)	 generated	 through	 stochastic	 disaggregation	 of	monthly	meteorological	 data	means	 that	 there	will	 be	 a	 disconnect	 between	 the	daily	 meteorological	 inputs	 and	 simulated	 daily	 discharges.	 Consequently,	simulated	 river	 discharges	 should	 be	 analysed	 at	 a	monthly,	 or	 lower,	 temporal	resolution,	throughout	model	calibration,	baseline	and	scenario	modelling.		
4.2.6.2. Evapotranspiration		MIKE	SHE	uses	PET	data	to	constrain	the	maximum	amount	of	AET	that	can	occur	in	each	model	 time	step.	 In	contrast	 to	SLURP,	MIKE	SHE	does	not	calculate	PET	internally.	 Monthly	 PET	 for	 each	 of	 the	 sub-catchments	 employed	 to	 distribute	meteorological	 data	were	 therefore	 calculated	 externally	 to	MIKE	 SHE	 using	 the	Linacre	method1,	the	same	PET	scheme	employed	by	Kingston	et	al.	(2011)	within	SLURP	(see	Table	2.6	for	the	Linacre	equation).	Mean	monthly	temperature	for	the	calculation	of	Linacre	PET	was	obtained	from	the	CRU	TS	3.0	dataset	(Mitchell	and	Jones,	2005),	since	this	is	the	dataset	from	which	the	temperature	data	applied	to	SLURP	were	derived.	Following	calculation,	PET	was	distributed	on	a	daily	basis	evenly	 throughout	 the	 month,	 following	 initial	 experiments	 that	 showed	 model	results	 to	 be	 insensitive	 to	 this	 method	 compared	 to	 the	 application	 of	 daily	estimates	of	PET	derived	through	stochastic	disaggregation	of	monthly	PET	totals	using	a	weather	generator.		
4.2.6.3. Snowmelt		As	described	previously	(Section	3.6),	snow	is	a	regular	feature	in	the	upper	Lancang	from	November–March.	The	MIKE	SHE	snowmelt	module	was	therefore	included	in	the	model.	 In	common	with	SLURP,	 this	uses	 the	degree-day	method.	Use	of	 this	component	 required	 that	 time-series	 of	 air	 temperature	 be	 provided	 for	 the	Lancang	 sub-catchment.	 It	 also	 required	 two	 further	 parameters:	 a	 threshold	melting	 temperature,	 at	 and	 above	 which	 melting	 occurs	 and	 below	 which	precipitation	accumulates	as	snow,	and	a	degree-day	coefficient	(mm	snow/day/	̊C),	which	defines	the	amount	of	snow	that	melts	per	day,	per	every	degree	that	the	air																																																									1	The	Linacre	PET	data	were	generated	by	Dr	Daniel	Kingston,	University	of	Otago.	
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temperature	 is	 above	 the	 threshold	melting	 temperature	 (DHI-WE,	 2009b).	 The	standard	 threshold	melting	 temperature	 of	 0	̊C	was	 used,	 whilst	 the	 degree-day	coefficient	 was	 subject	 to	 calibration.	 The	 temperature	 data,	 (from	 the	 SLURP	Mekong	model),	were	derived	from	the	0.5°	resolution	CRU	TS	3.0	mean	monthly	temperature	 dataset	 (Section	 3.5.2;	Mitchell	 and	 Jones,	 2005).	 The	monthly	 data	were	spatially	averaged	 for	each	of	 the	meteorological	 input	sub-catchments	and	stochastically	 disaggregated	 to	 a	 daily	 resolution	 using	 the	 Mac-PDM	 weather	generator	(Kingston	et	al.,	2011).	The	standard	deviation	of	daily	temperature	for	application	within	the	weather	generator	was	derived	from	the	NCDC	GSOD	dataset.	A	 temperature	 lapse	 rate	 was	 applied	 over	 the	 Lancang	 to	 ensure	 annual	 snow	accumulation	and	melting	and	was	subject	to	calibration.		
4.3. Model	construction:	The	MIKE	11	model		MIKE	SHE	uses	the	1D	MIKE	11	hydraulic	model	(Havnø	et	al.,	1995)	to	simulate	channel	flow.	This	section	describes	the	construction	of	the	MIKE	11	model	of	the	Mekong	river	network	that	was	coupled	to	the	MIKE	SHE	hydrological	model.		
4.3.1. MIKE	11	river	network		The	main	channels	and	 tributaries	of	 the	Mekong	were	manually	digitised	 in	 the	MIKE	11	Network	Editor,	using	a	shapefile	of	the	river	network	used	in	SLURP	as	an	underlay.	 This	 network	was	 derived	 through	 processing	 of	 the	 basin	DEM	using	TOPAZ	 (Kite,	 2000)	 and	 was	 divided	 into	 five	 stream	 orders	 using	 Strahler’s	numbering	system.	Although	all	branches	were	originally	digitised,	it	was	necessary	to	only	model	stream	orders	 two	to	 five,	due	 to	a	computational	 limit	within	 the	MIKE	11	model	(see	Section	3.7).		This	gave	a	total	of	45	river	branches.	A	zero	flow	boundary	was	 specified	 at	 the	 upstream	 end	 of	 each	 open	 branch	 (i.e.	 ends	 not	connected	 to	 other	 branches).	 Consistent	with	 previous	modelling	 studies	 using	MIKE	SHE/MIKE	11	 (e.g.	 Singh	 et	al.,	 2010;	Thompson,	2012)	a	uniform	channel	resistance	was	applied	to	the	river	network,	with	the	value	taken	from	Chow	(1959).	A	 Manning’s	 M	 value	 of	 30	 was	 used	 (equivalent	 to	 a	 Manning’s	 n	 roughness	coefficient	of	0.033).			
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All	MIKE	11	river	branches	were	coupled	to	the	MIKE	SHE	model,	and	so	received	exchanges	 from	MIKE	SHE	 in	 the	 form	of	overland	 flow,	 interflow	 from	adjacent	interflow	 reservoirs,	 and	 baseflow.	 Flows	 from	 the	 interflow	 and	 baseflow	reservoirs	were	specified	as	being	equally	distributed	along	the	lengths	of	the	river	branches	 within	 the	 relevant	 sub-catchment.	 All	 river	 branches	 were	 set	 to	 the	Muskingum-Cunge	 routing	 method.	 This	 method	 is	 computationally	 efficient,	enables	the	use	of	large	time	steps	and	approximates	the	diffusion	of	a	natural		flood	wave	 (DHI-WE,	 2009a).	 The	 MIKE	 11	 time	 step	 was	 set	 to	 24	 hours.	 This	 was	considered	 to	 be	 reasonable	 since	 simulated	 river	 flows	 throughout	 model	calibration,	 baseline	 and	 scenario	 modelling	 were	 to	 be	 analysed	 at	 a	 monthly	temporal	 resolution	 or	 lower	 (see	 Section	 4.2.6.1).	 As	 discussed	 and	 justified	 in	Section	3.9.3,	dams	are	not	included	within	the	model.		
4.3.2. Chanel	cross-sections		In	 order	 to	 define	 channel	 dimensions,	 at	 least	 three	 cross-sections	 should	 be	specified	 for	 each	 MIKE	 11	 river	 branch:	 one	 at	 the	 upstream	 end,	 one	 at	 the	downstream	end	and	one	~3	km	upstream	of	each	confluence.	This	is	because	MIKE	11	uses	the	cross-sections	to	interpolate	cross-section	dimensions	along	the	length	of	each	river	branch.	Synthetic	cross-sections	were	generated,	each	in	the	form	of	depth	relative	to	the	bank	at	10,	20,	30,	40,	50,	60,	70,	80,	90	and	100%	of	the	cross-section	width.	 A	 uniform	width	 was	 assigned	 to	 each	 stream	 order	 within	 each	meteorological	input	sub-catchment.	These	widths	were	determined	using	averages	calculated	from	over	3500	river	width	measurements	taken	manually	from	satellite	images	in	Google	Earth	Pro	whilst	using	the	channel	network	as	an	overlay.	Cross-sections	from	Shopea	(2003)	and	the	MRC	(http://ffw.mrcmekong.org/)	were	used	to	 establish	 representative	 maximum	 cross-section	 depths	 and	 cross-section	profiles	 for	 different	 stream	 orders.	 Estimated	 bank	 elevations	 for	 each	 cross-section	 were	 extracted	 from	 the	 GTOPO30	 DEM.	 On	 each	 branch,	 the	 furthest	upstream	and	penultimate	cross-sections	were	given	the	uniform	dimensions	of	the	stream	 order	 of	 that	 branch,	 whilst	 the	 furthest	 downstream	 cross-section	 was	given	the	width	of	that	stream	order,	but	the	depth	assigned	to	the	branch	that	it	is	joining.	This	allows	interpolation	between	the	two	depths,	and	so	prevents	a	sudden	drop	in	bed	elevation,	which	would	cause	numerical	instability	during	simulations.	 	
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4.4. Model	calibration	and	validation		A	split	sample	approach	(e.g.	Klemeš,	1986;	Henriksen	et	al.,	2003)	was	adopted	in	order	to	calibrate	and	validate	the	MIKE	SHE	model.	Following	the	methodology	of	Kingston	et	al.	(2011),	the	baseline	period	of	1961–1990	was	used	for	calibration	and	 the	 shorter	 1991–1998	 period	 for	 validation.	 Whereas	 SLURP	 was	 only	calibrated	using	three	stations	(Chiang	Saen,	Pakse	and	Ubon),	data	from	a	further	nine	gauging	stations	were	used	for	MIKE	SHE,	giving	a	total	of	12	stations	(Figure	4.4).	As	described	in	Section	3.8,	ten	of	these	are	on	the	main	Mekong	and	two	are	on	tributaries	(the	Chi	and	Mun,	which	both	drain	the	Khorat	Plateau	in	the	western	part	of	the	basin).	The	length	of	records	for	three	stations	did	not	cover	the	complete	calibration	period,	whilst	discharge	for	Kratie	was	derived	from	records	for	Pakse	using	 a	 linear	 regression	model	 developed	by	 the	 Institute	 of	Hydrology	 (1988).	Table	3.9	provides	the	data	availability	for	each	station.		
4.4.1. Model	performance	criteria		During	manual	calibration	and	subsequent	validation,	performance	of	the	model	at	each	 gauging	 station	 in	 terms	 of	 the	 agreement	 achieved	 between	 observed	 and	simulated	discharge	was	assessed	visually	 (qualitatively)	using	plots	of	observed	and	 simulated	 daily,	 monthly	 and	 mean	 monthly	 (the	 river	 regime)	 discharge.	Performance	was	also	assessed	quantitatively,	using	the	Nash–Sutcliffe	coefficient	(NSE;	Nash	and	Sutcliffe,	1970),	Pearson	correlation	coefficient	(r)	and	percentage	deviation	in	simulated	mean	flow	from	the	observed	mean	flow	(Dv;	Henriksen	et	
al.,	2003).	The	equations	and	significance	of	these	statistical	measures	are	outlined	in	Table	2.5.	As	stated	above	and	acknowledged	by	Kingston	et	al.	(2011),	there	is	a	disconnect	 between	 the	daily	meteorological	 input	data	 and	daily	discharge	 as	 a	result	 of	 generating	 the	 daily	 meteorological	 data	 from	 monthly	 values	 using	 a	stochastic	 weather	 generator.	 This	 means	 that	 it	 is	 more	 appropriate	 to	 assess	model	performance	at	a	monthly	resolution.	NSE	and	r	were	therefore	calculated	using	monthly	mean	discharges	(i.e.	12	values	per	year,	so	360	values	(30×12)	for	the	30-year	calibration	period).		Additionally,	during	calibration	of	Chiang	Saen,	the	furthest	upstream	gauging	station,	simulated	snow	extents	were	compared	to	the	literature	 (e.g.	Kiem	 et	 al.,	 2005;	 Immerzeel	 et	 al.,	 2009;	 Savoskul	 and	Smakhtin,	
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2013b)	and	it	was	ensured	that	extensive	snow	cover	was	only	present	during	the	period	November–May,	with	maximum	accumulation	occurring	around	March.		
4.4.2. Selection	of	calibration	parameters	and	model	sensitivity	analysis		A	guiding	principle	that	influenced	model	parameterisation	was	that	the	number	of	‘free’	parameters	subject	to	adjustment	during	the	calibration	stage	of	a	distributed	model	should	be	kept	to	a	minimum	(Refsgaard	and	Storm,	1995;	Refsgaard,	1997;	Andersen	et	al.,	2001).	Table	4.4	summarises	which	parameters	were	selected	for	calibration	 and	 which	 parameters	 were	 instead	 based	 on	 the	 literature	 without	being	calibrated.	Justification	and	further	information	is	also	provided.			Two	 sets	 of	 parameters	whose	 values,	 by	 necessity,	 had	 to	 be	 obtained	 through	calibration	were	the	time	constants	of	the	saturated	zone’s	interflow	and	baseflow	reservoirs.	These	parameters	are	conceptual	in	nature	and	so	cannot	be	based	on	field	measurements.	They	also	cannot	be	obtained	from	the	modelling	literature.			The	snowmelt	degree-day	coefficient	and	temperature	lapse	rate	were	selected	for	calibration	of	 the	Lancang	at	Chiang	Saen,	 this	being	the	one	sub-catchment	with	significant	snow	cover.	Although	the	values	of	these	parameters	could	potentially	be	based	on	the	literature	or,	in	the	case	of	the	temperature	lapse	rate,	on	analysis	of	station	 based	 data	 (if	 available),	 they	 can	 also	 be	 obtained	 through	 calibration.	Sensitivity	analysis	was	undertaken	in	order	to	gauge	the	sensitivity	of	the	model	to	these	parameter	values.	They	were	manually	varied	within	realistic	bounds	based	on	the	literature	and	the	impacts	on	model	performance	assessed	using	the	criteria	described	in	the	section	above.	Snow	depths	and	extents	were	found	to	be	relatively	sensitive	to	these	parameters,	with	the	average	values	from	the	literature	providing	weaker	performance	compared	to	that	which	could	be	obtained.	These	parameters	were	therefore	subject	to	calibration.	Similar	sensitivity	testing	was	undertaken	for	the	other	parameters	in	Table	4.4.			In	a	small	number	of	sub-catchments	with	 large	elevation	ranges,	a	precipitation	lapse	rate	was	applied.	As	described	in	Section	4.2.6.1,	it	is	common	for	precipitation	lapse	rates	to	be	required	when	modelling	mountainous	regions.		In	the	absence	of		 	
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Table	4.4.	Selection	of	parameters	for	calibration.	
Parameter(s)	 Spatial	distribution	 Cal?*	 Further	notes	/	justification	Precipitation	lapse	rate	(%/100	m)	 Distributed	according	to	meteorological	input	sub-catchments.	Only	applied	over	a	handful	of	sub-catchments.	
ü	 As	described	in	Section	4.2.6.1,	it	is	common	for	precipitation	lapse	rates	to	be	required	when	modelling	mountainous	regions.	It	is	also	not	uncommon	for	them	to	be	derived	through	calibration.	Temperature	lapse	rate	(°C/100	m)	 Only	relevant	over	the	upper	Lancang,	where	snow	cover	occurs.	 ü	 Varied	during	calibration	of	the	Lancang	at	Chiang	Saen.	Use	of	sub-catchment	average	temperature	means	a	lapse	rate	is	necessary	to	ensure	annual	build	up	and	melting	of	snow.	Subject	to	calibration	as	seasonal	snow	patterns	found	to	be	relatively	sensitive	to	this	parameter.	Degree-day	snowmelt	factor	(mm/°C/day)	 Only	relevant	over	the	upper	Lancang,	where	snow	cover	occurs.	 ü	 Varied	during	calibration	of	the	Lancang	at	Chiang	Saen.	Subject	to	calibration	as	seasonal	snow	patterns	found	to	be	relatively	sensitive	to	this	parameter.	Soil	hydraulic	parameters	(see	Table	4.3)	 Distributed	according	to	soil	texture	class	 û	 Soil	hydraulic	parameter	values	associated	with	different	soil	texture	classes	available	from	the	literature.	Sensitivity	analysis	found	that	adjustment	of	model	parameters	did	not	provide	any	notable	improvement	in	model	performance	compared	to	initial	values	based	on	the	literature.	Values	from	the	literature	therefore	used.	LAI	 Distributed	according	to	land	cover.	 û	 LAI	values	were	obtained	from	Kite	(2000).	See	Section	4.2.2	and	Table	4.2.	Not	subject	to	calibration	because:	i)	they	were	based	on	remote	sensing	data	for	the	Mekong,	ii)	these	were	the	same	values	used	in	SLURP,	iii)	sensitivity	analysis	demonstrated	that	model	performance	was	relatively	insensitive	to	LAI	values	within	realistic	bounds	for	each	land	cover	class.	RDs	 Distributed	according	to	land	cover.	 û	 RDs	based	on	a	DHI	(2009)	/	MIKE	Zero	vegetation	properties	file	and	the	literature.	Not	subject	to	calibration	in	order	to	reduce	the	number	of	free	parameters.	Manning’s	M	for	overland	flow	 Distributed	according	to	land	cover.	 û	 Values	obtained	from	the	literature.	See	Section	4.2.3	and	Table	4.2.	Sensitivity	analysis	found	that	model	performance	was	relatively	insensitive	to	these	parameter	values	when	values	were	varied	within	bounds	based	on	the	literature.	Saturated	zone	interflow	and	baseflow	reservoir	time	constants	
Distributed	according	to	sub-catchments	and	linear	reservoirs	defined	through	topographic	analysis.	See	Figure	4.4.	
ü	 These	parameters	are	conceptual	in	nature,	with	no	standard	values	available	in	the	literature.	These	values	were	therefore	subject	to	calibration.	Sensitivity	testing	was	undertaken	to	gauge	how	these	parameters	affected	model	performance.	Dead	storage	fraction	in	the	baseflow	reservoirs	 Only	applied	to	two	groundwater	sub-catchments	 ü	 Discussed	in	Section	4.7.1.	*Parameter	subject	to	calibration?	ü	=	Yes.	û	=	No.		
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station	 records	 on	 which	 to	 base	 these	 values,	 this	 parameter	 was	 selected	 for	calibration,	as	done	so	by	other	studies	(e.g.	Luo	et	al.,	2013).	Testing	of	the	other	parameter	values	whilst	no	precipitation	lapse	rates	were	applied	revealed	that	in	a	small	number	of	sub-catchments,	adjustment	of	these	other	parameters	could	not	provide	 satisfactory	 model	 performance.	 For	 example,	 in	 order	 to	 reduce	evapotranspiration	over	the	Lancang	region,	reduction	of	the	vegetation	RDs	was	tested,	within	realistic	bounds	based	on	the	literature.	Since	this	could	not	alter	the	water	 balance	 sufficiently,	 the	 RD	 values	 were	 returned	 to	 their	 original	 non-calibrated	 values.	 This	 adds	 support	 to	 the	 assumption	 that	 underestimation	 of	discharge	in	the	absence	of	a	precipitation	lapse	rate	may	be	due,	at	least	in	part,	to	underestimation	of	precipitation	within	the	input	data.		Sensitivity	 analysis	 indicated	 that	 model	 results	 were	 relatively	 insensitive	 to	Manning’s	M	for	overland	flow,	and	so	values	for	this	parameter	were	obtained	from	the	literature,	rather	than	subject	to	calibration.	The	model	was	more	sensitive	to	RD	values.	However,	consistent	with	other	MIKE	SHE	studies	that	have	derived	RD	values	from	the	literature	(e.g.	Rochester,	2010;	Singh	et	al.,	2010;	Wijesekara	et	al.,	2012),	the	decision	was	made	to	not	calibrate	RDs	in	this	study,	in	order	to	reduce	the	 number	 of	 free	 parameters.	 As	 outlined	 in	 Table	 4.4,	 LAI	 values	 were	 not	selected	for	calibration	for	a	number	of	reasons.	Instead,	remote	sensing-based	LAI	values	for	different	land	cover	classes	in	the	Mekong	Basin	were	obtained	from	Kite	(2000).	These	were	the	same	values	used	in	SLURP.	During	calibration	of	a	limited	number	 of	 sub-catchments	 (two),	 a	 dead	 storage	 proportion	 for	 the	 baseflow	reservoirs	was	applied	and	subject	to	calibration.	Since	these	dead	storage	fractions	were	introduced	during	model	calibration,	rather	than	during	the	initial	sensitivity	testing,	 they	 are	 discussed	 in	 Section	 4.7.1,	 where	 the	 calibration	 results	 and	calibrated	parameter	values	are	presented.		Use	of	crop	coefficients	to	modify	PET	was	considered	as	an	alternative	or	additional	means	 of	 calibrating	 the	model.	However,	 crop	 coefficients	 in	 the	 literature	 (e.g.	Allen	et	al.,	1998)	are	intended	for	use	with	reference	evapotranspiration	(Allen	et	
al.,	2005),	whereas	the	Linacre	method	provides	PET.	In	addition,	crop	coefficients	in	the	literature	are	associated	with	specific	crop	types	(e.g.	rice,	maize,	soybeans),	rather	 than	 the	broad	 land	cover	classes	specified	 in	 the	MIKE	SHE	model	of	 the	
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Mekong.	 The	 establishment	 of	 effective	 crop	 coefficients	 for	 different	 land	 cover	classes	could	not,	therefore,	be	guided	by	values	from	the	literature.	Furthermore,	neither	 SLURP	 nor	 the	 Mac-PDM.09	 model	 of	 the	 Mekong	 employed	 crop	coefficients.		
4.4.3. Calibration	procedure		Calibration	was	undertaken	 for	 each	 gauging	 station	 in	 a	 downstream	 sequence,	beginning	at	Chiang	Saen	and	progressing	 to	Mukdahan.	The	Yasothon	and	Ubon	gauging	stations	(on	the	Chi	and	Mun	tributaries,	respectively)	were	then	calibrated	before	continuing	the	calibration	for	stations	between	Pakse	and	Phnom	Penh.	In	each	case,	only	those	model	parameters	for	sub-catchments	between	the	previously	calibrated	upstream	station	and	the	current	station	were	varied.			For	each	gauging	station,	a	preliminary	autocalibration	was	undertaken	using	MIKE	Zero’s	 in-built	 parameter	 optimisation	 tool,	 AUTOCAL.	 The	 Shuffled	 Complex	Evolution	(SCE)	algorithm	was	employed,	which	uses	Monte	Carlo	sampling	(Duan	
et	 al.,	 1992;	Madsen	and	 Jacobsen,	 2001;	Madsen,	 2003).	During	 autocalibration,	parameters	were	permitted	to	vary	between	specified	upper	and	lower	bounds.	Two	equally	weighted	calibration	criteria,	the	absolute	value	of	the	average	error	and	the	root	mean	square	error,	were	employed	(Butts	et	al.,	2004).	These	were	aggregated	into	one	measure	using	a	 transformation	 that	compensates	 for	differences	 in	 the	magnitudes	of	the	criteria	(Madsen,	2003).	The	autocalibration	routine	evaluated	the	two	calibration	criteria	at	the	model	time	step	(defined	as	a	maximum	of	48	h).			According	 to	Madsen	and	 Jacobsen	 (2001),	autocalibration	 is	both	more	efficient	and	more	objective	than	trial-and-error	manual	calibration.	It	would	therefore	have	been	desirable	for	autocalibration	to	achieve	a	satisfactory	model	performance	at	each	gauging	station.	However,	In	the	version	of	MIKE	Zero	which	was	employed	(Version	2009,	Service	Pack	5),	the	observed	and	simulated	discharge	comparison	statistics	(objective	functions)	computed	by	MIKE	Zero	during	autocalibration	can	only	be	calculated	on	model	output	at	the	time	step	of	the	model	(48	hours	in	this	case).	Consequently,	whilst	model	performance	(at	a	monthly	resolution)	following	autocalibration	was	generally	good,	it	was	possible	to	improve	it	through	manual	
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modification	of	model	parameters,	with	observed	and	 simulated	discharge	being	aggregated	 to	 monthly	 mean	 flows	 for	 calculation	 of	 performance	 statistics,	 an	approach	also	used	by	Kingston	et	al.	(2011).	Following	calibration,	the	model	was	run	for	the	shorter	1991–1998	period	for	validation.		
4.5. Simulation	of	climate	change		In	order	to	allow	comparison	between	the	scenario	results	of	MIKE	SHE	and	SLURP,	the	 same	 revised	meteorological	 inputs	 as	 used	 by	 Kingston	 et	 al.	 (2011)	 were	employed	to	simulate	potential	impacts	of,	and	uncertainty	associated	with,	climate	change.	 Monthly	 resolution	 climate	 scenarios	 for	 precipitation	 and	 temperature	were	generated	using	the	ClimGen	pattern-scaling	approach	(Mitchell,	2003;	Arnell	and	 Osborn,	 2006;	 Osborn,	 2009;	 Todd	 et	 al.,	 2011).	 This	 technique	 allows	 the	pattern	of	climate	change	simulated	by	a	GCM	to	be	downscaled	to	a	finer	spatial	resolution	and	rescaled	to	produce	climate	data	for	a	given	increase	in	global	mean	air	 temperature	 (Kingston	 et	 al.,	 2011;	 Todd	 et	 al.,	 2011).	 ClimGen	 employs	 the	assumption	 that	 the	 spatial	 pattern	 of	 climate	 change	 simulated	 by	 a	 GCM	 and	associated	with	a	particular	change	(increase)	in	global	mean	temperature	can	be	linearly	 rescaled	 to	produce	 the	 change	pattern	 for	 a	different	 increase	 in	global	mean	temperature.	Linear	interpolation	allows	the	change	pattern	to	be	downscaled	to	a	spatial	resolution	of	0.5°	×	0.5°.	The	change	pattern	for	each	climate	variable	is	then	used	to	perturb	historical	/	observed	climate	data	(in	this	case,	those	used	in	baseline	hydrological	simulation),	using	a	delta-change	approach.	For	precipitation,	year-to-year	 variation	 is	 altered	 according	 to	 GCM-derived	 changes	 in	 the	 shape	parameters	of	the	gamma	distribution	describing	year-to-year	variation	in	monthly	precipitation	 (Arnell	 and	 Osborn,	 2006;	 Todd	 et	 al.,	 2011).	 The	 initial	 change	patterns	for	each	variable	for	each	month	(January–December)	were	based	upon	the	change	 in	 30-year	 mean	 for	 the	 period	 2070-2099	 relative	 to	 the	 1960-1990	reference	 period.	 However,	 rescaling	 these	 patterns	 to	 represent	 a	 prescribed	increase	 in	 global	 mean	 temperature	 means	 that	 the	 scenario	 meteorological	datasets,	and	hence	the	river	flow	projections,	are	for	an	arbitrary	30-year	period.		Monthly	 resolution,	 0.5°	 ×	 0.5°	 gridded	 precipitation,	wet	 days	 and	 temperature	scenario	data	were	generated	for	a	prescribed	warming	of	2	°C,	the	hypothesised	
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threshold	for	‘dangerous’	climate	change	(Todd	et	al.,	2011),	for	seven	CMIP3	GCMs	(see	Table	4.5).	These	were	selected	from	the	CMIP3	database	(Meehl	et	al.,	2007b)	for	use	 in	 the	QUEST-GSI	project	 to	encompass	a	range	of	different	but	plausible	global	climate	futures	(Todd	et	al.,	2011).	In	addition,	the	UKMO	HadCM3,	a	widely	employed	GCM	previously	used	for	uncertainty	analysis	(e.g.	Booij,	2005;	Buytaert	
et	al.,	2009;	Kay	et	al.,	2009;	Prudhomme	and	Davies,	2009b),	was	selected	to	derive	scenarios	for	prescribed	warming	of	global	mean	temperature	of	1,	2,	3,	4,	5,	and	6	°C.	 The	 monthly	 gridded	 datasets	 were	 subsequently	 spatially	 averaged	 at	 the	meteorological	 input	 sub-catchment	 scale	 and	 disaggregated	 to	 daily	 resolution	using	the	Mac-PDM	weather	generator,	following	the	approach	used	for	the	baseline	data.	For	each	scenario,	monthly	Linacre	PET	was	calculated	for	each	sub-catchment	using	scenario	temperature	and	then	distributed	evenly	through	each	month	at	a	daily	 time	 step,	 again	 replicating	 the	 steps	 used	 for	 the	 baseline	 data.	 The	 two	resulting	scenario	sets	are	subsequently	referred	to	as	the	2	°C,	seven	GCM	and	1–6	°C,	HadCM3	scenario	sets.		
Table	4.5.	CMIP3	GCMs	used	in	this	thesis.	
CMIP3	GCM	 Abbreviation	in	
Chapters	4	and	5	
Institute	
CCCMA	CGCM3.1		 CCCMA	 Canadian	Centre	for	Climate	Prediction	and	Analysis		CSIRO-Mk3.0		 CSIRO	 CSIRO	Atmospheric	Research		UKMO	HadCM3		 HadCM3	 UK	Met	Office	Hadley	Centre	for	Climate	Prediction	and	Research		UKMO	HadGEM1		 HadGEM1	IPSL-CM4		 IPSL	 Institut	Pierre	Simon	Laplace	MPI-ECHAM5	 MPI	 Max	Planck	Institute	for	Meteorology		NCAR-CCSM3	 NCAR	 National	Centre	for	Atmospheric	Research			
4.6. Inter-hydrological	model	comparison		Following	climate	change	scenario	simulation,	an	assessment	of	inter-hydrological	model	uncertainty	was	undertaken	through	comparison	of	MIKE	SHE	model	results	with	those	of	the	SLURP	catchment	model	of	the	Mekong	(Kingston	et	al.,	2011)	and	Mac-PDM.09	GHM	(Gosling	 et	al.,	2011),	 for	 the	same	 two	sets	of	 climate	change	scenarios.	 Table	 4.6	 summarises	 the	 key	 attributes	 of	 these	 three	 hydrological	models.			
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Unlike	the	MIKE	SHE	and	SLURP	catchment	models,	Mac-PDM.09	does	not	contain	river	 routing.	 Furthermore,	 Mac-PDM.09	 was	 not	 specifically	 calibrated	 for	 the	Mekong;	instead,	the	model	was	calibrated	at	the	continental	scale	by	‘tuning’	it	to	help	define	parameter	values,	as	described	in	Section	2.6.3.3.	This	involved	tests	of	precipitation	datasets	and	potential	evaporation	calculations	and	comparisons	with	long-term	 average	 runoff	 and	within-year	 runoff	 patterns	 for	 a	 small	 number	 of	major	river	basins	and	 for	a	 large	number	of	small	basins,	with	simulated	runoff	being	aggregated	over	the	cells	falling	within	the	basins	(see	Arnell,	1999;	Gosling	and	Arnell,	 2011).	Gosling	 and	Arnell	 (2011)	 evaluated	 the	performance	of	Mac-PDM.09	by	validating	simulated	runoff	against	observed	runoff	for	50	catchments	across	the	globe,	and	the	model	was	found	to	perform	well	(see	Section	2.6.3.3).			Results	from	SLURP	for	the	same	climate	change	scenarios	were	available	for	three	stations	from	Kingston	et	al.	(2011):	Chiang	Saen,	Pakse	and	Ubon	(although	results	for	the	latter	station	were	not	presented	in	the	earlier	study).	For	comparison	with	results	 from	MIKE	SHE	and	SLURP,	simulated	runoff	 (mm)	from	Mac-PDM.09	 for	each	climate	scenario	was	aggregated	at	a	monthly	time	step	for	all	the	model	grid	cells	within	the	boundaries	of	the	catchments	of	six	gauging	stations:	Chiang	Saen,	Vientiane,	Nakhon	Phanom,	Pakse,	Phnom	Penh	and	Ubon	(Figure	4.4).	These	were	selected	in	order	to	provide	a	comparison	of	results	for	the	three	stations	for	which	results	 are	 available	 for	 all	 three	 hydrological	 models	 (Chiang	 Saen,	 Pakse	 and	Ubon).	Vientiane	and	Nakhon	Phanom	were	selected	as	stations	in	the	middle	of	the	catchment	upstream	of	the	two	major	tributaries	draining	the	Khorat	Plateau	(the	Chi	and	Mun),	whilst	Phnom	Penh	is	the	lowest	station	on	the	river	and	upstream	of	the	ecologically	and	economically	important	Mekong	Delta.	Comparisons	of	results	for	these	additional	stations	are	limited	to	MIKE	SHE	and	Mac-PDM.09.	This	analysis	extends	 the	 preliminary	 inter-model	 comparison	 undertaken	 by	 Gosling	 et	 al.	(2011)	that	was	limited	to	a	comparison	of	SLURP	and	Mac-PDM.09	for	Pakse	alone.			As	 indicated	 above,	 results	 (e.g.	 percentage	 change	 in	 mean	 annual	 flow/runoff	compared	 to	 the	baseline)	 for	Mac-PDM.09	are	based	on	 runoff	 (i.e.	mm)	values,	whilst	results	for	MIKE	SHE	and	SLURP	are	based	on	routed	river	discharge	(m3s-1).	It	 is	worth	noting,	however,	 that	converting	runoff	values	 into	discharge	(or	vice	versa)	does	not	affect	relative/percentage	change	values	compared	to	the	baseline.		 	
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Table	 4.6.	 Summary	 of	 key	 attributes	 of	 the	 MIKE	 SHE,	 SLURP	 and	 Mac-PDM.09	
hydrological	models	of	the	Mekong.		
Attribute	 MIKE	SHE	 SLURP	 Mac-PDM.09	Model	type	 Distributed	(10	km	×	10	km	grid),	physically	based	model,	with	semi-distributed	conceptual	saturated	zone	component	
Semi-distributed	vertical	water	balance	model	 Gridded	conceptual	water	balance	global	hydrological	model	River	routing		 Muskingum-Cunge	(MIKE	11)	 Muskingum		 None	Time	step	 Variable	–	max.	48	hours	 Daily	 Daily	Meteorological	inputs+	 P,	T,	PET	 P,	T	 P,	T,	W,	SH,	LWnet,	SW	PET	method	 Linacre	PET	calculated	externally	 Linacre	PET	calculated	within	the	model	 Penman-Monteith	PET	calculated	within	the	model		Snow	scheme	 Degree-day	 Degree-day		 Degree-day	Meteorological	inputs	spatial	distribution	 Distributed	according	to	13	sub-catchments	from	SLURP	(Figure	4.4)	 Distributed	according	to	13	sub-catchments	(Figure	4.4)	 0.5°	×	0.5°	grid	Spatial	distribution	of	catchment	characteristics	
Topography,	land	cover	and	soil:	based	on	1	km	×	1	km	gridded	data	resampled	to	a	10	km	×	10	km	computational	grid	
Topography,	land	cover	and	soil:	based	on	a	1	km	×	1	km	gridded	data	
Land	cover	and	soil:	0.5°	×	0.5°	grid	
Spatial	resolution	of	process	computation	
All	model	components	except	the	saturated	zone:	distributed	according	to	10	km	×	10	km	grid.	Saturated	zone:	distributed	according	to	17	sub-catchments,	each	comprising	three	interflow	and	two	baseflow	reservoirs		(Figure	4.4).	
13	sub-catchments	divided	into	98	elements	for	water	balance	calculations	based	on	land	cover	.	Results	for	each	element	aggregated	based	on	relative	cover	within	each	sub-catchment.	
0.5°	×	0.5°	grid	
Calibration	parameters*	 ki,	kp,	kb,	DZfrac,	Plapse,	Tlapse,	DD	 RC,	M,	FC,	U	 Not	calibrated	for	the	Mekong	(see	text)	+	P:	precipitation,	T:	air	temperature,	PET:	potential	evapotranspiration,	W:	wind	speed,	SH:	specific	humidity,	LWnet:	net	longwave	radiation	flux,	SW:	shortwave	radiation	flux	(downward)	*	ki:	interflow	time	constants	for	saturated	zone	interflow	reservoirs,	kp:	percolation	time	constants	for	 saturated	 zone	 interflow	 reservoirs,	 kb:	 time	 constants	 for	 baseflow	 reservoirs,	 DZfrac:	 dead	storage	in	the	baseflow	reservoirs,	Plapse:	precipitation	lapse	rate,	Tlapse:	temperature	lapse	rate,	DD:	snow	melt	degree-day	coefficient,	RC:	 retention	constants	and	capacities	of	 the	 fast	and	slow	soil	stores,	M:	Manning’s	n	roughness	coefficient	for	overland	flow,	FC:	soil	field	capacity	coefficients,	U:	wind	factor	used	in	computation	of	Linacre	PET			 	
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4.7. Results		In	this	Section,	calibration	results	from	the	MIKE	SHE	model	(and	from	SLURP	for	three	 stations)	 are	 first	 presented	 (Section	 4.7.1),	 followed	 by	 model	 validation	results	(4.7.2).	Then	in	Sections	4.7.3	and	4.7.4,	results	of	the	hydrological	climate	change	impact	and	uncertainty	assessments	for	the	2	°C,	seven	GCM	climate	change	scenario	 set	 and	 1–6	 °C,	 HadCM3	 are	 presented,	 respectively.	 Throughout,	numbering	of	the	meteorological	input	sub-catchments	and	the	letters	used	to	refer	to	gauging	stations	follow	those	shown	in	Figure	4.4.		
4.7.1. Model	calibration		Table	 4.7	 summarises	 the	 calibrated	 parameter	 values	 of	 the	 precipitation	 lapse	rates	 (in	 sub-catchments	 with	 large	 elevation	 ranges),	 baseflow	 reservoir	 time	constants	 and	 baseflow	 reservoir	 dead	 storage	 proportions	 (for	 two	 sub-catchments	only	–	discussed	below).	The	interflow	and	percolation	time	constants	of	 the	 interflow	 reservoirs,	 of	 which	 there	 are	 three	 in	 each	 groundwater	 sub-catchment	(see	Section	4.2.5	and	Figure	4.4)	were	also	subject	to	calibration,	and	the	final	parameter	values	varied	between	1	and	50	days.		
Table	4.7.	Calibration	parameter	values.	Numbers	in	the	column	headings	refer	to	the	
MIKE	SHE	linear	reservoir	sub-catchments.	
Parameter	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	 11	 12	 13	 14	 15	Precipitation	lapse	rate	(%/100	m)	 1.80	 4.80	 4.80	 5.35	 0.00	 8.49	 0.00	 0.00	 4.47	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	Time	constant	for	BR1*	(days)	 115	 115	 115	 70	 90	 55	 85	 175	 105	 55	 55	 30	 20	 20	 105	Time	constant	for	BR2+	(days)	 740	 645	 880	 520	 600	 90	 120	 530	 190	 135	 80	 300	 110	 110	 390	Dead	storage	fraction	for	BR2	 0.00	 0.00	 0.00	 0.00	 0.30	 0.00	 0.00	 0.90	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	*	BR1:	Baseflow	reservoir	1;	+	BR2:	Baseflow	reservoir	2.		The	use	of	single	or	multiple	precipitation	lapse	rates	as	a	calibration	term	has	been	adopted	elsewhere	(e.g.	Yu	 et	al.,	2011;	 Ji	and	Luo,	2013).	 In	addition,	 the	values	employed	 in	 the	 model	 are	 within	 the	 range	 of	 those	 previously	 reported	 in	mountainous	regions	(e.g.	in	the	Upper	Indus	Basin,	Pakistan,	and	in	a	headwater	
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catchment	in	the	Himalayas,	Immerzeel	et	al.,	2012a,b).	A	lower	precipitation	lapse	rate	 was	 applied	 over	 the	 upper	 Lancang	 because	 analysis	 of	 the	 gridded	 UDel	precipitation	 data	 revealed	 that	 annual	 precipitation	 rates	 over	 this	 region	 are	considerably	lower	(by	>30%)	than	over	the	mid	to	lower	Lancang	(see	Figure	3.9).	This	 is	consistent	with	data	presented	 in	 the	 literature	(UNEP,	2006;	Kiem	 et	al.,	2008).	Therefore,	although	precipitation	lapse	rates	were	required	to	address	the	perceived	underestimation	of	precipitation	over	the	Lancang	region,	a	lower	lapse	rate	over	the	upper	Lancang	was	deemed	appropriate	in	order	to	avoid	excessive	precipitation,	and	hence	enhanced	build	up	and	melting	of	snow.	Over	the	Lancang	meteorological	input	sub-catchment,	the	temperature	lapse	rate	was	calibrated	to	-0.51	°C/100	m	and	the	degree-day	snowmelt	factor	to	1.75	mm/°C/day.			Table	 4.8	 presents	 model	 performance	 statistics	 for	 the	 1961–1990	 calibration	period	for	the	12	stations	used	in	model	calibration.	As	previously	discussed,	NSE	and	r	are	derived	from	monthly	mean	discharges.	For	Stung	Treng,	Kompong	Cham	and	 Phnom	 Penh,	 statistics	 are	 based	 upon	 the	 reduced	 periods	 of	 observed	discharge.	 In	 the	case	of	Chiang	Saen,	Pakse	and	Ubon,	 the	values	of	Dv	and	NSE	reported	 by	Kingston	 et	 al.	 (2011)	 for	 the	 SLURP	model	 of	 the	Mekong	 are	 also	provided.	Figure	4.5	shows	the	observed	and	simulated	monthly	mean	flows	for	the	10	 gauging	 stations	 for	 which	 data	 are	 available	 for	 both	 the	 calibration	 and	validation	periods	(albeit	with	gaps).		According	to	the	classification	scheme	of	Henriksen	et	al.	(2008)	for	Dv	and	NSE,	the	performance	of	the	MIKE	SHE	model	can	generally	be	classed	as	‘‘excellent’’	(21	out	of	 the	 24	 model	 performance	 statistics;	 Table	 4.8).	 It	 is	 worth	 noting	 that	 this	scheme	 was	 originally	 based	 upon	 daily,	 rather	 than	 monthly,	 observed	 and	simulated	 discharge.	 Higher	NSE	 values	 are	 to	 be	 expected	when	 aggregating	 to	monthly	 mean	 discharges.	 However,	 increasing	 the	 lower	 boundary	 of	 the	“excellent”	 class	 for	 NSE	 to	 0.90	 still	 results	 in	 eight	 stations	 (previously	 ten)	retaining	an	“excellent”	rating.	The	remaining	stations	on	the	main	Mekong	have	an	NSE	of	0.88–0.89.	Although	an	equivalent	classification	scheme	is	not	employed	for	
r,	 values	 are	 close	 to	 or	 above	 0.95	 at	 10	 of	 the	 12	 stations,	 reflecting	 a	 strong	positive	correlation	between	observed	and	simulated	discharges.	 	
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Table	4.8.	MIKE	SHE	model	performance	statistics	for	12	gauging	stations	within	the	
Mekong	 Basin	 for	 the	 calibration	 period	 (1961–1990	 unless	 stated	 otherwise).	
Corresponding	statistics	from	Kingston	et	al.	(2011)	for	SLURP	are	shown	in	brackets	
for	 three	 stations.	 Model	 performance	 indicators	 are	 taken	 from	 Henriksen	 et	 al.	
(2008).	
		 Obs	
Mean	
Sim	
Mean	
	 	 	
Station	 (m3s-1)	 (m3s-1)	 Dv	(%)+	 NSE*	 r#	Mekong	at	Chiang	Saen	(a)	 2711.3	 2818.0	 1.56	 0.88	 0.94		 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 		 	 (2931.6)	 (+8.12)	 (0.78)	 		 	 	 (¶¶¶¶)	 (¶¶¶¶)	 	Mekong	at	Luang	Prabang	(b)	 3980.2	 4138.1	 2.57	 0.89	 0.94		 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Vientiane	(c)	 4521.1	 4741.7	 3.65	 0.90	 0.95		 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Nakhon	Phanom	(d)	 7031.6	 7135.6	 0.69	 0.91	 0.95		 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Mukdahan	(e)	 7602.4	 7681.3	 0.31	 0.90	 0.95		 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Pakse	(f)	 9836.8	 9653.2	 -2.44	 0.90	 0.95		 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 		 	 (9925.3)	 (+0.90)	 (0.89)	 		 	 	 (¶¶¶¶¶)	 (¶¶¶¶¶)	 	Mekong	at	Stung	Treng	(g)	(1961–1969)	 13381.0	 13382.2	 -0.42	 0.93	 0.97		 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Kratie	(h)	 13418.9	 13016.9	 -3.41	 0.91	 0.95		 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Kompong	Cham	(1964–Mar	1974)	(i)	 13409.5	 13758.2	 2.19	 0.93	 0.96		 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Phnom	Penh	(j)	(1961–Mar	1974)		 13022.3	 14132.2	 8.07	 0.93	 0.97		 	 ¶¶¶¶	 ¶¶¶¶¶	 	Chi	at	Yasothon	(k)	 202.3	 203.7	 0.68	 0.49	 0.71		 	 	 ¶¶¶¶¶	 ¶¶	 	Mun	at	Ubon	(l)	 636.3	 619.1	 -2.70	 0.55	 0.74			 	 	 ¶¶¶¶¶	 ¶¶¶	 			 	 (899.5)	 (+41.36)	 (0.44)	 		 	 	 (¶)	 (¶¶)	 	
Performance	
indicator	
Excellent	
¶¶¶¶¶	
Very	good	
¶¶¶¶	
Fair	
¶¶¶	
Poor	
¶¶	
Very	poor	
¶	Dv	 <	5%	 5–10%	 10–20%	 20–40%	 >40%	NSE	 >0.85	 0.65–0.85	 0.50–0.65	 0.20–0.50	 <0.20	+	percentage	deviation	in	simulated	mean	flow	from	observed	mean	flow	(Henriksen	et	al.,	2003),	*	Nash-Sutcliffe	coefficient	(Nash	and	Sutcliffe,	1970),	#	Pearson	correlation	coefficient		 	
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Figure	4.5.	Monthly	mean	observed	and	simulated	discharge	for	ten	gauging	stations	
in	the	Mekong	Basin	for	the	calibration	(1961–1990)	and	validation	periods	(1991–
1998).	(Note	different	y-axis	scales.)	
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Figure	4.5.	(cont.)	Monthly	mean	observed	and	simulated	discharge	for	ten	gauging	
stations	in	the	Mekong	Basin	for	the	calibration	(1961–1990)	and	validation	periods	
(1991–1998).	(Note	different	y-axis	scales.)		
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Good	 sequencing	 of	 the	 annual	 monsoon	 flood	 pulse	 is	 achieved	 at	 all	 gauging	stations	and	on	the	main	Mekong	(i.e.	excluding	Yasothon	and	Ubon)	the	rising	and	descending	limbs	and	the	timing	of	the	peak	of	the	annual	flood	are	well	represented	(Figure	4.5).	However,	magnitudes	of	 the	 annual	peaks	 are	 less	well	 captured	at	Ubon	and,	in	particular,	Yasothon	on	the	Rivers	Mun	and	Chi,	respectively.	Figure	4.6	 shows	 that	 for	 the	 calibration	 period	 there	 is	 an	 excellent	 fit	 between	 the	observed	and	simulated	river	regime	(mean	monthly	discharges)	at	the	majority	of	gauging	stations	using	the	MIKE	SHE	model.	However,	there	is	a	tendency	towards	underestimation	 of	 peak	 mean	 monthly	 discharges	 (August	 and	 September),	particularly	at	downstream	stations	(e.g.	by	around	7–8%	at	Pakse	and	Kratie).	At	Phnom	 Penh,	 the	 most	 downstream	 gauging	 station,	 overestimation	 of	 the	ascending	 limb	 results	 in	 a	 higher	 Dv	 value	 than	 elsewhere	 (>5%;	 Table	 4.8),	although	this	is	based	on	a	shorter	calibration	period	(1961–	March	1974).		River	regimes	simulated	by	the	SLURP	model	are	also	displayed	in	Figure	4.6	for	the	stations	for	which	they	are	available.	These	reveal	that	the	river	regimes	simulated	by	MIKE	SHE	more	closely	match	the	observed	than	those	of	the	SLURP	model.	At	Chiang	 Saen,	 the	 SLURP	model	 overestimates	 recession	 discharge	 (following	 the	annual	peak)	between	October–January.	In	contrast,	discharges	simulated	by	MIKE	SHE	 at	 this	 time	 of	 year	 more	 closely	 follow	 the	 observed.	 The	 slightly	 poorer	performance	 of	 SLURP	 at	 Chiang	 Saen	 compared	 to	 the	MIKE	 SHE	model	 is	 also	reflected	 in	 the	 performance	 statistics	 (Table	 4.8),	 with	 Dv	 and	 NSE	 for	 SLURP	classed	as	“good”	rather	than	“excellent”.	However,	at	Pakse,	Dv	and	NSE	are	classed	as	“excellent”	for	both	models,	although	the	seasonal	peak	discharges	(August	and	September)	 shows	 slightly	 greater	 underestimation	 by	 SLURP	 (up	 to	 11.4%	 in	September	compared	to	7.6%	for	MIKE	SHE).		MIKE	SHE	model	performance	is	relatively	weak	for	the	Chi	and	Mun	tributaries,	with	peak	seasonal	discharge	being	underestimated	and	simulated	flows	deviating	further	from	the	observed	compared	to	other	gauging	stations	(Figures	4.5	and	4.6).	This	is	reflected	in	lower	r	values	(<0.75)	and	NSE	being	classed	as	“poor”	and	“fair”	at	Yasothon	and	Ubon,	respectively	(Table	4.8).	During	manual	calibration,	it	was	not	 possible	 to	 raise	 peak	 discharges	 without	 causing	 overestimation	 of	 the		
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Figure	4.6.	Observed	and	MIKE	SHE	simulated	river	regimes	for	all	12	gauging	stations	
within	the	Mekong	catchment	for	the	calibration	period	(1961–1990	unless	indicated	
otherwise).	Regimes	simulated	by	SLURP	for	three	gauging	stations	are	also	shown.	
(Note	different	y-axis	scales.)	 	
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rising	and	descending	limbs	of	the	annual	river	regime,	which	currently	follow	the	observed	reasonably	well.	This	trade-off	is	evident	in	SLURP	performance	at	Ubon,	where	 the	 magnitude	 of	 the	 simulated	 annual	 peak	 corresponds	 well	 with	 the	observed	(Figure	4.6),	but	overestimation	of	discharge	through	most	of	the	rest	of	the	year	causes	Dv	to	be	classified	as	‘‘very	poor’’.	The	NSE	value	for	this	station	for	MIKE	SHE	is	a	class	above	that	of	SLURP	(‘‘fair’’	compared	to	‘‘poor’’).			In	the	case	of	the	Chi,	a	dead	storage	term	was	applied	to	baseflow	reservoir	2	to	prevent	overestimation	of	flows	(Table	4.7).	Overestimation	of	flows	in	the	absence	of	dead	storage	was	also	experienced	in	the	calibration	of	the	Mekong	at	Vientiane	(linear	 reservoir	 sub-catchment	 5),	 adjacent	 and	 to	 the	 north	 of	 the	 Chi	 sub-catchment.	A	possible	explanation	for	large	overestimations	in	flow	without	dead	storage	could	lie	with	the	precipitation	input	data;	there	could	be	anomalies	within	the	station	data	used	in	its	derivation.	Such	issues	have	been	highlighted	in	previous	modelling	 studies	 that	 have	 used	 gridded	 precipitation	 datasets,	 as	 discussed	 in	2.6.6.3.	 For	 example,	 whilst	 attempting	 to	 calibrate	 a	 hydrological	 model	 of	 the	Okavango	 catchment,	 Southern	 Africa,	 Hughes	 et	 al.	 (2011)	 identified	geographically	isolated	extreme	rainfall	within	the	CRU	TS	3.0	precipitation	data	as	the	cause	of	excessive	simulated	flows.	This	issue	was	addressed,	at	least	in	part,	by	using	UDel	precipitation.	However,	 this	dataset	did	not	produce	as	good	a	model	performance	as	when	using	local	rain	gauge	data	(Hughes	et	al.,	2011).	This	suggests	that	the	gridded	datasets	may	have	contained	unrepresentatively	high	precipitation,	due	to	either	i)	anomalies	in	the	station	data	used	in	their	derivation,	or	ii)	stations	from	beyond	the	catchment	with	higher	precipitation	having	too	great	an	influence	on	gridded	values	within	the	catchment,	as	a	result	of	the	interpolation	process.		In	this	study,	discharge	overestimation	on	the	Chi	tributary	prior	to	implementation	of	dead	storage	could	result	 from	elevated	precipitation	within	 the	UDel	dataset.	Supporting	this	theory,	mean	annual	UDel	precipitation	values	of	1273.1	mm	and	1314.5	mm	 (Table	 4.10,	 next	 section)	 for	 the	 Chi	 and	Mun,	 respectively,	 exceed	reported	estimates	of	less	than	1000	mm	over	parts	of	the	Khorat	Plateau	(e.g.	Kite,	2001;	 MRC,	 2010b).	 However,	 dead	 storage	 was	 not	 required	 for	 the	 Mun	 sub-catchment	 to	 achieve	 an	 “excellent”	 Dv	 value	 (i.e.	 close	 mean	 discharge	 to	 the	observed),	and	in	fact,	a	small	precipitation	lapse	rate	was	applied.		
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Alternatively,	 or	 in	 combination	 with	 the	 meteorological	 data	 issues,	 poorer	reproduction	of	discharge	on	the	Chi	and	the	Mun	(leading	to	the	application	of	dead	storage	in	the	case	of	the	Chi)	may	also	be	related	to	land	use	and/or	dam	operation.	Of	 all	 the	 sub-catchments,	 these	 two	experienced	 the	highest	 rates	of	 land	 cover	change	(forest	to	agriculture)	and	irrigation	development	(see	Section	3.9)	over	the	calibration	period	(Kite,	2000;	Floch	and	Molle,	2007).	Irrigation,	changes	in	land	cover	and	dams	are	not	represented	within	the	MIKE	SHE	model	and	this	could	help	explain	differences	between	observed	and	simulated	discharge	in	the	Chi-Mun.		In	 the	 relatively	 small	 linear	 reservoir	 sub-catchment	 above	 Vientiane	 (sub-catchment	 5),	 elevated	 input	 precipitation	 over	 this	 region	 could	 explain	 the	requirement	 for	dead	 storage.	 In	 support	 of	 this,	 the	Mekong	 to	Vientiane	 linear	reservoir	sub-catchment	falls	within	the	large	Mekong	1	meteorological	input	sub-catchment	(Figure	4.4).	The	latter	has	a	mean	annual	precipitation	total	of	over	1850	mm	(Table	4.10,	next	section),	whereas	Figure	3.9a	demonstrates	that	the	gridded	UDel	 dataset	 displays	 lower	 annual	 precipitation	 totals	 over	 the	 Mekong	 to	Vientiane	 region	 (between	 1000–1750	 mm).	 Furthermore,	 gridded	 CRU	precipitation	(Figure	3.9b)	shows	generally	lower	totals	over	this	area	compared	to	UDel	and	Kiem	et	al.	(2008)	present	data	that	suggest	annual	totals	of	around	1200–1500	mm	over	this	region.	As	with	the	Chi-Mun,	water	abstractions	for	irrigation,	particularly	 in	 the	part	of	 the	sub-catchment	 located	 in	north-east	Thailand,	may	also	be	a	contributing	factor	for	the	requirement	of	a	dead	storage	term.		Without	detailed	information	on	the	representativeness	of	the	gridded	precipitation	dataset	and	on	irrigation	abstractions,	the	application	of	dead	storage	in	these	few	sub-catchments	was	considered	justified	in	order	to	match	observed	and	simulated	annual	 contributions	 to	 the	 main	 Mekong.	 Further	 issues	 associated	 with	 the	calibration	of	the	Chi	and	Mun	were	revealed	when	calibrating	additional	MIKE	SHE	models	 of	 the	Mekong	 that	 employ	 PET	 data	 derived	 using	 alternative	methods.	These	are	discussed	in	Section	5.2.4.2.		The	generally	good	to	excellent	performance	of	the	MIKE	SHE	model	at	the	majority	of	 gauging	 stations	 is	 confirmed	 by	 comparison	 of	 observed	 and	 simulated	 flow	duration	curves	based	on	monthly	discharges	(Figure	4.7).	
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Figure	4.7.	Observed	and	MIKE	SHE	simulated	flow	duration	curves	for	all	12	gauging	
stations	within	the	Mekong	catchment	for	the	calibration	period	(1961–1990	unless	
indicated	 otherwise).	 Flow	 duration	 curves	 simulated	 by	 SLURP	 for	 three	 gauging	
stations	are	also	shown.	(Note	different	y-axis	scales.)	 	
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4.7.2. Model	validation		Model	 performance	 statistics	 for	 the	 1991–1998	 validation	 period	 are	 shown	 in	Table	4.9.	Statistics	for	the	SLURP	model	at	Chiang	Saen	and	Pakse,	as	reported	by	Kingston	et	al.	(2011),	are	also	provided.	Values	for	Ubon	were	not	reported	in	this	earlier	study.	Good	performance	of	the	MIKE	SHE	model	is	indicated,	although	for	some	gauging	stations	it	is	inferior	to	the	calibration	period.	Out	of	the	eight	stations	on	the	main	Mekong,	five	retain	the	“excellent”	classification	for	both	NSE	and	Dv.	Performance	 according	 to	 NSE	 at	 Chiang	 Saen	 and	 Luang	 Prabang,	 previously	classed	as	“excellent”,	 is	classed	as	“very	good”,	as	 is	Dv	at	Chiang	Saen.	At	Stung	Treng,	Dv	is	classed	as	“fair”.	However,	this	is	based	on	only	three	years	of	data	due	to	limited	observations.	Compared	to	the	SLURP	model,	MIKE	SHE	shows	similar	to	slightly	 poorer	 performance	 at	 Chiang	 Saen	 and	 superior	 performance	 at	 Pakse,	with	an	NSE	of	0.89	(“excellent”)	compared	to	0.77	for	SLURP	(“very	good”).		Lower	 NSE	 values	 at	 Chiang	 Saen	 and	 Luang	 Prabang	 for	 the	 validation	 period	compared	to	the	calibration	period	may	potentially	relate	to	the	construction	of	the	Manwan	Dam	on	the	Lancang	in	China.	This	dam	was	filled	in	1992–1993	(Lu	and	Siew,	2006).	Further	downstream,	poorer	representation	of	flows	for	the	validation	period	at	some	stations	might	relate	to	the	use	of	unchanging	land	cover	through	time,	an	approach	that	was	adopted	in	the	SLURP	model	(Kingston	et	al.,	2011),	but	which	is	not	completely	realistic	given	the	land	cover	changes	which	have	occurred,	especially	in	the	lower	part	of	the	catchment.			However,	 Figure	 4.5	 demonstrates	 that	 at	 stations	 on	 the	 main	 Mekong,	 good	sequencing	 of	 the	 annual	 flood	pulse	was	 achieved	during	 the	 validation	 period.		Similarly,	Figure	4.8	indicates	that	there	is	generally	a	good	fit	between	the	observed	and	MIKE	SHE	simulated	river	regimes	for	these	stations.	At	Chiang	Saen,	SLURP	shows	overestimation	of	discharge	in	November–January,	and	underestimation	in	August,	whilst	MIKE	SHE	simulated	discharges	follow	the	observed	more	closely.				 	
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Table	4.9.	MIKE	SHE	model	performance	statistics	for	10	gauging	stations	within	the	
Mekong	 Basin	 for	 the	 validation	 period	 (1991–1998	 unless	 stated	 otherwise).	
Corresponding	statistics	from	Kingston	et	al.	(2011)	for	SLURP	are	shown	in	brackets	
for	two	stations.	Model	performance	indicators	are	taken	from	Henriksen	et	al.	(2008).	
		 Obs	
Mean	
Sim	
Mean	
	 	 	
Station	 (m3s-1)	 (m3s-1)	 Dv	(%)+	 NSE*	 r#	Using	UDel	V1.01	precipitation	for	1991–1996,	UDel	V1.02	for	1997–1998	Mekong	at	Chiang	Saen	(a)	 2490.3	 2342.8	 -5.92	 0.77	 0.89	(1991–Jun	1997)	 	 	 ¶¶¶¶	 ¶¶¶¶	 		 	 (2550.0)	 (+2.40)	 (0.81)	 		 	 	 (¶¶¶¶¶)	 (¶¶¶¶)	 	Mekong	at	Luang	Prabang	(b)	 3749.7	 3735.5	 -0.38	 0.84	 0.91	(1991–1997)	 	 	 ¶¶¶¶¶	 ¶¶¶¶	 	Mekong	at	Vientiane	(c)	 4241.7	 4362.7	 2.85	 0.90	 0.95	(1991–1996)	 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Nakhon	Phanom	(d)	 7063.2	 6859.9	 -2.88	 0.91	 0.95	(1991–Nov	1995)	 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Mukdahan	(e)	 7434.4	 7398.2	 -0.49	 0.92	 0.96	(1991–1995)	 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Pakse	(f)	 9168.4	 9033.0	 -1.48	 0.89	 0.94	(1991–1998)	 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 		 	 (8783.4)	 (-4.20)	 (0.77)	 		 	 	 (¶¶¶¶¶)	 (¶¶¶¶)	 	Mekong	at	Stung	Treng	(g)		 12569.5	 10507.1	 -16.41	 0.87	 0.95	(1991–1993)	 	 	 ¶¶¶	 ¶¶¶¶¶	 	Mekong	at	Kratie	(h)	 12505.7	 12048.0	 -3.66	 0.88	 0.94	(1991–1998)	 	 	 ¶¶¶¶¶	 ¶¶¶¶¶	 	Chi	at	Yasothon	(k)	 200.4	 240.8	 20.16	 -0.39	 0.41	(1991–1995)	 	 	 ¶¶	 ¶	 	Mun	at	Ubon	(l)	 486.8	 468.1	 -3.83	 0.14	 0.55		 	 	 ¶¶¶¶¶	 ¶	 	Using	UDel	V1.02	precipitation	only	Chi	at	Yasothon	(k)	 200.4	 162.8	 -18.74	 0.44	 0.68	(1991–1995)	 	 	 ¶¶¶	 ¶¶	 	Mun	at	Ubon	(l)	 486.8	 337.7	 -30.63	 0.55	 0.78		 	 	 ¶¶	 ¶¶¶	 	
Performance	
indicator	
Excellent	
¶¶¶¶¶	
Very	good	
¶¶¶¶	
Fair	
¶¶¶	
Poor	
¶¶	
Very	poor	
¶	Dv	 <	5%	 5–10%	 10–20%	 20–40%	 >40%	NSE	 >0.85	 0.65–0.85	 0.50–0.65	 0.20–0.50	 <0.20	+	percentage	deviation	in	simulated	mean	flow	from	observed	mean	flow	(Henriksen	et	al.,	2003),	*	Nash-Sutcliffe	coefficient	Nash	and	Sutcliffe,	1970),	#	Pearson	correlation	coefficient				
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At	 Pakse,	 mean	 monthly	 discharges	 in	 July–September	 are	 considerably	underestimated	by	SLURP	(by	between	20%	and	30%	of	the	respective	observed	mean	 monthly	 discharges).	 In	 contrast,	 MIKE	 SHE	 simulated	 mean	 monthly	discharges	at	 this	 time	of	year	differ	 from	those	observed	by	no	more	than	11%.	Poorer	performance	by	MIKE	SHE	is	observed	at	Stung	Treng,	with	underestimation	of	mean	monthly	discharges	by	up	 to	40%	 in	 January–April	and	up	 to	22%	 in	 in	August–September.	However,	as	noted	previously,	this	is	based	on	only	three	years	of	data.			Using	UDel	V1.01	precipitation,	model	performance	for	the	Chi	and	Mun	tributaries	is	poor,	with	low	r	values	and	NSE	values	classed	as	“very	poor”,	whereas	NSE	was	classed	 as	 “poor”	 and	 “fair”,	 respectively,	 for	 these	 stations	 for	 the	 calibration	period.	 There	 is	 also	 large	 overestimation	 of	 mean	 discharge	 at	 Yasothon	 (Dv:	20.26%).	 In	 order	 to	 investigate	whether	 this	 poor	 performance	may	 be	 in	 part	related	 to	 the	precipitation	 inputs,	model	performance	at	 these	 two	stations	was	also	 assessed	 when	 using	 UDel	 V1.02	 precipitation	 for	 the	 Chi	 and	 Mun	 sub-catchments.	Although	use	of	UDel	V1.02	leads	to	improved	NSE	and	r	values,	it	also	causes	 large	 underestimation	 of	 discharge	 at	 both	 stations	 (Dv	 at	 Yasothon:	 -18.74%,	Dv	at	Ubon:	-30.63%).	This	demonstrates	the	influence	of	uncertainty	 in	precipitation	 data	 for	 this	 region	 and	 adds	 support	 to	 the	 assertion	 that	 issues	identified	 during	 calibration	 of	 these	 stations	 may	 lie,	 at	 least	 in	 part,	 with	 the	meteorological	data	for	this	part	of	the	catchment.	The	use	of	an	alternative	gridded	precipitation	dataset	(CRU)	is	investigated	in	the	next	chapter.		Generally	good	performance	by	MIKE	SHE	for	the	validation	period	is	supported	by	comparison	of	observed	and	simulated	flow	duration	curves	(Figure	4.9),	although	the	match	 is	slightly	poorer	at	some	stations	compared	to	 the	calibration	period.	However,	in	light	of	the	relatively	short	validation	period	and	given	an	emphasis	of	the	current	study	to	compare	alternative	models	of	the	catchment	using	the	same	input	 data,	 the	 overall	 performance	 of	 the	 MIKE	 SHE	 model	 is	 considered	appropriate.			 	
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Figure	4.8.	Observed	and	MIKE	SHE	simulated	river	regimes	for	10	gauging	stations	
within	the	Mekong	catchment	for	the	validation	period	(1991–1998	unless	indicated	
otherwise).	Regimes	simulated	by	SLURP	for	three	gauging	stations	are	also	shown.	
(Note	different	y-axis	scales.)	
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Figure	4.9.	Observed	and	MIKE	SHE	simulated	 flow	duration	curves	 for	10	gauging	
stations	within	 the	Mekong	catchment	 for	 the	validation	period	(1991–1998	unless	
indicated	 otherwise).	 Flow	 duration	 curves	 simulated	 by	 SLURP	 for	 two	 gauging	
stations	are	also	shown.	(Note	different	y-axis	scales.)	 	
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4.7.3. Climate	change	scenarios:	2	°C	increase	using	seven	GCMs		
4.7.3.1. Changes	in	climate		Baseline	 annual	 precipitation,	 temperature	 and	 PET,	 and	 percentage	 changes	(change	in	°C	for	temperature)	 from	these	values	for	each	of	the	2	°C	seven	GCM	scenarios,	are	shown	for	eight	sub-catchments	in	Table	4.10.	Results	for	the	other	sub-catchments	 are	 not	 shown	 as	 they	 are	 relatively	 small	 and	 changes	 are	represented	by	one	or	more	of	 those	 in	 the	 table.	However,	Figure	4.10	presents	changes	 in	mean	annual	precipitation,	 temperature	and	PET	 for	each	of	 the	2	°C,	seven	GCM	scenarios	for	all	11	meteorological	 input	sub-catchments	upstream	of	the	 most	 downstream	 gauging	 station	 (Phnom	 Penh)	 from	 which	 scenario	 flow	results	are	extracted.	Projected	changes	in	climate	for	the	Tonle	Sap	and	Delta	sub-catchments	are	not	presented	since,	as	discussed	in	Section	3.6.1,	simulated	flows	are	not	extracted	from	these	sub-catchments.		Projected	changes	in	precipitation	vary	greatly	between	GCMs	in	terms	of	the	spatial	pattern,	 direction	 and	magnitude	 of	 change.	 Annual	 precipitation	 is	 projected	 to	increase	in	all	sub-catchments	according	to	CCCMA,	MPI	and	NCAR.	Increases	are	greatest	 for	 upstream	 (northern)	 sub-catchments	 for	 NCAR	 and	 northern	 and	western	sub-catchments	for	CCCMA,	as	displayed	in	Figure	4.10.	CCCMA	produces	increases	in	mean	annual	precipitation	of	between	8.4–12.3%	for	sub-catchments	to	 the	north	and	west	of	Mekong	2	and	 increases	of	only	1.9–5.3%	 for	 the	 three	southernmost	sub-catchments	in	Table	4.10.	NCAR	shows	an	even	greater	variation	between	northern	 and	 southern	 sub-catchments,	with	 increases	 of	 between	9.2–15.6%	in	the	four	northernmost	sub-catchments	(Lancang	to	Mekong	1)	and	≤5.3%	elsewhere.	In	contrast,	for	MPI,	the	smallest	increases	(≤4.4%)	are	projected	for	the	three	 northernmost	 sub-catchments,	 with	 the	 greatest	 increases	 exhibited	 in	southern	 sub-catchments	 (6.6–12.2%).	 Conversely,	 CSIRO	 simulates	 reduced	annual	 precipitation	 across	 all	 sub-catchments,	 with	 the	 greatest	 reductions	occurring	in	northerly	sub-catchments	(-6.1%,	-4.6%	and	-4.5%	in	Nam	Ou,	Lancang	and	Mekong	1,	respectively),	and	decreases	of	≤3.3%	elsewhere.		 	
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Table	 4.10.	Mean	 annual	 precipitation,	 temperature	 and	 PET	 for	 the	 baseline	 and	
changes	 (%	 /	 °C)	 for	 the	 2	 °C,	 seven	 GCM	 climate	 change	 scenarios	 for	 eight	
representative	 SLURP	 sub-catchments.	 Shaded	 cells	 indicate	 negative	 changes	
compared	to	the	baseline.	
Parameter/	
Scenario	
Lanc.	
(1)	
Mek.	1	
(4)	
Chi	
(5)	
Mun	
(6)	
Mek.	2	
(8)	
Se	
Kong	
(9)	
Sre	
Pok	
(10)	
Mek.	3	
(11)	
Precipi
tation	
Baseline	(mm)	 1053.4	 1856.9	 1273.1	 1314.5	 2214.6	 2434.1	 2056.6	 1871.5	CCCMA	
(%	cha
nge)	
10.1	 10.2	 12.3	 10.2	 8.4	 5.3	 1.9	 5.3	CSIRO	 -4.6	 -4.5	 -3.3	 -2.9	 -2.8	 -2.8	 -2.9	 -1.2	HadCM3	 10.1	 1.0	 -0.1	 -0.4	 -1.1	 -2.1	 -4.5	 -3.0	HadGEM1	 6.0	 -3.7	 -6.1	 -4.8	 -1.2	 2.9	 3.9	 1.0	IPSL	 -5.2	 -1.1	 -0.1	 -0.1	 0.6	 -0.4	 1.3	 -0.4	MPI	 3.6	 7.1	 10.2	 10.3	 8.8	 6.6	 7.7	 12.2	NCAR	 8.6	 9.2	 5.0	 3.5	 1.9	 3.5	 3.7	 5.3	
Tempe
rature	
Baseline	(°C)	 11.2	 24.3	 26.8	 27.2	 26.0	 24.7	 24.3	 26.9	CCCMA	
(chang
e,	°C)	
2.3	 1.9	 2.0	 2.0	 1.8	 1.9	 1.9	 2.0	CSIRO	 2.7	 2.3	 2.3	 2.2	 2.1	 2.0	 2.0	 2.1	HadCM3	 2.6	 2.4	 2.4	 2.4	 2.3	 2.3	 2.3	 2.3	HadGEM1	 2.5	 2.0	 1.8	 1.8	 1.9	 2.0	 2.0	 2.0	IPSL	 2.9	 2.3	 2.2	 2.1	 2.1	 2.0	 1.9	 2.0	MPI	 2.7	 2.2	 2.1	 2.1	 2.0	 2.0	 2.0	 2.1	NCAR	 2.4	 1.9	 1.9	 1.8	 1.8	 1.7	 1.7	 1.7	
PET	
Baseline	(mm)	 1766.7	 1924.3	 2365.1	 2338.0	 1814.2	 1729.6	 1697.0	 1771.5	CCCMA	
(%	cha
nge)	
11.7	 12.3	 13.2	 12.7	 12.5	 12.7	 12.4	 12.5	CSIRO	 14.7	 15.7	 15.9	 15.2	 15.2	 14.9	 14.2	 14.4	HadCM3	 12.9	 13.9	 13.3	 13.2	 14.7	 14.8	 14.8	 15.1	HadGEM1	 12.5	 12.1	 10.4	 10.3	 12.4	 13.0	 12.7	 12.5	IPSL	 15.9	 15.8	 15.3	 14.2	 14.3	 13.9	 12.8	 13.2	MPI	 13.6	 13.6	 13.3	 12.9	 13.4	 13.5	 13.1	 13.2	NCAR	 11.3	 10.9	 11.1	 10.7	 11.4	 11.1	 10.7	 10.3		The	remaining	GCMs	exhibit	a	spatially	variable	direction	of	change	in	mean	annual	precipitation.	 For	 IPSL,	 reductions	 occur	 across	 all	 but	 three	 south-central	 sub-catchments	(Chi-Mun,	Mekong	2	and	Sre	Pok),	with	the	greatest	decreases	occurring	over	upstream	sub-catchments	(maximum	reduction	of	-5.3%	in	Nam	Ou).	Changes	in	 annual	 precipitation	 of	 less	 than	 2%	 occur	 in	 meteorological	 input	 sub-catchments	 4–11.	 HadCM3	 projects	 increased	 annual	 precipitation	 in	 the	 four	northernmost	sub-catchments	(Lancang	to	Mekong	1),	peaking	at	11.2%	in	Nam	Ou,	and	 decreased	 precipitation	 in	 the	 remaining	 sub-catchments,	 with	 a	 maximum	reduction	 of	 -4.5%	 for	 Sre	 Pok.	 Finally,	 for	 HadGEM1,	 increases	 in	 annual		
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Figure	4.10.	Projected	changes	 in	mean	annual	precipitation	(%),	 temperature	(°C)	
and	Linacre	PET	(%)	for	eleven	SLURP	sub-catchments	for	the	2	°C,	seven	GCM	climate	
change	scenarios.	
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precipitation	are	restricted	to	the	two	most	northern	sub-catchments	(Lancang	and	Nam	Ou)	and	three	southern	sub-catchments	(Se	Kong,	Sre	Pok	and	Mekong	3),	with	declines	 projected	 over	 the	 central	Mekong.	 The	maximum	projected	 increase	 is	6.0%	 for	 the	 Lancang,	 whilst	 the	 greatest	 decrease	 is	 -6.1%	 for	 the	 Chi	 sub-catchment.		Mean	monthly	precipitation	and	PET	for	the	baseline	and	each	scenario	are	shown	for	 four	representative	sub-catchments	 in	Figure	4.11.	Absolute	changes	(mm)	in	mean	monthly	precipitation	 are	presented	 in	 Figure	4.12	 for	 the	 same	 four	 sub-catchments.	Changes	for	each	sub-catchment	are	plotted	in	separate	graphs	in	order	that	differences	in	the	pattern	of	change	through	the	year	for	different	parts	of	the	catchment	can	be	clearly	seen.	Lancang	shows	similar	patterns	of	change	to	Nam	Ou,	Mekong	1	is	representative	of	Nam	Ngum,	Mun	is	representative	of	the	Chi,	Mun	and	Chi-Mun	 sub-catchments,	 whilst	 Mekong	 3	 shows	 similar	 patterns	 of	 change	 to	Mekong	2,	Se	Kong	and	Sre	Pok.			As	 with	 changes	 in	 mean	 annual	 precipitation,	 the	 intra-annual	 pattern	 of	precipitation	 change	 also	 varies	 considerably	 between	 GCMs,	 with	 the	 levels	 of	similarity	between	sub-catchments	also	varying.	For	example,	although	the	seasonal	pattern	of	change	does	vary	between	sub-catchments,	CCCMA	exhibits	a	distinctly	bi-modal	pattern	of	change	in	the	majority	of	sub-catchments	(those	upstream	of	and	 including	 Mekong	 2),	 with	 peak	 absolute	 increases	 in	 mean	 monthly	precipitation	 concentrated	 around	 April–June	 and	 August–September,	 and	minimum	 increases,	 or	 decreases,	 concentrated	 in	 July	 and	 November–February/March.	 	 In	 some	 northerly	 and	 southerly	 sub-catchments,	 NCAR	 also	displays	 peak	 increases	 around	 April–June	 and	 August–September,	 with	 the	position	 of	 the	 peak	 being	 dependent	 upon	 the	 sub-catchment.	 Other	 sub-catchments	in	the	middle	of	the	basin	(e.g.	Mekong	1,	Mun)	show	a	unimodal	peak	centred	 on	August	 or	 September.	HadCM3	and	HadGEM1	 show	a	 predominantly	bimodal	seasonal	pattern	of	precipitation	change,	with	peak	increases	occurring	in	May	 and	 September/October,	 or	 sometimes	 in	 November	 in	 downstream	 sub-catchments	for	HadGEM1	and	reductions	concentrated	around	March–April	and	in	August.	 The	 pattern	 is	 not,	 however,	 consistent	 across	 all	 sub-catchments.	 For		
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Figure	4.11.	Mean	monthly	precipitation	and	PET	for	the	baseline	and	the	2	°C,	seven	
GCM	climate	change	scenarios	for	four	representative	sub-catchments.	(Note	different	
y-axis	scales.)	
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Figure	 4.12.	 Change	 in	 mean	 monthly	 precipitation	 (mm	 for	 all	 y	 axes)	 for	 four	
representative	 SLURP	 sub-catchments	 for	 the	 2	 °C,	 seven	 GCM	 climate	 change	
scenarios.	(Note	different	y-axis	scales.)				
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example,	 for	 the	 Lancang	 sub-catchment	 for	 HadGEM1,	 there	 are	 three	 distinct	peaks	in	the	pattern	of	absolute	change	in	mean	monthly	precipitation,	 in	March,	May-June	and	September-October.		In	 contrast,	 CSIRO,	 IPSL	 and	 MPI	 exhibit	 a	 predominantly	 unimodal	 pattern	 of	change.	 For	 CSIRO,	 increases	 in	 precipitation	 are	 limited	 to	 September	 over	upstream	 sub-catchments	 (Lancang	 to	Mekong	 1).	 This	 period	 expands	 to	 June–September	 in	 the	 far	 south	 (e.g.	 Mekong	 3).	 However,	 some	 southerly	 sub-catchments	 (e.g.	 Mekong	 2	 and	 Se	 Kong)	 only	 display	 increases	 in	 June	 and	September	and	decreases	throughout	the	rest	of	the	year.	The	distribution	of	change	through	the	year	for	IPSL	is	also	unimodal,	with	increases	largely	limited	to	August–September	 and,	 in	 the	 far	 south,	 September–October.	 For	 MPI,	 increases	 are	concentrated	 in	 May-November,	 although	 the	 number	 of	 months	 over	 which	increases	extend	differs	between	sub-catchments.		Monthly	changes	in	temperature	are	not	presented	here	since,	within	the	MIKE	SHE	model	of	the	Mekong,	temperature	inputs	are	only	directly	relevant	to	the	Lancang,	the	one	sub-catchment	in	which	snow	and	its	seasonal	melt	influences	runoff.	For	all	sub-catchments,	the	effect	that	changes	in	temperature	(from	the	baseline	to	the	scenario	 simulations)	 would	 have	 on	 evaporation	 rates	 is	 instead	 reflected	 in	modified	 PET	 inputs.	 All	 GCMs	 show	 slightly	 higher	 increase	 in	 mean	 annual	temperature	over	the	Lancang,	ranging	from	+2.3	°C	(CCCMA)	to	+2.9	°C	(IPSL),	with	increases	of	around	1.7–2.5		̊C	elsewhere	(Table	4.10;	Figure	4.10).		Of	the	eight	sub-catchments	in	Table	4.10,	the	smallest	increase	in	mean	temperature	is	associated	with	NCAR	in	five,	HadGEM1	in	two	and	CCCMA	in	one.	HadCM3	produces	the	largest	increases	 in	 the	 majority	 of	 sub-catchments,	 followed	 by	 CSIRO.	 For	 all	 sub-catchments,	 mean	 monthly	 temperatures	 increase	 throughout	 the	 year	 in	 all	scenarios.	 For	CCCMA,	HadCM3,	HadGEM1	and	NCAR,	 the	 largest	 changes	 (up	 to	+3.5	 °C)	 tend	 to	occur	between	October	 and	March,	whilst	 summer	 temperature	increases	are	on	average	lower	(+2.0–2.3	°C).	In	contrast,	for	the	majority	of	sub-catchments,	CSIRO	and	MPI	show	a	distinct	peak	of	maximum	increases	in	May	and	April,	respectively.	Finally,	IPSL	produces	peak	increases	between	March	and	June,	with	a	secondary	(smaller)	peak	in	October.		
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Differences	between	the	seven	GCMs	in	the	temperature	climate	change	signals,	and	therefore	 also	 in	 the	 PET	 climate	 change	 signals,	 are	 smaller	 than	 those	 for	precipitation	 (Table	 4.10;	 Figure	 4.10;	 Figure	 4.11).	 Similarly,	 the	 spatially	variability	 (inter-sub-catchment	 differences)	 in	 the	 PET	 climate	 change	 signal	 is	much	 lower	 than	 it	 is	 for	 precipitation.	 As	 with	 temperature,	 annual	 and	 mean	monthly	PET	increases	across	the	Mekong	for	all	GCMs.	With	the	exception	of	three	sub-catchments	(Chi,	Mun	and	Chi-Mun),	the	smallest	increases	in	annual	PET	are	associated	with	NCAR	(average	across	sub-catchments	1–11:	+11.0%).	In	the	three	sub-catchments	where	 this	 is	 not	 the	 case,	 the	 lowest	PET	 increases	 result	 from	HadGEM1,	 although	 these	 are	 only	 slightly	 (≤0.7%)	 lower	 than	 those	 of	 NCAR.	HadGEM1	and	CCCMA	produce	the	second	smallest	increases	in	three	and	five	sub-catchments	(out	of	11),	respectively.	There	is	a	systematic	geographical	pattern	for	the	 GCMs	 that	 produce	 the	 largest	 increases	 in	 annual	 PET.	 In	 the	 four	 most	northerly	 sub-catchments	 (1–4,	 Figure	 4.4),	 IPSL	 produces	 the	 largest	 changes	(mean:	+16.0%),	followed	by	CSIRO	(mean:	+15.4%).	In	the	middle	Mekong	(sub-catchments	5–9),	 the	 largest	changes	are	associated	with	CSIRO	(mean:	+15.7%),	followed	 by	 IPSL	 or	 HadCM3,	 whilst	 in	 the	 lower	 part	 of	 the	 catchment	 (sub-catchments	10–11),	HadCM3	produces	the	largest	increase	in	PET	(mean:	+15.5%),	followed	by	CSIRO.	Many	of	 the	GCMs	 show	a	 relatively	 constant	 climate	 change	signal	throughout	the	year.	Notable	exceptions	are	peak	increases	in	May	for	CSIRO	and	in	April	for	MPI	and	IPSL.		
4.7.3.2. Changes	in	River	Flow	(MIKE	SHE)		This	section	presents	changes	in	river	flow	simulated	by	the	MIKE	SHE	model	of	the	Mekong	 for	 the	 2	 °C,	 seven	 GCM	 climate	 scenarios.	 Following	 the	 standard	methodology	 for	 assessing	 climate	 change	 impacts	 on	 river	 flow	 (Arnell	 and	Reynard,	1996),	 the	 scenario	 river	discharge	simulated	by	MIKE	SHE	 is	assessed	relative	to	discharge	simulated	by	the	model	for	the	baseline	period	(1961–1990).		Table	4.11	presents	 the	values	of	 the	mean	discharges	and	monthly	Q5	and	Q95	discharges	(monthly1	discharges	exceeded	5%	and	95%	of	the	time,	respectively)																																																									1	Consistent	with	SLURP	and	Mac-PDM,	Q5	and	Q95	are	calculated	from	monthly	discharge	data.	This	method	is	used	consistently	throughout	this	and	subsequent	chapters.	
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for	the	baseline	and	the	percentage	changes	in	these	discharges	for	each	of	the	2	°C,	seven	 GCM	 scenarios.	 These	 are	 provided	 for	 eight	 gauging	 stations	 that	 are	representative	 of	 changes	 at	 the	 other	 four	 stations	 used	 in	 model	calibration/validation.	 Mukdahan	 represents	 the	 changes	 at	 Nakhon	 Phanom	approximately	100	km	upstream.	Similarly,	discharge	at	Stung	Treng,	which	is	not	shown,	responds	in	the	same	way	as	Kratie	(c.	150	km	further	downstream),	whilst	Phnom	Penh	is	representative	of	the	changes	in	simulated	discharge	at	Kompong	Cham	 (c.	 90	 km	 upstream).	 Results	 for	 the	Mun	 at	 Ubon	 represent	 those	 in	 the	smaller	catchment	of	the	Chi	at	Yasothon.	The	simulated	baseline	and	scenario	river	regimes	for	the	same	eight	gauging	stations	are	shown	in	Figure	4.13.		
Table	 4.11.	 Mean,	 Q5	 and	 Q95	 discharges	 (m3s-1)	 simulated	 by	 MIKE	 SHE	 for	 the	
baseline	and	changes	(%)	for	the	2	°C,	seven	GCM	scenarios	at	eight	gauging	stations	
within	the	Mekong	catchment.	Shaded	cells	indicate	negative	changes	compared	to	the	
baseline.	
Q	 Scenario	
Chiang	
Saen	
(a)	
Luang	
Prabang	
(b)	
Vientiane	
(c)	
Mukda-
han	(e)	
Pakse	
(f)	
Kratie	
(h)	
Phnom	
Penh	
(j)	
Ubon	
(l)	
Mean	
Baseline		 2753.7	 4082.6	 4686.2	 7626.0	 9597.3	 12961.7	 13332.8	 619.1	CCCMA	 3.4	 4.2	 5.0	 6.8	 7.8	 6.2	 6.1	 11.1	CSIRO	 -25.1	 -24.4	 -23.5	 -19.4	 -18.0	 -15.7	 -15.4	 -11.6	HadCM3	 7.4	 7.3	 5.5	 2.3	 0.4	 -2.5	 -2.8	 -8.3	HadGEM1	 -3.3	 -5.9	 -7.7	 -9.9	 -11.6	 -10.0	 -9.8	 -20.9	IPSL	 -23.2	 -20.6	 -19.0	 -14.1	 -12.0	 -10.4	 -10.3	 -3.0	MPI	 -6.1	 -3.6	 -2.1	 1.1	 3.7	 4.8	 5.0	 16.7	NCAR	 4.7	 9.6	 10.1	 11.2	 10.2	 7.4	 7.2	 3.1	
Q5	
Baseline		 7016.5	 10395.7	 12385.4	 21993.9	 27232.0	 37128.6	 37806.9	 2019.6	CCCMA	 -3.3	 1.3	 -0.9	 7.9	 10.8	 4.4	 4.8	 17.3	CSIRO	 -18.2	 -18.5	 -18.3	 -15.3	 -12.2	 -12.8	 -13.4	 -3.9	HadCM3	 8.0	 10.5	 3.1	 -3.7	 -2.3	 -8.4	 -8.6	 -4.1	HadGEM1	 -4.1	 -6.8	 -10.8	 -13.7	 -14.8	 -16.6	 -16.7	 -12.4	IPSL	 -11.6	 -5.6	 -9.8	 -6.7	 -3.8	 -3.8	 -4.8	 9.6	MPI	 0.5	 2.0	 0.3	 0.5	 6.4	 5.3	 5.0	 18.7	NCAR	 8.3	 13.0	 8.1	 9.5	 7.6	 2.4	 0.8	 12.0	
Q95	
Baseline	 692.2	 1017.9	 1148.4	 1226.1	 1314.3	 1544.8	 1630.2	 29.1	CCCMA	 5.8	 6.5	 7.5	 10.9	 13.2	 10.1	 10.0	 15.7	CSIRO	 -29.3	 -29.6	 -27.9	 -21.5	 -18.0	 -18.6	 -19.0	 -11.2	HadCM3	 7.5	 8.4	 4.0	 8.2	 10.3	 5.6	 6.0	 -6.7	HadGEM1	 -5.3	 -9.7	 -10.6	 -7.2	 -5.1	 -6.1	 -5.1	 -15.7	IPSL	 -27.9	 -27.1	 -24.9	 -21.2	 -18.3	 -18.3	 -16.8	 -7.7	MPI	 -10.0	 -8.7	 -7.0	 -7.0	 -3.4	 -4.5	 -2.1	 9.6	NCAR	 8.0	 10.7	 11.6	 17.0	 18.6	 12.5	 14.8	 3.4		
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Figure	4.13.	River	regimes	simulated	by	MIKE	SHE	for	the	baseline	and	2	°C,	seven	GCM	
climate	 change	 scenarios	 for	 eight	gauging	 stations	within	 the	Mekong	 catchment.	
(Note	different	y-axis	scales.)	
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Of	 the	 three	 GCMs	 for	 which	 precipitation	 increases	 in	 all	 sub-catchments,	 two	(CCCMA	and	NCAR)	result	in	increases	in	mean	discharge	for	all	gauging	stations.	For	CCCMA,	the	magnitude	of	the	changes	increases	in	a	downstream	direction	from	Chiang	Saen	(3.4%)	to	Pakse	(7.8%).	Downstream	of	Pakse,	changes	are	consistently	between	6.1–6.2%	(Table	4.11).	The	larger	increase	in	mean	discharge	of	the	Mun	at	Ubon	is	indicative	of	other	sub-catchments	in	this	part	of	the	catchment,	which	results	in	enhanced	flows	from	these	tributaries	to	the	Mekong,	although	absolute	magnitudes	 are	 relatively	 small	 compared	 to	 those	 on	 the	main	Mekong.	 In	 the	upper	 catchment	 (Chiang	 Saen),	 peak	 flow	 increases	 occur	 during	 the	 annual	recession	and	low	flow	period,	when	increases	in	precipitation	over	the	Lancang	are	greatest	 (Figure	 4.12).	 Higher	 flows	 (up	 to	 +14.2%)	 during	 the	 initial	 rise	 in	discharge	 (April–May;	 Figure	 4.13)	 could	 be	 partially	 attributable	 to	 enhanced	snowmelt.	Peak	annual	discharge	is,	however,	slightly	(<0.5%)	lower	and	still	occurs	in	August.	Q5	shows	reductions	of	3.3%	and	0.9%	at	Chiang	Saen	and	Vientiane,	respectively,	 but	 increases	 at	 all	 other	 stations.	 Q95	 consistently	 increases	 at	 all	stations	(Table	4.11).	At	Luang	Prabang	and	stations	further	downstream,	due	to	an	increase	 in	 September	 discharge,	 mean	 discharge	 is	 higher	 in	 September	 than	August,	the	opposite	to	baseline	river	regimes.	This	is	due	to	the	large	increases	in	precipitation	in	August	and	September	(Figure	4.12).			A	similar	pattern	of	change	occurs	 for	NCAR,	although	 in	most	cases	changes	are	larger	than	those	associated	with	CCCMA,	particularly	in	the	middle	section	of	the	Mekong	Basin	between	Luang	Prabang	and	Pakse	(Table	4.11;	Figure	4.13).	Figure	4.10	shows	that	whilst	increases	in	mean	annual	precipitation	over	this	part	of	the	catchment	are	smaller	for	NCAR	compared	to	CCCMA,	increases	over	Nam	Ou	and	Ngum	are	 larger	and	PET	rises	by	smaller	amounts	 for	NCAR,	accounting	 for	 the	enhanced	river	flow.	NCAR	shows	a	relatively	consistent	change	in	the	river	regime	at	 all	 stations	 in	 Figure	 4.13.	 Baseflows	 are	 higher	 than	 the	 baseline,	 as	demonstrated	by	consistent	increases	in	Q95	(up	to	18.6%;	Table	4.11),	but	mean	monthly	 discharge	 shows	 reductions	 in	 June–July	 at	 all	 stations.	 Peak	 absolute	increases	occur	 in	September,	whilst	peak	percentage	 increases	occur	during	 the	recession.	The	month	of	highest	mean	discharge	shifts	from	August	to	September,	although	at	stations	between	Luang	Prabang	and	Pakse	mean	discharge	in	August	also	increases.		
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Precipitation	 increases	 in	all	sub-catchments	 for	MPI.	However,	 the	magnitude	of	these	changes	is	relatively	small	in	upstream	parts	of	the	catchment	compared	to	CCCMA	and	NCAR,	whilst	increases	in	PET	are	larger	than	for	these	two	GCMs	(Table	4.10).	Mean	annual	flows	between	Chiang	Saen	and	Vientiane	therefore	decline	for	MPI	 (by	 between	 -6.1%	 and	 -2.1%,	 Table	 4.11),	 with	 the	 magnitude	 of	 change	declining	in	a	downstream	direction.	Below	these	stations,	gains	in	precipitation	are	larger	 and	 mean	 discharge	 increases,	 with	 an	 increase	 in	 magnitude	 in	 a	downstream	 direction,	 although	 changes	 are	 smaller	 than	 for	 CCCMA	 and	NCAR	(maximum:	+5.0%,	Phnom	Penh).	Consistent	reductions	during	the	low	flow	period	result	in	Q95	experiencing	declines	at	all	gauging	stations	on	the	main	Mekong.	In	contrast,	 Q5	 shows	 small	 (up	 to	 +2.0%)	 changes	 between	 Chiang	 Saen	 and	Mukdahan,	but	increases	of	between	5.0%–6.4%	at	and	downstream	of	Pakse.	Mean	monthly	discharge	for	MPI	displays	year-round	reductions	at	Chiang	Saen,	but	the	number	of	months	displaying	increased	mean	discharge	increases	in	a	downstream	direction,	 from	 two	 (July	 and	August)	 at	 Luang	 Prabang	 to	 nine	 (July–March)	 at	Phnom	Penh.	With	 the	 exception	 of	May	 at	 Ubon,	 the	 Rivers	 Chi	 and	Mun	 show	increases	in	mean	monthly	discharge	throughout	the	year,	with	higher	percentage	increases	 than	 at	 other	 stations.	 Both	 Ubon	 and	 Yasothon	 therefore	 show	percentages	increases	in	mean,	Q5	and	Q95	discharges	that	are	of	a	much	greater	magnitude	than	at	other	stations	(e.g.	an	 increase	 in	mean	discharge	of	16.7%	at	Ubon).			The	patterns	of	change	in	mean,	Q5	and	Q95	discharge	for	the	CSIRO	and	IPSL	GCMs	are	broadly	similar	(Table	4.11).	All	three	discharge	measures	decline	at	stations	on	the	Mekong	(Q5	 increases	at	Yasothon	and	Ubon	 for	 IPSL)	 for	both	GCMs.	CSIRO	results	 in	 consistently	 larger	 reductions	 in	 mean	 discharge	 and	 Q5,	 and	 larger	reductions	in	Q95	most	cases.	The	magnitude	of	percentage	reductions	in	mean	flow	and	Q95	show	a	general	(although	not	wholly	consistent)	decrease	in	a	downstream	direction	 for	both	GCMs.	 In	 the	case	of	Q5	 for	CSIRO,	 the	magnitude	of	change	 is	relatively	 consistent	 between	 Chiang	 Saen	 and	 Vientiane,	 decreases	 in	 a	downstream	direction	 from	Vientiane	 to	Paske,	and	 is	again	 relatively	consistent	between	Pakse	 and	Phnom	Penh.	Departure	 from	 the	downstream	 trend	 is	 even	greater	in	the	case	of	Q5	for	ISPL,	with	a	relatively	small	reduction	at	Luang	Prabang	compared	to	Chiang	Saen	and	Vientiane,	likely	attributable	to	greater	increases	in	
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precipitation	 in	August	over	 the	Nam	Ou	sub-catchment.	The	 river	 regimes	 from	both	GCMs	display	a	delayed	response	in	the	annual	rise	in	river	discharge,	with	the	greatest	 reductions	 occurring	 during	 the	 annual	 rise	 and	 peak	 (between	 May–August),	 whilst	 discharge	 during	 the	 post-peak	 recession	 and	 the	 dry	 season	(September–April)	are	less	affected	(Figure	4.13).	Mean	monthly	discharge	declines	throughout	the	year	at	all	stations	on	the	Mekong	for	CSIRO	and	through	most	of	the	year	 (9–12	 months)	 for	 IPSL.	 For	 both	 GCMs,	 there	 is	 a	 shift	 from	 August	 to	September	 for	peak	 flows.	On	the	Mun	and	Chi	 tributaries,	Q95	declines	 for	both	GCMs,	but	peak	discharge,	which	occurs	in	October,	exceeds	the	baseline.	For	ISPL	on	 the	Mun	 at	 Ubon,	 precipitation	 increases	 in	 August–September	 (Figure	 4.12)	cause	 mean	 discharges	 in	 September–October	 to	 exceed	 those	 of	 the	 baseline,	resulting	in	an	increased	Q5.		Increases	in	annual	precipitation	in	the	upper	Mekong	(Lancang	to	Mekong	1)	for	HadCM3	 result	 in	 increases	 in	 mean	 discharge	 on	 the	 Mekong	 down	 to	 Pakse.	Following	the	pattern	of	precipitation	change,	these	increases	display	a	downstream	reduction	in	magnitude	(Table	4.11).	Further	downstream	(i.e.	at	Stung	Treng	and	onwards),	in	response	to	declining	precipitation	and	higher	PET,	mean	discharges	decline.	Increases	in	mean	monthly	discharge	in	the	upper	catchment	occur	in	all	months	except	May–June	and	August,	resulting	in	increases	in	Q5	as	far	downstream	as	Vientiane.	From	Mukdahan	and	 further	downstream,	mean	discharges	 in	both	August	and	September	are	below	the	baseline	(by	-6.4%	and	-5.4%,	respectively	at	Phnom	Penh).	Increases	in	dry	season	discharge	are	common	to	all	gauging	stations	on	the	main	Mekong	and	result	in	higher	Q95	discharges	(Q95	declines	for	Yasothon	and	Ubon).		In	contrast	to	HadCM3,	increases	in	annual	precipitation	in	the	upper	Mekong	are	restricted	to	the	Lancang	and	Nam	Ou	sub-catchments	for	the	other	UK	Met	Office	GCM,	HadGEM1,	and	are	smaller	in	magnitude.	This	results	in	reductions	in	mean	discharge	 at	 all	 stations,	 with	 the	 magnitude	 of	 reductions	 increasing	 with	movement	 downstream	 until	 Pakse	 (Table	 4.11).	 Modest	 increases	 in	 annual	precipitation	over	 the	 lower	catchment	 (Table	4.10;	Figure	4.11)	 stop	 this	 trend,	with	reductions	in	mean	discharge	for	the	stations	between	Stung	Treng	and	Phnom	Penh	of	9.8–10.1%.	Q5	and	Q95	also	decline	at	all	stations.	The	most	notable	changes	
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in	 the	 river	 regimes	 are	 reductions	 in	 discharge	 concentrated	 in	 August	 and	September,	the	period	of	peak	flow	(Figure	4.13).	Between	Stung	Treng	and	Phnom	Penh,	mean	discharge	 in	these	months	declines	by	on	average	17.4%	and	14.8%,	respectively.		Figure	4.14	summarises	 the	percentage	change	 in	mean	annual	discharge	at	 four	representative	gauging	stations	for	each	of	the	2	°C,	seven	GCM	scenarios.	For	each	scenario,	 the	 corresponding	 changes	 resulting	 from	 the	alternate	 specification	of	scenario	 time	 series	 for	 one	 meteorological	 input	 (precipitation,	 PET	 and	temperature),	whilst	using	baseline	time	series	for	the	other	two,	are	also	shown.	It	is	 apparent	 that	 the	 inter-GCM	 differences	 are	 largely	 driven	 by	 differences	 in	precipitation.	As	a	 result	of	 the	 consistent	 increases	 in	annual	PET	 for	 the	 seven	GCMs,	mean	discharge	at	all	12	stations	declines	if	only	scenario	PET	is	specified.	These	declines	occur	in	each	month	and	the	range	of	change	in	mean	discharge	at	individual	gauging	stations	(across	the	GCMs)	is	narrow	(between	a	range	of	3.8%	for	Phnom	Penh	and	6.3%	for	Yasothon),	reflecting	the	relatively	small	inter-GCM	differences	in	PET	discussed	in	Section	4.7.3.1.			In	contrast,	the	much	larger	differences	in	precipitation	between	the	GCMs	ensure	that	the	specification	of	scenario	precipitation	with	baseline	PET	and	temperature	enhances	the	inter-GCM	differences	in	discharge.	The	smallest	range	of	change	in	mean	discharge	for	gauging	stations	on	the	main	Mekong	(21.9%,	between	-3.2%	and	18.7%)	is	for	Phnom	Penh	compared	to	the	largest	(35.2%,	between	-7.7%	and	27.5%)	for	Chiang	Saen.	The	average	range	on	the	main	Mekong	is	27.5%.	 	Inter-GCM	differences	are	larger	on	the	two	tributaries	(e.g.	42.7%,	between	-10.1%	and	32.6%	for	the	Mun	at	Ubon).		Figure	4.14	demonstrates	relatively	small	changes	from	the	baseline	when	scenario	temperature	is	employed	with	baseline	precipitation	and	PET.	Within	the	MIKE	SHE	model,	 the	 effect	 of	 changes	 in	 temperature	 on	 potential	 evapotranspiration	 are	incorporated	within	the	alternative	scenario	PET,	so	that	temperature	only	directly	influences	 snow	 accumulation	 and	 melting.	 However,	 over	 the	 upper	 Lancang,	scenario	temperatures	result	in	reduced	build-up	of	snow,	which	favours	enhanced	actual	 evapotranspiration	 rates,	 and	 an	 earlier,	 lesser	 snowmelt	 that	 provides	
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smaller	contributions	to	river	runoff.	Consequently,	the	largest	(but	still	fairly	small)	changes	 in	 mean	 flow	 occur	 at	 Chiang	 Saen	 (reductions	 in	 mean	 discharge	 of	between	3.9%	and	4.4%),	closest	to	parts	of	the	catchment	that	experience	snow	cover.	The	magnitude	of	these	changes	declines	downstream,	and	for	tributaries	in	which	snow	is	not	a	feature	(e.g.	the	Mun),	changes	in	temperature	alone	have	no	impact	on	discharge.	Small	changes	in	the	river	regime	at	Chiang	Saen	are	associated	with	a	slight	increase	in	April	due	to	earlier	snowmelt	and	peak	reductions	in	May–June,	but	variability	between	the	different	GCMs	is	small.	For	example,	the	reduction	in	 May	 discharge	 ranges	 from	 15.5%	 to	 20.2%	 (although	 absolute	 discharge	 is	small),	whilst	August	discharge	declines	by	between	2.3%	and	2.6%.		
	
Figure	4.14.	Percentage	change	in	mean	annual	discharge	simulated	by	MIKE	SHE	for	
four	 gauging	 stations	 within	 the	Mekong	 catchment	 resulting	 from	 combined	 and	
individual	modifications	to	precipitation,	PET	and	temperature	for	the	2	°C,	seven	GCM	
climate	change	scenarios.	(Note	different	y-axis	scale	for	Ubon.)	
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4.7.3.3. Comparison	of	MIKE	SHE	results	with	SLURP	and	Mac-PDM.09		Figure	4.15	shows	percentage	changes	in	mean	discharge	(runoff	for	Mac-PDM.09	–	see	Section	4.6)	at	six	gauging	stations	for	each	of	the	2	°C,	seven	GCM	scenarios,	as	simulated	by	 the	 three	hydrological	models.	As	described	above,	 results	are	only	available	for	three	stations	for	SLURP.			
	
Figure	4.15.	Change	from	baseline	mean	annual	discharge	(runoff	for	Mac-PDM.09)	
for	the	2	°C,	seven	GCM	climate	change	scenarios	for	six	gauging	stations	within	the	
Mekong	catchment,	 as	 simulated	by	 the	 three	hydrological	models.	 CC:	CCCMA;	CS:	
CSIRO;	H3:	HadCM3;	H1:	HadGEM1;	I:	IPSL;	M:	MPI;	N:	NCAR.	(Note	different	y-axis	
scales.)		 	
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Direction	 of	 change	 in	 mean	 dischargerunoff)	 for	 a	 given	 GCM	 and	 station	 is	predominantly	 the	 same	 for	 all	 the	 hydrological	 models.	 For	 example,	 all	 three	hydrological	models	simulate	 increased	annual	discharge	at	all	stations	when	for	the	CCCMA	and	NCAR	GCMs	and	decreased	annual	flow	for	CSIRO.	Of	the	42	gauging	station/GCM	combinations	(six	stations	×	seven	GCMs),	only	five	exhibit	changes	in	mean	discharge	(runoff)	that	differ	 in	sign	(+/-)	between	hydrological	models.	At	Chiang	Saen	for	HadGEM1,	MIKE	SHE	produces	a	reduction	(-3.3%),	whereas	SLURP	and	 Mac-PDM	 simulate	 small	 increases	 (0.5%	 and	 2.3%,	 respectively).	 At	 other	stations	for	HadGEM1,	all	three	models	simulate	reductions	in	mean	discharge	that	increase	in	a	downstream	direction	on	the	main	Mekong,	reaching	a	maximum	at	Pakse.	For	HadCM3	at	Pakse,	SLURP	shows	a	reduction	in	mean	discharge	of	1.6%	and	 MIKE	 SHE	 shows	 a	 small	 (0.4%)	 increase.	 In	 contrast,	 Mac-PDM.09	 runoff	increases	by	8.4%.	At	Phnom	Penh,	this	same	GCM	is	associated	with	a	reduction	in	MIKE	SHE	mean	discharge	of	2.8%,	whilst	Mac-PDM.09	runoff	 increases	by	2.5%	(SLURP	 results	 are	 not	 available).	 Similarly,	 for	 MPI	 at	 Vientiane,	 MIKE	 SHE	 is	associated	with	a	reduction	of	2.1%,	whilst	Mac-PDM.09	displays	a	small	increase	of	1.2%.	 Finally,	 for	 the	 IPSL	 GCM	 at	 Ubon,	 both	 MIKE	 SHE	 and	 SLURP	 simulate	reductions	in	mean	discharge	(-3.0%	and	-5.1%,	respectively),	whilst	mean	runoff	from	 Mac-PDM.09	 increases	 by	 a	 very	 small	 amount	 (0.5%).	 Beyond	 these	differences,	 at	 each	 station	 there	 is	 general	 agreement	 between	 the	 different	hydrological	models	on	the	order	of	magnitude	of	changes	for	the	seven	GCMs.	At	most	 stations,	when	 listed	 in	 order	 of	 increasing	 change	 in	mean	 discharge,	 the	GCMs	 appear	 in	 the	 same	 order	 for	 both	 MIKE	 SHE	 and	 Mac-PDM.09,	 with	 the	exception,	in	most	cases,	of	a	single	pair	of	GCMs.		Where	mean	discharge	(runoff)	at	a	gauging	station	increases	for	an	individual	GCM	for	all	three	hydrological	models	(MIKE	SHE	and	Mac-PDM.09	where	SLURP	results	are	not	available),	the	greatest	percentage	changes	are	consistently	associated	with	Mac-PDM.09	(Figure	4.15).	This	is	particularly	apparent	at	upstream	stations.	For	example,	at	Chiang	Saen,	for	the	CCCMA,	HadCM3	and	NCAR	GCMs	(all	associated	with	increased	mean	river	flow)	the	percentage	increase	in	mean	runoff	for	Mac-PDM.09	ranges	between	3.4	and	9.4	times	(for	CCCMA	and	HadCM3,	respectively)	as	large	as	those	of	SLURP,	and	between	3.7	and	5.8	times	(for	NCAR	and	HadCM3,	respectively)	as	large	as	those	of	MIKE	SHE.	HadCM3	stands	out	as	a	GCM	for	which	
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differences	between	the	catchment	and	global	hydrological	models	are	particularly	large,	 especially	 in	 upstream	 parts	 of	 the	 Mekong.	 Further	 downstream,	 inter-hydrological	model	differences	 in	 the	magnitude	of	 increases	 in	discharge/runoff	(when	they	occur	for	all	the	models)	are	smaller.	This	is	exemplified	in	results	for	Ubon,	where	the	increases	in	runoff	for	Mac-PDM.09	for	the	three	GCMs	with	higher	river	flow	for	all	three	hydrological	models	are,	on	average,	less	than	1.4	times	as	large	as	 the	 increases	 in	MIKE	SHE	discharge.	Mac-PDM.09	 increases	are	still	4.6	times	as	large	as	those	simulated	by	SLURP.			For	GCMs	associated	with	reductions	in	annual	flow	at	gauging	stations	on	the	main	Mekong	 for	 all	 three/two	 hydrological	 models,	 inter-model	 differences	 in	 the	magnitude	of	change,	in	particular	between	MIKE	SHE	and	Mac-PDM.09,	are	smaller	than	 for	 those	 GCMs	 where	 annual	 flow	 increases	 (Figure	 4.15).	 From	 the	 15	instances	on	the	main	Mekong	where	both	MIKE	SHE	and	Mac-PDM.09	simulate	a	decline	for	a	given	GCM,	the	average	inter-hydrological	model	range	of	percentage	change	in	mean	flow	is	only	1.3%,	compared	to	11.3%	for	the	16	instances	where	both	models	simulate	an	increase.	At	Ubon,	reductions	in	the	mean	discharge,	when	they	occur,	are	larger	for	MIKE	SHE	than	for	Mac-PDM.09	(and,	as	discussed	above,	for	 IPSL	MIKE	SHE	mean	discharge	declines	whilst	mean	 runoff	 for	Mac-PDM.09	increases	slightly).	For	SLURP	at	Ubon,	in	most	cases,	reductions	in	mean	discharge	are	larger	(when	they	occur)	than	for	the	other	two	models.	Differences	between	MIKE	SHE	and	SLURP	are	relatively	small.	The	exception	is	HadGEM1,	where	both	SLURP	and	Mac-PDM.09	simulate	a	decline	of	14.2%,	and	MIKE	SHE	is	associated	with	a	reduction	of	20.9%.			Figure	4.16	shows	mean	monthly	runoff	for	five	(three	in	the	case	of	SLURP)	gauging	stations	simulated	by	the	three	hydrological	models	for	the	baseline	and	each	of	the	2	 °C,	 seven	 GCM	 scenarios.	Mean	monthly	 runoff	 for	MIKE	 SHE	 and	 SLURP	was	calculated	 by	 converting	 mean	monthly	 discharge	 to	 volume	 of	 water	 and	 then	dividing	this	by	the	catchment	area	upstream	of	the	respective	gauging	station.	This	enables	a	comparison	with	the	runoff	results	from	Mac-PDM.09	that	were	originally	provided	in	this	form.	Results	for	Vientiane	(not	shown	in	the	interests	of	clarity),	are	 similar	 to	 those	 for	 Nakhon	 Phanom.	 One	 notable	 inter-hydrological	 model	difference	is	that	the	runoff	values	for	Mac-PDM.09	at	upstream	gauging	stations	for	
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the	baseline	are	lower	than	those	of	MIKE	SHE	and	SLURP.	This	is	likely	the	result	of	Mac.PDM.09	not	being	calibrated	specifically	for	the	Mekong,	and	therefore	not	using	precipitation	lapse	rates	over	upstream	areas,	unlike	MIKE	SHE	and	SLURP.	In	addition,	 the	 amplitude	 of	 the	 annual	 cycle	 is	 generally	 greater	 for	Mac-PDM.09	compared	 to	 the	 two	 catchment	 models,	 with	 a	 greater	 proportion	 of	 the	 total	annual	 runoff	 occurring	 in	 the	 wet	 season	 (and	 a	 lesser	 proportion	 in	 the	 dry	season).		In	terms	of	the	direction	of	changes	in	monthly	runoff	for	the	scenarios	compared	to	the	baseline,	the	most	notable	inter-hydrological	model	differences	occur	at	Chiang	Saen.	 For	 example,	 SLURP	 consistently	 simulates	 an	 earlier	 rise	 in	 the	 annual	hydrograph,	 and	 so	 increased	 runoff	 in	 May	 (all	 GCMs)	 and	 June	 (five	 GMs,	 i.e.	excluding	CSIRO	and	IPSL),	followed	by	reductions	in	July–September	(the	months	of	peak	flows,	with	the	exception	of	an	increase	in	September	for	NCAR).	Kingston	
et	 al.	 (2011)	 attributed	 this	 to	 earlier	 snowmelt	 and	 a	 subsequent	 smaller	proportion	 of	 the	 annual	 total	 discharge	 occurring	 in	 peak	 months	 for	 all	 the	scenarios.	These	consistent	changes	do	not	occur	with	MIKE	SHE	and	Mac-PDM.09.	For	example,	in	contrast	to	SLURP,	for	CCCMA,	HadCM3	and	NCAR,	increased	runoff	in	September	is	evident	for	MIKE	SHE	and	in	both	August	and	September	for	Mac-PDM.09.	 Furthermore,	Mac-PDM.09	 simulates	 year-round	 increases	 in	 runoff	 for	CCCMA	and	HadCM3.	Conversely,	both	MIKE	SHE	and	Mac-PDM.09	simulate	year-round	 reductions	 in	 runoff	 with	 CSIRO	 and	 IPSL.	 The	 magnitude	 of	 increases	simulated	by	Mac-PDM.09	for	the	HadCM3	GCM	in	June–October	and	for	NCAR	and	CCCMA	in	August–September	are	notably	greater	than	increases	simulated	by	MIKE	SHE.		At	Vientiane	and	Nakhon	Phanom,	for	each	GCM,	MIKE	SHE	and	Mac-PDM.09	display	broad	 agreement	 on	 the	months	 in	which	 the	 greatest	 increases	 and	 reductions	occur.	For	CSIRO,	HadGEM1	and	IPSL,	reductions	occur	through	the	majority	of	the	year,	with	 the	greatest	 reductions	concentrated	around	 June–August.	Conversely,	for	CCCMA	and	NCAR,	 increases	 in	runoff	occur	through	the	majority	of	the	year,	with	the	greatest	increases	concentrated	around	September.		
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Figure	4.16.	Mean	monthly	runoff	for	the	2	°C,	seven	GCM	climate	change	scenarios	for	
five	gauging	stations,	as	simulated	by	the	three	hydrological	models.	(Note	different	y-
axis	scales.)	
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However,	the	magnitude	of	the	projected	increases,	in	both	absolute	and	percentage	terms,	is	consistently	greater	with	Mac-PDM.09.	In	addition,	MIKE	SHE	shows	the	month	of	greatest	 flows	shifting	 from	August	 (for	 the	baseline)	 to	September	 for	NCAR	at	Chiang	 Saen	 and	downstream,	 a	pattern	 that	 is	 displayed	by	 SLURP	 for	several	scenarios	at	Chiang	Saen,	but	not	repeated	 for	MacPDM.09.	 Increases	are	also	simulated	for	the	majority	of	months	with	the	HadCM3	GCM.	However,	although	Mac-PDM.09	 simulates	 an	 increase	 in	 peak	 (August)	 runoff	 at	 Nakhon	 Phanom,	MIKE	 SHE	 simulates	 a	 reduction.	 As	 at	 Chiang	 Saen,	 monthly	 runoff	 remains	relatively	unaltered	between	January	to	April.		The	broad	agreement	between	MIKE	SHE	and	Mac-PDM.09	continues	for	the	other	two	gauging	 stations	 (Pakse	 and	Phnom	Penh)	 further	downstream	on	 the	main	Mekong.	However,	in	August–September,	Mac-PDM.09	displays	greater	increases	in	runoff	for	GCMs	including	NCAR,	CCCMA	and	MPI,	and	also	displays	increases	for	HadCM3	at	Pakse	whilst	MIKE	SHE	simulates	reductions.	Figure	4.16	shows	that	for	Pakse	 the	 influence	 of	 the	 earlier	 rise	 in	 discharge	 simulated	 by	 SLURP	 has	diminished.	In	addition,	SLURP	does	show	some	consistency	with	the	results	of	the	other	 two	models,	 such	as	 the	shift	of	peak	runoff	 from	August	 to	September	 for	several	 GCMs	 (CCCMA,	 CSIRO,	 IPSL	 and	 NCAR),	 increases	 during	 the	 annual	recession	with	CCCMA	and	NCAR	and	peak	reductions	during	August–September	with	HadGEM1	and	HadCM3	(the	latter	being	consistent	with	MIKE	SHE).		Results	for	Ubon	show	a	general	agreement	between	the	three	hydrological	models.	For	example,	all	three	models	show	only	small	changes	in	runoff	between	January–April.	Both	MIKE	SHE	and	SLURP	simulate	 increased	runoff	 in	October	for	all	 the	GCMs	 except	 the	 two	 Hadley	 Centre	 GCMs	 (HadCM3	 and	 HadGEM1).	 For	 Mac-PDM.09,	the	month	of	peak	flows	occurs	a	month	earlier,	in	September	rather	than	October,	for	both	the	baseline	and	all	scenarios.	Increased	runoff	is	simulated	for	all	but	HadCM3	and	HadGEM1	in	September,	and	all	but	HadGEM1	in	October.	 	
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4.7.4. Climate	change	scenarios:	1–6	°C	increase	using	HadCM3		
4.7.4.1. Changes	in	climate		Table	4.12	presents	changes	in	mean	annual	precipitation,	temperature	and	PET	for	eight	 representative	meteorological	 input	 sub-catchments	 for	each	of	 the	1–6	 °C,	HadCM3	 scenarios.	 These	 changes	 are	 also	 presented	 for	 11	 sub-catchments	 in	Figure	4.17,	whilst	mean	monthly	precipitation	and	PET	for	the	baseline	and	each	scenario	are	shown	for	four	sub-catchments	in	Figure	4.18.	As	in	Figure	4.10,	results	for	 the	 Tonle	 Sap	 and	 Delta	 sub-catchments	 are	 not	 shown	 since	 they	 are	downstream	of	the	furthest	downstream	point	at	which	river	discharge	is	analysed.	As	described	previously,	temperature	inputs	to	MIKE	SHE	are	only	directly	relevant	to	 the	 Lancang	 where	 snowmelt	 occurs.	 Changes	 in	 temperature	 are,	 however,	reflected	in	the	modifications	to	PET.		Table	4.12	and	Figure	4.17	demonstrate	that	the	relationship	between	prescribed	warming	 and	 changes	 in	 annual	 precipitation	 projected	 by	 HadCM3	 exhibits	 a	distinct	 spatial	 pattern.	 Within	 the	 four	 northernmost	 sub-catchments,	 annual	precipitation	 increases	 linearly	 with	 increasing	 global	 mean	 temperature.	 The	magnitude	 of	 these	 increases	 declines	 in	 a	 downstream	 direction	 (e.g.	 Lancang	versus	Mekong	1;	Table	4.12).	Conversely,	downstream	parts	of	the	Mekong	(sub-catchments	 9–13)	 show	 near	 linear	 decreases	 in	 annual	 precipitation	 with	prescribed	warming,	with	the	magnitude	of	reductions	increasing	in	a	downstream	direction.	 In	 the	 central	 Mekong	 (sub-catchments	 5–8),	 annual	 precipitation	responds	 in	 a	 non-linear	 way	 to	 increased	 prescribed	 warming,	 as	 a	 result	 of	differing	 linear	 seasonal	 trends	 (see	 following	 paragraph	 and	 Figure	 4.18).	However,	changes	in	precipitation	on	an	annual	basis	for	these	sub-catchments	are	consistently	low	(≤1.5%)	for	all	scenarios.			Due	to	the	nature	of	the	ClimGen	technique	for	generating	scenario	precipitation,	for	 any	 given	 sub-catchment	 and	 month,	 precipitation	 changes	 linearly	 with	increasing	global	mean	temperature	(Figure	4.18).	This	means	that	for	a	given	sub-catchment,	 increases	 /	 decreases	 in	 precipitation	 are	 produced	 in	 the	 same			
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Table	 4.12.	Mean	 annual	 precipitation,	 temperature	 and	 PET	 for	 the	 baseline	 and	
changes	 (%	 /	 °C)	 for	 the	 1–6	 °C,	 HadCM3	 climate	 change	 scenarios	 for	 eight	
representative	 SLURP	 sub-catchments.	 Shaded	 cells	 indicate	 negative	 changes	
compared	to	the	baseline.	
Parameter/	
Scenario	
Lanc.	
(1)	
Mek.	1	
(4)	 Chi	(5)	
Mun	
(6)	
Mek.	2	
(8)	
Se	
Kong	
(9)	
Sre	
Pok	
(10)	
Mek.	3	
(11)	
Precipi
tation	
Baseline	(mm)	 1053.4	 1856.9	 1273.1	 1314.5	 2214.6	 2434.1	 2056.6	 1871.5	1°C	
(%	cha
nge)	
5.0	 0.4	 -0.1	 -0.3	 -0.6	 -1.3	 -2.7	 -1.7	2°C	 10.1	 1.0	 -0.1	 -0.4	 -1.1	 -2.1	 -4.5	 -3.0	3°C	 15.2	 1.7	 0.1	 -0.3	 -1.3	 -2.6	 -5.6	 -4.2	4°C	 20.3	 2.4	 0.4	 -0.2	 -1.3	 -3.0	 -6.3	 -5.1	5°C	 25.3	 3.3	 0.9	 0.1	 -1.3	 -3.1	 -6.7	 -6.0	6°C	 30.3	 4.3	 1.5	 0.5	 -1.1	 -3.2	 -6.9	 -6.7	
Tempe
rature	
Baseline	(°C)	 11.2	 24.3	 26.8	 27.2	 26.0	 24.7	 24.3	 26.9	1°C	
(chang
e,	°C)	
1.3	 1.2	 1.2	 1.2	 1.1	 1.1	 1.1	 1.1	2°C	 2.6	 2.4	 2.4	 2.4	 2.3	 2.3	 2.3	 2.3	3°C	 3.9	 3.7	 3.7	 3.6	 3.5	 3.4	 3.4	 3.6	4°C	 5.1	 4.9	 4.9	 4.8	 4.7	 4.6	 4.6	 4.8	5°C	 6.4	 6.1	 6.1	 6.0	 5.9	 5.8	 5.7	 6.0	6°C	 7.7	 7.4	 7.4	 7.3	 7.1	 6.9	 6.9	 7.2	
PET	
Baseline	(mm)	 1766.7	 1924.3	 2365.1	 2338.0	 1814.2	 1729.6	 1697.0	 1771.5	1°C	
(%	cha
nge)	
6.3	 6.8	 6.4	 6.2	 7.4	 7.4	 7.3	 7.2	2°C	 12.9	 13.9	 13.3	 13.2	 14.7	 14.8	 14.8	 15.1	3°C	 19.8	 21.3	 20.6	 20.6	 22.4	 22.5	 22.6	 23.5	4°C	 26.9	 29.1	 28.2	 28.3	 30.5	 30.5	 30.8	 32.2	5°C	 34.4	 37.3	 36.3	 36.5	 39.0	 39.0	 39.4	 41.4	6°C	 42.2	 45.9	 44.8	 45.2	 47.9	 47.9	 48.3	 51.1		number	of	months	for	each	of	the	1–6	°C	scenarios.	There	is,	however,	a	downstream	trend	in	the	inter-seasonal	pattern	of	precipitation	change,	as	the	number	of	months	in	 which	 precipitation	 increases	 displays	 a	 reduction	 from	 north	 to	 south.	 For	example,	 over	 the	 Lancang,	 precipitation	 increases	 in	 every	 month	 except	 April	(Figure	 4.18).	 The	 largest	 absolute	 increases	 occur	 in	 May-October,	 whilst	 the	largest	 percentage	 changes	 occur	 in	 February	 and	 in	May–June	 and	 September–October,	either	side	of	the	wettest	months.	By	Mekong	1,	increases	in	precipitation	are	limited	to	5	months	(in	particular	May–June	but	also	September–October	and	December).	Precipitation	in	the	wettest	baseline	months	(July–August)	is	reduced,	although	the	extension	of	the	wet	season	on	either	side	of	these	two	months	results	in	an	overall	increase	in	annual	precipitation,	albeit	of	a	much	smaller	magnitude	compared	 to	 the	Lancang	 (e.g.	 an	 increase	of	1%	rather	 than	10.1%	 for	 the	2	 °C	scenario).	 	
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Figure	4.17.	Projected	changes	 in	mean	annual	precipitation	(%),	 temperature	(°C)	
and	Linacre	PET	(%)	for	eleven	SLURP	sub-catchments	for	the	1–6	°C,	HadCM3	climate	
change	scenarios.		
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Figure	4.18.	Mean	monthly	precipitation	and	Linacre	PET	for	the	baseline	and	the	1–
6	°C,	HadCM3	climate	change	scenarios	for	four	representative	sub-catchments.	(Note	
different	y-axis	scales.)	
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For	the	four	central	sub-catchments	(5–8),	increasing	precipitation	is	restricted	to	4	months.	Relatively	large	gains	in	precipitation	are	concentrated	in	the	early	part	of	the	monsoon	season	(May–June).	By	Mekong	3,	increases	in	mean	monthly	totals	are	limited	to	two	months	(May–June),	with	decreases	projected	throughout	the	rest	of	the	year.	The	magnitudes	of	these	increases	are	considerably	smaller	than	those	experienced	in	these	months	further	upstream.	For	example,	May	increase	for	the	1	°C	and	6	°C	scenarios	are	2.2%	and	13.4%	for	Mekong	3,	respectively,	compared	to	9.5%	and	56.2%	for	the	Lancang,	respectively.		Throughout	 all	 the	 sub-catchments,	 both	 mean	 annual	 temperature	 and	 PET	increase	linearly	with	prescribed	warming	(Table	4.12;	Figure	4.17).	The	Mekong	Basin	is	projected	to	experience	elevated	increases	in	air	temperature	relative	to	the	global	mean	(e.g.	2.3–2.6	°C	across	the	sub-catchments	for	the	2	°C	scenario,	6.9–7.7	°C	for	the	6	°C	scenario).	Both	temperature	and	PET	increase	throughout	the	year	with,	 in	most	 cases,	 a	 relatively	constant	 climate	change	signal	 through	 the	year,	particularly	in	comparison	to	precipitation	changes.	However,	percentage	changes	in	PET	early	and	late	in	the	year	(between	November	to	April)	are	generally	larger	than	those	in	the	summer,	due	to	larger	temperature	increases	occurring	between	November	 to	April.	Over	 sub-catchments	2–4	 (including	Mekong	1;	 Figure	4.18),	greater	 increases	 in	 April	 compared	 to	May	 result	 in	 April	 PET	 totals	 exceeding	those	of	May	for	the	higher	prescribed	warming	scenarios	(3–6	°C).		Changes	in	PET	are,	in	general,	larger	in	the	southern	(warmer)	part	of	the	catchment	compared	to	the	northern	(cooler)	sub-catchments.			
4.7.4.2. Changes	in	river	flow	(MIKE	SHE)		Values	of	the	mean	annual	and	monthly	Q5	and	Q95	discharges	for	eight	gauging	stations	for	the	baseline	and	the	percentage	changes	in	these	discharges	for	each	of	the	1–6	°C,	HadCM3	scenarios	are	shown	in	Table	4.13.	 	Figure	4.19	provides	the	corresponding	baseline	and	scenario	river	regimes.	The	eight	gauging	stations	are	the	same	as	those	used	to	present	results	for	the	2	°C,	seven	GCM	scenarios,	and	are	representative	of	gauging	stations	for	which	results	are	not	shown.		 	
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Table	 4.13.	 Mean,	 Q5	 and	 Q95	 discharges	 (m3s-1)	 simulated	 by	 MIKE	 SHE	 for	 the	
baseline	and	changes	(%)	for	the	1–6	°C,	HadCM3	scenarios	at	eight	gauging	stations	
within	the	Mekong	catchment.	Shaded	cells	indicate	negative	changes	compared	to	the	
baseline.	
Q	 Scenario	
Chiang	
Saen	
(a)	
Luang	
Prabang	
(b)	
Vientiane	
(c)	
Mukda-
han	(e)	
Pakse	
(f)	
Kratie	
(h)	
Phnom	
Penh	
(j)	
Ubon	
(l)	
Mean	
Baseline		 2753.7	 4082.6	 4686.2	 7626.0	 9597.3	 12961.7	 13332.8	 619.1	1	°C	 3.2	 3.3	 2.5	 1.1	 0.1	 -1.4	 -1.5	 -5.2	2	°C	 7.4	 7.3	 5.5	 2.3	 0.4	 -2.5	 -2.8	 -8.3	3	°C	 11.6	 10.6	 7.9	 3.0	 0.2	 -3.7	 -4.0	 -14.4	4	°C	 16.5	 15.3	 11.5	 4.8	 1.1	 -4.0	 -4.4	 -15.1	5	°C	 21.4	 19.7	 15.0	 6.6	 1.7	 -4.6	 -5.2	 -21.9	6	°C	 27.5	 24.6	 18.9	 8.4	 2.6	 -4.7	 -5.4	 -24.4	
Q5	
Baseline		 7016.5	 10395.7	 12385.4	 21993.9	 27232.0	 37128.6	 37806.9	 2019.6	1	°C	 2.1	 2.4	 -2.4	 -4.5	 -3.3	 -5.3	 -5.2	 0.4	2	°C	 8.0	 10.5	 3.1	 -3.7	 -2.3	 -8.4	 -8.6	 -4.1	3	°C	 9.8	 9.6	 1.6	 -3.8	 -4.7	 -7.0	 -6.9	 -11.9	4	°C	 16.9	 16.1	 6.2	 -5.1	 -5.8	 -10.5	 -10.7	 -9.8	5	°C	 20.5	 19.0	 9.9	 -0.4	 -1.6	 -7.0	 -6.3	 -13.0	6	°C	 26.0	 21.4	 11.7	 0.0	 -3.8	 -8.8	 -8.8	 -11.8	
Q95	
Baseline	 692.2	 1017.9	 1148.4	 1226.1	 1314.3	 1544.8	 1630.2	 29.1	1	°C	 3.2	 3.4	 2.7	 3.1	 5.7	 1.6	 2.8	 -4.4	2	°C	 7.5	 8.4	 4.0	 8.2	 10.3	 5.6	 6.0	 -6.7	3	°C	 12.5	 11.4	 9.8	 9.0	 12.7	 5.9	 5.2	 -12.7	4	°C	 16.9	 14.1	 11.0	 11.1	 12.0	 6.1	 5.1	 -19.4	5	°C	 19.4	 18.0	 13.4	 13.1	 14.7	 8.8	 7.0	 -37.2	6	°C	 26.5	 24.4	 17.4	 19.7	 19.2	 12.0	 8.5	 -38.4		Changes	 in	 mean	 discharge	 for	 the	 1–6	 °C,	 HadCM3	 scenarios	 display	 a	 similar	geographical	pattern	 to	changes	 in	annual	precipitation.	The	 three	northernmost	(and	 furthest	 upstream)	 gauging	 stations	 (Chiang	 Saen	 to	Vientiane;	 Table	 4.13)	exhibit	near	linear	increases	in	mean	discharge	with	prescribed	warming,	with	the	magnitude	of	percentage	increase	declining	in	a	downstream	direction	under	each	scenario.	 These	 increases	 signify	 that	 increases	 in	 precipitation	 more	 than	compensate	for	higher	PET.	Mean	monthly	discharge	increases	through	most	of	the	year,	with	the	magnitude	of	the	increase	rising	with	degree	of	prescribed	warming	(Figure	 4.19).	 Exceptions	 include	 reductions	 in	 May–June	 (up	 to	 10%)	 for	 the		1–2	°C	scenario	and	small	decreases	(<2.0%)	in	August	for	the	1–2	°C	scenarios	for	all	three	stations.	These	decreases	are	indicative	of	increases	in	evapotranspiration	outstripping	 enhanced	 precipitation,	 whilst	 for	 Vientiane,	 August	 decreases	 can		
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Figure	4.19.	River	regimes	simulated	by	MIKE	SHE	for	the	baseline	and	1–6	°C,	HadCM3	
climate	 change	 scenarios	 for	 eight	gauging	 stations	within	 the	Mekong	 catchment.	
(Note	different	y-axis	scales.)	
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also	be	attributed	to	reductions	in	precipitation	for	this	month	over	Nam	Ngum	and	Mekong	1.	Table	4.13	shows	that	at	Chiang	Saen	and	Luang	Prabang,	in	general,	Q5	increases	 with	 the	 degree	 of	 prescribed	 warming,	 an	 exception	 being	 a	 slightly	smaller	 increase	 for	 the	 3	 °C	 scenario	 compared	 to	 the	 2	 °C	 scenario	 at	 Luang	Prabang.	This	is	repeated	at	Vientiane,	where	there	is	also	a	modest	decrease	for	the	1	 °C,	 but	 Q5	 increases	 with	 the	 degree	 of	 prescribed	 warming	 for	 the	 4–6	 °C	scenarios.	August	characteristically	remains	the	month	of	peak	flows,	although	for	the	4	°C	scenario	at	all	three	stations	and	the	6	°C	scenario	at	Luang	Prabang	and	Vientiane,	the	highest	mean	monthly	discharge	occurs	a	month	later.	The	higher	dry	season	flows	that	are	simulated	cause	Q95	to	generally	increase	with	the	magnitude	of	 prescribed	 warming.	 Percentage	 changes	 are	 higher	 at	 Luang	 Prabang	 than	Chiang	 Saen	 for	 the	 two	 lowest	 scenarios,	 but	 consistently	 decrease	 in	 a	downstream	direction	from	Luang	Prabang	to	Vientiane.		Results	for	Mukdahan	(and	Nakhon	Phanom,	not	shown)	also	indicate	larger	mean	flows	 as	 the	magnitude	 of	 prescribed	warming	 increases	 (Table	 4.13).	However,	whilst	 discharges	 during	 the	 annual	 rise	 and	 recession	 increase	with	 prescribed	warming,	peak	flows	in	August	and	September	are	lower	than	the	baseline	(Figure	4.19).	 These	 reductions	 are	 not	 related	 linearly	 to	 degree	 of	 warming,	 with	 the	largest	associated	with	the	4	°C	scenario.	This	reflects	the	balance	between	lower	precipitation	and	higher	PET	in	these	months.	Q5	declines	for	all	but	the	warmest	scenario	(no	change),	with	the	smallest	reduction	resulting	from	the	5	°C	scenario.	Higher	dry	 season	 flows	 cause	Q95	 to	 increase	under	all	 scenarios,	 although	not	consistently	with	prescribed	warming.	These	increases	are	sustained	by	flows	from	upstream	 rather	 than	 local	 runoff,	 as	 precipitation	 over	 the	 Mekong	 1	 sub-catchment	declines	during	the	dry	season,	as	PET	increases	(Figure	4.18).		At	Pakse,	the	opposing	effects	of	small	increases	in	discharge	through	most	of	the	year	and	larger	reductions	in	August–September	(Figure	4.19)	result	in	little	change	(+0.1–0.4%)	in	mean	discharge	for	the	1–3	°C	scenarios,	and	small	increases	in	mean	discharge	for	the	remaining	scenarios,	ranging	from	+1.1%	to	+2.6%	(for	the	3	°C	and	 6	 °C	 scenarios,	 respectively	 Table	 4.13).	 Following	 the	 pattern	 of	 reduced	magnitude	 of	 increases	 with	 distance	 downstream,	 changes	 are	 an	 order	 of	magnitude	 lower	 than	 those	 further	upstream	 (e.g.	 a	maximum	of	+2.6%	 for	 the	
	 231	
warmest	scenario,	compared	to	+24.9%	at	Chiang	Saen).	Increases	in	mean	monthly	discharge	are	still	projected	during	the	annual	rise	and	recession,	but	these	changes	are		relatively	small	in	magnitude	(Figure	4.18).	Decreases	are	simulated	for	August	and	September,	 the	months	of	peak	 flows,	 for	all	 six	 scenarios.	Changes	 in	mean	monthly	 discharge	 for	 each	 month	 do	 not	 always	 follow	 a	 linear	 pattern	 with	prescribed	warming.	The	modest	increases	in	dry	season	discharge	result	in	higher	Q95	 discharges,	 whilst	 the	 reductions	 in	 August–September	 result	 in	 lower	 Q5	discharges.	Both	show	a	non-linear	pattern	of	change	with	prescribed	warming.		Results	for	the	Mun	at	Ubon,	which	flows	into	the	Mekong	just	upstream	of	Pakse,	are	representative	of	the	impacts	of	modest	changes	in	annual	precipitation	coupled	with	 large	 increases	 in	 PET	 over	 this	 part	 of	 the	 catchment.	Mean	 flow	 declines	consistently	 as	 prescribed	warming	 increases	 (Table	 4.13).	 In	 percentage	 terms,	changes	are	of	a	similar	magnitude	to	those	experienced	at	upstream	stations,	albeit	in	the	opposite	direction.	Particularly	large	reductions	in	discharge	occur	in	months	with	 the	highest	baseline	 flows	 (Figure	4.19),	 contributing	 to	 reductions	 in	peak	flows	 on	 the	 Mekong	 at	 Pakse.	 Small	 increases	 in	 mean	 monthly	 discharge	 are	limited	to	September	for	the	1	°C	scenario	and	one	or	two	months	around	May–June	for	 the	 3–6	 °C	 scenarios.	 Declines	 in	 discharge	 throughout	 most	 of	 the	 year,	including	during	the	annual	recession	and	dry	season,	demonstrate	that	increases	in	discharge	within	 the	main	Mekong	at	 this	 time	are	dependent	upon	enhanced	flows	from	upstream.			The	 four	most	 downstream	 stations	 on	 the	 lower	Mekong	 (Stung	 Treng–Phnom	Penh)	display	similar	patterns	of	change.	Mean	discharge	declines	with	prescribed	warming,	with	the	magnitude	of	reductions	increasing	with	distance	downstream.	The	 magnitude	 of	 percentage	 changes	 are	 smaller	 in	 comparison	 to	 increases	further	upstream,	with	a	maximum	change	in	mean	discharge	of	-5.4%	at	Phnom	Penh	for	the	6	°C	scenario.	However,	it	is	important	to	note	that	since	baseline	mean	discharges	at	the	furthest	downstream	gauging	stations	are	an	order	of	magnitude	higher	 than	 baseline	mean	 discharges	 at	 the	 furthest	 upstream	 gauging	 stations	(Table	4.13),	a	change	of	5.4%	at	Phnom	Penh	equates	to	an	absolute	change	(722.5	m3s-1)	that	is	comparable	to	the	absolute	change	(756.5	m3s-1)	at	Chiang	Saen	for	the	6	°C	scenario,	which	corresponds	with	a	percentage	change	of	27.5%.	The	largest	
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reductions	in	mean	monthly	discharge	at	each	of	the	four	downstream	stations	(in	both	absolute	and	percentage	terms)	occur	in	August	and	September,	the	months	of	peak	flows,	with	decreases	also	occurring	in	one	or	two	months	either	side	of	this,	dependent	 upon	 the	 scenario	 and	 gauging	 station.	 Q5	 therefore	 declines	 (Table	4.13),	but	there	is	no	consistent	pattern	with	prescribed	warming.	Mean	monthly	discharge	 increases	 throughout	 November–May	 at	 all	 four	 gauging	 stations,	although	changes	over	this	period	are	relatively	small.	This	is	reflected	in	increases	in	Q95	for	all	scenarios	for	the	four	stations.	These	increases	are	largely	maintained	by	enhanced	runoff	 in	upstream	parts	of	 the	catchment,	 rather	 than	 increases	 in	local	runoff.			Figure	4.20	shows	percentages	changes	in	mean	annual	discharge	for	four	gauging	stations	resulting	from	the	1–6	°C,	HadCM3	scenarios	as	well	as	those	which	result	when	one	of	 each	of	 the	 three	meteorological	 inputs	 are	modified	 in	 turn	whilst	retaining	baseline	values	for	the	other	two.	It	confirms	the	dominant	influence	of	change	 in	precipitation	over	upstream	parts	of	 the	 catchment	 (e.g.	Chiang	Saen).	Consistent	 increases	 in	 precipitation	 with	 prescribed	 warming	 far	 outweigh	increases	in	PET	and	are	responsible	for	progressive	increases	in	mean	discharge.	Further	downstream,	changes	 in	discharge	due	to	precipitation	alone	are	smaller	and,	in	terms	of	magnitude,	begin	to	approximate	those	due	to	PET	(e.g.	Mukdahan	and	especially	Phnom	Penh).	For	tributaries	in	the	south	of	the	catchment	in	which	discharge	 is	 not	 dominated	 by	 flows	 from	 upstream	 parts	 of	 the	 main	 Mekong,	changes	in	PET	exert	a	much	larger	influence	(e.g.	the	Mun	at	Ubon).	Results	show	that	mean	discharge	is	relatively	insensitive	to	changes	in	temperature	(excluding	its	influence	upon	PET),	especially	in	lower	parts	of	the	catchment.		
4.7.4.3. Comparison	of	MIKE	SHE	results	with	SLURP	and	Mac-PDM.09		Percentage	 changes	 in	 mean	 discharge	 (runoff	 for	 Mac-PDM.09)	 at	 six	 gauging	stations	(three	for	SLURP)	for	each	of	the	1–6	°C,	HadCM3	scenarios,	as	simulated	by	 the	 three	 hydrological	 models,	 are	 shown	 in	 Figure	 4.21.	 Just	 as	 MIKE	 SHE			
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Figure	4.20.	Percentage	change	in	mean	annual	discharge	simulated	by	MIKE	SHE	for	
four	 gauging	 stations,	 resulting	 from	 combined	 and	 individual	 modifications	 to	
precipitation,	PET	and	temperature	for	the	1–6	°C,	HadCM3	climate	scenarios.	(Note	
different	y-axis	scales.)			demonstrates	a	spatially	variable	response	of	river	flow	to	these	scenarios,	the	inter-model	 differences	 in	 the	 discharge	 (runoff)	 climate	 change	 signal	 also	 vary	throughout	 the	 catchment.	 The	 systematic	 increase	 in	 mean	 discharge	 with	magnitude	 of	 warming	 that	 occurs	 from	 Chiang	 Saen	 to	 middle	 parts	 of	 the	catchment	 (Nakhon	 Phanom)	 for	 MIKE	 SHE	 are	 repeated	 for	 Mac-PDM.09	 and	probably	 SLURP,	 although	 results	 are	 limited	 to	 Chiang	 Saen.	 However,	 the	magnitude	 of	 these	 changes	 varies	 between	 hydrological	 models.	 The	 smallest	changes	 are	 associated	with	 SLURP,	 at	 Chiang	 Saen	 ranging	 between	 +1.6%	 and	+19.8%	 for	 the	 1	 °C	 and	 6	 °C	 scenarios,	 respectively.	 On	 average,	 the	 changes	simulated	by	MIKE	SHE	are	45%	higher	 than	those	 for	SLURP,	although	the	very	small	change	 for	 the	1	°C	scenario	 for	SLURP	skews	this	value.	 In	contrast,	much	larger	 increases	 in	mean	 runoff	 are	 simulated	by	Mac-PDM.09	 (range	 for	Chiang	
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Saen:	+21.1%	to	+120.4%).	On	average,	changes	are	5.4	and	8.0	times	as	large	as	those	simulated	by	MIKE	SHE	and	SLURP,	respectively.	The	same	pattern	is	repeated	at	Vientiane	and	Nakhon	Phanom.	The	magnitude	of	increases	in	runoff	declines	in	a	 downstream	 direction	 for	Mac-PDM.09,	 just	 as	 they	 do	 for	MIKE	 SHE	 (from	 a	120.4%	increase	for	the	6	°C	scenario	at	Chiang	Saen	to	48.5%	at	Nakhom	Phanom).		
	
Figure	4.21.	Change	from	baseline	mean	annual	discharge	(runoff	for	Mac-PDM.09)	
for	the	1–6	°C,	HadCM3	climate	change	scenarios	for	six	gauging	stations	within	the	
Mekong	catchment,	as	simulated	by	the	three	hydrological	models.	(Note	different	y-
axis	scales.)		Results	for	Ubon	on	the	Mun	River	demonstrate	that	all	three	hydrological	models	respond	in	a	similar	way	to	the	generally	lower	precipitation	and	consistently	higher	PET	over	this	part	of	the	catchment	as	prescribed	warming	increases	(Figure	4.21).	The	 order	 of	 magnitude	 of	 the	 resulting	 declines	 in	 mean	 discharge	 (runoff)	 is,	
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however,	different	to	the	increases	in	the	upper	Mekong.	MIKE	SHE	produces	the	largest	reductions,	whilst	the	smallest	result	from	Mac-PDM.09,	with	the	exception	of	the	2	°C	scenario	(SLURP	>	MIKE	SHE).	Reductions	simulated	by	MIKE	SHE	are,	on	 average,	 just	 under	 twice	 as	 large	 as	 the	 declines	 from	 Mac-PDM.09.	 The	discharge	 reductions	 for	 SLURP	 are	 between	 those	 of	 these	 two	models	 and	 are	generally	closer	to	those	of	Mac-PDM.09.		Differences	between	the	three	hydrological	models	in	the	magnitude	and	temporal	distribution	of	 flow	changes	 in	 the	upper	and	middle	sections	of	 the	Mekong	are	responsible	for	the	contrasting	responses	of	the	hydrological	models	at	downstream	gauging	 stations	 on	 the	 Mekong	 (Figure	 4.21).	 At	 Pakse,	 whilst	 mean	 discharge	simulated	 by	 MIKE	 SHE	 continues	 to	 increase	 (maximum:	 +2.6%),	 albeit	 not	consistently	with	prescribed	warming,	 results	 for	 SLURP	demonstrate	 a	 variable	response.	Mean	discharge	declines	for	all	but	the	4	°C	scenario	(+4.5%).	However,	the	largest	decline	is	associated	with	the	3	°C	scenario	and	the	smallest	with	the	6	°C	 scenario.	 In	 contrast,	 the	much	 larger	 increases	 in	 runoff	upstream	which	are	simulated	by	Mac-PDM.09	ensure	that	mean	runoff	at	Pakse	continues	to	exhibit	a	consistent	 increase	 with	 prescribed	 warming,	 despite	 reductions	 in	 runoff	 from	downstream	 sub-catchments	 such	 as	 the	 Chi	 and	 Mun.	 The	 magnitude	 of	 the	increases	 in	 mean	 runoff	 does,	 however,	 continue	 to	 decline	 in	 a	 downstream	direction.	 The	 largest	 increase	 (6°C	 scenario)	 is	 21.3%	 compared	 to	 48.5%	 for	Nakhom	 Phanom.	 This	 trend	 continues	 further	 downstream	 so	 that	whilst	Mac-PDM.09	 runoff	 at	 Phnom	 Penh	 increases	 with	 prescribed	 warming,	 the	 largest	increase	is	only	6.0%.	In	contrast,	the	smaller	increases	in	discharge	from	upstream	catchments,	 coupled	 with	 the	 largest	 declines	 in	 discharge	 from	 southern	 sub-catchments,	results	in	the	previously	reported	declines	in	mean	discharge	at	Phnom	Penh	 that	 are	 simulated	 by	 MIKE	 SHE.	 The	 magnitude	 of	 these	 declines	 almost	mirrors	the	increases	simulated	by	Mac-PDM.09.		Mean	monthly	 runoff	 is	 shown	 in	Figure	4.22	 for	 five	 (three	 for	 SLURP)	gauging	stations	 for	 the	 baseline	 and	 each	 1–6	 °C,	HadCM3	 scenario.	 Results	 for	Nakhon	Phanom	are	representative	of	those	for	Vientiane	(not	shown).		
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Figure	4.22.	Mean	monthly	runoff	for	the	1–6	°C,	HadCM3	climate	change	scenarios	
for	five	gauging	stations,	as	simulated	by	the	three	hydrological	models.		
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At	 Chiang	 Saen,	 Mac-PDM.09	 shows	 increased	 runoff	 in	 all	 months	 for	 all	 six	scenarios.	Conversely,	although	MIKE	SHE	simulates	year-round	increases	for	the	3–6	 °C	 scenario,	minor	 reductions	 (up	 to	 4	mm)	 are	 simulated	 for	 between	 1–4	months	 (in	 May–August)	 for	 the	 other	 scenarios.	 In	 addition,	 the	 magnitude	 of	increases	 simulated	 by	 Mac-PDM.09	 between	 June–October	 are	 considerably	greater.	For	example,	whilst	MIKE	SHE	simulates	increases	in	runoff	of	up	to	26	mm	between	 June–October	 for	 the	 6	 °C	 scenario,	Mac-PDM.09	 simulates	 increases	 of	between	28	mm	and	76	mm.	Unlike	MIKE	SHE	and	Mac-PDM.09,	SLURP	projects	reductions	in	runoff	of	up	to	15.7	mm	in	July–September	for	the	1–3	°C	scenarios,	and	in	July–August	for	the	4–6	°C	scenarios.	Simulated	increases	in	September	are	more	similar	in	magnitude	to	MIKE	SHE,	but	are	greater	than	those	of	both	MIKE	SHE	and	Mac-PDM.09	during	April–May.		At	Nakhon	Phanom,	results	for	MIKE	SHE	and	Mac-PDM.09	show	less	agreement.	Both	 models	 show	 increases	 during	 the	 annual	 rise	 and	 recession,	 with	 the	magnitudes	 of	 changes	 generally	 increasing	with	 prescribed	warming.	 However,	whilst	 Mac-PDM.09	 simulates	 consistent	 increases	 in	 runoff	 for	 August	 and	September,	 MIKE	 SHE	 simulates	 reduction	 in	 August	 for	 all	 scenarios	 and	 in	September	as	well	for	the	1–3	°C	scenarios.			Broad	 agreement	 is	 evident	between	MIKE	SHE	and	SLURP	at	Pakse.	Both	 show	reductions	in	August	and	September	for	all	scenarios	and	smaller	changes	through	the	rest	of	the	year.	Increases	in	May–June	are	larger	for	SLURP	(Figure	4.22).	Whilst	Mac-PDM.09	 shows	 comparable	 increases	 in	 May–June	 and	 only	 small	 changes	between	November–April,	unlike	MIKE	SHE	and	SLURP,	 it	 simulates	 increases	 in	August–September	for	the	1–6	°C	scenarios.	October	increases	simulated	by	Mac–PDM.09	 are	 also	 notably	 greater.	 By	 Phnom	 Penh,	 Mac-PDM.09	 also	 simulates	reductions	in	peak	season	(August–September)	runoff,	although	the	magnitude	of	change	 is	 less	 than	 that	 of	 MIKE	 SHE	 and	 enhanced	 runoff	 is	 still	 simulated	 in	October	by	Mac-PDM.09.			Results	 for	Ubon	 for	 the	 three	models	display	 some	similarities.	For	example,	 all	show	increasing	reductions	in	runoff	for	August	and	September	for	most	scenarios.	Whilst	MIKE	 SHE	 and	 SLURP	 also	 suggest	 a	 reduction	 for	 October,	Mac-PDM.09	
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simulates	small	increases	for	October	that	are	replicated	at	gauging	stations	on	the	main	Mekong.		
4.8. Discussion		
4.8.1. MIKE	SHE	model	development	and	performance		The	MIKE	SHE	model	of	the	Mekong	uses	a	combination	of	physically	based	process	descriptions	that	are	spatially	distributed	using	a	10	km	×	10	km	grid,	and	relatively	simple	 conceptual,	 semi-distributed	 approaches	 appropriate	 for	 such	 a	 large	catchment.	This	model	can	therefore	be	considered	quasi-physically	based.	Much	of	the	 data	 employed	 were	 taken	 from	 the	 earlier	 SLURP	model	 of	 the	 catchment	(Kingston	et	al.,	2011)	in	order	to	reduce	input-related	uncertainty,	ensuring	that	differences	in	climate	impact	results	from	the	two	catchment	hydrological	models	can	 largely	 be	 attributed	 to	 model-structure	 related	 uncertainty	 with	 greater	confidence.			Although	the	SLURP	model	was	calibrated	at	only	three	gauging	stations,	the	MIKE	SHE	model	was	calibrated	at	12	stations.	This	allowed	a	more	robust	calibration	and	assessment	 of	 model	 performance	 throughout	 the	 catchment,	 and	 also	 enabled	calibration	and	scenario	assessments	to	be	extended	further	downstream	compared	to	the	SLURP	model.	Model	performance	 for	 the	1961–1990	calibration	period	 is	consistently	classed	as	“excellent”	on	the	main	Mekong	down	to	Kompong	Cham,	according	to	Dv	and	NSE	values	derived	using	monthly	mean	discharges.	Further	downstream	at	Phnom	Penh,	model	performance	is	slightly	weaker,	with	Dv	classed	as	“very	good”.	This	may	be	related	to	the	shorter	calibration	period	employed	at	this	stations	(13	years),	due	to	the	shorter	duration	of	observed	discharge	records.	NSE	is	still	classed	as	“excellent”,	however.	In	contrast,	model	performance	on	the	two	tributaries	that	drain	the	Khorat	plateau,	the	Chi	and	the	Mun,	is	notably	poorer,	with	 NSE	 classed	 as	 “poor”	 and	 “fair”,	 respectively.	 This	 echoes	 the	 poor	performance	of	SLURP	at	Ubon.	Performance	at	ten	stations	for	the	validation	period	is,	again,	generally	classed	as	“very	good”	to	“excellent”	on	the	main	Mekong,	with	weaker	performance	at	the	most	downstream	stations,	but	poor	performance	on	the	Mun	at	Ubon	and	Chi	at	Yasothon.	Overall,	the	performance	of	the	MIKE	SHE	model	
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is	superior	to	that	of	SLURP	and	compares	very	favourably	with	previous	models	of	the	Mekong	(e.g.	Hapuarachchi	et	al.,	2008;	Västilä	et	al.,	2010).		Slightly	reduced	performance	according	to	NSE	for	some	gauging	stations	for	the	validation	period	compared	to	the	calibration	period	may	be	due	to	changes	in	the	catchment	not	represented	within	the	model.	For	example,	a	number	of	dams	have	been	constructed.	The	Manwan	hydropower	dam	on	the	Lancang	was	completed	in	1993	(Wang	et	al.,	2011).	This	could	help	explain	the	slightly	lower	NSE	values	at	Chiang	 Saen	 and	 Luang	 Prabang	 during	 model	 validation.	 Lu	 and	 Siew	 (2006)	examined	the	effects	of	the	Manwan	Dam	from	1992	(year	the	reservoir	was	filled)	to	2000.	They	showed	that	whilst	the	dam	had	some	impacts	on	seasonality	of	flows,	there	was	no	consistent	impact	on	annual	discharges	since	the	hydropower	dams	are	non-consumptive	(apart	from	relatively	small	evaporative	losses).			The	weaker	performance	of	the	MIKE	SHE	model	at	Ubon	and	Yasothon,	particularly	for	the	validation	period,	could	be	related	to	the	precipitation	data	employed,	which,	in	 common	 with	 SLURP,	 were	 derived	 from	 the	 UDel	 0.5°	 ×	 0.5°	 gridded	precipitation	dataset.	However,	as	reported	by	Kingston	et	al.	(2011),	calibration	of	the	SLURP	model	was	initially	attempted	using	data	derived	from	the	CRU	TS	3.0	0.5°	×	0.5°	gridded	precipitation	dataset.	With	this	alternative	dataset	it	was	even	more	difficult	to	obtain	adequate	performance	at	all	the	gauging	stations	that	were	considered.	This	led	to	the	use	of	UDel	precipitation	data,	which	facilitated	improved	model	 performance.	 The	 impact	 on	 scenario	 results	 of	 employing	 CRU	 TS	 3.0	precipitation	and	temperature	data	during	MIKE	SHE	model	calibration,	validation	and	baseline	simulation	is	explored	in	Chapter	5.		Alternatively,	weaker	performance	at	Yasothon	and	Ubon	and	for	some	downstream	gauging	stations	may	be	partly	related	to	land	cover	change.	Considerable	conflict-related	 (and	 post-conflict)	 changes	 in	 land	 cover	 occurred	 during	 the	 1960s	 to	1980s	(Lacombe	et	al.,	2010)	and	in	recent	decades	deforestation	within	the	Mekong	has	 resulted	 from	 rapid	 economic	 development	 (Nobuhiro	 et	 al.,	 2008).	 In	 the	absence	of	time	series	of	vegetation	cover	for	the	historic	period,	land	cover	within	the	 model	 remains	 constant	 through	 the	 calibration	 and	 validation	 periods,	 an	approach	also	adopted	by	Kingston	et	al.	(2011).	Land	cover	change	can,	however,	
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significantly	impact	runoff	by	altering	evapotranspiration	rates	(Brown	et	al.,	2005).	Large-scale	forest	clearance	can	increase	runoff	(Bruijnzeel,	2004),	and	over	parts	of	 the	Mekong	variations	 in	 rainfall–runoff	 relationships	have	been	attributed	 to	land	cover	modifications	(Lacombe	et	al.,	2010).		Using	the	same	data	within	the	MIKE	SHE	model	as	those	employed	in	the	SLURP	model	 inevitably	 resulted	 in	 the	 adoption	 of	 some	 approaches	 that	 may	 have	differed	if	the	new	model	had	been	developed	in	isolation	from	this	earlier	study.	In	particular,	an	alternative	meteorological	input	spatial	distribution	may	have	been	used.	 For	 example,	 in	 the	MIKE	SHE	model	different	 sub-catchments	defined	 the	meteorological	inputs	and	saturated	zone	linear	reservoirs	(the	former	taken	from	SLURP	and	the	 latter	being	 influenced	by	gauging	station	 location	and	catchment	topography).	The	same	spatial	distribution	for	both	might	instead	have	been	used.	This	could	have	advantages	for	the	Lancang,	which	extends	over	a	relatively	large	latitudinal	 range	 and	 has	 a	 wide	 range	 of	 elevations,	 but	 is	 represented	 by	 one	meteorological	 input	sub-catchment	(and	three	saturated	zone	 linear	reservoirs).	Similarly,	 the	 area	 between	 the	 Chiang	 Saen	 and	 Mukdahan	 gauging	 stations	encompasses	 two	 meteorological	 sub-catchments:	 the	 Mekong	 1	 sub-catchment	that	 covers	 a	 large	 area	 and	 the	 relatively	 small	Nam	Ngum	 sub-catchment.	 The	same	stretch	of	 the	Mekong	 is	 represented	by	 four	groundwater	 sub-catchments	whose	areas	are	more	comparable.	Precipitation	and	temperature	lapse	rates	result	in	some	spatial	variation	in	meteorological	inputs	within	some	sub-catchments,	but	the	division	of	the	largest	sub-catchments	into	smaller	units	could	more	properly	account	for	this	variation.	Alternatively,	meteorological	inputs	could	be	distributed	using	the	0.5°	×	0.5°	grid	employed	within	the	datasets	from	which	sub-catchment	average	 inputs	 were	 derived.	 This	 would	 be	 analogous	 to	 changing	 inputs	 from	station-based	 records	 (a	 single	 time	 series	 applied	 to	 a	 relatively	 large	 area)	 to	gridded	 datasets	 and	 would	 enable	 the	 inclusion	 of	 smaller	 scale	 variations	 in	meteorological	 inputs	 under	 both	 baseline	 conditions	 and	 the	 climate	 change	scenarios.	Previous	research	has	demonstrated	that	a	change	such	as	this	(i.e.	in	the	model	 inputs	employed)	commonly	requires	model	recalibration	(e.g.	Mileham	et	
al.,	 2008;	 Xu	 et	 al.,	 2010).	 The	 impact	 on	 scenario	 results	 of	 employing	 the	alternative	 spatial	 distributions	 of	meteorological	 inputs	 described	 above	 is	 also	investigated	in	Chapter	5.	
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4.8.2. Climate	change	impacts	on	river	flow	simulated	by	MIKE	SHE		The	use	of	climate	scenarios	associated	with	a	prescribed	2	 °C	 increase	 in	global	mean	air	temperature	generated	through	rescaling	the	output	from	seven	different	GCMs	 reveals	 that	 there	 is	 great	 disparity	 in	 the	 spatial	 pattern,	 direction	 and	magnitude	of	changes	in	mean	and	intra-annual	discharges	simulated	by	MIKE	SHE	when	using	the	output	of	different	GCMs.	Choice	of	GCM	is	therefore	a	large	source	of	uncertainty	 in	projected	 river	 flow.	Results	 for	 the	different	GCMs	 range	 from	catchment-wide	 increases	 in	 mean	 discharge	 (CCCMA	 and	 NCAR	 GCMs),	 to	decreases	 (CSIRO,	 HadGEM1	 and	 IPSL)	 to	 spatially	 variable	 responses	 in	 the	direction	of	change	(HadCM3	and	MPI).	The	seasonal	pattern	of	changes	also	varies	between	 GCMs.	 Differences	 are	 largely	 driven	 by	 inter-GCM	 differences	 in	projections	 of	 precipitation,	 for	 which	 the	 spatial	 pattern,	 seasonality	 and	magnitude	 of	 change	 shows	 great	 variability	 across	 GCMs.	 Across	 the	 gauging	stations,	 the	 average	 absolute	 inter-GCM	 range	 of	 percentage	 change	 in	 mean	discharge	is	~31%.	This	is	the	average	difference	between	the	maximum	(highest	increase	or	lowest	decrease)	and	minimum	(lowest	increase	or	highest	decrease)	change	at	each	station.	The	equivalent	values	for	changes	in	Q5	and	Q95	are	~27%	and	~37%,	respectively.			With	 the	HadCM3	GCM,	 increases	 in	mean	discharge	are	 simulated	 for	upstream	gauging	 stations	 and	 extend	 to	 Pakse,	 whilst	 decreases	 are	 projected	 for	downstream	gauging	stations	on	the	main	Mekong	and	on	the	two	tributaries	in	the	southwestern	part	of	the	catchment	(the	Chi	and	the	Mun).	This	spatial	pattern	is	evident	 for	 scenarios	 associated	 with	 increases	 in	 global	 mean	 temperature	 of	between	1	°C	and	6	°C,	with	the	magnitude	of	changes	in	either	direction	generally	increasing	 with	 greater	 prescribed	 warming	 except	 in	 central	 parts	 of	 the	catchment.	 Across	 the	 gauging	 stations,	 the	 average	 inter-scenario	 range	 of	percentage	change	in	mean	discharge	is	~11%.	The	equivalent	values	for	changes	in	Q5	and	Q95	are	~13%	and	~23%,	respectively.	These	values	demonstrate	that	the	 magnitude	 of	 uncertainty	 in	 changes	 in	 river	 discharge	 associated	 with	 the	choice	 of	 prescribed	warming	 scenario	 (of	 between	1–6	 °C)	 generated	 using	 the	HadCM3	GCM	is	considerably	less	than	that	associated	with	choice	of	GCM	(out	of	
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seven)	 for	 the	2	 °C	 scenario.	 These	 findings	 reaffirm	 the	 importance	 of	 using	 an	ensemble	of	GCMs	to	assess	potential	climate	change	impacts	on	hydrology.		Changes	to	the	Mekong’s	river	regime	could	have	significant	consequences	for	the	ecological	 functioning	 of	 the	 Mekong,	 and	 therefore	 the	 ecosystem	 services	 it	provides	(e.g.	Dugan	et	al.,	2010;	Grumbine	et	al.,	2012).	The	assessment	of	Mekong	River	flows	has	been	extended	by	Thompson	et	al.	(2014b)1	to	evaluate	associated	uncertainty	in	“environmental	flows”.	This	term	denotes	the	flow	regime	of	a	river	required	 to	 sustain	 the	 freshwater	 ecosystem	 and	 related	 services.	 A	 modified	version	of	the	ecological	risk	due	to	flow	alteration	(ERFA)	screening	method	(Laizé	
et	al.,	2014)	was	applied	to	results	of	the	2	°C,	seven	GCM	scenario	set	from	an	earlier	version	of	the	MIKE	SHE	Mekong	model	(presented	in	Thompson	et	al.,	2013).	This	statistical	technique	is	based	on	the	range	of	variability	(RVA)	approach	(Richter	et	
al.,	1997)	and	compares	the	natural	and	altered	flow	regimes	to	provide	indicators	of	 hydrological	 alteration	 (IHAs).	 The	 results	 reveal	 considerable	 inter-GCM	differences	in	the	risk	of	ecological	change.		
4.8.3. Comparison	of	 climate	 change	 impacts	 between	hydrological	models:	
GCM-	versus	hydrological	model-related	uncertainty		Comparison	of	climate	change	scenario	results	from	MIKE	SHE	with	those	from	an	alternative	 catchment	 hydrological	 model	 (SLURP)	 and	 the	 Mac-PDM.09	 GHM	provides	an	opportunity	to	assess	the	magnitude	of	uncertainty	associated	with	the	use	 of	 alternative	 hydrological	 model	 codes.	 This	 study	 demonstrates	 that,	 in	accordance	with	 other	 investigations	 (e.g.	 Jiang	 et	 al.,	 2007;	 Ludwig	 et	 al.,	 2009;	Poulin	et	al.,	2011),	hydrological	model-related	uncertainty	should	not	be	ignored.	However,	results	suggest	that,	in	general,	climate	model	uncertainty	is	larger	than	that	 associated	 with	 the	 choice	 of	 hydrological	 model.	 Although	 results	 for	 the	different	 GCMs	 demonstrate	 both	 increases	 and	 decreases	 in	 mean	 discharge	(runoff	 for	 Mac-PDM.09),	 the	 direction	 of	 change	 simulated	 by	 each	 of	 the	hydrological	models	for	a	particular	gauging	station	and	scenario	is	predominantly	the	 same	 (differing	 for	 only	 five	 out	 of	 42	 gauging	 station/GCM	 combinations).																																																									1	My	contribution	to	this	paper	was	the	development	of	the	MIKE	SHE	model	of	the	Mekong	which	provided	the	discharge	projections	to	which	the	ERFA	method	was	applied.	I	contributed	some	of	the	text,	a	table	summarising	the	MIKE	SHE	model	and	general	editing.	
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Where	the	direction	of	the	mean	river	flow	climate	change	signal	differs	between	hydrological	models,	the	magnitude	of	change	is	relatively	small.	Where	increases	occur,	 the	 largest	 changes	 are	 consistently	 associated	 with	Mac-PDM.09.	 This	 is	most	evident	at	upstream	gauging	stations.	The	HadCM3	GCM,	in	particular,	results	in	much	larger	changes	for	the	GHM	compared	to	the	two	catchment	models.			Despite	these	differences,	there	are	similarities	in	the	distribution	of	runoff	changes	through	the	year	simulated	by	the	three	hydrological	models	for	each	of	the	seven	GCM	scenarios.	Many	of	the	changes	in	these	distributions	simulated	by	MIKE	SHE	for	the	climate	change	scenarios	are	replicated	by	Mac-PDM.09.	Similarities	in	the	seasonal	flow	changes	from	the	SLURP	model	and	both	MIKE	SHE	and	Mac-PDM.09	are	 also	 evident.	 In	 particular,	 common	 features	 occur	 in	 the	 results	 for	 lower	gauging	stations,	where	the	influence	of	the	earlier	rise	in	the	annual	hydrograph	in	the	far	north	that	is	simulated	by	SLURP,	but	less	so	by	MIKE	SHE	and	Mac-PDM.09,	has	diminished.			Quantification	 of	 the	 relative	 uncertainty	 associated	 with	 choice	 of	 GCM	 and	hydrological	model	 can	 be	 provided	 using	 the	 approach	 of	 Gosling	 et	 al.	 (2011),	which	involves	calculating	the	absolute	differences	in	projected	percentage	change	in	mean	discharge	between	the	different	GCMs	and	hydrological	models.	For	 five	gauging	stations,	Table	4.14	summarises	the	inter-GCM	range	in	percentage	change	in	mean	discharge	from	each	of	the	hydrological	models,	as	well	as	the	maximum	inter-hydrological	 range	 for	 any	 GCM	 for	 each	 of	 the	 three	model	 pairings.	 The	greatest	absolute	differences	in	the	mean	annual	discharge	(runoff)	climate	change	signal	between	any	two	GCMs	for	the	2	°C	scenarios	for	Pakse	as	simulated	by	MIKE	SHE,	 SLURP	 and	 Mac-PDM.09	 are	 28.1%,	 24.3%	 and	 31.6%,	 respectively.	 In	comparison,	the	largest	absolute	MIKE	SHE–SLURP	difference	in	the	climate	change	signal	for	this	station	for	any	GCM	is	3.6%.	The	corresponding	figures	for	MIKE	SHE–Mac-PDM.09	 and	 SLURP–Mac-PDM.09	 comparisons	 are	 8.1%	 and	 10.0%,	respectively.	This	suggests	 that	 the	maximum	GCM-related	uncertainty	 is	around	three	times	larger	than	that	associated	with	choice	of	hydrological	model.	However,	if	Mac-PDM.09	is	excluded	from	the	analysis,	the	maximum	GCM-related	uncertainty	at	this	station	is	more	than	six	times	larger	than	the	maximum	inter-hydrological	model	uncertainty.	
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Table	4.14.	Summary	of	inter-GCM	and	inter-hydrological	model	related	uncertainty	
in	projected	percentage	change	in	mean	discharge	for	the	2	°C,	seven	GCM	scenarios.	
Top:	 absolute	 inter-GCM	 range	 of	 simulated	 percentage	 for	 each	 of	 the	 three	
hydrological	 models	 at	 five	 stations.	 Bottom:	 Maximum	 inter-hydrological	 model	
range	for	any	GCM,	for	each	of	the	three	model	pairings.	The	average	column	is	the	
average	taken	across	the	stations	in	the	respective	row.	
Results	from	the	three	hydrological	models,	for	the	2	°C	prescribed	warming	scenario,	
from	seven	GCMs	Units:	%	 Chiang	Saen	(a)	 Vientiane	(d)	 Pakse		(f)	 Phnom	Penh		(j)	 Ubon		(l)	 Average	Inter-GCM	range	of	change	in	mean	Q:	
MIKE	SHE	 32.5	 33.6	 28.1	 22.5	 37.6	 30.9	SLURP	 18.8	 -	 24.3	 -	 23.0	 22.0	Mac-PDM.09	 68.2	 52.2	 31.6	 27.1	 33.9	 42.6	Max.	inter-hydrological	model	range	for	a	single	GCM:	
M.SHE–SLURP	 11.8	 -	 3.6	 -	 7.9	 7.8	M.SHE–Mac	 35.7	 23.7	 8.1	 5.7	 7.3	 16.1	SLURP–Mac	 38.6	 -	 10.0	 -	 10.9	 19.8			The	analysis	of	Gosling	et	al.	(2011)	was	limited	to	Pakse,	the	furthest	downstream	gauging	 station	 simulated	 by	 SLURP.	 By	 extending	 the	 inter-hydrological	 model	analysis	to	other	stations,	it	is	possible	to	identify	spatial	differences	in	the	relative	uncertainty	due	to	choice	of	GCM	and	hydrological	model.	For	downstream	gauging	stations	 (Phnom	Penh	and	Ubon),	 the	 absolute	differences	 in	 the	 climate	 change	signal	 for	 the	different	hydrological	models	 for	 any	GCM	are	 similar	 to	 those	 for	Pakse.	 Further	 upstream,	 however,	 differences	 between	 results	 for	 the	 two	catchment	models	and	Mac-PDM.09	are	larger.	At	Chiang	Saen,	the	largest	absolute	MIKE	SHE–SLURP	difference	in	the	climate	change	signal	for	any	GCM	is	11.8%.	The	corresponding	 figures	 for	 comparisons	 between	 MIKE	 SHE–Mac-PDM.09	 and	SLURP–Mac-PDM.09	 are	 35.7%	 and	 38.6%.	 These	 are	 larger	 than	 the	 absolute	differences	in	climate	change	signal	between	any	two	GCMs	simulated	by	MIKE	SHE	and	SLURP	 (32.5%	and	18.8%,	 respectively),	 but	 less	 than	 the	 largest	 inter-GCM	range	for	Mac-PDM.09	(68.2%).	Inter-hydrological	model	range	in	climate	change	signal	when	comparing	catchment	and	global	models	 is	therefore	sometimes	of	a	similar	 or	 even	 larger	magnitude	 than	 that	 associated	with	 different	 GCMs.	 This	result	is	predominantly	due	to	the	large	increases	in	mean	runoff	simulated	by	Mac-PDM.09	for	three	scenarios,	and	in	particular	HadCM3.	Excluding	this	GCM	from	the	inter-hydrological	 model	 comparisons	 lowers	 the	 largest	 absolute	 difference	 in	
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mean	discharge	climate	change	signal	for	any	GCM	to	11.1%	and	13.6%	for	MIKE	SHE–Mac-PDM.09	and	SLURP–Mac-PDM.09,	respectively.	Exclusion	of	HadCM3	also	lowers	the	inter-GCM	range	of	change	for	Mac-PDM.09	to	43.3%.	As	noted	above,	the	 direction	 of	 change	 for	 each	 GCM	 is,	 in	 most	 cases,	 the	 same	 for	 the	 three	hydrological	 models.	 On	 average	 (across	 the	 gauging	 stations),	 GCM-related	uncertainty	for	percentage	change	in	mean	discharge	is	more	than	five	times	greater	than	inter-hydrological	model	uncertainty.		Differences	 between	 results	 of	 Mac-PDM.09	 and	 the	 two	 catchment	 models	 are	especially	evident	for	the	1–6	°C,	HadCM3	GCM	scenarios	and	has	implications	for	direction	 of	 change	 in	 mean	 runoff.	 Both	 MIKE	 SHE	 and	 Mac-PDM.09	 simulate	increases	 in	mean	discharge/runoff	at	upstream	gauging	stations	(with	 increases	also	 predicted	 by	 SLURP	 at	 Chiang	 Saen).	 Towards	 the	 downstream	 end	 of	 the	catchment,	 the	 two	 models	 display	 the	 opposite	 direction	 of	 change,	 with	 the	magnitudes	 almost	 mirroring	 one	 another	 (small	 increases	 for	 Mac-PDM.09,	declines	of	equal	magnitude	for	MIKE	SHE).	The	much	 larger	upstream	increases	simulated	 by	 Mac-PDM.09	 effectively	 drown	 out	 the	 influence	 of	 declining	contributions	 from	 tributaries	 in	 the	 southern	 part	 of	 the	 catchment	 that	 are	common	 to	 all	 three	 hydrological	 models.	 As	 such,	 differences	 between	 the	downstream	results	 for	the	two	catchment	hydrological	models	and	Mac-PDM.09	for	 HadCM3	 are	 a	 result	 of	 the	 spatially	 variable	 changes	 in	 projected	 climate:	relatively	large	(compared	to	other	GCMs)	upstream	increases	in	precipitation	and	progressively	 larger	reductions	in	precipitation	in	a	downstream	direction.	 Inter-hydrological	model	differences	in	the	temporal	pattern	of	monthly	runoff	changes	are	also	notable	for	the	1–6	°C,	HadCM3	GCM	scenarios.	Whilst	both	MIKE	SHE	and	Mac-PDM.09	display	increases	in	peak	monthly	runoff	(as	well	as	through	most	of	the	 year)	 at	 Chiang	 Saen,	 MIKE	 SHE	 displays	 reductions	 in	 peak	 flows	 at	 and	downstream	of	Nakhon	Phanom.	This	pattern	is	also	exhibited	by	SLURP	at	Pakse.	In	contrast,	Mac-PDM.09	only	simulates	reductions	in	peak	flows	at	Phnom	Penh,	the	most	downstream	gauging	station.	Similar	to	changes	in	mean	runoff,	this	is	a	result	 of	 the	 much	 larger	 increases	 in	 peak	 runoff	 simulated	 by	 Mac-PDM.09	upstream.	 This	 counteracts	 the	 effect	 of	 reductions	 in	 precipitation	 during	 the	height	of	the	wet	season	over	much	of	the	Lower	Mekong	Basin.		
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In	contrast	to	the	HadCM3	scenarios,	differences	in	the	spatial	and	seasonal	pattern	of	 changes	 between	 the	 catchment	 models	 and	 the	 GHM	 are	 smaller	 where	 a	predominantly	 uniform	 change	 in	 climate	 is	 projected	 by	 a	 GCM	 (increasing	precipitation	 across	 the	 catchment:	 e.g.	 CCCMA,	 MPI	 and	 NCAR;	 declining	precipitation	over	all,	or	most,	sub-catchments:	e.g.	CSIRO,	ISPL).	Results	from	this	study	suggest	that	although	the	GHM	may	provide	a	useful	tool	in	assessing	likely	changes	 in	 runoff	 at	 the	 individual	 catchment	 scale,	 care	 should	 be	 taken	 in	situations	 such	 as	 those	 presented	 by	 the	 HacCM3	 scenarios	 where	 spatially	variable	 climate	 change	 signals	 are	 projected	 for	 a	 catchment.	 Differences	 in	modelled	hydrological	response	from	linear	changes	in	monthly	climate	introduce	uncertainty	into	the	identification	of	thresholds	for	‘‘dangerous	climate	change’’.			Although	a	precise	identification	of	the	reasons	for	the	differences	in	climate	change	signals	 from	 the	 three	 hydrological	 models	 is	 difficult	 due	 to	 their	 inherently	different	 structures	 and	 process	 representations	 (Table	 4.6),	 it	 is	 possible	 to	highlight	 some	 factors	 that	 may	 influence	 the	 different	 responses	 of	 simulated	discharge/runoff.	 For	 example,	 the	 previously	 noted	 greater	 amplitude	 of	 the	annual	runoff	cycle	simulated	by	Mac-PDM.09	 for	 the	baseline	and	each	scenario	when	compared	to	results	from	MIKE	SHE	(and,	where	available,	SLURP)	is	probably	partly	 due	 to	 the	 absence	 of	 routing	 of	 runoff	 between	 cells	within	Mac-PDM.09	(Gosling	and	Arnell,	2011).	Consequently,	runoff	generated	in	the	far	north	of	the	catchment	is	included	within	the	total	runoff	for	that	month	at	a	gauging	station	that	may	be	hundreds	or	thousands	of	kilometres	downstream.	In	addition,	the	absence	of	a	catchment-specific	calibration	of	Mac-PDM.09	will	most	 likely	have	impacted	results.		Other	differences	may	result	from	the	spatial	resolution	and	distribution	of	process	computation.	For	example,	 the	MIKE	SHE	model	undertakes	process	calculations,	with	 the	 exception	 of	 the	 saturated	 zone	 (for	 which	 the	 linear	 reservoirs	 are	employed),	for	all	cells	within	the	10	km	×	10	km	computational	grid.	The	spatial	distribution	of	catchment	characteristics	at	this	scale	is	therefore	represented,	and	there	 is	 the	 potential	 for	 exchange	 between	 grid	 cells	 though	 processes	 such	 as	overland	 flow.	 Similarly,	 water	 balance	 calculations	 within	 Mac-PDM.09	 are	undertaken	for	each	0.5°	×	0.5°	cell	although,	as	described	above,	each	cell	is	treated	
	 247	
as	an	independent	catchment	and	there	is	no	exchange	between	neighbouring	cells.	SLURP,	 in	 contrast,	 evaluates	 vertical	 balances	 for	 a	 relatively	 small	 number	 of	elements,	with	results	being	aggregated	at	the	sub-catchment	scale.			Linked	 to	 the	 approach	 used	 to	 distribute	 process	 calculations	 and	 catchment	characteristics	 is	 the	distribution	of	meteorological	 inputs.	MIKE	SHE	and	SLURP	employed	 the	 same	 sub-catchments	 to	 define	 the	 distribution	 of	 meteorological	inputs	 (albeit	 with	 spatial	 variation	 in	 both	 models	 being	 induced	 through	 the	inclusion	of	lapse	rates),	whereas	Mac-PDM.09	employed	the	0.5°	×	0.5°	grid	used	within	the	gridded	meteorological	datasets.	As	discussed	above,	the	latter	is	more	likely	to	represent	true	spatial	variability	over	the	catchment,	especially	for	large	sub-catchments	such	as	the	Lancang.	The	application	of	alternative	approaches	to	distribute	meteorological	inputs	is	investigated	in	Chapter	5.			A	 potential	 cause	 of	 Mac-PDM.09	 simulating	 larger	 increases	 in	 mean	 runoff	 at	upstream	gauging	stations	for	the	HadCM3	1–6	°C	scenarios,	as	well	as	for	the	2	°C	scenarios	for	other	GCMs	for	which	such	increases	occur,	may	be	related	to	the	PET	methods	employed	by	the	three	hydrological	models.	Mac-PDM.09,	which	was	not	specifically	 calibrated	 for	 the	 Mekong,	 uses	 Penman–Monteith	 PET.	 In	 contrast,	Kingston	et	al.	(2011)	selected	Linacre	PET	for	the	SLURP	model	and	so	this	method	was	employed	in	the	MIKE	SHE	model	developed	herein.	Linacre	PET	was	used	in	SLURP	 following	unsuccessful	 calibration	 attempts	 using	Penman–Monteith	 PET.	The	 use	 of	 the	 latter	 PET	 method	 resulted	 in	 significant	 over-estimation	 of	discharge.	Evaluation	of	mean	annual	Penman–Monteith	PET	using	the	CRU	TS	3.0	dataset	 for	 meteorological	 input	 sub-catchments	 1–11	 shows	 that	 on	 average	baseline	 Penman–Monteith	 PET	 is	 69.4%	 of	 Linacre	 PET.	 The	mean	 increase	 in	annual	Linacre	PET	for	the	2	°C	HadCM3	scenario	for	these	sub-catchments	is	14.0%	compared	 to	 8.4%	 for	 Penman–Monteith.	 This	 pattern	 is	 repeated	 for	 the	 other	scenarios.	Therefore,	although	Mac-PDM.09	is	responding	to	the	same	changes	in	precipitation,	 PET	 scenario	 increases	 are	 smaller.	 It	 is	 likely	 that	 this	 results	 in	larger	 increases	 in	 mean	 Mac-PDM.09	 runoff	 for	 those	 scenarios	 in	 which	precipitation	increases.	Alternative	MIKE	SHE	models	of	the	Mekong	using	different	PET	methods	are	developed	and	used	in	Chapter	5	to	evaluate	this	additional	source	of	uncertainty	in	climate	change	projections	of	Mekong	River	discharge.	
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	Other	 factors	that	may	contribute	to	the	greater	 increases	 in	runoff	simulated	by	Mac-PDM.09	could	relate	to	omissions	from	the	model	that	are	identified	by	Gosling	and	Arnell	(2011).	For	example,	as	with	other	GHMs,	Mac-PDM.09	does	not	simulate	evaporation	of	water	 from	overland	flow	that	 infiltrates	downslope	and	does	not	account	 for	 evaporation	 from	ponded	water/depressions.	 The	 fact	 that	 the	most	exaggerated	 discharge	 increases	 occur	 at	 the	 most	 upstream	 gauging	 station	(Chiang	 Saen)	 could	 indicate	 that	 they	 partly	 relate	 to	 the	 simulation	 of	 snow	accumulation/melting,	 or	 the	 partitioning	 of	 snowmelt	 into	 runoff	 or	evapotranspiration.	 Differences	 between	 MIKE	 SHE	 and	 SLURP	 in	 the	 seasonal	pattern	of	discharge	changes	are	also	greatest	at	Chiang	Saen,	again	indicating	that	this	may	relate	to	the	simulation	of	snow	accumulation	and	melting.		Overall,	 this	part	of	 the	 thesis	has	demonstrated	 that	GCM-related	uncertainty	 in	climate	change	projections	for	the	Mekong	is	predominantly	larger	than	that	related	to	 the	 use	 of	 three	 alternative	 hydrological	 models.	 The	 latter,	 however,	 is	 not	negligible,	and	in	some	cases	hydrological	model	related-uncertainty	is	of	a	similar	magnitude	to	GCM-related	uncertainty.			
4.9. Summary		In	this	chapter,	a	MIKE	SHE	model	of	the	Mekong	has	been	developed	using,	where	appropriate,	the	same	data	as	the	earlier	SLURP	model	of	the	catchment.	This	model	was	subsequently	employed	for	climate	change	simulation	using	the	same	scenarios	as	 those	employed	 in	 a	previous	 investigation	 featuring	 the	SLURP	model.	 Inter-GCM	uncertainty	was	explored	using	of	a	set	of	climate	scenarios	based	on	a	2	°C	increase	 in	 global	 mean	 temperature	 as	 simulated	 by	 seven	 GCMs.	 Prescribed	warming	uncertainty	was	investigated	using	a	scenario	set	based	on	increases	of	1–6	°C	for	a	single	GCM.	Inter-hydrological	model	uncertainty	was	assessed	through	comparison	 of	 river	 flow	projections	 simulated	 for	 the	 same	 two	 sets	 of	 climate	change	scenarios	by	MIKE	SHE,	SLURP	and	Mac.PDM.09.			Overall,	GCM	structure	was	found	to	be	the	dominant	source	of	uncertainty	with	a	prevailing	 influence	 on	 the	 direction,	 magnitude	 and	 spatial	 pattern	 of	 changes	
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simulated.	 However,	 results	 demonstrate	 that	 hydrological	 model-related	uncertainty	should	not	be	ignored.	Although	the	direction	of	change	in	mean	runoff	for	 any	 GCM	 from	 the	 2	 °C	 scenario	 set	 is	 predominantly	 the	 same	 across	 the	hydrological	models,	choice	of	hydrological	model	can	have	a	considerable	impact	upon	 the	 magnitude	 of	 simulated	 changes.	 Furthermore,	 choice	 of	 hydrological	model	 can	 affect	 the	 seasonality	 of	 projected	 changes.	 Results	 of	 the	 prescribed	warming	scenarios	demonstrate	 that	spatial	differences	and	different	patterns	of	changes	in	climate	variables	through	the	year	can	result	in	non-linear	patterns	of	change	in	discharge	with	the	magnitude	of	climate	forcing.	The	magnitude	of	inter-hydrological	model	differences,	and	hence	uncertainty,	generally	increased	with	the	magnitude	of	climate	forcing.		GHMs	such	as	Mac-PDM.09	are	a	useful	tool	for	assessing	impacts	of	climate	change	on	 runoff	 at	 the	global	 to	 regional	 scale	 (e.g.	Hagemann	 et	al.,	 2013;	Gosling	and	Arnell,	2016).	They	can	also	be	applied	at	the	catchment	scale,	as	demonstrated	here	and,	 may	 be	 particularly	 useful	 for	 quantifying	 climate	 model	 uncertainty	 in	situations	 where	 a	 catchment	 model	 is	 not	 available	 and	 time	 or	 resources	 are	inadequate	 to	develop	 such	a	model.	However,	 in	 the	 case	of	 the	Mekong,	 larger	increases	in	upstream	runoff	for	Mac-PDM.09	have	implications	for	the	direction	of	change	further	downstream,	especially	for	scenarios	(in	particular	HadCM3)	where	the	 nature	 of	 projected	 changes	 in	 climate	 varies	 across	 the	 catchment.	 This	indicates	that	care	should	be	taken	in	some	circumstances	such	as	the	application	of	the	 model	 to	 individual	 sub-catchments	 with	 large	 distinct	 spatial	 variations	 in	baseline	or	projected	future	climate.	Moreover,	the	application	of	any	GHM	to	the	sub-catchment	 scale	 should	 be	 approached	 carefully,	 since	 these	 models	 are	inherently	intended	for	application	across	larger	spatial	domains	and	tend	not	to	be	calibrated	for	specific	catchments.			In	the	next	chapter,	alternative	MIKE	SHE	models	of	the	Mekong	are	developed	from	the	model	described	in	this	chapter,	in	order	to	investigate	sources	of	uncertainty	in	hydrological	climate	change	projections	associated	with:	i)	choice	of	PET	method,	ii)	spatial	distribution	of	meteorological	inputs	and	iii)	use	of	alternative	precipitation	data	during	model	calibration/validation	and	baseline	simulation.		
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Chapter	5 	
	
Uncertainty	associated	with	meteorological	inputs	
5.1. Introduction		This	 chapter	 explores	 several	 sources	 of	 uncertainty	 in	 hydrological	 projections	under	climate	change	associated	with	the	meteorological	inputs	used	to	drive	the	hydrological	model.	The	first	source	of	uncertainty	that	is	investigated	is	the	choice	of	PET	method	(Section	5.2).	The	second	source	of	uncertainty	 is	 that	associated	with	the	spatial	distribution	of	meteorological	inputs	within	the	hydrological	model	(Section	5.3).	The	third	source	of	uncertainty	considered	in	this	chapter	is	the	use	of	different	precipitation	data	during	hydrological	model	 calibration,	validation	and	baseline	simulation	(and	which	is	also	perturbed	for	climate	scenario	simulations;	Section	5.4).	All	three	sources	of	meteorological	input	uncertainty	are	investigated	using	the	2	°C,	seven	GCM	climate	scenario	set	employed	in	the	previous	chapter.	Use	of	this	consistent	scenario	set	enables	an	assessment	of	the	relative	magnitude	and	nature	of	these	different	meteorological	input-related	sources	of	uncertainty,	as	well	as	GCM-related	uncertainty	and	 inter-hydrological	model	uncertainty,	which	were	investigated	in	Chapter	4.		
5.2. An	assessment	of	PET	method-related	uncertainty		In	order	to	assess	the	nature	and	magnitude	of	uncertainty	in	discharge	projections	under	climate	change	associated	with	the	use	of	alternative	PET	methods,	the	MIKE	SHE	model	developed	in	the	previous	chapter	was	recalibrated	for	five	additional	PET	methods.	Section	5.2.1	details	the	PET	methods	employed,	whilst	Section	5.2.2	describes	 the	model	 calibration/validation	 procedure.	 The	 generation	 of	 climate	scenario	data	for	each	of	the	models	is	described	in	Section	5.2.3.	Finally,	Section	5.2.4	presents	the	results	of	this	uncertainty	impact	assessment.	Some	of	the	work	undertaken	for	this	section	was	incorporated	in	Thompson	et	al.	(2014a).1	However,	consistent	with	the	MIKE	SHE	model	developed	in	the	previous	chapter,	the	models	
																																																								1	My	contribution	to	this	paper	was	the	recalibration	of	three	MIKE	SHE	models	for	alternative	PET	methods.	I	undertook	~45%	of	the	analysis	and	contributed	~45%	of	the	text.	
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have	 subsequently	 been	 revised,	 and	 the	modelling	 results	 therefore	 differ	 from	those	presented	in	the	paper,	although	they	are	very	similar.	A	more	comprehensive	analysis	is	provided	herein.		
5.2.1. Alternative	PET	methods	–	model	development		In	addition	to	the	temperature-based	Linacre	(LN)	PET	(Dent	et	al.,	1988;	Schulze,	1989),	 five	 alternative	 methods	 were	 employed	 to	 calculate	 PET.	 These	 were	selected	to	represent	a	sample	of	the	methods	commonly	used	within	hydrological	models	 and	 reflect	 varying	 data	 requirements.	 Table	 2.6	 summarises	 the	 data	requirements	of	 each	method	and	also	provides	 the	equation	and	corresponding	reference	used	 for	each	PET	method.1	Blaney–Criddle	 (BC)	and	Hamon	 (HM)	are	both	based	on	temperature	and	day-length,	with	the	latter	being	employed	within	the	WBM	global	hydrological	model	(Vörösmarty	et	al.,	1998).	Hargreaves–Samani	(HS)	uses	mean,	minimum	and	maximum	temperature	and	extra-terrestrial	solar	radiation,	which	can	be	calculated	based	on	latitude	rather	than	requiring	observed	data.	 HS	 PET	 is	 often	 used	 in	 situations	where	 data	 are	 insufficient	 to	 calculate	Penman	 or	 Penman–Monteith	 (Allen	 et	 al.,	 1998).	 These	 last	 two	 methods	incorporate	 the	 meteorological	 variables	 that	 control	 evapotranspiration	 (net	radiation,	 temperature,	wind	 speed	 and	 vapour	 pressure)	 and	 are	 used	 in	many	hydrological	 models	 including	 the	Mac-PDM	 global	 model	 (Arnell,	 1999).	 In	 the	absence	of	detailed	land	cover	information	required	to	calculate	crop	reference	ET	according	 to	 the	 FAO-56	 Penman–Monteith	 equation	 (Allen	 et	 al.,	 1998),	 the	Penman	(1948)	PET	(PN)	method	was	used.	Finally,	Priestley–Taylor	(PT)	provides	a	simplification	of	the	Penman/Penman–Monteith	method	based	on	net-radiation	and	temperature	and	 is	used	 in	the	WaterGAP	hydrological	model	(Alcamo	et	al.,	2007).		Data	for	each	PET	method	for	the	calibration/validation	period	(1961–1998)	were	derived	from	the	CRU	TS	3.0	dataset	with	the	exceptions	of	cloud	cover,	for	which	CRU	TS	2.1	was	used	and	wind	speed,	for	which	climatological	values	were	used	(as	done	so	by	Kingston	et	al.,	2009),	since	wind	speed	data	are	not	available	within	the	CRU	dataset.	As	with	Linacre	PET	(Section	4.2.6.2),	monthly	PET	data	were	derived																																																									1	Sub-catchment	averaged	PET	data	for	the	Mekong	were	generated	by	Dr	Daniel	Kingston.	
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for	 each	 SLURP	meteorological	 input	 sub-catchment	 and	 then	 evenly	 distributed	through	each	month	to	provide	daily	data.			Using	the	MIKE	SHE	model	of	the	Mekong	that	employed	LN	PET	as	a	base	model,	time	 series	 of	 PET	 from	 each	method	were	 specified	within	 separate	MIKE	 SHE	models	 so	 that,	 including	 the	 original	model	 employing	LN	PET,	 six	 hydrological	models	were	defined.	The	other	baseline	meteorological	inputs	(precipitation	and	temperature)	were	 not	 changed	 from	 those	 employed	 in	 the	 LN	 PET	MIKE	 SHE	model	which	formed	the	basis	of	the	research	described	in	Chapter	4.		
5.2.2. Model	calibration	and	validation		The	same	calibration/validation	procedures	as	described	in	Section	4.4	for	the	LN	MIKE	 SHE	 model	 were	 employed	 for	 each	 of	 the	 additional	 models,	 with	 the	exception	 that	 only	 manual	 parameter	 optimisation	 was	 employed.	 Automatic	calibration	was	not	undertaken	prior	to	manual	calibration,	since	it	was	found	for	the	 LN	model	 that	 automatic	 calibration	was	unable	 to	 achieve	 as	 good	 a	model	performance	 as	manual	 calibration.	 The	 same	 gauging	 stations	 and	performance	measures	were	employed.	Likewise,	calibration	of	each	model	was	undertaken	in	a	downstream	sequence,	with	observed	and	simulated	discharge	being	aggregated	to	monthly	mean	flow	for	the	calculation	of	NSE	and	r,	due	to	the	disconnect	between	daily	meteorological	 inputs	derived	 from	monthly	 totals	 (mean	 for	 temperature)	using	 the	Mac-PDM	weather	generator	 and	observed	daily	discharge.	The	aim	of	calibration	was	to	achieve	equally	good	performance	for	each	model.			The	 calibration	 parameters	 were	 the	 time	 constants	 of	 the	 saturated	 zone’s	baseflow	 reservoirs,	 and	 in	 sub-catchments	 with	 large	 elevation	 ranges,	 the	precipitation	 lapse	 rate.	 As	 with	 the	 LN	 MIKE	 SHE	 model,	 it	 was	 necessary	 to	incorporate	 a	 dead	 storage	 proportion	 for	 the	 baseflow	 reservoirs	 in	 a	 limited	number	 of	 sub-catchments	 (discussed	 below).	 The	 interflow	 reservoir	 time	constants	 were	 kept	 the	 same	 as	 in	 the	 LN	 model,	 since	 this	 permitted	 the	achievement	 of	 satisfactory	model	 performance.	 The	 same	degree-day	 snowmelt	coefficient	(1.75	mm/°C/day)	and	temperature	lapse	rate	over	the	Lancang	(-0.51	°C/100	m)	employed	in	the	LN	model	were	used	in	the	five	other	models.	
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Separate	calibration	of	each	of	the	six	MIKE	SHE	models	is	a	noteworthy	aspect	of	this	investigation.	As	discussed	in	Section	2.6.6.1,	previous	studies	of	uncertainty	in	climate	change	impacts	on	discharge	associated	with	PET	method	have	avoided	the	issue	 of	 different	 baseline	 PET	 values	 affecting	 model	 performance	 and	parameterisation	by	developing	a	baseline	hydrological	model	 calibrated	using	a	single	PET	method.	The	model	may	subsequently	be	forced	using	PET	data	derived	through	 perturbation	 of	 the	 baseline	 PET	 using	 delta	 factors	 obtained	 using	different	PET	methods	 (e.g.	Kay	and	Davies,	 2008).	Other	 studies	 (e.g.	Bae	 et	 al.,	2011)	have	optimized	their	baseline	hydrological	model	to	a	single	PET	method	and	then	 implemented	 different	 PET	 methods	 without	 further	 optimization.	 Both	methods	necessitate	the	selection	of	a	particular	PET	method	for	the	baseline,	with	choice	of	 that	method	over	another	representing	a	 further	source	of	uncertainty.		Although	 this	 has	 the	 advantage	 of	 meaning	 that	 baseline-scenario	 changes	 in	discharge	can	not	be	influenced	by	differences	in	parameter	values,	it	means	that	a	non-optimal	 hydrological	 model	 is	 used	 for	 all	 but	 one	 of	 the	 PET	 methods	investigated.	Furthermore,	this	approach,	termed	a	static	input-related	sensitivity	approach	by	Andréassian	 et	al.	 (2004),	 involves	 the	 implicit	 assumption	 that	 the	calibration	 parameter	 values	 obtained	 using	 a	 single	 PET	method	 are	 the	 ‘true’	catchment-specific	values.	Conversely,	the	dynamic	sensitivity	approach	employed	here	explicitly	acknowledges	that	calibrated	parameter	values	are	dependent	upon	choice	 of	 baseline	 PET	 data.	 This	 approach	 has	 been	 less	 commonly	 employed,	although	there	are	exceptions	(e.g.	Remesan	and	Holman,	2015).		
5.2.3. Simulation	of	climate	change		For	 climate	 scenario	 simulation,	 the	 sub-catchment	 averaged	 precipitation	 and	temperature	 data	 generated	 for	 the	 2	 °C,	 seven	 GCM	 scenarios	 described	 in	 the	previous	 chapter	 were	 again	 employed	 in	 the	 six	 MIKE	 SHE	 models	 employing	alternative	 PET	 data.	 Scenario	 PET	 datasets	 for	 the	 five	 new	 methods	 were	generated	using	the	same	technique	as	previously	employed	for	LN	PET,	using	the	method-specific	 meteorological	 variables	 derived	 using	 the	 ClimGen	 spatial	scenario	generator.	As	for	the	baseline	period,	PET	data	were	spatially	averaged	at	the	meteorological	input	sub-catchment	scale	and	evenly	distributed	on	a	daily	basis	through	each	month.	Scenario	PET	was	subsequently	specified	within	the	MIKE	SHE	
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models	calibrated	using	the	respective	PET	method.	In	this	way	a	total	of	42	scenario	model	runs	were	simulated	(seven	GCMs	for	each	of	the	six	hydrological	models).		
5.2.4. Results		This	section	presents	the	results	of	the	investigation	into	the	implications	of	using	alternative	PET	methods	 for	discharge	projections	 for	 the	Mekong	River.	 Section	5.2.4.1	 presents	 sub-catchment	 average	 baseline	 PET	 for	 the	Mekong	 catchment	produced	using	the	six	alternative	PET	methods.	Calibration	and	validation	results	of	the	six	MIKE	SHE	models	each	employing	a	different	PET	method	are	provided	in	Sections	5.2.4.2	and	5.2.4.3,	respectively.	In	Section	5.2.4.4	the	scenario	climate	data	are	presented.	Finally,	in	Section	5.2.4.5,	the	climate	change	discharge	projections	of	the	six	MIKE	SHE	models	are	presented	for	comparison.		
5.2.4.1. Baseline	PET		Mean	annual	PET	 for	 the	1961–1990	baseline	period	 for	 the	 six	PET	methods	 is	shown	 for	 eight	 representative	 sub-catchments	 in	 Table	 5.1	 and	 for	 11	 sub-catchments	in	Figure	5.1.	The	relative	magnitude	of	PET	from	the	different	methods	follows	a	general,	but	not	wholly	consistent,	pattern	in	each	sub-catchment.	PT	PET	is	the	 lowest	 in	all	sub-catchments	except	the	Lancang,	 for	which	it	 is	the	second	lowest	(and	HM	the	lowest).	In	upstream	sub-catchments	LN	produces	the	largest	annual	 PET	 followed	 by	 BC.	 Further	 downstream	 (from	Mekong	 2)	 this	 order	 is	reversed	(Figure	5.1),	whilst	for	the	lowest	sub-catchment	(Mekong	3),	HM	PET	is	the	second	highest.	With	the	exception	of	the	Lancang,	Nam	Ou	and	Mekong	3,	HM	PET	 provides	 the	 third	 highest	 totals	 in	 all	 sub-catchments.	 Annual	 HS	 PET	 is	generally	very	similar	to	PN	PET	(average	absolute	difference:	17.7	mm),	which	is	to	be	expected	given	that	HS	is	the	preferred	alternative	to	PN	(or	Penman-Monteith,	Allen	 et	 al.,	 1998).	 With	 the	 exception	 of	 the	 three	 uppermost	 sub-catchments	(Lancang,	Nam	Ou	and	Nam	Ngum)	HS	and	PN	are	both	lower	than	BC,	HM	and	LN,	but	higher	than	PT	PET.		
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Table	5.1.	Mean	annual	baseline	potential	evapotranspiration	for	each	PET	method	
for	eight	representative	SLURP	sub-catchments	within	the	Mekong	catchment.		
PET	method	 Lanc.	(1)	
Mek.	1	
(4)	
Chi	
(5)	
Mun		
(6)	
Mek.	2	
(8)	
Se	Kong	
(9)	
Sre	Pok	
(10)	
Mek.	3	
(11)	Blaney-Criddle	(BC)	 1339	 1923	 2034	 2059	 2003	 1944	 1924	 2042	Hamon	(HM)	 779	 1633	 1862	 1907	 1778	 1656	 1620	 1868	Hargreaves-Samani	(HS)	 1131	 1517	 1696	 1727	 1565	 1490	 1478	 1654	Linacre	(LN)	 1767	 1924	 2365	 2338	 1814	 1730	 1697	 1771	Penman	(PN	 1112	 1511	 1715	 1716	 1586	 1508	 1481	 1693	Priestley-Taylor	(PT)	 955	 1353	 1469	 1489	 1393	 1375	 1389	 1576		
	
Figure	5.1.	Mean	annual	baseline	potential	evapotranspiration	for	each	PET	method	
for	11	SLURP	sub-catchments	within	the	Mekong	catchment.		There	is	a	relatively	consistent	spatial	pattern	in	annual	PET.	With	the	exception	of	LN	 PET,	 the	 lowest	 totals	 occur	 over	 the	 Lancang.	 This	 is	 unsurprising	 given	 its	higher	elevation	and	lower	temperatures	(mean	temperature	is	11.2	°C	compared	to	 24.3	 °C	 for	 Mekong	 1).	 Annual	 PET	 increases	 along	 the	 Mekong	 (Lancang	 –	Mekong	1	–	Mekong	2	–	Mekong	3)	for	all	methods	except	LN	(highest	PET	is	for	Mekong	1).	Increasing	PET	in	this	direction	echoes	higher	temperatures,	although	beyond	 Mekong	 1	 temperature	 variations	 are	 relatively	 small,	 with	 a	 mean	temperature	of	26.0	°C	for	Mekong	2	and	26.9	°C	for	Mekong	3	(see	Table	4.10).	The	Chi	 and	 the	 Mun,	 which	 out	 of	 all	 11	 sub-catchments	 display	 the	 highest	 mean	monthly	 temperatures	 throughout	March–October,	 experience	 comparable	mean	annual	PET	totals	to	the	Mekong	3	sub-catchment	for	most	methods.	The	range	in	annual	PET	totals	for	a	given	sub-catchment	varies	between	988.1	mm	(for	Lancang)	and	466.6	mm	(Mekong	3).	
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Mean	monthly	PET	derived	for	1961–1990	using	the	six	methods	is	shown	in	Figure	5.2	for	 four	representative	sub-catchments.	Generally	higher	PET	for	three	of	the	temperature-based	 methods	 (BC,	 HM	 and	 LN)	 is	 demonstrated,	 except	 for	 the	Lancang	in	the	case	of	HM.	Lower	PET	occurs	for	the	HS,	PN	and	PT	methods.	Some	methods	(BC,	HM)	have	a	consistent	June–August	peak	whilst	in	others	(e.g.	PN,	PT)	the	seasonal	peak	 is	earlier	 (March–April).	Seasonality	declines	 in	a	downstream	direction.	 For	 the	 Lancang,	maximum	monthly	 PET	 is,	 on	 average,	 2.4	 times	 the	minimum.	This	reduces	to	1.6	for	Mekong	1	and	1.4	for	Mekong	3.			
	
Figure	5.2.	Mean	monthly	baseline	(1961–1990)	potential	evapotranspiration	for	each	
PET	method	for	four	representative	sub-catchments.			
5.2.4.2. Model	calibration		For	 the	 six	 hydrological	 models	 employing	 different	 PET	 methods,	 Table	 5.2	summarises	the	optimised	values	of	the	baseflow	time	constants,	precipitation	lapse	rates	in	sub-catchments	with	large	elevation	ranges	and,	for	some	sub-catchments,	dead	storage	proportions.		
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Table	5.2.	Final	calibration	parameter	values	for	the	six	MIKE	SHE	models	employing	
different	 PET	methods.	Numbers	 in	 column	 headings	 refer	 to	 the	MIKE	 SHE	 linear	
reservoir	sub-catchments	identified	in	Figure	4.4.		
Parameter	 PET		 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	 11	 12	 13	 14	 15	Precip.	lapse	rate		(%/100	m)	 BC	 1.15	 3.00	 3.00	 3.95	 0.00	 9.90	 0.00	 0.00	 1.82	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	HM	 0.21	 0.57	 0.57	 0.51	 0.00	 8.20	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	HS	 0.71	 1.90	 1.90	 0.70	 0.00	 5.95	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	LN	 1.80	 4.80	 4.80	 5.35	 0.00	 8.49	 0.00	 0.00	 4.47	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	PN	 0.61	 1.63	 1.63	 0.00	 0.00	 4.60	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	PT	 0.40	 1.10	 1.10	 0.00	 0.00	 3.60	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	Time	constant	for	baseflow	reservoir	1	(days)		
BC	 120	 120	 120	 60	 110	 65	 110	 175	 135	 70	 20	 40	 20	 20	 140	HM	 100	 100	 100	 55	 130	 50	 120	 180	 130	 60	 30	 50	 30	 30	 100	HS	 100	 100	 100	 55	 125	 70	 100	 170	 135	 55	 50	 55	 65	 70	 115	LN	 115	 115	 115	 70	 90	 55	 85	 175	 105	 55	 55	 30	 20	 20	 105	PN	 115	 115	 115	 75	 125	 45	 120	 180	 140	 85	 65	 55	 60	 60	 120	PT	 105	 105	 105	 85	 140	 43	 122	 185	 145	 70	 65	 50	 60	 60	 110	Dead	storage	fraction	for	baseflow	reservoir	1	
BC	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.08	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	HM	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.20	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	HS	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.37	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	LN	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	PN	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.46	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	PT	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.44	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	Time	constant	for	baseflow		reservoir	2	(days)		
BC	 750	 640	 880	 580	 640	 160	 130	 400	 190	 140																																															60 350	 120	 120	 450	HM	 725	 630	 890	 530	 600	 150	 200	 440	 190	 120	 70	 500	 100	 100	 400	HS	 760	 655	 900	 580	 850	 150	 180	 300	 195	 135	 90	 550	 160	 170	 600	LN	 740	 645	 880	 520	 600	 90	 120	 530	 190	 135	 80	 300	 110	 110	 390	PN	 745	 690	 890	 550	 610	 160	 230	 380	 180	 200	 100	 330	 285	 285	 380	PT	 770	 680	 910	 545	 650	 170	 240	 450	 155	 220	 110	 400	 300	 300	 450	Dead	storage	fraction	for	baseflow	reservoir	2	
BC	 0.00	 0.00	 0.00	 0.00	 0.38	 0.00	 0.00	 1.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	HM	 0.00	 0.00	 0.00	 0.00	 0.55	 0.00	 0.00	 0.96	 0.05	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	HS	 0.00	 0.00	 0.00	 0.00	 0.55	 0.00	 0.00	 0.96	 0.44	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	LN	 0.00	 0.00	 0.00	 0.00	 0.30	 0.00	 0.00	 0.90	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	PN	 0.00	 0.00	 0.00	 0.00	 0.80	 0.00	 0.00	 0.93	 0.59	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	PT	 0.00	 0.00	 0.00	 0.00	 0.95	 0.00	 0.00	 1.00	 0.72	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00		There	is	no	consistency	in	the	relative	magnitudes	of	the	baseflow	time	constants	between	the	models.	In	contrast,	models	employing	PET	methods	associated	with	the	highest	baseline	PET	required	the	largest	precipitation	lapse	rates.	For	example,	LN	and	HM	PET	provide	the	largest	and	smallest	mean	annual	baseline	PET	over	the	Lancang	and	result	 in	 the	 largest	 (4.8%/100	m	 for	 sub-catchments	2	and	3)	and	smallest	(0.57%/100)	optimal	precipitation	lapse	rates,	respectively.	As	previously	stated	 for	 the	 LN	 MIKE	 SHE	 model	 (Section	 4.7.1)	 the	 precipitation	 lapse	 rates	values	in	Table	5.2	are	within	the	range	of	those	previously	reported	in	the	literature	(e.g.	Immerzeel	et	al.,	2012a,b).	Variable	lapse	rates	for	sub-catchments	with	large	elevation	ranges	mitigate	the	differences	between	PET	methods.	It	was	ensured	that	
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for	 each	 model,	 the	 ratio	 between	 the	 precipitation	 lapse	 rate	 over	 the	 upper	Lancang	and	over	the	mid	to	lower	Lancang	was	kept	the	same	as	in	the	LN	MIKE	SHE	model.		Observed	and	simulated	mean	monthly	discharges	from	the	six	calibrated	MIKE	SHE	models	for	the	baseline	period	are	shown	in	Figure	5.3.	The	very	narrow	range	of	simulated	river	regimes	illustrates	the	very	similar	performance	of	the	models.	Good	model	performance,	especially	for	the	ten	gauging	stations	on	the	main	Mekong,	and	similarity	 between	 the	 six	 models	 is	 further	 demonstrated	 in	 Table	 5.3,	 which	summaries	 the	model	performance	statistics	 for	 the	calibration	(and	validation	–	discussed	below)	period.			Across	the	six	models,	out	of	the	24	Dv	and	NSE	model	performance	statistics	for	each	model,	between	18	(for	the	PT	model)	and	21	(for	BC,	HM	and	LN)	are	classified	as	‘‘excellent’’	according	to	the	scheme	of	Henriksen	et	al.	(2008).	As	described	in	Section	4.7.1,	 this	scheme	was	originally	based	on	comparisons	of	daily	observed	and	simulated	data	and	higher	NSE	values	are	to	be	expected	when	aggregating	to	monthly	mean	discharges.	Increasing	the	lower	boundary	of	the	‘‘excellent’’	class	for	NSE	 to	 0.9	 still	 results	 in	 two	 of	 the	 models	 (PN	 and	 PT)	 being	 classified	 as	‘‘excellent’’	 for	 all	 the	 stations	 on	 the	main	Mekong,	 with	 the	 remaining	models	having	eight	or	nine	stations	classed	as	“excellent”.	At	Phnom	Penh,	a	station	with	a	shorter	observed	discharge	record,	NSE	is	classified	as	‘‘excellent’’	for	all	six	models.	However,	the	overestimation	of	mean	discharge	results	in	Dv	being	classed	as	‘‘very	good’’	(two	models)	or	‘‘fair’’	(four	models).	For	all	six	MIKE	SHE	models,	r	is	³0.94	for	 ten	 of	 the	 12	 stations	 (i.e.	 those	 on	 the	 main	 Mekong),	 indicating	 strong	correlation	between	observed	and	simulated	monthly	discharges.		The	two	stations	with	lower	values	of	r	(Yasothon	and	Ubon)	also	have	lower	values	of	NSE	that	are,	in	most	cases,	classified	as	‘‘fair’’	(‘‘poor’’	for	Yasothon	for	LN).	Issues	experienced	 during	 calibration	 of	 these	 stations	 in	 the	 LN	model	 (Section	 4.7.1)	were	repeated	for	the	five	furthers	models;	in	each	case,	it	was	not	possible	to	raise	peak	 discharges	 for	 these	 stations	 without	 also	 raising	 discharge		
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Figure	 5.3.	 Observed	 and	 range	 of	 simulated	 river	 regimes	 from	 the	 six	MIKE	 SHE	
models	for	all	12	gauging	stations	within	the	Mekong	catchment	for	the	calibration	
period	(1961–1990	unless	indicated	otherwise).	(Note	different	y-axis	scales.)	
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Table	5.3.	Range	of	model	performance	statistics	 from	the	six	MIKE	SHE	models	for	
twelve	gauging	stations	within	the	Mekong	catchment	for	the	calibration	(1961–1990	
unless	stated	otherwise)	and	validation	(1991–1998	unless	stated	otherwise)	periods.	
NSE	and	r	are	based	on	mean	monthly	discharges.	
Station	 Period	 Dv	(%)+	 	 NSE*	 	 r#	Chiang	Saen	(a)	 Cal	 0.86	to	2.86	 ¶¶¶¶¶	 0.88	to	0.90	 ¶¶¶¶¶	 0.94	to	0.95	Val	(1/91–6/97)	 -7.60	to	-3.55	 ¶¶¶¶/	
¶¶¶¶¶	 0.77	to	0.79	 ¶¶¶¶	 0.88	to	0.90	Luang	Prabang	(b)	 Cal	 0.94	to	4.95	 ¶¶¶¶¶	 0.89	to	0.91	 ¶¶¶¶¶	 0.94	to	0.95	Val	(1/91–12/97)	 -2.90	to	0.68	 ¶¶¶¶¶	 0.82	to	0.84	 ¶¶¶¶	 0.91	to	0.92	Vientiane	(c)	 Cal	 3.03	to	4.62	 ¶¶¶¶¶	 0.90	to	0.92	 ¶¶¶¶¶	 0.95	to	0.96	Val	(1/91–12/96)	 0.00	to	3.60	 ¶¶¶¶¶	 0.89	to	0.90	 ¶¶¶¶¶	 0.94	to	0.95	Nakhon	Phanom	(d)	 Cal	 0.69	to	3.85	 ¶¶¶¶¶	 0.90	to	0.92	 ¶¶¶¶¶	 0.95	to	0.96	Val	(1/91–11/95)	 -4.22	to	0.18	 ¶¶¶¶¶	 0.89	to	0.91	 ¶¶¶¶¶	 0.95	(all	six)	Mukdahan	(e)	 Cal	 0.31	to	4.12	 ¶¶¶¶¶	 0.90	to	0.91	 ¶¶¶¶¶	 0.95	to	0.96	Val	(1/91–12/95)	 -0.49	to	3.33	 ¶¶¶¶¶	 0.91	to	0.92	 ¶¶¶¶¶	 0.96	(all	six)	Pakse	(f)	 Cal	 -2.44	to	3.82	 ¶¶¶¶¶	 0.90	to	0.91	 ¶¶¶¶¶	 0.95	(all	six)	Val		 -1.48	to	4.72	 ¶¶¶¶¶	 0.88	to	0.90	 ¶¶¶¶¶	 0.94	to	0.95	Stung	Treng	(g)	 Cal	(1/61–12/69)	 -0.78	to	6.84	 ¶¶¶¶¶/	¶¶¶¶	 0.93	to	0.94	 ¶¶¶¶¶	 0.96	to	0.97	Val	(1/91–12/93)	 -16.41	to	-8.00	 ¶¶¶/	
¶¶¶¶¶	 0.86	to	0.88	 ¶¶¶¶¶	 0.94	to	0.95	Kratie	(h)	 Cal	 -3.72	to	5.28	 ¶¶¶¶¶/	
¶¶¶¶	 0.91	(all	six)	 ¶¶¶¶¶	 0.95	to	0.96	Val		 -3.66	to	4.18	 ¶¶¶¶¶	 0.87	to	0.88	 ¶¶¶¶¶	 0.93	to	0.94	Kompong	Cham	(i)	 Cal	(1/64–3/74)	 1.23	to	9.89	 ¶¶¶¶¶/	¶¶¶¶	 0.93	(all	six)	 ¶¶¶¶¶	 0.96	to	0.97	Val†	 —	 	 —	 	 —	Phnom	Penh	(j)	 Cal	(1/61–3/74)	 6.95	to	15.80	 ¶¶¶¶/	¶¶¶	 0.91	to	0.93	 ¶¶¶¶¶	 0.97	(all	six)	Val†	 —	 	 —	 	 —	Chi	at	Yasothon	(k)	 Cal	 -1.46	to	0.68	 ¶¶¶¶¶	 0.49	to	0.56	 ¶¶/¶¶¶	 0.71	to	0.75	Val	(1/91–12/95)‡	 9.12	to	20.16	 ¶¶¶¶/	
¶¶¶/¶¶	 -0.39	to	0.19	 ¶	 0.41	to	0.55	Val	(1/91–12/95)•	 -13.74	to	-9.78	 ¶¶¶/	
¶¶¶¶	 0.436	to	0.548	 ¶¶/¶¶¶	 0.676	to	0.753	Mun	at	Ubon	(l)	 Cal	 -2.70	to	0.22	 ¶¶¶¶¶/	¶¶¶¶	 0.55	to	0.61	 ¶¶¶	 0.74	to	0.78	Val	(1/91–12/93)‡	 -3.83	to	3.25	 ¶¶¶¶¶	 0.11	to	0.38	 ¶/¶¶	 0.53	to	0.65	Val	(1/91–12/93)•	 -30.63	to	-15.79	 ¶¶/¶¶¶	 0.533	to	0.616	 ¶¶¶	 0.755	to	0.799	
Performance	
indicator	 Excellent	¶¶¶¶¶	 Very	good	¶¶¶¶	 Fair	¶¶¶	 Poor	¶¶	 Very	poor	¶	Dv	 <	5%	 5–10%	 10–20%	 20–40%	 >40%	NSE	 >0.85	 0.65–0.85	 0.50–0.65	 0.20–0.50	 <0.20	+	Percentage	deviation	in	simulated	mean	flow	from	observed	mean	flow	(Henriksen	et	al.,	2003).		*	Nash–Sutcliffe	coefficient	(Nash	and	Sutcliffe,	1970).	#	Pearson	correlation	coefficient.		†	Validation	not	possible	due	to	absence	of	observations.	‡	Using	UDel	V1.01	precipitation.	•	Using	UDel	V1.02	precipitation	for	1991–1998.		
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during	the	reasonably	well-reproduced	annual	rise	and	recession.	This	would	cause	Dv	to	increase	substantially.	As	in	the	case	of	the	LN	MIKE	SHE	model,	calibration	therefore	 focused	on	matching	observed	and	simulated	mean	flow	(i.e.	Dv	values	close	to	0),	and	hence	annual	contributions	from	these	tributaries	to	the	Mekong.	Within	the	Chi	sub-catchment,	this	consistently	(for	all	six	models)	necessitated	the	use	of	dead	storage	terms	within	the	MIKE	SHE	baseflow	linear	reservoirs	(Table	5.2).	A	dead	storage	term	was	also	consistently	applied	to	the	Mekong	at	Vientiane	sub-catchment	(linear	reservoir	sub-catchment	5),	adjacent	and	to	the	north	of	the	Chi	sub-catchment.			As	discussed	for	the	LN	model	 in	Section	4.7.1,	discharge	overestimation	prior	to	implementation	of	dead	storage	could	result	from	elevated	precipitation	within	the	UDel	dataset.	In	support	of	this,	mean	annual	UDel	precipitation	totals	for	the	Chi	and	Mun	(1273.1	mm	and	1314.5	mm,	respectively),	exceed	reported	estimates	of	1000	mm	or	less	over	this	region	(e.g.	Kite,	2001;	MRC,	2010b).	However,	the	case	of	the	Mun	is	less	straightforward.	Use	of	dead	storage	was	required	in	the	Chi	linear	reservoir	sub-catchment	for	all	models.	Conversely,	dead	storage	was	employed	in	the	Mun	in	only	four	models	(HM,	HS,	PN	and	PT),	whilst	for	the	remaining	two	(BC	and	LN)	a	precipitation	lapse	rate	was	used	in	order	to	achieve	a	Dv	value	close	to	that	of	the	other	models.	BC	and	LN	produce	the	highest	PET	totals	over	the	Mun	(Table	5.1;	Figure	5.1;	Figure	5.2).	This	suggests	that	PET	is	overestimated	in	this	part	of	the	catchment	by	these	two	methods.	Nevertheless,	the	consistently	poorer	performance	for	all	MIKE	SHE	models	/	PET	methods	at	Yasothon	and	Ubon	could	indicate	 poor	 representativeness	 of	 the	 UDel	 precipitation	 data	 over	 the	 Khorat	Plateau.	The	requirement	for	dead	storage	within	the	Mekong	to	Vientiane	 linear	reservoir	 sub-catchment	 (sub-catchment	 5)	 may	 also	 be	 linked	 to	unrepresentative/elevated	precipitation	(see	Section	4.7.1).	Poorer	performance	on	the	Chi	and	Mun	could	also	potentially	 relate	 to	 irrigation	not	being	represented	within	the	models.	These	sub-catchments	contain	extensive	areas	of	irrigation,	some	dating	back	to	the	1950s	and	1960s	(Kite,	2000;	Floch	and	Molle,	2007).		As	concluded	for	the	LN	model,	 the	application	of	dead	storage	 in	these	few	sub-catchments	is	considered	justified	in	order	to	match	observed	and	simulated	annual	contributions	 to	 the	main	Mekong.	Furthermore,	 the	mean	annual	water	balance	
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was	assessed	for	all	gauging	stations	along	the	main	Mekong	to	ensure	that	dead	storage	was	not	an	unduly	large	term.	Change	in	subsurface	storage	(which	includes	both	the	saturated	and	unsaturated	zones)	is	never	more	than	5%	of	precipitation	(mean	1.5%)	and	9%	of	actual	evapotranspiration	(mean	2.6%).	Therefore,	dead	storage	is	a	small	component	of	the	overall	water	balance,	although	it	is	inevitably	larger	in	the	Chi	and	Mun	sub-catchments.		
5.2.4.3. Model	validation		Performance	of	the	six	MIKE	SHE	models	for	the	validation	period	is	generally	good,	although	for	some	stations	it	is	inferior	to	the	calibration	period	(Table	5.3).	NSE	for	the	eight	stations	on	 the	main	Mekong	 is	 classified	as	either	 ‘‘excellent’’	or	 ‘‘very	good’’.	Relatively	high	values	of	r	are	achieved	for	these	stations,	although	at	some	stations	they	are	lower	than	those	of	the	calibration	period.	Dv	for	stations	on	the	main	Mekong	is	generally	classed	as	either	‘‘excellent’’	or	‘‘very	good’’,	although	at	Strung	Treng	(short	observed	records)	values	are	classified	as	either	‘‘very	good’’	(three	PET	methods)	or	‘‘fair’’	(three	methods).	As	suggested	in	Section	4.7.2,	poorer	representation	of	mean	flows	might	relate	to	changes	in	land	cover	over	time	not	being	represented	within	the	model.	Despite	 these	 issues,	performance	of	 the	six	MIKE	SHE	models	for	the	main	Mekong	still	compares	very	favourably	with	previous	models	of	the	Mekong	(e.g.	Hapuarachchi	et	al.,	2008;	Västilä	et	al.,	2010;	Kingston	
et	al.,	2011).		In	comparison	to	stations	on	the	main	Mekong,	model	performance	for	the	Chi	and	Mun	tributaries	is	poor,	although	the	short	duration	of	observations	(especially	for	Ubon)	should	be	noted.	As	found	previously	with	the	LN	model	(Chapter	4),	results	are	 sensitive	 to	 the	 version	 of	 UDel	 precipitation	 employed.	 For	 all	 the	 other	stations,	results	are	based	on	V1.01	for	1991–1996	and	V1.02	for	1997–1998	(V1.01	only	 extends	 to	 1996).	 Use	 of	 UDel	 V1.01	 leads	 to	 a	 large	 over	 estimation	 of	discharge	at	Yasothon	and	low	NSE	and	r	values	(Table	5.3).	The	latter	are	improved	by	using	UDel	V1.02,	whilst	Dv	values	suggest	discharge	underestimation	(albeit	by	a	smaller	amount	compared	to	overestimations	for	UDel	V1.01).	Similar	differences	are	evident	 in	results	 for	 the	Mun.	This	adds	support	 to	 the	assertion	that	 issues	identified	during	calibration	of	the	models	for	these	stations	may	lie,	at	least	in	part,	
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with	the	meteorological	data	for	this	part	of	the	catchment.	The	use	of	an	alternative	precipitation	 dataset	 (CRU)	 is	 investigated	 in	 Section	 5.4	 in	 order	 to	 assess	 the	impact	of	this	potential	source	of	uncertainty.			
5.2.4.4. Scenario	climate		Changes	(compared	to	the	baseline)	in	precipitation	and	temperature	for	the	2	°C,	seven	 GCM	 climate	 scenarios	 were	 presented	 and	 discussed	 in	 detail	 in	 Section	4.7.3.1,	and	so	are	not	provided	here.	However,	for	ease	of	reference,	baseline	annual	precipitation	and	temperature,	and	scenario	changes	(in	percent	for	precipitation	and	°C	for	temperature)	are	shown	for	eight	representative	sub-catchments	in	Table	5.4.	Table	5.5	provides	percentage	changes	in	annual	PET	from	the	baseline	for	the	eight	representative	sub-catchments	for	each	PET	method	and	2	°C	GCM	scenario.	Changes	 in	 annual	 PET	 are	 presented	 graphically	 in	 Figure	 5.4	 for	 all	 11	 sub-catchments,	with	changes	grouped	according	to	GCM.		
Table	5.4.	Mean	annual	precipitation	and	temperature	for	the	baseline	and	changes	
(%	/	 °C)	 for	 the	2	 °C,	 seven	GCM	climate	change	 scenarios	 for	eight	 representative	
SLURP	sub-catchments.	The	inter-GCM	range	of	changes	is	also	shown	for	each	sub-
catchment.	Shaded	cells	indicate	negative	changes	compared	to	the	baseline.	
Parameter/	
Scenario	
Lanc.	
(1)	
Mek.	1	
(4)	
Chi	
(5)	
Mun	
(6)	
Mek.	2	
(8)	
Se	
Kong	
(9)	
Sre	
Pok	
(10)	
Mek.	3	
(11)	
Precipi
tation	
Baseline	(mm)	 1053.4	 1856.9	 1273.1	 1314.5	 2214.6	 2434.1	 2056.6	 1871.5	CCCMA	
(%	cha
nge)	
10.1	 10.2	 12.3	 10.2	 8.4	 5.3	 1.9	 5.3	CSIRO	 -4.6	 -4.5	 -3.3	 -2.9	 -2.8	 -2.8	 -2.9	 -1.2	HadCM3	 10.1	 1.0	 -0.1	 -0.4	 -1.1	 -2.1	 -4.5	 -3.0	HadGEM1	 6.0	 -3.7	 -6.1	 -4.8	 -1.2	 2.9	 3.9	 1.0	IPSL	 -5.2	 -1.1	 -0.1	 -0.1	 0.6	 -0.4	 1.3	 -0.4	MPI	 3.6	 7.1	 10.2	 10.3	 8.8	 6.6	 7.7	 12.2	NCAR	 8.6	 9.2	 5.0	 3.5	 1.9	 3.5	 3.7	 5.3		 Range	 	 15.3	 14.8	 18.4	 15.1	 11.6	 9.3	 12.1	 15.2	
Tempe
rature	
Baseline	(°C)	 11.2	 24.3	 26.8	 27.2	 26.0	 24.7	 24.3	 26.9	CCCMA	
(chang
e,	°C)	
2.3	 1.9	 2.0	 2.0	 1.8	 1.9	 1.9	 2.0	CSIRO	 2.7	 2.3	 2.3	 2.2	 2.1	 2.0	 2.0	 2.1	HadCM3	 2.6	 2.4	 2.4	 2.4	 2.3	 2.3	 2.3	 2.3	HadGEM1	 2.5	 2.0	 1.8	 1.8	 1.9	 2.0	 2.0	 2.0	IPSL	 2.9	 2.3	 2.2	 2.1	 2.1	 2.0	 1.9	 2.0	MPI	 2.7	 2.2	 2.1	 2.1	 2.0	 2.0	 2.0	 2.1	NCAR	 2.4	 1.9	 1.9	 1.8	 1.8	 1.7	 1.7	 1.7		 Range	 	 0.6	 0.6	 0.6	 0.6	 0.5	 0.3	 0.4	 0.4	
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Table	5.5.	Mean	annual	baseline	potential	evapotranspiration	for	each	PET	method	
and	changes	(%)	for	the	2	°C,	seven	GCM	climate	change	scenarios	for	representative	
sub-catchments	within	the	Mekong	catchment.	
Scenario/	PET	
method	
Lanc.	
(1)	
Mek.	1	
(4)	
Chi	
(5)	
Mun	
(6)	
Mek.	2	
(8)	
Se	
Kong	
(9)	
Sre	
Pok	
(10)	
Mek.	3	
(11)	Baseline	PET	(mm)	 BC	 1339	 1923	 2034	 2059	 2003	 1944	 1924	 2042	HM	 779	 1633	 1862	 1907	 1778	 1656	 1620	 1868	HS	 1131	 1517	 1696	 1727	 1565	 1490	 1478	 1654	LN	 1767	 1924	 2365	 2338	 1814	 1730	 1697	 1771	PN	 1112	 1511	 1715	 1716	 1586	 1508	 1481	 1693	PT	 955	 1353	 1469	 1489	 1393	 1375	 1389	 1576	CCCMA	PET		(%	change)	
BC	 7.8	 4.4	 4.4	 4.4	 4.2	 4.5	 4.6	 4.4	HM	 14.6	 11.0	 11.3	 11.4	 10.6	 11.0	 11.2	 11.3	HS	 7.2	 4.2	 4.1	 4.3	 4.4	 4.7	 4.9	 4.8	LN	 11.7	 12.3	 13.2	 12.7	 12.5	 12.7	 12.4	 12.5	PN	 3.9	 5.7	 6.3	 6.8	 6.1	 6.1	 6.6	 6.2	PT	 9.8	 7.2	 7.5	 8.0	 8.4	 8.4	 9.3	 7.1	CSIRO	PET		(%	change)	
BC	 9.2	 5.5	 5.1	 5.0	 4.8	 4.8	 4.8	 4.8	HM	 17.6	 13.8	 13.4	 13.1	 12.4	 12.2	 12.0	 12.5	HS	 10.1	 8.0	 6.9	 6.6	 7.3	 7.5	 7.3	 7.4	LN	 14.7	 15.7	 15.9	 15.2	 15.2	 14.9	 14.2	 14.4	PN	 10.4	 11.4	 10.1	 9.8	 9.9	 9.4	 8.7	 9.3	PT	 11.6	 10.1	 9.1	 9.0	 10.6	 10.3	 9.5	 8.5	HadCM3	PET		(%	change)	
BC	 8.8	 5.7	 5.4	 5.3	 5.2	 5.3	 5.3	 5.2	HM	 16.4	 14.0	 13.8	 13.6	 13.3	 13.2	 13.2	 13.5	HS	 7.8	 5.3	 5.2	 5.5	 6.3	 6.6	 7.1	 7.6	LN	 12.9	 13.9	 13.3	 13.2	 14.7	 14.8	 14.8	 15.1	PN	 1.9	 7.7	 7.7	 8.7	 8.3	 8.8	 10.0	 10.0	PT	 9.7	 7.5	 6.6	 7.3	 7.5	 8.4	 9.2	 7.1	HadGEM1	PET		(%	change)	
BC	 8.7	 4.7	 4.0	 4.0	 4.3	 4.6	 4.7	 4.5	HM	 16.1	 11.5	 10.2	 10.3	 10.9	 11.5	 11.6	 11.7	HS	 8.1	 4.4	 3.8	 3.9	 4.5	 4.9	 5.0	 4.9	LN	 12.5	 12.1	 10.4	 10.3	 12.4	 13.0	 12.7	 12.5	PN	 9.1	 7.3	 5.8	 6.5	 6.7	 6.7	 7.0	 7.1	PT	 7.8	 5.1	 4.5	 5.5	 5.8	 5.6	 6.2	 5.2	IPSL	PET		(%	change)	 BC	 9.9	 5.6	 5.0	 4.7	 4.7	 4.7	 4.5	 4.4	HM	 19.2	 14.1	 13.0	 12.4	 12.2	 11.9	 11.1	 11.4	HS	 9.4	 5.4	 4.7	 4.7	 5.0	 5.0	 4.8	 4.8	LN	 15.9	 15.8	 15.3	 14.2	 14.3	 13.9	 12.8	 13.2	PN	 11.9	 11.1	 9.9	 9.1	 9.3	 7.7	 5.6	 7.3	PT	 12.3	 9.0	 8.3	 8.0	 9.1	 7.8	 6.2	 6.4	MPI	PET		(%	change)	 BC	 9.1	 5.1	 4.7	 4.7	 4.6	 4.7	 4.7	 4.6	HM	 17.1	 12.8	 12.4	 12.3	 11.8	 11.8	 11.7	 12.0	HS	 8.5	 5.0	 4.6	 4.7	 4.9	 5.0	 5.1	 5.1	LN	 13.6	 13.6	 13.3	 12.9	 13.4	 13.5	 13.1	 13.2	PN	 9.7	 7.1	 6.0	 6.3	 5.7	 5.0	 4.8	 5.4	PT	 11.6	 6.2	 5.2	 5.7	 6.3	 5.9	 5.9	 4.9	NCAR	PET	(%	change)	 BC	 8.1	 4.4	 4.2	 4.1	 4.0	 4.0	 4.0	 3.8	HM	 15.1	 10.8	 10.6	 10.5	 10.1	 9.9	 9.8	 9.8	HS	 5.3	 2.8	 3.7	 3.8	 3.8	 3.4	 2.9	 2.7	LN	 11.3	 10.9	 11.1	 10.7	 11.4	 11.1	 10.7	 10.3	PN	 5.5	 5.2	 5.3	 5.6	 5.1	 3.8	 3.8	 4.4	PT	 7.1	 4.4	 4.7	 5.4	 5.9	 5.1	 5.5	 5.2	
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Figure	5.4.	Change	in	annual	PET	(%)	from	the	baseline	for	each	PET	method	for	the	
2	°C,	seven	GCM	climate	change	scenarios.		
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Mean	annual	PET	increases	for	all	sub-catchments	for	each	GCM	and	PET	method.	Inter-GCM	variations	in	changes	in	PET	are	smaller	than	those	for	precipitation.	On	average,	the	mean	inter-GCM	range	of	change	in	annual	precipitation	for	the	sub-catchments	 shown	 in	Table	5.4	 is	 14.0%	 (range	 across	 the	 sub-catchments:	 9.3–18.4%).	 For	 a	 given	 PET	 method,	 the	 corresponding	 mean	 inter-GCM	 range	 of	increases	in	annual	PET	varies	between	1.4%	(1.2–2.1%)	for	BC	PET	and	5.9%	(4.2–10.0%)	 for	 PN	 PET.	 In	 contrast,	 the	mean	 inter-PET	method	 range	 of	 change	 in	annual	PET	for	a	given	GCM	(for	the	same	sub-catchments)	varies	between	7.7%	for	the	HadGEM1	GCM	(range:	6.4–8.3%)	and	9.9%	for	CSIRO	(range:	8.3–10.7%).	This	demonstrates	 that	 uncertainty	 in	 the	 magnitude	 of	 annual	 PET	 change	 is	 often	greater	between	different	PET	methods	with	a	given	GCM,	than	between	different	GCMs	for	a	given	PET	method.	For	projected	change	in	annual	PET,	choice	of	PET	method	is	therefore	generally	a	greater	source	of	uncertainty	than	choice	of	GCM.		Of	the	42	combinations	of	GCMs	and	PET	methods	(seven	GCMs	×	six	PET	methods),	the	largest	percentage	increases	in	mean	annual	PET	occur	over	the	Lancang	in	33	cases	(78.6%).	For	the	BC,	HM,	HS	and	PT	methods,	the	largest	increases	occur	over	the	 Lancang	 across	 all	 GCMs.	 Increases	 in	 PET	 for	 BC,	 HM	 and	HS	 for	 the	more	southerly	sub-catchments	are	relatively	consistent	and	notably	lower	than	those	for	the	 Lancang.	 Across	 GCMs,	 there	 is	 some	 consistency	 in	 the	 relative	 order	 of	magnitude	of	increase	due	to	different	PET	methods.	Of	the	56	sub-catchment/GCM	combinations	in	Table	5.4	(eight	sub-catchments	×	seven	GCMs),	BC	produces	the	smallest	increases	in	mean	annual	PET	in	31	(55.4%)	followed	by	HS	(22	instances	or	39.3%).	Combined,	these	two	methods	therefore	account	for	53	(94.6%)	of	the	smallest	 increases.	 For	 the	 second	 lowest	 changes,	 the	 relative	 order	 is	approximately	reversed,	with	HS	accounting	for	30	(53.6%)	and	BC	19	(33.9%)	sub-catchment/GCM	 combinations.	 LN	 is	 associated	 with	 most	 of	 the	 largest	 PET	increases	(46	or	82.1%),	followed	by	HM	(10	or	17.9%).	HM	and	LN	also	account	for	all	of	the	second	highest	increases,	with	the	relative	order	being	exactly	reversed	to	that	of	the	highest.	The	dominance	of	BC	and	HS	in	producing	the	lowest	changes	and	LN	and	HM	the	highest	increases	is	clear	in	Figure	5.4.		There	are	also	consistencies	in	the	order	of	magnitude	of	percentage	increases	in	mean	 annual	 PET	 due	 to	 different	 GCMs.	 Of	 the	 48	 sub-catchment/PET	method	
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combinations	in	Table	5.4	(eight	sub-catchments	×	six	PET	methods),	the	smallest	increases	are	associated	with	NCAR	in	36	(75.0%).	The	majority	of	the	remaining	smallest	increases	(8	or	16.7%	of	the	48	combinations)	are	due	to	HadGEM1.	The	largest	PET	increases	are	predominantly	associated	with	CSIRO	(23	or	47.9%)	and	HadCM3	(18	or	37.5%).		The	dominant	seasonal	distributions	of	PET	through	the	year	do	not	change	from	those	 of	 the	 baseline	 period.	 Monthly	 changes	 do,	 however,	 demonstrate	 some	consistent	 patterns	 for	 different	 PET	methods	 and	 GCMs.	 This	 is	 exemplified	 in	Figure	5.5,	which	presents	percentage	changes	in	mean	monthly	PET	for	the	Mekong	1	 sub-catchment	 (selected	 due	 to	 its	 large	 size	 and	 central	 position).	 The	 four	temperature-based	 methods	 (BC,	 HM,	 HS	 and	 LN)	 show	 very	 similar	 temporal	changes	for	a	given	GCM,	albeit	with	different	magnitudes.	Changes	for	BC	and	HS	are	 lower	 than	those	 for	HM	and	LN	(which,	as	noted	above,	produce	the	 largest	increases	 in	mean	annual	PET).	Changes	 in	monthly	PET	 for	 these	methods	 for	a	particular	GCM	reflect	the	corresponding	changes	in	temperature.	For	CCCMA	and	HadGEM1,	changes	in	temperature	and	hence	PET	are	characterised	by	the	lowest	intra-annual	variability.	The	smallest	gains	are	in	March	or	April	and	they	increase	gradually	 through	 summer	 and,	 in	 particular,	 autumn/early	 winter.	 In	 contrast,	CSIRO,	 ISPL	 and	 MPI	 demonstrate	 peak	 changes	 during	 the	 period	 March–May	(most	clearly	demonstrated	for	CSIRO	with	a	large	change	in	January	not	repeated	for	the	other	GCMs).	The	smallest	changes	in	PET	occur	in	July–October	after	which	they	then	increase.	BC,	HM,	HS	and	LN	PET	for	HadCM3	and	NCAR	are	characterised	by	relatively	large	changes	between	November	and	February	and	smaller	increases	in	the	middle	of	the	year	(HS	PET	declines	below	the	baseline	in	August	for	NCAR).			Changes	in	mean	monthly	PET	for	the	two	remaining	methods	(PN	and	PT	–	which	include	variables	other	than	temperature)	 follow	those	of	 the	temperature-based	methods	 for	much	of	 the	year.	However,	 there	are	some	notable	differences.	The	largest	changes	are	associated	with	a	distinct	June	peak	that,	for	CCCMA	and	IPSL,	extends	into	July	(August	for	CCCMA).	A	much	smaller	peak	is	also	evident	in	June	for	 PN	 and	 PT	 for	 the	HadCM3	GCM,	whilst	 the	 largest	 changes	 in	 PET	 for	 both	methods	for	HadGEM1	is	due	to	a	similar	peak	in	August.			
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Figure	5.5.	Mean	monthly	change	(%)	in	PET	from	the	baseline	for	the	Mekong	1	sub-
catchment	for	each	PET	method	and	GCM.	Changes	grouped	according	to	GCM.	
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5.2.4.5. Scenario	river	discharge		Table	 5.6	 presents	 mean	 baseline	 discharge	 and	 percentage	 changes	 in	 these	discharges	 for	 the	 six	 models	 employing	 different	 PET	 methods	 for	 each	 GCM	scenario.	Results	are	provided	for	eight	representative	gauging	stations.	For	each	station,	the	variability	across	the	models	in	mean	baseline	and	scenario	discharges	is	expressed	as	the	difference	between	the	largest	and	smallest	mean	discharge	for	a	given	scenario	(i.e.	the	range)	as	a	percentage	of	the	overall	average	of	the	mean	discharges	for	that	scenario.	Changes	in	mean	discharge	for	each	PET	method/2	°C	GCM	scenario	are	also	shown	in	Figure	5.6	for	six	representative	gauging	stations.			The	range	of	simulated	mean	discharges	at	each	gauging	stations	increases	for	all	GCMs	for	each	PET	method	compared	to	the	baseline	(Table	5.6).	For	the	baseline,	the	difference	between	the	largest	and	smallest	mean	discharges	at	a	given	gauging	station	is,	on	average,	4.8%	of	the	overall	mean	from	the	six	models.	The	mean	inter-MIKE	SHE	model	range	in	mean	discharge	increases	to	between	9.7%	(CCCMA)	and	12.4%	(HadCM3)	for	the	GCM	scenarios.			However,	uncertainty	associated	with	different	GCMs	is	substantially	greater	than	that	due	to	alternative	PET	methods.	The	largest	range	of	change	in	mean	discharge	for	any	gauging	station	on	the	main	Mekong	due	to	the	different	GCMs	simulated	by	one	 of	 the	 MIKE	 SHE	 models	 is	 37.0%	 (Luang	 Prabang,	 PN	 PET,		–16.1%	 for	 IPSL	 to	+18.9%	 for	HadCM3).	This	 is	 slightly	 exceeded	by	 the	40.8%	range	for	Ubon	(BC	PET,	HadGEM1:	–14.7%,	MPI:	26.1%).	The	average	inter-GCM	range	 of	 change	 in	 mean	 discharge	 for	 the	 eight	 gauging	 stations	 in	 Table	 5.6	simulated	by	the	MIKE	SHE	models	is	29.0%	(29.2%	for	all	12	stations).	In	contrast,	the	 largest	 inter-MIKE	 SHE	 model	 range	 of	 change	 in	 mean	 discharge	 for	 any	gauging	 station	 (Chiang	 Saen)	 simulated	 for	 any	 GCM	 (HadCM3)	 is	 15.6%	 (HM:	+3.1%,	PN:	+18.7%).	The	average	inter-MIKE	SHE	model	range	of	change	in	mean	annual	discharge	for	the	eight	gauging	stations	for	the	seven	scenarios	is	8.2%	(also	8.2%	for	all	12	gauging	stations).		 	
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Table	5.6.	Mean	baseline	discharge	(m3s–1)	and	change	from	baseline	mean	discharge	
(%)	 for	 the	 six	PET	methods	 for	 each	GCM	at	 eight	gauging	 stations.	Grey	 shading	
indicates	negative	changes	compared	to	the	baseline.	The	range	of	mean	discharges	
for	the	baseline	and	each	GCM	from	the	different	PET	methods	are	also	indicated	(%	
of	overall	mean	discharge	from	the	six	models	for	that	scenario).		
Scenario	 PET	/	Scenario	
Chiang	
Saen	
(a)	
Luang	
Prabang	
(b)	
Vientiane	
(c)	
Mukda-
han	(e)	
Pakse	
(f)	
Kratie	
(h)	
Phnom	
Penh	
(j)	
Ubon	
(l)	Baseline	(m3s-1)	 BC	 2767.5	 4122.8	 4708.8	 7840.1	 9823.7	 12919.1	 13243.5	 637.6	HM	 2789.0	 4135.9	 4728.6	 7915.4	 10000.3	 13390.3	 13734.1	 636.7	HS	 2734.7	 4017.6	 4699.7	 7914.0	 10177.8	 13933.4	 14325.1	 637.3	LN	 2753.7	 4082.6	 4686.2	 7626.0	 9597.3	 12961.7	 13332.8	 619.1	PN	 2766.7	 4055.6	 4658.0	 7819.6	 10143.5	 13964.6	 14363.5	 635.6	PT	 2762.0	 4177.3	 4729.7	 7852.7	 10212.3	 14127.6	 14526.8	 620.4	CCCMA		(%	change)	 BC	 8.6	 10.6	 11.6	 12.9	 14.4	 12.7	 12.6	 22.0	HM	 2.7	 3.7	 4.6	 6.9	 8.0	 6.7	 6.6	 12.5	HS	 9.0	 10.7	 11.5	 12.6	 13.7	 11.8	 11.7	 19.4	LN	 3.4	 4.2	 5.0	 6.8	 7.8	 6.2	 6.1	 11.1	PN	 10.6	 11.3	 11.6	 12.0	 12.4	 10.6	 10.5	 13.8	PT	 4.1	 5.4	 6.2	 8.3	 9.1	 7.7	 7.7	 11.7	CSIRO		(%	change)	 BC	 -19.3	 -17.8	 -16.7	 -12.9	 -11.2	 -9.5	 -9.2	 -2.9	HM	 -25.0	 -24.5	 -23.3	 -18.6	 -17.0	 -14.7	 -14.4	 -10.2	HS	 -19.1	 -18.1	 -16.7	 -12.9	 -11.0	 -9.1	 -8.8	 -1.4	LN	 -25.1	 -24.4	 -23.5	 -19.4	 -18.0	 -15.7	 -15.4	 -11.6	PN	 -18.2	 -18.1	 -17.1	 -13.8	 -12.2	 -10.1	 -9.8	 -4.0	PT	 -20.6	 -19.7	 -18.7	 -14.9	 -13.1	 -10.9	 -10.7	 -5.2	HadCM3	(%	change)	 BC	 11.6	 12.7	 11.2	 7.4	 5.8	 3.1	 2.8	 -0.5	HM	 3.1	 3.8	 2.6	 0.4	 -1.1	 -3.3	 -3.5	 -8.8	HS	 11.7	 13.0	 11.3	 7.5	 5.7	 2.7	 2.5	 -1.4	LN	 7.4	 7.3	 5.5	 2.3	 0.4	 -2.5	 -2.8	 -8.3	PN	 18.7	 18.9	 16.6	 10.6	 8.0	 4.4	 4.1	 -2.4	PT	 9.2	 10.3	 9.2	 6.1	 4.4	 1.7	 1.5	 -2.4	HadGEM1	(%	change)	 BC	 0.6	 -0.7	 -2.2	 -4.7	 -6.3	 -4.9	 -4.8	 -14.7	HM	 -5.7	 -7.1	 -8.4	 -9.9	 -11.4	 -9.6	 -9.4	 -20.6	HS	 1.0	 0.1	 -1.2	 -3.6	 -4.9	 -3.2	 -3.1	 -12.2	LN	 -3.3	 -5.9	 -7.7	 -9.9	 -11.6	 -10.0	 -9.8	 -20.9	PN	 0.3	 -0.8	 -2.0	 -4.5	 -6.0	 -4.5	 -4.4	 -14.0	PT	 0.3	 -0.5	 -1.4	 -3.8	 -5.2	 -3.7	 -3.6	 -14.0	IPSL		(%	change)	 BC	 -17.9	 -14.6	 -12.7	 -7.8	 -5.4	 -4.1	 -4.1	 6.7	HM	 -25.3	 -23.1	 -21.0	 -14.7	 -12.2	 -10.3	 -10.1	 -1.6	HS	 -16.4	 -13.5	 -11.3	 -6.7	 -4.5	 -3.2	 -3.1	 5.7	LN	 -23.2	 -20.6	 -19.0	 -14.1	 -12.0	 -10.4	 -10.3	 -3.0	PN	 -18.0	 -16.1	 -14.4	 -9.7	 -7.5	 -5.6	 -5.5	 0.8	PT	 -20.0	 -17.5	 -15.7	 -10.5	 -8.3	 -6.2	 -6.1	 0.1	MPI		(%	change)	 BC	 -1.4	 2.0	 3.7	 6.7	 9.7	 10.6	 10.8	 26.1	HM	 -9.1	 -6.8	 -4.9	 -0.4	 2.5	 4.1	 4.3	 16.7	HS	 -0.8	 2.2	 3.9	 6.7	 9.3	 10.2	 10.4	 23.1	LN	 -6.1	 -3.6	 -2.1	 1.1	 3.7	 4.8	 5.0	 16.7	PN	 -1.4	 1.3	 2.8	 5.9	 8.5	 9.8	 10.1	 21.7	PT	 -5.8	 -2.5	 -0.8	 3.5	 6.3	 7.9	 8.2	 19.7	NCAR		(%	change)	 BC	 7.8	 13.4	 14.2	 15.1	 14.3	 11.8	 11.7	 9.5	HM	 0.7	 5.2	 6.1	 8.4	 7.8	 5.8	 5.8	 2.4	HS	 10.7	 16.4	 16.7	 16.9	 15.7	 12.7	 12.5	 8.9	LN	 4.7	 9.6	 10.1	 11.2	 10.2	 7.4	 7.2	 3.1	PN	 11.5	 16.3	 16.4	 16.3	 14.8	 11.9	 11.7	 7.1	PT	 7.8	 12.7	 13.0	 13.9	 12.6	 9.9	 9.8	 5.3	Range	of	mean	discharges	(%		of	overall	mean	from	the	six	models)	
Baseline	 2.0	 3.9	 1.5	 3.7	 6.2	 8.9	 9.2	 2.9	CCCMA	 7.3	 6.9	 6.6	 8.9	 11.1	 12.2	 12.2	 12.4	CSIRO	 9.2	 9.2	 8.9	 11.3	 13.8	 14.5	 14.4	 13.6	HadCM3	 13.5	 11.6	 11.3	 10.3	 12.8	 14.2	 14.2	 11.0	HadGEM1	 5.6	 7.9	 7.4	 10.4	 13.0	 15.2	 15.1	 13.2	IPSL	 9.2	 10.0	 10.8	 11.8	 14.0	 14.8	 14.7	 12.5	MPI	 7.3	 8.6	 8.2	 9.0	 11.0	 12.1	 12.1	 10.6	NCAR	 9.3	 8.0	 8.9	 8.7	 10.7	 12.0	 12.0	 9.0	
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Figure	5.6.	Change	from	baseline	mean	discharge	for	the	2	°C,	seven	GCM	scenarios	and	
each	PET	method	for	six	gauging	stations	within	the	Mekong	catchment.	CC:	CCCMA;	
CS:	CSIRO;	H3:	HadCM3;	H1:	HadGEM1;	I:	IPSL;	M:	MPI;	N:	NCAR.	(Note	different	y-axis	
scales.)		For	some	scenarios,	direction	of	change	in	mean	discharge	is	consistent	irrespective	of	PET	method.	All	MIKE	SHE	models	simulate	catchment-wide	increases	in	mean	discharge	for	CCCMA	and	NCAR.	The	magnitudes	of	increases	broadly	concur	with	the	relative	magnitude	of	changes	 in	annual	PET.	Either	the	HM	or	the	LN	model	
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(largest	PET	increases)	produces	the	smallest	increases	in	discharge	at	all	stations	in	Table	5.6.	They	are	also	responsible	for	the	second	smallest	increases	(in	all	but	one	case).	Conversely,	the	BC	and	HS	models	(smallest	PET	increases),	project	the	largest	 increases	 in	 mean	 discharge	 at	 most	 stations.	 For	 CCCMA,	 the	 largest	increases	at	six	stations	(out	of	the	eight	in	Table	5.6)	are	due	to	BC	PET	(the	other	two	PN	PET),	whilst	for	NCAR,	HS	PET	produces	the	largest	increases	at	six	stations	(BC	and	PN	each	account	for	one	station).			The	 same	 spatial	 patterns	 of	 change	 along	 the	main	Mekong	 are	 evident	 for	 the	different	PET	methods	for	both	CCCMA	and	NCAR.	For	CCCMA	the	magnitudes	of	the	increases	in	mean	discharge	rise	as	far	as	Pakse	and	then	decline	due	to	the	smaller	gains	in	precipitation	in	the	lower	Mekong.	Similarly	for	NCAR,	discharge	increases	rise	towards	Vientiane	or	Mukdahan	and	then	decline	further	downstream.	In	many	cases	 NCAR	 produces	 the	 largest	 increases	 in	 mean	 discharge	 along	 the	 main	Mekong.	Conversely,	increases	in	the	mean	discharge	of	the	Mun	at	Ubon	(and	for	the	Chi	at	Yasothon)	are	consistently	larger	for	CCCMA	compared	to	NCAR	due	to	the	larger	increases	in	precipitation	over	this	sub-catchment	for	CCCMA.			Mean	discharge	declines	at	every	gauging	station	for	the	CSIRO	GCM	for	all	six	MIKE	SHE	models	(Table	5.6).	In	all	cases,	the	magnitude	of	the	declines	decreases	in	a	downstream	direction.	The	largest	reductions	at	seven	stations	in	Table	5.6	are	due	to	 LN	 PET,	 with	 HM	 PET	 accounting	 for	 the	 second	 largest	 reductions	 at	 these	stations.	This	 order	 is	 reversed	 at	 Luang	Prabang.	The	HS	PET	MIKE	SHE	model	projects	the	smallest	declines	in	discharge	at	five	stations,	with	BC	PET	accounting	for	 two	 and	 PN	 one.	 BC	 PET	 is	 responsible	 for	 the	 second	 smallest	 declines	 in	discharge	 at	 five	 stations,	 the	 remaining	 three	 resulting	 from	 either	 HS	 (two	stations)	or	PN	PET	(one	station).			For	the	remaining	four	GCMs,	some	uncertainty	in	the	direction	of	change	in	mean	discharge	 is	 introduced	by	PET	method.	For	 IPSL,	mean	discharge	declines	at	 all	gauging	stations	on	the	main	Mekong,	for	all	PET	methods.	The	magnitude	of	these	declines	 reduces	 downstream.	 However,	 whilst	 for	 HM	 and	 LN	 discharge	 also	declines	for	the	Mun	at	Ubon	(repeated	for	LN	on	the	Chi	at	Yasothon),	the	other	models	employing	alternative	PET	methods	project	relatively	small	increases	(Table	
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5.6,	Figure	5.6).	LN	and	HM	are	associated	with	the	largest	increases	in	annual	PET	for	 the	Mun	(14.2%	and	12.4%,	respectively	–	Table	5.5).	 In	contrast,	 changes	 in	annual	PET	for	the	other	methods	are	lower	(maximum	9.1%	for	PN).	Although	the	Mun	experiences	an	overall	small	(0.1%)	decline	in	annual	precipitation,	increases	during	the	wet	season	coupled	with	smaller	increases	in	PET	for	these	four	methods	account	for	the	modest	increases	in	mean	discharge.			Some	uncertainty	due	to	PET	method	is	also	evident	for	MPI.	Annual	precipitation	increases	in	all	sub-catchments,	although	increases	are	relatively	small,	especially	upstream	(e.g.	the	Lancang).	Conversely,	increases	in	the	original	LN	PET	are	larger	than	those	for	CCCMA	and	NCAR,	the	other	scenarios	with	catchment-wide	increases	in	 precipitation.	 With	 LN	 PET,	 mean	 discharge	 therefore	 declines	 in	 the	 upper	Mekong	until	 Vientiane	 and	 then	 increases.	 This	 pattern	 is	 repeated	 for	 PT	PET.	Larger	PET	increases	for	HM	over	the	Lancang	cause	declines	in	Mekong	discharge	to	extend	further	downstream	to	Mukdahan.	In	contrast,	for	BC,	HS	and	PN,	small	(≤1.4%)	 declines	 in	 mean	 discharge	 are	 restricted	 to	 Chiang	 Saen.	 These	 PET	methods	result	in	the	smallest	increases	in	annual	PET	for	MPI	(Table	5.5).	The	point	at	which	increased	evapotranspiration	is	offset	by	modest	increases	in	precipitation,	leading	to	increased	discharge,	is	therefore	further	upstream.		For	HadCM3	and	the	LN	PET	model,	mean	discharge	increases	in	the	upper	Mekong	as	far	as	Pakse.	These	increases	decline	downstream	whilst	below	Pakse	discharges	decline,	 albeit	 by	 small	 amounts	 (Table	5.6).	As	discussed	 in	 Section	4.7.3.2,	 this	pattern	 was	 attributed	 to	 the	 relatively	 large	 (10.1%,	 Table	 5.4)	 increases	 in	precipitation	 over	 the	 Lancang	 and	 smaller	 increases	 over	Mekong	 1	 that	 offset	elevated	 evapotranspiration.	 Further	 south,	 precipitation	 declines	 so	 that,	 in	combination	with	higher	PET,	discharges	decrease.	The	larger	increases	in	HM	PET,	especially	over	upstream	sub-catchments,	cause	the	point	at	which	mean	discharge	declines	to	shift	upstream	to	between	Mukdahan	and	Pakse	(Table	5.6).	In	contrast,	the	consistently	smaller	increases	in	PET	for	BC,	HS,	PN	and	PT	(all	≤10%,	Table	5.5)	cause	the	influence	of	enhanced	upstream	precipitation	to	extend	throughout	the	catchment.	 Mean	 discharges	 increase	 along	 the	 main	 Mekong,	 although	 the	magnitude	of	changes	declines	 in	a	downstream	direction.	The	particularly	small	increase	in	PN	PET	over	the	Lancang	results	in	the	largest	discharge	increases.	The	
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influence	 of	 declining	 precipitation	 in	 the	 south	 combined	 with	 higher	 PET	 is	indicated	by	declines	in	Mun	discharge	at	Ubon.	The	largest	reductions	are	due	to	HM	 and	 LN	 (larger	 PET	 increases)	 and	 the	 smallest	 from	 BC	 and	 HS	 (smallest	increases	in	PET).			For	the	HadGEM1	GCM,	enhanced	precipitation	in	the	upper	Mekong	is	restricted	to	the	two	northernmost	sub-catchments.	For	LN	and	HM,	increases	in	PET	(increases	in	annual	PET	over	the	Lancang	of	12.5%	and	16.1%	respectively,	Table	5.5)	offset	increases	 in	 precipitation,	 resulting	 in	 catchment-wide	 reductions	 in	 mean	discharge,	 with	 the	 magnitude	 of	 change	 increasing	 downstream	 until	 Pakse.	Modest	 increases	 in	 precipitation	 over	 southerly	 sub-catchments	 limit	 further	reductions	at	the	lowest	gauging	stations.	In	contrast,	smaller	PET	increases	for	the	remaining	methods,	combined	with	precipitation	increases	over	the	Lancang,	cause	minor	 (≤1.0%)	 increases	 in	discharge	at	Chiang	Saen	(and	Luang	Prabang	 for	HS	PET),	with	reductions	in	mean	discharge	further	downstream.	For	all	PET	methods,	the	largest	declines	in	discharge	on	the	main	Mekong	are	at	Pakse.	The	impact	of	elevated	PET	and	lower	precipitation	is	clearly	demonstrated	for	the	Mun	at	Ubon.	The	largest	reductions	in	discharge	result	from	HM	and	LN	and	the	smallest	from	HS	PET.			As	 an	 alternative	way	 to	 compare	 PET	uncertainty	 between	methods	 and	GCMs,	changes	in	areal	PET	were	considered	(Figure	5.7).	These	were	derived	by	weighting	PET	 changes	 for	 each	 sub-catchment	 by	 the	 proportion	 these	 sub-catchments	comprise	of	the	total	area	draining	to	a	gauging	station.	Areal	PET	for	Chiang	Saen	and	 Ubon	 therefore	 correspond	 to	 changes	 for	 the	 Lancang	 and	 Mun	 sub-catchments,	respectively,	whilst	those	for	Phnom	Penh	are	based	on	changes	over	11	upstream	sub-catchments.	Figure	5.7	demonstrates	the	strong,	but	not	perfect,	negative	relationship	between	increase	in	PET	and	increase	in	discharge,	as	well	as	PET	 method-related	 uncertainty	 in	 the	 direction	 of	 discharge	 change	 at	 some	gauging	stations	for	some	GCMs	(Chiang	Saen:	HadGEM1;	Phnom	Penh:	HadCM3;	Ubon:	 IPSL).	 Greater	GCM-related	uncertainty	 is	 indicated	by	 the	wider	 range	 of	change	in	mean	discharge	for	the	seven	GCMs	compared	to	those	due	to	the	different	PET	methods.		
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Figure	5.7.	Relationship	between	change	in	mean	discharge	and	change	in	weighted	
mean	annual	PET	for	each	GCM	and	PET	method	for	four	gauging	stations	within	the	
Mekong	catchment.			Figure	5.8	presents	 the	 simulated	 regimes	 from	 the	 six	MIKE	SHE	models	under	climate	 change,	 as	 well	 as	 the	 simulated	 range	 for	 the	 baseline.	 At	 a	 monthly	resolution,	greater	GCM-related	uncertainty	compared	to	that	associated	with	PET	methods	is	further	evident.	For	a	given	GCM,	mean	monthly	discharges	simulated	by	the	 different	 models	 are	 broadly	 similar	 and	 follow	 the	 patterns	 previously	described	for	the	LN	MIKE	SHE	model	(Section	4.7.3.2).	
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Figure	5.8.	River	regimes	for	the	baseline	and	2	°C,	seven	GCM	climate	change	scenarios	
and	each	PET	method	for	three	gauging	stations	within	the	Mekong	catchment.	(Note	
different	y-axis	scales.)	
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Figure	5.8	(cont.)	River	regimes	for	the	baseline	and	2	°C,	seven	GCM	climate	change	
scenarios	 and	 each	 PET	 method	 for	 three	 gauging	 stations	 within	 the	 Mekong	
catchment.	(Note	different	y-axis	scales.)		For	example,	for	CSIRO	and	IPSL	all	six	models	simulate	declines	in	the	rising	limb	of	the	seasonal	peak,	especially	further	upstream.	Peak	discharges	are	delayed	from	August	for	the	baseline	to	September.	Similarly,	all	six	models	simulate	this	delayed	peak	for	NCAR,	but	with	the	magnitude	of	the	peak	increasing.		The	range	of	scenario	mean	monthly	discharges	is	greater	than	that	for	the	baseline.	This	 is	most	 apparent	during	 the	 seasonal	 peak,	 although	 the	 range	 increases	 in	most	months.	For	all	12	gauging	stations,	the	baseline	inter-MIKE	SHE	model	range	
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in	August	and	September	discharges,	expressed	as	a	percentage	of	the	overall	mean	from	 the	 six	 models	 for	 the	 respective	 month,	 is	 on	 average	 4.7%	 and	 4.5%,	respectively.	In	contrast,	for	the	2	°C	GCM	scenarios	these	ranges	vary	between	8.4%	(MPI)	and	13.6%	(HadGEM1)	 for	August	and	between	8.8%	(CCCMA)	and	11.3%	(HadCM3)	 for	 September.	 The	 greatest	 individual	 change	 in	 the	 range	 of	 peak	discharges	occurs	at	Chiang	Saen	for	HadCM3.	Mean	baseline	August	discharge	at	this	station	ranges	between	6179.9	m3s–1	(HM)	and	6452.8	m3s–1	(PT)	(range:	272.8	m3s–1	or	4.3%	of	the	mean	from	the	six	models).	This	compares	to	a	range	of	1056.5	m3s–1	 (16.1%	of	 the	 six	model	mean)	 for	HadCM3.	Results	 for	 individual	models	range	between	a	1.6%	decrease	(HM	PET)	to	an	increase	of	11.1%	(PN	PET).			Figure	 5.9	 provides	 a	 clear	 demonstration	 that	 the	 pattern	 of	 change	 in	 mean	monthly	discharge	 through	 the	year	 is	 largely	unaffected	by	use	of	different	PET	methods.	Instead,	it	is	predominantly	the	magnitude	of	changes	that	is	impacted	by	PET	 method,	 with	 the	 intra-annual	 change	 pattern	 for	 a	 given	 gauging	 station	dominated	by	choice	of	GCM.	This	is	evident	even	in	cases	where,	for	a	given	GCM	and	 gauging	 station,	 the	 MIKE	 SHE	 models	 do	 not	 consistently	 show	 the	 same	direction	of	change	for	some	months	of	the	year.	For	example,	with	the	CCCMA	GCM	at	 Chiang	 Saen,	 each	 model	 shows	 relatively	 consistent	 percentage	 increases	between	 October–December,	 slightly	 lower	 increases	 in	 January–March	 and	 a	maximum	percentage	increase	producing	a	small	peak	in	April.	The	BC,	PN	and	HS	models	then	simulate	minimum	increases	(≤+6.2%	of	baseline	discharge)	in	May–August,	whilst	HM,	 LN	 and	PT	produce	minimum	 increases	 or	 reductions	 (up	 to		-6.4%).	For	September,	all	six	models	again	show	increases	in	discharge.		Table	5.7	presents	projected	change	in	monthly	Q5	and	Q95	discharge	from	the	six	MIKE	SHE	models	for	the	same	six	stations	as	employed	in	Figure	5.6	for	change	in	mean	discharge.		Uncertainty	in	the	direction	of	change	in	either	high	or	low	flows,	and	 in	 some	 cases	 both,	 is	 introduced	 for	 all	 scenarios	 due	 to	 the	 different	 PET	methods.	 For	 some	GCMs,	 uncertainty	 is	 only	 associated	with	 either	high	or	 low	flows	and	is	restricted	to	parts	of	the	catchment.		 	
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Figure	5.9.	 	Change	(%)	in	mean	monthly	discharge	for	the	2	°C,	seven	GCM	climate	
scenarios	and	each	PET	method	for	three	stations.	
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Table	5.7.	Changes	in	Q5	and	Q95	discharge	(%)	for	the	different	PET	methods	for	each	
GCM	 at	 six	 gauging	 stations	 within	 the	 Mekong	 catchment.	 (CS:	 Chiang	 Saen;	 Vi:	
Vientiane;	Mu:	Mukdahan;	Pa:	Pakse;	PP:	Phnom	Penh;	Ub:	Ubon.	Shaded	cells	indicate	
negative	changes	compared	to	the	baseline).	
Scenario	 PET	
Q5	
CS	
(a)	
Vi		
(c)	
	
Mu		
(e)	
	
Pa	
	(f)	
	
PP		
(j)	
	
Ub		
(l)	
Q95	
CS	
(a)	
Vi		
(c)	
	
Mu	
(e)	
	
Pa		
(f)	
	
PP		
(j)	
	
Ub		
(l)	CCCMA		(%	change)	 BC	 2.9	 4.9	 14.8	 15.6	 9.9	 20.9	 13.8	 16.8	 20.5	 22.0	 14.7	 23.8	HM	 -2.2	 -2.0	 10.3	 11.3	 4.5	 15.7	 1.8	 5.6	 13.5	 14.1	 8.7	 15.2	HS	 3.8	 2.8	 14.4	 15.1	 9.8	 18.9	 12.7	 12.7	 18.5	 15.9	 12.4	 26.9	LN	 -3.3	 -0.9	 7.9	 10.8	 4.8	 17.3	 5.8	 7.5	 10.9	 13.2	 10.0	 15.7	PN	 4.5	 5.0	 12.7	 11.2	 8.1	 14.8	 12.4	 12.2	 14.6	 13.8	 10.1	 21.6	PT	 1.0	 1.3	 10.5	 8.8	 5.1	 12.7	 6.6	 5.4	 9.9	 8.6	 4.7	 15.6	CSIRO		(%	change)	 BC	 -11.1	 -10.0	 -7.5	 -6.7	 -6.8	 3.9	 -22.8	 -20.1	 -12.9	 -10.1	 -14.4	 -7.9	HM	 -14.1	 -15.1	 -9.8	 -10.3	 -10.7	 -3.3	 -29.9	 -28.5	 -20.5	 -17.8	 -20.9	 -14.7	HS	 -8.5	 -10.0	 -5.6	 -4.7	 -7.2	 6.7	 -22.6	 -22.2	 -13.6	 -15.5	 -17.1	 -11.4	LN	 -18.2	 -18.3	 -15.3	 -12.2	 -13.4	 -3.9	 -29.3	 -27.9	 -21.5	 -18.0	 -19.0	 -11.2	PN	 -6.0	 -10.2	 -6.8	 -7.0	 -8.3	 7.6	 -21.6	 -21.8	 -18.7	 -18.5	 -21.3	 -14.7	PT	 -7.0	 -11.2	 -7.1	 -7.7	 -9.0	 4.4	 -24.5	 -24.5	 -19.7	 -19.9	 -20.8	 -23.6	HadCM3	(%	change)	 BC	 11.5	 8.0	 2.6	 1.4	 -2.7	 -0.3	 14.6	 12.7	 14.6	 16.7	 9.4	 -5.7	HM	 2.6	 0.4	 -2.5	 -3.1	 -6.2	 -9.2	 3.7	 4.8	 3.8	 5.9	 1.3	 -12.3	HS	 11.2	 5.7	 2.8	 1.3	 -2.8	 -3.5	 14.1	 9.9	 14.3	 13.7	 6.4	 -5.0	LN	 8.0	 3.1	 -3.7	 -2.3	 -8.6	 -4.1	 7.5	 4.0	 8.2	 10.3	 6.0	 -6.7	PN	 16.2	 10.7	 4.7	 3.1	 0.9	 -2.5	 21.3	 18.0	 17.3	 12.9	 6.6	 -6.9	PT	 9.7	 5.3	 2.0	 1.5	 -0.6	 -2.4	 11.1	 9.1	 10.1	 7.0	 1.6	 -8.1	HadGEM1	(%	change)	 BC	 0.5	 -3.4	 -7.8	 -11.0	 -10.8	 -10.4	 0.2	 -3.8	 -2.0	 1.8	 -2.1	 -14.4	HM	 -5.1	 -8.6	 -10.2	 -13.2	 -15.0	 -15.1	 -7.3	 -8.6	 -7.7	 -5.1	 -6.9	 -19.8	HS	 1.3	 -4.7	 -5.9	 -8.6	 -9.3	 -10.0	 -0.4	 -3.5	 1.6	 -0.2	 0.8	 -10.6	LN	 -4.1	 -10.8	 -13.7	 -14.8	 -16.7	 -12.4	 -5.3	 -10.6	 -7.2	 -5.1	 -5.1	 -15.7	PN	 0.6	 -3.0	 -7.8	 -10.6	 -9.7	 -11.3	 -2.9	 -3.0	 -3.0	 -4.4	 0.3	 -14.0	PT	 2.0	 -2.8	 -6.3	 -10.0	 -9.1	 -11.9	 -2.4	 -4.3	 -2.0	 -3.4	 0.9	 -20.5	IPSL		(%	change)	 BC	 -3.7	 0.1	 -0.1	 1.2	 1.6	 12.1	 -23.9	 -20.3	 -13.0	 -10.4	 -10.5	 0.1	HM	 -9.3	 -8.4	 -3.5	 -1.7	 -3.4	 5.5	 -32.8	 -27.0	 -22.9	 -18.2	 -17.4	 -7.2	HS	 -2.7	 -1.1	 1.1	 4.1	 1.2	 14.4	 -22.6	 -17.3	 -11.2	 -12.0	 -10.9	 -3.7	LN	 -11.6	 -9.8	 -6.7	 -3.8	 -4.8	 9.6	 -27.9	 -24.9	 -21.2	 -18.3	 -16.8	 -7.7	PN	 -4.7	 -2.3	 -1.5	 -0.4	 -0.5	 13.0	 -24.4	 -22.0	 -16.9	 -16.5	 -13.0	 -9.7	PT	 -5.4	 -3.9	 -2.2	 -0.6	 -0.8	 10.2	 -28.5	 -23.0	 -18.6	 -16.1	 -13.7	 -14.5	MPI		(%	change)	 BC	 5.6	 6.8	 7.5	 11.1	 10.0	 23.5	 -5.3	 -1.4	 3.6	 4.7	 2.4	 12.8	HM	 0.1	 -1.1	 2.9	 5.8	 4.9	 16.8	 -14.6	 -12.2	 -5.6	 -3.2	 -4.5	 5.9	HS	 5.2	 5.2	 7.4	 10.2	 9.6	 17.1	 -3.9	 -2.5	 3.2	 4.1	 3.6	 15.6	LN	 0.5	 0.3	 0.5	 6.4	 5.0	 18.7	 -10.0	 -7.0	 -7.0	 -3.4	 -2.1	 9.6	PN	 4.2	 6.8	 6.4	 7.9	 10.1	 19.7	 -6.3	 -5.0	 -2.4	 -0.6	 1.1	 11.5	PT	 1.2	 3.6	 4.6	 6.5	 8.1	 19.6	 -10.3	 -10.1	 -5.2	 -3.5	 0.1	 4.0	NCAR		(%	change)	 BC	 10.0	 13.8	 14.7	 12.2	 6.5	 13.6	 12.9	 15.9	 19.1	 22.3	 16.1	 5.4	HM	 3.5	 6.0	 10.7	 9.4	 2.0	 7.6	 2.7	 7.5	 10.3	 10.9	 9.7	 -4.2	HS	 11.5	 14.4	 16.0	 13.9	 7.0	 13.7	 16.4	 17.0	 24.3	 23.7	 16.4	 4.2	LN	 8.3	 8.1	 9.5	 7.6	 0.8	 12.0	 8.0	 11.6	 17.0	 18.6	 14.8	 3.4	PN	 16.3	 18.4	 15.8	 11.2	 8.4	 15.1	 14.8	 16.8	 20.7	 18.7	 15.5	 0.0	PT	 13.8	 14.8	 14.3	 9.7	 7.0	 13.1	 9.8	 10.5	 17.1	 16.9	 11.2	 -4.8		Both	monthly	Q5	and	Q95	 (monthly	discharges	equaled	or	exceeded	 for	5%	and	95%	of	the	time,	respectively)	increase	throughout	the	main	Mekong	for	NCAR.	The	smallest	 increases	 are	 largely	 due	 to	HM	 and	 LN	 and	 the	 largest	 predominantly	associated	with	HS	or	PN	PET.	Although	Q5	increases	for	Ubon,	two	models	project	declines	in	Q95,	and	one	model	projects	no	change.	However,	when	looking	at	inter-model	differences	in	percentage	change	in	Q95	at	Ubon,	it	should	be	noted	that	since	simulated	Q95	values	at	Ubon	are	very	low	(observed	Q95	for	the	baseline	is	25.4	
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m3s-1),	inter-model	differences	in	absolute	change	from	the	baseline	for	a	given	GCM	are	actually	consistently	very	low	(inter-model	range	in	change	of	≤4.3	m3s-1).		In	contrast	to	NCAR,	for	the	CSIRO	GCM,	Q5	and	Q95	decline	on	the	main	Mekong	for	all	models	(largest	decreases	due	to	LN	and	HM).	Q95	also	consistently	declines	at	Ubon,	but	Q5	increases	for	all	the	models	except	those	employing	HM	and	LN	PET.	Uncertainty	in	the	direction	of	change	in	high	flows	for	CCCMA	is	restricted	to	the	top	of	the	catchment.	HM	and	LN	project	declines	in	Q5,	albeit	of	small	magnitude,	that	 are	 contrary	 to	 increases	 simulated	 throughout	 the	 Mekong	 by	 the	 other	models.	All	six	models,	however,	project	increasing	low	flows.	The	largest	increases	in	 Q95	 are	mostly	 from	 BC	 PET,	 followed	 HS	 and	 PN	 PET.	Most	 of	 the	 smallest	increases	are	due	to	HM	and	PT	PET.		HadGEM1	and	IPSL	show	a	dominance	of	reductions	in	Q5	and	Q95.	For	HadGEM1,	uncertainty	in	the	direction	of	change	in	Q5	is	limited	to	upstream	stations	(Chiang	Saen	and	Luang	Prabang),	with	consistent	reductions	elsewhere.	Q95	shows	some	uncertainty	at	most	stations,	although,	as	in	the	case	of	Q5,	any	simulated	increases	are	minor	(<2%).	HM	and	LN	project	reductions	in	both	high	and	low	flows	at	all	stations.	Reductions	in	Q95	are	greater	with	the	IPSL	GCM,	and	there	is	only	a	single	case	of	a	negligible	(0.1%)	increase	being	simulated	(BC	PET	on	the	Mun	at	Ubon).	All	six	MIKE	SHE	models	produce	an	increase	in	Q5	at	Ubon,	whilst	there	is	some	uncertainty	in	the	direction	of	change	at	most	stations	on	the	main	Mekong.		Direction	of	change	in	Q95	for	HadCM3	is	consistent	between	MIKE	SHE	models	-	increases	on	the	main	Mekong	and	declines	for	the	Mun	and	Chi.	However,	HM	and	LN	project	declines	in	high	flows	at	and	downstream	of	Mukdahan.	For	the	other	models,	projected	increases	in	Q5	extend	further	downstream,	and	at	all	stations	in	the	case	of	the	PN	model.	All	six	models	project	declines	in	high	flows	for	the	Mun.	For	 MPI,	 uncertainty	 in	 the	 direction	 of	 change	 in	 Q5	 is	 limited	 to	 one	 case	 at	Vientiane	 (small	 reduction	 for	HM).	Elsewhere	Q5	consistently	 increases	and	 the	magnitude	of	these	changes	tends	to	increase	in	a	downstream	direction.	Changes	in	 low	 flows	 vary;	 BC	 and	 HS	 project	 increases	 at	 and	 downstream	 of	 Nakhon	Phanom,	 PN	 and	 PT	 project	 increases	 at	 and	 downstream	 of	 Stung	 Treng	 and	
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Kompong	Cham,	respectively,	whilst	HM	and	LN	simulate	declines	for	all	gauging	stations	on	the	main	Mekong.	All	models	project	increases	in	Mun	low	flows.			
5.3. An	assessment	of	the	uncertainty	associated	with	the	spatial	distribution	
of	meteorological	inputs		This	 section	 explores	 the	 influence	 of	 the	 spatial	 distribution	 of	 meteorological	inputs	within	the	MIKE	SHE	model	of	the	Mekong	upon	simulated	scenario	results.	Section	5.3.1	describes	the	development	of	two	further	MIKE	SHE	Mekong	models	employing	alternative	meteorological	 input	distributions.	Following	an	outline	of	model	calibration/validation	(Section	5.3.2),	Section	5.3.3	outlines	the	generation	of	climate	change	scenario	data	for	each	of	the	three	hydrological	models	for	the	same	2	°C,	seven	GCM	scenarios	as	employed	in	Section	5.2	and	Chapter	4.	Use	of	these	scenarios	allows	an	evaluation	of	the	level	of	uncertainty	associated	with	the	spatial	distribution	of	meteorological	inputs	compared	to	that	related	to	GCM	uncertainty.	Section	5.3.4	presents	 the	climate	scenarios	and	 impacts	of	 these	scenarios	upon	simulated	 river	 flows	 from	 the	 three	 MIKE	 SHE	 models	 employing	 alternative	meteorological	input	spatial	distributions.		
5.3.1. Alternative	 spatial	 distributions	 of	 meteorological	 inputs	 –	 model	
development		To	define	the	spatial	distribution	of	meteorological	inputs,	the	MIKE	SHE	models	of	the	Mekong	described	in	this	thesis	have,	up	to	this	point,	consistently	employed	the	sub-catchments	 originally	 used	 in	 the	 SLURP	 model	 of	 the	 Mekong	 (and	 hence	referred	to	as	SLURP	sub-catchments).	As	described	in	Section	4.2.6,	this	approach	was	employed	to	enable	comparison	of	the	results	from	MIKE	SHE	and	the	earlier	SLURP	model	for	the	same	climate	change	scenarios.	However,	had	the	initial	MIKE	SHE	model	been	developed	in	isolation	from	SLURP,	a	more	appropriate	method	of	distributing	the	meteorological	inputs	would	have	instead	been	to	use	the	same	sub-catchments	 as	 the	 saturated	 zone	 linear	 reservoirs.	 Alternatively,	 they	 could	 be	distributed	according	to	a	0.5°	×	0.5°	grid,	as	used	in	the	Mac.PDM.09	GHM	(from	which	 projections	 for	 the	 Mekong	 catchment	 were	 extracted	 in	 Chapter	 4).	Compared	 to	 the	 use	 of	 large	 sub-catchments	 over	 which	 inputs	 are	 spatially	
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averaged,	 this	 approach	 clearly	 allows	 for	 much	 greater	 spatial	 variability	 in	meteorological	 inputs.	Previous	research	has	 identified	the	spatial	distribution	of	meteorological	 inputs,	 in	 particular	 precipitation,	 as	 a	 potential	 source	 of	uncertainty	 in	 hydrological	 model	 calibration	 and	 outputs	 under	 baseline/non-scenario	conditions	(e.g.	Mileham	et	al.,	2008;	Vaze	et	al.,	2011;	see	Section	2.6.6.2).	Assessment	of	the	impact	of	this	source	of	uncertainty	on	hydrological	projections	under	climate	change	therefore	warrants	investigation.		In	order	 to	assess	 the	spatial	distribution	of	meteorological	 inputs	as	a	source	of	uncertainty	 in	 river	 discharge	 projections	 under	 climate	 change,	 two	 additional	MIKE	SHE	models	of	the	Mekong	were	developed.	These	were	based	on	the	model	described	in	the	Section	5.2	that	uses	Penman	(PN)	PET.	This	model	was	selected	for	 this	part	of	 the	 study	over	 the	other	MIKE	SHE	models	because	Penman	and	Penman-based	 methods	 are	 widely	 used	 and	 recommended	 combination	 PET	methods	(e.g.	Andréassian	et	al.,	2004;	Shuttleworth,	2007).	In	addition,	compared	to	the	other	PET	methods	investigated,	the	PN	method	produces	mid-to	low-range	PET	estimates	for	the	Mekong	Basin	for	the	baseline	period	(Table	5.1;	Figure	5.1).	For	clarity,	the	original	PN	MIKE	SHE	model	will	subsequently	be	referred	to	as	the	S-Mets	model	because	meteorological	inputs	to	the	model	are	distributed	according	to	the	sub-catchments	initially	developed	for	use	in	the	SLURP	model	of	the	Mekong	(Kite,	2000;	Kingston	et	al.,	2011).			The	 two	 additional	 models	 employ	 alternative	 means	 of	 spatially	 distributing	meteorological	 inputs.	 The	 MIKE	 SHE	 meteorological	 input	 sub-catchments	 (M-Mets)	model	 uses	 the	MIKE	 SHE	 saturated	 zone	 linear	 reservoir	 sub-catchments	(see	 Section	 4.2.5)	 for	 distributing	 meteorological	 inputs,	 whilst	 the	 gridded	meteorological	inputs	(G-Mets)	model	distributes	the	data	according	to	a	0.5°	×	0.5°	grid.	The	three	alternative	spatial	distributions	are	presented	in	Figure	5.10.			To	 provide	 precipitation,	 temperature	 and	 PET	 inputs	 for	 the	 M-Mets	 model	employing	the	MIKE	SHE	sub-catchments	to	distribute	meteorological	 inputs,	 the	same	global	gridded	datasets	and	methodology	was	applied	as	for	the	S-Mets	model.	Gridded	monthly	precipitation	totals	from	the	UDel	precipitation	dataset	(Willmott	and	Matsuura,	 2000)	 and	monthly	mean	 temperature	 data	 from	 the	 CRU	TS	 3.0	
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dataset	(Mitchell	and	Jones,	2005)	were	spatially	averaged	for	each	of	the	MIKE	SHE	sub-catchments	 and	 stochastically	 disaggregated	 to	 a	 daily	 resolution	 using	 the	Mac-PDM	weather	generator.	This	employed	the	same	coefficient	of	variation	 for	disaggregated	daily	precipitation	and	 standard	deviation	of	daily	 temperature	as	used	for	the	S-Mets	model,	both	of	which	were	obtained	from	daily	NCDC	GSOD	data	(see	Sections	4.2.6.1	and	4.2.6.3).	Wet	days	data	were	obtained	from	the	CRU	TS	3.0	dataset	(Mitchell	and	Jones,	2005).	For	the	calculation	of	PN	PET,	gridded	monthly	data	 (cloud	 cover,	 mean	 daily	 minimum	 temperature,	 mean	 daily	 maximum	temperature	and	vapour	pressure)	from	the	CRU	TS	3.0	dataset	(CRU	TS	2.1	in	the	case	of	 cloud	cover)	were	employed.	Monthly	PET	was	evaluated	 for	each	of	 the	MIKE	SHE	sub-catchments	and	then	distributed	evenly	through	each	month.		
	
Figure	 5.10.	 Alternative	 meteorological	 input	 spatial	 distributions	 for	 the	 Mekong	
catchment.		Attributes	of	 the	SLURP	and	MIKE	SHE	sub-catchments,	 including	area,	elevation	statistics	and	number	of	CRU/UDel	climate	data	grid	cells	that	fall	within	each	sub-catchment,	are	summarised	in	Table	5.8.	Information	is	not	shown	for	SLURP	sub-catchments	 12	 and	 13	 or	 MIKE	 SHE	 sub-catchments	 16	 or	 17	 since	 these	 are	downstream	of	the	Phnom	Penh	gauging	station,	the	most	downstream	point	from	which	discharge	results	are	extracted.	This	table	demonstrates	that	the	maximum	
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number	 of	 climate	 grid	 cells	 over	which	meteorological	 inputs	must	 be	 spatially	averaged	is	much	greater	in	the	case	of	the	SLURP	sub-catchments.	With	the	MIKE	SHE	sub-catchments,	the	maximum	number	of	climate	data	grid	cells	within	a	single	sub-catchment	is	29,	for	the	Upper	Lancang	(sub-catchment	1),	followed	by	28,	for	the	Mekong	to	Luang	Prabang	(sub-catchment	4).	In	contrast,	the	maximum	number	of	 grid	 cells	 within	 a	 single	 SLURP	 sub-catchment	 is	 83	 for	 the	 Lancang	 (sub-catchment	1),	followed	by	52	for	Mekong	1	(sub-catchment	4).			
Table	 5.8.	 Attributes	 of	 the	 SLURP	 and	MIKE	 SHE	 sub-catchments,	 including	 area,	
elevation	statistics,	and	number	of	0.5°	×	0.5°	grid	CRU/UDel	climate	data	grid	cells	
that	fall	within	each	sub-catchment.	
SLURP	sub-catchment	 Area	(km2)	
Min.	
elevation	
(masl)	
Max.	
elevation	
(masl)	
Median	
elevation	
(masl)	
Number	of	
CRU/UDel	
grid	cells	Lancang	(1)	 228,000	 282	 5956	 1794	 83	Nam	Ou	(2)	 31,040	 271	 2009	 930	 10	Nam	Ngum	(3)	 8,980	 166	 2601	 1102	 3	Mekong	1	(4)	 158,250	 96	 2706	 317	 52	Chi	(5)	 56,590	 103	 1309	 197	 18	Mun	(6)	 61,570	 97	 1264	 171	 18	Chi-Mun	(7)	 4,220	 107	 525	 147	 1	Mekong	2	(8)	 20,780	 61	 1637	 144	 7	Se	Kong	(9)	 28,910	 58	 2100	 429	 9	Sre	Pok	(10)	 48,840	 63	 2250	 336	 16	Mekong	3	(11)	 28,000	 7	 927	 97	 8	
MIKE	SHE	sub-catchment	 Area	(km2)	 Min.	elevation	(masl)	 Max.	elevation	(masl)	 Median	elevation	(masl)	 Number	of	CRU/UDel	grid	cells	Upper	Lancang	(1)	 73,870	 2659	 5639	 4538	 29	Mid-Lancang	(2)	 41,450	 805	 5956	 2374	 14	Lower-Lancang	to	Chiang	Saen	(3)	 71,100	 361	 3122	 1186	 27	Mekong	to	Luang	Prabang	(4)	 87,420	 258	 2195	 824	 28	Mekong	to	Vientiane	(5)	 34,630	 149	 2146	 453	 13	Mekong	to	Nakhon	Phanom	(6)	 62,450	 127	 2706	 234	 19	Mekong	to	Mukdahan	(7)	 25,520	 105	 2207	 224	 9	Chi	to	Yasothon	(8)	 47,960	 113	 1309	 207	 16	Mun	to	Ubon	(9)	 61,270	 97	 1264	 171	 18	Chi-Mun	(10)	 13,270	 102	 535	 139	 3	Mekong	to	Pakse	(11)	 39,300	 86	 1894	 205	 13	Mekong	to	Stung	Treng	(12)	 11,400	 61	 1399	 112	 3	Se	Kong	(13)	 28,870	 58	 2100	 425	 9	Sre	Pok	(14)	 48,650	 63	 2250	 334	 16	Mekong	to	Phnom	Penh	(15)	 31,580	 1	 1471	 91	 10			 	
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For	the	G-Mets	MIKE	SHE	model,	the	gridded	monthly	UDel	precipitation	and	CRU	temperature	data	covering	the	Mekong	catchment	were	directly	disaggregated	to	a	daily	resolution,	i.e.	without	the	requirement	for	prior	spatial	averaging.	Similarly,	gridded	monthly	 PN	 PET	was	 evenly	 temporally	 distributed	 through	 the	month,	again,	without	the	requirement	for	prior	spatial	averaging.		
5.3.2. Model	calibration	and	validation		The	model	referred	to	as	the	S-Mets	model	in	this	section	is	the	PN	model	described	in	 Section	 5.2,	 and	 was	 not	 altered.	 It	 therefore	 did	 not	 require	 re-calibration.	However,	the	M-Mets	and	G-Mets	models	required	calibration	to	achieve	a	similar	performance	 for	 the	 baseline	 period	 as	 that	 achieved	 by	 the	 S-Mets	model.	 The	requirement	 for	 re-calibration	 following	 the	 specification	 of	 different	meteorological	 data	 (in	 particular	 precipitation),	 or	 data	with	 a	 different	 spatial	distribution,	has	been	reported	elsewhere	(e.g.	Mileham	et	al.,	2008;	Xu	et	al.,	2010;	Vaze	et	al.,	2011).		The	same	calibration	and	validation	procedures	as	described	for	the	previous	MIKE	SHE	models	(Sections	4.4	and	5.2.2)	were	again	employed.	As	before,	the	calibration	parameters	were	the	time	constants	of	the	saturated	zone’s	baseflow	reservoirs,	a	dead	 storage	proportion	 for	 the	baseflow	 reservoirs	 in	 a	 limited	number	of	 sub-catchments	and,	 in	 sub-catchments	with	 large	elevation	 ranges,	 the	precipitation	lapse	 rate.	 Parameters	 were	 only	 adjusted	where	 it	 was	 perceived	 necessary	 in	order	 to	achieve	a	similar	model	performance	 to	 that	of	 the	S-Mets	model.	Many	parameters	were	 therefore	not	 changed.	As	 in	 the	 case	 of	 the	 S-Mets	model,	 the	precipitation	 lapse	 rates	within	 the	M-Mets	 and	G-Mets	models	were	distributed	according	to	the	spatial	extent	of	the	MIKE	SHE	sub-catchments.	This	was	deemed	appropriate	since	the	termini	of	these	sub-catchments	were	made	in	many	cases	to	coincide	 with	 gauging	 stations	 (e.g.	 Mekong	 to	 Chiang	 Saen,	 Mekong	 to	 Luang	Prabang).	This	means	 that	during	calibration	of	 the	 first,	most	upstream	gauging	station	 (Chiang	 Saen)	 lapse	 rates	 can	 be	 applied	 and	 adjusted	 over	 the	 area	upstream	of	the	station,	and	in	the	case	of	subsequent	stations,	the	lapse	rate	can	be	applied	and	adjusted	over	the	area	between	the	previously	calibrated	and	current	station,	and	this	area	alone.	Within	the	M-Mets	model,	temperature	lapse	rates	over	
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the	Lancang	region	(Upper	Lancang	and	Mid-Lancang	MIKE	SHE	sub-catchments)	were	also	subject	to	calibration.	In	the	G-Mets	model,	use	of	gridded	temperature	data	 negated	 the	 need	 for	 a	 temperature	 lapse	 rate	 since	 these	 data	 allowed	appropriate	build	up	and	melting	of	snow	over	the	upper	Lancang	region.			
5.3.3. Simulation	of	climate	change		For	the	S-Mets	model,	the	same	climate	change	scenarios	as	employed	in	Section	5.2	(for	the	PN	model)	were	used.	In	the	case	of	the	M-Mets	and	G-Mets	models,	daily	future	 climate	 scenario	 data	 (precipitation,	 temperature	 and	 PN	 PET	 with	 the	model-appropriate	spatial	distribution)	for	a	30-year	period	were	generated	for	the	same	2	°C,	seven	GCM	climate	change	scenarios	using	the	gridded	monthly	outputs	from	 the	 ClimGen	 spatial	 scenario	 generator.	 This	 followed	 the	 methodology	described	in	Sections	4.5	and	5.2.3,	except	that	data	were	spatially	average	over	the	MIKE	 SHE	 sub-catchments	 for	 the	 M-Mets	 models,	 and	 did	 not	 require	 spatial	averaging	for	the	G-Mets	model.	Scenario	data	were	subsequently	specified	within	the	appropriate	MIKE	SHE	models	for	climate	scenario	simulation.		
5.3.4. Results		
5.3.4.1. Baseline	climate	data		For	the	baseline	period,	Figure	5.11	presents	the	dry	season	(December–February),	wet	 season	 (June–August)	 and	 annual	 UDel	 precipitation	 totals	 according	 to	 the	SLURP	 sub-catchment	 based	 (S-Mets),	MIKE	 SHE	 sub-catchment	 based	 (M-Mets)	and	gridded	(G-Mets)	input	data	for	the	Mekong	catchment.	These	maps	provide	an	indication	of	the	different	levels	of	spatial	variability	in	precipitation	magnitude	that	result	from	using	the	alternative	meteorological	input	spatial	distributions.	As	might	be	 expected,	 the	most	 notable	 differences	 between	 the	 S-Mets	 data	 and	 the	 two	other	datasets	are	seen	over	the	regions	of	the	two	largest	SLURP	sub-catchments,	the	 Lancang	 and	 Mekong	 1	 (see	 Figure	 5.10).	 For	 example,	 mean	 annual	precipitation	 over	 the	 Lancang	 SLURP	 sub-catchment	 is	~1053	mm.	 In	 contrast,	over	 the	 same	 area,	 gridded	 mean	 annual	 precipitation	 totals	 vary	 between		 	
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Figure	5.11.	Seasonal	precipitation	totals	 for	December–February	(DJF;	dry	season)	
and	 June–August	 (JJA;	 wet	 season)	 and	 mean	 annual	 precipitation	 totals	 for	 the	
Mekong	catchment	for	the	period	1961–1990,	according	to	the	SLURP	sub-catchment	
based	(top),	MIKE	SHE	sub-catchment	based	(middle)	and	gridded	(bottom)	data.			
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~450	mm	and	~1645	mm.	The	MIKE	SHE	sub-catchments	provide	an	intermediate	level	 of	 spatial	 variability	 and	 over	 the	 same	 region	 exhibit	 annual	 precipitation	totals	 of	~522	mm	 (Upper	 Lancang),	~1178	mm	 (Mid-Lancang)	 and	 >1380	mm	(Lower	Lancang	and	Mekong	to	Luang	Prabang	sub-catchments).			The	S-Mets	and	M-Mets	precipitation	maps	are	very	similar	over	much	of	the	Lower	Mekong	(excluding	the	Mekong	1	SLURP	sub-catchment),	since	the	sub-catchments	are	 generally	 closely	 aligned.	 At	 both	 the	 seasonal	 and	 annual	 level,	 the		gridded	data	show	a	general	increase	in	precipitation	totals	from	west	to	east	(and	to	the	south	in	the	case	of	DJF	precipitation).	This	gradient	is	largely	lost	in	the	two	sub-catchment	 averaged	 datasets.	 Within	 the	 SLURP	 sub-catchments,	 the		northern	 part	 of	 the	 large	 Mekong	 1	 sub-catchment	 extends	 from	 the	 western	border	 to	 the	eastern	border	of	 the	basin,	meaning	 that	 there	 is	no	precipitation	gradient	over	this	region.	In	the	case	of	the	MIKE	SHE	sub-catchments,	the	SLURP	Mekong	1	region	 is	divided	 into	 four	sub-catchments,	allowing	some	variation	 in	precipitation	totals.	To	the	south	of	this,	in	the	case	of	both	the	S-Mets	and	M-Mets	data,	the	division	of	the	basin	into	western	(e.g.	Chi,	Mun	and	Tonle	Sap)	and	eastern	(e.g.	 Se	 Kong	 and	 Sre	 Pok)	 sub-catchments	means	 that	 there	 is	 a	 clear	 contrast	between	lower	precipitation	totals	in	the	west,	and	higher	totals	in	the	east,	but	no	incremental	gradient	as	in	the	case	of	the	gridded	data.	For	a	given	meteorological	input	spatial	distribution,	the	patterns	are	generally	similar	across	the	different	time	periods	(DJF,	JJA	and	annual	precipitation	totals).		Baseline	 temperature	 data	 are	 not	 presented	 here	 since:	 i)	 temperature	 is	 only	relevant	 over	 the	 Lancang	 (only	 sub-catchment	 with	 snow);	 and	 ii)	 it	 was	demonstrated	in	Chapter	4	that	changes	in	temperature	time	series	alone	(i.e.	use	of	scenario	 temperature	 and	 baseline	 precipitation	 and	 PET)	 have	 little	 impact	 on	simulated	flows.		Seasonal	and	annual	PN	PET	totals	for	the	baseline	period	according	to	the	S-Mets,	M-Mets	and	G-Mets	input	data	are	presented	in	Figure	5.12.	 	
	 291	
	
Figure	 5.12.	 Seasonal	 PET	 totals	 for	 December–February	 (dry	 season)	 and	 June–
August	(wet	season)	and	mean	annual	PET	totals	for	the	Mekong	catchment	for	the	
period	1961–1990,	according	to	the	SLURP	sub-catchment	based	(top),	MIKE	SHE	sub-
catchment	based	(middle)	and	gridded	(bottom)	data.			 	
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As	with	the	precipitation	data,	the	most	notable	differences	between	the	S-Mets	data	and	 the	 other	 two	 datasets	 occur	 over	 the	 Lancang	 and	 Mekong	 1	 SLURP	 sub-catchments.	For	example,	in	the	case	of	DJF	and	annual	PET,	the	M-Mets	and	G-Mets	data	show	an	increase	in	magnitude	from	the	Upper	to	Lower	Lancang,	whilst	this	region	is	represented	by	a	single	sub-catchment	(and	hence	spatially	uniform	PET)	in	the	case	of	the	S-Mets	data.	Over	the	lower	basin,	the	S-Mets	and	M-Mets	datasets	show	 similar	 patterns,	 again,	 due	 to	 the	 similarity	 in	 sub-catchment	 delineation.	Westerly	and	southerly	sub-catchments	display	higher	seasonal	and	annual	totals	compared	 to	 easterly	 sub-catchments.	 In	 the	 case	 of	 the	 gridded	data,	 there	 is	 a	gradual	 gradient	 over	 the	 Lower	 Mekong	 from	 the	 southwest	 to	 the	 northeast,	rather	than	a	clear	divide	as	with	the	sub-catchment	based	data.		
5.3.4.2. Model	calibration	and	validation		Through	model	calibration,	it	was	possible	to	achieve	a	similar	model	performance	to	the	S-Mets	model	(i.e.	the	PN	MIKE	SHE	model	from	Section	5.2)	in	both	the	M-Mets	 and	 G-Mets	 models.	 This	 is	 illustrated	 in	 Figure	 5.13,	 which	 presents	 the	observed	and	simulated	regimes	from	the	three	models	for	the	calibration	period.	The	 validation	 regimes	 from	 the	 three	 models	 are	 likewise	 similar.	 Model	performance	statistics	(Dv	and	NSE)	for	the	calibration	and	validation	periods	are	presented	in	Table	5.9.	Performance	indicators	for	the	M-Mets	and	G-Mets	models	are	close	to	those	of	the	S-Mets	model	and	are	better	in	some	cases.					
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Figure	5.13.	Observed	and	simulated	regimes	from	the	three	MIKE	SHE	models	for	12	
gauging	stations	within	the	Mekong	catchment	for	the	calibration	period.	 	
J F M A M J J A S O N D
0
2
4
6
8
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Chiang Saen (a)
J F M A M J J A S O N D
0
2
4
6
8
10
12
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Luang Prabang (b)
J F M A M J J A S O N D
0
2
4
6
8
10
12
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Vientiane (c)
J F M A M J J A S O N D
0
5
10
15
20
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Nakhon Phanom (d)
J F M A M J J A S O N D
0
5
10
15
20
25
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Mukdahan (e)
J F M A M J J A S O N D
0
5
10
15
20
25
30
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Pakse (f)
J F M A M J J A S O N D
0
10
20
30
40
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Stung Treng (g)
J F M A M J J A S O N D
0
10
20
30
40
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Kratie (h)
J F M A M J J A S O N D
0
10
20
30
40
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Kompong Cham (i)
J F M A M J J A S O N D
0
10
20
30
40
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Phnom Penh (j)
J F M A M J J A S O N D
0
0.2
0.4
0.6
0.8
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Chi at Yasothon (k)
 
 
Observed S−Mets Simulated
J F M A M J J A S O N D
0
0.5
1
1.5
2
2.5
Di
sc
ha
rg
e 
(1
03
m
3 s
−1
)
Mun at Ubon (l)
 
 
M−Mets Simulated G−Mets Simulated
	294	
Table	5.9.	Model	performance	statistics	based	on	mean	monthly	discharges	from	the	
three	MIKE	SHE	models	for	twelve	gauging	stations	within	the	Mekong	catchment	for	
the	 calibration	 (1961–1990	 unless	 stated	 otherwise)	 and	 validation	 (1991–1998	
unless	stated	otherwise)	periods.	
Station	 Period	 Dv	(%)+	 	 	 NSE*	 	 	
	 	 S-Mets	 M-Mets	 G-Mets	 S-Mets	 M-Mets	 G-Mets	Chiang	Saen	(a)	 Cal	 2.04	¶¶¶¶¶	 0.18	¶¶¶¶¶	 -0.92	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.93	¶¶¶¶¶	Val	(1/91–6/97)	 -7.20	¶¶¶¶	 -4.49	¶¶¶¶¶	 -7.63	¶¶¶¶	 0.79	¶¶¶¶	 0.79	¶¶¶¶	 0.81	¶¶¶¶	Luang	Prabang	(b)	 Cal	 1.89	¶¶¶¶¶	 3.61	¶¶¶¶¶	 4.12	¶¶¶¶¶	 0.91	¶¶¶¶¶	 0.93	¶¶¶¶¶	 0.93	¶¶¶¶¶	Val	(1/91–12/97)	 -2.90	¶¶¶¶¶	 3.08	¶¶¶¶¶	 2.33	¶¶¶¶¶	 0.83	¶¶¶¶	 0.82	¶¶¶¶	 0.83	¶¶¶¶	Vientiane	(c)	 Cal	 3.03	¶¶¶¶¶	 0.43	¶¶¶¶¶	 0.66	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.94	¶¶¶¶¶	 0.94	¶¶¶¶¶	Val	(1/91–12/96)	 0.00	¶¶¶¶¶	 -0.38	¶¶¶¶¶	 -0.70	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.87	¶¶¶¶¶	 0.88	¶¶¶¶¶	Nakhon	Phanom	(d)	 Cal	 0.84	¶¶¶¶¶	 -0.55	¶¶¶¶¶	 -1.52	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.93	¶¶¶¶¶	 0.94	¶¶¶¶¶	Val	(1/91–11/95)	 -4.22	¶¶¶¶¶	 -3.90	¶¶¶¶¶	 -5.25	¶¶¶¶	 0.90	¶¶¶¶¶	 0.89	¶¶¶¶¶	 0.90	¶¶¶¶¶	Mukdahan	(e)	 Cal	 2.86	¶¶¶¶¶	 3.74	¶¶¶¶¶	 3.78	¶¶¶¶¶	 0.91	¶¶¶¶¶	 0.93	¶¶¶¶¶	 0.93	¶¶¶¶¶	Val	(1/91–12/95)	 0.60	¶¶¶¶¶	 3.25	¶¶¶¶¶	 2.84	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.92	¶¶¶¶¶	Pakse	(f)	 Cal	 3.12	
¶¶¶¶¶	 4.57	¶¶¶¶¶	 4.73	¶¶¶¶¶	 0.91	¶¶¶¶¶	 0.93	¶¶¶¶¶	 0.93	¶¶¶¶¶	Val		 2.32	
¶¶¶¶¶	 4.96	¶¶¶¶¶	 4.51	¶¶¶¶¶	 0.89	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.90	¶¶¶¶¶	Stung	Treng	(g)	 Cal	(1/61–12/69)	 6.11	¶¶¶¶	 6.43	¶¶¶¶	 7.86	¶¶¶¶	 0.93	¶¶¶¶¶	 0.94	¶¶¶¶¶	 0.94	¶¶¶¶¶	Val	(1/91–12/93)	 -9.53	¶¶¶¶	 -7.59	¶¶¶¶	 -6.76	¶¶¶¶	 0.88	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.90	¶¶¶¶¶	Kratie	(h)	 Cal	 4.07	
¶¶¶¶¶	 4.57	¶¶¶¶¶	 5.84	¶¶¶¶	 0.91	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.92	¶¶¶¶¶	Val		 2.44	
¶¶¶¶¶	 3.68	¶¶¶¶¶	 4.53	¶¶¶¶¶	 0.87	¶¶¶¶¶	 0.88	¶¶¶¶¶	 0.87	¶¶¶¶¶	Kompong	Cham	(i)	 Cal	(1/64–3/74)	 9.06	¶¶¶¶	 9.06	¶¶¶¶	 9.64	¶¶¶¶	 0.93	¶¶¶¶¶	 0.94	¶¶¶¶¶	 0.94	¶¶¶¶¶	Val†	 —	 —	 —	 —	 —	 —	Phnom	Penh	(j)	 Cal	(1/61–3/74)	 14.97	¶¶¶	 15.02	¶¶¶	 16.61	¶¶¶	 0.92	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.92	¶¶¶¶¶	Val†	 —	 —	 —	 —	 —	 —	Chi	at	Yasothon	(k)	 Cal	 -0.56	¶¶¶¶¶	 -2.67	¶¶¶¶¶	 -1.21	¶¶¶¶¶	 0.56	¶¶¶	 0.56	¶¶¶	 0.57	¶¶¶	Val	(1/91–12/95)	 9.93	¶¶¶¶	 6.66	¶¶¶¶	 9.30	¶¶¶¶	 0.15	¶	 0.15	¶	 0.20	¶¶	Mun	at	Ubon	(l)	 Cal	 -0.11	¶¶¶¶¶	 1.86	¶¶¶¶¶	 -0.33	¶¶¶¶¶	 0.61	¶¶¶	 0.62	¶¶¶	 0.65	¶¶¶¶	Val	(1/91–12/93)	 1.28	¶¶¶¶¶	 2.01	¶¶¶¶¶	 0.76	¶¶¶¶¶	 0.34	¶¶	 0.29	¶¶	 0.38	¶¶	
Performance	
indicator	 Excellent	¶¶¶¶¶	 Very	good	¶¶¶¶	 Fair	¶¶¶	 Poor	¶¶	 Very	poor	¶	Dv	 <	5%	 5–10%	 10–20%	 20–40%	 >40%	NSE	 >0.85	 0.65–0.85	 0.50–0.65	 0.20–0.50	 <0.20	+	Percentage	deviation	in	simulated	mean	flow	from	observed	mean	flow	(Henriksen	et	al.,	2003).		*	Nash–Sutcliffe	coefficient	(Nash	and	Sutcliffe,	1970).	†	Validation	not	possible	due	to	absence	of	observations.		 	
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5.3.4.3. Scenario	climate	data		For	 the	meteorological	 input	 data	with	 alternative	 spatial	 distributions,	 changes	(compared	to	the	baseline	period)	in	mean	annual,	JJA	and	DJF	precipitation	totals	under	the	2	°C,	seven	GCM	scenarios	are	presented	in	Figures	5.14,	5.15	and	5.16,	respectively.	Use	of	sub-catchment	based	data	for	the	baseline	and	scenario	means	that	 there	 is	a	uniform	percentage	change	over	each	sub-catchment.	These	maps	demonstrate	how	the	use	of	sub-catchment	averaged	data	compared	to	gridded	data	impacts	the	spatial	pattern	and	variability	in	changes.	In	the	majority	of	cases,	use	of	 sub-catchment	 based	 data	 does	 not	 impact	 the	 direction	 of	 change	 over	 a	particular	region.	For	example,	increases	in	annual	precipitation	are	seen	over	all	grid	cells	and	hence	all	sub-catchments	for	the	CCCMA,	MPI	and	NCAR	GCMs.		However,	 in	 cases	 where	 some	 of	 the	 grid	 cells	 located	within	 a	 sub-catchment	display	increases	under	climate	change,	and	others	show	decreases,	the	direction	of	change	may	be	altered	over	some	areas	within	a	sub-catchment,	or	little	change	may	occur	over	the	whole	sub-catchment.	For	example,	in	the	case	of	changes	in	annual	precipitation	 projected	 using	 the	 CSIRO	GCM,	 the	 gridded	data	 display	 increases	over	 the	 upper	 Lancang	 (of	 up	 to	 11.6%)	 and	 decreases	 over	 the	mid	 to	 lower	Lancang	 (maximum:	 -11.3%).	 Conversely,	 the	 Lancang	 SLURP	 sub-catchment	exhibits	 a	decrease	of	 -4.6%.	A	 similar	pattern	 is	 seen	 in	 the	 case	of	DJF	and	 JJA	precipitation	with	CSIRO.	For	changes	in	annual	and	JJA	precipitation	projected	by	the	IPSL	GCM,	the	gridded	data	show	reductions	over	the	western	Khorat	Plateau	and	increases	over	the	eastern	Khorat	Plateau.	However,	spatial	averaging	results	in	little	projected	change	(no	greater	than	±1%)	over	the	Chi	and	Mun	SLURP	and	MIKE	SHE	(except	JJA	precipitation	over	Chi)	sub-catchments.		 	
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Figure	 5.14.	 Change	 (%)	 in	 mean	 annual	 precipitation	 totals	 for	 the	 Mekong	
catchment	 under	 the	 2	 °C,	 seven	 GCM	 scenarios,	 according	 to	 the	 SLURP	 sub-
catchment	 based	 (top),	 MIKE	 SHE	 sub-catchment	 based	 (middle)	 and	 gridded	
(bottom)	data.			
	 297	
	
Figure	5.15.	Change	(%)	in	JJA	precipitation	totals	for	the	Mekong	catchment	under	
the	2	 °C,	 seven	GCM	scenarios,	 according	 to	 the	 SLURP	 sub-catchment	based	 (top),	
MIKE	SHE	sub-catchment	based	(middle)	and	gridded	(bottom)	data.	
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Figure	5.16.	Change	(%)	in	DJF	precipitation	totals	for	the	Mekong	catchment	under	
the	2	 °C,	 seven	GCM	scenarios,	 according	 to	 the	 SLURP	 sub-catchment	based	 (top),	
MIKE	SHE	sub-catchment	based	(middle)	and	gridded	(bottom)	data.			 	
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Percentage	changes	(compared	to	the	baseline	period)	in	mean	annual,	JJA	and	DJF	PET	totals	under	the	2	°C,	seven	GCM	scenarios	are	presented	in	Figures	5.17,	5.18	and	5.19,	respectively,	for	the	alternative	meteorological	input	spatial	distributions.	It	 is	 clear	 from	 these	maps	 that	 compared	 to	 the	precipitation	 change	maps,	 the	gridded	PET	data	show	much	less	spatial	variability	in	terms	of	the	magnitude	and	direction	 of	 projected	 change.	 As	 with	 precipitation,	 for	 each	 GCM	 scenario,	differences	between	 the	S-Mets	 change	map	and	 the	other	 two	 change	maps	are	generally	 greatest	 over	 the	 Lancang	 region.	 For	 example,	 for	 changes	 in	 JJA	 PET	totals,	 the	 S-Mets	maps	 show	projected	 increases	 over	 the	 Lancang	 for	 all	 GCMs	except	HadCM3	(-0.9%).	However,	the	gridded	change	maps	for	CCCMA,	CSIRO	and	NCAR	show	reductions	(or	little	change	in	the	case	of	CSIRO)	in	PET	over	the	upper	to	mid-Lancang,	and	increases	over	the	mid	to	lower-Lancang,	whilst	for	HadCM3,	reductions	 are	projected	 for	 the	majority	 of	 grid	 cells	 falling	within	 the	Lancang	region,	with	 the	 greatest	 reductions	 over	 the	mid-Lancang.	 The	 change	 patterns	displayed	 in	 the	M-Mets	maps	more	closely	match	 those	of	 the	gridded	data.	For	example,	for	CCCMA,	the	M-Mets	change	map	shows	a	projected	decrease	over	the	Upper	Lancang,	little	change	(-0.2%)	over	the	Mid-Lancang	and	an	increase	over	the	Lower-Lancang.	 It	 is	worth	noting	here	 that	projected	 reductions	 in	PET	are	not	associated	 with	 the	 projected	 changes	 in	 temperature,	 since	 all	 grid	 cells	 show	projected	 increases	 in	 temperature	 throughout	 the	 year.	 Instead,	 reductions	 are	associated	with	the	projected	changes	in	cloud	cover	and	vapour	pressure.		In	general,	the	S-Mets	and	M-Mets	data	show	very	similar	change	patterns	over	the	Lower	Mekong	Basin.	Although	in	some	cases	the	division	of	the	Mekong	1	SLURP	sub-catchment	into	four	MIKE	SHE	sub-catchments	means	that	the	latter	displays	slightly	greater	variability,	the	differences	are	generally	small.	For	example,	Mekong	1	shows	a	reduction	of	-0.2%	in	JJA	PET	with	NCAR,	whilst	the	corresponding	MIKE	SHE	 sub-catchments	 in	 this	 area	 show	 changes	 of	 between	 -1.5%	 to	 +1.7%.	Regardless	of	spatial	distribution	method,	 increases	 in	annual	and	DJF	PET	totals	are	 projected	 throughout	 the	 Lower	 Mekong	 Basin	 for	 all	 seven	 GCMs.	 For	 the	majority	 of	 grid	 cells	 and	 sub-catchments,	 increases	 of	 between	 5–15%	 are	projected.	For	JJA	PET	totals,	increases	are	projected	for	all	grid	cells,	and	hence	all	sub-catchments,	using	the	CCCMA,	CSIRO,	HadGEM1	and	IPSL	GCMs.		 	
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Figure	5.17.	Change	(%)	in	mean	annual	PET	totals	for	the	Mekong	catchment	under	
the	2	 °C,	 seven	GCM	scenarios,	 according	 to	 the	 SLURP	 sub-catchment	based	 (top),	
MIKE	SHE	sub-catchment	based	(middle)	and	gridded	(bottom)	data.	
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Figure	5.18.	Change	(%)	in	JJA	PET	totals	for	the	Mekong	catchment	under	the	2	°C,	
seven	GCM	scenarios,	according	to	the	SLURP	sub-catchment	based	(top),	MIKE	SHE	
sub-catchment	based	(middle)	and	gridded	(bottom)	data.			 	
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Figure	5.19.	Change	(%)	in	DJF	PET	totals	for	the	Mekong	catchment	under	the	2	°C,	
seven	GCM	scenarios,	according	to	the	SLURP	sub-catchment	based	(top),	MIKE	SHE	
sub-catchment	based	(middle)	and	gridded	(bottom)	data.			 	
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5.3.4.4. Scenario	river	discharge		In	a	similar	way	to	Table	5.6	 for	 the	models	employing	alternative	PET	methods,	Table	 5.10	 presents	 mean	 baseline	 discharge	 and	 percentage	 changes	 in	 these	discharges	for	each	of	the	2	°C	scenarios	for	the	three	models	with	different	spatial	distributions	 of	 meteorological	 inputs.	 Results	 are	 provided	 for	 the	 same	 eight	representative	 gauging	 stations.	 For	 each	 scenario/station	 combination,	 the	absolute	range	in	percentage	changes	simulated	by	the	three	models	is	also	shown.	At	 the	 bottom	of	 the	 table,	 for	 each	 station,	 the	 variability	 across	 the	MIKE	 SHE	models	 in	mean	 baseline	 and	 scenario	 discharges	 is	 expressed	 as	 the	 difference	between	the	largest	and	smallest	mean	discharge	for	a	given	scenario	(i.e.	the	range)	as	 a	 percentage	 of	 the	 overall	 average	 of	 the	mean	 discharges	 for	 that	 scenario.	Changes	 in	mean	annual	and	monthly	Q95	and	Q5	discharges	for	each	MIKE	SHE	model	are	shown	in	Figure	5.20	for	four	stations	on	the	main	Mekong.	Changes	in	mean	discharge	 for	 each	 gauging	 station	 on	 the	main	Mekong	 (from	upstream	–	station	a,	to	downstream	–	station	j)	are	presented	in	Figure	5.21.		The	pattern	and	magnitude	of	simulated	changes	in	mean	discharge	is	very	similar	across	 all	 three	 MIKE	 SHE	 models	 (Figure	 5.20;	 Figure	 5.21).	 Increases	 are	consistently	projected	for	all	stations	for	CCCMA	and	NCAR,	and	for	all	stations	on	the	 main	 Mekong	 for	 HadCM3	 (Table	 5.10).	 For	 CCCMA,	 the	 absolute	 range	 of	percentage	 changes	 from	 the	 three	 hydrological	 models	 is	 less	 than	 2%	 at	 all	stations	except	Chiang	Saen	(2.8%)	and	shows	a	general	 reduction	with	distance	downstream,	 with	 consistent	 values	 of	 0.1–0.3%	 between	 Nakhon	 Phanom	 and	Phnom	Penh	(d–j).	For	NCAR,	the	absolute	range	of	percentage	changes	across	the	three	models	is	slightly	larger	at	stations	between	Luang	Prabang	and	Mukdahan	(b–e),	but	is	still	low	(between	2.2%	and	3.8%).	At	other	stations	the	range	is	≤1%.	A	 similar	 pattern	 is	 seen	 with	 HadCM3,	 with	 the	 range	 in	 percentage	 changes	projected	by	the	three	models	reaching	4.6%	at	Vientiane.	All	three	models	display	a	reduction	in	the	magnitude	of	projected	increases	in	a	downstream	direction	from	Luang	Prabang	onwards.	In	the	case	of	all	three	GCMs	(CCCMA,	NCAR	and	HadCM3)	on	the	main	Mekong,	simulated	changes	from	the	M-Mets	and	G-Mets	models	tend	to	be	very	similar	(maximum	inter-model	difference	of	0.4%),	with	the	S-Mets	model	generally	producing	slightly	lower	increases	in	mean	discharge.	 	
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Table	5.10.	Mean	baseline	discharge	(m3s–1)	and	change	from	baseline	mean	discharge	
(%)	 for	 the	 three	 models	 for	 each	 GCM	 at	 eight	 gauging	 stations.	 Grey	 shading	
indicates	 negative	 changes	 compared	 to	 the	 baseline.	 The	 absolute	 range	 in	
percentage	 changes	 for	 each	 station/scenario	 is	 also	 shown.	 The	 range	 of	 mean	
discharges	for	the	baseline	and	each	GCM	from	the	different	models	are	also	indicated	
at	the	bottom	(%	of	overall	mean	discharge	from	the	three	models	for	that	scenario).	
Scenario	
Model	/	
Scenario	
Chiang	
Saen	
(a)	
Luang	
Prabang	
(b)	
	
Vientiane	
(c)	
	
Mukda-
han	(e)	
	
Pakse	
(f)	
	
Kratie	
(h)	
Phnom	
Penh	
(j)	
	
Ubon	
(l)	Baseline	(m3s-1)	 S-Mets	 2766.7	 4055.6	 4658.0	 7819.6	 10143.5	 13964.6	 14363.5	 635.6	M-Mets	 2716.3	 4124.0	 4540.5	 7886.6	 10285.9	 14031.9	 14396.1	 648.1	G-Mets	 2686.4	 4144.3	 4550.8	 7889.7	 10302.3	 14203.0	 14578.7	 634.2	CCCMA		(%	change)	 S-Mets	 10.6	 11.3	 11.6	 12.0	 12.4	 10.6	 10.5	 13.8	M-Mets	 13.5	 12.8	 12.6	 12.2	 12.7	 10.8	 10.7	 13.0	G-Mets	 13.1	 12.5	 12.5	 12.1	 12.8	 10.8	 10.7	 13.8	
Range	 2.8	 1.5	 1.0	 0.2	 0.3	 0.2	 0.2	 0.8	CSIRO		(%	change)	 S-Mets	 -18.2	 -18.1	 -17.1	 -13.8	 -12.2	 -10.1	 -9.8	 -4.0	M-Mets	 -16.4	 -16.7	 -16.2	 -13.1	 -11.6	 -9.6	 -9.3	 -2.6	G-Mets	 -16.0	 -16.4	 -15.8	 -12.9	 -11.3	 -9.4	 -9.2	 -3.6	
Range	 2.3	 1.7	 1.3	 1.0	 0.9	 0.7	 0.6	 1.4	HadCM3	(%	change)	 S-Mets	 18.7	 18.9	 16.6	 10.6	 8.0	 4.4	 4.1	 -2.4	M-Mets	 19.8	 22.6	 21.2	 12.0	 8.5	 4.8	 4.5	 -2.7	G-Mets	 19.7	 22.2	 21.0	 11.6	 8.2	 4.7	 4.4	 -2.4	
Range	 1.1	 3.7	 4.6	 1.3	 0.4	 0.4	 0.4	 0.4	HadGEM1	(%	change)	 S-Mets	 0.3	 -0.8	 -2.0	 -4.5	 -6.0	 -4.5	 -4.4	 -14.0	M-Mets	 6.6	 4.1	 2.9	 -2.1	 -4.3	 -3.2	 -3.2	 -11.1	G-Mets	 6.2	 4.0	 3.0	 -2.3	 -4.3	 -3.1	 -3.1	 -11.9	
Range	 6.3	 4.9	 5.0	 2.5	 1.7	 1.3	 1.2	 3.0	IPSL		(%	change)	 S-Mets	 -18.0	 -16.1	 -14.4	 -9.7	 -7.5	 -5.6	 -5.5	 0.8	M-Mets	 -14.1	 -13.4	 -13.1	 -8.3	 -5.9	 -4.4	 -4.4	 0.4	G-Mets	 -13.3	 -12.4	 -12.2	 -7.8	 -5.5	 -4.1	 -4.1	 0.8	
Range	 4.7	 3.7	 2.2	 1.9	 2.1	 1.5	 1.4	 0.4	MPI		(%	change)	 S-Mets	 -1.4	 1.3	 2.8	 5.9	 8.5	 9.8	 10.1	 21.7	M-Mets	 1.8	 4.8	 5.6	 7.6	 10.2	 11.1	 11.5	 24.4	G-Mets	 1.9	 4.6	 5.3	 7.3	 9.7	 10.6	 10.9	 21.2	
Range	 3.3	 3.5	 2.8	 1.7	 1.7	 1.3	 1.3	 3.3	NCAR		(%	change)	 S-Mets	 11.5	 16.3	 16.4	 16.3	 14.8	 11.9	 11.7	 7.1	M-Mets	 12.4	 20.0	 20.1	 18.5	 15.0	 12.3	 12.1	 6.7	G-Mets	 12.5	 20.1	 20.3	 18.0	 14.6	 11.8	 11.6	 6.3	
Range	 1.0	 3.8	 3.9	 2.2	 0.4	 0.5	 0.5	 0.8	Range	of	mean	discharges	(%		of	overall	mean	from	the	three	models)	
Baseline	 2.9	 2.2	 2.6	 0.9	 1.5	 1.7	 1.5	 2.2	CCCMA	 1.4	 3.3	 1.7	 1.0	 1.8	 1.9	 1.7	 1.5	CSIRO	 0.6	 4.2	 1.5	 2.0	 2.5	 2.4	 2.2	 3.4	HadCM3	 2.1	 4.9	 1.3	 2.0	 1.8	 2.0	 1.8	 1.8	HadGEM1	 4.2	 6.8	 2.6	 3.4	 3.3	 3.1	 2.8	 5.4	IPSL	 2.8	 6.4	 1.3	 2.9	 3.8	 3.2	 2.9	 1.8	MPI	 1.4	 5.3	 0.1	 2.5	 2.9	 2.4	 2.2	 4.9	NCAR	 2.0	 5.4	 0.9	 2.7	 1.6	 1.6	 1.4	 2.5			
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Figure	5.20.	Change	from	baseline	mean,	Q5	and	Q95	discharges	for	the	2	°C,	seven	
GCM	scenarios	and	each	MIKE	SHE	model	 for	 four	gauging	stations.	CC:	CCCMA;	CS:	
CSIRO;	H3:	HadCM3;	H1:	HadGEM1;	I:	IPSL;	M:	MPI;	N:	NCAR.	 	
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Figure	5.21.	Change	in	mean	discharge	(%)	for	gauging	stations	on	the	main	Mekong	
for	the	2	°C,	seven	GCM	scenarios	and	each	MIKE	SHE	model	(S-Mets,	M-Mets	and	G-
Mets).	 Shaded	 bands	 indicate	 the	 range	 of	 inter-MIKE	 SHE	model	 uncertainty	 and	
enable	identification	of	which	GCM	the	scatter	points	refer	to.		With	the	MPI	GCM,	the	S-Mets	model	simulates	a	small	(-1.4%)	reduction	in	mean	discharge	 at	 Chiang	 Saen,	 whilst	 the	 M-Mets	 and	 G-Mets	 models	 project	 small	increases	 (1.8%	 and	 1.9%,	 respectively).	 However,	 the	 inter-model	 range	 in	percentage	change	is	only	3.3%.	Increases	in	mean	discharge	are	projected	by	all	three	models	at	all	other	stations	and	the	inter-model	range	in	percentage	change	shows	a	general	reduction	in	magnitude	from	Luang	Prabang	(3.5%)	downstream.		Reductions	in	mean	discharge	are	projected	by	all	three	MIKE	SHE	models	for	all	stations	with	the	CSIRO	GCM,	and	for	all	stations	on	the	main	Mekong	with	IPSL.	The	magnitude	of	change	decreases	with	distance	downstream	on	the	main	Mekong	for	both	 GCMs	 with	 all	 three	 MIKE	 SHE	 models.	 The	 S-Mets	 model	 is	 consistently	responsible	 for	 the	greatest	reductions,	but	 inter-model	differences	are	generally	small.	For	CSIRO	and	IPSL,	the	range	in	percentage	change	from	the	three	models	shows	 a	 maximum	 of	 2.3%	 and	 4.7%,	 respectively,	 at	 Chiang	 Saen,	 and	 then	 a	general	reduction	in	magnitude	with	distance	downstream	until	Pakse,	after	which	inter-model	differences	show	little	variation.	The	inter-model	ranges	in	percentage	change	at	Yasothon	and	Ubon	are	consistently	low	(<2%).		
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The	greatest	inter-MIKE	SHE	model	differences	for	change	in	mean	discharge	are	seen	with	the	HadGEM1	GCM.	For	the	S-Mets	model,	an	increase	in	mean	discharge	is	restricted	to	Chiang	Saen.	In	contrast,	the	M-Mets	and	G-Mets	models,	for	which	results	 are	 very	 similar,	 show	 increases	 down	 to	 Vientiane,	 and	 reductions	 for	gauging	stations	downstream	of	this.	The	inter-model	range	in	percentage	change	is	6.3%	at	Chiang	Saen	and	exhibits	a	downstream	reduction	in	magnitude.		For	 comparison,	 the	 inter-GCM	 range	 of	 change	 in	 mean	 discharge	 (difference	between	the	maximum	and	minimum	projected	percentage	change	across	the	seven	GCMs)	for	a	given	MIKE	SHE	model	at	given	gauging	station	varies	between	30%	and	40%	for	stations	between	Chiang	Saen	and	Mukdahan,	and	between	20%	and	27%	for	stations	on	the	main	Mekong	between	Pakse	and	Phnom	Penh.		Across	the	42	gauging	station/GCM	combinations	(six	stations	×	seven	GCMs)	in	Table	5.10,	the	average	 inter-MIKE	 SHE	model	 range	 of	 change	 in	mean	discharge	 is	 only	 1.9%.	Conversely,	 the	average	 inter-GCM	range	of	change	 in	mean	discharge	across	 the	eight	stations	in	Table	5.10	is	~30%	for	each	of	the	three	MIKE	SHE	models.	This	demonstrates	 that	 for	 changes	 in	mean	discharge,	 the	magnitude	of	GCM-related	uncertainty	 is	 far	 greater	 than	 that	 associated	 with	 the	 spatial	 distribution	 of	meteorological	inputs.		Furthermore,	the	inter-model	range	of	discharges	expressed	as	a	percentage	of	the	overall	mean	from	the	three	models	(bottom	section	of	Table	5.10)	is,	in	many	cases,	close	to	(and	sometimes	even	less	than)	that	of	the	baseline.	For	the	baseline,	for	the	stations	 in	 Table	 5.10	 the	 difference	 between	 the	 largest	 and	 smallest	 mean	discharges	at	a	given	gauging	station	is,	on	average,	1.9%	of	the	overall	mean	from	the	 three	models.	 For	 the	 scenarios,	mean	 inter-MIKE	SHE	model	 range	 in	mean	discharge	is	1.8%	for	CCCMA	and	for	the	other	GCMs	increases	to	between	2.2–2.4%	(CSIRO,	 HadCM3,	 and	 NCAR)	 and	 3.9%	 (HadGEM1).	 This	 indicates	 that	 for	 the	CCCMA	GCM	scenario,	the	level	of	inter-model	variability	is,	on	average,	no	greater	than	that	experienced	under	the	baseline.	Although	the	other	GCMs	show	increases	in	inter-model	variability	compared	to	the	baseline	at	a	greater	number	of	stations,	the	 increases	are	generally	small.	For	all	GCM	scenarios,	 the	greatest	 inter-model	range	of	discharges	(as	a	percentage	of	the	overall	mean	from	the	three	models)	is	
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associated	with	the	Luang	Prabang	gauging	station,	ranging	from	3.3%	(CCCMA)	to	6.8%	(HadGEM1).		This	station	exhibited	a	range	of	2.2%	under	baseline	conditions.		Figure	 5.20	 demonstrates	 that	 there	 is	 generally	 slightly	 greater	 inter-model	uncertainty	associated	with	changes	in	Q95	and	Q5	discharges.	The	average	(across	the	seven	GCMs)	 inter-MIKE	SHE	model	 range	of	percentage	change	 in	Q95	(low	flows)	is	7.9%	at	Chiang	Saen	(maximum	of	11.0%	for	IPSL),	8.5%	at	Luang	Prabang	(maximum	of	11.1%	for	HadGEM1)	and	between	7.0%	and	3.1%	at	stations	from	Vientiane	 downstream	 to	 Phnom	Penh.	 This	 contrasts	 to	 an	 average	 (across	 the	seven	GCMs)	inter-MIKE	SHE	model	range	of	percentage	change	in	mean	discharge	of	3.1%	at	Chiang	Saen	 (maximum:	6.3%	 for	HadGEM1),	2.7%	at	Luang	Prabang	(maximum:	 4.3%	 for	 HadGEM1)	 and	 between	 3.3%	 and	 0.8%	 at	 stations	 from	Vientiane	downstream	to	Phnom	Penh.	The	average	(across	the	seven	GCMs)	inter-MIKE	 SHE	model	 range	 of	 percentage	 change	 in	 Q5	 (high	 flows)	 at	 each	 station	varies	between	5.8%	at	Chiang	Saen	(maximum	of	9.3%	for	CSIRO)	and	1.9%	(Stung	Treng).	 This	 demonstrates	 that	 the	 uncertainty	 associated	 with	 the	 spatial	distribution	of	meteorological	inputs	is	greater	for	changes	in	high	and	low	flows	compared	to	changes	in	mean	discharge.		However,	choice	of	GCM	remains	a	far	greater	source	of	uncertainty	for	changes	in	Q5	 and	 Q95	 discharges.	 For	 change	 in	 Q95,	 the	 inter-GCM	 range	 in	 percentage	change	is	over	29%	at	all	stations	for	all	three	MIKE	SHE	models,	and	above	20%	for	all	stations	for	Q5.	Furthermore,	in	the	majority	of	cases	the	three	MIKE	SHE	models	project	the	same	direction	of	change	for	a	given	GCM/gauging	station.	Exceptions	include	 change	 in	Q5	with	HadGEM1	at	Luang	Prabang,	where	 the	S-Mets	model	projects	a	 small	decrease	of	 -1.2%	whilst	 the	M-Mets	and	G-Mets	models	project	small	increases	of	3.4%	and	2.5%,	respectively.	Exceptions	that	can	be	seen	in	Figure	5.20	 include	change	 in	Q95	at	Chiang	Saen	and	Vientiane	with	 the	MPI	GCM	and	change	in	Q95	at	Pakse	for	the	HadGEM1	GCM.		 	
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5.4. An	assessment	of	the	uncertainty	associated	with	the	use	of	alternative	
baseline	precipitation	data		This	section	investigates	the	uncertainty	in	river	discharge	projections	associated	with	 the	 use	 of	 alternative	 precipitation	 data	 during	 hydrological	 model	calibration/validation	 and	 baseline	 simulation.	 Sections	 5.4.1–5.4.2	 describe	 the	development	of	a	MIKE	SHE	Mekong	model	that	employs	precipitation	data	derived	from	the	CRU	TS	3.0	dataset,	rather	than	the	previously	used	UDel	dataset.	Section	5.4.3	then	outlines	the	generation	of	climate	change	scenario	data	for	the	additional	model	 for	 the	2	°C,	seven	GCM	scenarios.	The	results	section	(5.3.4)	presents	 the	climate	scenarios	and	the	calibration,	validation	and	climate	change	scenario	results	of	the	two	MIKE	SHE	models	that	employ	alternative	baseline	precipitation	data.		
5.4.1. Alternative	baseline	precipitation	–	model	development		The	MIKE	SHE	models	in	previous	sections	have	all	used	baseline	precipitation	data	derived	from	the	UDel	dataset	(Willmott	and	Matsuura,	2000).	To	investigate	the	impact	 that	 use	 of	 alternative	 baseline	 precipitation	 data	 can	 have	 on	 calibrated	model	parameter	values	and	discharge	projections	under	climate	change,	a	MIKE	SHE	model	is	developed	that	uses	precipitation	derived	from	the	CRU	TS	3.0	dataset	(Mitchell	and	Jones,	2005).	Whilst	there	are	several	gridded	precipitation	datasets	available,	CRU	was	selected	because	it	is	very	widely	used,	was	employed	in	most	of	the	QUEST-GSI	 studies	 (Todd	 et	al.,	 2011),	 and,	unlike	many	alternative	datasets	(see	for	example	Lauri	et	al.,	2014),	CRU	covers	the	full	1961–1990	baseline	period.	Although	it	would	potentially	be	interesting	to	explore	the	use	of	a	daily	dataset	such	as	APHRODITE	(Yatagai	et	al.,	2012),	the	ClimGen	scenario	outputs	used	throughout	this	chapter	cannot	be	employed	to	perturb	baseline	data	with	a	daily	resolution.		The	model	that	uses	CRU	precipitation	was	based	on	the	MIKE	SHE	model	developed	in	Section	5.3	that	uses	PN	PET	and	employs	the	MIKE	SHE	sub-catchments	for	the	distribution	of	meteorological	inputs	(the	M-Mets	model).	This	model	was	selected	because	 it	 is	 the	 intermediate	 option	 between	 use	 of	 0.5°	 ×	 0.5°	 gridded	meteorological	inputs	and	the	SLURP	sub-catchment	averaged	inputs.	Furthermore,	this	means	that	the	same	sub-catchments	are	used	for	the	meteorological	inputs	as	
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for	the	linear	reservoir	groundwater	sub-catchments,	which	would	likely	have	been	the	case	if	the	MIKE	SHE	model	had	been	developed	independently	from	SLURP.		Daily	CRU-based	precipitation	data	for	1961–1998	were	derived	for	the	MIKE	SHE	meteorological	input	sub-catchments	using	the	same	methodology	as	for	the	UDel	based	 data	 (see	 Sections	 4.2.6.1	 and	 5.3.1).	 These	 alternative	 data	 were	 then	specified	within	the	M-Mets	MIKE	SHE	model	developed	in	Section	5.3.	The	model	employing	CRU-based	precipitation	is	subsequently	referred	to	as	the	CRU-precip	MIKE	 SHE	model,	whilst	 the	M-Mets	MIKE	 SHE	model	 that	 this	was	 based	 on	 is	instead	referred	to	as	the	UDel-precip	MIKE	SHE	model	within	this	section.		
5.4.2. Model	calibration	and	validation		Specification	 of	 the	 CRU-based	 precipitation	 data	 within	 the	 MIKE	 SHE	 model	necessitated	model	re-calibration.	This	was	undertaken	manually	using	 the	same	calibration	procedure	and	calibration	parameters	as	described	 for	 the	MIKE	SHE	models	 employing	 alternative	 meteorological	 input	 spatial	 distributions	 (see	Section	5.2.2).	For	each	gauging	station,	the	objective	was	to	achieve	a	similarly	good	or	 better	 level	 of	 performance	 as	 the	 UDel-precip	 MIKE	 SHE	 model.	 For	 some	gauging	 stations	 (discussed	 further	 in	 Section	 5.2.4.2),	 adjustment	 of	 model	parameters	could	not	achieve	any	notable	improvement	in	model	performance	and	so	 parameters	were	 again	 left	 unchanged,	 despite	model	 performance	 not	 being	comparable	to	that	of	the	UDel-precip	model	at	some	gauging	stations.		
5.4.3. Simulation	of	climate	change		For	simulation	of	climate	change	using	the	CRU-precip	MIKE	SHE	model,	the	same	temperature	 and	 PN	 PET	 data	 for	 the	 2	 °C,	 seven	 GCM	 scenarios	 as	 used	 and	presented	in	Section	5.2	were	again	employed.	 	CRU-based	precipitation	scenario	data	were	generated	using	a	delta-change	approach.	For	each	GCM	scenario,	mean	monthly	multiplicative/ratio	 delta	 factors	were	 derived	 using	 the	 gridded	 UDel-based	 baseline	 and	 scenario	 precipitation	 data.	 These	 delta	 factors	 were	 then	applied	 to	 the	 gridded	 CRU-based	 baseline	 data.	 As	 before,	 the	monthly	 gridded	scenario	precipitation	was	spatially	averaged	at	the	MIKE	SHE	meteorological	input	
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sub-catchment	 scale	 and	 disaggregated	 to	 daily	 resolution	 using	 the	 Mac-PDM	weather	generator.	The	same	scenario	wet	days	data	were	employed	as	were	used	for	 the	 UDel	 data.	 Although	 this	 method	 would	 not	 provide	 exactly	 the	 same	scenario	data	as	if	the	data	had	been	generated	using	the	ClimGen	technique,	it	was	deemed	 a	 suitable	 approach	 for	 the	 purposes	 of	 this	 uncertainty	 assessment.	ClimGen	also	uses	a	multiplicative	approach	to	perturb	baseline	data.		Scenario	results	from	the	CRU-precip	MIKE	SHE	model	are	subsequently	compared	with	 scenario	 results	 previously	 generated	 by	 the	 UDel-precip	MIKE	 SHE	model	(which	is	the	M-Mets	model	in	Section	5.3).		
5.4.4. Results		
5.4.4.1. Baseline	precipitation		For	 the	 period	 1961–1998,	 Figure	 3.10	 presents	mean	monthly	 UDel-	 and	 CRU-based	 SLURP	 sub-catchment	 average	 precipitation	 for	 four	 sub-catchments	 and	Figure	3.11	displays	monthly	mean	and	mean	annual	UDel-	and	CRU-based	SLURP	sub-catchment	average	precipitation	values.	Figure	3.11	clearly	demonstrates	that	the	 UDel-based	 data	 generally	 show	 higher	 annual	 precipitation	 values	 in	 the	majority	of	years	for	most	sub-catchments	excluding	the	Chi	and	the	Mun,	for	which	values	are	generally	similar.	Furthermore,	Figure	3.10	indicates	that	the	pattern	of	mean	monthly	precipitation	also	sometimes	differs	between	the	two	datasets.			For	the	baseline	period	of	1961–1990,	Figure	5.22	presents	UDel-	and	CRU-based	MIKE	SHE	sub-catchment	average	mean	monthly	precipitation.	Data	are	not	shown	for	the	smallest	sub-catchment	(Chi-Mun).	This	figure	further	demonstrates	that	the	two	datasets	are	very	similar	over	the	Khorat	Plateau	(Chi	and	Mun).	UDel	and	CRU	also	show	similar	values	over	the	four	northernmost	sub-catchments	(1–4),	with	a	maximum	difference	in	mean	monthly	precipitation	of	31	mm	in	August	for	the	sub-catchment	4.	UDel	 shows	greater	values	 in	 the	majority	of	 cases.	Differences	are	more	notable	over	sub-catchments	5	to	7	and	are	greatest	during	the	wet	season,	with	maximum	differences,	of	59	mm,	143	mm	and	102	mm	occurring	in	July	for	sub-catchments	5,	6	and	7,	respectively.	The	pattern	of	mean	monthly	precipitation		 	
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Figure	5.22.	UDel-	and	CRU-based	mean	monthly	precipitation	for	the	period	1961–
1990,	presented	for	14	MIKE	SHE	sub-catchments.	
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Figure	5.22.	(cont.)	UDel-	and	CRU-based	mean	monthly	precipitation	for	the	period	
1961–1990,	presented	for	14	MIKE	SHE	sub-catchments.		for	each	of	these	sub-catchments	is,	however,	relatively	similar	between	UDel	and	CRU,	although	CRU	shows	a	dip	in	mean	monthly	precipitation	in	July	compared	to	June	for	sub-catchments	6	and	7,	a	pattern	which	is	not	exhibited	by	UDel.		Differences	between	UDel	and	CRU	are	most	notable	over	the	lower	sub-catchments.	For	Mekong	to	Pakse,	UDel	shows	higher	values	throughout	July–September,	with	a	maximum	 difference	 of	 156	 mm	 in	 July.	 In	 addition,	 peak	 mean	 monthly	precipitation	occurs	in	August	with	CRU,	rather	than	July	as	with	UDel,	a	pattern	that	is	repeated	for	Mekong	to	Stung	Treng.	Over	Se	Kong	and	Sre	Pok,	the	patterns	of	mean	monthly	 precipitation	 are	 very	 different.	 For	 example,	 over	 Se	Kong,	 UDel	shows	 a	 relatively	 sharp	 peak	 of	 maximum	mean	monthly	 precipitation	 in	 July,	whilst	CRU	displays	a	more	dome	shaped	regime	with	precipitation	totals	lower	by	up	 to	293	mm	 in	 July,	but	higher	 totals	 than	UDel	by	up	 to	151	mm	 in	October–December.	In	the	case	of	Sre	Pok,	CRU	shows	a	delayed	rise	and	peak	in	precipitation	totals	compared	to	UDel,	with	maximum	mean	monthly	precipitation	occurring	in	October	rather	than	July.	In	July,	UDel	precipitation	is	179	mm	higher	than	CRU	and	in	October,	CRU	is	128	mm	higher	than	UDel.	Over	the	Mekong	to	Phnom	Penh	sub-
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catchment,	UDel	and	CRU	show	a	similar	annual	 regime,	although	mean	monthly	precipitation	values	vary	by	up	to	47	mm	between	the	two	datasets.		Figure	5.23	demonstrates	that	UDel-based	mean	annual	precipitation	values	for	the	MIKE	 SHE	 sub-catchments	 for	 the	 baseline	 period	 are	 greater	 than	 CRU-based	values	 for	 the	 majority	 of	 sub-catchments,	 although	 the	 difference	 for	 sub-catchments	4	and	9	is	very	small	(<10	mm).	The	absolute	difference	is	also	less	than	25	mm	for	sub-catchments	3,	8	and	15.	Elsewhere,	UDel-based	values	are	higher	by	between	70	mm	(Mekong	to	Mukdahan	–	sub-catchment	7)	and	405	mm	(Se	Kong	–	sub-catchment	13).	CRU-based	values	are	greater	than	UDel-based	values	by	31	mm	and	41	mm	over	sub-catchments	10	and	11,	respectively.		
	
Figure	5.23.	UDel-	and	CRU-based	mean	annual	precipitation	values	(left-hand	axis)	
and	the	difference	(UDel	minus	CRU)	between	the	two	datasets	(right-hand	axis)	for	
the	MIKE	SHE	sub-catchments,	for	the	period	1961–1990.		
5.4.4.2. Model	calibration	and	validation		For	the	two	MIKE	SHE	models	employing	alternative	precipitation	data,	Table	5.11	presents	the	optimised	values	for	the	calibration	parameters.	When	employing	CRU	precipitation,	higher	precipitation	lapse	rates	were	required	over	the	Lancang	(sub-catchments	 1–3)	 and	 Mekong	 to	 Nakhon	 Phanom	 (sub-catchment	 6).	 This	 is	unsurprising	considering	that	CRU	provides	lower	precipitation	values	over	these	sub-catchments	(see	Figure	5.22	and	Figure	5.23).	Similarly,	within	the	CRU-precip	MIKE	 SHE	model,	 dead	 storage	was	 not	 required	within	 baseflow	 reservoir	 2	 of	
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Mekong	to	Vientiane	(sub-catchment	5).	This	can	again	be	explained	by	the	lower	CRU	precipitation	values	over	this	sub-catchment	meaning	that	dead	storage	is	not	required.	For	sub-catchments	10–15,	the	same	parameter	values	as	employed	in	the	UDel-precip	 model	 were	 employed	 in	 the	 CRU-precip	 model.	 These	 were	 left	unaltered	as	it	was	found	that	adjustment	of	parameters	in	these	sub-catchments	could	not	provide	any	notable	improvement	in	model	performance.		
Table	 5.11.	 Final	 calibration	 parameter	 values	 for	 the	 two	 MIKE	 SHE	 models	
employing	different	precipitation	data.	Numbers	in	column	headings	refer	to	the	MIKE	
SHE	linear	reservoir	sub-catchments	identified	in	Figure	4.4.	Grey	shading	indicates	
altered	values	within	the	CRU-precip	model	compared	to	the	UDel	model.		
Parameter	 Precip	 1	 2	 3	 4	 5	 6	 7	 8	 9	 11	 12	 13	&	
14	
15	
Precip.	lapse	rate		(%/100	m)	 UDel	 2.60	 2.60	 2.60	 0.00	 0.00	 0.85	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	CRU	 3.55	 3.55	 3.55	 0.00	 0.00	 6.15	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	Time	constant	for	BR1*	(days)	 UDel	 80	 80	 80	 75	 100	 45	 140	 180	 140	 65	 55	 60	 120	CRU	 65	 65	 65	 80	 100	 45	 90	 140	 130	 65	 55	 60	 120	Dead	storage	fraction	for	BR1	 UDel	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.46	 0.00	 0.00	 0.00	 0.00	 0.00	CRU	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.46	 0.00	 0.00	 0.00	 0.00	 0.00	Time	constant	for	BR2+	(days)	 UDel	 700	 650	 850	 550	 610	 160	 230	 380	 180	 100	 330	 285	 380	CRU	 650	 600	 800	 550	 400	 160	 230	 380	 180	 100	 330	 285	 380	Dead	storage	fraction	for	BR2	 UDel	 0.00	 0.00	 0.00	 0.00	 0.80	 0.00	 0.00	 0.93	 0.59	 0.00	 0.00	 0.00	 0.00	CRU	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.93	 0.59	 0.00	 0.00	 0.00	 0.00	*	BR1:	Baseflow	reservoir	1;	+	BR2:	Baseflow	reservoir	2		Figure	5.24	provides	observed	and	simulated	mean	monthly	discharges	 from	the	calibrated	 UDel-precip	 and	 CRU-precip	 MIKE	 SHE	 models.	 Model	 performance	statistics	for	both	models	for	the	calibration	period	are	presented	in	Table	5.12.	At	gauging	 stations	 between	 Chiang	 Saen	 and	 Pakse,	 the	 pattern	 of	 mean	monthly	discharges	simulated	by	the	two	model	generally	matches	that	observed	very	well.	At	 Chiang	 Saen	 and	 Luang	 Prabang,	 the	 two	 models	 display	 very	 similar	 mean	monthly	discharges	and	the	values	are	generally	close	to	those	observed.	Between	Vientiane	 and	 Pakse,	 the	 CRU-precip	 model	 consistently	 underestimates	 mean	monthly	 discharges	 in	 August	 and	 September,	 by	 between	 3.9%	 (Vientiane	 in	August)	and	8.7%	(Nakhon	Phanom	in	September)	of	the	corresponding	observed	mean	 monthly	 discharges.	 Although	 the	 UDel-precip	 model	 also	 displays	 lower	mean	 monthly	 discharges	 than	 those	 observed	 in	 August	 and	 September	 at	Vientiane,	discharge	is	only	notably	underestimated	in	September	between	Nakhon	Phanom	and	Pakse,	and	to	a	lesser	extent	than	the	CRU-precip	model.		 	
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Table	5.12.	Model	performance	statistics	based	on	mean	monthly	discharges	from	the	
two	MIKE	SHE	models	for	twelve	gauging	stations	within	the	Mekong	catchment	for	
the	 calibration	 (1961–1990	 unless	 stated	 otherwise)	 and	 validation	 (1991–1998	
unless	stated	otherwise)	periods.	
Station	 Period	 Dv	(%)+	 	 NSE*	 	 r#	 	
	 	 UDel	 CRU	 UDel	 CRU	 UDel	 CRU	Chiang	Saen	(a)	 Cal	 0.18	¶¶¶¶¶	 0.24	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.96	 0.95	Val	(1/91–6/97)	 -4.49	¶¶¶¶¶	 2.84	¶¶¶¶¶	 0.79	¶¶¶¶	 0.76	¶¶¶¶	 0.90		 0.94		Luang	Prabang	(b)	 Cal	 3.61	¶¶¶¶¶	 3.59	¶¶¶¶¶	 0.93	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.96	 0.95	Val	(1/91–12/97)	 3.08	¶¶¶¶¶	 7.57	¶¶¶¶	 0.82	¶¶¶¶	 0.84	¶¶¶¶	 0.91		 0.94		Vientiane	(c)	 Cal	 0.43	¶¶¶¶¶	 3.12	¶¶¶¶¶	 0.94	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.97	 0.95	Val	(1/91–12/96)	 -0.38	¶¶¶¶¶	 4.65	¶¶¶¶¶	 0.87	¶¶¶¶¶	 0.88	¶¶¶¶¶	 0.94		 0.95		Nakhon	Phanom	(d)	 Cal	 -0.55	¶¶¶¶¶	 -0.64	¶¶¶¶¶	 0.93	¶¶¶¶¶	 0.91	¶¶¶¶¶	 0.97	 0.95	Val	(1/91–11/95)	 -3.90	¶¶¶¶¶	 -7.60	¶¶¶¶	 0.89	¶¶¶¶¶	 0.91	¶¶¶¶¶	 0.95		 0.96		Mukdahan	(e)	 Cal	 3.74	¶¶¶¶¶	 2.87	¶¶¶¶¶	 0.93	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.97	 0.95	Val	(1/91–12/95)	 3.25	¶¶¶¶¶	 0.21	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.96		 0.96		Pakse	(f)	 Cal	 4.57	
¶¶¶¶¶	 3.88	¶¶¶¶¶	 0.93	¶¶¶¶¶	 0.91	¶¶¶¶¶	 0.96	 0.96	Val		 4.96	
¶¶¶¶¶	 8.46	¶¶¶¶	 0.90	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.95		 0.95		Stung	Treng	(g)	 Cal	(1/61–12/69)	 6.43	¶¶¶¶	 -4.85	¶¶¶¶¶	 0.94	¶¶¶¶¶	 0.87	¶¶¶¶¶	 0.97	 0.95	Val	(1/91–12/93)	 -7.59	¶¶¶¶	 -2.16	¶¶¶¶¶	 0.90	¶¶¶¶¶	 0.69	¶¶¶¶	 0.95		 0.84		Kratie	(h)	 Cal	 4.57	
¶¶¶¶¶	 -2.20	¶¶¶¶¶	 0.92	¶¶¶¶¶	 0.86	¶¶¶¶¶	 0.96	 0.94	Val		 3.68	
¶¶¶¶¶	 4.29	¶¶¶¶¶	 0.88	¶¶¶¶¶	 0.81	¶¶¶¶	 0.94		 0.91		Kompong	Cham	(i)	 Cal	(1/64–3/74)	 9.06	¶¶¶¶	 0.28	¶¶¶¶¶	 0.94	¶¶¶¶¶	 0.88	¶¶¶¶¶	 0.97	 0.95	Val†	 —	 —	 —	 —	 —	 —	Phnom	Penh	(j)	 Cal	(1/61–3/74)	 15.02	¶¶¶	 5.67	¶¶¶¶	 0.92	¶¶¶¶¶	 0.89	¶¶¶¶¶	 0.97	 0.95	Val†	 —	 —	 —	 —	 —	 —	Chi	at	Yasothon	(k)	 Cal	 -2.67	¶¶¶¶¶	 -1.72	¶¶¶¶¶	 0.56	¶¶¶	 0.59	¶¶¶	 0.75	 0.77	Val	(1/91–12/95)	 ‡	6.66	¶¶¶¶	/	•	-11.24	¶¶¶	 -17.67	¶¶¶	 ‡	0.15	¶	/	•	0.54	¶¶¶	 0.62	¶¶¶	 ‡	0.52/	•	0.74	 0.81	Mun	at	Ubon	(l)	 Cal	 1.86	¶¶¶¶¶	 -0.51	¶¶¶¶¶	 0.62	¶¶¶	 0.71	¶¶¶¶	 0.79	 0.85	Val	(1/91–12/93)	 ‡2.01¶¶¶¶¶/	•	-14.37	¶¶¶	 -3.42	¶¶¶¶¶	 ‡	0.29	¶¶	/	•	0.59	¶¶¶	 0.86	¶¶¶¶¶	 0.56‡	•	0.78	 0.94		
Performance	
indicator	 Excellent	¶¶¶¶¶	 Very	good	¶¶¶¶	 Fair	¶¶¶	 Poor	¶¶	 Very	poor	¶	Dv	 <	5%	 5–10%	 10–20%	 20–40%	 >40%	NSE	 >0.85	 0.65–0.85	 0.50–0.65	 0.20–0.50	 <0.20	+	Percentage	deviation	in	simulated	mean	flow	from	observed	mean	flow	(Henriksen	et	al.,	2003).		*	Nash–Sutcliffe	coefficient	(Nash	and	Sutcliffe,	1970).	#	Pearson	correlation	coefficient.		†	Validation	not	possible	due	to	absence	of	observations.	‡	Using	UDel	V1.01	precipitation.	•	Using	UDel	V1.02	precipitation	for	1991–1998.			
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Figure	5.24.	Observed	and	 simulated	 river	 regimes	 from	 the	 two	MIKE	SHE	models	
employing	alternative	precipitation,	 for	 all	 12	gauging	 stations	within	 the	Mekong	
catchment	for	the	calibration	period	(1961–1990	unless	indicated	otherwise).	(Note	
different	y-axis	scales.)	
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This	is	undoubtedly	due	to	the	CRU	precipitation	having	lower	precipitation	totals	than	 UDel	 in	 the	 months	 of	 peak	 precipitation	 in	 sub-catchments	 5–6,	 as	demonstrated	by	mean	monthly	precipitation	values	(see	Figure	5.22).	As	discussed	above,	this	was	partly	addressed	within	the	CRU-precip	model	by	removing	the	dead	storage	term	from	sub-catchment	5	and	increasing	the	precipitation	lapse	rate	over	sub-catchment	6.	As	confirmed	by	the	model	performance	statistics,	performance	of	both	models	at	stations	between	Chiang	Saen	and	Pakse	for	the	calibration	period	is	excellent	overall,	with	both	models	achieving	an	NSE	value	of	≥0.9,	a	Dv	of	less	than	±5%	and	an	r	value	of	≥0.95	at	all	stations	between	Chiang	Saen	and	Pakse.			For	gauging	stations	on	the	main	Mekong	between	Stung	Treng	and	Phnom	Penh,	NSE	values	are	still	consistently	classed	as	“excellent”.	However,	NSE	values	for	the	CRU-precip	model	are	lower	than	for	stations	further	upstream	(below	0.9)	and	are	consistently	lower	than	those	of	the	UDel-precip	model.	For	the	same	stations,	Dv	values	 for	 the	UDel-precip	model	 are	 classed	 as	 “excellent”	 at	 one	 station,	 “very	good”	 at	 two	 and	 “fair”	 at	 the	 most	 downstream	 station	 (Phnom	 Penh:	 Dv	 of	15.02%).	 Positive	 values	 demonstrate	 than	 mean	 discharge	 is	 consistently	overestimated	at	these	stations.		For	the	CRU-precip	model,	Dv	is	instead	classed	as	“excellent”	at	three	stations	and	“very	good”	at	Phnom	Penh.			However,	the	simulated	regimes	demonstrate	that	overall,	the	UDel-precip	model	better	 represents	 the	 observed	 pattern	 of	 mean	 monthly	 discharges.	 The	 UDel-precip	model	does	show	a	tendency	towards	overestimation	during	the	annual	rise	and	recession	and	underestimation	of	discharge	in	September	between	Stung	Treng	and	Kompong	Cham	(by	up	to	8%).	However,	the	CRU-precip	model	shows	greater	overestimation	during	the	recession	and	low	flow	period	between	November	and	March,	and	peak	flows	in	August–September	are	notably	lower	than	those	observed	(by	between	8%	and	25%).	This	 is	due	 to	 the	CRU	precipitation	providing	 lower	peak	precipitation	 totals	and	higher	 totals	 in	October–January	compared	 to	UDel	precipitation	over	sub-catchments	11,	13,	14	and	15	(see	Figure	5.22).	As	might	be	expected,	this	could	not	be	ameliorated	through	adjustment	of	the	saturated	zone’s	time	constant	parameter	values	for	these	sub-catchments.	Following	experiments	to	see	whether	model	performance	could	be	improved,	these	parameter	values	were	therefore	returned	to	the	same	values	as	those	in	the	UDel-precip	MIKE	SHE	model.	
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The	 poorer	 representation	 of	 the	 annual	 river	 regimes	 in	 the	 CRU-precip	model	between	Pakse	and	Phnom	Penh	provides	a	strong	indication	that	the	CRU-based	precipitation	data	over	sub-catchments	11	and	13–15	are	less	representative	of	the	true	precipitation	regimes	over	this	region.		Both	the	plots	of	simulated	mean	monthly	discharge	and	the	model	performance	statistics	for	the	Yasothon	and	Ubon	gauging	stations	indicate	that	performance	of	the	two	MIKE	SHE	models	is	very	similar	at	these	stations,	although	the	CRU-precip	model	 achieves	 a	 higher	 NSE	 classification	 for	 the	 Mun	 (“very	 good”	 instead	 of	“fair”).	As	discussed	previously	for	the	UDel-precip	model	as	well	as	other	MIKE	SHE	models	of	the	Mekong	in	Sections	4.7.1	and	5.2.4.2,	performance	at	these	stations	is	weaker	than	elsewhere,	the	cause	of	which	can	only	be	speculated.	As	with	the	UDel-precip	model,	a	dead	storage	term	was	required	within	the	baseflow	reservoir	2	of	the	Chi	and	Mun	groundwater	sub-catchments	of	the	CRU-precip	model.	The	same	values	 as	 in	 the	 UDel-precip	 model	 were	 employed,	 as	 adjustment	 of	 these	parameters	did	not	improve	model	performance.		Observed	 and	 simulated	mean	monthly	 discharges	 for	 the	 validation	 period	 are	presented	 in	Figure	5.25.	Overall,	both	MIKE	SHE	models	achieve	a	good	 level	of	performance	 for	 the	 validation	 period.	 Performance	 at	 some	 gauging	 stations	 is,	however,	inferior	to	that	of	the	calibration	period.	For	Chiang	Saen	to	Vientiane,	both	models	display	a	tendency	toward	underestimation	of	mean	monthly	discharges	on	the	ascending	limb,	and	overestimation	of	discharges	on	the	descending	limb,	with	the	 CRU-precip	 model	 showing	 notable	 overestimation	 in	 both	 August	 and	September.	This	poorer	performance	is	reflected	in	lower	NSE	values	(Table	5.12),	although	these	values	are	still	good	(being	classed	as	“very	good”	to	“excellent”).		Between	 Nakhon	 Phanom	 and	 Pakse,	 mean	 monthly	 discharges	 are	 well	represented	by	both	models	 through	 the	majority	of	 the	year,	although	 the	CRU-precip	model	shows	greater	overestimation	of	discharge	in	November	to	January.	NSE	values	are	consistently	classified	as	excellent,	whilst	Dv	is	classified	as	“very	good”	to	“excellent”.	At	Stung	Treng	and	Kratie,	as	well	as	being	poorer	than	for	the	validation	period,	performance	of	 the	CRU-precip	model	 is	 inferior	 to	 that	of	 the	UDel-precip	model,	 as	 demonstrated	 by	 the	 NSE	 values	 (Table	 5.12).	 As	 for	 the	
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calibration	 period,	 peak	 discharges	 are	 considerably	 underestimated,	whilst	 low	flows	are	considerably	overestimated	during	December–March.		
	
Figure	5.25.	Observed	and	 simulated	 river	 regimes	 from	 the	 two	MIKE	SHE	models	
employing	 alternative	 precipitation,	 for	 ten	 gauging	 stations	 within	 the	 Mekong	
catchment	 for	 the	validation	period	 (1991–1998	unless	 indicated	otherwise).	 (Note	
different	y-axis	scales.)	 	
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For	the	Chi	tributary,	performance	of	the	CRU-precip	model	is	superior	to	that	of	the	UDel-precip	model	when	employing	UDel	V1.01	throughout	the	validation	period	of	this	 station,	 and	 similar	 to	 that	 of	 the	 UDel-precip	model	when	 employing	 UDel	V1.02	throughout	the	validation	period	of	this	station	(Table	5.12).	The	simulated	regimes	 for	 the	 Yasothon	 and	 Ubon	 in	 Figure	 5.25	 are	 shown	 for	 UDel	 V1.01,	although	these	are	similar	to	those	produced	when	using	UDel	V1.02.	Both	the	UDel-	and	CRU-precip	models	underestimate	peak	discharges	at	Yasothon.	For	the	Mun	tributary,	performance	of	the	CRU-precip	model	is	actually	superior	to	that	for	the	calibration	period,	as	well	as	superior	to	that	of	the	UDel-precip	model,	with	NSE	and	Dv	classed	as	excellent,	and	mean	monthly	discharges	that	more	closely	follow	those	observed.		Overall,	despite	poorer	performance	of	the	CRU-precip	model	over	lower	gauging	stations	on	the	main	Mekong,	both	MIKE	SHE	models	are	deemed	appropriate	for	climate	change	impact	assessment.		
5.4.4.3. Scenario	precipitation		As	outlined	in	Section	5.4.3,	scenario	precipitation	data	for	input	to	the	CRU-precip	MIKE	SHE	models	were	generated	using	a	delta-change	approach.	Gridded	scenario	CRU	data	were	developed	through	perturbation	of	the	gridded	baseline	CRU	data	using	mean	monthly	multiplicative	delta-change	 factors	developed	 for	 each	GCM	using	the	gridded	UDel-based	baseline	and	scenario	data.	The	gridded	CRU	scenario	datasets	were	subsequently	spatially	averaged	over	the	MIKE	SHE	meteorological	input	sub-catchments	and	stochastically	disaggregated	to	daily	resolution	using	the	Mac-PDM	weather	generator.			Changes	in	mean	monthly	precipitation	(in	mm)	for	the	seven	GCM	scenarios	are	presented	 in	 Figure	 5.26	 for	 the	 UDel-	 and	 CRU-based	 data.	 Sub-catchment	 9	 is	representative	of	sub-catchments	8	and	10	(not	shown),	whilst	sub-catchment	13	displays	similar	patterns	to	sub-catchment	14	(not	shown).					
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Figure	5.26.	Change	in	mean	monthly	precipitation	(mm	for	all	y	axes)	for	12	MIKE	
SHE	sub-catchments	for	the	2	°C,	seven	GCM	climate	change	scenarios.	(Note	different	
y-axis	scales.)		
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Figure	5.26.	Change	in	mean	monthly	precipitation	(mm	for	all	y	axes)	for	12	MIKE	
SHE	sub-catchments	for	the	2	°C,	seven	GCM	climate	change	scenarios.	(Note	different	
y-axis	scales.)	
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Figure	5.26.	Change	in	mean	monthly	precipitation	(mm	for	all	y	axes)	for	12	MIKE	
SHE	sub-catchments	for	the	2	°C,	seven	GCM	climate	change	scenarios.	(Note	different	
y-axis	scales.)	
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These	plots	demonstrate	that	where	the	UDel	and	CRU	baseline	data	are	very	similar	(see	Figure	5.22),	absolute	scenario	changes	are	consistently	very	similar	between	the	 two	 datasets	 (e.g.	 sub-catchments	 3,	 4,	 5,	 9	 and	 12).	 In	 contrast,	 for	 sub-catchments	where	the	baseline	UDel-	and	CRU-based	mean	monthly	precipitation	data	diverge,	the	scenario	changes	for	UDel	and	CRU	show	different	magnitudes.	For	example,	 over	 the	Mid-Lancang,	 the	 CRU	baseline	 data	 show	 lower	 precipitation	totals	 than	 UDel	 during	 February–April.	 As	 a	 result	 of	 using	multiplicative/ratio	delta-factors	 to	derive	 the	scenario	CRU	data,	 the	CRU	scenario	data	show	 lower	absolute	(i.e.	mm)	scenario	changes	at	this	time	of	year	compared	to	the	UDel	data,	since	the	same	percentage	change	translates	into	a	lower	absolute	(mm)	change	for	CRU.		The	 most	 notable	 differences	 between	 UDel	 and	 CRU	 occur	 over	 lower	 sub-catchments	(11,	13,	14	and	15)	during	the	dry	season,	where	CRU-based	scenario	changes	are	notably	greater	in	magnitude,	whether	positive	or	negative.	This	is	due	to	the	CRU	baseline	data	displaying	higher	baseline	precipitation	totals	during	the	dry	season	(Figure	5.22).	The	same	percentage	change	therefore	corresponds	to	a	greater	absolute	change	with	the	CRU	data.		
5.4.4.4. Scenario	river	discharge		Similar	to	Tables	5.6	and	5.1	for	the	models	employing	alternative	PET	methods	and	alternative	 meteorological	 input	 spatial	 distributions,	 respectively,	 Table	 5.13	presents	mean	baseline	discharge	and	percentage	changes	in	these	discharges	for	the	2	°C	scenarios	for	the	two	models	that	employ	alternative	baseline	precipitation	data.	Results	are	provided	for	the	same	eight	representative	gauging	stations.	The	absolute	 inter-model	 range	 in	 percentage	 change	 is	 again	 shown	 for	 each	scenario/station	combination.	At	the	bottom,	for	each	station,	the	inter-model	range	in	 mean	 baseline	 and	 scenario	 discharges	 is	 expressed	 as	 a	 percentage	 of	 the	average	mean	discharge	 from	 the	 two	models	 for	 that	 scenario.	 Change	 in	mean	discharge	for	stations	on	the	main	Mekong	is	also	presented	graphically	in	Figure	5.27,	with	changes	plotted	as	scatter	points	and	a	shaded	band	indicating	the	inter-model	range	for	each	GCM.	Changes	in	mean,	Q95	and	Q5	discharges	for	both	MIKE	SHE	model	are	shown	in	Figure	5.28	for	four	gauging	stations	on	the	main	Mekong.		 	
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Table	5.13.	Mean	baseline	discharge	(m3s–1)	and	change	from	baseline	mean	discharge	
(%)	for	the	two	models	for	each	GCM	at	eight	gauging	stations.	Grey	shading	indicates	
negative	changes	compared	to	the	baseline.	The	absolute	range	in	percentage	change	
for	each	station/scenario	is	also	shown.	The	range	of	mean	discharge	for	the	baseline	
and	each	GCM	from	the	two	models	are	also	indicated	at	the	bottom	(%	of	overall	mean	
discharge	from	the	two	models	for	that	scenario).	
Scenario	
Precip.	/	
Scenario	
Chiang	
Saen	
(a)	
Luang	
Prabang	
(b)	
	
Vientiane	
(c)	
	
Mukda-
han	(e)	
	
Pakse	
(f)	
	
Kratie	
(h)	
Phnom	
Penh	
(j)	
	
Ubon	
(l)	Baseline	(m3s-1)	 UDel	 2716.3	 4124.0	 4540.5	 7886.6	 10285.9	 14031.9	 14396.1	 648.1	CRU	 2717.8	 4122.9	 4662.0	 7820.6	 10218.6	 13123.3	 13543.9	 633.0	CCCMA		(%	change)	 UDel	 13.5	 12.8	 12.6	 12.2	 12.7	 10.8	 10.7	 13.0	CRU	 13.2	 13.9	 14.2	 13.7	 13.6	 9.5	 9.5	 14.0	Range	 0.2	 1.2	 1.6	 1.5	 0.9	 1.3	 1.3	 1.0	CSIRO		(%	change)	 UDel	 -16.4	 -16.7	 -16.2	 -13.1	 -11.6	 -9.6	 -9.3	 -2.6	CRU	 -18.8	 -18.4	 -17.9	 -14.7	 -13.3	 -12.2	 -11.9	 -7.4	Range	 2.5	 1.7	 1.7	 1.6	 1.7	 2.7	 2.5	 4.8	HadCM3	(%	change)	 UDel	 19.8	 22.6	 21.2	 12.0	 8.5	 4.8	 4.5	 -2.7	CRU	 20.9	 25.4	 23.7	 13.8	 9.2	 3.0	 2.5	 -5.6	Range	 1.1	 2.8	 2.4	 1.8	 0.7	 1.9	 2.0	 2.8	HadGEM1	(%	change)	 UDel	 6.6	 4.1	 2.9	 -2.1	 -4.3	 -3.2	 -3.2	 -11.1	CRU	 6.7	 5.3	 3.6	 -1.6	 -1.7	 4.5	 4.3	 -13.0	Range	 0.1	 1.2	 0.7	 0.5	 2.6	 7.7	 7.5	 2.0	IPSL		(%	change)	 UDel	 -14.1	 -13.4	 -13.1	 -8.3	 -5.9	 -4.4	 -4.4	 0.4	CRU	 -14.7	 -14.4	 -14.3	 -9.8	 -8.5	 -7.6	 -7.4	 -4.8	Range	 0.6	 1.0	 1.2	 1.5	 2.6	 3.2	 3.1	 5.2	MPI		(%	change)	 UDel	 1.8	 4.8	 5.6	 7.6	 10.2	 11.1	 11.5	 24.4	CRU	 2.8	 5.6	 6.5	 7.9	 9.9	 10.8	 11.4	 20.1	Range	 1.0	 0.9	 0.9	 0.2	 0.3	 0.3	 0.0	 4.4	NCAR		(%	change)	 UDel	 12.4	 20.0	 20.1	 18.5	 15.0	 12.3	 12.1	 6.7	CRU	 14.2	 22.5	 22.9	 20.9	 16.9	 14.6	 14.4	 3.7	Range	 1.7	 2.5	 2.7	 2.4	 1.8	 2.3	 2.3	 3.0	Range	in	mean	discharges	(%		of	mean	from	the	two	models)	
Baseline	 0.1	 0.0	 2.6	 0.8	 0.7	 6.7	 6.1	 2.4	CCCMA	 0.2	 1.0	 4.0	 0.5	 0.1	 7.9	 7.3	 1.5	CSIRO	 2.9	 2.1	 0.6	 2.7	 2.6	 9.7	 8.9	 7.4	HadCM3	 0.9	 2.2	 4.6	 0.7	 0.0	 8.5	 8.1	 5.3	HadGEM1	 0.1	 1.1	 3.3	 0.3	 2.0	 0.9	 1.3	 4.6	IPSL	 0.7	 1.1	 1.3	 2.5	 3.5	 10.1	 9.4	 7.7	MPI	 1.0	 0.8	 3.5	 0.6	 0.9	 7.0	 6.1	 5.9	NCAR	 1.6	 2.0	 4.9	 1.2	 0.9	 4.7	 4.1	 5.2		Overall,	 the	 two	 MIKE	 SHE	 models	 display	 very	 similar	 results	 in	 most	 cases.	Furthermore,	 Figure	 5.27	 demonstrates	 clearly	 that	 the	 direction	 and	 spatial	pattern	(i.e.	from	upstream	–	station	a,	to	downstream	–	station	j)	in	the	magnitude	of	 changes	 in	mean	discharge	 is	 predominantly	 driven	by	 choice	 of	GCM.	 For	 all	gauging	stations	on	the	main	Mekong	down	to	Pakse,	the	two	models	consistently	project	the	same	direction	of	change	in	mean	discharge	for	a	given	GCM.	In	addition,	the	absolute	inter-MIKE	SHE	model	range	in	percentage	change	at	these	stations	is	≤2.8%.			
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Figure	5.27.	Change	in	mean	discharge	(%)	for	gauging	stations	on	the	main	Mekong	
for	the	2	°C,	seven	GCM	scenarios	and	each	MIKE	SHE	model	employing	alternative	
precipitation	 data.	 Shaded	 bands	 indicate	 the	 range	 of	 inter-MIKE	 SHE	 model	
uncertainty	and	enable	identification	of	which	GCM	the	scatter	points	refer	to.		For	stations	between	Stung	Treng	and	Phnom	Penh,	the	absolute	inter-MIKE	SHE	model	range	in	percentage	change	remains	at	≤2.7%	for	all	GCMs	except	HadGEM1	and	 IPSL.	 For	 IPSL,	 the	 absolute	 inter-model	 range	 in	 percentage	 change	 is	 only	marginally	 greater,	 ranging	 between	 3.1–3.3%.	 In	 contrast,	 the	 absolute	 range	varies	between	7.5–7.9%	for	HadGEM1.	Moreover,	HadGEM1	stands	out	as	the	only	GCM	for	which	the	two	models	project	a	different	direction	of	change.	Whilst	 the	UDel	model	shows	a	consistent	reduction	 in	mean	discharge	of	3.2%	for	stations	between	Stung	Treng	and	Phnom	Penh	(stations	g–j)	for	HadGEM1,	the	CRU-precip	model	 projects	 increases	 of	 4.3–4.6%.	 This	 divergence	 is	 the	 result	 of	 the	 CRU	precipitation	 data	 having	 much	 greater	 absolute	 increases	 in	 precipitation	(compared	 to	 the	 baseline)	 over	 sub-catchments	 11	 and	 13–15	 during	October–January,	 as	 demonstrated	 in	 Figure	 5.26.	 These	 increases	 in	 precipitation	 are	therefore	sufficient	to	counteract	the	effect	of	upstream	reductions	in	precipitation	and	consequently	discharge,	as	well	as	reductions	in	precipitation	during	parts	of	the	 year	over	 sub-catchments	11	and	13–15.	This	 is	 further	 illustrated	 in	Figure	5.28,	which	shows	that	Q95	at	Phnom	Penh	increases	for	both	models	for	HadGEM1	(greater	increases	for	the	CRU-precip	model),	whereas	Q5	decreases.		 	
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Figure	5.28.	Change	from	baseline	mean,	Q5	and	Q95	discharges	for	the	2	°C,	seven	
GCM	scenarios	and	each	MIKE	SHE	model	for	four	gauging	stations.		
CC:	CCCMA;	CS:	CSIRO;	H3:	HadCM3;	H1:	HadGEM1;	I:	IPSL;	M:	MPI;	N:	NCAR.		
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Differences	 between	 the	 UDel-	 and	 CRU-based	 MIKE	 SHE	 model	 projections	 of	change	in	mean	discharge	for	downstream	gauging	stations	are	much	less	notable	for	other	GCMs	compared	to	HadGEM1.	This	is	largely	due	to	other	GCMs	producing	lower	 percentage	 change	 in	 precipitation	 during	 October–January,	 leading	 to	smaller	differences	(between	UDel	and	CRU)	in	absolute	(mm)	baseline	to	scenario	changes	in	precipitation.	In	addition,	in	some	cases	there	is	no	consistent	direction	of	change	throughout	October–January.	For	example,	in	the	case	of	MPI	over	sub-catchment	11,	CRU	produces	a	greater	 increase	 in	mean	monthly	precipitation	in	November,	 but	 a	 greater	 reduction	 in	 December–January.	 This	 has	 the	 effect	 of	reducing	the	difference	between	UDel-	and	CRU-based	precipitation	changes	at	an	annual	level.		For	the	River	Mun	at	Ubon	and	River	Chi	at	Yasothon,	the	two	MIKE	SHE	models	project	the	same	direction	of	change	in	mean	discharge	for	a	given	GCM,	except	in	the	 case	 of	 IPSL	 at	 Ubon,	 for	which	 the	 UDel-precip	model	 projects	 a	 negligible	increase	 (0.4%)	whilst	 the	CRU-precip	model	produces	 a	decrease	of	 -4.8%.	The	maximum	absolute	inter-MIKE	SHE	model	range	of	change	for	a	given	GCM	is	5.2%	at	Ubon	and	3.9%	at	Yasothon.		The	inter-MIKE	SHE	model	range	of	mean	discharges	expressed	as	a	percentage	of	the	overall	mean	 from	the	 two	models	 (bottom	section	of	Table	5.13)	 is,	 in	most	cases	(43	out	of	the	56	gauging	station/GCM	combinations,	or	~77%),	larger	than	that	 of	 the	 baseline.	 However,	 the	 inter-model	 range	 in	 mean	 discharge	 often	remains	fairly	low	(e.g.,	<2.5%	of	the	mean	discharge	from	the	two	models	in	80%	of	cases).	For	all	except	the	HadGEM1	GCM,	the	largest	ranges	are	seen	at	Kratie	and	Phnom	Penh,	which	also	display	the	largest	range	for	the	baseline.	In	the	case	of	the	HadGEM1	 GCM	 at	 Kratie	 and	 Phnom	 Penh,	 the	 range	 in	 mean	 discharge	 (as	 a	percentage	of	the	mean	from	the	two	models)	shows	a	reduction	compared	to	the	baseline.	 However,	 this	 is	 misleading,	 since	 these	 stations	 display	 the	 greatest	absolute	inter-model	range	in	percentage	change	(see	Figure	5.27).	This	is	a	result	of	the	UDel-precip	model,	which	simulated	the	higher	baseline	discharge	of	the	two	models,	 projecting	 a	 reduction	 in	 mean	 discharge,	 whilst	 the	 CRU-precip	model	produces	an	increase.		
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Figure	5.28	demonstrates	that	in	most	cases,	the	two	MIKE	SHE	models	project	the	same	direction	of	change	in	high	(Q5)	and	low	(Q95)	flows,	also	indicating	that	the	intra-annual	 pattern	 of	 change	 is	 largely	 unaffected	 by	 choice	 of	 baseline	precipitation.	The	inter-model	ranges	of	percentage	change	in	Q5	and	Q95	are,	on	average,	marginally	larger	than	the	range	of	change	in	mean	discharge	(average	for	mean	Q:	 	2.0%;	average	for	Q5:	2.6%;	average	for	Q95:	3.3%).	These	values	were	calculated	by	taking	the	average	inter-model	range	in	percentage	change	from	the	84	combinations	of	GCMs	and	gauging	stations	(7	GCMs	×	12	gauging	stations).		
5.5. Discussion:	Uncertainty	associated	with	meteorological	inputs		
5.5.1. PET	method-related	uncertainty		The	 investigation	 of	 PET	method-related	 uncertainty	 demonstrated	 considerable	differences	 in	 baseline	 potential	 evapotranspiration	 totals	 (but	 some	 consistent	spatial	 and	 temporal	 patterns)	 for	 the	Mekong	 evaluated	 using	 six	 different,	 but	widely	used,	PET	methods.	Without	PET	observations	across	the	Mekong	it	is	not	possible	 to	 state	 whether	 one	 method	 (and	 hence	 MIKE	 SHE	 model)	 should	 be	preferred	over	another	(e.g.	as	done	so	by	Prudhomme	and	Williamson,	2013).	This	is	therefore	beyond	the	scope	of	the	study.	It	might	be	expected	that	Penman	(PN)	should	 produce	most	 realistic	 results	 as	 it	 incorporates	 the	most	meteorological	variables,	but	as	previously	noted	the	additional	variables	are	 typically	relatively	poorly	observed.	Furthermore,	only	climatological	values	for	wind	speed	have	been	used	 (and	 so	 were	 unchanged	 for	 the	 calculation	 of	 scenario	 PN	 PET)	 and	 net	radiation	in	PN	(and	Priestley-Taylor	–	PT)	is	derived	empirically	from	cloud	cover	data.	Whilst	testing	different	PET	methods	for	the	calculation	of	a	historical	global	gridded	 PET	 dataset,	 Sperna	 Weiland	 et	 al.	 (2012)	 demonstrated	 that	 global	Penman-Monteith	 PET	 fields	 were	 in	 fact	 sensitive	 to	 both	 these	 substitutions.	Although	these	substitutions	are	commonly	made	in	large-scale	impact	assessments	(e.g.	Arnell,	2003;	Kingston	et	al.,	2009;	Prudhomme	and	Williamson,	2013),	their	influence	on	the	reliability	of	PET	calculations	remains	a	matter	for	further	research.			In	the	absence	of	an	assessment	of	the	reliability	of	each	PET	method,	it	is	at	least	worth	noting	that	the	relative	order	of	magnitude	in	baseline	PET	has	similarities	
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with	previous	studies.	For	example,	Kingston	et	al.	(2009)	showed	that	for	much	of	the	latitudinal	range	of	the	Mekong,	PT	consistently	produced	the	lower	PET	totals,	with	Hamon	(HM)	producing	the	lowest	totals	over	latitudes	corresponding	to	the	highest	parts	of	the	basin	(over	30˚N).	Excluding	PET	methods	not	included	in	this	thesis,	the	highest	PET	for	latitudes	between	10–20˚N	was	for	Blaney-Criddle	(BC)	and	Hamon	(HM).			Consistent	calibration/validation	procedures	result	in	alternative	parameter	values	for	the	six	MIKE	SHE	models	that	act	to	mitigate	the	differences	in	absolute	PET.	The	parameters	modified	included	the	precipitation	lapse	rates	(within	five	to	six	sub-catchments)	 and	 the	 saturated	 zone	 dead	 storage	 terms	 (two	 to	 three	 sub-catchments	 only),	 which	 therefore	 altered	 the	 overall	 water	 balance.	 The	 linear	reservoir	 time	 constants,	 which	 affect	 the	 timing	 of	 the	 flood	 pulse,	 were	 also	modified.	 Each	 model	 simulates	 very	 similar	 baseline	 river	 discharge	 and	performance	is	generally	‘‘excellent’’	or	‘‘very	good’’.	This	ability	to	compensate	for	differences	 between	 PET	 input	 datasets	 through	model	 calibration	 is	 consistent	with	previous	studies	(e.g.	Andréassian	et	al.,	2004;	Remesan	and	Holman,	2015).		In	the	simulation	of	GCM	scenarios,	the	hydrological	models	are	largely	sensitive	to	changes	 between	 baseline	 and	 scenario	 PET,	 rather	 than	 inter-PET	 method	differences	 in	 baseline	 PET.	 This	 is	 evident	 because	 the	magnitude	 of	 simulated	changes	 in	 discharge	 generally	 corresponds	 to	 the	 magnitude	 of	 PET	 changes.	Alternative	 approaches,	 such	 as	 employing	 alternative	 PET	 data	 within	 a	model	calibrated	using	a	specific	PET	method,	should	be	interpreted	with	caution.			Inter-GCM	 ranges	 of	 change	 in	 PET	 are	 small	 in	 comparison	 to	 those	 for	precipitation.	 Annual	 PET	 increases	 for	 all	 GCMs	 (and	 PET	 methods),	 whilst	precipitation	 climate	 change	 signals	 vary	 between	 catchment-wide	 increases	 or	decreases	to	spatially	variable	changes.	The	BC,	HM	and	LN	PET	methods	all	have	similar	 inputs	 (i.e.	mean	 temperature	and	day	 length),	but	BC	displays	markedly	different	climate	change	signals	to	HM	and	LN	(BC	produces	some	of	the	lowest	PET	increases,	HM	and	LN	some	of	the	highest).	This	indicates	that	the	PET	equation	(i.e.	the	empirical	formulation)	itself	can	be	just	as	important	a	source	of	uncertainty	as	the	input	meteorological	variables.	Previous	research	has	also	highlighted	that	PET	
	332	
methods	show	different	sensitivities	to	changes	in	climate,	and	that	methods	that	employ	 the	 same	 input	 data	 can	 still	 produce	 significantly	 varied	 results	 (e.g.	Kingston	et	al.,	2009;	Bormann,	2011).		The	hierarchy	of	changes	in	annual	PET	for	a	given	GCM	using	different	methods	is	similar	to	those	demonstrated	in	other	studies.	Bae	et	al.	(2011)	showed	that	for	a	range	of	climate	change	scenarios,	HS	consistently	produced	the	lowest	change	in	PET.	PT	produced	larger	changes,	with	the	largest	due	to	HM.	In	their	global	analysis,	Kingston	et	al.	(2009)	demonstrated	that	for	the	latitudinal	range	of	the	Mekong,	HM	also	produced	 the	 largest	 changes	 in	PET	 for	 five	GCMs	employed	 in	 the	 current	study	 (CSIRO	and	HadGEM1	were	excluded).	 Some	of	 the	 smallest	 changes	were	associated	with	HS	PET.			In	 a	 very	 insightful	 study,	 Shaw	 and	 Riha	 (2011)	 highlight	 that	 Hamon	 and	Thornthwaite,	 two	 purely	 temperature	 based	 PET	 equations	 (disregarding	adjustments	 for	 day	 length),	 are	 much	 more	 sensitive	 to	 temperature	 than	 the	Oudin,	 Priestley-Taylor	 and	 Penman-Monteith	 PET	 equations.	 As	 with	 the	Hargreaves-Samani	method,	Oudin	and	Priestley-Taylor	have	a	strong	dependency	on	radiation,	which	can	be	calculated	indirectly	rather	than	requiring	a	measured	value.	The	sensitivity	of	HM	to	temperature	is	evident	for	the	Mekong	in	Figure	5.1,	since	 HM	 displays	 the	 greatest	 spatial	 variability	 in	 annual	 baseline	 PET	 totals	(lowest	totals	of	the	six	PET	methods	over	the	Lancang,	the	coldest	sub-catchment;	second	highest	totals	over	the	Mekong	3	sub-catchment).			Shaw	and	Riha	(2011)	found	HM	to	produce	notably	higher	PET	increases	than	PT	for	a	climate	change	scenario,	although	the	analysis	was	limited	to	June–September.	Shaw	 and	Riha	 (2011)	 argue	 that	 temperature-based	 PET	methods	 have	 limited	physical	justification;	they	are	empirical	approximations	of	the	correlation	between	temperature	 and	 PET	 and	 this	 correlation	 relies	 on	 the	 correlation	 between	temperature	 and	 radiation	 (a	 key	 environmental	 driver	 of	 evapotranspiration).	Relying	on	this	correlation	in	a	stationary	world	is	not	unreasonable,	but	‘using	this	correlation	 between	 [radiation]	 and	 [temperature]	 to	 predict	 PET	 in	 a	 changing	climate	is	fundamentally	flawed	because	[temperature]	is	projected	to	change	much	more	 than	 [radiation]’	 (Shaw	and	Riha,	2011:	1473).	 Shaw	and	Riha	 (2011)	also	
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suggest	that	temperature-based	equations	will	likely	exaggerate	PET	in	a	changing	climate.			In	the	case	of	the	Mekong	(i.e.	the	current	study),	HM	and	LN	do	appear	to	produce	exaggerated	increases	in	PET	under	climate	change	compared	to	other	methods	(see	Figure	5.4;	Figure	5.5).	Conversely,	BC,	also	a	temperature-based	method,	produces	some	 of	 the	 lowest	 increases.	 These	 findings	 indicate	 that	 although	 not	 all	temperature-based	equations	will	exaggerate	PET	in	a	changing	climate,	the	use	of	these	methods	 for	 climate	 change	projections	 should	be	 treated	with	 caution,	 as	recommended	by	Shaw	and	Riha	(2011).		Some	consistencies	in	the	relative	order	of	change	in	annual	PET	for	the	different	GCMs	are	also	common	to	other	studies.	CCCMA	followed	by	NCAR	and	HadGEM1	produced	the	smallest	increases	over	three	sub-catchments	of	the	Manipur	River	in	Northeast	India,	around	500	km	to	the	west	of	the	Mekong	and	at	the	same	latitude	as	 central	 parts	 of	 the	 Lancang	 (Singh	 et	 al.,	 2010).	 The	 largest	 increases	 were	similarly	associated	with	CSIRO	and	then	HadCM3.			A	 notable	 finding	 is	 that	 inter-GCM	 differences	 in	 PET	 changes	 for	 a	 given	 PET	method	are	generally	smaller	than	differences	in	changes	between	the	PET	methods	for	a	given	GCM.	This	indicates	that	for	future	changes	in	PET,	choice	of	PET	method	is	actually	a	greater	source	of	uncertainty	than	GCM-related	uncertainty.	This	could	have	more	significant	implications	for	climate	change	impact	assessments	in	some	basins	 compared	 to	 those	 demonstrated	 here	 for	 the	 Mekong.	 For	 example,	 in	regions	where,	 for	a	particular	scenario	(e.g.	a	prescribed	warming,	SRES	or	RCP	scenario),	greater	increases	in	temperature	are	projected,	or	where	relatively	small	changes	in	precipitation	are	consistently	projected	across	GCMs,	the	importance	of	PET	method-related	 uncertainty	 could	 be	 greater	 in	 relation	 to	 other	 sources	 of	uncertainty.	 Kingston	 et	 al.	 (2009)	 highlighted	 that	 for	 projections	 of	 future	freshwater	availability,	uncertainty	in	the	PET	climate	change	varied	regionally.		PET	method-related	 uncertainty	 in	 simulation	 of	 Mekong	 river	 discharge	 under	climate	change	 is	 considerably	 less	 than	GCM-related	uncertainty	 (that	 is	 in	 turn	dominated	 by	 uncertainty	 in	 precipitation).	 It	 is	worth	 noting,	 however,	 that	 for	
	334	
those	scenarios	 involving	a	 spatially	variable	precipitation	climate	change	signal,	PET	method	 influences	 the	 spatial	 extent	 of	 increases	 or	 decreases	 in	mean	dis-	charge.	 In	 these	 cases,	 PET	 specific	 differences	 in	 the	 direction	 of	 change	 in	discharge	 could	 have	 important	 implications	 including	 variability	 in	 projected	impacts	 for	 power	 generation	 from	 existing	 and	 planned	 dams,	 as	 well	 as	environmental	conditions	within	the	river	(Thompson	et	al.,	2014b).	However,	the	intra-annual	pattern	of	discharge	changes	(i.e.	 the	pattern	of	changes	to	the	river	regime	through	the	year)	was	largely	unaffected	by	choice	of	PET	method.	Instead,	it	is	the	magnitude	of	changes	that	are	impacted.		The	 magnitude	 of	 PET-method	 related	 uncertainty	 in	 simulated	 discharges	 is	greater	under	 scenario	 conditions	 compared	 to	 the	baseline.	Consistent	with	 the	findings	 of	 Remesan	 and	 Holman	 (2015),	 this	 demonstrates	 that	 it	 cannot	 be	assumed	that	the	range/magnitude	of	inter-hydrological	model	uncertainty	will	be	the	same	under	altered	climate	conditions	as	for	calibrated	baseline	conditions.			The	 finding	 that	 the	 models	 using	 alternative	 PET	 methods	 result	 in	 some	differences	 in	 scenario	 discharge	 supports	 the	 assertion	 that	 differences	 in	 the	climate	 change	discharge/runoff	 signals	 for	 the	Mekong	simulated	by	MIKE	SHE,	SLURP	and	Mac-PDM.09	for	the	same	scenarios	could,	at	least	in	part,	be	attributable	to	PET	method	(LN	for	MIKE	SHE	and	SLURP,	Penman–Monteith	for	Mac-PDM.09).	However,	some	increases	simulated	by	the	GHM	at	upstream	gauging	stations	were	three	to	nearly	six	times	as	large	as	those	simulated	by	MIKE	SHE	(Section	4.7.3.3).	Such	 large	 increases	 are	 not	 simulated	 by	 any	 of	 the	 MIKE	 SHE	 models	 in	 this	investigation.	 Further	 downstream,	 however,	 differences	 between	 MIKE	SHE/SLURP	 and	Mac-PDM.09	were	 comparable	 in	magnitude	 to	 the	 PET-related	uncertainty	identified	herein.		 	
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5.5.2. Uncertainty	associated	with	the	spatial	distribution	of	meteorological	
inputs		The	 specification	 of	 alternative	 spatial	 distributions	 of	 meteorological	 inputs	required	some	adjustment	of	model	parameters	within	the	MIKE	SHE	hydrological	models.	 Following	 this,	 performance	 of	 the	 three	 models	 (S-Mets	 –	 SLURP	 sub-catchment	 based	 distribution;	 M-Mets	 –	 MIKE	 SHE	 sub-catchments;	 G-Mets	 –	gridded	meteorological	inputs)	was	very	similar.	Previous	studies	that	investigated	the	impact	of	rainfall	distribution	within	a	hydrological	model	also	found	that	input-specific	calibration	was	required	(Mileham	et	al.,	2008;	Xu	et	al.,	2010).		It	should	be	acknowledged	that	the	findings	of	this	investigation	related	to	spatial	variability	in	climate	projections	are	likely	to	be	more	relevant	for	large	river	basins.	Spatial	representation	of	meteorological	inputs	(particularly	precipitation)	can	have	important	implications	for	calibration	and	parameterisation	of	hydrological	models	of	 small	 to	 medium	 sized	 catchments	 (Mileham	 et	 al.,	 2008;	 Xu	 et	 al.,	 2010).	However,	climate	change	signals	are	likely	to	vary	by	much	smaller	amounts	over	the	 spatial	 extent	 of	 such	 catchments.	 In	 the	 case	 of	 the	 QUEST-GSI	 project,	 for	example,	GCM	scenario	data	were	downscaled	to	a	0.5˚	×	0.5˚	grid.	Catchments	of	2100–3300	km2	only	occupy	a	handful	(≤9)	of	such	grid	cells	(Kingston	and	Taylor,	2010;	Xu	et	al.,	2011).	For	comparison,	225	grid	cell	nodes	(0.5˚	×	0.5˚)	fall	within	the	Mekong	catchment	down	to	Phnom	Penh.		In	 this	 investigation,	 analysis	 of	 both	 the	 baseline	 meteorological	 inputs,	 and	relative	(%)	annual	and	seasonal	changes	 from	the	baseline	under	the	2˚C,	seven	GCM	scenarios,	demonstrates	that	use	of	sub-catchment	averaged	data	 inevitably	leads	 to	 loss	 of	 spatial	 variability	 compared	 to	 gridded	 inputs.	 Similarly,	 it	 is	unsurprising	 that	 division	 of	 the	 basin	 into	 a	 greater	 number	 of	 sub-catchments	(and	in	particular	breaking	up	the	largest	SLURP	sub-catchments)	in	the	case	of	the	MIKE	SHE	sub-catchments	provides	greater	spatial	variability	compared	to	 those	inherited	from	the	SLURP	model.	More	specifically,	division	of	the	S-Mets	Lancang	sub-catchment,	which	spans	a	 large	 latitudinal	 range	(~20–34˚N)	 into	 three	sub-catchments	for	the	M-Mets	model	allows	a	better	representation	of	the	latitudinal	variation	 in	 baseline	 precipitation	 and	 PET	 totals	 (Figure	 5.11	 and	 Figure	 5.12).	
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Likewise,	 division	 of	 the	 S-Mets	Mekong	 1	 sub-catchment	 into	 four	M-Mets	 sub-catchments	 permits	 greater	 variability	 from	 northwest	 to	 southeast	 over	 this	region.	 For	 scenario	 changes	 in	 precipitation	 and	 PET,	 use	 of	 sub-catchment	averaged	 data	 sometimes	 led	 to	 loss	 of	 variability	 in	 the	 projected	 direction	 of	change	in	annual	or	seasonal	totals	over	a	particular	region	that	 is	evident	in	the	gridded	 data.	 However,	 the	M-Mets	 spatial	 distribution	 is	 better	 able	 to	 capture	differing	directions	of	change	compared	to	the	S-Mets	spatial	distribution,	especially	over	the	upper,	mid	and	lower	Lancang.		Use	 of	 alternative	 spatial	 distributions	 of	 meteorological	 inputs	 did	 impact	 the	magnitude	 of	 simulated	 changes	 in	 mean,	 high	 and	 low	 flows.	 For	 percentage	changes	 in	 mean	 discharge,	 inter-model	 differences	 were	 greatest	 at	 upstream	stations	and	tended	to	show	a	downstream	reduction	in	magnitude.	The	maximum	inter-model	 range	 of	 change	 in	mean	 discharge	 was	 6.3%	 (Chiang	 Saen	 station,	HadGEM1	GCM).	However,	 the	 spatial	 pattern	 of	 changes	 through	 the	 basin	was	largely	 unaffected,	 and	 is	 instead	 GCM-dependent.	 The	 magnitude	 of	 inter-hydrological	model	difference	at	a	given	gauging	station	varies	between	GCMs.	This	indicates	that	the	impact	that	the	differing	meteorological	input	spatial	distributions	has	on	discharge	projections	depends	on	the	nature	(magnitude	and	spatiality)	of	the	projected	changes	in	climate.	The	results	of	the	M-Mets	and	G-Mets	models	are	consistently	 close.	 There	 is	 generally	 a	 greater	 magnitude	 of	 inter-model	uncertainty	 in	 projected	 percentage	 changes	 in	 high	 (Q5)	 and	 low	 (Q95)	 flows.	Again,	 however,	 the	 direction,	 magnitude	 and	 spatial	 pattern	 of	 changes	 is	predominantly	 GCM-dependent.	 Unlike	 changes	 in	 mean	 discharge,	 inter-model	differences	 do	 not	 show	 a	 downstream	 reduction	 in	magnitude	 for	 some	 GCMs.	Meteorological	 input	 spatial	 distribution	 only	 has	 the	 ability	 to	 influence	 the	direction	of	change	when	the	magnitude	of	change	is	fairly	low	(<5%	for	all	three	models	 for	 mean	 discharge	 and	 Q5;	 <8%	 for	 all	 three	 models	 for	 Q95).	 The	maximum	 inter-model	 range	 of	 percentage	 change	 in	 Q5	 and	 Q95	 is	 9.8%	 and	11.2%,	respectively.	For	comparison,	 the	 inter-GCM	range	of	change	at	any	given	station	is	around	20–35%	for	Q5,	and	30–45%	for	Q95.			Overall,	the	similarity	in	climate	change	results	from	the	three	hydrological	models	employing	 alternative	meteorological	 input	 spatial	 distributions	 suggests	 that	 in	
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this	 instance,	 the	 use	 of	 a	 sub-catchment	 based	 distribution	 is	 a	 fairly	 robust	alternative	 to	 the	use	of	 gridded	 inputs.	Use	of	 the	different	 spatial	distributions	does	 impact	 the	magnitude	of	projected	 changes,	 but	GCM-related	uncertainty	 is	much	more	significant	for	projected	changes	in	Mekong	river	flows.			
5.5.3. Baseline	precipitation	input-related	uncertainty			The	analysis	of	two	(sub-catchment	based)	baseline	precipitation	datasets	for	the	Mekong	derived	from	different	global	gridded	products	reveals	that	such	datasets	can	 exhibit	 notable	 temporal	 and	 spatial	 differences.	 	 Calibration	 of	 some	parameters	 within	 the	 CRU-precip	 model	 (MIKE	 SHE	 model	 employing	 CRU	precipitation)	 allows	 similar	 model	 performance	 to	 the	 UDel-precip	 model	 at	upstream	gauging	stations	for	the	calibration	period.	Model	parameters	were	not	adjusted	 in	 downstream	 sub-catchments.	 For	 downstream	 gauging	 stations,	although	performance	statistics	for	the	CRU	model	were	generally	close	to	those	of	the	 UDel	 model,	 the	 river	 regimes	 are	 a	 poorer	 match	 to	 the	 observed,	 with	underestimation	 of	 peak	 flows	 and	 overestimation	 in	 the	 dry	 season.	 This	corresponds	 to	 patterns	 in	 the	 baseline	 precipitation	 regimes	 over	 some	downstream	sub-catchments,	with	CRU	displaying	lower	peak	precipitation	totals	and	higher	dry	season	values	than	UDel.	Adjustment	of	model	parameters	could	not	compensate	for	these	differences.		Poorer	simulation	of	the	baseline	river	regimes	for	downstream	gauging	stations	in	the	CRU-precip	model	provides	a	 strong	 indication	 that	CRU	precipitation	 is	 less	representative	of	true	baseline	precipitation	patterns	over	this	region	compared	to	UDel	precipitation.	 Investigation	of	 the	potential	 causes	of	disparity	between	 the	two	 data	 products	 is	 beyond	 the	 scope	 of	 this	 study.	 Both	 data	 products	 are	developed	 from	 station-based	 observation	 records.	 It	 may	 be	 that	 differences	between	the	products	over	this	region	are	due	to	the	use	of	records	from	different	meteorological	stations	(e.g.	different	numbers	or	spatial	distributions	of	stations;	Thompson	et	al.,	2016).	Previous	studies	from	this	(Kingston	et	al.,	2011)	and	other	river	 basins	 have	 also	 experienced	 difficulties	 in	 hydrological	 model	 calibration	when	employing	CRU	precipitation	(Hughes	et	al.,	2011;	Thompson	et	al.,	2016).	
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The	delta-change	method	was	employed	to	generate	the	scenario	CRU	precipitation	data	 for	 the	 Mekong.	 Multiplicative	 delta-factors	 were	 used,	 which	 means	 that	absolute	(mm)	changes	from	the	baseline	are	impacted	by	the	magnitude	of	baseline	precipitation	values.	The	UDel	and	CRU-based	scenario	precipitation	data	therefore	show	different	absolute	changes	from	their	respective	baseline.	These	are	greater	where:	i)	the	baseline	datasets	show	greater	disparity	and	ii)	percentage	changes	from	 the	 baseline	 are	 greater.	 Consequently,	 the	 magnitude	 of	 inter-model	differences	 in	 simulated	 river	 discharges	 from	 the	 two	MIKE	 SHE	models	 varies	between	the	different	GCM	scenarios	and	gauging	stations.			On	the	main	Mekong,	the	inter-MIKE	SHE	model	range	of	percentage	change	in	mean	discharge	 for	 a	 given	 GCM	 is	 generally	 low,	with	 values	 of	 ≤3.3%	 at	 all	 stations	except	in	the	case	of	HadGEM1.	For	this	GCM,	the	inter-model	difference	is	between	7.5–7.8%	at	the	four	most	downstream	gauging	stations	(g-j).	In	addition,	the	CRU-precip	model	simulates	increases	in	mean	discharge	for	these	stations,	whilst	the	UDel-precip	model	projects	reductions.	This	is	due	to	HadGEM1	scenario	producing	greater	 percentage	 changes	 (in	 this	 case	 increases)	 in	 precipitation	 from	 the	baseline	during	the	dry	season,	compared	to	the	other	GCMs.	As	discussed	above,	the	 CRU	 baseline	 precipitation	 data	 display	 notably	 higher	 precipitation	 totals	during	the	dry	season	than	UDel,	so	absolute	scenario	increases	are	higher	for	CRU	than	UDel.	This	is	reflected	in	simulated	changes	in	mean	discharge	and	Q95	(low	flows),	the	latter	of	which	displays	an	inter-model	range	of	change	of	>10–15%	for	stations	 g–j	 for	HadGEM.	 The	 inter-model	 ranges	 in	 change	 in	Q95	 for	 the	 same	stations	 are	 also	 fairly	 high	 for	 the	NCAR	GCM	 (7.0–	 11.1%).	 The	 average	 inter-model	range	in	percentage	change	in	mean	discharge	across	the	84	combinations	of	GCMs	and	gauging	stations	(7	GCMs	×	12	gauging	stations)	is	2.0%.	The	equivalent	values	for	Q5	and	Q95	are	2.6%	and	3.3%.	The	spatial	pattern	of	changes	in	Q5	and	Q95	 through	 the	 catchment	 for	 a	 given	 GCM	 is	 largely	 unaffected	 by	 choice	 of	baseline	precipitation	data.		This	investigation	demonstrates	that	choice	of	baseline	precipitation	data	does	have	the	potential	to	affect	the	results	of	hydrological	climate	change	impact	assessments.	In	 this	 situation,	 a	multiplicative	delta	 change	approach	was	used	 to	perturb	 the	baseline	CRU	precipitation	data.	The	ClimGen	pattern	scaling	technique	employed	
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in	 the	 QUEST-GSI	 project	 also	 involves	 scaling	 baseline	 precipitation	multiplicatively	using	patterns	of	change	obtained	from	GCM	outputs	(Todd	et	al.,	2011).	Other	bias	correction	techniques	such	as	local	scaling	and	quantile-quantile	mapping	involve	adjusting	the	GCM	outputs	instead,	but	rely	on	using	baseline	data	to	determine	relationships	that	characterise	the	bias	in	the	GCM	outputs	(e.g.	Dobler	
et	al.,	2012).	As	such,	the	potential	uncertainty	associated	with	choice	of	baseline	precipitation	data	is	still	of	relevance	to	assessments	that	use	different	techniques	to	bias-correct	GCM	outputs.		Accuracy	of	the	baseline	precipitation	is	not	only	important	for	better	simulation	of	baseline	 hydrological	 conditions,	 it	 is	 also	 important	 at	 the	 climate	 scenario	generation	 stage	 of	 the	 impact	 assessment	 modelling	 process.	 It	 is	 therefore	advisable	that	in	cases	where	precipitation	data	are	suspected	to	be	erroneous	(as	in	the	case	of	CRU	over	the	lower	Mekong)	alternative	precipitation	datasets	should	be	sought.			
5.6. Summary		For	Mekong	river	flow	projections	under	climate	change,	GCM-related	uncertainty	is	 the	 overriding	 source	 of	 uncertainty	 out	 of	 those	 investigated	 in	 this	 chapter.	Choice	of	GCM	dominates	the	magnitude,	direction	and	spatial	pattern	of	changes	in	mean	 annual	 and	mean	monthly	 discharges	 and	 high	 and	 low	 flows.	 Table	 5.14	summarises	the	MIKE	SHE	models	used	in	this	chapter	and	the	magnitude	of	GCM-related	uncertainty	for	percentage	change	in	mean	discharge	across	the	seven	GCMs	for	the	2	°C	prescribed	warming	scenario.			Table	5.15	summarises	the	maximum	inter-hydrological	range	of	change	in	mean	discharge	for	a	single	GCM,	and	the	average	across	the	seven	GCMs,	associated	with	choice	of:	 i)	PET	method,	 ii)	 spatial	distribution	of	meteorological	 inputs	and	 iii)	baseline	precipitation	data.	The	magnitude	of	GCM-related	uncertainty	(for	change	in	mean	discharge)	assessed	using	the	different	MIKE	SHE	models	does	vary,	but	is	around	20–40%,	and	is	~30%	on	average.	The	maximum	PET	related	uncertainty	(15.6%)	 is	around	2.5	 times	smaller	 than	 the	maximum	GCM-related	uncertainty	from	models	1–6	(36.9%	on	the	main	Mekong;	40.8%	at	Ubon).	On	average,	GCM-
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related	 uncertainty	 for	 change	 in	mean	 discharge	 is	 ~3.5	 times	 as	 large	 as	 PET	method-related	uncertainty.	The	same	is	true	for	changes	in	Q5	and	Q95.		Uncertainty	associated	with	 the	 spatial	distribution	of	meteorological	 inputs	 and	choice	 of	 baseline	 precipitation	 were	 found	 to	 be	 much	 smaller	 (~4	 times	 on	average)	 than	 PET-related	 uncertainty,	 and	 are,	 on	 average,	 comparable	 in	magnitude.		
Table	5.14.	Summary	of	MIKE	SHE	models	developed	in	this	Chapter.	For	each	of	these,	
the	absolute	inter–GCM	range	of	simulated	percentage	change	in	mean	discharge	is	
provided	 for	 five	 stations.	 The	 average	 column	 is	 the	 average	 taken	 across	 all	 12	
gauging	stations.	
Model	summary	 Inter-GCM	range	of	change	in	mean	discharge	across	
seven	GCMs	for	the	2	°C	scenario	(%)	Model	no.	 PET	method	 Met.	Dist.	 Precip.	 Chiang	Saen	(a)	 Vientiane	(d)	 Pakse		(f)	 Phnom	Penh	(j)	 Ubon		(l)	 12-station	average	1	 BC	 S-Mets	 UDel	 31.0	 30.9	 25.6	 21.8	 40.8	 29.6	2	 HM	 S-Mets	 UDel	 28.3	 29.4	 25.0	 21.0	 37.3	 27.9	3	 HS	 S-Mets	 UDel	 30.9	 33.5	 26.7	 21.4	 35.3	 29.0	4	 LN	 S-Mets	 UDel	 32.5	 33.6	 28.1	 22.5	 37.6	 31.0	5	 PN	 S-Mets	 UDel	 36.9	 33.7	 27.0	 21.6	 35.7	 29.9	6	 PT	 S-Mets	 UDel	 29.8	 31.7	 25.7	 20.4	 33.8	 27.6	7	 PN	 M-Mets	 UDel	 36.2	 	37.5	 26.6	 21.4	 35.5	 30.5	8	 PN	 G-Mets	 UDel	 35.7	 36.8	 25.9	 20.9	 33.0	 29.6	9	 PN	 M-Mets	 CRU	 39.7	 41.6	 30.2	 26.3	 33.1	 33.9			
Table	 5.15.	 Summary	 of	 uncertainty	 in	 percentage	 change	 in	 mean	 discharge	
associated	with	PET	method,	spatial	distribution	of	meteorological	inputs	and	choice	
of	precipitation.	Model	numbers	are	from	the	above	table.	
	 Maximum	inter-hydrological	model	range	of	change	for	a	
single	GCM	for	the	2	°C	scenario	(%)	Models	(source	of	uncertainty)	 Chiang	Saen	(a)	 Vientiane	(d)	 Pakse		(f)	 Phnom	Penh	(j)	 Ubon		(l)	 12-station	average	1–6	(PET)	 15.6	 14.0	 9.2	 7.6	 10.9	 10.9	5,	7,	8	(Met.	spatial.	dist.)	 6.3	 5.0	 2.1	 1.4	 3.3	 3.1	7,	9	(UDel	vs.	CRU	precip.)	 2.5	 2.7	 2.6	 7.5	 5.2	 4.6		 Average	inter-hydrological	model	range	of	change	across	
the	seven	GCM	scenarios	1–6	(PET)	 9.3	 9.2	 7.5	 6.8	 9.2	 8.2	5,	7,	8	(Met.	spatial.	dist.)	 3.1	 3.0	 1.1	 0.8	 2.7	 1.9	7,	9	(UDel	vs.	CRU	precip.)	 1.0	 1.6	 1.5	 2.7	 3.3	 2.0		 	
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Chapter	6 	
	
GCM-related	uncertainty	assessment	using	CMIP5	GCMs	
6.1. Introduction		The	 scenario	 climate	 data	 employed	 in	 Chapters	 4	 and	 5	 represent	 scenarios	 of	prescribed	warming	(e.g.	2	°C	increase	in	mean	global	temperature,	relative	to	the	1961–1990	baseline	period)	and	were	generated	through	rescaling	the	outputs	of	GCMs	that	took	part	 in	CMIP3	(Meehl	et	al.,	2007a),	using	the	ClimGen	technique	(Arnell	and	Osborn,	2006;	see	Section	4.5).	This	chapter	uses	climate	scenario	data	for	the	Mekong	catchment	generated	using	the	outputs	from	an	ensemble	of	CMIP5	GCMs	 for	one	of	 the	 latest	generation	of	 scenarios,	Representative	Concentration	Pathways	(RCPs	see	Section	2.5.1).	Additionally,	a	much	larger	number	of	GCMs	(41)	form	the	ensemble	compared	to	the	seven-member	ensemble	for	the	2	°C	prescribed	warming	 scenarios	 used	 in	 previous	 chapters.	 This	 chapter	 therefore	 provides	 a	more	 up-to-date	 assessment	 of	 the	 potential	 impacts	 of	 climate	 change	 on	 river	discharge	in	the	Mekong	catchment	and	the	associated	GCM-related	uncertainty.		Existing	 assessments	 for	 the	 Mekong	 have	 tended	 to	 employ	 a	 relatively	 small	ensemble	of	GCMs	(five	to	seven),	which	have	been	selected	to	either	span	a	range	of	plausible	global	climate	futures	(Kingston	et	al.,	2011),	or	based	on	their	historical	performance	in	the	region	(e.g.	Lauri	et	al.,	2012;	Hoang	et	al.,	2016).	It	is	possible	that	 selection	 of	 a	 relatively	 small	 number	 of	 GCMs	narrows	 the	 range	 of	 future	climate,	and	in	turn	hydrological	projections,	and	therefore	reduces	the	magnitude	of	 uncertainty	 represented	 by	 the	 ensemble.	 Although	 this	 may	 seem	 desirable,	provision	 of	 a	 ‘falsely	 narrow’	 range	 of	 projections	 could	 lead	 to	mal-adaptation	(McSweeney	 et	 al.,	 2014:	 3238).	 The	 range	 of	 projections	 resulting	 from	 an	ensemble	may	be	 falsely	narrow	 in	 the	 sense	 that	plausible	projections	 (that	 fall	outside	 of	 the	 ensemble-specific	 range)	 may	 have	 been	 omitted	 through	 the	exclusion	of	other	GCMs.		Existing	 hydrological	 impact	 assessments	 for	 the	 Mekong	 are	 also	 almost	exclusively	based	on	climate	projections	from	earlier	generations	of	climate	models	and	scenarios,	 in	particular	 those	 from	CMIP3	(Kingston	 et	al.,	2011;	Lauri	 et	al.,	
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2012).	A	notable	exception	is	Hoang	et	al.	(2016),	who	employed	an	ensemble	of	five	CMIP5	 GCMs	 and	 two	 Representative	 Concentration	 Pathway	 (RCP)	 scenarios	(RCP4.5	 and	 RCP8.5).	 The	 five	 GCMs	 were	 selected	 based	 on	 a	 review	 of	 the	literature	on	GCM	performance	(Sillmann	et	al.,	2013;	Huang	et	al.,	2014;	Hasson	et	
al.,	 2016),	 with	 the	 aim	 being	 to	 select	 GCMs	 better	 able	 to	 produce	 historical	tropical	 temperature	 and	 precipitation	 conditions,	 particularly	 over	 the	Mekong	region.	Hoang	et	al.	(2016)	suggest	a	trend	towards	increases	in	seasonal	and	annual	river	 discharge.	 Results	 from	 their	 ensemble	 also	 indicate	 reduced	 uncertainty	compared	to	earlier	CMIP3-based	assessments.		
6.2. Hydrological	model	selection		The	model	employed	in	this	chapter	is	based	on	the	model	developed	in	Section	5.3	(and	also	used	in	Section	5.4)	that	uses	the	MIKE	SHE	sub-catchments	for	the	spatial	distribution	 of	 meteorological	 inputs,	 and	 UDel	 precipitation.	 This	 was	 selected	because	it	represents	an	intermediate	level	of	spatial	distribution,	allowing	greater	spatial	 variability	 in	 meteorological	 inputs	 than	 the	 SLURP	 sub-catchment	distribution,	but	reduced	model	execution	times	and	meteorological	data	that	can	be	more	easily	handled	and	presented	than	that	of	the	MIKE	SHE	model	with	gridded	climate	inputs.	In	addition,	UDel	precipitation	provided	better	model	performance	than	 CRU	 precipitation	 during	 model	 calibration/validation,	 particularly	 at	downstream	gauging	stations	(Section	5.4.4.2).			As	detailed	in	the	Section	6.3,	GCM	outputs	for	the	development	of	climate	scenario	data	were	 obtained	 from	 the	KNMI	 (Royal	Netherlands	Meteorological	 Institute)	Climate	 Explorer	 (https://climexp.knmi.nl).	 However,	 some	 of	 the	 climate	 data	required	 for	 the	 calculation	 of	 PN	 (Penman)	 PET	 (e.g.	 cloud	 cover	 and	 vapour	pressure	data)	were	unavailable.	Therefore,	rather	than	PN	PET,	the	baseline	and	scenario	models	in	this	chapter	employ	HS	(Hargreaves–Samani)	PET.	The	HS	PET	method	was	selected	since	it	is	recommended	by	the	FAO	for	use	in	situations	where	there	are	insufficient	data	to	calculate	Penman/Penman–Monteith	PET	(Allen	et	al.,	1998).	Following	specification	of	HS	PET	data,	minor	calibration	of	the	MIKE	SHE	model	was	undertaken	for	the	calibration	(1961–1990)	period	using	the	approach	
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adopted	in	the	previous	chapter,	with	the	aim	being	to	achieve	model	performance	that	was	as	good	as	that	of	the	original	model	that	employed	PN	PET.		
6.3. Simulation	of	climate	change		Projected	precipitation	and	temperature	(mean,	maximum	and	minimum)	data	for	the	 period	 2040–2069	 for	 the	 RCP4.5	 scenario	 were	 derived	 using	 simulation	outputs	from	41	GCMs	that	participated	in	CMIP5,	using	similar	techniques	to	those	described	by	Ho	 et	al.	 (2016).	The	RCP4.5	 scenario,	which	 represents	a	pathway	where	radiative	forcing	reaches	4.5	W	m-2	in	the	year	2100,	was	selected	since	it	is	an	intermediate/mid-range	RCP	scenario	(see	Section	2.5.1)	and	had	data	available	for	the	largest	number	of	GCMs.	In	addition,	other	studies	that	have	selected	a	single	illustrative	RCP	scenario	have	also	used	RCP4.5	(e.g.	Dai,	2012;	Kim	and	Yu,	2012;	Thrasher	et	al.,	2013;	Ho	et	al.,	2016;	Shin	et	al.,	2016).		The	 delta-factor	 approach	was	 employed	 to	 perturb	 the	 baseline	 sub-catchment	averaged	UDel	precipitation	and	CRU	temperature	data.	Monthly	GCM	outputs	were	obtained	 from	 the	KNMI	Climate	Explorer,	with	 the	data	 for	 each	 sub-catchment	being	spatially	averaged	over	the	relevant	grid	cells	using	an	in-built	processing	tool.	Mean	 monthly	 precipitation	 and	 mean	 monthly	 mean,	 minimum	 and	 maximum	temperature	 for	 each	GCM	were	derived	 for	 the	1961–1990	baseline	period	 and	2040–2069	 scenario	 period.	 These	 values	 were	 subsequently	 used	 to	 calculate	monthly	delta	factors	(expressed	as	%	for	precipitation,	i.e.	relative	change;	and	°C	for	 temperature,	 i.e.	 absolute	 change),	 which	 were	 in	 turn	 used	 to	 perturb	 the	monthly	 observed	 baseline	 climate	 data	 (UDel	 precipitation	 and	 CRU	 mean,	minimum	 and	 maximum	 temperature).	 The	 monthly	 precipitation	 and	 mean	temperature	data	were	stochastically	disaggregated	to	a	daily	resolution	using	the	Mac-PDM.09	 weather	 generator,	 using	 the	 same	 wet	 days	 data,	 coefficient	 of	variation	for	daily	precipitation	and	standard	deviation	of	daily	temperature	as	used	to	generate	the	daily	baseline	data	(see	description	for	the	M-Mets	model,	Section	5.3.1).	Hargreaves–Samani	PET	was	re-evaluated	for	each	GCM	using	the	perturbed	temperature	data.	As	 for	the	baseline	period,	PET	values	were	evenly	distributed	throughout	each	month	to	provide	daily	data.		
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Advantages	 of	 the	 delta-change	 approach	 include	 that	 it	 is	 widely	 used,	 easy	 to	implement	and	computationally	inexpensive	(Kay	et	al.,	2009;	Anandhi	et	al.,	2011;	Dobler	et	al.,	2012).	Moreover,	since	it	uses	observed	data	for	the	baseline	and	for	perturbing	to	generate	scenario	data,	results	are	unaffected	by	GCM	biases	in	the	simulation	 of	 climate	 variability	 (Anandhi	 et	 al.,	 2011;	 Teutschbein	 and	 Seibert,	2012;	 Ho	 et	 al.,	 2016).	 However,	 there	 are	 also	 disadvantages.	 For	 example,	 the	number	of	wet	and	dry	days	does	not	change	for	the	future	climate,	the	temporal	sequencing	of	wetter/drier	months	and	years	is	unaltered	and	months	with	extreme	precipitation	 totals	 or	 temperatures	 are	 modified	 by	 the	 same	 factor	 as	 other	months	(Graham	et	al.,	2007a;	Anandhi	et	al.,	2011;	Teutschbein	and	Seibert,	2012).	However,	 since	 changes	 in	 climate	 and	 river	 discharge	 in	 this	 investigation	 are	analysed	at	a	mean	monthly	or	 lower	 temporal	 resolution,	with	a	 focus	on	mean	changes	 rather	 than	 on	 extremes	 or	 event	 frequency,	 these	 limitations	 are	 not	considered	to	detract	from	the	results	presented	herein.		The	GCMs	for	which	scenario	data	were	generated	are	summarised	in	Table	6.1.	The	model	groupings	were	obtained	from	Ho	et	al.	(2016)	and	are	based	on	the	concept	of	model	genealogy	(Masson	and	Knutti,	2011;	Knutti	et	al.,	2013).	Different	versions	of	 the	 same	model	 are	 grouped	 together,	 as	 are	models	 from	 the	 same	 research	centre	and	models	that	have	evolved	from	a	common	ancestor	or	share	components	and	 code.	Although	all	GCMs	are	 similar	 in	 that	 they	aim	 to	describe	 the	 climate	system,	 models	 sharing	 code	 or	 components	 are	 more	 likely	 to	 contain	 similar	biases	 in	 terms	 of	 their	 omission	 or	 simplification	 of	 processes	 and	 numerical	approximations,	and	will	therefore	often	be	similarly	biased	with	regard	to	reality	(Knutti	et	al.,	2013).	In	support	of	this,	Masson	and	Knutti	(2011)	and	Knutti	et	al.	(2013)	 demonstrated	 that	 models	 with	 clear	 similarities	 in	 code	 and	 models			 	
	 345	
Table	6.1.	GCMs	used	in	this	chapter.	Models	grouped	according	to	genealogy.	
Model	name	 Institution	 Group	
name	
Group	
no.	
No.	of	
models	CanESM2	 Canadian	Centre	for	Climate	Modelling	and	Analysis	 CanESM2	 1	 1	CSIRO-Mk3.6.0	 Commonwealth	Scientific	&	Industrial	Research	Organisation	in	collaboration	with	Queensland	Climate	Change	Centre	of	Excellence	 CSIRO-Mk3.6.0	 2	 1	FGOALS-g2	 LASG,	Institute	of	Atmospheric	Physics,	Chinese	Academy	of	Sciences	 FGOALS-g2	 3	 1	INMCM4	 Institute	for	Numerical	Mathematics	 INMCM4	 4	 1	MRI-CGCM3	 Meteorological	Research	Institute	 MRI-CGCM3	 5	 1	GFDL-CM3	 NOAA	Geophysical	Fluid	Dynamics	Laboratory	 GFDL	 6	 3	GFDL-ESM2G	 	 	 	GFDL-ESM2M	 	 	 	GISS-E2-H	p1	 NASA	Goddard	Institute	for	Space	Studies	 GISS	 7	 8	GISS-E2-H	p2	 	 	 	GISS-E2-H	p3	 	 	 	 	GISS-E2-H-CC	 	 	 	 	GISS-E2-R	p1	 	 	 	 	GISS-E2-R	p2	 	 	 	 	GISS-E2-R	p3	 	 	 	 	GISS-E2-R-CC	 	 	 	 	IPSL-CM5A-LR	 Institut	Pierre-Simon	Laplace	 IPSL	 8	 3	IPSL-CM5A-MR	 	 	 	 	IPSL-CM5B-LR	 	 	 	 	MIROC5	 Atmosphere	and	Ocean	Research	Institute	(The	University	of	Tokyo),	National	Institute	for	Environmental	Studies,	and	Japan	Agency	for	Marine-Earth	Science	and	Technology	
MIROC	 9	 3	MIROC-ESM	 	 	 	MIROC-ESM-CHEM	 	 	 	ACCESS1-0	 Commonwealth	Scientific	and	Industrial	Research	Organisation	(CSIRO)	and	Bureau	of	Meteorology	(BOM),	Australia	 UKMO	 10	 5	ACCESS1-3	 	 	 	HadGEM2-AO	 Met	Office	Hadley	Centre	(additional	HadGEM2-ES	realisations	contributed	by	Instituto	Nacional	de	Pesquisas	Espaciais)	 	 	 	HadGEM2-CC	 	 	 	HadGEM2-ES	 	 	 	CMCC-CM	 Centro	Euro-Mediterraneo	sui	Cambiamenti	Climatici	 European	 11	 6	CMCC-CMS	 	 	 	CNRM-CM5	 Centre	National	de	Recherches	Météorol-ogiques/	Centre	Européen	de	Recherche	et	de	Formation	Avancée	en	Calcul	Scientifique	 	 	 	EC-EARTH	 EC-Earth	consortium	 	 	 	MPI-ESM-LR	 Max-Planck-Institut	für	Meteorologie	(Max	Planck	Institute	for	Meteorology)	 	 	 	MPI-ESM-MR	 	 	 	bcc-csm1-1	 Beijing	Climate	Center,	China	Meteorological	Administration	 NCAR	 12	 8	bcc-csm1-1-m	 	 	 	BNU-ESM	 College	of	Global	Change	and	Earth	System	Science,	Beijing	Normal	University	 	 	 	CCSM4	 National	Center	for	Atmospheric	Research	 	 	 	CESM1-BGC	 Community	Earth	System	Model	Contributors	 	 	 	CESM1-CAM5	 	 	 	FIO-ESM	 The	First	Institute	of	Oceanography,	SOA,	China	 	 	 	NorESM1-M	 Norwegian	Climate	Centre	 	 	 	
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developed	 by	 the	 same	 institution	 show	 much	 greater	 similarity	 in	 terms	 of	simulated	climate	 fields	under	both	control	 (preindustrial)	conditions	and	 future	scenario	 conditions.	 This	 means	 that	 the	 GCMs	 employed	 in	 this	 investigation	cannot	be	assumed	to	be	independent	of	each	other.	It	is	therefore	important	to	take	the	 model	 groupings	 into	 consideration	 when	 analysing	 and	 interpreting	 the	ensemble	 climate	 projections	 and	 resulting	 hydrological	 projections,	 as	 the	distribution	 of	 results	 may	 be	 biased	 towards	 the	 models	 for	 which	 there	 are	multiple	versions	and	the	groups	that	contain	the	most	models.		It	is	worth	acknowledging	that	an	RCP4.5	scenario	set	could	have	been	developed	using	 alternative	 datasets.	 For	 example,	 one	 possibility	 is	 to	 use	 data	 from	 the	CORDEX	(Coordinated	Regional	Climate	Downscaling	Experiment)	initiative	(Giorgi	
et	al.,	2009;	Giorgi	and	Gutowski,	2015),	which	provides	downscaled	RCP	scenario	data	generated	by	RCMs	driven	with	GCM	outputs.	However,	the	decision	was	made	to	 employ	 GCM	 data	 from	 KNMI	 Climate	 Explorer	 for	 a	 number	 of	 reasons.	 In	particular,	one	objective	in	this	chapter	is	to	compare	the	CMIP5	GCM	results	with	the	CMIP3	GCM	results	 from	 the	previous	 chapter.	Use	of	GCM-RCM	downscaled	data	would	make	the	comparison	less	fair.	In	addition,	data	for	Southeast	Asia	were	available	for	fewer	GCMs	in	the	case	of	CORDEX.	Furthermore,	choice	of	RCM	is	in	itself	a	notable	source	of	uncertainty,	and	it	was	deemed	counterproductive	to	start	exploring	this	additional	source	of	uncertainty	in	this	chapter.		
6.4. Results		
6.4.1. Model	calibration	and	validation		The	baseline	MIKE	SHE	model	used	in	this	chapter	employs	HS	PET	and	is	based	on	the	model	 in	 Sections	 5.2	 and	 5.3	 that	 employed	 the	MIKE	 SHE	 sub-catchments	meteorological	input	spatial	distribution	(as	opposed	to	SLURP	sub-catchments	or	gridded)	 and	 PN	 PET.	 Specification	 of	 HS	 PET	within	 the	model	 required	minor	calibration	of	some	parameters.	Performance	of	the	MIKE	SHE	model	employing	HS	PET	 was	 assessed	 for	 the	 calibration	 (1961–1990)	 and	 validation	 (1991–1998)	periods	 used	 in	 Chapters	 4	 and	 5.	 As	 stated	 previously,	 shorter	 periods	 were	employed	for	some	stations	due	to	data	availability.		
	 347	
Table	 6.2	 presents	 the	 optimised	 values	 for	 the	 calibration	 parameters	 in	 sub-catchments	1–9	of	both	models.	Parameters	in	the	remaining	sub-catchments	did	not	require	adjustment	 in	order	 to	achieve	similar	model	performance.	Likewise,	many	of	the	parameter	values	in	this	table	are	consistent	between	the	two	models.		
Table	6.2.	Final	calibration	parameter	values	for	the	two	MIKE	SHE	models	employing	
different	PET	data.	Numbers	in	column	headings	refer	to	the	MIKE	SHE	linear	reservoir	
sub-catchments	identified	in	Figure	4.4.	Grey	shading	indicates	altered	values	within	
the	HS	model	compared	to	the	PN	model.	
Parameter	 PET	 1	 2	 3	 4	 5	 6	 7	 8	 9	Precip.	lapse	rate		(%/100	m)	 PN	 2.60	 2.60	 2.60	 0.00	 0.00	 0.85	 0.00	 0.00	 0.00	HS	 2.40	 2.40	 2.40	 0.00	 0.00	 0.85	 0.00	 0.00	 0.00	Time	constant	for	baseflow	reservoir	1	(days)	 PN	 80	 80	 80	 75	 100	 45	 140	 180	 140	HS	 80	 80	 80	 60	 80	 45	 120	 180	 140	Dead	storage	fraction	for	baseflow	reservoir	1	 PN	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.46	 0.00	HS	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.43	 0.00	Time	constant	for	baseflow		reservoir	2	(days)	 PN	 700	 650	 850	 550	 610	 160	 230	 380	 180	HS	 650	 600	 800	 550	 400	 160	 230	 380	 180	Dead	storage	fraction	for	baseflow	reservoir	2	 PN	 0.00	 0.00	 0.00	 0.00	 0.80	 0.00	 0.00	 0.93	 0.59	HS	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	 0.93	 0.50		Figure	6.1	demonstrates	that,	overall,	the	simulated	river	regimes	of	the	HS	model	match	the	observed	closely,	and	are	likewise	similar	to	those	of	the	PN	model,	for	both	the	calibration	and	validation	periods.	Weaker	performance	for	the	tributary	stations	(Yasothon	and	Ubon)	is	repeated.	Performance	statistics	for	the	HS	model	(not	shown)	are	consistently	very	similar	to	those	of	the	PN	model	(see	Table	5.12,	the	model	employing	UDel	precipitation),	and	indicate	generally	good	to	excellent	model	performance.	For	example,	employing	the	same	classification	scheme	used	previously,	for	both	models	for	the	calibration	period,	Dv	is	classed	as	excellent	at	all	stations	except	Kompong	Cham	(“very	good”)	and	Phnom	Penh	(“fair”).	Similarly,	NSE	for	both	models	is	≥0.92,	and	therefore	classed	as	“excellent”,	at	all	stations	on	the	main	Mekong.	NSE	for	Yasothon	(0.61	for	both	models)	and	Ubon	(0.62	and	0.61	for	the	PN	and	HS	model,	respectively)	 is	classed	as	fair	 for	both	models.	For	the	validation	period,	Dv	for	both	models	is	classed	as	“excellent”	at	all	stations	except	Stung	Treng	and	Yasothon	(“very	good”).	For	both	models,	NSE	is	classed	as	“very	good”	at	the	two	most	upstream	stations,	and	as	“excellent”	for	all	other	stations	on	the	main	Mekong.	 Model	 performance	 according	 to	 NSE	 is	 “very	 poor”	 for	 both	models	at	the	two	tributary	stations	(Yasothon	and	Ubon).	
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Figure	6.1.	Observed	and	MIKE	SHE	simulated	river	regimes	for	the	models	employing	
HS	 and	PN	PET,	 for	 the	 calibration	 and	 validation	 periods.	No	 validation	 data	 are	
presented	 for	Kompong	Cham	or	Phnom	Penh	as	 there	are	no	observations	 for	 this	
period.	(Note	different	y-axis	scales.)	
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6.4.2. Changes	in	climate		Projected	changes	in	climate	are	assessed	relative	to	the	observed	baseline	datasets	(UDel	precipitation	and	CRU	temperature)	and	HS	PET	data	calculated	using	CRU	temperature,	all	 for	the	1961–1990	baseline	period.	Changes	in	precipitation	and	PET	are	presented	first,	since	these	are	relevant	throughout	the	catchment,	whilst	changes	in	temperature	are	discussed	separately	as	these	are	only	directly	relevant	within	 the	 MIKE	 SHE	 model	 over	 the	 upper	 two	 sub-catchments	 where	 snow	accumulation	and	melting	are	relevant.			The	boxplots	in	Figure	6.2	summarise	the	variability	across	the	41	CMIP5	GCMs	in	percentage	change	in	mean	annual	precipitation	and	PET	for	each	MIKE	SHE	sub-catchment	 for	 the	 RCP	 4.5	 scenario	 (2040–2069	 time	 slice).	 This	 figure	demonstrates	that	there	is	notable	uncertainty	in	the	direction	of	projected	changes	in	annual	precipitation	for	all	but	the	Upper	Lancang	(sub-catchment	1),	for	which	only	a	single	GCM	(CMCC-CMS)	projects	a	negligible	(<0.1%)	reduction	 in	annual	precipitation.	Elsewhere,	the	number	of	GCMs	that	project	a	reduction	for	any	given	sub-catchment	varies	between	9	(~22%	of	models;	sub-catchment	2)	and	19	(~46%	of	models;	 sub-catchment	 12).	 Only	 9	models	 (~22%)	 generate	 catchment-wide	increases	in	precipitation.	If	outliers	are	included,	the	greatest	inter-GCM	range	is	seen	over	sub-catchment	1,	with	changes	ranging	between	0.0%	and	+41.1%,	giving	an	 inter–GCM	 range	 of	 change	 of	 41.1%.	 If	 the	 +41.1%	 outlier	 (associated	 with	GFDL-CM3)	 is	 excluded	 however,	 the	 range	 falls	 to	 21.8%.	 Excluding	 all	 outliers	(values	lying	more	than	1.5	times	the	interquartile	range	below	the	25th	quartile	or	above	the	75th	quartile)	results	in	sub-catchment	8	having	the	greatest	inter–GCM	range,	with	changes	ranging	between	-14.0%	and	+17.0%	(range:	31.1%).	The	mean	inter–GCM	range	across	sub-catchments	2–15	is	29.8%	including	outliers.	The	inter-quartile	range,	which	describes	the	spread	(range)	of	the	middle	50%	of	data	values,	varies	between	6.5%	(sub-catchments	3	and	4)	and	9.9%	(sub–catchments	12	and	15).	 The	middle	50%	of	 values	 for	 each	 sub-catchment	 consistently	 fall	within	 a	band	from	-5%	to	+15%.				
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Figure	6.2.	Boxplots	of	percentage	change	in	mean	annual	precipitation	(top)	and	PET	
(bottom)	across	the	41	GCMs	for	each	sub-catchment.	The	boxplots	show	the	median,	
25th	and	75th	quartiles,	and	range	of	the	data.	Any	value	that	lies	more	than	1.5	times	
the	interquartile	range	below	the	25th	quartile	or	above	the	75th	quartile	is	plotted	as	
an	outlier	(+).				
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	In	contrast	to	precipitation,	the	majority	of	GCMs	project	increases	in	annual	PET	across	the	catchment,	with	no	more	than	three	GCMs	projecting	a	reduction	for	any	given	sub-catchment,	and	~85%	(35/41)	of	GCMs	projecting	an	increase	across	all	15	sub-catchments.	This	means	that	only	six	GCMs	are	responsible	for	any	projected	reductions.	Of	these	six,	four	of	the	GCMs	only	project	a	negligible	to	small	reduction	at	a	single	sub-catchment,	with	reductions	ranging	 from	<0.1%	to	3.3%,	and	one	GCM	 projects	 reductions	 of	 <0.3%	 at	 four	 sub-catchments.	 INMCM4	 projects	 a	reduction	 for	 the	 greatest	 number	 of	 sub-catchments	 (seven),	 with	 a	 maximum	reduction	of	1.8%	for	sub-catchment	15.			Variability	in	the	magnitude	of	projected	changes	in	PET	is	also	lower	compared	to	that	for	precipitation.	Both	the	greatest	increases	(consistently	across	all	GCMs)	and	the	greatest	range	in	changes	are	seen	over	the	Upper	Lancang	(sub-catchment	1),	with	 a	 median	 change	 of	 +14.8%,	 and	 changes	 ranging	 from	 +8.0%	 to	 +34.8%	(including	 outliers),	 giving	 an	 absolute	 range	 in	 percentage	 change	 of	 26.8%.	Projected	changes	across	the	remaining	sub-catchments	are	generally	lower,	with	less	inter-GCM	variability.	For	example,	the	median	change	varies	between	+3.2%	(sub-catchments	8	and	9)	and	+6.7%	(sub-catchment	2)	and	the	average	inter-GCM	range	of	change	across	sub-catchments	2–15	is	10.8%,	compared	to	a	value	of	29.8%	for	 precipitation.	 The	 inter-quartile	 range	 is	 relatively	 low	 across	 all	 sub-catchments,	with	a	maximum	of	4.9%	for	sub-catchment	1,	and	values	of	1.8–3.0%	elsewhere.	 The	 middle	 50%	 of	 models	 therefore	 fall	 within	 a	 narrow	 band	 of	changes	in	annual	PET.		Projected	change	in	annual	precipitation	is	presented	for	each	individual	GCM	and	sub-catchment	in	Figure	6.3,	with	GCMs	separated	into	different	subplots	according	to	the	groupings	shown	in	Table	6.1.	The	equivalent	for	annual	PET	is	presented	in	Figure	6.4.				
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Figure	 6.3.	 Projected	 percentage	 change	 in	 mean	 annual	 precipitation	 across	 the	
Mekong	MIKE	SHE	sub-catchments.	Individual	subplots	for	each	GCM	group.		
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Figure	6.4.	Projected	percentage	change	in	mean	annual	PET	across	the	Mekong	
MIKE	SHE	sub-catchments.	Individual	subplots	for	each	GCM	group.	
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There	is	clearly	great	variation	between	GCMs	in	terms	of	the	spatial	pattern	and	magnitude	of	changes	in	annual	precipitation	(Figure	6.3).	For	example,	whilst	some	models	project	catchment-wide	increases	(e.g.	CanESM2	–	Group	1;	MIROC5	–	Group	9),	 others	 produce	 reductions	 over	 the	 majority	 (≥8)	 of	 sub-catchments	 (e.g.	FGOALS-g2	–	Group	3;	HadGEM2-CC	and	-ES	–	Group	10).	Within	some	of	the	groups	that	contain	multiple	GCMs,	there	are	some	clear	similarities	in	the	spatial	pattern	of	changes.	For	example,	within	Group	10,	the	greatest	increases	are	seen	over	sub-catchments	1	and	2,	whilst	either	reductions	or	only	small	 increases	(<3.5%)	are	seen	over	the	remaining	sub-catchments.	However,	the	inter-GCM	range	of	change	within	an	individual	group	can	vary	considerably.	For	example,	 for	Group	10,	the	inter–GCM	range	is	consistently	between	12–16%	for	sub-catchments	5–15,	whilst	for	Group	9,	it	varies	between	11–21%	for	sub-catchments	3–15.		Figure	6.4	demonstrates	that,	in	contrast	to	precipitation,	many	of	the	GCMs	across	the	different	groups	display	a	similar	spatial	pattern	of	change	in	annual	PET,	since,	as	described	above,	the	largest	increase	is	consistently	seen	over	the	Upper	Lancang	(sub-catchment	 1).	 Within	 the	 groups	 that	 contain	 multiple	 GCMs,	 although	 the	different	 models	 display	 generally	 similar	 spatial	 patterns,	 the	 magnitude	 of	changes	 can	 sometimes	 vary	 notably.	 For	 example,	 in	 Groups	 6	 and	 7	 over	 sub-catchment	 1,	 there	 is	 an	 inter-GCM	 range	 of	 change	 of	 22.7%	 and	 20.4%,	respectively.	 In	 contrast,	 Group	 9	 has	 an	 inter-GCM	 range	 of	 <1.5%	 over	 sub-catchments	 1	 and	 2	 and	 displays	 the	 greatest	 inter-GCM	 ranges	 (between	 8.3–10.9%)	over	sub-catchments	11–15.		Figures	 6.5	 and	 6.6	 show	 projected	 mean	 monthly	 precipitation	 and	 HS	 PET,	respectively,	for	10	representative	MIKE	SHE	sub-catchments	for	each	GCM,	as	well	as	the	ensemble	mean	derived	from	the	41	GCMs.	Observed	baseline	values	are	also	shown.	 In	 the	 case	 of	 precipitation,	 there	 is	 great	 variability	 in	 the	 pattern	 and	magnitude	of	projected	changes	through	the	year	and,	with	the	exception	of	sub-catchments	 1	 and	 2	 (where	 it	 is	 more	 clear	 that	 a	 majority	 of	 GCMs	 project	increases)	the	direction	of	precipitation	change	has	no	clear	majority	for	any	season.			
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Figure	 6.5.	 Mean	 monthly	 precipitation	 for	 10	 MIKE	 SHE	 sub-catchments	 for	 the	
baseline,	each	GCM	and	the	ensemble	mean.	(Note	different	y-axis	scales.)		
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Figure	6.6.	Mean	monthly	PET	for	10	MIKE	SHE	sub-catchments	for	the	baseline,	each	
GCM	and	the	ensemble	mean.	(Note	different	y-axis	scales.)	
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Changes	in	mean	monthly	PET	show	much	less	variability.	For	each	month	in	each	sub-catchment,	 the	 majority	 of	 GCMs	 produce	 increases	 in	 PET,	 although	 some	GCMs	show	little	change	or	reductions	of	up	to	11%	for	at	least	some	months	of	the	year.	For	any	given	month	in	any	given	sub-catchment,	less	than	32%	of	the	41	GCMs	(i.e.	 never	 more	 than	 13	 GCMs)	 project	 a	 reduction	 in	 PET.	 Consequently,	 the	ensemble	mean	 increases	 throughout	 the	 year	 for	 all	 sub-catchments.	Maximum	mean	 monthly	 increases	 are	 seen	 over	 the	 Upper	 Lancang,	 with	 a	 maximum	absolute	 increase	 of	 35.3	 mm	 in	 July	 (equivalent	 to	 +35.2%),	 and	 a	 maximum	percentage	increase	of	104.1%	in	January	(+13.5	mm).	Where	reductions	in	PET	are	projected,	this	is	sometimes	due	to	a	projected	reduction	in	maximum	or	minimum	mean	monthly	 temperature	 (mean	monthly	 temperature	 consistently	 increases).	Most	cases,	however,	are	associated	with	a	reduction	in	the	difference	between	the	maximum	and	minimum	mean	monthly	temperatures,	as	this	difference	is	used	in	the	calculation	of	HS	PET	to	implicitly	represent	relative	humidity	(Samani,	2000).		Across	the	15	sub-catchments,	the	mean	inter–GCM	range	in	absolute	(mm)	change	in	precipitation	for	July	(one	of	the	wettest	months)	is	172.8	mm.	This	value	was	derived	 by	 calculating	 the	 difference	 between	 the	 maximum	 and	 minimum	projected	 change	 (in	mm)	 for	 July	 for	 each	 sub-catchment,	 and	 then	 finding	 the	mean	of	 these	15	range	values.	 July	 is	 the	month	with	the	highest	mean	absolute	inter–GCM	range.	The	mean	inter–GCM	range	in	percentage	change	for	July	is	52.9%.	For	 comparison,	 across	 sub-catchments	 1–15,	 the	 mean	 inter–GCM	 range	 in	absolute	(mm)	change	in	PET	for	June	(the	month	with	the	highest	mean	range)	is	31.9	mm	(less	than	a	fifth	of	the	value	stated	above	for	precipitation)	and	the	mean	inter–GCM	range	in	percentage	change	for	June	is	24.4%	(less	than	half	the	value	stated	for	precipitation).		As	noted	previously,	changes	in	mean	temperature	are	only	directly	relevant	within	the	MIKE	SHE	model	of	the	Mekong	over	the	upper	catchment	(sub-catchments	1	and	2).	However,	changes	in	mean,	minimum	and	maximum	temperature	drive,	and	are	therefore	reflected	in,	projected	changes	in	PET.	Boxplots	of	projected	change	in	sub-catchment	based	mean	temperature	from	the	41	GCMs	are	presented	in	Figure	6.7.		
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Figure	6.7.	Boxplots	of	change	in	mean	temperature	(°C)	across	the	41	GCMs	for	each	
sub-catchment.	The	boxplots	show	the	median,	25th	and	75th	quartiles,	and	range	of	
the	 data.	No	 values	 lie	more	 than	 1.5	 times	 the	 interquartile	 range	 below	 the	 25th	
quartile	or	above	the	75th	quartile.		Mean	temperature	is	projected	to	increase	across	all	sub-catchments.	The	greatest	increases	are	projected	over	sub-catchment	1,	with	changes	ranging	between	+1.6–4.3	°C	(range:	2.7	°C)	and	a	median	change	of	+2.6	°C.	Changes	across	the	remaining	sub-catchments	 are	 generally	 lower	 and	 fall	 between	 +0.8–2.9	 °C,	 with	 median	values	of	between	+1.5	°C	(sub-catchment	15)	and	+2.0	°C	(sub-catchment	2).	These	patterns	are	replicated	 in	changes	 in	PET,	where	both	the	greatest	 increases	and	greatest	inter–GCM	variability	are	seen	over	sub-catchment	1,	with	less	variability	across	the	other	sub-catchments	(see	Figure	6.2).		
6.4.3. Changes	in	river	flow		Throughout	this	section,	MIKE	SHE	simulated	river	discharges	for	the	ensemble	of	GCMs	for	the	RCP4.5	scenario	are	compared	to	those	simulated	by	MIKE	SHE	for	the	1961–1990	 baseline	 period.	 Figure	 6.8	 summarises	 the	 variability	 in	 projected	percentage	change	in	mean,	Q5	and	Q95	discharges	for	the	12	gauging	stations.		
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Figure	6.8.	Boxplots	of	change	in	mean,	Q5	and	Q95	discharges	across	the	41	GCMs	for	
each	gauging	station.	The	boxplots	show	the	median,	25th	and	75th	quartiles,	and	range	
of	the	data.	Any	value	that	lies	more	than	1.5	times	the	interquartile	range	below	the	
25th	quartile	or	above	the	75th	quartile	is	plotted	as	an	outlier	(+).	Stations	a	to	j	are	
on	the	main	Mekong;	k	and	l	are	located	on	tributary	branches.	
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Projections	 of	mean,	 high	 (Q5)	 and	 low	 (Q95)	 discharges	 show	 great	 variability	across	the	GCMs,	with	percentage	changes	(including	those	plotted	as	outliers)	at	each	 station	 ranging	between	 -19%	or	 greater	 (i.e.	more	negative)	 and	+25%	or	greater.	 The	 inter-GCM	 range	 in	 percentage	 changes	 (for	 all	 three	 discharge	measures)	varies	between	49–60%	at	all	stations	on	the	main	Mekong	(a–j),	whilst	the	 inter-quartile	 range	 for	 these	 stations	 varies	 between	 9–15%.	 For	 the	 two	tributary	stations	(k:	Chi	at	Yasothon;	l:	Mun	at	Ubon),	the	range	and	inter-quartile	range	 of	 percentage	 changes	 are	 greater	 (range:	 >68%;	 inter-quartile	 range:		>15%).	However,	these	percentage	changes	still	equate	to	absolute	changes	that	are	far	 smaller	 than	at	any	of	 the	stations	on	 the	main	Mekong,	as	demonstrated	 for	mean	discharges	in	Figure	6.8,	due	to	discharges	being	markedly	smaller	on	these	tributaries.			The	median	change	in	mean	and	Q95	discharges	at	each	station	is	frequently	very	close	 to	 0	 (within	 ±1.5%),	 suggesting	 that	 there	 is	 often	 a	 relatively	 even	 split	between	the	number	of	GCMs	that	project	positive	and	negative	changes.	In	fact,	in	the	case	of	mean	discharge,	nine	out	of	12	stations	display	a	20:21	or	21:20	ratio	for	the	number	of	GCMs	that	display	positive	or	negative	changes.	For	Q95,	this	is	the	case	for	three	stations,	and	a	 further	six	stations	display	a	ratio	of	19:22	(or	vice	versa).	In	the	case	of	Q5,	four	stations	display	a	ratio	of	20:21	or	19:22	(or	vice	versa)	and	 at	 the	 remaining	 stations,	 a	majority	 of	 between	 56.1%	 (23/41)	 and	 60.1%	(25/41)	of	GCMs	project	increases	in	Q5.		Although	 Figure	 6.8	 provides	 a	 useful	 summary	 of	 the	 variability	 in	 projected	changes	in	mean	discharges	across	the	41	GCMs,	it	does	not	allow	the	spatial	pattern	or	magnitude	of	changes	for	individual	GCMs	to	be	discerned.	Figure	6.9	displays	changes	in	mean	discharge	at	each	of	the	12	gauging	stations	for	each	GCM,	with	a	separate	 subplot	 for	 each	 GCM	 group.	When	 comparing	 these	 plots	 to	 projected	changes	 in	 precipitation	 and	 PET,	 it	 is	 worth	 noting	 that	 the	 MIKE	 SHE	 sub-catchments	in	the	latter	do	not	match	up	from	left	to	right	with	the	gauging	stations.	For	example,	station	a	(Chiang	Saen)	is	located	at	the	terminus	of	sub-catchment	3,	and	stations	k	and	l	correspond	to	sub-catchments	8	and	9.	Figure	6.10	is	provided	for	reference.		
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Figure	 6.9.	 Projected	 percentage	 change	 in	mean	 discharge	 across	 the	 12	 gauging	
stations	(a–l).	Individual	subplots	for	each	GCM	group.			
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Figure	6.10.	MIKE	SHE	sub-catchments	and	gauging	stations	on	the	river	network.		As	with	mean	annual	precipitation,	changes	in	mean	discharge	across	the	different	GCMs	 show	 great	 variability	 in	 terms	 of	 the	 spatial	 pattern	 of	 the	 direction	 and	magnitude	 of	 changes.	 For	 example,	 11	 GCMs	 show	 increases	 in	 discharge	 at	 all	stations	(CanESM2	–	Group	1;	MIROC5	–	Group	9;	three	GCMs	from	Group	11,	six	from	Group	12),	and	14	show	decreases	at	all	stations	(FGOALS-g2	–	Group	3;	MRI–CGCM3	–	Group	5;	four	GCMs	from	Group	7;	two	GCMs	Group	8;	all	GCMs	Group	10;	FIO–ESM	–	Group	12).	The	remaining	16	GCMs	do	not	show	a	consistent	direction	of	change	across	all	stations.	In	terms	of	the	spatiality	in	the	magnitude	of	changes	
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on	 the	 main	 Mekong	 (stations	 a–j),	 some	 GCMs	 show	 a	 relatively	 consistent	magnitude	 of	 change	 across	 all	 stations	 (e.g.	 CNRM-CM5	 –	 Group	 11),	 whereas	others	display	greatest	increases	or	decreases	over	upstream,	downstream,	or	mid-catchment	stations.		It	is	clear	that	the	spatiality	of	the	direction	and	magnitude	of	changes	can	largely	be	 explained	 by	 (and	 is	 therefore	 largely	 driven	 by)	 the	 projected	 changes	 in	precipitation	(Figure	6.3),	although	changes	in	PET	also	play	a	role.	For	example,	the	GCMs	 that	 display	 increased	 mean	 discharge	 at	 all	 stations	 correspond	 to	projections	of	increased	precipitation	for	the	majority	(if	not	all)	sub-catchments.	Conversely,	 the	 GCMs	 that	 result	 in	 decreased	 mean	 discharge	 at	 all	 stations	correspond	to	projections	of	decreased	precipitation	for	the	majority	(if	not	all)	sub-catchments.		Within	 some	 of	 the	 groups	 that	 contain	 multiple	 GCMs,	 there	 are	 some	 clear	similarities	in	the	spatial	pattern	of	changes.	For	example,	within	Group	10,	ACCESS	1-3,	 HadGEM2-CC	 and	 HadGEM2-ES	 display	 reductions	 at	 all	 stations,	 with	 an	increase	 in	 the	magnitude	of	 changes	 in	 a	downstream	direction	 from	stations	 a	(Chiang	Saen)	 to	 f	 (Pakse),	 and	a	 relatively	 consistent	 change	across	 stations	 f–j.	Despite	this	similarity	in	the	pattern	of	changes,	the	inter-GCM	range	in	percentage	change	(across	these	three	GCMs)	is	>10%	for	stations	d–j.	In	contrast	to	Group	10,	within	 Group	 6,	 there	 is	 little	 similarity	 between	 the	 three	 GCMs	 in	 the	 spatial	pattern	 of	 changes,	 with	 one	 (GFDL-CM3)	 showing	 reductions	 at	 the	 two	 most	upstream	 stations	 (a	 and	 b)	with	 increases	 further	 downstream	 that	 increase	 in	magnitude	down	to	station	g,	one	(GFDL-ESM2G)	showing	increases	at	all	stations	on	the	main	Mekong,	with	greatest	increases	in	the	mid-catchment	(station	d)	and	the	final	GCM	(GFDL-ESM2M)	showing	decreases	at	all	stations	on	the	main	Mekong,	with	greatest	increases	at	stations	b	and	c.		It	is	possible	that	the	median	projection	for	each	station	and	the	proportion	of	GCMs	indicating	increases	or	decreases	could	be	biased	due	to	the	inclusion	in	some	cases	of	multiple	GCMs	from	the	same	genealogical	group.	To	investigate	this,	for	each	of	the	multi-GCM	groups,	a	mean	projected	change	in	mean	discharge	was	derived	for	each	station	by	averaging	the	projected	changes	from	all	of	the	GCMs	in	the	relevant	
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group.	Boxplots	generated	using	the	12	projected	changes	per	station	(i.e.	one	from	each	group)	are	presented	in	Figure	6.11,	alongside	the	25th,	50th	(median)	and	75th	percentiles	of	changes	from	all	41	GCMs	for	comparison	(i.e.	the	same	values	as	in	Figure	6.8).	For	stations	on	the	main	Mekong,	use	of	the	group-based	changes	results	in	only	a	relatively	small	shift	in	the	median,	downwards	for	stations	a	and	c–e	(by	between	0.6–4.2%)	and	upwards	by	up	to	1.6%	for	the	other	stations.	Similarly,	the	25th	percentiles	are	altered	by	<2%	at	all	stations,	including	k	and	l,	whilst	the	75th	percentile	decreases	by	up	to	3.4%.		The	relatively	small	differences	between	the	25th,	50th	and	75th	percentiles	of	the	12-group	set	and	the	41-GCM	ensemble	indicate	that	the	inclusion	of	different	versions	of	GCMs	and	GCMs	from	the	same	research	group	has	not	led	to	a	notable	bias	in	the	median,	or	the	spread	of	the	middle	50%	of	results.	Furthermore,	since	the	12-group	set	shows	a	loss	of	some	outliers	and	shortening	of	some	of	the	boxplot	whiskers	compared	to	the	41-GCM	ensemble	(see	Figure	6.9),	the	41	GCM-ensemble	provides	a	greater	 range	of	 results	and	 therefore	a	more	complete	picture	of	GCM-related	uncertainty.	
	
Figure	6.11.	Boxplots	of	change	(%)	in	mean	discharges	across	the	12	GCM	groups	for	
each	gauging	station.	The	boxplots	show	the	median,	25th	and	75th	quartiles,	and	range	
of	the	data.	Any	value	that	lies	more	than	1.5	times	the	interquartile	range	below	the	
25th	quartile	or	above	the	75th	quartile	is	plotted	as	an	outlier	(+).	The	median,	25th	
and	75th	percentiles	of	changes	from	all	41	GCMs	are	also	plotted.	
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	In	addition,	as	exhibited	by	the	41-GCM	ensemble,	 there	 is	no	clear	or	consistent	consensus	 on	 the	 projected	 direction	 of	 change	 in	mean	 discharge	 from	 the	 12-group	set,	with	a	6:6	ratio	of	increases:decreases	at	five	stations,	5:7	at	two,	7:5	at	two	and	4:8	at	the	three	most	upstream	stations,	equating	to	two	thirds	(66.7%)	of	GCMs	projecting	reductions.	This	is	not	dissimilar,	for	example,	to	the	63%	of	GCMs	in	the	41-member	ensemble	projecting	a	reduction	in	mean	discharge	at	station	a.	This	demonstrates	that	the	use	of	multiple	GCMs	from	the	same	genealogical	group	has	not	had	any	clear	overriding	impact	on	the	direction	of	projected	changes.		The	analysis	of	projected	changes	in	discharge	from	the	41-GCM	ensemble	has	so	far	assessed	changes	in	mean,	Q5	and	Q95	discharges.	For	eight	representative	gauging	stations,	 Figure	 6.12	 displays	 the	 simulated	 river	 regimes	 (mean	 monthly	discharges)	for	the	2040–2069	time	slice,	as	well	as	the	ensemble	mean	(average	simulated	river	regime)	and	the	baseline.	Unsurprisingly	(considering	the	projected	changes	in	mean	monthly	precipitation	and	the	results	for	changes	in	mean,	Q5	and	Q95	discharges),	there	is	uncertainty	in	the	seasonality,	magnitude	and	direction	of	changes.	Some	GCMs	display	year-round	increases	(between	four	and	eight	GCMs	at	each	station),	some	year-round	decreases	(3–7	GCMs	at	each	station),	and	others	a	variable	direction	and	pattern	of	change	through	the	year.	The	inter-GCM	ranges	of	absolute	changes	tend	to	be	highest	in	June–October	during	the	wet	season,	whilst	the	inter-GCM	ranges	of	percentage	changes	tend	to	be	highest	in	May–July	on	the	ascending	limb	of	the	river	regime.	For	example,	at	Pakse,	the	inter-GCM	range	in	percentage	change	is	between	40–50%	throughout	September–April,	but	over	90%	in	May	and	June.				 	
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Figure	6.12.	Simulated	river	regimes	for	eight	gauging	stations	for	the	baseline,	each	
GCM	and	the	ensemble	mean.	(Note	different	y-axis	scales.)	
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6.5. Discussion	and	summary:	GCM-related	uncertainty	assessment	using	41	
CMIP5	GCMs	versus	seven	CMIP3	GCMs		This	 chapter	 has	 furthered	 the	 investigation	 of	 GCM-related	 uncertainty	 in	 river	flow	projections	under	climate	change,	using	climate	outputs	from	41	CMIP5	GCMs	under	the	RCP4.5	scenario	for	the	2040–2069	time	slice.	The	magnitude,	seasonality	and	spatial	pattern	of	simulated	changes	in	river	discharge	show	great	variability	across	the	GCMs,	with	no	consensus	on	the	direction	(i.e.	positive	or	negative)	of	changes.	 Uncertainty	 in	 the	 projected	 direction	 of	 change	 is	 dominated	 by	uncertainty	in	precipitation	projections.	These	findings	are	consistent	with	those	of	Chapters	4	and	5,	which	employed	a	smaller	ensemble	of	seven	CMIP3	GCMs	for	a	scenario	 of	 2	 °C	 rise	 in	 global	 mean	 air	 temperature,	 relative	 to	 a	 1961–1990	baseline	period.			These	two	sets	of	scenarios	differ	considerably	in	the	nature	of	their	generation.	For	the	2	°C	scenario,	GCM	outputs	were	rescaled	 to	match	2	°C	prescribed	warming	using	 the	 ClimGen	 pattern-scaling	 technique.	 They	 do	 not,	 therefore,	 relate	 to	 a	specific	time	slice	or	a	predefined	GHG	or	radiative	forcing	scenario.	In	contrast,	the	RCP4.5	scenario,	for	which	a	2040–2069	time	slice	was	employed	in	this	chapter,	relates	to	a	pathway	where	radiative	forcing	reaches	4.5	W	m-2	 in	the	year	2100.	Therefore,	although	the	CMIP5	GCMs	are	responding	to	the	same	radiative	forcing,	mean	global	warming	 for	 this	 time	slice	will	vary	between	the	GCMs	due	to	GCM	uncertainty.	In	addition,	these	scenario	data	were	generated	using	the	delta-factor	approach.	Despite	the	lack	of	direct	equivalence	of	the	two	different	scenario	sets,	it	is	still	possible	to	draw	some	comparisons	between	the	GCM-related	uncertainty	in	the	river	flow	projections	from	the	two	sets.	Tables	6.3	and	6.4	provide	a	summary	of	 the	 inter-GCM	 related	 uncertainty	 in	 the	 discharge	 projections	 for	 the	RCP4.5	scenario	 across	41	GCMs	and	 the	2	 °C	 scenario	 across	 seven	GCMs,	 respectively.	Results	 are	 presented	 for	 four	 stations	 and	 the	 12-station	 average.	 They	demonstrate	that	the	maximum	and	minimum	projected	changes,	and	therefore	the	inter-GCM	range	of	change,	in	mean,	Q5	and	Q95	discharges	are	consistently	greater	for	the	RCP4.5,	41	GCM	ensemble	compared	to	the	2	°C,	seven	GCM	ensemble.	Across	the	12	gauging	stations,	the	average	inter-GCM	range	of	change	for	the	three	flow	measures	are	around	55–60%	for	the	former,	and	30–40%	for	the	latter.	The	greater	
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range	 for	 the	CMIP5	ensemble	 is	most	probably	due	to	 the	 inclusion	of	a	greater	number	of	GCMs.		
Table	6.3.	Summary	of	projected	percentage	changes	in	mean,	Q5	and	Q95	discharges	
from	41	CMIP5	GCMs	for	the	RCP	4.5	scenario,	2040–2069	time	slice.	Results	are	from	
the	hydrological	model	employing	MIKE	SHE	sub-catchments	and	HS	PET.	
Results	from	the	MIKE	SHE	sub-catchments	model	employing	HS	PET,	for	the	2040–2069	
RCP	4.5	scenario,	from	41	GCMs	Units	for	all:	%	 Chiang	Saen	(a)	 Vientiane	(d)	 Pakse		(f)	 Ubon		(l)	 12	station	average	Max.	change	mean	Q	 32.4	 31.7	 29.4	 38.2	 31.1	Min.	change	mean	Q	 -21.4	 -19.2	 -24.7	 -37.2	 -26.4	Max.	change	Q5	 33.3	 31.9	 32.3	 35.1	 32.2	Min.	change	Q5	 -22.1	 -21.0	 -22.5	 -34.0	 -24.7	Max.	change	Q95	 32.8	 35.0	 36.3	 46.8	 34.9	Min.	change	Q95	 -23.7	 -24.5	 -21.6	 -31.5	 -24.4	Inter-GCM	range	of	change	in:	 Mean	Q	 53.8	 50.9	 54.1	 75.4	 57.5	Q5	 55.4	 52.9	 54.8	 69.0	 56.9	Q95	 56.5	 59.5	 57.9	 78.3	 59.4		
Table	6.4.	Summary	of	projected	percentage	changes	in	mean,	Q5	and	Q95	discharges	
from	 seven	 CMIP3	 GCMs	 for	 the	 2	 °C	 warming	 scenario.	 Results	 are	 from	 the	
hydrological	model	employing	MIKE	SHE	sub-catchments	and	PN	PET.	
Results	from	the	MIKE	SHE	sub-catchments	model	employing	PN	PET,	for	the	2	°C	
prescribed	warming	scenario,	from	seven	GCMs	Units	for	all:	%	 Chiang	Saen	(a)	 Vientiane	(d)	 Pakse		(f)	 Ubon		(l)	 12	station	average	Max.	change	mean	Q	 19.8	 21.2	 15.0	 24.4	 17.7	Min.	change	mean	Q	 -16.4	 -16.2	 -11.6	 -11.1	 -12.8	Max.	change	Q5	 18.2	 17.1	 21.0	 19.2	 19.0	Min.	change	Q5	 -11.1	 -13.1	 -7.4	 -13.3	 -10.9	Max.	change	Q95	 25.7	 24.6	 19.8	 35.1	 22.4	Min.	change	Q95	 -17.7	 -17.9	 -17.6	 -13.7	 -16.9	Inter-GCM	range	of	change	in:	 Mean	Q	 36.2	 37.5	 26.6	 35.5	 30.5	Q5	 29.3	 30.1	 28.3	 32.5	 29.9	Q95	 43.4	 42.5	 37.4	 48.8	 39.3		The	CMIP3	GCMs	 included	 in	 the	2	 °C,	 seven	GCM	ensemble	 are	predecessors	of	some	 of	 the	 CMIP5	GCMs	 (Table	 6.5).	 Figure	 6.13	 presents	 projected	 changes	 in	mean	 discharge	 from	 the	 CMIP3	 GCMs	 alongside	 projected	 changes	 from	 the	corresponding	GCM	group’s	results	for	the	RCP4.5	scenario.	Considering	that	these	results	are	for	a	different	scenario,	there	are	some	striking	similarities	between	the	results	 for	 the	 CMIP3	 GCMs	 and	 those	 from	 their	 successor	 GCMs,	 and	 where	relevant,	also	other	CMIP5	GCMs	from	the	same	genealogical	group.		 	
	 369	
Table	6.5.	Relationship	between	CMIP3	and	CMIP5	models	used	in	this	thesis.	
CMIP3	GCM	 Abbreviation	in	
Chapters	4	and	5	
Successor	model	 GCM	group	
number	CCCMA	CGCM3.1		 CCCMA	 CanESM2	 1	CSIRO-MK3.0		 CSIRO	 CSIRO-Mk3-6-0	 2	HadCM3		 HadCM3	 HadGEM1,	which	is	the	predecessor	of	the	HadGEM2	family	 10	HadGEM1		 HadGEM1	 HadGEM2	family	of	models	 10	IPSL-CM4		 IPSL	 IPSL-CM5A	 8	MPI-ECHAM5	 MPI	 MPI-ESM	 11	NCAR-CCSM3	 NCAR	 CCSM4	 12			
	
Figure	6.13.	MIKE	SHE	projected	changes	in	mean	discharge	from	the	CMIP3	GCMs	for	
the	2	°C	scenario,	and	from	the	CMIP5	GCMs	from	the	corresponding	GCM	groups	for	
the	RCP4.5	scenario.	CMIP3	GCMs	are	represented	by	filled	circles	(black,	or	grey	in	the	
case	of	HadCM3).		In	Group	1,	both	GCMs	show	catchment-wide	increases	in	mean	discharge,	although	the	disparity	is	>15%	at	the	three	most	upstream	gauging	stations.	At	lower	stations,	the	inter-GCM	difference	is	<6%.	In	Group	2,	both	climate	models	result	in	decreases	at	all	stations	on	the	main	Mekong,	with	an	inter-GCM	range	of	<4%	at	stations	a–e	
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and	 up	 to	 8%	 at	 downstream	 stations.	 Disparity	 is	 greater	 (>20%)	 for	 the	 two	tributary	stations	(k	and	l),	with	the	older	GCM	(CSIRO-Mk3.0)	projecting	reductions	and	the	newer	GCM	increases.	In	Group	8,	projections	from	the	CMIP3	GCM	(IPSL-CM4)	display	the	same	spatial	pattern	of	changes	as	IPSL-CM5A-LR.	IPSL-CM5A	is	an	 extension	 of	 IPSL-CM4,	 with	 -LR	 and	 -MR	 denoting	 the	 low	 and	 medium	resolution	 versions,	 respectively	 (Dufresne	 et	 al.,	 2013).	 Both	 HadCM3	 and	HadGEM1	 display	 the	 same	 spatial	 pattern	 as	 the	 CMIP5	 GCMs	 in	 Group	 10.	However,	 whilst	 the	 latter	 project	 catchment-wide	 reductions,	 with	 a	 tendency	towards	a	great	reduction	with	distance	downstream,	HadCM3	shows	increases	at	all	stations	on	the	main	Mekong,	with	smaller	increases	in	a	downstream	direction.	HadGEM1	exhibits	increases	for	stations	a-c,	but	at	the	remaining	stations	changes	are	very	similar	to	those	of	HadGEM2-AO	and	ACCESS	1-0.	MPI-ECHAM5	displays	a	very	 similar	 spatial	 pattern	 to	 the	 Group	 11	 CMIP5	 GCMs.	 Changes	 in	 mean	discharge	for	this	earlier	GCM	are	in	the	middle	of	the	range	for	the	CMIP5	GCMs	at	all	stations	and	are	closest	to	the	results	for	the	medium	resolution	version	of	its	successor	(MPI-ESM-MR).	NCAR-CCM3	also	displays	a	similar	pattern	to	its	CMIP5	counterparts	in	Group	12,	although	it	displays	the	largest	increases	at	the	majority	of	stations.		There	is,	therefore,	notable	similarity	in	the	results	for	the	CMIP3	GCMs	to	those	of	their	CMIP5	genealogical	successors,	despite	the	CMIP3	projections	being	generated	using	a	different	downscaling/bias-correction	technique	and	for	a	different	scenario	type.	At	the	same	time,	there	are	often	considerable	differences	between	the	GCM	groups.	This	 supports	 the	 assertion	 that	 the	 greater	 level	 of	 observed	 inter-GCM	uncertainty	in	the	CMIP5	ensemble	is	due	to	the	inclusion	of	a	greater	number	of	GCMs,	meaning	 that	 the	 true	extent	of	GCM-related	uncertainty	 is	 sampled	more	fully.	Furthermore,	these	findings	strongly	indicate	that	for	the	Mekong	catchment,	and	 likely	 the	 Southeast	 Asia	 region	 as	 a	 whole,	 GCM-related	 uncertainty	(particularly	 in	 relation	 to	 precipitation	 projections)	 is	 the	 dominant	 source	 of	uncertainty	in	hydrological	projections	under	climate	change,	with	scenario-related	and	 downscaling	 uncertainty	 being	 less	 important.	 For	 regions	 where	 there	 is	greater	consensus	amongst	GCMs	on	the	direction	of	annual	and	seasonal	changes	in	precipitation,	then	the	relative	importance	of	other	sources	of	uncertainty	may	increase.	 	
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Chapter	7 	
Conclusions	and	recommendations	
7.1. Introduction		This	chapter	revisits	the	aim	and	objectives	of	this	thesis	and	provides	an	outline	and	 discussion	 of	 the	 key	 findings.	 Methodological	 recommendations	 for	 future	hydrological	 modelling	 studies	 and	 potential	 areas	 of	 further	 research	 are	 also	highlighted.	The	aim	of	this	thesis	was	to	assess	some	of	the	sources	of	uncertainty	in	river	flow	projections	under	climate	change,	focussing	on	the	impact	of	some	key	decisions	made	during	 the	hydrological	modelling	process.	A	 series	of	objectives	were	 formulated	 to	 achieve	 this	 aim	 and	 the	 Mekong	 River	 Basin,	 a	 major	international	catchment	and	the	largest	in	Southeast	Asia,	was	employed	as	a	case	study	site.	In	Sections	7.2–7.5,	the	research	objectives	and	the	key	related	findings	are	discussed	in	turn.	Within	each	of	these	sections	is	a	sub-section	that	provides	practical	implications	or	guidelines	for	the	design	of	future	climate	change	impact	assessments	 based	 on	 the	 findings	 of	 this	 research,	 as	 well	 as	 potential	 future	research	directions.			
7.2. Review	 of	 the	 tools	 and	 approaches	 employed	 in	 hydrological	 climate	
impact	 assessments	 and	 sources	 of	 uncertainty	 introduced	 through	 the	
modelling	process	(Objective	1;	Chapter	2)		Through	an	in-depth	review	of	the	literature,	Chapter	2	successfully	achieved	the	first	objective	of	this	thesis.	In	addition,	this	review	demonstrated	that	GCM-related	uncertainty	 is	 a	 key	 source	 of	 uncertainty	 and	 that	 inter-	 and	 intra-hydrological	model	uncertainty	are	relatively	understudied.	In	particular,	choice	of	method	for	the	 calculation	 of	 potential	 evapotranspiration	 (PET)	 for	 specification	 within	hydrological	 models,	 spatial	 distribution	 of	 meteorological	 inputs	 within	 these	models	and	the	use	of	alternative	baseline	precipitation	datasets	were	highlighted	as	potential	sources	of	uncertainty	that	require	further	investigation.	These	areas	were	the	foci	of	subsequent	investigations	undertaken	within	the	thesis.	 	
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7.3. Assessment	of	inter-GCM	related	uncertainty	(Objective	2;	Chapters	4–6)		Inter-GCM	related	uncertainty	was	investigated	using	two	sets	of	scenarios	for	the	Mekong	Basin.	The	first	was	based	on	a	2	°C	increase	in	mean	global	temperature	as	simulated	by	seven	CMIP3	GCMs	and	was	previously	employed	in	an	international	assessment	 of	 inter-GCM	 related	 uncertainty,	 which	 this	 thesis	 has	 therefore	extended	 (Chapters	 4–5).	 The	 second	 set	 of	 scenarios	was	 based	 on	 the	 RCP4.5	scenario	 as	 simulated	 by	 41	 CMIP5	 GCMs.	 This	 source	 of	 uncertainty	 was	investigated	alongside	other	sources,	allowing	evaluation	of	the	relative	magnitude	of	 uncertainty	 associated	 with	 different	 aspects	 of	 the	 modelling	 process.	 GCM-related	uncertainty	was	 the	 greatest	 source	 of	 uncertainty	 of	 those	 investigated;	choice	 of	 GCM	 impacts	 the	 direction,	 magnitude,	 and	 spatial	 and	 temporal	distribution	of	projected	 changes	 in	 river	 flow	within	 the	Mekong	Basin.	 For	 the	Mekong,	 inter-GCM	differences	 are	 largely	driven	by	differences	 in	precipitation,	with	 much	 less	 inter-GCM	 uncertainty	 being	 associated	 with	 projections	 of	temperature	 and	 hence	 PET.	 Furthermore,	 the	 inclusion	 of	 a	 greater	 number	 of	GCMs	 in	 the	 CMIP5	 ensemble	 led	 to	 a	 more	 robust	 assessment	 of	 GCM-related	uncertainty	and	consequently	an	expanded	envelope	of	uncertainty.	For	the	2	°C,	seven	GCM	ensemble,	 the	 average	 inter-GCM	 range	of	 change	 in	mean	discharge	across	the	12	gauging	stations	used	in	the	impact	assessments	was	~30%	(for	the	different	MIKE	SHE	models),	compared	to	57.5%	for	the	41	GCM	ensemble	for	the	RCP4.5	scenario.		Comparison	of	Mekong	river	flow	projections	simulated	by	the	same	hydrological	model	 using	 the	 CMIP3	 and	 CMIP5	 GCM	 ensembles	 is	 a	 unique	 aspect	 of	 this	research.	A	notable	finding	is	that,	despite	the	use	of	a	different	scenario	type	(2	°C	prescribed	warming	 versus	 RCP4.5)	 and	 downscaling	method	 (ClimGen	 pattern-scaling	 versus	 the	 delta-change	 approach),	 projected	 changes	 in	mean	 discharge	from	the	CMIP3	GCMs	display	similar	spatial	patterns	and	magnitudes	of	change	in	mean	 discharge	 to	 their	more	 recent	 CMIP5	 counterparts.	 This	 is	 because	GCMs	evolve	gradually	and	successive	versions	of	the	same	climate	model	contain	largely	the	same	components	and	parameterisations,	with	modifications	only	being	made	to	some	aspects	of	the	model	(Masson	and	Knutti,	2011;	Knutti	et	al.,	2013).	These	findings	demonstrate	that	advances	in	climate	modelling	have,	so	far,	been	unable	
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to	reduce	inter-GCM	related	uncertainty	in	hydrological	projections	for	the	Mekong	catchment.	This	is	consistent	with	the	findings	of	Knutti	and	Sedláček	(2012),	who	demonstrated	that	climate	model	spread	(in	terms	of	temperature	and	precipitation	changes)	 across	 the	 global	 surface	 has	 not	 changed	 much	 between	 CMIP3	 and	CMIP5	models.	In	other	words,	there	is	a	lack	of	convergence	in	climate	projections	from	CMIP5	compared	to	CMIP3.		In	Chapter	6,	the	41	CMIP5	GCMs	were	allocated	to	12	groups	(established	by	Ho	et	
al.,	2016)	based	on	the	concept	of	model	genealogy	(Masson	and	Knutti,	2011;	Knutti	
et	al.,	2013).	A	key	finding	was	that	GCMs	from	the	same	genealogical	group	tended	to	result	in	similar	spatial	patterns	of	change	in	mean	discharge,	but	the	magnitudes	of	change	sometimes	varied	notably.	However,	analysis	involving	the	generation	of	mean	change	in	mean	discharge	for	each	of	the	GCM	groups	indicated	that	use	of	multiple	GCMs	from	the	same	group	did	not	bias	the	distribution	of	results.	The	12-group	set	does	not	provide	greater	consensus	on	the	direction	of	discharge	changes.	Ho	et	al.	(2016),	who	identified	the	GCM	groupings	employed	herein,	used	the	same	41	GCM	ensemble	to	assess	climate	change	impacts	on	the	Tocantins-Araguaia	Basin	in	Brazil.	They	also	investigated	whether	grouping	and	weighting	GCMs	based	on	their	genealogy	impacted	discharge	projections.	In	line	with	the	current	study,	they	found	that	conclusions	drawn	from	the	group-based	re-analysis	did	not	differ	much	from	 those	drawn	 from	 the	41	GCM	ensemble.	Thompson	 et	 al.	 (2017)	obtained	similar	findings	for	West	Africa’s	Upper	Niger	Basin.	Although	aggregating	results	according	 to	 model	 genealogy	 might	 lead	 to	 a	 (perhaps	 small)	 reduction	 in	 the	spread	 of	 results,	 this	 is	 not	 a	 robust	 method	 for	 constraining	 GCM-related	uncertainty	(see	also	Ho	et	al.,	2016).	As	discussed	by	Arnell	(2011),	a	number	of	studies	have	shown	that	weighting	GCMs	differently	or	excluding	poor	GCMs	may	have	relatively	little	effect	on	the	range	of	estimated	climate	change	impacts	(e.g.	Brekke	 et	 al.,	 2008;	 Chiew	 et	 al.,	 2009;	 Weigel	 et	 al.,	 2010).	 Furthermore,	 such	methods	 may	 actually	 lead	 to	 equally	 plausible	 projections	 being	 removed	 (e.g.	through	the	averaging	process).	
	 	
	374	
Recommendations	based	on	this	research	and	future	research	directions		In	 line	with	 previous	 research	 (e.g.	 Prudhomme	 and	 Davies,	 2009b;	 Todd	 et	 al.,	2011;	Ho	et	al.,	2016),	this	study	has	highlighted	the	importance	of	employing	an	ensemble	 of	 GCMs	 when	 undertaking	 hydrological	 climate	 change	 impact	assessments.	An	ensemble	approach	is	necessary	in	order	to	provide	a	more	robust	evaluation	of	the	potential	impacts.	This	is	particularly	important	for	basins,	such	as	the	Mekong,	that	are	located	in	regions	(in	this	case	Southeast	Asia)	where	there	is	no	 consensus	 amongst	 GCMs	 on	 projected	 changes	 in	 annual	 or	 seasonal	precipitation.	 Unsurprisingly,	 the	 more	 GCMs	 included	 within	 an	 ensemble,	 the	more	fully	GCM-related	uncertainty	is	likely	to	be	sampled.			In	addition,	findings	based	on	the	CMIP5	ensemble	indicate	that	studies	that	employ	multi-model	ensembles	should	consider	model	genealogy	when	selecting	GCMs	for	inclusion	 within	 an	 ensemble	 and	 when	 interpreting	 ensemble	 results.	 This	 is	because,	as	emphasized	by	Masson	and	Knutti	(2011)	and	Knutti	et	al.	(2013),	there	are	strong	similarities	(in	terms	of	both	model	code	and	simulated	outputs)	between	GCMs	 developed	 at	 the	 same	 research	 institution	 and	 between	 GCMs	 that	 share	model	 components	 or	 code.	 This	 means	 that	 impact	 assessment	 results	 could	potentially	be	biased	by	use	of	an	ensemble	that	contains	multiple	GCMs	from	the	same	genealogical	group	or	only	a	few	of	these	groups.	In	Chapter	6,	an	ensemble	of	41	GCMs	(from	12	genealogical	groups)	were	employed,	and	use	of	multiple	GCMs	from	 the	 same	group	did	not	bias	 the	 results.	However,	 similarity	between	 river	discharge	projections	for	GCMs	from	the	same	group	indicates	that	care	should	be	taken	when	 selecting	 GCMs	 for	 inclusion	within	 an	 ensemble,	 especially	when	 a	smaller	number	of	GCMs	are	to	be	employed.			It	would	be	desirable	if	the	magnitude	of	GCM-related	uncertainty	could	be	robustly	constrained,	through,	for	example,	a	review	of	the	literature,	in	order	to	identify	a	relatively	smaller	number	of	the	best	GCMs	in	terms	of	model	performance	under	historical	conditions,	and	so	considerably	restrict	the	size	of	the	ensemble.	However,	this	 poses	 a	 significant	 challenge.	 As	 summarised	 by	 Hasson	 et	 al.	 (2016),	identification	 of	 the	 best	 GCMs	 to	 include	 in	 an	 ensemble	 is	 itself	 subject	 to	uncertainties,	 owing	 to:	1)	 the	diversity	of	 skill	metrics	employed	 to	assess	GCM	
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performance;	2)	sample	size	of	the	GCM	simulations	analysed	and	the	inclusion	of	different	GCMs	in	different	studies;	and	3)	choice	of	observational	datasets	against	which	GCM	performance	is	evaluated.	Whether	the	assessment	scale	is	regional	(e.g.	Su	et	al.,	2013),	multi-regional	(e.g.	McSweeney	et	al.,	2014)	or	at	 the	river	basin	scale	 (e.g.	 Hasson	 et	 al.,	 2016;	 Lutz	 et	 al.,	 2016)	 will	 also	 impact	 the	 results.	Furthermore,	 better	 performance	 of	 GCMs	 over	 the	 historical	 period	 does	 not	guarantee	better	performance	under	future	climate	conditions	(Tebaldi	and	Knutti,	2007;	Arnell,	2011;	McSweeney	et	al.,	2014;	Hasson	et	al.,	2016).	Selecting	a	small	number	of	GCMs	may	therefore	exclude	plausible	climate	scenarios,	therefore	giving	a	falsely	narrow	range	of	hydrological	projections	and	an	underestimation	of	GCM-related	uncertainty	(see,	for	example,	Hughes	et	al.,	2011).		An	 alternative	 approach	 to	 the	 identification	 of	 a	 relatively	 small	 number	 of	 the	“best”	GCMs	may	be	to	use	a	 larger	ensemble	of	GCMs,	but	with	the	aim	being	to	exclude	 those	 GCMs	 that	 perform	 particularly	 poorly.	 McSweeney	 et	 al.	 (2014)	illustrate	a	novel	approach	for	the	selection	of	a	GCM	ensemble	for	use	in	regional	climate	change	assessments.	They	exclude	a	GCM	if	it	fails	to	simulate	a	large-scale	process	 that	 is	 a	 significant	 driver	 of	 the	 climate	 of	 a	 region	 of	 interest,	 such	 as	monsoonal	circulations.	Their	rationale	is	that	such	a	significant	shortcoming	would	mean	that	the	GCM	is	unlikely	to	realistically	capture	how	global	climate	change	will	manifest	 itself	 over	 the	 region.	 However,	 their	 study	 also	 aimed	 to	 capture	 the	maximum	 possible	 range	 of	 changes	 in	mean	 temperature	 and	 precipitation	 for	their	regions	of	interest	(see	also	Lutz	et	al.,	2016).	It	was	not	their	intention	to	select	an	ensemble	that	produced	a	reduced	range	of	future	climate	projections	and	in	only	a	few	cases	did	they	eliminate	poorly	performing	models	that	were	outliers	affecting	the	 range	 of	 outcomes.	 Both	 the	 selection	 of	 better	 or	 best	 GCMs	 and	 the	identification	 of	 poorer	 or	 even	 implausible	 GCMs	 is	 subject	 to	 multiple	uncertainties	and	subjective	choices	(Sillmann	et	al.,	2013;	McSweeney	et	al.,	2014;	Hasson	 et	 al.,	 2016;	 Lutz	 et	 al.,	 2016).	 Strategically	 eliminating	 GCMs	 from	 the	ensemble	used	herein	is	beyond	the	scope	of	this	study.	There	is	clearly,	however,	potential	 for	 future	 studies	 to	 further	 investigate	 the	 impacts	 on	 scenario	 river	discharge	projections	of	excluding	GCMs	from	climate	change	ensembles	based	on	a	range	of	different	criteria.		
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7.4. Assessment	 of	 uncertainty	 associated	 with	 the	 use	 of	 alternative	
hydrological	model	codes	(Objective	3;	Chapter	4)		River	 flow/runoff	 projections	 from	 the	 quasi-physically	 based,	 distributed	MIKE	SHE	model	were	compared	with	those	from	the	conceptual,	semi-distributed	SLURP	model	 and	 the	 Mac-PDM.09	 global	 hydrological	 model.	 Two	 scenario	 sets	 were	employed:	the	2	°C,	seven	GCM	scenario	set	and	the	1–6	°C	HadCM3	scenario	set.	Inter-hydrological	 model-related	 uncertainty	 was	 notable;	 it	 influenced	 the	magnitude	 and	 temporal	 distribution	 of	 runoff	 changes	 through	 the	 year,	 but	 in	most	cases	the	three	hydrological	models	simulated	the	same	direction	of	change	in	mean	 discharge	 for	 a	 given	 GCM	 scenario.	 Where	 increases	 in	 mean	discharge/runoff	were	projected,	Mac–PDM.09	consistently	produced	the	greatest	changes.	 Inter-model	 differences	 were	 greatest	 at	 the	 most	 upstream	 gauging	station	and	showed	a	downstream	reduction	in	magnitude.	Inter-model	differences	for	 change	 in	mean	 discharge	were	 relatively	 small	 between	 the	 two	 catchment	models	that	had	been	specifically	developed	and	calibrated	for	the	Mekong	(MIKE	SHE	and	SLURP),	but	there	were	still	some	notable	differences	in	the	intra-annual	patterns	of	change	at	the	most	upstream	gauging	station.			Under	 the	 1–6	 °C	HadCM3	 scenarios,	 the	magnitude	 of	 inter-hydrological	model	uncertainty	 increased	 with	 prescribed	 warming.	 At	 downstream	 stations,	 the	models	 (in	particular	MacPDM.09)	displayed	different	directions	 and	patterns	 of	change	 at	 both	 a	 mean	 annual	 and	 mean	 monthly	 resolution,	 although	 the	magnitude	 of	 inter-model	 uncertainty	was	much	 smaller	 compared	 to	 upstream	stations.	 Inter-hydrological	model	 differences	 are	 likely	 attributed	 to	 alternative	model	structures	and	process	representations,	and	the	 lack	of	catchment-specific	calibration	of	Mac-PDM.09	 for	 the	Mekong.	Use	of	a	different	PET	method	 in	 this	model	may	also	be	a	contributing	factor,	but	cannot	explain	the	largest	inter-model	differences	(discussed	further	below).	Exclusion	of	this	model	from	the	assessment	leads	 to	a	greatly	reduced	magnitude	of	 inter-hydrological	model	uncertainty	 for	change	in	mean	discharge	and	mean	monthly	discharge.				
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Recommendations	based	on	this	research			Choice	of	hydrological	model	code	has	the	potential	to	impact	the	magnitude	and	spatial	 or	 temporal	 pattern	 of	 hydrological	 changes	 for	 a	 given	 GCM/climate	scenario.	This	indicates	that	use	of	an	ensemble	of	hydrological	models	may	provide	a	 more	 robust	 assessment	 of	 potential	 hydrological	 impacts	 of	 climate	 change.	However,	it	is	recognised	that	the	development	of	multiple	hydrological	models	of	an	 individual	catchment	 imposes	potentially	 large	resource	/	expertise	demands.	This	may	account	for	the	relatively	small	number	of	studies	such	as	this	one	that	have	investigated	this	aspect	of	uncertainty.	Hydrological	model-related	uncertainty	may,	 however,	 be	 constrained	 or	 reduced	 through	 comprehensive	 catchment-specific	calibration.	In	addition,	whilst	GHMs	are	an	extremely	useful	tool	for	impact	assessments	at	a	global	or	regional	scale,	caution	should	be	exercised	when	applying	them	at	the	catchment	or	sub-catchment	scale,	especially	when	they	have	not	been	validated	against	observed	records.		Another	recommendation	that	has	emerged	from	the	results	of	this	research	is	that	when	undertaking	hydrological	climate	change	impact	assessments	for	large	basins,	or	at	a	regional	level,	it	is	desirable	to	use	distributed	approaches	and	analyse	both	projected	climate	and	projected	hydrological	changes	 in	a	distributed	manner.	 In	particular,	assessment	of	projected	changes	in	river	discharge	for	a	single	gauging	station	 located	 at	 the	 downstream	end	of	 a	 catchment	 should	not	 be	 used	 as	 an	indicator	of	change	for	the	catchment	as	a	whole.	Instead,	discharge	changes	should	be	assessed	at	multiple	points	in	the	catchment.	As	this	research	has	shown,	changes	can	 show	great	 spatial	 variability.	This	has	 implications	 for	water	 resources	 and	ecological	responses	that	could	otherwise	not	be	appreciated	(e.g.	Thompson	et	al.,	2014b).	In	addition,	the	magnitude	and	nature	of	different	sources	of	uncertainty	can	vary	spatially.		
7.5. Assessment	 of	 sources	 of	 uncertainty	 associated	 with	 meteorological	
inputs	to	the	hydrological	model	(Objectives	4	to	6;	Chapter	5)		The	investigations	in	Chapter	5	demonstrated	that	decisions	made	by	the	modeller	during	hydrological	model	 development,	 such	 as	 choice	of	PET	method,	 baseline	
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precipitation	 input	data	 and	 spatial	distribution	of	meteorological	 inputs,	 impact	model	 calibration	 and	 parameterisation.	 Adjustment	 of	 parameter	 values	 during	model	 calibration	 can	 often	 compensate	 for	 varied	 meteorological	 input	 spatial	distributions	or	differences	between	alternative	baseline	precipitation	or	PET	input	datasets.	 This	 enables	 the	 different	 model	 builds	 to	 display	 very	 similar	performance	 for	 the	 calibration	 and	 validation	 periods.	 However,	 use	 of	 the	resulting	models	for	impact	assessment	will	give	varied	outputs,	with	the	level	of	variability	 dependent	 upon	 the	 model	 element	 under	 consideration.	 For	 the	assessments	 in	 Chapter	 5,	 the	 2	 °C,	 seven	 GCM	 scenario	 set	 was	 consistently	employed.	In	some	cases,	inter-model	variability	in	the	projected	river	flows	under	scenario	conditions	was	greater	than	that	shown	under	the	baseline	conditions.	It	is	important	to	emphasize	that	in	this	study	the	overriding	cause	of	the	inter-model	differences	 in	 scenario	 outputs	 is	 not	 the	 result	 of	 model	 parameterisation,	 as	discussed	below.	Although	the	effects	of	all	three	meteorological	considerations	on	scenario	discharges	are	smaller	than	choice	of	GCM,	they	do	have	the	potential	to	expand	the	overall	envelope	of	uncertainty.		
7.5.1. Assessment	of	PET	method-related	uncertainty	(Objective	4;	Chapter	5)		PET	 method-related	 uncertainty	 was	 investigated	 through	 the	 development	(including	 method-specific	 calibration)	 of	 six	 MIKE	 SHE	 models	 employing	alternative	PET	methods.	Despite	considerable	inter-method	differences	in	baseline	PET	 in	 terms	 of	 magnitude	 (and	 sometimes	 also	 seasonality),	 the	 six	 models	displayed	very	similar	performance	against	observations	following	calibration.		Use	of	different	PET	methods	 for	 the	 same	climate	 scenario	 resulted	 in	different	magnitudes	 of	 PET	 change	 at	 an	 annual	 and	 intra-annual	 resolution,	 as	 well	 as	varied	 spatial	 patterns	 of	 change	 through	 the	 catchment.	 A	 key	 finding	was	 that	inter-GCM	 differences	 in	 scenario	 changes	 in	 PET	 were	 smaller	 than	 inter-PET	method	 differences	 for	 a	 given	 GCM	 scenario.	 This	 indicates	 that	 choice	 of	 PET	method	is	a	greater	source	of	uncertainty	in	projections	of	PET	than	choice	of	GCM.	This	is	consistent	with	results	presented	by	Kingston	et	al.	(2009).		
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Inter-hydrological	model	differences	in	scenario	results	due	to	the	use	of	different	PET	methods	were	notable	and	consistently	greater	 than	 inter-model	differences	for	 the	baseline.	Moreover,	 the	 inter-hydrological	model	differences	were	 largely	consistent	with	(i.e.	could	be	explained	by)	the	varied	changes	in	PET	compared	to	the	baseline	from	the	alternative	PET	methods.	 In	other	words,	 the	magnitude	of	change	 in	 discharge	was	 conditioned	 by	 choice	 of	 PET	method	 for	 baseline	 and	scenario	calculation.	 In	general,	 in	cases	where	 increases	 in	river	discharge	were	projected	under	climate	change,	PET	methods	that	displayed	larger	increases	in	PET	resulted	in	smaller	increases	in	discharge.	Conversely,	in	cases	where	reductions	in	discharge	were	simulated,	PET	methods	that	produced	larger	increases	in	PET	led	to	larger	reductions	in	discharge.	Where	projected	changes	in	discharge	(e.g.	mean	discharge	or	high	or	low	flows)	were	small,	choice	of	PET	method	could	sometimes	influence	 the	 projected	 direction	 of	 change.	 Of	 course,	 the	 relationship	 between	projected	changes	in	annual	PET	and	annual	discharge	is	made	more	complex	due	to	a	range	of	factors,	such	as	intra-annual	difference	in	PET	changes	and	at	a	given	gauging	station,	the	competing	influence	of	upstream	changes	in	discharge	that	are	propagated	 downstream,	 and	 local	 changes	 in	 runoff	 generation.	 The	correspondence	between	changes	in	PET	and	changes	in	discharge	shows	that	it	is	the	influence	of	calculation	method	on	scenario	changes	in	PET	that	causes	the	inter-model	differences	in	scenario	projections,	not	model	parameterisation.			Overall,	however,	GCM-related	uncertainty	for	change	in	mean	discharge	and	high	(Q5)	and	low	(Q95)	flows	is	on	average	3.5	times	greater	than	PET	method-related	uncertainty.	Choice	of	GCM	has	an	overriding	influence	on	the	direction	and	spatial	and	temporal	pattern	of	discharge	projections	in	the	Mekong.	Compared	to	inter-hydrological	model	uncertainty,	PET-related	uncertainty	was	of	a	similar	magnitude	to	 inter-model	differences	between	MIKE	SHE	and	SLURP,	and	between	the	Mac-PDM.09	 GHM	 and	 either	 of	 the	 two	 catchment	 hydrological	 models	 (CHMs)	 at	downstream	stations.	However,	at	the	most	upstream	station,	differences	between	the	GHM	and	either	CHM	for	change	in	mean	discharge	were	more	than	two	times	greater	than	the	maximum	PET-related	disparity.	Differences	between	the	GHM	and	the	two	CHMs	may	therefore	be	partly,	but	not	entirely,	due	to	the	use	of	a	different	PET	method	(Penman-Monteith)	in	the	GHM	compared	to	the	CHMs	(Linacre	PET).		
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Recommendations	based	on	this	research	and	future	research	directions		Choice	 of	 PET-method	 remains	 an	 understudied	 source	 of	 uncertainty	 in	hydrological	projections	under	climate	change.	Analysis	 for	 the	Mekong	could	be	extended	 by	 the	 application	 of	 additional	 PET	methods.	 This	 would	 most	 likely	reveal	an	expanded	envelope	of	uncertainty,	but	would	not	help	constrain	the	level	of	 PET	method-related	 uncertainty	 in	 river	 flow	 projections.	 Further	 research	 is	required	to	assess	the	suitability	of	different	PET	methods	for	estimating	PET	under	a	changing	climate.	As	argued	by	Shaw	and	Riha	(2011),	good	performance	of	a	PET	method	under	historical	climate	conditions	cannot	necessarily	be	assumed	to	be	an	indicator	of	future	accuracy	in	a	changing	climate.	A	better	understanding	of	which	PET	methods	 are	most	 suitable,	 both	 for	different	 regions	 and	under	 a	 changing	climate,	would	help	constrain	the	uncertainty	associated	with	PET	projections.			
7.5.2. Assessment	of	 the	 impact	of	meteorological	 input	spatial	distribution	
(Objective	5;	Chapter	5)		Three	 MIKE	 SHE	 models	 of	 the	 Mekong	 were	 developed	 using	 alternative	meteorological	 input	 spatial	 distributions.	 The	 S-Mets	 model	 employed	 a	 sub-catchment	 based	 distribution	with	 11	 sub-catchments	 upstream	 of	 Phnom	 Penh	gauging	 station,	 including	 two	 sub-catchments	 that	 were	 particularly	 large	(>150,000	km2).	The	M-Mets	distribution	had	15	sub-catchments,	with	a	maximum	area	of	87,420	km2.	The	G-Mets	model	employed	a	0.5°	×	0.5°	grid.	Input-specific	calibration	was	undertaken.	Unsurprisingly,	analysis	of	climate	inputs	to	the	three	models	 demonstrated	 that	 the	 gridded	 inputs	 provided	 the	 greatest	 spatial	variability	in	baseline	data	and	scenario	climate	changes.	The	M-Mets	distribution	captured	 greater	 spatial	 variability	 compared	 to	 the	 S-Mets	 distribution	 over	specific	 regions	 where	 smaller	 sub-catchments	 were	 employed	 in	 the	 M-Mets	distribution.		Use	of	alternative	spatial	distributions	of	meteorological	inputs	had	some	impact	on	the	magnitude	 of	 simulated	 discharge	 changes,	 with	 slightly	 greater	 uncertainty	associated	with	high	and	low	flows	compared	to	mean	discharge.	The	magnitude	of	inter-hydrological	model	difference	at	a	given	gauging	station	varies	between	GCMs.	
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This	 indicates	 that	 the	 impact	 that	 the	 differing	 spatial	 distributions	 has	 on	discharge	 projections	 depends	 on	 the	 nature	 (magnitude	 and	 spatiality)	 of	 the	projected	 changes	 in	 climate.	 The	magnitude	 of	 uncertainty	 for	 change	 in	mean	discharge	is	relatively	low	and	is,	on	average,	~4	times	smaller	than	that	associated	with	 PET	method.	 The	 results	 of	 the	M-Mets	 and	G-Mets	models	were	 generally	close.	 The	 spatial	 pattern	 and	 direction	 of	 discharge	 changes	 for	 a	 given	GCM	 is	largely	 unaffected	 by	 meteorological	 input	 spatial	 distribution	 within	 the	hydrological	model.		
Recommendations	based	on	this	research		In	 this	 investigation,	 uncertainty	 in	 river	 flow	 projections	 under	 climate	 change	associated	with	meteorological	 input	spatial	distribution	(within	the	hydrological	model)	 is	 small	 compared	 to	other	 sources	of	uncertainty,	 such	as	GCM	and	PET	method-related	uncertainty.	This	 finding	suggests	that	only	a	small	proportion	of	the	differences	between	MIKE	SHE/SLURP	(sub-catchment	based	data)	and	Mac-PDM.09	(gridded	data)	could	potentially	be	attributed	to	the	spatial	distribution	of	their	 meteorological	 inputs.	 In	 this	 study,	 the	 spatial	 averaging	 of	 gridded	meteorological	data	 to	provide	sub-catchment	based	data	appears	 to	be	a	robust	alternative	to	the	direct	use	of	gridded	data.	However,	if	this	approach	is	to	be	used,	it	is	recommended	that	climate	data	for	the	basin	of	interest	should	first	be	analysed	to	 assess	 any	 key	 spatial	 variations,	 in	 order	 to	 inform	 an	 appropriate	 sub-catchment	distribution.	Sub-catchment	based	data	files	are	much	easier	to	handle	and	 the	 analysis	 and	 presentation	 of	 these	 data	 is	 much	 simpler	 compared	 to	gridded	data.	Moreover,	some	semi-distributed	hydrological	models,	such	as	SLURP,	require	 sub-catchment	 based	 data,	 precluding	 the	 direct	 application	 of	 gridded	meteorological	inputs.		
7.5.3. Assessment	 of	 uncertainty	 associated	 with	 the	 use	 of	 alternative	
baseline	precipitation	data	(Objective	6;	Chapter	5)		Uncertainty	associated	with	meteorological	input	spatial	distribution	and	choice	of	baseline	precipitation	are	of	a	comparable	magnitude;	both	are	much	smaller	than	PET	method	and	GCM-related	uncertainty.	In	the	case	of	baseline	precipitation	input	
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uncertainty,	 the	 dominant	 cause	 of	 varied	 hydrological	 projections	 for	 the	 same	GCM	scenario	relates	to	the	perturbation	of	the	baseline	data	(to	generate	scenario	data)	using	a	multiplicative	(i.e.	percentage	based)	approach.	Use	of	a	multiplicative	approach	for	the	perturbation	of	baseline	precipitation	data	is	a	common	approach,	whether	a	relatively	simple	delta-change	approach	is	adopted	(e.g.	Minville	et	al.,	2008;	Dobler	 et	al.,	2012;	Ho	 et	al.,	2016),	or	whether	an	alternative	such	as	 the	ClimGen	 pattern	 scaling	 technique	 is	 employed	 (Todd	 et	 al.,	 2011).	 However,	 a	multiplicative	 approach	 means	 that	 the	 magnitudes	 of	 absolute	 changes	 are	impacted	 by	 the	 choice	 of	 baseline	 precipitation	 data.	 Throughout	 most	 of	 the	Mekong	catchment,	choice	of	baseline	precipitation	from	the	two	datasets	(UDel	and	CRU)	only	had	a	 fairly	small	 impact	on	simulated	changes	 in	mean,	high	and	 low	flows.	However,	over	downstream	sub-catchments	where	the	baseline	data	showed	greater	divergence	during	the	dry	season,	scenario	discharges	were	notably	affected	in	the	case	of	a	GCM	that	projected	larger	percentage	changes	in	precipitation	during	the	 dry	 season.	 Model	 parameter	 values	 within	 the	 relevant	 downstream	 sub-catchments	 were	 in	 fact	 the	 same	 in	 the	 two	 models,	 as	 adjustment	 of	 model	parameters	was	unable	to	compensate	for	the	less	representative	nature	of	the	CRU	data.	 Model	 parameterisation	 therefore	 did	 not	 play	 a	 role	 in	 the	 inter-model	uncertainty	 at	 downstream	 stations.	 This	 demonstrates	 that	 choice	 of	 baseline	precipitation	data	has	the	potential	to	influence	scenario	changes	in	precipitation	and	consequently	discharge,	and	is	therefore	a	source	of	uncertainty.	This	finding	may	 also	 be	 relevant	 to	 cases	 where	 alternative	 bias	 correction	 techniques	 are	employed,	such	as	local	scaling	and	quantile-quantile	mapping,	since	these	rely	on	using	baseline	data	to	characterise	the	bias	in	the	GCM	outputs	(e.g.	Dobler	et	al.,	2012).		
Recommendations	based	on	this	research	and	future	research	directions		In	 this	 study,	 it	 was	 clear	 that	 one	 precipitation	 dataset	 (UDel)	 was	 more	representative	of	the	true	seasonal	patterns	in	precipitation	over	the	downstream	sub-catchments,	 as	 the	other,	 less	 representative	dataset	 (CRU)	 led	 to	 significant	underestimation	 of	 peak	 mean	 monthly	 discharges	 and	 overestimation	 of	 dry	season	discharges.	In	situations	such	as	this,	where	a	precipitation	dataset	is	found	to	be	unrepresentative,	alternative	precipitation	datasets	should	ideally	be	sought.	
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Alternatively,	 correction	 of	 the	 baseline	 precipitation	 data	 could	 be	 explored.	 Of	course,	 it	may	not	always	be	clear	which	datasets	are	most	representative.	These	findings	 support	 the	 recommendation	 of	 Remesan	 and	 Holman	 (2015)	 that	modellers	should	be	aware	of	the	potential	implications	that	choice	of	baseline	data	can	 have	 on	 simulated	 future	 impacts,	 particularly	 in	 situations	 where	 there	 is	considerable	uncertainty	in	the	observed	meteorological	datasets.			Analysis	of	precipitation	 input	uncertainty	 could	be	extended	 for	 the	Mekong	by	investigating	the	use	of	additional	precipitation	datasets.	In	particular,	it	would	be	interesting	to	explore	the	use	of	daily	(or	even	sub-daily)	resolution	precipitation	data.	 This	 would	 also	 allow	 the	 analysis	 of	 discharge	 projections	 at	 a	 higher	temporal	 resolution	 than	 used	 herein.	 Use	 of	 daily	 precipitation	 could	 not	 be	compared	alongside	UDel	and	CRU	in	Chapter	5	since,	as	discussed	in	Section	5.3.1,	daily	 resolution	 climate	 data	 cannot	 be	 directly	 perturbed	 using	 the	 ClimGen	scenario	outputs	employed	 in	Chapter	4	and	5,	which	have	a	monthly	resolution.	Similarly,	the	delta-change	approach	used	in	Chapter	6	cannot	be	used	for	directly	perturbing	daily	data.	Perturbation	of	daily	baseline	data	would	therefore	require	the	use	of	alternative	bias	correction	/	downscaling	techniques.	In	order	to	compare	multiple	daily	datasets,	a	different	baseline	period	would	also	need	to	be	used,	since	many	potential	datasets	do	not	start	until	much	later	than	1961.	Lauri	et	al.	(2014)	compared	 the	 use	 of	 five	 publicly	 available	 gridded	 precipitation	 datasets	 for	baseline	hydrological	modelling	of	the	Mekong.	All	had	a	daily	or	higher	(3	h	or	6	h)	temporal	resolution.	However,	four	of	these	do	not	cover	the	baseline	period	used	herein	(1961–1990).	The	exception	is	APHRODITE,	which	has	a	0.25°	×	0.25°	grid	and	daily	resolution,	unlike	CRU	and	UDel	which	have	a	0.5°	×	0.5°	spatial	resolution	and	 are	 monthly	 datasets	 (necessitating	 the	 use	 of	 a	 weather	 generator	 for	disaggregation	to	daily	data).		
7.5.4. Uncertainty	associated	with	meteorological	 inputs	to	the	hydrological	
model:	concluding	discussion		Decisions	made	during	model	development	related	to	meteorological	 inputs	have	the	ability	to	impact	scenario	results	under	climate	change.	MIKE	SHE	models	with	different	 PET	 inputs	 or	 spatial	 distributions	 performed	 similarly	 under	 baseline	
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conditions	following	model	calibration.	In	the	case	of	alternative	precipitation	data,	the	 CRU	 precipitation	 data	 was	 presumed	 more	 erroneous	 over	 downstream	stations	 and	 model	 parameters	 over	 downstream	 sub-catchments	 were	 left	consistent	 between	 the	 two	 models.	 The	 model	 employing	 CRU	 precipitation	therefore	displayed	weaker	performance	compared	to	the	model	employing	UDel.	In	this	investigation,	choice	of	PET	method	was	found	to	be	a	much	greater	source	of	uncertainty	in	discharge	projections	compared	to	choice	of	meteorological	input	spatial	distribution	or	baseline	precipitation	 (e.g.	~4	 times	 larger	on	average	 for	change	in	mean	discharge).			The	 fact	 that	 multiple	 model	 set-ups	 were	 able	 to	 achieve	 an	 acceptable	 and	relatively	 similar	 level	 of	 performance	 illustrates	 the	 issue	 of	 equifinality	 (see	Sections	2.6.2	and	2.6.5).	Within	the	context	of	scenario	modelling,	discussions	of	equifinality	 often	 focus	 on	 the	 potential	 for	 different	 model	 set-ups	 (e.g.	 with	different	 structures	 or	 parameter	 values)	 to	 respond	 differently	 under	 scenario	conditions.	 This	 study	 highlights	 a	 slightly	 different	 issue	 arising	 from	 model	equifinality,	namely	that	decisions	made	during	model	set-up	can	actually	go	on	to	influence	 the	 scenario	 changes	 in	 PET	 (dependent	 on	 choice	 of	 PET	method)	 or	precipitation	 (dependent	 on	 baseline	 precipitation)	 or	 the	 spatial	 distribution	 of	changes	in	climate	(dependent	on	meteorological	input	spatial	distribution)	before	the	 scenario	 climate	data	 are	 even	 run	 through	 the	model.	This	 is	 an	 interesting	concept	that	warrants	further	investigation	in	future	studies.			It	is	worth	recognising	that	varied	parameterisation	between	the	MIKE	SHE	models	might	 have	 played	 a	 small	 role	 in	 contributing	 to	 the	 observed	 inter-model	uncertainty	in	scenario	discharges.	However,	in	the	case	of	PET	and	precipitation,	the	 dominant	 cause	 of	 inter-model	 differences	 in	 scenarios	 projections	 was	 the	variation	 in	 baseline-to-scenario	 changes	 in	 PET	 and	 precipitation,	 respectively.	This	was	 evident	 from	 the	 correspondence	 between	 scenario	 changes	 in	 PET	 or	precipitation	and	scenario	changes	is	discharge.	Furthermore,	parameter	values	in	the	two	models	employing	alternative	baseline	precipitation	data	were	consistent	over	downstream	catchments	where	the	greatest	inter-model	scenario	differences	were	 observed.	 This	 demonstrates	 that	 model	 parameterisation	 was	 not	 a	contributing	 factor	 to	 uncertainty	 in	 this	 instance.	 In	 the	 case	 of	meteorological	
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input	spatial	distribution,	the	dominant	cause	of	inter-model	scenario	differences	is	most	likely	due	to	the	varied	spatial	distributions	of	meteorological	changes.			The	issue	of	parameter	equifinality	and	uncertainty	could	be	investigated	further.	For	 example,	which	parameters	 are	 subject	 to	 calibration	 is	 in	 part	 down	 to	 the	subjective	choices	of	the	modeller.	In	this	study,	the	baseflow	linear	reservoir	time	constants	were	subject	to	calibration	as	these	are	conceptual	parameters	and	could	not	 be	 based	 on	 values	 from	 the	modelling	 literature.	When	model	 inputs	were	changed,	 these	were	 again	 subject	 to	manual	 calibration	 in	 order	 to	modify	 the	general	 shape	of	 the	hydrograph.	Other	key	parameters	 in	 some	 sub-catchments	were	 the	precipitation	 lapse	rate	and	dead	storage	proportion	 (only	applied	 to	a	small	number	of	linear	reservoirs).	The	former	was	applied	to	address	the	perceived	underestimation	 of	 precipitation	 in	 mountainous	 areas,	 whilst	 the	 dead	 storage	(only	applied	 to	 two	sub-catchments)	was	 theorised	 to	be	required	due	 to	water	abstractions	 that	 were	 otherwise	 not	 represented	 within	 the	 model,	 or	 due	 to	elevated	 precipitation	 within	 the	 input	 data	 over	 these	 regions.	 It	 is	 of	 course	possible	 that	 different	 parameters	 could	 have	 been	 selected	 for	 calibration.	 For	example,	although	vegetation	root	depths	are	not	commonly	subject	to	calibration,	they	could	be	modified	to	alter	the	water	balance	as	they	affect	the	depth	to	which	evapotranspiration	 from	 the	 unsaturated	 zone	 can	 occur.	 Alternatively,	 crop	coefficients	could	have	been	applied	to	modify	PET	according	to	 land	cover	 type.	This	could	have	then	been	used	as	a	calibration	term	in	response	to	varied	baseline	inputs	 (e.g.	 PET).	 On	 the	 other	 hand,	 irrigation	 could	 potentially	 be	 represented	within	 the	model,	 although	 it	would	 likely	 be	 difficult	 to	 obtain	 reliable	 data	 on	which	to	base	this.	Further	investigations	could	therefore	be	undertaken	to	assess	how	 differently	 models	 with	 alternative	 set-ups	 and	 parameterisations	 respond	under	 scenarios	 of	 climate	 change,	 and	 in	 doing	 so	 provide	 an	 indication	 of	 the	associated	model	structure	and	parameterisation	uncertainty.			Whether	using	the	same	set	of	calibration	parameters	as	used	herein,	or	different	sets,	 parameter	 equifinality	 could	 be	 explored	 using	 automatic	 calibration	techniques	to	find	a	range	of	acceptable	model	parameterisations	to	subsequently	use	 during	 scenario	 simulation.	 It	 seems	 unlikely,	 however,	 that	 the	 broad	conclusions	related	to	uncertainty	in	the	meteorological	inputs	would	be	affected.	
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In	 the	 case	 of	 PET	method-related	 uncertainty,	 for	 example,	 scenario	 changes	 in	discharge	would	still	be	conditioned	by	scenario	changes	in	PET	relative	to	baseline	PET,	 with	 PET	 methods	 producing	 larger	 increases	 in	 PET	 resulting	 in	 smaller	increases	in	mean	discharge	under	climate	change,	or	larger	reductions.			
7.6. Multiple	 drivers	 of	 change	 in	 the	 Mekong	 Basin	 and	 future	 research	
directions		This	thesis	has	focused	on	assessing	specific	sources	of	uncertainty	in	projecting	the	potential	impacts	of	climate	change	on	river	flows	in	the	Mekong	Basin.	However,	the	water	resources	(both	surface	and	groundwater)	of	the	Mekong	Basin	have	been	and	will	continue	to	be	subject	to	multiple	drivers	of	change.	As	discussed	in	Section	3.9,	these	include	the	construction	and	operation	of	dams,	 land	cover	change	and	rising	water	abstractions	for	domestic,	industrial	and	agricultural	purposes	(Pech	and	Sunada,	2008;	MRC,	2010b;	Grumbine	et	al.,	2012;	Räsänen	et	al.,	2012).	These	are	 in	 turn	 driven	 by	 factors	 such	 as	 population	 growth	 and	 socioeconomic	development.	 Water	 resources	 management	 strategies	 will	 themselves	 be	influenced	 by	 expected	 and	 emerging	 impacts	 of	 climate	 change	 (MRC,	 2010b),	making	 adaptation	 response	 an	 additional	 layer	 of	 uncertainty.	 Assessing	 the	cumulative	impacts	of	different	drivers	of	change	is	a	complex	challenge	facing	both	the	Mekong	(Pech	and	Sunada,	2008;	MRC,	2010b;	Grumbine	et	al.,	2012)	and	water	resources	worldwide	(Bates	et	al.,	2008).		The	MIKE	SHE	models	developed	for	this	thesis	could	be	applied	in	further	impact	and	uncertainty	assessments	for	the	Mekong.	They	could,	for	example,	be	used	to	assess	 the	 potential	 impacts	 of	 land	 cover	 change	 on	 Mekong	 river	 flows.	Deforestation	in	the	Mekong	catchment	and	the	wider	region	of	Southeast	Asia	is	being	 driven	 by	 increasing	 demand	 for	 agricultural	 and	 forest	 products	 (MRC,	2010b;	Stibig	et	al.,	2014).	However,	it	is	likely	that	to	provide	a	robust	assessment,	irrigation	would	need	to	be	incorporated	within	the	model	under	both	baseline	and	future	 conditions.	 Expansion	 of	 irrigation	 is	 expected	 in	 the	 future,	 which	 will	increase	water	demand	and	abstractions	from	the	Mekong	(Pech	and	Sunada,	2008;	Kirby	and	Mainuddin,	2009).	Ty	et	al.	(2012)	investigated	the	potential	impacts	of	land	cover	changes	 in	the	Sre	Pok	catchment	(a	tributary	of	 the	Mekong)	using	a	
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hydrological	model.	A	notable	finding	was	that	although	deforestation	in	favour	of	agriculture	and	urbanization	causes	an	increase	in	simulated	surface	runoff,	this	is	outweighed	by	the	projected	increase	in	irrigation	water	demand.		The	 role	 of	 existing	 and	 planned	 dams	 in	 modifying	 Mekong	 River	 flows	 was	excluded	from	the	assessments	undertaken	in	this	thesis.	This	was	justifiable	from	a	methodological	point	of	view	as	it	allowed	specific	sources	of	uncertainty	in	the	climate	impact	assessment	process	to	be	investigated.	In	addition,	the	major	existing	dams	in	the	basin	were	built	after	the	calibration	period	and	so	did	not	affect	model	calibration.	The	largest	hydropower	projects	are	located	in	the	Upper	Mekong	Basin	on	the	Lancang	(in	China)	and	more	mainstream	dams	have	been	planned	for	both	the	Upper	and	Lower	Basin,	with	some	now	under	construction	(see	Section	3.9.3).	Current	dams	 in	the	basin	have	been	 identified	as	having	 impacted	the	Mekong’s	river	flows	(e.g.	Lu	et	al.,	2014),	with	Räsänen	et	al.	(2017)	reporting	considerable	modifications	to	river	discharge	since	2011.	Dam	operations	are	therefore	another	significant	driver	of	change	and	source	of	uncertainty	in	future	Mekong	river	flows.	The	 inclusion	 of	 dams	 within	 the	 MIKE	 SHE/MIKE	 11	 model	 of	 the	 Mekong	 is	therefore	a	further	avenue	of	potential	research.			It	 is	 clear	 that	whilst	 the	 current	 study	 focussed	on	assessing	 specific	 sources	of	uncertainty	that	were	inherent	 in	the	climate	 impact	assessment	process,	studies	seeking	to	fully	explore	potential	future	changes	in	Mekong	river	flows	will	need	to	take	multiple	drivers	 of	 change	 into	 account.	 These	 include	 climate	 change,	 land	cover	change,	dam	operations	and	water	abstractions	for	irrigation.		One	limitation	of	the	Mekong	MIKE	SHE	models’	current	set	up	is	that	the	saturated	zone	 is	 modelled	 using	 a	 conceptual	 linear	 reservoir	 method.	 This	 method	 is	computationally	efficient,	has	greatly	reduced	data	requirements	and	is	adequate	when	 the	 focus	 is	 on	 simulating	 river	 flows.	 However,	 it	 means	 that	 the	 model	cannot	 be	 used	 to	 assess	 impacts	 of	 climatic	 or	 other	 changes	 on	 groundwaters	(beyond	 perhaps	 very	 broad	 statements	 regarding	 storage	 volumes	 over	 large	areas).	 Groundwater	 is	 used	 to	 supplement	 surface	 water	 supplies	 and	 is	 an	important	 source	 of	 domestic	 water	 supply	 in	 some	 rural	 areas	 (Johnston	 and	Kummu,	 2012).	 According	 to	 Johnston	 and	 Kummu	 (2012)	 and	 Johnston	 and	
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Smakhtin	(2014),	none	of	the	hydrological	models	developed	for	the	Mekong	have	a	working	groundwater	model.	MIKE	SHE	and	other	models	from	the	DHI	suite	are	capable	of	physically-based	modelling	of	groundwater.	However,	there	is	a	lack	of	groundwater	data	for	the	Mekong	region	and	obtaining	the	necessary	data	to	build	and	calibrate	a	physically-based,	distributed	groundwater	model	 for	such	a	 large	basin	 (or	 even	 parts	 of	 the	 basin)	 would	 require	 a	 major	 research	 program	(Johnston	and	Kummu,	2012;	Johnston	and	Smakhtin,	2014).		
7.7. Wider	considerations:	climate	impacts	and	adaptation		The	vital	environmental	and	socio-economic	importance	of	water	resources	means	that	there	is	a	strong	impetus	to	assess	the	potential	hydrological	impacts	of	climate	change.	 The	 approach	 used	 in	 this	 thesis,	 whereby	 impacts	 are	 investigated	 by	driving	 a	 hydrological	 model	 (or	 multiple	 hydrological	 models)	 with	 climate	projections	derived	from	GCMs,	is	commonly	employed.	This	approach	is	also	used	for	 other	 sectors,	 such	 as	 agriculture,	 with	 the	 exception	 that	 different	 types	 of	impact	models	 are	 employed,	 such	 as	 crop	models	 (e.g.	 Alexandrov	 et	 al.,	 2002;	Olesen	et	al.,	2007).	However,	as	described	in	Section	2.3,	uncertainty	is	introduced	at	each	stage	of	this	impact	assessment	process,	resulting	in	a	cascade	of	uncertainty	(Wilby	and	Dessai,	2010).	This	can	lead	to	potentially	high	levels	of	uncertainty	in	the	resulting	projections.			Nevertheless,	 such	 assessments	 and	 the	 identification	 and	 characterisation	 of	different	sources	of	uncertainty	are	vital	areas	of	research.	Uncertainty	exploration	can	identify	knowledge	gaps	and	areas	where	further	research	could	possibly	lead	to	reduced	uncertainty.	 In	the	case	of	water	resources,	model-based	assessments	can	improve	our	understanding	of	how	changes	in	climate	may	impact	hydrological	processes.	Furthermore,	they	have	the	potential	to	help	inform	water	management	decisions	 and	 adaptation	 planning	 (Todd	 et	 al.,	 2011;	 Velázquez	 et	 al.,	 2013).	Climate	 impact	 assessments,	 both	 on	 water	 resources	 and	 other	 sectors,	 can	indicate	the	scale	of	adaptation	required	(Falloon	et	al.,	2014).	Within	this	context,	adaptation	 refers	 to	 the	 process	 of	 adjustment	 to	 human	 systems/activities	 in	response	to	actual	or	expected	effects	of	climate	change,	in	order	to	limit	negative	impacts	 or	 exploit	 beneficial	 opportunities	 (IPCC,	 2012).	 Adaptation	 strategies	
	 389	
include	both	 ‘hard’	 infrastructural	measures	 (e.g.	 dams,	 flood	barriers)	 and	 ‘soft’	measures	such	as	ecosystem-based	adaptation,	institutional	and	regulatory	reform,	financial	tools	and	effective	early	warning	systems	for	hazards	such	as	floods	(Wilby	and	Dessai,	 2010;	 Lal	 et	 al.,	 2012;	Bastakoti	 et	 al.,	 2013;	 Jiménez	Cisneros	 et	 al.,	2014).		It	 is	 important	 to	 acknowledge,	 however,	 that	 the	 development	 of	 robust	water	resources	management	decisions	and	climate	adaptation	strategies	in	general	(i.e.	related	to	other	sectors)	requires	a	variety	of	approaches	(Wilby	and	Dessai,	2010;	AGWA,	2013).	The	approach	outlined	above	and	used	herein	has	been	described	as	a	‘top-down’	approach	to	risk	assessment	for	adaptation,	as	climate	scenarios	are	identified	first	and	then	translated	into	local	impacts	(i.e.	in	this	case	on	river	flows),	which	can	then	inform	adaptation	measures	(Dessai	and	Hulme,	2004;	Carter	et	al.,	2007;	Wilby	and	Dessai,	2010;	Lal	et	al.,	2012;	AGWA,	2013).	In	contrast,	‘bottom-up’	 approaches	 focus	on	 identifying	and	understanding	 current	vulnerabilities	of	society	 to	 climate	 variability,	 so	 that	 measures	 can	 be	 identified	 that	 improve	resilience	to	climate	variability	and	change	(Dessai	and	Hulme,	2004;	Carter	et	al.,	2007;	 Kwadijk	 et	 al.,	 2010;	 Wilby	 and	 Dessai,	 2010;	 Pielke	 et	 al.,	 2012).	 Such	strategies	 can	 be	 taken	 independently	 of	 climate	 and	 impact	 projections.	Alternatively,	modelling	approaches	can	contribute	to	the	formulation	of	bottom-up	vulnerability-based	 strategies,	 as	 well	 as	 the	 appraisal	 of	 different	 adaptation	options	(Kwadijk	et	al.,	2010;	Wilby	and	Dessai,	2010;	Ranger	et	al.,	2013).	This	can	provide	 robust	 decision-making	 despite	 the	 uncertainty	 associated	 with	 impact	projections.		Currently,	 many	 modelling	 based	 impact	 and	 uncertainty	 assessments	 (both	 in	relation	to	water	resources	and	other	sectors)	are	undertaken	in	relative	isolation	from	 policy	 and	 decision-makers	 and	 other	 stakeholders.	 Such	 research	undoubtedly	contributes	to	the	body	of	research	and	does	reach	policy	and	decision-makers	through	dissemination	activities	such	as	the	IPCC	reports	(e.g.	IPCC,	2012,	2013).	 However,	 it	 would	 be	 beneficial	 if	 a	 larger	 proportion	 of	 model-based	assessment	 activities	were	undertaken	within	a	 context	of	 collaboration	or	 close	communication	with	policy-makers,	decision-makers	and	stakeholders.	This	would	facilitate	 the	development	of	model-based	 impact	assessments	 that	 contribute	 to	
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bottom-up	 strategies	 and	 provide	 outputs	 that	 are	 more	 directly	 useful	 to	adaptation	planning	(Dilling	and	Lemos,	2011;	Falloon	et	al.,	2014).	Furthermore,	this	 could	 help	 tailor	 uncertainty	 description	 to	 focus	 on	 key	 factors	 that	 are	 of	particular	utility	(Falloon	et	al.,	2014).	Overall	though,	the	best	progress	is	likely	to	be	made	through	the	continued	use	of	a	variety	of	approaches.			In	the	case	of	the	Mekong	Basin,	which	provides	the	focus	of	the	current	study,	such	collaboration	with	policy-makers,	decision-makers	and	stakeholders	could	benefit	future	extensions	to	the	work.	Communications	with	the	most	relevant	stakeholders	could	most	effectively	be	established	through	the	Mekong	River	Commission	(MRC).	The	 MRC	 is	 an	 intergovernmental	 organisation	 founded	 in	 1995	 to	 coordinate	sustainable	water	 resources	 planning	 in	 the	 Lower	Mekong	Basin	 (Jacobs,	 2002;	MRC,	 2010b).	 The	 activities	 of	 the	 MRC	 include	 the	 promotion	 of	 information	sharing	 between	 different	 organisations	 within	 the	 Mekong’s	 riparian	 nations	through	stakeholder	forums	and	workshops	(MRC,	2016).	These	mechanisms	could	facilitate	the	formulation	of	new	scenarios	that	could	be	simulated	using	the	MIKE	SHE	Mekong	models	developed	in	this	thesis.	They	could	also	guide	how	uncertainty	in	projections	of	future	hydrological	conditions	can	most	usefully	be	communicated	to	end-users.	This	could	include	which	river	flow	indicators	(e.g.	Q5,	Q95	or	other	indicators)	are	of	most	interest	and	practical	use	to	different	decision-makers.		
7.8. Contribution	to	knowledge	–	concluding	review		This	thesis	as	a	whole	makes	a	distinct	and	significant	contribution	to	knowledge.	It	has	integrated	a	systematic	and	structured	quantitative	evaluation	of	some	specific	sources	of	uncertainty	into	a	collective	assessment	of	these	aspects	of	uncertainty	in	modelling	the	impacts	of	climate	change	on	basin	hydrology.		Whilst	contributions	to	knowledge	are	made	throughout	the	thesis,	the	conclusions	and	recommendations	provided	 in	 this	 chapter	 clearly	demonstrate	 the	practical	implications	of	this	research.	This	thesis	does,	of	course,	build	on	previous	research.	It	 is,	 however,	 distinct	 from	 previous	 studies.	 In	 particular,	 in	 using	 the	 CMIP3	climate	 projections	 from	 the	 QUEST-GSI	 project	 and	 the	 related	 river	 flow	projections	from	the	earlier	SLURP	(Kingston	et	al.,	2011)	and	Mac-PDM.09	(Gosling	
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et	al.,	2011)	models,	it	has	developed	upon	these	earlier	works.	There	are	multiple	aspects	 that	 make	 this	 thesis	 distinct	 from	 these	 studies	 though.	 For	 example,	several	 additional	 sources	 of	 uncertainty	 have	 been	 investigated	 herein,	 namely	those	associated	with	the	meteorological	inputs	to	the	MIKE	SHE	models,	allowing	a	comparative	analysis	of	the	different	sources.	In	addition,	whereas	Kingston	et	al.	(2011)	 only	 calibrated	 and	 analysed	 the	 results	 of	 SLURP	 at	 three	 stations,	 12	stations	 were	 used	 herein	 (including	 stations	 further	 downstream),	 providing	greater	 understanding	 of	 the	 spatial	 variation	 in	 discharge	 projections	 and	associated	uncertainty	for	the	Mekong.			Similarly,	Gosling	et	al.	(2011)	only	compared	results	from	SLURP	and	MacPDM.09	at	a	single	downstream	station,	whereas	projections	were	compared	between	the	three	hydrological	models	 (two	CHMs	and	one	GHM)	at	up	 to	 five	 stations	 (only	three	available	for	SLURP)	herein.	Key	findings	from	this	analysis	that	could	not	be	drawn	 from	 the	earlier	 study	 included	 that	 the	 two	 catchment	models	displayed	more	 similar	 results	 compared	 to	 the	 GHM,	 and	 that	 relative	 inter-model	(particularly	 CHM–GHM)	 differences	 were	 considerably	 greater	 at	 upstream	stations	and	displayed	a	downstream	reduction	in	magnitude.	A	greater	magnitude	of	 CHM–GHM	 uncertainty	 was	 therefore	 revealed	 herein.	 As	 highlighted	 in	 the	literature	review,	a	relatively	small	proportion	of	hydrological	impact	assessments	use	multiple	hydrological	models	or	structures.	This	thesis	contributes	to	the	body	of	work	on	this	aspect	of	uncertainty.		Another	original	aspect	of	this	thesis	compared	to	both	the	QUEST-GSI	papers	and	other	existing	hydrological	impact	assessments	for	the	Mekong	is	the	use	in	Chapter	6	of	a	large	ensemble	of	41	GCMs	from	the	CMIP5	generation.	In	contrast,	previous	studies	have	employed	either	a	single	GCM	or	a	small	ensemble	of	GCMs,	and	have	for	the	most	part	employed	earlier	generations	of	GCMs	(see	Section	6.1).	This	thesis	has	 therefore	 complemented	 earlier	 research	 with	 a	 more	 up-to-date	 and	comprehensive	analysis	of	GCM-related	uncertainty	for	the	Mekong.	As	highlighted	above,	 comparison	 of	 the	 CMIP3	 and	 CMIP5-based	 discharge	 projections	 for	 the	Mekong	 from	 the	 same	 hydrological	 model	 is	 another	 original	 contribution	 to	knowledge.		
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The	insights	into	meteorological	input	related	uncertainty	provided	by	this	research	are	a	particularly	significant	contribution	to	knowledge.	The	sources	of	uncertainty	investigated	were	specifically	selected	because	a	review	of	the	literature	discovered	that	these	were	understudied	sources	of	uncertainty.	In	the	case	of	PET	and	baseline	precipitation,	for	example,	more	studies	have	investigated	this	source	of	uncertainty	under	baseline	conditions,	whilst	comparatively	few	have	looked	at	the	implications	for	 simulated	 hydrological	 projections	 under	 climate	 change	 (as	 discussed	 in	Chapter	2).	Kingston	et	al.	(2009)	presented	differences	between	six	PET	methods	in	PET	climate	change	signals	on	a	global	basis,	but	did	not	undertake	hydrological	modelling	to	assess	the	impacts	on	simulated	discharges.	Some	model-based	climate	impact	 assessments	 have	 used	 different	 PET	methods	without	 re-calibrating	 the	model	(e.g.	Bae	et	al.,	2011).	Remesan	and	Holman	(2015)	explored	the	use	of	two	different	 baseline	 precipitation	 datasets	 and	 three	 reference	 evapotranspiration	(ETo)	 methods	 and	 how	 these	 impacted	 river	 flows	 under	 scenario	 climate	conditions.	However,	their	study	did	not	explicitly	investigate	how	use	of	the	varied	baseline	 datasets	 impacted	 scenario	 changes	 in	 precipitation	 or	 PET.	 This	demonstrates	that	a	distinct	contribution	of	this	thesis	is	that	the	impacts	of	choice	of	 baseline	 meteorological	 input	 dataset	 or	 distribution	 upon	 scenario	meteorological	changes	were	explicitly	assessed.		In	 addition	 to	 the	 conclusions	 and	 recommendations	 summarised	 within	 this	chapter,	additional	contributions	to	knowledge	are	made	throughout	this	thesis.	For	example,	the	literature	review	may	be	useful	for	anyone	wishing	to	gain	an	overview	of	the	hydrological	climate	change	impact	assessment	process,	or	anyone	interested	in	 any	 of	 the	 specific	 sources	 of	 uncertainty	 focused	 upon	 herein,	 such	 as	 PET-related	uncertainty.	Similarly,	the	chapter	on	the	Mekong	may	be	useful	for	anyone	wishing	to	have	an	overview	of	the	spatial	variation	of	key	hydrologically	relevant	characteristics	of	the	catchment.		Finally,	it	is	worth	recognising	explicitly	that	the	nature	and	magnitude	of	different	sources	of	uncertainty	 in	climate	 impact	assessments	are	 likely	 to	vary	 from	one	investigation	to	another,	for	example,	depending	on	the	specific	basin	of	interest,	the	region	 it	 falls	 within,	 the	 hydrological	models	 employed	 or	 input	 datasets	 used.	
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Nevertheless,	 this	 study	 draws	 attention	 to	 several	 understudied	 sources	 of	uncertainty	and	provides	results	against	which	future	studies	can	be	compared.		
7.9. Conclusion		Hydrological	models	are	extremely	valuable	tools	for	increasing	our	understanding	of	hydrological	processes,	both	generally	and	within	a	catchment-specific	context.	They	are	particularly	useful	for	undertaking	what-if	scenario	modelling	to	assess	the	potential	impacts	of	a	wide	variety	of	scenario	types	on	freshwater	resources.	It	is,	however,	 widely	 recognised	 that	 uncertainty	 is	 introduced	 at	 each	 stage	 of	 the	modelling	process.	Identifying	and	quantifying	the	different	sources	of	uncertainty	is	an	essential	aspect	of	hydrological	modelling	research.		This	thesis	investigated	sources	of	uncertainty	related	to	the	modelling	of	river	flow	projections	under	 climate	 change,	 using	 the	Mekong	River	Basin	 as	 a	 case	 study	catchment.	 Of	 the	 sources	 of	 potential	 uncertainty	 explored,	 choice	 of	 GCM	was	found	to	be	dominant.	However,	other	sources,	such	as	choice	of	hydrological	model	code	or	 structure,	 PET	method	and	 choice	of	 baseline	meteorological	 inputs	 and	their	 spatial	 distribution	 should	 not	 be	 ignored.	 These	 sources	 of	 uncertainty	contribute	 to	 the	 overall	 envelope	 of	 uncertainty.	 In	 terms	 of	 change	 in	 mean	discharge	using	a	seven	GCM	ensemble	for	a	prescribed	2	°C	increase	in	global	mean	temperature,	inter-GCM	related	uncertainty	(average	range	of	change:	~30%)	was	found	 to	be	~3.5	 times	greater	 than	PET	method-related	uncertainty	on	average	(based	on	 the	use	of	six	different	PET	methods).	Uncertainty	 for	change	 in	mean	discharge	 associated	with	 choice	 of	 spatial	 distribution	 of	meteorological	 inputs	(assessed	using	 three	spatial	distributions)	and	baseline	precipitation	(using	 two	alternative	 datasets)	 were	 found	 to	 be	 comparable	 in	 magnitude,	 and	 ~4	 times	smaller	than	PET-related	uncertainty	on	average.	GCM-related	uncertainty	assessed	using	41	GCMs	for	the	RCP4.5	scenario	is	nearly	twice	as	large	that	revealed	using	the	2	 °C,	 seven	GCM	ensemble.	Although	 these	 relative	magnitudes	are	based	on	changes	in	mean	discharge,	they	are	also	indicative	of	the	relative	impact	of	different	sources	of	uncertainty	on	changes	in	Q5	and	Q95.	Further	research	is	required	to	increase	 our	 understanding	 of	 how	 other	 decisions	 made	 during	 the	 modelling	process	can	impact	scenario	results.	
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