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EMULATING CONDENSED MATTER SYSTEMS IN CLASSICAL WAVE 
METAMATERIALS 
by Matthew Weiner 
Advisor: Professor Alexander B. Khanikaev 
One of the best tools we have for the edification of physics is the analogy. When we take our 
classical set of states and dynamical variables in phase space and treat them as vectors and 
Hermitian operators respectively in Hilbert space through the canonical quantization, we lose 
out on a lot of the intuition developed with the previous classical physics. With classical 
physics, through our own experiences and understanding of how systems should behave, we 
create easy-to-understand analogies: we compare the Bohr model of the atom to the motion of 
the planets, we compare electrical circuits to the flow of water through pipes of varying cross-
sectional radii, and we compare spacetime itself to a rubber sheet. In this dissertation, we will 
continue this time-honored tradition by mapping condensed matter systems to classical wave 
systems, i.e. by comparing the behavior of electrons in crystalline solids to the behavior of 
acoustic or electromagnetic waves in their respective media. We will pay particular attention to 
what are called topological condensed matter systems. 
Topology in condensed matter has a history spanning back a few decades ever since Thouless, 
Kohmoto, Nightingale, and den Nijs discovered the relationship between the quantized Hall 
conductivity and the first Chern number in the 1980s, thus establishing a link between physical 
observable properties and the topology hidden within the band structure. Afterward, a whole 
v 
 
host of topological phenomena have been discovered in condensed matter systems, which have 
been termed topological insulators. The general scheme of a topological insulator is that it 
behaves as a normal insulator within the bulk but at the boundary there exist conductive states 
that propagate robustly (i.e. insensitive to disorder or perturbations) or states that exponentially 
localize in zero-dimensions. Both of these boundary properties are guaranteed by the underlying 
bulk topology of the Brillouin zone manifold for the infinite lattice structure.  
These extraordinary properties generated much interest with physicists who sought to explore 
and understand these systems, including through the use of analogies. It is well known that we 
can map classical wave systems onto quantum systems (such as the correspondence between the 
electromagnetic wave equation in the paraxial limit with the Schrodinger equation), so it became 
of substantial interest of physicists to derive classical analogues of these novel systems full of 
rich physics. It was soon discovered that by finely tuning the geometric and material parameters 
of classical wave lattices (such as in acoustics and photonics), we are able to engineer and 
introduce the same topology that exists in the topological insulator for those respective systems. 
Chapter 1 is an introduction to the theory of topology in band structure, including an 
introduction to topology in general, the Berry phase, different types of topological invariants, the 
bulk-boundary correspondence, the modern theory of polarization, and selected types of 
topological insulators such as the bulk-polarized insulator, the Chern insulator, the 𝑍2 insulator, 
and the Floquet topological insulator. We outline many different types of symmetries of the 
lattice structure and how they might be used to allow for easier calculation of the topological 
invariant or how they must be enforced on the bulk Hamiltonian in order to provide topological 
protection of the conductive or exponentially localized boundary states. 
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In chapter 2 we take the selected types of topological insulators and discuss both the theory of 
the mapping onto classical wave systems and then the realization of those systems through 
experiment. We discuss for both cases of acoustics and photonics. 
In chapter 3, whereas the previous examples only had topological states localized exactly one 
dimension below the bulk (the boundary), we discuss a new class of topological states localized 
in more than one dimension of a D-dimensional system, referred to as Wannier-type higher-
order topological (HOT) states. We will discuss the theory behind both the two-dimensional 
Kagome lattice Wannier-type HOT insulator and the three-dimensional pyrochlore Wannier-
type HOT insulator using the methods learned in chapter 2, plus evidence from first-principles 
finite element method (FEM) wave simulations. Then, we will design and demonstrate the 
results from the experiment of the three-dimensional topological acoustic metamaterial 
supporting third-order (0D) topological corner states along with second-order (1D) edge states 
and first-order (2D) surface states within the same topological bandgap. 
In chapter 4, we extend the modern theory of polarization from chapter 1 and introduce the 
quantized multipole topological insulator (QMTI), described by higher-order electric multipole 
moments in the bulk. These QMTIs reveal new types of gapped boundaries, which themselves 
represent lower-dimensional topological phases and host topologically protected zero-
dimensional zero-dimensional corner states. We will discuss the difference between the 
Wannier-type from chapter 3, then move onto the theory of the QMTI, and then design and 
demonstrate the results from the experiment of the acoustic analogue of the quantized octupole 
topological insulator (QOTI) with spectroscopic evidence of a topological hierarchy of states in 




In chapter 5, we propose, fabricate and experimentally test a reconfigurable one-dimensional 
acoustic array which emulates an electron moving through a magnetic field and allows for the 
emergence of a fractal energy spectrum described by the Hofstadter butterfly. We map 
experimentally the full Hofstadter butterfly spectrum from spectroscopy of the acoustic system. 
Furthermore, by adiabatically changing the phason of the array, we map topologically protected 
fractal boundary states, which are shown to be pumped from one edge to the other.  
In chapter 6, we move away from topology and we demonstrate experimentally the control of 
sound waves by using two types of engineered acoustic systems, where synthetic pseudo-spin 
emerges either as a consequence of the evanescent nature of the field or due to the lattice 
symmetry. In the first type of system, we show that the evanescent sound waves bound to the 
perforated films possess transverse angular momentum locked to their propagation direction 
which facilitates their highly directional excitation in such acoustic metasurfaces. As the second 
example, we demonstrate that the lattice symmetries of acoustic Kagome array also offer 
transverse synthetic pseudo-spin which is locked to the modes linear momentum, thus enabling 
control of sound propagation in the bulk of the array. We experimentally confirm show that by 
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states. (A) Energy spectrum obtained from TBM for the pyrochlore lattice. Yellow, purple, blue, 
and red colored shaded regions are for bulk, surface, edge, and corner states, respectively. (B) 
xxii 
 
Normalized density of states for the expanded lattice obtained from the measurements of the 
frequency response at the top of each site. Each region’s densities of states (bulk, surface, edge, 
and corner) were obtained by filter functions of bulk, surface, edge and corner, respectively. The 
full width at half maximum (FWHM) of the corner state is approximately 140 Hz with a 
maximum at 8380 Hz, corresponding to a quality factor of 60, well within the estimate for an 
individual resonator to permit the topological properties of this mode. (C) Logarithmic map of 
the spatial distribution without filter functions of acoustic power with source placed at the 
starred cylinder and measured at frequencies I, II, III, and IV in (B). ........95 
Figure 4.1 Left: Tight-binding schematic of the octopolar insulator. Right: Band structure of the 
TBM with undimerized structure (dashed lines) showing degeneracy at the A point and 
dimerized (solid lines) structure showing the gap opening. Both the blue and green bands are 
four-fold degenerate for a total of eight bands (corresponding to the eight degrees of freedom 
per unit cell). ................................................................................................................................99 
Figure 4.2 Energy spectra of the (left) pyrochlore lattice, from figure 3.10, and (right) energy 
spectrum of the finite octopolar lattice with expanded choice of unit cell. Unlike the Wannier-
type HOT insulator, here the bulk modes (gray), the perpendicular surface (orange), the parallel 
surfaces (yellow), and the edges (blue) are all gapped. The topologically protected corner sites 
(red) remain pinned to the zero energy, still guaranteed by the chiral symmetry. ....................103 
Figure 4.3 Comparison of the first-order Wannier bands with (left) the octopolar HOT insulator 
and (right) the pyrochlore Wannier-type HOT insulator. We see that the first order bands in the 
octopolar case are gapped, thus carrying their own topological invariant, caused by the higher 
order electric multipole moment present in the bulk. ................................................................105 
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Figure 4.4 Figure 4.4 | Flux π through each plaquette a simple case which can be extended to 
arbitrary case. a, a simple distribution of acoustic dipole modes in the xy-plane of our structure. 
If we assume interaction between high pressure and lower pressure (+,-) is negative, and 
interaction (+,+) or (-,-) is positive, then the plaquette has flux π due to the negative coupling. If 
𝑛 number of dipole modes flip their phases, varied flux caused by such change is 2𝑛𝜋, where 
𝑛 = 1,2,3,4, thus the total flux π is invariant. b, a simple distribution of acoustic dipole modes 
in the xz-plane (yz-plane) of our structure. The same analysis can be applied and we get the 
conclusion that total flux is always 𝜋 through the plaquette in xz-plane (yz-plane). 114 
Figure 4.5 Acoustic octupole topological insulator. a, geometry for minimal tight-binding model 
of octupole topological insulator, 𝛾⊥ and 𝜆⊥ are the intra-cell and inter-cell couplings in the 
plane perpendicular to 𝑧 axis, and 𝛾𝑧 and 𝜆𝑧 are the intra-cell and inter-cell couplings in the 𝑧 
direction. b, unit cell design of acoustic tetragonal crystal that guarantees the negative coupling 
at each plaquette of the lattice, geometry parameters are provided in the Methods. c, band 
structures of the acoustic unit cell in b, shaded grey region indicates the frequency bandwidth of 
interested bands (orange colored), inset figures show four-fold degenerate band structures of 
interest (slight deviation due to meshing in numerical calculation) and high symmetry lines and 
points in the tetragonal Brillouin zone, respectively. d, Acoustic pressure profile of the acoustic 
coupled dipolar modes taken at the high symmetry point A. ....................................................115 
Figure 4.6 Higher-order topology and corresponding boundary states of the acoustic tetragonal 
crystal. a-c, n-th order Wannier bands obtained based on the first principle FEM simulation. a, 
1st order Wannier bands 𝜈𝑧 of the selective energy bands below the bandgap shown in Figure 1 
c. b, 2nd order Wannier bands 𝜈𝑥
−𝑧 of the Wannier-sector −𝜈𝑧. c, 3





of the Wannier sector −𝜈𝑥
−𝑧.  d-f, energy bands show hierarchy topological states in which d, 
energy bands of the supercell lattice (110) supporting the surface states (yellow colored bands). 
e, energy bands of the supercell lattice (010) supporting the hinge states (blue colored bands). f, 
energy diagram of a finite lattice composed of 3 × 3 × 3 unit cells supporting mid-gap edge 
polarization induced corner states. g-i, surface, hinge and corner field distributions over the 
finite lattice integrated from the respective boundary eigenstates inside the bulk bandgap in f. 
Surface and hinge states in the vertical boundaries are mixed and represented by grey colored 
bands in f. .........................................................................................................118 
Figure 4.7 Experimental demonstration of acoustic octupole TI. a, photograph of the assembled 
structure consisting of 3 × 3 × 3 unit cells. Location of probe holes is shown by red squares. b, 
Normalized acoustic frequency response spectra for the selective bulk (orange), surface 
(yellow), edge(blue) and corner sites(red) of a finite structure. Grey colored spectra represent 
surface and hinge states in the vertical boundaries perpendicular yellow colored surface. Inset is 
the schematic of selective groups of resonators, in which their respective topologies are shown, 
like bulk has octupole moment 𝑜𝑥𝑦𝑧, top surface has octupole moment 𝑞𝑥𝑦, and top edges have 
dipole moment 𝑝𝑥 and 𝑝𝑦. c-f. The field profiles of c, bulk states, d, surface states, e, hinge 
states and f, corner states extracted from the frequency responses of all resonators and chosen at 
selected frequencies indicated by dashed lines in b. .........................120 
Figure 4.8 Frequency responses of single resonator at eight corners, respectively. Orange and 
blue colored spectra are for corners at the top and bottom surfaces of the structure in Figure 3a, 
dashed lines indicate the bandgap range of topological hinge states (~400Hz). The limited 
resolution of 3D fabrication as well as the loss induced by material absorption and leaky 
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channels lead to the fluctuation of resonant peaks and non-uniform broadening of corner modes 
located at different corner sites. The overall higher loss for lower surface are due to purely 
technical reasons, including larger surface roughness inside the resonators and the deliberate 
lower print quality (to accelerate fabrication) affecting the internal structure of the resin. ......121 
Figure 4.9 Topological classes of the 2nd order Wannier bands. a, diagram of the topological 
classes for the 2nd order Wannier bands as a function of |
𝜆𝑖
𝛾𝑖
| , 𝑖 = 𝑥, 𝑦, 𝑧. b-d, energy spectra of a 


























) = (0,0,0). ...........................................................................................123 
Figure 4.10 Unit cell, band spectra and corner mode.  (a) Schematic of the unit cell of 4D higher 
order topological insulator, where blue line indicates positive hopping (zero phase) and red line 
indicate negative hopping (𝜋 phase) so that each hypersurface has net 𝜋 flux. (b) (Blue color) 
Band spectra for trivial hyperlattice corresponding to intracell hopping amplitude 𝑡1 larger than 
intercell hopping 𝑡2 ( 
𝑡1
𝑡2
 = 10). (c) (Red color) Band spectra for topologically nontrivial higher-
order phase with 𝑡1  <  𝑡2  ( 
𝑡2
𝑡1
 = 10), 𝛿 = 0.2. (c) Amplitude distribution of the corner mode 
which shows attenuation of 4th order corner mode in all of four dimensions (energy 
corresponding to the red hexagonal point in (b)). .........................................................126 
Figure 4.11 Band spectra and boundary mode of the truncated one-dimensional resonator array 
mapped from 4D HOTI. (a) Hopping amplitudes and onsite energies of the effective 1D model. 
(b) Band spectra of the effective 1D model truncated to 20 sites obtained using the tight-binding 
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model. (c) The amplitude distributions corresponding to the projected 4th order topological 
corner mode in 1D array as found from tight-binding calculation. ........................128 
Figure 4.12 Band spectra and boundary mode of the truncated one-dimensional resonator array 
mapped from 4D HOTI. (a),(d) The amplitude distributions corresponding to the projected 4th 
order topological corner mode in 1D array as found from first principle simulations and 
experimentally. (b) Band spectra of the effective 1D model truncated to 20 sites obtained using 
first-principle FEM calculations. (c) The effective 1D model fabricated using 3D printing with 
hopping amplitudes 𝑡𝑖’s (the coupling between the sites) varying with position. (e) Density of 
states. Yellow, green and red regions are colour-coded to represent bulk, localized bulk and 
localized edge modes dominating in these regions.  ..................................................................131 
Figure 5.1  1D tunable acoustic quasicrystal, (A), Schematics of a single resonator with a piston. 
(B), Photograph of 8 (out of 37) tunable resonators of the fabricated quasi-periodic acoustic 
crystal. ..........................................................................................................................139 
Figure 5.2 Bulk-boundary correspondence in quasiperiodic crystal, (A), 𝐒𝐩𝐞𝐜(𝝓) based on eq. 
(1) at 𝝀 = 𝟐, with 𝝓 sampled over the rational values 𝒑/𝒒, 𝒒 = 𝟔𝟏𝟏, 𝒑 = 𝟎, … , 𝒒. (B), Bulk 
and edge state energy spectra numerically calculated from Eq. (1) for (𝒑, 𝒒) = (𝟏, 𝟔). (C). 
Spatial profiles of the resonant modes (picked at 4531Hz) simulated with COMSOL 
Multiphysics for the 1d quasi periodic array. The upper, middle and lower arrays have the 
bridges with different diameters 𝒅𝐜, which correspond to the cases of 𝝀 > 𝟐, 𝝀 = 𝟐 and 𝝀 < 𝟐, 
respectively. For all three cases, the parameters were fixed at 𝝓 =
𝟖
𝟑𝟕






Figure 5.3 Measurement of Hofstadter butterfly spectrum, (A), Schematics of a quasiperiodic 
lattice with variable long-range order, (B), Normalized density of states for the case 𝒑 = 𝟖 with 
fractal bandgaps labeled. (C), Hofstadter butterfly spectrum mapped from the measured density 
of states for different p values. (d), Peaks of resonance frequencies extracted from the frequency 
responses for sites 𝟐 − 𝟑𝟔 and for all 𝒑 values. The red arrow indicates the position p=8, 
considered as an example in the text. ..................................................................146 
Figure 5.4 Mapping the edge spectrum using adiabatic pumping of phason 𝜽 for the case 
(𝒑, 𝒒) = (𝟒, 𝟐𝟒). (A), Schematics of edge state transfer during phason 𝜽 pumping; the range of 
this pumping is indicated by the orange line in Figure 4b. (B), Band structure obtained from 
first-principle calculations. (C), Band spectrum mapped from the measured normalized density 
of states for each 𝜽. (D), Acoustic pressure distributions of edge states found from first-principle 
simulations; these field profiles, from the bottom panel to the top panel, correspond to the edge 
states marked by dots in Figure 5.4B and are arranged from the lower frequency to the higher 
frequency. (E), Measured acoustic pressure amplitude distributions 𝐒𝐧 in logarithmic scale, 
these field profiles correspond to the edge states marked in dots in Fig 5.4C. .........................148 
Figure 6.1 Transverse angular momentum of near-field and directional excitation of acoustic 
waves in 2D hole array. A, Schematic of the hole unit cell with the array (pictured behind) 
drilled in high density material. B, The dispersion of guided modes supported by the acoustic 
hole array with sound line f = ck/2π where c is the speed of sound in air 343.2 m/s. C, pressure 
field profile and the projection of the velocity field onto a circularly polarized eigenstate of the 
guided waves with propagation in the forward direction for the point indicated by the red dot in 
B. D, Experimental results demonstrating directional excitation in 2D array of holes drilled in 
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HDPE sheet. The structure parameters are as follows: lattice constant 𝒅 = 𝟏𝟎 𝒎𝒎, hole side 
length 𝒂 = 𝟖 𝒎𝒎, depth 𝒉 = 𝟏𝟎 𝒎𝒎 . The hole array was fabricated by CNC drilling in 5/8 
inch HDPE. .........................................................................................................156 
Figure 6.2 Transverse angular to linear momentum coupling for acoustic modes in kagome 
lattice with synthetic degrees of freedom. (a) Schematic of the Kagome unit cell, as seen in 
chapter 4. (b) Band structure of the Kagome lattice with color-coded chirality for the bulk 
modes. Here, red denotes left-circularly polarized (LCP) and blue denotes right-circularly 
polarized (RCP). Since a complete basis must include the in-phase modes, we denote 
transparency of the bands as in-phase, such as the lower band at the 𝚪 point. ..........................158 
Figure 6.3 Experimental demonstration of selected acoustic mode propagation. (A) Map of the 
Kagome lattice with measured path outlined in green and source located at the central blue site. 
Each corner of the hexagon represents the K/K’ points of the Brillouin zone. When measuring 
the amplitude and phase response along the green path, we considered the 𝐶3 symmetry of the 
lattice: placing a source at the central blue site and measuring the amplitude/phase response at 
the blue site on the green path is equivalent to placing the source at the central orange (magenta) 
site and measuring the amplitude/phase response at the orange (magenta) site along the green 
path. At each site n along the green path we can now describe the full amplitude response for a 
circularly polarized source as a superposition of the contribution from each of the individual 
source sites:  
?̃?𝑛 = ?̃?𝑏𝑙𝑢𝑒,𝑛 + ?̃?𝑜𝑟𝑎𝑛𝑔𝑒,𝑛 𝑒
±𝑖(2𝜋 3)⁄ + ?̃?𝑚𝑎𝑔𝑒𝑛𝑡𝑎,𝑛 𝑒
±𝑖(4𝜋 3)⁄   
xxix 
 
(B) Large scale first principles calculation of two sources placed at the center of different 
handedness. 
(C) Angular distribution of the numerically calculated amplitude response. 
(D) Angular distribution of the full amplitude response ?̃?𝑛. Orange represents left-circularly 
polarized (LCP) superpositions and blue represents right-circularly polarized (RCP) 
superpositions. LCP sources propagate along the K direction while RCP sources propagate 













CHAPTER 1 - INTRODUCTION 
1.1 INTRODUCTION TO TOPOLOGY 
Topology as a mathematical field is the study of the properties which remain unchanged under 
the continuous deformations of manifolds, known as invariant quantities. The canonical 
example is that of the coffee cup and the donut – it is possible to create a mapping between the 
two manifolds which transforms one into the other without ripping, tearing, or puncturing the 
manifold. Here, the invariant is the number of holes: both the coffee cup and the donut contain 
one hole. We can generalize and say that any group of closed, compact two-dimensional 
Riemannian manifolds can be transformed into each other iff they have the same number of 
holes. For example, as shown in Figure 1.1, while the coffee cup can be continuously 
transformed into the donut, this is not possible for the coffee cup and the sphere since the sphere 
does not have any holes – one would need to puncture the manifold. 
 
Figure 1.1 – Surfaces of g=1 being continuously and smoothly deformed one into another; the 
coffee cup and the donut are topologically equivalent. 
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Mathematically, this is the Gauss-Bonnet theorem, which can be stated thusly: let ℳ be a 
closed, compact Riemannian manifold (i.e. one without boundary). With 𝒦 as the Gaussian 
curvature of ℳ, it is always true that 
∯ 𝒦𝑑𝐴
ℳ
= 4𝜋(1 − 𝑔) (1.1) 
where g is the genus of the manifold and in our case above, g is the number of holes. For the 
coffee cup and donut, g = 1 and for the sphere, g = 0. Interestingly, this means that for any 
closed, compact Riemannian manifold, this integral will always evaluate to an integer multiple 
of 4𝜋. For the specific case above with the coffee cup and donut, the evaluation of this integral 
will remain unchanged, and we can classify these surfaces by the topological invariant of the 
genus, or the number of holes in the specific case. Any two manifolds of the same genus can be 
continuously deformed into one another without ripping, tearing, or puncturing the manifold 
(and conversely, two manifolds of different genus cannot be continuously deformed into one 
another). 
Then, in the 1980s when Thouless, Kohmoto, Nightingale, and den Nijs (TKNN) discovered the 
relationship between the quantized Hall conductivity and the first Chern number (TKNN 
invariant)[1], the language of topology became directly applicable to condensed matter physics. 
Here, they describe the Brillouin zone itself as a compact manifold (specifically 𝑇2 for a two-
dimensional crystalline solid) with the eigenstates as 𝑈(1) fibers over the manifold and the 







where C is the integer topological invariant characterizing the global structure of the fiber 
bundle defined by the ensemble1 of eigenstates over the manifold. In this context, an example of 
a so-called “trivial” band structure C = 0 is an insulator, a simple gapped system with a valence 
band of occupied states and an empty conduction band. A “non-trivial” band structure C ≠ 0 
would still be gapped, but it is no longer equivalent to that of an insulator and it is called the 
quantum Hall state in this context.[2-4] Much like with the donut and the coffee cup, it is not 
possible to smoothly deform a C = m band structure into a C = n band structure with m ≠ n 
through only adiabatic (continuous) processes. Since then, we have discovered several types of 
topological invariants classifying many types of band structures, hitherto called topological 
band structure theory.[5, 6] We now begin to outline the process needed to calculate certain 
types of topological invariants and then proceed to outline the process to achieve the higher 
order band structure topology.  
1.2 BERRY PHASE 
Consider a quantum system parameterized by 𝜇(𝑡) with Hamiltonian ℋ̂𝜇. At a fixed time t, the 
time-independent Schrodinger equation is 
ℋ̂𝜇𝜓𝑛𝜇 = 𝑛𝜇𝜓𝑛𝜇 (1.3) 
where n indexes the eigenstates. According to the quantum adiabatic theorem, if we were to 
time-evolve this system adiabatically and transport the nth eigenstate 𝜓𝑛𝜇 along a path in the 
 
1 For a single k vector of the Brillouin zone is an associated Hilbert space with some group of 




parameter space of 𝜇(𝑡), after time t the quantum state remains in the nth eigenstate while 
acquiring a total phase 
𝜓𝑛𝜇 → Ψ𝑛𝜇(𝑡) = 𝑒
𝑖 𝜃𝑛(𝑡)𝑒𝑖 𝛾𝑛(𝑡)𝜓𝑛𝜇 (1.4) 







 is known as the dynamical phase factor and 𝛾𝑛(𝑡) is a yet-to-
be-determined phase called the geometric phase factor (freely adding this phase still satisfies the 
conditions of the time-independent Schrodinger equation above). 




































where 𝜇𝑖 and 𝜇𝑓 are the initial and final values respectively of the parameter through the 
adiabatic process. Now if we consider a closed loop through the parameter space such that 𝜇𝑖 =
𝜇𝑓 after a time T, we obtain 








and generalizing to higher dimensional parameter spaces: 
 𝛾𝑛(𝑇) = 𝑖 ∮𝑑𝝁 ⋅
𝐶
⟨𝜓𝑛𝜇|𝛁𝜇|𝜓𝑛𝜇⟩ (1.8) 
which is known as the Berry phase[7], the adiabatic transport of an eigenstate through a closed 
path in the parameter space of 𝜇. We continue and define the integrand 
𝐀n(μ) = 𝑖⟨𝜓𝑛𝜇|𝛁𝜇|𝜓𝑛𝜇⟩ (1.9) 
as the Berry connection. It should be noted that this quantity is not gauge independent and upon 




the corresponding transformation to 𝐀𝑛(𝜇) is 
𝐀𝑛(𝜇) → 𝐀𝑛
′(𝜇)
= 𝐀𝑛(𝜇) − 𝛁𝜇𝛼𝑛(𝜇) (1.11) 
which turns out to be similar to the gauge transformation of the vector potential from 
electromagnetism. We can also conclude that the Berry connection is then the “vector potential” 
of the parameter space, analogous to the true magnetic vector potential of real space 
electromagnetism. 
If the parameter space is three-dimensional (which can be generalized to higher dimensions 
using differential geometry), because of the Berry connection’s similarities to the vector 
potential of electromagnetism, we can introduce the quantity called the Berry curvature,  
𝐅𝑛 = 𝛁𝜇 × 𝐀𝑛 
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and then we can apply Stokes’ theorem to write Eq. 1.8 as a surface integral over an area S: 
 𝛾𝑛(𝑇) = ∮𝑑𝝁 ⋅
𝐶
𝐀𝑛(𝑇) = ∬𝑑
2𝐒 ⋅ 𝛁𝜇 × 𝐀𝑛(𝑇)
𝑆
= ∬𝑑2𝐒 ⋅ 𝐅𝑛(𝑇)
𝑆
(1.12) 
where we define 𝐅𝑛 = 𝛁𝜇 × 𝐀𝑛 as the Berry curvature. This is the “magnetic field” of the 
parameter space, analogous to the true magnetic field of real space electromagnetism. 
Additionally, this is a manifestly gauge invariant quantity, meaning that the Berry phase 𝛾𝑛(𝑇) 
must be directly related to physical observables as well. 
Previously, physicists believed this quantity 𝐀𝑛(𝜇) and the Berry phase to be unimportant - one 
could always choose a gauge 𝛼𝑛(𝜇) such that 𝐀𝑛′(𝜇) evaluates to zero. In classical 
electromagnetism this is demonstrably true: Gauss’s law for magnetism, one of Maxwell’s 
equations, states that the divergence of the magnetic field is zero through any enclosed surface. 
An analogous statement here would be that the divergence of the Berry curvature is always zero, 
or that the Berry phase is always zero. However, as was demonstrated by Michael Berry in 
1984[7], we know that the Berry phase need not evaluate to zero, a fact that has crucial physical 
implications for many types of condensed matter systems. This is the first step in introducing 
topology into band structure. 
1.3 BERRY CURVATURE OF BLOCH ENERGY EIGENSTATES 
We will begin to investigate the Berry phase in condensed matter systems by assigning the 
Bloch states 𝑢𝑛𝐤(𝐫) to the role of the instantaneous eigenstates and the Bloch momenta k as our 
adiabatically varying parameter. We first consider two cases of topological band structure: the 
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quantum Hall state with non-zero Chern number and non-trivial bulk polarization with 
vanishing Chern number. 
1.3.1 CHERN NUMBER 
Consider the time-independent Schrodinger equation for a single particle in a periodic potential 
with lattice constant R: 
ℋ̂(𝐫)𝜓𝑛𝐤(𝐫) = 𝑛𝐤𝜓𝑛𝐤(𝐫) (1.13) 
where 𝑉(𝐫) = 𝑉(𝐫 + 𝐑), ℋ̂(𝐫) ≡ −
ℏ2
2𝑚
𝛁2 + 𝑉(𝐫), and n is the band index. The solution to this 
equation is of the form 
𝜓𝑛𝐤(𝐫) = 𝑒
𝑖𝐤⋅𝐫𝑢𝑛𝐤(𝐫) (1.14) 
and is known as Bloch theorem. We re-write the equation by multiplying 𝑒−𝑖𝐤⋅𝐫 to both sides: 
ℋ̂′(𝐫)𝑢𝑛𝐤(𝐫) = 𝑛𝐤𝑢𝑛𝐤(𝐫) (1.15) 
where ℋ̂′(𝐫) = 𝑒−𝑖𝐤⋅𝐫ℋ̂(𝐫)𝑒𝑖𝐤⋅𝐫, a unitary transformation. 
By comparing Eq. 1.15 to Eq. 1.3 from before, we follow the steps to obtain the Berry 
connection and Berry curvature for a single band n: 
𝐀𝑛(𝐤) = 𝑖⟨𝑢𝑛𝐤|𝛁𝐤|𝑢𝑛𝐤⟩ (1.16) 
𝐅𝑛(𝐤) = 𝛁𝐤 × 𝐀𝑛(𝐤) (1.17) 
and the Berry phase: 
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∫ 𝑑2𝐤 ⋅ 𝐅𝑛(𝐤)
𝐵𝑍
(1.19) 
where we integrate over the whole Brillouin zone. The Chern number will always evaluate to an 
integer number and it is a true topological quantity. The argument can best be explained using a 
two-dimensional Brillouin zone (which generalizes for any closed manifolds, much like the 
Gauss-Bonnet theorem). Consider an infinitesimally small plaquette of four adjacent non-





Figure 1.2 – Above: The (𝛼, 𝛽)𝑡ℎ plaquette in the Brillouin zone featuring four non-orthogonal 
eigenstates. The loop around this path returns the total phase accumulated during transport. 
Below: Two adjacent plaquettes demonstrating that for every path sweeping upward through 
two nonorthogonal states, there is also a path sweeping downward through the same states, thus 
canceling each other out in the bulk of the Brillouin Zone. 
plaquette and consider the total phase accumulated during this transport: 
𝑒−𝑖 𝛾𝑝
(𝛼,𝛽)
= ⟨𝑢𝑘𝑥,𝑘𝑦|𝑢𝑘𝑥+𝛿𝑘,𝑘𝑦⟩ ⟨𝑢𝑘𝑥+𝛿𝑘,𝑘𝑦|𝑢𝑘𝑥+𝛿𝑘,𝑘𝑦+𝛿𝑘⟩ 
                                                   ⋅ ⟨𝑢𝑘𝑥+𝛿𝑘,𝑘𝑦+𝛿𝑘|𝑢𝑘𝑥,𝑘𝑦+𝛿𝑘⟩ ⟨𝑢𝑘𝑥,𝑘𝑦+𝛿𝑘|𝑢𝑘𝑥,𝑘𝑦⟩ (1.20) 
where 𝑒−𝑖𝛾𝑝
(𝛼,𝛽)
 is the Berry phase per plaquette for the (𝛼, 𝛽)th plaquette. Now if we consider 
the product of 𝑒−𝑖𝛾𝑝
(𝛼,𝛽)
 for every plaquette, we will acquire the total Berry phase for a closed 
path through every k-indexed state in the Brillouin zone. Accordingly, each plaquette loop will 
have a path in the interior which cancels with the adjacent plaquette, where it is demonstrated in 
Figure 1.2 how there will be a contribution from 𝑒−𝑖𝛾𝑝
(𝛼,𝛽)
 with  ⟨𝑢𝑘𝑥+𝛿𝑘,𝑘𝑦|𝑢𝑘𝑥+𝛿𝑘,𝑘𝑦+𝛿𝑘⟩ and a 
contribution from 𝑒−𝑖𝛾𝑝
(𝛼+1,𝛽)
with ⟨𝑢𝑘𝑥+𝛿𝑘,𝑘𝑦+𝛿𝑘|𝑢𝑘𝑥+𝛿𝑘,𝑘𝑦⟩, complex conjugates which cancel in 
the product. For an open manifold, the only contributions left to the product would just be the 
paths along the boundary of the manifold but the Brillouin zone is a closed manifold where the 
state on the edge at k = (0, ky) is equivalent to the state at k = (2π, ky) and vice versa along kx. 
We see how every contribution to the product has a complex conjugate that also contributes to 
the product, even along the “boundary”, and they cancel each other out. Therefore, 
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] = exp[−𝑖𝛾𝑛] = 1 (1.21) 
and the Berry phase must be an integer multiple of 2π. 
By taking the continuum limit for infinitesimally small plaquettes, this statement is equivalent to 






] ⟶ exp [−𝑖 ∫ 𝑑𝐤 ⋅ 𝐅𝑛(𝐤)
𝐵𝑍
] = exp[−𝑖𝛾𝑛] = 1 (1.22) 
and by correspondence with Eq. 1.17 above, C𝑛 ∈ ℤ. This quantity corresponds to the number of 
topological defects located on the Brillouin zone manifold, specifically a defect which behaves 
like a “magnetic” monopole. If the Chern number is non-zero, it is like enclosing “magnetic 
monopoles” on the Brillouin zone, meaning that it is impossible to choose a gauge in which the 
Berry phase vanishes, and the Chern number will be topologically locked at its respective value 
in this adiabatic limit.  
Finally, to obtain the complete Chern number for the band gap, simply add the Chern number 
for all occupied bands: 
C = ∑ Cn
𝑛∈𝑜𝑐𝑐
(1.23) 
and we have our first description of band structure topology. As mentioned before in section 1.1, 
an “insulator” with non-zero Chern number describing the band gap is called a quantum Hall 
state for systems with a real external magnetic field (since it is directly related to the quantum 
Hall effect) but it can also be called a Chern insulator for systems with no external magnetic 
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field as introduced by Haldane. In the Haldane model, an imaginary next-nearest neighbor 
hopping per unit cell acts as an effective vector potential but with zero flux per unit cell so the 
same topology can be achieved. This is known as the anomalous quantum Hall effect (we will 
discuss more about Chern insulators in detail in section 1.6.2). And of course, both of these are 
still topologically distinct from the ordinary insulator.  
1.3.2 VANISHING CHERN NUMBER AND THE MODERN THEORY OF 
POLARIZATION 
According to classical electromagnetism, the electric polarization of a dielectric is the dipole 





Interestingly, in the bulk of a crystalline solid, this polarization is not uniquely defined. Consider 





Figure 1.3 – One-dimensional ionic chain with alternating cation and anion. Above: Valid 
choice of unit cell with the cation positioned towards the left edge, thus having a dipole moment 
per unit volume pointing towards the right. Below: Another valid choice of unit cell, this time 
with anion positioned towards the left edge, thus with dipole moment per unit volume pointing 
towards the left. 
If one were to consider the unit cell in the upper chain, the polarization would be pointed 
towards the right while if one were to consider the unit cell in the lower chain, the polarization 
would be pointed towards the left. Gauss’s law is still upheld with either case though: a different 
determination of P would yield a different value of the free charge density 𝜌𝑓 on the surface of 
the crystal such that ∇ ⋅ 𝐃 = 𝜌𝑓 (since 𝐃 = 𝐄 + 4𝜋𝐏). Therefore, such an ambiguation doesn’t 
matter physically, but the question becomes if there’s some unique way to determine how the 
electrons move and localize in the bulk without considering the boundaries of the material. As 
Resta notes,[8] the answer is yes: although the polarization might not be uniquely defined, the 
variation in the polarization is and it was explained by King-Smith and Vanderbilt[9] soon after 
that this variation in the polarization is inextricably linked to the same Berry phase of the Bloch 
state explored in the previous section but with vanishing Chern number.  
We begin with a one-dimensional (which can soon be generalized to higher dimensions) lattice 
with periodic boundary conditions in the thermodynamic limit 𝑁 → ∞ and lattice constant a. 
We will consider that the mth lattice site is located at 𝑅𝑚 = 𝑚𝑎 with 𝑚 ∈ ℤ. As before we find 
that the Bloch states satisfy the time-independent Schrodinger equation, but this time we will be 
using the Fourier transformation of the Bloch states, called the Wannier states: 
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These Wannier states maintain many of the properties of the Bloch states: they form a complete, 






|𝑣𝑛𝑚⟩ = |𝑣𝑛(𝑚+𝑎)⟩ , (1.26) 
and, crucially, they are exponentially localized in their respective spaces where the Bloch states 
are localized in k-space while the Wannier states are localized in real space such that 
|𝑣𝑛𝑚| < 𝑒
−|𝑥| 𝜉⁄  
where 𝜉 is a characteristic length of localization. We leverage this property of localization in 
real space to concretely define the center of electronic charge within a single unit cell at the 0th 
lattice site, which we relate to polarization as 

























































→ 𝑁 ∫ 𝑑𝑥
𝑐𝑒𝑙𝑙





























and by comparing with the Berry phase in Eq. 1.12, we obtain 





where the one-dimensional 𝛾𝑛 is called the Zak phase[10] of a one-dimensional periodic lattice. 
Additionally, this quantity is gauge dependent, it is always possible to choose a gauge such that 
the Zak phase also vanishes since the underlying space is smooth (vanishing Chern number 
means no topological defects). Not only that, the Zak phase is coordinate dependent for the same 
reasoning as shown in Figure 1.3 - redefining the choice of unit cell such that the origin of the 
unit cell is at the center of charge, the Zak phase will necessarily vanish as well.  
We will now show that this variation of the polarization under an adiabatic transformation using 
is consistent and gauge invariant. Consider a single occupied band with a polarization 𝑃(𝜇) 
which we transform adiabatically from 𝑃(𝜇0) → 𝑃(𝜇1) (this parameter could be the magnitude 
of an externally applied electric field, for example). This change in polarization Δ𝑃(𝜇) ≡
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𝑃(𝜇1) − 𝑃(𝜇0) is now a new quantity with a two-dimensional parameter space 𝐤 = (𝑘, 𝜇). We 
can take a loop around the space as (−𝜋, 𝜇0) → (−𝜋, 𝜇1) → (𝜋, 𝜇1) → (𝜋, 𝜇0) → (−𝜋, 𝜇0) and 




|𝑢𝑘(𝜇)⟩ = 0 so no extra phase is accumulated. Thus, Δ𝑃(𝐤) is: 






and by Stokes’ theorem 
Δ𝑃 = −𝑒𝑎 ∬
𝑑2𝐤
2𝜋








which is a well-defined, gauge independent quantity since 𝐅(𝐤) is a gauge independent quantity. 
From here we can see why a vanishing Chern number is important: if the Chern number were 
non-zero, the Zak phase couldn’t even be defined because it would require integrating across a 
discontinuity. For higher dimensional lattices, Chern number would still be required to vanish 
because it would depend on choice of Brillouin zone, making any notion of polarization 
meaningless. We will use the example presented by Chen Fang:[11] consider a two-dimensional 
lattice with lattice vectors 𝐚1, 𝐚2, reciprocal lattice vectors 𝐛1, 𝐛2, and a single occupied band. 
For simplicity, we’ll set the magnitude of the charge equal to 1 since we want to determine 
where the center of charge is, not its magnitude. Then, polarization is defined as 










A𝑖(𝑘1𝐛1 + 𝑘2𝐛2) . (1.30) 
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We take i = 1 and integrate out 𝑘1 to obtain a one-dimensional polarization at fixed 𝑘2 with an 
expression similar to 1.28 




Now consider if we were to integrate 𝑘2 from 0 to 1. If the Chern number were non-zero, this 
would change the polarization by an integer quantity that is exactly C. However, a different 
choice of Brillouin zone might not enclose the topological defect, meaning the polarization 
doesn’t change by an integer quantity. No physical quantity should depend on choice of the 
Brillouin zone, so polarization cannot be consistently defined. 
In general, the bulk polarization of any n-dimensional lattice (with charge magnitude set to 
unity) is 
𝐏 = 𝑝𝑖𝐚𝑖 






where the Tr[…] forces us to consider only intra-band interactions rather than interactions 
between different bands and Ω is the area of the Brillouin zone. 
With either Chern number or bulk polarization, it is possible to topologically characterize band 
structure through an invariant by leveraging the properties of the Berry curvature for Bloch 
energy eigenstates. Now, we will move onto the most important physical consequence of non-
trivial band structure topology and discuss bulk-boundary correspondence. 
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1.4 BULK-BOUNDARY CORRESPONDENCE 
With all of this discussion about non-trivial band structure topology, a natural question arises: 
what are the specific physical observables related to the underlying topology of the Bloch 
states? The Bloch states are delocalized to the whole lattice and require a bulk of infinite extent, 
if we truncate the lattice and provide a finite boundary, what will we observe? We have 
discussed how the Chern number and the variation in polarization are gauge invariant quantities, 
so they must be related to some physical observables. In fact, this observable can be measured 
and analyzed not in the bulk, but on the boundary of the topological domain: 
“A fundamental consequence of the topological classification of gapped band structures is the 
existence of gapless conducting states at interfaces where the topological invariant changes.” 
(M. Z. Hasan, C. L. Kane, 2010)[5] 
This is a succinct statement of the concept known as bulk-boundary correspondence. The bulk 
here references the topology of the band structure, or bulk topology since Bloch states require a 
bulk of infinite extent. The boundary here references the edge of two topological domains once 
the bulk has been truncated. For example, the edge of two topological domains could just be the 
boundary of a material and air, where the air is a trivial domain (insulator) and the material is 
non-trivial (topological). This is called a domain wall. 
For a large variety of systems, the bulk-boundary correspondence has either not been proven, or 
is very difficult to prove. In the literature, bulk-boundary correspondence tends to be treated as a 
conjecture – it is sufficient to merely demonstrate non-trivial bulk topology rather than directly 
prove the link between the bulk topology and the gapless conductive edge states for a general 
system. The reasoning is that physics is an experimental science, so any conjecture can be 
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proven in the lab. Let us now take the simple example of the SSH model[12] and truncate it, 
leaving finite boundaries. 
1.4.1 SSH MODEL 
Consider a one-dimensional chain in the tight-binding limit with N unit cells, a staggered 
hopping potential from each site, switching between 𝛾 and 𝜅, and lattice constant a, as shown in 
Figure 1.4. Each of the dashed lines represent an equally valid unit cell in the bulk and letting 
 
FIGURE 1.4 – The SSH model chain. Here, each sublattice (green) is indistinguishable from 
the next, but the hopping is not – the hopping alternates from 𝛾 coupling potential to 𝜅 coupling 
potential and back again where 𝛾 and 𝜅 are defined through the tight-binding model and we 
choose 𝛾 > 𝜅. Two valid choice of unit cells are shown with the dotted lines, called the 
expanded and shrunken unit cell, defined by which coupling potential is larger: intra-cell 
(shrunken) or inter-cell (expanded). 
𝜅 < 𝛾, we label the expanded (shrunken) cell with the smaller (larger) coupling potential within 
the unit cell and the larger (smaller) coupling potential leading out of the unit cell. Following the 
method of 1.3.2, we know that a variation in the polarization (such as if we were to adiabatically 
tune the coupling) is gauge independent and a topological invariant. Additionally, because of the 
manifest inversion symmetry of the structure, we can make an even stronger statement 
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following the argument of Fang: provided that the shrunken unit cell can be transformed into the 
corresponding unit cell of the expanded lattice by a series of unitary transformations 
(translational, rotational), thereby swapping the amplitudes of 𝜅 and 𝛾, then the following 
statement is true: the variation of bulk polarization between the shrunken and expanded lattice is 
topologically nontrivial. The purpose of this statement is that instead of following the method of 
the Rice-Mele model[13] with a topological charge pump to demonstrate the topological 
structure, we merely need to demonstrate the polarization difference between the two unit cells. 
Now assume that the eigenstates of the expanded unit cell are |𝑢𝑒𝑥(𝑘)⟩ and there exists a unitary 
transformation which takes the expanded unit cell eigenstates to the shrunken unit cell 
eigenstates: Û|𝑢𝑒𝑥(𝑘)⟩ → |𝑢𝑠ℎ(𝑘)⟩. Of course, this is just a translation by half a unit cell, so Û =








































= 𝑝𝑒𝑥 + 𝛿𝑝 
and we see that the difference in polarization between the expanded and shrunken cells is the 
















meaning that the difference between where the center of charge is located in each unit cell is 
displaced by half the length of the unit cell. Within the infinite lattice, this value is merely a 
gauge and this constant term would disappear when taking the curl of the Berry connection. 
However, this 𝛿𝑝 plays a role if there are boundaries between two topological domains of the 
lattice (including termination) since the boundaries break inversion symmetry and introduce 
real, physical changes between the expanded and shrunken unit cells at these boundaries. This 
physical change is accompanied by the presence of edge states at the boundary and this will 
remain a recurring argument throughout this work, especially for any lattice with 𝐶𝑛 point group 
symmetry. 
Now that we have established that there is a difference in polarization between the two unit 
cells, and thus a topologically non-trivial property between them, we will use the language of a 
low energy continuum theory to discover the properties of the edge states.[14] Here, we will 
consider the quantity 𝜅 as a function of the position that varies sufficiently slowly in space (i.e. 
that the eigenstates describing this continuum model are well-localized in the center of the 
Brillouin zone), as shown in Figure 1.5. When 𝜅 > 𝛾, the unit cell is  
 
FIGURE 1.5 – Continuum limit of a very long SSH chain with graph of the coupling potential 
𝜅 as a function of x, the position along the chain with respect to the origin towards the left. The 
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dashed line represents 𝛾 (held constant), therefore we should expect topological transitions 
whenever 𝜅(𝑥) crosses the value of 𝛾 (marked with X) for this chain. We call these domain 
walls. 
shrunken. When this value switches, we arrive at a domain wall where the 𝛿𝑝 becomes 
nontrivial. To begin, we provide the bulk momentum space Hamiltonian for the lattice model, 
written in the usual two-band form: 
ℋ̂ = (𝜅 + 𝛾 Cos[ka ])σ̂x + 𝛾 Sin[ka]?̂?𝑦 (1.33) 
with eigenvalues 
𝐸 = ±√𝛾2 + 𝜅2 + 2𝛾𝜅 Cos[ka] (1.34) 
and from here, we linearize k at the edge of the Brillouin zone 𝑘 →
𝜋
𝑎
+ 𝑞, because for low 
energies we expect all relevant excitations to occur closest to the Fermi level (see figure 1.6).  
 
FIGURE 1.6 Band structure of the SSH chain at half-filling with varying coupling parameters 𝜅 
and 𝛾. When 𝜅 = 𝛾 such as in (a), the two bands touch at the Fermi energy with 𝑘 = ±𝜋. When 
𝜅 and 𝛾 are slightly detuned from each other as the case in (b), the gap at the Fermi energy 
opens (c), justifying the linearization of the Hamiltonian at that point. We would like to note 
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how the band structures are completely indistinguishable from each other if we were to swap 𝛾 
and 𝜅, hence necessitating a topological analysis between the two domains. 
Then, we take the continuum limit 𝑞 → −𝑖𝜕𝑥 to obtain 
ℋ = 𝑀(𝑥)𝜎𝑥 + 𝑖𝛾𝜕𝑥𝜎𝑦 (1.35) 
where 𝑀(𝑥) = 𝜅(𝑥) − 𝛾, the so-called mass term given this Hamiltonian’s similarity to the 
Dirac Hamiltonian. We will take x=0 to be the location of the domain wall. Let’s consider that 
the mass term changes sign from negative (expanded) in the x<0 half domain to positive 
(shrunken) in the x>0 half domain. Additionally, consider that 𝑀(𝑥 → −∞) < 0 and 
𝑀(𝑥 → ∞) > 0. For the time-independent Schrodinger equation ℋ𝜙(𝑥) = 𝐸𝜙(𝑥) of the 











with energy E=0. Given the asymptotic conditions of the domain wall, this eigenstate decays 
exponentially as 𝑥 → ±∞, thus maintaining a localized state at the domain wall!  
For the case where you have a finite lattice with expanded unit cell, the boundary state at the 
edges turns out to be two dangling sites pinned to the zero energy where the energy spectrum as 
you detune the coupling for a finite lattice is shown in Figure 1.7. This doesn’t happen in the 
shrunken lattice because there is no difference in Zak phase between the shrunken lattice, a 
normal insulator, and the surrounding environment (topologically equivalent to a normal 




FIGURE 1.7 – Energy spectrum of the N=50 finite-sized SSH model as we detune the coupling 
parameters 𝛾 and 𝜅. Notice the in-gap doubly degenerate edge states before 
𝛾
𝜅
= 1. After 1, the 
bands split into the normal insulating form. 
Throughout this work we will constantly return to bulk-boundary correspondence and 
demonstrate that a fundamental consequence of non-trivial bulk topology is the appearance of 
robust edge states protected by a sort of symmetry of the lattice structure, the topic of next 
section. Additionally, while we’ve only provided a single example here with that of the SSH 
model, such a continuum description for lattice Hamiltonians can be applied generally through 
the envelope function approximation (EFA). 
1.5 SYMMETRY CLASSIFICATIONS OF THE BULK HAMILTONIAN 
With any Hamiltonian, it is always possible to block-diagonalize the structure using a series of 
unitary transformations until one is left with an irreducible block, where it is impossible to 
further block diagonalize the structure any further. In condensed matter physics, symmetry is 
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typically defined as [𝐻, 𝐴] = 0 where A is a unitary operator, such as translational symmetry of 
the periodic lattice. However, symmetries such as time-reversal (𝒯), chirality (𝒞), and particle-
hole (𝒫) are conditions we enforce on the irreducible block and these symmetries provide 
information about the topological invariant we need to classify the system. We define these 
operators as: 
𝒯: antiunitary, [ℋ, 𝒯] = 0 
𝒞: unitary, ℋ, 𝒞 = 0 
𝒫: antiunitary, ℋ, 𝒫 = 0 
 
Figure 1.8 – The periodic table of topological invariants categorized by symmetry class (left-
most column), types of symmetry present in the system (second to the left), and dimension (right 
column). For a given choice of symmetry class and dimension, we know for certain what sort of 
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topology would be present in the system, if any, as we see since some spaces are blank. (Figure 
copyright TU Delft TOPOCMx and reprinted under the CC BY-SA 4.0 license) 
and we use these symmetries to develop a general classification of topological insulators and 
superconductors based on the classification of symmetric spaces by Cartan[15] and its 
application to topological condensed matter systems by Altland, Zirnbauer, Schnyder et. al,[16] 
and Kitaev[17], depicted in figure 1.8. We refer the reader to these references for more 
information about the periodic table. A simple description of the table can described as such: 
based on the symmetries we impose on the block Hamiltonian, the topological invariant 
classifying a d-dimensional system must be an integer quantity, an even number, or an integer 
mod 1. As an example, let’s consider the SSH model again. 
Recall the Hamiltonian as written in Equation 1.33 with band structure in Figure 1.6. With this 
Hamiltonian, we see that this model actually preserves all of the symmetries above. We go 
through each one by one: 
• 𝒯 – We seek an operator such that 𝒯2 = ±1 and [ℋ, 𝒯] = 0. Here, 𝒯 = 𝒦 where 𝒦 is 
the complex conjugate operator, satisfying these conditions with 𝒯2 = 1. This manifests 
itself in a graphically symmetric band structure about the center of the Brillouin zone 
k=0. 
• 𝒞 – We seek an operator such that 𝒞2 = 1 and {ℋ, 𝒞} = 0. Here, 𝒞 = 𝜎𝑧, satisfying 
these conditions. This manifests itself in a graphically symmetric band structure about 
the zero energy. 
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• 𝒫 – We can satisfy the conditions for 𝒫 by simply defining 𝒫 = 𝒞𝒯 = 𝜎𝑧𝒦. This 
manifests itself in a graphically symmetric band structure about an “origin” centered at 
k=0 and E=0, as we would expect. 
Thus, the SSH model preserves all symmetries but we reiterate that it is not about the 
symmetries present in the model, it is the symmetries we enforce to the irreducible blocks of the 
Hamiltonian. Consider a perturbation to the Hamiltonian which breaks time-reversal symmetry 
but preserves chiral symmetry. This Hamiltonian would move from class BDI to AIII but the 
topological classification remains the same, it would still remain an integer number!2 The 
topology is protected by the chiral symmetry and as long as chiral symmetry is preserved, the 
underlying topology will be unaffected. Then by bulk-boundary correspondence, this also 
protects the existence of the edge states. This is often why the literature describes these edge 
states as robust and they are highly insensitive to local disorder as long as the global lattice 
structure is preserved.  
1.6 EXAMPLES OF TOPOLOGICAL INSULATORS 
With the entire stage set, we can now discuss in detail several types of topological insulators, 
their respective symmetry classifications, and the topological invariants which define them.  
1.6.1 BULK-POLARIZED INSULATOR 
 
2 The integer number references the winding number of the bulk Hamiltonian after mapping the Brillouin zone to the 
space spanned by the components of the Pauli vector d. Longer-range couplings which preserve chiral symmetry 
will result in higher-order winding numbers and thus more edge states, but the bulk polarization 𝛿𝑝 will remain the 
same between the shrunken and expanded unit cells as a property of inversion symmetry, the topic of section xxx. 
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Since the SSH model is a type of bulk-polarized insulator, we’ve already seen much about the 
bulk-polarized insulator throughout the introduction, working through its topological invariant, 
the property of its edge states, and its symmetry classification. To summarize, the bulk-polarized 
insulator is a topological insulator characterized by the bulk polarization with edge states 
protected by chiral symmetry. For this section, we will talk more in-depth about specific 
techniques used to evaluate the bulk polarization invariant including: 1) the eigenvalue problem 
of the Wilson loop, and 2) how to leverage crystalline symmetries.  
An astute reader might notice that for the previous sections, we considered the thermodynamic 
limit of the SSH model 𝑁 → ∞ instead of finite N. This was necessary because the position 
operator is not well-defined for a finite lattice and it is no longer possible to find a continuous, 
well-defined gauge for the Berry connection. Essentially, having finite N means a discretization 
of k-space. Our goal is to consider some other way to find a well-localized set of Wannier 
functions without a smooth, continuous gauge. This is the method of the eigenvalue problem of 
the Wilson loop, named after physicist Kenneth G. Wilson. Interestingly, the Wilson loop first 
appeared in the context of QFT for any arbitrary gauge field along a spacetime manifold. Here, 
our gauge field is the Berry curvature (in the thermodynamic limit) and the manifold is the 
Brillouin zone.[18, 19] 
Consider once more a one-dimensional lattice with a lattice constant 𝑎. Here, we write the Bloch 
states as  






∑ 𝑒𝑖𝑚𝑘|𝑚⟩𝑁𝑚=1  is the discretized momentum eigenstate for 𝑘 ∈
{Δ𝑘, 2Δ𝑘, … , 𝑁Δ𝑘}, Δ𝑘 =
2𝜋
𝑁
 and |𝑢𝑛(𝑘)⟩ is the eigenstate of the bulk momentum-space 
Hamiltonian. We see how if 𝑁 → ∞, |𝑘⟩ becomes a smooth, continuous function and we 
retrieve the same formalism as before. As usual, the index n is the band index. 
As Resta has noted,[20] a gauge invariant way to define the position operator for this finite 
lattice is  
?̂? = 𝑒𝑖Δ𝑘?̂? (1.38) 
and our goal is to project this position operator onto the occupied bands with the projection 
operator 
?̂? = ∑ |Ψ𝑛(𝑘)⟩⟨Ψ𝑛(𝑘)|
𝑘∈𝐵𝑍,   𝑛∈𝑜𝑐𝑐
(1.39) 
and evaluate the quantity ?̂??̂??̂?, thus obtaining a well-localized and well-defined set of Wannier 
states since ?̂? is manifestly gauge invariant and ?̂?, as shown by Resta, is gauge invariant as well. 














|𝑚⟩ ⊗ |𝑢𝑛(𝑘)⟩ 
= ⟨𝑢𝑛(𝑘 + Δ𝑘)|𝑢𝑛(𝑘)⟩ 
Then we simplify ?̂??̂??̂?, 
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?̂??̂??̂? = ∑ |Ψ𝑛(𝑘)⟩⟨Ψ𝑛(𝑘)|?̂?|Ψ𝑛′(𝑘
′)⟩⟨Ψ𝑛′(𝑘
′)|
𝑘,𝑘′∈𝐵𝑍,   𝑛,𝑛′∈𝑜𝑐𝑐
 
= ∑ 𝐺𝑛,𝑛′(𝑘 + Δ𝑘, 𝑘)  |Ψ𝑛(𝑘 + Δ𝑘)⟩⟨Ψ𝑛′(𝑘)|
𝑘∈𝐵𝑍,   𝑛,𝑛′∈𝑜𝑐𝑐
(1.40) 
where the matrix 𝐺(𝑘 + Δ𝑘, 𝑘) with elements [𝐺(𝑘 + Δ𝑘, 𝑘)]𝑛𝑛′ = ⟨𝑢𝑛(𝑘 + Δ𝑘)|𝑢𝑛′(𝑘)⟩ is not 
unitary because of this discretization.  
Now, as noted by Benalcazar et. al,[21] this matrix can be made unitary through singular value 
decomposition (SVD): 
𝐺 = 𝑈𝐷𝑉† 
and we define a unitary operator 𝐹 = 𝑈𝑉† such that 
?̂??̂??̂?|Ψn(𝑘)⟩ = 𝐹𝑛(𝑘 + Δ𝑘, 𝑘)|Ψn(𝑘 + Δ𝑘)⟩ 
?̂??̂??̂?|Ψn(𝑘 + Δ𝑘)⟩ = 𝐹𝑛(𝑘 + 2Δ𝑘, 𝑘 + Δ𝑘)|Ψn(𝑘 + 2Δ𝑘)⟩ 
… 
?̂??̂??̂?|Ψn(𝑘 + 2𝜋 − Δ𝑘)⟩ = 𝐹𝑛(𝑘 + 2𝜋, 𝑘 + 2𝜋 − Δ𝑘)|Ψn(𝑘 + 2𝜋)⟩ 
Note that in the thermodynamic limit, 𝐹 = 𝐺 (since the matrix is already unitary) and it can be 
readily seen that this operator F can best be understood as a line element along the discretized 
Brillouin zone at k. 




𝑊𝑛,2𝜋+𝑘←𝑘 = 𝐹𝑛(2𝜋 + 𝑘, 2𝜋 + 𝑘 − Δ𝑘) ⋅⋅⋅ 𝐹𝑛(𝑘 + 2Δ𝑘, 𝑘 + Δ𝑘)𝐹𝑛(𝑘 + Δ𝑘, 𝑘) (1.41) 




but since the Wilson loop is a unitary operator, the spectrum of (?̂??̂??̂?)
𝑁
 must consist of 
eigenvalues (𝜆𝑛)
𝑁 = 𝑒𝑖2𝜋𝜙𝑛 and the full Wilson loop eigenvalue problem is 
𝑊𝑛,2𝜋+𝑘←𝑘|Ψn(𝑘)⟩ = 𝑒
𝑖2𝜋𝜙𝑛|Ψn(𝑘)⟩. (1.43) 
Written this way, the eigenvalue problem of the Wilson loop can be understood as a parallel 
transport across the Brillouin zone for a particular band and we identify this phase as the 
Wannier center of energy, or the position expectation value of the electron within a unit cell. To 
demonstrate this more clearly, let us take the thermodynamic limit of the expressions above and 
retain terms up to linear Δ𝑘. 
We write the Wilson line element in the thermodynamic limit: 
[𝐺(𝑘 + Δ𝑘, 𝑘)]𝑛𝑛′ = ⟨𝑢𝑛(𝑘)|𝑢𝑛′(𝑘)⟩ + Δ𝑘⟨𝜕𝑘𝑢𝑛(𝑘)|𝑢𝑛′(𝑘)⟩ 
= 𝛿𝑛𝑛′ − Δ𝑘⟨𝑢𝑛(𝑘)|𝜕𝑘𝑢𝑛′(𝑘)⟩ = 𝛿𝑛𝑛′ − 𝑖Δ𝑘[A(𝑘)]𝑛𝑛′ (1.44) 
where A(k) is the Berry connection as defined previously. Taking the product of each Wilson 
line element we acquire the full Wilson loop in the thermodynamic limit for a single band: 
𝑊2𝜋+𝑘←𝑘 = lim
𝑁→∞
∏[I⃡ − 𝑖Δ𝑘A𝑘+𝑗Δ𝑘] = 𝑒






making it much more clear how the Wilson loop eigenvalue problem is motivated and its 
relation to the thermodynamic limit introduced before. Note that because this lattice is finite and 
every quantity we have used to determine this Wannier center of energy is gauge invariant, the 
unit cell is well-defined with the center of energy within the unit cell well-defined, so there is no 
need for a Δ𝑃 description as before (which was needed for the infinite, periodic lattice). 
We now generalize this eigenvalue problem to the three-dimensional case 
𝑊2𝜋+𝑘𝑥←𝑘𝑥,𝐤|𝑣𝑛,𝑥,𝐤⟩ = 𝑒
𝑖2𝜋𝜙𝑛,𝑥,𝐤|𝑣𝑛,𝑥,𝐤⟩ (1.46) 
with 𝐤 = (𝑘𝑥, 𝑘𝑦, 𝑘𝑧) = 0, Δ𝑘, … , (𝑁 − 1)Δ𝑘, 𝑛 ∈ 𝑜𝑐𝑐, |𝑣𝑛,𝑥,𝐤⟩ the Wannier band indexed by n, 
and 𝜙𝑛,𝑥,𝐤 is the position of the electron within a unit cell in the 𝑘𝑥 direction at momentum 
vector k, a single path within the Brillouin zone. However, with a higher dimensional Brillouin 
zone, we need to take the average of 𝜙𝑛,𝑥,𝐤 for every possible path along the 𝑘𝑥 direction within 







with similar expressions for 𝑝𝑦, 𝑝𝑧.  
For the specific case when the Brillouin zone is two-dimensional, a lot of the previous work 
could be made much simpler if it is possible to leverage the symmetries of the lattice. As an 
example, if the lattice structure has 𝐷4 invariant symmetry, we can extract the bulk polarization 
by merely considering the eigenvalues of the 𝐷4 symmetry operator evaluated at the high 








where 𝜉𝑛 is the eigenvalue of the 𝐷4 symmetry operator indexed by the bands n and 𝑋, Γ are 
high symmetry points in the Brillouin zone. Specifically, when we say “high symmetry” we 
mean points in the Brillouin zone such that an operation 𝑅 ∈ 𝐺 where G is the point group: 
𝐤inv = 𝑅𝐤inv (1.49) 
meaning that [𝑅, ℋ(𝐤𝑖𝑛𝑣)] = 0. Since the Hamiltonian shares a basis with the point group 
symmetry operator at these high symmetry points, it becomes much easier to merely consider 
the spectrum of the symmetry operator itself rather than the Hamiltonian. We will discuss more 
of this in detail for later sections. 
1.6.2 CHERN INSULATOR 
The Chern insulator is a class A two-dimensional insulator with non-zero Chern number and 
chiral edge states that are protected by the broken time-reversal symmetry. To break time-
reversal symmetry, the presence of an effective vector potential is critical. As mentioned before, 
we could have a real, external magnetic field and achieve a quantum Hall state, but we can also 
achieve a non-zero Chern number with broken time-reversal symmetry without a magnetic field 
(and no magnetic flux per unit cell) by considering the model introduced by Haldane. Here we 
discuss the Haldane model in more detail, perhaps the simplest model of a Chern insulator. 
Consider a hexagonal lattice with nearest neighbor hopping 𝑡1 and next-nearest neighbor 
hopping +𝑖𝑡2 if the hopping is incoming towards the unit cell as shown in Figure 1.9 or −𝑖𝑡2 if 




FIGURE 1.9 – The Haldane model with dimerized sublattices A and B arranged in a 
honeycomb net. The arrows represent the nearest-neighbor coupling directions and the asterisk 
is the center of the honeycomb plaquette. Reprinted with permission, 
https://doi.org/10.1103/PhysRevLett.61.2015 
black and white sites, it should be noted that this model breaks time-reversal symmetry even 
though there is zero net flux per unit cell, as every incoming +𝑖𝑡2 is balanced by an outgoing 
−𝑖𝑡2. If we were to consider the hexagonal plaquettes above, it becomes more obvious how a 
total phase would never be accumulated. We also break inversion symmetry by including 
alternating mass terms on each of the sublattices with +M on the black sites and -M on the white 
sites. Thus, we write our Hamiltonian as 
ℋ = ℋ𝑁𝑁 + ℋ𝑁𝑁𝑁 + 𝑀𝜎𝑧 
ℋ𝑁𝑁 = ∑ [(
0 −𝑡1
−𝑡1 0
) ⊗ |𝑚, 𝑛⟩⟨𝑚, 𝑛| + (
0 −𝑡1
0 0








) ⊗ |𝑚, 𝑛 + 1⟩⟨𝑚, 𝑛| + ℎ. 𝑐. ] 
ℋ𝑁𝑁𝑁 = ∑ (
𝑖𝑡2 0
0 −𝑖𝑡2
) ⊗ [ |𝑚 − 1, 𝑛 + 1⟩⟨𝑚, 𝑛| + |𝑚 − 1, 𝑛⟩⟨𝑚, 𝑛| + ⋅⋅⋅
𝑚,𝑛
 
⋅⋅⋅ + |𝑚, 𝑛 + 1⟩⟨𝑚, 𝑛| + |𝑚, 𝑛 − 1⟩⟨𝑚, 𝑛| + |𝑚 + 1, 𝑛⟩⟨𝑚, 𝑛| + |𝑚 + 1, 𝑛 − 1〉⟨𝑚, 𝑛|] 
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with 𝑏1 = 𝑎1, 𝑏2 = 𝑎2 − 𝑎1, 𝑏3 = 𝑎2. The band structure for this Hamiltonian is shown in 
 
FIGURE 1.10 – Complete band structure of the Haldane model with 𝑡2 = −
𝑀
√3




 on the right. Note the Dirac points located at the Fermi energy and how they only appear 
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at a single valley while the opposite valley is gapped: either K’ is closed (left) or K is closed 
(right), thus demonstrating the broken time-reversal symmetry. 
Figure 1.10 with alternate sign terms for 𝑡2 = ±
𝑀
√3
 . Recalling from section 1.1, if this gap in the 
band structure were to close and reopen during an adiabatic transformation of parameter 𝑡2, you 
cannot smoothly deform a 𝑡2 =
𝑀
√3
+ 𝛿 band structure into a 𝑡2 =
𝑀
√3
− 𝛿 band structure. By 
evaluating the Chern number for the three topological domains of the upper band, we find that: 
𝐶𝑢𝑝𝑝𝑒𝑟 = {
−1, 𝑡2 < −𝑀/√3 
1, 𝑡2 > 𝑀/√3
0,           otherwise
(1.51) 
And moreover, with time-reversal symmetry broken, the gaps in the band structure close at 
either the K or K’ points of the Brillouin zone, but not both. As a result, chiral edge states 
appear and will propagate with zero backscattering because there does not exist a time-reversal 




FIGURE 1.11 – Edge spectrum of the Haldane model. To obtain the edge spectrum, we take a 
semi-infinite nanoribbon of the hexagonal lattice such that it is periodic along one lattice 
direction but finite in the other. Thus, we can obtain a real-space Hamiltonian as a function of k 
along the periodic direction, where k is a good quantum number. Reprinted with permission, 
https://doi.org/10.1103/RevModPhys.82.3045 
1.6.3 𝒁𝟐 TOPOLOGICAL INSULATOR 
We now introduce a different type of topological insulator than what has been presented before, 
but of course the principles remain the same: we begin with a symmetry classification, yielding a 
topological invariant, and by bulk-boundary correspondence we observe robust edge states. For 
the 𝑍2 topological insulator, the symmetry we enforce is class AII with 𝒯
2 = −1 which yields a 
topological invariant in d=2,3 called the 𝑍2 invariant since the invariant is 0 or 1.  
The enforcement of ?̂?2 = −1 for these topological insulators leads to an important constraint 
known as Kramers’ theorem, which states that each eigenstate of a time-reversal invariant system 
with half-integer spin must be at least twofold degenerate with the time-reversed partner 
orthogonal to the original. It is easy to show this using the property of antiunitarity such that any 
pair of states |𝜓⟩ and |𝜙⟩ are related by ⟨?̂?𝜙|?̂?𝜓⟩ = ⟨𝜙|𝜓⟩∗. Given |𝜙⟩ = ?̂?|𝜓⟩: 
⟨?̂?𝜓|𝜓⟩
∗
= ⟨?̂?2𝜓|?̂?𝜓⟩ = ⟨±𝜓|?̂?𝜓⟩ = ±⟨?̂?𝜓|𝜓⟩
∗
(1.52) 
then if ?̂?2 = −1, this means immediately that ⟨?̂?𝜓|𝜓⟩ = −⟨?̂?𝜓|𝜓⟩ so ⟨?̂?𝜓|𝜓⟩ must equal zero 
and the time-reversal partner ?̂?|𝜓⟩ is orthogonal to |𝜓⟩.  
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We can argue through bulk-boundary correspondence why the invariant must be 0,1. Let’s 
introduce a spin-orbit interaction to our Hamiltonian such that the complete degeneracy of the 
band structure is broken everywhere except at time-reversal invariant momenta (TRIM) points,  
 
FIGURE 1.12 – Edge spectrum of a (a) trivial and (b) nontrivial 𝑍2 insulator. In (c), we can try 
to push the edge states into the conduction band through an adiabatic transformation from the 
previous position (dotted blue line) but it won’t work; a new Kramers’ pair must appear at the 
red arrow, as guaranteed by time-reversal symmetry. We will always have at least one crossing, 
and thus one edge state. Reprinted with permission, 
https://doi.org/10.1103/RevModPhys.82.3045 
or points in the reciprocal lattice which only differ by a reciprocal lattice vector G. This is a 
result of Kramers’ theorem. Now consider a semi-infinite two-dimensional lattice with an edge 
spectrum shown in Figure 1.12. We see how there is a spin-orbit interaction which breaks the 
degeneracy throughout this half-section of the Brillouin zone except at the TRIM points Γ𝑎, Γ𝑏. 
Shown here are the only two ways which Kramers’ pairs can connect from Γ𝑎 to Γ𝑏. They can 
either connect pairwise (12a) or they can “switch partners” (12b), meaning that the Kramers’ pair 
at Γ𝑎 can remain the same Kramers’ pair at Γ𝑏, or they can “switch partners” and join with 
another state to form two new Kramers’ pair at Γ𝑏. If they connect pairwise, the edge states can 
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be eliminated simply by forcing the bound states out of the gap and into either of the bands using 
an adiabatic transformation. This doesn’t mean edge states can’t exist, just that they are no 
longer guaranteed. However, if they “switch partners”, no amount of adiabatic transformations 
will remove the edge states from the gap and there will always be one crossing, as shown in 
Figure 1.12c. In 1.12c, we try and force the 1.12b edge states into the conduction band and out of 
the gap. However, given the requirements of time reversal symmetry, if we force that lowest in-
gap mode in Fig 1.12b (from the valence band to the lower Kramers’ degeneracy pair at Γ𝑏) out 
of the valence band, a new Kramers’ pair must be formed at Γ𝑎. We will always have an edge 
state and by bulk-boundary correspondence, the 𝑍2 invariant is what determines which case we 
have at the edge, whether an even number of crossings or odd number. If it’s an odd number of 
crossings, 𝑍2 = 1 or even, 𝑍2 = 0. These are the only two possible cases.   
Generally, the 𝑍2 invariant is notoriously difficult to calculate in the bulk, which is why the 
simplest arguments appeal to bulk-boundary correspondence. The most general approach is to 
define a unitary matrix 𝑤𝑚𝑛(𝐤) = ⟨𝑢𝑚(𝐤)|𝒯|𝑢𝑛(−𝐤)⟩ with |𝑢𝑚(𝐤)⟩ as an occupied Bloch state 
and then find the roots of the Pfaffian of this unitary matrix evaluated at the a-number of TRIM 
points of the Brillouin zone, 𝛿𝑎 = ±1.[22] The 𝑍2 invariant v in this case is (−1)
𝑣 = ∏ 𝛿𝑎𝑎 . 
However, there is also an easier method if the structure preserves inversion symmetry since we 
are then only required to calculate the eigenvalues 𝜉𝑚 of the inversion symmetry operator 
evaluated at the TRIM points of the Brillouin zone, or 𝛿𝑎 = ∏ 𝜉𝑚(Γ𝑎)𝑚 .[23] 
We don’t necessarily need a spin-orbit coupling interaction, just some sort of interaction which 
breaks degeneracy but preserves time-reversal will be just as acceptable. An example is the toy 








𝑢 + Cos(𝑘𝑥) + Cos(𝑘𝑦) Sin(𝑘𝑥) − 𝑖 Sin(𝑘𝑦)
Sin(𝑘𝑥) + 𝑖 Sin(𝑘𝑦) − (𝑢 + Cos(𝑘𝑥) + Cos(𝑘𝑦))
) (1.54) 
and C is a 2x2 operator which couples the spin up and spin down subspaces. If there is no 
coupling between subspaces, then this Hamiltonian upholds both 𝒯2 = ±1 with 𝒯 = 𝑖𝜎𝑦𝐾 ⊗
𝕀2𝑥2 for 𝒯
2 = −1 and 𝒯 = 𝜎𝑥𝐾 ⊗ 𝕀2𝑥2 for 𝒯
2 = 1. Then, it is our choice which type of time-
reversal symmetry we choose to enforce. If we choose to enforce 𝒯2 = −1 symmetry and 
choose a suitable C, we find that in the edge spectrum of this Hamiltonian, the edge states 
remain ungapped at the gamma point while crossing the Fermi energy an odd number of times  
 
FIGURE 1.13 – Edge spectra of the finite BHZ model with (a) 𝑪 = 0, (b) 𝑪 = 𝜎𝑥, (c) 𝑪 = 𝑖𝜎𝑦. 
Note how the coupling C can either preserve 𝒯2 = −1 as in (a) and (c), or preserve 𝒯2 = +1 as 
in (b). (Figure copyright János K. Asbóth, László Oroszlány, András Pályi and reprinted under 
the CC BY-SA 4.0 license) 
(once), as shown in Figure 1.13. As demonstrated before, we can conclude that we are 
guaranteed edge states. It is worth noting that this toy model is two time-reversal copies of a 
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Chern insulator placed in each up/down subspace, which we then couple together in order to 
break the degeneracy but preserve time-reversal symmetry. 
Additionally, we can calculate the 𝑍2 invariant in this model through a quantity called the spin 
Chern number. Without coupling terms C, the BHZ model conserves 𝑆𝑧 so the Chern number of 
each spin subspace decouple and we can evaluate them independently. The difference between 
each subspace’s Chern number 𝐶𝜎 = (𝐶↑ − 𝐶↓)/2 is called the spin Chern number and retains its 
identity even when coupling terms are added with 𝜈 = 𝐶𝜎 mod 2.  
Another model of a 𝑍2 insulator is the Kane-Mele Hamiltonian, which is a system with two time-
reversed copies of the Haldane model coupled to an actual spin-orbit interaction. Considering the 
Hamiltonian for the Haldane model, we can linearize around the K or K’ band crossings (thus 
introducing a valley degree of freedom) and we get a 4x4 Hamiltonian 
ℋ𝐻𝑎𝑙𝑑𝑎𝑛𝑒(𝐤) = 𝑣(𝑘𝑥𝜏
𝑧𝜎𝑥 + 𝑘𝑦𝜎
𝑦) + 𝑚𝜎𝑧 + Δ𝑆𝑂𝜏
𝑧𝜎𝑧 (1.55) 
where 𝜏𝛼  represents the valley degree of freedom (K, K’), 𝜎𝛼 is the sublattice degree of freedom, 
and 𝑣, Δ𝑆𝑂 are coupling constants. Note that even with the introduction of the valley degree of 
freedom, the last term representing the next-nearest neighbor imaginary coupling still breaks 
time-reversal symmetry. To restore time-reversal symmetry, we must introduce the spin degree 
of freedom 𝑠𝛼 and consider that the NNN interaction is positive for spin up and negative for spin 
down. Thus the complete 8x8 Hamiltonian is: 
ℋ𝐾𝑀(𝐤) = 𝑣(𝑘𝑥𝜏
𝑧𝜎𝑥 + 𝑘𝑦𝜎




and the same topological physics applies to this system as before with the spin filtered edge 
states shown in Figure 1.14. 
 
FIGURE 1.14 – Edge spectrum of the Kane-Mele model for the quantum spin Hall effect. The 
inset shows the semi-infinite lattice under consideration: two time-reversed copies of the 
Haldane model periodic in the direction x, as shown. (Figure copyright C.L. Kane, E.J. Mele and 
reprinted under the CC BY-SA 4.0 license) 
Lastly, these edge states are often called helical edge states where spin up charges propagate in 
one direction at the boundary while spin down charges propagate in the opposite direction. This 
spin-momentum locking is a unique feature of the time-reversal symmetric 𝑍2 insulator and hosts 
a wide variety of applications, including a straightforward extension into three-dimensional 
topological insulators.  
1.6.4 FLOQUET TOPOLOGICAL INSULATORS 
The last type of topological insulator we discuss is extraordinarily unique to the rest, specifically 
because the adiabaticity constraint is very much relaxed. In fact, the system doesn’t have to be in 
equilibrium to demonstrate topological phase. Floquet systems can show new rich physical 
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properties, for example, in addition to topological Chern-class phases, Floquet systems have been 
reported to host another unique topological phase, referred to as anomalous topological phase [25-
27].  
Besides aspects related to topological properties, due to the urgent need in nonreciprocal devices 
for photonic and acoustic applications, there is a significant interest in utilizing time-modulation 
to achieve nonreciprocal propagation [28-31]. For this reason, combining nonreciprocity with 
topological robustness may open exciting opportunities for practical technology. Indeed, it has 
already been shown that such an approach allows to achieve high performance and broadband 
nonreciprocal isolators and one-way leaky antennas in Hermitian acoustic Floquet systems [30]. 
Now, as the name implies, we are interested in systems that are periodically driven in time, 
which is where we will begin. 
The Bloch-Floquet theorem works very analogously to Bloch theorem with spatial translation 
invariance. Here, the translation invariance is over time. A Floquet eigenstate |Ψ(𝐫, 𝑡)⟩ =
𝑒−𝑖𝜔𝑡|𝜓(𝐫, 𝑡)⟩ with Hamiltonian ℋ(𝑡) is periodic in time such that after the system is driven 
over a period T, |𝜓(𝐫, 𝑡 + T)⟩ = |𝜓(𝐫, 𝑡)⟩  and ℋ(𝑡 + T) = ℋ(𝑡). We see that 𝜔 takes the role 
of k here, which we will call the quasi-energy of the states, as demonstrated by the Schrodinger 
equation of the Bloch-Floquet system: 
[ℋ(𝑡) − 𝑖𝜕𝑡]|𝜓(𝐫, 𝑡)⟩ = 𝜔|𝜓(𝐫, 𝑡)⟩. (1.57) 
where we say ℋ𝐹 = [ℋ(𝑡) − 𝑖𝜕𝑡] is the Floquet Hamiltonian. It was then noted that if the 
system is time-periodic, we can define an effective Hamiltonian ℋ𝑒𝑓𝑓 through the unitary time 
evolution operator 𝑈(𝑡𝑓 , 𝑡𝑖) = Ô exp [−𝑖 ∫ 𝑑𝑡 ℋ(𝑡)
𝑡𝑓
𝑡𝑖
] where ℋ𝑒𝑓𝑓 =
𝑖
T
Log[𝑈(T + 𝑡𝑖 , 𝑡𝑖)] that is 
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nearly equivalent to the Floquet Hamiltonian, meaning that this time independent effective 
Hamiltonian describes this system with a closely approximate spectrum of eigenvalues and 
eigenstates. Given the definition of ℋ𝑒𝑓𝑓, we have: 
|Ψ(𝐫, 𝑡𝑖 + T)⟩ = 𝑒
−𝑖ℋ𝑒𝑓𝑓T|Ψ(𝐫, 𝑡𝑖)⟩ = 𝑒
−𝑖ℋ𝑒𝑓𝑓T𝑒−𝑖𝜔𝑡𝑖|𝜓(𝐫, 𝑡)⟩ 
and 
|Ψ(𝐫, 𝑡𝑖 + T)⟩ = 𝑒
−𝑖𝜔(𝑡𝑖+T)|𝜓(𝐫, 𝑡𝑖 + T)⟩ 
so 
𝑒−𝑖ℋ𝑒𝑓𝑓T𝑒−𝑖𝜔𝑡𝑖|𝜓(𝐫, 𝑡)⟩ = 𝑒−𝑖𝜔T𝑒−𝑖𝜔𝑡𝑖|𝜓(𝐫, 𝑡𝑖 + T)⟩ (1.58) 
after getting rid of some common factors and since |𝜓(𝐫, 𝑡𝑖 + T)⟩ = |𝜓(𝐫, 𝑡𝑖)⟩, we obtain: 
𝑒𝜔|𝜓(𝐫, 𝑡𝑖)⟩ = 𝑒
ℋ𝑒𝑓𝑓|𝜓(𝐫, 𝑡𝑖)⟩ ≈ ℋ𝑒𝑓𝑓|𝜓(𝐫, 𝑡)⟩ = 𝜔|𝜓(𝐫, 𝑡)⟩. (1.59) 
We see that after a Taylor expansion of the exponentials and retaining to first order, this effective 
Hamiltonian exactly plays the role of ℋ𝐹 with quasi-energies 𝜔. From here, the equilibrium 
classifications of the bulk Hamiltonian might still apply to this system, even in non-Hermitian 
cases. 
We are now completely ready to proceed into the bulk of this thesis and the ideas behind how to 





CHAPTER 2 – MAPPING CLASSICAL SYSTEMS ONTO QUANTUM SYSTEMS 
2.1 BACKGROUND 
Physics thrives off of analogies. In the past, a lot of the strange behavior we would observe in 
quantum mechanics was related back to classical wave systems, especially electromagnetism. 
For example, quantum tunneling has a direct analogue with classical electromagnetism as 
evanescent wave coupling. In fact, all of the mechanics of the time-independent Schrodinger 
equation can be modeled by Maxwell’s electromagnetism. Consider the two equations: 
[∇2 + 𝑉(𝐫) − E]𝜓(𝐫) = 0 
[∇2 + 𝑘0
2𝑛(𝐫)]𝐄 = 0 (2.1) 
If we were to assume that E is entirely polarized in a single direction, we can map 𝑉(𝐫) − 𝐸 to 
𝑘0
2𝑛(𝐫) and build a very finely tuned spatially-dependent “potential” for light, we acquire exactly 
the same dynamics in both cases. Of course, the engineering complications make this 
exceedingly difficult, so we seek both theoretical and engineering methods that can help us map 
a classical system onto the eigenvalue problem of the relevant Hamiltonian. If we were to 
accomplish this, then the classical systems will share the same exact novel features we see in the 
condensed matter systems, including the bulk topology, bulk-boundary correspondence, and the 
robust edge states. In each section, we will discuss the theoretical underpinnings of how to map 
each classical system to the relevant quantum system, and how that was realized from an 
engineering perspective. We begin with the bulk-polarized insulators and the most common 
theoretical method used for these systems: coupled-mode theory. 
2.2 METHODS FOR BULK-POLARIZED INSULATORS 
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We’ve already discussed the tight-binding model earlier with condensed matter lattice systems. 
The purpose of the coupled-mode theory is to draw a direct analogue to the tight-binding 
Hamiltonian, a method seen in most works on bulk-polarized insulators. 
2.2.1 ACOUSTIC 
Consider a single loseless resonator where the amplitude A of oscillation has harmonic time 
dependence 𝑒𝑖𝜔𝑡. This resonator obeys the differential equation: 
𝑑𝐴
𝑑𝑡
= 𝑖𝜔𝐴 (2.2) 
 
Figure 2.1 – Coupled-mode schematic of two resonators with amplitude 𝐴1, 𝐴2, resonant 
frequency 𝜔1, 𝜔2, and coupling between them 𝜅12, 𝜅21. The coupling coefficient can physically 
be thought of as the probability amplitude that the energy localized in one resonator will transfer 
to the other resonator. 
Now, if we couple two of these resonators each with amplitude A1 and A2 (Figure 2.1) and the 





= 𝑖𝜔𝐴1 + 𝑖𝜅12𝐴2 (2.3) 
𝑑𝐴2
𝑑𝑡
= 𝑖𝜔𝐴2 + 𝑖𝜅21𝐴1 (2.4)  














As mentioned in Haus,[32] it might not be obvious why the coupling should be proportional to 
the amplitude of the other resonator, but this is the approximation in the weakly coupled limit, 
extraordinarily analogous to the tight-binding approximation from condensed matter.  
And now, the matrix form of this coupled system of differential equations is exactly in the form 
of Schrodinger’s equation and we can write our Hamiltonian as: 




Without any loss of generality, we can scale the diagonal terms by a constant 𝜔 𝜎0 ⃡  . Finally, our 
Hamiltonian is: 




which would be the real-space Hamiltonian for the 2-site SSH model 𝜅12 = 𝜅21 = 𝜅. Of course, 









0 𝜅 0 0 0 ⋯
𝜅 0 𝛾 0 0 ⋯
0 𝛾 0 𝜅 0 ⋯
0 0 𝜅 0 𝛾 ⋯
0 0 0 𝛾 0 ⋯






0 𝜅 + 𝛾 𝑒𝑖𝑘
𝜅 + 𝛾 𝑒−𝑖𝑘 0
) (2.8) 
Thus for any system of weakly coupled resonators, we require four properties of the classical 
wave modes: 
1) They are single-moded and there is no degeneracy present, 
2) The coupling energy 𝜅, 𝛾 is much smaller than the on-site energy, 
3) The modes are well-isolated such that any dispersion of the modes due to coupling 
doesn’t overlap with or mix with higher or lower energy modes. 
4) The ability to modulate these parameters, such as on-site energy and coupling energy. 
This often requires finding a mapping of some physical parameter of the classical wave 
mode onto the tight-binding energies, such as the on-site energy becoming a function of 
the height of the cylindrical resonator cavity. 
All of these conditions can easily be achieved in acoustics using the first harmonic, as shown in 
Figure 2.2. The harmonics of the cylindrical acoustic resonator are single-moded and the modes 




FIGURE 2.2 – Schematic of the coupling between two acoustic resonators oscillating with their 
first harmonic frequency. Red represents areas of high acoustic pressure, blue has low pressure, 
and zero pressure is ambient background pressure (room pressure). Coupling a node to node 
(left) yields very little coupling; coupling antinode to antinode (right) yields strong coupling. 
axially along the cylinder, radial out and in couplers do not draw much energy from inside of the 
resonators, satisfying condition 2. To satisfy condition 4, we can modulate the height of the 
acoustic resonator to change its on-site energy and we can modulate the placement of the radial 
couplers to change the coupling energy. As shown in Figure 2.2, for the first harmonic if the 
radial coupler is placed at the center, there will always be a pressure node there where the 
pressure is zero, so coupling two cylinders in this way would not allow any air to flow from one 
cylinder into the other (zero pressure differential). On the other hand, if we were to place the 
radial couplers towards the pressure antinodes at the caps, we can achieve maximum air flow 
from one cylinder into the other (maximized pressure differential). To prove the validity of this 
approximation, we often compare the tight-binding model simulation to a first-principles 
calculation of the acoustic wave equation using an FEM simulation software like COMSOL 




FIGURE 2.3 – (a) Dimerized and (b) undimerized band structure of an effective acoustic SSH 
with real geometry of the unit cell shown in (c). The large cylinders contain the oscillating axial 
modes while the perpendicular coupling cylinders allow for energy transfer between sites. 
acoustic analogue for both the dimerized 𝜅 < 𝛾 and undimerized 𝜅 = 𝛾 cases. The lines 
represent the analytical tight-binding model eigenvalue solutions for the SSH model while the 
circular dots represent the first-principles simulation generated by COMSOL Multiphysics with 
Floquet periodic boundary conditions. There is an extraordinarily good agreement between the 
two, providing evidence that such a model can exhibit the same properties as its condensed 
matter counterpart. Once this has been demonstrated, the physics and formalism are the same as 
in the introduction for the bulk-polarized insulators and the higher-order bulk-polarized 
insulators, as we’ll see in later chapters.  
2.2.2 PHOTONIC 





FIGURE 2.4 – Top: Coupled-mode schematic cut perpendicularly to the direction of light 
propagation in the silicon waveguide array. w’s represent width, d’s represent distance apart 
measured from edge-to-edge. Left: Propagation constant 𝛽 as a function of the distance d. Solid 
lines represent theoretical coupling model of 𝛽(𝑑) = ±𝐴𝑒−𝑖𝑏𝑑 + 𝛽0 where A, b, and 𝛽0 are fitted 
parameters. While not linear (due to dipole-dipole coupling), the splitting is symmetric about 𝛽0. 
Red circles represent first-principles FEM modeled solutions. Right: Linear dependence of the 
propagation constant 𝛽 as a function of the width w. Solid line represents theoretical on-site 
energy model of 𝛽(𝑤) = 𝑐Δ𝑤 + 𝛽0 where 𝑐, 𝛽0 are fitted parameters and Δ𝑤 = 𝑤 − 𝑤0 where 
𝑤0 is a fixed value for the width of a waveguide. 
Figure 2.4. Here, the on-site energies are the propagation constants of the silicon waveguide, as a 
function of the width of the waveguide, while the coupling energies (the waveguides would be 
coupled through their evanescent fields) are a function of the distance between two waveguides. 
Figure 2.4b shows the characteristic symmetric/antisymmetric mode splitting of two coupled 
waveguides while 2.4c shows the linear dependence of the propagation constant as a function of 







which can be made into the photonic SSH model as well. 
2.3 METHODS FOR CHERN INSULATORS 
For cases where time-reversal symmetry is broken in condensed matter systems, it becomes 
significantly more difficult to map a classical system onto the topological quantum systems. All 
classical wave fields preserve 𝒯2 = 1, so how can we define a “magnetic field” for light and 
sound? Moreover, the electromagnetic field is a vector field, while the wave equation is a scalar 
field. Here we discuss the methods used to realize the Chern insulator in classical systems. 
2.3.1 ACOUSTICS 
We can still use coupled-mode theory to achieve the tight-binding Hamiltonian in the case of the 
acoustic Chern insulator, as shown in Figure 2.5[34]. The effective magnetic field is created by 
 
FIGURE 2.5 – A schematic of the honeycomb net with dimerized sublattices in (a) with unit cell 
shown in the shaded rhombus. (b) Acoustic unit cell with background Navier-Stokes rotating 
velocity field shown by the flowing vectors in white and the acoustic wave pressure field shown 
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with high pressure (red) areas and low pressure (blue) areas. The background rotating velocity 
field breaks the degeneracy of the acoustic modes. (Figure copyright Khanikaev, A., Fleury, R., 
Mousavi, S., Alù A. and reprinted under the CC BY 4.0 license) 
external rotating velocity fields in each ring-resonator and coupling them to the acoustic pressure 
waves. The typical coupled-mode equations become the temporal coupled-mode equations and 
we consider the angular momentum bias as excitation amplitudes at each port with a phase shift 
and characteristic decay.  The resulting scattering matrix is analogous to the tight-binding 
eigenvalue problem of electronic graphene with external magnetic field bias. 
Moreover, we can also directly map the wave equation for the acoustic pressure field in the 
presence of a steady-state, inhomogeneous, irrotational, medium with isotropic density to the 
Schrodinger equation for a spin-polarized charged particle subject to an electromagnetic scalar 
and vector potential, which is the case for the acoustic Chern insulator above. Consider that the 
velocity field in each ring-resonator can be written as 
𝐯 = [?̂? 𝑣0Cos(𝜙) + ?̂? 𝑣0Sin(𝜙)][Θ(𝑠 − 𝑅𝑖𝑛) − Θ(𝑠 − 𝑅𝑜𝑢𝑡)] (2.10) 
where 𝜙 = Arctan (
𝑦
𝑥
) , 𝑠 = √𝑥2 + 𝑦2, and Θ is the Heaviside theta, representing that the 
velocity field is only active within the ring-resonator, between the inner radius 𝑅𝑖𝑛 and outer 





+ 𝐯 ⋅ ∇)
2
− 𝑐2∇2] 𝑝(𝐫, 𝑡) = 0 (2.11) 
with time-harmonic dependence 
𝜕
𝜕𝑡









𝐯 and 𝑉(𝐫) = 𝑘2. With the connection to the Schrodinger equation, the 
eigenstates of the pressure field play the same role as the Bloch eigenstates (the equation above 
is periodic per unit cell), and the Berry curvature is defined the same exact way with 𝐅(𝐤) =
∇ × 𝐀(𝐤) where 𝐀(𝐤) = −𝑖⟨𝑝|𝜕𝐤|𝑝⟩. 
2.3.2 PHOTONICS 
As demonstrated by Wang et. al,[36] it is possible to realize a photonic Chern insulator by 
mapping the electromagnetic modes of a magneto-optical photonic crystal to the wavefunction of 
a quantum Hall system. In this model, we leverage the Faraday effect and use a magneto-optical 













where 𝜇−1 = 𝜇/(𝜇2 − 𝜅2) and = −𝜅/(𝜇2 − 𝜅2). Now, we take the curl of Maxwell’s equation 
∇ × 𝐄 = −
𝜕𝐁
𝜕𝑡
, assume time-harmonic dependence, and consider that the permittivity is merely a 
constant to get 
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∇ × [𝛍−1(𝐫)∇ × 𝐄] = ϵ𝜔2𝐄 (2.15) 
The solution for the TM states (𝐸𝑥 = 𝐸𝑦 = 0) and substituting in for the inverse of the 
permeability tensor yields  
[−∇2 + (∇ ln(?̃?) − 𝑖𝜇 ?̂? × ∇ ) ⋅ ∇ − 𝜇𝜖𝜔2]𝐸𝑧 = 0 (2.16) 
and finally, a change of variables 𝜓 = 𝐸𝑧√𝜇 : 
[(∇ − 𝑖𝐴𝑒𝑓𝑓(𝐫))
2
+ 𝑉(𝐫)] 𝜓(𝐫) = 0 (2.17) 
with 𝐴𝑒𝑓𝑓(𝐫) = −
?̃?
2
 ?̂? × ∇  and 𝑉(𝐫) =
1
4
(|∇ ln(?̃?)|2 + |𝜇∇ |2) −
1
2
∇2ln(𝜇) − 𝜇𝜖𝜔2. Just as 
before in the acoustics case, this is the Schrodinger equation for a spin-polarized charged particle 
subject to an electromagnetic scalar and vector potential, exactly what we need to realize the 
quantum Hall state in a classical system.  
There’s a bit more of a subtlety here than in acoustics when it comes to defining the Chern 
number. As noted by Raghu and Haldane,[37] the Hermitian eigenvalue form of Maxwell’s 














which requires a weighted inner product defined as: 
⟨𝑢𝑛𝑘(𝐫)|𝑢𝑛′,𝑘′(𝐫)⟩ = ∫ 𝑑
3𝑟  𝑢𝑛,𝑘(𝐫)?⃡?   (𝐫)𝑢𝑛′,𝑘′(𝐫) (2.19) 
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where 𝑢𝑛,𝑘(𝐫) = (𝐄𝑛,𝑘(𝐫) 𝐇𝑛,𝑘(𝐫))
T and ?⃡?   (𝐫) = (
𝛜(𝐫) 0
0 𝛍(𝐫)
). In the context above, this 
equation reduces to the inner product of two electric field modes 
⟨𝐄1|𝐄2⟩ = ∫ 𝑑
3𝑟 𝛜(𝐫)𝐄1
∗ ⋅ 𝐄2 (2.20) 
but otherwise, the Chern number for the nth photonic band as described by the equation above 




∫ 𝑑3𝑘 ∇ × 𝐀(𝐤)
𝐵𝑍
 
𝐀(𝐤) = −𝑖⟨𝐄𝑛𝑘|𝛁𝑘|𝐄𝑛𝑘⟩. 
With the theoretical foundation set, the Bloch-like wavefunctions for the electric field are 
obtained through first principles simulations, such as with COMSOL Multiphysics. 
In a subsequent paper, Zheng Wang et. al[38] demonstrated a working model of the photonic 
Chern insulator using a 2D array of vanadium-doped calcium-iron-garnet rods, which present a 
rather large Voigt parameter necessary for time-reversal symmetry breaking (Figure 2.6). The 
chiral edge states were observed with their characteristic insensitivity to disorder in the 




FIGURE 2.6 – (a) Schematic of the photonic crystal with the gyromagnetic rods (blue) and 
metallic boundary (yellow) and microwave absorbing material (gray) to reduce loss. The rods are 
sandwiched between the metallic slabs, allowing for the wave to propagate only along the 
photonic x-y environment. The two antennas serve as a source/detector for use in S11 and S12 
scattering measurements. (b) Real photograph of the photonic crystal without the top metallic 
plate. (Reprinted by permission from Springer Nature, Observation of unidirectional 
backscattering-immune topological electromagnetic states, Wang Z., Chong, Y., Joannopoulos 
J.D., Soljačić M., copyright 8 Oct 2009 doi: 10.1038/nature08293) 
2.4 METHODS FOR 𝒁𝟐 INSULATORS 
Since phonon fields are spin 0 and photon fields spin 1, it seems to be a major task to find ways 
to emulate the spin ½ properties of electronic systems in order to obtain the Kramers’ degeneracy 
so important for the quantum spin Hall effect.[39-41] Not to mention, the way to break the 
degeneracy of the spin states is through a spin-orbit interaction, so it behooves us to uncover 
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ways to emulate this mechanism as well. We discuss for both acoustics and photonics once 
again. 
2.4.1 ACOUSTICS 
In the acoustic 𝑍2 insulator, the artificial spin ½ degeneracy can be emulated by finely tuning the 
geometric parameters of an acoustic graphene lattice such that two pairs of eigenmodes within 
the unit cell become “accidentally” degenerate and hybridize. For example, consider a simple 
cavity resonator: the axial and radial modes will occur at different eigenfrequencies but it would 
be possible to force the two modes to occur at the same eigenfrequency simply by tuning the 
height and radius such that they become “accidentally” degenerate. In the case demonstrated by 
Cheng He et. al,[42] they modulate the filling factor of the acoustic lattice (specifically the radius 
of the stainless-steel rods) and leverage the 𝐶6𝑣 symmetry of graphene to form an “accidental” 
degeneracy between the two pairs of the two irreducible representations (Figure 2.7). 
 
FIGURE 2.7 – Left: Band structure of the acoustic 𝑍2 insulator with the four bands shown and 
their respective field profiles (inset). When the radius of the hard walls (shown as white circles in 
the inset) fill out a certain fraction of the unit cell, an accidental four-fold degeneracy is formed 
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at the Γ point. Right: Radius is detuned from the ideal case and the degeneracy is broken while 
the gap opens. 
We call this degeneracy a double Dirac cone and it allows us to map the system onto the BHZ 
model (shown in section 1.6.3 for the 𝑍2 insulator) using 𝑘 ⋅ 𝑝 perturbation theory.  
To begin, let’s consider the case where we perturb the system and slightly open the gap at the 
gamma point. The four eigenstates at the gamma point are the two pairs of the two irreducible 
representations of the 𝐶6𝑣 symmetry of the hexagonal lattice which we label 
as |𝑝𝑥⟩, |𝑝𝑦⟩, |𝑑𝑥2−𝑦2⟩, |𝑑𝑥𝑦⟩. Then, the effective 𝑘 ⋅ 𝑝 Hamiltonian in the basis of these 
eigenstates is 
ℋ(𝐤) = ℋ0 + ℋ
′ (2.21) 
where ℋ0 = diag(𝜖𝑝, 𝜖𝑝, 𝜖𝑑, 𝜖𝑑), the eigenvalues of ℋ(𝐤 = 0), and ℋ
′ is the perturbation term. 
In the vicinity of the gamma point after opening the gap, the bands take on a parabolic dispersion 





𝜖𝑝 + 𝐻𝑝𝑥𝑝𝑥 𝐻𝑝𝑥𝑝𝑦 𝐻𝑝𝑥𝑑𝑥2−𝑦2
𝐻𝑝𝑥𝑑𝑥𝑦





















𝛾≠𝛼 , 𝛼, 𝛾 = 𝑝𝑥, 𝑝𝑦, 𝑑𝑥2−𝑦2 , 𝑑𝑥𝑦; the off-diagonal elements within an “orbital” 
subspace are ℋ𝛼𝛽 = ℋ𝛽𝛼 = ∑
⟨𝛼|𝐤⋅𝐏|𝛾⟩⟨𝛾|𝐤⋅𝐏|𝛽⟩
𝐸𝛾−𝐸𝛼
𝛾≠𝛼,𝛽 , 𝛽 = 𝑝𝑥, 𝑝𝑦, 𝑑𝑥2−𝑦2 , 𝑑𝑥𝑦; and the coupling 
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elements between the two “orbital” subspaces are simply ℋ𝛼𝛽 = ⟨𝛼|𝐤 ⋅ 𝐏|𝛽⟩. where 𝛽, 𝛾 = 𝛼 
should be ignored in the summation. As an example: 
ℋ𝑝𝑥𝑝𝑥 =
⟨𝑝𝑥|𝑘𝑥𝜕𝑥 + 𝑘𝑦𝜕𝑦|𝑑𝑥2−𝑦2⟩⟨𝑑𝑥2−𝑦2|𝑘𝑥𝜕𝑥 + 𝑘𝑦𝜕𝑦|𝑝𝑥⟩
𝐸𝑝𝑥 − 𝐸𝑑𝑥2−𝑦2
+
⟨𝑝𝑥|𝑘𝑥𝜕𝑥 + 𝑘𝑦𝜕𝑦|𝑑𝑥𝑦⟩⟨𝑑𝑥𝑦|𝑘𝑥𝜕𝑥 + 𝑘𝑦𝜕𝑦|𝑝𝑥⟩
𝐸𝑝𝑥 − 𝐸𝑑𝑥𝑦
 
to simplify, consider the symmetries of the eigenstates: 𝑝𝑥 is even about the y-axis but odd about 
the x-axis while 𝑑𝑥2−𝑦2 is even about both axes and 𝑑𝑥𝑦 is odd about both axes. In order to have 
a non-zero inner product, we require that the eigenstates have the same parity in each direction, 
such as even each direction, odd each direction, or even-even in x odd-odd in y and vice versa. 
The derivative has the property of changing the eigenstate’s parity. Since 𝑝𝑥 is odd in the y-
direction, then 𝜕𝑦𝑝𝑥 is an even function. Thus for the first term in the sum, we can cross out the 
𝜕𝑦 terms because 𝜕𝑦 either makes 𝑝𝑥 odd about the y-axis (and incompatible with 𝑑𝑥2−𝑦2 even 
about the y-axis) or 𝜕𝑦 makes 𝑑𝑥2−𝑦2 odd about the y-axis (and incompatible with 𝑝𝑥 even about 
the y-axis). For the second term, we can cross out the 𝜕𝑥 terms because either 𝜕𝑥 makes 𝑝𝑥 even 
about the x-axis (and incompatible with 𝑑𝑥𝑦 odd about x-axis) or 𝜕𝑥 makes 𝑑𝑥𝑦 even about the x-


























2 𝑁𝑘𝑥𝑘𝑦 𝐴𝑘𝑥 𝐴𝑘𝑦















with 𝑁 = 𝐹 + 𝐺 and 𝐴 = ±⟨𝑝𝛼|𝜕𝑥|𝑑𝛽⟩ (where the sign depends on the symmetry considerations 
between the two eigenstates of the inner product).  
The final step is to rewrite this Hamiltonian in a pseudospin basis, much like the BHZ real spin 
up/down subspaces. To accomplish this, we take advantage of the hybridized states at the gamma 
point due to the degeneracy and write 𝑝± = (𝑝𝑥 ± 𝑖𝑝𝑦)/√2 and 𝑑± = (𝑑𝑥2−𝑦2 ± 𝑖𝑑𝑥𝑦)/√2. In 


























































with 𝑘± = 𝑘𝑥 ± 𝑖𝑘𝑦. We can toss out the block off-diagonal terms because they contribute as 
higher-than-quadratic order coupling terms between the subspaces. Thus the final form of the 





with each pseudospin subspace as the time-reversal partner of the other. With the mapping 
complete, we follow the steps as before to classify the system with a 𝑍2 invariant based on the 
spin Chern number. We can also add any coupling C that we want as long as 𝒯2 = −1 is 




Figure 2.8 – (a) Photograph of the acoustic crystal with metallic, cylindrical rods with two 
groups of radii: the topological regime with smaller filling factor (above) and trivial regime with 
larger filling factor (below). Speaker source and microphone detector are labeled. (b) First-
principles simulation of acoustic mode propagation along the domain wall of the two boundaries 
including around cavities, defects, and bends. (c,d) Experimental transmission spectra from 
speaker to microphone along the (c) domain wall and within a (d) trivial bulk. Note the 
pronounced transmission of the in-gap edge states (shown with white rectangle of the spectra in 
between the two gray bands) in (c) while transmission is much lower in the trivial regime (d). 
(Reprinted by permission from Springer Nature Physics, Acoustic topological insulator and 
robust one-way sound transport, He C., Ni X., Ge H, Sun, X-C., Chen, Y-B., Lu M-H., Liu X-P., 




The argument presented in acoustics with 𝐶6 symmetry and 𝑘 ⋅ 𝑝 also applies to photonics as well, 
since that merely requires a 𝐶6 symmetric potential and we can achieve that through a hexagonal 
array of dielectric rods. However, electromagnetism allows for a whole host of other extra 
symmetries which can be leveraged to mimic the 𝒯2 = −1 property of electrons, much like how 
𝐶6 symmetry allows for the double Dirac cone degeneracy for pseudospin states. An example as 
shown by Khanikaev et. al[43] (figure 2.9) is to first define a system with the electromagnetic dual 
 
Figure 2.9 – (a) The two pseudospin states Ψ± = 𝐸𝑧 ± 𝐻𝑧. (b) Band structure of the photonic 
crystal with sample unit cell in inset and hexagonal Brillouin zone in inset with K/K’ red/blue 
valleys, respectively. With 𝜒 = 0, there exists four-fold degeneracy of the TE/TM bands at the 
K/K’ point, shown with blue and red bands. When bianistropy is added, 𝜒 ≠ 0, the gap at the 
K/K’ point opens (black dashed lines). (c) Eigenfrequency solutions of the modes at the K/K’ 
with no bianistropy (left) and with bianistropy (right). Here, we observe how the degeneracy is 
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broken and the gap opens. (d) Hexagonal lattice of metacrystals with two possible microscopic 
arrangements in order to introduce bianistropy to the system. (Reprinted by permission from 
Springer Nature Materials, Photonic Topological Insulators, Khanikaev A.B., Mousavi S.H., Tse 
W-K., Kargarian M., MacDonald A.H., Shvets G., copyright 16 Dec 2016 doi: 
10.1038/nmat3520) 
 symmetry 𝛜 = 𝛍. In this system, consider an electromagnetic wave propagating in a two-
dimensional periodic medium, called a photonic crystal. This system supports two modes: TE and 
TM waves with 𝐸𝑧 and 𝐻𝑧 components, respectively. When 𝛜 = 𝛍, the two modes will always 
propagate with the same number, making the entire Brillouin zone doubly degenerate. We define 
the pseudospin states as  
𝜓±(𝐱⊥; 𝐪) = 𝐸𝑧(𝐱⊥; 𝐪) ± 𝐻𝑧(𝐱⊥; 𝐪) (2.26) 
which remain doubly degenerate and, more importantly, are time-reversal partners of each other. 
To break the degeneracy and introduce an effective spin-orbit coupling, we can engineer an optical 
metamaterial with a large bi-anisotropic response, i.e. the constitutive relations of the 
electromagnetic fields become 
𝐃 = 𝛜 ⋅ 𝐄 + 𝑖𝛏 ⋅ 𝐇 
𝐁 = 𝛍 ⋅ 𝐇 − 𝑖𝛏𝑇 ⋅ 𝐄 (2.27) 
with the following properties: 


























2) 𝜕𝑦 (2.30) 








2) 𝜕𝑥] (2.31) 
The method we use here to derive an effective Hamiltonian is the plane wave expansion method, 
a very common technique for acquiring solutions to the electromagnetic fields in a photonic 
crystal. Plane waves form a natural basis to represent the solutions for any periodic wave medium, 
just as they are for electrons with Bloch waves. We rewrite the fields as 
𝐸𝑧(𝐫; 𝐪) = ∑ 𝐸𝐆𝑒
𝑖(𝐪+𝐆)⋅𝐫
𝐆




and the material parameters as 
ℰ(𝐫) = ∑ ℰ𝐆𝑒
𝑖𝐆⋅𝐫
𝐆












2, and G is a reciprocal lattice vector of the photonic 
crystal. We can of course simply substitute the expansions into the equation above and solve 
numerically, but we can also demonstrate through an approximate solution in the vicinity of the 
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K, K’ band crossings that the Hermitian operator representing the eigenvalue problem for the 
electric and magnetic fields can be mapped directly onto the Kane-Mele Hamiltonian. If we 
truncate the sum to only include three plane waves represented by the three nearby gamma points 
and then linearize about K, K’, while considering cylindrical geometry (as shown by Sakoda)[44], 
we obtain an effective eigenvalue problem of the electromagnetic field with the Kane-Mele 
Hamiltonian serving as the Hermitian operator with eigenstates (𝜓K
+ 𝜓K
−)T. The spin-orbit 
coupling term becomes 𝜏𝑧𝜎𝑧𝑠𝑧 where =
3𝜔(K)
2 𝐆𝟎
 and 𝐆𝟎 is the Fourier component of the 
material (𝐫) function with respect to the closest reciprocal lattice vector. Note how that 𝜒 in this 
case is needed to break the degeneracy of the pseudospin states, just like the spin-orbit coupling  
 
Figure 2.10 – (a) Photograph of the metamaterial used to guide electromagnetic waves along the 
domain wall. (b) Transmission spectra of an electromagnetic wave along the domain wall (red) 
and bulk mode away from the domain wall (blue). We see clearly the bulk band gap illustrated 
by the bulk spectrum and the high transmission of an in-gap helical edge state propagating along 
the domain wall. (c) Magnetic field intensity field profile of the domain wall propagation, 
indicating reflection-less propagation. (d) Normalized magnetic field intensity along the domain 
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wall for selected frequencies within the bulk band gap. (Figure copyright Alexey P. 
Slobozhanyuk et. al and reprinted under the CC BY 4.0 license) 
term from the Kane-Mele Hamiltonian. This particular photonic crystal was manufactured and 
















CHAPTER 3 – WANNIER-TYPE HIGHER ORDER TOPOLOGICAL INSULATORS 
Topological acoustics and mechanics have been explored as a powerful platform for the 
implementation of a plethora of topological phenomena [46-49]. A bias for sound propagation 
imparted by the angular-momentum carried by a rotating fluid or by rotational motion in 
mechanical resonators has been used to emulate the effect of magnetic bias and to demonstrate the 
emergence of quantum Hall effect (QHE)-like states with robust edge transport for acoustics and 
mechanics [50-54]. In parallel, a variety of symmetry-protected topological acoustic states have 
been reported, including Zak-phase in 1D acoustic lattices [55], quantum spin Hall effect (QSHE) 
[56-59], nontrivial bulk polarization induced edge and corner states in 2D Kagome lattices [60-
63]. More recently, versatile 3D structures fabricated by either direct assembly or by advanced 3D 
manufacturing have been used to demonstrate Weyl points and surface Fermi arc-like states in 3D 
acoustic and mechanical metamaterials [64-67] as well as mechanical quadrupolar topological 
insulators [21, 68, 69]. Indeed, 3D geometries dramatically expand the design opportunities for 
acoustic topological metamaterials, thus offering the possibility of demonstration of 
unprecedented topological phenomena, often still unobserved in their condensed matter or 
photonic analogues. Wannier-type higher-order topological insulators with a hierarchy of states 
represent one example in which the system dimensionality becomes crucial.  
In previous chapters, we discussed bulk polarization in the context of the SSH model where the 
bulk-boundary correspondence manifests itself as dangling sites merely one dimension below the 
bulk. Recently, a new type of bulk-boundary correspondence has been discovered where 
topological states will appear at two or more dimensions below the bulk while localized modes 




FIGURE 3.1 – A three-dimensional bulk is bounded by a two-dimensional surface, which is 
bounded by a one-dimensional line, which is bounded by a zero-dimensional point. 
each lower-dimensional domain (figure 3.1). For example, in a three-dimensional second-order 
topological insulator, in the topologically non-trivial structure, states can localize on the surface, 
localize on the edge, and then have topologically protected states on the corner sites. We call 
these types of topological insulators the bulk-polarized higher-order topological (HOT) 
insulators. There are two types of HOT insulators: the Wannier-type, discussed in this chapter, 
and the multipolar HOT insulators, discussed in the next chapter.  
3.1 THEORETICAL CONSIDERATIONS 
Topological nature of the bulk polarization 
As just mentioned, the Wannier-type HOT insulator maintains the same Wilson loop eigenvalue 











We will go through the tight-binding model for both the two-dimensional Kagome lattice and the 
three-dimensional pyrochlore lattiace. We demonstrate that using these eigenstates and solving 
the Wilson loop eigenvalue problem, we obtain well-defined topological invariants. 
Kagome TBM 
The two-dimensional Kagome with unit cell as shown in Figure 3.2 with TBM parameters 𝜅, 𝛾 
and on-site energy 𝜔0. The lattice vectors are the same as the hexagonal lattice with 𝐚1 = (1,0) 






) .  
 
 
FIGURE 3.2 – The Kagome lattice. Top left: rhombic unit cell of the Kagome lattice with lattice 
constant 𝑎0. Each of the three sites represent the three sublattice degrees of freedom. When tiled 
together, this unit cell forms a hexagonal lattice with three-site basis. In this case, we do not have 
different on-site energies. Top right: tight-binding schematic of the Kagome lattice unit cell with 
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intra-cell hopping 𝜅 and inter-cell hopping 𝛾. Bottom: Example of a dimerized Kagome lattice 
where we make 𝜅 red bonds longer than 𝛾 green bonds.  
When we apply TBM to the real space Hamiltonian with nearest-neighbor coupling we retrieve 






























𝜔0 𝜅 + 𝛾 𝑒
−𝑖𝑞𝑥













where we use 𝑞𝑗 = 𝑘𝑗/𝑎0 for convenience. The eigenvalue problem for this Hamiltonian is 
ℋ(𝒒)|𝑢𝑛(𝒒)⟩ = 𝜖𝑛(𝒒)|𝑢𝑛(𝒒)⟩ (3.4) 



























                                                                 
𝜖3 =  𝜅 + 𝛾 − 𝜔0 (3.5) 
We show the band structure in Figure 3.3. The eigenvectors used for the Wilson loop can be 




FIGURE 3.3 – Band structure of the Kagome lattice along the hexagonal Brillouin zone with 
half-filling. Left: band structure of the undimerized lattice with 𝜅 = 𝛾. Note the degeneracy 
present at the K/K’ points. Right: band structure of the dimerized lattice with 𝜅 ≠ 𝛾. Just like the 
case with the SSH model, because of lattice symmetries, swapping 𝜅 with 𝛾 does not change the 
band structure. We have to consider the role of topology once again to distinguish the two phases 
since the degeneracy is broken at the K/K’ points for this case. 
  
FIGURE 3.4 – Left: schematic of the tetrahedral tight-binding unit cell of the pyrochlore lattice. 
Right: demonstration of the unit cell’s alignment with the face-centered cubic (FCC) lattice. Note 
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that each site appears along the lattice vectors of the FCC lattice: 𝐚1 = ?̂? + ?̂?, 𝐚2 = ?̂? + ?̂?, 𝐚3 =
?̂? + ?̂? with lattice constant normalized to 1. 
Pyrochlore TBM 
The three-dimensional pyrochlore lattice has a unit cell that aligns itself very nicely with the 
face-centered cubic (FCC) lattice with lattice constant 𝑎0, which we show in Figure 3.4. When 
we apply TBM to the real space Hamiltonian with nearest-neighbor coupling we retrieve the bulk 




























































































where we use 𝑞𝑗 = 𝑘𝑗/𝑎0 for convenience. The eigenvalue problem for this Hamiltonian is 
ℋ(𝒒)|𝑢𝑛(𝒒)⟩ = 𝜖𝑛(𝒒)|𝑢𝑛(𝒒)⟩ (3.7) 
and we retrieve the energy eigenvalues by diagonalizing the Hamiltonian to obtain 
𝜖1,2(𝒒) = 𝜅 + 𝛾 − 𝜔0 (doubly degenerate), 
𝜖3,4(𝒒) = 


















The band structure is shown in Figure 3.5. The eigenvectors used for the Wilson loop can be 
extracted from here as well. 
  
FIGURE 3.5 – Band structure of the pyrochlore lattice at half-filling. The gray flat band is 
doubly degenerate, accounting for all four sublattice degrees of freedom. The dots represent the 
eigenvalues of the first-principles FEM modeling for the acoustic analogue. Left: undimerized 
band structured with 𝜅 = 𝛾. Note the line of degeneracy along the X-W path in the truncated 
octahedral Brillouin zone. Right: dimerized band structure with 𝜅 ≠ 𝛾. Just like the case with the 
SSH model, because of lattice symmetries, swapping 𝜅 with 𝛾 does not change the band 
structure. We have to consider the role of topology once again to distinguish the two phases 
since the degeneracy is broken along the X-W line. 
Wilson loop eigenvalue problem 
In figure 3.6, we show the Wilson loop eigenvalue 𝑣𝑛,𝑥,𝐤 (which we call the Wannier band) 
plotted as a function of 𝑘𝑖 for two types of Wannier-type HOT insulators: the Kagome lattice in 
two-dimensions and the pyrochlore lattice in three-dimensions. As we can see, averaging the 
74 
 
value of the band over all 𝑘𝑖 will yield a topological invariant not equal to zero or a trivial case 
equal to zero.  
 
 
FIGURE 3.6 – Evaluation of the Wannier bands for the (a) expanded Kagome lattice, (b) 
shrunken Kagome lattice, (c) shrunken pyrochlore lattice, and (d) expanded pyrochlore lattice. 
For each Wannier band, the average value of the band is the bulk polarization invariant. With 
topology, we can predict the system’s behaviors at the boundary without considering edge 
spectra or experimentally observing it.  
Quantization of bulk polarization 
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Point group symmetries and mirror symmetric lattices are crucial to understanding how charge is 
polarized in these systems. If we briefly consider the SSH model again, it is the inversion 
symmetry itself which guarantees that the bulk polarization will be quantized to 0 or 1/2 between 
the shrunken or expanded lattices, respectively. To prove this, consider that inversion symmetry 
operator acting on the bulk Hamiltonian acts as 
?̂?𝐻(−𝑘)?̂? = 𝐻(𝑘) (3.9) 




) ( 0 𝑣 + 𝑤𝑒
−𝑖(−𝑞)




) = ( 0 𝑣 + 𝑤𝑒
−𝑖𝑞
𝑣 + 𝑤𝑒𝑖𝑞 0
) 
and 
𝐻(𝑘)|𝑢(𝑘)⟩ = 𝐸(𝑘)|𝑢(𝑘)⟩ ⇒ 𝐻(−𝑘)?̂?|𝑢(𝑘)⟩ = 𝐸(𝑘)?̂?|𝑢(𝑘)⟩ ⇒ |𝑢(−𝑘)⟩ = 𝑒𝑖𝜙(𝑘)?̂?|𝑢(𝑘)⟩(3.10) 
Now let 𝑚 = −𝑗 + 1, … , 𝑗 such that 
|𝑢𝑚⟩ = {
|𝑢2𝜋+𝑚𝛿𝑘⟩,  𝑚 ≤ 0
 |𝑢𝑚𝛿𝑘⟩,  otherwise
 
So the Wilson loop becomes 
𝑊 = 〈𝑢𝑗|𝑢𝑗−1〉 … 〈𝑢1|𝑢0〉〈𝑢0|𝑢−1〉 … 〈𝑢−𝑗+1|𝑢𝑗〉 







where we used equation 3.10 from above to take all -k eigenstates to +k. Moving along, we can 
cancel out all of the phase terms because each negative phase is accounted for by a positive one, 
we recall that 𝜋2 = 𝕀, and we note that ⟨𝑢𝑎|𝑢𝑎′⟩⟨𝑢𝑎′|𝑢𝑎⟩ = 1 to simplify: 
𝑊 = ⟨𝑢1|𝑢0⟩⟨𝑢0|?̂?|𝑢1⟩⟨𝑢𝑗−1|?̂?|𝑢𝑗⟩⟨𝑢𝑗|𝑢𝑗−1⟩ (3.12) 
When m=0, we are at a time-reversal symmetric point and this forces a definite parity of ±1. 
Finally, we arrive at: 
𝑊 = (±1)(±1)⟨𝑢1|𝑢0⟩⟨𝑢0|𝑢1⟩⟨𝑢𝑗−1|𝑢𝑗⟩⟨𝑢𝑗|𝑢𝑗−1⟩ = ±1 (3.13) 
such that the Wilson loop eigenvalue problem becomes 
±|𝑣𝑖⟩ = 𝑒
𝑖2𝜋𝑣𝑖|𝑣𝑖⟩ (3.14) 
demonstrating that the Wannier center for one-dimensional Hamiltonian with inversion 
symmetry must have a polarization of 0 or ½, as demonstrated before in section 1.6.1. 
We can generalize this notion of inversion symmetry quantizing the bulk polarization to higher 
dimensions and to any 𝐶𝑛 symmetric lattice using the method of the of Fang et al. To begin, 
recall that reciprocal lattice vectors satisfy the relationship 𝐚𝑖 ⋅ 𝐛𝑖 = 2𝜋𝛿𝑖𝑗. Using the definition 







we can re-parameterize this expression in terms of the reciprocal lattice vectors, namely 𝐤 =
𝑞1𝐛1 + 𝑞2𝐛2 where 𝑞1,2 ∈ ℝ. The expression becomes 
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we can draw a direct equivalence between the real space bulk polarization expression 𝐏 =
𝑝1𝐚1 + 𝑝2𝐚2 and the well-defined expression through the Brillouin zone: 
𝐏 ⋅ 𝐛𝑖 = 2𝜋𝜇𝑖 
𝐏 ⋅ 𝐛𝑖 = (𝑝1𝐚1 ⋅ 𝐛𝑖 + 𝑝2𝐚𝟐 ⋅ 𝐛𝑖) = 2𝜋𝑝𝑖 (3.18) 
Therefore, we only need to analyze the effect of symmetry operations on the real space lattice 
vectors of the real space bulk polarization expression since 𝑝𝑖 = 𝜇𝑖 mod 1 (modulo coming from 
how polarization displaced by a full unit cell in an infinite lattice is identical to no displacement 
at all). 
In general, vectors transform under rotation as 
𝑣𝑖
′ = 𝑅𝑖𝑗𝑣𝑗 (3.19) 
where repeated indices are summed over. So, rotations affect the bulk polarization as 
𝐏 = 𝑝𝑖𝐚𝑖 → 𝑝𝑖𝑅𝑖𝑗𝐚𝑗 (3.20) 
Now consider the effect of a rotation 𝑅 ∈ 𝐶𝑛 on a 𝐶𝑛 symmetric lattice with bulk polarization. 
Since the lattice remains invariant under such a transformation, the bulk polarization can only 
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change by integer multiples of the lattice vectors (since, for an infinite lattice, displacement of 
the charges by 𝑛𝐚1 is equivalent to no displacement at all, by translational symmetry): 
𝐏 = 𝑝𝑖𝐚𝑖 → (𝑝𝑖 + 𝑛𝑖)𝐚𝑖 (3.21) 
By comparing these two equations, we find the constraint that 
𝑝𝑗𝑅𝑖𝑗𝐚𝑗 = (𝑝𝑖 + 𝑛𝑖)𝐚𝑖. (3.22) 















































= (𝑝1 + 𝑛1)𝐚1 + (𝑝2 + 𝑛2)𝐚2 (3.23) 
⟹ 𝑝1(𝐚2 − 𝐚1) − 𝑝2𝐚1 = −(𝑝1 + 𝑝2)𝐚1 + 𝑝1𝐚2 = (𝑝1 + 𝑛1)𝐚1 + (𝑝2 + 𝑛2)𝐚2 (3.24) 
and by comparing coefficients we have a set of two equations 
−𝑝1 − 𝑝2 = 𝑝1 + 𝑛1 
𝑝1 = 𝑝2 + 𝑛2 










Recall that these expressions are defined modulo 1 so we obtain the final constraints on 𝑝1,2 
where they must be quantized to be 0, 1/3, or 2/3. There is one additional constraint on the 
particular case of the 𝐶3 lattice: we note how 𝑝1 − 𝑝2 = 𝑛2 and this can only happen when 𝑝1 =
𝑝2 (also because of modulo 1). Thus, the polarization is the same in both real space lattice 
vectors. For the 𝐶3 unit cell, we provide the three potential centers of charge in Figure 3.7. 
 
Figure 3.7 – Maximal Wyckoff positions (high symmetry points) for the 𝐶3 symmetric unit cell, 
i.e. the centers of Wannier charge for the three possible values of the bulk polarization.  
Bulk-boundary correspondence 
We continue along with our discussion of the 𝐶3 lattice and consider the Kagome lattice shown 
in Figure 3.2. This is perhaps the simplest example of a Wannier-type HOT insulator as seen in 
multiple works. This structure follows the same principles as the SSH model, with the same 




FIGURE 3.8 – Finite Kagome structure with (a) the schematic with the three axes of 𝐶3 rotation 
symmetry 𝑀1,2,3, (b) Energy spectrum of the finite structure with expanded choice of unit cell. 
Yellow denotes gapped bulk modes, blue the gapless surface mode, and red is the topological 
three-fold corner mode (one for each corner). (c) Energy spectrum of the finite structure with 
shrunken choice of unit cell. There are no in-gap states and this structure is a trivial insulator. 
model, however, there are many different ways one can choose to terminate the lattice. In fact, 
this becomes incredibly important with respect to the bulk-boundary correspondence: given 
some termination of the infinite lattice, what sort of behavior do we expect to observe at the 
edges? It’s the same bulk polarization invariant as well-defined through the Wilson loop 
eigenvalue problem and quantized through the point group symmetry, but can things change at 
the boundary? 
Let’s say for the Kagome lattice we choose to terminate in a way shown in Figure 3.8a. After 
diagonalization of the real-space Hamiltonian, we find that the spectrum either looks like the 
expanded case in Figure 3.8b, or shrunken case in Figure 3.3c. It seems that there are two sets of 
in-gap modes for the expanded, topological case and the field profiles of the TBM reveal that 
they are edge states localized on the edge (shown in blue) and topological corner states pinned to 
81 
 
the zero energy (in red), thus yielding the first theoretical proof of the new type of bulk-boundary 
correspondence. 
Filling Anomaly 
The presence of the corner states can be directly tied to the reflection symmetries of the lattice. 
In fact, it is impossible to both uphold 𝐶3 lattice symmetry and charge neutrality at the same 
time. By choosing a finite structure with 𝐶3 symmetry and non-trivial bulk polarization, the 
modes have no other option but to localize at the corner sites and fractionalize. This is known as 
the filling anomaly, which can be explained using the method of Benalcazar et. al and shown in 
Figure 3.9. For the Kagome lattice with 1/3 filling (just the lowest band filled), there’s one 
electron per unit cell and each hexagonal unit cell must have a total positive charge +e to keep 
 
Figure 3.9 – Demonstration of the filling anomaly for a Kagome lattice with expanded choice of 






), there is 
a charge imbalance towards the 𝑀3 symmetry axis, thus breaking 𝐶3 symmetry. Right: 
distribution of charge which preserves both 𝐶3 symmetry and charge neutrality. The charges 
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fractionalize into light blue 2/3 and red 1/3. Physically, we can interpret this as only a fraction of 
the full Wannier orbital located in each unit cell (hexagonal lines). 
the structure electrically neutral. In Figure 3.9, there are 21 unit cells, and thus 21 centers of the 
charge, or Wannier centers. Note that in the (a) case, where the non-trivial bulk polarization 
pushes the Wannier center to the edge of the hexagonal unit cell, 𝐶3 symmetry is not preserved 
and there is a charge imbalance towards one edge. If we choose to enforce 𝐶3 symmetry, we 
need to either make the structure electrically charged and remove electrons towards the edges 
away from the bulk, which is incompatible with the initial model of the electrically neutral 
insulating structure. The only possible charge distribution which upholds both 𝐶3 and charge 
neutrality is the configuration in (b) where the charges per sector at the edges fractionalize: at the 
edges themselves (lower opacity) the charge is 2/3 e and at the corners, 1/3 e. We can interpret 
this fractionalization of charge as, in the extremely dimerized limits, how the electron orbitals 
overlap the unit cells and only a fraction of the localized orbital might appear towards the edges. 
Of course, from the quantization of the bulk polarization guaranteed by the 𝐶3 symmetry, the 
electrons are unable to shift back towards the trivial position. 
 Generalized chiral symmetry 
Just like how we can generalize the notion of inversion symmetry to the point group symmetries, 
we can also generalize chiral symmetry to any number of dimensions. As mentioned before, the 
chiral symmetry of the structure protects the topological state and makes it robust, but we cannot 
define chiral symmetry the usual way like in the SSH model. Thus, we propose a new symmetry 
when the interactions occur only between sublattices called the generalized chiral (sublattice) 
symmetry. Here, we will use the example of a structure with four sublattices (which will be of 
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considerable importance later) but the same reasoning also applies to a system with three 
sublattices, such as the Kagome lattice above.  
Now, similar to the role of chiral symmetry Γ2 in the SSH model, the chiral operator Γ4 defined 
here transforms H0 the in the following way 
Γ4H0Γ4
−1 = H1, 
Γ4H1Γ4
−1 = H2, 
Γ4H2Γ4
−1 = H3, 
                                                          
H0 + H1 + H2 + H3 = 0, (3.26)                                                   
where these transformations are unitary, hence, Hi𝑠  share the same eigenvalues. If H0 satisfies 
the conditions in equations 3.26, we claim the generalized chiral symmetry Γ4 of H0 is preserved.  
The generalized chiral operator Γ4 has the following properties, 
(1) The eigenvalues of Γ4 are 1, 𝑖, −1, −𝑖.  
(2) The trace of H0 is zero if it preserves the generalized chiral symmetry  Γ4. 
(3) Four fold degenerate zero energy states only localize at one of the four sublattices. 
Proof of property (1). Let  Γ4 transforms the last formula in equations 3.26, thus, we obtain  
                                          
H1 + H2 + H3 + Γ4H3Γ4
−1 = 0 (3.27)                                                                  




−1 = H0 (3.28) 
Therefore, for nondegenerate states, [H0, Γ4
4] = 0,  it indicates 
Γ4
4 = I (3.29) 
 The eigenvalue equation of Γ4 can be written as  
Γ4|φ〉 = g|φ〉 (3.30) 
g has to be 1, 𝑖, −1, −𝑖 in order to meet the condition equation 3.29. One possible unitary form of 
Γ4 is found to be 
Γ4 = (
1 0 0 0
0 𝑖 0 0
0 0 −1 0
0 0 0 −𝑖
) (3.31) 
Proof of property (2). From equations 3.26 it is straightforward to see 
                                        𝑡𝑟𝑎𝑐𝑒(H1) = 𝑡𝑟𝑎𝑐𝑒(Γ3H0Γ3
−1) = 𝑡𝑟𝑎𝑐𝑒(H0),                                    
Similarly, 𝑡𝑟𝑎𝑐𝑒(H2) = 𝑡𝑟𝑎𝑐𝑒(H1), and 𝑡𝑟𝑎𝑐𝑒(H3) = 𝑡𝑟𝑎𝑐𝑒(H2), 
                                                       𝑡𝑟𝑎𝑐𝑒(H0 + H1 + H2 + H3) = 0,                                                    
which means 
𝑡𝑟𝑎𝑐𝑒(H0) = 0. (3.32) 
From the property (2) it can be concluded the sum of eigenvalues of ℋ0(𝒒) in equation 3.8 is 
zero if Γ4 is preserved. 
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(I − 𝑖Γ4 − Γ4
2 + 𝑖Γ4
3), 
                                                       P C =
1
4
(I − Γ4 + Γ4
2 − Γ4
3),                                                    




(I + 𝑖Γ4 − Γ4
2 − 𝑖Γ4
3), (3.33)      
     
such that PA + PB + PC + PD = I,PA + 𝑖PB − PC − 𝑖PD = Γ4  PA − PB + PC − PD = Γ4
2 and PA −
𝑖PB − PC + iPD = Γ4
3, and satisfy the orthogonality condition P𝑖P𝑗 = 0, 𝑖 ≠ 𝑗. Now it’s 
straightforward to prove that  
P𝑖H0P𝑖 = 0, 𝑖 = A, B, C, D 
which indicates that the transition probability from site to site within the same sublattice is zero. 
H0 can be expressed as the summation of its projection among different operators  
H0 = ∑ P𝑖H0P𝑗
𝑖≠𝑗
 
Now, assume the eigenstate |un〉 of H0 be the zero energy eigenstate, equivalently,  
H0|un〉 = H1|un〉 = H2|un〉 = H3|un〉 = 0 
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We take one of the projectors from PA in equations 3.33 which acts on the zero energy states and 









[H0|un〉 + Γ4H3|un〉 + Γ4
2H2|un〉 + Γ4
3H1|un〉] = 0 
The same result is obtained if we replace PA with other projectors. Thus, zero energy states with 
four-fold degeneracy will localize only at one of the four sublattices and we can extrapolate 
below to claim that zero energy states with three-fold degeneracy (Kagome lattice) will localize 
only at a single sublattice as well.  
Now that we have demonstrated the theoretical underpinnings of the Wannier-type HOT 
insulator including:  
1) Proof of its topological nature through the Wilson loop eigenvalue problem,  
2) Quantization of the bulk polarization,  
3) Bulk-boundary correspondence,  
4) Point group symmetric argument through the filling anomaly why corner states 
necessarily appear, and 
5) Topological protection of the zero dimensional corner states through the generalized 
chiral symmetry 
we are almost ready to proceed and apply this theory to a classical wave systems. The last thing 
we need to discuss is points 2-4 for a three-dimensional Wannier-type HOT insulator. Point 
group symmetries only apply to rotations within the two-dimensional plane like with a Kagome 
lattice, so we need to discuss how these points are still applicable to a three-dimensional 




The method we use here to draw a link between the pyrochlore lattice and the Kagome lattice 
relies on adiabatic deformations, as seen in chapter 1. To do this, consider the extremely 
dimerized case as 
𝜅
𝛾
→ 0+ with the cut shown in figure 3.10. The two-dimensional boundary of 
the lattice detaches from the bulk and each face is its own Kagome lattice with those same zero-




= 1, we can say that this case is adiabatically connected to the topological region 
of the pyrochlore lattice and the pyrochlore lattice shares the same zero-energy corner state with 
the Kagome lattice. Just like with the Kagome lattice as well, we have observed the zero energy 
in-gap corner mode as the band degeneracy is lifted along the X-W line in the Brillouin zone 
characterized by the same non-zero bulk polarization in the topological region. Therefore, we 
claim that this pyrochlore lattice, being one dimension higher than the Kagome lattice but with 
the same 0D corner mode, fits the definition of a Wannier-type third-order topological insulator. 
We show the energy spectrum in Figure 3.10 in both the expanded and shrunken lattices which 





FIGURE 3.10 – Top left: Fully dimerized finite pyrochlore structure with 𝜅 = 0 and 𝛾 bonds 
shown in blue. It can be readily seen here that in this formation, each boundary of the pyrochlore 
lattice splits into a Kagome surface, an SSH edge, and then the dangling corner sites. Top right: 
undimerized finite pyrochlore lattice with 𝜅 = 𝛾. Bottom left: energy spectrum of the finite 
structure with expanded choice of unit cell 𝜅 < 𝛾. Yellow gapped bulk bands appear with 
gapless surface (purple), gapless edge (blue), and topologically protected four-fold degenerate 
corner modes. Bottom right: energy spectrum of the finite structure with shrunken choice of unit 
cell 𝜅 > 𝛾. There are no in-gap modes and this is a trivial insulator. 
3.2 EXPERIMENTAL MEASUREMENT 
We exploit 3D printing and a snap assembly technique to construct an acoustic analogue of the 
topological pyrochlore lattice, which hosts a third-order hierarchy of topological states. We show 
that the manufactured acoustic metacrystal possesses topological bulk polarization, and we 
experimentally demonstrate a hierarchy of Wannier-type HOT states in three-dimensions by 
observing in the same sample 1st-order surface, 2nd-order edge and 3rd-order corner states 
localized in one, two, and three dimensions, respectively. The presence of this rich hierarchy of 
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topological phase induced states paves the way to a whole host of applications [70] because they 
exhibit resilience to disorder as long as the structure remains adiabatically connected to the non-
trivial topological phase. 
Topological acoustic metamaterial design 
A three-dimensional acoustic metamaterial emulator of the pyrochlore lattice [71, 72] is realized 
using meta-molecules (unit cells) schematically shown in Figure 3.11.  
 
FIGURE 3.11 Concept and design of the acoustic pyrochlore lattice. (A) Schematic and realistic 
design of the Wigner–Seitz unit cell of the expanded pyrochlore lattice. (B) Schematic of the 
Wigner–Seitz unit cell inserted into the FCC lattice structure. (C) The first Brillouin zone of the 
FCC lattice, with labeled high symmetry points, high symmetry paths, and reciprocal lattice 
vectors. (D) Photograph of the 3D topological metamaterial assembled from 3D printed meta-
molecules, with boundary cells attached. Each side length of the crystal consists of 4 meta-
molecules (12 acoustic resonators). The inset in A shows the field profile of axial dipolar mode 
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of single resonator.  The inset in D features an example of boundary cell with an inner cavity of 
shorter (90%) axial height than the rest of the structure. (See Methods for details). 
Each molecule consists of four acoustic resonators (figure 3.11a), with acoustic pressure modes 
oscillating along the axial direction. We choose to work with the fundamental mode, whose only 
node appears in the center of the individual cavity of the resonator. To form the lattice, the 
resonators are coupled through narrow cylindrical channels whose position on the resonator is 
carefully chosen to respect the crystalline symmetries of the pyrochlore lattice. The control over 
coupling between resonators within and between adjacent metamolecules of the metacrystal, 
which is required to induce bulk topological polarization, is achieved by varying the diameter of 
the cylindrical coupling channels. Since the acoustic modes are strongly bound to the resonant 
cavities and the design of the structure only allows nearest neighbor coupling, the tight-binding 
model (TBM) can be an effective modelling tool for our system, with nearest-neighbor hopping 
described by intra-cell 𝜅 and inter-cell 𝛾 coupling parameters. COMSOL Multiphysics (Acoustic 
Module) has been used to verify the results with full-wave finite element method (FEM) 
simulations. If the diameter of the intra-connected channels is smaller than the one of the inter-
connected channels, 𝜅 < 𝛾, the structure is referred to as the expanded crystal as before, 
implying stronger coupling among resonators of the adjacent metamolecules. In the opposite 
condition, 𝜅 > 𝛾, the structure is shrunken, and modes are strongly coupled within the resonators 
of the metamolecule within the same unit cell. The acoustic resonators in the metamaterial are 
aligned to show the sites and primitive vectors of the face center cubic (FCC) lattice in figure 
3.11b, and the corresponding first Brillouin zone shown in figure 3.11c. As the dimensions of the 
crystal exceeded the print volume of currently available STL 3D printers, the hybrid approach, 
combining 3D printing of the constitutive elements and subsequent snap-assembly, was used. 
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The metamolecules were 3D printed and snapped together using the interlocking features that are 
deliberately introduced in the design, thus allowing for the assembly of rigid and stable large 
scale metacrystals.  The assembled finite structure consisting of 20 metamolecules (80 
resonators) is shown in figure 3.11d. Note that the boundaries of the crystal are terminated by 
smaller resonators, which are designed to have resonant frequencies detuned from the spectral 
region of interest to high frequency range, yielding an effective boundary condition analogous to 
the terminated boundary in TBM. These are required to preserve the Γ4 generalized chiral 
symmetry present in the pyrochlore structure with nearest neighbor coupling.  
 
Figure 3.12 Theoretical prediction of nontrivial bulk polarization. (A) Dispersion relation of the un-
dimerized and (B) dimerized (expanded or shrunken) unit cell obtained by TBM (solid lines) and first-
principle COMSOL calculations (circular dots) along a high symmetry path through the Brillouin zone 
shown in Fig 1C, and the corresponding mode profiles shown at X and W points. The inset in (B) shows 
the mode profiles of the shrunken unit cell at X and W, demonstrating the characteristic band inversion of 
topological systems. 
Non-trivial topology and bulk polarization  
We theoretically explore the band structure of the unit cell, as shown in Figure 3.12. In the ideal 
pyrochlore lattice, with 𝜅 = 𝛾 a line of degeneracy along the X-W high symmetry path can be 
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observed. The degeneracy of this line is broken by making the inter-cell and intra-cell couplings 
different 𝜅 ≠ 𝛾. Through both semi-analytical TBM and the first-principles FEM modeling of 
the structure, we observe band inversion at the W point between two cases of expanded crystal 
and shrunken crystal, which indicates a nontrivial topological transition. The nontrivial 
topological transition was then demonstrated through the Wilson loop eigenvalue problem and 
the plots of the Wannier bands, shown in the previous section. 
We numerically calculated the energy spectrum of the metamaterial sample in figure 3.11d as a 
function of the ratio 𝜅/𝛾 (figure 3.14a) by using TBM of the finite crystal. Based on the 
prediction from nontrivial bulk polarization outlined in the previous section, for the case of 
expanded lattice (when 
𝜅
𝛾
< 1) we expect surface modes (purpled colored), edge modes (blue 
colored) and corner modes (red colored) to emerge at the boundaries. Both TBM and numerical 






, 4-fold degeneracy corner modes split from the bulk continuum (yellow colored bands), 







To find the value of coupling ratio where the zero-energy corner state intersects the bulk, we 
scale the Hamiltonian such that the zero-energy state resides exactly at the on-site energy 𝜔0, 
effectively setting 𝜔0 = 0 with no loss of generality and then we consider when the upper band 
(represented by the eigenvalue that subtracts the radical, 𝜖4) of figure 3.13 is aligned with the 
upper bulk band in the energy spectrum Figure 3.14a. The lowest points of the upper dispersive 
bands are always located along the X-W line. From here we can conclude that the upper bulk 
band must intersect the zero-energy mode when 
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𝜖4(𝑞𝑥, 𝑞𝑦, 𝑞𝑧) = 𝜖4(0,2𝜋, 0) = 0 (3.34) 
where 𝐪 = (0,2π, 0) corresponding to the X high symmetry point in the Brillouin zone. 
Substituting this eigenvalue into equation 3.34 yields 
𝜖4(0,2𝜋, 0) = 𝜅 + 𝛾 − 2√𝜅2 + 𝛾2 − 2𝜅𝛾 = 0 (3.35) 






 , 3} (3.36) 
Because the bulk polarization has to be nontrivial to guarantee the presence of 3rd order corner 
modes, the coupling strengths have to meet the condition 𝜅 < 𝛾. Therefore, we toss out second 
solution to obtain 
𝜅
𝛾
= 1/3 as the final solution to the critical point when the corner modes 
intersect with the bulk continuum. 
 
Figure 3.13 Condition for the upper dispersive mode to approach the zero-energy line. We 
set 𝛾 = 1 and vary 𝜅 from 0 to 1/3 (shown by increasing saturation). As soon as the coupling 
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ratio reaches 1/3, the lowest point of the upper dispersive mode intersects with the zero-energy 
line. 
 
Figure 3.14 Experimental demonstration of second- and third-order topological edge and 
corner states. (A) Energy spectrum obtained from TBM for the pyrochlore lattice. Yellow, 
purple, blue, and red colored shaded regions are for bulk, surface, edge, and corner states, 
respectively. (B) Normalized density of states for the expanded lattice obtained from the 
measurements of the frequency response at the top of each site. Each region’s densities of states 
(bulk, surface, edge, and corner) were obtained by filter functions of bulk, surface, edge and 
corner, respectively. The full width at half maximum (FWHM) of the corner state is 
approximately 140 Hz with a maximum at 8380 Hz, corresponding to a quality factor of 60, well 
within the estimate for an individual resonator to permit the topological properties of this mode. 
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(C) Logarithmic map of the spatial distribution without filter functions of acoustic power with 
source placed at the starred cylinder and measured at frequencies I, II, III, and IV in (B). 
Experiment 
In the 3D printed structure fabricated for our experimental investigation, we choose to work in 
the κ/γ = 0.111 regime of the energy spectrum of the lattice (indicated by dashed line in figure 
3.14a). In this case, the zero-energy corner states, as well as the edge and surface states, appear 
fully immersed into the bulk band gap and show no overlap with the bulk continuum. In 
agreement with the TBM energy spectrum, the frequency response spectra of different sites 
extracted from acoustic measurements on the structure (figure 3.14b) reveal a wide bulk band 
gap with lower and upper bulk bands, as well as a hierarchy of topological boundary modes, 
including surface states, edge states and (four-fold degenerate) corner states (localized at the four 
corners of the structure). In contrast to the lower bulk band, the upper bulk band also shows up 
the spectra for surface and edge sites. This observation is related to the fact that the modes of the 
upper bulk band penetrate into the surface and edge resonators, as opposed to the lower band, 
where the topological polarization removes the corresponding surface and edge degrees of 
freedom from the bulk eigenmodes. The Methods section provides details of the procedure to 
extract the frequency response spectra for different regions from experimental measurements. 
Interestingly, the corner states appear at “zero-energy”, i.e., their frequency corresponds to the 
frequency of a separate individual resonator, however, the collective nature of these modes is 
evidenced by the nonvanishing field strength in other sites of the lattice. All the topological 
states appear within the bulk band gap, with some overlap due to the finite bandwidth of the 
corresponding spectral lines caused by their finite lifetime. Some overlap among the bulk, 
surface, edge, and corner spectra, can be seen in figure 3.14b and is attributed to inhomogeneous 
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broadening due to energy dissipation. Two major loss mechanisms in our experiment are (i) the 
absorption in the resin used in 3D printing, (ii) the leakage through the probe holes, which are 
deliberately introduced in the design of the individual resonators to allow excitation and probing 
of the acoustic field. The resultant experimentally measured quality factors of the individual 
resonators are within the range of 50 to 60, and, therefore, the corresponding finite lifetimes of 
the modes of the lattice are long enough not to alter their topological nature, making them clearly 
observable in our system. In order to validate our findings and highlight the topological nature of 
the observed states, we also fabricated a trivial “shrunken” structure, which was found to host 
bulk modes only, further evidencing the topological origin of the observed surface, edge and 
corner states. It’s interesting to note that in this scenario the spectra for surface, edge, and corner 
sites all appear in the lower bulk band as well, thus confirming that the topological polarization 
is trivial and the wavefunction of the bulk modes penetrates into boundary sites. This is an 
important distinction from the nontrivial case, when these sites are excluded from the 
wavefunction of the lower bulk band due to the topological bulk polarization of the lower bulk 
band as in Figure 3.14b. 
The experimentally measured field profiles of all the modes, shown in Figure 3C, are in excellent 
agreement with the numerically calculated profiles of Wannier-type higher order states. From 
Figure 3.14c, one can easily ascertain the difference between field profiles of the exponentially 
decaying bulk modes (excited at the frequency within the bulk band indexed by the label I in 
Figure 3.14b) and of the extremely localized “zero-energy” corner state excited at the 
corresponding frequency (indexed by the label II in Figure 3.14b). Note that the field decay of 
the bulk modes is less rapid, following a 1/𝑟2 dependence with an exponential correction due to 
loss. It is worth mentioning that the generalized chiral symmetry in the pyrochlore lattice 
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provides inherent robustness of the corner modes, as the corner states are always pinned to “zero-
energy” states, and their field profiles, are ideally localized at one of the sublattices, which is 
evident in the corner mode spectral profile in Figure 3.14c. The generalized chiral symmetry for 
the present case of 3D pyrochlore lattice is described by the operator Γ̂4, with the property Γ̂4
4
=
I, connecting a sequence of inequivalent Hamiltonians ?̂?𝑛 with the same spectrum Γ̂
𝑛?̂?0Γ̂
−𝑛 =
?̂?𝑛, where 𝑛 = 1,2,3, and H0 + H1 + H2 + H3 = 0. Indeed, as can be seen from the logarithmic 
field maps in Figure 3.14c, right panel, the corner state predominantly localizes on the same 
sublattice. Thus, the acoustic pressure amplitude at the atoms of different sublattices within the 
same unit cell appears to be at least 500 times smaller compared to the amplitude in the same 
sublattice of the adjacent cells (only 40 time weaker due to the exponential localization of the 
states). As expected, such the sublattice localization is not observed for the bulk modes plotted in 
the left panel of Figure 3.14c. 
In addition to corner states localized in three dimensions, the nonzero value of bulk topological 
polarization gives rise to the formation of another class of Wannier-type higher-order states – 
2nd order edge states confined to the edges and 1st order surface states confined to the surface of 
the fabricated finite metacrystal. These modes are shown in Figure 3.14c as well, where we can 
see that they exhibit extreme localization to a particular edge or surface, respectively. For the 
edge mode, the mode is excited halfway between the terminating corners, and it forms a standing 
wave-like profile with two nodes located at the respective corners. For the surface mode, the 
mode is excited in the inner part of the surface at the starred site, where it also forms a 




Specific methods and data analysis 
1) Normalized response spectra Measurement - The speaker was placed at the bottom port and 
the microphone at the top port of the same site. The frequency generator was used to run a sweep 
from 7600 Hz to 8800 Hz in 20 Hz intervals with a dwell time of 0.5 seconds while the FFT 
spectrum analyzer obtained the amplitude responses φ(ω) at each frequency. Field distributions 
φj(ω) are obtained by repeating this process for each site j. Once each amplitude response was 
obtained for each of the 80 individual sites, we separate the response of the bulk, surface, edge, 
and corner sites depending on which mode dominates at that site by using a filter function (as 
shown in the inset for Figure 3.14b.) to obtain the spectra for each different type of mode. We 
obtained the average power spectrum 𝑃𝑎(𝜔) = ∑ |Φ𝑗(𝜔)|𝑗
2
/𝑁 for each colored region where N 
is the number of resonators within that region and then normalized the spectra with 𝑃𝑛(𝜔) =
𝑃𝑎(𝜔)/ ∑ 𝑃𝑎(𝜔)𝜔 . For the field profiles excited by a single frequency, the speaker was fixed at 
the port of the site of interest and the microphone was placed over each site of the lattice to 
measure the magnitude response at the desired frequency (shown in Figure 3.14b).  
2) Spatial distribution measurement – The speaker was placed at the bottom port of a single site, 
while the microphone was placed at the top port of any other individual site. Depending on 
which mode we wanted to observe, we set the frequency generator to a single frequency: I, II, 
III, or IV from Figure 3.14b. While keeping the speaker in place, we obtained the amplitude 
response at each site in the lattice by placing the microphone at the top port of the site. If there 
was no measurable amplitude response above background noise level at a certain site, we 




CHAPTER 4 - MULTIPOLAR HIGHER-ORDER BULK-POLARIZED INSULATOR 
Just like the Wannier-type HOT insulators, the multipolar HOT insulators demonstrate the same 
new type of bulk-boundary correspondence with topological states greater than one dimension 
below the bulk. We begin with the theoretical considerations of such systems.  
4.1 THEORETICAL CONSIDERATIONS 
Tight-binding model 
 
Figure 4.1 – Left: Tight-binding schematic of the octopolar insulator. Right: Band structure of 
the TBM with undimerized structure (dashed lines) showing degeneracy at the A point and 
dimerized (solid lines) structure showing the gap opening. Both the blue and green bands are 
four-fold degenerate for a total of eight bands (corresponding to the eight degrees of freedom per 
unit cell). 
First, we consider the tight-binding model for a three-dimensional multipolar HOT insulator with 
schematics shown in Figure 4.1. We will also enforce a gauge flux of 𝜋 per plaquette of the 
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tetragonal crystal, and we will see why in a moment. The bulk momentum space Hamiltonian for 
this case is 
?̂?(𝒌) = 𝜆⊥ sin(𝑘𝑥) Γ3
′ + [𝛾⊥ + 𝜆⊥ cos(𝑘𝑥)]Γ4
′ + 𝜆⊥ sin(𝑘𝑦) Γ1
′ 
+[𝛾⊥ + 𝜆⊥ cos(𝑘𝑦)]Γ2
′ + 𝜆𝑧 sin(𝑘𝑧) Γ5
′ + [𝛾𝑧 + 𝜆𝑧 cos(𝑘𝑧)]Γ6
′ (4.1) 
where 𝜆⊥ and 𝛾⊥ are nearest neighbor inter-cell hopping term and intra-cell hopping term in the 
plane perpendicular to 𝑧 direction, and 𝜆𝑧 and 𝛾𝑧 are nearest neighbor inter-cell hopping term and 
intra-cell hopping term in the 𝑧 direction. Γ𝑖
′ = 𝜎3⨂Γ𝑖 for 𝑖 = 0,1,2,3,4, Γ5
′ = 𝜎2⨂𝐼4×4,  Γ6
′ =
𝜎1⨂𝐼4×4 and 𝜎𝑖𝑠 and Γ𝑖𝑠 are the Pauli matrices and gamma matrices, respectively, where Γ0 =




2) + 2𝛾⊥𝜆⊥(cos(𝑘𝑥) + cos(𝑘𝑦)) + 𝜆𝑧2 + 𝛾𝑧2 + 2𝛾𝑧𝜆𝑧 cos(𝑘𝑧) (4.2) 
Note how the Hamiltonian has reflection symmetries up to gauge transformation. The matrix 
representations of reflection symmetries under such basis are expressed as 
?̂?𝑥 = 𝜎0 ⊗ 𝜎1 ⊗ 𝜎3 
?̂?𝑦 = 𝜎0 ⊗ 𝜎1 ⊗ 𝜎1 
?̂?𝑧 = 𝜎1 ⊗ 𝜎3 ⊗ 𝜎0 (4.3) 
These symmetry operators meet an anti-commutation relation because of the synthetic magnetic 
flux 𝜋 on each plaquette of the tetragonal crystal, 
{?̂?𝑖 , ?̂?𝑗} = 0, 𝑖, 𝑗 = 𝑥, 𝑦, 𝑧 𝑖 ≠ 𝑗 (4.4) 
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We can also define the operator of inversion symmetry for a spinless system as 𝐼 = ?̂?𝑖?̂?𝑗?̂?𝑘, 
where 𝑖, 𝑗, 𝑘 = 𝑥, 𝑦, 𝑧, 𝑖 ≠ 𝑗 ≠ 𝑘. Because of the anti-commutation relations among reflection 
operators, inversion operator meets the condition (𝐼?̂?)
2
= −1. The inner product of the Bloch 
states |𝜓(𝒌)〉 and  𝐼?̂?|𝜓(𝒌)〉  
〈𝜓(𝒌)|𝐼?̂?|𝜓(𝒌)〉 = 〈𝐼?̂?𝜓(𝒌)|𝜓(𝒌)〉 
= 〈(𝐼?̂?)
2
𝜓(𝒌)|𝐼?̂?|𝜓(𝒌)〉 = −〈𝜓(𝒌)|𝐼?̂?|𝜓(𝒌)〉 (4.5) 
So |𝜓(𝒌)〉 and 𝐼?̂?|𝜓(𝒌)〉 are orthogonal to each other, since 𝐼?̂?|𝜓(𝒌)〉 corresponds to three states 
due to the three choices of index permutation order and we have four-fold degeneracy in energy 
bands everywhere in the Brillouin zone, as shown in Figure 4.1b.  
Additionally, regular-type chiral symmetry plays a role in determining energy bands of the 
octupole TI as well, and the Hamiltonian under its operation obeys 
Γ̂0
′?̂?(𝒌)Γ̂0
′−1 = −?̂?(𝒌) (4.6) 
It is easily concluded from equation 4.6 that the (bulk, surface, and hinge) energy spectra are 
symmetric at zero energy ϵ = 0. Furthermore, if a zero-energy state exists ?̂?(𝒌)|𝑢𝒌〉 = 0, which 
is independent of 𝒌, then Γ̂0
′−1|𝑢𝒌〉 is also zero energy state. Since each sublattice has four 
degrees of freedom, eight-fold degeneracy zero energy states are found, and they are revealed to 
be 3rd order corner states protected by the chiral symmetry. 
Gapped localized modes 
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The first major difference between the Wannier-type HOT insulator and the multipolar insulator 
is the existence of gapped lower-dimensional localized states, unlike the Wannier-type HOT 
insulator which has gapless lower-dimensional localized states. Consider again the tetragonal 
lattice discussed before, except this time we terminate the lattice and observe the boundaries. 
This finite-sized real space Hamiltonian with non-trivial bulk polarization yields an energy 
spectrum shown in Figure 4.2. Note that all modes are gapped from the bulk, surface, to edge 
(along both x-y and along z) while the corner states remain pinned to their respective zero 
energy. We also provide again the third-order Wannier-type HOT insulator as a comparison in 
Figure 4.2a. 
 
Figure 4.2 – Energy spectra of the (left) pyrochlore lattice, from figure 3.10, and (right) energy 
spectrum of the finite octopolar lattice with expanded choice of unit cell. Unlike the Wannier-
type HOT insulator, here the bulk modes (gray), the perpendicular surface (orange), the parallel 
surfaces (yellow), and the edges (blue) are all gapped. The topologically protected corner sites 
(red) remain pinned to the zero energy, still guaranteed by the chiral symmetry. 
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This is the first major difference between the two types of HOT insulators: the Wannier-type 
only have a gapped bulk while the multipolar HOT insulators have every mode gapped until 
arriving at the zero-energy zero-dimensional states, as demonstrated in the previous section with 
the chiral symmetry since each state must be symmetric about the zero energy. And, as before, 
we can measure directly this gapped behavior through the density of states of classical wave 
systems.  
Next, we discuss the nature of the bulk topology and the difference between the Wilson loop 
eigenvalue problems of the Wannier-type and the multipolar HOT insulators, the most striking 
difference between the two. 
Gapped Wannier bands 
The Wannier-type HOT insulator maintains the same Wilson loop eigenvalue problem as the 
SSH model, even for the three-dimensional pyrochlore lattice. Note how this Wannier band 
(shown again in Figure 4.3b) is gapless; we only need to consider a single Wilson loop 
eigenvalue problem in order to retrieve the bulk polarization value along that direction, 
indicating that the center of charge is displaced 1/4 units from the center of the unit cell along 
that reciprocal lattice direction, a dipole moment. For the multipolar insulator, as the name would 
imply, we have higher order electric multipole moments, and this causes the Wannier bands 
themselves to gap. 
Now, if we were to only use the regular eigenvalue problem of the Wilson loop for the normal 




FIGURE 4.3 – Comparison of the first-order Wannier bands with (left) the octopolar HOT 
insulator and (right) the pyrochlore Wannier-type HOT insulator. We see that the first order 
bands in the octopolar case are gapped, thus carrying their own topological invariant, caused by 
the higher order electric multipole moment present in the bulk. 
they can carry their own topological invariant, allowing for higher order moments. This is the 
reason why it is necessary for the 𝜋 flux: if any of the reflection symmetries commute, then the 
Wannier bands won’t be gapped and you cannot achieve the higher order moments. For all of 
these symmetry considerations, we need to define a new type of Wilson loop eigenvalue problem 
called the nested Wilson loop eigenvalue problem. 
Nested Wilson loop eigenvalue problem 
To calculate the topological invariant of boundary states which are one dimensional lower than 
that of the bulk, the technique called nested Wilson loop (2nd order Wilson loop) has been 
invented recently[21, 69] which is performed over the subspace of the Wannier-sector, for 
example, on Wannier-sector ±𝜈𝑥 with 𝑁𝑤1 1
st order Wannier bands considered, and along 𝑘𝑦 in 
the Brillouin zone, 
𝑊y,𝒌
±𝑥 = 𝐹𝒌
±𝑥(2𝜋 + 𝑘𝑦, 2𝜋 + 𝑘𝑦 − 𝛿𝑘𝑦) … 𝐹𝒌
±𝑥(𝑘𝑦 + 2𝛿𝑘𝑦, 𝑘𝑦 + 𝛿𝑘𝑦)𝐹𝒌








𝑚′ 〉, 𝑚, 𝑚′ = 1,2, … , 𝑁𝑤1, where the 1
st 
order Wannier state over Wannier-sector ±𝜈𝑥 is defined as 
|𝑤±𝑥,𝒌










 is the 𝑛𝑡ℎ component of the 𝑚th 1st order Wilson loop eigenstate. Finally, we have 







 in which 𝜈𝑦,𝒌
±𝑥,𝑚
 is the 2nd order Wannier center for Wannier sector +𝜈𝑥. The polarization over 


















±𝑖, 𝑖, 𝑗 = 𝑥, 𝑦, 𝑧, 𝑖 ≠ 𝑗 (4.11) 
where it is quantized as either 1/2 or 0 because of the constraint by reflection symmetries. The 
physical consequence of the nontrivial quadrupole moment of the 2D crystal is the presence of 
corner charges robustly localized at the corners of the surface, and of quadrupole-induced edge 
polarization which has its own topology.  
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Furthermore, to get the topological invariant for the boundary states two dimension lower 
compared to the bulk, a 3rd order Wilson loop needs to be constructed over the subspace of the 
Wannier-sector ±𝜈𝑦
±𝑥 with 𝑁𝑤2 2





±𝑦,±𝑥(2𝜋 + 𝑘𝑧 , 2𝜋 + 𝑘𝑧 − 𝛿𝑘𝑧) 
… 𝐹𝒌
±𝑦,±𝑥(𝑘𝑧 + 2𝛿𝑘𝑧 , 𝑘𝑧 + 𝛿𝑘𝑧)𝐹𝒌
±𝑦,±𝑥(𝑘𝑧 + 𝛿𝑘𝑧 , 𝑘𝑧) (4.12) 
in which [𝐹𝒌




𝑡′ 〉, 𝑡, 𝑡′ = 1,2, … , 𝑁𝑤2, where the 
2nd order Wannier state over Wannier-sector ±𝜈𝑦
±𝑥 is defined as 
|𝑤±𝑦,±x,𝒌











 is the 𝑚𝑡ℎ  component of the 𝑡th 2nd order Wilson loop eigenstate. Finally, we 








 in which 𝜈𝑧,𝒌
±𝑦,±𝑥,𝑡
 is the 3rd order Wannier center for Wannier-sector ±𝜈𝑦
±𝑥. The polarization 
over the Wannier-sector ±𝜈𝑦
























, 𝑖, 𝑗, 𝑘 = 𝑥, 𝑦, 𝑧, 𝑖 ≠ 𝑗 ≠ 𝑘 (4.16) 
and it is quantized as either 1/2 or 0.  
The reflection symmetries in the octupole TI have anti-commuting relations among each other, 
which not only determine the degeneracy of energy bands, but also play an important role in the 
properties of 1st order Wilson loop over occupied bands, of 2nd order Wilson loop over 1st order 
Wannier-sector as well as of 3nd Wilson loop over 2nd order Wannier-sector. We go through each 
of the three orders of Wannier bands. 
Symmetries constraints over 1st order Wannier bands 
In general, the constraint of the symmetries over the Wilson loop satisfies the following relation  
𝑩𝑔,𝒌𝑊𝑙𝑖,𝒑⊥𝑩𝑔,𝒌
† = 𝑊𝐷𝑔𝑙𝑖,𝐷𝑔𝒑⊥ (4.17) 
𝑙𝑖 is the path in the direction of 𝑝𝑖 in Brillouin zone, and 𝒑⊥ = (𝑝𝑗, 𝑝𝑘) is the momentum vector 
perpendicular to 𝑝𝑖. 𝑩𝑔,𝒌
𝑛,𝑚 = 〈𝑢𝐷𝑔𝒌
𝑛 |𝑔𝒌|𝑢𝒌
𝑚⟩ is the unitary sewing matrix in which the unitary 
operator 𝑔𝒌 transforms the Hamiltonian following the formula 
𝑔𝒌ℎ𝒌𝑔𝒌
† = ℎ𝐷𝑔𝒌 (4.18) 
Based on the chiral symmetry constraint of equation 4.6, it is straightforward to show  
?̂?𝑖: 𝜈𝑖,(𝑝𝑗,𝑝𝑘) → −𝜈𝑖,(𝑝𝑗,𝑝𝑘), 
?̂?𝑗: 𝜈𝑖,(𝑝𝑗,𝑝𝑘) → 𝜈𝑖,(−𝑝𝑗,𝑝𝑘), 
?̂?𝑘: 𝜈𝑖,(𝑝𝑗,𝑝𝑘) → 𝜈𝑖,(𝑝𝑗,−𝑝𝑘), 
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?̂?𝑖?̂?𝑗: 𝜈𝑖,(𝑝𝑗,𝑝𝑘) → −𝜈𝑖,(−𝑝𝑗,𝑝𝑘), 
?̂?𝑖?̂?𝑘: 𝜈𝑖,(𝑝𝑗,𝑝𝑘) → −𝜈𝑖,(𝑝𝑗,−𝑝𝑘), 
?̂?𝑗?̂?𝑘: 𝜈𝑖,(𝑝𝑗,𝑝𝑘) → 𝜈𝑖,(−𝑝𝑗,−𝑝𝑘), 





Thus, the symmetry operator ?̂?𝑖 enforces Wannier bands 𝜈𝑖,(𝑝𝑗,𝑝𝑘) to be quantized as 0, 1/2 or to 
be a pair (𝑣𝑖 , −𝑣𝑖). As a consequence, the polarization over the 𝑁𝑜 occupied energy bands in 𝑖 
direction is quantized as 𝑝𝑖 = 0 or 𝑝𝑖 = 1/2. The symmetry operator 𝐼 quantizes Wannier bands 
𝜈𝑖,(Γ𝑗,Γ𝑘) as 0, 1/2 or makes them a pair (𝑣𝑖, −𝑣𝑖) at TRIM points (Γ𝑗 , Γ𝑘), and it can be easily 
seen the total dipole moment of occupied bands vanishes because of conservation of inversion 
symmetry. Furthermore, chiral symmetry connects eigenvalue 𝜈𝑖,(𝑝𝑗,𝑝𝑘)
𝑜𝑐𝑐  of occupied bands to 
eigenvalue 𝜈𝑖,(𝑝𝑗,𝑝𝑘)
𝑢𝑛𝑜𝑐𝑐  of unoccupied bands. Together with the conservation of total polarization for 
all bands 𝜈𝑖,(𝑝𝑗,𝑝𝑘)
𝑜𝑐𝑐 + 𝜈𝑖,(𝑝𝑗,𝑝𝑘)
𝑢𝑛𝑜𝑐𝑐 = 0, 𝜈𝑖,(𝑝𝑗,𝑝𝑘)
𝑜𝑐𝑐  is quantized as either 0 or 1/2. Therefore, chiral 
symmetry sets limits to the value of bulk polarization of occupied bands (which cannot 
contradict with the limit to the value set by inversion symmetry), but does not play an essential 
role in the Wannier bands because the microscopic details of the sublattices are obscured by the 
chiral symmetry.  
It is important to note that, when Wannier bands are quantized as 0 or 1/2 at TRIM points, they 
are gapless. However, when Wannier bands form a pair (𝑣𝑖 , −𝑣𝑖), they are gapped in the 
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projected Brillouin zone. Whether Wannier bands form pair or be quantized depends on the sign 
of eigenvalues of inversion symmetry at TRIM points. In our case, the gapped Wannier bands 
are guaranteed by the anti-commuting reflection symmetries, which we demonstrate with the 
following: 
Let’s reduce the dimensionality of octupole TI from 3D to 2D, and the inversion operator 
projected in the jk-plane of Brillouin zone be 𝐼⊥ = ?̂?𝑗?̂?𝑘 and operating over the subspace of 
occupied bands, where 𝑗, 𝑘 = 𝑥, 𝑦, 𝑧, 𝑗 ≠ 𝑘, thus 𝐼⊥
2 = −I4×4. Since 
𝐼⊥?̂?𝑊𝑙𝑖,𝒑⊥(𝐼⊥?̂?)
−1
= 𝑊𝑙𝑖,𝒑⊥ (4.20) 
Following similar step as equation 4.5, 1st order Wannier bands can be proven to have double-
fold degenerate eigenstates |𝑤𝑖,𝒑⊥〉 and 𝐼⊥?̂?|𝑤𝑖,𝒑⊥〉 everywhere in the projected Brillouin zone. In 
addition, the Wilson loop 𝑊𝑙𝑖,𝒑⊥ is gauge invariant which is independent of choice of 𝑝𝑖. 
Therefore, two-fold degenerate Wilson eigenvalues occur everywhere in the Brillouin zone.  
Next, we assume the eigenvalue of 𝐼 to be positive for one of the eigenstates at TRIM points 𝚪s, 
𝐼|𝜓(𝚪)〉 = +|𝜓(𝚪)〉, therefore, it satisfies 
−|𝜓(𝚪)〉 = 𝐼2|𝜓(𝚪)〉 = 𝐼|𝜓(𝚪)〉 (4.21) 
which indicates that 𝐼|𝜓(𝚪)〉 = −|𝜓(𝚪)〉, thus, the pair of inversion eigenvalues (+, −) is 
guaranteed for occupied states, implying that their corresponding 1st order Wannier bands are 
gapped in the Brillouin zone. To this end, we have proven the gapped 1st order Wannier bands 
have two-fold degeneracy for their respective bands, as seen in Figure 4.3a and Figure 4.6 later 
on.   
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IV. Symmetries constraints over 2nd order Wannier bands 





















−𝑖 . (4.22) 
Reflection operator ?̂?𝑗 imposes the 2
nd order Wannier bands to be quantized as 0, 1/2 or a pair 
(𝑣𝑗
𝑖, −𝑣𝑗
𝑖). As a consequence, the polarization over the Wannier section +𝑣𝑖 in the 𝑗 direction is 
quantized as 𝑝𝑗
+𝑖 = 0 or 𝑝𝑗
+𝑖 = 1/2, which is true for arbitrary order 𝑖, 𝑗, 𝑘. Thus, the total 
quadrupole moment vanishes because of conservation of inversion symmetry. 
To facilitate the study of 2nd order Wannier bands, we discuss the eigenvalues of the projected 
inversion operator 𝐼⊥. Assume the eigenvalue of 𝐼⊥ to be positive for one of the eigenstates at 
projected TRIM points 𝚪⊥, 𝐼⊥|𝑤𝑖,𝚪⊥〉 = +|𝑤𝑖,𝚪⊥〉, therefore, it satisfies 
−|𝑤𝑖,𝒑⊥〉 = 𝐼⊥
2
|𝑤𝑖,𝒑⊥〉 = 𝐼⊥|𝑤𝑖,𝒑⊥〉 (4.23) 
and 𝐼⊥|𝑤𝑖,𝒑⊥〉 = −|𝑤𝑖,𝒑⊥〉 must be true. Therefore, a pair of projected inversion operator 
eigenvalues at 𝚪⊥s (+, −) is guaranteed by the condition 𝐼⊥
2 = −I4×4. It can be inferred from the 
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eigenvalues of projected inversion symmetry that the 2nd order Wannier bands are gapped in the 
projected Brillouin zone, as shown in Figure 4.6, which is the precondition of defining octupole 
moment of the 2nd order Wannier bands.  
V. Symmetries constraints over 3nd order Wannier bands 
Following the same procedures as before, the relations of 3nd order Wannier bands under 











































The reflection symmetry ?̂?𝑘 enforces the 3





). In our minimal octupole TI model from the Hamiltonian in equation 4.1, the 
single 3rd order Wannier band is either 0 or 1/2. As a result, the polarization over Wannier-sector 
+𝑣𝑗
𝑖 in 𝑘 direction is quantized as 𝑝𝑘
+𝑖,+𝑗
= 0 or 𝑝𝑘
+𝑖,+𝑗
= 1/2. Finally, the octupole moment 𝑜𝑖𝑗𝑘 
is quantized as 0 or 1/2.  
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4.2 – EXPERIMENTAL MEASUREMENT 
A 3D acoustic octupole TI proposed here emulates the tight-binding model (TBM) from equation 
4.1, which was originally introduced in refs[21, 69]. The model is emulated using unit cells 
consisting of eight coupled acoustic resonators of cylindrical shape, as schematically shown in 
figure 4.4. We choose to work with the lowest-order axial acoustic mode, whose pressure 
oscillates along the cylinder (see figure 4.5d as an example profile). To form the lattice, the 
resonators are coupled through narrow cylindrical channels, whose position on the resonator is 
carefully chosen to respect the crystalline symmetries. A 𝜋 synthetic magnetic flux through each 
plaquette is achieved by bending the channels connecting the resonators based on the protocol 
shown in Figure 4.4 and 4.5b. Assuming the simplest case, the bent channels (blue colored 
connectors in Figure 4.5b) provide a zero phase shift in the coupling, while the straight channels 
(red colored connectors in Figure 4.5b) connect the bottom of one cylinder with the top of the 
other cylinder in the xy-plane, providing an additional 𝜋 phase shift in the hopping due to the odd 




Figure 4.4 | Flux 𝛑 through each plaquette a simple case which can be extended to 
arbitrary case. a, a simple distribution of acoustic dipole modes in the xy-plane of our structure. 
If we assume interaction between high pressure and lower pressure (+,-) is negative, and 
interaction (+,+) or (-,-) is positive, then the plaquette has flux π due to the negative coupling. If 
𝑛 number of dipole modes flip their phases, varied flux caused by such change is 2𝑛𝜋, where 
𝑛 = 1,2,3,4, thus the total flux π is invariant. b, a simple distribution of acoustic dipole modes in 
the xz-plane (yz-plane) of our structure. The same analysis can be applied and we get the 
conclusion that total flux is always 𝜋 through the plaquette in xz-plane (yz-plane). 
In addition, the channel lengths are chosen to be identical in all directions, in order to guarantee 
no dynamic phase difference in the coupling channels due to propagation. At the same time, the 
dimerization of intra-cell coupling 𝛾𝑖 and inter-cell coupling 𝜆𝑖 in all directions is achieved by 
varying the diameter of the coupling channels, such that |𝛾𝑖| < |𝜆𝑖|. Since the acoustic modes are 
strongly bound to the resonators and the design of the structure only allows nearest neighbor 
coupling, the tight-binding model (TBM) in Figure 4.5a is nicely reproduced in our acoustic 
crystal. The only distinction from the original model in Refs.[21, 69]  is the tetragonal geometry 
of our lattice, as opposed to the cubic one, which is due to the bending taking place in the xy-
plane and different intra-cell coupling in the directions parallel and perpendicular to the xy-plane. 
This design-imposed alterations have no consequences on the topological phase of the system, as 
the essential inversion and reflection symmetries are preserved [69], leading to the vanishing of 
bulk dipole and quadrupole moments and the quantization of octupole moment. COMSOL 
Multiphysics (Acoustic Module) has been used to verify our results with full-wave finite element 
method simulations, and the bulk acoustic band structure along high-symmetry directions of the 
tetragonal Brillouin zone (BZ) of the proposed octupole TI is shown in Figure 4.5c, revealing 
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two sets of four-fold degenerate bands split around the frequency of a single isolated resonator 
(“zero energy” of our system), spectrally separated from other modes. The symmetry of the band 
structure with respect to the frequency of a single resonator, and the degeneracy of the bulk 
bands, further confirm the presence of essential reflection, inversion, and sublattice (chiral) 
symmetries[69]. The bulk field profile shown in Figure 4.5d clearly reveals the effect of chosen 




Figure 4.5 | Acoustic octupole topological insulator. a, geometry for minimal tight-binding 
model of octupole topological insulator, 𝛾⊥ and 𝜆⊥ are the intra-cell and inter-cell couplings in 
the plane perpendicular to 𝑧 axis, and 𝛾𝑧 and 𝜆𝑧 are the intra-cell and inter-cell couplings in the 𝑧 
direction. b, unit cell design of acoustic tetragonal crystal that guarantees the negative coupling 
at each plaquette of the lattice, geometry parameters are provided in the Methods. c, band 
structures of the acoustic unit cell in b, shaded grey region indicates the frequency bandwidth of 
interested bands (orange colored), inset figures show four-fold degenerate band structures of 
interest (slight deviation due to meshing in numerical calculation) and high symmetry lines and 
points in the tetragonal Brillouin zone, respectively. d, Acoustic pressure profile of the acoustic 
coupled dipolar modes taken at the high symmetry point A. 
To prove that the proposed acoustic structure indeed possesses quantized octupole topological 
phase, we carried out calculations of the higher-order Wannier bands based on first-principle 
FEM simulations. As shown in Figure 4.6 a-c, the structure supports gapped two-fold degenerate 
first-order Wannier bands (𝜈𝑧), gapped second-order Wannier bands (𝜈𝑥
−𝑧), and importantly, a 
third-order Wannier band (𝜈𝑦
−𝑥,−𝑧) quantized as 1/2. The same conclusions are obtained for 
Wannier bands with arbitrary order in 𝑥, 𝑦, 𝑧. Thus, the octupole topological phase (Wannier-
















Since the Wannier bands are adiabatically connected to the energy spectrum of corresponding 
boundary states[73], surface states and hinge states are expected to be gapped, while the corner 
states which arise from quantized bulk octupole moment are anticipated to be in the mid-gap of 
the energy spectrum due to the chiral symmetry, as seen in the previous section. We emphasize 
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that it is only the corner states that are pinned to “zero energy” and protected by the chiral 
symmetry, and the vanishing dipole moment and quadrupole moment enforced by inversion 
symmetries in our system make hinge and surface states trivial. All these predictions are indeed 
confirmed by first-principle simulations of our structure in Figure 4.6d-f, which clearly reveal 
gapped spectra with nested surface (yellow bands), hinge (blue bands), and corner states (red 
bands). The associated field profiles for (i) the top surfaces of the crystal (Figure 4.6g), (ii) the 
corresponding edges of top surfaces (Figure 4.6h), and (iii) the corners of top surfaces (Figure 
2i) verify the boundary nature of these states. Note that, due to the anisotropy of the crystal, the 
surface and hinge states of vertical boundaries support a wider bandgap (Figure4.6f, gray-colored 
bands). In addition, the frequency splitting of corner states (~10Hz) in Figure 4.6f is due to finite 




Figure 4.6 | Higher-order topology and corresponding boundary states of the acoustic 
tetragonal crystal. a-c, n-th order Wannier bands obtained based on the first principle FEM 
simulation. a, 1st order Wannier bands 𝜈𝑧 of the selective energy bands below the bandgap shown 
in Figure 1 c. b, 2nd order Wannier bands 𝜈𝑥
−𝑧 of the Wannier-sector −𝜈𝑧. c, 3
rd order Wannier 
bands 𝜈𝑦
−𝑥,−𝑧
 of the Wannier sector −𝜈𝑥
−𝑧.  d-f, energy bands show hierarchy topological states in 
which d, energy bands of the supercell lattice (110) supporting the surface states (yellow 
colored bands). e, energy bands of the supercell lattice (010) supporting the hinge states (blue 
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colored bands). f, energy diagram of a finite lattice composed of 3 × 3 × 3 unit cells supporting 
mid-gap edge polarization induced corner states. g-i, surface, hinge and corner field distributions 
over the finite lattice integrated from the respective boundary eigenstates inside the bulk bandgap 
in f. Surface and hinge states in the vertical boundaries are mixed and represented by grey 
colored bands in f. 
 
The experimental sample implementing our octupole TI was fabricated with the use of a high-
resolution stereolithographic (STL) 3D printer. The unit cells were printed and snapped together 
using interlocking features deliberately introduced in the design, thus allowing for the assembly 
of a rigid and stable large-scale crystal. The assembled structure consists of 27 unit cells (216 
resonators in total), as shown in Figure 4.7a. The modes of the fabricated structure were probed 
with a local excitation in each resonator by placing an air transducer at the side-hole, 
intentionally introduced into every resonator. The strength of the local response was measured 
using a microphone attached to the second side-hole. The holes are small enough not to introduce 
excessive loss, but sufficiently large to probe the acoustic pressure field. The resultant 
frequency-response spectra for selected groups of resonators (Fig 4.7b inset), internal bulk, and 
external surface, hinge, and corner resonators, are shown in Figure 4.7b by color-coded bands, 
and clearly reveal four distinct types of states. The average quality factor of the modes of 
resonators is about 90 due to loss in the resin and leakage through probe holes giving the mean 
resonant bandwidth of about 120Hz. Compared to the gaps of bulk (~1500Hz), surface and hinge 
states (~400Hz), these resonant peaks are narrow enough to clearly distinguish the corner states 
in the spectra. As predicted by our theoretical calculations, the corner states appear to be nested 
within gapped hinge, surface, and bulk spectra. The field profiles at the specific frequencies 
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corresponding to bulk, surface, hinge, and corner states are shown in Figure 4.7c-f, and confirm 
the localization of these states to the corresponding boundary resonators. Frequency response 
spectra for eight corners are shown in Fig 4.8, providing further evidence of octupole topological 
phase in our structure. We point out the resonant peaks of corners fluctuate around the 
 
Figure 4.7 | Experimental demonstration of acoustic octupole TI. a, photograph of the 
assembled structure consisting of 3 × 3 × 3 unit cells. Location of probe holes is shown by red 
squares. b, Normalized acoustic frequency response spectra for the selective bulk (orange), 
surface (yellow), edge(blue) and corner sites(red) of a finite structure. Grey colored spectra 
represent surface and hinge states in the vertical boundaries perpendicular yellow colored 
surface. Inset is the schematic of selective groups of resonators, in which their respective 
topologies are shown, like bulk has octupole moment 𝑜𝑥𝑦𝑧, top surface has octupole moment 
𝑞𝑥𝑦, and top edges have dipole moment 𝑝𝑥 and 𝑝𝑦. c-f. The field profiles of c, bulk states, d, 
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surface states, e, hinge states and f, corner states extracted from the frequency responses of all 
resonators and chosen at selected frequencies indicated by dashed lines in b. 
 
mid-gap frequency since 3D printing used in fabricating the sample has resolution of ~70um, 
which is the main mechanism of the chiral symmetry reduction due to fluctuations of the 
resonant frequency of the cylinders. Together with other mechanisms, such as non-uniform 
focusing of light in stereolithographic 3D printer, leads to the resonant frequency variations 
excededing100Hz. However, we minimize the role of such chiral symmetry reduction by 
individually testing the resonators to ensure approximately the same resonant frequency, such 
that the frequency splitting of corner modes stays within 100Hz, which is sufficiently small even 
with respect to the narrowest (hinge states) band gap (~400Hz), as indicated by the dashed lines 




Figure 4.8 | Frequency responses of single resonator at eight corners, respectively. Orange 
and blue colored spectra are for corners at the top and bottom surfaces of the structure in Figure 
3a, dashed lines indicate the bandgap range of topological hinge states (~400Hz). The limited 
resolution of 3D fabrication as well as the loss induced by material absorption and leaky 
channels lead to the fluctuation of resonant peaks and non-uniform broadening of corner modes 
located at different corner sites. The overall higher loss for lower surface are due to purely 
technical reasons, including larger surface roughness inside the resonators and the deliberate 
lower print quality (to accelerate fabrication) affecting the internal structure of the resin. 
 
The insulator with non-commuting reflection symmetries possesses rich topological classes, as 
illustrated by our first-principle FEM studies summarized in Figure 4.9a, where the dimerization 
between 𝜆𝑖 and 𝛾𝑖 are changed along the selected direction 𝑖. When the ratio |
𝜆𝑖
𝛾𝑖
| crosses one, the 
corresponding 2nd order Wannier bandgap 𝜈𝑗
±𝑘 closes and reopens, implying a topological 
transition, therefore inferring that the Wannier-sector polarization 𝑝𝑖
±𝑗,±𝑘
 switches between 1/2 
and 0. For example, the quantized octupole moment 𝑜𝑥𝑦𝑧 = 1/2 lies in the topological class 




| < 1, the insulator enters into the topological class of blue block in Figure 4.9a, 












), which supports surface and hinge states induced by 
such quadrupole moment nested in the bulk bandgap in Figure 4.9b. However, the octupole 
moment becomes trivial in this class, thus no mid-gap topological corner states are observed. The 
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reversal of dimerization along y, x and then z-direction one by one leads to a sequence of 
topological transitions, accompanied by a sequence of closing and reopening of 2nd order 
Wannier bands, corresponding to the disappearance of corner, hinge, and the surface states 
accordingly, as shown in Figure 4.9b,c,d. 
 
Figure 4.9 | Topological classes of the 2nd order Wannier bands. a, diagram of the topological 
classes for the 2nd order Wannier bands as a function of |
𝜆𝑖
𝛾𝑖
| , 𝑖 = 𝑥, 𝑦, 𝑧. b-d, energy spectra of a 


























) = (0,0,0). 
We now move up one more dimension to discuss the hexadecapole moment. 
4.3 – HEXADECAPOLE HOT INSULATOR 
Dimensionality of a topological system plays determining role by defining the symmetry 
classification and, therefore, the topological invariants that identify topological phase specific to 
such system[74, 75]. For instance, four-dimensional quantum Hall systems can exhibit a non-
vanishing second Chern number that is not shared by systems with three or fewer dimensions, 
which cannot be implemented in three physical dimensions without mapping to a lower 
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dimensional analogue[76]. However, even in the case of three-dimensional topological systems 
as before, fabrication can be challenging due to the complex structures of the lattices[77-80]. It 
would therefore be very advantageous to explore higher-dimensional topological physics with 
fewer natural spatial dimensions. This can be achieved by two means i) adding new synthetic 
dimensions or ii) by mapping a higher-dimensional system to its lower-dimensional counterpart. 
The first approach based on synthetic dimensions, implements lattices with dimensions higher 
than the geometrical dimensions of the system by exploiting some of the internal degrees of 
freedom, which could be of spectral[81-88], temporal or spatial in nature[89-92], and therefore is 
experimentally challenging. The second approach, based on the dimensional reduction and 
mapping onto a lower-dimensional system, has been proven to be quite fruitful; as an example, 
the celebrated Harper-Hofstadter Hamiltonian has been recently emulated in reconfigurable 
quasi-periodic 1D resonant acoustic lattices[93, 94]. In addition, an evidence for the existence of 
the boundary modes stemming from the 2nd Chern class topological phase has been reported in 
photonics[76] and in an angled optical superlattice of ultracold bosonic atoms[95].  
The increased dimensionality appears to be as crucial for the recently introduced class of higher-
order topological insulators[21, 69]. Dimensionality of a HOTI defines the multiplicity of 
topological boundary modes hosted by the systems, which can be tailored on demand and 
protected by higher-dimensional mirror and/or chiral (or generalized chiral/sublattice) 
symmetries. Moreover, the possibility to control both localization and spectral position of any 
desirable number of topologically protected boundary states can be truly transformative for many 
applications. So far the research on HOTIs mainly focused on the experimental realization of a 
2D quadrupole topological phase[96-101]. Realization of 3D octupole topological phase 
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remained challenging due to the complex dimerized coupling protocol within the lattice and the 
requirement of the synthetic magnetic flux in all three dimensions.  
In this chapter, we successfully demonstrate the crucial role of higher-dimensional topological 
physics by implementing mapping of a 4D hexadecapolar HOTI (h-HOTI) onto its aperiodic 1D 
counterpart, and we experimentally confirm localization of projected 4D corner states in one 
dimension. To this aim, we apply Lanczos tridiagonalization and map a 4D tight-binding model 
of h-HOTI onto the one-dimensional acoustic system with strictly local inhomogeneous 
(aperiodic) couplings with one corner site of the 4D prototype being preserved by such mapping 
– the unique feature enabled by the Lanczos transformation[102-104].  
Results 
4D h-HOTI is described by a tight-binding Hamiltonian with nearest-neighbor coupling in 4D 
hypercubic unit cell which is schematically depicted in Figure 4.10a. In Bloch representation the 
Hamiltonian can be expressed as 
ℋ̂4𝐷(𝒌) = 𝑡2 sin(𝑘𝑥) Γ̂3 + [𝑡1 + 𝑡2 cos(𝑘𝑥)]Γ̂4 + 𝑡2 sin(𝑘𝑦) Γ̂1 
+[𝑡1 + 𝑡2 cos(𝑘𝑦)]Γ̂2 + 𝑡2 sin(𝑘𝑧) Γ̂5 + [𝑡1 + 𝑡2 cos(𝑘𝑧)]Γ̂6 
+𝑡2 sin(𝑘𝑤) Γ̂7 + [𝑡1 + 𝑡2cos (𝑘𝑤 )]Γ̂8 
where 𝑡1 and 𝑡2 are the nearest-neighbor intracell hopping and intercell hopping amplitudes, 
respectively. In Eq (1), matrices Γ̂𝑖 = − 𝜎3 ⊗ 𝜎3 ⊗ 𝜎2 ⊗ 𝜎𝑖  for i = 1,2,3 , Γ̂4 = 𝜎3 ⊗ 𝜎3 ⊗
𝜎1 ⊗ 𝜎0 , Γ̂5 = 𝜎3 ⊗ 𝜎2 ⊗ 𝜎0 ⊗ 𝜎0, Γ̂6 = 𝜎3 ⊗ 𝜎1 ⊗ 𝜎0 ⊗ 𝜎0,  Γ̂7 = 𝜎1 ⊗ 𝜎0 ⊗ 𝜎0 ⊗ 𝜎0, Γ̂8 =






Figure 4.10 Unit cell, band spectra and corner mode.  (a) Schematic of the unit cell of 4D 
higher order topological insulator, where blue line indicates positive hopping (zero phase) and 
red line indicate negative hopping (𝜋 phase) so that each hypersurface has net 𝜋 flux. (b) (Blue 
color) Band spectra for trivial hyperlattice corresponding to intracell hopping amplitude 𝑡1 larger 
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than intercell hopping 𝑡2 ( 
𝑡1
𝑡2
 = 10). (c) (Red color) Band spectra for topologically nontrivial 
higher-order phase with 𝑡1  <  𝑡2  ( 
𝑡2
𝑡1
 = 10), 𝛿 = 0.2. (c) Amplitude distribution of the corner 
mode which shows attenuation of 4th order corner mode in all of four dimensions (energy 
corresponding to the red hexagonal point in (b)). 
The energy spectrum of the 4D TBM of a finite (3x3x3x3x16) h-HOTI lattice with 𝜋-flux 
through each 2D plaquette of the unit cell is shown in Fig 4.10b. Blue points in Figure 1b 
correspond to the topologically trivial phase with the intracell hopping amplitude exceeding the 
intercell hopping amplitude (𝑡2 < 𝑡1), while the red dots show the case of topologically non-
trivial HOTI phase with the hopping amplitudes being reversed (𝑡2 > 𝑡1). In the latter case, the 
system of a finite size (in all four dimensions) hosts 4th order topological corner states due to the 
higher-order bulk-boundary correspondence[21, 69], as seen in the previous sections. The 
amplitude distribution of a zero-mode within the h-HOTI is obtained from TBM and is shown in 
Fig 4.10c, which confirms that the 4th order state is localized to the corner of the hyperlattice and 
thus is localized in all four (𝑥, 𝑦, 𝑧, 𝑤)  directions. Note that to make the selected (and anchored 
below) corner state better noticeable, we added a very small on-site potential to the anchor site 
(𝛿 = 0.2).  
We then map this finite four-dimensional h-HOTI onto a one-dimensional array of coupled 
resonators with aperiodic coupling using Lanczos transformation. The Lanczos tri-
diagonalization transforms a general Hermitian matrix into a tridiagonal form and, therefore, 
allows for an immediate mapping onto a one-dimensional tight-biding model with only nearest-
neighbor coupling which is characterized by an inhomogeneous (aperiodic) distribution profile. 
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Up until this point, an astute reader might have noticed that we have not detuned the on-site 
energies of the tight-binding model at all. Here, it will become of critical importance. 
Two important properties of the Lanczos method are that (i) this is the unitary transformation 
which preserves spectrum and orthogonality of eigenstates of the original Hamiltonian, and, (ii) 
it can be performed with any site (i.e. a component of the eigenvector) being preserved, and this 
site is referred to as an anchor site. While the first property guarantees that the final (tridiagonal) 
effective 1D Hamiltonian will be Hermitian ℋ̂1𝐷
𝑒𝑓𝑓
= ?̂?𝐿ℋ̂4𝐷?̂?𝐿
−1 = ∑ 𝜖𝑖𝐶𝑖
+𝐶𝑖𝑖 + ∑ 𝜏𝑖𝐶𝑖
+𝐶𝑖+1𝑖 +
𝑐. 𝑐, where ?̂?𝐿 is the Lanczos transformation operator, and 𝜖𝑖 and 𝜏𝑖 are the effective on-site 
energy and hopping amplitudes in 1D array, respectively. The second property ensures that any 
chosen site of the 1D array will be in one-to-one correspondence with one of the sites of the 
original higher-dimensional lattice. This guarantees that at least one corner site in 4D can be 
“anchored” and will remain the boundary site in the effective 1D system, implying that the 
corresponding corner state confined to this site in 4D will remain localized at the boundary of the 
1D array.  
 
Figure 4.11. Band spectra and boundary mode of the truncated one-dimensional resonator 
array mapped from 4D HOTI. (a) Hopping amplitudes and onsite energies of the effective 1D 
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model. (b) Band spectra of the effective 1D model truncated to 20 sites obtained using the tight-
binding model. (c) The amplitude distributions corresponding to the projected 4th order 
topological corner mode in 1D array as found from tight-binding calculation.  
The results of Lanczos transformation of the original 4D Hamiltonian are shown in Figure 2a 
where the first 100 hopping amplitudes 𝜏𝑛 and on-site energies 𝜖𝑛 of the effective aperiodic 1D 
model are plotted. The real-valued character of the original 4D Hamiltonian (phase of 0 and 𝜋 
only for hopping 𝑡𝑛) ensured that the Lanczos operator ?̂?𝐿 was orthogonal matrix yielding the 
real values for onsite energies and hopping amplitudes in the dimensionally reduced 1D array. 
Interestingly, the on-site energy 𝜖𝑛 for the first 28 sites was found to be zero and started to vary 
afterwards. Moreover, the hopping amplitude between the 28th and 29th site is 0,  indicating that 
this part of the chain is disconnected from the rest of the array. We numerically confirmed that 
the mapped 1D Hamiltonian indeed has the spectrum identical to that of 4D HOTI and that the 
anchored corner state appears pinned to the boundary of the 1D system. Moreover, we confirmed 
that the inverse transformation of 1D boundary state maps onto corner states localized at the 
anchor site in 4D HOTI, which is confirmed both theoretically and experimentally below. It is 
worth mentioning that the unitary character of the transformation was enforced by implementing 
Lanczos biorthogonalization algorithm, which ensured numerical stability and one-to-one 
correspondence between the spectrum and eigenstates in 4D and 1D systems.  
Interestingly, as the transformation used preserves only the anchor site, all other zero-energy 4D 
corner states may appear anywhere on the lattice, but they have to remain spatially localized. 
However, since the number of higher-order boundary states (16 for the 4D case considered here) 
necessarily exceeds the number of boundaries of projected 1D system (only two), most of the 
projected topological corner modes will have to localize in the bulk of the 1D array. The 
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proposed procedure thus not only offers an emulation of higher-order topological states in lower-
dimensional systems, but also enables a new approach to design systems with localized bulk 
states which are topologically protected by higher-dimensional symmetries of the original 
multidimensional HOTI. Indeed, the inspection of the eigenstates of effective 1D system 
confirms that all other corner states of the original h-HOTI appear to be localized modes in the 
bulk of the array.  
The dimensional reduction allows for one more simplification of significant relevance for the 
experimental realization of 𝐷-dimensional HOTIs, whose number of sites increases rapidly as 
(2𝑁)𝐷, where 𝑁 is the number of unit cells in the finite (hyper-) cubic array. It appears that the 
size of the system can be reduced dramatically by cutting the array at any of the weak bonds 
(𝜏𝑛 ≈ 0) in the projected 1D lattice, which will not affect the anchored higher-order topological 
corner state due to its localization at the boundary. The same holds true for the projected corner 
states that localize in the bulk of 1D system, provided the truncation is made far enough from the 
localization center. The modelling results for the truncated 1D lattice with only 20 sites (out of 
1296 original sites in 4D) is depicted in Figure 4.11 and its spectrum can be seen to retains its 
gapped character with two 4th order corner states pinned to zero-energy. Inspection of the 
probability distribution confirms that one of these states is localized at the boundary (the anchor 
site) and the other one is localized in the bulk at the 10th site. Note that only some of the modes 
adjacent to the anchor site in 4D (i.e. hyper-hinge states with non-vanishing field profile at the 
anchor site) are retained after the truncation of the array (hinge states in our case). As these states 
have an extended character in 1D array, it is not surprising that their spectrum is slightly 
perturbed (due to weak coupling to the rest of the array), yet it remains fully gapped. The rest of 
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the states, primarily localized in the removed part of the lattice, are dropped by the cutting 
procedure. 
To experimentally confirm the feasibility of the dimensional reduction for the h-HOTI, we 
designed an acoustic aperiodic array of resonators emulating the 1D tight-binding model using 
the finite element method software COMSOL Multiphysics (Acoustic Module). The individual 
resonators had the same height of 3.0 cm so that the lowest-frequency resonance, corresponding 
to the odd pressure profile in vertical (axial) direction (with a single node at the center), appeared 
at 𝑓~5720 Hz. The hopping, on the other hand, was introduced by adding narrow channel-
waveguides connecting the resonators in the array. The coupling strength between the resonators 
(the hopping of the tight-binding model) was modulated aperiodically in accordance with the 
mapping by vertically shifting the position of the connectors on the resonator with respect to the 
node of the mode. The simulation results for the system of 20 coupled resonators are presented in 
Figure 4.12a,b. Figure 4.12a shows the pressure field profiles of the boundary mode and of the 
localized bulk mode stemming from the corner states of the original 4D h-HOTI. Figure 3b 
confirms that the spectral positions of these modes indeed appears localized in the mid-gap (with 
the small deliberate shift for the edge state), and the extended bulk modes of 1D array are gapped 




Figure 4.12 Band spectra and boundary mode of the truncated one-dimensional resonator 
array mapped from 4D HOTI. (a),(d) The amplitude distributions corresponding to the 
projected 4th order topological corner mode in 1D array as found from first principle simulations 
and experimentally. (b) Band spectra of the effective 1D model truncated to 20 sites obtained 
using first-principle FEM calculations. (c) The effective 1D model fabricated using 3D printing 
with hopping amplitudes 𝑡𝑖’s (the coupling between the sites) varying with position. (e) Density 
of states. Yellow, green and red regions are colour-coded to represent bulk, localized bulk and 
localized edge modes dominating in these regions.   
 
The designed array of 20 coupled acoustic resonators was fabricated with the use of a high-
resolution stereolithographic (STL) 3D printing. The resonators with connectors attached to them 
were printed and snapped together using interlocking features deliberately introduced in the 
design, thus allowing for the assembly of a rigid and stable array. The assembled structure of 20 
resonators is shown in Figure 4.12c. The modes of the structure were probed with a local 
excitation in each resonator by placing a speaker at the holes intentionally introduced on the 
bottom of every resonator. The strength of the local response was measured using a microphone 
attached to the second hole on the top of the resonators. The holes were small enough not to 
introduce excessive loss, but sufficiently large to probe the acoustic pressure field inside the 
resonators. 
The frequency-response spectra for selected groups of resonators - the anchor boundary site (red 
band), the 10th resonator in the bulk (blue band), and averaged over all other bulk sites (yellow 
bands), are shown in Figure 4.12e by color-coded bands, and clearly reveal two distinct types of 
132 
 
states (see Methods for detailed measurement and data analysis). The first type is represented by 
two mid-gap states localized to the boundary and in the bulk at the 10th resonator, respectively; 
the modes that correspond to the topological corner states of the original 4D h-HOTI. The direct 
measurement of the field profiles corresponding to the excitation at the terminal anchor site with 
the frequency close to the single-resonator (“zero-energy”) frequency confirms that the state is 
highly localized at the boundary of the array (Figure 3d, blue line). Similarly, the second “4D 
corner” state can be directly excited by driving the 10-th resonator at the “zero-energy” 
frequency, and it is found to strongly localize in the bulk. The second type of states represents 
gapped delocalized states of 1D array, which correspond to the non-topological hyper-hinge 
states of the 4D system. Despite the finite bandwidth of the resonances of about 50HZ due to loss 
induced by the leakage of sound through the probe holes as well as absorption in the resin, the 
localized states projected from the 4D topological corner states clearly retain their properties; i.e. 
the strong localization in the array and well-defined spectral position.  
The existence of quantize multipole moment and corner states is deeply related to the symmetries 
of the system, i.e. the presence of the anti-commuting reflection symmetries of the 4D h-HOTI. 
Similarly, the “zero-energy” of the states is ensured by the chiral symmetry, which stems from 
the fact that, in the 4D h-HOTI, the sites that belong to the same sublattice do not couple with 
each other. Thus, the Hamiltonian (1) possesses the reflection symmetries which anti-commutate 
with each other. The chiral symmetry of the system, on the other hand, with the matrix 
representation Γ̂ = 𝜎3 ⊗ 𝜎3 ⊗ 𝜎3 ⊗ 𝜎0, is expressed as Γ̂ℋ̂4D Γ̂
−1 = −ℋ̂4𝐷, which ensures the 
overall symmetry of the spectrum and “zero-energy” of the corner states. The fact that this 
property is retained during the dimensional reduction implies that the chiral symmetries is 
preserved in some form. Indeed, due to its local character, the chiral symmetry can be written as 
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a symmetry operator for the finite h-HOTI as Γ̂𝑓𝑖𝑛𝑖𝑡𝑒 = 𝐼𝑁×𝑁 ⊗ Γ̂, where 𝐼𝑁×𝑁 is the 𝑁 by 𝑁 
identity matrix and 𝑁 is the number of degrees of freedom (sites), and thus is (block)-diagonal. 
The Lanczos transformation changes the local character of the chiral symmetry by mixing 













 of the effective 1D Hamiltonian. This effective chiral 
symmetry of the 1D Hamiltonian plays the same role as the original chiral symmetry for 4D h-
HOTI and ensures the spectral stability of the modes of aperiodic 1D array. However, the non-
local character of the symmetry operator Γ̂1𝐷
𝑒𝑓𝑓
 in 1D reflects the presence of the long-range 
correlations within the 1D system responsible for “zero-energy” of the localized states.  
Methods 
1. Structure design, 3D printing, and generic measurements – The unit cell designs of the 
topological expanded lattice are shown in Figure 2(a) with lattice constant 𝑎0 = 33 mm, height 
𝐻0 = 30.00 mm, and radius 𝑟0 = 10 mm. The connectors between the cylinders are radial 
channels with diameter 𝑑𝛾 = 5 mm. 
The unit cells and boundary cells were fabricated using the B9Creator v1.2 3D printer. All cells 
were made with acrylic-based light-activated resin, a type of plastic that hardens when exposed 
to UV light. Each cell was printed with a sufficient thickness to ensure a hard wall boundary 
condition and narrow probe channels were intentionally introduced on top and bottom of each 
cylinders to excite and measure local pressure amplitude at each site. The diameter of each port 
is 2.50 mm with a height of 2.20 mm. When not in use, the probe channels were sealed with 
plumber’s putty. Each unit cell and boundary cell were printed one at a time and the models were 
designed specifically to interlock tightly with each other. The expanded structure shown in 
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Figure 2(a) contains 20 unit cells. For all measurements, a frequency generator and FFT 
spectrum analyzer scripted in LabVIEW were used. 
2. Numerical method – Finite element solver COMSOL Multiphysics 5.2a with the Acoustic 
module was used to perform full-wave simulation. In the acoustic propagation wave equation, 
the speed of sound was set as 343.2 m/s and density of air as 1.225 kg/m^3. Other dimensional 














CHAPTER 5 – HOFSTADTER BUTTERFLY AND FRACTAL TOPOLOGICAL EDGE 
STATES  
In the previous chapters, our discussion of topology was limited to a single band gap with a finite 
set of eigenstates. Invariants such as the Chern number were evaluated for only this band gap of 
the bulk system, yielding a finite set of boundary states by the bulk-boundary correspondence. 
However, as we shall see, if we were to consider the Harper equation whose spectrum is fractal, 
we obtain an infinite number of topological band gaps each characterized by its own Chern 
number and by bulk-boundary correspondence, an infinite number of topological boundary 
modes. We begin with a discussion of the almost-Mathieu operator and the transition point 
which yields the Harper equation. 
The almost-Mathieu operator 𝐻𝜙,𝜃 = 𝑇 + 𝑇
† + 𝜆 cos(2𝜋𝜙𝑋 + ) was introduced by Pierls in 
1933[105], in his study of electron dynamics under magnetic fields. It acts on a 1-dimensional 
(1d) lattice, where T and X are the translation and position operators, respectively. When 𝜆 = 2, 
the operator connects to Harper[106] equation, which expresses the 2-dimensional (2d) magnetic 
Schrödinger operator in the Landau gauge, with 𝜙 representing the magnetic flux through the 
primitive cell. Ever since the work of Hofstadter from 1976[107], material scientists are well 
aware of the spectacular spectral properties of this operator, which were further investigated with 
semi-analytical methods by Aubry and Andre[108], and with rigorous methods by many 
prominent mathematical physicists (including [109], who received the Field Medal in 2014 for 
this work). It is known, for example, that for all irrational values of 𝜙, the spectrum is a Cantor 
set whose size measures to |Spec(𝐻)| = |4 − 2𝜆|. Furthermore, for 𝜆 > 2, the eigenmodes are 
localized in space with exponentially decaying profiles, while the eigenmodes are extended for 
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𝜆 < 2. At the transition point 𝜆 = 2, the spectrum is fractal and its measure vanishes, hence it 
consists mostly of gaps. And, as mentioned in this chapter’s introduction, all these gaps are 
topological in the sense that they all support non-trivial bulk-boundary correspondences, a 
statement that actually remains valid even when the potential and the couplings are replaced by 
generic quasi-periodic functions[110].   
Fractal spectra encode intriguing patterns of self-similarity, and tremendous efforts have been 
devoted to their experimental observation. Several groups have proposed indirect methods to 
chase the butterfly spectrum, for example, by measuring quantization Hall conductance in 
magnetotransport[111, 112] or by using ultra cold atoms as a tool of mapping Haper Hamiltonian 
[113-115] to obtain evidence of fractal spectrum. The first realization of a butterfly spectrum was 
carried out by measuring microwave transmittance through an array of scatterers[116]. Years 
later, several groups independently reported evidence of butterfly spectra by investigating the 
electronic behavior of graphene super-lattices under the modulation of long-range periodic 
potential and magnetic field perpendicular to graphene superlattices[117-119], and fractal 
magnetic Bloch states were revealed[120]. A more recent work used nine superconducting qubits 
as a tool to demonstrate the spectroscopic signature of this intricate energy spectrum[121]. 
In Harper’s equation, the parameter  represents the electron quasi-momentum in a chosen 
direction. As such, by varying  over the full interval [0,2𝜋], one essentially recovers the physics 
of electrons on a 2-dimensional lattice subjected to a perpendicular magnetic field. These 
quantum systems display the Integer Quantum Hall Effect (IQHE), hence it is not difficult to 
understand why the almost-Mathieu operator possess a non-trivial bulk-boundary 
correspondence. Nevertheless, the possibility of implementing the operator with quasi-periodic 
1d platforms opens up new ways to observe and study the associated topological phenomena. 
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The interest has been quite strong and a number of theoretical and experimental works have 
recently induced quasi-periodicity in a broad variety of systems[110, 122-128] to explore 
topological phase transitions and edge states. Even more, topological phases characterized by 2nd 
class Chern number in 2-dimensional quasi-periodic crystals have been predicted[124, 129] and 
observed experimentally[122-124]. The work of Ref. [129] has shown that there is no limit to 
this process in the sense that a smart patterning can generate virtual spaces with arbitrarily 
complex topology. 
Despite all these advances, reconfigurable experimental platforms of topological quasi-periodic 
crystals were missing, yet they are much needed for a thorough exploration of their rich physics, 
such as the observation of the Hofstadter butterfly spectrum or pumping the edge states from one 
boundary to the other. In this chapter, we present our design and 3D printed realization of a 
reconfigurable one-dimensional acoustic metamaterial, made of resonators with tunable onsite 
frequency (figure 5.1) to realize and experimentally observe the Hofstadter butterfly spectrum 
for sound and the associated fractal topological effects.  
The array consists of tunable acoustic resonators connected via circular channels, called bridges 
hereafter. The height of each resonator can be adjusted by rotating a piston inserted inside a 
thread, which is printed both on the inner side of the resonator and on the surface of the piston 
itself. The reconfigurable resonators are shown in Figure 5.1A, and the geometry of the structure 
was optimized to observe the acoustic spectrum with high resolution. For example, in order to 
realize high and stable quality factors for the resonant modes (~50), the unperturbed height of the 
resonators is chosen as h0 = 40 mm and the modulation depth as 𝛿h0 = 0.12h0. The diameter 
of the connecting bridges affects the size of the fractal gaps in the butterfly spectrum, therefore 





Figure 5.1 1D tunable acoustic quasicrystal, (A), Schematics of a single resonator with a 
piston. (B), Photograph of 8 (out of 37) tunable resonators of the fabricated quasi-periodic 
acoustic crystal. 
The first-order acoustic pressure mode of the single resonator oscillating in the axial direction of 
the cylinder (~4.5kHz), with one node at the center of the cavity, is the one of interest for our 
experiment. The coupling bridges are placed at the bottom of the resonators to minimize the 
effect on the coupling strength 𝜅 of the varying height through the pistons at the top. As long as 




| ≪ 1, and the variation of the resonators’ height follows the modulation protocol  h𝑛 = h0 +
𝛿h sin(2𝜋𝑛𝜙 + ), where n is the site index of the resonators, the recursive equations describing 
an infinite chain of coupled resonators assume the form from the TBM 








𝜔0, and 𝜑𝑛 is the amplitude of the collective resonant mode at site 𝑛. The parameter  is 
a phase factor often referred to as phason. The value of the coupling constant 𝜅 is determined by 
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the position and the diameter of the connecting bridges and it can be adjusted by moving the 
bridges up or down as well as by varying their diameter. The numerical value of 𝜅 was 
experimentally determined from the hybridization of the modes in a dimer configuration as 
shown in previous chapters for acoustic resonator coupling and the position and geometry of the 
bridges was adjusted until 𝜅 = 𝛾/2, hence tuning the system at the transition 𝜆 = 2, where the 
spectrum is mostly composed of gaps.  
Bulk-boundary correspondence  
We can encode the data of the collective mode in the vector |𝜑⟩ = ∑ 𝜑𝑛|𝑛⟩, in which case Eq. 
5.1 reduces to the eigen-system problem for the almost-Mathieu operator 𝐻𝜙,𝜃. It is known that, 
if 𝜙 is irrational, the spectrum of 𝐻𝜙,𝜃 is actually independent of , but this is not the case if 𝜙 is 
rational.  Hence it is more convenient and appropriate to work with the reunion of the spectra 
Spec(𝜙) = ⋃ Spec(𝐻𝜙,𝜃)𝜃 , since, as we shall see, the topological gaps occur in Spec(𝜙). For 
example, the individual spectra Spec(𝐻𝜙,𝜃) can display additional gaps for which it is not 
possible to define topological invariants. As sub-sets of the real axis, Spec(𝜙) are known to 
depend continuously of 𝜙 and, as such, by sampling 𝜙 over rational values we can compute an 
accurate representation of the spectral butterfly, as shown in Figure 5.2A. As one can see, in all 
cases there is a fractal network of spectral gaps. If 𝜙 is irrational, then between any pair of such 
gaps there is an infinite number of additional gaps, hence counting the gaps in an orderly fashion 
is futile. Nevertheless, each gap can be uniquely labeled[130] by the value of the integrated 
density of states (IDS) inside the gaps, defined as the number of eigenvalues below that gap 
divided by the length of the system, as the length is taken to infinity. For our context, IDS is 
known[129] to be quantized as  
140 
 
IDS = 𝑛 + 𝑚𝜙, 𝑛, 𝑚 ∈ ℤ 
Furthermore and very importantly, there is the constraint 0 ≤ IDS ≤ 1. The integer m is 




(The details of applying this formula in the aperiodic case are presented in Ref. [131]). Given the 
constraints on IDS, one can immediately see that 𝐶 ≠ 0 for all gaps except for two cases, namely 
for the gaps above and below the spectral butterfly. In other words, every true gap of the 
butterfly is topological. The Chern numbers are continuous (hence constant) functions of 𝜙 as 
long as one navigates inside a spectral gap[132], and hence does not cross any spectrum of the 
butterfly. As such, the Chern number can be evaluated for each gap using rational approximants 
𝑝/𝑞 of 𝜙, e.g. by turning equation 5.2 into the Diophantine equation[1, 133] 
𝑗 = 𝑛𝑞 + 𝐶𝑝 
where 𝑗 is the index of the minigap counted from the lowest frequency gap. Alternatively, one 
can integrate the Berry curvature of the gap projection 𝑃𝐺  over the magnetic Brillouin zone since 
both methods lead to the same answers and some of the computed Chern values are shown in 
Figure 5.2B for (𝑝, 𝑞) = (1,6). 
As was shown by Hatsugai[134], the edge of a halved IQHE system carries a topological 
invariant whose numerical value coincides with the bulk Chern number. Furthermore, this edge 
topological invariant counts the difference between the positively and negatively dispersing edge 
bands[135]. In our context, this means that, at the edge of a half acoustic quasi-periodic chain, 
we should observe a number of chiral bands equal to the value of bulk Chern number as  is 
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varied. This is indeed confirmed by our explicit calculations reported in Figure 2B. Importantly, 
the stability of this bulk-boundary correspondence against disorder was established in Ref. [129].   
Furthermore, we demonstrate in Figure 5.2C the spectacular change in the spatial profile of the 
resonant modes as the system transitions between the localized and de-localized regimes by 
tuning 𝜅, for example, changing the diameter of the bridges 𝑑𝑐. When 
𝜅
𝑓0
< 0.06 (corresponding 
to the case 𝜆 > 2), the eigenstates are localized and exponentially decay, in the example of 𝑑𝑐 =




> 0.06 (corresponding to the case 𝜆 < 2), as shown in Figure 5.2, C lower 
panel, for 𝑑𝑐 = 12 mm, the acoustic pressure waves extend at every site along the array. 
Contrary to what one will expect, based on the fact that topological invariants are usually carried 
by the extended states, the topological bulk-boundary correspondence is not affected by these 
qualitative differences. The reason is that the topological bulk Chern number, defined above, 




Figure 5.2 Bulk-boundary correspondence in quasiperiodic crystal, (A), Spec(𝜙) based on 
eq. (1) at 𝜆 = 2, with 𝜙 sampled over the rational values 𝑝/𝑞, 𝑞 = 611, 𝑝 = 0, … , 𝑞. (B), Bulk 
and edge state energy spectra numerically calculated from Eq. (1) for (𝑝, 𝑞) = (1,6). (C). Spatial 
profiles of the resonant modes (picked at 4531Hz) simulated with COMSOL Multiphysics for 
the 1d quasi periodic array. The upper, middle and lower arrays have the bridges with different 
diameters 𝑑c, which correspond to the cases of 𝜆 > 2, 𝜆 = 2 and 𝜆 < 2, respectively. For all 








Observation of the Hofstadter butterfly spectrum 
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In order to observe the fractal structure of the butterfly spectrum, the number of degrees of 
freedom (DOF) of the system has to be large, namely the number of resonators should be 
sufficient to resolve the fractal features. However, the resonance peaks of the system have finite 
bandwidth due to unavoidable radiation and material loss (e.g., introduced by holes drilled to 
probe the system, and the resin absorption). Therefore, it is impossible to resolve the higher-
order minigap as the corresponding peaks overlap with each other if the bands are too close (with 
the separation less than ~70Hz). Here we choose a number of cells 𝑞=37, as a compromise 
between the requirements of high resolution and time needed to take measurement for different 
configurations of the array, while being aware of the finite Q factor of each resonance that would 
fundamentally limit the observation of higher-order gaps. 
We mapped the Hofstadter butterfly by measuring the acoustic density of states for each value of 
𝑝. In this measurement, the speaker is placed at the bottom of each resonator, and the directional 
microphone is placed at the top of the piston screwed into the same resonator. Both speaker and 
microphone are placed next to the probe holes, which are intentionally introduced into the 
geometry as seen in Figure 5.1A. The frequency response range from [3600 5800]Hz was 
measured for every resonator, except for the boundary ones to minimize the effect of boundary 
on the spectrum. The normalized density of states is obtained through these data (see Methods 
Section for details). As shown in Figure 5.3A, the phason is set as 
𝜋
3
, the integer 𝑝 varies from 1 
to 𝑞 =37, and its variation changes the spatial periodicity of the sinusoidal function in the array. 
For example, if 𝑝 =8, the sinusoidal wave in the array undergoes 8 cycles, and the corresponding 
measured density of states, shown in Figure 5.3B, clearly reveals the main gap 𝑚0 in the 
butterfly spectrum, where the indexing method of Hofstadter’s work is adopted [107]. The 
higher-order fractal gaps 𝑐−1 in the 𝑐−1 region, and one in the 𝑟−1 sub-region of the 𝑐−1 region 
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are also clearly observed. These results allow us to conclude that at least three orders of fractal 
gaps in the spectrum can be resolved in our setup. 
Normalized densities of states for all 𝑝 values have been measured, and their logarithmic scale 
amplitude is presented in Figure 5.3C, with the brighter part of the spectrum indicating higher 
densities of states in that region. As expected, the spectrum is overall symmetric in the horizontal 
direction within the range of tolerance due to experimental errors. However, a slight asymmetry 
present in the vertical direction can be observed, and it is attributed to the fact that the height 
variation has a minor effect on the hopping strength 𝜅, which has also been verified by our first-
principle calculations (shown by red colored dots in Figure 5.3D). To better resolve the minigap 
in the spectrum, the positions of the resonance peaks are extracted from each site for all 𝑝 values 
and depicted in blue colored circles in Figure 5.3D, and match the simulation results in a precise 
way. Extra states appear in the lower right main gap of the spectrum, which are due to the effect 




  Figure 5.3 Measurement of Hofstadter butterfly spectrum, (A), Schematics of a 
quasiperiodic lattice with variable long-range order, (B), Normalized density of states for the 
case 𝑝 = 8 with fractal bandgaps labeled. (C), Hofstadter butterfly spectrum mapped from the 
measured density of states for different p values. (d), Peaks of resonance frequencies extracted 
from the frequency responses for sites 2 − 36 and for all 𝑝 values. The red arrow indicates the 
position p=8, considered as an example in the text. 
Topological fractal edge states 
To explore the fractal gaps and edge states associated with them in our acoustic quasicrystal, we 
fix the magnetic flux to 𝜙 = 1/6. In order to resolve the fractal edge state spectrum, a large 
number of cells is required. We choose 𝑝 = 4 and 𝑞 = 24 in our experimental set up. The field 
profiles distributed in the arrays shown in Figure 5.4A reveals the topological pumping of 
146 
 
boundary mode from one side of the array to the other side, as the phason  varies in the range 
indicated by red colored lines in Figure 5.4B. The phason  acts similar to a momentum vector, 
although we present the variation of the arrays in real space. Although the field profiles of each 
array are schematic, but they closely reflect the results from first-principle calculations. Only 
half of the energy spectrum calculated from COMSOL simulations is presented in Figure 5.4B 
due to the spectrum symmetry. Because of the bulk-edge correspondence, one and two gapless 
edge states are expected in the 𝑚0 and 𝑐−1 gaps at each boundary. 
We found that taking measurement for 48 phason values is sufficient to clearly resolve the edge 
spectrum, and the density of states for each value was measured. The reconstructed energy 
spectrum for all phasons is plotted in Figure 5.4C, and it is found consistent with our first-
principle calculations. One and two edge states are observed in 𝑚0 and 𝑐−1 gaps, respectively, as 
indicated by dashed lines in Figure 5.4C. When compared to the theoretical results, the crossing 
of these edge spectra shifts to higher frequency because of the effect of different boundary 
conditions, specifically, perfectly matched layer boundary conditions are applied in the 
simulations, while in reality the boundary cells are open to the ambient air environment. 
However, the edge states emerge irrespective of the boundary conditions, and always retain their 
gapless and asymmetric character with respect to the phason variation, which vividly 
demonstrates the robustness of the topological edge states. 
The logarithmic scale field profiles of the edge states shown in the Figure 5.4D,E confirm their 
localization at the boundaries both in simulations and in the experimental results, respectively. 
The edge state profile lines in Figure 5.4E are color coded to agree with colors in Figure 5.4C. In 
addition, as can be seen from Figure 5.4E, the edge states present in the 𝑚0 gap (yellow colored) 
are found to be more localized than those present in the 𝑐−1 gap (blue colored), although the edge 
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states in both gaps have the same distance to the nearest (upper) bulk bands, which excludes the 
effect of decay length due to bulk-edge frequency difference. Interestingly, a power-law behavior 
is discovered in the decay profile of the edge states, which reveals the modal property of the 
quasi-periodic crystals, as predicted theoretically in Ref. [136]. 
 
 
Figure 5.4 Mapping the edge spectrum using adiabatic pumping of phason 𝜽 for the case 
(𝒑, 𝒒) = (𝟒, 𝟐𝟒). (A), Schematics of edge state transfer during phason  pumping; the range of 
this pumping is indicated by the orange line in Figure 4b. (B), Band structure obtained from first-
principle calculations. (C), Band spectrum mapped from the measured normalized density of 
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states for each . (D), Acoustic pressure distributions of edge states found from first-principle 
simulations; these field profiles, from the bottom panel to the top panel, correspond to the edge 
states marked by dots in Figure 5.4B and are arranged from the lower frequency to the higher 
frequency. (E), Measured acoustic pressure amplitude distributions Sn in logarithmic scale, these 
field profiles correspond to the edge states marked in dots in Fig 5.4C.  
Our approach here can be easily extended to other systems, such as L-C circuits, or arrays of 
silicon ring resonators[137], which may possess higher quality factors, thus offering the ability 
of mapping richer features in the spectrum. For example, if the parameter 𝜙 is an irrational 
number, or the integer 𝑝 (coprime with 𝑞) is very large, the very high order fractal gaps and their 
associated edge states can be observed in the spectrum for the case of high quality factor 
resonators. Thus, the larger the quality factor of the modes, the finer fractal features may be 
observed. In addition, our design can be generalized to systems emulating higher dimensions, for 
example by mapping the effects of second or third Chern number in 4 and 6 dimensional spaces, 
implemented in 2 and 3 dimensional quasicrystals, respectively. Such systems may enable the 
exploration of even more subtle phenomena, which may be unfeasible in periodic topological 
systems.  
Methods 
Experimental details The reconfigurable quasiperiodic array in Figure 5.1B has a lattice period 
𝑎0 = 30 mm modulated by the spatial periodic parameter 𝑝.  The maximum height of a single 
cylinder in Figure 5.1A is chosen as h𝑡 = h0 + δh0, where h0 = 40 mm is the unperturbed 
height, δh0 = 0.12h0 is the modulation depth, and variable δh is modulated by the sinusoidal 
function in the range of [−δh0, δh0]. The diameter of cylinder d0 = 20 mm. The connectors 
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between the cylinders have a diameter dc = 10 mm, with a vertical distance to the bottom of the 
hollow chamber hc = 5.2 mm. Narrow probe channels were intentionally introduced on top and 
bottom sides of each of the cylinders to excite and measure local pressure field at each site. The 
diameter of the port is 𝑑0 = 2 mm. 
B9Creator v1.2 3D printer was used to print the reconfigurable model. All resonators and pistons 
were made with acrylic-based light-activated resin, a type of plastic that become harden when 
exposed to UV light. The shell of the resonator was printed with a sufficient thickness (2 mm ~ 3 
mm) to ensure a hard wall boundary condition. Two connected cells were printed at a time and 
the cells were designed in a way to interlock tightly with each other.  
The frequency generator and FFT spectrum analyzer scripted in LabVIEW were used in the data 
processing. For the details of measurement, the speaker was placed at the bottom port and the 
microphone at the top port of the same site. Both the speaker and microphone were closely 
touched with the ports to achieve the maximum coupling between source and the system, as well 
as maximum amplitude of signal. The frequency generator was used to run a sweep from 3600 
Hz to 5800 Hz in 20 Hz intervals and with the dwell time of 0.5 seconds which is enough for the 
FFT spectrum analyzer to obtain the stable amplitude responses 𝜑(𝑓) at each frequency.  For the 
calculation of normalized density of states, field distributions 𝜑(𝑖, 𝑓) are obtained by repeating 
this process for each site 𝑖 ∈ [2, 𝑞 − 1]. The data for each site was normalized on the total 
volume of signal summed over frequencies and sites, as well as on the free space amplitude 
response between the microphone and the speaker, Φ(𝑖, 𝑓) = 𝜑(𝑖, 𝑓)/ ∑ 𝜑(𝑖, 𝑓)𝑓,𝑖 /φair(𝑓). The 
signal spectrum for an array of 𝑞 − 2 resonators 𝑆𝑛(𝑓) = ∑ Φ(𝑖, 𝑓)𝑖 . To observe the field 
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distribution excited by the speaker, the speaker was placed at the port of the site of interest, and 
the microphone over each site of the array to measure the magnitude at the desired frequency. 
Numerical details For the first-principle calculations, the finite element solver Multiphysics 
Comsol 5.2a and the Acoustic module was used to perform full-wave simulation. In the acoustic 
propagation wave equation, the speed of sound was set as 𝑐 = 343.2 𝑚/𝑠, and density of air as 
𝜌 = 1.225𝑘𝑔/𝑚3. The dimensions of the structure are the same as the fabricated ones. For 
eigenvalue calculations, the continuity conditions were imposed along the ends of the 
quasiperiodic array. For the calculations of edge states spectrum, perfect matched layer boundary 
conditions were applied on the boundaries of the array. Coupled model equations were used to fit 
the physical parameters of the cells, calculate the Hofstadter butterfly spectrum and topological 
edge spectrum. For the two coupled resonators, the fitted onsite frequency is 𝑓0~4502 Hz, 










CHAPTER 6 – SPIN HALL EFFECT OF SOUND WITH SYNTHETIC PSEUDO-SPIN 
In recent years synthetic degrees of freedom have significantly expanded the landscape of 
classical physics by enabling emulation of relativistic and topological phenomena. Dirac and 
Weyl (physics[5, 39, 138-141] and a broad range of topological phases of matter have been 
successfully realized in artificial photonic and mechanical materials, facilitating an 
unprecedented control over propagation and scattering of waves. While vector fields naturally 
offer their components as extra degrees of freedom for emulating such the phenomena, acoustic 
pressure field is scalar in nature and requires engineering of synthetic degrees of freedom by 
more subtle material design. Here we demonstrate experimentally the control of sound waves by 
using two types of engineered acoustic systems, where synthetic pseudo-spin emerges either as a 
consequence of the evanescent nature of the field or due to the lattice symmetry. In the first type 
of system, we show that the evanescent sound waves bound to the perforated films possess 
transverse angular momentum locked to their propagation direction which facilitates their highly 
directional excitation in such acoustic metasurfaces. As the second example, we demonstrate that 
the lattice symmetries of acoustic Kagome array also offer transverse synthetic pseudo-spin 
which is locked to the modes linear momentum, thus enabling control of sound propagation both 
in the bulk of the array and along the edges. We experimentally confirm show that by spinning 
the source field we can excite directionally bulk states of both types of systems. Moreover, we 
also demonstrate the possibility of steering the edge states in topological Kagome lattice in a 
desirable direction. Our results can be useful to control the acoustic radiation pattern and 
propagation of sound waves which has so far been possible only for vector and spinor fields, 
light and electrons, in particular. The proposed systems demonstrate great potential for 
directional emission and reception of acoustic waves thus offering new design approaches for 
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directional acoustic antennas. Combined with the possibility to trap and directionally guide 
acoustic field along the topological boundaries this opens unprecedented capabilities in 
engineering design of acoustic devices and beyond.  
Artificial electromagnetic and acoustic materials with designer properties, referred to as 
metamaterials, have made a transformative impact on materials sciences and engineering by 
enabling new approaches to scatter, trap, and radiate fields. Besides purely applied interest, 
metamaterials also have demonstrated unparalleled potential for exploring and testing some of the 
most fascinating and advanced scientific concepts in tabletop experimental systems. Klein 
tunneling in Dirac-like systems, Weyl points and Fermi arcs, as well as topological edge, surface, 
and higher-order boundary states have been widely explored in the past few years using systems 
with deliberately designed geometric and material parameters to emulate the respective effective 
Hamiltonians. In most of the cases key ingredient to achieve this new physics was by leveraging 
synthetic degrees of freedom (SDOF), or pseudo-spin, and synthetic potentials acting on them. By 
introducing additional symmetries, such as sublattice, duality, or crystalline symmetries, the many-
fold degeneracies emulating components of SDOFs can be engineered, while deliberate symmetry 
reductions can farther be used to controllably remove some of these degeneracies thus emulating 
pseudo-magnetic (or synthetic gauge) fields acting on pseudo-spins. In the context of acoustics, 
this approach was successfully used to demonstrate Zak phase in SSH acoustic lattices[55], valley-
Hall effect[142], and Dirac cones and Weyl points in 3D acoustic structures[34, 57, 66], and more 
recently higher order topological phases[62, 63, 143, 144] [remember xiang’s octopole paper too]. 
In this letter we show that pseudo-spins, which can naturally arise for evanescent fields or 
engineered via symmetries, can be used to control radiation and guiding in acoustic lattices with 
153 
 
coupled angular and linear momentum. We experimentally demonstrate spin-Hall effect in two 
types of systems exhibiting such angular to linear momentum coupling. 
Spin-Hall Effect of Evanescent Acoustic Fields. It is known that the electric field of the surface 
plasmon-polaritons possesses elliptical polarization with handedness locked to their propagation 
direction[145] [YehYariv], and recently this property was found to be valid for any evanescent 
electromagnetic fields and used to demonstrate the photonic spin-Hall effect[146] [papers Zayats]. 
Surprisingly, similar coupling of angular momentum to propagation direction was predicted for 
evanescent acoustic pressure waves, despite their scalar nature[147, 148] [Bliokh, Nori, 
DanielLeykam]. Such the coupling envisions new possibilities to control propagation of acoustic 
fields by coupling to their angular momentum. Here we show that in periodic systems the degree 
of the field “chirality”, the magnitude of the local transverse angular momentum, is highly 
nonuniform and we exploit it to implement directional excitation of acoustic surface waves.  
Thus, as the first example of structure with coupled angular and linear momenta we consider a 
metasurface that represents an array of holes drilled in a mechanically hard material (high density 
polyethylene, or HDPE), shown in Figure 6.1A. The holes are isolated from one another by walls 
in the HDPE material and support lowest frequency (fundamental) acoustic mode with pressure 
and velocity fields oscillating in vertical direction. In the array, the coupling between the modes 
of the holes takes place only via the free-space region. The arrays of holes have been of significant 
interest in photonics and were shown to host guided modes referred to as spoof plasmons. Similar 
guided modes appear in the case of acoustic hole arrays, which represent collective acoustic 
oscillations in the holes which are evanescently coupled through free space. Such acoustic guided 
modes appear below sound-line in free-space and therefore are also evanescent in far-field and do 
not experience radiative loss as they propagate. Figure 6.1B shows the dispersion of such the 
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modes obtained with the use of first-principle calculations in COMSOL Multiphysics, Acoustic 
Module, finite element solver, with hard wall boundary condition applied at the boundaries of the 
material. The field profiles in Figure 6.1C confirm that the modes are exponentially decaying in 
the vertical direction and, more importantly they reveal the chiral character of the velocity field; 
the velocity field appears to rotate in opposite directions for waves propagating in opposite, 
forward (𝑘𝑥 > 0) and backward (𝑘𝑥 < 0), directions. The chirality of the acoustic field can be 
measured by projecting the velocity field onto the circularly polarized eigenstates (1, ±𝑖). The 
chirality in Figure 1C, calculated from numerical simulations, is clearly highly nonuniform with 
hotspots directly above the holes and separated by (the frequency dependent) distance 𝑑 away from 
the surface, where it reaches the value of 1. The dependence of the separation d on frequency is 
provided in the Supplement. Therefore, the directionality of excitation can be maximized by 
placing the circularly polarized source of the velocity field at the hotspot. In addition, by selecting 
the plane of excitation (e.g. xz-plane vs yz-plane) would allow one to control the propagation 
direction of the excited wave along the surface. 
In Figure 6.1D we show the experimental results of such excitation with the source 
producing circularly polarized velocity field which was placed in the hotspot (for 𝜈 = 5200 Hz). 
The circular polarized source represents two, vertical and horizontal, dipoles (acoustic transducers) 
with oscillations phase-shifted by 90 and -90 degrees for right and left-handed excitations, 
respectively. To eliminate the possibility of directional excitation due to an asymmetric placement 
of the transducers we performed an averaging over orientations of the transducers, so that only the 
phase difference, and the resulting velocity field chirality, contributes to the directionality (see 
Methods for details). As can be seen for Figure 6.1D, the two measurements performed for 
opposite handedness of the velocity fields of the source lead to the highly directional excitation of 
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the surface wave. We thus confirmed the possibility to control the propagation direction and 
directionality of the excitation in 2D by coupling to the transverse angular momentum carried by 
their velocity field of evanescent waves. The nonlocal distribution of the chirality also gives the 




Figure 6.1 Transverse angular momentum of near-field and directional excitation of acoustic 
waves in 2D hole array. A, Schematic of the hole unit cell with the array (pictured behind) drilled 
in high density material. B, The dispersion of guided modes supported by the acoustic hole array 
with sound line f = ck/2π where c is the speed of sound in air 343.2 m/s. C, pressure field profile 
and the projection of the velocity field onto a circularly polarized eigenstate of the guided waves 
with propagation in the forward direction for the point indicated by the red dot in B. D, 
Experimental results demonstrating directional excitation in 2D array of holes drilled in HDPE 
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sheet. The structure parameters are as follows: lattice constant 𝑑 = 10 𝑚𝑚, hole side length 𝑎 =
8 𝑚𝑚, depth ℎ = 10 𝑚𝑚 . The hole array was fabricated by CNC drilling in 5/8 inch HDPE. 
Kagome lattice with spin-polarized bulk states. As the second example, we study a two-
dimensional acoustic Kagome lattice [149], which is also known to possess a topological phase 
characterized by the nontrivial bulk polarization when its geometry is distorted. The unit cell of 
the lattice is shown schematically in Figure 6.2A and it is formed by an array of acoustic resonator 
trimers coupled via narrow rectangular channels. Each resonator hosts acoustic pressure modes 
oscillating in the axial direction. We choose to work with the fundamental mode (~5200 Hz), 
which has its only node at the center of the resonant cavity. The coupling strength between the 
resonators is tuned by shifting the channels closer or farther away from the center node, thus 
enabling fine control over the local coupling strength. Due to only nearest neighbor connectivity, 
this system can be mapped to the tight-binding model[NiNatMat] (TBM) with the nearest-neighbor 
coupling described by inter-cell 𝛾 and intra-cell 𝜅 coupling parameters (Figure 6.2B inset).  
Angular pseudo-spin to linear momentum locking of the acoustic modes in kagome lattice. 
The use of the trimmer as a unit cell to engineer a synthetic pseudo-spin is justified by the fact that 
it enables the angular momentum through 𝐶3 rotational symmetry. Indeed, the symmetry ensures 
that the trimer hosts two dipolar modes carrying no angular momentum 𝑙 = ±1, in addition to the 
monopole mode 𝑙 = 0.  This feature is inherited by the kagome lattice enables the use of the 
angular momentum in the unit cell to control propagation of collective Bloch states in the array. 
Indeed, the inspection of the field profiles calculated in COMSOL Multiphysics for different bands 
confirm this property. The band diagram with 𝛾 > 𝜅 (expanded case) in Figure 6.2B shows color-
coded bands with chirality varying from left-handed (𝑙 = −1, red color) to right-handed (𝑙 = 1, 
blue color).  The low-frequency mode has monopolar field profile at the gamma point, i.e. 
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vibrations in all three cylinders of the trimer are in-phase (thus having neither color). The higher 
frequency doubly degenerate bands appear to be left- and right-handed circularly polarized modes 
with the dipolar field profile and thus carrying a nonzero angular momentum. These higher 
frequency bands form time-reversal partners which transform one onto another under time-reversal 
operation flipping their wavenumber and the handedness of their circularly polarized dipolar 
component. The degree of handedness is momentum dependent and Figure 6.2B unveils the degree 
of circular polarization as a function of the wavenumber. It clearly shows that the maximal degree 
of handedness is achieved at K and K’ points where the modes are pure circularly left- and right-
handed modes carrying pseudo-spin of 𝑙 = ±1. Notably, these are the high-symmetry points where 
the Dirac-like linear dispersion is observed. 
Importantly, the handedness of the rotation of the dipole modes is reversed as the propagation 
direction is flipped, indicating that handedness can be used to directionally excite Bloch modes of 




Figure 6.2 Transverse angular to linear momentum coupling for acoustic modes in kagome 
lattice with synthetic degrees of freedom. (a) Schematic of the Kagome unit cell, as seen in 
chapter 4. (b) Band structure of the Kagome lattice with color-coded chirality for the bulk modes. 
Here, red denotes left-circularly polarized (LCP) and blue denotes right-circularly polarized 
(RCP). Since a complete basis must include the in-phase modes, we denote transparency of the 
bands as in-phase, such as the lower band at the Γ point.  
 
To demonstrate the direction excitation due to coupling of angular and Bloch momenta , the system 
is set up according to Figure 6.3A, with K and K’ direction indicated. When a left or right circularly 
polarized source, rotation parallel of the plane of the structure, is placed in the bulk of the crystal, 
large scale first-principle calculations indeed predict that the modes propagate only along the 
respective G-K or G-K’ directions, as shown in Figure 6.3B. The experimentally measured 
directionality diagrams for circularly polarized sources of opposite handedness and placed in the 
center of the 3D printed kagome lattice of the same size as in Figure 6.3A, are plotted alongside 
with the theoretical calculations in Figure 6.3C. These results (Figure 6.3D) clearly show that the 
reversal of handedness of the source leads to highly directional excitation only along the respective 
direction in the Brillouin zone, with left-handed (right-handed) source exciting modes propagation 
along K (K’) direction. The use of the synthetic degrees of freedom originating in the lattice 





Figure 6.3 Experimental demonstration of selected acoustic mode propagation. (A) Map of 
the Kagome lattice with measured path outlined in green and source located at the central blue 
site. Each corner of the hexagon represents the K/K’ points of the Brillouin zone. When 
measuring the amplitude and phase response along the green path, we considered the 𝐶3 
symmetry of the lattice: placing a source at the central blue site and measuring the 
amplitude/phase response at the blue site on the green path is equivalent to placing the source at 
the central orange (magenta) site and measuring the amplitude/phase response at the orange 
(magenta) site along the green path. At each site n along the green path we can now describe the 
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full amplitude response for a circularly polarized source as a superposition of the contribution 
from each of the individual source sites:  
?̃?𝑛 = ?̃?𝑏𝑙𝑢𝑒,𝑛 + ?̃?𝑜𝑟𝑎𝑛𝑔𝑒,𝑛 𝑒
±𝑖(2𝜋 3)⁄ + ?̃?𝑚𝑎𝑔𝑒𝑛𝑡𝑎,𝑛 𝑒
±𝑖(4𝜋 3)⁄   
(B) Large scale first principles calculation of two sources placed at the center of different 
handedness. 
(C) Angular distribution of the numerically calculated amplitude response. 
(D) Angular distribution of the full amplitude response ?̃?𝑛. Orange represents left-circularly 
polarized (LCP) superpositions and blue represents right-circularly polarized (RCP) 
superpositions. LCP sources propagate along the K direction while RCP sources propagate along 












We have demonstrated throughout this work the importance and exceptional nature of mapping 
condensed matter systems onto classical wave systems. It is quite incredible that nearly a century 
since the official work by Felix Bloch in 1928, we are still discovering new ways to analyze 
electronic band structure. Not to mention, there are many other types of topological materials 
besides the ones mentioned in this work, including the Weyl semimetal and all sorts of 
topological superconductors. In fact, very recently work has been done[64-66, 150] in mapping 
the unique Weyl semimetal physics to classical systems, as well as mapping the Majorana 
fermions of the 1D Kitaev chain and 2D 𝑝𝑥 + 𝑖𝑝𝑦 superconductors in acoustics and 
photonics.[151-155] This doesn’t have to be limited to band topology either as recent work has 
modeled concepts like Anderson localization[156-158] in both acoustic and photonic systems 
too.  
There is much to be gained from this field, with several unanswered questions as well. The bulk-
boundary correspondence is notoriously difficult to prove and it has not been proven in classical 
physics, for example, even if experiment is the ultimate arbiter of truth. Additionally, these sorts 
of systems require non-interactive electronic modes as required by Fock space formalism. Would 
it be possible to prove the topological nature of these systems without the requirement of low 
energy, and then could we apply this knowledge to acoustics or photonics?  
Still, the continuing work done in the field is promising and provides the opportunity for many 
applications in finely tuning the properties of sound and light, from their ballistic propagation to 
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