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Binary Linear Codes From Vectorial Boolean Functions and
Their Weight Distribution
Deng Tang1 Claude Carlet2 Zhengchun Zhou1,∗
Abstract Binary linear codes with good parameters have important applications
in secret sharing schemes, authentication codes, association schemes, and consumer
electronics and communications. In this paper, we construct several classes of binary
linear codes from vectorial Boolean functions and determine their parameters, by
further studying a generic construction developed by Ding et al. recently. First, by
employing perfect nonlinear functions and almost bent functions, we obtain several
classes of six-weight linear codes which contains the all-one codeword. Second, we
investigate a subcode of any linear code mentioned above and consider its parame-
ters. When the vectorial Boolean function is a perfect nonlinear function or a Gold
function in odd dimension, we can completely determine the weight distribution of
this subcode. Besides, our linear codes have larger dimensions than the ones by Ding
et al.’s generic construction.
Keywords: Vectorial Boolean function, linear code, extended Walsh spectrum, secret
sharing scheme, authentication code.
1 Introduction
Boolean functions are the building blocks of symmetric-key cryptography and
coding theory. Symmetric-key cryptography includes block ciphers and stream ci-
phers. Boolean functions are used to create substitution boxes (S-boxes) with good
cryptographic properties (low differential uniformity, high algebraic degree, large non-
linearity and so on) in block ciphers, and utilized as nonlinear filters and combiners
in stream ciphers when they satisfy the main cryptographic criteria simultaneously.
Error-correcting codes have long been known to have many applications in CD play-
ers, high speed communications, cellular phones, and (massive) data storage devices.
They have been widely studied by many researchers in the past four decades and a lot
of progresses on coding theory have been made. Particularly, Boolean functions can
be used to construct binary linear and nonlinear codes, and the two related classes of
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binary codes which are the Reed-Muller [1, 2] codes and Kerdock codes [3, 4, 5] are
well-known.
Binary linear codes with good parameters have wide applications in secret sharing
schemes [6, 7, 8, 9], authentication codes [10, 11], and association schemes [12], in
addition to their applications in consumer electronics and communications. In the
past two decades, the design of binary linear codes derived from (vectorial) Boolean
functions has been a research topic of increasing importance. Many classes of binary
codes with good parameters have been obtained, for instance see [13, 14] and the
references therein. Generally speaking, there are two generic constructions of binary
linear from (vectorial) Boolean functions. The first one is based on highly nonlinear
vectorial Boolean functions such as perfect nonlinear (PN) functions and almost bent
functions. For an (m, s)-function, this construction can generate a linear code with
length 2m and dimension at most m + s + 1. The second construction is based on
the support set of some highly nonlinear Boolean functions such as bent and semi-
bent functions. For an m-variable Boolean function, such construction can provide a
linear code such that the length of this code is equal to the size of the support of this
function and the dimension of this code is at most m+1 [13, 14]. In the present paper,
we extent the second construction to vectorial Boolean functions. In general, for an
(m, s)-function F and an arbitrary component function f , we can construct a linear
code such that the length of this code is equal to the size of the support of f , the
dimension of this code is at most m+ s, and the minimum Hamming distance can be
expressed by means of the nonlinearity of F . When F is an arbitrary PN function or
AB function, we can determine the length, dimension, and weight distribution of the
linear codes generated by our construction. All of these codes are six-weight linear
codes and contain the all-one codeword; Whenm is small, some examples of our linear
codes are optimal or at least have the same parameters as the best known codes [15]
(see some examples in Remark 1). Further, we define a subcode of any linear code
given above and consider its weight distribution. When F is a PN function or Gold
function in odd dimension, we can completely determine the weight distribution of
such subcode.
The remainder of this paper is organized as follows. In Section 2, the notation
and the necessary preliminaries required for the subsequent sections are reviewed. In
Section 3, we present the construction of linear codes from vectorial Boolean functions
and provide the parameters of those codes. In Section 4, we focus on calculating the
weight distributions of some subcodes of the codes given in Section 3. Finally, Section
5 concludes the paper.
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2 Preliminaries
For any positive integer m, we denote by Fm2 the vector space of m-tuples over
the finite field F2 = {0, 1}, and by F2m the finite field of order 2
m. For simplicity,
we denote by Fm∗2 the set F
m
2 \ {(0, 0, · · · , 0)}, and F
∗
2m denotes the set F2m \ {0}.
We use + (resp.
∑
) to denote the addition (resp. a multiple sum) in Z or in the
finite field F2m , and ⊕ (resp.
⊕
) to denote the addition (resp. a multiple sum)
in F2. For simplicity, when there will be no ambiguity, we shall allow us to use +
instead of ⊕. The vector space Fm2 is isomorphic to the finite field F2m through the
choice of some basis of F2m over F2. Indeed, let (λ1, λ2, · · · , λm) be a basis of F2m
over F2, then every vector x = (x1, · · · , xm) of F
m
2 can be identified with the element
x1λ1 + x2λ2 + · · · + xmλm ∈ F2m . The finite field F2m can then be viewed as an m-
dimensional vector space over F2; each of its elements can be identified with a binary
vector of length m, the element 0 ∈ F2m is identified with the all-zero vector. We
shall use x to denote indifferently elements in F2m and in F
m
2 .
A Boolean function of m variables is a function from Fm2 into F2. We denote by
Bm the set of Boolean functions of m variables. Any Boolean function f ∈ Bm can
be expressed by its truth table, i.e.,
f =
[
f(0, · · · , 0, 0), f(0, · · · , 0, 1), · · · , f(1, · · · , 1, 0), f(1, · · · , 1, 1)
]
.
We say that a Boolean function f ∈ Bm is balanced if its truth table contains an
equal number of ones and zeros, that is, if its Hamming weight equals 2m−1, where
the Hamming weight of f , denoted by nf , is defined as the size of the support of f
in which the support of f is defined as Df = {x ∈ F
m
2 |f(x) 6= 0}. Given two Boolean
functions f and g in m variables, the Hamming distance between f and g is defined
as dH(f, g) = |{x ∈ F
m
2 | f(x) 6= g(x)}|. Any Boolean function f of m variables can
also be expressed in terms of a polynomial in F2[x1, · · · , xm]/(x
2
1⊕ x1, · · · , x
2
m⊕ xm):
f(x1, · · · , xm) =
⊕
u∈Fm2
au
( n∏
j=1
x
uj
j
)
=
⊕
u∈Fm2
aux
u,
where au ∈ F2. This representation is called the algebraic normal form (ANF). The
algebraic degree, denoted by deg(f), is the maximal value of wt(u) such that au 6= 0.
A Boolean function is an affine function if its algebraic degree is at most 1. The set of
all affine functions of m variables is denoted by Am. Recall that F2m is isomorphic as
a F2-vector space to F
m
2 through the choice of some basis of F2m over F2. The Boolean
functions over F2m can also be uniquely expressed by a univariate polynomial
f(x) =
2m−1∑
i=0
aix
i,
3
where a0, a2m−1 ∈ F2, ai ∈ F2m for 1 ≤ i < 2
m − 1 such that ai = a2i [mod 2m−1], and
the addition is modulo 2. The algebraic degree deg(f) under this representation is
equal to max{wt(i) : ai 6= 0, 0 ≤ i < 2
m}, where i is the binary expansion of i (see
e.g. [16]). The nonlinearity nl(f) of a Boolean function f ∈ Bm is defined as the
minimum Hamming distance between f and all the affine functions:
nl(f) = min
g∈Am
(dH(f, g)).
In other words, the nonlinearity of a Boolean function f in m variables equals the
minimum Hamming distance between the binary vector of length 2m listing the val-
ues of the function to the Reed-Muller code RM(1, m) of length 2m. The maximal
nonlinearity of all Boolean functions in m variables equals by definition the covering
radius of RM(1, m) [17]. Let x = (x1, x2, · · · , xm) and a = (a1, a2, · · · , am) both be-
long to Fm2 and let a · x be any inner product; for instance the usual inner product
a · x = a1x1 ⊕ a2x2 ⊕ · · · ⊕ amxm, then the Walsh transform of a Boolean function
f ∈ Bm at point a is defined by
f̂(a) =
∑
x∈Fm2
(−1)f(x)+a·x.
Note that changing the inner product changes the order of the values of the Walsh
transform but not the multiset of these values which is called the Walsh spectrum.
Over F2m , the Walsh transform of the Boolean function f at α ∈ F2m can be defined
by
f̂(α) =
∑
x∈F2m
(−1)f(x)+Tr
m
1 (αx),
where Trmt (x) =
∑m/t−1
i=0 x
2ti is the trace function from F2m to F2t in which t is a
positive divisor of m. The well-known Parseval relation [18] states that: for any m-
variable Boolean function, we have
∑
u∈Fm2
f̂ 2(u) = 22m. Parseval’s relation implies
that, for a Boolean function of m variables, the mean of square of Walsh spectrum
equals 2m. Then the maximum of the square of Walsh spectrum is greater than or
equal to 2m and therefore maxu∈Fm2 |f̂(u)| ≥ 2
m
2 . This implies that the nonlinearity
of Boolean functions in m variables is upper-bounded by 2m−1− 2
m
2
−1, which is tight
for even m.
Definition 1. ([19]) Let m be an even integer and f be a Boolean function of m
variables. If nl(f) = 2m−1 − 2
m
2
−1, then we say that f is bent.
For odd number of variables m, the maximum nonlinearity of an m-variable Boolean
functions for m odd is 2m−1 − 2
m−1
2 when m = 1, 3, 5, 7 and the question for the
maximum nonlinearity of functions in odd m ≥ 9 variables is still completely open.
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Definition 2. Let m be an odd integer and f be a Boolean function of m variables.
If the set formed by the Walsh spectrum of f equals {0,±2(m+1)/2}, then we say that
f is semi-bent (or near-bent ).
The nonlinearity of a Boolean function f ∈ Bm can be calculated as
nl(f) = 2m−1 −
1
2
max
a∈Fm2
|Wf(a)|
= 2m−1 −
1
2
max
ω∈F2m
|Wf(ω)|.
Given two integers m and s, a mapping from F2m to F2s which is often called an
(m, s)-function or a vectorial Boolean function if the values m and s are omitted,
can be viewed (and vice versa) as a function G from the vectorial space Fm2 to the
vectorial space Fs2. Particularly, G is called a Boolean function when s = 1. Let G
be an (m, s)-function, the Boolean functions g1(x), · · · , gs(x) of m variables defined
by G(x) = (g1(x), · · · , gs(x)) are called the coordinate functions of G. Further, the
Boolean functions, which are the linear combinations, with non all-zero coefficients of
the coordinate functions of G, are called component functions of G. The component
functions of G can be expressed as a ·G where a ∈ Fs∗2 . If we identify every element
of Fs2 with an element of finite field F2s , then the component functions gα of G can be
expressed as Trs1(αG), where α ∈ F
∗
2s. For any (a, b) ∈ F
s∗
2 ×F
m
2 , the Walsh transform
of G at (a, b) is defined as
Ĝ(a, b) =
∑
x∈Fm2
(−1)a·G(x)+b·x.
If (α, β) ∈ F∗2s × F2m , the Walsh transform of G at (α, β) is defined as
Ĝ(α, β) =
∑
x∈Fm2
(−1)Tr
s
1(αG(x))+Tr
m
1 (βx).
We call extended Walsh spectrum of G (and we shall denote by EWG) the multi-set
of the absolute values of all the Walsh transform of G. The nonlinearity nl(G) of
an (m, s)-function G is the minimum Hamming distance between all the component
functions of G and all affine functions in m variables. According to the definition of
Walsh transform, we have
nl(G) = 2m−1 −
1
2
max
(a,b)∈Fs∗2 ×F
m
2
|Ĝ(a, b)|
= 2m−1 −
1
2
max
(α,β)∈F∗2s×F2m
|Ĝ(α, β)|.
The nonlinearity nl(G) is upper-bounded by 2m−1 − 2
m−1
2 when m = s. This upper
bound is tight for odd m = s. For even n = m, the best known value of the
nonlinearity of (n,m)-functions is 2n−1 − 2
n
2 .
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Definition 3. Let m be an odd integer and G be an (m,m)-function. If nl(G) =
2m−1 − 2
m−1
2 , then G is called almost bent (AB).
It is well-known that the extended Walsh spectrum values of an almost bent (m,m)-
functions G are 0 and 2(m+1)/2 and thus an (m,m)-function is almost bent if and only
if all of its component functions are semi-bent.
Definition 4. For two integers m and s, an (m, s)-function is called bent vectorial if
it nonlinearity is equal to 2m−1 − 2m/2−1
Clearly, an (m, s)-function is bent vectorial if and only if all of its component functions
are bent. The bent vectorial functions exist only for even m and s ≤ m/2 [20]. They
are characterized by the fact that all their derivatives DaF (x) = F (x) + F (x + a),
a ∈ F∗2m , are balanced (i.e. take each value of F2s the same number of times 2
m−s)
and are then also called perfect nonlinear (PN).
3 Linear codes from vectorial Boolean functions
In this section, we will give a method for obtaining linear codes from vectorial
Boolean functions and get the parameters of those codes.
Let us first recall some basic definitions related to linear codes. Let p be a prime,
m a positive integer, r a positive divisor of m and q = pr. An [n, k, d]q linear code
C over Fq is a k-dimensional subspace of F
n
q with minimum Hamming distance d.
Recall that d = mina,b∈C dH(a, b) where dH denotes the Hamming distance between
vectors (called codewords) a = (a1, a2, · · · , an) ∈ C and b = (b1, b2, · · · , bn) ∈ C, i.e.,
dH(a, b) = |{1 ≤ i ≤ n : ai 6= bi}|. For a given codeword a = (a1, a2, · · · , an) ∈ C, the
Hamming weight wt(a) is defined as the number of nonzero coordinates. A generator
matrix G of a linear [n, k, d] code C is a k × n matrix whose rows form a basis of C.
The dual code C⊥ is the orthogonal subspace under the usual inner product in Fnq .
Usually, if the context is clear we omit the subscript q by convention in the sequel.
Highly nonlinear Boolean and vectorial Boolean functions (or more generally functions
valued in Fq) have important applications in cryptography and coding theory. In
coding theory, such functions have been used to construct linear codes with good
parameters, for instance in papers [13, 14, 21, 22, 23, 24, 25, 26].
Let m, s be two integers and F be a vectorial Boolean function from F2m to F2s .
For any λ ∈ F∗2s, we denote by fλ the Boolean function Tr
s
1(λF ) which is a component
function of F . Recall from Section 2 that nfλ denotes the Hamming weight of fλ and
Dfλ denotes the support of fλ. Let Dfλ = {d1, d2, · · · , dnfλ}, we define a linear code
of length nfλ over F2 as follows:
CDfλ = {cx,y : x ∈ F2m , y ∈ F2s}, (1)
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where cx,y =
(
Trm1 (xd1) + Tr
s
1(yF (d1)), · · · , T r
m
1 (xdn) + Tr
s
1(yF (dnfλ))
)
.
We can easily see that the code CDfλ is linear. For any (m, s)-function G, its
graph is defined as the set {(x, y) ∈ Fm2 × F
s
2 : y = G(x)}. Then we can see that
the codewords of the linear code CDfλ are the evaluations of all linear functions at
those elements of the graph of F whose abscissa belong to the support of some fixed
component function of F . Hence the codewords are the restrictions of all codewords
of the extended simplex code of length 2m to such elements of the graph of F .
In the rest of this section, we give the parameters of the linear code CDfλ , which
are heavily relied on the extended Walsh spectrum of F .
Proposition 1. Let F be an (m, s)-function. For any λ ∈ F∗2s, let fλ = Tr
s
1(λF ) and
let nfλ be the Hamming weight of fλ, equal to the size of the support Dfλ of fλ. If
2m−2nl(F ) < nfλ, then the linear code CDfλ defined by (1) has length nfλ , dimension
m+ s and minimum Hamming weight no less than nl(F )−
2m−nfλ
2
.
Proof. By (1), it is clear that every codeword in CDfλ has length nfλ . We now prove
that the linear code CDfλ has dimension m+ s if 2
m − 2nl(F ) < nfλ . For doing this,
we only need to prove that for any two distinct pairs (x1, y1), (x2, y2) ∈ F2m × F2s
the Hamming distance between codewords cx1,y1 and cx2,y2 is not equal to zero, i.e.,
dH(cx1,y1, cx2,y2) 6= 0, where cx,y is defined by (1). Define
A =
∑
d∈Dfλ
(−1)
(
Trm1 (x1d)+Tr
s
1(y1F (d))
)
+
(
Trm1 (x2d)+Tr
s
1(y2F (d))
)
=
∑
d∈Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1((y1+y2)F (d)).
Let us use t(d) to denote Trm1 ((x1 + x2)d) + Tr
s
1((y1 + y2)F (d)), we have
|{d ∈ Dfλ : t(d) = 0}| − |{d ∈ Dfλ : t(d) = 1}| = A
|{d ∈ Dfλ : t(d) = 0}|+ |{d ∈ Dfλ : t(d) = 1}| = nfλ
|{d ∈ Dfλ : t(d) = 1}| = dH(cx1,y1 , cx2,y2)
.
Thus we get
dH(cx1,y1 , cx2,y2) =
1
2
(
nfλ − A
)
. (2)
We distinguish the following three cases to calculate the values of dH(cx1,y1, cx2,y2).
Case 1. y1 + y2 = 0.
Obviously, in this case x1 + x2 6= 0 and y1 + y2 6= λ. Since Tr
s
1(λF (d)) = 1 if
d ∈ Dfλ and Tr
s
1(λF (d)) = 0 otherwise, we have:
∑
d∈Dfλ
(−1)Tr
m
1 ((x1+x2)d) +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d) = 0∑
d∈Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1(λF (d)) +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1(λF (d)) = F̂ (λ, x1 + x2)
,
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which is equivalent to
A +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d) = 0
−A +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d) = F̂ (λ, x1 + x2)
.
This implies that A = −1
2
F̂ (λ, x1 + x2). By (2), we have
dH(cx1,y1, cx2,y2) =
1
4
(
2nfλ + F̂ (λ, x1 + x2)
)
. (3)
Case 2. y1 + y2 = λ.
If x1 + x2 6= 0, similarly to Case 1, we have
∑
d∈Dfλ
(−1)Tr
m
1 ((x1+x2)d) +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d) = 0∑
d∈Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1(λF (d)) +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1(λF (d)) = F̂ (λ, x1 + x2)
,
which is equivalent to
−A +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d) = 0
A +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d) = F̂ (λ, x1 + x2)
.
and then A = 1
2
F̂ (λ, x1 + x2). It follows from (2) that
dH(cx1,y1, cx2,y2) =
1
4
(
2nfλ − F̂ (λ, x1 + x2)
)
. (4)
If x1 + x2 = 0, we have A =
∑
d∈Dfλ
(−1)1 = −nfλ . This implies that
dH(cx1,y1 , cx2,y2) = nfλ when x1 + x2 = 0, (5)
according to (2).
Case 3. y1 + y2 ∈ F2s \ {0, λ}.
Note that λ+ y1 + y2 6= 0 in this case. We have
∑
d∈Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1((y1+y2)F (d)) +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1((y1+y2)F (d))
= F̂ (y1 + y2, x1 + x2)∑
d∈Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1((y1+y2+λ)F (d)) +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1((y1+y2+λ)F (d))
= F̂ (y1 + y2 + λ, x1 + x2)
.
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Note that Trs1(λF (d)) = 1 if d ∈ Dfλ and Tr
s
1(λF (d)) = 0 otherwise. Then we have
A+
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1((y1+y2)F (d)) = F̂ (y1 + y2, x1 + x2)
−A +
∑
d∈F2m\Dfλ
(−1)Tr
m
1 ((x1+x2)d)+Tr
s
1((y1+y2)F (d)) = F̂ (y1 + y2 + λ, x1 + x2)
.
Thus, we have A = 1
2
(
F̂ (y1+ y2, x1+x2)− F̂ (y1+ y2+λ, x1+x2)
)
and hence, by (2),
dH(cx1,y1, cx2,y2) =
1
4
(
2nfλ − F̂ (y1 + y2, x1 + x2) + F̂ (y1 + y2 + λ, x1 + x2)
)
. (6)
Combining (3),(4) and (5), we have
dH(cx1,y1 , cx2,y2) ∈
{1
4
(
2nfλ + F̂ (λ, α)
)
,
1
4
(
2nfλ − F̂ (λ, α)
)
, nfλ
}
(7)
for y1 + y2 ∈ {0, λ}, and by (6) we have
dH(cx1,y1, cx2,y2) =
1
4
(
2nfλ − F̂ (γ, β) + F̂ (γ + λ, β)
)
, (8)
for y1 + y2 ∈ F2s \ {0, λ}, in which α ∈ F
∗
2m ,γ ∈ F2s \ {0, λ},β ∈ F2m . So we have
dH(cx1,y1, cx2,y2) ≥
1
2
(
nfλ − max
(µ,ν)∈F∗
2s
×F2m
|F̂ (µ, ν)|
)
(9)
> 0.
The last inequality follows from the condition 2m − 2nl(F ) < nfλ which means that
max(µ,ν)∈F∗
2s
×F2m |F̂ (µ, ν)| < nfλ according to (1). Therefore, if 2
m− 2nl(F ) < nfλ we
have cx1,y1 6= cx2,y2 for any two distinct pairs (x1, y1), (x2, y2) ∈ F2m × F2s and hence
CDfλ has dimension m+ s. Furthermore, for any two distinct pairs (x1, y1), (x2, y2) ∈
F2m × F2s , we have dH(cx1,y1, cx2,y2) ≥
1
2
(
nfλ −max(µ,ν)∈F∗2s×F2m |F̂ (µ, ν)|
)
= 1
2
(
nfλ −
2m + 2nl(F )
)
= nl(F ) − 1
2
(
2m − nfλ
)
. This implies that the minimum Hamming
distance of the linear code CDfλ is no less than nl(F )−
1
2
(
2m − nfλ
)
.
This completes the proof.
Theorem 1. Let F be an (m, s)-function with nl(F ) > 0. For any integer w ∈ EWF ,
Rel. (1) allows designing two linear codes with parameters [2m−1−w/2, m+s, nl(F )−
2m−2 − w/4] and [2m−1 + w/2, m+ s, nl(F )− 2m−2 + w/4] respectively.
Proof. Suppose that the component functions of F are f1, f2, · · · , f2s−1. If w ∈ EWF ,
there exists a function fi (1 ≤ i ≤ 2
s − 1) and an element a ∈ F2s such that
|Wfi(a)| = w. Clearly, there exist s component functions fi, fj1, fj2, · · · , fjs−1 such
that lfi +
∑s−1
i=1 lifji 6∈ Am for any (l, l1, · · · , ls−1) ∈ F
s∗
2 , since any function in Am
(the set of m-variable Boolean functions with algebraic degree no more than 1) has
9
nonlinearity 0 and the (m, s)-function F has nonlinearity greater than 0. There-
fore, l(fi + Tr
m
1 (ax) + c) +
∑s−1
i=1 lifji = lfi +
∑s−1
i=1 lifji + Tr
m
1 (ax) + c 6∈ Am, where
c ∈ F2, for any (l, l1, · · · , ls−1) ∈ F
s∗
2 . Define an (m, s)-function F
′ = (fi+ Tr
m
1 (ax) +
c, fj1, fj2, · · · , fjs−1). It can be easily checked that nl(F
′) = nl(F ).
Case A. If Wfi(a) = w, by taking F = F
′ and fλ = fi + Tr
m
1 (ax) in (1), we have
nfλ = |Dfλ | = 2
m − |{x ∈ F2m : fλ(x) = 0}| and |{x ∈ F2m : fλ(x) = 0}| − |Dfλ| =∑
x∈F2m
(−1)fλ(x) =
∑
x∈F2m
(−1)fi(x)+Tr
m
1 (ax) = w. This implies that nfλ = 2
m−1−w/2
and hence we can get a [2m−1−w/2, m+ s, nl(F )− 2m−2−w/4]-code by Proposition
1. Similarly, by taking F = F ′ and fλ = fi + Tr
m
1 (ax) + 1 in (1), we can get a
[2m−1 + w/2, m+ s, nl(F )− 2m−2 + w/4]-code by Proposition 1.
Case B. IfWfi(a) = −w, we can get the same codes as Case A with similar discussion.
This completes the proof.
Let F be a perfect nonlinear function from F2m to F2m/2 , where m is even. It is
well-known that all values in the extended Walsh spectrum of F are equal to 2m/2.
Thus, by Theorem 1, we can immediately get the following two corollaries.
Corollary 1. Let F be a perfect nonlinear function from F2m to F2m/2 where m is
even. Then there exist two linear codes with parameters [2m−1−2m/2−1, 3m/2, 2m−2−
3 · 2m/2−2] and [2m−1 + 2m/2, 3m/2− 1, 2m−2 − 2m/2−2] respectively.
We have mentioned that Nyberg proved in [20] that an (m, s)-function is perfect
nonlinear (or equivalently, bent) only if m is even and s ≤ m/2. In fact, for any
even integer m ≥ 4, bent vectorial (m,m/2)-functions do exist. For examples, we list
below some primary constructions of bent vectorial (m,m/2)-functions in the form
of F (x, y), where (x, y) ∈ F2m/2 × F2m/2 .
1. F (x, y) = L(xpi(y))+H(y) [20], where the product xpi(y) is calculated in F2m/2 ,
L is any linear or affine mapping from F2m/2 onto itself, pi is any permuta-
tion of F2m/2 and H is any (m/2, m/2)-function. This class of functions are
called strict Maiorana-McFarland class. Maiorana-McFarland class of bent vec-
torial functions can be extended to a more general class which is called general
Maiorana-McFarland class, see [27, 28].
2. F (x, y) = G(xy2
m/2−2) [28], where G is a balanced (m/2, m/2)-function. The
component functions of F belongs to the class of PSap functions [29].
3. F (x, y) = xG(yx2
m−2) [30], where G is an o-polynomial on F2m/2 . This class
bent vectorial functions are called H class in [30].
There are also some primary constructions of bent vectorial (m,m/2)-functions from
single term or multiple terms trace functions, see for examples in [31, 32].
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Remark 1. When m is small, some linear codes introduced in Corollary 1 are optimal
or at least have the same parameters as the best known codes listed in [15]. For
examples:
• For m = 6, we define F (x, y) = (Tr31(xy), T r
3
1(αxy), T r
3
1(α
2xy)), where x, y ∈
F23 and α is the default primitive element of F23 in Magma version 2.12-16.
Let fλ = Tr
3
1(xy). Then CDfλ defined by (1) is a [28, 9, 10]-code with weight
enumerator 1 + 84z10 + 63z12 + 216z14 + 63z16 + 84z18 + z28 from our Magma
program, which is an optimal code [15] and confirms the result of Corollary 1. If
we define F (x, y) = (Tr31(xy) + 1, T r
3
1(αxy), T r
3
1(α
2xy)) and fλ = Tr
3
1(xy) + 1.
Then CDfλ defined by (1) is a [36, 9, 14]-code with weight enumerator 1+108z
14+
63z16+168z18+63z20+108z22+ z36 by Magma programm, which is an optimal
code and confirms the result of Corollary 1.
• For m = 8, we define F (x, y) = (Tr41(xy), T r
4
1(αxy), T r
4
1(α
2xy), T r41(α
3xy)),
where x, y ∈ F24 and α is the default primitive element of F24 in Magma ver-
sion 2.12-16. Let fλ = Tr
4
1(xy). Then the linear code CDfλ defined by (1)
is a [120, 12, 52]-code with weight enumerator 1 + 840z52 + 255z56 + 1904z60 +
255z64+840z68+z120 according to our Magma program, which confirms the result
of Corollary 1. This code has the same parameters as a best known linear code
given in [15]. If we define F (x, y) = (Tr41(xy)+1, T r
4
1(αxy), T r
4
1(α
2xy), T r41(α
3xy))
and fλ = Tr
4
1(xy)+1. Then the linear code CDfλ defined by (1) is a [136, 12, 60]-
code with weight enumerator 1+952z60+255z64+1680z68+255z72+952z76+z136
by our Magma program, which confirms the result of Corollary 1. This code has
the same parameters as a best known linear code given in [15].
If F is an almost bent function from F2m to itself, then by definition, all values in
the extended Walsh spectrum of F belong to the set {0, 2(m+1)/2}.
Corollary 2. Let F be an almost bent function from F2m to itself. Then there esixts
three linear codes with parameters [2m−1 − 2(m−1)/2, 2m, 2m−2 − 3 · 2(m−3)/2], [2m−1 +
2(m−1)/2, 2m, 2m−2 − 2(m−3)/2] and [2m−1, 2m, 2m−2 − 2(m−1)/2] respectively.
We list the known power almost bent functions F (x) = xd on F2m in the following:
1. d = 2i + 1, where gcd(m, i) = 1 is odd [33]. These power functions are called
Gold functions.
2. d = 22i−2i+1, where i ≥ 2 ≤ (m−1)/2 and gcd(m, i) = 1. The AB property of
this function is equivalent to a result given by Kasami [34]; Welch also obtained
this result but never published it. These power functions are called Kasami
functions or Kasami-Welch functions.
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3. d = 2(m−1)/2 + 3. These power functions were conjectured AB by Welch and
this was proved by Canteaut, Charpin and Dobbertin in [35].
4. d = 2(m−1)/2 + 2(m−1)/4 − 1, where m ≡ 1 mod 4. These power functions were
conjectured AB by Niho, and this was proved by Hollman and Xiang in [36].
5. d = 2(m−1)/2 + 2(3m−1)/4 − 1, where m ≡ 3 mod 4. These power functions were
also conjectured AB by Niho, and this was proved by Hollman and Xiang in
[36]. The power functions in these two last cases are called Niho functions.
Remark 2. For small number of m, some linear codes introduced in Corollary 2 are
optimal or the same as the best known codes [15]. For examples:
1. For m = 5, we define F (x) = x3 on F25, in which the finite field F25 generated
by the default primitive polynomial x5 + x2 + 1 in Magma version 2.12-16. Let
fλ be the function Tr
5
1(x
3 + α3x), Tr51(x
3), Tr51(x
3 + x) respectively, where α is
a root of the equation x5 + x2 + 1 = 0. Then the linear codes CDfλ defined by
(1) are code [12, 10, 2]-code with weight enumerator 1 + 30z2 + 255z4 + 452z6 +
255z8 + 30z10 + z12, [16, 10, 4]-code with weight enumerator 1 + 60z4 + 256z6 +
390z8 + 256z10 + 60z12 + z16 and [20, 10, 6]-code with weight enumerator 1 +
90z6 +255z8 + 332z10 +255z12 +90z14 + z20, respectively, by Magma programs.
This confirms the results of Corollary 2. These three codes are optimal [15].
2. For m = 7, we define F (x) = x3 on F27, in which the finite field F27 generated
by the default primitive polynomial x7 + x + 1 in Magma version 2.12-16. Let
fλ be the function Tr
7
1(x
3 + α7x), Tr71(x
3), Tr71(x
3 + α19x) respectively, where
α is a root of the equation x7 + x+ 1 = 0. Thus, the linear codes CDfλ defined
by (1) are code [56, 14, 20]-code with weight enumerator 1 + 756z20 + 4095z24 +
6680z28 + 4095z32 + 756z36 + z56, [64, 14, 24]-code with weight enumerator 1 +
1008z24+4096z28+6174z32+4096z36+1008z40+ z64 and [72, 14, 28]-code with
weight enumerator 1 + 1260z28 + 4095z32 + 5672z36 + 4095z40 + 1260z44 + z72,
respectively, by Magma programs. This confirms the results of Corollary 2.
These codes are the same as the best known codes with such parameters and are
almost optimal because the upper bounds on the minimum Hamming weight of
length 56, 72, 64 with dimension 14 are 21, 29, 25 respectively [15].
3. For n = 9, we define F (x) = x3 on F29, in which the finite field F29 generated
by the default primitive polynomial x9 + x4 + 1 in Magma version 2.12-16.
Let fλ be the function Tr
9
1(x
3 + α9x), Tr91(x
3), Tr91(x
3 + α10x) respectively,
where α is a root of the equation x9 + x4 + 1 = 0. Thus, the linear codes CDfλ
defined by (1) are code [240, 18, 104]-code with weight enumerator 1+14280z104+
65535z112 + 102512z120 + 65535z128 + 14280z136 + z240, [256, 18, 112]-code with
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weight enumerator 1+16320z112+65536z120+98430z128+65536z136+16320z144+
z256 and [272, 18, 120]-code with weight enumerator 1+ 18360z120+65535z128+
94352z136+65535z144+18360z152+z272, respectively, by Magma programs. This
confirms the results of Corollary 2. The fist two codes are the same as the best
known codes.
3.1 The weight distribution of CDfλ when F is a perfect non-
linear function
Let C be a binary linear [n, k, d]-code including the all-one codeword. Then the
number Aw1 of codewords with Hamming weight w1 is equal to the number Aw2 of
codewords with Hamming weight w2 = n− w1.
Theorem 2. Let F be a perfect nonlinear function from F2m to F2m/2, where m is
even. For every λ ∈ F∗
2m/2
, CDfλ is an [nfλ , 3m/2, nfλ/2−2
m/2−1]-code with the weight
distribution given in Table 1, where fλ = Tr
m/2
1 (λF ) and nfλ ∈ {2
m−1−2m/2−1, 2m−1+
2m/2−1}.
Table 1: The weight distribution of the code of Theorem 2
Weight w Multiplicity Aw
0 1
nfλ
2
− 2
m
2
−1 2m/2−1nfλ − 2
−mn2fλ − 2
m−2 + 1
4
nfλ
2
− 2
m
2
−2 2m − 1
nfλ
2
(2n2fλ − 2
3m/2nfλ)2
−m + 23m/2 − 3 · 2m−1 − 1
2
nfλ
2
+ 2
m
2
−2 2m − 1
nfλ
2
+ 2
m
2
−1 2m/2−1nfλ − 2
−mn2fλ − 2
m−2 + 1
4
nfλ 1
Proof. Note that for any λ ∈ F∗
2m/2
the Boolean function fλ is a bent function and
hence f̂λ(a) = ±2
m/2 for all a ∈ F2m . Thus, we have nfλ = |{x ∈ F2m : fλ(x) =
1}| ∈ {2m−1 − 2n/2−1, 2m−1 + 2n/2−1}. Note that F has nonlinearity 2m−1 − 2m/2−1.
By Proposition 1, we immediately obtain that CDfλ is an [nfλ , 3m/2, nfλ/2− 2
m/2−1]-
code. In what follows, we discuss the weight distribution of CDfλ . Since the code
CDfλ is linear, the Hamming wights of all nonzero codewords of CDfλ belong to the
set constituted by the values of Hamming distances between all pairs of codewords in
CDfλ . Thus, by (7) and (8) we can see that the Hamming wights of all codewords of
CDfλ belong to the set {1/2nfλ ± 2
m/2−2, 1/2nfλ ± 2
m/2−1, 1/2nfλ, nfλ} ∪ {0}. So we
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can assume that the codewords in CDfλ have weights:
w1 = 0, w2 =
nfλ − 2
m/2
2
, w3 =
nfλ − 2
m/2−1
2
,
w4 =
nfλ
2
, w5 =
nfλ + 2
m/2−1
2
, w6 =
nfλ + 2
m/2
2
, w7 = nfλ ,
since the all values in the extended Walsh spectrum of F are equal to 2m/2. We now
determine the number Awi of codewords with weight wi in CDfλ , where i = 1, 2, · · · , 7.
Clearly we have Aw1 = Aw7 = 1. Furthermore, it follows from (7) and (8) that
the Hamming weight of any nonzero codeword cx,y belongs to the set {1/2nfλ ±
2m/2−2, nfλ} if and only if y ∈ {0, λ}. Note that the set {cx,y : x ∈ F2m , y ∈ {0, λ}}
includes the all-one and all-zero vectors. So we have w3 + w5 = |{cx,y : x ∈ F2m , y ∈
{0, λ}}|−2 = 2m+1−2 and then Aw3 = Aw5 = 2
m−1 by the observation made before
the present theorem. Note that any two elements di and dj of the set Dfλ must be
distinct if i 6= j. Then by [18, Theorem 10], the minimum weight of the dual code of
CDfλ is no less than 3. According to the first three Pless Power Moments [37, p. 260],
we have
Aw1 + Aw2 + Aw3 + Aw4 + Aw5 + Aw6 + Aw7 = 2
3m/2
w1Aw1 + w2Aw2 + w3Aw3 + w4Aw4 + w5Aw5 + w6Aw6 + w7Aw7 = nfλ2
3m/2−1
w21Aw1 + w
2
2Aw2 + w
2
3Aw3 + w
2
4Aw4 + w
2
5Aw5 + w
2
6Aw6 + w
2
7Aw7 = nfλ(nfλ + 1)2
3m/2−2
.
Recall that Aw1 = Aw7 = 1 and Aw3 = Aw5 = 2
m− 1 and note that Aw2 = Aw6 . Thus{
2Aw2 + Aw4 = 2
3m/2 − 2m+1
(w22 + w
2
6)Aw2 + w
2
4Aw4 = nfλ(nfλ + 1)2
3m/2−2 − n2fλ − (n
2
fλ
/2 + 2m−3)(2m − 1)
.
By solving this system of equations, we can get the weight distribution of CDfλ given
in Table 1. This completes the proof.
3.2 The weight distribution of CDfλ when F is an almost bent
functions
Lemma 1 ([38]). Let f be a Boolean function of m variables such that its Walsh
spectrum takes at most three values 0,±2s. Then |{a ∈ Fm2 : f̂(a) = 0}| = 2
m−22m−2s,
|{a ∈ Fm2 : f̂(a) = 2
s}| = 22m−2s−1 + (−1)f(0)2m−s−1, and |{a ∈ Fm2 : f̂(a) = −2
s}| =
22m−2s−1 − (−1)f(0)2m−s−1.
Lemma 2. Let F (x) = xd be an almost bent function over F2m, where m is odd and
gcd(d, 2m−1) = 1. Define Nfλ(t) = |{(x, y) ∈ F2m×F2m\{0, λ} : f̂λ+y(x)−f̂y(x) = t}|,
where λ ∈ F∗2m and fλ = Tr
m
1 (λF ). Then we have Nfλ(2
(m+3)/2) = 22m−4 − 2m−3,
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Nfλ(−2
(m+3)/2) = 22m−4 − 2m−3, Nfλ(2
(m+1)/2) = 22m−2 − 2m−1, Nfλ(−2
(m+1)/2) =
22m−2 − 2m−1, Nfλ(0) = 3 · 2
2m−3 + 2m−2 − 2m and Nfλ(t) = 0 for every other value
of t.
Proof. Note that
f̂λ+y(x)− f̂y(x)
=
∑
z∈F2m
(−1)Tr
m
1 ((λ+y)z
d+xz) −
∑
z∈F2m
(−1)Tr
m
1 (yz
d+xz)
=
∑
z∈F2m
(−1)Tr
m
1 (z
d+x(λ+y)−
1
d z) −
∑
z∈F2m
(−1)Tr
m
1 (z
d+xy−
1
d z)
=
∑
z∈F2m
(−1)Tr
m
1 (z
d+wz) −
∑
z∈F2m
(−1)Tr
m
1 (z
d+w(1+λ
y
)
1
d z)
= f̂1(w)− f̂1
(
w
(
1 +
λ
y
) 1
d
)
where w = x(λ+ y)−
1
d . Then we can see that Nfλ(t) = |{(w, y) ∈ F2m ×F2m \ {0, λ} :
f̂1(w) − f̂1(w(1 + λ/y)
1/d) = t}|. Note that for any w ∈ F∗2m , w(1 + λ/y)
1/d ranges
over F2m \ {0, w} when y ranges over F2m \ {0, λ}. Note also that |{w ∈ F2m :
f̂λ(w) = 0}| = 2
m−1, |{w ∈ F2m : f̂λ(w) = 2
(m+1)/2}| = 2m−2 + 2(m+3)/2 and |{w ∈
F2m : f̂λ(w) = −2
(m+1)/2}| = 2m−2 − 2(m+3)/2, according to Lemma 1 and fλ(0) = 0.
So we have Nfλ(2
(m+3)/2) = (2m−2 + 2(m−3)/2)(2m−2 − 2(m−3)/2) = 22m−4 − 2m−3,
Nfλ(−2
(m+3)/2) = (2m−2−2(m−3)/2)(2m−2+2(m−3)/2) = 22m−4−2m−3, Nfλ(2
(m+1)/2) =
(2m−2+2(m−3)/2−1)(2m−1)+2m−1(2m−2−2(m−3)/2) = 22m−2−2m−1, Nfλ(−2
(m+1)/2) =
(2m−2 − 2(m+3)/2 − 1)(2m−1) + 2m−1(2m−2 + 2(m+3)/2) = 22m−2 − 2m−1, and Nfλ(0) =
2m(2m − 2) − Nfλ(2
(m+3)/2) − Nfλ(−2
(m+3)/2) − Nfλ(2
(m+1)/2) − Nfλ(−2
(m+1)/2) =
3 · 22m−3 + 2m−2 − 2m. This completes the proof.
Theorem 3. Let F (x) = xd be an almost bent function over F2m, where m is odd and
gcd(d, 2m − 1) = 1. For every λ ∈ F∗
2m/2
, CDfλ is a [2
m−1, 2m, 2m−2 − 2(m−1)/2]-code
with the weight distribution given in Table 2, where fλ = Tr
m
1 (λF ).
Proof. It is clear that for any λ ∈ F∗2m the Boolean function fλ is a semi-bent function
and hence f̂λ(a) ∈ {0,±2
(m+1)/2} for all a ∈ F2m and nl(F ) = 2
m−1 − 2(m−1)/2. Note
that F is bijective. We have fλ is balanced for any λ ∈ F
∗
2s [28] and hence nfλ = 2
m−1.
Hence CDfλ is an [nfλ , 3m/2, nfλ/2− 2
m/2−1]-code by Proposition 1.
In what follows we determine the weight distribution of CDfλ . Let us consider
the Hamming weight of cx,y for any (x, y) ∈ F2m × F2m, where cx,y is defined in (1).
Recall that the all values in the extended Walsh spectrum of F are belong to the set
{0, 2(m+1)/2}, then by (7) and (8) we can see that the codewords in CDfλ have weights:
w1 = 0, w2 = 2
m−1 − 2
m−1
2 , w3 = 2
m−1 − 2
m−3
2 ,
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Table 2: The weight distribution of the code of Theorem 3
Weight w Multiplicity Aw
0 1
2m−2 − 2(m−1)/2 22m−4 − 2m−3
2m−2 − 2(m−3)/2 22m−2
2m−2 3 · 22m−3 + 2m−2 − 2
2m−2 + 2(m−3)/2 22m−2
2m−2 + 2(m−1)/2 22m−4 − 2m−3
2m−1 1
w4 = 2
m−1, w5 = 2
m−1 + 2
m−3
2 , w6 = 2
m−1 + 2
m−1
2 , w7 = nfλ .
We now determine the number Awi of codewords with weight wi in CDfλ , where
i = 1, 2, · · · , 7. Particularly, we have Aw1 = Aw7 = 1, Aw2 = Aw6 and Aw3 = Aw5 ,
since this linear code includes the all-one codeword. It can be seen that the codewords
cx,y with weights w2 and w6 only appear in the case of (x, y) ∈ F2m × F2m \ {0, λ},
according to Case 3 of the proof of Proposition 1. Then by Lemma 2, we immediately
get w2 = w6 = 2
2m−4 − 2m−3. We can easily see that the codewords cx,y with weights
w3 and w5 only appear in the case of (x, y) ∈ F
∗
2m × {0, λ} ∪ F2m × F2m \ {0, λ}, by
Cases 1,2,3 of the proof of Proposition 1. Note that |{w ∈ F2m : f̂λ(w) = 0}| = 2
m−1,
|{w ∈ F2m : f̂λ(w) = 2
(m+1)/2}| = 2m−2 + 2(m+3)/2, and |{w ∈ F2m : f̂λ(w) =
−2(m+1)/2}| = 2m−2 − 2(m+3)/2, according to Lemma 1, and that f̂λ(0) = 0. Thus
we can get that the sum of the numbers of codewords cx,y with weights w3 and w5
when (x, y) ∈ F∗2m × {0, λ} is equal to 2
m. So, by Lemma 2, we have Aw3 + Aw5 =
2(22m−2 − 2m−1) + 2m = 22m−1 and hence Aw3 = Aw5 = 2
2m−2. Then we have
Aw4 = 2
2m − 2
∑3
i=1Awi = 3 · 2
2m−3 + 2m−2 − 2. This completes the proof.
4 The weight distribution of subcodes
The linear code CDfλ defined by (1) includes the all-one codeword. In this sections,
we focus on calculating the weight distribution of those subcodes of CDfλ which do
not contain the all-one codewords.
For any λ ∈ F∗2s , we denote by Hλ a set such that: (1) Hλ is a vector subspace
of Fs2 with dimension s − 1; and (2) Hλ ∪ {λ + Hλ} = F2s , i.e., F2s = {x + y : x ∈
{0, λ}, y ∈ Hλ}. Let m, s be two integers and F be a vectorial Boolean function from
F2m to F2s. For any λ ∈ F
∗
2s , we denote by fλ the Boolean function Tr
s
1(λF ) and
define a linear code of length nfλ over F2 as follows:
CDfλ ,Hλ = {cx,y : x ∈ F2m , y ∈ Hλ}, (10)
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where nfλ = |Dfλ | = |{d ∈ F2m : fλ(d) 6= 0}| = |{d1, d2, · · · dnfλ}| and cx,y =(
Trm1 (xd1) + Tr
s
1(yF (d1)), · · · , T r
m
1 (xdn) + Tr
s
1(yF (dnfλ))
)
.
Let F be an (m, s)-function, where m, s be two integers. It can be easily checked
that, for any λ ∈ F∗2s , the linear code CDfλ ,Hλ defined by (10) is a subcode of CDfλ
defined by (1). By Proposition 1, we directly have the following theorem.
Theorem 4. Let F be an (m, s)-function. For any λ ∈ F∗2m, if 2
m − 2nl(F ) < nfλ,
where fλ = Tr
s
1(λF ), denoting by nfλ the size of the support of fλ, the linear code
CDfλ ,Hλ defined by (10) has length nfλ, dimension m+ s− 1 and minimum Hamming
weight no less than nl(F )−
2m−nfλ
2
.
4.1 The weight distribution of CDfλ ,Hλ when F is a perfect
nonlinear function
Theorem 5. Let F be a perfect nonlinear function from F2m, where m is even, to
F2m/2 such that F (0) = 0. For every λ ∈ F
∗
2m and any Hλ, CDfλ ,Hλ is an [nfλ , 3m/2−
1, nfλ/2 − 2
m/2−1]-code with the weight distribution given in Table 3, where fλ =
Tr
m/2
1 (λF ) and nfλ ∈ {2
m−1 − 2m/2−1, 2m−1 + 2m/2−1} is defined as the size of the
support of fλ.
Table 3: The weight distribution of the code of Theorem 5
Weight w Multiplicity Aw
0 1
nf
2
− 2
m
2
−1 2m/2−2nfλ − 2
−m−1n2fλ − 2
m−3 + 1
8
nf
2
− 2
m
2
−2 2
m−1−nfλ2
−
m−2
2
2
nf
2
(n2fλ − 2
3m/2−1nfλ)2
−m + 23m/2−1 − 3 · 2m−2 − 1
4
nf
2
+ 2
m
2
−2 2
m−1+nfλ2
−
m−2
2
2
nf
2
+ 2
m
2
−1 2m/2−2nfλ − 2
−m−1n2fλ − 2
m−3 + 1
8
Proof. Recall that for any λ ∈ F∗
2m/2
the Boolean function fλ is a bent function and
so f̂λ(a) = ±2
m/2 for all a ∈ F2m . This implies that nfλ = |{x ∈ F2m : fλ(x) = 1}| ∈
{2m−1 − 2n/2−1, 2m−1 + 2n/2−1}. Recall also that F has nonlinearity 2m−1 − 2m/2−1.
By Theorem 4 we have that CDfλ ,Hλ is a linear code with length nfλ and dimension
3m/2− 1.
In the rest of this proof, we determine the weight distribution of CDfλ ,Hλ. It can
be easily seen that the code CDfλ ,Hλ does not include the all-one codeword. Thus, by
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recalling the proof of Theorem 2, we can assume that the codewords in CDfλ ,Hλ have
weights:
w1 = 0, w2 =
nfλ − 2
m/2
2
, w3 =
nfλ − 2
m/2−1
2
,
w4 =
nfλ
2
, w5 =
nfλ + 2
m/2−1
2
, w6 =
nfλ + 2
m/2
2
.
We now determine the number Awi of codewords with weight wi in CDfλ ,Hλ , where
i = 1, 2, · · · , 6. Obviously we have Aw1 = 1. By (7) and (8), the Hamming weight of
any nonzero codeword cx,y, where cx,y is defined by 10, belongs to the set {1/2nfλ ±
2m/2−2, nfλ} if and only if y ∈ {0, λ}. Note that λ 6∈ Hλ; the Hamming weight of
any nonzero codeword cx,y belongs to the set {1/2nfλ ± 2
m/2−2, nfλ} if and only if
y = 0. Define C′ = {cx,0 ∈ CDfλ ,Hλ : x ∈ F2m}. We can easily see that C
′ is a
subcode of CDfλ ,Hλ with length nfλ and dimension m. Moreover, we can see that the
codewords in C′ have weights w1, w3, w5 and the numbers of codewords in C
′ with
weight w1, w3, w5 respectively are equal to Aw1 , Aw3, Aw5 respectively. It follows from
[18, Theorem 10] that the minimum weight of the dual code of C′ is no less than 3
since any two elements di and dj of the set Dfλ must be distinct if i 6= j. According
to the first two Pless Power Moments [37, p. 260], we have{
Aw1 + Aw3 + Aw5 = 2
m
w1Aw1 + w3Aw3 + w5Aw5 = nfλ2
m−1 .
Recall that Aw1 = 1. By solving this system of equations, we have Aw3 = (2
m − 1 −
nfλ2
−m−2
2 )/2 and Aw5 = (2
m−1+nfλ2
−m−2
2 )/2. By [18, Theorem 10], we immediately
get that the minimum weight of the dual code of C′ is no less than 3 since any two
elements di and dj of the set Dfλ must be distinct if i 6= j. According to the first
three Pless Power Moments [37, p. 260], we have
Aw1 + Aw2 + Aw3 + Aw4 + Aw5 + Aw6 = 2
3m/2−1
w1Aw1 + w2Aw2 + w3Aw3 + w4Aw4 + w5Aw5 + w6Aw6 = nfλ2
3m/2−2
w21Aw1 + w
2
2Aw2 + w
2
3Aw3 + w
2
4Aw4 + w
2
5Aw5 + w
2
6Aw6 = nfλ(nfλ + 1)2
3m/2−3
.
Recall that the values Aw1 , Aw3, Aw5. Then by solving this system of equations, we
can get the values of Aw4 , Aw2, Aw6. This completes the proof.
Example 1. Form = 8, we define F (x, y) = (Tr41(xy), T r
4
1(αxy), T r
4
1(α
2xy), T r41(α
3xy)),
where x, y ∈ F24 and α is the default primitive element of F24 in Magma version 2.12-
16, and fλ = Tr
4
1(xy) with Hλ = c1α + c2α
2 + c3α
3 where (c1, c2, c3) ∈ F
3
2. With the
help of Magma, we can get the linear code CDfλ ,Hλ defined by (10) is a [120, 11, 52]-
code with weight enumerator 1 + 420z52 + 120z56 + 952z60 + 135z64 + 420z68, which
confirms the result of Theorem 5.
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4.2 The weight distribution of CDfλ ,Hλ when F is a Gold func-
tion
For odd m and e = 2i + 1 where gcd(i,m) = 1 and 1 ≤ i ≤ (n − 1)/2, the
(m,m)-functions F (x) = xe are called Gold functions (Gold functions also exist in
even dimensions, but we only consider the odd case in this paper). These functions
are almost bent and are bijective. We now consider the weight distribution of the
linear codes from the Gold functions in odd dimensions. We first need the following
lemmas.
Lemma 3 ([16]). Let m, k be two integers such that m ≥ k ≥ 1. Let E be a subspace of
F
m
2 with dimension k and with orthogonal space E
⊥ = {x ∈ F2m : ∀y ∈ E, Tr
m
1 (xy) =
0}. Then we have that
∑
x∈E(−1)
Trm1 (αx) equals 2k if α ∈ E⊥ and is 0 otherwise.
Lemma 4. Let f be a balanced quadratic semi-bent function defined on F2m and T
be the set {α ∈ Fm2 : f̂(α) = 0}. Then T is a subspace of F
m
2 with dimension m − 1.
If we assume that T⊥ = {0, w}, then
∑
x∈Fm2
(−1)f(x)+f(x+b) =

2m, if b = 0
−2m, if b = w
0, otherwise
.
Proof. It is easy to see that
∑
x∈Fm2
(−1)f(x)+f(x+b) ∈ {0,±2m}, since f has alge-
braic degree 2 and so f(x) + f(x + b) has algebraic degree at most 1. Note that∑
a∈Fm2
f̂
4
(a) = 2m
∑
b∈Fm2
(∑
x∈Fm2
(−1)f(x)+f(x+b)
)2
, see [39]. Then by Lemma 1,
there only exist two elements {0, w′}, in Fm2 such that |
∑
x∈Fm2
(−1)f(x)+f(x+b)| = 2m,
where b ∈ {0, w′}. So we have
∑
x∈Fm2
(−1)f(x)+f(x+b) = 0 if b ∈ Fm2 \ {0, w
′}. On the
other hand, we have
∑
b∈Fm2
∑
x∈Fm2
(−1)f(x)+f(x+b) =
∑
x∈Fm2
(−1)f(x)
∑
b∈Fm2
(−1)f(x+b) =
0 since f is balanced. This implies that
∑
x∈Fm2
(−1)f(x)+f(x+w
′) = −2m.
We now prove that T is a subspace with dimension m− 1. Clearly, 0 ∈ T since f
is balanced. Moreover, |T | = 2m−1 according to Lemma 1. Hence, for proving that T
is a subspace with dimension m− 1, we only need to prove that for any two distinct
elements α, β ∈ T such that f̂(α) = f̂(β) = 0 we have f̂(α + β) = 0. Note that
0 = f̂ 2(α) =
∑
x,y∈F2m
(−1)f(x)+f(y)+Tr
m
1 (α(x+y)) =
∑
x,b∈F2m
(−1)f(x)+f(x+b)+Tr
m
1 (αb) =∑
b∈F2m
(−1)Tr
m
1 (αb)
∑
x∈F2m
(−1)f(x)+f(x+b) = 2n(1− (−1)Tr
m
1 (αw
′)), which implies that
Trm1 (αw
′) = 0. Similarly, we have Trm1 (βw
′) = 0 from f̂ 2(β). Furthermore, we have
f̂ 2(α+ β) = 2n(2n(1− (−1)Tr
m
1 ((α+β)w
′))), which is equal to 0 since Trm1 ((α+ β)w
′) =
Trm1 (αw
′) + Trm1 (βw
′) = 0. Therefore, T is a subspace with dimension m− 1.
In what follows, we will prove the rest assertion of this lemma. From the above
discussion, we only need to prove w = w′. Note that 0 =
∑
α∈T f̂
2(α)
=
∑
α∈T
∑
x,y∈F2m
(−1)f(x)+f(y)+Tr
m
1 (α(x+y)) =
∑
α∈T
∑
x,β∈F2m
(−1)f(x)+f(x+β)+Tr
m
1 (αβ)
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=
∑
β∈F2m
∑
x∈F2m
(−1)f(x)+f(x+β)
∑
α∈T (−1)
Trm1 (αβ) = 2m−1
∑
β∈T⊥
∑
x∈F2m
(−1)f(x)+f(x+β)
= 22m−1 + 2m−1
∑
x∈F2m
(−1)f(x)+f(x+w). So we have
∑
x∈F2m
(−1)f(x)+f(x+w) = −2m.
This implies that w′ = w and thus we finish the proof of the second part of this
lemma.
The following lemma can be easily checked, so we omit the proof.
Lemma 5. Let fλ = Tr
m
1 (λx
d) be a balanced quadratic semi-bent function and T be
the set {α ∈ Fm2 : f̂(α) = 0}. Them we have T
⊥ = {0, λ−
1
d }.
Lemma 6. Let f be a quadratic semi-bent function defined on F2m, where m ≥ 5.
Let T be the set {α ∈ Fm2 : f̂(α) = 0} and E 6= T be a subspace of F
m
2 with dimension
m − 1 and E⊥ = {0, w}. Define Nf(E, t) = |{a ∈ E : f̂(a) = t}|. Then we
have Nf(E, 0) = 2
m−2, Nf(E, 2
(m+1)/2) = 2m−3 + 2(m−3)/2(1 − f(0) − f(w)) and
Nf(E,−2
(m+1)/2) = 2m−3 − 2(m−3)/2(1− f(0)− f(w)).
Proof. Note that∑
α∈E
f̂ 2(α) =
∑
α∈E
∑
x,y∈F2m
(−1)f(x)+f(y)+Tr
m
1 (α(x+y))
= 2m−1
∑
β∈E⊥
∑
x∈F2m
(−1)f(x)+f(x+β) (by Lemma 3)
= 22m−1 + 2m−1
∑
x∈F2m
(−1)f(x)+f(x+w).
It is easy to see that w 6∈ T⊥, thus we have
∑
x∈F2m
(−1)f(x)+f(x+w) = 0 by Lemma
4. So we have
∑
α∈E f̂
2(α) = 22m−1. Recall that f is semi-bent. Thus, we have(
2(m+1)/2
)2(
Nf (E, 2
(m+1)/2) +Nf(E,−2
(m+1)/2)
)
= 22m−1. This implies that
Nf (E, 2
(m+1)/2) +Nf (E,−2
(m+1)/2) = 2m−2. (11)
Then we have Nf (E, 0) = 2
m−2. Note also that∑
α∈E
f̂(α) =
∑
α∈E
∑
x∈F2m
(−1)f(x)+Tr
m
1 (αx) =
∑
x∈F2m
(−1)f(x)
∑
α∈E
(−1)Tr
m
1 (αx).
Then by Lemma 3, we have
∑
α∈E f̂(α) = 2
m(1 − f(0)− f(w)), which is equivalent
to saying that
2(m+1)/2
(
Nf(E, 2
(m+1)/2)−Nf(E,−2
(m+1)/2)
)
= 2m(1− f(0)− f(w)). (12)
Combining Equations (11) and (12), we can deduce that Nf(E, 2
(m+1)/2) = 2m−3+
2(m−3)/2(1− f(0)− f(w)) and Nf (E,−2
(m+1)/2) = 2m−3 − 2(m−3)/2(1− f(0)− f(w)).
This completes the proof.
20
Lemma 7. Let fν, fλ and fµ be three Boolean functions of m variables such that
fν = fλ + fµ. Then we have
∑
α∈F2m
(
f̂λ(α)− f̂µ(α)
)2
= 2m+2nfν ,
∑
α∈F2m
(
f̂λ
2
(α) +
f̂µ
2
(α)
)
= 22m+2 − 2m+2nfν , where nfν denotes the size of support of fν.
Proof. We have
∑
α∈F2m
(
f̂λ(α)−f̂µ(α)
)2
=
∑
α∈F2m
(
f̂λ
2
(α)+f̂µ
2
(α)−2f̂λ(α)f̂µ(α)
)
=∑
α∈F2m
f̂λ
2
(α)+
∑
α∈F2m
f̂µ
2
(α)−2
∑
α∈F2m
f̂λ(α)f̂µ(α).Note that
∑
α∈F2m
f̂λ(α)f̂µ(α) =∑
α∈F2m
(∑
x∈F2m
(−1)fλ(x)+Tr
m
1 (αx)
∑
y∈F2m
(−1)fµ(y)+Tr
m
1 (αy)
)
=
∑
x,y∈F2m
(−1)fλ(x)+fµ(y)
×
∑
α∈F2m
(−1)Tr
m
1 (α(x+y)) = 2m
∑
x∈F2m
(−1)fλ(x)+fµ(x) = 2m
∑
x∈F2m
(−1)fν(x) = 2mf̂ν(0) =
22m−2m+1nfν . By Parseval’s relation [18] we have
∑
α∈F2m
f̂λ
2
(α) =
∑
α∈F2m
f̂µ
2
(α) =
22m. Thus, we have
∑
α∈F2m
(
f̂λ(α) − f̂µ(α)
)2
= 2m+2nfν and
∑
α∈F2m
(
f̂λ
2
(α) +
f̂µ
2
(α)
)
= 22m+2 − 2m+2nfν . This completes the proof.
Lemma 8. Let F (x) = xe be the Gold functions in odd dimension m ≥ 5, where
e = 2i + 1 and i is such that gcd(i, n) = 1 and 1 ≤ i ≤ (n− 1)/2. Let fλ = Tr
n
1 (λF )
and fµ = Tr
n
1 (µF ) be two Boolean functions, where λ, µ are two distinct elements of
F
∗
2m. We define a subset Sλ formed by the codewords as follows:
Sλ =
{
sx : x ∈ F2m
}
,
where sx =
(
Trm1 (xd1 + λF (d1)), · · · , T r
m
1 (xd2m−1 + λF (d2m−1)
)
and Df1λ+µ = {d ∈
F2m : Tr
m
1 ((λ+µ)F (d)) = 1}. Then the weight distribution of the codewords included
in Sλ is shown as in Table 4.
Table 4: The weight distribution of the codewords included in Sλ
Weight w Multiplicity Aw
2m−2 − 2(m−1)/2 2m−4 + 2(m−5)/2(Trm1 (
λ
µ
)− Trm1 (
µ
λ
))
2m−2 − 2(m−3)/2 2m−2 + 2(m−3)/2(Trm1 (
µ
λ
)− Trm1 (
λ
µ
))
2m−2 3 · 2m−3
2m−2 + 2(m−3)/2 2m−2 + 2(m−3)/2(Trm1 (
λ
µ
)− Trm1 (
µ
λ
))
2m−2 + 2(m−1)/2 2m−4 + 2(m−5)/2(Trm1 (
µ
λ
)− Trm1 (
λ
µ
))
Proof. Note that for any x ∈ F2m we have
∑
d∈F2m\Df1
λ+µ
(−1)Tr
m
1 (xd+λF (d)) +
∑
d∈D
f1
λ+µ
(−1)Tr
m
1 (xd+λF (d)) = f̂λ(x)∑
d∈F2m\Df1
λ+µ
(−1)Tr
m
1 (xd+λF (d)) −
∑
d∈D
f1
λ+µ
(−1)Tr
m
1 (xd+λF (d)) = f̂µ(x)
.
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This implies that, for any x ∈ F∗2m , we have
wt(sx) = 2
m−2 −
1
4
(
f̂λ(x)− f̂µ(x)
)
. (13)
We can easily see that for any x ∈ F2m , f̂λ(x) − f̂µ(x) ∈ {0,±2
(m+1)/2,±2(m+3)/2}.
Therefore, for obtaining the weight distribution of the codewords in Sλ, we need to
calculate the distribution of the values 0,±2(m+1)/2,±2(m+3)/2 in the set {f̂λ(x) −
f̂µ(x) : x ∈ F2m}. For doing this, we denote T0 = {α ∈ F
m
2 : f̂λ(α) = 0}, T
⊥
0 =
{0, λ−
1
e}, T1 = F
m
2 \{T0}, S0 = {α ∈ F
m
2 : f̂µ(α) = 0}, S
⊥
0 = {0, µ
− 1
e}, S1 = F
m
2 \{T0}.
We define
c1 = {α ∈ T0 : (f̂λ(α), f̂µ(α)) = (0, 0)}, c2 = {α ∈ T0 : (f̂λ(α), f̂µ(α)) = (0, 2
m+1
2 )},
c3 = {α ∈ T0 : (f̂λ(α), f̂µ(α)) = (0,−2
m+1
2 )}, c4 = {α ∈ T1 : (f̂λ(α), f̂µ(α)) = (2
m+1
2 , 0)},
c5 = {α ∈ T1 : (f̂λ(α), f̂µ(α)) = (2
m+1
2 , 2
m+1
2 )}, c6 = {α ∈ T1 : (f̂λ(α), f̂µ(α)) = (2
m+1
2 ,−2
m+1
2 )},
c7 = {α ∈ T1 : (f̂λ(α), f̂µ(α)) = (−2
m+1
2 , 0)}, c8 = {α ∈ T1 : (f̂λ(α), f̂µ(α)) = (−2
m+1
2 , 2
m+1
2 )},
c9 = {α ∈ T1 : (f̂λ(α), f̂µ(α)) = (−2
m+1
2 ,−2
m+1
2 )}.
If the values of ci for 1 ≤ i ≤ 9 are known, then we can obtain the distribution of
the values 0,±2(m+1)/2,±2(m+3)/2 in the set {f̂λ(x)− f̂µ(x) : x ∈ F2m} and hence give
the weight distribution of the codewords in Sλ. We now compute the values of ci for
1 ≤ i ≤ 9. By Lemma 4, T0 and S0 are two subspaces of F
m
2 with dimension m− 1.
Note that T0 6= S0 since λ
− 1
3 6= µ−
1
3 . Then by Lemma 6, we have
c1 = 2
m−2, (14)
c2 = 2
m−3 + 2(m−3)/2(1− Trm1 (
µ
λ
)), (15)
c3 = 2
m−3 − 2(m−3)/2(1− Trm1 (
µ
λ
)), (16)
c4 = 2
m−3 + 2(m−3)/2(1− Trm1 (
λ
µ
)), (17)
c7 = 2
m−3 − 2(m−3)/2(1− Trm1 (
λ
µ
)). (18)
By Lemma 7, we have
∑
α∈F2m
(
f̂λ(α)− f̂µ(α)
)2
= 22m+1. This implies that 2m+1
(
c2+
c3 + c4 + c7)
)
+ 2m+3
(
c6 + c8
)
= 22m+1. Combining (15)(16)(17)(18), we have
c6 + c8 = 2
m−3. (19)
22
Similarly, it follows from
∑
α∈F2m
(
f̂λ(α) + f̂µ(α)
)2
= 22m+1 that
c5 + c9 = 2
m−3. (20)
According to Lemma 1, we have
c4 + c5 + c6 = c2 + c5 + c8 = 2
m−2 + 2(m−3)/2. (21)
Combining (21)(15)(17), we have{
c5 + c8 = 2
m−3 + 2(m−3)/2Trm1 (
µ
λ
)
c5 + c6 = 2
m−3 + 2(m−3)/2Trm1 (
λ
µ
)
. (22)
By (19) and (22) we have
c6 = 2
m−4 + 2(m−5)/2(Trm1 (
λ
µ
)− Trm1 (
µ
λ
)) (23)
and
c8 = 2
m−4 + 2(m−5)/2(Trm1 (
µ
λ
)− Trm1 (
λ
µ
)). (24)
Further, we have
c5 = 2
m−4 + 2(m−5)/2
(
Trm1
(λ
µ
)
+ Trm1
(µ
λ
))
(25)
according to (21)(15)(24), and
c9 = 2
m−4 − 2(m−5)/2
(
Trm1
(λ
µ
)
+ Trm1
(µ
λ
))
(26)
by (26) and (20). Thus, we have obtained the values of ci for all 1 ≤ i ≤ 9 and then
we get the weight distribution of the codewords in Sλ according to the definitions of
ci and (13). This completes the proof.
For any integer m > 0, the Kloosterman sums over F2m are defined as K(a) =∑
x∈F2m
(−1)Tr
m
1 (x
2m−2+αx), where α ∈ F2m . In fact, the Kloosterman sums are gen-
erally defined on the multiplicative group F∗2m . We extend them to 0 by assuming
(−1)0 = 1.
Lemma 9 ([40]). For any integer m > 0, K(1) = 1−
∑⌊m/2⌋
t=0 (−1)
m−t m
m−t
(
m−t
t
)
2t.
By the definition of Kloosterman sums, the following lemma can be easily ob-
tained.
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Table 5: The distribution of the element (i, j) ∈ Pµ
(i, j) A(i,j)
(0, 0) 2m−3 + 1
8
K(1) + 1
2
(0, 1) 2m−3 + 1
8
K(1)− 1
2
(1, 0) 2m−3 − 3
8
K(1) + 1
2
(1, 1) 2m−3 + 1
8
K(1)− 1
2
Lemma 10. For any integer m > 0, we have
∑
x∈{z:Trm1 (z)=0}
(−1)Tr
m
1 (1/x) = 1
2
K(1)
and
∑
x∈{z:Trm1 (z)=1}
(−1)Tr
m
1 (1/x) = −1
2
K(1).
Lemma 11. For any odd integer m > 0 and arbitrary µ ∈ F∗2m, we denote by H
′
µ the
set {x ∈ F2m : Tr
m
1 (µ
−1x) = 0} and by A(i,j) the number of (i, j) ∈ Z2 × Z2 appeared
in the multi-set {(Trm1 (x/(x + µ)), T r
m
1 ((x + µ)/x)) ∈ Z2 × Z2 : x ∈ H
′
µ}. Then the
values of A(i,j) is given in Table 5.
Proof. Note that H ′µ = {µ(y + y
2) : y ∈ F2m}. We have∑
x∈H′µ
(−1)Tr
m
1 (
x
x+µ
) =
1
2
∑
y∈F2m
(−1)
Trm1 (
µ(y+y2)
µ(y+y2)+µ
)
=
1
2
∑
y∈F2m
(−1)
Trm1 (
y+y2
y+y2+1
)
=
∑
x∈H′1
(−1)Tr
m
1 (
x
x+1
)
=
∑
x∈{z:Trm1 (z)=1}
(−1)Tr
m
1 (
x+1
x
) (by changing x into x+ 1)
= −
∑
x∈{z:Trm1 (z)=1}
(−1)Tr
m
1 (
1
x
)
=
1
2
K(1).
The last identity follows from Lemma 10. Similarly, we have∑
x∈H′µ
(−1)Tr
m
1 (
x+µ
x
) = −
1
2
K(1) + 2 and
∑
x∈H′µ
(−1)Tr
m
1
(
x
x+µ
+x+µ
x
)
=
1
2
K(1).
Then we can easily obtain Table 5 according to the values of
∑
x∈H′µ
(−1)Tr
m
1 (
x
x+µ
),∑
x∈H′µ
(−1)Tr
m
1 (
x+µ
x
) and
∑
x∈H′µ
(−1)Tr
m
1
(
x
x+µ
+x+µ
x
)
.
24
Theorem 6. Let F (x) = xe be the Gold functions in odd dimension m ≥ 5, where
e = 2i + 1 and i is such that gcd(i, n) = 1 and 1 ≤ i ≤ (n− 1)/2. Let fν = Tr
n
1 (νF )
and Hν = {x ∈ F2m : Tr
m
1 (ν
−1x) = 0}, where ν ∈ F∗2m. Then CDfν ,Hν given by (10) is
a [2m−1, 2m− 1, 2m−2 − 2(m−1)/2] five-weight binary code with the weight distribution
in Table 6.
Table 6: The weight distribution of the code of Theorem 6
Weight w Multiplicity Aw
0 1
2m−2 − 2(m−1)/2 22m−5 + 2
m−5
2 − 2
m−7
2 K(1)− 2m−4
2m−2 − 2(m−3)/2 22m−3 + 2
m−5
2 K(1)− 2
m−1
2
2m−2 3 · 22m−4 + 2m−3 − 1
2m−2 + 2(m−3)/2 22m−3 − 2
m−5
2 K(1) + 2
m−1
2
2m−2 + 2(m−1)/2 22m−5 − 2
m−5
2 + 2
m−7
2 K(1)− 2m−4
∗where the value of K(1) is given in Lemma 9.
Proof. Recall that F is a permutation over F2m and hence fν is balanced. This implies
that the length of code CDfν ,Hν is equal to 2
m−1. Recall also that F has nonlinearity
2m−1 − 2m/2−1. By Theorem 4 we have CDfν ,Hν is a [2
m−1, 2m − 1, 2m−2 − 2(m−1)/2]
five-weight binary code.
We now determine the weight distribution of CDfν ,Hν . We can see that the code
CDfν ,Hν does not include the all-one codeword. Thus, according to the proof of The-
orem 2, we can assume that the nonzero codewords in CDfν ,Hν have weights:
w1 = 2
m−2−2
m−1
2 , w2 = 2
m−2−2
m−3
2 , w3 = 2
m−2, w4 = 2
m−2+2
m−3
2 , w5 = 2
m−2+2
m−1
2 .
We now see the number Awi of codewords with weight wi in CDfν ,Hν , where i =
1, 2, 3, 4, 5. Note that CDfν ,Hν =
(
∪λ∈Hν\{0}Sλ
)
∪C′, where Sλ, λ ∈ Hν \{0}, is defined
in Lemma 8 by replacing λ+µ by ν and C′ is defined as C′ = {cx,0 ∈ CDfν ,Hν : x ∈ F2m}.
We can see that C′ is a subcode of CDfλ ,Hλ with length 2
m−1 and dimension m. By
(7) and (8) we have the nonzero codewords in C′ only have weights w2, w3, w4. We
now determine the number A′wi of codewords with weights w2, w3, w4. It can be easily
seen from [18, Theorem 10] that the minimum weight of the dual code of C′ is no less
than 3. According to the first three Pless Power Moments [37, p. 260], we have
A′w2 + A
′
w3
+ A′w4 = 2
m − 1
w2A
′
w2
+ w3A
′
w3
+ w4A
′
w4
= 22m−2
w22A
′
w2 + w
2
3A
′
w3 + w
2
4A
′
w4 = (2
m−1 + 1)22m−3
.
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By solving this system of equations, we have A′w2 = 2
m−2 − 2(m−3)/2, A′w3 = 2
m−1 − 1
and A′w3 = 2
m−2 + 2(m−3)/2. By (7) and (8), we can see that the codewords with
weight w1, w5 only appear in the set ∪λ∈Hν\{0}Sλ. By Lemma 8, we have
Aw1 =
∑
z∈Hν\{0}
(
2m−4 + 2
m−5
2
(
Trm1 (
z
z + ν
)− Trm1 (
z + ν
z
)
))
=
(
2m−4
(
A(0,0) − 1
))
+
((
2m−4 − 2
m−5
2
)
A(0,1)
)
+
((
2m−4 + 2
m−5
2
)
A(1,0)
)
+
(
2m−4A(1,1)
)
= 2m−4|Hν − 1|+ 2
m−5
2
(
1−
1
2
K(1)
)
= 22m−5 + 2
m−5
2
(
1−
1
2
K(1)
)
− 2m−4
= 22m−5 + 2
m−5
2 − 2
m−7
2 K(1)− 2m−4
in which the values of A(i,j) come from Table 5. Similarly, we could deduce that
Aw5 = 2
2m−5 + 2
m−7
2 K(1)− 2
m−5
2 − 2m−4.
We now calculate the values of Aw2, Aw3, Aw4. Note that the codewords with weight
w2, w3, w4 appear in both ∪λ∈Hν\{0}Sλ and CDfν . By Lemma 8 and recall that A
′
w2
=
2m−2 − 2(m−3)/2, we have
Aw2 =
∑
z∈Hν\{0}
(
2m−2 + 2
m−3
2
(
Trm1 (
z + ν
z
)− Trm1 (
z
z + ν
)
))
+
(
2m−2 − 2
m−3
2
)
=
(
2m−2
(
A(0,0) − 1
)
+
(
2m−2 + 2
m−3
2
)
A(0,1) +
(
2m−2 − 2
m−3
2
)
A(1,0) + 2
m−2A(1,1)
)
+
(
2m−2 − 2
m−3
2
)
=
(
2m−2|Hν − 1|+ 2
m−3
2
(1
2
K(1)− 1
))
+
(
2m−2 − 2
m−3
2
)
= 22m−3 + 2
m−5
2 K(1)− 2
m−1
2 ,
in which the values of A(i,j) are given in Table 5. Similarly, we have
Aw4 = 2
2m−3 − 2
m−5
2 K(1) + 2
m−1
2
and
Aw3 =
(
3 · 2m−3|Hν − 1|
)
+
(
2m−1 − 1
)
= 3 · 22m−4 + 2m−3 − 1.
This completes the proof.
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Example 2. For m = 9, we define F (x) = x3, where x ∈ F29. Let λ = 1 in (10).
Thus we have fλ = Tr
9
1(x
3) and Hλ = {x ∈ F29 : Tr
9
1(x) = 0}. By our Magma
program, we can get the linear code CDfλ ,Hλ defined by (10) is a [256, 17, 112]-code
with weight enumerator 1 + 8172z112 + 32736z120 + 49215z128 + 32800z136 + 8148z144,
which confirms the result of Theorem 6.
5 Conclusion
Inspired by a generic recent construction developed by Ding et al., we constructed
several classes of binary linear codes from vectorial Boolean functions and determined
their parameters. Firstly, by employing PN functions and AB functions we obtained
several classes of six-weight linear codes which contain the all-one codeword. Secondly,
we defined a subcode in any linear code we constructed and considered its parameter.
When the vectorial Boolean function is a PN function or a Gold AB function (in
odd dimension), we completely determined the weight distribution of this subcode.
Besides, our linear codes have more larger dimensions than the ones by Ding et al.’s
generic construction.
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