Generación de métodos basados en inteligencia artificial para el análisis de datos medioambientales. Aplicaciones prácticas by Díaz Gómez, Beatriz
UNIVERSIDAD DE ALCALA
III IDI II I ll III VI! Uflhli hI VII 1111 I
5904337933
UNIVERSIDAD  DE ALCALÁ DE HENARES
Facultad  de Ciencias Ambientales
£‘o-QiL
GENERACIÓN  DE  MÉTODOS  BASADOS  EN  INTELIGENCIA




para  la  obtención del grado  de doctor
Beatriz  Díaz  G
Licenciada  de  Grado  en
Madrid,  20





MM    MM
M&M  UM
UNIVERSIDAD  DE                               CONSEJOSUPERIOR  DE
ALCALÁ  DE HENARES                  INVESTIGACIONES E TIFÍCAS
Facultad  de Ciencias  Ambientales              Instituto de Automática  Industrial
Departamento  de  Geología                           Departamentode siste as
GENERACIÓN  DE  MÉTODOS  BASADOS  EN  INTELIGENCIA




Beatriz  Díaz  Gómez
Licenciada  de Grado en  CC. Geológicas
Directora:
Angela  Ribeiro  Seijas  Dra.  en  CC  Físicas
Instituto  de Automática  Industrial  (IAl)  CSIC
Ponente:
Ramón  Bienes  Alias  Dr.  Ing.  Agrónomo
Instituto  Madrileño de Investigación Agraria  y Alimentaria  (IMIA) CSIC
Tutor:
Antonio  Sastre  Merlín  Dr.  en  Geología
Facultad  de  Ciencias  (Dpto. de  Geología) UAH

D.  ANGELA RIBEIRO SEIJAS,  Doctora en Ciencias Físicas e
investigadora (CT) del Instituto de Automática Industrial (IAl) CSIC
CERTIFICA
Que Beatriz Díaz Gómez, Licenciada en Ciencias Geológicas, ha
realizado bajo mi dirección y  asesoramiento el  presente trabajo
titulado “Generación de métodos basados en inteligencia artificial
para el análisis de datos medioambientales. Aplicaciones prácticas”,
el  cual considero que reúne las condiciones y  la calidad científica
deseada para su presentación con vista a optar al grado de Doctor
en Ciencias Ambientales.
Y  para que así conste, expido el presente certificaco en
Henares, a veintiuno de julio de dos mil cinco.
y0 B° La Directora del Departamento
Alcalá de
gela Ribeiro Seijas
y0  B° El
Fdo.: Amelia Calonge García Edo.: Sastre Merlín

Al  caminante1
Caminante, son tus huellas
el  camtno, y nada inds
Caminante, no hay camino,
se  hace camino al andar,
al  andar se hace el camino (...J
ANTONIO  MACHADO: 1875-1939
a  todos los que aportaron luz y energía a mi camino,





Elaborar  una  tesis, como  muchas  otras  cosas  en  la  vida,  no  es  un  camino
sencillo.  Sin  embargo,  no  podemos  negar  que  es  una  experiencia  apasionante
y  excitante.  Cuantas  veces  habré  estado  en  puntos  que  parecían  no  tener  sali
da.  Afortunadamente  esta  sensación  asalta  muy  pocas  veces,  y  la  mayoría  del
tiempo  se puede  disfrutar  mucho  de  la  experiencia.  Sin  embargo,  en  general,
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RESUMEN
En  los  últimos  tiempos  se  ha  puesto  de  manifiesto  la  gran  importancia
del  análisis  de  datos  con  vistas  a  la  búsqueda  de  modelos  y  a  la  inferencia  de
información  nueva y relevante.  En  concreto,  en ciencias  medioambientales  estas
tareas  de análisis  son de especial  importancia  debido  a la paulatina  degradación
ambiental  que  sufre  nuestro  entorno  y  que  requiere  actuaciones  urgentes  y  de
gran  precisión.
La  investigación  que  se presenta  en este  trabajo  de tesis es el fruto  de la  inte
gración  de dos  áreas  de conocimiento  bien  conocidas;  las áreas  de  inteligencia
artificial  y  de  ciencias  medioambientales,  con  el  objetivo  de  diseñar  y  desa
rrollar  métodos  de  análisis  o de  inferencia  de  modelos  que  permitan  explorar
nuevos  aspectos  de los  problemas  medioambientales  a  partir  de  un  conjunto  de
observaciones.  Habitualmente  estos  problemas  presentan  una  gran  complejidad
que  limita,  en muchos casos,  la eficacia de las técnicas  estadísticas  de inferencia
para  la  extracción  de  información  o  conocimiento.  La  metodología  propuesta
pretende  ser  una  ayuda  útil  y  complementaria  a  los  estudios  estadísticos.  La
memoria  presenta  todas  las  fases  del  diseño  y  del  desarrollo  de  un  sistema  de
extracción  de conocimiento  en  bases  de  datos  (Knowledge  Discovery  Database
-  KDD)  que  ha  sido  implementado  teniendo  en  cuenta  características  propias
de  los  datos  y muestreos  medioambientales.  Entre  las  aportaciones  principales
se  encuentra  un  sistema  de  inferencia  de  modelos  que  utiliza  un  procedimiento
de  aprendizaje  automático,  en  concreto  aprendizaje  basado  en  ejemplos.  El
sistema  genera  modelos  fácilmente  interpretables  ya que  el  conocimiento  viene
representado  por  un  conjunto  de reglas  Si-entonces.  En este  sistema  de  infe
rencia  de  modelos  se  ha  implementado  un  algoritmo  genético  como  método  de
búsqueda  de  los mejores  conjuntos  de reglas  que  permite  evitar  la  exploración
sesgada  del  espacio  de  posibles  soluciones  (modelos)  que  presentan  otros  pro
cedimientos  de  búsqueda.  Además  como  parte  del  sistema  KDD  desarrollado,
se  ha  implementado  una  herramienta  de  ayuda  a  la  recogida  georeferenciada
de  datos  en  campo  que  los almacena,  en  tiempo  real,  en una  base  de  datos  re
lacional  con  un  formato  que  permite  el tratamiento  posterior  de  la información
almacenada  con  un  Sistema  de  Información  Geográfica.
El  conjunto  de  herramientas  desarrolladas  se  aplican  a  un  problema  me
dioambiental;  el  control  de  malas  hierbas  en  sistemas  agrícolas, una  de  las
líneas  centrales  de  la  denominada  agricultura  de precisión,  área  que  desde  las
perspectivas  ecológica  y  económica  busca  una  gestión  óptima  de  los  produc
tos  agroquímicos  empleados  en los  tratamientos  fitosanitarios.  En  concreto  el
análisis  que  se  presenta  en la  memoria  va encaminado  a la  obtención,  a partir
de  un  conjunto  de  datos,  de modelos  basados  en  reglas  que  expliquen,  en  fun
ción  de  parámetros  ambientales  y  para  un  mismo  campo,  la  existencia  de  una
mayor  cantidad  de  malas  hierbas  en  unas  zonas  del  cultivo  frente  a  otras.  El
conocimiento  incluido  en los modelos  extraídos  aporta  información  de  utilidad
que  puede  plasmarse  en  un  mapa  de  riesgo  que  permita  asesorar  en  la  aplica
ción  precisa  de  herbicida  sólo  en  las  zonas  del  cultivo  que  lo  requieran  y  en
una  dosis  ajustada  a  cada  situación  de  infestación.  Los datos  utilizados  para
la  obtención  de  los modelos  provienen  de  varias  parcelas  de  cereal  de  invierno
situadas  en  la  Comunidad  de Madrid  y  en  la  provincia  de  Barcelona  y de  dos
tipos  de  mala  hierba  (Avena  sterilis  L.  y  Lolium  rigidum  C.).  Asimismo,  los
conjuntos  de reglas obtenidos  con la metodología  propuesta  se han  contrastado
con  los  modelos  generados,  para  el  mismo  conjunto  de  datos,  con  algoritmos
comerciales  como  C&RT  y  C5.O, dando  como  resultado  una  mejora  en  la  ca
lidad  de  los  modelos  inducidos  con  los  métodos  desarrollados,  es  decir  que
nuestros  modelos  describen  con  mayor  exactitud  y confianza  las observaciones
de  partida.
ABSTRACT
Recently,  data  analysis  has  made  a  great  impact  in  ¿he search  for  models
and  the  inference  of  new  and  relevant  information.  These  anal ytical tasks are
especially  import ant  in  the environmental  sciences  because of the  slow ecologi cal
degradation  of  our  environment,  which  needs to  be addressed  by urgent  action
based  and  high-precision  analyses.
The  Ph.D.  work  presented  here  is  based  on  the  combination  of  two  well
known  areas  of  knowledge:  Artificial  Inteligence  and  Environmental  Science.
The  goal  of  this  study  was  to  design  and  develop  methods  for  analyzing  data
and  inferring  modeis  that  allow people to  explore  new  aspects  of these  environ
mental  pro biems  based  on  observations.  Commonly,  these  problerns  are  very
cornplex,  aud  in  rnany  cases  this  complexity  niakes  it  difficult  ¿o use  techniques
of  statistical  inference  for  knowledge  discovery.  The  proposed  methodology  is
intended  to  be a  useful  and  complementary  aid  to  ¿he use  of  statistical  stu
dies.  The  text  describes  every  stage  of  desigu  and  development  of  a system  of
Knowledge  Discovery  Database  (KDD).  The implementation  of ¿he system  was
based  on  ¿he characteristic  features  of  environmental  data  and  samples.  The
main  novel  contribution  is  a system  ¿o infer  models  using  a Machine  Learning
procedure,  specifically,  examples-based  learning.  The  modeis  generated  by  ¿he
system  are  easily  interpretable,  because the  knowledge  is  expressed  as  a set  of
If—Then  rules.  The  Machine  Learning procedure that  searches for  best rale  sets
is  a genetic  algorithm,  which avoids  the  biased exploration  of possible  solutions
(modeis),  which  is  comrnon  to  other  search  methods.  In  addition,  as  pan  of
the  developed KDD  system,  a tool has  been implemented  that  aids  in fleid  sam
pling  tasks,  aliowing  people  to  gather  and  stone georefenced  data  in  real  time
in  a spatial  database,  which can  then  be managed  by a  Geographic Information
System.
The  set  of  developed  tools  was  used to  study  a specific  environmental  pro
blem:  site  specific weed management of agriculture systems,  which  is  a  main
line  of  nesearch in  Precision  Agniculture  (PA).  From  a  ecologícal  and  econo
mical  penspective,  PA  looks for  an  optimal  management  of  the  chemicais  used
for  weed aud  crop management.  The  analysis  presented  here  is  divected toward
¿he  discovery,  based on  sets  of data,  of  rale-based modeis  that  explain  in  terms
of  environmental  parameters  the  uneven  distribution  of  weeds  in  winter  cereal
crop  fields.
The  knowledge gained from  the  discovered models  gives information  that  can
be  used ¿o create risk  maps.  These  maps would  allow a selective  and  appropriate
application  of herbicide  only  to  those cultivated  areas where weeds might  appear.
Data  for  this  study  carne from  several fields  of  cereal located in  the province
of  Madrid  and  the  province  of  Barcelona,  both  of  which  had  infestations  of
A  vena  sterilis  L.  In  the  Barcelona  fleid  Lolium  rigidum  G was  also present.
Moreover,  the discovered rule sets  using  the proposed methodology  were com
pared  with  modeis  generated  by comercial  algorithms  (CPRT  y  C5. O) using  the
same  data  sets.  This  comparison  demonstrated  that  the  tool  presented  in  this
research  discovered  modeis  with  higher  quality  (accuracy  and/or  confidence)
than  did  the  comercial  tools.
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En  las  últimas  décadas  temas  como  la  contaminación,  la  conservación  am
biental,  el  control  biológico  y  medioambiental  han  puesto  de  manifiesto  la
importancia  de  la  ecología  y,  como  consecuencia,  se  ha  incrementado  la  ne
cesidad  de  conocer  el  medio  ambiente  y  analizar  los  (sub)sistemas  ecológicos
que  lo  conforman.  Este  interés,  fundamentalmente  de  la  comunidad  científi
ca  y  en  menor  medida  de  los  gobiernos  presionados  por  la  opinión  pública,
viene  impulsado  principalmente  por  el  deterioro  que  está  sufriendo  el  medio
ambiente,  que  aconseja  la  monitorización  y  el  control  de  las  alteraciones  que
provocan  estos  cambios  a  diferentes  escalas,  incluso  cambios  a  escala  global.
Para  el  estudio  de  los problemas  medioambientales  es  necesario  un  análisis  de
los  datos  ecológicos  que  permita  la  inferencia  del  conocimiento  indispensable
para  tomar  la  decisión  más  apropiada  en cada  situación,  logrando  con  ello una
gestión  más  eficaz  [GUNTHER,  1998].  La  extracción  de  conocimiento  a  partir
de  datos  se  lleva  a  cabo  mediante  de técnicas  inductivas  que  permiten  simpli
ficar  la  realidad  representándola  por  medio  de  modelos  imprescindibles  para
comprender  los  fenómenos  del  entorno  que  nos  rodea.  Este  proceso  de análisis
también  se  conoce  como  prospección  de  datos  o  data-mining.
Dentro  del grupo  de técnicas  inductivas  se encuentra  la inferencia  estadísti
ca  que es una  herramienta  poderosa  para  la  generación  de modelos,  no  aplicable
en  todos  los casos  y que  genera  con  frecuencia  modelos de difícil  interpretación.
Esto  motiva  que  el  desarrollo  de  nuevas  herramientas  y  métodos,  capaces  de
encontrar  nuevos modelos  fáciles de interpretar,  sea  un  objetivo  abierto  de gran
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trascendencia  para  el  conjunto  de  la  comunidad  científica  [SÁNCHEZ-MARRé
ET  AL.,  2004]. Así,  los sistemas  de descubrimiento  automático  de conocimiento
(KDD  o  Knowledge  Discovery  Database)  determinan  una  de  las  áreas  actua
les  de  investigación  más  activas  dentro  del  análisis  inteligente  de  datos.  Un
proceso  KDD  tiene  por  objetivo  la  extracción  de  nueva  información,  es  decir
conocimiento  válido  y  comprensible  a  partir  de  grandes  volúmenes  de  datos.
Además  un  proceso  KDD  puede  inducir  diferentes  tipos  de  modelos  porque
abarca  diferentes  técnicas  de  inferencia  como  el  agrupamiento  automático  de
datos  (clustering),  el  descubrimiento  de  patrones,  la  detección  de  anomalías
o  el análisis  de  cambios  y  de  tendencias  [FAYYAD ET  AL.,  1996b].  Relaciona
do  con  el  desarrollo  de  técnicas  KDD  se encuentra  el  aprendizaje  automático
marco  en  el  que  se  encuadra  la  presente  tesis.
Por  otra  parte,  en los últimos  años los avances tecnológicos  han  permitido  la
adopción  de técnicas  innovadoras  en el campo  de la agricultura,  aumentando  la
rentabilidad  económica  y  reduciendo  el impacto  medioambiental.  Así surge  la
denominada  agricultura  de precisión  que  engloba  tecnologías  y prácticas  enca
minadas  a  minimizar  el uso  de productos  agroquímicos  asegurando  un  control
efectivo  de  plagas,  malas  hierbas  y  enfermedades,  a  la  vez que  se  suministra
una  cantidad  de  nutrientes  adecuada  a  los  cultivos  [STTAFORD  &  MILLER,
1993,  KROPFF  ET  AL.,  1997].  Dentro  de  este  área  resulta  clave  el  diseño  de
programas  de  tratamiento  específico  con  herbicidas  para  lo que  es  imprescin
dible  tener  un  buen  conocimiento  de los  aspectos  ecológicos  que  influyen  en  la
existencia  y la  dinámica  espacio-temporal  de malas  hierbas.
Esta  tesis  se  enmarca  dentro  de  las  líneas  de  investigación  del  Instituto
de  Automática  Industrial  del  Consejo  Superior  de  Investigaciones  Científicas,
en  concreto  en  la  línea  de  inteligencia  artificial  y  sus  aplicaciones  y  en  las
sublíneas  de  extracción  de conocimiento,  medio  ambiente  y  agricultura  de pre
cisión.  El  trabajo  ha  tenido  como soporte  dos  proyectos  de  investigación  del
Plan  Nacional  de  I+D  en el  área  agraria:  AGF99-1125-C03-03  “Sistema  KDD
de  apoyo  a  la  toma  de  decisiones  para  control  de  malas  hierbas  basándose
en  mapas  de  riesgos  (GEA  1)” y  A0L2002-04468-C03-01  “Visión  artificial
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y  razonamiento  espacio-temporal  para  tratamientos  localizados  con  un  tractor
autónomo  (GEA  II)”.  En  estos  proyectos  además  del  Instituto  de  Automáti
ca  Industrial  (IAl)  han  participado  entre  otros  el departamento  de  protección
vegetal  del  Centro  de  Ciencias  Medioambientales  también  del  CSIC (CCMA)
y  el  departamento  de  Biología  Vegetal  de  la  universidad  de  Barcelona  (UB).
El  objetivo  de este  trabajo  de tesis  involucra  los conocimientos  de  diferentes
disciplinas  ya  que  aborda,  por  una  parte,  el diseño  y  desarrollo  de un  sistema
genérico  basado  en  técnicas  de  aprendizaje  automático  para  la  inducción  de
modelos  descriptivos  expresados  como  un  conjunto  de  reglas y, por  otra  parte,
la  aplicación  del sistema  desarrollado  a la  generación  de  un  modelo  descriptivo
que  permita  explicar  la  mayor  o menos  abundancia  de malas  hierbas  en térmi
nos  de  factores  edáficos  u  otras  características  ambientales,  todo  esto  referido
a  cultivos  de  cereal  de  invierno.  Este  objetivo  se  complementa  con  un  control
total  sobre  cada  una  de  las  etapas  que  llevan  a  la  obtención  del  modelo,  en
concreto  la  adquisición  de  datos,  la  preparación  de  los  datos  y  la  evaluación  y
visualización  de los modelos  generados.  En consecuencia  este  objetivo  primario
da  lugar  al  siguiente  conjunto  de subobjetivos:
0  Estudio  del  proceso  KDD  o de descubrimiento  de  conocimiento,  haciendo
especial  énfasis  en  todos  los  aspectos  relacionados  con  la  aplicación  de
técnicas  de  aprendizaje  automático  a  la  extracción  de  conocimiento  o
generación  de  modelos.
0  Diseño  y  desarrollo  de  una  herramienta  de  adquisición  de  datos  geore
ferenciados  en  campo  siguiendo  un  plan  de  muestreo.  Este  subobjetivo
requerirá  el  diseño  de  una  base  de  datos  para  entidades  espaciales  que
pueda  ser  gestionada  con  un  SIG  (Sistema  de  Información  Geográfica)
para  almacenar  los  datos  directamente  en  el  campo  y  en  tiempo  real,
y  posteriormente,  también  guardar  otro  tipo  de  información  como  por
ejemplo  los  resultados  de  los  análisis  químicos  de  laboratorio.
O  Estudio  del  dispositivo  de  localización  (receptor  DGPS)  que  se  utili
zará  en  el  campo  para  conocer  la  exactitud  y  precisión  de  la  medida  y
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adaptar  las  características  de  la  herramienta  de adquisición  de modo  que
se  detecten  y suavicen,  en la medida  de lo posible,  fallos en la localización.
0  Diseño y  desarrollo  de una  herramienta  de preprocesamiento  de los datos
que  ayude  en la labor  de selección y limpieza  de los mismos,  preparándolos
para  la  etapa  de  análisis  o generación  de modelos.
o  Diseño  y  desarrollo  de  una  herramienta  de  generación  de  modelos  des
criptivos  basados  en  reglas  a  partir  de un  gran  número  de  observaciones
o  datos.
0  Diseño  y desarrollo  de  una  herramienta  de  ayuda  a  la  evaluación,  visua
lización  e interpretación  de  los modelos  generados.
0  Estudio  del problema  de  malas  hierbas  en agricultura  desde  una  perspec
tiva  de  gestión  precisa.
0  Aplicación  de  la  metodología  propuesta  a  un  caso  de  estudio  en  el  con
texto  del  control  de  malas  hierbas.
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El  trabajo  llevado  a  cabo  en  esta  tesis  se  describe  en  la  presente  memoria
en  12 capítulos  y  6 anexos  según  la  siguiente  estructura:
[Parte  1] REVISIÓN  DE  CONOCIMIENTOS.
Capítulo  2  -  Este  capítulo  introduce  conceptos  básicos  relacionados
con  la  construcción  de  modelos  describiendo  concisamente  algunos  de
los  métodos  utilizados  en  la  generación  de  modelos  en  medio  ambiente.
u  Capítulo  3 -  En  este  capítulo  se presenta  el concepto  de  sistema  de des
cubrimiento  de  conocimiento  (KDD)  y  se  analizan  sus  diferentes  etapas
para  posteriormente  presentar  una  perspectiva  de  estos  sistemas  en  el
marco  del  aprendizaje  automático.  Se  ahonda  en  la  representación  del
conocimiento  descubierto  mediante  reglas  Si—Entonces  y se  analizan  los
aspectos  del  lenguaje  SQL  más  relevantes  para  la  transformación  de  re
glas  en consultas  sobre  una  base  de  datos.
•  Capítulo  4-  El mecanismo  de inducción  de modelos descriptivos  basados
en  reglas  propuesto  en  esta  tesis  tiene  como  base  un  algoritmo  genético.
En  este  capítulo  se  presentan  los fundamentos  de  los algoritmos  genéticos
y  se  muestra  la  aplicación  de  estos  en  la  inducción  de  modelos  basados
en  reglas.
[Parte  II]  PROPUESTA:  Irnplementación  de  un  sistema  para  descubri
miento  de  conocimiento
•  Capítulo  5 -  En  este  capítulo  se  describe  en  detalle  la  herramienta  di
señada  y  desarrollada  para  la  adquisición  de datos  georeferenciados  en  el
campo.
•  Capítulo  6 -  Este  capítulo  analiza  los  diferentes  problemas  que  pueden
presentar  los  datos  de  entrada  así  como  las  formas  de  solventar  los  mis
mos.  El  capítulo  termina  con  la  descripción  de  la  herramienta  diseñada




Capítulo  7  -  En  este  capítulo  se  describe  la  herramienta  desarrollada
para  de  generación  de  modelos  basados  en  reglas.  Además  se  detalla  el
procedimiento  de  búsqueda  del  mejor  modelo  construido  según  el  para
digma  de  un  algoritmo  genético  y  se  muestra  la  utilización  del  lenguaje
SQL  como  mecanismo  de  consulta  a  la  base  de  datos  en  el  proceso  de
inducción  y verificación  de  las reglas.
•  Capítulo  8  -  Este  capítulo  explica  el diseño  e implementación  de la  he
rramienta  de evaluación  que  incorpora  capacidades  para  la  visualización
en  gráficos  de la  calidad  de  los modelos.
[Parte  III] CASO  DE  ESTUDIO:  El  control  de  malas  hierbas:
•  Capítulo  9 -  En  el capítulo  se reseñan  las principales  líneas  de actuación
de  la  agricultura  de  precisión  haciendo  énfasis  en  el  control  de  malas
hierbas.  En este  capítulo  además  se analiza  la  importancia  de los factores
edáficos  en  el desarrollo  del  cultivo.
•  Capítulo  10 -  El  capítulo  presenta  los  datos  con  los que  se  realizará  la
experimentación  y  pormenoriza  la  etapa  de  preprocesamiento  llevada  a
cabo  sobre  los  mismos.
•  Capítulo  11  -  Este  capítulo  está  dedicado  a  analizar  los  resultados  ob
tenidos  al  utilizar  la  herramienta  desarrollada  para  inducir  un  modelo
descriptivo  basado  en  reglas  a  partir  de los  datos  descritos  en  el capítulo
anterior.  Asimismo  sobre  la  misma  base  de  los  datos  se  compara  el  ren
dimiento  de  la  propuesta  frente  a  otras  soluciones  comerciales,  en  con
creto  los  algoritmos  de  extracción  de  reglas  que  suministra  el  sistema
Clementine©  de  SPSS.
•  Capítulo  12 -  El  último  capítulo  de  la  memoria  resume  las  aportacio




•  El  apéndice  A presenta  los valores  estadísticos  de  los  datos  del  campo  de
Barcelona.
•  El  apéndice  B muestra  los mapas  de la  variación  espacial  de las propieda
des  edáficas  utilizadas  (pH,  materia  orgánica,  textura,  nitrógeno,  potasio,
etc)  de los  campos  de  Madrid  y del  campo  de  Barcelona.
•  El  apéndice  C  presenta  las tablas  que  contienen  los  umbrales  utilizados
en  la  categorización  de  los  rangos  numéricos  de  los  datos  del  campo  de
Barcelona.
•  El  apéndice  D  incluye  los  informes  obtenidos  por  la  herramienta  de pre
paración  de los  datos  tras  la  etapa  de  limpieza.
•  El  apéndice  E  presenta  los  archivos  f it  que  se utilizan  de  los  diferentes
experimentos  realizados  con  el sistema  propuesto.
•  El  apéndice  F  muestra  los  resultados  obtenidos  por  los  algoritmos  C5.O
y  C&RT  que  incluye  Clementine©  para  la  obtención  de reglas.
•  El  apéndice  G  presenta  los  resultados  obtenidos  por  la  herramienta  pro




REVISIÓN  DE  CONOCIMIENTOS

Capítulo  2
MODELOS  Y  PRINCIPALES  ÁREAS  DE
INVESTIGACIÓN
2.1.    MODELOS  EN  ECOLOGÍA
El  uso  de  modelos  juega  un  papel  fundamental  en  las  ciencias  medioam
bientales,  al  existir  multitud  de  procesos  complejos  que  deben  ser  formulados
con  aproximaciones  fiables  que  permitan  la  predicción  de  situaciones,  por  las
ventajas  socio-económicas  que  puede  tener  conocer  o predecir  la  alteración  y
modificación  del  medio  ambiente.
Esto  conlieva  la medición  y  registro  de variables  así como  su representación
y  modelado  a  fin  de  comprender  el  comportamiento  del  sistema  en  estudio  y
predecir  sus  cambios.  Sin  embargo,  estos  sistemas  son de  difícil  análisis  debido
fundamentalmente  al  gran  número  de  variables  y procesos  que  se  hayan  invo
lucrados  en  los sistemas  naturales,  lo que  dificulta  la  capacidad  de  predecir  el
riesgo  ecológico,  a  medio  e incluso,  a  corto  plazo.  La  excesiva  información  que
se  puede  obtener  de  estos  sistemas  complejos  exige  el  desarrollo  de  metodo
logías  analíticas  o  heurísticas  capaces  de  abordar  la  complejidad  inherente  al
sistema  y  que  permitan  la  extracción  de  conocimiento  relevante  del  mismo  a
partir  del  análisis  de  grandes  volúmenes  de  datos.
Se  entiende  por  modelo cualquier  representación  de  un  sistema  o  proceso,
utilizando  tanto  mecanismos  verbales  o simbólicos,  como matemáticos  o físicos,
comprensibles  para  el  humano.
Esta  definición  da  una  idea  de  la  gran  utilidad  que  poseen  los  modelos,
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empleados  consciente  o inconscientemente  en nuestra  continua  interacción  con
el  entorno,  para  poder  expresar  y  comprender  la  realidad  que  nos  rodea  de
forma  simplificada.  Su  formulación  comienza  con  aproximaciones  con  un  alto
grado  de  simplificación  y/o  realizando  divisiones  del  sistema  o proceso,  anali
zando  las  partes  que  lo constituyen  por  ser  más  fácilmente  comprensibles.  Los
modelos  de  los  sistemas  que  integran  el  mundo,  constituyen  una  herramienta
psicológica  para  comprender  y abordar  la  complejidad  del  mismo.
Los  modelos  se  aproximan  en  función  del  área  de aplicación,  y por  ello un
modelo  puede  ser  una  simple  explicación  con  términos  del  lenguajes  natural,
de  los  aspectos  fundamentales  de  un  proceso  (modelos  verbales),  o  bien,  un
conjunto  de  ecuaciones  matemáticas  para  la  representación  tridimensional  de
objetos.  En  ingeniería,  son  frecuentes  los  diagramas  de  flujo  de  datos  y  pro
cesos  matemáticos,  que  pueden  ser  muy  complejos,  utilizando  un  conjunto  de
figuras  geométricas  y flechas,  que  permiten  seguir  la  evolución  de los  procesos
y  las  interacciones  entre  los  mismos  con  una  aproximación  muy  intuitiva.  En
las  ciencias  naturales,  los modelos  pueden  ser  esquemas  que  permitan  la  com
presión  del  funcionamiento  de  un  proceso  natural  (modelos  gráficos).  Aunque
existen  tantos  tipos  de  modelos  como  sistemas  o procesos,  en  general  estos  se
suelen  clasificar  atendiendo  a  las siguientes  características  generales:
•  Escala.  Según  la  definición  de  HOLLING  [2001], los  modelos  que  pueden
explorar  hipótesis  generales  se denominan  estratégicos  y los que contestan
a  cuestiones  específicas,  se  denominan  modelos  tácticos.
u  Dinámica  o estabilidad.  Un modelo  determinista  es aquel  del que  se obtie
ne  la  misma  respuesta  en  diferentes  instantes  de tiempo.  Por  el contrario,
los  modelos  estocásticos  dependen  del error  aleatorio  debido  a  la  variabi
lidad  natural.  Cuando  se  quieren  evaluar  propiedades  de  estado,  no  hay
razón  para  incluir  información  estocástica.  Sin  embargo,  cuando  el  obje
tivo  es  determinar  la  probabilidad  de  un  evento  es  frecuente  recurrir  a
un  modelo  estocástico  que  determinen  la  frecuencia  con  la  sucede  dicho
evento.
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•  Complejidad. Los modelos  analíticos se construyen  con  im número  limi
tado  y reducido  de  variables,  mediante  funciones  analíticas.  Sin  embargo,
si  se aumenta  el número  de variables,  resulta  extremadamente  difícil  o in
cluso  imposible  formular  analíticamente  el  modelo  y  entonces  se  utilizan
las  simulaciones o bien  los  modelos  aproximados que  son más  flexibles.
Los  modelos  son  imprescindibles  en  cualquier  área  de  conocimiento.  En
primer  lugar,  porque  es  un  referente  de  ayuda  ante  sistemas  complejos  y  per
mite  predecir  situaciones  futuras  con  un  determinado  grado  de  aproximación.
Los  modelos  permiten  verificar  hipótesis  y  repetir  experimentos  de  situación
con  baja  probabilidad  de  ocurrencia  en el  mundo  real.  Esto  último  es  una  ca
racterística  fundamental  para  la  construcción  de  modelos  idóneos,  ya  que  es
deseable  que  incluyan  la  dinámica  del sistema  [MAXWELL,  1999). En  definitiva,
un  modelo  constituye  un  resumen  del  funcionamiento  de  un  aspecto  del  mun
do,  que  permite  extraer  nuevo  conocimiento  del  sistema  y  de  su  interacción
con  el entorno,  y de  ahí  que  constituya  el punto  central  de esta  tesis.
Ahora  bien,  en  la  generación  de  modelos  hay  que  tener  en  cuenta  las  li
mitaciones,  ya  que  un  modelo  no  es  el  sustituto  de  la  realidad.  Por  lo  tanto,
independientemente  de  la  calidad  del  modelo,  siempre  se  está  a  una  gran  dis
tancia  de  poder  representar  la  complejidad  completa  del  proceso  natural  en
estudio.  En  tareas  de  modelización  se  asume  que  a  pesar  de  que  el  modelo
perfecto  de  un  aspecto  del  mundo  existe,  es  casi  imposible  formularlo,  por  lo
que  la  descripción  del mismo  siempre  es una  aproximación  con  un  cierto  grado
de  incertidumbre  de la  descripción  ideal  [STUCKENSCHMIDT,  1999].
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2.2.    PRINCIPALES  ÁREAS  IMPLICADAS  EN  LA  OBTENCIÓN  DE
MODELOS  EN  MEDIO  AMBIENTE
El  modelado  analítico  ha  sido hasta  la  fecha  el  más  utilizado  en  las múlti
ples  disciplinas  científicas  y su  formulación  es tan  amplia  como lo es  el espectro
de  expresiones  analíticas  que  constituyen  su  base.  Esta  variabilidad  se  debe  a
que  estos  modelos  dependen  del  dominio  de  aplicación  y  de  los  objetivos  que
se  persiguen.  En  concreto,  según  SMITH  [1974], las  motivaciones  en  el  ámbito
ecológico  para  la  creación  de  modelos  analíticos,  obedecen  tanto  a  considera
ciones  de  tipo  práctico  como  teórico.  Con respecto  a  la  primera  consideración,
los  modelos  se  utilizan  para  la  predicción  del  comportamiento  del sistema  real
mediante  simulaciones;  de  gran  utilidad  en  las  etapas  de  gestión  y  toma  de
decisiones  relativas  al sistema.  Estas  simulaciones  son implementaciones  guia
das  por  el  objetivo  de  buscar  descripciones  generales  de  sistemas  específicos.
El  gran  desarrollo  de  los  procesadores  y  de  la  ciencia  de  la  computación  ha
hecho  posible  manejar  los  grandes  volúmenes  de  datos  requeridos  para  la  ge
neración  de simulaciones  realistas,  mediante  el uso de programas  de  ordenador
que  imitan  el  funcionamiento  de  los  sistemas  complejos  y  producen  modelos
de  los  procesos.  Este  tipo  de  modelos  se  emplean  en  numerosas  aplicaciones
medioambientales  como  son,  el  calentamiento  global  del  planeta,  los  modelos
atmosféricos  y  oceánicos,  aplicaciones  biológicas  para  analizar  la  dinámica  de
poblaciones,  en  hidrología  y  edafología  para  estimar  la  dispersión  de  conta
minantes,  en agricultura  para  predecir  la  evolución  de  plagas,  rodales  de  ma
las  hierbas  etc.  Por  ello,  existen  ya  algunas  herramientas  comerciales  capaces
de  abordar  algunos  problemas  en  simulación.  Entre  ellas  destacan:  Fluent©,
Stelia®,  Simulink®  combinado  con  MATLAB  (TheMathWorks©),  VISsim©
o  Extend©.
En  el  segundo  lugar,  se  encuentran  las  descripciones  teóricas  que  mediante
modelos  analíticos  o heurísticos,  buscan  formulaciones  generales,  denominadas
teorías,  para  todo  un  sistema  y  que  deben  ser  capaces  de  englobar  los  casos
particulares  previamente  estudiados.  Cada  teoría  consiste  en  un  grupo  de mo-
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delos,  donde  algunos  pueden  ser  alternativos  o complementarios  de  otros,  que
contemplan  un  conjunto  amplio  de  situaciones  y  permiten  la  comprensión  de
la  naturaleza  de  los  procesos  subyacentes;  de  ahí  la  enorme  importancia  de
estos  modelos  teóricos  [COOPER,  1996]. Los  modelos  teóricos  deben  ser  tan
generales  y  sencillos  como  sea  posible,  sin  incluir  detalles  relativos  a  situacio
nes  específicas,  al  contrario  que  las simulaciones  que  son descripciones  ricas  en
detalles.  Actualmente,  los modelos  teóricos  por  razones  obvias  de complejidad,
no  pueden  ser  inferidos  a  partir  dela  información  relativa  a  todo  el  ecosiste
ma,  por  lo  que  el  objetivo  suele  ser  observar  las  diferencias  que  existen  entre
los  modelos  o  aproximaciones  obtenidas  de  los  diferentes  sub-sistemas  que  lo
componen.  En  la  literatura,  se  describen  modelos  teóricos  diseñados  para  la
predicción  de  procesos  ecológicos.  Por  ejemplo,  los  desarrollados  específica
mente  para  la  ecología  como los  incluidos  en  los paquetes  informáticos  Ecowin
[FERREIRA,  1995], el sistema  de modelización  y  simulación  ECOBAS  (2004) y
el  servicio  REM  (Register of Ecological Models) que  ofrece  una  meta-base  de
datos  que  almacena  distintos  modelos  matemáticos’.  En los sistemas  agrícolas,
caracterizados  también  por  multiples  variables  de  entrada  que  poseen  un  com
portamiento  imprevisible,  el modelado  es normalmente  empírico  y existen  muy
pocas  aproximaciones  teóricas.  A  pesar  de  su  complejidad,  se  han  desarrolla
do  ya  algunos  modelos  teóricos  para  su  aplicación  en  agricultura  [VOHNOUT,
2003].
Finalmente,  para  tareas  concretas  de modelado  de  la  distribución  de espe
cies  se  encuentran  modelos  teóricos  relativamente  sencillos,  basados  en  corre
laciones  de  ocurrencia  de  especies  en  función  de factores  ambientales,  como el
sistema  BIOCLIM  de  Busby  (1991)  que  utiliza  información  climática,  o  bien
el  sistema  CLIMS  de  Austin  et  al.  (1990)  que  realiza  regresiones  logísticas,
ambos  trabajos  referenciados  en  [STOCKWELL,  1999].  Estudios  de  evolución
de  especies  o dinámica  de  poblaciones  constituyen  el objetivo  de ciencias  como
la  cibernética  -combinación  de  la  biología  teórica,  matemáticas  y  sistemas  ar
tificiales  de  proceso  que  ha  experimentado  un  interesante  avance  debida  a  la
1  Universidad  de  Kassel y el  GSF  National  research  center  for Environment  and Health  (Alema
nia).  http://eco.  wiz.nni-kasset.de/
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necesidad  de representar  el funcionamiento  de los sistemas  ecológicos mediante
modelos  analíticos  [LEVINS, 1968j.
Además  del modelado  analítico,  existen  otras  tres  grandes  áreas  dedicadas  a
la  generación  de modelos  y a la inferencia  de conocimiento  relevante:  inferencia
estadística,  los  sistemas  de  gestión  de  bases  de  datos  (DBMS)  y  el  descubri
miento  de  conocimiento  basado  en  técnicas  de  aprendizaje  artificial.  Aunque
son  áreas  claramente  diferentes,  es  difícil establecer  los limites  entre  estas  cate
gorías,  debido  a  sus  interrelaciones.  Por  ejemplo,  la  estadística  depende  de  los
desarrollos  matemáticos;  los  sistemas  de  extracción  de  conocimiento  recurren
también  a  las matemáticas  o a  la  estadística  para  representar  la  calidad  y va
lidar  los  patrones  [FLACH, 2001], que  suelen  ser  probabilísticos  o estadísticos;
y  también  los  sistemas  de  gestión  de  bases  de  datos  están  muy  vinculadas  a
los  métodos  automáticos  de descubrimiento  de  conocimiento,  intercambiando
con  ellos  diversos  métodos  de  análisis.
La  inferencia  estadística,  tradicionalmente  utilizada  para  el análisis  teórico
y  para  el modelado  de  datos,  se define  como el  conjunto  de  métodos  estadísti
cos  que  permiten  realizar  una  inferencia  sobre  la  distribución  de  la  población
en  estudio  y  establecer  relaciones  entre  algunas  de  las  variables  implicadas,
con  el  fin  de  obtener  un  modelo  de  probabilidad  a  partir  de  la  información
que  proporciona  una  muestra  representativa.  En  concreto,  la  inferencia  es
tadística  inductiva  busca  parámetros  válidos  para  una  población  a  través  de
la  información  de  una  muestra  de  la  misma,  y  al  estar  basada  en  medidas
de  probabilidad,  proporciona  resultados  probables,  pero  no  exactos  como  son
los  derivados  de  la  inferencia  estadística  deductiva.  Las  técnicas  estadísticas
fundamentales  son  la  estimación  de  parámetros  y  el  contraste  de  hipótesis.
La  estimación  de  parámetros  se  hace  mediante  valores  aproximados  y  utíliza
una  función  adecuada,  llamada  estimador,  que  se  elige  atendiendo  a  ciertos
requisitos  de  consistencia,  suficiencia  y  eficiencia,  mientras  que,  el  contraste
de  hipótesis  permite  comprobar  si la  información  que  proporciona  una  mues
tra  observada  concuerda  (o no)  con la  hipótesis  estadística  formulada  sobre  un
modelo  de probabilidad,  entendiendo  por  hipótesis  estadística,  cualquier  conje
—  16—
Principales áreas implicadas en la obtención de modelos en medio ambiente
tura  sobre  una  o varias  características  de interés  de un  modelo  de  probabilidad
fRulz-MAYA,  2000],  y  puede  ser  o  no  paramétrica.  Para  realizar  inferencia
estadística  paramétrica  se  parte  de  la  función  de  distribución  de  la  variable
objeto  de  estudio,  que  es  aleatoria,  y  se  estiman  los  parámetros  que  la  deter
minan.  En  el  caso  de  la  inferencia  estadística  no  pararnétrica,  no  se  conoce  a
priori  la distribución  de  la  variable  aleatoria  objeto  de estudio.
Existen  diferentes  métodos  estadísticos,  cuya  elección  depende  del  objetivo
que  se  persigue  y  del  tipo  de  datos  y se  pueden  clasificar  en:  a)  globales como
los  índices  de  agregados  basados  en varianza  o  la  media;  b)  estudios  de  peno
ricidad  como  el  análisis  de  espectros  (frecuencias),  fractales  o  análisis  de  onda
(wavelet);  c)  estudio  de  rango  o  intensidad  espacial  como  la  autocorrelación
con  índices  como  función  k  de  Ripie y, los  índices  SADIE  o la  semivarianza;  y
d)  la  interpolación  realizada  con  krigeado (kriging)  o los polígonos  de  Voronoi.
Entre  todas  estas  técnicas  destaca  por  su  popularidad,  la  autocorrelación
que  utiliza  el  coeficiente  de  semivarianza  [HEvEsI  ET  AL.,  1992],  base  de  la
estadística  espacial,  comúnmente  denominada  geoestadística.  La  autocorrela
ción  se basa  en los métodos  matemáticos  de cálculo  de la varianza  o de conteo.
Fundamentalmente,  la  geoestadística  ha  sido  utilizada  para  mejorar  la  habili
dad  para  detectar  patrones  espaciales  [FORTIN  ET  AL.,  2002J,  así  como para  la
creación  de cartografía  a  partir  de los datos  de una  muestra.  Concretamente  en
el  campo  de  la  agricultura,  la  geoestadística  es  la  técnica  más  repetida  para  la
búsqueda  de  factores  que  están  asociados  a  la  aparición  de  ciertas  especies,  y
existen  numerosos  trabajos  que  utilizan  este  método,  [DONALD,  1994, CARDI
NA  ET  AL.,  1995, WALTER  ET  AL.,  2002,  MARY ET  AL.,  2001,  KERRY  &  Ou
VER,  2001, JURADO-EXPóSITO  ET  AL.,  2002,  MIA0  ET  AL.,  2003, BARROSO,
2004].  Los semivariogramas  -gráficos  de la  correlación  espacial  en  función  de la
distancia-  combinados  con  un  método  de interpolación  como el  krijeado  permi
ten  conocer  la  relación  entre  la  distribución  espacial  de diferentes  especies.  En
el  mismo  marco  de  investigación,  además  de  los semivariogramas,  se  utilizan
otras  técnicas  estadísticas.  Por  ejemplo,  DIELEMAN  ET  AL.  [2000a}, OFFICER
ET  AL.  [2003] presentan  estudios  utilizando  el  anólisis  de correlación  canóniga
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que  también  se basa  en  coeficientes  de la  varianza,  que  permite  determinar  el
grado  de  asociación  de  dos  grupos  de  atributos.  Otra  técnica  es  el  análisis  de
krijeado  multivariante  [BOURENNANE  ET  AL.,  2003]  utilizado  para  estudios
de  corregionalización  entre  las  propiedades  del  suelo  y  la  abundancia  de  un
determinado  cultivo,  así  como  la  separación  de  las variables  que  causan  la  va
riación  dependiendo  de la  escala  espacial.  Finalmente,  la  variabilidad  espacial
de  las  propiedades  del  suelo  y su  asociación  con  el  rendimiento  del cultivo  se
han  analizado  también  mediante  técnicas  de regresión  múltiple,  quizás  uno  de
los  métodos  analíticos  más  sencillos,  combinadas  con métodos  de interpolación
[MELcHI0RI  ET  AL.,  2001].
Numerosos  trabajos  han  demostrado  que  la  estadística  es  una  herramienta
potente,  pero  en  ocasiones  presenta  restricciones  relacionadas  con  el  control
sobre  el  tipo  o  el  volumen  de  datos  experimentales  [DEGROOT,  1988], limi
tando  su  utilización.  Otro  factor  que  dificulta  su  uso,  aunque  no  lo  limita,  es
el  estar  sujetas  a  la  decisión  e  interpretación,  y  que  en  determinados  casos
depende  del  conocimiento,  la  experiencia  y  también  de  la  forma  en  la  que  el
analista  describe  el  problema,  es decir,  en  muchas  ocasiones  la  interpretación
de  los resultados  numéricos,  pobres  en detalles  y difícilmente  comprensibles,  es
muy  subjetivo.  Incluso  en  etapas  previas,  la  intuición  del  investigador  es  fun
damental,  al  tratarse  de  una  metodología  dirigida,  para  determinar  a  priori
las  variables  a  considerar  en  el modelo.
Estas  desventajas,  han  potenciado  la  evolución  de  las técnicas  estadísticas
hacia  otros  métodos  de  inferencia  que  sean  más  flexibles  con  la  distribución
de  los datos  o capaces  de  discriminar  variables  no  relevantes  durante  el propio
proceso  de  análisis,  como  son  los  métodos  basados  en  heurísticos  o  en  inteli
gencia  artificial.  Estas  técnicas  que  se conocen  como de  aprendizaje  automático
permiten  encontrar  patrones  de  comportamiento  complejo  en  los  datos  ana
lizados,  debido  fundamentalmente  a  que  emplean  una  noción  más  sofisticada
de  modelo  y mecanismos  de  aprendizaje  que  involucran  tanto  la  búsqueda  del
modelo  como la  estimación  de parámetros.  De hecho,  con  el fin de  evitar  o pa
liar  algunas  de las  desventajas  de los modelos  estadísticos,  se han  incorporado
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técnicas  de  aprendizaje  incluso  en  herramientas  estadísticas.  Un  ejemplo  re
ciente  es el método  de selección  de  modelos  [JOHNSON &  OMLAND,  20041, que
se  basa  en la  generación  iterativa  de  diferentes  hipótesis  o modelos  candidatos,
que  compiten  en  la  búsqueda  de  un  modelo  robusto,  validado  por  las obser
vaciones  de  un  caso  particular.  Mediante  esta  técnica,  las diferentes  hipótesis
pueden  ser  comparadas,  clasificadas  y  combinadas  en  función  de la  bondad  de
ajuste  de  los datos.  Atendiendo  también  a  esta  demanda,  en  las últimas  déca
das  los  investigadores  de  las  diferentes  disciplinas  involucradas  en  el  estudio
medioambiental  trabajan  en  el  desarrollo  de  una  respuesta  tecnológica  más
adaptada  a  las  necesidades  de  este  tipo  de  problemas,  mediante  técnicas  de
inteligencia  artificial,  de descubrimiento  de conocimiento  en bases  de datos,  de
sistemas  expertos,  árboles  de decisión,  redes  neuronales,  algoritmos  genéticos,
fractales  teoría  del  caos  y  redes  Bayesianas  [FIELDING,  1999b,  RIAÑO,  1998,
WALLEY  &  O’coNNoR,  2001, KALOGIROU,  2002,  KANEVSKI  ET  AL.,  2004].
Estos  métodos  poseen  mecanismos  que se  ajustan  bien  al  análisis  de problemas
complejos,  constituyendo  una  importante  línea de investigación  para  la búsque
da  de soluciones  y modelos  para  los  sistemas  complejos  analizados  en ecología
[RECKNAGEL,  2001].  La  utilización  de  estas  técnicas  supone  nuevos  retos  y
una  prometedora  línea  de investigación  para  la  comprensión  de  los sistemas  y
procesos  medioambientales  y ecológicos  [SÁNCHEZ-MARmi  ET  AL.,  2004].  En
esta  dirección,  en  el  modelado  ecológico,  se  están  desarrollando  aplicaciones
que  abordan  un  amplio  espectro  de métodos  y  que  incluyen  modelos  basados
en  lógica fuzzy  y métodos  de modelado  dinámico,  capaces  de describir  cambios,
a  fin de  abordar  la  complejidad  analítica  asociada  al  modelado  de  problemas
complejos  [POCH  ET  AL.,  2004]. De  igual  forma,  en el entorno  agrícola,  empie
zan  a  aplicarse  técnicas  basadas  en  inteligencia  artificial,  como  los  árboles  de
decisión,  algoritmos  genéticos  y  más  frecuentemente  las  redes  neuronales,  en
el  análisis  y modelado  de sistemas  y procesos  relativos  a  operaciones  agrícolas,
[SCHULTZ  &  WIELAND,  1997,  MING  CHEN,  1997,  HASHIMOTO,  1997,  DíAz
ET  AL.,  2003,  MURASE, 2000,  FARKAS,  2003,  RIBEIR0  ET  AL.,  2003,  WEI
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3.1.   EL KDD:  DESCUBRIMIENTO  DE  CONOCIMIENTO  Y
MINERÍA  DE  DATOS
El  proceso  de  descubrimiento  de  conocimiento,  también  denominado  como
KDD  (siglas  de  la  expresión  inglesa  Knowlegde  Discovery  in  Databases)  se
define  como  el  proceso  iterativo  e  interactivo  de  extracción  no  trivial  de  in
formación  potencialmente  útil  y  comprensible  a partir  de  un  gran  volumen  de
datos  en  los  que  la  información  está  implícita,  y  es  desconocida  [AGRAWAL
ET  AL.,  1993,  FAYYAD  ET  AL.,  1996b].  El  objetivo  principal  de  un  proceso
KDD  es la  identificación  de atributos  relevantes,  que  tienen  en  común  un  con
junto  de casos  o registros,  y el  conocimiento  que  se  obtiene  del proceso  es  una
consecuencia  de  que  la  información  extraída  sea  de  interés.  FRAWLEY  ET  AL.
[1991]  exponen  la  siguiente  definición  formal:  dado  un  conjunto  de hechos  (ob
servaciones  o  datos)  F,  un  lenguaje  L  y  alguna  medida  de  certidumbre  C,
se  define  modelo  como  un  estamento  S  en  L  que  describe  la  relación  entre
el  subconjunto  F8 de  F  con  una  certidumbre  c, tal  que  S  es  más  simple  que
la  enumeración  de  todos  los  hechos.  Por  lo  tanto,  la  salida  de  un  programa
de  descubrimiento  que  monitoriza  al  conjunto  F  produce  a  un  modelo  que
expresa  el  conocimiento  descubierto.  Un  modelo  debe  cumplir  tres  requisitos
fundamentales  para  que  pueda  ser considerado  conocimiento  desde  la  perspec
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tiva  de  KDD:  primero,  certeza,  segundo,  un  elevado  interés  y  por  último,  que
sea  de  gran  utilidad.
Según  FAYYAD ET  AL.  1996b),  un  proceso  KDD  se  puede  llevar  a  cabo
con  dos posibles  finalidades,  la  predicción  y  la  descripción.  Estos  dos  objetivos
primarios  se  persiguen  a  través  de  una  gran  variedad  de  métodos  específicos
de  minería  de datos  como  son:
•  CLASIFICACIÓN  o  DESCRIPCIÓN:  Sabiendo  la  existencia  de  ciertas
clases,  clasificar  consiste  en  establecer  un  modelo  para  ubicar  las  obser
vaciones  en  alguna  de las  clases  existentes.
•  PREDICCIÓN:  Los  modelos  que  describen  un  conjunto  de  clases,  ge
nerados  a  partir  de  algún  método  de  inducción,  se  utilizan  para  ubicar
observaciones  futuras  en  alguna  de  las  clases  existentes.
•  AGRUPAMIENTO  (clustering):  A partir  de una  serie  de observaciones  se
establecen  la  existencia  de  clases o grupos  en los  datos  utilizando  alguna
medida  de similitud.
•  RESUMEN  (summaritization):  Se  obtienen  representaciones  compactas
para  subconjuntos  de  datos  de  entrada.  Ejemplos  son  la  generación  au
tomática  de informes,  la  visualización  de datos,  la  estadística  descriptiva,
etc.
•  MODELADO  DE  DEPENDENCIAS:  Se expresan  las relaciones  existen
tes  entre  variables.  Un  ejemplo  es descubrimiento  de  reglas de  asociación,
en  la  que  se  obtiene  conocimiento  interesante  para  los  usuarios  en  forma
de  reglas  que  reflejan  relaciones  entre  los atributos  presentes  en los datos
•  ANÁLISIS  DE  SECUENCIAS:  Se intenta  modelar  el cambio  que  provoca
la  evolución  temporal  de  alguna  variable.
La  figura  3.1  muestra  las  diferentes  etapas  de  un  proceso  KDD [PÉREz &
RIBEIR0,  1996, JOHN, 1997]. En primer  lugar,  en cualquier  proceso  KDD  exis
te  una  etapa  de  selección  de  los datos  más  adecuados  para  la  extracción  de
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conocimiento.  A  continuación  los datos  se  pre-procesan,  en  concreto  se  lim
pian  y transforman  en un  formato  ajustado  al  algoritmo  de extracción  que  se
utilizará  posteriormente.  La siguiente  fase  del KDD  es la  etapa  de extracción
de  conocimiento  o  inducción  de  modelo  también  conocida  como  minería  de
datos.  Finalmente,  en  la  etapa  de análisis  la  información  extraída  es  verifica
da  y  transformada  en  a  un  formato  que  facilite  la  labor  de  interpretación  del
usuario  final.
Et  ion     CONOCIMIENTO
INFORMACIÓN
oseI        -
Figura  3.1: Etapas  del proceso KDD
A  continuación,  se  describen  las principales  características  de  cada  una  de
las  etapas  que  constituyen  el proceso  KDD.
(a)  Etapa  de  adquisición/recolección  y  selección  de  los  datos
Las  bases de datos  reales que  almacenan  los  datos  del  estudio  suelen  pre
sentar  distintos  problemas  que  puede  ser necesario  solventar  antes  de comenzar
la  extracción.  En  primer  lugar,  suelen  contener  atributos  irrelevantes  e  inclu
so,  puede  que  los  relevantes  no  estén  almacenados  [FRAWLEY  ET  AL.,  1991].
Además,  es frecuente  que  en bases  de datos  reales  los atributos  presenten  cierta
interacción,  un hecho que podría  provocar  un  efecto  no  deseado  en  los resulta
dos,  ya  que  la  mayoría  de  los  algoritmos  buscan  precisamente  esas  relaciones
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[FREITAS,  2001].  Esta  es  una  de las razones  principales  por  la  que  es  necesario
realizar  una  selección  previa  de los  datos  asesorado  por  los expertos.  Durante
esta  etapa,  se  realiza  una  exploración  de  los  datos  con  el  fin de  asegurar  una
correcta  compresión  del dominio  en el que  se sitúa  el problema.  Esta  tarea  pue
de  proporcionar  información  básica  que  nos  ayude  en la  toma  de  decisiones  en
etapas  posteriores.  Además,  es una  etapa  esencial que  permite  intuir  el  conoci
miento  que  se  puede  encontrar  o no  en los datos.  Esta  fase  además  facilita  que
los  algoritmos  traten  simultáneamente  con  una  gran  cantidad  de  datos  ya  que
la  selección  permite  definir ventanas  de trabajo,  aumentado  la  probabilidad  de
encontrar  conocimiento  útil.  En  definitiva,  la  selección  del conjunto  de datos  y
en  consecuencia,  la  identificación  del  problema  es  un  paso  fundamental  en  la
búsqueda  de  conocimiento  [PYLE, 1999].
(b)  Etapa  de  preparación
Después  de  la  selección  de  los  datos,  se  realiza  un  proceso  de  limpieza  y
preprocesado  para  eliminar  el  ruido  e inconsistencias.  Se  determina  que  hacer
con  la  información  perdida  en  la  limpieza  y, en  algunos  casos,  posteriormente
se  transforman  (normalizan  o  etiquetan)  los  datos  si el  método  de  extracción
que  se va utilizar  así  lo requiere.
Algunas  de  las  tareas  que  se  realizan  en  esta  etapa  son:  buscar  las  ca
racterísticas  más  importantes  para  representar  los  datos  dependiendo  de  los
objetivos,  reducir  un  excesivo  número  de  dimensiones,  transformar  las  varia
bles,  etc.  Todas  estas  tareas  pueden  requerir  cierto  conocimiento  del  dominio
del  problema.
(c)  Etapa  de  minería  de  datos:  Data  Mining
Es  en  esta  etapa  en  la  que  se  realiza  la  propia  extracción  o  búsqueda  de
nueva  información.  Durante  el  proceso,  han  de  tenerse  en  cuenta,  tanto  la
calidad  de  la  información,  la  complejidad  como  el  coste  que  requiere  encon
trar  el conocimiento.  En  consecuencia,  la  elección del  algoritmo  más  apropiado
para  extraer/obtener  el  conocimiento  deseado  depende  de  varios  factores  que
incluyen  el  tipo  del  problema,  el  tipo  de  datos  y  el  tipo  de  conocimiento  de
seado,  así como  la  forma  de  ese  conocimiento.  Esta  etapa  puede  verse  como
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un  proceso  de  búsqueda  de  hipótesis  usando  técnicas  de  inteligencia  artificial
(aprendizaje  automático)  o métodos  estadísticos,  y  en  el  que  se  produce  una
continua  generación,  verificación  y  modificación  o eliminación  de  un  conjunto
de  modelos  candidatos  a  solución.  La  verificación  se  realiza  a  través  del  valor
suministrado  por  una  función  de calidad  que  determina  la  capacidad  que  tiene
un  modelo  de  ajustarse  a  los  datos,  y  provoca  el  rechazo  o  la  aceptación  de
cada  hipótesis  o modelo.
(d)  Etapa  de  análisis  los  resultados
El  conocimiento  extraído  en  la  etapa  de  minería  debe  ser  evaluado  y  vali
dado,  ya  que  recordemos  la  información  es  interesante  en  el grado  en  el que  es
exacta,  nueva  y útil  para  los objetivos  del  usuario  final.  En  esta  etapa  de inter
pretación  de resultados  se  evalúa  qué  información  de la  obtenida  es  de interés,
es  decir  se  decide  qué  debe  ser  presentado  al  usuario.  En  algunos  sistemas  la
evaluación  de  la  información  la  lleva  a cabo  el  propio  algoritmo  de extracción.
No  por  ello  deja  de  ser  un  factor  clave  una  etapa  posterior  de  evaluación  del
conocimiento  descubierto  para  saber  si  el  modelo  es  estadísticamente  signifi
cativo.  Por  ejemplo,  un  patrón  que  no es  muy  frecuente  no  es  interesante.  Por
tanto,  es necesario  tener  alguna  medida  de confianza  de  los modelos,  obtenidos
a  partir  de  la  información  contenida  en  una  base  de  datos,  que  nos  indíque  su
representatividad.  Esto  es  especialmente  importante  en  aquellos  casos  en  los
que  los  modelos  se  utilizan  posteriormente  en  tareas  de predicción.  Asimismo,
y  dependiendo  del  método  utilizado,  en  algunos  casos  es  interesante  dispo
ner  de  ciertas  medidas  de  calidad,  como  por  ejemplo,  el  tanto  por  ciento  de
ejemplos  de  entrada  cubiertos,  es  decir  el  grado  de  exactitud  del  modelo.  En
cualquier  caso, es necesario  tener  información  del dominio  para  decidir  el grado
de  interés,  ya  que  los factores  específicos  que  influyen  en  la  determinación  del
conocimiento  extraído  o  impacto  varían  según  las  diferentes  bases  de  datos,
dominios  del  problema  y  objetivos  del  usuario.
(e)  Etapa  de  presentación  del  conocimiento  obtenido
Finalmente,  el sistema debe presentar el conocimiento descubierto/obtenido
de  un modo útil  y comprensible  para  el usuario  final.  Por  ejemplo,  pueden  ge
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nerarse  informes  usando  plantillas  que incorporan  el lenguaje  natural,  o utilizar
representaciones  del  conocimiento  extraído  cercanas  al  lenguaje  natural  como
por  ejemplo  las  reglas  Si-Entonces  (If-Then),  etc.  En  esta  etapa  se  requiere
conocimiento  del  dominio  para  decidir  el  formato  rns  adecuado  con  el  que
mostrar  el  conocimiento  extraído.
Desde  la  perspectiva  del  KDD,  todas  las  etapas  son  complementarias  en
el  sentido  de  que  un  analista  especializado  podría  saltar  de  una  a  otra  hasta
extraer  conocimiento  realmente  útil.
Las  aplicaciones  del  KDD  son  muy  numerosas,  entre  todas  ellas  se  pueden
mencionar  como  ejemplos  interesantes  en las ciencias  de la  tierra:  la  cataloga
ción  de objetos  del espacio  (estrellas,  galaxias,  planetas,  etc.)  extrayendo  reglas
mediante  la  optimización  estadística  de árboles  de decisión,  o la  interpretación
del  genoma  humano  mediante  el  análisis  las  secuencias  de  ADN  utilizando
la  combinación  de  los  modelos  estadísticos  de  Markov y  la  minería  de  datos
[FAYYAD  ET  AL.,  1996a].
Entre  el  KDD  y  las  bases  de  datos  existe  un  área  de  análisis  de  datos  re
lativamente  reciente,  Se  trata  de  el llamado  data warehouseing, que  se puede
traducir  como  almacenamiento de datos, y  que  se  refiere  a  una  tendencia  de
análisis  on-line  de  datos  transaccionales  depurados,  con  el  fin  de  extraer  in
formación  útil  para  la  toma  de  decisiones.  Este  tipo  de  repositorio  recopila
información  de  diferentes  almacenes,  guardando  los  datos  en  un  sólo sitio  físi
co,  y sus  tareas  principales  son la  limpieza  de los  datos,  eliminación  de  ruido  e
inconsistencias;  la  transformación  de los  datos  en formatos  adecuados;  la  inte
gración  de  las diferentes  fuentes  de datos;  la  carga  y la  actualización  periódica
de  la  información.  Los datos  se  organizan  en materias  principales  y desde  una
perspectiva  histórica  en  lugar  de  transaccional  como  sucede  en  las  bases  de
datos  convencionales.  Las  técnicas  de  OLAF  (On-Line  Analitical Processing)
propuestas  en  [CODD ET  AL.,  1993] que  se  realizan  sobre  este  tipo  de  repo
sitorios,  son  herramientas  cercanas  al  campo  de  la  minería  de  datos  para  el
análisis  avanzado,  interactivo  y automático  de  la  información.
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3.1.1.   EL KDD  DESDE UN  PUNTO  DE  VISTA  DEL  APRENDIZAJE  AUTOMÁTICO
Habitualmente  se  han  considerado  dos  modos  básicos  de  razonamiento  o
inferencia:  la  deducción  (inferencia  desde  las causas  hacia  los efectos,  o  desde
lo  universal  hacia  lo particular)  y la  inducción  (que  recorre  el  camino  inverso).
A  estos  dos tipos  de razonamiento  hay  que  agregarle  un  tercer  modo  propuesto
recientemente  llamado  abducción  o  retro ducción,  que  está  relacionado  con  la
génesis  de hipótesis,  tanto  en el razonamiento  científico como en el pensamiento
ordinario.  En  concreto,  la  abducción  es  el  proceso  de  razonamiento  mediante
el  cual  se  engendran  las  nuevas  ideas,  las  hipótesis  explicativas  y  las  teorías
científicas.
Atendiendo  a  su  definición,  la  inferencia  es  la  clave  del  aprendizaje  au
tomático  (Machine  Learning),  que  desarrollado  en  el  marco  de  la  inteligencia
artificial,  se  define  como el  proceso  por  el que  un  ordenador  o sistema  aumen
ta  su  “conocimiento”  y  la  habilidad  de  solucionar  un  determinado  problema
mediante  la  experiencia  [MITCHELL,  19971. Más  concretamente,  los  sistemas
cognitivos  intentan  entender  su  entorno  usando  una  simplificación  del  mismo,
es  decir  un  modelo.  La  creación  de  un  modelo  del  entorno  se  conoce  como
aprendizaje  inductivo.  Este  modelo  se  entiende  como  una  descripción  de  dis
tintos  elementos  del  entorno,  que  atendiendo  a  un  conjunto  de  propiedades
comunes,  pueden  agruparse  en  una  determinada  clase  o concepto.  Este  apren
dizaje  inductivo,  entre  otras  tareas,  ha  permitido  el desarrollo  de herramientas
de  inducción  de  descriptores  en  dominios  donde  existen  problemas  de  elevada
complejidad  [RIAÑ0,  19971.
De  las diferentes  estrategias  que se plantean  en aprendizaje  automático  para
la  inducción  de modelos  tienen  especial  relevancia  las conocidas  como  aprendi
zaje  supervisado  y aprendizaje  no  supervisado.  En  aprendizaje  supervisado
se  obtienen  modelos  o descriptores  de las clases utilizando  un  conjunto  de ejem
plos  preclasificados.  En  otras  palabras,  los  métodos  supervisados  constan  de
una  etapa  de entrenamiento  inicial  o búsqueda  de descriptores  en  la  que  se  su
ministra  al sistema  el conjunto  de ejemplos  de entrada  para  una  o varias  clases.
La  segunda  etapa  de este  tipo  de  métodos  es la  clasificación  o verificación,  y en
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ella  se emplea  el modelo  encontrado  en  la fase de  entrenamiento.  Según  el tipo
de  representación  seleccionada  para  el  descriptor  o  modelo  (redes  neuronales,
árboles  de  decisión,  sistemas  de  reglas,  etc.)  el  conocimiento  embebido  en  el
mismo  podrá  ser  más  o menos  interpretable.  Por  otra  parte  en  el aprendiza
je  no  supervisado  no  se  parte  de  conocimiento  previo  acerca  de  las  clases,
por  lo  que  la  primera  tarea  consiste  en  agrupar  (clustering)  los  datos  a  par
tir  de  alguna  medida  de  similitud.  Como  resultado  se  obtienen  agrupaciones
con  alta  similitud  entre  los  elementos  del  grupo  y  gran  disimilitud  entre  los
elementos  de  grupos  distintos.  Una vez que  se han  formado  los grupos,  las des
cripciones  de  las clases se  obtienen  a través  de  un  aprendizaje  supervisado.  La
semejanza  o similitud  se basa  fundamentalmente  en medidas  de  distancia  para
valores  numéricos,  como  por  ejemplo  la  distancia  euclídea.  También,  aunque
en  menor  proporción,  existen  medidas  de  distancia  para  valores  conceptuales
o  categóricos.  Entre  los  diferentes  métodos  de  clusiering  destacan  por  ser  muy
conocidos,  el algoritmo  Chain-map  o distancia  encadenada  que  es  útil  en  una
primera  exploración  de los datos  y el algoritmo  K-medias  que  requiere  conocer
el  número  de clases  en las  que  se  distribuirán  los  datos.
Un  proceso  de aprendizaje  consta  fundamentalmente  de tres  elementos:  (1)
la  estrategia  de  búsqueda  que  se  define  como  el  modo  en  el  que  se  explora  el
espacio  de  todos  los  modelos  posibles  (espacio  de  búsqueda),  en  definitiva  el
modo  en el que  se  generan  los modelos;  (2)  una  función  de  calidad que  permite
determinar  el  ajuste  del  modelo  a  los  datos;  y  finalmente,  (3)  un  método  de
representación  del conocimiento  que es la forma en la que  se expresa  el modelo  y
por  tanto  el conocimiento  embebido  en el mismo.  Cada  uno de  estos  elementos
se  explican  a  continuación.
El  conjunto  de  todas  las  descripciones  que  se  pueden  construir  con  la  re
presentación  seleccionada  y las condiciones  sobre  las variables  del problema  se
conoce  como  espacio  de  búsqueda  o  espacio  de  soluciones.  En  ese  espacio
de  búsqueda  los  procedimientos  de  generación  de  modelos  se  mueven  a  partir
del  conjunto  O  de  operaciones  que  se  pueden  realizar  sobre  las descripciones.
Finalmente,  una  función  f  de  calidad  evalúa  lo  correcto  que  es  cada  modelo
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permitiendo  orientar  la  búsqueda  hacia  modelos  de  mayor  calidad.  Dentro  de
esta  formalización  de la  búsqueda  de descriptores,  se entiende  por  cubierta  de
un  modelo  el número  de instancias  o ejemplos  descritos  o explicados  por  dicho
modelo.  Los encargados  de  atravesar  el espacio  de  soluciones  son  los  algorit
mos  de  búsqueda,  un  elemento  clave del  aprendizaje  automático.  Mediante
operaciones  de  generalización  o especificación,  según  la  forma  en  la  que  explo
ren  el espacio  de  búsqueda,  los  algoritmos  van  transformando  una  descripción
inicial,  durante  un  proceso  iterativo  que  termina  cuando  la  calidad  del  modelo
es  igual  o superior  a la  deseada  inicialmente.  Las operaciones  de generalización
convierten  un  modelo  dado  en otro  más genérico y  en consecuencia  se  dice que
debilitan  la  descripción  aumentando  la  cobertura,  mientras  que  las operacio
nes  de  especificación  o  especialización  buscan  refinar  el modelo  por  lo  que  lo
fortalecen,  reduciendo  su  cobertura.
Así  mismo,  estos  algoritmos  pueden  realizar  la  exploración  mediante  dis
tintos  tipos  de  búsqueda,  que  atienden  a  varias  clasificaciones.  En  primer
lugar,  según  el  orden  o  estrategia  de  exploración,  la  búsqueda  puede  ser  sis
temática,  si  el  algoritmo  sigue  un  orden  determinado,  o  estocástica,  si  sigue
un  orden  aleatorio.  Atendiendo  a  la  capacidad  retroactiva,  la  búsqueda  pue
de  ser  irrevocable  o  tentativa  (backtracking),  permitiendo  en  esta  última  la
vuelta  a  puntos  del  espacio  explorados  previamente  para  aplicar  otras  opera
ciones.  Finalmente,  teniendo  en  cuenta  la optimización,  la  búsqueda  puede  ser
exhaustiva,  cuando  el  algoritmo  examina  todas  la  posibles  combinaciones,  o
heurística,  cuando  utiliza  conocimiento  para  evitar  explorar  completamente  el
espacio  de  búsqueda.  Si la  búsqueda  se estructura  en  forma  de  árbol,  la  explo
ración  exhaustiva  tiene  dos  posibles  estrategias:  en  anchura,  una  exploración
completa  según  niveles, y en profundidad,  visitando  primero  los nodos  de mayor
profundidad.  Las técnicas  de  exploración  exhaustiva  son  viables  en espacios  de
búsqueda  pequeños  donde  son  capaces  de encontrar  la  mejor  solución  aunque
requieren  con  frecuencia  una  etapa  poda que  simplifique  la  complejidad  de  los
modelos.  Ahora  bien,  los  casos  que  presentan  una  explosión  combinatoria  o
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los  problemas  denominados  NP  —  completos1,  no  se ajustan  a  una  búsqueda
exhaustiva  y  en  estos  casos  la  búsqueda  heurística  es  la  única  opción  factible,
aunque  hay  que  alcanzar  un  compromiso  entre  la calidad  del modelo  y el  coste
computacional  de  encontrarlo.  La  búsqueda  en  este  caso  se  basa  en  una  fun
ción  expectativa  cuyos  valores  permiten  expandir  las diferentes  rutas  del  árbol,
quedándose  con  la  ruta  que  marca  el nodo  de más  valor.  La  búsqueda heurz’sti
ca  dirige  el  proceso  de  búsqueda  basándose  en  el  conocimiento  específico  del
dominio  o en la  calidad  del modelo  candidato  como descriptor  de la  clase.  Por
lo  tanto,  los  métodos  que  utilizan  esta  información  permiten  una  interacción
entre  el  proceso  y  los  objetivos  del  usuario,  provocando  como  consecuencia
una  reducción  del  tiempo  de  computo.  Entre  las  búsquedas  heurísticas  que
utilizan  información  de  la calidad  de la  solución se  encuentran,  la  búsqueda  de
primero  el  mejor  (best-first  search)  y  una  simplificación  de  ésta,  que  propone
un  procedimiento  de  escalada  (hill-climbing)  utilizando  la  función  expectativa
A*.  También,  son consideradas  búsquedas  de tipo  heurístico,  pero  estocásticas
y  no  sistemáticas,  los  algoritmos  genéticos  (Genetic  Algorithms),  basados  el
la  teoría  de la  selección  natural,  y el  recocido simulado  (Simulated  Annealing)
que  imita  el  proceso  de  cristalización-ordenación  de  los  sólidos,  basándose  en
los  principios  de la  termodinámica  y  el cálculo  de la  entropía  [SKIENA,  1998].
Otro  elemento  crítico  en la  búsqueda  de modelos  es la  función  de  calidad
o  criterio  de  preferencia,  que  asigna  un  valor  de  calidad  a  cada  descripción
encontrada.  En  cualquier  proceso  búsqueda  de descripciones  la  calidad  es  fun
damental  para  caracterizar  los modelos  candidatos,  por  lo que  es  una  medida
que  suele  condicionar  el  proceso  de  búsqueda.  Esta  calidad  puede  venir  dada
por  cuatro  conceptos:  la  utilidad,  la  certidumbre  del modelo,  la  simplicidad  y,
por  último,  el grado de novedad  [HAN  &  KAMBER,  2001]. Excepto  este  último,
que  suele  ser  un  concepto  muy  subjetivo,  dependiente  del  usuario  y  difícil  de
implementar,  el  resto  de  los  conceptos  pueden  ser  cuantificados  mediante  una
función,  expresión  matemática  o una  regla  heirística.  Por  ejemplo,  la  sirnplici
1  Problemas  cuya complejidad  aumenta  con el  tamaño  del problema  de forma  exponencial.  Por
ejemplo,  el  problema  del  viajante  en  el  que se  busca  el camino  de distancia  mínima  para  recorrer
sin  repetir  una  serie de  ciudades.
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dad,  que  se basa  en  teoría  de  Ockham2  que  expresa  que  el  modelo  más simple
es  el  que  describe  la  esencia.  La  certidumbre,  es  el  parámetro  más  frecuente
y  utiliza  funciones  de  exactitud  o  fiabilidad  del  modelo  usando  técnicas  de
probabilidad;  y  finalmente  la  utilidad  se mide  detectando  umbrales  de  ruido  o
simplemente  el concepto  de cobertura.  En este  sentido,  la función  debe  tener  en
cuenta  que  los modelos  evaluados  sean  correctos,  utilizando  los  ejemplos  cono
cidos,  y  también  conocer  como  funcionan  en  situaciones  desconocidas.  Para
ello  se  pueden  fijar  dos  medidas:  la  precisión  de  clasificación  (precision)  y  el
alcance  (recali),  que  respectivamente  se  definen  como:
‘—*  Precisión  de clasificación  se define  como la probabilidad  de que  un  objeto
pertenezca  a  la  clase  e  indica  el  funcionamiento  de  la  descripción  en  el
almacén  de  datos.  El  valor  de  precisión  es  máximo,  es  decir  igual  a  1
cuando  el  modelo  cubre  solo  ejemplos  de  la  clase  que  describe.  En  este
caso,  hablamos  de  un  modelo  determinista  que  es  condición  suficiente
para  la  clase.
—*  Alcance  o  validez  es  la  probabilidad  de  la  correcta  descripción  de  un
objeto  arbitrario.  El  valor  de  alcance  es  máximo,  es  decir  es  igual  a  1
cuando  el modelo  cubre  al  menos  todos  ejemplos  de  la clase  que  describe.
Estos  modelos  se  denominan  completos  y son  condición  necesaria  para  la
clase.
Combinando  estos  dos  términos,  decimos  que  un  modelo  es  exacto  si  sa
tisface  dos  requisitos  al  mismo  tiempo:  precisión  máxima  y  alcance  máximo,
en  otra  palabras  cubre  todos  los  ejemplos  de  la  clase  que  describe  y  no  cubre
ejemplos  de otras  clases.
En  la  literatura  [FIELDING,  1999a,  FURNKRANZ  &  FLACH,  2OO3, exis
ten  numerosos  métodos  para  calcular  la  calidad  de  los  modelos  basados  en
parámetros  probabilísticos,  estadísticos  o en la  teoría  de la  información,  etc.  A
2  Ley  de  Parsimonia  o  Navaja  de  Ockham  : entia  non  sunt  multiplicanda  sine  necessitate  (no
multiplicar  los  entes  sin  necesidad)  Resumen  de  la  filosofía terminística  de  William  de  Ockham
(1285-1349)  que supone  el rechazo de  lo superfluo y la exigencia  de simplicidad  en la  explicación de
los  sucesos reales.
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REAL
p  n
ESTIMADO  p   V  F   E
F  V  E
IIRp  RnIIm
Tabla  3.1:  Tabla  de clasificación para  dos clases (p) de  ejemplos positivos y  (n) de negativos
para  determinar  los parámetros  Vp, Fn,  Vn y  Fp
continuación  se  describe  una  de  las posibles  función  de  calidad  que  se  podría
definir.
Tasa  de  error  (te,,.)  es  la medida  más  habitual  y  más simple  de exactitud
de  un  modelo,  y  viene  dada  por  terr  =  1  donde  me,.,. es  el  número
de  errores  y  rn  el  número  total  de  instancias,  entendiendo  error  como
la  descripción  errónea  de  una  instancia.  En  este  caso,  el  objetivo  global
de  un  proceso  de  aprendizaje  es  dirigir  la  búsqueda  hacia  modelos  que
minimicen  los errores.
En  un  problema  de  dos  clases,  una  que  llamaremos  de  ejemplos  positivos
(p)  y  otra  de  ejemplos  negativos  (n)  o  contraejemplos,  se  pueden  definir  dos
tipos  de error.  El  primero  es  el  derivado  de  considerar  como  positivo  un  ejem
plo  negativo,  en  este  caso  hablamos  de falsos  positivos  (Fr).  El  segundo  tipo
de  error  lo provoca  la  consideración  de un  ejemplo  positivo  como negativo,  en
este  caso  hablamos  de falsos  negativos  (Fa).  Siguiendo  esta  nomenclatura,  son
verdaderos  positivos  (V,)  y verdaderos  negativos  (Va) aquellas  instancias  que  se
clasifican  correctamente  en su  correspondiente  grupo.  Estos  cuatro  parámetros
se  pueden  representar  dentro  de  una  tabla  denominada  de  clasificación  (tabla
3.1)  que  presenta  en filas los valores  reales  de  las instancias  (R)  y  en  las  colum
nas  los  valores  estimados  (E).  En  la  tabla  m  es  igual  a  todos  los  ejemplos.
•  La  función  aciertos,  llamada  también  CCR  (Correct  Clasification  Rate)
y  la  más  utilizada  en  estudios  ecológicos  [FIELDINC,  1999a],  se  formula
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en  términos  de  verdaderos  y  falsos,  y  calcula  la  exactitud  utilizando  la
relación  entre  el  número  de aciertos  (l/,  + V)  frente  al total  de ejemplos.
Por  otro  lado,  la  función  llamada  aciertos  y  errores  es  una  extensión
de  la  función  aciertos,  que  incluye  la  proporción  de  fallos  para  que  la
búsqueda  sea  más  efectiva  e  incluya  el  término  alcance.  Estas  fórmulas
pueden  expresarse  de  la  siguiente  forma:
Vp+Vn
faciertos  —                               1m
íVp+Vn        Fp+Fn
faciertos  y  errores  =  i           X1 —                   (2)
m               m
donde  in  es igual  a  Vp  + Fp + Vn  + Fn.
La  función  aciertos  requiere  únicamente  realizar  dos  cálculos,  por  lo  que
se  trata  de  una  función  que  puede  consumir  menos  tiempo  de  computo.
Sin  embargo,  según  FIELDING  [1999a] incluir  los  errores,  como  hace  la
función  aciertos  y  errores, puede  evitar  que  durante  la  evaluación  se  pro
duzca  un  posible  fenómeno  de  prevalencia  de  alguna  de  las  clases  y  que
éste  afecte  al  resultado.
Una  de  las  funciones  más  utilizada  en  el  campo  de  la  minería  de  datos
para  la  búsqueda  de descriptores  es  la  basada  en el  cálculo  de  dos térmi
nos:  la  sensibilidad  y  la especificidad;  propuesta  en  EHAND, 1997] se basa
también  en  estos  cuatro  parámetros  de  calidad  anteriormente  definidos.
Esta  función  incluye  los  dos tipos  de  errores.  En  primer  lugar  el  término
sensibilidad  (S)  que  se  define como  la capacidad  que  tiene  un  modelo  pa
ra  describir  los ejemplos  positivos  y formula  como  S =  El segundo
término,  especificidad  (E),  se define  como la  capacidad  que  tiene  ese mis
mo  modelo  de  no  cubrir  ejemplos  negativos  y  su  expresión  matemática
es:  E  =  V  Estos  dos términos  componen  la  función  de  calidad  finalV+F
que  se expresa  en  la  ecuación  3.
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JSXE=SxE                      (3)
Soporte  y  la  confianza  [ACRAWAL  ET  AL.,  1993] son  otros  parámetros
de  calidad  descritos  en la  literatura  y  muy  utilizados  en la  extracción  de
reglas  de  asociación.  Soporte  (s)  se  define  como  el  número  de  registros
que  cubre  una  regla  y  se  expresa  como  s(I  =  p)  =  p(I  U p),  donde  1
representa  al  conjunto  de  instancias  que  satisface  el  antecedente  y  p  las
que  pertenecen  a  la  clase,  y  p  es  la  probabilidad  de  que  se  den  ambas
condiciones.  Convencionalmente,  en  clasificación  este  parámetro  repre
senta  al  número  de  instancias  cubiertas  por  el  modelo  a  evaluar.  Según
la  nomenclatura  de  verdaderos  y  falsos,  vendría  dado  por  la  ecuación
S  =  Una  medida  asociada  al  soporte,  es  la  proporción  de  ejem
plos  correctos  en  clasificación,  es  decir  la  confianza  (c).  Formalmente,  se
define  confianza  como  la  proporción  de  ejemplos  que  satisface  las  con
diciones  de  la  regla  además  de  pertenecer  a  la  clase,  es  decir  el  cálculo
de  la  probabilidad  condicionada  de que  los elementos  cumplan  el modelo
cuando  éstos  pertenecen  a  la  clase.  Matemáticamente,  se  expresa  como
c(I  =  p)  =  p(p/I).  De  nuevo,  en  términos  de  verdaderos  y  falsos  este
parámetro  se  expresa  del  siguiente  modo,  c  =
•  Por  último,  otra  función  que  utilizan  muchas  técnicas  de  inducción  de
modelos  es la  basada  en el concepto  ganancia  de información  de  la teoría
de  la información  enunciada  en  [SHANNON, 1948] .  El  elemento  esencial
de  esta  función  es  la  entropía  básicamente  expresada  como  (—logo p)
para  un  problema  de  c clases  con  probabilidad  p,  y  que  se  define  como
la  magnitud  que  mide  la  información  contenida  en  un  conjunto  de  datos,
es  decir  la  información  que  aporta  un  dato  o hecho  concreto,  y  que  se
expresa  matemáticamente  como:
H(A)  —    Pv(i)  log2 Pv(i)               (4)
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donde  Pv(i)  es la probabilidad de clasificar un ejemplo i  al  dividir  el  con
junto  de  ejemplos  según  un  determinado  atributo  A  y  un  valor  y  E  V,
que  es  el conjunto  de todos  los  valores  de  A.
La  cantidad  de  la  información  I(p,  n)  que  se necesita  para  decidir  si una
muestra  cualquiera  pertenece  a  p o a  u  se  define como:
I(p,n)=  —pr log2  Pp —pa  log2 Pn               (5)
Finalmente,  la  ganancia  de la información  G  que  se obtiene  del conjunto
dividido  a  través  el  atributo  A  se  calcula  como la  diferencia  entre  la
cantidad  de  información  I(p,  n)  menos la  entro pía,  es  decir  el  grado  de
pureza  de  los subconjuntos  generados  H(A).
G(A)  =  I(p,  n)  —  H(A)                   (6)
Como  se  deduce  de  la  expresión,  una  menor  entropía  implica  una  ma
yor  ganancia  de  la  información,  y  esta  ganancia  es  máxima  cuando  cada
subconj  unto  contiene  un  sólo  tipo  de  ejemplos  (sólo  positivos  o  sólo ne
gativos),  es  decir  no  existen  impurezas  y  la  entropía  es  igual  a  cero.
En  términos  de  verdaderos  y  falsos  para  un  conjunto  de  m  ejemplos  que
se  dividen  en  dos clases  (p y n),  la  entropía  y  ganancia  de la  información
[BALDI  ET  AL.,  2000]  se expresa  como:
E(p,n)=  _H(Y,Y±,,)  —  Y_P10gVP+FPVP+Ffl  (7)
un  m  m  m    m     m     m
Fn  Vp+FnVn+Fn
——log
un     m     m
-lo  Vp+FpVn+Fp
m  g  m     m
Vn  Vn+FnVn+Fp
—  —log
ni        m        m
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donde
H  (Ye, ,  ,   =        - Y_1og_  -       —  (8)m  rn  lfl  112)    m   m    ni    m   ni    in   m    ni
3.1.2.   BÚSQUEDA SUPERVISADA DE  DESCRIPTORES
El  aprendizaje  supervisado,  atendiendo  a  la  definición  expresada  en la  sec
ción  anterior  precisa  conocer  ejemplos  distribuidos  en unas  clases,  previamente
predefinidas,  de las  que  se  desea  conocer  su  descripción  o  modelo.
La  búsqueda  supervisada  de  un  modelo  descriptivo  (descriptor)  se  basa
en  la  siguiente  idea.  Supongamos  un  conjunto  de  m  ejemplos  que  poseen  dos
atributos  H  cuyos  valores  posibles  son  {h1, h2,...  ,  hm}  y  G  con  los  valores
{gi,  g,.  .  .  ,  y  una  tercera  variable  C que se utiliza  para  predefinir  las clases
p  y n.  Los modelos  para  explicar  una  de las clases, se  expresan  en función  de los
dos  atributos,  por  lo  que  también  reciben  el  nombre  de  variables  predictoras.
Esta  situación  se  representa  en  la  figura  3.2,  que  muestra  la  distribución  de
todas  las  ejemplos  en  función  de estos  dos atributos.  En la  figura  los ejemplos
positivos,  es  decir  los  ejemplos  que  pertenecen  a  la  clase  p  (C  =  p)  están
representados  por  el   positivos  p  y  los  ejemplos  negativos,  los ejemplos  que
pertenecen  a  la  clase  n  (C =  n)  se representan  con  el símbolo  e.
Ahora  bien,  en  la  búsqueda  de  modelos  descriptores  de  clases,  se  puede
dividir  el  dominio  de  valores  de  los  atributos  predictores,  antes  o  durante  el
proceso  de  búsqueda.  Esta  fase  de  división  no  es  requerida,  es  frecuente  en
la  búsqueda  de  modelos  comprensibles  e  interpretables.  Además,  esta  parti
ción  del  dominio  (en  los  atributos  numéricos  fundamentalmente  hablamos  de
discretización)  facilita  el  proceso  de  aprendizaje.  Existen  diferentes  métodos
para  realizar  la  partición  del  dominio  de  cualquier  variable,  que  se  explican
con  mayor  detalle  en  el  apartado  6.1  de  preparación  de  los datos.
En  nuestro  ejemplo,  para  el  atributo  H  se  crean  las particiones  a  y  b y  de
forma  análoga,  se  divide  el dominio  para  el  atributo  C  en las  particiones  c y
d,  tal  y  como  se puede  ver  en  la  figura  3.3.
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Figura  3.2: Ejemplo de instancias con dos atributos H y G que se distribuyen en dos clases
p  (e) y it  (e)
En  cualquier  caso,  utilizando  los  atributos  predictores  y  sus  diferentes  va
lores  se  construyen  los  modelos  candidatos  para  la  clase  objetivo.  Y  tras  la
construcción  de  una  hipótesis,  se  evalúa  su  calidad  como  solución,  determi
nando  el  número  de  aciertos  y  de  errores  de  clasificación  de  dicha  hipótesis,
comparando  los valores  reales  de  los ejemplos  con  los  valores  estimados  por  el
modelo  (figura  3.4).
Supongamos  en nuestro  ejemplo  que  se  construye  el  modelo  candidato  M
de  la  forma  f(H,G)  =  p  que  relaciona  los atributos  según  la  expresión:  [f(H,G) =
H(a)VG(c)].  La aplicación  de este  modelo  sobre los datos  de partida,  determina
que  un  ejemplo  pertenece  a  la  clase  p  si el  valor  de  atributos  H  y  G cumplen
la  expresión.  En  caso  contrario,  la  instancia  pertenece  a  la  otra  clase  (n),  tal  y
como  se observa  en la  figura  3.4b.  Por  lo tanto,  un  parámetro  de  calidad  como
la  exactitud  para  este  ejemplo  se  podría  calcular  teniendo  en  cuenta  que  16
instancias  de las  18 que  existen  se  han  descrito  correctamente.  Los  dos  fallos,
que  se  pueden  observar  en  la  figura,  son  el ejemplo  negativo,  número  1 en  la
figura,  descrito  como positivo  (Fr),  y a un  F,  ejemplo  positivo  (2)  que  no  sido
descrito  como  tal.
En  el  ejemplo,  para  explicar  de  un  modo  sencillo  el  fundamento  de  las
técnicas  de  búsqueda  de  descriptores  se  han  utilizado  tan  sólo  dos  variables.
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Figura  3.3: Distribución  de las  instancias  según las particiones de  los atributos  G  y H
No  obstante,  lo  más  frecuente  es  que  los  ejemplos  posean  un  número  eleva
do  de  atributos  y  por  lo  tanto,  que  el  proceso  de  aprendizaje  involucre  un
gran  número  de  variables,  decimos  entonces  que  son  espacios  de  búsqueda
N-dimensionales.
El  objetivo  general  un  proceso  de aprendizaje  es buscar  iterativamente  em
pleando  algún  algoritmo  de  búsqueda  el  modelo  descriptivo  que  maximice  la
calidad.  La  etapa  inicial  de  búsqueda  de  descripciones  se  realiza  sobre  una
colección  de  ejemplos  seleccionados  aleatoriamente  a  partir  del  conjunto  ini
cial  de ejemplos,  que  se  denomina  conjunto  de entrenamiento.
Tras  la  etapa  de  entrenamiento  en  la  que  se  descubre  el  modelo  final,  es
necesario  calcular  la  calidad,  o lo  que  se  conoce  como  exactitud  predictiva,  en
una  etapa  denominada  de  validación.  El  método  más  simple  y  popular  para
calcular  este  parámetro  es  la  utilización  de un  conjunto  de datos  que  no  hayan
intervenido  en  la  etapa  de  aprendizaje,  es  decir  un  conjunto  de validación  se
parado  de forma  aleatoria  de  los datos  antes  del  aprendizaje.  Este  método  de
evaluación  se  denomina  H  del  inglés  holdout,  traducible  como  “a  perdurar”.
La  exactitud  del modelo  se obtiene  a  partir  del  porcentaje  de  ejemplos  de este
segundo  conjunto  correctamente  descritos  por  el modelo.  Sin  embargo,  existen
otros  métodos  que  permiten  validar  y  conocer  la  exactitud  predictiva  de  los
modelos  descubiertos  como el  remuestreo  y  el método  de  Jackknife,  entre  otros
H
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Figura  3.4: Comparación entre (a) el valor real de cada ejemplo y (b) el valor estimado por
el  modelo ejemplo M  para la clase p, es decir cuando C =
[FIELDING, 1999aJ.
3.1.3.   REPRESENTACIÓN  DEL  CONOCIMIENTO.  ÁRBOLES  DE DECISIÓN  Y  REGLAS
Definidos  la  estrategia  de  búsqueda  y la  función  de  cadidad,  el  último  ele
mento  importante  de  un  proceso  de aprendizaje  automático  es  la  forma  en  la
que  el  conocimiento  es  expresado,  es  decir  como  se  escribe  el  modelo.  La  re
presentación  del  conocimiento  es una  forma  consistente  y  útil  de organizar
la  información  en  las  máquinas  y  está  ligada  estrechamente  al  paradigma  de
aprendizaje  que  se  utilice.  Además,  la  representación  debe  ser  inteligible  con
fin  de  facilitar  su  procesamiento.  Asimismo,  el conocimiento  debe  estar  repre
sentado  por  un  lenguaje  capaz  de  mostrar  descripciones  del  mundo,  según  un
conjunto  de  convenciones  sintácticas  y  semánticas,  es  decir  un  lenguaje  que
contenga  tanto  símbolos  como  significado.  La  evaluación  de  cualquier  tipo  de
representación  se  realiza  a  partir  de  su  capacidad  para  solucionar  el problema,
su  expresividad,  sencillez  e  interpretabilidad.
Existen  diferentes  formas  de  representar  el  conocimiento,  algunas  de  las
más  importantes  se  describen  a  continuación.
1.  Las  representaciones  simbólicas  son  expresiones  lógicas  con  un  signifi
c          d
G
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cado  preestablecido  utilizando  los  símbolos  y  conceptos  que  emplearía
un  experto.  Este  tipo  de  representación  evita  las  ambigüedades  típicas
de  los  lenguajes  naturales  y  simula  directamente  caracteres  inteligentes
del  ser  humano.  Representaciones  de  tipo  simbólico  son  la  representa
ción  cuasi-proposicional  y la  representación  proposicional.  Los métodos
c’uasi-proposicionales  usan  sentencias  declarativas  y se  puede  expresar  de
forma  normal-conjuntiva,  como la  suma  de atributos,  o de forma  normal-
disyuntiva,  como la  separación  de los atributos  que  forman  el descriptor.
Los  métodos  de  representación  proposicional  usa  sentencias  declarativas
a  las que se puede  asociar  un  valor lógico de verdad  (verdadero  o falso),  es
decir  se  usan  proposiciones  lógicas.  La asociación  de proposiciones  requie
re  la  utilización  de  conectivas  lógicas como negación,  conjunción,  disyun
ción,  condicional  y  equivalencia  o  bicondicional,  que  permiten  construir
expresiones  nuevas  a  partir  de  las existentes,  obteniendo  nuevos  signi
ficados.  El  razonamiento  en  un  lenguaje  de  símbolos  utiliza  la  lógica  y
cálculo  algebraico  establecidos  por  las  leyes de  Boole  [BOOLE,  1848].
Los  siguientes  tipos  de  representación  simbólica  se  derivan  de  la  lógica
proposicional.
•  La  lógica  de  primer  orden  pretende  formalizar  las expresiones  del
conocimiento  humano  y está  formada  por frases  declarativas  simples.
•  Los  árboles  de  decisión  (o  árboles  de  clasificación  y  regresión  ) son
gráficos  de  flujo  con  estructura  de  árbol.
•  Las  reglas de clasificación  surgen  como  una  alternativa  a los  grandes
árboles,  que  son  complejos  e ininterpretables.
•  Los  sistemas  expertos  están  basados  reglas de producción,  o también
las  listas  de decisión, que se utilizan  para  automatizar  el razonamien
to,  realizan  inferencias  concatenadas,  por  lo que  el  razonamiento  se
hace  de  forma  progresiva.
2.  La  representación  sub-simbólica  simula  los elementos  de  más  bajo  nivel
que  componen  los  procesos  inteligentes,  esperando  que  la  combinación
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surja  de  forma  espontánea,  por  lo tanto,  utiliza  un  nivel  de  abstracción
bajo  y  en  consecuencia  no  son  directamente  interpretables.  Este  tipo  de
representación  es  la  que  usan  las  en  redes  neuronales  o  clasificadores
bayesianos,  ambos  difíciles de interpretar.
3.  La  representación  estructural,  que  se puede  considerar  un  caso  particular
de  representación  simbólica,  dotan  a  la  expresión  de  una  distribución  y
orden  de  la  información  representada,  y  pueden  ser:
Las  redes  semánticas  y  mapas  conceptuales,  estos  últimos  de  mayor
complejidad  estructural,  contienen  nodos  que representan  conceptos,
dotados  por  tanto  de  significado,  y  que  están  conectados  por  arcos
que  representan  relaciones  o  predicados  entre  los  conceptos.
m  Los  esquemas  o  marcos  son  un  tipo  de  representación  que  permite
describir  objetos  y  clases  de  objetos  incluyendo  los  atributos  y  sus
valores  en  los llamados  slots  (ranuras).
Por  su  popularidad  destacan  los  árboles  de  decisión  y  las reglas.  A  con
tinuación,  se  exponen  los  elementos  fundamentales  de  la  lógica  proposicional
porque  es la base  de estos  dos tipos  de representación,  y parte  de la base  teórica
de  la  propuesta  de  esta  tesis.
Lógica  proposicional
La  lógica proposicional  permite  generar  estamentos  o proposiciones  lógicas,
utilizando  los siguientes  elementos  lógicos:
•  La  conjunción  equivale  a  la  expresión  en  lenguaje  natural  “b y  q”, que
es  la  proposición  compuesta  de  b y  q.  Puede  ser  denotada  por  AND  o
el  símbolo  A.  Los  valores  de  la  tabla  de  verdad  de  este  operador  (figu
ra  3.5b)  determina  que  la  conjunción  es  verdadera  (y),  cuando  ambas
proposiciones  son  verdaderas;  de  lo contrario,  es falsa  (F).
—  41—
Capítulo  DESCUBRIMIENTO DE CONOCIMIENTO EN BASES DE DATOS
g     bANG#g
Figura  3.5: Representación  gráfica  y  la  tabla  de  verdad  de  la  conjunción  (AND)  de  las pro
posiciones  b y  q
La  disyunción se  expresa  en  lenguaje  natural  como  “b o q”, “ambos” o
“o bien b o bien q”. El  conectivo  o se  denota  por  OR  (o)  o el  símbolo  y.
Siguiendo  la  información  dispuesta  en la  tabla  de  verdad  del  OR,  figur
3.6b,  la  proposición  compuesta  b y  q  es  verdadera  si,  al  menos  una  de
las  proposiciones  b o  q  son  verdaderas,  y  es  falsa  sólo  cuando  las  dos
proposiciones  son  falsas.  Este  conectivo  tiene  dos  formas  diferentes  de
empleo.  Uno,  cuando  ambas  proposiciones  pueden  cumplirse,  es  decir  al
menos  una  de  las dos  es  verdadera;  y  un  segundo  modo,  en  el  que  se
excluye  la  intersección,  es  decir  cuando  ambas  son  verdaderas  al  mismo
tiempo,  XOR  es falso.  Hablamos  entonces  del  O excluyente oXOR  (figura
3.6c).
gbOA  g                  q
______________  _____________________      fluílli<Á1M1i
Figura  3.6: (a)  Representación  gráfica  del  operador  OR,  (b) la tabla  de verdad  del operador
OR  y  (c) el  operador  XOR
•  Negación se utiliza  para  negar  la  proposición  p,  es  decir  corresponde  a  la
proposición  no b, denotada  por  NOT  b o  -‘p3.
NOT  no  es  un  conectivo  propiamente  dicho,  dado  de  que  no  une  dos
proposiciones,  sino  que  es  un  operador  que  determina  el  significado  de
‘  En  algunos  textos  también  se  utiliza  --jb o  bien  i
b
q
b        ___
b
»  illb’t. ]ll » »
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Figura  3.7:  (a) Representación gráfica del conectivo NOT de la proposición p y (b) su tabla
de  verdad
una  proposición.  La tabla  de verdad  de NOT,  en la  figura  3.7b determina
que  el  valor  de  —‘b es el contrario  de  la  proposición  b.
Es  importante  mencionar  que,  por  convención,  en  una  proposición  que
está  formada  por  los  diferentes  operadores  lógicos,  el  AND  (que  representa
el  producto)  se  ejecuta  de  forma  precedente  al  operador  OR  (que  representa
a  la  suma).  Por  consiguiente,  para  determinar  el  empleo  de  los  paréntesis,  se
asume  la  siguiente  igualdad:
A  x  X+Y  x  Z=(Ax  X)  ÷(Y  x  Z)
y  por  lo tanto,
A  and  X or  Y  and  Z=  (A  and  X)  or  (Y and  Z)
Árboles  de  decisión  y  reglas
Los  dos paradigmas  más  empleados  en tareas  de  aprendizaje  inductivo  de
descripción  y clasificación  son los árboles  de  decisión  y los conjuntos  de  reglas.
Los  dos tipos  de  representación  son considerados  equivalentes,  sin  embargo  los
mecanismos  de  búsqueda  y  la  forma  de  los  resultados  difieren,  y como  conse
cuencia  su  elección  depende  de  los  objetivos  y  lo que  se  espera  del  proceso  de
búsqueda.
Árboles  de  Decisión
QUINLAN  [1986] propuso  el  lema  divide  y  vencerds  para  la  segmentación
del  espacio  de  búsqueda  en  la  que  se  basa  la  construcción  de  los  árboles  de
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decisión.  Básicamente,  un  árboles  de  decisión,  también  llamado  de  clasifica
ción  y  regresión,  es  un  cuestionario  formado  por  nodos  y  ramas.  Los  nodos
representan  preguntas  sobre  atributos  y las ramas  son los valores  salida  a cada
pregunta.  Todas  las ramas  acaban  en nodos hojas,  que  representan  la respuesta
final,  es  decir  la  clase  en la  que  un  ejemplo  pertenece.  Los  árboles  se  constru
yen  de  forma  recursiva  de  arriba  a  abajo  (top.-down),  seleccionando  en  cada
nivel  la  variable  que  más información  proporciona  respecto  a  la  clase  prede
finida.  La  información  se  cuantifica  utilizando  el  criterio  heurístico  ganancia
de  la  información,  explicado  en  la  sección  anterior,  El  proceso  de  cálculo  de
ganancia  se  repite  con  todos  atributos  en  cada  nivel  del  árbol,  y  siempre  se
elige  el  atributo  que  produce  la  mayor  reducción  de  la  entropía.  Esta  técnica
basada  en la  entropía,  que, frente  a otro  tipo  de búsqueda  minimiza  el esfuerzo
necesario  para  clasificar  un  elemento,  garantiza  un  árbol  simple,  aunque  no
el  más  simple.  Cuando  las  soluciones  son  muy  complejas,  los  árboles  son  ex
cesivamente  grandes,  y el  propio  algoritmo  realiza  una  poda  que  simplifica  la
estructura  final  con  el fin de  que  sea  inteligible.  Los árboles  funcionan  bien  en
presencia  de  ruido  y  se  suelen  aplicar  en  el  análisis  de  riesgos  y  la  diagnosis
médica.
La  información  que  contienen  los  árboles  de  decisión  se  puede  represen
tar  de  forma  más  simple,  como  un  conjunto  de  reglas  sin  grandes  perdidas
de  información.  Cada  regla  del  conjunto  se  construye  a  partir  de  la  hoja  con
más  cobertura  del  árbol,  previamente  podado.  Para  ello,  cada  camino  o rama,
desde  la raíz  hasta  un  nodo  hoja  se convierte  en una  conjunción  de pares  valor-
atributo,  que  constituye  el antecedente  de la  regla,  mientras  que  el consecuente
es  la  referencia  a  la  clase  del nodo-hoja  de la  rama.  Los ejemplos  del  conjunto
de  datos  cubiertos  por  la regla  construida  se eliminan,  y se  repite  el proceso  ge
nerando  nuevas  reglas  hasta  que  no queden  ejemplos  por  cubrir.  Las  diferentes
ramas  de  un  árbol,  que  representan  caminos  alternativos  hasta  un  nodo  hoja
se  representan  como  disyunciones  (OR).  El  resultado  de  la  transformación  es
un  conjunto  de  reglas,  que  son  mutuamente  excluyentes.
Los  conjuntos  de  reglas también  pueden  ser  obtenidos  directamente  sin  ne
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cesidad  de construir  un  árbol  previamente.
Conjuntos  de  reglas  SI-ENTONCES
Las  reglas son  una  forma  de representación  del conocimiento  muy  utilizada
tanto  en  minería  de  datos  como  en  inteligencia  artificial.  Esta  popularidad  se
debe  a  que,  según  ciertas  teorías  psicológicas,  el  comportamiento  inteligente
de  los  humanos  utiliza  este  esquema  de  razonamiento  y,  por  lo  tanto,  son
capaces  de expresar  conocimiento,  resolver  y representar  problemas  humanos  y
cognitivos  [NEWELL &  SIM0N,  1972]. Además,  las reglas pueden  ser completas
y  precisas,  son fáciles  de usar  y factibles  desde  un  punto  de vista  informático  y
computacional.  En  resumen,  teniendo  en  cuenta  todas  consideraciones  básicas
y  decisivas  son  una  elección  adecuada  de representación  del conocimiento,  que
presentan  siguientes  características:
•  Interpretatibidad. Los  humanos  pueden  interpretar  directamente  el  mo
delo  encontrado  y  reconocer  fácilmente  el  conocimiento  que  se  descubra.
En  definitiva,  las  reglas  son  modelos  capaces  de  reconocer  determinados
conceptos  o clases.  En  muchas  ocasiones,  la  interpretabilidad,  que  depen
de  del  número  de  reglas,  se  encuentra  en  compromiso  con  la  exactitud,
ya  que  modelos  muy  exactos  suelen  ser muy  complejos  e ininterpretables.
En  estos  casos,  se  considera  primero  la  simplicidad  [HOLTE,  1993].
•  Modularidad. Las reglas  representan  el conocimiento  de forma  global  me
diante  la  unión  de  conocimientos  pseudo-independientes,  es  decir  dentro
del  conjunto,  cada  regla  unidad  cubre  una  parte  del  problema,  corres
pondiendo  a  una  parte  conocimiento  requerido  para  la  solución  total.
Este  planteamiento  corresponde  a  teorías  reduccionistas,  por  las  que  se
determina  que  un  problema  es  igual  a  la  suma  de  sus  partes  más  las
relaciones  entre  esas soluciones  parciales.  Esta  modularidad  implícita  do
ta  a  este  tipo  de  modelos  de  una  gran  flexibilidad  que  permite  abordar
más  fácilmente  problemas  muy  complejos.  No obstante,  justamente  esta
perspectiva  reduccionista  representa  la  única  preocupación  sobre  estos
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métodos  de  representación,  ya  que  Según DIETTERICH [1998] están  limi
tados  sólo  al  aprendizaje  de  pequeñas  fracciones  de  todas  las  hipótesis
posibles.  Sin  embargo,  éste  es  un  debate  abierto  dentro  del  área  de  la
psicología  y la  cognición  humana.
•  Ingenier(a  del conocimiento.  Las reglas  son muy fáciles de crear,  interpre
tar,  verificar,  manejar  y utilizar,  y durante  el proceso  de aprendizaje  son
generadas,  modificadas,  representadas  o gestionadas  de forma  automática
usando  procedimientos  cognitivos  de razonamiento  estándares.
•  Utilidad.  Las  reglas  son  bien  aceptadas  en  sistemas  artificiales  como  los
sistemas  expertos  o sistemas  de ayuda  a  la  decisión  y tienen  una  estruc
tura  sencilla  y pueden  ser,  por  un  lado,  fácilmente  adaptables  a  sistemas
existentes  y, por otro  lado,  pueden  ser extendidas  con otros  métodos  como
como  la  lógica  difusa.
•  Escalabílidad.  Cada  una  de  las  reglas  de  un  modelo  único  representan
conocimiento  complementario,  este  hecho las  concede  flexibilidad  y esca
labilidad.  Por  ejemplo,  para  representar  un  problema  complejo  basta  con
añadir  diferentes  reglas que  cubran  cada  parte  del problema.  No obstante,
existe  una  limitación  en cuanto  al tamaño  del conjunto  de reglas,  debido  a
que  un  excesivo número  de reglas puede  hacer  que no  sean  comprensibles,
o  pueden  incluso  contradictorias.
El  empleo  de  reglas  ha  sido  un  éxito  en  muchas  aplicaciones,  y  entre  ellas
destacan  los  sistemas  expertos,  desarrollados  en  la  década  de  1980, utilizan  y
describen  reglas  de  producción  para  la  toma  de  decisiones  y  pueden  realizar
determinadas  acciones  cuando  se producen  ciertos  eventos.
La  estructura  de  las  reglas  es  una  implicación  lógica,  que  consta  de  dos
partes  y  que  en  lenguaje  natural  se  expresa  como:
SI  antecedente  ENTONCES consecuente
La  parte  SI (IF)  es el antecedente,  premisa,  condición  o situación;  y la  par
te  ENTONCES  (THEN)  es el  consecuente,  conclusión,  acción  o respuesta.  El
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antecedente  está  formado  por  los atributos  AN  que  tienen  los ejemplos,  y  que
definen  las  variables  predictivas.  El  consecuente,  por  otro  lado,  está  formado
por  un  atributo  preseleccionado  para  la  clase  C,  donde  C  E  AN.  Tanto  el  an
tecedente  como  el  consecuente  están  formados  por  unidades  lógicas  mínimas,
llamadas  en la literatura  literales  <AN  VN  >,  y que  a su  vez están  formados
por  un  atributo,  su  valor  y  un  operador  de  comparación  (por  ejemplo  =)  que
los  une.  Estos  literales,  además  de  proposiciones,  pueden  ser  una  comparación
entre  atributos  como  sucede  en  la  lógica  de  primer  orden.  Cuando  estos  pa
res  forman  parte  del  antecedente  son  normalmente  llamados  precondiciones,
o  simplemente  condiciones.  La  formación  de un  conjunto  de  condiciones  utili
za  los  elementos  típicos  de  la  lógica  proposicional  (NOT, AND Y  OR) explicados
en  la  sección  anterior,  es  decir  diferentes  proposiciones  se  combinan  mediante
conjunciones  y  disyunciones  para  formar  antecedente  según:
R:  SI  [(A1 =  vi)  AND (A2 =  y2)]  GR [(AN =  VN)]  ENTONCES C
Teniendo  en  cuenta  las  características  del  operador  OFt, este  conjunto  de
precondiciones  puede  ser  convertido  en  el  siguiente  conjunto  de  reglas  no  ex
cluyentes,  es  decir  que  un  ejemplo  puede  ser  cubierto  por  una  o varias  reglas
del  conjunto.
rl:  SI  (A1  =  vi)  AND (A2  =  y2)  ENTONCES C
r2:  SI  (AN  =  VN)  ENTONCES C
Fundamentalmente,  según  MITCHELL [1997] la búsqueda  de reglas  y árboles
se  realiza  por  técnicas  basadas  en  ejemplos,  que  se pueden  realizar  fundamen
talmente  utilizando  dos  tipos  de técnicas:  a)  técnicas  sistemáticas  o recursivas
de  tipo  voraz  (Creed y)  utilizadas  por  los  algoritmos  clásicos  de  inducción  de
reglas,  y b)  los métodos  estocásticos  que utilizan  las técnicas  evolutivas.  Ambos
tipos  buscan  en el mismo  espacio  de soluciones,  ya que  la forma  de  representa
ción  es la misma  y por  lo tanto,  ambos  métodos  permiten  descubrir  los mismos
modelos.
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La  lista  de  publicaciones  que  presentan  algoritmos  clásicos  de  inducción
de  reglas  y/o  árboles  es  muy  extensa  [FÜRNKRANZ, 1999]. Destacan  dos  tra
bajos,  por  un  lado,  el  trabajo  anteriormente  mencionado  de  [QUINLAN,  19861
que  presenta  el algoritmo  1D3 (Iterative Dichotomizer)  para  la  construcción  de
árboles  de  decisión  basándose  en la  división  recursiva  del  conjunto  utilizando
como  función  de calidad  basada  en  la  entropía.  El  segundo  trabajo  es  CLARK
&  NIBLETT  [1989] que  describe  el  algoritmo  CN2,  un  método  de  especializa
ción  de  construcción  secuencial  de  conjuntos  de  reglas  que  va  eliminando  los
registros  que  se van  cubriendo.  Otros  algoritmos  importantes  son los siguientes.
Algoritmos  de  la  familia  de  algoritmos  de  1D3  para  la  construcción  de
árboles  son  por  ejemplo  el  C4,  que  está  especializado  en  atributos  numéricos
continuos  y  utiliza  operadores  como  Ç  o  ,  o  el  algoritmo  C4.5 [QUINLAN,
1993].  Dentro  de esta  familia  1D3 prefiere  árboles  sencillos,  es  decir  los caminos
del  árbol  más  cortos  hasta  la  hoja  y  que  proporcionan  mayor  información.
Otro  algoritmo  clave  en  la  literatura  para  la  inducción  de  árboles  es  CART
(Classification  and  Regression  Trees)  [BREIMAN ET AL.,  1984] que  construye
árboles  binarios  (basado  en  la  partición  binaria  de  las  variables)  y  utiliza  el
índice  de diversidad  de  Gini.  Una  variante  de este  método  es  QUEST  (Quick,
Unbiased  and  Efficient  Statistical  Tree)  [L0H  &  SHIH, 1997]  que  usa  otros
métodos  estadísticos  para  la  selección  de  los  atributos.  Los  algoritmos  SLIQ
(Superuised Learning in  Quest) y SPRINT  (Scalable PaRallelizable INduction
of  decision  T’rees) construyen  árboles  en  anchura  en  vez  de  en  profundidad
como  los  explicados  y  emplean  un  criterio  de  poda  basado  en  el  principio  de
longitud  de  descripción  mínima  (MDL).
Los  algoritmos  para  la  inducción  directa  de  reglas  también  usan  el  princi
pio  de  Quinlan,  aunque  ha  sido  paulatinamente  modificado  hacia  lemas  como
separa-y-vencerás  o  reconsidera-y-vencerás  [BOSTRÓM  & ASKER,  1999], para
reducir  el efecto  de la  replicación  por  el que  diferentes  reglas  definen  al  mismo
grupo  de registros.  La metodología  START  de Michalski,  utilizada  por  el men
cionado  CN2,  destaca  entre  los  métodos  más  populares  de  inducción  directa
de  reglas.  Los primeros  algoritmos  desarrollados  en este  entorno  son  IND UCE
—  48—
El  KDD: descubrimiento de  conocimiento y minería  de datos
[HOFF  ET  AL.,  1983] y AQ  [HONG  ET  AL.,  1986]. Esta  metodología  constituye
un  conjunto  de  técnicas  de  aprendizaje,  fundamentalmente  incremental,  que
utiliza  expresiones  lógicas  disyuntivas  para  incluir  las  distintas  reglas  en  un
único  modelo.  Ambos  algoritmos  repiten  el  proceso mientras  que  existan  ejem
pio  positivos  sin  clasificar.  Métodos  más  recientes  combinan  CN2 y el teorema
de  Bayes  para  presentar  un  algoritmo  para  la  clasificación,  también  busca  una
alternativa  al solapamiento  de las reglas  resultantes  [LINDGREN  & BOSTRÓM,
2002,  2003]. Sin  embargo  estas  técnicas  presentan  una  mayor  probabilidad  de
aumentar  el  número  de  reglas,  es  decir  la  complejidad.  Otro  grupo  de  técni
cas  de  inducción  es  la  familia  de  algoritmos  Ripper,  basados  en  la  reducción
del  error  durante  la  etapa  posterior  de  poda  [COHEN,  1995].  Además  de  al
goritmos  de  búsqueda,  existen  sistemas  que  realizar  la  inducción  en  diferentes
fases,  como  por  ejemplo  el trabajo  propuesto  en  [WLDMER, 2003] que  propone
una  primera  fase  de  búsqueda  de  reglas  parciales  simples  y  robustas  con  un
algoritmo  tipo  Ripper,  que  posteriormente  sufren  clustering,  generalización  y
la  selección  según  un  heurístico  basado  en  Laplace.  Otros  sistemas  inductivos
muy  populares  en el campo  del aprendizaje  automático  y desarrollados  concre
tamente  en el marco  de la programación  lógica inductiva  o ILP  (Inductive  Logic
Programming)  son FOIL  [QUINLAN,  1990] o ALLiS  [DÉJEAN,  2002]. Este  últi
mo  se  basa  en  la  lingüística  con  el  fin de  extraer  las  reglas  más  importantes
que  incluyan  también  excepciones  y  basándose  en  exactitud  de  los  modelos.
En  esta  misma  línea  de  investigación,  el  sistema  PROGOL  realiza  la  búsque
da  general-a-específica  utilizando  un  gráfico  de  refinamiento  [MUGGLETON,
1990].  Otro  interesante  sistema  es  GAR  [RIAÑ0  &  CORTÉS,  1997,  RIAÑO,
1997],  que  también  propone  una  proceso  de aprendizaje  multietapa  basándose
en  selectores  estadísticos  y combinando  técnicas  de agrupamiento.  Finalmente,
mencionar  los  trabajos  de  MARON  & LOZANO-PÉREZ  [1998] y  CHEVALEYRE
&  ZUCKER  [2001] que  proponen  métodos  para  aprender  más  de  una  clase  en
un  mismo  proceso  a  partir  de  un  sólo conjunto.
A  pesar  de  buscar  en el  mismo  espacio  de búsqueda,  los  algoritmos  evolu
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tivos,  que  se explican  detalladamente  en  el siguiente  capítulo,  son  diferentes  a
los  algoritmos  de inducción  mencionados,  debido  fundamentalmente  en la com
ponente  estocástica  del  proceso  y consecuentemente,  en el  modo  de  construir
las  hipótesis.  Mientras  que  los algoritmos  de inducción  hacen  una  búsqueda  lo
cal  modificando  candidatos  parcialmente  mediante  operadores  deterrninísticos
de  especialización  o generalización,  (quitando  o insertando  precondiciones  a  la
regla),  los  algoritmos  evolutivos  evalúan  y  construyen  modelos  globales  y  esto
tiene  la gran  ventaja  de que  los modelos  cubren  mejor  diferentes  elementos  del
problema.  A pesar  de  que  este  grupo  de técnicas  sufre  un  vacío de  conocimien
to  y  que  realiza  una  búsqueda  basada  en  la  probabilidad,  son  unos  métodos
eficientes  y robustos  para  la  inducción  de reglas.  Estas  características  han  pro
vocado  que  los  algoritmos  evolutivos  sean  los  paradigmas  más  utilizados  para
el  descubrimiento  de  reglas  [FREITAS, 2002b1.
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3.2.    DESCUBRIMIENTO  DE  CONOCIMIENTO  EN
BASES  DE  DATOS
3.2.1.   SISTEMAS DE  GESTIÓN  DE  BASES DE  DATOS
El  descubrimiento  de  conocimiento  en  bases  de  datos  (KDD)  explicado  en
la  sección  anterior  está  estrechamente  ligado  a  los sistemas  de  gestión  de  bases
de  datos.  Básicamente  proporcionan  el  almacén  para  los  datos  que  se  van  a
explotar,  aunque  comienzan  a incluir  procedimientos  procedentes  de la  minería
para  el  análisis  de  estos  datos.
Los  sistemas  de  gestión  de  bases  de  datos  (DBMS),  consisten  en  una  colec
ción  de datos  interrelacionados,  conocidos  como bases  de  datos,  y un  conjun
to  de  programas  de gestión  y  acceso  a  esos  datos.  Esos  programas  involucran
mecanismos  para  definir  la  estructura  de  la  base  de  datos,  gestionar  el  alma
cenamiento  y  la  proteger  los  datos  y otras  tareas  relativas  a  la  seguridad  de la
información.
Una  base  de  datos  relacional,  que  es  el tipo  de  almacenamiento  propuesto
en  esta  tesis,  es  una  colección  de  tablas,  cada  una  de  ellas  con  nombre  único
dentro  del  mismo  sistema.  A  su  vez,  cada  tabla  consta  de  un  conjunto  de
atributos,  también  llamados  colnmnas  o  campos,  que  almacenan  los  datos
como  instancias,  registros  o tuplas.  Cada  uno  de  estos  registros  en  una  tabla
relacional  representa  a  un  objeto,  que  se  identifica  por  una  clave  única  o
identificador  y se  describe  por  un  conjunto  de valores  correspondientes  a  cada
atributo  de  la  tabla.  Este  modelo,  que  es  el  más  popular,  recibe  el  nombre
de  modelo  entidad-relación,  es  un  modelo  semántico  que  representa  a  una
clase  o  conjunto  de  entidades  y  a  las  relaciones  que  existen  entre  ellas.  Las
bases  de datos,  además  de datos,  incorporan  operaciones,  funciones  y métodos,
entre  otras  herramientas,  para  extraer  información  específica  y  más  concreta
a  partir  de  todo  el  almacén.  Además  de la  capacidad  de almacenar  datos  en  la
base  de  datos,  acceder  a  ellos  y  actualizarlos,  un  sistema  de  gestión  de  bases
de  datos  proporciona  un  catálogo  en  el  que  se  almacenan  las  descripciones




Por  otra  parte,  un  tipo  específico  de  bases de  datos  que  tiene  especial  in
terés  en  la  actualidad  son  las  espaciales,  ya  que  son  la  base  de  los  Sistemas
de  Información  Geográfica  (SIG).  Según  la  definición  tradicional,  un  SIC  es
entendido  como  un  conjunto  de hardware, software,  datos geográficos, personas
y  procedimientos,  organizados  para  capturar,  almacenar,  actualizar,  manejar,
analizar  y  desplegar  eficientemente  rasgos  de  la  información  geográfica. Una
definición  más  actual  establece  que  un  SIC  es  un  sistema  que mediante  herra
mientas  informáticas  y  datos  geográficos ayuda  a entender  el mundo  y  resolver
problemas  complejos  del  mundo  real  [BOSQUE-SENDRÁ, 1998].  Las  bases  de
datos  espaciales  se diferencian  de  los otros  tipos  de bases  de datos,  fundamen
talmente  en las características  espaciales  de los objetos  almacenados  contienen
y,  como  consecuencia,  también  en los métodos  necesarios  para  gestionarlos.  En
una  base  de  datos  espacial  las entidades  u objetos  almacenados  como  tupias,
incluyen  los  atributos  normales  de una  base  de  datos  y la  información  que  los
diferencia  espacialmente,  mediante  dos atributos  fundamentales  la  localización
y  la geometría.  La  localización  se  expresa  en coordenadas  geográficas,  que  pue
den  ser  bien  absolutas  utilizando  algún  sistema  de  proyección  cartográfico,  o
bien  relativas  cuando  se utiliza  un  sistema  de  referencia  propio.  La geometría,
por  otro  lado,  atiende  a  la  forma  que  presentan  los  objetos,  que  puede  bésica
mente  ser  un  punto,  una  línea  o un  polígono.
3.2.2.   LENGUAJE  SQL  PARA  LA  EXPLOTACIÓN  DE  LAS  BASES  DE  DATOS
En  general,  la información  almacenada  en las bases  de datos  puede  ser  recu
perada  mediante  consultas  que  se  escriben  en un  lenguaje  de  específico, como
es  el  lenguaje  estructurado  SQL  o mediante  interfaces  gráficas.  Una  consulta
se  transforma  en  un  conjunto  de operaciones  relacionales,  como puede  ser,  en
tre  otras,  la  unión  o la selección  que  permiten  la recuperación  de subconjuntos
específicos  de datos.  Para  realizar  estas  consultas,  el usuario  debe  tener  conoci
miento  de la  estructura  de  la base  de  datos,  lo que  le permitirá  extraer  los sub
conjuntos  de instancias  que  cumplen  ciertas  condiciones.  El lenguaje  estándar
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ISO SQL (Structure  Query Languaje), que  surge  a  partir  de  la  investigación
del  modelo  de datos  relacional  de E. F.  Codd  de IBM  como un  lenguaje  para  la
especificación  de  características  de las bases  de datos  relacionales,  se  trata  de
un  lenguaje  específico  de  bases  de  datos  y no  de programación  general,  por  lo
que  se  usa  embebido  en otros  lenguajes  de programación  como  Cobol,  C o Vi
sual  Basic.  Su origen  está  en el  lenguaje  SEQUEL  (Structured  English  QUEry
Language) desarrollado,  también,  en  IBM  en los años  1974-75. Posteriormente,
Oracle,  el  primer  fabricante  de  sistemas  de  bases  de  datos,  comercializa  una
implementación  de SQL  en  1979. Finalmente,  IBM  lanzó  el producto  SQL/DS
(Stractured  Query Language/Data System  (IBM)) en  1981. Los elementos  que
componen  el lenguaje  SQL  son  comandos, cláusulas, operadores y funciones de
agregado,  que  se combinan  para  crear,  actualizar  y manipular  las bases  de datos
mediante  las denominadas  consultas  lógicas  (boleana.s).  Se distinguen  dos tipos
de  comandos,  los  comandos  propios  del lenguaje  de  definición  de  datos  (DDL
Data  Definition  Language)  y  los  comandos  del  lenguaje  de  manipulación  de
datos  (DML  Data Manipulation Language). Los tipo  DLL que  permiten  crear
y  definir  nuevas  bases  de  datos,  campos  e  índices  y  los  DML,  los  interesan
tes  desde  el punto  de  vista  de  esta  tesis,  que  permiten  generar  consultas  para
ordenar,  filtrar  y  extraer  datos  de la  base  de  datos.  Los principales  comandos
DML  son  INSERT,  DELETE,  SELECT  y  UPDATE.  El  comando  INSERT  se
usa  en tareas  de carga  de datos  en la  base  de datos  y el  comando  DELETE  que
sirve  para  eliminar  registros.  De  este  grupo  de  comandos  destacamos,  porque
son  utilizados  por  la  propuesta  del  presente  trabajo,  SELECT  que se  utiliza
para  realizar  consultas  de  selección  de  grupos  o  recuperación  de  registros  y
UPDATE  que  sirve  para  la  modificación  de  la  información  de  los  registros
almacenados  en  los campos.
Otros  elementos  importantes  son  las cláusulas,  que  son  condiciones  para  la
modificación  de datos  concretos.  Las  principales  cláusulas  son FROM  y WHE
RE  para  especificar  la  tabla  y/o  los  registros  que  se  quieren  manipular.  En
concreto  WHERE,  que  también  es  fundamental  en  nuestra  propuesta,  per
mite  seleccionar  registros  cuyos  atributos  satisfacen  determinadas  condiciones.
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Otras  cláusulas  son  GROUP  BY  que  permite  separar  los  registros  seleccio
nados,  la  cláusula  HAVING  que  sirve  para  expresar  una  condición  que  debe
satisfacer  un  grupo  de  registros  y  finalmente,  ORDER  BY  cuya  función  es
ordenar  los  registros  según  un  orden  determinado.  El  SQL  usa  los  operadores
lógicos  AND,  OR  y  NOT,  igual  que  la  lógica  proposicional  cuyas  elementos
principales  han  sido  explicadas  anteriormente.  Igualmente,  existen  los  opera
dores  de  comparación  que  se  utilizan  en  las  condiciones  para  recuperar  los
registros  que  cumplan  las funciones  del operador  utilizado.  Entre  los principa
les  operadores  de comparación  están  menor  que  (<),  mayor  que  (>),  menor  o
igual  que  (<=),  mayor  o  igual  que  (>=)  para  datos  numéricos,  e  indistinta
mente  de tipo  de dato,  se emplea  igual que  (=)  y distinto  de (<>).  Finalmente,
las  funciones  de  agregado  que  se  utilizan  en  una  cláusula  para  calcular  dife
rentes  parámetros  estadísticos  a  partir  de  un  grupo  de  registros,  y  son  AyO,
para  calcular  el  valor  promedio,  COTJNT que  devuelve  el  número  de  registros
que  tiene  el  grupo,  SUM  para  calcular  la  suma  de todos  los valores  de un  cam
po  determinado,  y  MAX  y  MIN  que  proporcionan  el  máximo  y  el  mínimo  de
los  valores  del  campo  seleccionado.  Finalmente,  cabe  destacar  que  SQL  es un
lenguaje  que  puede  trabajar  con  los  diferentes  tipos  de  datos  que  se  pueden
almacenar  en  una  base  de  datos,  desde  categorías  hasta  números  pasando  por
fechas  o valores  lógicos.
La  utilización  de  bases  de  datos  para  el  descubrimiento  de  conocimiento
presenta  múltiples  ventajas.  En  primer  lugar,  los  datos  suelen  estar  almace
nados  en este  tipo  de  almacenes,  y  la mayor  parte  de  los sistemas  comerciales
de  análisis  (SPSS©,  Clementine©,  etc.)  permiten  trabajar  directamente  con
este  tipo  de archivos  sin  necesidad  de  transformar  el  formato  de  los  datos.  En
segundo  lugar,  en  determinado  dominios  como  el  ecológico  los  datos  pueden
ser  recopilados  en  el  campo  mediante  un  ordenador  portátil  pudiendo  ser  al
macenados  directamente  en una  base de datos,  por  medio de  aplicaciones  como
la  que  se  describirá  en  una  de  las secciones posteriores  (sección  5).  Tercero,  el
lenguaje  SQL,  al  cumplir  las leyes del  álgebra  de Boole  y lógica  proposicional,
hace  que  la  expresividad  de  este  lenguaje  sea  muy  alta,  permitiendo  utilizar
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palabras  propias  del lenguaje  natural  de los humanos.  De  hecho,  una  sentencia
SQL  es directamente  interpretable,  incluso  por  personas  que  no  están  familia
rizados  con  él.  Además,  utilizar  consultas  permite  conocer  en  un  sólo paso  el
número  de  instancias  que  cumplen  un  conjunto  de  condiciones,  es  decir  que
una  sola  consulta  es  capaz  de  calcular  cuantos  registros  satisfacen  determina
das  proposiciones,  sin  necesidad  de  recorrer  cada  uno  de  los  registros.  Y  por
último,  pero  quizás  la  más  interesante  de  las  ventajas  es,  se  pueden  transfor
mar  directamente  a  reglas.  Algunas  de  estas  ventajas,  ya  han  sido  descubiertas
por  investigadores  que  principalmente  trabajan  en el campo  de la  recuperación
de  información  (Information  Retrieval)  presentando  sistemas  basados  en  ba
ses  de  datos  y  en  lenguajes  de  consulta  como  el  SQL  [CHEN  &  SHE,  1994,
THOMAS  &  SARAWAGI, 1998].  La  importancia  de  los  lenguajes  de  consulta
sobre  bases  de  datos  es  tal,  que  muchas  investigaciones  se  han  centrado  en  el
desarrollo  de  un  lenguaje  propio  para  tareas  de  minería  para  bases  de  datos
inductivas,  como  por  ejemplo  DMQL  (Data Mining  Query  Languaje) de  [HAN
ET  AL.,  1996] donde  se  describe  la  especificación  de  un  lenguaje  para  tareas
de  generación  de reglas  de asociación,  reglas  discriminantes,  reglas  de clasifica
ción  y reglas características,  que  además  tiene  en cuenta  que  las expresiones  de
consulta  preprocesen  los datos.  Dmajor es  propuesto  en  [IMIELINsKI  ET  AL.,
1999]  y permite  la  generación  de  reglas  selectivamente,  extrayendo  categorías
de  reglas  a  partir  de  colecciones de  reglas.  En  [MEo  ET  AL.,  1996], se  propone
un  nuevo  operador  del  lenguaje  SQL,  llamado  LIKE,  cuya  sintaxis  permite
únicamente  generar  reglas  de  asociación.  En  [MEo,  20031 se presentan  las  im
plicaciones  prácticas  de  un  conjunto  de  algoritmos  diseñados  basados  en  ese
operador.  Otro  lenguaje  de  consulta  para  un  lenguaje  específico  de  minería,
propuesto  por  primera  vez en  [IMIELINsIU  &  MANNILA,  19961, se  utiliza  para
seleccionar  reglas  en  postproceso,  lenguaje  implementado  en  sistemas  como
SMARTSKIP  [Hi  ET  AL.,  2002].
Convencionalmente,  los  lenguajes  de  consulta,  como  el  SQL,  se  emplean
fundamentalmente  para  para  recuperación,  manipulación  y  selección  de  re
gistros  de  una  o  varias  tablas.  Básicamente,  estas  tareas  tratan  de  obtener
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resultados  a partir  de una  consulta, proceso  que  muestra  la  figura  3.8.  Para
realizar  este  tipo  de  tareas,  es  necesario  conocer  el  contenido  de los  datos  a  la
hora  de ejecutar  una  consulta,  y conocer  exactamente  las  características  de las
instancias  que  se  quieren  recuperar.
VSQL
Ejecución                                  Resultado
Figura  3.8: Uso convencional del lengunaje SQL para recuperar un  conjunto de instancias
de  una base de datos
Desde  el  punto  de  vista  del  descubrimiento  de  datos,  interesa  la  dirección
contraria  de  este  proceso,  es  decir  se  conoce  un  conjunto  determinado  de  ele
mentos,  y sería  deseable  conocer  características  que  comparten,  y por  lo tanto,
encontrar  la  consulta  que  incluye  esas características.  A  este  tarea,  se le  ha de
nominado  derivación  de consultas  a partir  de resultados  [Ru  &  EIcK,  1996aj,
y  requiere  un  proceso  iterativo  de construcción,  ejecución  y evaluación  de cada
consulta  generada,  contrastándola  con la base  de datos,  como  muestra  la figura
3.9,  La  propuesta  de  esta  tesis  está  directamente  relacionada  con  esta  última
idea,  la  construcción  de  la  consulta  que  recupere  los  registros  que  pertenecen
a  una  clase,  sin  recuperar  aquellos  que  no  pertenecen.
Igual  que  los  conjuntos  de  reglas,  la  búsqueda  de  estas  consultas  puede
realizarse  con  técnicas  evolutivas.  Por  ejemplo,  en  [PETRY  ET  AL.,  1997]  se
presenta  un  sistema  sencillo  basado  en  algoritmos  evolutivos  para  descubrir
una  consulta  de  suficiente  calidad.  El sistema  utiliza  un  heurísticos  basado  en
la  calidad  de  la  información  recuperada.  SATTLER  &  DUNEMANN  [2001] pre
sentan  un  algoritmo  evolutivo  de  creación  de  arboles  de  decisión,  que  utiliza
e  implementa  los  primitivos  y  operaciones  de  SQL  útiles  para  tareas  de  da
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patos;0]
Figura  3.9:  Uso  en  minería  de  datos  para  descubrir  una  consulta  a partir  de  un  predetermi
nado  conjunto  de  instancias
sificación.  Otro  sistema  denominado  MASSON,  presentado  en  [RYU &  EICK,
199 6b1, es  una  herramienta  que  emplea  programación  genética  para  encon
trar  automáticamente  consultas  sintácticamente  correctas,  con  el fin último  de
descubrir  las características  comunes  entre  un  grupo  de  registros.  Los  cromo
somas  también  codifican  funciones,  que  ellos denominan  de  navegación,  como
SELECT  de SQL  y otros  operadores  como UNION,  INTERSECTION,  etc.  En
[SALIM  &  YA0,  2002] también  se  emplean  algoritmos  evolutivos,  pero  existen
algunas  diferencias  entre  ambos  sistemas  como, por  ejemplo,  el modo  en  el que
se  representan  los cromosomas,  incluyendo  en las consultas,  de forma  aleatoria,
los  conectores  lógicos  AND  y  OR.  Estos  últimos  autores,  además,  no  utilizan
operadores  convencionales  de  cruce  y  mutación,  sino  que  los  incluyen  como
genes  dentro  de  los  cromosomas.  Finalmente,  el  lenguaje  de  consulta  puede
utilizarse  simplemente  como  herramienta  adicional  de  manipulación  de  regis
tros  y  para  contar  registros  y  no  como  base  de  representación  de  los  modelos










INDUCCIÓN  DE  REGLAS  USANDO  TÉCNICAS
GENÉTICAS
4.1.   INTRODUCCIÓN A  LA  COMPUTACIÓN  EVOLUTIVA  Y  LA
BÚSQUEDA  GENÉTICA
Los  algoritmos  evolutivos  proponen  la  búsqueda  estocástica  para  el  apren
dizaje  de modelos  o la solución  a  un  determinado  problema,  y utilizan  determi
nados  mecanismos  aleatorios  y  heurísticos  para  evitar  la  búsqueda  exhaustiva.
La  búsqueda  se hace dentro  de un  espacio  N-dimensional  en el que  se combinan
todas  las variables  (N)  que  definen  dicho problema.
El  origen  de  la  computación  evolutiva  está  relacionada  con  la  investiga
ción  del  científico  J.  von  Neumann  (1903-1957)  en  autómatas  celulares,  que
basándose,  incluso  antes  del  descubrimiento  del  ADN,  en  la  idea  que  los  se
res  vivos  y  los  mecanismos  de  evolución  debían  regirse  por  un  código  que
los  describiera  y  que  se  transmitiera  a  descendientes,  concibió  estas  máquinas
autoreplicativas.  Posteriormente  y  utilizando  todas  estas  ideas,  John  Holland
comenzó  a  aplicar  la  teoría  de  autómatas  celulares  a  problemas  de  adapta
ción  y  optimización,  en  la creación  de un  simulador  genérico  y en  el desarrollo
del  algoritmo  genético  bdsico  [HOLLAND, 1975]. Esta  línea  de  investigación  (la
computación  evolutiva)  es  un  ejemplo  de  como  la  informática  se  ha  nutrido
de  las  ciencias  biologías  para  su  desarrollo,  al  igual  que  otros  campos  como
la  visión  artificial,  redes  neuronales,  la  robótica  multiagentes  o vida  artificial,
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que  utilizan  ideas  basadas  en  modelos  biológicos  presentes  en  la  naturaleza  y
que  funcionan.  También  la  biología  también  ha  sacado  partido  de los  avances
informáticos  en el desarrollo  de áreas  como la  genética  para  la construcción  del
genoma  de diferentes  especies  (bioinformática),  en la medicina  para  la diagnosis
[BOJARCZUK ET  AL., 2001] o entre  otras  muchas  aplicaciones,  el modelado  de
la  distribución  de  especies  (como ejemplo  ver  las investigaciones  de David  RB.
Stockwell  (Advances  computational  to  enviromental  and  biodiversity  informa
tion  (BIODI)  1)).  La  computación  y adaptación  digital  de  procesos  biológicos
determina  diferentes  niveles  de  complejidad;  a)  el  nivel  inferior,  simplemente
la  computación,  donde  están  ubicados  los  algoritmos  genéticos,  b)  niveles  de
computación  inteligente  que  engloba  a los sistemas  de alto  nivel de abstracción
en  la  representación  como los  sistemas  borrosos  o redes  neuronales  artificiales,
y  c)  finalmente,  niveles  de  máxima  complejidad  de  la  computación  natural  de
la  geometría  fractal  y la  vida  artificial.
La  computación  evolutiva  utiliza  como inspiración  la  teoría  de  la  selección
natural  de  las  especies  de  Charles  R.  Darwin  (1809-1882),  en concreto  el  fun
cionamiento  molecular  de  los  organismos,  la  genética  y  los  principios  de  la
adaptación,  constituyendo  una  línea  sólida  de  investigación  que  ha  permitido
el  desarrollo  de técnicas  robustas  para  multitud  de  aplicaciones  que  buscan  op
timizar  y  resolver  problemas  representados  digitalmente.  Por  ejemplo,  se  han
empleado  en  informática  para  tareas  de  aprendizaje  con  el objetivo  de conocer
el  funcionamiento  de los sistemas  adaptativos;  en  ingeniería  para  problemas  de
optimización  de  procesos  industriales  cuyo  objetivo  puede  ser  minimizar  cos
tes,  material  defectuoso  o el tiempo  de un  proceso;  en la teoría  de juegos  donde
se  busca  maximizar  la  probabilidad  de  ganar;  en  robótica  para  la  navegación
en  entornos  inciertos;  en  el  desarrollo  de  la  ciencia  cognitivas  descubriendo
modelos  de  pensamiento;  en  el  dominio  de  la  física  para  modelar  el  mundo
real;  en la  biología  en  el estudio  de la  genética;  y  finalmente,  en  el aprendizaje
de  conceptos  donde  se  intenta  minimizar  el  error  de  clasificación  de  modelos
basándose  en  ejemplos  conocidos,  este  último  estrechamente  relacionado  con
1  http://biodi.sdsc.edu/index.htm1
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la  inducción  de  reglas,  tema  que  aborda  esta  tesis.
Estas  técnicas  evolutivas  se explican  a  través  de la  genética.  Desde  el punto
de  vista  de  la  biología,  la  información  genética  de  los  organismos,  denomina
da  genoma,  esta  en  los  cromosomas,  que  consisten  en  un  conjunto  de  genes
que  controlan  la  herencia  y  las funciones  celulares.  En  el  proceso  de  evolución
es  fundamental  que  las  células  reciban  la  colección  completa  de  cromosomas
que  las caracterizan  como  especie  para  garantizar  su  supervivencia.  La  evolu
ción,  por  lo tanto,  es  consecuencia  de  la  supervivencia  de  los  individuos  ms
adaptados  que  son  capaces  de  reproducirse,  así  como  de  la  propia  reproduc
ción,  que  asegura  la  recombinación  del  material  genético  entre  los  mejores
individuos.  Ambos  conceptos  determinan  la  selección  natural.  Estas  variacio
nes  genéticas  suponen  que  unos  individuos  estén  mejor  adaptados  que  otros
para  reproducirse  y sobrevivir  a  determinados  ambientes,  entonces,  según  esta
teoría,  los  caracteres  hereditarios  de  los  individuos  mejor  adaptados  estarán
ms  representados  en  las  generaciones  siguientes.  Sin  embargo,  además  de  la
recombinación  en  la  evolución  son  importantes  fenómenos  de  mutación,  que
provocan  la  alteración  del  material  genético  y que  produce  cambios  de  los  in
dividuos  que  son  transmitibles  por  herencia.  En  definitiva,  la  reproducción  y
la  mutación  parecen  ser  las claves  de  la  evolución  [BARREIRO, 1996].
Todos  estos  elementos  de  la  genética  son la  base  de los  algoritmos  evoluti
vos,  e  implementan  el concepto  de adaptación  para  realizar  tareas  de  aprendi
zaje.  En el  marco  de  la  computación  evolutiva,  esta  implementación  se  realiza
según  cuatro  ramas  principales:  la  Programación  Evolutiva,  las  estrategias  evo
lutivas,  los  algoritmos  genéticos  y  la programación  genética.  Todas  ellas  tienen
características  comunes  básicas  basadas  en  las  ideas  genéticas  anteriormente
expuestas,  pero  presentan  algunas  diferencias  relacionadas  básicamente  con  la
representación  de  los individuos  y consecuentemente,  de  los operadores  que  los
modifican  durante  el  proceso.  Por ejemplo,  las  estrategias  evolutivas  utilizan  la
mutación  como el  principal  operador  para  la  explotación  de todo  el espacio  de
soluciones,  y codifican  también  en  un  individuo  los  parámetros  que  controlan
la  probabilidad  de  mutación.  Por  otro  lado,  la  programación  evolutiva  tampo
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co  utiliza  el  cruce,  y  la  tasa  de  mutación  varía  durante  el  proceso,  siguiendo
una  distribución  concreta.  Los algoritmos  genéticos  dan  más  importancia  a  la
operación  de  cruce,  aunque  también  utiliza  la  mutación.  Estos  últimos  bus
can  la  verdadera  simulación  de un  mecanismo  genético  natural.  Finalmente,  la
programación  genética  es una  variación  de  los algoritmos  genéticos,  donde  los
individuos  codifican  programas  además  de  los  datos,  es  decir,  se  representan
tanto  los  datos  como  los operadores  y  frmnciones que  modifican  la  información.
Estas  cuatro  ramas  se  pueden  reagrupar  en  dos  grupos  más  generales  según
la  forma  que  tienen  de  trabajar.  Mientras  que  las estrategias  evolutivas  y pro
gramación  evolutiva  se  preocupan  de  la  relaciones  progenitor-descendiente  y
tienen  en  cuenta  elementos  que  contienen  información  del  dominio  y  del  pro
ceso  como  por  ejemplo,  observar  tasa  de aprendizaje,  los  algoritmos  genéticos
y  la  programación  genética  se dedican  a  simular  de  la  mejor  forma  posible  los
procesos  evolutivos  naturales,  y  no  tener  en  cuenta  que  sucede  entre  genera
ciones,  son  ajenos  a  cualquier  información  del  dominio.
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4.2.    FUNDAMENTOS  DE  UN  ALGORITMO GENÉTICO
La  propuesta  de  esta  tesis  se  basa  en  los  algoritmos  genéticos  clásicos  de
HOLLAND  [1975], que  proporcionan  una  herramienta  flexible y eficaz,  que  per
mite  solucionar  problemas  de naturaleza  muy diferente,  adaptando  únicamente
la  representación  y la  función  de  calidad  [FREITAS,  2002a].
Este  tipo  de  algoritmos  mantienen  una  población  de  individuos,  de  los que
cada  uno  es  una  posible  solución  a  un  determinado  problema,  es  decir  una
hipótesis.  En  este  proceso,  la  probabilidad  de  que  un  determinado  material
genético  pase  a  la  siguiente  generación  viene  determinada  por  la  calidad  del
individuo,  es  decir,  a  la  bondad  como  solución,  que  en  este  ámbito  recibe
el  nombre  de  fitness.  Durante  el  proceso  de  aprendizaje,  los  individuos  son
modificadas  utilizando  operadores  genéticos  como  el  cruce  o  la  mutación  que
son  procedimientos  estocásticos.  Progresivamente,  los  algoritmos  evolutivos
van  construyendo  hipótesis,  que  tienden  a  una  misma  representación,  es  decir
el  mejor  modelo,  este  fenómeno  se conoce como  convergencia.
En  cualquier  paradigma  de  computación  evolutiva  destacan  los  siguientes
componentes  básicos:
(1)  La  representación  genética  de las soluciones.
(2)  Un  método  para  generar  la población  inicial.
(3)  Una  función  de evaluación  que  representa  el entorno  del  problema.
(4)  Operadores  que  alteren  la  composición  genética  de los individuos  durante
el  proceso  de  reproducción.
(5)  Un  mecanismo  de  selección de  los individuos  supervivientes  de una  gene
ración.
(6)  Determinar  el  mecanismo  de  selección  de  los  padres  y  los  valores  para
determinados  parámetros  de entrada  como  son el tamaño  de la  población
o  los  umbrales  de  probabilidad  de mutación  y  cruce.
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La  heurística  es  también  un  elemento  básico  de  un  proceso  evolutivo.  De
hecho,  cada  elemento  de  un  algoritmo  genético,  como los operadores  genéticos,
la  elección de probabilidades  y otros  parámetros,  la representación  y estructura
cromosómica  para  conseguir  individuos  viables  o la  generación  de la  población
inicial,  suelen  utilizar  criterios  heurísticos  que  dirigen  el proceso  hacia  la  con
vergencia  IMIcHALEwIcz,  1996b1. Asimismo,  la  función de evaluación  que guia
el  proceso,  en  si misma,  se  puede  considerar  un  heurístico.
De  entre  los elementos  enumerados,  uno  de los elementos  clave en el  diseño
de  estos  algoritmos,  es  la  representación  de  un  individuo  y  del espacio  de
búsqueda  en  general,  y como  consecuencia  la  determinación  de los operadores
que  mejor  se  ajustan  al  problema.  La  representación  es  la  conexión  entre  el
mundo  real  y  el  proceso  genético  [EIBEN  &  SMITH,  2003].  Las  posibles  so
luciones  del  problema  en  la  realidad,  normalmente  referidos  como  fenotipos,
se  representan  dentro  de  un  genético  como  genotipos. Entonces,  se  denomina,
espacio  de  los fenotipos  al  conjunto  de  todas  las  posibles  soluciones  del  pro
blema  real,  mientras  que  al  conjunto  de  puntos  donde  el  algoritmo  realiza  la
búsqueda  se le  llama  espacio de los genotipos. Ambos  espacios  pueden  ser  muy
diferentes,  y  puede  que  el  mejor  genotipo  encontrado  sea  un  buen  fenotipo,
una  buena  solución,  pero  no  la  mejor.  Para  la  representación  de  cada  genoti
po,  de  aquí  en  adelante  individuo, se  utiliza  el  cromosoma  tradicionalmente
construido  como  una  cadena  de bits2.  Estos  cromosomas  utilizan  generalmente
una  representación  binaria  y  son  de  longitud  fija,  no  obstante  la  representa
ción  de  algunas  soluciones  mucho  más  complejas,  puede  requerir  cromosomas
de  longitud  variable  y/o  utilizar  números  o letras.
La  terminología  dentro  del campo  de  la  computación  evolutiva  emplea  nu
merosos  sinónimos  para  designar  a  los mismos elementos  de  un  sistema  genéti
co,  que  es conveniente  diferenciar.  Se destacan  a  continuación  los más comunes.
Por  ejemplo,  una  solución  candidata,  un  fenotipo  o un  individuo  represen
tan  cada  posible  solución.  Por  otro  lado,  genotipo,  cromosoma  y  de  nuevo
2  La palabra  bit,  procedente  de  Blnary  digiT, incorporada  al  diccionario  de  la real  academia  de
la  lengua  española,  es  utilizada  para  designar  a  un carácter  o  dígito  cuyo  valor  es  binario,  es  decir,
160
—  64—
Fundamentos  de un  Algoritmo  Genético
individuo,  se  utiliza  para  denominar  cada  hipótesis  del  espacio  de  búsqueda
del  algoritmo.  Finalmente,  para  designar  a  las  variables  de  un  problema  se
emplean  los  términos  posición,  variable,  locus  (loci  en  plural)  o  gen,  y  los
valores  que  puede  adoptar  son  denominados  alelo.
El  segundo  asunto  fundamental  en  el  diseño  de  una  aplicación  basada
en  genéticos,  es  la  función  de  evaluación  que  en  computación  evolutiva
comúnmente  llamada  fitness.  Esta  función  garantiza  la  optimización  porque
formula  matemáticamente  los  requisitos  que  deben  poseer  los  individuos,  y
determina  por  lo  tanto  su  calidad  como  solución.  El  diseño  de  esta  función
depende  de  diferentes  factores  como,  la  capacidad  de  procesado  de  datos,  el
conocimiento  que  se  tenga  del  problema  y los  requisitos  marcados  por  el  pro
blema  o  por  el  propio  usuario.
Finalmente,  los  operadores  genéticos  (cruce,  mutación,  selección,  etc.)
son  también  importantes  en el proceso,  porque  son los responsables  de la trans
formación  de los individuos  durante  el proceso,  y de la exploración  en diferentes
áreas  del espacio  de búsqueda.  La tasa  de transformación  debe  ser  adecuada  al
proceso,  siendo  importante  que  exista  un  equilibrio  entre  la  explotación  de los
mejores  candidatos  y la  exploración  del espacio  de búsqueda  [EIBEN  &  SMITH,
2003].  La  explotación  y  exploración  son  mecanismos  dirigidos  por  el  proceso
selección  y  por  los  operadores  de  cruce  y  mutación  respectivamente  [SPEARS
&  DE  JONG,  1992].
Básicamente,  durante  un  proceso  genético  se  construyen  aleatoriamente  y
verifican  continuamente  diferentes  hipótesis,  tal  como muestra  la figura  4.1.  La
verificación  de  la calidad  de cada  hipótesis  se realiza  mediante  el contraste  con
el  conjunto  de ejemplos.  En  cada  iteración,  los individuos  son modificados  con
los  operadores  genéticos.
La  secuencia  genética  comienza  con  la  generación  aleatoria  de  un  conjunto
de  hipótesis,  que  constituye  la  población  inicial.  La nueva  población  es  eva
luada  utilizando  la  función  fitness,  por  la  que  a  cada  individuo  se  le  asigna
un  valor  numérico  de  calidad.  El  siguiente  paso  es  la  selección  de  individuos
según  un  determinado  criterio  heurístico,  por  ejemplo  los individuos  de  mayor
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,ciones
Generación     Verificación
de         de
Hipótesis       Hipótesis;1]
tos;0]
Figura  4.1:  Funcionamiento  básico  de  un  algoritmo  genético
calidad  tienen  mas  probabilidad  de  formar  parte  de  la  siguiente  generación.
A  continuación,  el  cruce  por  el que  algunos  de  estos  individuos  seleccionados,
siempre  que  superen  una  determinada  probabilidad  de  cruce,  son  recombina
dos,  es  decir,  el  material  genético  de  estos  individuos  se  mezcla,  El  siguiente
proceso  es  la  mutación,  en este  caso de os  individuos  seleccionados  y cruzados
que  superen  una  probabilidad  de  mutar  modifican  algunos  bits  elegidos  alea
toriamente.  Tras  estos  procedimientos,  los  nuevos  individuos  son  evaluados,
y  se  les  asigna  la  nueva  calidad.  El  siguiente  paso,  el  elitismo  se  utiliza  para
forzar  la  convergencia  del  proceso,  si éste  está  activado  el  mejor  individuo  de
la  generación  anterior  reemplaza  al  peor  de  la  nueva generación.  En  este  pun
to,  se  ha  generado  la  nueva  población  y  el  proceso  termina  si se  cumple  una
determinada  condición  de parada  -como puede  ser  un  número  de iteraciones  o
se  alcanza  un  cierta  calidad-  en  caso  contrario,  el  proceso  continúa  hasta  que
la  condición  se  cumple.
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Las  siguientes  líneas  muestran  el  pseudo-código  de  programación  que  im
plementa  un  algoritmo  genético.
Sub  genetico (f,1,p,r,m)
t=1
Crea  pob(1); 1,p
Evalua  pob(1); f
Do  whule condicion =  true
t=t+1
Seleccion pob(t)
Cruce  pob(t); c
Mutacion  pob(t); m




donde  f  es  la  función  de  calidad  para  evaluar  las  hipótesis,  p es  el  tamaño
de  la  población,  1  es la  longitud  de  los  individuos,  c  y in son  tasas  de  cruce  y
mutación,  t  el número  de  generaciones  y  pob  representa  una  población,  y que
es  la  población  inicial  cuando  t=1.  Los  parámetros  f,  p,  c  y  m son  datos  de
entrada  del  sistema.
A  continuación,  se  describe  con  más  detalle  cada  procedimiento  que  com
pone  un  algoritmo  genético  básico.
•  Crea  pob(1);  l,p  es  un  procedimiento  aleatorio  de  creación  de  la  pri
mera  población  de  individuos  (pob (1)).  Esta  parte  del  proceso  requiere
como  datos  de  entrada  1 la  longitud  de  los individuos  que  componen  la
población  y  p  el número  de  individuos  de  cada  población.  Este  proceso
genera  los cromosomas  de todos  los individuos  de esa  primera  población,
en  los  que  cada  bit  de  la  cadena  puede  adoptar  aleatoriamente  el  valor
O  ó  1.  Otra  vía  para  la  generación  de la  población  inicial  es  utilizar  una
semilla,  que  es  un  individuo  que  no  ha  sido  construido  aleatoriamente  y
cuya  representación  y calidad  es  conocida.  El empleo  de la  semilla  resulta
interesante  en  ciertas  situaciones,  por  ejemplo  cuando  debido  a  la  com
plejidad  del problema,  todos  los individuos  de la primera  generación  tiene
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un  valor  de calidad  (fitness)  igual  a  cero,  hecho  que  impide  la  continua
ción  del  proceso  de  evolución,  o  cuando  se desea  comenzar  este  proceso
de  aprendizaje  a  partir  de un  punto  concreto  del  espacio  porque  se  tiene
esa  información.
•  Eva].ua  pob (1);  f  es  el  paso  en  el  que  se  determina  la  calidad  de  los
individuos  utilizando  una  función  establecida  por  el  usuario,  que  evalúa
la  capacidad  que  tiene  de  solucionar  el  problema  planteado  y  asigna  un
valor  numérico  a  su  fitness.
•  Seleccion  pob (t)  (selección)  es un  procedimiento  que  elige  a  los  indi
viduos  de una  generación  con mayor  probabilidad  de éxito,  es  decir,  a  los
individuos  considerados  mejores  según  su  valor  de  fitness.  Existen  prin
cipalmente  tres  métodos  para  realizar  la  selección  de  los  individuos  de
una  población:  el método  de  la ruleta,  la  ordenación  y el  torneo.  Los tres
tienen  como  idea  utilizar  el  valor  de  calidad  para  realizar  una  selección
proporcional,  dando  mayor  probabilidad  a  los que  tienen  mayor  fitness.
—Ruleta:  se adj udica  una  probabilidad  de selección  a  los individuos  usan
do  porciones  de una  ruleta  cuyo  tamaño  es  función  de su  fitness,  tal  que
la  suma  acumulada  de  todas  es  el  tamaño  total  de  la  ruleta.  Las  áreas
mayores  corresponden  a los individuos  de mayor  calidad  (figura 4.2).  Pos
teriormente,  se eligen  los individuos  cuya  probabilidad  de  selección  (área
en  la  ruleta)  supere  determinado  valor  de  probabilidad  p elegido  aleato
riamente.  Por  lo tanto,  los individuos  que  presenten  una  mayor  superficie
de  la  ruleta  tendrán  una  mayor  probabilidad  de  ser  seÍeccionados  para
posteriores  operaciones  genéticas,  y consecuentemente,  tienen  más  posi
bilidades  de  trasmitir  sus  cromosomas  a  las siguientes  generaciones.  Sólo
es  válido  para  procesos  en los que  se  busca  la  maximización  de la función,
y  no  de  minimización,  ya que  requiere  que  al  menos  un  individuo  de  la
primera  generación  tenga  una  fitness  diferente  a  cero.
—Ordenación:  Es quizás  el procedimiento  más sencillo.  Se ordena  todos  los
individuos  según  su  calidad,  y  de nuevo,  los individuos  son  seleccionados
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según  su  probabilidad.
—Torneo:  Se  elige  un  subconjunto  k  de  individuos  aleatoriamente,  y  se
elige  el que  mayor  calidad  tenga,  y se  proclama  vencedor  del  torneo.  Este
método  es  una  variación  del  anterior,  sin  embargo  el  torneo  puede  ser
implementado  cuando  se realiza  aprendizaje  en  paralelo,  es  decir,  distin
tos  ordenadores  buscan  la  solución  de  un  determinado  y único  problema,
ya  que  realiza  un  muestreo  de tamaño  k  del  total  de  la  población.  Tanto
el  torneo  como  el  raking  pueden  trabajar  en procesos  de  minimización  y
además,  pueden  operar  sobre  fitness  con  valor  negativo.
Cruce  pob(t);  c  representa  al  C’ruee o  recombinación,  y  es  el  procedi
miento  por  el  que  dos  individuos  progenitores  comparten  sus  genes  para
generar  dos nuevos  individuos  hijos.  Este  proceso  es  explorativo  y realiza,
a  través  del intcrcambio  de  material  genético  ya  evaluado,  saltos  entre  el
área  del  espacio  que  existe  entre  los  progenitores.  El cruce  representa  a  la
reproducción  sexual  de  los  organismos,  y  procura  una  nueva  generación
utilizando  el  material  genético  de la  generación  anterior,  pero  recombina
do,  es  decir,  que  los descendientes  heredan  de  ambos  progenitores,  y  son
diferentes  entre  si pero  también  diferentes  a  los padres.  Existen  diferen
Figura  4.2:  Método  de  selección  de  la  ruleta
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tes  tipos de cruce, que podemos clasificar para  su explicación como en un
punto  (tipo  1 en la  figura 4.3), en dos puntos (tipo  II)  y cruce uniforme
(tipo  III).  En  los tipo  1 y II,  los puntos  de cruce, determinan  aleatoria
mente  el punto  o los puntos que dividen a cada cromosoma progenitor en
dos  o tres partes  respectivamente, que posteriormente intercambian para
generar  los dos nuevos individuos, tal  y como muestra  la  figura. En  el
tipo  de  cruce III,  ambos progenitores recombinan la  mitad  de los genes
alternando  cada posición (figura 4.4).





progenitores        - descendientes
11001lD1001010       iiOoiiN[ooiOiO
Figura  4.3: Esquema  de  la operación  genética  de  cruce  entre  individuos  progenitores  (a)  tipo
1  y  (b)  tipo  II
progenitores      - descendientes;1]
010101011100011;0] 1  1  1 U0_tIii lii
1110111 fI) II) [Ilo11o110011010001010
Figura  4.4:  Esquema  de  la  operación  genética  de  cruce  tipo  III
Mutacion  pob(t);  m representa la etapa  de mutación,  y se encarga cam
biar  el valor de un bit  elegido aleatoriamente de un progenitor por el valor
contrario  en el nuevo individuo. Por ejemplo, si un bit,  elegido aleatoria-
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mente  que  además  supera  la  probabilidad  de  mutar,  tiene  un  valor  1, la
mutación  lo  convierte  en  un  O (figura  4.5).  Existen  distintas  formas  de
mutar  un  individuo.  La forma  más  básica  es la  puntual en la que  se invier
te  un  sólo bit  de  la  cadena.  El  procedimiento  de  mutación  más  drástico
permite  que  todos  los  bit  de  la  cadena  muten.  Mientras  que  el  cruce
interviene  en  la  exploración  del  espacio  de  búsqueda,  la  mutación  se  ca
racteriza  por  ser  proceso  de explotación  de  las regiones  no  exploradas  del
espacio,  ya que puede  incluir  información  genética  nueva  (no  examinada),
provocando  saltos  cercanos  pero  fuera  del  área  entre  los  progenitores.
progenitor              descendiente
11001  10001010      11001010001010
Figura  4.5:  Esquema  de  la  operación  genética  de  mutación  entre  individuos  progenitores
•  La fase de el  it  ismo  es un proceso  que asegura  el paso del mejor  individuo
de  una  generación  a  la  siguiente.  Este  operador  puede  implementarse  de
distintas  maneras,  por  ejemplo  mediante  el  denominado  elitismo  unitario
por  el  que  el  peor  individuo  de  una  generación  es sustituido  por  el mejor
de  la  población  anterior.
•  Finalmente,  la  condición  de  parada  (condicion  =  true)  es  un  criterio
que  determina  cuando  se concluye  un  proceso.  Teóricamente,  el  proceso
de  aprendizaje  genético  finaliza  cuando  la  fitness  alcanza  el  máximo  glo
bal,  es  decir  se  produce  la  convergencia,  que  puede  requerir  un  tiempo
considerable.  Es  frecuente,  por  lo  tanto  que  se  utilice  algún  otro  criterio
que  evite  un  proceso  se  alargue  demasiado  tiempo,  como:  1) parar  el pro
ceso  cuando  se han  realizado  un  número  especifico  de iteraciones  (el más
utilizado)  y  2)  cuando  algún  individuo  alcance  un  determinado  valor  de
fitness  que  el  usuario  considera  suficiente.
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Tras  exponer  las fases de  un  algoritmo  genético  es probable  que  se  despren
da  la  idea  de que  este  mecanismo  algorítmico  depende  del  azar  para  conseguir
la  convergencia  y  hallar  la  solución.  Sin  embargo,  lo  cierto  es  que  los  algorit
mos  genéticos  y  otros  procesos  estocásticos  utilizados  tienen  una  importante
formulación  matemática.  Estudios  como  los presentados  en  [GOLDBERG, 1989,
SCHMITT,  2000,  2004] describen  los fundamentos  matemáticos  y  probabilísti
cos  del  todo  proceso  y de  los diferentes  operadores.  La  explicación  más  básica
de  por  qué  funcionan  los  algoritmos  genéticos  se  encuentra  en  el  teorema  de
esquemas  enunciado  por  el propio  Holland.  Los esquemas  son  conjuntos  de ca
denas  compuestas  por  los valores  {o,  1 (cuando  la  codificación  de  cromosoma
es  binaria)  ó  *},  donde  cada  valor  *  actúa  de  comodín  del  resto  de  valores.
Según  esta  teoría  los individuos  que  presentan  un  mayor  valor  de calidad  con
vergen  hacia  un  esquema  común.  Supongamos  un  conjunto  de individuos  entre
los  que  destacan  por  su  calidad  dos  individuos  {iOi,ioo}.  Como  se puede  ob
servar  estas  cadenas  tienen  los  dos primeros  bits  en común,  y  se puede  definir
el  esquema  10*. Progresivamente,  el  algoritmo  hace  que  los individuos  de  las
sucesivas  generaciones  presenten  en mayor  proporción  individuos  con  este  es
quema  y  la  población  converge  hacia  esta  representación.  Por  otro  lado,  el
número  de  realizaciones  posibles  que  contiene  un  esquema  responde  a  la  ex
presión  2k  donde  k  es  igual  al  número  de  comodines  (*).  Por  lo  tanto,  cada
cadena  puede  verse como  un  representante  de cada  uno  de los distintos  esque
mas  que  satisface.  Es  decir,  la  cadena  101 representa  a  2  esquemas,  como  el
10*,  el  1*1, el ***,  etc.  Como  consecuencia,  estos  algoritmos  funcionan  por  un
fenómeno  denominado  comúnmente  como paralelismo  implícito,  por  el cual  el
algoritmo  en una  sola  población  procesa  una  enorme cantidad  de  información,
que  además  es  continuamente  seleccionada  y modificada.
4.3.    APRENDIZAJE  DE  REGLAS  CON  ALGORITMOS  GENITICOS
Una  vez  explicado  el  funcionamiento  básico  de  los  algoritmos  genéticos,
prestamos  atención  a  la  representación  de  los modelos  y  su  codificación  de  los
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cromosomas,  una  de  las claves  de nuestra  propuesta.  La  forma  de  codificar  los
individuos  juega  un  papel  importante  dentro  de  este  proceso  de  aprendizaje,
ya  que  la  elección  de  una  u  otra  representación  puede  hacer  que  el  algoritmo
trabaje  de  forma  más  o  menos  eficiente  y  que  además  represente  de  la  mejor
forma  la  solución  real  de  problema  estudiado.  Los cromosomas  son capaces  de
codificar  cualquier  problema.
La  codificación  de  los  conjuntos  de  reglas  (apartado  3.1.3)  que  queremos
en  nuestra  propuesta  se  puede  realizar  de dos  modos  [MICHALEWICZ, 1996a]:
a)  la  representación  de  Michigan en  la  que  la  solución  total  del  problema
es  representada  por  todo  el  conjunto  de  individuos  de  la  población,  y  por
lo  tanto,  cada  individuo  es  una  solución  parcial  del  problema  y  todos  son
complementarios;  y  b)  la  representación  de  Pittsburg (Pitt)  para  la  que  cada
individuo  es  una  posible  solución  total  y  compite  contra  otros  individuos  de
su  población.  A  pesar  de  que  ambas  representaciones  presentan  ventajas  y
desventajas,  la  representación  de Pitt  es  la  aproximación  más  popular  porque
la  comparación  entre  individuos  resulta  menos  compleja  al  realizarse  en  una
única  población,  y facilitando  así  la  fase de selección  de los mejores  candidatos.
El  aprendizaje  de reglas con técnicas  evolutivas  está  directamente  relaciona
do  con  los sistemas  clasificadores.  De  acuerdo  con  la  definición  de  GOLDBERG
[1989],  un  sistema  clasificador  es  un  sistema  de  aprendizaje  automático  que
aprende  reglas  sintácticamente  simples  para  guiar  su  actuación  en un  entorno
variable.  El  primer  sistema  clasificador  fue  el  CS-1 de  Holland  y Reiter  (1978)
citado  en  [GOLDBERG, 1989],  que  aprendía  reglas  de  producción  usando  algo
ritmos  genéticos  y  basándose  en  la  recompensa  de  las  acciones  exitosas.  Este
sistema  utiliza  la  representación  de  Michigan.  La  representación  de  Pitt,  más
adecuada  para  ambientes  estáticos,  es  utilizada  por  los  sistemas  descritos  en
[BASSETT,  2002]  donde  se  pueden  encontrar  las  siguientes  referencias:  LS-1
de  Smith  (1980)  aprende  conjuntos  de  reglas  simbólicas  y  utiliza  un  meca
nismo  que  penaliza  soluciones  complejas;  GABIL  desarrollado  por  De  Jong
et  al. (1993),  similar  al  anterior,  usa  una  representación  binaria  para  codificar
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la  disyunción  del  conjunto  de  reglas  (OR);  el  sistema  GIL  de  Janikow  (1993)
aprende  reglas simbólicas  y la  principal  diferencia  con los anteriores  es que  éste
incluye  operadores  especializados  para  el  aprendizaje  inductivo  de  Michalski
basado  en  ejemplos;  también  el  sistema  REGAL  de  Giordana  y  Saita  (1994)
y  Giordana  y  Neri  (1996)  aprende  descripciones  de  conceptos  simbólicos  uti
lizando  la  representación  de  Michigan  y  Pitt  conjuntamente  y además  utiliza,
aunque  de forma  limitada,  el operador  NOT;  Sandip  Sen y Leslie Knight  (1995)
presentan  un  prototipo,  PLEASE,  para  el cual  una  regla  define  un  único  punto
del  espacio  y  la  clasificación  se  hace  mediante  una  aproximación  a  los vecinos
més  cercanos;  Carse  y  Fogarty  (1994) desarrollaron  un  sistema  que  aprende  re
glas  fuzzy (borrosas)  y para  concluir,  el sistema  DELVAUX de Eick et  al.  (1996)
que  aprende  conjuntos  de reglas  bayesianas  a  partir  de ejemplos.  Antes  de con
cluir  el  estado  del arte  relativo  al  aprendizaje  de reglas  mediante  computación
evolutiva,  cabe  destacar  trabajos  en el  marco  ecológico,  como  la  investigación
de  David  R.B.  Stockwell  y su equipo  (véase  por  ejemplo  [STOCKWELL, 1999]),
cuya  principal  aportación  es  el  sistema  GARP  usa  reglas  bayesianas  para  el
modelado  de  datos  geográficos  almacenados  en  imágenes  raster.  Este  sistema
permite  diferentes  tipos  de  reglas  (rangos  numéricos,,  regresiones,  etc.),  pero
que  pueden  ser difíciles  de  interpretar  debido  a  que  dan  como  resultado  reglas
numéricas.  Otros  sistemas  que  según  JEFFERS  11999] son  destacables  son:  el
BEAGLE  de  (forsyth,  1981)  que  descubre  árboles  de  decisión  a  partir  de  va
riables  numéricas  que  requiere  la  binarización  (presentar  sólo dos categorías)  y
la  monitorización  y guja  de un  experto  en el dominio  durante  la búsqueda;  y  el
sistema  GAFFER  (South,  1994) que  permite  descubrir  reglas  para  problemas
de  predicción/clasificación  también  a  partir  de  variables  numéricas,  según  el
mismo  autor,  dada  su  flexibilidad  resulta  complejo  de  utilizar.
Como  se puede  desprender  de  esta  extensa  enumeración,  la  última  década
ha  sido  una  etapa  importante  para  la  investigación  de  este  tipo  de  métodos
de  inducción  de  reglas  mediante  técnicas  evolutivas  y  los  sistemas  análogos,
área  que  en  la  actualidad  continua  creciendo.  Los  trabajos  más  recientes  de
este  campo  son  los  realizados  por  el  equipo  de investigación  dirigido  por  A.A.
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Freitas  dedicados  al desarrollo  de las  técnicas  evolutivas aplicadas a la  minería
de  datos  en  bases  de  datos  relacionales  y  la  inducción  de  reglas  discretas  y
también  borrosas  (lógica fuzzy)  [FREITAS, 2002b,a].
En  general,  en  todos  sistemas  genéticos  de  inducción  de  reglas,  el  proceso
de  aprendizaje  es  similar,  fundamentalmente  basado  en  ejemplos  y  por  lo  tan
to,  supervisado.  La  evolución  y  convergencia  del  genético  sucede  al  encontrar
paulatinamente  individuos  con  mayor  capacidad  de  clasificar  correctamente  el
grupo  de instancias  de  partida.  Las  diferencias  que  tienen  los  métodos  enume
rados  no  son muy significantes  y están  relacionadas  con  la  forma  de representar
y  codificar  las reglas.  No obstante,  la  representación  suele  seguir  también  unas
pautas  generales.  Por  ejemplo,  la  codificación  de  los  cromosomas  sigue  un  es
quema  que  distingue  el  consecuente  del  antecedente  de  las  reglas.  En  primer
lugar,  la  parte  del  consecuente,  la  clave  del  aprendizaje  supervisado,  codifica
a  la  variable  objetivo.  A  pesar  de  que  existen  trabajos  de  clasificación  [NODA
ET  AL.,  1999] que  realizan  una  codificación  “al-vuelo  (on-the-fly)3  del  conse
cuente.  Normalmente,  la  parte  de  la  cadena  que  contiene  al  consecuente  es
la  misma  para  todos  los  individuos,  y  por  lo  tanto,  también  para  todas  las
poblaciones.  Por  otro  lado,  la  parte  del  cromosoma  que  representa  al  antece
dente  codifica  las  N  variables  según  el  esquema  que  muestra  la  tabla  4.i  donde
<  Acty,  VN,  OPCN  >  representa  cada  precondición  (CondN),  mientras  que
<  OpL_  >  codifica  a  los  operadores  lógicos.  La  parte  ACtN  es  un  paráme
tro  de  activación  que  determina  si  la  variable  es  o no  incluida  en  un  modelo
candidato,  ‘VN  codifica  el  valor  o  etiqueta  del  atributo  representando  el  par
<gen,  alelo>  (atributo-valor),  y  finalmente,  OPCN  que  codifica  el  operador
de  comparación  (=,  ,  >,  <,etc).  El  parámetro  de  activación  ofrece  la  posi
bilidad  de  descubrir  reglas  que  no  contengan  todos  los  atributos  del  estudio,
construyendo  sólo las  asociaciones  entre  condiciones  que  determinan  la  mejor
solución.  Así  mismo  la  desactivación  de todos  las precondiciones  de  una  regla,
 Codificar  al vuelo el  consecuente es  entendido  como el mecanismo  por  que se  incluye  el conse
cuente  en  la  cadena,  provocando  que  el  proceso de  aprendizaje  también  se  encargue  de  encontrar
una  de  las  clases  (la que  mejor  se  adapta  a ios  ejemplos) de  la  base de  datos.  O  que  sea  capas  de
encontrar  e  incluir reglas  de  diferentes  clases en  el mismo  modelo
—  75—
Capítulo  INDUCCIÓN  DE REGLAS  USANDO TCN1CAS  GENÉTICAS
permite  eliminar  dicha  regla  del modelo.
<Acti,vi,OpCi>  <OpLj>  <Act2,v2,OpC2  > ...  <OpLj.j_>  <Act,vj.j,OpCN>
Cond1          OpL          Cond2...            OpL            CondN
Tabla 4.i: Esquema general para codificar el antecedente de una regla
En  definitiva,  la  codificación  de  un  regla  en  un  cromosoma  utilizando  una
representación  simbólica  se basa  en la  siguiente  idea.  Supongamos  los  dos atri
butos  predictores  H  y  G,  con  dos  posibles  valores  cada  uno  {a,  b}  y  {c,  d},
respectivamente,  y  por  último,  la  variable  de  clase  C, que  divide  el  conjunto
de  datos  en  dos  grupos;  el  de  ejemplos  positivos  p  si  C  =  p  y el  de  ejemplos
negativos  n  si  C =  n.  Los cromosomas,  en  primer  lugar,  incluyen  el parámetro
de  activación  del  primer  atributo  H,  se codifica  con  un  bit  si  este  atributo  se
activa  (1)  o  no  en  el  modelo  (O). En  segundo  bit  del  cromosoma  representa
a  uno  de  los  valores  del  primer  atributo  a  o  b, y  el  siguiente  bit  codifica  el
operador  de  comparación  OpC que puede  ser  {,  =}.  Hasta  aquí,  la  primera
condición  de  la  regla  estaría  codificada.  A continuación,  la  estructura  necesita
un  bit  para  unir  esta  precondición  con  la  siguiente  mediante  el operador  lógico
OpL  que puede  valer  {AND, OR}. El  siguiente  paso  para  la  codificación  del an
tecedente  es  incluir  la  segunda  precondición  para  el  atributo  G,  que  utilizaría
el  mecanismo  explicado.  En  este  ejemplo,  cada  precondición  usa  un  total  3
bits,  y  un  antecedente  con  las  dos  precondiciones  utiliza  7 bits.  Siguiendo  el
procedimiento  explicado,  por  ejemplo  la  cadena  cromosómica  {O101 100}  re
presentaría  el  antecedente  (H  $  a  PND G =  d)  y el  modelo  completo  para  la
clase  P  sería:
0101100   (Si  H  a  AND G =  d  entonces  C=p)
Este  mecanismo  de  codificación  es  empleado  principalmente  para  variables
nominales,  que  codifican  las  distintas  categorías  de  los  atributos  [DE  J0NC
ET  AL.,  1993}. Para  la  codificación  de  variables  numéricas,  se  puede,  o  bien,
realizar  una  etapa  previa  de  categorización  y  usar  la  misma  técnica,  o  bien,
diseñar  un  código  para  los  valores  numéricos,  decimales  o enteros.  Uno  de  los
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códigos  estándar  más  populares  es  el  código  Gray  [GRAY,  1953],  que  codifi
ca  números  enteros  adyacentes  en  valores  binarios,  resultando  muy  útil  para
la  etapa  de  mutación,  ya  que  pequeños  cambios  en  la  cadena  binaria  repre
sentan  importantes  cambios  en  la  decodificación.  A  pesar  de  la  existencia  de
estas  técnicas  para  codificar  números,  el  esquema  de  codificación  categórica
es  más popular,  por  ser  más  simple  y genérico,  porque  en  esta  representación
simbólica,  cada  bit  de un  cromosoma  representa  un  elemento  individual  de  in
formación,  y son  elementos  indivisibles.  Además,  esta  característica  hace  que
el  diseño  de  los  operadores  genéticos  que  no  sea  muy  complejo.  Asimismo,  los
atributos  numéricos  siempre  pueden  transformarse  en  categorías,  hecho  que,
sin  embargo,  no  sucede  en  sentido  contrario.  La  aproximación  simbólica  des
crita,  asegura  por  lo tanto,  una  metodología  escalable  y flexible.
Por  otro  lado,  la  codificación  de  modelos  muy  complejos  podría  requerir
cromosomas  longitud  variable  en  un  mismo  proceso,  o  bien,  caracteres  al
fanuméricos  en  vez  de  ceros  y  unos,  ambas  técnicas  involucran  un  enorme
esfuerzo  de  codificación  y  un  mayor  control  de  cada  parte  del  cromosoma  du
rante  las operaciones  genéticas.  Estas  y otras  ideas  forman  parte  de la  línea  de
investigación  que  implementa  las  llamadas  técnicas  de  auto-adaptación  (selt
adaptation),  dentro  de  la programación  genética,  en  la  que destacan  los  traba
jos  de Thomas  Báck,  por  ejemplo  [BÁcK ET AL.,  2000]. Sin embargo,  cualquier
método  utilizado  para  codificar  los  cromosomas  depende  de cada  problema,  de
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En  esta  parte  de la  memoria se describe la implementación de un sistema
compuesto  por  modulos independientes, desarrollado  para  realizar tareas  de





Figura  4.6: Diferentes herramientas para cada etapa del sistema KDD propuesto
Cada  una  de  las  fases de  un  proceso KDD se  ha  llevado a  cabo  con  las
aplicaciones  desarrolladas  que  se  muestran  en la  figura  4.6  y  que  son:
•  Fiesta  -  Aplicación  para  la  recogida  y  almacenamiento  de  datos  geore
ferenciados  en  campo  en una  base  de  datos  Microsoft  Access©.
•  PreparaDAT  -  Aplicación  para  la  preparación  de  los  datos  almacenados








•  La  combinación  AGlearner  +  SQLdeco .dll  -  Aplicación  para  la  etapa
de  minería  de  datos.  Se  basa,  por  un  lado,  en  la  implementación  de  un
algoritmo  genético  como  algoritmo  de  búsqueda  de  la  mejor  hipótesis,  y
por  otro  lado,  una  librería  DLL  basada  en el lenguaje  SQL  como lenguaje
de  consulta  a  la  base  de  datos.
•  SQLgen -  Aplicación  de  evaluación  y  presentación,  mediante  una  visuali
zación  adecuada,  de  los modelos  obtenidos  al  usuario  final  en la  etapa  de
minería.




ADQUISICIÓN  DE  DATOS  GEOREFERENCIADOS  EN
CAMPO:  El  muestreo
5.1.    INTRODUCCIóN
El  muestreo  es  una  técnica  de  recogida  de  información,  comúnmente  uti
lizada  en  aquellas  ciencias  en  las  que  es  de  interés  estudiar  las  variaciones
espaciales  de determinadas  características,  es  decir  la  heterogeneidad  espacial.
El  principal  problema  que  presentan  los  muestreos  es  que  son  tareas  du
ras  y  tediosas  debido  a  la  gran  cantidad  de  información  y  material  que  hay
que  recoger  en  campos,  que  habitualmente  son  grandes  (por  ejemplo  de  varias
hectáreas  en  el  caso  agrícola).  Con  el  fin  de  facilitar  las  tareas  de  muestreo
existen  en el mercado  herramientas  de  ayuda  que  guían  al  usuario  en la  recogi
da  de información.  Ahora  bien,  estos  sistemas  presentan  ciertos  inconvenientes
como  por  ejemplo  tener  un  formato  propio  que  implica  la  adquisición  de  dife
rentes  paquetes  informáticos  para  las distintas  etapas  de adquisición  de  datos
y  posterior  análisis  de  los  mismos.  En  otras  palabras  las  aplicaciones  utilizan
diferentes  tipos  de  ficheros  para  los  datos,  consecuentemente  fuerzan  a  cono
cer  y aprender  el  funcionamiento  de  esos formatos,  que  frecuentemente  no  son
genéricos.  Además,  estas  aplicaciones  son cerradas,  lo que  imposibilita  el desa
rrollo  de nuevas  herramientas  en lenguajes  estándares  de  programación.  Desde
el  punto  de vista  de  los dispositivos  físicos o hardware, estos  sistemas  se  venden
de  forma  integral,  es decir  que  es  necesario  comprar  los  receptores  de  la  señal
de  localización  (habitualmente  receptores  CPS  -  Global  Positioning  System)
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junto  a  terminales  compactos  para  la gestión  del sistema  completo.  Por  tanto,
se  tratan  de sistemas  no  modulares  cuyas  actualizaciones  obligan,  en  muchos
casos,  a  desechar  totalmente  el  equipo  para  comprar  uno  nuevo  con  alguna
mejora.
Para  evitar las desventajas  mencionadas  se  ha  diseñado  e implementado  el
sistema  de recogida  de datos  georeferenciados  que  se presenta  en este  capítulo.
5.2.    SISTEMA FIESTA
El  sistema  desarrollado  de adquisición  de datos  georeferenciados,  bautizado
con  el nombre  de  FIESTA (FIE1d Sampling TAsks System)  está  implementado
en  el  lenguaje  de  programación  Visual  Basic©  6  y  se  basa  en  las siguientes
bibliotecas  de  funciones:
*  GeoMedia  Object®  y  GDO Server®  (Geographic Data  Object) para  el
acceso,  automatización  y  modificación  de  datos  geográficos.
*  Microsoft  DAO® (Data Access Object) para  la  generación  y modificación
general  de  la  base de  datos  en  formato  Microsoft  Access.  El  formato  de
la  base  de datos  de Microsoft Access© (*.mdb) presenta varias ventajas
como  son la  facilidad  de edición,  la  posibilidad  de  exportar/importar  da
tos  de otras  aplicaciones  y la  interoperabilidad  entre  diferentes  almacenes
geográficos.
*  Lenguaje  SQL®  (Structure  Query Language) para  la  gestión  de  la  base
de  datos
La  figura  5.1 muestra  el esquema  general  del sistema  FIESTA, que  comienza
en  el laboratorio  con  el  paquete  COPLAS (COnfiguration PLAn  Sampling), con
el  que  se planifican  todas  las estrategias  de  muestreo  que  se  van  a  practicar  y
además  se  crea  la  estructura  de  la  base  de datos  que  contendrá  la información
espacial  recogida.  Ya  en  el  campo,  se  utiliza  la  aplicación  FIEL  (FIELd  data
collection  subsystem)  que  usa  la  información  y  los  metadatos  definidos  en  el
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LABORATORIO
1
Figura  5.1:  Arquitectura  software  del  sistema  FIESTA
laboratorio  con COPLAS para  guiar  y dirigir  al  usuario  a los puntos  de  muestreo.
Cada  una  dc las etapas,  de  definición  de muestreo  y de recogida  de  información
en  campo,  se  pueden  repetir  tantas  veces  como  sea  necesario  hasta  obtener  la
campaña  completa  de  muestreos.
5.3.   SuB-SJsTEMA  DE  Configuración  de  muestreos
COPLAS cs una  aplicación  que  permite  personalizar  fácilmente  cualquier  pro
yecto  de muestreo  y recopilación  de información,  definiendo  estrategias  propias.
El  sistema  ayuda  al  usuario  a  crear  la  estructura  de una  base  de  datos  geográfi
ca  SIG,  apropiada  para  el  almacenamiento  de  la  información  de  campo,  sin  la
necesidad  de  poseer  conocimientos  en  administración  de  bases  de  datos  [DÍAZ
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COPLAS Comienza  COfl una  sencilla  pantalla  (figura  5.2)  que  presenta  Cuatro
posibilidades,  que  son:
1.  Crear:  Aparece  una  secuencia  de  pantallas  para  la  creación  de  un  nuevo
proyecto.
2.  Abrir:  La  misma  secuencia  se  presenta  para  editar  un  proyecto  previa
mente  generada.
3.  Grid:  Esta  opción  permite  incluir  o  eliminar  estrategias  de  muestreo.
4.  Ensayos:  Mediante  esta  opción  se  accede  a  una  pantalla  que  permite
añadir  sesiones  y  ensayos  para  recoger  los  datos  deseados.;1]
Conílguracion delproyecto;0]
Proyecto  OpcIones  Aceca de...
NUEVO     ABRIR         GAlO      ENSAYOS
Figura  5.2:  Menu  principal  del sistema  COPLAS
A  continuación  se  explican  brevemente  todas  las  opciones  partiendo  de
la  creación  de  un  nuevo  proyecto.  Cuando  se  pulsa  la  opción  Crear,  aparece
la  pantalla  que  se  muestra  en  la  figura  5.3  y  que  permite  la  configuración
del  proyecto.  A  través  de  este  formulario  se  incluyen  datos  como  el  nombre,
la  localización,  la  duración  de  la  campaña,  características  generales  físicas  y
biológicas  de  la  zona  de  estudio,  así  como  datos  de  las  malas  hierbas  y  del
cultivo.  Esta  es  la  información  más  genéricas  del  proyecto.
Cuando  el  usuario  ha  cumplimentado  el  formulario  y  presiona  el  botón
Cuardar  la  aplicación  COPLAS activa  la  secuencia  automática  de  procedimien
tos  que  se  muestra  en  la  figura  5.4.  De  forma  sucinta  se  crea  una  base  de  datos
y  se  añaden  las  tablas  denominadas  Geornetry,  encargadas  de  almacenar  la
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información  geométrica,  es decir,  la  información  de  localización  y forma  de  los
objetos.  En  el  caso  concreto  de las  tareas  de  muestreo  en el  campo  los  objetos
son  los  puntos  de  muestreo  definidos  únicamente  por  sus  coordenadas  x  e  y.
Asimismo,  en  este  mismo  paso  se  generan  todas  las  tablas  que  contienen  los
metadatos  geográficos.
W;1]-;0]
Caracteiístic  generuies del Ptoyecto
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Figura  5.3:  Pantalla  de  configuración  de  un  proyecto
A  continuación  la  aplicación  genera  las  otras  tablas  de  metadatos  de  los
datos  no  geográficos,  y  que  contienen  la  información  general  suministrada  por
el  usuario  en ese primer  formulario.  Finalmente,  se generan  todas  las relaciones
necesarias  entre  las  tablas.  En  este  instante  la  aplicación  COPLAS ha  creado  la
base  de  datos  espacial  de  forma  automática.
Una  vez  guardada  la  información  del  primer  formulario  de  la  figura  5.3,
COPLAS presenta  al  usuario  una  segunda  pantalla  (figura  5.5),  que  correspon
de  a  la  opción  Ensayos.  Mediante  esta  pantalla,  se  pueden  definir  todas  las
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Figura  5.4:  Secuencia  de  eventos  y  procedimientos  para  la  creación  automática  de  un  SIC
estrategias  de  muestreo,  personalizando  de  esta  forma  el  proyecto.  El  usua
rio  dispone  de  una  lista  que  presenta  las  mallas  o  retículas  definidas  hasta  el
momento  (en  el  Cuadro  superior  derecho  de  la  pantalla).  En  el  caso  de  que  la
lista  esté  vacía,  se  debe  crear  al  menos  una  malla.  Para  ello,  el  usuario  selec
cionará  el  botón  de  la  opción  Mallas  lo  que  dará  lugar  a  la  aparición  en  la
pantalla  del  formulario  de  la  figura  5.6.
Esta  nueva  pantalla  ofrece  dos  posibilidades:  a)  definir  la  malla  indicando
el  número  de puntos  en  los ejes  x  e y,  la  distancia  entre  puntos  y la  orientación
de  cada  eje,  introduciendo  el azimut  en grados;  y b)  definir  la  nialla  a través  de
una  foto  o  croquis  de la  zona  de  muestreo.  En  este  caso  la  imagen  se presenta
en  la  parte  inferior  de  la  pantalla  que  se  sirve de  base  al  usuario  para  dibujar
los  puntos  de  cada  eje.  La  inalla  queda  definida  al  guardar  esta  información.
En  esta  versión  inicial  de  COPLAS los  muestreos  son  únicamente  de  tipo
malla  regular  por  ser  los más  comunes.  Esto  último  no  significa  que  el segunda







Sub-sistema  de  Configuración  de  muestreos
•  DodmaJ Simple






Ffl””        -
Figura  5.5:  Pantalla  de  creación  y  edici6n  de  sesiones  y  ensayos
mita  el  movimiento  libre  por  el  campo  y  la  recogida  de  información  en  puntos
que  no  estén  incluidos  en  la  malla,  evitando  de  este  modo  situaciones  en  las
que  los puntos  de  mucstrco  pueden  ser  de  difícil  o imposible  acceso,  como  por
ejemplo  cuando  coinciden  con  zanjas,  hoyos,  rocas,  etc.
Una  vez diseñada  y  almacenada  la  malla  se  pueden  crear  sesiones  de  mues
treo  asociando  la  malla  generada  a  los  tipos  de  muestreo  y  recogida  de  datos
que  se desea  llevar  a  cabo.  Esto  último  permite  realizar  un  experimento  en una
fecha  concreta  con  una  malla  determinada  (sesioni)  y  repetir  el  experimento
en  otra  temporada  (sesion2).  Los datos  que  se recogen  y se  almacenan  pueden
ser  de muchos  tipos  por  ejemplo  una  estimación  de  la  cantidad  de mala  hierba
en  un  punto  que  se  almacenaría  corno  un  número  o una  etiqueta,  una  muestra
recogida  del suelo  que  se almacenaría  como la  etiqueta  de  la bolsa  que  contiene
la  muestra,  un  comentario  sonoro  o escrito,  o incluso,  una  foto  de la  zona  mues;1]
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Figura  56:  Pantalla  de  creación  y  edición  de retículas
treada  que  se  guardarían,  o  bien,  como  un  archivo  o  como  un  enlace  al  archivo
que  Contiene  la  información.  De  forma  más  precisa,  COPLAS permite  utilizar  pa
ra  las  variables  los  mismos  tipos  de  datos  que  ofrecen  el  formato  Access©,  es
decir  cadenas  (text),  entero  (interger),  sencillo  (single),  largo  (long),  decimal
(double),  byte,  lógico  (boolean),  texto  largo  (memo),  Fecha  (date/time),  Mo
neda  (currency),  documentos  y  objetos  OLE  (Object  Linking  and  Embedding).
es  dccir,  incluir  cualquier  tipo  de  archivo  informático.
En  cste  punto,  el  proyccto  ha  sido  definido  por  completo  y  se  ha  creado  la
estructura  de  la  base  de  datos  que  se  muestra  en  la  figura  5.7.  Esta  base  de
datos  que  sigue  el  modelo  entidad  relación,  del  que  se  habló  en  el  apartado  3.2,
que  incluye  tablas  de  metadatos,  tablas  específicas  del  SIC  Geomedia©  a  para
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Figura  5.7:  Las tablas  de  la  base  de  datos  espacial  y  relacional  resultantes  pueden  ser  edi
tadas  y  visualizadas desde la  aplicación  Microsoft  Access©
5.4.    SuB-SIsTEMA DE  Adquisición
Iniciamos  este  apartado  comentando  brevemente  el  equipo  necesario  para
llevar  a  cabo  la  tarea  de  muestreo  en  campo  tal  como  se presenta  en  la  figura
5.8.  El  equipo  externo  utilizado  consta  de  un  receptor  GPS  y  un  ordenador
portátil  (figura  5.10).  Se  trata  de  un  receptor  Ashtech©  de  doce  canales  con
corrección  diferencial  servida  en  código  en  tiempo  real  por  OmniSTAR©l
que  trabaja  con  un  protocolo  estándar  de  transferencia  de  datos  (NMEA).  El
receptor  suministra  la  localización  corregida  con  una  precisión  submétrica.  El;1]
band.ta,  Databas.  CAccns 2002 file Iormat);0]
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ordenador  portátil  es  una  máquina  convencional  con  una  pantalla  especial  para
exteriores,  y  la  comunicación  entre  ambos  dispositivos  es  a  través  de  un  puerto
COM  serie  RS232.
El  sistema  GPS esta  diseñado  para  calcular  la  localización  geográfica  de
cualquier  punto  del  globo.  No  obstante,  diversos  elementos  como  la  desin
cronización  entre  relojes,  entre  otros,  hacen  necesaria  la  eliminación  de  los
errores  del  cálculo  utilizado  técnicas  de  corrección  diferencial  (DGPS).  El
sistema  de  corrección  diferencial  por  vía  satélite  que  proporciona  tecnología
OmniSTAR©,  desarrollada  y  comercializada  por  el  grupo  Fugro, permite  ob
tener  valores  de  localización  corregidos  para  tener  calidad  submétrica  en  el
90  %  de  la  superficie  terrestre  a  tiempo  real.  Este  mecanismo  de  corrección
evita  la  utilización  de  una  estación  base  local  que  sirva  dichas  correcciones,
que  supone,  en  primer  lugar  duplicar  el  equipamiento  del  usuario;  segundo,  la
necesidad  de  localizar  un  punto  lo  suficientemente  alto  capaz  de  transmitir  la
corrección  a  todos  los  puntos  del  campo  a  muestrear,  y  además  conocer  su  po
sición  geográfica  exacta  para  trabajar  con  coordenadas  absolutas.  El  sistema
RASANT®  permite  igualmente  la  corrección  en  tiempo  real  de  las  medidas
de  localización  GPS.  en  este  caso  a  través  de  una  frecuencia  de  radio  FM,  sin
embargo,  también  es  necesario  un  dispositivo  adicional  que  las  reciba,  además
existe  un  error  relacionado  con  la  distancia  entre  el  receptor  del  usuario  y  la
Figura  5.8:  Fotografías  que muestran  la  colocación  de  los  dispositivos  en  un  muestreo  a pie
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antena  de  referencia  que  calcula  la  corrección.
Para  conocer  las limitaciones  en tiempo  real  del  receptor  de  partida  se rea
lizaron  varios  estudios  de caracterización  de la  calidad  de la  señal.  En el  primer
análisis  se  almaceno  la  localización  proporcionada  por  el  DGPS  para  un  pun
to  fijo y  de  posición  conocida  EDÍAz &  RIBEIRO, 2000b], y se desprende  que
la  exactitud  en  la  localización  varía  a  lo  largo  de  un  periodo  de  veinticuatro
horas,  En el  área  de  la información  geográfica,  la  calidad  de  los dispositivos  de
localización  se puede  definir mediante  dos conceptos:  exactitud, que se entiende
como  el  número  de  veces  que  el  valor  de  localización  obtenido  es  correcto,  y
precisión,  que  es  el  grado  de  resolución  de  la  medición,  por  ejemplo,  métrico
o  centrimétrico.  Atendiendo  a  estas  dos  medidas  de  calidad,  y a  partir  del  es
tudio  de  calidad  mencionado,  se  observa  que  el valor  de  localización  de  dicho
punto  esta  por  debajo  de los dos metros  de  error  según  una  exactitud  del 83%,
por  debajo  del  metro  con  un  60%.  Este  último  valor  permite  caracterizar  la
precisión  del  receptor  GPS  como  submétrica.  Eventualmente,  se  dan  valores
que  están  por  encima  de  los  cinco  metros,  correspondiendo  al  2 % de  las  me
didas  que  fueron  tomadas.  Esta  variación  de  la  medida  a  lo largo  del tiempo,
que  parece  responder  a  fenómenos  periodicos,  y  que  puede  relacionarse  con
la  existencia  de  aparatos  antiguos  en  la  constelación  de  satélites  GPS,  y  que
provocan,  cuando  es  utilizada  su  señal,  una  degradación  el  cálculo  global  de
la  posición.  Lógicamente,  esta  variación  repercute  a  tareas  de  localización  en
campo  que  se  realizan  en  movimiento.  Un  segundo  estudio  de  calidad  se  rea
lizó  mediante  la  medición  de los puntos  de una  malla  predefinida  en diferentes
momentos  de tiempo  [DíAz &  RIBEIR0,  2000a],  que  demuestra  que  el  error  no
es  aleatorio,  ya que  el error  es análogo  en los diferentes  puntos  de la malla  para
una  misma  sesión,  pero  es diferente  entre  sesiones tal  y  como muestra  la  figura
5.9,  donde  se  representan  con  diferentes  símbolos  y  colores  las  coordenadas
GPS  obtenidas  en diferentes  sesiones  (horas)  realizadas  en  tres  días  diferentes.
Este  error  de exactitud  en la localización  con apariencia  sistemática,  tal  y como
se  propone  en el  estudio  mencionado,  puede  subsanarse  empleando  determina
dos  puntos  o  ubicaciones,  permantentes,  del  campo  durante  el  muestreo,  que
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sirvan  de  referencia  para  el  Calibrado  de  ese  error,  y  convertir  las  diferentes
mediciones  de  un  mismo  punto  en  un  único  valor.  Otro  método  alternativo
es  realizar  diferentes  mediciones  y  calcular  un  valor  de  centralización,  como
puede  ser  la  media.
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Figura  5.9: Distribución  de los valores de localización GPS para  los diferentes puntos de  una
malla  predefinida tomados en  distintos momentos de  tiempo
Como  vemos la  disminución  de la calidad  pueden  ser debida  al  propio  siste
ma  GPS  y sus  elementos,  pero  también  a otros  fenómenos como son los apanta
llamientos  provocados,  por  ejemplo,  por  árboles.  Sin  embargo,  esta  tecnología
de  posicionamiento  global  está  en  continuo  avance  y  los  receptores  actuales
llegan  a  precisar  la  posición  en escala  centimétrica,  y cada  vez a  menor  precio.
Cabe  recordar  que  el  sistema  desarrollado  de  muestreo  para  la  investigación
aquí  descrita,  es capaz  de trabajar  con  cualquier  receptor  que  emita  una  de las
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tramas  estándar  NMEA,  la trama  GGA,  a través  del puerto  de comunicaciones.
Como  ya se mencionó  al comienzo  del capítulo,  FIEL es una  aplicación  basa
da  en DGPS/SIG  de  ayuda  y gula  en  el campo  durante  el proceso  de muestreo
[DÍAz  &  RIBEIR0,  2005].  Ofrece  un  software  intuitivo  y  amigable  que  puede
ser  utilizado  por  usuarios  no  muy  expertos  en el  que  se  personalizan  las  vistas
del  mapa  que  representa  el  campo  en  el  que  se  realiza  el  muestreo.  También
ofrece  un  sistema  de  coordenadas  fácil  de  entender  con  unidades  adecuadas
como  son  la  proyección  UTM  o  las  coordenadas  geográficas.  Utiliza  también
una  visualización  adecuada  a  exteriores  que  tiene  en  cuenta  las  limitaciones
en  el tamaño  de  la  pantalla  y las  condiciones  extremas  de  iluminación.  Verifi
ca  e  informa  de  los  errores  que  se  puedan  producir  en  el  muestreo,  como  por
ejemplo  la  recepción  de  una  señal  GPS  incorrecta  o  degradada,  lo  que  evita
que  el  usuario  pierda  la  concentración  en  las  tareas  de  muestreo.  Por  último,
reiterar  que  los  datos  son  recogidos  y almacenados  georeferenciados  en el  SIG






Figura  5.10: Requisitos externos  al sistema  (Hardware)
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otras  herramientas.
Ventana-Ayuda
Cuando  se ejecuta  la aplicación  FIEL, se  selecciona  el proyecto  que  se  desea
acometer.  Al  abrirse  el  proyecto  se  abre  también  la  base  de datos  y se  visua
lizan  todas  las sesiones  disponibles  y  preprogramadas  en  la  etapa  anterior  con
COPLAS. La  selección  de  una  sesión  muestra  los  datos  que  se  deben  recoger
en  ese  muestreo.  Por  ejemplo,  recoger  los  identificadores  de  las  bolsas  con  las
muestras  y  dejar  la  información  química  para  rellenarla  en  laboratorio.
A  continuación  FIEL  despliega  la  pantalla  de  navegación  en  modo Locali
zar.  La  figura  5.11  muestra  todos  los  útiles  que  esta  pantalla  de  navegación
proporciona  al usuario  para  ayudar  a éste  en la  tarea  de  navegación  y recogida
de  información.  Entre  los  más  importantes  se  encuentran:
Para  la  navegación  la  pantalla  dispone  de diferentes  elementos  como  una






Figura  5.11: Herramientas principales, del navegador
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(GMSscalcBar),  también  se  expresa  de  forma  numérica  y,  además,  una
flecha  que  indica  el  norte  (GMNorthArrow).
•  En  cada  instante  se  visualiza  la  trayectoria recorrida  y  punto  donde  se
encuentra  el usuario.
•  El  usuario  puede  conocer  las  coordenadas  UTM  o  las  obtenidas  del  re
ceptor  GPS,  coordenadas  geográficas,  de  cada  punto  de  la  ventana  de
navegación  sin  más  que  señalar  el  puntero  del  ratón.
•  La  calidad de la  información  del  GPS aparece  en cajas  de texto  con  fondo
de  color amarillo  mientras  la  señal  se recibe  correctamente  y de  color rojo
cuando  la  señal  se  degradada.
•  Existe  una  ventana de información que indica  al  usuario  en todo  momen
to  los pasos  que  debe  seguir,  por  ejemplo,  en  para  ubicar  definitivamente
la  malla  empleada  en  el  campo  utilizando  coordenadas  geográficas  o  el
estado  del  proceso  de almacenamiento  de los  datos.
Una  vez  desplegada  esta  pantalla,  el  usuario  puede  cargar  la  malla  selec
cionada  (cuadrícula  rosa  en la  figura  5.12)  para  la sesión  seleccionada,  tan  sólo
presionando  el  botón  Grid.
A  continuación  comienza  el  procedimiento  de  recogida.  Cuando  el  usuario
decide  que  ha  alcanzado  un  punto  de  muestreo,  esté  o  no  en  la  malla,  puede
adquirir  la  información  presionando  el  botón  OK.  Automáticamente,  apare
cerá  una  batería  de  pantallas  como  las  que  se  muestran  en  la  figura  5.13 que
sirven  para  incluir  los  diferentes  datos  planteados  para  esa  sesión,  y  definido
en  la  fase  de  diseño  realizada  con  el  modulo  anteriormente  explicado  COPLAS.
Estos  datos  son,  además  de las  coordenadas,  la  etiqueta  que  recibe  la  bolsa  de
la  muestra,  un  comentario  o por  ejemplo,  una  foto  de  punto.
La  aplicación  FIEL también  puede  funcionar  en  modo Relocalizar que  per
mite  visualizar  los  puntos  de  las  sesiones  anteriores,  es  decir,  de  las  tablas
contienen  datos.  En  este  modo  de  funcionamiento,  la  pantalla  de  navegación
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Figura  5.12:  Pantalla  del  navegador  en  funcionamiento  en  modo  Localizar
presenta  unos  círculos  azules,  como  puede  verse  en la  figura  5.14 y que  corres
ponden  a  los  puntos  ya  muestreados.
Finalmente,  para  los  introducir  datos  que  no  es posible  o no  se desea  incluir
directamente  en  el campo,  como podrían  ser  las propiedades  químicas  analiza
das  de  las muestras  de  suelo,  se  pueden  emplear  aplicaciones  como  Microsoft
Access®  o la  herramienta  SIG  de  Intergraph  Geomedia®  (figura  5.15).
Para  terminar  y  a  modo  de  resumen  decir  que  se  ha  desarrollo  una  he
rramienta  de  ayuda  a  la  recolección  de  datos  georeferenciados  en  campo  que
presenta  el siguiente  conjunto  de características  [RIBEIR0 ET  AL.,  2001, DÍAz;1]
0.00;0]
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Data Att,ibute:
1  lixil
Figura  5.13: Pantallas  para  la  introducción de datos  en  la  base de  datos
ET  AL.,  2002]:
a)  Tiene  una  interfaz  con  el  usuario  intuitiva  y  amigable;  b)  Se  pueden
definir  con  facilidad  estrategias  de  muestreo;  c)  El  sistema  no  precisa  que  se
realice  el  volcado  de datos  a  otros  dispositivos  y los  datos  se  almacenan direc
tamente  en el  dispositivo  final  en una  estructura  SIG, que  facilitará  la etapa  de
análisis  posterior;  d)  Aunque  inicialmente  se han  elegido  los formatos  Microsoft
Access©  y  Geornedia  Objects©  como  SIG,  para  la  creación  de  los  almacenes
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Figura  5.14:  Pantalla  del navegador en ftrncionamiento en modo Relocalizar
operabilidad  que  poseen  la  mayoría  de  los  SIG  que  cumplen  las disposiciones
del  consorcio  encargado  del  desarrollo  de la  normativa  y estandarización  de  la
información  geográfica  (Open GIS  Consorcium©) ,como es el caso  de  Geomedia
Objects©,  hace  que  la  herramienta  generada  sea  compatible  con  otras  herra
mientas  informáticas;  f)  Una  importante  cualidad  es  la  capacidad  de  almace
nar  cualquier  tipo  de  información  en  la  base  de  datos,  entre  las  que  destacan
imágenes  o sonidos  que  un  operario  en el campo  considere  oportuno  incluir;  g)
El  sistema  es  flexible  por  lo  que  puede  trabajar  en  distintos  dispositivos  (or
denadores  portátiles)  y,  debido  a  que  trabaja  con  una  secuencia  estándar  del
protocolo  GPS,  puede  emplear  diferentes  receptores  GPS;  h)  La  herramienta;1]
4462818  ¡2
4b908  /  46;0]
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se  adecúa  a  las tareas  de muestreo;  localización  y  relocalización  de  puntos  en
el  campo,  pero  es  fácilmente  ampliable  debido  a  su  diseño  modular.




PREPROCESAMIENTO  DE  LOS  DATOS
6.1.    ¿PoR QU  ES  IMPORTANTE  EL  PREPROCESAMIENTO?
Como  ya  se  trató  en  los  capítulos  iniciales,  debido  a  las  diferentes  mani
pulaciones  que  sufren  los  datos  en  una  base  de  datos,  éstos  suelen  presentar
alguno  de  los siguientes  problemas:
•  Estar  incompletos:  Atributos  realmente  interesantes  pueden  no haber  sido
considerados  desde  el  principio  como  tales  y  por  lo  tanto,  puede  que  no
siempre  hayan  sido  almacenados  y  faltar  en ciertos  registros.
•  Ser  inconsistentes  y  contener  redundancias:  La  integración  de  los  da
tos  que  provienen  de  diferentes  fuentes  en  un  único  almacén  de  da
tos  puede  provocar  la  aparición  de  variables  con  la  misma  información
(redundancia),  lo que  podría  convertirse  en  un  problema  en la  etapa  de
análisis  o minería,  y  por  lo que  es  conveniente  eliminar  las  variables  con
información  repetida.  Asimismo,  la  integración  acarrea  otros  problemas
como  los relacionados  con  la  identificación  cuando  la  misma  información
en  cada  almacén  utiliza  una  forma  diferente  de  representación,  un  ejem
plo  típico  es  el  de  la  variable  sexo  que  puede  tomar  valores  como  varón,
hembra,  hombre,mujer,  V,H,  etc.
•  Presentar  valores perdidos:  Entre  los  datos  de un  mismo  atributo  pueden
darse  perdidas  puntuales  de  información.
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•  Ruido:  Los datos  pueden  estar  sometidos  al  ruido,  provocado  por  errores
o  valores  incorrectos  debido  a aparatos  de medición  o de almacenamiento.
Algunos  algoritmos  no  trabajan  bien  con  el ruido  y  puede  ser  necesario
eliminarlo  o identificarlo,  ya  que  puede  crear  confusión  en  las  siguientes
etapas  de extracción  y alterar  los  resultados.  Lo ideal  es  que  el algoritmo
o  mecanismo  de extracción  sea  capaz  de trabajar  con datos  que contengan
ruido,  por  ejemplo  utilizando  técnicas  probabilísticas  o  estadísticas.  Sin
embargo,  puede  que  esos  métodos  no sean  robustos  ya  que  se  concentran
en  evitar  el sobreajuste  de  los  patrones  e impedir  la  convergencia.
Para  solventar  estos  problemas,  existen  diferentes  técnicas  de  preprocesa
miento  de los  datos  cuyo objetivo  es  limpiar  los datos,  rellenando  los agujeros
de  información  y  suavizando  el  ruido,  con  el  fin  de  mejorar  la  eficacia  de  la
etapa  de  análisis.  En  las  siguientes  líneas  se  describen  las  tareas  más  carac
terísticas  de la  etapa  de  preprocesamiento  [FAYYAD  ET  AL.,  1996b]:
•  Selección  -  El  primer  paso,  cuando  se abordan  problemas  de  extracción
de  conocimiento  o  construcción  de  modelos,  es  identificar  y  seleccionar
los  atributos  relevantes,  es  decir  los  que  deben  ser  tenidos  en  cuenta  en
la  etapa  de análisis  posterior.
•  Limpieza  -  En  el  caso  de  existir  ruido  o  valores  perdidos  se  pueden
seguir  distintas  estrategias.  Si  hay  datos  perdidos  puede  o  ignorarse  la
tupla  que  tiene  el  valor  perdido,  o  puede  completarse  el  valor  que  falta
por  ejemplo,  con  una  constante,  con  el  valor  medio  de  los  valores  del
atributo  o  con  el  valor  més  probable  de  ese  atributo.  En  el  caso  del
ruido,  la  tarea  es  ms  compleja  ya  que  el  atributo  tiene  valor  pero  éste
no  es  el  adecuado  y  además  la  distribución  del  ruido  en  el  almacén  es  al
azar.  Existen  diferentes  técnicas  para  determinar  el ruido  en  los  datos  y
posteriormente  eliminarlo,  la  más  elemental,  es  la  inspección  directa  de
los  datos,  que  puede  desembocar  en una  tarea  tediosa  cuando  el almacén
de  datos  es  grande.  Otra  técnica  muy  usada  es  la  regresión,  en  la  que  se
analizan,  mediante  funciones  lineales simples  o múltiples,  aquellos  valores
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que  se alejan  excesivamente  de  la  función  que  representa  al  resto.  Este
método  sólo  es  válido  para  sistemas  simples  en  los que  los  datos  pueden
representarse  mediante  una  función  lineal.  Otra  forma  de  distinguir  datos
con  ruido  consiste  en  agrupar  los  datos  (Clustering) y  considerar  como
ruido  todos  aquellos  valores  que  no  pertenecen  a  ninguno  de  los  grupos.
Una  vez detectado  el ruido  se  puede  eliminar  utilizando  métodos  como  es
el  Binning,  que  se traduce  como  cajonera,  que  provoca  un  suavizado  de
los  valores  anómalos  al ser sustituidos  por valores  como la media,  mediana
o  de  acuerdo  a  los bordes  del  grupo  de datos  vecinos.
Esta  tarea  de  limpieza  también  permite  la  detección  de  información  re
dundante  y  su  eliminación.  Por  ejemplo,  para  la  identificación  de  re
dundancias  en  datos  con  valor  numérico  continuo  normalmente  se  pue
de  realizar  un  análisis  de correlación  excluyendo  los  datos  que  presenten
coeficientes  cercanos  a  1 o a  -1. Sin embargo,  en sistemas  naturales  es fre
cuente  la correlación  entre  variables,  y  la decisión  de eliminarlas  es difícil,
ya  que  en  ocasiones  son estas  variables  precisamente  las  que  contienen  la
información  que  se  busca.
Reducción  y proyección  de  los  datos  -  Además  de  la  selección,  puede  ser
útil  una  etapa  de  reducción  del número  de dimensiones  efectivas  del  vec
tor  de  características  que  representa  a  los datos,  para  encontrar  durante
el  proceso  de  extracción  las  características  más  interesantes.  La  reduc
ción  de  la  dimensión  de  este  vector,  en  el caso  de  una  base  de  datos  del
número  de campos  de un  registro,  es  una  técnica  que  permite  que  algunos
algoritmos  de extracción  realicen  una  búsqueda  más  eficiente.  Esta  tarea
puede  llevarse  a  cabo  de  diferentes  formas,  como  agregar  determinadas
dimensiones  en  una  única  variable  o  también  ir  seleccionando  atributos
utilizando  las técnicas  hacia  delante  (forward)  que  añade  el atributo  más
importante  en  cada  paso;  técnicas  hacia  atrás  (backward)  que  elimina  el
atributo  menos  relevante  en  cada  paso  o  las  técnicas  mixtas  (hacia  de
lante  +  hacia  detrás).  Finalmente,  los  árboles  decisión  también  se  suelen
utilizar  para  reducir  y elegir  las  variables  más  importantes  y  se  desechar
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las  irrelevantes.
La  reducción  también  puede  realizarse  sobre  el  volumen  de  datos,  y  en
este  caso  se  utilizan  métodos  como,  cambios  de  representación  median
te  cadenas  de  menor  longitud;  la  generalización  o métodos  de  envoltura
mediante  la  pre-clasificación  de  los  ejemplos  en  un  número  determina
do  y  menor  de  categorías;  la  compresión  mediante  la  codificación,  sin
o  con  ligeras  perdidas  de  información;  y  finalmente,  el  empleo  de filtros
mediante  la  eliminación  de todas  las instancias  con  información  perdida.
Los  filtros  son  las  soluciones  más  precisas  pero  frecuentemente  costosas
computacionalmente,  sobre  todo  filtros  complejos  como  por  ejemplo  la
transformada  de  Fourier  que  utiliza  en  el  sistema  WEKA1 [WITTEN  &
FRANK,  1999].
La  transformación  de  los  datos  es  otro  método  que  mejora  la  respuesta
de  algunos  algoritmos  de  extracción  de  modelos.  Un  tipo  frecuente  de
transformación  es  la  normalización.  Existen  diferentes  formas  de norma
lizar  conjuntos  de  datos,  muchas  de ellas  descritas  en  [HAN &  KAMBER,
2001]  como son,  el  reescalado que  tiene  en cuenta  la  distribución  original
de  los  datos  o  el  método  llamado  Z-core,  basado  en  la  media  y  la  des
viación  estándar  cuando  se desconocen  los  valores  mínimo  y  máximo  del
conjunto  de  datos.  Otro  tipo  de  normalización  la  suministra  el  procedi
miento  más  simple,  denominado  escalado decimal  (decimal  scaling),  que,
tan  sólo  desplazando  la  coma  hasta  conseguir  un  dominio  decimal  y  que
todos  los  valores  estén  comprendidos  entre  cero  y  uno,  manteniendo  al
mismo  tiempo  el  carácter  original  de los  datos.
En  muchos  casos,  la  transformación  implica  las  reducción  de  los  datos,
por  esa  razón  las técnicas  para  las dos tareas  suelen  y pueden  ser las  mis
mas.  Por  ejemplo,  los  datos  también  se  pueden  transformar  a  partir  de
la  combinación  de  información,  a  partir  de  grupos  de  atributos  la  cons
trucción  de  otros  nuevos  o  también,  la  creación  de  agregados,  mediante
parámetros  estadísticos  como la  media,  la  suma,  etc.,  calculados  a  partir
1  http://davis.wpi.edu/  xmdv/weka/
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del  conjunto  de datos.  Desde  este  mismo  enfoque,  también  son de  interés
las  técnicas  de generalización  que  mediante  el empleo  de jerarquías  trans
forman  los  datos  obteniendo  mayor  o  menor  resolución  en  el  espacio  de
muestral2.  La  discretización  y  la  categorización  son  transformaciones
muy  frecuentes,  para  hacer  que  datos  inicialmente  numéricos  puedan  uti
lizase  como  nominales  o  simbólicos.  Se  trata  de  una  técnica  que  puede
ser  un  buen  medio  de  tratar  con  la  frecuente  incertidumbre  asociada  a
los  datos  numéricos,  y  que  en  muchos  casos  obstaculiza  la  obtención  de
modelos  precisos.  Además,  la  discretización  del  universo  de  discurso  de
los  datos  de  entrada  y  la  posterior  asignación  de  etiquetas  lingüísticas
con  contenido  semántico  permite  la  obtención  de  modelos  directamente
transferibles  al  usuario  final.  Esta  transformación  puede  realizarse  en  es
ta  etapa  previa  de  preprocesado  de  los  datos,  pero  también  durante  la
misma  etapa  de  extracción  en  la  que  el  algoritmo  de  búsqueda  es  el  en
cargado  de generar  las  particiones  del  conjunto  de  datos  según  diferentes
criterios  heurísticos  incluidos  en el  proceso.  El  método  QUEST  [L0H  &
SHIH,  1997],  por  ejemplo,  es  un  algoritmo  que  realiza  un  análisis  discri
minante  cuadrático  que  estima  la función  de densidad  de  los datos  y  que
permite  seleccionar  un  umbral  para  dividir  el conjunto.  Otros  algoritmos,
como  SLIQ  [MEHTA  ET  AL.,  1996] menos  eficaces  ordenan  los  valores  y
van  probando  iterativamente  que  valor  mejor  funciona  como  umbral  pa
ra  la  división.  Posteriormente,  la  elección  del  mejor  umbral  se  basa  en
medidas  que  cuantifican  la  impureza  de  los grupos,  como  son  el  criterio
de  Gini  y  el  cálculo  de  la  entropía  o  el  estadístico  x2. No obstante,  lo
más  frecuente  es  realizar  la  discretización  durante  la  etapa  de  prepro
cesamiento,  y  de  los  métodos  que  se  pueden  emplear  durante  esta  fase,
el  más  deseable  es  utilizar  umbrales  determinados  por  usuario  exper1o
[VALLS,  1999].  Sin  embargo,  no  siempre  esta  información  existe  o no  se
2  El  espacio muestral  es un  concepto  estadístico  que se puede  considerar  como el  conjunto  de los
diferentes  resultados  posibles, y donde cada  resultado  puede representarse  como un punto  o elemento
de  dicho  espacio [DEGRO0T,  1988]. En  el  dominio de  la  minería  de  datos  puede  entenderse  como
espacio de búsqueda, definido en  secciones anteriores
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considera  oportuno  usarla,  por  lo  que  se  utilizan  métodos  alternativos
[CHMIELEWSKI &  GRZYMALA-BUSSE, 1996]. En  [DOUGHERTY  ET  AL.,
1995]  se  presenta  una  clasificación,  atendiendo  a  diferentes  propiedades,
según  la  cual  los  métodos  para  la  discretización  de  los  datos  continuos
pueden  ser:  (1)  Locales o globales (respectivamente,  las particiones  se rea
lizan  sobre  regiones  localizadas  definidas  por  el conjunto  de  instancias  o
por  el  contrario,  la  discretización  se realiza  teniendo  en  cuenta  el espacio
completo);  (2)  Supervisados  o ‘no supervisados  (la discretización  utiliza  o
no  categorías  predefinidas);  (3)  Estáticos  o dinámicos  (los  métodos  pue
den  utilizar  un  número  diferente  y preestablecido  de intervalos  para  cada
atributo  o en  contraposición,  pueden  utilizar  un  número  determinado  de
intervalos  para  todas  las  características  procesadas  simultáneamente).
La  técnica  de discretizado  más  simple y también  la  más  popular,  es la  de
finición  de intervalos  regulares  que  se obtienen  con métodos  como el  men
cionado  Binning,  que  permite  generar  grupos  de  instancias  que  tendrán
una  única  etiqueta,  dividiendo  en  este  caso  el  dominio  en  un  número
determinado  de  rangos  iguales  teniendo  en  cuenta  el  valor  máximo  y
mínimo  del  conjunto.  A  pesar  de  ser  una  técnica  sensible  a  la  presencia
de  ruido,  permite  que  la  etiquetado  de  los  intervalos  admita  semántica
de  carácter  relativo,  ya  que  únicamente  se tiene  el cuenta  la  información
proporciona  por  el valor  de  los  datos,  y  no  su  frecuencia  estadística.  No
obstante,  las  técnicas  basadas  en  la  frecuencia  y  en  histogramas,  y  que
por  lo  tanto  tienen  en  cuenta  la  distribución  de  las  valores  eliminan  el
posible  ruido  durante  este  proceso,  pero  requieren  más  esfuerzo  compu
tacional  y  las  etiquetas  no  tienen  un  significado  relativo  (semántico)  tan
claro.  Otra  técnica  cercana  a  estos  métodos  es  la  segmentación  natural,
que  es método  por  el cual  los umbrales  resultantes  que  pudieran  ser poco
intuitivos  o útiles  se  transforman  (por  expertos  en  el  dominio)  a  valores
más  comprensibles.  Así,  por  ejemplo,  en un  conjunto  de datos  que  contie
ne  la  información  sobre  la  edad  de las  personas,  mientras  que  con  otros
métodos  se  podrían  obtener  umbrales  como  4 6,25  o  53,02,  mediante  la
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segmentación  se  obtendría  umbrales  más  intuitivos  como 40  y  50. Final
mente,  en  esta  tarea  de  discretización  también  son  frecuentes  técnicas
no  supervisadas  de  agrupamiento  (clustering)  o  supervisadas  utilizan
do  heurísticos  como  los  ya  mencionados  de  entropía,  Girti,  x2  o  MDL
(Minimurn  Description  Length) entre  otros  [DOUGHERTY  ET  AL.,  1995,
GRZYMALA-BUSSE  &  STEFANOWSKI,  20011. Incluso,  existen  métodos
más  complejos  para  de  discretización  utilizando  heurísticos  sofisticados
como  Zeta  [Ho  &  SCOTT,  1997] o  Khiops  [BOULLE,  2004].  Este  últi
mo,  en  concreto,  para  encontrar  los  umbrales  óptimos  de  discretización
propone  un  proceso  que  busca  la  maximización  de  criterios  estadísticos
como  x2  o MDL.
Para  concluir,  es  importante  remarcar  que  en  procedimientos  de  extrac
ción  o búsqueda  de  conocimiento  requieren  que  los  intervalos  producidos
en  esta  etapa  de  discretización  tengan  un  significado  útil  para  los  ex
pertos,  por  lo  que,  es  necesario  que  el  método  elegido  de  discretización
procure  intervalos  y etiquetas  (categorías)  que  sobre  todo  sean  interpre
tables  o  comprensibles.  Este  compromiso  hace  que  se  utilicen  métodos
más  simples  y  que  creen  intervalos  sencillos  de  interpretar,  frente  a  los
más  complicados  y refinados  que  pueden  provocar  un  efecto  no  deseado,
como  por  ejemplo,  que  los  modelos  resultantes  no  sean  comprensibles  y
por  lo tanto  poco  útiles.
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6.2.   HERRAMIENTA  DE  PREPROCESO:  PREPARADAT
Cualquiera  de  las técnicas  involucradas  en  las etapas  anteriores  requieren
la  manipulación  de  los  datos,  normalmente  contenidos  en  uiia  base  de  datos.
Los  datos  que  se utilizan  en la  presente  memoria  están  contenidos  en las tablas
de  una  base  de datos  relacional  en formato  Microsoft  Access©  (*.mdb).
Teniendo  en cuenta  alguna  de las técnicas  anteriores  y para  facilitar  la  pre
paración  de  los datos  se  ha  desarrollado  una  herramienta  auxiliar  PreparaDAT
basada  en lenguaje  SQL  (explicado  en  el apartado  3.2.2)  que  facilita  las tareas
de  la  etapa  de  preprocesamiento  con  los  datos  recogidos  en  en  una  campaña
de  muestreo.  A  continuación,  se  explican  los  útiles  que  ofrece esta  herramienta
para  el  pre-procesamiento.
•  Un  primer  paso  en el preprocesamiento  de los  datos  en una  base  de datos
relacional  puede  ser  la  integración  de  datos  que  están  contenidos  ini
cialmente  en  diferentes  tablas.  En  esta  operación  se  requiere  un  campo
o  atributo  que  relacione  los  datos,  mantener  la  integridad  de  los  mis
mos  y  almacenar  correctamente  todas  las  características  de  cada  objeto
(muestra  en  nuestro  caso)  en  un  sólo registro.
•  Otro  paso  común,  y muy  adecuado  en nuestro  caso,  es la  normalización
de  los  valores  de  las  variables  de  entrada  cuando  el  rango  de  éstas  es
numérico.  Los datos  originalmente  se distribuyen  en un  dominio  de valores
entre  un  mínimo  y  un  máximo  que  se  convierte  en  un  dominio  continuo
entre  cero  y uno, mediante  un  reescalado  lineal cuya  expresión  se presenta
en  la ecuación  9  [PYLE, 1999].  Recordemos  que  esta  técnica  no  distorsiona
la  distribución  de la  variable.
1ff      —     ViMfl(Vi...Vm)
V  Norma1)i  —
Max(Vi...Vm)—Min(Vi...Vm)
En  esta  ecuación  V(Norinal  )  representa  el  valor  resultante  normalizado
y  V2 es  el  valor  i  de  la  variable  V  antes  de  la  normalización.  Un  valor
o  instancia  i  E  m,  siendo  m  el  número  total  de  valores  o  instancias  de
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la  variable  que  se  está  normalizando  y  que  están  presentes  en  la  tabla
resultante  del  proceso  de  integración  anterior.
El  formulario  mostrado  en  la  figura  6.1  permite  al  usuario  realizar  la
normalización  de  los  atributos  num&icos  seleccionados,  de  acuerdo  con
esta  expresión.  Esta  herramienta  permite  incluir  un  valor  de  referencia
para  tomarlo  como  máximo,  y  eliminar  el  posible  ruido  en  ese  rango  del
dominio  provocado  por  valores  muy  altos  pero  con  poca  frecuencia.  Este
nuevo  valor  sobre  el  que  se  basará  la  normalización  se  introduce  en  la
casilla  “Valor  del  Máximo  de  Referencia”.  Si  se  deja  a  “O” PreparaDat




Figura  6.1:  Pantalla  que  permite  la  normalización  y  reescalado  de  distintos  campos  de  una
misma  tabla
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mas:  a) calculando  y utilizando  umbrales  automáticos  para  obtener  inter
valos  regulares y b)  usando  umbrales  arbitrarios  para  conseguir  intervalos
de  diferente  tamaño.
El  procedimiento  interno  de la  aplicación  para  obtener  k  intervalos  regu
lares  de forma  automática,  comienza  con el cálculo  del rango  r,  entendido
éste  como  la  longitud  constante  de  los intervalos,  mediante  la  formula:
Max—Mm
k                        (10)
Posteriormente,  cada  intervalo  i  se obtiene  a  partir  de  los  umbrales  in
ferior  (Ui)  y superior  (U3) utilizando  el  rango  r  calculado,  según:
i  =   U3()]     rj,  ri]            (11)
donde  dom(c)  [0, 1, ...,  k  —  1, k].
Este  procedimiento  se  realiza  sucintamente  a  través  de  la  pantalla  que
muestra  la  figura  6.2a,  donde  el  usuario  sólo  necesita  incluir  el  número
de  intervalos  en los que  desea  discretizar  la  variable.  Mediante  este  méto
do,  las  etiquetas  de  las  variables,  que  son  números  de  1  a  K,  se  crean
automáticamente,  tal  y  como  se  puede  observar  en  la  figura.  El  valor
de  las  etiquetas  utilizadas  representan  a  los diferentes  intervalos  tal  que
los  valores  menores  son  los  intervalos  de  menor  valor,  y  al  contrario,  los
números  mayores  son  los  intervalos  más  cercanos  al  valor  máximo  del
dominio.  Así,  por  ejemplo  para  un  dominio  [1, 7],  cuyo  rango  para  tres
intervalos  (K  =  3)  es  r  2,  mediante  este  procedimiento  se  crearían
los  siguientes  tres  intervalos  con  las correspondientes  etiquetas,  el  primer
intervalo  [1,3] tendría  la  etiqueta  1,  el  segundo  (3,5]  la  etiqueta  2  y por
último  el  (5,7] sería  el  3.
El  segundo  método  mencionado,  el  más  abierto,  permite  el  empleo  de
valores  arbitrarios  para  los  umbrales  de  los  intervalos.  En  este  caso,  los
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Figura  6.2:  Proceso  de  etiquetado  basada  en  (a)  umbrales  regulares  y  (b)  arbitrarios
valores  pueden  ser  los  determinados,  o  bien  por  un  experto  en  el  dominio
de  aplicación  o  bien,  con  cualquier  otro  método  diferente  al  de  intervalos
regulares.  La  pantalla  que  utiliza  el  usuario  en  el  proceso  de  discretización
y  categorización  de  umbrales  arbitrarios  es  mostrada  cn  la  figura  6.2b.
Este  método  requiere  por  parte  del  usuario  el  número  de  intervalos,  la  eti
queta  de  cada  intervalo  y  el  valor  de  cada  umbral,  sólo  el  superior  ya  que
el  inferior  es  calculado  a  partir  del  intervalo  anterior  o  del  valor  mínimo.
Este  mismo  formulario  permite  utilizar  procedimientos  específicos  para
una  discretización  más  sofisticada.  Para  el  caso  coucreto  de  estudio,  se  ha
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incorporado  un  procedimiento  para  etiquetar  una  de  las  variables  edáfi
cas,  el  tipo  de  suelo,  que  proporciona  el  nombre  de  la  categoría  a  la  que
pertenecen  las muestras  del suelo en función  de las proporciones  (tomadas
de  www.insnelos.org.  ar/servicios/estudiosuelos/lasorp  resaA nexo. htrn)  de
cada  uno  de  los  componentes  texturales:  arena,  limo  y  arcilla.  El  proce
dimiento  de  discretización  incorporado,  figura  6.3, se  basa  en  el triángulo
de  texturas  desarrollado  por  el  US Departrnent  of Agrieniture  (USDA)  y
utilizado  con  frecuencia  por  los ingenieros  agrónomos  [MATE0s,  1967].
Figura  6.3:  Subaplicación  para  una  categorización  automática  de  la  variable  tipo  de  suelo
basada  en  porcentajes  de  granulometrma
En  algunas  aplicaciones  es  necesario  dividir  la  tablas,  por  ejemplo,  en
frdto  Edd&i
Lkrc
1  27     43     33
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función  del  valor  de  un  atributo,  como  cuando  se desea  definir  clases.
-s;1] F,n,D’y,dir               -;0]
&  Di,& a*VSSe  ‘  Dfl  —  Pc&aoes                                                                (C si,Pntge.
NcaSeSIavaitt:    bion,as&do_.vena2001
__________                                                           NnoScc.4ros
neIo  Eiewcb  o,j,  Fk
                                   rii
(a)                            (b)
Figura  6.4: Separación de  (a)  ejemplos positivos  y ejemplos positivos en  diferentes tablas  y
(b)  conjuntos de  entrenamiento  y validación
La  aplicación  desarrollada  PreparaDAT  permite  realizar  dos  tipos  de  di
visiones:  a)  según  los  valores  de  un  atributo  categórico  (figura  6.4a)  y
las  tablas  resultantes  contienen  una  los registros  pertenecientes  a  la  clase
que  se  desea  modelar  y  la  otra  los  contraejemplos  de  la  clase;  y  b)  según
un  porcentaje  que  separe  el  conjunto  de  datos  en  un  conjunto  de  entre
namiento  y  el  conjunto  de  los  registros  preseleccionados  aleatoriamente
para  la  operación  de  validación  de los modelos  descubiertos  (figura  6.4b).
A  partir  de las tablas  que  contienen  los ejemplos  para  la  clase  que se  desea
modelar  y de la  tabla  que  contiene  los contraejemplos  (esta  última  mejora
los  límites  del  modelo  haciéndolo  más  preciso.  pero  no  es  estrictamente
necesaria),  se  puede  hallar  un  modelo  para  la  clase  aunque  es  conveniente
realizar  una  limpieza  de  los datos  de entrada.
La  tarea  de  limpieza  es  clave a la  hora  de obtener  un  buen  modelo  ya que
después  de la categorización  y de la partición  es posible  que  la intersección
entre  el  conjunto  de  ejemplos  de  clase  y  el  conjunto  de contrajemplos  no
sea  vacía.  La figura  6.5 muestra  la  herramienta  de  ayuda  para  la  etapa  de
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Figura  6.5:  Formulario  de  limpieza  de PreparaDAT  para conseguir  que  las dos  clases  prede
finidas  estén  compuestas  por  conjuntos  disjiintos
limpieza  de  datos  que  suministra  la  aplicación  PreparaDAT.  El  proceso
de  limpieza  se  basa  en  una  secuencia  de  consultas  SQL  de  selección,
creación  y  borrado  de  registros  (véase  el  apéndice  D)  realizada  sobre  la
tabla  que  se quiere  limpiar,  con el  fin de  eliminar  todos  aquellos  registros
que  contienen  la  misma  información,  es  decir,  que  todos  los  atributos
presentan  los  mismo  valores,  pero  pertenecen  a  las  dos  clases  a  la  vez,
provocando  una  inconsistencia.
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7.1.  BASES TEÓRICAS DE  LA  PROPUESTA
Esta  sección  describe  los  fundamentos  del  sistema  diseñado  y  desarrollado
para  la extracción  de reglas  a partir  de  un  conjunto  de datos  de entrada,  conte
nidos  en  tablas  relacionales,  y donde  los ejemplos  se almacenan  como  registros.
Concretamente,  los campos  de estos  registros  guardan  las características  de  es
tos  ejemplos.  A  estos  campos  les llamaremos  también  atributos.  Los elementos
fundamentales  del  sistema  desarrollado  son,  en primer  lugar,  un  procedimiento
de  búsqueda  del  mejor  modelo  en  formato  de  reglas  basado  en  un  algoritmo
genético  y, en  segundo  lugar,  una  función  de evaluación  de la  exactitud  de  los
modelos.  En  este  capítulo  se  describe  en  detalle  estos  dos  elementos.
7.1.1.   EL ESPACIO  DE  BÚSQUEDA.  LA  CODIFICACIÓN  DE  UNA  HIPÓTESIS
En  la  búsqueda  genética  que  se  propone  en  esta  tesis  las  soluciones  candi
datas  o hipótesis  codificadas  en  los  cromosomas  son  un  conjunto  R  de  reglas
donde  cardinal(R)  1.  Las  reglas  que  se  codifican  son  Si-Entonces  y  por
tanto  de  la  forma:
SI  Cond1  AND Cond2 AND ...  AND CondN  ENTONCES C
donde  la conjunción  formada  por  las precondiciones  Cond1, Cond2,..., COndN
sobre  N  atributos  es el antecedente  de  la regla  y  C es el  consecuente  que  repre
senta  la  clase  preestablecida  en  la  que  se  distribuyen  los  ejemplos  de entrada.
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Atendiendo  a  la  codificación  genética  tal  y como  se introdujo  en la  sección
4.3,  la  construcción  de  los  cromosomas  se  basan  en  una  unidad  mínima  capaz
de  codificar  en  bits  todos  y  cada  uno  de  los  atributos  y  sus  correspondientes
valores  definidos  en la  tabla  de entrada.  A  esta  cadena  básica  la hemos  llamado
nucleosorna  ()  por la  similitud  que  presenta  con  este  concepto  de  la  biología
genética1.  Este  elemento  básico,  como  se desprende  de  todo  lo  que  se  expone
más  adelante,  determina  la  complejidad  de los  modelos,  ya  que  el  número  de
nucleosomas  establece  el  número  de  veces  que  se  repite  un  atributo  en  una
hipótesis.
Nucleosoina
Precondi  ciór+  OpL
<gen,  alelo>
Figura  7.1: Un nucleosoma es la unidad mínima para la construcción de un cromosoma
La  figura  7.1  muestra  gráficamente  un  esquema  de  esta  cadena  básica  y
mínima  (nucleosoma)  para  codificar  en  un  cromosoma  una  regla  formada  por
las  condiciones  sobre  cada  uno  de  los  N  atributos.  Recordemos  que  una  pre
codición  CondN  de  un  atributo  N  se representa  con  el  par  <gen,  alelo>.
En  nuestra  propuesta,  un  cromosoma  puede  estar  constituido  por  más  de
un  nucleosoma  lo  que  permite  la  construcción  de  modelos  más  complejos,  es
decir  modelos  compuestos  por  más  de  una  regla.  Teóricamente,  el  número  de
nucleosomas  ij,  que  forman  un  cromosoma,  es  un  número  entero  que  puede  va
riar  entre  1 e  oo  según  las  necesidades  del problema.  Consecuentemente,  este
número  j  se  puede  relacionar  con  la  complejidad  del modelo,  ya  que  cromoso
mas  con un  número  pequeño  de nucleosomas  darán  lugar  a conjuntos  pequeños
Se denominan  nucteosomas  a ciertos empaquetamientos  de ADN creados  por las histonas  dentro
del  cromosoma.
AN      OpC     OpL atip  ,-n
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de  reglas  mientras  que  cromosomas  con  un  número  alto  de nucleosomas  darán
lugar,  con  alta  probabilidad,  a  modelos formados  por un  gran  número  de reglas.
Dentro  de  la  estructura  total  que  integra  un  cromosoma  y  dentro  de  los
nucleosomas  se  pueden  distinguir,  además  de  los  pares  <  gen, alelo  >,  los
operadores  de  comparación  (OpC),  englobados  por  ese  par,  y  los  operadores
lógicos  (OpL).  En  la  figura  7.1,  se  muestra  que  los  operadores  lógicos  OpL
ocupan  dos  posiciones  diferentes  dentro  del  cromosoma;  la  primera  entre  las
condiciones  dentro  de cada  nucleosoma,  en este  caso se  denotan  por  OpLatri,  y
la  segunda,  entre  los  distintos  nucleosomas,  y  la notación  en este  caso  es  OpL,.
Cond2Cond.3Condi  
 010111011011_——iipo
PrecondiciónN+ OpLatri                     /‘<g n,a].elo>                           //
Figura 7.2: Niveles de codificación de un cromosoma par representar cada una de las partes
que compone u sistema de r reglas
Una vez que se construye un cromosoma, con un determinado número de nu
cleosomas se puede establecer el número de reglas que configurarán el conjunto
final. Los conjuntos de reglas se forman a partir de una disyunción, es decir,
siempre que xista un operador lógico OpL = DR conectando dichas reglas. Por
otro lado, cada regla viene representada en el cromosoma únicamente por su
parte antecedente, es decir por una conjunción de precondiciones qu se unen
mediante el operador lógico OpL = AND. Lo definido hasta quí corresponde al
esquema convencional de un conjunto de reglas codificado en un cromosoma.
Sin embargo, la codificación de cromosoma que nosotros proponemos permite
que los operadores Lógicos (OpL,7 y OpLatrj) puedan tomar indistintamente
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bits  Gen-Alelo aspecto—cielo viento
01 soleado suave
10 nublado fuerte
11 lluvioso muy  fuerte
00 no  se representa no  se representa
Tabla  7.!: Código para representar en un algoritmo genético el problema del partido de tenis
los  valores  OR o AND, si previamente  se  configura  esta  opción  en  el experimen
to.  En  consecuencia,  el  número  de  reglas  r  es  mayor  o  igual  que  el  número
de  nucleosomas  17, cuando  se configura  al  algoritmo  para  que  pueda  interpre
tar  los  bits  dentro  del  cromosoma  asignados  a  los  conectores  lógicos  (OpL).
En  contraposición,  se  puede  configurar  la  búsqueda  de  modo  que,  indepen
dientemente  del  valor  que  presente  el  bit  asignado  a  estos  operadores  lógicos,
éstos  siempre  se  interpreten  como  AND para  la  conexión  entre  precondiciones
(OpLatri)  y  como  OR para  los  operadores  entre  nucleosomas  (OpL).  En  este
último  caso,  el número  de reglas  que  formará  el modelo  es fijo y queda  definido
inicialmente.  Todas  estas  consideraciones  irán  siendo  más  claras  a medida  que
se  avance  en  la  lectura  de  la  presente  memoria.
Para  ilustrar  lo expuesto  hasta  ahora  en cuanto  a  la codificación  de un  cro
mosoma  y  sus  nucleosomas,  explicamos  a  continuación  un  problema  ejemplo,
que  utiliza  variables  climáticas  para  determinar  si se puede jugar  o no un  parti
do  de tenis,  en  el cual  la  variable  objetivo  es  Jugar-tenis  y puede  adoptar  los
valores  Sí  o No. El objetivo  en este  ejemplo  es encontrar  las  reglas que  definen
la  clase  Jugar—TenisSí.  En  este  caso,  las variables  predictivas  (genes)  que
componen  los  antecedentes  de  las hipótesis  son,  por  un  lado,  aspecto—cielo
que  presenta  tres  etiquetas  (alelo)  {soleado,  nublado,  lluvioso}  y por  otro
lado,  viento  que  puede  ser  {rnuy fuerte,  fuerte,  suave}.  La  codificación
de  cada  precondición,  es  decir  el  par  gen-alelo  requiere  dos bits  cuya  combina
ción  permite  representar  todas  las posibilidades,  tal  y  como  se muestra  en  la
tabla  7.i.
Además,  cada  precondición  necesita  un  bit  para  codificar  el  operador  de
comparación  OpC  como  un  igual  (=)  o como  un  desigual  ($), por  lo  que
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en  total,  el  número  de  bits  para  cada  precondición  es  tres  en  el  ejemplo.  Las
precondiciones  unen  entre  si con  el operador  lógico (OpLatri)  que  puede  ser AND
o  OR según  el valor  de  el siguiente  bit,  O ó  1. El  consecuente  de  las  hipótesis  es
siempre  Jugar—Tenis=Sí,  razón  por  la  que  se  utiliza  para  su  codificación  un
bit  con  valor  1.  Teniendo  en  cuenta  este  código,  un  cromosoma  compuesto  de
un  único  nucleosoma  (ij  =  1)  sería  por  ejemplo  la  siguiente  cadena:
nucleosoma
(10)1  1(00)1  1                      (12)
con4icion
donde  los bits  que  representan  el  par  gen-alelo  están  escritos  entre  parénte
sis  para  diferenciarlos  del  otro  grupo  de  bits  que  codifican  a  los  conectores
lógicos.  Los  tres  primeros  bits  (10)1  representan  a  la  primera  precondición,
y  según  la  tabla  es  aspecto—cielo=nublado.  El  cuarto  bit  de  la  cadena,  re
presenta  al  operador  lógico  AND, que  unirá  esta  primera  precondición  con  la
siguiente  que  exista.  En  este  caso,  la  segunda  condición  es  la  codificada  en  el
siguiente  grupo  de  bits  (00)1,  y  que  es  viento  =  nulo,  es  decir  que  no  se
activa  y no  aparece  en la  regla.  Finalmente,  a  partir  de el resto  de  la cadena  (1
1)  se  decodifica  el consecuente,  Jugar-Tenis=Sí,  por  lo que  la regla  candidata
sería
SI  (aspecto—cielo=nublado) ENTONCES (Jugar-Tenis=Sí)
La longitud de los cromosoma con un nucleosoma, que debe  ser el número  de
bits necesarios para codificar una vez cada variable y los necesarios peradores,
en  este  ejemplo  es  9 bits.
Siguiendo  este  mismo esquema  de  decodificación,  los cromosomas  construi
dos  con  más  de  un  nucleosoma  codifican  varias  reglas,  pero  además  incluyen
bits  adicionales  para  su  mutua  conexión  y  formar  el  conjunto  final  de  reglas.
Este  bit  añadido  representa  un  operador  lógico  OpL,,  que  igualmente  puede
valer  AND o OR. Por  ejemplo,  en la  decodificación  de un  cromosoma  con dos nu
cleosomas  (i  =  2)  Como el  presentado  en  la  línea  13. En esta  cadena  se  puede
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observar  que  el  primer  nucleosoma  corresponde  al  analizado  previamente.
nucleosornal
10)l1(O0)1 1 f9,(11)0 0 (01)1 1             (13)
OpL,7
Este  cromosoma  se  transforma,  siguiendo  el  procedimiento  explicado  para
el  caso  anterior,  en  el siguiente  conjunto  de dos reglas.
rl:  SI (aspecto-cielonublado) ENTONCES (Jugar—TenisSí)
r2:  SI (aspecto—cie1o11uvioso) DR (vientosuave) ENTONCES
(Jugar—Tenis=Sí)
Para concluir, el conjunto final queda  finalmente  en las tres siguientes reglas
debido  a  la  propiedad  disyuntiva  del  DR:
rl:  SI  (aspecto-cielonublado)  ENTONCES (Jugar—Tenis=Sí)
r2:  SI  (aspecto-cie1o11uvioso)  ENTONCES (Jugar—Tenis=Sí)
r3:  SI (viento=suave) ENTONCES (Jugar-Tenis=Sí)
Una  vez decodificado el cromosoma por un interprete  que  funciona  según
el  procedimiento  explicado,  el algoritmo  lo somete  a  su  evaluación,  que  en esta
implementación  se realiza  utilizando  el lenguaje  de consulta  SQL que  se explica
a  continuación.
7.1.2.   LA FUNCIÓN DE CALIDAD. LA EVALUACIÓN DE LAS HIPÓTESIS
Como  se recordará,  partimos  de que  los datos  que  se  desea  modelar  se  en
cuentran  almacenados  en  una  base  de datos  relacional.  Como  ya  se  vio  en  los
capítulos  iniciales  (sección 3.2.1)  la  consulta  en este  tipo  de  almacenes  de datos
se  realiza  a  partir  de instrucciones  en lenguaje  SQL.  Por  otra  parte,  en la  eva
luación  de  una  hipótesis  lo que  se  quiere  es  asignar  una  calidad  a  la  hipótesis
en  función  de  lo  bien  que  ésta  describe  los  datos  de  entrada.  En  este  sentido
el  cromosoma  se  transforma  en  una  proposición  compuesta  de  disyunciones  y
conjunciones  que  pueden  utilizarse  directamente  en  la  cláusula  WHERE.  La
—  124—
Bases  teóricas de la propuesta
consulta  decodificada  permite  recuperar  los  registros  que  cumplen  la  propo
sición,  y  que  puede  ser  considerada  como  el  conjunto  de  antecedentes  de  un
conjunto  de  reglas.  En  definitiva,  el  resultado  de  la  consulta  con  la  cláusula
WHERE  i9  es  el  mismo que  el obtenido  con  la  operación  de  equiparación  que
realizan  el  conjunto  de  reglas  R  formado  por  las  reglas  r()  donde  j  es el
número  de  reglas  del  conjunto,  debido  a  que  ambos  modos  de  operación  se
basan  en  álgebra  Boole.  Este  hecho  se puede  ilustrar  con  siguiente  ejemplo.
Supongamos  que  tenemos  el  conjunto  de  seis  instancias  1 que  se  muestra
en  la  tabla  7.11  y  un  modelo  M  para  los registros  que  pertenecen  a  la  clase  p.
T atributo1  atributo2 Clase
1 a         c p
2 a         c n
3 a        c p
4 b        c p
5 a         d n
6 b        dn
Tabla  7.1!: Ejemplo para  comprobar  la  equiparación de  las  cláusulas WHERE  de una  sen—
tencia  SQL con un conjunto  de reglas
El  modelo  define  la  clase  p  a  partir  de  las precondiciones  formadas  por  el
atributo  1  a o atributo1  =  b y el  atributo2  =  c.  Si  hablamos  en  términos  de
consultas  SQL a  una  base  de datos,  el cálculo  de la cobertura  para  este  modelo
se  obtendrá  mediante  la  consulta:
t9  =SELECT  *  FROM 1
WHERE  (atributo1=a AND atributo2=c) DR (atributoi=b AND atributo2=c);
que coincide con el mismo grupo  de registros  que cubrirán  las precondiciones
del  conjunto  de  reglas  de  la  forma2:
r1:  SI atributo1= a y atributo2 =c ENTONCES clase=  p
2  Este  conjunto  R  se puede expresar  también  como:  “SI  (atributoj  a  o  b)  y  atributo2  c
ENTONCES clase=  p”
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r2:  SI  atributo1=  b  y  atributo2  =c  ENTONCES clase  p
En  otras  palabras  cobertura(E)=(coberturaR(E))  es  igual  a  los  registros
1,2,3,4
Como  consecuencia  de  lo  dicho  hasta  el  momento  los  cromosomas  de  la
búsqueda  genética  representan  proposiciones  lógicas  que  pueden  decodificarse
manteniendo  el  significado  bien  como  antecedentes  de  un  conjuntos  de  reglas,
o  bien  como las condiciones  de la  cláusula  WHERE  de una  consulta  a una  base
de  datos.
Una  vez descrito  los  principales  elementos  de  consulta  necesarios  para  im
plementar  el  cálculo  de  la  función  de  calidad,  y  con  ello  evaluar  los  cromoso
mas,  pasamos  a  ver  cómo  se desarrollarían  las funciones  descritas  en  el  apar
tado  3.1.3  en  términos  de sentencias  SQL.  Recordemos  que  todas  las funciones
propuestas  utilizan  los  parámetros  Verdaderos positivos  (VÇ2), Verdaderos  ne
gativos(V),  Falsos  negativos  (Fa)  y  Falsos positivos  (Fr).  El  cálculo  de  estos
parámetros  se  presenta  a  partir  de  dos  aproximaciones  distintas  que  utilizan
los  comandos  UPDATE  y SELECT  además  de  la  cláusula  WHERE.
-  Aproximación  con  SELECT
Con  esta  aproximación  por  el  cromosoma  de  cada  individuo  ind(i)  se ge
neran  cuatro  consultas  con  la  siguiente  sintaxis:
(1.1)  Vpj,d(j)    Card(SELECT  *  FROM <tabla>  WHERE [cromosoma(i)]  AMI) ClaseP)
(1.2)  Vflind(i)    Card(SELECT *  FROM <tabla>  WHERE [NOT croinosonia(i)I  AMI) NOT ClaseP)
(1.3)  Fpd()    Card(SELECT *  FROM <tabla>  WHERE [croulosoma(i))  ANO NOT ClaEe=P)
(1.4)  Fn,d()    Card(SELECT *  FROM <tabla>  WHERE [NOT cro,nosolna(i)]  ANO ClaseP)
donde  cromosoma(i)  representa  al  conjunto  de  condiciones  codificadas  en
la  cadena  binaria  de un  individuo  ind(i)  y CardO  simboliza  el  cardinal  de cada
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conjunto.
De  modo  que  VPjnd(j) (linea  1.1)  se  calcula  como  el  cardinal  del  conjunto
resultante  de  la  intersección  entre  el  conjunto  de  registros  recuperados  por  el
comando  SELECT  con la  cláusula  WHERE,  formado  a  partir  de las  condicio
nes  que  define  el  cromosoma  cromosoma(i),  y el  conjunto  formado  por  todos
los  ejemplos  de  la clase p.  Así mismo,  Vnid(i)  (linea  1.2) se  calcula  como el  car
dinal  del  conjunto  resultante  de  la  intersección  entre  el  conjunto  de  registros
seleccionados  con  la  cláusula  WHERE,  en este  caso  formado  sobre  la  negación
de  las condiciones  definidas  por  el  cromosoma  cromosoma Ci),  y  el  conjunto
formado  por  los  elementos  que  no  pertenecen  a  la  clase  p,  es  decir,  elemen
tos  de  la  clase  n.  Fpd()  (linea  1.3)  se  calcula  como  el  cardinal  del  conjunto
resultante  de  la  intersección  entre  el  conjunto  de  registros  recuperados  por  la
cláusula  WHERE  con las condiciones  que  define el cromosoma  cromosoma(i)  y
el  conjunto  formado  por  todos  los ejemplos  de la  clase  n.  Y  finalmente,  Fn()
(linea  1.4)  se  calcula  como  el  cardinal  del  conjunto  resultante  de  la  intersec
ción  entre  el conjunto  de  registros  recuperados  por  la  cláusula  WHERE  sobre
la  negación  de  las  condiciones  definidas  por  el  cromosoma  cromosoma (1)  y  el
conjunto  formado  por  los  elementos  de  la  clase  p.
En  definitiva  lo que  tenemos  es  que:
•  Vp es el  cardinal  el  conjunto  de  instancias  de  la  clase  p  que  cumplen  la
cláusula  WIIERE.
•  Vn representa  el  cardinal  del  conjunto  de  instancias  que  no  pertenecen  a
la  clase p  y que  no es  seleccionado,  o lo que  es lo mismo,  que  no  satisfacen
la  consulta  y  además  no  son  ejemplos  de  la  clase  n.
•  Fp  es  el  cardinal  del  conjunto  de  registros  seleccionados  por  la  consulta
que  no  pertenecen  a  la  clase p.
•  Fn es  el  cardinal  del  conjunto  de  registros  que  no  satisfacen  la  consulta
pero  si son  elementos  de  la  clase  p.
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La  implementación  que  proponemos  para  el cálculo  de  los  valores  Vp,  Fp,
Vn  y  Fn  asume  que  la  unión  de  las  clases  p  y  n  representa  el  universo  de
discurso,  que  es  el contenido  de la  tabla  de entrenamiento  de  la  base  de  datos.
Además  se  cumple  que:
Vp  +  Vn  +  Pp  +  Fn  =  N
donde  N  es  el  número  total  de  registros  en  la  tabla  o  conjunto  de  en
trenamiento.  Ya  que  Vp,  Fp,  Vn  y  Fn  se  han  construido  de  forma  que  los
respectivos  conjuntos  recuperados  CR  de  la  tabla  de  entrenamiento,  a  partir
de  estas  expresiones,  no  comparten  elementos.  En  otras  palabras:
CRv  fl CRv  fl CRi’p fl CRF  0
-  Aproximación  con  UPDATE
La  segunda  aproximación  utiliza  UPDATE  que  permite  un  procedimiento
más  simple.  La idea  en la que  se inspira  este  procedimiento  se basa  en la  propia
tabla  de  clasificación  (explicada  previamente  en  la  sección  3.1.3  página  32),
donde  se enfrentan  los valores  reales  y los  estimados  por  un  modelo  candidato.
Para  la  implementación  de  esta  idea  es  necesario  añadir  dos  nuevos  campos
a  la  tabla  sobre  la  que  se  realiza  el  aprendizaje.  A  estos  nuevos  campos  se
llaman  REAL y  ESTIMADO. Lógicamente,  el  campo  REAL será  el  encargado  de
almacenar  la  información  real  de pertenencia  a la  clase, mientras  que  el campo
ESTIMADO incluirá  la  información  de  cada  registro  sobre  la  pertenencia  o  no
a  la  clase  estimada  a  partir  del  modelo  que  se  está  evaluando.  Por  lo  tanto,
los  dos  campos  anexionados  almacenan  los valores  lógicos  verdadero (TR UE)
o  falso  (FALSE), pudiendo  valer  uno  o cero.  Para  el campo  REAL, el  valor  uno
(1)  indica  que  un  registro  pertenece  a  la  clase objetivo  p mientras  que  el valor
cero  (O) indica  que  no  pertenece  a  esa  clase.  Para  el campo  ESTIMADO, el valor
uno  (1)  se  utiliza  para  representar  que  según  el modelo  candidato  evaluado  un
registro  pertenecería  a  la  clase  objetivo,  y  cero  para  lo contrario.
Mientras  que  la  información  del  campo  REAL, lógicamente,  permanece  in
variable,  y  por  lo tanto,  el  campo  REAL es  automáticamente  rellenado,  con  los
—  128—
Bases  teóricas de la propuesta
valores  1 y O correspondientes,  por  primera  y única  vez al  principio  del  proce
so.  Por  el contrario,  el campo  ESTIMADO es modificado  cada  vez que  un  nuevo
modelo  candidato  se  evalúa  utilizando  la  siguiente  consulta  auxiliar  (A,):
l9Av.x(ind(i))  =  UPDATE <tabla>  SET  {ESTIMADO]=1
WIIERE (cromosoma(i));
donde  cromosoma(i),  igual  que  en  la  aproximación  explicada  previamen
te,  representa  al  conjunto  de  condiciones  codificadas  en  la  cadena  binaria  de
un  individuo  ind(i}. Trás  ejecutar  la  consulta  creada   el  campo  estimado
presenta  el  valor  1 en  aquellos  registros  que  el  modelo  estima  que  pertenecen
a  la  clase  y  O en  caso  contrario.  La  evaluación  finaliza  con  el  cálculo  de  los
parámetros  V,  Vr,, F1, y  F,  ejecutando  sobre  la  base  de  datos  las  siguientes
consultas:
(2.1)  Vp    Card($ELECT  *  FEOS  <tabla>  WHERZ [REAL]    1 ANO [ESTIMADO]     1)
(2.2)  Vn    Card(SELECT  *  FROM <tabla>  WHERE [REAL)    O ANO  [ESTIMADO] —  O)
(2.3)  Fp    Card(SELECT  *  FROM <tabla>  WHERE [REAL]    O ANO [ESTIMADO]     1)
(2.4)  Fn    Card(SELECT  *  FROM <tabla>  WHERE [REAL]     1 ANO [ESTIMADO) —  O)
Ambos  métodos, que producen los mismos resultados según la experimen
tación  durante  el desarrollo  de la  implementación,  tienen  interesantes  ventajas.
Por  ejemplo,  el procedimiento  SELECT  a  pesar  de presentar  una  construcción
algo  más compleja,  deja  un  espacio  abierto  e  interesante  para  la  ampliación
del  sistema  al  aprendizaje  con  más  de  dos clases,  ya  que  la  consulta  SELECT
incluye  la  condición  de la  clase.  Sin embargo,  UPDATE  que  es  el  procedimien
to  óptimo  para  un  problema  de dos clases,  como  la clase  de ejemplos  positivos
junto  a  la  clase  de  ejemplos  negativos,  y  por  lo tanto,  el  recomendado  en  esta
primera  versión  de  la  implementación.
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Funciones  de calidad  en  términos  de  verdaderos  y  falsos
Numerosas funciones pueden definirse e implementarse en función de verda
deros  y falsos, tal  y como se detallo en los capítulos de revisión de conocimien
to  (sección 3.1.1). La implementación, incorpora algunas  (aciertos, aciertos y
errores  y SE), que han  sido utilizadas para  la  experimentación. Sin embargo,
incluir  nuevas funciones no es una tarea  compleja.
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7.2.   DESCRIPcIÓN  DEL  DESARROLLO  PARA  LA  EXTRACCIÓN
DE  MODELOS  BASADOS  EN  REGLAS
En  el  sistema  desarrollado  para  la extracción  de  modelos  basados  en reglas,
cuyas  bases  teóricas  han  sido  explicadas  en  la  sección  anterior,  se  diferencian
dos  aplicaciones.  La  primera  y  principal  basada  cii  un  algoritmo  genético  es  la
encargada  de realizar  la búsqueda  de la  hipótesis  que  mejor  explica  los datos  de
entrada  (AGLearner).  La  segunda,  tiene  que  ver  con  el  tipo  de  representación
de  las  hipótesis,  en  nuestro  caso  conjuntos  de reglas,  y  que  es  la  encargada  de
codificar  y decodificar  la información  de los individuos  generados  con algoritmo
genético  en forma  de reglas.  Con  esta  finalidad  ha  sido implementada  como una
librería  DLL  en  lenguaje  Visual  Basic©  llamada  SQLdeco .dll  que  se  incrusta
en  el código  de  AGLearner  para  calcular  la  cobertura  de las  hipótesis.
A  continuación  se  describen  las  principales  características  de  AGLearner
para  continuar  con  la  descripción  de  SQLdeco .dll.
7.2.1.   APRENDIzAJE  ON  AGLEARNER V1.O
La  aplicación  AGlearner(figura  7.3)
6©  [ALONSO  ET  AL.,  2002].
ha  sido  desarrollada  en  Visual  Basic
La  estructura  de  AGLearner  está  compuesta  por  los  ocho  formularios  (ex;1]
WA6tcarne,;0]
Figura  7.3: Menu  y  botonera  de  la  aplicación  ACLearner
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tensión  *f)  y  los  cinco  módulos  (archivos  con  extensión  *.bas),  que  apa
recen  el  la  figura  7.4.  Los  formularios  implementan  los  elementos  de  interfaz
de  la  aplicación  con  los  usuarios.  A  partir  de  ellos  se  pueden  incluir  valores
para  parámetros  de  ejecución  del  algoritmo  genético,  como  por  ejemplo  las
probabilidades  de  mutación  o  cruce  (Fprob.frm)  o  parámetros  más  generales
como  la longitud  de los cromosomas,  tipo  de mutación,  etc.  (FrmGeneral.frrn).
Otros  formularios  sirven  para  visualizar  de  forma  gráfica  (FrmGraficas.frm)  y
numérica  la  evolución  del  proceso  de  búsqueda  (FrmDatosProceso.frm),  para
seleccionar  elementos  para  el almacenamiento  de  la  información  de las gráficas
(FrmTrazas.frm)  o para  confirmar  en cada  uno de los anteriores  formularios  la
selección  realizada  una  vez pulsada  la  opción  aceptar  (FrmConfirmacion.frm).
De  todos  estos  formularios  merece  especial  atención  FrmGraficas  formularios
dedicado  a la visualización  de la  evolución del proceso de aprendizaje  o búsque
da  por  lo  que  se  dedicarán  más  adelante  unas  líneas  a  explicar  su  funciona
miento.  En cuanto  a los módulos,  éstos  representan  cinco subsistemas  diferentes
dedicados  a:  1)iniciación  de la herramienta  (rnódulolniciacion.  bas), 2)represen-
tación  gráfica  de  la  evolución  del proceso  de búsqueda  (GraficoSetting.bas),  3)
bucle  principal  del  algoritmo  genético  (Main.bas),  4)  creación,  sustitución  y
otras  operaciones  genéticas  que  se  realizan  durante  el  proceso  de  búsqueda
sobre  las  diferentes  poblaciones  (Genetico. bas)  y, finalmente,  5)  incorporación
de  la  función  de  fitness  o  función  de  calidad  (ModDescripcionProblema.bas).
Además,  existen  dos  módulos  de  clase,  individuo.cls  y  poblacion.cls,  que  per
miten  implementar,  el  algoritmo  genético  bajo  el  paradigma  de  orientado  a
objetos.
En  lo que  sigue se  explica  los componentes  más  interesantes  y novedosos  de
la  implementación  de AGLearner  dejando  a  un  lado  aspectos  menos  relevantes
de  la  implementación  por  ser  comunes  a  otras  aplicaciones  informáticas.
Módulo  de  clase:  Individuo  (individuo.cls)
La  clase  Individuo  es  un  objeto  que  representa  la  unidad  básica  de  un
algoritmo  genético.  Por  ello  esta  clase  contiene  propiedades  como  cromosoma
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B  Forms
.  frmconfirmacion (frmconfirmacion.frm)




.  frmPrueba (frmPrueba,frm)
‘  frmnTrazas (FormTrazas.frm)
i.  MDlfrmPrincipel (MolfrmPrindpaLfrm)
9...  Modules
Genetico (Genetico.bas)
:4  Greficosetting (Graficosetting.bas)
.4  Modulolnidalizacion (Iniclalizecion.bas)kA  PrflcipalGenesís (MStbas)
4*  Problema (ModDescripclonProblerne,bas)(}a  Class Modules
a  Individuo (Indivfriuo.cls)a  Poblacion (Poblacloncis)
Figura  7.4: Archivos que  componen la aplicación AGLearner
y  fitness.  La  propiedad  cromosoma,  de  tipo  cadena  (string),  almacena  la
secuencia  de  caracteres  binarios  que  representa  al  individuo.  La  propiedad
fitness,  de tipo  numérica  de doble  precisión  decimal  (double),  guarda  el valor
numérico  de  la  función  de  calidad  elegida.
Módulo  de  clase:  poblacion  (poblacion.cls)
La  clase  Poblacion  representa  a  la  colección  de  objetos  Individuos  y  al
grupo  de posibles  soluciones  de cada generación.  Este  objeto  contiene  la  propie
dad  Count,  que cuenta  el número  de elementos  de cada  población,  y los métodos
add  y  remove,  para  añadir  o eliminar  individuos  a  una  población.  Durante  el
proceso  de  búsqueda,  tan  sólo  se  genera  tres  tipos  de  objetos  poblacion:  la
población  inicial,  la  población  vieja  o  intermedia  y  la  nueva  población.  Estas
tres  poblaciones  cambian  sus  individuos  a  través  de  los  operadores  genéticos
elitismo,  mutación  y  cruce.
A  continuación  se  describen  brevemente  los módulos  y  procedimientos  más
importantes  en el  proceso  de  búsqueda  genética  implementado.
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Módulo:  PrincipalGenesis  (Main.bas)
PrincipalGenesis  es  el  módulo  donde  se encuentra  el  bucle  principal  de
ejecución  del  algoritmo.  Las  siguientes  líneas  muestran  el  pseudo-código  de
este  proceso  iterativo,  desde  el cual  se hacen  llamadas  a los procedimientos  que
realizan  las diferentes  operaciones  sobre  las nuevas  poblaciones.  Este  código  se
encuentra  en  el módulo  Genetico.




Seleccion  (PoblacionViej a, PoblacionNueva)
Cruzar  (PoblacionNueva)
Mutar  (PoblacionNueva)
If  Elitismo  Then  IncorporaElitismo  (PoblacionVieja,  PoblacionNueva)
PoblacionVieja =  Pob].acionNueva
Loop  Until (CondicionFarada)
End  Sub
El  primer  paso  del  algoritmo  es  generar  una  población,  que  se  denomina
población  inicial,  con  un  número  de  individuos  determinado  por  el  usuario.
!osteri0mte  comienza  el  proceso  de  búsqueda.  Como  se  puede  ver  en  el
pseu-código  se  trata  de  un  proceso  iterativo  realizado  por  el  bucle  Do y  Loop,
y  que  repite  las  mismas  tareas  en  cada  iteración.  La  población  se  evalúa,  y
después,  se  seleccionan  los  individuos  en  función  de  su  calidad  para  poste
riormente  ser  cruzados  y/o  mutados  con  lo que  se  generan  nuevos  individuos.
El  proceso  almacena  el  mejor  individuo  en  el  caso  de  tener  activo  alguno  de
los  mecanismos  de  elitismo.  La  etapa  final  del  bucle  consiste  en  reemplazar
la  población  de  partida  por  los  nuevos  individuos  generados.  Este  proceso  es
repetido  iterativamente  hasta  que  se  satisface  una  condición  de  parada,  que
puede  ser  o  bien  porque  se  alcanza  la  solución  que  sería  el  final  ideal  del  pro
ceso,  bien  se  llega  a  un  número  determinado  de  generaciones  (iteraciones)  o
bien,  el  usuario  decide  finalizar  manualmente  el  proceso.
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Módulo:  Genético  (genetico.bas)
El  módulo  genético  (Genetico. bas) contiene  el  código  de  las  funciones  más
importantes  en  el proceso  de  búsqueda  genética,  todos  explicados  en  el aparta
do  4.2, como  son: a) la  generación  de la  población  inicial  aleatoria  o generación
de  población  inicial  mediante  semilla,  b)  la  selección  de  los  individuos  más
adaptados  mediante  el  método  de ruleta,  c)  los  operadores  genéticos  de  cruce
en  un  punto,  en dos puntos  o de cruce  uniforme,  d)  los operadores  genéticos  de
mutación  en  un  punto  o en todos  de la  cadena  cromosómica  y e) los  operadores
genéticos  de  elitismo  tanto  unitario,  se  conserva  el  mejor  individuo,  como  el
llamado  modelo elitista  en  el  que  se  ordenan  los  individuos  según  su  calidad
y  se  seleccionan  para  formar  la  nueva  población  con  los  que  presentan  mayor
valor  de  fitness.
Formulario:  FrmGraficas  (FrmGraficas.frm)
La  visualización  de  la  evolución  del  proceso  de  búsqueda  o  aprendizaje  es
determinante  para  evaluar  si el  proceso  de  búsqueda  del  modelo  está  progre
sando  adecuadamente.  Además  puede  permitir  al  usuario  realizar  operaciones
encaminadas  a  ajustar  mejor  el  procedimiento  así  como  parar  el  proceso  de
búsqueda  cuando  se alcanza  una  solución  exacta  o de  calidad  suficiente  para
el  usuario  final.
La  figura  7.5a  presenta  la  pantalla  de  visualización  gráfica  del  proceso,
donde  aparecen  dos  gráficas.  La principal  muestra  la evolución  de la  búsqueda
en  las  últimas  generaciones  mientras  que  la  secundaria  muestra  un  histórico
de  la  evolución  de  generaciones  anteriores.  En  la  gráfica  principal  en  el  eje  X
se  representa  el  número  de  generaciones  y  en  el  eje  Y  se  muestra  la  fitness
de  cada  individuo,  el  valor  medio,  máximo,  mínimo  o  la  desviación  estándar
de  la  fitness  de  la  población,  si  están  activadas  las  casillas  correspondientes.
Es  importante  destacar  que  un  proceso  de  búsqueda  que  evoluciona  de  forma
adecuada  presenta  gráficas  para  el valor  medio,  el mínimo  y  máximo  con  cres
tas  y  depresiones  pero  con  una  tendencia  general  hacia  un  valor  máximo  de
fitness  (convergencia).  Los  diferentes  valores  obtenidos  durante  el  proceso  se
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Figura  7.5: Pantallas  de  visualización  (a)  gráfica  de  proceso  de
numérica  de  proceso  de  evolución  genética
visualizan  en  la  pantalla  que  muestra  la  figura  7.5h.
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evolución  genética  y  (b)
Este  módulo  es  otra  de  las  partes  importantes  de  la  implementación,  ya
que  es  donde  se  conecta  el  problema  que  se  quiere  resolver  con  el  proceso
genético,  es  decir  donde  se  incluye  un  interprete  que  decodifique  los  cromo
somas  y/o  calcular  el  correspondiente  valor  de  fitness.  Se  trata  por  lo  tanto
del  modulo  que  debe  incorporar  las  funciones  necesarias  para  estas  dos  tareas,
y  que  dependerán  del  problema.  El  único  requisito  para  su  desarrollo  es  in
cluir  un  procedimiento  llamado  Public  Sub  CalculaFitness  (INDIVIDUO  As
INDIVIDUO) que  debe  incluir  las  rutinas  y  funciones  necesarias  para  calcular
y  asignar  el  valor  de  fitness  del  individuo  examinado.  Este  modulo  permite
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 SQLdecoFkfre, (fldecoFtFrm.fwn)
 S.decoFrm  (SQ1doFrn.frn)
a  SQtdecofrrrtid (SQLdecrrs1d.bas)
 riódios de clase
Ji  SQldeco (Sçtdeco.cls)
7.2.2.   DEsCuBRIMIENTO  DE  REGLAS  CON  SQLDEC0.DLL
Con  AGLearner  se  puede  aplicar  la  búsqueda  genética  a  la  resolución  de
un  amplio  conjunto  de  problemas  ya  que  los  procedimientos  asociados  a  la
búsqueda  genética,  selección,  cruce,  mutación,  etc  son  genéricos.  En  nuestro
caso  la  búsqueda  genética  tiene  cómo  finalidad  encontrar  el conjunto  de  reglas
(modelo)  que  mejor  explica  un  conjunto  de  datos  de  entrada  almacenados  en
una  base  de datos.  Para  la evaluación  es necesario  decodificar  los individuos  de
la  población  y  estimar  la  bondad  de  cada  individuo  actuando  como  solución
del  problema  planteado.  En  nuestro  caso esto  se  plasma  en el desarrollo  de una
función  específica  que  evalúa  modelos  basados  en  reglas  mediante  sentencias
SQL.  Esta  función  es  parte  de  un  archivo  tipo  DLL  (Dynamic  Link  Librarg)
que  se  ensambla  en  la  aplicación  AGLearner.
La  DLL  implementada  está  formada  por  cuatro  archivos  tal  como  se mues
tra  en  la  figura  7.6:  dos formularios  (SQLdecoFrrn.frm  y  SQLdecoFitFrm.frm),
un  modulo  (SQLdecoFrmMdl.bas)  y  un  modulo  de  clase  (SQLdeco.cls).;1]
Proyecto-SQLdecoOLl;0];1]
SQLdecoDt1_(DtI_SQIdeco.vbp);0]
Figura  7.6: Archivos  de  la  impleinentación  SQLDeco.DLL
Tanto  el  formulario  principal  SQLdecoFrm.fnn  como  SQLdecoFitFrm.fnn,
de  nuevo,  representan  la  parte  de  interfaz  entre  los  procedimientos  informáti
cos  y el usuario,  que  se  utilizan  para  introducir  los  parámetros  del  experimento
que  se  desea  realizar  como el  nombre  y  ubicación  de  los  archivos  contenedores
de  datos  y  conocimiento,  o  el  tipo  de  aprendizaje  a  realizar  (figura  7.7).  Los
procedimientos  generales  de la  aplicación  se  incluyen  en  el  modulo  (SQLdeco
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Figura  7.7:  Formulario interfaz  de  la  DLL  donde  se  incluyen  la  infonnación  relativa  al  pro
blema
SQLDeco  .DLL presenta  dos  modos  de  funcionamiento.  Cuando  esta  DLL  es
llamada  por  primera  vez  desde  la  aplicación  AGlearner  aparece  el  formulario
de  la  figura  7.7  en  el  que  el  usuario  especifica  la  base  de  datos  Access©  que
PrrnMdl.bas). Y  finalmente,  un  modulo  de  clase,  SQLdeco.els que  representa  a
objetos  donde  se  incorporan  las  propiedades  y  métodos,  que  son  visibles  desde
la  aplicación  principal  (AGlearner).;1]
Q  Archivos para la Funcion Fitnesç;0];1]
ÜLJec:-  [JLL y  1 Ü.F•J;0];1]
‘Tic 11002-hl 9  H V.?hr ir,”;0]
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contiene  los  datos.  A  continuación  aparecen  todas  las  tablas  contenidas  en  la
base  de  datos,  lo que  permite  al  usuario  detallar  el conjunto  de  entrenamiento.
Además,  el  usuario  debe  definir  la  información  y  parámetros  necesarios  para
decodificar  y  evaluar  a  los  individuos.  En  primer  lugar,  seleccionar  el  archivo
de  texto  que  contiene  el  nombre  de  las  variables,  las etiquetas  y  el  número  de
bits  que  requiere  cada  una  de ellas.  Este  archivo  es denominado  f it,  y presenta
los  siguientes  datos  y estructura:
a,Atri1 ,bits1 ,etiquetai(a),... ,etiquetai(z)
a,Atri2 ,bits2,etiqueta2(a),... ,etiqueta2(z)
a,AtriN  ,bitSN  ,etiqUetaN(a),...  ,etiquetaN(z)
c  , Atriciase  ,  bltscj8  ,  etiqueta(case),...  ,etiqUeta(0  chise)
Cada  línea  escrita  en  el  archivo  representa  la  información  de  cada  variable
utilizada  en  la  búsqueda,  y  que  forman  parte  del  cuerpo,  tanto  antecedentes
como  el  consecuente,  de  las  reglas.  Cada  línea  contienen  cuatro  partes  que
se  separan  por  comas.  La  primera  parte,  hasta  la  primera  coma,  incluye  un
letra,  que  puede  ser  a  o  c,  para  representar  si  el  atributo  que  menciona  esa
línea  formará  parte  del  antecedente  o  en  el  consecuente,  respectivamente.  La
parte  representada  por  AtriN  corresponde  al  nombre  que  tomará  la  varia
ble  N  en  el  futuro  modelo,  y  que  coincide  con  el  nombre  de  cada  uno  de
los  campos  de  la  tabla  a  utilizar  en  el  entrenamiento.  A  continuación,  bItsN
determina  el  número  de  bits  necesarios  para  codificar  todas  las  posibilidades
de  una  variable.  El  número  de  bits,  que  debe  ser  entero,  depende  del  núme
ro  o  cardinal  de  valores  o  etiquetas  que  cada  atributo  puede  adoptar  Card
(etiquetaN(a),...  ,etiquetaN(Z)),  pero  siempre  es  potencia  de dos  debido  al
carácter  binario  de cada  bit.  para  conocer  este  número  entero  se utiliza  el valor
entero  inmediatamente  superior  al  que  se  obtiene  de  la  expresión  14.
bitsN  =  1og  Card  (etiquetaN(a),.. .  ,  etiquetaN(a))         (14)
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Cabe  mencionar,  que  el número  de etiquetas  reales puede  ser igual  o menor
a  las posibilidades  que  permita  un  determinado  número  de  bits,  es  decir,  que
tres  etiquetas  requieran  dos  bits,  pero  éstos  permiten  codificar  cuatro.  Por
lo  tanto,  en  estas  ocasiones  la  posibilidad  extra  se  decodifica  como  “nulo”,
es  decir,  no  se  incluye  en  la  regla.  El  final  de  cada  línea  incluye  todas  las  z
etiquetas  que  presenta  la  variable  N  (etiquetaN(Z)),  es decir,  todo  el  dominio
de  valores  simbólicos  o  nominales.
Este  archivo  al  ser  ASCII  puede  ser  creado  fácilmente  de forma  manual  y
con  cualquier  editor  de  texto,  siguiendo  las pautas  descritas,  o  bien  de  forma
automática  con  una  herramienta  a  la  que  se  accede  a  través  del  botón  Crear
que  incluye  el formulario  de  la  DLL  (figura  7.7).  Presionando  este  botón  apa
rece  el  formulario  SQLdecoFitFrrn.frm  (Figura  7.8a),  y  la  única  acción  que
requiere  del  usuario  es  determinar  qué  variables  formarán  los  antecedentes  y
cuales  el  consecuente,  ya  que  los  otros  parámetros  como  etiquetas  y  número
de  bits  son  extraídas  automáticamente  de  la  tabla  elegida  previamente  en  el
primer  formulario  (figura  7.7).  Esta  pantalla  ofrece  también  la  posibilidad  de
crearlo  de forma  semi-automática,  donde  el  usuario  va incluyendo  variable  por
variable  cada  atributo,  los  bits  y las etiquetas  y le sirve  de  ayuda  en este  paso
la  información  de  la  tabla  que  va  presentando  el  formulario.  Para  conocer  si
un  archivo  es  correcto,  si  los  modelos  incluyen  toda  la  información  deseada,
o  datos  importantes  como la  longitud  del cromosoma,  entre  otros  parámetros
interesantes,  el  botón  Analizar  del  mismo  formulario  (Figura  7.8b)  permite
ver  su  contenido.
Una  vez  seleccionado  el  archivo  donde  se almacena  la  información  de  la
codificación  de las variables  que  compondrán  las reglas,  se  puede  determinar  el
valor  de los operadores  que  van  a componer  las precondiciones  y los conectores
entre  las  reglas  que  formarán  el  modelo  completo.  Tal  y  como  se  vio  en  el
apartado  de  las  bases  teóricas,  el  valor  los  dos  operadores  lógicos  puede  ser
AND  u  OR,  y  el  operador  de  comparación  puede  ser  igual  o  desigual,  según
las  necesidades  y objetivos  de  la  experimentación.
Es  también  en este  punto  en  el que  el  usuario  puede  activar  una  operación
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Figura  7.8:  (a)  Formulario  que  permiten  la  creación  de  archivos  que  contiene  la  información
para  la  decodilicación  (archivo  f  it).  (b)  Pantalla  del  formulario  principal  de
SQLdeco  .DLL  cuando  se  analiza  algún  archivo  f  it  existente
que  permite  almacenar  en  cada  generación  todas  las  soluciones  evaluadas  que
superen  el  último  máximo  alcanzado.  Esta  opción  puede  ralentizar  el  proceso,
pero  asegura  que  se  guardan  todas  las  soluciones  de  mayor  calidad  encontradas
durante  el  proceso  de  búsqueda.
Para  finalizar,  un  menú  desplegable  permite  seleccionar  la  función  de  fitness
que  se  desea  aplicar  de  las  descritas  en  la  sección  3.1.3.
Una  vez  definida  toda  esta  información  la  llamada  a  SQLDeco  .DLL  desde
AGLearner  desencadenan  el  cálculo  de  calidad  de  ulla  hipótesis  de  la  forma
que  se  muestra  en  la  figura  7.9.
En  pocas  palabras,  el  cromosoma,  es  decir  las  cadenas  de  ceros  y  unos  que
representa  a  un  modelo  candidato  se  transforma  en  una  sentencia  SQL  uti
lizando  la  información  contenida  en  el  archivo  £  it,  explicado  anteriormente.
Una  rutina  intérprete  decodifica  las  subcadenas  del  cromosomas,  formando
las  precondiciones  con  el  nombre  de  una  variable  unido  por  un  operador  de
MUt,  14ú.M 8
U--—
14wNUEK1UI
1  T ,bI,loU,,lfl’.
k  TASI            jlASAç.03I
-         -I_J
fft”FI
—  E —1
rIM...d.      
S*t_IUJ
II                        —
Ml
WTEHTt8  (.         COMNEW€NTE€ 801
-              I.JCZM.0M






Capítulo  EXTRACCIÓN  AUTOMÁTICA  DE  REGLAS
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•Ubicación  archivos  fi’ y  II
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Figura  79:  Flujo  de  tareas  realizadas  en  SQLDeco.DLL para  calcular  la  calidad  de  un  cro
mosoma  o individuo
comparación  a  un  valor  del  dominio  de  la  variable,  e  interpreta  los  operadores
lógicos  entre  las  precondiciones.  Una  vez  se  ha  obtenido  el  conjunto  de  precon
diciones  se  forma  la  sentencia  SQL que  denominaremos  i9,  que  representa  al
posible  modelo  y  que  se  incluye  en  una  cláusula  WHERE.  Efectuada  las  con
sultas,  se  obtienen  los  valores  para  los  parámetros  Verdaderos  positivos  (VÇ,,),
Falsos  negativos  (Fa),  Verdaderos  negativos  (Va) y  Falsos  positivos  (Fr).  Con
estos  cuatro  parámetros  se  computa  la  fitness  utilizando  la  función  que  ha  sido
elegida  por  e  usuario  al  comienzo  de  la  ejecución.
Para  finalizar  decir  que  la  utilización  de  esta  DLL  con  AGlearner  ofrece  la
posibilidad  de  visualizar  los  cromosomas  y su  representación  en  formato  reglas,
Vp,  Fn,  Vn, Fp
SQLJec..  fl1]I!
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tal  como  se muestra  en  la  figura  7.10.
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EVALUACIÓN  CON  SQLGEN
El  resultado  final  de la  aplicación  AGlearner  es una  secuencia  binaria  que se
almacena  en  un  archivo  de texto  una  vez ha  concluido  el proceso  de  búsqueda.
El  cromosoma  almacenado  codifica  al  mejor  individuo  obtenido  y  se  transfor
ma  en  el  conjunto  de  reglas  que  se  presenta  al  usuario  a  través  del  siguiente
modulo  del  sistema  llamada  SQLgen. Esta  herramienta  se  basa  en  la  librería
explicada  SQLDeco . DLL. La  figura  8.1  muestra  la  pantalla  de  decodificación
“cromosoma/conjunto  de  reglas”.  En  este  formulario  el  usuario  debe  intro
ducir  el  cromosoma  y,  utilizando  la  información  contenida  en  el  archivo  f it
explicado  en la sección  7.2.2,  aparece  el conjunto  de reglas  codificado  y su valor
de  fitness,  tal  y  como  se muestra  en  la  figura.  Adiciona.lmente,  para  modelos
de  más de  una  regla  en el  formulario  se indica  la  calidad  por  separado  de  cada
una  de  las reglas.
Una  vez que  se conoce el modelo  generado  por  AGLearner  como un  conjunto
de  reglas  a  partir  de  un  conjunto  de  datos  de  entrenamiento,  otro  módulo
de  la  herramienta  (figura  8.2)  permite  validar  el  modelo  mediante  un  nuevo
conjunto  el  de  validación,  que  recordemos  puede  ser  un  conjunto  con  nuevos
registros  previamente  separado  de resto,  el conjunto  inicial  de datos,  o cualquier
conjunto,  que  tenga  el mismo tipo  de datos  (variables  y etiquetas)  dependiendo
de  la  técnica  de  validación  seleccionada.  Como  se explicó  en la  sección  3.1.2.
Seleccionados  el  archivo  fit  y  el conjunto  que  servirá  para  la  validación,  la
herramienta  presenta  los  siguientes  parámetros  de  calidad  del  modelo  descu
bierto:  los  parámetros  Vi,, F,  V  y  F,  el  valor  de  fitness  calculada  mediante
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Figura  8.1: La  decodificación  en  el  conjunto  de  reglas  final  se  realiza  con  el  formulario
SQLDecoder
la  función  seleccionada,  la  proporción  de  elementos  bien  clasificados,  es  decir
la  exactitud  (Ex)  y  la  certidumbre  a  través  del  parámetro  confianza  (Co),  qne
determinaría  el  porcentaje  de  casos  en  los  que  el  modelo  es  verdadero  frente
al  total  de  casos  en  los  que  se  dan  las  condiciones  del  modelo.  El  cálculo  de  la
exactitud  y  de  la  confianza  se  realiza  a  partir  de  las  ecuaciones  15  y  16.
Ex(%)  =     Vp+Vn       x 100               (15)
Vp+Fn+Vn+Pp
Co(%)  =          x 100                    (16)
Vp+Fp
Esta  herramienta  además  incorpora  la  posibilidad  de  presentar  visualmente
los  resultados  de  la  clasificación,  a  través  de  dos  imágenes  que  representan  la
distribución  espacial  de  los  valores  reales  y  los  estimados  por  el  modelo  para  la
clase,  tal  como  se  puede  ver  en  la  figura  8b.  La  razón  de  incorporar  una  visuali
zación  en  forma  de  mapa  es  que  la  herramienta  de  extracción  de  conocimiento
(KDD)  desarrollada  se  ha  orientado  principalmente  a  la  obtención  de  modelos
a  partir  de  datos  de  entrada  que  tienen  una  componente  espacial  y  que  son  ha
bitualmente  el  resultado  de  una  tarea  de  muestreo,  por  lo  que  la  visualización
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Figura  8.2: Pantalla  para  la  evaluación  y  determinación  de  la  calidad  del  conjunto  de  reglas
decodificado  a  partir  de  un  cromosoma
de  la  distribución  espacial  real  frente  a  la  estimada  de  la  variable  que  se  desea
predecir  es  de  gran  utilidad  para  el  usuario  final.  Por  otra  parte,  recuérdese
que  la  estrategia  para  la  obtención  de modelos,  que  se  propone  en  este  trabajo,
parte  de  desdoblar  el  conjunto  de  datos  de  entrada  en  dos  subconjuntos  que
representan  ejemplos  que  pertenecen  a  la clase  que  se desea  modelar  y ejemplos
que  no  pertenecen  a  esa  clase.  Tanto  en  el  mapa  que  muestra  la  distribución
espacial  real  de  los  ejemplos  (figura  Sa)  como  en  el  que  muestra  la  estimada
(figura  8b),  los círculos  negros  representan  la  pertenencia  a  la  clase  que  se  esta
modelando  mientras  que  los  círculos  blancos  representan  la  no  pertenencia  a
la  clase.  Esta  forma  de  representación  de  resultados  permite  el  análisis  visual
de  los  mismos  y la  comparación  de  los valores  estimados  con  los  reales,  lo  que
deriva  en  una  potente  herramienta  para  apreciar  dónde  el  modelo  funciona
1  DOC’]      j
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Figura  83:  Pantallas  del  evaluador  SQLgen  para  elegir  las  variables  para  representar  los









BÚSQUEDA  DE  MODELOS  PARA  AGRICULTURA  DE
PRECISIÓN
Las  prácticas  de  cultivo  tradicionalmente  se  han  orientado  hacia  una  ges
tión  uniforme  del  campo  ignorando  la  variabilidad  espacial  inherente  consta
tada  por  la  mayor  parte  de los agricultores.  Es  más,  el aumento  del  tamaño  de
los  campos  debido  a  una  creciente  mecanización  ha  contribuido  a  incrementar
este  novedoso  tipo  de  gestión.  Esto  contrasta  con  la  situación  que  se  suscita
en  los  sectores  ms  ecologistas  de  la  sociedad  que  demandan  el  desarrollo  de
técnicas  que  permitan  una  agricultura  sostenible,  siguiendo  las  directrices  de
la  FAO,  lo que  frecuentemente  se conoce  como  técnicas  de agricultura  ecológi
ca.  A  pesar  de  esta  fuerte  demanda  social  y  por  muy  diversas  razones,  entre
ellas,  culturales,  económicas,  técnicas  o la  propia  dificultad  de transformar  los
sistemas  agrícolas  [MAXWELL, 1999], hoy en día  todavía  se  realiza  una  gestión
uniforme  agroquímicos  lo que  se traduce  en un fuerte  impacto  medioambiental.
En  consecuencia  generar  prácticas  agrícolas  orientadas  una  gestión  óptima  (la
mejor  acción,  en  el mejor  lugar  y en el mejor  momento)  de agroquímicos  es  su
mamente  importante  desde  un  punto  de  vista  medioambiental  [B0NGI0vANNI
&  LOWENBERG-DEBOER,  2004].
El  término  agricultura  de precisión  nace  en  1986, según  D.  Fairchild  en  su
trabajo  presentado  en el II  Congreso Internacional  de Gestión  Precisa  para Sis
temas  Agrícolas  de  1994  (Site-Specific  Management  for  Agricultural  System),
para  describir  una  área  de investigación  que  tiene  por  objetivo  introducir  nue
vos  principios  y tecnologías  para  alcanzar  una  actuación  más  precisa  (espacial  y
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temporalmente),  minimizando  las cantidades  de  agroquímicos  utilizadas,  y por
lo  tanto,  gestionando  óptimamente  los campos  de cultivo  [PIERCE  &  NOWAK,
1999].  La  idea  de  adecuar  las prácticas  agrícolas  a  las  necesidades  de  cada  lu
gar  del  campo  se remonta  a  la  época  de los  primeros  colonos norteamericanos
que,  imitando  a  los  indios  nativos,  enterraban  pescado  en  ciertos  sitios  donde
el  cultivo  crecía  peor,  lo que  tenía  como efecto  una  mejora  en los nutrientes  de
la  zona  [SEIM,  2000]. Análogamente,  las técnicas  de precisión  actuales  se basan
en  el tratamiento  de los cultivos  de  forma heterogénea,  e  incluso  proponen  uti
lizar  los  agroquímicos  a  dosis  variables,  teniendo  en  cuenta  las  características
observadas  en  cada  campo  y siempre  que  exista  una  variación  significativa  en
la  abundancia  de malas  hierbas  o  del  cultivo  a  lo  largo  de  un  mismo  campo.
De  forma sintética,  la  tarea  principal  de la  agricultura  de precisión  es transfor
mar  los  datos,  recogidos  en  los campos,  en  decisiones  necesarias  en  las  etapas
de  tratamiento.  Ahora  bien,  la  Agricultura  de  Precisión  no  es  simplemente  la
habilidad  de aplicar  localmente  tratamientos  variables,  debe  ser  vista  como  la
habilidad  de supervisar  y evaluar  de modo preciso  la actividad  agrícola  a escala
local  o  de  finca  y  entender  con  suficiente  profundidad  los procesos  involucra
dos  de modo  que  se  puedan  obtener  los  objetivos  deseados  con  módificaciones
sobre  las prácticas  agrícolas.  No se trata  necesariamente  de  maximizar  la  pro
ducción  si no  más  bien  de  obtener  el  máximo  beneficio  con  el  menor  impacto
medioambiental  [COUSENS ET  AL.,  1987,  BLACKM0RE,  1994,  EARL  ET  AL.,
1996,  KROPFF  ET  AL.,  1997,  ROBERT,  1999].
Para  entender  los  beneficios  medioambientales  de  incorporar  una  gestión
agrícola  de  precisión  hagamos  un  pequeño  examen  de  la  contaminación  que
pueden  provocar  las diferentes  sustancias  empleadas  habitualmente  como  tra
tamiento  en  los  campos  de  cultivo.  Los  agroquímicos  más  peligrosos  son  los
pesticidas,  término  que  engloba  insecticidas,  fungicidas  y herbicidas.  La  mayo
ría  de ellos son sustancias  químicas  orgánicas  -COPs  (contaminantes  orgánicos
persistentes)-  que  pueden  deteriorar  el medioambiente  porque  son bioacumula
tivos  y persisten  mucho  tiempo  en el  suelo,  en el  agua  y  en la  biota,  y  además,
son  más  móviles  que  las sustancias  inórgánícas.  Algunos de estos  pesticidas  son
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de  baja  solubilidad  lo que  aumenta  su  potencia  de contaminación  de  las aguas
(AUGE  &  NAGI,  1999]. El  DDT  (dicloro  difenil  tricloroetano)  pertenece  a  este
grupo  y  fue  prohibido  por  la  legislación  europea  para  uso agrícola,  además de
por  su  elevada  toxicidad,  por  su  baja  solubilidad,  y  sin embargo,  se  han  detec
tado  recientemente  exposiciones  a  estas  sustancias  [PRES  S,  2003].  con  estas
características,  la  utilización  en exceso en  general  de agroquímicos  pueden  pro
vocar  la  salinización  y  contaminación  de  los  suelos  fértiles  y  de  acuíferos  de
forma  irreversible.  Uno de  los perjuicios  más  conocidos  del  exceso  de  químicos
es  la  eutrofización  de  las  aguas,  provocada  por  los  nitratos  en  concentracio
nes  superiores  a  5Omg/litro  (corroborado  por  la  Organización  Mundial  de  la
Salud),  fenómeno  que  llega  a  producir  la  muerte  de  la  fauna  acuícola.  Pero
más  impactante  resulta  conocer  que  el  uso  excesivo  de  estos  fertilizantes  es
peligroso  también  para  la  salud  humana,  ya  que  puede  llegar  a  producir  una
alteración  de  la  hemoglobina1  provocada  por  envenenamiento  y  que  puede  ser
mortal.  En  los  últimos  tiempos,  además  se  han  hecho  muchos  estudios  que
asocian  los  agroquímicos  con  determinadas  enfermedades,  como  el  Parkinson
o  la  infertilidad  (Veáse la recopilación  realizada  por  el centro  de  Minnesota  pa
ra  la  defensa  medioambiental  [WWW.MNCERTER.ORG,  20041). Incluso,  la  EPA
(Environmental  Protection  Ágency)  tiene  catalogados  algunos  pesticidas  como
cancerígenos.  Destacamos  que  el  contacto  con  los  pesticidas  puede  ser  por  los
alimentos  tratados  así  como  por  la  respiración,  a  través  de  su  exposición  a  la
piel  y  los  ojos.  Otro  ejemplo  de  los  efectos  producidos  por  los  herbicidas  se
observó  en  1998 cuando  el  gobierno  colombiano,  para  erradicar  los  cultivos  de
coca,  utilizó  productos  altamente  tóxicos  capaces  de  aniquilar  cualquier  vege
tal  con  hojas.  Incluso  ligeras  exposiciones  eran  suficientes  para  matar  árboles
maduros  lo  que  provocó  la  deforestación  de  millares  de  hectáreas  en  áreas
cercanas  a  los  campos  de  cultivo  de  coca  (MCGRAW-HILL,  1998].  Además,
de  la  inutilización  de  las  tierras  de  cultivo,  el  fenómeno  de  la  persistencia  de
La  Metahernoglobinemia  o  síndrome  del  bebe  azul  es  una  patología  provocada  por  el  alto
porcentaje  de metahemoglobina  en la sangre,  que puede  provocar  cianosis (10 a 25%),  alteraciones
respiratorias  (35 a 40%)  e incluso la muerte  (>70%).  De hecho,  este tipo  de globulos mal  formados
son  un  indicador  del grado  de  exposición a  determinados  agentes  químicos.  Enciclopedia  Medline
Plus  (www.nlm.nih.gov)
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agroquímicos  puede  llegar  a  provocar,  en  ambientes  relativamente  húmedos,
que  los  residuos  de  la  fumigación,  también  letales,  pasen  al  ciclo del  agua  in
filtrándose  a  través  de  lluvias  y  del  riego  y  dispersándose  rápidamente  una
vez  que  entran  en  arroyos  o  corrientes  subterráneas.  En  las  últimas  décacas
se  ha  hecho  patente  que  elementos  tóxicos  como  el  selenio,  el  mobdileo  y  el
arsénico,  procedentes  del  drenaje  agrícola  e  incluidos  en  el  ciclo  del  agua  de
forma  no  intencionada,  pueden  provocar  problemas  de  contaminación  hídrica
que  paradógicamente  son  una  amenaza  para  los  cultivos  (Letey  et  al.,  citado
en  [RHOADES,  1993]).  La  fumigación  realizada  para  la  gestión  de  un  cultivo
juega  también  un  papel  importante  en los flujos  de gases de invernadero  (CO2,
CH4  y  N20)  [ROBERTSON ET  AL.,  2000]. El  peligro es  claro  si se  combina  este
fenómeno  de  contaminación  de  las  aguas  con  el hecho  de  que  estas  sustancias
son  tóxicas  para  los  seres  vivos,  incluidos  los  humanos.  Así  pues  es  un  hecho
que  la protección  frente  a  las anteriores  sustancias  requiere  un  esfuerzo en áreas
científicas  como la  ecotoxicología  y en  general  en las  ciencias  relacionadas  con
estos  problemas  ecológicos.
En  resumen,  determinar  una  gestión  adecuada  del  campo  que  siga,  entre
otros,  principios  como  el  enunciado  en  la  Ley del Mínimo  de Liebig2  es la  ta
rea  fundamental  de las técnicas  desarrolladas  en  agricultura  de precisión.  Este
nuevo  estilo  de  hacer  agricultura  ha  sido  iinplementado  en  países  de  tradi
ción  agrícola,  como  los  Estados  Unidos  o Australia,  mostrando  un  porcentaje
de  éxito  del  60 %.  La  incorporación  en  Europa  ha  sido  más  reciente,  prin
cipalmente  en  Dinamarca  donde  se  han  obtenido  también  buenos  resultados
[FERNÁNDEZ-QUINTANILLA,  2003].
Poco  a  poco  este  procedimiento  de  gestión  del  campo  va  siendo  más  po
pular,  pero  su  incorporación  de  forma  generalizada  está  aún  lejos  y  depende
básicamente  de varios  factores  entre  los cuales son fundamentales  los siguientes:
1)  El  desarrollo  de  nuevas  técnicas  que  abaraten  los  costes  de  las  tareas
2  Ley  formulada  para  los sistemas  agrícolas  por  Justas  von  Liebig  (1803-1873) que establece  que
el  crecimiento  no está  controlado  por el  total  de  las  recursos  disponibles  sino  por  la escasez  y que
pone  de  manifiesto  el  hecho de  que el  aumento  de  nutrientes  no incrementa  el crecimiento  de  las
plantas  [TREFREEDTCTIONARY.COM,  2004)
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de  evaluación  del cultivo y  de la  generación  de  actuaciones  adecuadas  sobre  el
cultivo.
2)  La  implementación  de  herramientas  de fácil  uso  e  implantación  que  no
requieran  unos  conocimientos  técnicos  complejos.
3)  Un  endurecimiento  de las  leyes  (por  ejemplo  las  directrices  de  la  CEE)
que  impida  la  degradación  de  los recursos.
4)  Una  mayor  concienciación  social  sobre  la  importancia  de la  conservación
de  nuestro  entorno.
9.1.   CONTROL  PRECISO  DE  MALAS  HIERBAS
La  agricultura  de  precisión  tiene  dos  líneas  principales  de  actuación.  Por
un  lado,  la  fertilización  de aquellas  zonas  de  las parcelas  donde  el cultivo  crece
peor,  y  por  otro,  el  control  de  aquellas  plantas  que  reducen  la  producción  y
compiten  por  los recursos  disponibles  en el suelo,  las malas hierbas. La  segunda
línea  es de  gran  importancia  debido  a que  la  mayor  parte  de  los cultivos  sufren
en  mayor  o  menor  grado  la  presencia  de  mala  hierba  y  aunque  se  trata  de  un
problema  que  presenta  la  agricultura  desde  sus  comienzos  todavía  no  se  ha
encontrado  una  solución  que  siendo  eficaz sea  inocua  con  el medio.
Todas  aquellas  plantas  que  aparecen  en  cantidad  suficiente  dentro  del  cul
tivo  y  que  no  son deseadas  se  catalogan  como  malas hierbas. Al contrario  que
otras  plagas  no  atacan  al  cultivo,  sin  embargo  afectan  a  su  crecimiento  redu
ciendo  el  tamaño  y la  calidad  de la  cosecha  bien  debido  a la  competencia  entre
especies  o simplemente  por  contaminación  del grano  con  otro  tipo  de semillas.
En  algunos  casos  se  ha  constatado  que  las  malas  hierbas  pueden  beneficiar  a
un  cultivo3  sin  embargo  no  existe  el  conocimiento  suficiente  sobre  cómo  in
corporar  las  malas  hierbas  en  el  sistema  de  gestión  del  cultivo  cara  a  obtener
beneficios.  Lo  cierto  es  que  las  malas  hierbas  deben  ser  controladas  por  sus
 La  mala  hierba  puede  ser  huésped  de  determinados  insectos  que  eliminan  parásitos  del  cultivo
que  causan  de  daños  peores,  además  ayudan  a  aumentar  la  diversidad  evitando  el  carácter  mono-
cultural,  hecho  que  en  ocasiones  favorece  el  crecimiento  del  cultivo.  También  pueden  prevenir  la
erosión  y  la  consecuente  perdida  de  nutrientes  depositados  en  el  suelo.
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efectos  negativos  [FRÓHLING,  1980] que  se  traducen  en  perjuicios  económicos
[LINDQUIST  ET  AL.,  1998] provocados  principalmente  por:
1)  la  reducción  de rendimientos  por  competencia  de la  luz,  agua  o nutrien
tes,
2)  la  interferencia  en  la recolección que  provoca  dificultades  en  la  etapa  de
cosecha,
3)  la  reducción  del  valor  de  los  productos  por  impurezas  que  incorporan
olor,  sabor  o  humedad
y  4)  el  incremento  de  los  costes  de  producción  por  etapas  adicionales  de
limpieza  o secado,  además  del  coste  del herbicida,  el laboreo  y  tener  que  hacer
rotación  de  cultivos  menos  rentables.
Existen  diferentes  estrategias  para  el  manejo  de  las  malas  hierbas,  a)  la
prevención  controlando  las  semillas,  limpiando  la  maquinaria  y,  mediante  la
aplicación  de sustancias,  manteniendo  el campo  libre  de infestación  e impidien
do,  de  este  modo,  que  aparezcan  las especies  problemáticas;  b)  la  contención
que  anualmente  calcula  un  umbral  económico  para  tratar  sólo si los  daños  su
peran  los  beneficios;  c)  la  reducción  de  la  mala  hierba  hasta  un  determinado
nivel  para  alcanzar  la máxima  rentabilidad  económica  y finalmente  d)  la  erradi
cación total  de especies  sólo cuando  son especialmente  nocivas.  Por  otra  parte,
en  malherbología  se  distinguen  tres  filosofías para  el  manejo  de  las malas  hier
bas,  en función  de las  estrategias  que  se  adopten:  1)  la  forma  de enfrentarse  a
las  malas  hierbas  más  antigua,  el control  a cualquier  precio  reduciendo  al  más
bajo  nivel  posible  la  infestación  para  minimizar  las  perdidas  del  rendimiento
y  prevenir  mayores  infestaciones  en  el futuro;  2)  el control  a  partir  del  umbral
económico  por  el que  se  controlan  las malas  hierbas  únicamente  cuando  el tra
tamiento  no  supone  un  coste  superior  al  beneficio;  y  finalmente,  3)  el control
que  tiene  en  cuenta  el  umbral  ecológico-económico e  incorpora  la  filosofía  de
mantener  las  poblaciones  de  malas  hierbas  considerándolas  cruciales  para  la
biodiversidad  y  el  equilibrio  del  sistema.  Aunque  en  la  actualidad,  la  mayor
parte  de los  agricultores  utilizan  técnicas  de umbral  económico,  existe  un  gran
esfuerzo  por  parte  de la  comunidad  científica  por  dirigir  la  agricultura  a  estra
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tegias  menos  invasivas.  En  cualquiera  de estas  prácticas  resultaría  interesante
tener  en cuenta  que  las  malas  hierbas  se  distribuyen  irregularmente  a  lo largo
de  los  campos  cultivados  por  lo  que, para  obtener  un  control  óptimo,  cualquier
estrategia  requiere  conocer  cómo  y dónde  aparece  la  infestación  en  el  cultivo
con  una  exactitud  apropiada  al  tipo  de  acción  de  control  que  posteriormente
pueda  llevarse  a  cabo.
Determinadas  especies  no sólo se presentan  irregularmente,  sino que  además
aparecen  de forma  agregada  formando  rodales, es decir  áreas  donde  se concen
tra  la infestación  mientras  que el  resto  del campo  permanece  limpio  [CARnINA
ET  AL.,  1997,  KROHMANN  ET  AL., 2003]. Las  fotografías  de  la  figura  9.1(a
y  b)  de  [MAXWELL  ET  AL.,  1998] muestran  rodales  de  Avena  sterilis  en  un
campo  de  cereal  de  Montana  (EE  UU).  La  fotografía  (9.1  c),  tomada  por  el
equipo  de  protección  vegetal  del  CCMA4  del  CSIC en  campos  de  cereales  de
Madrid,  muestra  un  rodal  de  color grisáceo  de  Ansinkia;  una  especie  america
na  introducida  recientemente  en  España.  Por  último,  en  la  fotografía  (figura
9.1  d)  se  puede  distinguir  claramente  varios  rodales  que  infestan  de  forma
muy  localizada  un  cultivo.  Una  de  las  características  destacables  de  los roda
les  de  algunas  especies  es  la  persistencia  espacial  [WILs0N  &  BRAIN,  1991,
GERHARDS  ET AL.,  1997], detectada  incluso  después  del empleo  de  herbicidas
[BARROSO  ET  AL.,  2001] [BARROSO ET  AL.,  2005],  lo que  induce  a  pensar  que
no  existe  aleatoriedad  en  la  distribución  de  los rodales  en  un  campo  sino  que
responden  a  determinadas  condiciones.  Así,  muchos  estudios  han  llegado  a  la
conclusión  de  que  muchas  poblaciones  de  malas  hierbas  son  dinámicamente
estables  -espacial  y  temporalmente-  y  descartan  un  comportamiento  caótico,
por  lo que sería  posible  predecir  su  abundancia  [FRECKLETON  &  WATKINSON,
2002].
Utilizar  la heterogeneidad  en la  distribución  espacial  y persistencia  en zonas
de  algunas  malas  hierbas  para  generar  mapas  de riesgo  que  guíen  la  aplicación
de  los  tratamientos  selectivos,  puede  ser  un  interesante  modo  de  optimizar  el
control  de  las  infestaciones.  De  hecho,  numerosos  estudios  se  han  orientado
 Equipo  formado  por el  Dr.  Cesar  Fernández-Quintanilla,  Dra.  Judit  Barroso y  Ing. David Ruiz
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Figura  9.1:  Fotografías  de  rodales  de  malas  hierbas  en  diferentes  cultivos
al  desarrollo  de  métodos  que  permitan  tratamientos  precisos  (site-specific  con
trol)  [CHRI5TENSEN  ET  AL.,  1999,  HEIsEL  ET  AL.,  1999,  BARRoso,  2004J. Los
tratamientos  localizados  siempre  implican  una  reducción  del  uso  de  herbicida,
tanto  en  cantidad  corno  en  número  de  aplicaciones.  Efectivamente,  desde  un
punto  de  vista  económico,  se  ha  demostrado  que  los  tratamientos  heterogéneos
en  campos  de  cereal  invadidos  por  avena  loca,  podrían  ahorrar  aproximada
mente  del  31 % al  61%  de  herbicida  [WALTER  ET  AL.,  2001]  e  incluso  un
78%  [BARRoso  ET  AL.,  2001],  lo  que  supondría,  indudablemente,  un  notable
beneficio  económico  y,  aún  sin  cuantificar,  un  lógico  beneficio  medioamnbiental.
Una  aplicación  localizada  de  tratamientos  óptima  se  sustenta  principalmen




Control  preciso  de  malas  hierbas
hierbas  [CLAY  ET  AL.,  1999],  porque  la  eficacia  de  los  tratamientos  a  dosis
variable  depende  de  precisar  la  situación  y  de  la  distribución  de  los  rodales
dentro  del  campo  de  cultivo  [BARROSO  ET  AL.,  2004].
La  determinación  de  las  zonas  del campo  a  tratar  se  puede  abordar  desde
dos  perspectivas  diferentes  [CHRISTENSEN  &  HEISEL,  1998]. En  la  primera  se
usan  métodos  de visión  artificial,  aún  en desarrollo,  que  a  partir  del análisis  de
la  señal  suministrada  por  diferentes  sensores  pretenden  discriminar  el  cultivo
y  la  mala  hierba  en tiempo  real  (localización  real de  la infestación).  El  segun
do  tipo  de  métodos  ahoga  por  la  utilización  de  mapas  de  riesgo  generados  a
partir  de  la  información  histórica  de  los  campos  (localización  estimada  de  la
infestación).
Dentro  de  la  primera  perspectiva  podemos  considerar  la  supervisión  au
tomática  de  cultivos  mediante  cámaras  de  color  basadas  en  sensores  CCD5
usadas  desde  tierra,  que  se pueden  emplear  fundamentalmente  según  dos meto
dologías  claramente  diferenciadas  para  la  detección  de vegetación  [THOMPSON
ET  AL.,  1990]: 1) Análisis  de diferencias  geométricas  entre  suelo,  malas  hierbas
y  cultivo  (perfil,  estructura  de  la  planta,  localización);  por  ejemplo,  períme
tro  y  área  de  las  hojas  en  imágenes  o  análisis  morfológico  en  imágenes  en
color  [ANDREASEN  ET  AL.,  1997],  tamaño  y  número  de  blobs  -  “gotas”,  for
mas  de  aspecto  orgánico  -  [GARCÍA-PúREZ  ET  AL.,  2001],  o  imágenes  en  vi
sible  e  IR  próximo  [BRIvoT  &  MARCHANT,  1996,  GARCÍA-PiREZ  ET  AL.,
2000,  2001]. 2)  Estudio  de las diferencias  en la  refiectancia  espectral  [VRINDTS
ET  AL.,  2002]. Existen  algunos  trabajos  en los que  se combinan  ambos  métodos
[BENLLOCH  &  RODAS,  1997,  MARTIN-CHEFSON  ET  AL.,  1999] y otros  en  los
que  se empieza  a  utilizar  la  información  de  contexto  a  fin de  reducir  los tiem
pos  de  cómputo  para  aplicaciones  específicas  en  tiempo  real  {FREDRIKSSON
&  TURUJLIJA,  1998,  GARcÍA-PIREz  ET  AL.,  2000].  La  evidente  ventaja  que
supone  la  integración  de  múltiples  características  de  los  objetos  de  la  imagen
contrasta  sin  embargo  con  el coste  computacional  que  conlleva  una  detección
 Un  Charge  Couple  Demce  o  Dispositivo  de  Carga  Acoplada es un sensor  en  el que se  basan  las
cámaras  digitales  con estructura  reticular  y cuya capacidad  se mide en puntos  o  píxeles que es capas
de  adquirir,  y que almacenan  un voltaje  en proporción  a la  iluminación  que recogen.
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y  clasificación  multiparamétrica.
El  segundo  grupo  de técnicas  para  determinar  el área  a  tratar,  que  se cono
cen  comúnmente  como históricas,  se desarrollan  en dos etapas  y se  basan  en la
recogida  de  muestras  y otros  datos  en  los  campos.  En  una  primera  campaña,
se  construyen  los  mapas  de  infestación  basado  en  datos  muestrales  [HEISEL
ET  AL.,  1996,  COLLIVER  ET  AL.,  1996], y  posteriormente,  en una  segunda  eta
pa,  esa  información  transformada  en un  mapa  de tratamiento  se utiliza  para  la
fumigación  selectiva  de  aquellas  zonas  del campo  que,  según  el  primer  tipo  de
mapa,  tienen  más  probabilidad  (riesgo)  de  ser  infestadas  [KRUEGER  ET  AL.,
2000,  FERNÁNDEZ-QUINTANILLA  ET  AL.,  2001]. La información  generada  para
la  construcción  de  estos  mapas  de  riesgo  podría  aportar  además  conocimien
to  del  problema,  y  ser  útiles  en  la  caracterización  del  comportamiento  de  las
malas  hierbas.
La  construcción  de  mapas  de los rodales  es  especialmente  útil  si la  especie
de  mala  hierba  es  estable,  y  la  infestación  se  puede  extrapolar,  con  cierta
certidumbre,  a  años  sucesivos.  La  principal  ventaja  es que  se ahorra  el  tiempo
y  los  costes  asociados  al  proceso  de  construcción  del  mapa  de  infestación.
Existen  diferentes  especies  de  malas  hierbas  que  se  consideran  estables,  como
pueden  ser  a)  especies  perennes  clónicas,  b)  las  que  se  dispersan  antes  de  la
cosecha  como  la  especie  A vena  en  trigo)  c)  especies  de  vida  corta  que  son
removidas  y  exponiéndolas  a  la  superficie  por  la  maquinaria  como  la  especie
Veronica  y d)  aquellas  que  están  en suelos  donde  no  hay  operaciones  de  arado
que  muevan  sus  semillas  [ZANIN  ET  AL.,  1998].
Una  vez  establecida  la  localización  más  o menos  exacta  de  la  infestación,
puede  ser  interesante  conocer  los factores  que  provocan  la heterogeneidad  en la
dimensión  y  densidad  de los rodales.  Por  este  motivo  es frecuente  que,  además
de  recoger  datos  sobre  la  infestación,  se  recopile  en  los  mismos  puntos  infor
mación  relacionada  con  el entorno  ambiental,  como  puede  ser  las  propiedades
físico-químicas  del  suelo,  características  topogTáficas,  biológicas,  etc.  El  des
cubrimiento  de  relaciones  entre  esta  información  y  la  abundancia  de  malas
hierbas,  a  través  de  distintas  técnicas,  permitiría  detectar  posibles  pautas  de
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aparición  y  evolución  de  los rodales,  es  decir  patrones  de  comportamiento  de
las  infestaciones.  Los modelos  de  densidad  de  mala  hierba  en  términos  de  in
formación  relacionada  con  el  entorno  podrían  ser  útiles  para  detectar  posibles
causas,  o  en  la  elaboración  de  mapas  de  infestación  predictivos,  es  decir  que
establezcan  las  zonas  de  mayor  probabilidad  de  aparición.  En  algunos  casos,
incluso  se  podría  informar  sobre  la  dosis  recomendable  según  la  infestación
estimada.  Es  más,  la  construcción  de  estos  modelos  ayuda  en  el  proceso  de
obtener  conocimiento  sobre  el  problema,  permitiendo  a  los  expertos  conocer
mejor  el funcionamiento  de estos  sistemas  biológicos,  y fijando  qué  factores  son
claves  en  la  proliferación  de  malas  hierbas  fMAXWELL,  1999].
Un  debate,  todavía  abierto,  es el establecimiento  de  las variables  relevantes
en  la construcción  de estos  modelos  generales.  No cabe  duda  que la  aparición  de
rodales  y la  persistencia  de estos  en algunas  especies es causa  directa  de propie
dades  intrínsecas  de  la  semilla,  como  son el  peso,  la  forma,  el tamaño.  Incluso
puede  estar  relacionada,  entre  otros,  con  factores  externos  como  la  competen
cia  entre  especies  [COUSENS  &  CROFT,  2000]. Ahora  bien,  se puede  considerar
que  todos  estos  factores  tienen  una  incidencia  más  o  menos  igual  en  todo  el
cultivo  y  por  lo  tanto,  no  serían  suficientes  para  justificar  la  heterogeneidad
espacial  de  la  infestación.  En  consecuencia,  además  de  todos  estos  factores,
deben  existir  entre  las  variables  del entorno  agrícola  otras  que  puedan  ser  im
portantes  o incluso  determinantes,  como  por  ejemplo  las propiedades  edáficas,
la  climatología,  la  historia  de cada  campo,  o incluso  actividades  antrópicas  re
lacionadas  con  la  siembra  o la  cosecha.  Un  sistema  complejo  como  el agrícola,
tiene  un  elevado  número  de variables  que  puedan  tener  alguna  influencia.  Sin
embargo,  son  destacables  las variaciones  físico-químicas  del  suelo  como  la  ca
lidad  del  suelo,  variaciones  hídricas  o  el  contenido  en  nutrientes  entre  otras
[WHELAN,  1998].  Del  mismo  modo  que  zonas  de  campo  pueden  resultar  más
productivas  por  el  nivel  de  retención  de  nutrientes  o  la  textura  del  suelo,  las
malas  hierbas  pueden  crecer  allí donde  las condiciones  edáficas  o/y  ambientales
favorezcan  su  aparición.  Para  plantear  esta  hipótesis,  es  importante  explicar
que  los suelos  de  un  campo  de  cultivo  no  son uniformes  en  cuanto  a  sus  carac
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terísticas,  hecho  que  se  puede  observar  en  la  fotografía  9.2a.  Esta  imagen  de
La  Higuensela,  finca  experimental  del  CSIC6 en Toledo,  muestra  claramente  la
variación  de  la  composición  del  suelo  y  probablemente,  también  la  textura.  La
fotografía  de  la  figura  9.2b  muestra  otro  ejemplo  de  variación  de  composición,
en  este  caso  debido  a  fenómenos  quínucos  de  intercambio  de  sodio7
Figura  9.2:  Fotografías que  muestran  variaciones de propiedades  físicas  del suelo  en  campos
de  cultivo
9.2.    IMPORTANCIA  DE  LOS  FACTORES  EDÁFICOS
Encontrar  las  condiciones  que  influyen  en  la  heterogeneidad  espacial  de  la
abundancia  de  mala  luerba,  no  es  una  labor  fácil  ya  que  aparentemente  existen
multitud  de  factores  que  podrían  inicialmente  ser  responsables.  Ahora  bien,  el
suelo  y  su  heterogeneidad  influye  directamente  en  la  producción  vegetal,  ya
que  contribuye  a  la  variación  de  nutrientes.  retención  y  transporte  de  agua
y  otros  fluidos.  La  principales  características  del  suelo  y  cómo  pueden  afec
tar  a  la  cubierta  vegetal  (capítulo  1  de  [WHELAN,  1998})  se  pormenorizan  a
continuación.
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minerales  (arcillas, limos y arenas)  que tiene  el suelo. Esta  composición
de  partículas  confiere al suelo importantes  propiedades que pueden con
dicionar  el crecimiento vegetal, porque determina el tipo  de suelo, y a  la
vez  la  proporción  de elementos fundamentales como las arcillas, y otros
elementos  orgánicos e inorgánicos. La textura  diferencia tres  principales
clases  de suelos: arenosos, cuando la arena supera  el 70 %; arcillosos con
más  de  40 % de  arcillas,  que  pueden  ser  arcillo-arenosos si  tienen  me
nos  de  45 % de  arena  o arcillo-limosos si disponen  de ms  del  40% de
limo;  y  finalmente, los suelos margosos, que  constan  de diversos grupos
de  partículas  de  arena,  limo y  arcilla,  y  van  desde  los margo-arenosos
hasta  los margo-arcillosos. Las texturas  existentes según el  triángulo  de
clasificación de el  US Department of Agriculture (USDA)  se muestra en
la  figura 9.3.
c  Estructura.  Se define como estructura  de  un  suelo la  disposición que
toman  las partículas  que  lo forman,  y relacionada  con  la  textura.  La  es
tructura  del  suelo condiciona  la  penetración  física  de las raíces y además
Figura  9.3: Triángulo  de  clasificación  de  suelos  basado  en  los  parámetros  texturales
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regula  la  relación  humedad-aire  necesaria  en  crecimiento  de  plantas  y  en
la  actividad  microbiana.  Por  ejemplo,  una  reducción  de  la  cantidad  de
oxígeno  necesario  en  los  procesos  metabólicos,  indirectamente  provoca
una  disminución  de  los  nutrientes  disponibles  y  causa  perturbaciones  en
el  PH y  en el  potencial  de oxidación-reducción,  lo que  puede  provocar  la
desaparición  de  plantas.  El  drenaje  y la  retención  de  agua  se regula  tam
bién  a  través  de  la  consistencia  que  determinan  las  partículas  del  suelo,
fijando  el  grado  potencial  de  erosión.  Por  último,  la  estructura  es  una
propiedad  inestable  y se  ve afectada  por  la  saturación  del  agua  de  lluvia
o  riego  o  el peso  por  ejemplo  el  provocado  la  maquinaria.  Esta  compac
tación,  además  de  impedir  el  desarrollo  de  las  raíces  o  el  transporte  de
sustancias,  incrementa  el esfuerzo  que  requiere  la  labranza.
 Materia  orgánica.  La  cantidad  de  materia  orgánica  o  humus, que  no
suele  superar  un  5 % del contenido  del suelo,  indica  la  fertilidad  del  suelo
y  juega  un  papel  primordial  en  la  conservación  de las  propiedades  físicas
y  químicas,  ya  que  almacena  humedad  y  nutrientes,  influyendo  en  la
actividad  biológica  microscópica.  El  humus proporciona  la mineralización
de  nitrógeno,  de  fósforo  y  de  sulfuro,  y  como  consecuencia  puede  ser  el
autor  directo  del  aumento  de la  humedad  y de  los nutrientes  disponibles
en  el  suelo.  Además  de  intervenir  en  el  ciclo  de varios  nutrientes,  como
el  nitrogeno  o el azufre,  aumenta  la  Capacidad de Intercambio Catiónico
(CIC),  también  relacionada  con  la  fertilidad.
t  Humedad.  El  contenido  en agua  del suelo,  es crucial.  La humedad  afecta
a  la  fertilización  determinando  como se distribuyen  los nutrientes.  Ahora
bien,  depende  de  las  propiedades  arriba  comentadas  y  de  las  aportacio
nes  por  precipitación,  lo  que  hace  que  este  factor  tenga  un  componente
estocástico  importante,  que  dificulta  la  estimación  del  valor  de  hume
dad  para  cada  zona  del  suelo y  que  estén  en  auge  trabajos  y  desarrollos
orientados  a  la  medida  directa  de la  humedad  del suelo8.
 Destacan  el sistema  de  control  AquaPro-Sensors  capaz  de estimar  el  porcentaje  de  agua  en  el
suelo  ±  2 % de error,  midiendo  la constante  dieléctrica  del  suelo, a cualquier  profundidad,  utilizando
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 Nutrientes.  La  disponibilidad  y  la  adición  de  nutrientes  son  los  pila
res  fundamentales  de  la  agronomía  moderna.  La  variación  de  nutrientes
constituye  una  pieza  clave  en  el  crecimiento  de  las  plantas  ya  que  sólo
el  10 % de  las  raíces  son  capaces  de  absorber  los  nutrientes,  por  lo  que
cualquier  pequeña  disminución  significa  una  gran  reducción  de  la  canti
dad  que  finalmente  alimenta  a  la  planta.  Entre  los  nutrientes  de  primer
orden  se  encuentran  los  macroelementos  que  suelen  escasear  en  los  sue
los  y  provocar  limitación  en  el  crecimiento.  Macroelementos  son:  1)  el
nitrógeno  (1-6 % de  tejido  vegetal  seco)  en  estado  mineral,  necesario  en
la  formación  de  las  proteinas,  clorofila  y  ácidos  nucléicos;  2)  el  fósforo
(1  % de tejido  vegetal  seco) que  interviene  activamente  en la  mayor  parte
de  las  reacciones  bioquímicas  de  la  planta,  la  síntesis  de  los  ácidos  para
la  síntesis  de energía,  proteinas  y  de  las reservas  energéticas  que  contie
nen  las  semillas;  y  3)  el  potasio  (1 % de  tejido  vegetal  seco)  que  regula
la  permeabilidad  de  las  membranas  celulares,  el  equilibrio  ácido-básico
necesario  en  la  formación  de sustancias  de  reserva  y  resistencia  a  daños.
Los  elementos  secundarios,  son  el  azufre,  el magnesio,  el  calcio y  el boro
que  habitualmente  no  escasean  en  las  tierras  de cultivo.
i.  pH.  El  pH  es  un  valor  que  se  usa  para  indicar  la  acidez  o alcalinidad  de
una  sustancia  y se define como el potencial  de hidrógeno  calculado  como el
logaritmo  de  concentración  molar  de  los iones  hidrógeno  (H+  ó hidronio
H30+);  es  decir  pH  =  -log[H+J.  Por  tanto,  el  pH  describe  el  estado
de  carga  eléctrica  de  las  partículas  orgánicas  e  inorgánicas  del  suelo.  Su
variación  indudablemente  afecta  a la  disponibilidad  de nutrientes,  incluso
si  estos  se  han  aplicado  uniformemente.  Por  ejemplo,  con  valores  de  pH
bajos  y en presencia  de aluminio  o manganeso,  los nutrientes  llegan  a  ser
altamente  disponibles  pero  también  tóxicos  para  las  plantas.
Muchos  son  los  trabajos  que,  con  técnicas  fundamentalmente  estadísticas,
han  estudiado  la  posible  relación  entre  propiedades  físicas  y la  aparición  de un
técnicas  de  radiofrecuencia.  www. aquapro-sensors.  com/Independant-  Tesis. hlm,  2000
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determinada  especie  de hierba  [ADREASEN  ET  AL.,  1991, DALE  ET  AL.,  1992,
CARDINA  ET  AL.,  1995, DIELEMAN  &  MORTENSEN,  1999, DIELEMAN  ET  AL.,
2000a,b,  WALTER  ET  AL.,  2002].  Ejemplos  de correlaciones  encontradas  entre
algunas  propiedades  del  suelo  y  ciertas  especies  de  determinados  campos  de
cultivo,  pueden  encontrarse  en  el  trabajo  de  WALTER  ET  AL.  [2002]. Una  de
las  conclusiones  de  este  artículo,  es  que  la  dependencia  espacial  encontrada
en  un  campo  puede  ser  diferente  a  otros  campos  y  adem.s,  de  un  año  a  otro
para  el  mismo  campo.  Asimismo,  los  autores  indican  que  la  variación  de  las
propiedades  edáflcas  es  uno  de  los  posibles  factores  principales  que  pueden
determinar  la presencia  de rodales.  Por  lo tanto,  la  relación  entre  la  infestación
y  las  propiedades  físicas  es  un  hecho  estudiado  y  corroborado  para  ciertas
especies  vegetales,  pero  además  es  frecuente  que  estas  propiedades  también
estén  correlacionadas  entre  sí  [CAMBARDELLA  ET  AL.,  1994].
Uno  de  los principales  inconvenientes  de utilizar  los factores  edáficos en  los
modelos  de comportamiento  de las malas  hierbas  en cultivos  es  el coste  asocia
do  al análisis  (en  laboratorio)  y  muestreo  de un  número  significativo  de  puntos
en  cada  parcela.  Un modelo  basado  en términos  edáflcos  puede  ser  muy  exacto
y  bueno,  pero  en  algunas  ocasiones  difícil  de llevar  a  la  práctica  por  lo costosa
que  resulta  la  realización  de  muestreos  anuales.  De  aquí  que  exista  un  induda
ble  interés  en el  desarrollo  de herramientas  y  sensores  que  abaraten  los costes
asociados  a la adquisición  de este  tipo  de información.  En  {ADAMCHUK  ET  AL.,
2004]  se presenta  una  completa  lista  de  sensores y conceptos  relacionados  para
la  toma  de  información  “en  tiempo  real”  (on-the-go) de  propiedades  quími
cas,  físicas  y mecánicas.  Los sensores  pueden  ser  eléctricos,  electromagnéticos,
ópticos,  radiométricos,  mecánicos,  acústicos,  neumáticos  y  membranas  elec
troquímicas,  es  decir  hay  un  amplio  abanico  de  sensores  que  prácticamente
abarcan  la  adquisición  de  las  propiedades  de  interés  del suelo  y  del cultivo,’
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9.3.   PROBLEMAS  EN  CULTIVOS  DE  CEREALES  DE  INVIERNO
Uno  de los  objetivos  del  presente  trabajo  es  la  caracterización  de  las zonas
de  los  campos  de  cereal  de  invierno  (cebada  y trigo  en  régimen  de  secano)  en
las  que  la  A vena  sterilis  L.  (también  conocida  como  avena  loca)  y  el  Lolium
rigidum  Gaud.  (cizalla  o vallico)  son  un  problema  para  el rendimiento  del  cul
tivo,  siendo  necesaria  la  aplicación  de herbicidas.  A continuación  se  describen
brevemente  las  características  más  importantes  de  estas  dos  especies.
A vena  sterilís  L.
La  avena  (figura  9.4)  se  encuentra  entre  las  10 especies  más  invasivas  del
mundo.  Se  trata  de  una  mala  hierba  típica  de  zonas  mediterráneas,  y  perte
nece  a  familia  de  las  gramíneas,  como  el  resto  de  los  cereales.  La  altura  de
las  panículas  varía  desde  los  50  a  los  150  centímetros.  Las  hojas  tienen  una
longitud  de  60  centímetros  y  su  ancho  no  llega  a  12  milímetros.  Las  plantas
presentan  ramificaciones  desde  la  base y la  espiga,  y presenta  inflorescencia  con
forma  piramidal  cuyas  ramificaciones  se  expanden  con  la distancia.  Su periodo
de  vida  esta  comprendido  entre  los  meses  de  octubre  y abril,  y suele  presentar
un  periodo  de  emergencia  primario  en  otoño  y  uno  secundario  en  primavera.
Además,  todas  las especies  de avena  tienen  un  periodo  de  latencia  relativamen
te  largo  en  cantidades  altas,  sobre  todo  en  el  momento  de  la  cosecha.  Llegan
a  persistir  en  el  suelo  de las  tierras  de  cultivo  de  tres  a  cuatro  años.  La  avena
se  autopoliniza,  por  lo que  plantas  aisladas  también  pueden  generar  semillas,
además  su  capacidad  reproductiva  es  muy  alta,  produciendo  de  400  a  800  se
millas  por  planta  e incluso  cantidades  superiores  que  se  incrementa  cuando  no
existe  competencia.  El  efecto  de proliferación  rápida  se intensifica  al  tener  una
baja  mortalidad.
El  patrón  de estas  especies  puede  estar  controlado  por  las condiciones  am
bientales  así  como  por  la  existencia  de  otras  especies.  Por  ejemplo,  la  germi
nación  generalmente  se  ve  favorecida  con  temperaturas  suaves  (10°C),  y  su
cantidad  disminuye  considerablemente  si los  valores  de  temperaturas  superan
los  18°C o están  por  debajo  de los 5°C.  Sin embargo,  también  actividades  como
la  labranza  del  campo  pueden  determinar  su existencia  porque  puede  elevar  el
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a
Figura  9.4: (a)  Variedades  de  avena  (httP://www.faoo7g/docrep/T147s/t147soJjpg)  y  (a)  de—
talle  de  Avena  sterilis  ssp.  Ludoviciana  tomada  en  los campos  de  Madrid
por  el  equipo  del  Centro  de  Ciencias  Medioambientales  del  CSIC
número  de  brotes,  al  remover  los  10  Centímetros  más  superficiales  de  Cubierta
edáfica  donde  se  encuentran  las  semillas.
Se  trata  de  una  especie  muy  competitiva  con  el  cultivo  sobre  todo  con  los
cereales  como  el  trigo  o  la  cebada  con  los  que  comparte  muchas  características.
A  ambos  les  afecta  la  sequía,  pcro  el  cultivo  rcsiste  un  poco  mejor.  Por  otra
parte,  el  trigo  compite  mejor  por  la  luz  esto  quiere  decir  que  temas  como  la
altura  del  cultivo,  el número  de  vástagos,  la  producción  temprana  de  biomasa  y
el  tamaño  de  las  hojas  del  cereal  pueden  provocar  una  disminución  de  la  avena.
Así  mismo  algunos  estudios  han  constatado  que  una  mayor  nitrogenización
proporciona  una  mejor  respuesta  en  el  crecimiento  del  cultivo  reduciendo  la
infestación.  Ciertos  experimentos  sugieren  la. obtención  de  cultivos  fuertemente
competitivos  fertilizando  en  determinadas  condiciones  ambientales  y  climáticas
para,  de  este  modo,  disminuir  el  grado  de  infestación  de  avena  [GoNzÁLEZ-
PONCE  &  SANTÍN,  2001].
La  aparición  de  avena  loca  provoca  una  disminución,  en  primer  lugar  del
propio  cultivo  por  competencia  y  como  consecuencia  una  reducción  muy  im
portante  del  beneficio,  que  se  agrava  por  el  bajo  valor  en  el  mercado.  Entonces,
el  pequeño  margen  para  las  ganancias  hace  que  el  cultivo  sea  muy  sensible  a  la
contaminación  con  este  otro  tipo  de  grano  [ScuRsoNi ET  AL.,  1991].  Por  lo que
b
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cantidades  muy  pequeñas  de infestación,  como 15 plantas  por  metro  cuadrado,
puede  provocar  perdidas  importantes  de cultivo,  según  CUSSANS 11980], quien
además  propone  una  escala  de infestación  de  avena  loca,  asociando  a  cada  ni
vel  el  grado  de  perjuicio  económico.  Además  de la  perdida  de  cultivo  hay  que
restar  al  rendimiento  el  coste  que  supone  la  limpieza  del  grano.  Un  intervalo
económico  de  perdida  aceptado  por  los  maiherbólogos  para  la  avena  es  el pro
puesto  por  [WILLE  ET  AL.,  1998], en  este  trabajo  se  propone  un  tratamiento
a  media  dosis  para  una  situación  entre  20  y  190 plántulas  por  metro  cuadra
do.  Con  el  tratamiento  recomendado  se  obtendrían  entre  140 y  235  semillas
metro  cuadrado  lo  que,  según  estos  autores,  supondría  una  perdida  aceptable
para  el  cultivo.  Es  importante  plantear  estrategias  apropiadas  de  control  para
reducir  la  cantidad  de  infestación,  ya  que  realizar  eficazmente  el  tratamiento
puede  hacer  que  no  haya  prácticamente  avena  loca  en  un  periodo  de  cuatro
a  cinco  años  [FERNÁNDEZ-QUINTANILLA  ET  AL.,  1997] citado  en  [BARROSO,
2004].  El  último  trabajo  concluye  también  que, incluso  utilizando  dosis medias,
la  localización  de  la  infestación  se  mantiene  de  tres  a  cinco  años  en  sistemas
monocultivo  de  cebada.  En  resumen,  se  conocen  algunos  factores  que  pueden
determinar  la  aparición  y controlar  el crecimiento  de la  avena  loca,  sin  embar
go,  el  sistema  en  el  que  se  incorporan  estas  malas  hierbas  es  tan  complejo  y
variable  que  no  se  han  determinados  factores  que  puedan  ser  considerados  ge
nerales  y  utilizados  para  la  gestión  de cualquier  campo  de  cultivo  de cereal.  La
complejidad  estriba  en que  las condiciones  que  determinan  el tratamiento  más
adecuado  parecen  variar  dependiendo  del  tipo  de  suelos,  del  agua  disponible
en  el  suelo,  de  los  cultivos  y  del  clima.
Lotíum  Rigium  Gaud.
El  Lolium  rigidum  Gaudin  [TABERNER,  1996]  o  comúnmente  conocida
como  Cizalla  o Vallico,  al  igual  que  las  avenas  pertenece  a  la  familia  herbácea
Poaceae.  Es  una  especie  nativa  del  área  mediterránea  donde  se  adapta  muy
bien  a  sistemas  agrícolas,  fundamentalmente  a  cultivos  de  cereal.  También
prolifera  en  Australia,  Europa,  norte  de  África  y  algunas  zonas  de  Asia,  en
general  en  áreas  caracterizadas  por  un  clima  templado  y  cálido.  Además  de
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afectar  a  cereal  de  invierno,  también  aqueja  al  olivo, el  almendro  y  la viña.
Botánicamente,  el  lolium  (figura  9.5)  es  una  gramínea  anual  que  presen
ta  gran  variedad  genética.  Este  género  se  distingue  bien  en  fase  de  plántula
del  resto  de  gramíneas  arvenses,  como  la  avena.  alopecurus,  bromus,  Poa  y
gramíneas  cultivadas,  por  los  tonos  rojizos  de  la  base  de  su  tallo,  y  del  trigo
o  la  cebada,  además,  por  el  brillo  y  la  estrechez  de sus  hojas.  Requiere  mucha
cantidad  de  agua  para  su  emergencia.
El  lolium  ridigum  es problemático  en  cultivos  de  cereal  de  invierno,  prefe
rentemente  de cebada,  porque  se  adapta  perfectamente  a  los sistemas  agrícolas
de  estos  cereales  que  se  cultivan  durante  los  meses  de  octubre  y  noviembre  y
se  recogen  en junio  y julio.
Los  daños  que  produce  en  cultivos  de  cebada  y trigo  son  importantes  por-
Figura  9.5:  Detalles  fisiológicos  de  Lolium  rigidurn
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que  disminuye  la  producción,  merma  la  calidad  del grano  y,  en  consecuencia,
obliga  a  una  etapa  posterior  de  limpieza  mecánica  de  las  semillas.  Por  ejem
pb,  parcelas  infestadas  con  700 plantas  por  metro  cuadrado,  pueden  provocar
perdidas  de hasta  el 40 % de la cosecha.  Sin embargo,  el fenómeno  que  provoca
tales  perdidas,  es  muy  complejo  y en  consecuencia  la  evaluación  del  problema
es  difícil.  El  conocimiento  en  los  periodos  críticos  de  competencia  con  el  cul
tivo  es  fundamental  para  comprender  los  daños  sobre  el  cultivo,  datos  como
la  localización  concreta  de  la  infestación,  la  relación  entre  la  densidad  de  la
mala  hierba  y  el cultivo,  la  fertilidad  del suelo,  la  cantidad  de  agua  disponible
pueden  influir  en  este  sistema  agrícola.
Al  igual  que  en  la  infestación  por  avena,  la  baja  rentabilidad  económica  y
los  precios  de  mercado  obligan  a  reducir  los  costes  añadidos  debidos  al  labo
reo,  la  utilización  de fertilizante  o el coste  del  empleo  de semillas  certificadas.
El  control  del  Lolium rigidum Gaud. se realiza  tradicionalmente  mediante  re
ducción,  para  mantenerlas  por  debajo  de  su  nivel  de  infestación  habitual,  sin




DESCRIPCIÓN  Y  PREPARACIÓN  DE  LOS  DATOS
Los  datos  utilizados  para  el  desarrollo  de  este  trabajo  provienen  de  dos
localidades  diferentes  de  la  Península  Iberíca  en  las que  se  han  realizaron  los
experimentos  incluidos  en  los proyectos  en el  que  se  encuadra  esta  tesis.  En  lo
que  resta  de capítulo  se  describirán  los conjuntos  de  datos  de partida  así  como
el  proceso  llevado  a  cabo  para  preparar  estos  datos  (preprocesamiento)  con
el  fin de  extraer  conocimiento  (modelos)  en  forma  de  conjuntos  de  reglas.  Es
importante  resaltar  que  los  datos  fueron  tomados  en  campos  con  diferentes
versiones  de  la  herramienta  de  adquisición  de  datos  georeferericiados  desarro
llada,  Fiesta,  descrita  en  el  capítulo  5.  En  esta  etapa  de  preprocesamiento
se  ha  utilizado  la  aplicación  descrita  en  el  capítulo  6  y  que  es  también  una
aportación  del  presente  trabajo,  preparaDAT.
10.1.   DATOS  DE  LOS  CAMPOS  DE  MADRID
10.1.1.   DEscRIPcIÓN
El  primer  grupo  de  muestras  estudiadas  procede  de  dos  áreas  del  sureste
de  la  provincia  de Madrid,  enclavadas  en los  municipios  de  Arganda  del Rey  y
Nuevo  Baztán  (figura  10.1).  Las  cuatro  parcelas  seleccionadas  eran  de  cultivo
de  cereal  de  invierno  y  presentaban,  de  modo  natural,  rodales  de  avena  loca.
La  recogida  de datos,  realizada  por  el  mencionado  anteriormente  equipo  de
protección  vegetal  CCMA  (CSIC),  se  efectuó  en  cinco  muestreos  reticulares
con  puntos  distribuidos  regularmente  en  cuatro  de  los cinco  casos.  Los  datos
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Figura  10.1:  Localización  de  los  campos  situados  en  la  provincia  de  Madrid  en  Arganda  del
Rey  y  Nuevo  Baztán
recogidos  se  agrupan  en  los siguientes  tipos:
(a)  Datos  relacionados  con  la  densidad  de  infestación  de  avena  en  cada
punto  de  muestreo.  Se  utilizaron  dos  procedimientos  de  medida;  conteo  en  el
campo  del  número  de  plántulas  en  el  punto  (emergencia  temprana)  y  conteo
en  laboratorio  del  banco  de semillas  existente  en el  suelo  (lluvia  de  semillas1).
Como  se vio en la sección  9.3, se puede establecer  un  número  de semillas  fértiles
por  planta  de avena.  A pesar  de que  la cantidad  de semillas  por  planta  es varia
ble,  los  expertos  establecen  que  una  planta  puede  generar  10 semillas  viables
(Ing.  Agr.  D.  Ruiz,  comunicación  personal,  21  de  enero  de  2002). En  el  caso
de  recogida  de  semillas,  para  cada  punto,  se  recogió  una  muestra  de  tierra  de
dos  kilos,  aproximadamente  una  capa  de  15 centímetros  de  profundidad  de la
zona  incluida  en un  marco  metálico  cuadrado  de  0,33  x  0,33 m2 (figura  10.2).
(b)  Además,  se  recogieron  dos  kilos  adicionales  de  muestra,  localizados  a  los
lados  del  cuadrado  en  los  quince  centímetros  más  superficiales,  para  analizar
determinadas  propiedades  edáficas,  como  el  grado  de  acidez  (pH),  la  granu
lometría  y  la  composición  química.  Con  la  granulometría  se  determinaron  los
1  Lluvia  de  semillas  es  el  aporte  de  semillas  al  suelo  por  parte  de  las  plantas  adultas  producidas
al  final del ciclo de  vida
Nuevo  Saetan
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porcentajes  de arena,  limo y  arcilla.  Con  el análisis  de la  composición  química
se  obtuvo  el  nitrógeno  extraíble  (N),  fósforo  (P),  el  potasio  (K)  y  la  materia
orgánica  (MO).  Según  los  expertos  todos  estos  parámetros  pueden  considerar-
se  estables  temporalmente,  hecho que  es  importante  resaltar. Las propiedades
físicas  del  suelo  analizadas  (arcilla,  limo y  arena  y  pH)  son  prácticamente  in
variables,  y se siguieron  practicas  de laboreo  superficial  que  en  teoría  no  deben
de  alterar  nada  la  textura  del  suelo.  El contenido  de  materia  orgánica  del suelo
puede  evolucionar  con el tiempo,  pero  habitualmente  es  de una  forma  tan  lenta
que  se  necesitan  periodos  de  muchos  años  para  observar  diferencias.  El  fósforo
y  el potasio  son más variables.  Se añaden  todos  los años al  fertilizar  y se remue
ven  también  todos  los  años  con  las  extracciones  que  hace  el  cultivo.  Aunque
este  sistema  de  aportes  y  las  extracciones,  debería  estar  en  equilibrio,  existe
una  acumulación,  debida  al  abonado  en  exceso,  pero  tan  lenta  que  permite
considerarlos  estables  en  el  suelo.  El  único  elemento  que  varia  rápidamente
en  el  suelo  es  el  nitrógeno,  que  puede  proceder  de  los  abonos  pero  además  a
través  de  la  descomposición  de la  materia  orgánica  o,  también  por  los  aportes
de  agua,  de lluvia  o de  riego. El  ciclo del  nitrógeno  en el suelo  es muy  complejo
(puede  diluirse  en  el agua,  descender  a  la  zona  de  raíces,  ascender  por  capila
ridad  en  periodos  de  sequía,  etc).  Sin embargo,  es  frecuente  que  los agrónomos
introduzcan  esta  variable  en  el estudio  de  variabilidad  de las especies  vegetales
dentro  de un  mismo campo  de cultivo  por  su  importancia  en  la caracterización
y  gestión  de  tierras  de  cultivo.  (Dr.  C.  Fernández-Quintanilla,  comunicación
personal,  14 de octubre de 2OO).  (c)  Finalmente  la  muestras  recogidas  fueron
georeferenciadas  con  alguna  versión  de  la  herramienta  de  adquisición  imple-
mentada  (apartado  5)  y  un  receptor  GPS.  La  información  recopilada  de  cada
punto  permite  conocer  la  posición  absoluta  de cada punto  y permite  la  creación
de  mapas.  En  total,  en las 5 campañas  de  muestreo  se  recogieron  536 puntos.
Los  datos  recogidos  en  las  cuatro  parcelas  se  han  denominado  Arganda
Poveda  (muestreo  n°1),  ArgandaPovedaFondo (muestreos  1102  y  5),  Baztan
(muestreo  n°3),  y  BaztanLadoEntero (muestreo  n04).  Las  figuras  10.3,  10.4 y
10.5  indican  la distribución  espacial  de las muestras  en cada  campaña  mientras
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Figura  10.2:  Marco  metálico  para  determinar  el  área  de  muestreo
que  algunas  características  de  las  parcelas  y  de  los  muestreos  relacionados  con
la  infestación  de  avena  loca  se  resumen  en  la  tabla  10.1. Asimismo,  el  apéndice
B  muestra  los  mapas  de  las  variables  estudiadas  generados  con  la  aplicación













1 0,5 plano 10x10 50 semillas Jul-2000 Jul-2000
2 1,6 plano 12x6 228(38) semillas Jul-2000 Jul-2000
3 0,9 irregular lOxiO 96 semillas Jul-2000 Jul-2000
4 1,2 irregular lOx  10 124 plántulas Feb-2001 Jul-2000
5 1,6 plano 12x6 228 semillas Feb-2001  Feb-2001
Tabla  lÜ.i:  Algunas  características  de  los  5 muestreos  de  densidad  de  avena  loca,  realizados
en  los  4  campos  de  cereal  de  la  Comunidad  de  Madrid
A  continuación,  se  realiza  una  breve  descripción  de  los  datos  de  partida
y  la  información  general  a  tener  en  cuenta  para  el  diseño  y  desarrollo  de  las
posteriores  etapas  del  proceso  de  extracción  de  modelos  o  proceso  KDD.
ArgandaPoveda  (muestreo  1).  Se  trata  de  una  parcela  de  0,5  hectáreas
en  la  que  se  ha  cultivado  cebada  en  régimen  de  secano  en  los  últimos  tres  años.
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Figura  10.3: Croquis  de  distribución  de  muestras  en  las  campañas  1  y  2,  en  las  parcelas
ArgandaPoveda  y  ArgandaPovedaFondo
CCMA  lleva a  cabo  un  estudio  sobre  la  movilidad  de  rodales  y la  disminución
de  densidades  de mala  hierba  con  la  aplicación  de herbicida,  y  en  el momento
del  muestreo  la  cantidad  de  herbicida  fue  de  media  dosis  [BARROSO,  2004].
Se  recogieron  datos  relativos  a  la  densidad  de  avena  y  a  los  factores  edáficos
en  una  malla  de  5  y  10  puntos,  con  un  espaciado  regular  de  10  metros.  La
densidad  de  avena  loca  se calculó  a  partir  datos  de  semillas  (lluvia  de semillas)
por  metro  cuadrado  en  la  campaña  del 2000, obteniéndose  un  rango  de valores
para  la  densidad  de  avena  en  esta  parcela  de  [0-7 413]  en  semillas  por  metro
cuadrado.  Los datos  edáficos de materia  orgánica  (MO),  nitrógeno(N),  potasio
(K),  fósforo  (P)  y granulometría  se recogieron  también  en  la  campaña  de julio
2000,  después  de  la  cosecha.  En  esta  parcela  la  granulometría  media  viene
determinada  por  21 % de arcilla,  48%  de  limo  y 31 % de  arena,  resultando  un
suelo  tipo  franco  (figura  10.6).
ArgaudaPovedaFondo  (muestreos  2 y 5).  La parcela  es de 1,5 hectáreas
y  se  tienen  datos  de  infestación  de  avena  loca  de  dos  campañas,  1999-00  y
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Figura  10.4: Croquis  de  las  muestras  de  las  campañas  3  y  4  de  las  parcelas  Baztán, y  Baz
tanLadoEntero
2000-01.  La  malla  está  compuesta  por  228 puntos  distribuidos  en  12 filas por
19  columnas.  En  la  primera  campaña  se recogieron  las 228 datos  sobre  avena,
sin  embargo  solamente  se  analizó  las  propiedades  edáficas  de  38 muestras,  que
finalmente  son  utilizadas  en  el  estudio.  En  la  segunda  campaña,  en febrero  de
2001,  se  miden  las  propiedades  edáficas  y  el  número  de  semillas  de  los  228
puntos.  En  ambos  casos  el  cálculo  de  densidad  de  avena  se  realizó  a  partir  del
número  de  semillas  en  los  228  puntos  muestreados,  que  se  encuentran  en  el
intervalo  [0-7  660].  En cuanto  a  la  composición  del terrenos  en  valores  medios
tenemos  un  34 % de  arena,  un  46 % de  limo y  un  20 % de  arcilla.  El  suelo  es,
por  tanto,  de  tipo  franco  aunque  existen  zonas  de tipos  franco  limosos  y fran
co  arcillo-limosos.  Durante  el  primer  año  (2000)  no  se  empleo  herbicida  y  el
segundo  año  se realizó  un  tratamiento  preciso  no  uniforme  descrito  en  [Ruiz
ET  AL.,  2002]  ya  que  el objetivo  del  equipo  de CCMA  es conocer  el comporta
miento  de  las  malas  hierbas,  en  términos  de  densidad  de  población,  frente  al
empleo  de  diferentes  dosis  de herbicida.
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Figura  10.5: Croquis de las muestras recogidas en la parcela ArgandaPovedaFondo durante
la  campaña 5
Baztan  (muestreo  3).  Esta  parcela  se sitúa  en  una  vaguada  arcillosa  con
agricultura  de  secano,  tiene  un  tamaño  de  80  por  120 metros,  y  las muestras
recogidas  se  distribuyen  en  forma  de  retícula  regular  con  un  espaciado  de  10
metros,  lo que  da  un  total  de  96  puntos  de  recogida.  Durante  el  año  1998-99
se  cultivó  leguminosas  y  en  1999-2000  se sembró  cebada.  No  se  ha  empleado
ninguna  dosis de  herbicida.  Datos  con  los que  podemos  trabajar  son  el número
de  semillas  recogidas  en julio  del  2000.  También  fueron  analizadas  las  propie
dades  edáficas  durante  la  misma  campaña.  El  suelo  de  la  parcela  es  de  tipo
franco,  aunque  presenta  áreas  de  tipo  franco  arcilloso.  La  composición  en  va
lores  medios  es  de  un  38 % de arena,  un  37 % de limo  y  un  25 % de arcilla.  El
rango  de  semillas  por  metro  cuadrado,  la  densidad  de  infestación,  de  las  dos
campañas  está  comprendida  entre  [0-902].
BaztanLadoEntero  (muestreo  4). Se trata  de una  parcela  de  1,5 hectáreas,
se  tienen  un  total  de  124 muestras  de  suelo  recogidas  en  una  retícula  que  se
muestra  en  la  figura  10.4[4], y  con  un  espaciado  de  10 metros.  En  esta  última
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Figura  10.6: Triángulos de  texturas  de  cada  parcela muestran  mayoritariamente  suelos con
estructura  franca
parcela,  los  valores  medios  para  la  composición  del  terreno  son  de  un  36 % de
arena,  un  30 % de  limo  y  un  34 % de  arcilla,  por  lo  que  el  suelo  es  del  tipo
franco-arcilloso  presentando  zonas  franco-arcilloso-arenoso.  El  rango  de  den
sidad  en  número  de  semillas,  en  este  caso  estimado  a  partir  del  número  de
plantulas,  está  comprendida  entre  [0-7 100].
Conclusiones  de  los  primeros  análisis  de  caracterización
En  una  primera  aproximación  resulta  útil  realizar  análisis  estadísticos  des
criptivos  de  los  datos.  Un  resumen  de  estos  análisis  se  muestra  en  la  tabla  10.11.
El  análisis  revela  la  heterogeneidad  en  los  datos  de  las  parcelas,  por  ejemplo
en  el  caso  de  la  variable  fósforo,  las  parcelas  situadas  en  Arganda  presentan
4
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C.   n°  MO   N     pH   P        K        Arena  Limo   Arcilla





1  50    2,63   0,154   8,14   374       700       37     53     22
1,09   0,116   7,69   158       280       26      41     18
2,01   0,136   7,87   243,1     520       31,5    47,7   20,8





2  38    2,60   0,178   7,95   347       490       60      58     29
1,33   0,077   7,43   214       240       16      27     13
1,85   0,121   7,70   281,2     370,5     33,6    46,0    20,4





3  96    2,07   0,149   8,31   127       360       45      43     30
1,12   0,064   7,10   22        140       34      31     20
1,41   0,092   7,83   65,0      224,1     38,3    37,1    24,5





4  124  2,20   0,144   7,95   186,6     620       51      38     53
0,76   0,054   6,09   17,8      215       16      23     25
1,36   0,088   7,14   67,9      350,6     35,7    29,8   34,2





5  228  2,69   0,181   7,99   940       590       60     60     32
0,82   0,063   7,25   450       260       13      27     12
1,77   0,117   7,69   648,6     398,9     34,2    45,8   20,0




2,69   0,181   8,31   940       700       60     60     53
0,76   0,054   6,09   17,8      140       13      23     12
536
Tabla  1O.ji:  Valores  estadísticos  sobre  los  datos  edáficos  de  los  campos  de  Madrid
rangos  de  valores  que  claramente  no  solapan  con  los  dominios  de  las parcelas
ubicadas  en Nuevo  Baztán.  Otro  ejemplo  de  tal  heterogeneidad,  es la  existente
en  el  contenido  de  mala  hierbas  comparado  en  la  misma  unidad,  es  decir  en
semillas  por  metro  cuadrado.  Por  otra  parte  las parcelas  que  han  sido someti
das  a  procesos  de  tratamiento  tienen  menores  cantidades  de  mala  hierbas,  al
menos  de  un  orden  de  magnitud  por  debajo  del  resto.  También  se  observan
diferencias  en  pH  que  deben  estar  relacionadas  con  diferencias  químicas  en la
composición.  Así mismo,  los diagTamas  texturales  de cada  parcela  (figura  10.6)
muestran  que  los  campos  de  Nuevos  Baztán  tienen  texturas  ligeramente  ms
arcillosas  que  las de  Arganda.
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Un  análisis estadístico m.s  extenso de los datos de avena loca fue realizado
por  el equipo de producción vegetal CCMA con los mismos datos, para estudiar
la  eficacia de las técnicas de agricultura de precisión y determinar la viabilidad
económica  en campos  de  cereal infestados con avena [BARROSO, 2004]. Una
parte  del  estudio  trata  la  determinación de  la  estabilidad espacial  de pobla
ciones  de  Avena  sterilis L.,  mediante experimentos a  largo plazo, utilizando
dosis  bajas  de herbicida.  Este  estudio  realizado en un  periodo de  cinco años
concluye, a partir de los resultados del test  estadístico de Syrjala [RuIz-MAYA,
20001, que los rodales de avena son estables en cuanto a localización y densidad
relativa,  lo que aboga  por  la creación de mapas  de infestación precisos en un
determinado  año como un modo adecuado de predecir la distribución futura  de
avena  loca. Esta  conclusión experimental,  por otra  parte,  induce a  pensar en
una  posible relación entre la abundancia de avena loca y las propiedades edáfi
cas  del terreno.  Para  establecer las posibles relaciones se realizaron diferentes
estudios  estadísticos  descritos en  [Ruiz  ET AL.,  2001] y  [Ruiz  ET  AL.,  2002].
Este  estudio, un análisis estadístico avanzado no paramétrico, se realizó en dos
etapas,  del  que se obtuvieron dos  grupos -llamados en  este  contexto  conglo
merados-  a partir  de una  técnica sencilla de  clustering, el algoritmo k-medias,
que  agrupó las muestras  utilizando una  medida de similitud  (la distancia  eu
clidea)  para  definir el grado  de semezanja en  función de  todas  las  variables.
En  la  segunda parte  del análisis, se determinó  mediante el test  estadístico de
Kraskal- Wailis, la  dependencia entre la  avena y las categorías obtenidas en el
paso  anterior.  En  [Ruiz  ET AL.,  2001] se estudiaron las parcelas 1 y 3 con los
datos  recogidos en el muestreo del año 2001, es decir un total  de 146 muestras.
El  trabajo  concluye que  ambos campos  presentan  mayor  densidad  de  mala
hierba  allí donde  la  fertilidad disminuye y  existe mayor cantidad  de  arena y
menor  de limo. Para  los expertos, estos resultados llevan a pensar que en esos
campos  el cultivo llega a ahogar a la avena, aunque establecen la necesidad de
ampliar  el estudio  a  un mayor número de parcelas que permitan  examinar  el
patrón  de forma más general.
En  el segundo estudio presentado en [Ruiz  ET AL.,  2002] la fase de  cluste
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ring  construye  dos  categorías  para  los  muestreos  1 y  3 y  tres  para  los  mues
treos  2 y 5.  En  este caso  los autores  concluyen  que  contenidos  altos  de materia
orgánica  y  nitrógeno,  están  asociados  con  bajos  contenidos  en  arena  y  altos
contenidos  de  limo  y  arcilla.  Además,  excepto  para  el  muestreo  5,  los  valores
de  materia  orgánica>  nitrógeno,  fósforo  y  el  potasio  tienden  a  estar  relacio
nados  directamente  entre  sí,  es  decir,  cuando  una  variable  presenta  valores
bajos  el  resto  de  las  variables  también  tiene  valores  bajos,  y viceversa.  Ahora
bien,  los  autores  encuentran  algunas  contradicciones  en  los  resultados  entre
las  categorías  de  los  cuatro  campos  que  impiden  explicar  completamente  la
distribución  de la  avena.  Por  ejemplo,  establecen  que  los campos  1,  3 y 4 pre
sentan  altas  densidades  de  avena  en  los  grupos  de  muestras  donde  la  materia
orgánica,  el nitrógeno,  el  fósforo y el  potasio  son  bajos  y  además  existe  un  alto
contenido  en  arena.  Por  el  contrario,  el  campo  5 presenta  mayor  abundancia
en  avena  en  aquellas  áreas  con  niveles  altos  de  materia  orgánica,  nitrógeno  y
potasio  pero  bajos  de  arena.
En  conclusión,  la baja  significanción  estadística  de  los resultados  y la  hete
rogeneidad  presente  en los datos,  tanto  edáficos como  de avena  de las parcelas,
provocada  por  diferentes  características  estructurales  del  suelo  además  de por
la  diferente  historia  agrícola  y  antropogénica,  impide  establecer  pautas  ge
nerales  a  partir  de  estos  estudios  estadísticos.  Con  el  fin  de  evitar  que  esta
heterogeneidad  en  los datos  provoque  la  ausencia  de resultados  comprensibles
de  los que  se  pueda  establecer  conclusiones  concretas,  tomamos  la  decisión  de
trabajar  en  términos  relativos  con  estos  mismos  datos,  en  vez  de  absolutos,
como  se explicará  posteriormente  en  la  sección  de  preprocesamiento.  De  he
cho,  las parcelas  que  pueden  presentar  datos  comprendidos  en  un  único  rango
de  valores  en  términos  absolutos  también  presentan  rodales,  aunque  sean  de
diferente  densidad.  La  previa  normalización  de  los  datos  permitirá,  como  ve
remos  más  adelante,  determinar  zonas  de  valores  altos  y  bajos  dentro  de  una
misma  parcela,  y  facilitará  el  estudio  de  las  relaciones  entre  los  rodales  y  las
propiedades  físicas  y químicas  de  los suelos.  En  definitiva,  tal  y como  se vio  en
la  introducción,  el  uso de reglas  combinado  con la  utilización  de  una  semántica
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relativa,  provocada  por  esta  etapa  de  normalización,  permite  la construcción
de  modelos  complejos  aproximados,  formados  por  reglas  individuales  que  cu
bren  diferentes  conjuntos  de muestras  y cuya  unión  permite  describir  todos  los
datos,  es  decir,  todo  el  problema.
10.1.2.   PREPARACIÓN
El  problema  de la  avena  en términos  edáficos  requiere  una  fase de prepara
ción,  compuesta  por  las tareas  que  se  describen  en este  apartado.
Selección  -  El  primer  paso  en  la  fase  de  preprocesamiento  es  la  limpie
za  y  selección  de  variables  comunes  entre  las  recogidas  en  todas  las parcelas
madrileñas.  Se  han  seleccionado  las siguientes  variables:  densidad  de  avena
(determinada  a  partir  del  número  de  semillas  o a  partir  del  número  de  plan
tas  por metro cuadrado), materia orgánica (MO), Nitrógeno (N), Fósforo
(P),  grado  de  acidez  (pH),  Potasio  (K),  tanto  por  ciento  de  arena,  tanto
por  ciento  de  ardua  y  tanto  por  ciento  de  limo.
Existen  dos  maneras  de  incluir  la  textura  en  el  estudio,  bien  utilizando  el
tipo  de  textura  que  según  el  triángulo  de  texturas  determina  cada  muestra,  o
bien,  utilizar  cada  una  de las tres  variables  que  la  caracterizan  -arena,  arcilla  y
limo-  por separado. En  el  caso de  Madrid,  se  decide  utilizar  las variables  inde
pendientemente,  en  primer  lugar,  por  semejanza  al  procedimiento  estadístico
realizado  por  el  equipo  de  CCMA,  y  segundo,  el  tipo  de  textura  de  las par
celas  es  diferente,  y  por  lo tanto,  es  de  esperar  que  no  surjan  relaciones  entre
las  diferentes  categorías  producidas  por  el  triángulo.  Utilizar  porcentajes,  por
el  contrario,  permite  en  primer  lugar  la  normalización,  facilita  la  compara
ción  y  en  consecuencia,  encontrar  posibles  relaciones  texturales  para  todos  los
campos,  es  decir  relaciones  de  carácter  más  general.
Normalización  -  El  siguiente  paso  es  la  normalización  para  cada  una  de
las  parcelas.  La  información  estadística  resultante  del  análisis  de  los  datos  de
Madrid  (ver  tabla  10.11) muestra  que,  aunque  las propiedades  de los  suelos  no
tienen  el  mismo  rango  de  valores,  todas  las parcelas  presentan  variaciones  de
mala  hierba.  Para  reducir  el  efecto  de  factores  como  la  historia  del  campo  o
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las  características  del  entorno  en  la  evolución  de  las  malas  hierbas  en  cada
campo,  los  datos  se  homogeneizan  utilizando  una  técnica  de  escalado-lineal
(ecuación  (9)  de la  página  111)  que  no  introduce  distorsión  en  la  distribución
de  la  variable  al  producir  una  relación  lineal  entre  los  valores  de  partida  y los
valores  normalizados  [PYLE,  1999J. El  proceso  de  normalización  seleccionado
permite  comparar  los  valores  de  las  variables  en  términos  relativos.  Es  decir
podemos  plantear  el  problema  inicial  como  la  búsqueda  de  una  relación  ms
o  menos  compleja  entre  los factores  edáficos  y lo proclive  de  ciertas  zonas  del
campo  a  padecer  o  no  plagas  de  avena  loca.  Así  partimos  de  la  hipótesis  de
que  una  parcela  que  ha  sido tratada  y que  presenta  algún  rodal  de  avena  loca
tendrá  en términos  relativos,  y en  las zonas  de los  rodales,  altos  contenidos  de
mala  hierba  frente  a  los  bajos  o nulos  contenidos  del  resto  de  la  parcela.  Esta
transformación  en  los  datos  nos  permitirá  comparar  parcelas  entre  sí.
Integración  -  Posteriormente,  después  de la  normalización  de los  datos  de
cada  parcela,  se realiza  la integración  de las diferentes  tablas  en una  única  tabla
de  una  misma  base  de datos.  Es  decir,  con  los  datos  de  todos  los muestreos  se
ha  generado  una  tabla  en la que  sólo están  almacenados  los datos  normalizados
correspondientes  a  las  9 variables  seleccionadas.
Categorización  -  Por  último,  los datos  se  someten  a  una  fase  conjunta  de
partición  y etiquetado,  es  decir,  de  categorización.  La  categorización  de  7  de
las  9 variables  se  realiza  utilizando  dos  umbrales  de  modo  que  los  tres  inter
valos  regulares.  Para  las  otras  dos  variables  se  siguen  filosofías  diferentes.  En
el  caso  del  pH  la  división  es  sólo  en  dos  intervalos  del  mismo  tamaño  debido
a  que  el  dominio  que  presenta  esta  variable  es  pequeño  y producir  más  de  dos
categorías,  supondría  trabajar  con grupos  con diferencias  insignificantes.  En el
caso  de  la  variable  densidad  de mala  hierba,  la  clase  objeto  del  aprendizaje,  se
ha  optado  por  hacer  una  división  que  represente  dos  tipos  de  situaciones:  a)
la  que  no  es  de  riesgo  y que  por  tanto  no  requeriría  aplicación  de  tratamiento
y  b)  la  que  se  considera  como  situación  de  riesgo  y  necesita  la  aplicación  de
tratamiento.  Para  esta  variable  se  ha  elegido  un  umbral  que  hace  que  los  dos
intervalos  estén  representados  por  el  mismo  número  de datos.  En  el  siguiente
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punto  trataremos  con mayor  profundidad  la  categorización  llevada  a  cabo  para
esta  variable.  Por  último,  y  dentro  de  esta  etapa,  a  cada  intervalo  de  los  gene
rados  se le  asigna  una  etiqueta  con  contenido  semántico,  es  decir  que  aporta  un
significado  al  grupo  de  datos.  En  tabla  10.111 aparecen,  además  de  los  umbrales
utilizados  para  la  creación  de  los  diferentes  intervalos,  las  etiquetas  asignadas
a  cada  intervalo.
nombre  intervalos  normalizados  etiquetas variable
pH           <0,5          bajo
>0,5          alto
grado  de  acidez
MO          <0,333         bajo
(0,333-0,666)       medio
20,666         alto
materia  orgánica
N          <0,333         bajo
(0,333-0,666)       medio
0,666         alto
nitrógeno
P          <0,333         bajo
(0,333-0,666)       medio
20,666         alto
fósforo
E          0,333         bajo
(0,333-0,666)       medio
0,666         alto
potasio
Arena         <0,333         bajo
(0,333-0,666)       medio
0,666         alto
porcentaje  de  arena
limo         0,333         bajo
(0,333-0,666)       medio
20,666         alto
porcentaje  de  limo
arcilla        <0,333         bajo
(0,333-0,666)       medio
20,666         alto
porcentaje  de arcilla
avena          0,2          Poca
>0,2          Mi.icha
densidad  de mala  hierba
Tabla  1O.jij:  Umbrales  para  la  categorización  de  cada  variable  de  los  datos  de  avena
Intervalos  para  la  densidad  de  avena  loca.  Definición  de  clases  -
En  cada  campaña  de  muestreo  se  ha  recogido  bien  información  de  semillas  o
bien  información  de plantas,  pero  en la  mayoría  de los casos no  se han  recogido
ambos  datos.  Ahora  bien  la  relación  lineal  entre  la  información  generada  por
ambos  métodos  de  medida  hace  que  sea  prácticamente  indiferente,  según  los
expertos,  la  elección  que  se  realice  para  representar  la  densidad  de  mala  hierba
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en  cada  punto.  Se elige el número  de semillas  en un punto,  por  que esta  variable
marca  el  número  máximo  de  plantas  de  avena  loca  que  podría  haber  en  ese
punto,  es  decir  la  situación  de  germinación  total.  En  otras  palabra,  el  número
de  plantas  no  podrá  ser  nunca  mayor  al  número  de  semillas  existentes.
El  establecimiento  de los umbrales  para  determinar  si hay  que  considerar  la
infestación  avena,  a  pesar  de los trabajos  referenciados  que  han  sido explicados
en  la sección  9.3, no  es un  tema  de fácil solución,  ya que  no  siempre  es el mismo
para  todos  los  campos,  dependiendo  de  factores  como  el  tipo  de  cultivo,  la
densidad  de  siembra,  etc.  En  nuestro  caso,  los  expertos  recomiendan  para  la
infestación  de  avena  loca  en  estos  campos,  umbrales  a  partir  de  20  plántulas
por  metro  cuadrado,  que  como  anteriormente  se  ha  explicado,  equivale  a  200
semillas  por  metro  cuadrado  (D.  Ruiz,  comunicación  personal,  21  de  enero  de
2002).  Estos  umbrales  se  establecen  de  forma  orientativa  teniendo  en  cuenta
que  estos  valores  podrían  ser  problemáticos.
Para  aplicar  el  algoritmo  de aprendizaje,  es  además  importante  que  los dos
conjuntos  de  ejemplos,  positivos  y  negativos,  estén  equilibrados.  Atendiendo
a  esta  necesidad  un  umbral  de  0,2  consigue  una  división  del  conjunto  en  dos
clases  con  un  número  aproximado  de ejemplos.  Por  otra  parte,  0,2 supone  que
existe  un  20%  de  densidad  total  de  mala  hierba,  lo que  puede  ser  considerada
una  situación  potencialmente  de  riesgo,  ya  que  en  términos  relativos  significa
una  elevada  proporción  de  infestación  frente  al resto  del  campo.  Por  lo tanto,  y
además  teniendo  en cuenta  la heterogeneidad  existente  entre  las cuatro  parcelas
y  tras  el estudio  de  diferentes  porcentajes,  cuyos  resultados  en  la  división  del
conjunto  se muestran  en la tabla  10.1v, se decide  emplear  dicho valor  (0,2)  como
umbral  para  obtener  el conjuntos  de  ejemplos  positivos  y ejemplos  negativos.
Este  umbral  determina  que  una  densidad  de  avena  loca  superior  al  20%
se  considerá  como  densidad  alta  de  mala  hierba  y  por  el  contrario  valores
inferiores  al  20 % serán  considerados  como  densidades  bajas.
Resumiendo,  la variable  de clase,  densidad  de avena  y denominada  de forma
simplificada  como  avena,  tendrá  dos  etiquetas  mucha y  poca,  que  representan
los  puntos  muestreados  con  alta  y baja  densidad  relativa  de  avena,  respectiva
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) Umbral n  positivos (%) n  negativos (%)
0,1 380 70,90 156 29,10
0,2 271 50,56 265 49,44
0,3 207 38,62 329 61,38
0,4 158 29,48 378 70,52
0,5 111 20,71 425 79,29
0,6 80 14,93 456 85,07
0,7 62 11,57 474 88,43
0,8 27 5,04 509 94,96
0,9 10 1,87 526 98,13
Tabla  10.1v: Umbrales  posible  para  la  partición  de  la  tabla  en  ejemplos  positivos  y  negativos
%);1]
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Figura  10.7: Gráfico  que  representa  la  división  en  ejemplos  positivos  y negativos  de  los  datos
de  avena
mente.
Limpieza  -  La  etapa  de categorización  junto  con  la  etapa  de  segmentación
de  los  registros  de  la  tabla  en  dos  clases  diferentes,  lleva  a  que  aparezcan
registros  con  el  mismo  contenido  en  ambos  conjuntos  de datos  o  clases.  Para
conseguir  que  la intersección  de ambas  clases sea vacía se lleva a cabo  esta  etapa
de  limpieza.  Durante  esta  etapa,  se  procede  a  la  determinación  y  eliminación
de  los  registros  duplicados  que  pertenecen  a  las  dos  clases  simultáneamente.
Tal  y como  se explicó  en  la descripción  de la  herramienta  de preprocesamiento
(sección  6.2),  esta  etapa  se  realiza  a  través  en  una  secuencia  de  consultas  de
selección  y borrado  a la  base de datos.  Tras  este  proceso  (véase  el apéndice  D),
la  tabla  de  datos  resultante  después  de  la  limpieza  pasa  de  tener  536 registros
a  tener  414,  es  decir  se  descarta  un  33 % de  los datos  iniciales.
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Conjunto  de aprendizaje  -  Para  la  etapa  de  validación,  se  utiliza  uno  de
los  métodos  mís  populares  y  descrito  en el apartado  3.1.2,  el método  H,  por  el
que  se  separan  un  10 %, de los  414 registros  iniciales,  es  decir  41 registros,  que
se  eligen  de  modo  aleatorio  y  que  no  se  utilizaran  en  la  etapa  de  extracción
del  modelo.  Se determina  utilizar  este  porcentaje  de  datos  para  la  validación,
fundamentalmente  por  dos  razones.  En  primer  lugar,  en  esta  aplicación  cuya
finalidad  es  generar  conocimiento,  es  prioritario  contar  con  el  mayor  número
de  datos  para  el  entrenamiento,  y  por  lo  tanto,  reservar  ms  registros  para
la  validación  reduciría  significantemente  el  conjunto  principal  sobre  el  que  se
realiza  el  aprendizaje.  Y en  segundo  lugar,  este  porcentaje  o  incluso  menor  es
suficiente  para  determinar  la  capacidad  predictiva  de  los  modelos  descubier
tos.  Por  ejemplo,  en  el  trabajo  [DíAz-DIEz  &  MORILLAS,  2004],  los  autores
reservan  un  5 %  de  los  datos  iniciales  para  la  etapa  de  validación.  La  tabla
del  aprendizaje  contiene  el resto  de  registros,  que  son  373 y  contiene  los datos
preparados  para  comenzar  la  etapa  de  aprendizaje  o  extracción  del  modelo.
Creación  del  archivo  f it  -  El  último  paso,  es  crear  el  el archivo  f it  (ex
plicado  en  la sección  7.2.2 en la  página  137), a  partir  de la  tabla  obtenida  en la
fase  anterior.  El  archivo  para  los datos  etiquetados  de Madrid  se presenta  entre
los  apéndices.  Este  archivo  especifica  que  los  antecedentes  de las futuras  reglas
se  componen  de un  máximo  de  8 condiciones.  El consecuente,  sólo  contiene  la
variable  avena  que  define  la  clase.  Todas  las  variables  predictoras,  incluida  el
pH,  se  representan  mediante  dos bits  en el cromosoma  para  codificar  todas  las
etiquetas  relativas  así  como la  posibilidad  de  que  no  tengan  etiqueta,  es decir,
que  no  se  activen  y  no  aparezcan  en  el  antecedente.  Por  otro  lado,  la  clase  se
representa  con  un  único  bit,  ya  que  siempre  se activa,  es decir,  siempre  aparece
en  el  consecuente.
Las  etiquetas  de  las  variables  puede  ser,  bajo,  alto  y  medio,  excepto  el
caso  del pH y la  clase,  en  las que  sólo  hay  dos etiquetas  posibles  bajo  o alto
para  el  PH y  mucha o poca  para  la  clase.
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10.2.   DATOs  DEL  CAMPO  DE  BARCELONA
10.2.1.   DEscRIPcIÓN
El  segundo  grupo  de  muestras  analizadas  proceden  del  centro  de  Cataluña,
concretamente  de  un  campo  de  trigo  (de  invierno)  de  la  comarca  de  L’  Anoia
en  el  término  municipal  de  Calonge  de  Segarra  en  la  provincia  de  Barcelona
(figura  10.8)2,  cerca  de  Calaf.
Figura  10.8:  Localización  del  campo  situado  en  la  comarca  de  L’  Anoia  en  el  término  mu
nicipal  de  Calonge  de  Segarra  en  la  provincia  de  Barcelona
El  conjunto  de  datos  recogidos  en  el  campo,  que  tiene  un  total  de  2,25
hectáreas,  está  compuesto  por  127 muestras  de  suelo y  la  información  de  254
puntos  relativa  a  las  características  biológicas,  como  biomasas  de  diferentes
especies,  tanto  de  cultivo  como  de  malas  hierbas.  Las  127 muestras  se  locali
zan  dentro  de  la  malla  de  254  puntos,  tal  y  como  se observa  en  la  figura  10.9.
Los  datos  relativos  a  la  información  biológica  fueron  recolectados  durante  las
campañas  2001,  2002  y  2003,  mientras  que  las  muestras  de  suelo  fueron  reco
gidas  en la  campaña  del  2001.  El campo  no fue  tratado  durante  estos  dos  años
2  Figura  tomada  de  http://sima.gencat.net/website/sima/viewer.htm
Barcelona
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por  lo  que  se  apreció  una  alta  y  fuerte  infestación,  natural  y  dominante,  de
Lolium  rigium Gaud., también  conocido  como  vallico o  cizalla. Además  se ob
servaron  infestaciones  de  otras  malas  hierbas  como  la  avena,  cuya  invasión  fue
importante,  y diversas  variedades  de  flores poco  comunes  en campos  de  cereal
[ARDIACA,  20021. Para  el estudio  que  se presenta  en esta  memoria  la  existencia
de  avena  loca  es  interesante  ya  que  permite  realizar  un  trabajo  comparativo




   
L31
+  M  
Figura  10.9:  Croquis  de  la  distribución  de  muestras  de  la  parcela  de  Barcelona
El  equipo  del  departamento  de  Biología  Vegetal  de  la  facultat  de  biología
de  la  Universitat  de  Barcelona  (UB)   recolectó  esta  información  para  analizar
la  distribución  espacial  y  la  búsqueda  de  posibles  relaciones  o  patrones  entre
las  perdidas  de  rendimiento  de  cultivo,  determinados  parámetros  edáficos  y/o
ambientales,  y  la  existencia  de las  principales  especies  infestantes,  el lolium  y
la  avena.  La  parcela  de  150  x  150  metros  cuadrados  en  la  que  se  realiza  el
 Equipo  formado  por  el  prof.  Dr.  Xavier  Sans, prof. Dr.  Jordi  Carreras  y  Dr.  Jordi  Recasens
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estudio,  en cuanto  a  las características  físicas,  presenta  una  gran  irregularidad
topográfica  (figura  10.10),  llegando  a  tener  desniveles  máximos  de  10,8 metros
y  pendientes  de 20,9 %. La  pendiente  se  orienta  principalmente  hacia  el  Norte-
Noroeste.  Para  procesar  y extraer  la  información  sobre  el  desnivel  topográfico
de  la  parcela  y  la  orientación,  mediante  un  modelo  digital  del  terrcno  (MDT)
creado  con  la  herramieuta  ARCINFO© a partir  de  la  información  topográfica
(en  coordenadas  relativas)  obtenida  de  una  estación  total,  aparato  de  elevada
precisión  referenciación  basado  en  los  antiguos  distanciometros.
Figura  10.10:  ‘Ibpografía  irregular  de  la  parcela  de  Barcelona
La  caracterización  edáfica  de  la  parcela  de  Barcelona,  muestra  un  suelo
calcáreo,  presentando  un  31%  de  arena,  un  16,2%  de  limo  grueso,  un  32,1%
de  limo  fino  y  finalmente,  un  20,7%  de  arcillas.  En  consecuencia  la  textu
ra  es  franca  con  tendencia  a  términos  más  arenosos  como  muestra  la  figura
10.11,  donde  se  puede  observar  que  la  mayor  parte  de  la  nube  de  puntos  que
representan  cada  muestra  se  sitúa  en  el  área  de  esta  categoría.  En  cuanto  a
sus  propiedades  químicas,  el  suelo  presenta  unas  cantidades  medias-altas  de
materia  orgánica  (2,5 %),  valores  superiores  al  resto  de  los  campos  de  la  zo
na.  Además,  contenidos  normales  de  nitrógeno  (15  mgN-N03  Kg’),  altos  de
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un  pH  de  8.16  y  una  conductibidad  eléctrica  de  0,28  dS  m1,  determinando
un  suelo  normal  en  cuanto  a  la  salinidad  según  la  escala  de  la  United States
Salinity  Laboratory de Riverside (EE  UU) [RHOADES  ET  AL.,  1992].
En  el  apéndice  B  se  encuentran  los  mapas  generados  de  la  interpolación
con  krijeado  de  las variables  estudiadas,  utilizando  la  aplicación  SIJRFER  v.6.
Figura  10.11: Distribución  de  todas  las muestras  de  suelo  en  el  triángulo  de  texturas
En  este  campo,  se  desarrollaron  prácticas  agrícolas  normales  y  no  se  apli
caron  tratamientos  con  herbicida,  ya que  el  objetivo  principal  del  grupo  de  la
UB  era  estudiar  el  comportamiento  de  la  infestación  natural.
Para  la  recogida  de  muestras,  datos  como  topografía  o  biomasas  y  otras
variables  que  se  resumen  en  la  tabla  10.v  de  la  parcela  se  plantearon  dos
distribuciones  de puntos,  es  decir  se  utilizan  dos mallas  diferentes  de  muestreo,
tal  y  como  se  observa  en  la  figura  10.9.  Una  de  las  mallas  consta  de  254
puntos  distribuidos  en  16 filas  de  15 puntos  más  una  fila de  14, formando  un
enrejado  de  de  10  x  10  metros.  La  segunda  malla  se  basa  en  la  primera,  es
decir  los  puntos  coinciden  con  la  malla  anterior,  pero  presenta  un  espaciado
de  20  metros,  lo  que  significa  que  se  recogen  sólo  la  mitad  de  los  puntos,
127  puntos.  El  método  elegido  para  tener  garantía  de  un  exacto  y  correcto
remuestreo  de  los puntos  seleccionados  en  sucesivas  campañas  de recogida  fue
el  estaquillado.  Además,  al  igual  que  para  los  datos  de  Madrid,  fue  utilizado
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un  receptor  de  localización  geográfica  GPS  con  alguna  de  las  versiones  de
la  herramienta  de  adquisición  Fiesta  para  georeferenciar,  en  este  caso  con
coordenadas  absolutas,  las  muestras  adquiridas.  Por  lo  tanto,  además  de  la
información  recopilada  de cada  punto,  se  tiene  conocimiento  de su  localización
espacial,  información  muy  importante  para  la realización  y creación  de mapas.
En  el  apéndice  A  se  expone  una  tabla  con  los  principales  valores  de  los
parámetros  estadísticos  descriptivos  de  las  características  físico-químicas.
Factores  biológicos          Factores edáficos        Factores físicos
banco  de  semillas lolium  2001    humedad estimada  (kriging)        elevación
banco  de  semillas  lolium  2002     capacidad retención  agua        orientación
banco  de  semillas  lolium  2003      conductividad eléctrica         pendiente
biomasa  potencial  de  trigo  2001         Nitrógeno         radiación anual  acurn.
biomasa  grano  de 2001             Fósforo
biomasa  espigas  de 2002             Potasio
densidad  de avena  2001            humedad
densidad  suelo             materia orgánica
densidad  de lolium  2001     textura (arena,  limo y  arcilla)
densidad  de lolium  2002         suelos tipificados
densidad  de  lolium 2003
biomasa  de lolium  2001
evaluación  visual  del lolium
biomasa  de avena  2001
biomasa  de  avena 2002
peso  mil granos  2001
peso  mil granos  2002
pies  de  trigo  2001                             Variables auxiliares
presencia  de  paja  2001                            coordenadasrelativas
presenciadepaja2002                                Id.puntos
Tabla  1O.v: Variables  disponibles  del  campo  de  Barcenola
Conclusiones  de  los  primeros  análisis  de  caracterización
A  partir  de los  datos  suministrados,  pueden  analizarse  la  existencia  de dos
tipos  de  malas  hierbas.  Por  un  lado  el  lolium,  la  mala  hierba  dominante,  y
por  otro  lado  la  avena  loca,  la  segunda  especie  ms  importante  en  grado  de
infestación.
Con  el  fin  de  conocer  que  objetivos  se  pueden  alcanzar  con  los  datos  de
partida,  se realizaron  estudios  estadísticos  descriptivos.  Como  resultado  se vio
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que  el lolium  presentaba  una  baja  estabilidad  espacio-temporal.  Así mismo,  tal
como  se ve en  la  gráfica  10.12, la  densidad  del  Iolium creció  entre  el  año  2001
y  2002 de  un  intervalo  de  valores  de  (0-20 592 semillas  metro  cuadrado)  a  un
intervalo  de  valores  de  (629-41 026 semillas  metro  cuadrado),  mientras  que  la
densidad  descendió  del  segundo  al  tercer  año,  2003,  en  el  que  el  intervalo  de
valores  para  la  densidad  de lolium  fue de  (0-14 933 semillas  metro  cuadrado).
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Figura  10.12: (a)  Gráfica  y  (b)  valores  numéricos  que  muestran  la  variación  de la  abundancia
del  lolium  en  tres  años  consecutivos  2001-2003
Por  otra  parte,  los  resultados  de  la  correlación  para  las tres  campañas  son
muy  bajos  e  indican  que  los  valores  no  varían  conjuntamente,  ni  positiva  ni
negativamente,  lo que  lleva a suponer  que  no  existe  una  permanencia  temporal
de  los  rodales  al  contrario  de  lo que  pasaba  con  la  avena  loca.
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correlación  2002 2003
2001 0.146 -0.092
2002 - 0.008
En  la figura  10.13 se  puede  observar  este  mismo  efecto  de  variación,  en  este
caso  espacialmente,  donde  es  patente  el  desplazamiento  o  expansión  de  las
áreas  que  presentan  mayor  densidad  de  infestación,  en  términos  relativos.  Es
pues  complejo  buscar  modelos  que  expresen  la  existencia  de lolium  en  términos
edáficos  ya  que  en  el  caso  del  lolium  y  para  los  datos  recogidos  no  existe
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•  MAS  SEMILLAS
MENOS SEMILLAS
Figura  10.13:  Movilidad  de  las
campaña
áreas  de  mayor  densidad  de  lolium  para  los  tres  años  de
Teniendo  en cuenta  los  resultados  de  este  análisis  de  correlación  y  si  parti
mos  de  la  premisa  de  que  la  existencia  de  la  mala  hierba  podría  estar  condi
cionada  por  factores  edáficos,  se  puede  pensar  que  la  presencia  del  lolium  no
puede  determinarse  a  partir  de  la  única  campaña  de  edáficos  que  existe  en  la
base  de datos.  Pero  si de forma  análoga  a  lo que  sucede  en muchos  campos,  los
malherbólogos  consideran  a  estos  factores  invariables  desde  un  punto  de  vista
práctico,  entonces  se  podría  llegar  a  deducir  que  la  características  ambientales
asociadas  a la  existencia  de esta  mala  hierba  deben  ser también  variables.  Entre
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las  características  ambientales  de  un  campo  de  Cultivo,  se  pueden  considerar
principalmente  la  dinámica  de  otras  especies,  o  la  humedad  que  se  acumule  cn
todo  el  campo  o  sólo  una  parte  en  función  de  la  climatología.  A  pesar  de  la
situación  que  presenta  los  datos  de  distribución  del  lolium,  estos  se  sometie
ron  a  la  herramienta  desarrollada  para  la  extracCión  de  modelos  con  el  fin  de
buscar  modelos  más  específicos  y  evaluar  la  metodología  propuesta  en  aque
llas  muestras  que  no  mostraron  variación  en  la  cantidad  de  lolium  durante  los
tres  años,  es  decir  aquellas  muestras  que  pertenecieron  a  una  única  categoría
-siempre  tuvieron  mucha  o  siempre  tuvieron  poca  mala  hierba-  en  este  perio
do,  y  también  usando  los  datos  del  cultivo  (trigo)  para  conocer  si  esta  variable
puede  describir  la  mencionada  variación  temporal.
En  cuanto  a  la  avena  loca,  el  índice  de  correlación  entre  los  datos  de  las
campañas  2001  y  2002  es  0.67  lo  que  determina  una  suficiente  asociación,
permitiendo  la  búsqueda  de  asociaciones  entre  la  abundancia  de  avena  y  la
campaña  de  muestreo  de  edáficos  del  2001  y,  finalmente,  lo  que  permite  utilizar
la  metodología  propuesta.  En  la  figura  10.14  se  puede  ver  la  estabilidad  espacio-
temporal  de  la  avena  loca  en  el  campo  de  Barcelona.
En  los  datos  de  partida,  existe  información  de  la  biomasa  de  avena  para  los
Figura  10.14:  Dinámica  de  avena  entre  las  campañas  2001-2002
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años  2001 y  2002 mientras  que  la  densidad  es únicamente  del  2001.  Lógicamen
te,  ambas  variables  tienen  una  alta  correlación  (el coeficiente  de  correlación  de
Pearson  es  de  un  80%),  tal  y  como  se puede  observar  en  la  figura  10.15,  ya
que  cuantifican  información  sobre  la  misma  entidad,  la  densidad  de  avena.  En
consecuencia  hemos  decidido  utilizar  la  biomasa  como  la  variable  para  deter
mina  la  clase  a  describir  y  en  la  validación  de  los  modelos  que  se  obtengan,
porque  esta  información  existe  para  los  dos  años.
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Figura  10.15:  Mapas  interpolados  de  la  densidad  y  biomasa  de  avena  para  el  año  2001 en  la
parcela  de  Barcelona
10.2.2.   PREPARAcIÓN
Al  igual  que  el  preprocesamiento  realizado  sobre  los  datos  de  Madrid,  el
primer  paso  para  los  datos  de  Barcelona  es  la  selección  de  los  atributos  que  se
usarán  en la  etapa  de aprcndizaje  o extracción  del  rnodclo.  Antes  de  comcnzar
a  exponer  la etapa  de  preparación  conviene  destacar  que  la  estrategia  utilizada
con  los datos  de  Barcelona  es  diferente  porque  la  base  de  datos  de  partida  es
ms  rica,  permitiendo  considerar  un  mayor  número  variables  en  el  modelo.
Otra  diferencia,  está  relacionada  con la  transformación  de los datos  numéri
cos,  ya  que  los  datos  proceden  de  un  único  campo,  y  por  lo  tanto,  existe  un
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único  rango  de  valores  para  cada  variable.  Consecuentemente,  no  existen  pro
blemas  para  la  comparación  de los datos,  y entonces  se evita  la etapa  de homo
geneización  generalizada  de  todas  las  variables,  realizada  mediante  la  norma
lización.  Partiendo,  entonces  de  valores  absolutos  es  posible  emplear  umbrales
determinados  por  expertos  para  la  discretización,  obteniendo  categorías  Siem
pre  comparables  y,  por  supuesto,  comprensibles  para  el usuario.
*  Problema  con  datos  de avena: Factores  edáficos  + factores biológicos
El  primer  estudio  con  este  conjunto  de  datos  es  la  verificación  de  los resul
tados  de  Madrid,  es  decir  que,  como  se  explicará  en  el  apartado  siguiente  de
resultados,  los modelos  extraídos  de los datos  de avena  de Madrid  son validado
con  estos  nuevos  de  datos  de  la  misma  mala  hierba.
En  el  segundo  estudio,  el  problema  del  avena  del  campo  de  Barcelona  se
estudia  utilizando  la  información  edáfica  y biológica  convenientemente  prepro
cesados  como  veremos  en  lo  que  sigue.
Selección  -  El  problema  de  la  avena  en  el campo  de  Barcelona,  se  estudia
utilizando  la  primera  campaña  de  datos  2001,  para  predecir  la  existencia  de
avena  en  la siguiente  campaña  2002.  En  otras  palabras,  los modelos  obtenidos
con  los  254  registros  del  año  2001  se  contrastan  y  validan  como  predictores
con  los  datos  recogidos  de  densidad  de  avena  en  la  campaña  2002.  Recorde
mos  que  las muestras  reales  de suelo  son  127, pero  para  contar  con  un  número
superior  de  datos  se  toma  la  determinación  de  utilizar  254 registros.  Tenien
do  en  cuenta  que  la  información  de  las  variables  biológicas  fue  recogida  en
estos  254  puntos,  entonces  para  el  aprendizaje  se  decide  usar  una  tabla  ge
nerada  por  el  propio  equipo  de  la  UB  que  almacena  esta  misma  información
edáfica  interpolada  a  partir  de  los  127 puntos.  En  definitiva,  el  conjunto  de
datos  para  el  aprendizaje  en  este  experimento  consta,  por  un  lado,  de  la  in
formación  que  proporcionan  las  variables  físicas  y  edáficas  para  la  campaña
2001  enumeradas  en  el  apartado  anterior,  que  son  la  humedad,  la  elevación,
capacidad  retención  agua,  orientación  cardinal,  conductividad  eléctrica,  hume
dad,  pendiente,  radiación  anual  acumulada,  nitrógeno  (N),  fósforo (F),  potasio
(P),  materia  orgánica,  textura  del  suelo  a  partir  de  arena,  limo  y  arcilla,  y
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por  otro  lado,  de  la  información  biológica  recolectada  en  cada  campaña.  En
concreto  las  variables  utilizadas  y  que  se  integran  en  una  única  tabla,  son
los  siguientes:  biomasa  avena  2001,  biomasa  trigo  2001,  biomasa  de  paja  del  trigo
2001, biomasa de espigas del trigo 2001, biomasa de grano  de trigo 2001, biomasa
del  lolium 2001, elevación, orientación, presencia de paja, pendiente, radiación,
conductividad), pH, fósforo (P), nitrógeno (N), potasio  (K),  materia  orgánica  (Mo),
humedad, arcilla, limo, arena  y tipo de suelo.
Normalización  -  En  este  caso,  la  etapa  de  normalización  se  ha  realizado
atendiendo  a  diferentes  objetivos  de  los  establecido  para  los datos  de  Madrid.
Recordemos  que  este  nuevo  conjunto  de  datos  de  aprendizaje  pertenecen  a
una  sola  finca  y a  un  único  año,  el  2001. Este  hecho hace  que  en  general  todas
las  variables  para  el  2001  a  priori  sean  comparables,  sin  necesidad  de  realizar
una  transformación,  al  menos  en  esta  etapa  de  aprendizaje.  Más  adelante,
explicaremos  que  durante  la  etapa  de  validación,  variables  como  las  biomasas
no  requieren  una  etapa  de  normalización  strictu  sensu  pero  que  deben  ser
comparables  para  validar  los  resultados,  hecho  que  se  consigue  directamente
con  la  discretización.
Categorización  -  En  el  caso  de  los  datos  de  Barcelona  se  han  utiliza
do  umbrales  determinados  por  expertos,  en  concreto  información  del  equipo  y
personal  del laboratorio  que  analizó  las muestras  de  este  campo,  para  la defini
ción  de las categorías  en todas  las variables,  con  excepción  de aquellas  variables
de  las  que  no  se  conocían  valores  documentados  en  los  que  basar  la  creación
de  dichas  categorías,  entre  otras,  las  biomasas,  la  humedad,  la  conductividad
eléctrica  o la  radiación  solar.  Las  tablas  del  apéndice  C  muestran  los  valores
y  correspondientes  etiquetas  de  las  categorías  generadas  en  esta  fase.  Como
se  observa  en  estas  tablas,  las  categorías  del  primer  grupo  de  variables  con
umbrales  conocidos,  en concreto  nitrógeno,  fósforo, materia  orgánica,  potasio,
pendiente  y  tipo  de suelo,  presentan  las etiquetas  que  los expertos  han  estable
cido  a  partir  de estos  valores.  Por  ejemplo,  para  la variable  nitrógeno  un  valor
comprendido  en  el  intervalo  (15-30)  tendría  una  etiqueta  normal—alto,  para
(30-45)  alto,  (45-60) muy  alto  y  finalmente,  para  60  sería  excesivo.  El res-
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to  de  las variables  se  discretizan  utilizando  intervalos  regulares  construyendo
categorías  con  las etiquetas:  bajo,  medio  y  alto.  Cualquiera  de  los  métodos
utilizados  hace  que  todas  las  variables  sean  comparables,  y  empleados  de  la
misma  forma  para  la  categorízación  del  conjunto  de  validación  permitirá  una
correcta  contrastación  de los  resultados.
División  de  las  clases  -  En  el caso de la variable  objetivo  biomasa  avena,
la  categorización  que  se  ejecuta  es  más simple,  ya  que  el umbral  elegido  es  el
valor  0,  y se divide  el dominio  en dos grupos  que determinan  si existió  biomasa
de  avena  (biomasa  de  avena  =  O)  o si  no  existió  (biomasa  de  avena   O)
en  el  año  2001.  Durante  el  aprendizaje  se  describe  la  existencia  de  avena,  y
no  la  abundancia  de  avena  como  en  el  caso de  Madrid.  Este  umbral  es  válido
también  para  el  grupo  de  validación  por  lo  que  esta  variable  será  perfecta
mente  comparable.  Las etiquetas  para  cada  grupo  son  existe  y  no  existe,
respectivamente.
Limpieza  -  Como  ya  se  ha  dicho  repetidamente,  para  el  estudio  de  los
datos  de  avena  de  Barcelona  partimos  de  254  registros  de  datos  recogidos  en
la  campaña  del  año  2001.  Tras  las  etapas  descritas  anteriormente  de  discre
tización  e  integración,  en  la  fase  de  limpieza  se  eliminaron  12  registros  con
atributos  idénticos  y  que  aparecían  en  ambas  clases simultáneamente.  Esto  su
pone  que  sólo se  eliminó  un  4,7 % del  total.  Este  porcentaje  es  muy  pequeño,
sobre  todo  silo  comparamos  con  el 33 % eliminado  en los datos  de  Madrid,  y es
debido  principalmente  a  que  existe  un  mayor  número  de variables,  reduciendo
la  probabilidad  de  que  exista  intersección  entre  ambas  clases.
Conjunto  de  aprendizaje  -  En  el caso de  la avena  en  los datos  de Barce
lona,  tal  y  como  se ha  comentado,  para  realizar  la  experimentación  utilizando
una  perspectiva  ligeramente  distinta  y poder  establecer  otro  tipo  de  conclu
siones  con  la  misma  metodología,  se  toman  los  datos  de  la  campaña  del  año
siguiente  2002  como  conjunto  de  validación  para  el  modelo  que  se  obtiene  a
partir  de  los  datos  de  la  campaña  del  año  2001.  En  esta  experimentación,  se
utiliza  información  de un  determinado  año  para  intentar  conocer  la  capacidad
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predictiva  de  los  modelos  que  se  encuentren.  Es  decir,  la  principal  diferencia
con  la  experimentación  con  los  datos  de  Madrid  es  el  método  de  validación.
En  el  caso  de  Madrid,  se  eligió  el  método  H para  el  que  se  selecciona  aleato
riamente  un  porcentaje  de  los  datos,  y  en  el  caso  de  Barcelona,  se  eligió  una
variante  del  método  de  remuestreo,  empleando  nuevos  datos.
El  conjunto  de  entrenamiento,  que  corresponde  al  año  2001,  está  formado
por  242 registros  divididos  en dos clases,  una  que  contiene  103 registros  etique
tada  como  existe  o clase  positiva  y  otra  con  139 ejemplos  etiquetada  como
no  existe  o clase  negativa.
*  Problema  con  datos  de  lolium:  Factores  Edáficos
La  etapa  de  preprocesamiento  de  datos  con  la  especie  Lolium  rigidum  G.
se  ha  llevado  a  cabo  en  los pasos  que  se  describen  a  continuación:
Selección  -  En  la  primera  aproximación  a  la  obtención  de  un  modelo  ba
sado  en  reglas  que  describa  la  abundancia  de  Lolium  rigidum  G.  en  términos
edáficos,  se  han  incluido  todos  los  datos  de  semillas  relativos  a  todos  los  años
de  muestreo  (2001, 2002 y  2003)  y la  úiiica  campaña  de edáficos  del  año  2001,
que  como  ya  comentamos  en  secciones  anteriores  (apartado  10.1.1),  se  pue
den  asumir  constantes.  En  cuanto  las variables  radiación  solar  acumulada  y  la
pendiente  también  pueden  ser  consideradas  estables,  al  menos  en  la  práctica,
porque  fueron  obtenidas  a  partir  del  MDT  y  éste  no  varía  sustancialmente
en  esta  escala  de  tiempo.  Así  pues,  inicialmente  se  parte  de  tres  tablas,  una
por  campaña,  de  127 registros  cada  una.  Cada  registro  contiene,  además  de
la  identificación  del  punto  muestreado  y  la  información  sobre  la  cantidad  de
semillas  de  lolium,  la  siguiente  información:
pH,  fósforo,  nitrógeno,  potasio,  materia  orgánica,  radiación  solar
acumulada,  pendiente.
Normalización  -  Se  reescalaron  y  normalizaron  los  valores  asociados  al
número  de  semillas  según  la  ecuación  9  (página  111).  En  este  experimento  en
concreto,  el objetivo  de la  transformación  de  esta  variable  es poder  trabajar  en
términos  relativos  y  por  tanto  de  un  modo  más  adecuado  al  tipo  de  situación
que  tenemos,  ya  que  los  rangos  en  los que  se mueven  los niveles  de  infestación
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son  diferentes  de  un  año  a  otro.  Además,  hablar  en términos  relativos  significa
que  estamos  interesados  en  conocer  en  que  lugares  del  campo  hay  más  mala
hierba  y  en  cuales  menos,  siendo  los  términos  más  o  menos  función  de  la
Cantidad  total  de  mala  hierba  apreciada  ese año  para  ese  campo.
Integración  -  Las  tres  tablas  de  127 registros  se  integraron  en una  única
tabla  de un  total  de  381 registros.
Categorización  -  Igual  que  en el  experimento  anterior,  el resto  de  las  va
riables,  es  decir  la  predictoras,  fueron  discretizadas  y  categorizadas  utilizando
los  mismos  umbrales  establecidos  por  expertos,  excepto  la  variable  radiación
solar  de  la  que,  como  ya  se  ha  comentado,  no  se  conocían  estos  valores.  De
nuevo,  para  incluir  esta  variable  se  optó  por  utilizar  tres  intervalos  regulares,
generados  a  partir  del  mínimo  y  el máximo.  Recordemos  que  las tablas  A y  B
el  apéndice  C muestran  estos  umbrales  y las etiquetas  correspondientes  a  cada
rango  de  estas  variables.
División  de  las  clases  -  Se  establece  a  partir  del valor  del  campo  lolium
los  dos  grupos  de registros,  ejemplos  positivos  y ejemplos  negativos,  necesarios
para  llevar  a  cabo  la  etapa  de aprendizaje  supervisado  o generación  de modelo
basado  en  reglas.
A  pesar  de  la  normalización  de  los  datos  de  lolium,  la  disparidad  de  la
infestación  en los  distintos  años,  que  son  muy  diferentes,  requiere  una  especial
atención  en  la  búsqueda  de  un  umbral  para  esta  variable.  Recordemos  que  el
criterio  para  determinar  el  umbral  es  encontrar  un  valor  que  permita  obtener
dos  clases  proporcionales.  Como  se puede  ver  en  la  tabla  10.vI,  el  dominio  de
valores  de cada  año  determina  un  umbral  específico  y distinto  del  resto:  0,046
para  el  2001,  0,130  para  el  2001 y  0,168  para  el  2003.
Conjunto 2001 2002 20]







Tabla  10.vi: Umbrales para  la  división de  las clases positivos  y  negativos  de  los datos  del
lolium  para  los tres  años
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Partiendo  de un  conjunto  integrado  en  una  única  tabla,  la  elección  de  un
valor  unitario  como por ejemplo la media (0,105), provoca que las clases tenga
la  siguiente proporción: [positivos  70 %- negativos 30 %], un efecto no deseado,
y  plantea  la necesidad de un  análisis estadístico de este conjunto para  conocer
la  distribución.
Este  análisis revela la existencia probable  de ruido,  ya que  en el extremo
superior  del dominio aparecen valores muy alejados del resto y  con muy poca
frecuencia.  La figura 10.16 muestra un gráfico de  cajas  para  los  datos  de cada
año,  donde  se pueden  apreciar  los valores  atípicos  y extremos  de  la distribución
que  coinciden  con  los  valores  máximos  y  que  pueden  ser  considerados  como
ruido  y  como  tal  son  eliminados  de la  muestra.
La  eliminación  del ruido  en este  caso  utiliza  la técnica  del reemplazamiento
que  se  explicó  en  la  sección  de  prepro cesamiento  de  la  sección  6.1,  es  decir
aquellos  valores  extremos son  reemplazados  por  un  valor  más  adecuado,  en
este  caso,  los  nuevos valores  máximos.  Sustituir  esos  valores  máximos  provoca
la  variación  de  la  muestra,  lo  que  obliga  a  normalizar  e  integrar  otra  vez  los
datos  en  un  nuevo  conjunto,  obteniéndose  un  nuevo  umbral  para  la  división
de  las  clases.  Lógicamente,  al  disminuir  los  valores  máximos  de la  muestra  el
umbral  aumenta  y el  valor  que  mejor  divide  al  conjunto,  en  ejemplos  positivos
y  ejemplos  negativos,  es  0,247.
Limpieza-  Después  de  la  categorización  es  necesario  conseguir  que  las cla
ses  sean  disjuntas  para  lo cual se eliminan  como en casos  anteriores  los ejemplos
que  son  comunes.  Este  paso  se  ha  realizado  automáticamente,  como  en  otros
caso,  con  la  herramienta  de limpieza  de preparaDAT,  y  el  informe  del  proceso
se  presenta  en  el  apéndice  D.  La  fase  de  limpieza  redujo  en  un  61 % la  tabla
quedando  163 ejemplos  de  los  381 registros  iniciales.  Recordemos  que  la  eli
minación  del  ruido  por  reemplazamiento,  en nuestro  caso,  no  ha  significado  la
reducción  del tamaño  de la  muestra.
Esta  drástica  disminución  de ejemplos  es coherente  con  lo descrito  en la sec
ción  anterior  referente  a  la  variabilidad  temporal  observada  de  la  infestación
del  lolium, así como  la disponibilidad  de una  única  campaña  de muestreo  de las
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Figura  10.16: Gráfico  de  cajas  de  la  variable  lolium  para  cada  año
propiedades  edáficas.  Estos  dos hechos  hacen  que  determinados  puntos  presen
ten  en un  año  mucha  cantidad  de mala  hierba  y poca  al  año  siguiente,  mientras
que  las propiedades  edáficas  se mantienen.  Estos  registros  son precisamente  los
que  se eliminan  en esta  etapa,  porque  pertenecen  a  los dos conjuntos,  positivos
y  negativos,  presentando  las  mismas  características.  El  40 % de  las instancias
restantes,  por  lo  tanto,  corresponden  a  los  puntos  que  han  pertenecido  a  una
misma  clase  durante  los tres  años.  Sólo en estos  puntos  es posible  presumir  una
relación  entre  la  cantidad  o  existencia  de  mala  hierba  y  los  factores  edáficos,
tal  y  como  plantean  los  expertos  maiherbólogos  (sección  10.1.1).
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163  ejemplos,  76  positivos  y 87  negativos.  La  proporción  entre  las respectivas
clases,  mucha y poca,  se  muestra  gráficamente  en  la  figura  10.17.
l  (53%;1]
Mucha;0]
Figura  10.17: Gráfico  que  representa  la  división  en  ejemplos  positivos  y  negativos  de  los
datos  de lolium utilizada  en el primer estudio
*  Problema  con  datos  de  lolium:  Factores  edáficos  +  factores  biológicos
En  la  segunda  aproximación  al estudio  del lolium,  se tienen  en cuenta  tam
bién  los factores  edáficos pero  se añaden  los factores  biológicos,  con  el objetivo
de  introducir  en el estudio  nuevas  características  que  puedan  describir  la varia
bilidad  temporal,  no  incluida  en  el estudio  anterior.  En  general,  el  preprocesa
miento  sigue  los  pasos  que  en el  caso  anterior,  salvo  pequeñas  diferencias.  Por
esta  razón,  a  continuación,  sólo se  describen  las etapas  que  presentan  alguna
disparidad.
Selección  -  Se  han  seleccionado  los  datos  de los  127 registros  del  año  2001
y  los  127 del  2002.  Corno variables  biológicas  se  han  incorporado  las variables
relacionadas  con  el  cultivo  de trigo  que  miden  la  biomasa  del  cultivo  a  partir
de  diferentes  procedimientos;  espigas,  grano  o  plantas,  y  un  parámetro  que
indica  la  presencia  o  ausencia  de paja.  Además,  se  han  agregado  los  atributos
conductividad  eléctrica  y  humedad,  ambos  relacionados  con  la  salinidad  y  el
contenido  disponible  el  agua.
En  resumen  el  estudio  cuenta  con  las siguientes  variables:
Semillas  lolium  (2001  y  2002),  TRIGO, ESPIGAS, GRANO, AVENA, PAJA,
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conductividad, humedad, arena, limo, arcilla, pendiente, categoria* NESW
(orientación),  radiación*  ,  pH  ,  ,  p*  ,  ,  MO’ y tipo*  de*  suelo*
Se  han  indicado  con  el  símbolo  (*)  las variables  que  son  comunes  con  el
caso  anterior.
Limpieza  -  Tras  la categorización de los valores  numéricos,  algunos  me
diante  umbrales  regulares  y  otros  siguiendo  el  criterio  de  los  laboratorios,  se
realiza  la  limpieza  de  los datos,  para  obtener  conjuntos  de  datos  asociados  a
clases  con  intersección  vacía.  Esta  etapa  elimina  un  total  de  16 registros,  que
suponen  el  6,3 %  de  los  254 registros  iniciales.  Como  ya  se  comentó,  la  exis
tencia  de  un  número  mayor  de  variables  puede  hacer  que  la  intersección  entre
las  dos  clases sea  menor,  y por  lo  tanto,  la  limpieza  no  provoca  una  reducción
importante,  como  sucede  en  este  caso.
División  de  las  clases  -  Finalmente,  se  muestra  la  distribución  de  los
registros  de las dos clases mucha y poca  lolium, utilizando  el mismo umbral  que
en  el  caso  anterior.  Obsérvese  que  la clase  mucha,  o ejemplos  positivos,  consta
de  99  instancias  (42%  del  total)  mientras  que  la  clase  poca,  o  de  ejemplos
negativos,  tiene  139 registros,  lo que  representa  un  58%.
Se  puede  ver  que  la  proporción  de  elementos  en  ambos  conjuntos  es  lige
ramente  diferente.  Se  ha  optado  por  mantener  el  umbral  en el  0,247  de  modo
que  los modelos  resultantes,  a  partir  del  conjunto  de datos  de  cada  una  de  las
aproximaciones,  puedan  de  alguna  forma  ser  comparados.
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11.1.   EXPERIMENTACIÓN  CON  LA  PROPUESTA
Una  vez  explicada  la  metodología  y  descritos  tanto  los  datos  recopilados
como  el  preprocesamiento  de los  mismos,  nos  centramos  en  los resultados  y la
experimentación  con  la  herramienta  desarrollada.  Recordemos  que  para  la  ex
tracción  de reglas utilizando  lógica proposicional,  descrita  en el apartado  7, pro
poníamos  la  implementación  de un  algoritmo  genético  que  realizase  la  búsque
da  del  mejor  conjuntos  de  reglas.  En  la  terminología  de  algoritmos  genéticos
cada  regla  está  codificada  en  una  parte  del cromosoma  que  hemos  denominado
nucleosoma  (sección  7.1.1).  El  sistema  de extracción  de reglas  está  diseñado  de
tal  forma  que  permite  configurar  diferentes  tipos  de  codificación  del  conjunto
de  reglas.  Básicamente,  la  diferencia  en  las  codificaciones  radica  en  la  forma
en  la  que  se  utilizan  los  operadores  lógicos y de  comparación.  Recordemos  que
los  operadores  lógicos  OpL,1 se  usaban  para  conectar  las  reglas  entre  sí y  los
operadores  lógicos  OpLatri  para  conectar  las  precondiciones  de los  anteceden
tes  de  las  reglas.  Además,los  operadores  de  comparación  unían  cada  variable
a  su  valor  para  formar  una  precondición.  La herramienta  desarrollada  permite
una  gran  variedad  de  codificaciones,  de  hecho  los  operadores  lógicos  entre  re
glas  pueden  ser  OR, AND o  OR/AND; los  operadores  lógicos  entre  precondiciones
pueden  corresponderse  con  OR, AND o OR/AND y  los operadores  de comparación
puedan  valer  (=) o (/).  La combinación  de estas  posibilidades  ofrece  un  to
tal  de 36  configuraciones  diferentes,  que  se  muestran  en la  tabla  11.!, donde  se
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destacan  los  casos  que  se  analizan  en  el  presente  trabajo.
OpLt,.     OpL OpLatri     OpL
OpC (=) L    OpC (=/)
AND      AND
.
AND      AND
kND      OR
AND    OR/AND AND    OR/AND
OR      AND
OR       OR
OR     OR/AND
OR      AND
OR       OR
OR     OR/AND
OR/AND    AND
OR/AND     OR
OR/AND  OR/AND
OR/AND    AND
OR/AND     OR
OR/AND  OR/AND
Tabla  11.1: Posibilidades  de  configuración  del  sistema
La  herramienta  permite  también  establecer,  además  de  los  conectivos  que
forman  las  reglas,  la  función  de  fitness,  para  evaluar  la  calidad  del  conjun
to  de  reglas,  y  la  complejidad  del  modelo,  que  se  ajusta  fijando  el  número
de  nucleosomas  (ii)  que  determina  la  longitud  del  cromosoma,  que  a  su  vez
está  relacionado  con  el  número  de  reglas  que  tendrá  el modelo.
Para  el  estudio  de  las  malas  hierbas  se  han  seleccionado  los  tres  casos
de  codificación  ms  interesante,  que  se  han  denominado  caso  A,  caso  B  y
caso  C.  Para  simplificar  la  descripción  de  cada  uno  de  los  casos,  supongamos
un  individuo  cuyo  cromosoma  consta  de  dos  nucleosomas,  es  decir  ‘q =  2  con
la  siguiente  estructura:
SI  {]  OpL,  [i2]  ENTONCES C
•  Caso A  (1  a  -  OpLatrj  OR/AND ; OpL  OR/AND; OpC =/
Este  es el caso con un  mayor  número  de grados  de libertad.  Los operadores
lógicos  (OpLatrj  y  OpL,) pueden  ser  decodificados  como GR o  como AND y
el  operador  de  comparación  OpC puede  ser  =  o  .  Según  esto  una  regla
para  ij  =  2  podría  tener  la  siguiente  apariencia:
SI  [A  OpC  ai  OpLtr.i  B  OpC  bi]  OpL,1  EA OpC  a2   B  OpC  b2]  ENTONCES C
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Los  operadores  OP. pueden  aparecer  entre  atributos  y entre  nucleosomas  al
decodificar  los cromosomas.  Recordemos  que un  operador  DR conecta  en el
mismo  cromosoma  antecedentes  de  diferentes  reglas.  Por  lo que,  con  una
codificación  como  la  propuesta,  es  muy  probable  que  los  modelos  que  se
generen  estén  formados  por  un  gran  número  de reglas,  fundamentalmente
cuando  los cromosomas  son muy  largos.  El  número  máximo  de  reglas  es
igual  al  número  de  atributos  que  codifica  todo  el  cromosoma.  En  este
caso,  se  tendrán  modelos  complejos  y  difíciles  de  interpretar,  siendo  la
etapa  de  aprendizaje  muy  lenta.  Ahora  bien,  esta  configuración  puede
ser  eficaz  para  cromosomas  de  longitud  pequeña  y  en  algunos  problemas
es  posible  obtener  soluciones  sencillas  con  una  calidad  razonable  por  lo
que  conviene  explorar  esta  posibilidad.
Caso  B  (1 a  -  OpLatri  AND; OpLI? DR; OpC  =/
Este  segundo  caso emplea  el operador  AND entre  atributos  y  DR entre  nu
cleosomas.  Como  ejemplo  una  regla  tendría  ahora  la  siguiente  estructura:
SI  [A  OpC aj  AND B OpC  bj]  OR  [A  OpC  S2  AND 8  OpC  b2]  ENTONCES C
donde  DpLatrj =  AND y  OpL,  DR, que  se  mantienen  a  lo  largo  de  todo
el  aprendizaje,  es  decir  en  este  caso  tenemos  un  menor  número  de  grado
de  libertad  ya que  el algoritmo  siempre  codifica  un  AND entre  atributos  y
un  DR entre  nucleosomas,  independientemente  del  bit  que  aparezca  en  el
cromosoma.  El  número  máximo  de  reglas  es  igual  al  número  de  nucleo
somas.  Por  otra  parte,  se  utilizan  los operadores  lógicos  de  comparación
OpC =  y   lo que  permite  obtener  relaciones  más generales.
•  Caso C (1 a ]»  OpLatri  AND; OpL  OP.; OpC =
Es  el caso  en  el que  no  hay  grados  de  libertad  para  los operadores,  todos
ellos  se  fijan de  la  siguiente  forma:  OpLatri:  AND, OpL,1: DR y  OpC: =.  Un
ejemplo  de regla  en  este  caso  sería  la  siguiente:
SI  [A  =  a  AND B  =  b1]  DR  [A  a2  ANO 8  =  b2]  ENTONCES C
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Como  puede  observarse  en el ejemplo,  en este  caso el  OpC siempre  toma
el  valor  =.  El  resto  de  los  parámetros  siguen  la  misma  configuración  que
el  caso  B,  es decir  OpLatrj =  AND y OpL,  OR, que  se  mantienen  durante
todo  el  proceso.  En  este  caso  el  número  máximo  de  reglas  es  igual  al
número  de  nucleosomas.
Finalmente,  la  siguiente  tabla  sintetiza  las  características  de  la  confi
guración  en  cada  caso.
Descripción  general  de  los  experimentos
Para  realizar  los  diferentes  experimentos  y  verificar  la  bondad  de  la  herra
mienta  desarrollada  así  como de la metodología  propuesta  para  la obtención  de
modelos  descriptivos  basados  en  reglas,  se  utilizaron  los  datos  preprocesados
con  las  técnicas  explicadas  en el  capítulo  6.
Los  experimentos  de  cada  serie  utilizan  cromosomas  de  distinta  longitud,
aumentando  el  número  de  nucleosomas  de uno  en uno.  La  nomenclatura  para
los  resultados  que  se  presentan  en  la  siguiente  sección  utiliza  la  letra  de  cada
tipo  de configuración  {A,  B o C}, seguida  por  un  subíndice  numérico  que repre
senta  el  número  de  nucleosomas  que  componen  los  cromosomas.  Por  ejemplo
B5  indicaría  un  experimento  que  utiliza  la  configuración  tipo  C y  cromosomas
con  5 nucleosomas.
Además  en  todos  los  experimentos  se  establecen  del  siguiente  modo  los
parámetros  básicos  de  la  búsqueda  genética:  (1)  para  la  selección  se  utiliza
el  método  de  la  ruleta,  (2)  la  tasa  de  cruce  es  de  0,5  y  la  tasa  de  mutación
de  está  comprendida  entre  0,004  y  0,01,  valor  que  depende  de  la  longitud
de  los  cromosomas.  Cromosomas  más  largos  demandan  una  mayor  tasa  de
mutación.  Por  otro  lado,  en  aquellos  experimentos  en  los  que  la  longitud  de
los  cromosomas  ralentiza  la  etapa  de  aprendizaje,  llegando  a  necesitar  varios
CasoOpJ OpL,7    OpC
=/
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días  para  producir  alguna  mejora  del  aprendizaje,  se  ha  utilizado  una  semilla
como  situación  de  partida  para  la  búsqueda  y  no  una  población  generada
aleatoriamente.  Las semillas  se usan  para  acelerar  la búsqueda  partiendo  de una
solución  inicial más  o menos  buena,  por  ejemplo  conjuntos  de  reglas  generados
previamente.
Finalmente,  como se explicó en el apartado  de algoritmos  genéticos  (sección
4.2)  en  todo  proceso  iterativo  es necesario  determinar  el  criterio  de parada.  La
mayoría  de los  experimentos  se  han  dado  por  concluidos  cuando  el  valor  de  la
fitness  o  función  de  calidad  se  estabilizaba,  es  decir  se  mantenía  sin  cambios
durante  un  número  considerable  de  generaciones.  Este  número  depende  de  lo
compleja  que  sea  la  solución  que  se  busca  así  como  la  longitud,  y  en  nuestro
caso,  el  número  de  generaciones  ha  variado  desde  100,  para  los  cromosomas
más  cortos  cuando  buscamos  las  soluciones  más  sencillas,  hasta  la  30.000,  en
los  cromosomas  más  largos  para  las  soluciones  más  complejas.  Aunque  esta
decisión  puede  ser  complicada,  sobre  todo  trabajando  con  cromosomas  largos,
cuya  evolución  es  muy  lenta  y  pueden  ser  necesario  un  número  grande  de
iteraciones  (generaciones)  para  obtener  un  pequeño  aumento  en  la  función  de
calidad.  En  resumen  para  cromosomas  largos,  situaciones  mejorables  pueden
ser  confundidas  con  situaciones  de  parada.
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11.2.   ANÁLISIS  DE  LOS  RESULTADOS  OBTENIDOS
En  esta  sección,  se  presentan  los  resultados  de la  experimentación,  para  los
diferentes  casos  A, B y  C propuestos  en el apartado  anterior,  utilizando  los da
tos  de Madrid  (Serie  1) y de Barcelona  (Serie  II  y  Serie  III),  preparados
según  las etapas  de  preprocesamiento  vistas  en  la  sección  10.
•  Serie  1 -  Con  los  datos  recogidos  en  las parcelas  de  Madrid  se  busca,
además  de  evaluar  el  sistema  desarrollado  y  la  metodología  de  análisis
de  datos  propuesta,  obtener  un  modelo  basado  en reglas  que  proporcione
conocimientos  nuevos  sobre  el  comportamiento  de  la  A vena sterilis  L.,
de  aquí  en  adelante  avena,  en  cultivos  de  cereal  de  invierno.  Algunos
de  los  resultados  que  se  expondrán  en  las  siguientes  apartados  han  sido
publicados  en  [DíAz  ET  AL.,  2003] y  [DíAz  ET  AL.,  2005].
•  Serie  II  -  Con  los datos  recogidos  en Barcelona  en el caso de la avena,  se
verifica  los modelos  obtenidos  para  las parcelas  de  Madrid  con este  nuevo
conjunto  de  datos.  A  continuación,  se  realiza  un  proceso  de  aprendizaje
para  obtener  un  modelo  basado  en  reglas que  explique  apropiadamente
los  datos  de  Barcelona.
•  Serie  III  -  En  el caso de  la  infestación  por  Lolium rgidm  Gaud., para
simplificar  lolium,  el objetivo  es  obtener  el modelo  más genérico del  nivel
de  infestación  en  función  de  los parámetros  edáficos,  de  modo  análogo  a
la  avena,  y  posteriormente  buscar  nuevos  modelos  más  ricos  teniendo  en
cuenta  más información  como por  ejemplo  la biomasa  del cultivo  de trigo
(factores  biológicos).
Por  último,  el  capítulo  presentará  los  resultados  obtenidos  con  diversos
algoritmos  de una  herramienta  comercial  llamada  Clementine©  6.0.2,  del grupo
SPSS  Inc1  que  usan  la  misma  filosofía  de  nuestra  propuesta.  El  objetivo  de
esta  última  fase  es  contrastar  el  funcionamiento  del  sistema  desarrollado  con
1  http://www.spss.com/
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un  sistema  comercial  muy  probado  y  conocido,  lo que  permitirá  presentar  los
aspectos  más  novedosos  y  útiles  de  la  herramienta  desarrollada.
11.2.1.   EXPERIMENTACIÓN CON DATOS DE MADRID
En  la  primera  fase  (Serie  1)  se  realizaron  un  total  de  30  experimentos
diferentes  sobre  los  datos  de  Madrid  con  el  objetivo  de  verificar  el  sistema
de  extracción  de  conocimiento  desarrollado.  Los  resultados  de  cada  uno  de
los  experimentos  se  evaluaron  a  partir  de  la  calidad  de  los modelos  generados
expresada  en los términos  de número  de reglas  (r), fitness  (f(s  E)),  exactitud de
clasificación  (Ex(%)  Vp+F+Vn+Fp  x  100) y  confianza (Co(%) =  Vp-Fp  x  100)
explicados  en  los capítulos  3 y 8,  y cuyos  valores  se presentan  en  la  tabla  11.11.
Para  el  caso  A  se  realizaron  seis  experimentos  diferentes  A1,. .  .  ,  446,  que
indican  que  se  utilizaron  cromosomas  con   =  1,.  ..  ,  i  =  6.  Como  se observa
en  la  tabla,  este  caso  presenta  un  número  mayor  de  reglas  que  los  experimen
tos  tipo  B  y  C  comparando  cromosomas  de  la  misma  longitud,  es  decir  el
mismo  número  de  nucleosomas.  Este  funcionamiento  es muy  interesante,  prin
cipalmente  porque  la  posibilidad  de  encontrar  un  número  mayor  de  reglas  es
debida  a  la  capacidad  de  que  los  operadores  entre  atributos  también  puedan
valer  OR además  de  su  valor  convencional  AND. De  hecho,  pueden  descubrirse
reglas  con  tantos  antecedentes  como  atributos  existan.
Observando  los resultados  en la  tabla  para  cada  uno  de los  casos,  podemos
ver  el efecto  que  tiene  la  longitud  del  cromosoma  en  la  calidad  de  la  solución.
Por  ejemplo  cuando  el  cromosoma  es  corto  se  obtienen  modelos  simples  y  de
calidad,  en  algunos  de  los  experimentos,  aceptable.  Cuando  los  cromosomas
son  largos  las  soluciones  son  más  complejas  y  la  calidad  es  mayor,  aunque  el
aumento  no  es  proporcional  al  número  de  reglas  o complejidad  del  modelo.  De
hecho  existe  en  cada  uno  de  los  casos  un  punto  a  partir  del  cual  no  se  obtiene
mayor  calidad  en la  solución  aumentando  el  tamaño  del  cromosoma.  Por  esta
razón  se  ha  llegado  hasta  1 =  6  para  el  caso  A,  consiguiendo  una  exactitud
del  86,60%  y  un  valor  de  confianza  del  90,53 %.  En  los  casos  B  y  C  se  ha
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casorfitnessSxEVFVFExactitud(%)Confianza(%)
A1     2       0,598       155    49    133   36      77,21         81,15
A2    3     0,622     149   55   144   25      78,55         85,63
A3     4       0,724       162    42    154    15        84,72            91,53
A4    5     0,738     172   32   148   21      85,79         89,12
A5     5       0,745       169    35    152    17        86,06            90,86
A6    7     0,780     172   32   151   18      86,60         90,53
E     1       0,546       153    51    123   46        73,99            76,88
82     2       0,644       151    53    147   22        79,89            87,28
B3     3       0,685       170    34    139   30        82,84            85,00
B4    4     0,742     162   42   158   11      85,79         93,64
B5    5     0,757     161   43   162   7      86,60         95,83
B6    6     0,778     172   32   156   13      87,94         92,97
B7    7     0,782     175   29   154   15      88,20         92,11
B8    8     0,830     181   23   158   11      90,88         94,27
B9    9       0,839       182    22    159    10        91,42            94,79
B10     10      0,862       188    16    158    11        92,76            94,47
B11     11       0,866       189    15    158    11        93,03            94,50
B12     11       0,873       193    11    156    13        93,57            93,69
C1      1       0,390       133    71    101    68        62,73            66,17
C2    2     0,575     156   48   127   42      75,87         78,79
C3     3       0,626       153    51    141    28        78,82            84,53
C4    4     0,670     164   40   141   28      81,77         85,42
C5     5       0,691       169    35    141    28        83,11            85,79
C6    6     0,715     176   28   140   29      84,72         85,85
C7    7     0,722     166   38   150   19      84,72         89,73
C8    8     0,743     178   26   144   25      86,33         87,68
Cg    9     0,756     175   29   149   20      86,86         89,74
C10   10     0,771     176   28   151   18      87,67         90,72
C11   11     0,772     175   29   152   17      87,67         91,15
C12   12     0,799     180   24   153   16      89,28         91,84
Tabla  11.ii:  Resultados  de  la  serie  1 del  conjunto  de  entrenamiento  de  Madrid
experimentado  hasta   =  12 consiguiendo  modelos  con  una  exactitud  de 93,57
y  de  89,28%.
Los  valores  de la  tabla  se representan  gráficamente  para  facilitar  un  análisis
más  detallado.  En  primer  lugar,  el gráfico  de  la  figura  11.1 muestra  el número
de  reglas en función  del número  de nucleosornas  utilizado  para  cada  experimen
to.  En  todos  los  casos,  la  tendencia  es  creciente,  es  decir  el  número  de  reglas
va  aumentando  al  aumentar  el  número  de  nucleosomas.  Además  se  observan
algunas  diferencias  entre  el  caso A y  los casos  B y  C,  por  ejemplo,  los experi
mentos  del caso A siempre  presentan  un  número  mayor  de reglas,  normalmente
una  más,  que  los casos  B y  C.
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El  caso  B  y  C  presentan  gran  similitud,  que  se  explica  por  tener  la  mis
ma  configuración  de  los  operadores  lógicos,  dando  lugar  a  una  gráfica  con  un
tendencia  creciente  y  lineal.  Esta  gráfica  permite  observar  dos  situaciones  in
teresantes.  La  primera  es  en  la  curva  del  caso  B,  donde  el  número  de  reglas
deja  de  crecer  en  el  experimento  con  q  =  12  ya que  el modelo  con  mayor  cali
dad  que  se  consigue  para  este  experimento  tiene  11 reglas.  Esto  es  debido  a  la
desactivación  completa  de  nna  de  las  reglas  que  sucede  cuando  se  desactivan
todas  sus  precondiciones  (explicado  en la  sección  4.3).  La segunda  situación  se
da  en  el  caso  A,  para  el  ensayo  i  =   que  descubre  un  modelo  de  5 reglas.  En
este  caso,  el número  de reglas  del modelo  es consecuencia,  como  ya hemos  indi
cado  anteriormente,  de  la  mayor  probabilidad  de encontrar  operadores  lógicos














Figura  11.1:  Gráficas  del  número  de  reglas  en  función  del  número  de  nucleosornas,  es  decir
de  la  longitud  del  cromosoma
Además  del  número  de  reglas,  en  cada  uno  de  los  experimeutos  realizados
varía  también  la  cobertura  de datos  del  modelo  generado.  Las figuras  11.2,  11.3
y  11.4 muestran  esta  variación  con  las  proporciones  de aciertos  de clasificación
(14, y Vn)  y  de  errores  de clasificación  (F  y  F)  para  cada  caso.
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Figura  11.2:  Evolución  de  la  clasificación  del  caso  A
En  estas  gráficas  de  nuevo  se  puede  apreciar  la  tendencia  a  cubrir  correcta
mente  más  ejemplos  cuanto  mayor  es  el  número  de  nucleosomas,  haciendo  que
el  número  de  errores  tienda  a  disminuir.  Ahora  bien,  entre  un  experimento  y
el  siguiente  cada  vez  es  menor  la  proporción  de  errores  que  se  cubren  lo  que
significa  que  cada  vez  es  más  difícil  encontrar  reglas  que  cubran  grupos  de
registros  no  cubiertos  en  el  experimento  anterior.  Aún  con  todo,  el  descenso
continuado  del  número  de  errores  hace  que  los  modelos  aumenten  la  calidad
hacia  la  cobertura  total,  llegando  a  porcentajes  de  exactitud  entorno  al  93 %.
Las  gráficas  de  la  figura  11.5  muestran  una  comparativa  de  los  casos  A,  B  y
C  en  cuanto  a  la  evolución  de  la  cobertura  con  el  número  de  nucleosomas.  En
la  figura  11.5a  se  ¡nuestra  la  evolución  para  los  aciertos  negativos  (Va)  y  en  la
figura  11.5b  la  evolución  para  los  aciertos  positivos  (Vs).  Las  dos  gráficas  mues
tran  que  el  caso  B  tiene  mejor  comportamiento  en  casi  todos  los  experimentos
con  un  mayor  número  de  aciertos,  positivos  y  negativos.  Recordemos  que  el
caso  B  permite  la  utilización  del  símbolo  ,  por  lo  que  se  puede  deducir  que
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sigualdad  permite  incluir  ejemplos  de varios  grupos,  mientras  que  la  igualdad
sólo  describe  a  un  único  grupo.
Concretamente,  la  primera  gráfica,  para  los  verdaderos  negativos  (Va),
muestra  que  B  siempre  es  mejor  en  su  clasificación,  excepto  cuando  ij  =
donde  el  valor  desciende.  Para  los  verdaderos  negativos  la  curva  del  caso  A
presenta  una  tendencia  casi  constante  comparada  con  los  otros  dos casos,  em
pezando  con  valores  de  V,2 altos  quc  rápidamente  se estabilizan.  De hecho,  pasa
de  ser  la  configuración  con  mejor  clasificación  de  los  14, en  ij  =  1  a  generar
siempre  modelos  de calidad  intermedia  para  77 >  1, si no  se  considera  la  situa
ción  excepcional  que  se  producc  en  ij  =  3.  En  el  extremo  final  de  la  gráfica
puede  observarse  que  el  valor  de  1% tienden  al  mismo  valor  en  los casos  B y  C.
Por  otro  lado,  la  gráfica  para  verdaderos  positivos  (14)  muestra  menos
diferencias  entre  los  casos.  En  general  el  caso  B obtiene  modelos  que  clasifican
mejor  los  ejemplos  positivos,  aunque  existen  excepciones  para  q =  {2,  4,5,  6},
donde  la  cobertura  de  la  configuración  B disminuye  no  presentando  el  mejor
comportamiento  frente  a  los  casos  A  y  C.  Esta  caída  de  los  aciertos  positivos
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Figura  11.3:  Evolución  de  la  clasificación  del  caso  B
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de  B  coincide  con  un  importante  aumento  de  V,  en  estos  puntos  de  la  otra
gráfica.  En  cuanto  al  caso  A,  su curva  de  1/,, presenta  una  tendencia  similar  en
la  gráfica  de  los  13, cubiertos  que  la  que  se  observaba  en  la  gráfica  de  los  V,1,
es  decir  para  z  =  1  se  tiene  la  configuración  con  mayor  cobertura  y  cuando
ij  >  1 la  cobertura  de  ejemplos  positivos  pasa  a  estar  prácticamente  entre  los
valores  de  los otros  otros  dos  casos,  aunque  en  este  caso  las  variaciones  no  son
tan  acusadas.  De estas  dos  gráficas,  podríamos  deducir  que  el  uso del  símbolo
desigual  ()  por  ser  menos  restrictivo  en  su  descripción  en  los  casos  A  y  B,
rcpercute  en  la  mejora  de la clasificación  de los eleuicntos  negativos,  y también
en  la  separación  de  ambas  clases,  frente  al  funcionamiento  del  caso  C.
Por  último,  en  estas  gráficas  también  se  observa  lo  visto  en  figuras  an
teriores,  un  aumento  muy  rápido  de  la  correcta  clasificación  en  los  primeros
experimentos  que  paulatinamente  disminuye  según  aumenta  el  número  de  nu
cleosomas,  sin  perder  la  tendencia  creciente  en  la  calidad  de  los  modelos.  Esto
lleva  a  pensar  que  la  mayor  parte  de  los  registros  se  clasifican  correctamente
con  modelos  simples  formados  por  pocos  nucleosomas,  y  consecuentemente,
Figura  11.4:  Evolución  de  la  clasificación  del  caso  C
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Figura  11.5:  Evolución  de  V,  y  y3,  para  la  comparación  entre  los  casos  A,  B  y  C
con  menos  reglas.  Los  primeros  conjuntos  de  reglas  son  bastante  generales  y
poco  a  poco  incorporan  reglas  de  menor  cobertura  que  por  tanto  clasifican
grupos  de  registros  más  pequeños.  En  resumen,  pasamos  de  clasificar  pocos
grupos  de  gran  tamaño  a  cubrir  un  número  mayor  de  grupos  pequeños.
Las  siguientes  gráficas  (figura  11.6)  muestran  la  evolución  de  la  calidad  a
través  de  los  valores  de  la  fitness  y  de  la  exactitud  para  modelos  construidos
a  partir  de  diferentes  números  de  nucleosomas.  Puede  observarse  que  ambas
curvas  son  muy  similares  ya  quc  las  dos  funciones  están  estrechamente  relacio
nadas.  La  fitness  fuerza  la  búsqueda  de  modelos  capaces  de  explicar  ejemplos
positivos  sin  cubrir  los  ejemplos  negativos,  dando  como  resultado  conjuntos  de
reglas  que  que  clasifican  con  exactitud.  La  curva  de  evolución  asociada  a  ambos
estimadores,  exactitud  y  fitness,  presentan  valores  al  comienzo  relativamente
altos  que  poco  a  poco  aumentan  con  el  número  de  nucleosomas  presentando
una  curva  con  tendencia  creciente  que  se  va  estabilizando  para  valores  altos
en  el  número  de  nucleosomas.  Al  igual  que  en  casos  anteriores,  podemos  decir
que  los  modelos  pasan  de  ser  generales  a  más  específicos  y  que  el  mayor  au
mento  en  la  calidad  se  da  en  los  primeros  experimentos,  es  decir,  que  de  1  a  2
nucleosoma  existe  un  incremento  en  la  fitness  y  en  la  exactitud  mayor  que  el
conseguido  con  el  paso  de  11  a  12  nucleosomas.
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Figura  11.6:  Fitness  y  la  exactitud  de  la  serie  experimental
Por  último,  la gráfica  de la confianza  (figura  11.7), parámetro  que representa
la  proporción  de  ejemplos  que  cumplen  el  antecedente  del  modelo  y  además
pertenecen  a  la  clase,  por  lo  tanto  al  depender  del  número  de  F  muestra  una
curva  cuya  forma  es  similar  a  la  curva  de  V,,  ya  que  la  confianza  aumenta
cuando  disminuye  F,  es decir  cuando  aumenta  V,.  La  tendencia  de las  curvas
es  ligeramente  creciente  y parece  estabilizarse  en  valores  cercanos  al  95 % para
el  caso  B  y al  90%  para  C.
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Figura  11.7:  Gráfica  de  la  evolución  de  la  confianza
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Como  conclusión  se  puede  establecer  que  según  aumenta  la  longitud  de los
cromosomas  los  modelos  son  más  complejos,  debido  a  que  aumenta  el  número
de  reglas.  Además,  los  modelos  son  cada  vez  más  exactos  y  presentan  menor
incertidumbre.
Además,  del  estudio  de  la  calidad  de  los modelos  resultantes  con  la  meto
dología  propuesta,  es  interesante  realizar  un  análisis  detallado  de los conjuntos
de  reglas  obtenidos  y  conocer  el  funcionamiento  de  cada  regla  dentro  de cada
grupo,  de  este  modo  se  puede  observar  como  se  complementan  las diferentes
reglas  para  formar  una  solución  global.  En lo que  sigue  se  muestran  las reglas
de  los modelos  más  significativos  y  conjuntos  de reglas  asociados  a  modelos  ge
nerados  durante  el proceso  de búsqueda  (modelos  intermedios),  lo que  permite
apreciar  la  evolución  del  procedimiento  de  búsqueda  genética.
Para  cada  modelo  se presentarán  los valores  para  los parámetros  de calidad:
fitness  (F),  exactitud  (Ex)  y  confianza  (Co).  Asimismo,  para  cada  una  de  las
reglas  del  modelo  se  darán  los  valores  de  la  cobertura  de  ejemplos  positivos
(Vr,) y la  confianza  (Co). Por  último,  los casos  analizados  se  identificarán  como
hasta  ahora.  Es  importante  tener  presente  que  el  consecuente  de  las  reglas
siempre  es  el  mismo  “ENTONCES avena  =  mucha” y  es  el  antecedente  lo  que
diferencia  unas  reglas  de  otras;  razón  por  la  cual  en  el  texto  sólo  aparece  la
parte  de  condiciones  de  las reglas.
Los  modelos  más  sencillos  A1, B1 y  C1 o  generados  a  partir  de  cromoso
mas  de  mínima  longitud  (nucleosoma  (r)=  1)  se  presentan  a  continuación.
Puede  observarse  que  los  valores  para  los parámetros  de  calidad  son  relativa
mente  altos  si  se  tiene  presente  la  simplicidad  de  los  modelos,  más aun  si los
comparamos  con  el  resto  de la  serie.
•  A1  (F  0,598 ; Ex — 77.2%  ; Co — 81,16%)
rl:  MO  menor AND P  mayor AND ercilla  menor (V  133; Co 83,77.)
r2:  limo — medio  ANO arena  menor (Vp 22; Co 61,1%)
•  B1  (F  0,546;  Ex  74,0%;  Co  76,9%)
rl:  MO  menor ANO limo  mayor (V  153; Co 76.9%)
•  C1  (F  0,390 ; Ex  62,7%  ; Co  66,2%)
rl:  MO  medio (V  133; Co 66,2%)
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Comparando  estos  modelos  podemos  destacar  lo  siguiente:  (1)  Los  dife
rentes  conjuntos  de  reglas  no  son  contradictorios  y  representan  en  esencia  la
misma  información.  De  hecho  puede  comprobarse  que  algunas  precondiciones
incluyen  a otras,  como por  ejemplo  (Mo  menor)  engloba  a  (MO =  medio)  por
ser  una  condición  ms  relajada,  o  la  condición  (limo   mayor)  que  abarca  a
la  precondición  (limo  =  medio).  (2)  Con  una  única  regla  del  modelo  se  alcan
za  una  cobertura  de  ejemplos  positivos  y  una  confianza  relativamente  altas,
por  ejemplo  A1:r1 cubre  133 ejemplos  positivos  de  204  con  una  confianza  del
83,7%  y  B1:r1 cubre  153  de  los  204 ejemplos  con  una  confianza  del  76,9%.
A  la  vista  de  estos  resultados  es  razonable  suponer  que  estas  reglas  son  una
descripción  bastante  general  de los  datos  de  entrada.
A  continuación  se muestran  los modelos  de mayor  calidad  generados  a partir
de  una  codificación  del  cromosoma  con  dos  nucleosomas  (A2, B2 y  C2).
•  A2  CF  0,622 ; Ex  78,6%;  Co  85.6%)
rl:  P  menor ANO arcilla — menor  (V  26; Co 63,4%)
r2:  limo  mayor AND arena  medio ANO MO  menor ANO P  mayor (V 88; Co 89,87.)
r3:  arcilla  menor ANO arena  mayor (V  36; Co 87,8%)
•  B2  CF  0,644;  Ex  79,9%;  Co 87,3%)
rl:  MO  mayor ANO P  medio ANO X  medio ANO ercilla  mayor ANO limo  mayor (V  76;
Co  86,4%)
r2:  MO  menor ANO P  mayor ANO ercilla  menor AND limo  mayor (V  118; Co 91,57.)
•  C2  CF  0,575 ; Ex  75,9%  ; Co  78,8%)
rl:  MO  medio ANO limo — medio  CV,, 71; Co 82,6%)
r2:  limo — menor  CV,, 85; Co 75,9%)
Si  comparamos  estos  modelos  con  los  anteriores  podemos  observar  que  la
cobertura  de  cada  regla  por  separado  ha  disminuido.  Estos  nuevos  modelos
mantienen  las  precondiciones  de  las  reglas  anteriores  y añaden  nuevas  condi
ciones  haciendo  que  las  reglas  sean  más  específicas.  Aunque  la  cobertura  de
cada  regla  considerada  individualmente  es menor  los modelos  son  más  exactos
en  la  clasificación  de  los  datos  de entrada;  obsérvese  que  hay  porcentajes  que
rondan  el 80%.
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Para  el caso de tres nucleosomas se obtienen los modelos que se describen
a  continuación (A3, B3 y C3):
A3  CF  0,686 ; Ex — 84,7%  ;  Co  — 91,5%)
rl:  pH  mayor ANO MD  mayor ANO P  mayor ANO K  medio CV9 16; Co 94,1%)
r2:  ercilla — menor  ANO limo  mayor AND arena — menor  CV9 21; Co 87,57.)
r3:  P  mayor ANO limo  mayor ANO arena  menor ANO PH — menor  CV  57; Co 87,7%)
r4:  MO  menor ANO P  mayor ANO ercilla  menor ANO limo  mayor ANO arena  menor  CV9
118;  Co 94,4%)
u  B  CF — 0,685  ; Ex  82,8%  ; Co =  85,0%)
rl:  MO  medio ANO limo  mayor CV9 121; Co 81,8%)
r2:  N  menor AND P — mayor  ANO ercilla — medio  ANO arena  mayor (V918; Co 85,7%)
r3:  N  menor ANO MO  mayor ANO P  mayor ANO ercilla   menor CV938; Co 95,0%)
u  C3 (F — 0,626  ; Ex  78,8%  ; Co =  84,5%)
rl:  P — menor  ANO limo — menor  CV9 58; Co 86,6%)
r2:  MO — medio  ANO limo  medio CV9 71; Co 82,6%)
r3:  P  medio ANO ercilla  mayor CV9 30; Co 88,2%)
Ahora  las reglas de cada modelo cubren menos registros y tienen una mayor
confianza,  porque son más específicas. A cambio los modelos son más exactos
tiene  valores de  confianza mayores que  en  los casos anteriores pero  son  más
complejos.
Esta  tendencia ligeramente creciente de la exactitud, confianza y especifici
dad  de las reglas parciales se mantiene con el aumento de la longitud de los cro
mosomas.  Para ilustrar  de forma efectiva este comportamiento, a  continuación
se  muestran  y  analizan  los modelos obtenidos  para  cromosomas construidos
con  8 nucleosomas.
•  B8  (F  0,830;  Ex — 90,9%;  Co  85,07,)
rl:  N =  menor  AMI) P  mayor ANO K  1  medio ANO ercilla   medio  ANO  arena — mayor(Vp  15;
Co  83,3%)
r2:  MD  menor ANO 1’ —  medio  ANO E  menor AMI) limo   mayor ANO arena  mayor CV9 37;
Co  94,9%)
r3:  ercilla  mayor ANO limo  mayor ANO arena  mayor CV9 33; Co 94,3%)
r4:  E  mayor ANO ercilla   mayor  ANO  limo  —  menor  ANO arena  mayor CV9 46; Co 97.9%)
r5:  pH  —  menor  ANO  P  mayor AMI) E  mayor ANO limo  mayor ANO arena  menor CV9 52;
Co  89,7%)
r6:  MO  medio ANO P — medio  ANO E  medio ANO ercilla   menor  AMI) limo   menor ANO
arena  — menor  CV9 7; Co 100,0%)
r7:  MO = medio  ANO P  medio ANO E  medio ANO ercilla  mayor ANO limo — medio(V9  37;
—  225—
Capítulo  EvALUAcIÓN  DE  LA  METODOLOGÍA  PROPUESTA
Co  92,5%)
r8:  pH  menor ANO N  mayor ANO P   mayor AND ardua   menor (V  25;  Co  100,0%)
C8(F  0,743) ; Ex  86,1%  ; Co  89,2%)
rl:MO  — medio  ANO ardua  menor ANO limo  medio(V  23; Co 85,2%)
r2:  P  menor ANO limo = menor(1’, 58; Co 86,6%)
r3:  MO  medio ANO P  medio ANO X  medio ANO ercilla  medio (V 21;  Co  91,3%)
r4:  MO  medio ANO P  menor ANO 1<  menor ANO limo  medio (V  31;  Co  93,9%)
rS:  P — medio  ANO ercilla  mayor (V 30; Co  88,2%)
r6:  MO  mayor ANO ercilla  medio (V  17; Co 94,4%)
r7:  N  medio ANO P  mayor ANO K =  mayor  ANO arena  medio (V  3;  Co  75,0%)
r8:  pH — menor  ANO N = mayor  ANO P  —  menor  AMI) ercilla  mayor (V  8;  Co  100,0%)
Por  último,  se  muestran  los  dos  modelos  ms  exactos  generados  con  la
metodología  desarrollada.  En este  caso el cromosoma  consta  de 12 nucleosomas.
B12  (F    0,873;  Ex    93,6%;  Co   93,7%)
rl:  N  menor ANO MO —  medio  ANO K  —  menor  ANO ercilla  mayor ANO limo   medio ANO arena
mayor  (V  5;  Co  100%)
r2:  N  mayor  ANO MO  — medio  ANO P   menor ANO ercilla  menor ANO limo  medio (V  16;
Co  100%)
r3:  N  mayor ANO MO  mayor ANO P   mayor ANO K   medio  AMI) ercilla   menor ANO limo
 medio ANO arena  medio (V  11;  Co  100%)
r4:  pH  mayor ANO MO  medio ANO P  menor AMI) limo  mayor (VP 24;  Co  88,9%)
rS:  N  menor ANt K  mayor ANO ercilla  mayor ANO limo   mayor ANO arena  —  menor  (V
13;  Co  100%)
r6:  N  menor ANO MO  mayor ANO P  =  mayor  ANO K  —  mayor  ANO limo  mayor (V  4;  Co  100%)
r7:  pH  menor ANO MO —  menor  ANO P   menor ANO K  medio ANO limo  =  medio  ANO arena
menor  (V  3;  Co  100%)
r8:  N  menor AMI) MO  menor ANO P  mayor AM]) I( =  menor  ANO ercilla  menor ANO arena
medio  (Vs, 8;  Co  80%)
r9:  MD  menor ANO P   mayor ANO ercilla  menor ANO limo  mayor ANO arena  menor(1’,,
118;  Co  94.4%)
riO:  pH   mayor  ANO N   medio  ANO NO  medio  ANO P   mayor  ANO arcilla   medio  ANO arena
menor  (V  6;  Co  85,7%)
nl:  N — medio  ANO MO  — medio  ANO E  $  mayor  ANO ercilla   menor ANO limo   medio ANO
arena   mayor  (V  16; Co 88,9%)
C12  (F  0,799;  Ex  89,3%;  Co  91,8%)
rl:  ercilla = medio  ANO limo  menor ANO arena = medio  (V 41; Co 100%)
r2:  MO  medio ANO ercilla =  menor  MID limo = medio  MID arena — menor  (V  15; Co 100%)
r3:  N — mayor  ANO MO —  mayor  ANO ercilla  =  medio  (V  13; Co 100%)
r4:  N  menor ANO P  menor ANO arena — mayor  (V  14;  Co  82,4%)
rS:  pH =  mayor  ANO N =  menor  ANO P — medio  AM]) arena  mayor (V  6; Co 100%)
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r6:  PH — menor  ANO MO —  menor  AND P  —  menor  ANO limo  — medio  (V  8;  Co  72,7%)
rT:  NO  medio ANO limo  —  medio  ANO arena — medio  (V 46;  Co  86,8%)
r8  ercilla  mayor ANO arena =  mayor  (V  33; Co 89,2%)
r9:  pH — menor  ANO P  = medio  ANO ercilla  mayor (V  16; Co 94,1%)
riO:  MO — medio  ANO ercilla — menor  ANO limo =  menor  ANO arena  menor (V  5; Co 100%)
rii:N  medio AND MO — medio  ANO K  — medio  ANO ercilla — medio  (V  15;  Co  83,3%)
r12:  N  =  medio  ANO MO  medio ANO P = menor  ANO K — medio  ANO ercilla — mayor  ANO limo
=  mayor  (V  2; Co  100%)
De  forma  general  podemos  concluir  que  la  cobertura  individual  de  cada
regla  ha  ido  descendiendo  a  medida  que  el  modelo  presentaba  más  reglas.
Incluso,  aparecen  reglas  cuya  cobertura  se  limita  a  tres  o dos  registros,  como
es  el  caso  de C8:r7 o el  de  C12:r12. Las  reglas  más  genéricas  se  obtienen  por  lo
general  en  los  modelos  más  sencillos  o,  lo que  es  lo mismo,  generados  a  partir
de  cromosomas  más  cortos.
Por  consiguiente,  la  decisión  sobre  que  tipo  de  modelo  generar  a  partir  de
unos  datos  de entrada  es  dependiente  del  objetivo  que  se  persiga  en cada  caso.
Así,  silo  que  se desea  es inducir  conocimiento  sobre  las características  esencia
les  del grupo  de  datos,  entonces  siguiendo  el principio  de Ockham,  expuesto  en
el  apartado  3.1.1,  los modelos  más  sencillos  y  en concreto  las  reglas  con  mayor
cobertura  son  la  respuesta.  Si  por  el  contrario  el  análisis  tiene  por  objetivo
construir  un  clasificador  de  alta  exactitud  de  los  datos  de  entrada,  entonces
posiblemente  los modelos  más complejos  y  con  reglas  más  específicas  serán  los
que  mejor  se  adecuen  a  ese  caso.
Una  vez obtenidos  los  modelos  la  siguiente  etapa  es  la  de  validación  de los
resultados.  La  tabla  11.111 muestra  los  valores  de  los  parámetros  de  calidad
de  todos  los  modelos  obtenidos.  La  evaluación  se  realiza  con  la  clasificación
del  conjunto  de datos  de validación,  que  recordemos  son  el  10 % porcentaje  de
registros  seleccionados  aleatoriamente  y no utilizados  en la  fase de aprendizaje.
Los  parámetros  exactitud  y confianza  resultantes  de  la  validación  se  mues
tran  en  las gráficas  de  la  figura  11.8.  Aunque  en  general  los  valores  son  altos
y  similares  a  los obtenidos  con  el  grupo  de  datos  de  entrenamiento,  se  pueden
observar  algunas  diferencias.  Las  funciones  no  muestran  una  tendencia  clara




A1    19   7   13   2      78,05         90,48
A2    22   4    7   8      70,73         73,33
A3    20   6   15   0      85,37        100,00
A4    21   5   15   0      87,80         100,00
A5    21   5   15   0      87,80         100,00
A6    21   5   14   1      85,37         95,45
B1    22   4   10   5      78,05         81,48
B2    21   5   12   3      80,49         87,50
B3    21   5   12   3      80,49         87,50
B4    21   5   14   1      85,37         95,45
B5    20   6   15   0      85,37        100,00
B6    21   5   14   1      85,37         95,45
B7    21   5   15   0      87,80         100,00
B8    22   4   15   0      90,24         100,00
B,,    21   2   14   1      85,37         95,45
B10   24   2   14   1      92,68         96,00
B11    23   3   14   1      90,24         95,83
B52   22   4   13   2      85,37         91,67
C1    17   9   11   4      68,29         80,95
C2    21   5   13   2      82,93         91,30
C3    18   8   14   1      78,05         94,74
C4    21   5   13   2      82,93         91,30
C5    20   6   14   1      82,93         95,24
C6    21   5   13   2      82,93         91,30
C7    21   5   13   2      82,93         91,30
C8    21   5   13   2      82,93         91,30
C9    21   5   13   2      82,93         91,30
C10    21   5   13   2      82,93         91,30
C11    21   5   13   2      82,93         91,30
C12    20   6   12   3      78,05         86,96
Tabla  11.111: Valores de  los parámetros  de  calidad en  la  etapa  de  validación para  los datos
de  avena  de Madrid
exactitud  y  la  confianza  disminuye  al  aumentar  la  complejidad  del  modelo.
Este  hecho  tiene  su  explicación  en la  alta  especificidad  de las  reglas  de  los mo
delos  más  complejos,  en  otras  palabras  cada  regla  cubre  un  pequeño  número
de  datos  de entrenamiento.  Por  consiguiente,  parece  razonable  que  los modelos
más  específicos  presenten  peor  calidad  cuando  se les somete  a  la  clasificación
de  un  conjunto  nuevo  de  datos.  En  contraposición,  los  modelos  más  simples
presentan  exactitudes  similares  en  la  clasificación  de nuevos  ejemplos  y  datos
de  entrenamiento,  característica  asociada  al carácter  más  genérico  de estos  mo
delos.  En  definitiva  podemos  concluir  que  si  el  conjunto  de  datos  representa
bien  al  problema,  es  posible  que  un  modelo  complejo  y  exacto  sea  también
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buen  clasificador  de  elementos  desconocidos,  en  caso  contrario  modelos  más
simples  y  menos  exactos  pero  con  reglas  de  gran  cobertura  pueden  resultar
mejores  clasificadores  de  elementos  desconocidos.
__      _      .
-           i               -
¡                    1:
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ouiducioma Vn                                                n*ui0 VI
Exactitud(  %)                     Confianza(%)
Figura  11.8:  Evolución  del  valor de la exactitud  y la  confianza  en  la validación  de  los modelos
resultantes  para  las  parcelas  de  Madrid
En  resumen  la  elección  del  mejor  modelo  se  realiza  en  función  de  los  obje
tivos  de  cada  problema.  Para  el  caso  de  la  avena  y  del  lolium  el  objetivo  que  se
persigue  con  el  análisis  es  extraer  conocimiento  nuevo  sobre  el  comportamien
to  de  estas  especies  en  cultivos  de  cereal  de  invierno  por  lo  que  se  preferirán
modelos  genéricos  frente  a  modelos  más  precisos  construidos  con  reglas  más
específicas.
Atendiendo  a  los  objetivos  de  esta  investigación  los  mejores  modelos,  aque
llos  que  permitan  extraer  conocimiento,  serán  los  más  genéricos  y  simples,
como  son  A1, /3k, C1, B2 o  (2  que  presentan  valores  altos  de  calidad  y  como
máximo  dos  reglas.  De  este  grupo,  destacamos  A1  porque  tiene  mayores  va
lores  de  exactitud  y  confianza  que  B1  o  C1, un  valor  de  confianza  mayor  en
la  clasificación  del  conjunto  de  validación  y  además  un  cromosoma  de  menor
longitud,  ya  que  está  formado  por  un  sólo  nucleosoma  frente  a  o  72  que
están  formados  por  dos  nucleosomas.
Visualización  y  evaluación  espacial  de  resultados
En  este  apartado  se  presentan  los  mapas  de  infestación  estimada  por  el
modelo  más  genérico  A1 y  por  el  modelo  más  exacto  B12 y  se  contrastan  con
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77,21    81,15
78,55    85,63
84,72    91,53
85,79    89,12
86,06    90,86
86,60    90,53
78,05    90,48
70,73    73,33
85,37    100,00
87,80    100,00
87,80    100,00













73,99    76,88
79,89    87,28
82,84    85,00
85,79    93,64
86,60    95,83
87,94    92,97
88,20    92,11
90,88    94,27
91,42    94,79
92,76    94,47
93,03    94,50
93,57    93,69
78,05    81,48
80,49    87,50
80,49    87,50
85,37    95,45
85,37    100,00
85,37    95,45
87,80    100,00
90,24    100,00
85,37    95,45
92,68    96,00
90,24    95,83













62,73    66,17
75,87    78,79
78,82    84,53
81,77    85,42
83,11    85,79
84,72    85,85
84,72    89,73
86,33    87,68
86,86    89,74
87,67    90,72
87,67    91,15
89,28    91,84
68,29    80,95
82,93    91,30
78,05    94,74
82,93    91,30
82,93    95,24
82,93    91,30
82,93    91,30
82,93    91,30
82,93    91,30
82,93    91,3
82,93    91,3
78,05    86,96
Tabla  11.1v: Comparativa  de  los valores de exactitud  (Ex%)  y confianza (Co%)  en la etapa
de  entrenamiento  y  validación para  los datos  de  avena de  Madrid
los  mapas  de  distribución  real  de  avena,  y  se  utilizan  todos  los  datos  (los
datos  del  conjunto  de  entrenamiento,  los  del  conjunto  de  validación  y  los  que
fueron  eliminados  en la  etapa  de limpieza),  para  representar  todas  las muestras
recogidas  y observar  el  comportamiento  de los modelos.  En  todas  las figuras  se
representan  los  puntos  que  pertenecen  a  la  clase  mucha mala  hierba  (ejemplos
positivos)  con un  círculo  negro  y los que pertenecen  a la clase  poca  mala  hierba
(ejemplos  negativos)  con  un  círculo  en  blanco.
En  la  figura  11.9 se muestran  las  distribuciones  estimadas  del modelo  A1 en
contraposición  con  las distribuciones  reales  para  todas  las campañas  realizadas
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en  las parcelas  de  Madrid  explicadas  en la  sección  10.1.
Los  valores  de calidad  de  este  modelo  para  cada  una  de  las parcelas  fueron:
•  y0  1:  Exactitud  76,0%  Confianza  81,8%
•  no  2: Exactitud  63,2 % Confianza  41,2 %
•  n0  3: Exactitud  64,6 % Confianza  23,8 %
•  n°  4:  Exactitud  60,5 % Confianza  47,8 %
•  n°  5:  Exactitud  89,6%  Confianza  83,5 %
En  estos  valores  se  observa  que  el modelo  ms  genérico  describe  un  porcen
taje  alto  de  exactitud  y  de confianza  los datos  recogidos  en las  parcelas  1 y 5,
mientras  que  para  el  resto  de  las  parcelas  estos  valores  de  calidad  no  son  tan
altos.
En  las  figuras  se  puede  observar  que  el  modelo  A1 se  ajusta  mejor  en  las
parcelas  de  Arganda  y esto  es debido  a  que  este  modelo  cubre  mejor  los datos
de  la  campaña  5 que  representan  el  42,54 % de  los  datos,  casi  la  mitad.
Como  complemento  a  la  distribución  espacial  estimada  por  el modelo  para
cada  parcela,  en  la  tabla  11.v  se  muestran  los  valores  de  calidad  distribuidos
por  parcelas  para  cada  regla.  La  tabla  indica  el número  de  ejemplos  positivos
cubiertos  (Vr), la  confianza  (Co) y la  proporción  de  ejemplos  positivos  cubier
tos  sobre  el  total  de  ejemplos  positivos  (%+  =  i2).  Los  valores  de  la  tabla
sugieren  que  la  regla  A1 :r1  describe  mejor  los  datos  de  las campañas  1,  2 y  5
-realizadas  en  Arganda  del  Rey-  mientras  que  las  campañas  3  y  4 -realizadas
en  Nuevo  Baztán-  se describen  mejor  con  la regla  A1 :r2, aunque  esta  última  no
funciona  del  todo  mal  para  la  campaña  5.  El hecho  de que  cada  regla  se  ajuste
mejor  a  diferentes  parcelas  coincide  con  las  alguna  de  las  ideas  que,  como  se
expuso  en  el apartado  10.1.1 de  descripción  de  los  datos  de madrid,  el  equipo
de  CCMA  intuían  como conclusiones  de sus  estudios  estadísticos  sobre  las  dis
tintas  características  edáficas  de  las  parcelas  y su  relación  con  la  aparición  de
la  avena.  Entonces,  de nuestros  resultados  se  puede  concluir  que  las  diferentes
parcelas  tienen  modelos  diferentes  para  la  avena.
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Figura  11.9: Distribución  real de  la infestación de  avena y distribución estimada  por  el mo
delo  A1
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Figura  11.10: Distribución  real  de  la  infestación  de  avena  y  distribución  estimada  por  el
modelo  B12
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4T r1
V,,    Co  %+
r2






27   81,8   81,8
7   41,2    63,6
2   22,2    8,7
8    40    16,7
124   93,9   70,5
0    O     O
0     0     0
3   23,1      18
7    50    14,6
23   71,9    13,1
Tabla  11 .V:  Valores  de  calidad  de  cada  una  de  las  reglas  del  modelo  A1 para  cada  parcela
La  calidad  del modelo  B12 para  cada  una  de las parcelas,  utilizando  también
todos  los datos  recopilados,  presentan  los siguientes  valores:
•  n0  1: Exactitud  82,0 % Confianza  87,5 %
•  n°  2: Exactitud  84,2 % Confianza  72,7%
•  O  3:  Exactitud  79,2 % Confianza  56,5 %
•  n0  4:  Exactitud  79,0 % Confianza  82,4%
•  n0  5:  Exactitud  86,4 % Confianza  90,5 %
En  este  caso,  los valores de calidad  para  cada campo  muestran  exactitudes  y
confianzas  similares,  ambas  muy  altas,  hecho  que  coincide  con la  especificidad
de  modelos  complejos  como  es  el  caso de  B12.
En  la  figura  11.10  se  puede  observar  que  el  modelo  B12 tiende  a  describir
bien  todas  las parcelas,  algo  que  cabía  esperar  al  ser  un  modelo  complejo  que
incluye  reglas  muy  específicas.  En este  caso el  modelo  incorpora  reglas  que  des
criben  grupos  minoritarios  en  la  muestra,  como  son los datos  correspondientes
a  las parcelas  de  Nuevo  Baztán.  Esto  último  se  aprecia  bien  si  se  contrastan
los  mapas  estimados  por  el  modelo  A1 para  las campañas  3 y  4,  (figura  11.9)
con  los estimados  por  el  modelo  B12 (figura  11.10) para  las mismas  campañas.
En  la  tabla  11.vI  se  muestran  los valores  de los parámetros  de  calidad  para
el  modelo  B12 en  cada  campaña  y  para  cada  regla.  Los valores  presentados  en
la  tabla  ponen  de  manifiesto  la  misma  diferencia  observada  entre  los mapas  de
Nuevo  Baztán  y de Arganda.  En  esta  tabla  además  destacan:  a)  la  regla  B12:r9
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describe  mejor  las  muestras  de  las  campañas  5  y  1,  y  ligeramente  las  otras;
b)  la  regla  B12:r4 es  un  buen  clasificador  de  las  campañas  3  y  4  y  es  capaz
de  explicar  algunos  de  los  datos  de  la  campaña  5;  y  c)  la  regla  r3  describe
bien  la  campaña  2 y  algo  las campañas  1 y  5.  Además  se  puede  observar  un
comportamiento  mayoritariamente  especializado  de  las reglas,  ya  que  muchas
reglas  cubren  pocos  ejemplos  y ninguna  regla,  a  excepción  de  B12:r9 y  B12:r4,
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1   100     8
1   100    9,1
0    0     0
4   100    8,3
0    0     0
2   100    6,1
0    0     0
1   100    4,3
4    80    8,3
13   86,7    7,4
2   100    6,1
4   100   36,4
0     0     0
0     0     0
6   100    3,4
4   100   12,1
1   100    9,1
6  66,7  26,1
10   83,3   20,8
10   90,6    5,7
rg
1’,  Co  %+
rio
V,  Co  %+
ni






17    81   51,5
1   100    9,1
2   33,3    8,7
2    50    4,2
122   96,1   69,3
3   100    9,1
0     0     0
1    50    4,3
0     0     0
6   54,5    3,4
4   100   12,1
1    25    9,1
0     0     0
0     0     0
17   94,4    9,7
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Tabla  11 .VJ:  Valores  de  calidad  de  cada  una  de  las  reglas  del  modelo  B12 para  cada  parcela
Resumiendo,  las campañas  1,  2 y  5  (Arganda  del  Rey)  se  describen  mejor
con  las reglas:
(B12:rg)-(MO  menor  ANO P   mayor  AND arcilla   menor  ANO limo   mayor  ANO arena   menor)
(Bi2:r3)-(N =  mayor  ANO MO —  mayor  ANO P   mayor  ANO 1<  medio  AND arcilla   menor  ANO limo
 medio  ANO arena   medio)
(Ai:ri)-OlD  menor  ANO P   mayor  ANO arcilla   menor)
En  estas  parcelas  la  avena  aparece  fundamentalmente  relacionada  con  can
tidades  bajas  o medias  de  fósforo,  altas  cantidades  de  materia  orgánica  y  tex
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turas  de  tipo  grueso.
Por  otra  parte,  las  campañas  3  y  4  (Nuevo  Baztán)  se  explican  más  ade
cuadamente  con  las  reglas:
(B12:r4)-(pH   mayor  AND MO  medio  AND P  menor AND limo   mayor)
(Aj:r2)—(limo  —  medio  AND arena  menor)
Estas  dos  reglas  indican  que  la  aparición  de  la  avena  en  estas  campañas
estaría  relacionada  con  texturas  poco  arenosas  y  con  un  contenido  medio  en
limo  o con  cantidades  bajas  de  fósforo  y medias  de materia  orgánica.
Interpretación  general  de  los  resultados
A  modo  de resumen  decir  que  la  definición de un  modelo  como un  conjunto
de  reglas  que  utilizan  condiciones  sobre  variables  cualitativas  permite  una  ex
posición  directa  y fácilmente  interpretable  del conocimiento.  De hecho,  el análi
sis  de  las  reglas  de  mayor  cobertura  y  confianza  deja  conocer  relaciones  entre
variables  bien  refrendadas  que  existen  en  los datos,  a  la  vez que  la  interpreta
ción  de  estas  relaciones  lleva  a  la  extracción  de  conocimiento  potencialmente
nuevo  y útil.  Bajo  la  anterior  perspectiva  destaca  la  información  suministrada
por:  a) la  regla  B1:r1 (Mo 74 menor  AND limo  74 mayor) que  cubre  el  75%  de
los  ejemplos  positivos  (153)  y  con  una  confianza  (76,9 %) relativamente  alta;
b)  la  regla  A3:r4 MO 74 menor  AND P  74 mayor AND arcilla 74 menor  AND
limo  74 mayor  AND arena  74 menor  que  describe  correctamente  118  ejem
pios  de un  total  de  204 con  una  confianza  del  94,4%;  c) las  reglas  B2:r2 (MO 74
menor  AND P 74 mayor AND arcilla 74 menor  AND limo  74 mayor)yA2:r3
(arcilla 74 menor  AND arena  =  mayor),  cubren  118 ejemplos  positivos  con
una  confianza  del  91,5 %, que  establece  un  error  en  la  cobertura  de  ejemplos
positivos  menor  del  10%; d)  la  regla  A1:r1 (MO 74 menor  AND P 74 mayor  AND
arcilla  74 menor)  que  explica  133 ejemplos  positivos  con  una  confianza  de
aproximadamente  el  84%.  Todas  estas  reglas  pueden  ser  de interés  para  inferir
conocimiento  nuevo  potencialmente  útil.
Todas  las reglas  anteriores  indican  mayoritariamente  que  las características
de  textura  del suelo están  muy relacionadas  con la densidad  de avena  loca en las
parcelas  con  cultivo  de cereal  de invierno  de  Madrid.  Las  zonas  que  presentan
suelo  con  un  bajo  contenido  en limo y contenidos  medios  en arcillas,  por  tanto
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de  textura  más  arenosa,  son áreas  donde  hay, en términos  relativos,  una  mayor
densidad  de mala  hierba.  Además  las reglas  indican  que  la  avena  se desarrolla
peor  cuando  el  contenido  en  materia  orgánica  es  bajo.
Finalmente,  algunas  de  las  reglas  señalan  que  cantidades  medias  o  bajas
de  fósforo  están  asociadas  a  una  mayor  abundancia  de  avena.  Sabiendo  que
en  general  este  mineral  es  fundamental  en el  crecimiento  y la  evolución  de  los
cereales,  ya  que  condiciona  la  formación  de  su  sistema  radicular,  es  posible
determinar  que  si  la  avena  disminuye  cuando  la  cantidad  de  fósforo  es  alta
puede  ser  debido  a  que  el  cultivo  ha  crecido  antes  y  mejor  y  por  lo  tanto
es  más  competitivo.  Ahora  bien,  para  probar  todas  las  hipótesis  referentes  a
relaciones  de competencia  entre  especies  es  necesario  llevar  a  cabo  análisis  que
incluyan  variables  sobre  el  comportamiento  del  cultivo  como  por  ejemplo,  el
rendimiento  o  la  cantidad  de  las  otras  especies  vegetales.
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11.2.2.   EXPERIMENTACIÓN CON DATOS  DE  BARCELONA
*  Estudio  de  los  datos  de  Barcelona  con  modelos  de  avena  de  Madrid
En  la  siguiente  etapa  del  estudio  se  analiza  silos  modelos  obtenidos  para
la  infestación  de  avena  en  los  campos  de  Madrid,  explicados  en  el  apartado
anterior,  se  ajustan  a  los  datos  de  avena  de  Barcelona.
caao,,V,F,V,FExactitud(%)Confianza(%)
A1    16   27   101   110      46,06         12,70
A2    29   14   66   145      37,40         16,67
A3    9   34   98   113      42,13         7,38
A4    9   34   85   126      37,01         6,67
A5    8   35   94   117      40,16         6,40
A6    9   34   92   119      39,76         7,03
B1    18   25   67   144      33,46         11,11
B2    8   35   113   98      47,64         7,55
B3    19   24   67   144      33,86         11,66
B4    8   35   127   84      53,15         8,70
B5    15   28   98   113      44,49         11,72
B6    8   35   114   97      48,03         7,62
B7    8   35   101   110      42,91         6,78
B8    7   42   154   57      61,92         10,94
B9    10   33   107   104      46,06         8,77
B10   11   32   103   108      44,88         9,24
B11    8   35   110   101      46,46         7,34
fi2    8   35   110   101      46,46         7,34
Cj    22   21   91   120      44,49         15,49
C2    25   18   74   137      38,98         15,43
G3    25   18   90   121      45,28         17,12
C4    25   18   95   116      47,24         17,73
C5    25   18   74   137      38,98         15,43
C6    25   18   74   137     38,98         15,43
C7    23   20   83   128      41,73         15,23
G8    25   18   81   130      41,73         16,13
C9    19   24   104   107      48,43         15,08
C10    18   25   111   100      50,79         15,25
Gil   17   26   114   97      51,57         14,91
C12   20   23   120   91      55,12         18,02
Tabla  11 vii:  Contraste  de todos los modelos obtenidos para Madrid  con los datos  de  avena
de  Barcelona en  2001 (umbral ?  0,20)
Para  realizar  este  paso  cada  uno  de  los  modelos  ha  sido  analizado  con  los
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datos  de  avena  del  año  2001,  utilizando  dos  umbrales  diferentes  para  deter
minar  Ja  pertenencia  de  un  elemento  a  las clases  de  mucha  o poca  avena.  En
una  primera  etapa  de  contraste  de  los  modelos  se  ha  utilizado  un  umbral  de
0,20,  es decir  se  ha  considerado  como mucha  infestación  cualquier  situación  en
la  que  exista  al  menos  un  20 % de  avena.  Recordemos  que  este  umbral  fue  el
empleado  en la  generación  de  los  modelos  a  partir  de  los  datos  de  Madrid.  La
tabla  11.vII  muestra  los  valores  de  los parámetros  de calidad  resultantes  de  la
operación  de contraste  con  los datos  de Barcelona  de  los 30  modelos  generados
a  partir  de los  datos  de  Madrid.
rsoV,FV,FpExactitud(%)Confianza(%)
A1    48   61   67   78      45,28         38,10
A2    70   39   41   104      43,70         40,23
A3    41   68   64   81      41,34         33,61
A4    42   67   52   93      37,01         31,11
A5    39   70   59   86      38,58         31,20
A6    41   68   58   87      38,98         32,03
B1    59   50   42   103      39,76         36,42
B2    35   74   74   71      42,91         33,02
B3    61   48   43   102      40,94         37,42
B4    33   76   86   59      46,85         35,87
85    47   62   64   81      43,70         36,72
B6    35   74   75   70      43,31         33,33
B7    36   73   63   82      38,98         30,51
B8    15   94   102   43      46,06         25,86
Bg    39   70   70   75      42,91         34,21
B10   40   69   66   79      41,73         33,61
B11   36   73   72   73      42,52         33,03
B12   36   73   72   73      42,52         33,03
Ci    62   47   65   80      50,00         43,66
C2    69   40   52   93      47,64         42,59
C3    65   44   64   81      50,79         44,52
C4    62   47   66   79      50,39         43,97
C5    69   40   52   93      47,64         42,59
C6    69   40   52   93      47,64         42,59
C7    63   46   57   88      47,24         41,72
G8    66   43   56   89      48,03         42,58
C9    48   61   67   78      45,28         38,10
C10   46   63   73   72      46,85         38,98
Cii   43   66   74   71      46,06         37,72
C12   49   60   83   62      51,97         44,14
Tabla  11.vm:  Contraste  de  todos  los  modelos  obtenidos  para  Madrid  con  los  datos  de  exis
tencia  de  avena  de  Barcelona  en  2001  (umbral    0,00)
—  240—
Análisis  de los resultados obtenidos
Como  se puede  observar  en la  tabla  los modelos  son capaces  de describir  al
rededor  de  la mitad  de los datos  de Barcelona  con  una  confianza  muy  baja,  con
valores  siempre  inferiores  al  19 %. De la tabla  se  infiere  que  los  modelos  gene
rados  para  Madrid  no  se  ajustan  bien  a  los  datos  de  Barcelona.  Hay  que  tener
en  cuenta  que  la  gestión  de  cultivo  y  tratamiento  de  la  parcela  de  Barcelona
fue  diferente  a  la  realizada  en  las parcelas  de  Madrid,  algo  que  podría  parcial
mente  explicar  un  comportamiento  distinto  en  los  datos.  Asimismo,  es  lógico
pensar  que  existen  otras  variables  importantes  como  son la  historia  agronómi
ca  o las  características  climáticas  de los  campos,  y teniendo  en cuenta  que  no
han  sido  incluidas  en  el  análisis  parece  razonable  que  los  modelos  obtenidos
con  los  datos  de  Madrid  no  se  ajusten  bien  a  los datos  de  Barcelona.
El  segundo  umbral  utilizado  para  la  definición  de  las  clases  mucha  y  poca
avena  es  el  0,00,  es  decir  se  considera  como  infestación  la  existencia  de  avena
independientemente  de  la  cantidad.  Con  esta  última  elección  de  umbral  lo
que  se  pretende  sencillamente  es  ver  si  los  modelos  son  capaces  de  describir
la  existencia  de  avena  loca  en  función  de  las  mismas  características  del  suelo
detectadas  en  el caso  de  Madrid.  La  tabla  11.vIII  muestra  los  valores  para  los
parámetros  de calidad  con este  segundo  umbral.  Se puede  observar  que,  al  igual
que  en  las clasificaciones  anteriores,  la  exactitud  de  los  modelos  está  entorno
al  50%  aunque  la  confianza  aumenta  hasta  valores  cercanos  al  45 %.
Así  mismo,  se  comprobó  de  nuevo  el  comportamiento  de  los  modelos  ge
nerados  a  partir  los  datos  de  Madrid,  pero  esta  vez  con  los  datos  de  avena
de  Barcelona  del  año  2002,  apareciendo  una  notable  mejora  en  los  valores  de
confianza.  Para  el  umbral  0,00 el  tanto  por  ciento  de exactitud  se  encontraba
en  el intervalo  (41 % -  60 %) y el tanto  por  ciento  de confianza  se  distribuyó  en
el  intervalo  (65%  -  78%).  En  el  caso  del  umbral  0,20,  el  tanto  por  ciento  de
exactitud  tomó  valores  en  el  intervalo  (35 % -  59 %) y  el  tanto  por  ciento  de
confianza  en el  intervalo  (9 % -  27 %).
En  la  figura  11.11  se  muestra  la  distribución  real  de  avena  del  año  2001
con  el  umbral  0,00  -que  ofrece  mejores  resultados-  en  el  campo  de  Barcelona
frente  a  la  estimada  por  el  modelo  C3, que ha  clasificado  estos  datos  con  una
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exactitud  del  50,79 % y  una  confianza  del  44,52 %.
Figura  11.11: Distribución real y estimada con el modelo C3 de avena en el campo de Bar
celona para los datos del año 2001
Finalmente  utilizando el mismo umbral (0,00) como corte, el modelo C2 es
el  que  mejor  resultados  presenta  para  la  clasificación de  los datos  de Barcelona
del  año  2002,  con  una  exactitud  del  59,84%  y  una  confianza  del  75,31 %.  La
figura  11.12 muestra  gráficamente  la  distribución  real  de  avena  en el  año  2002
en  el campo de Barcelona frente a la estimada por el modelo. La elección de C3
y  EJ2 se basa de nuevo en los parámetros de exactitud, confianza y simplicidad
de  los modelos.
De  este  estudio  se desprende  que  la  densidad  de  avena en  el  campo  de
Barcelona  no se describe claramente  con las relaciones entre propiedades del
suelo  encontradas  para  los datos  de Madrid.  En cualquier caso, esta  falta  de
ajuste  entre los modelos de Madrid y los datos de  Barcelona era  esperable si
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Figura  11.12:  Distribución  de  avena  real  en  el  año  2002  y  estimada  por  el  modelo  C2  en  el
campo  de  Barcelona
tenemos  en cuenta que no se han  considerado en el estudio  otros  factores que
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*  Serie  II  -  Experimentación  con  datos  de  avena
Una  vez  contrastados  los  modelos  de  Madrid  con  el  conjunto  de  datos  de
Barcelona  y  a  la  vista  de  los  resultados  en  la  etapa  de  verificación  explicada
previamente,  el siguiente  paso  es generar,  a partir  de la metodología  propuesta,
un  conjunto  de  modelos  que  describan  adecuadamente  los datos  de Barcelona.
Partiendo  de  una  base  de  datos  ms  rica  en  información  que  la  de  Madrid,
tal  y  como  se expuso  en el  apartado  10.2, el  conjunto  de  datos  para  el  apren
dizaje  cuenta  con  nuevas  variables  como  las  relativas  a  cultivo  o la  radiación
solar  acumulada,  entre  otras.  En  este  caso  no  es  necesario  que  el  análisis  sea
tan  exhaustivo  como  el  realizado  con  los datos  de  Madrid  ya  que  inicialmen
te  nos  proponemos  como  objetivo  generar  los  modelos  más  genéricos,  por  lo
que  utilizaremos  únicamente  los  cromosomas  cortos.  Asimismo,  y  como  ya  se
señaló  anteriormente,  el  aprendizaje  se  realiza  con  los  datos  preprocesados
de  2001  (242  ejemplos)  y  la  verificación  de  los  modelos  con  el  conjunto  de
datos  (254 ejemplos)  del  año  siguiente  (2002).  Los  valores  de  los  parámetros
de  calidad  para  los  mejores  modelos  obtenidos  con  los  diferentes  tamaños  de
cromosoma  y las  distintas  codificaciones  se  presentan  en  la  tabla  11.ix.
Caso,,rV,,FV,FExactitud(%)Confianza(%)
A1    6   68   35   116   23      76,03         74,73
A2    7   73   30   115   24      77,69         75,26
B1    1   72   31   107   32      73,97         69,23
B2    2   77   26   107   32      76,03         70,64
B3    3   72   31   121   18      79,75         80,00
Ci    1   65   38   112   27      73,14         70,65
C2    2   76   27   111   28      77,27         73,08
C3    3  77  26  113  26      78,51         74,76
Tabla  11.ix: Valores  de  los  parámetros  de  calidad  de  los  mejores  modelos  obtenidos  para  los
diferentes  tamaños  de  cromosoma  para  los  distintos  casos
Como  ya  se  observó  en  modelos  anteriores,  los  modelos  correspondientes
al  tipo  de  codificación  B,  es  decir  que  admiten  el  desigual  como  operador
de  comparación  en  la  precondición,  tienen  mayor  exactitud  que  los  modelos
de  tipo  C  con  condiciones  más  rígidas  que  sólo  admiten  precondiciones  de
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igualdad.  De nuevo  los modelos  generados  a partir  de  una  codificación  de  tipo
A  tienen  mayor  calidad,  pero  está  vez el número  de reglas  resultante  es mucho
mayor.  Por  ejemplo,  en la  tabla  se observa  que mientras  que  B1 y C1 tienen  una
sola  regla  A1 presenta  6 reglas,  resultando  un  modelo  complejo  de interpretar.
Esta  complejidad  potencialmente  progresiva  es  la  razón  por  la  que  se  decidió,
para  la  codificación  de  tipo  A,  deterner  la  generación  de  modelos  en  i  =  2,
ya  que  se comprobó  que  cromosomas  más  grandes  no  mejoraban  la  calidad  de
los  modelos  generados.  Como  vimos  en  secciones  anteriores,  la  codificación  de
tipo  A  permitía  la  aparición  de  operadores  OR entre  condiciones  lo  que  daba
lugar  al  desdoblamiento  de  un  nucleosoma  en  varias  reglas.  En  este  caso  el
número  de  variables  independientes  (23)  es  mucho  mayor  que  en  el  caso  de
los  datos  de  Madrid  (8)  lo que  explica  porque,  para  el  caso  A,  aparecen  más
reglas  partiendo  del  mismo número  de nucleosomas.  Por otra  parte,  los modelos
generados  a  partir  de las codificaciones  B y C presentan  un  rango de  exactitud
del  73 a  80%  con  un  rango  de  confianza  del 69 a  80%.  Comparando  la  calidad
de  los  modelos  obtenidos  para  Barcelona  con  los  generados  para  Madrid,  se
observa  una  diferencia  de  calidad  de  aproximadamente  un  10 % para  modelos
del  mismo  nivel,  es  decir  de  igual  longitud  de cromosoma  y  codificación.  Este
comportamiento  hace pensar  que  los datos  de Barcelona  son más  heterogéneos
que  los  de Madrid  requiriendo  modelos más  complejos  para  obtener  una  mayor
exactitud  en  la  clasificación.
Las  reglas que  forman  los modelos  obtenidos  para  los datos  de Barcelona  se
presentan  a  continuación,  utilizando  la  misma  forma  de presentación  que  en  el
caso  de Madrid,  es  decir  sólo se  muestra  el  antecedente  ya  que  el consecuente
es  común  para  todas  las  reglas  e igual  a  “ENTONCES existe  avena”.  Los mo
delos  obtenidos  para  cromosomas  formados  por  un  único  nucleosoma  son  los
siguientes:
A1  (F  0,551 ; Ex =  76,07.;  Co74,4%)
rl:  trigo 2001   alta AND paja del trigo 2001  baja ANO espigas del trigo 2001  media
ANO grano  trigo 2001  baja (l4,  4; Co  66,7%)
r2:  elevacion  baja AND orientacion =  norte  (V  58;  Co 73,4%)
r3:  pendiente  media ANO radiacion =  alta ANO pH  alto (V  1; Co  100,0%)
r4:  conductividad  media ANO N  normal  (V  0;  Co 00,0%)
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r5:  K  bajo ANO Humedad  alta (l’ 39; Co 79,6V.)
r6:  MO   media-alta ANO limo  — media  ANO arcilla  baja ANO tipo suelo  franco
arcilloso  (V  6; Co 75,0%)
•  Bj  (F =  0,538  Ex  74,07. ; Co  69,2’/.)
rl:  grano trigo 2001  alta ANO elevacion  baja AND orientacion  sur  ANO radiacion 
media
ANO pH   bajo (V  72; Co 69,2%)
•  C1  CF — 0,508  ; Ex  73,1%  ; Co  70,7%)
rl:  radiacion —  baja ANO pH — alto  CV 65;  Co 70,7%)
Los  modelos  no  expresan  información  similar,  es  decir  en  general  tienen
precondiciones  diferentes,  pero  no  contradictorias.  Destacan  los  modelos  B1
(grano  trigo 2001  alta AND elevacion  baja  AND orientacion  
sur  IIND radiacion  4  media  AND pH   bajo  ) que cubre  72  ejemplos  po
sitivos  con  una  confianza  de  69,2%  y el  modelo  C1 (radiacion  =  baja  AND
pH  =  alto)  que  cubre  65  ejemplos  positivos  con  una  confianza  de  70,7%.
También  es  interesante  la  regla  r2  del  modelo  A1:  (elevacion   baja  AND
orientacion  =  norte  ) que cubre  58  ejemplos  positivos  con  una  confianza
del  73,4%.
Es  importante  resaltar  la  existencia  en  el  modelo  A1 de  una  regla  r4  cuya
cobertura  y  confianza  es  igual  a  cero.  Este  tipo  de  situaciones  se  pueden  dar
aunque  no  son  frecuentes.  La  razón  es  que  la fitness  que  hemos  elegido para  el
algoritmo  de  búsqueda  puntúa  los  modelos  en  función  de  su  calidad  global  no
haciendo  ninguna  consideración  sobre  la calidad  de las reglas que  lo forman.  La
eliminación  de este  tipo  de reglas del modelo  debe  ser  el resultado  de una  etapa
de  postprocesamiento  que  debe  Ilevarse  a  cabo  una  vez  generado  el modelo.
Con  un  cromosoma  formado  por   =  2  nucleosomas  se  obtuvieron  los  si
guientes  modelos.
•  A2  CF =  0,575  ; Ex  77,7% ; Co  75,3%)
rl:  paja trigo 2001  baja AND espigas trigo 2001  baja AND grano  trigo  2001  baja CV
4;  Co 66,7%)
r2:  elevacion   baja AND orientacion — norte  (Vp 58; Co 73,47.)
r3:  pendiente — media  AND radiacion  alta ANO pH   alto (V  l;100,O%)
r4:  conductividad =  alta  ANO N — normal  (V  0; Co 0,0%)
r5:  K =  bajo  (V 42; Co 76.4%)
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r6:  NO   media—alta  AND limo  =  2  AND suelo  franco  arcilloso  CV9 6;  Co  75,0%)
r7:  paja trigo 2001  alta MO  grano  trigo 2001  alta AND pH  alto  ANO conductividad 
alta  ANO N  normal—alto ANO Humedad  media ANO limo  baja MD  ardua  alta
CV9  5;  Co 83,3%)
u  B2  CF — 0,575;  Ex  =  76,0’!.; Co   70,6%)
rl:  grano trigo 2001 — baja  ANO orientacion  este ANO P  alto ANO Humedad  baja AND
arcilla   media ANO suelo  franco (V9 12; Co 70,6%)
r2:  radiacion  baja MO  pH  bajo ANO conductividad  alta AND K  alto CV9 65; Co
70,7%)
•  C2  CF — 0,589  ; Ex   77,3% ; Co   73,1%)
rl:  elevacion — media  ANO pH  alto ANO P  alto ANO MO  media—alta ANO suelo  franco
arcilloso  CV9 15; Co 83,3%)
r2:  radiacion  baja ANO pH  alto ANO conductividad  baja CV9 65; Co 70,7%)
En  este  segundo  conjunto  de modelos  se  repiten  algunas  precondiciones  en
los  antecedentes  de  las reglas como  (elevac  ion   baja  AND orientacion  =
norte)  y  (radiacion  =  alta  AND pH =  alto)  al  que  se  añade  la  precondi
ción  (conductividad  =  baja),  sin  que  se  aprecien  mejoras  sustanciales  en  la
calidad  de los modelos.  Este  segundo  conjunto  de modelos  tiene  en general  más
precondiciones  y son  más  específicos.
Los  modelos  obtenidos  para  un  cromosoma  con  tres  nucleosomas  se  mues
tran  a  continuación.
•  B3  CF  0,609 ; Ex — 79,8%  ; Co  80,0%)
rl:  grano de trigo 2001  baja ANO orientacion  este ANO radiacion  media ANO N 
normal  ANO K  alto AND Humedad  baja ANO arcilla  media ANO suelo  franco limoso
CV9  13;  Co  86,7%)
r2:  elevacion   baja  ANO orientadion   oeste  ANO radiacion  baja  ANO pH  alto
MO  K   alto  ANO MO  alta  CV,, 57; Co 78,1%)
r3:  paja  trigo  2001   media  ANO biomasa  del  lolium  2001  baja  ANO elevacion  media
ANO  pH =  alto  ANO K   bajo  ANO OM  media-alta  ANO arcilla   media  CV,, 7;  Co 100,0%)
•  C3  CF  —  0,608;  Ex  —  78,5%;  Co  —74,8%)
rl:  elevacion  media  MD  pH  =  alto  ANO P  alto  ANO MO  media-alta  ANO suelo  franco
arcilloso  CV,, 11; Co  91,7%)
r2:  radiacion — baja ANO pH  alto ANO MO  media—alta CV,, 63;  Co 73,67.)
r3:  pendiente  baja ANO K  bajo CV9 21; Co 87,5%)
De  nuevo  los  modelos  resultantes  exhiben  un  comportamiento  más  específi
co  aunque  son más  parecidos  entre  sí que  en los casos  anteriores.  En general  las
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reglas  incluyen  más precondiciones  que reducen  su cobertura  parcial  aumentan
do  la  confianza.  Por  ejemplo,  la  regla  r2 del  modelo  B2 tiene  dos precondiciones
que  cubren  65  ejemplos  positivos  con  una  confianza  del  71 % y  la  regla  r2 del
modelos  B3 tiene  las  mismas  precondiciones  y  además  cuatro  precondiciones
más  lo que  hace  que  su  cobertura  se reduzca  a  57 ejemplos  positivos,  pero  que
su  confianza  aumente  a  un  78 %.  Resumiendo,  los modelos  al  igual  que  sucedía
en  el caso de  Madrid  tienen  una  tendencia  a la especialización  incluyendo  reglas
que  cubren  pocos  ejemplos  (11 ó  7 registros).  No obstante,  en  este  caso,  reglas
C3 :r2,  que  incluye  que  la  precondición  relacionada  con  la  radiación  mantiene
una  cobertura  alta  y  continúa  siendo  la  variable  más  interesante  en  estos  mo
delos.  En  este  caso,  este  fenómeno  de mantenimiento  de ciertas  reglas  induce  a
pensar  que  éstas  son reglas  robustas,  ya que  el algoritmo  no  encuentra  ninguna
otra  combinación  de  precondiciones  que  pueda  suplantar  a  estas  reglas  ofre
ciendo  mejor  calidad  en  los  modelos,  incluso  permitiendo  mayor  complejidad
en  los  modelos  finales.
Resulta  interesante  resaltar  que  los  modelos  más  sencillos  y  genéricos  no
incluyen,  en  general,  la  información  biológica.  De  hecho,  precondiciones  como
(paja  trigo   baja)  y  (espigas  trigo   baja)  aparecen  en reglas  de  po
ca  cobertura  (de  4 a  12 %‘Ç). Excepción  a esto  último,  es  la precondición  (grano
trigo  2001   alta)  que  aparece  en  la  regla  r1  del  modelo  E1 que  cubre  72
ejemplos  positivos  y  que  sugeriría  que  las  zonas  donde  existe  infestación  de
avena  coinciden  con  áreas  donde  la  biomasa  de  granos  de  trigo  relativamente
no  es  alta  o,  lo  que  es  lo mismo,  donde  la  producción  no  es  de  las  altas  de  la
parcela.
El  siguiente  paso  es  la  fase  de  validación  de  los  modelos  en  la  que  se  han
utilizado  los  datos  de  Barcelona  del  año  siguiente  (2002).  Recuérdese  que  en
los  datos  de  Barcelona  de  2002 eran  variables  con  respecto  a  2001  la  biomasa
de  lolium,  el  trigo,  el grano,  la paja,  las espigas  y la presencia  de paja  mientras
que  las características  edáficas  y  físicas  se supusieron  constantes.
Los  resultados  de  la  validación  se  presentan  en  la  tabla  11 .x.  Se puede
observar  que la  exactitud  es algo  menor que  la  obtenida  en  la  etapa  de  en
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trenamiento  mientras  que  los  valores  para  la  confianza  aumentan  (80-90 %),
lo  que  indica  una  disminución  de  los  falsos  positivos  (Fr)  e implica  clasificar
correctamente  un  mayor  número  de ejemplos  negativos.  Así mismo,  los valores
de  exactitud,  al  disminuir  indican  que  la  clasificación  de los ejemplos  positivos
no  es  mejor  que  en  el  caso  anterior,  es  decir  hay  una  mayor  proporción  de
ejemplos  positivos  sin  cubrir,  y esto  coincide  con  el hecho  de que  el  número  de
ejemplos  positivos  en  2002  es  mayor  frente  al  año  anterior.  Y  en  definitiva,  la
tendencia  de  este  modelo  es  predecir  que  no  existiría  avena  en  el  2002  en  las
áreas  en  las  que  sí apareció.
Caso,,nucleosomarV,,F,V,FEzactitud(%)Confianza(%)  1
A1      1     6 85  99  52  18     53,94       82,52
A2      2     7 90  94  52  18     55,91       83,33
B1      1     1 103  81  51  19     60,63       84,43
B2      2     2 99  85  57  13     61,42       88,39
B3      3     3 86  98  60  10     57,48       89,58
C1      1     1  87  97  59  11     57,48       88,78
C2      2  2  99  85  59  11  62,20  90,00
3  3  99  85  60  10  62,60  90,83
Tabla 11 .X: Valores para los parámetros de calidad en la etapa de validación del modelo
Los  valores de la  proporción de ejemplos positivos bien clasificados (%+
y  negativos correctamente clasificados (%- =  -e), que se presenta en la
tabla  1 1.xi, corroboran este razonamiento.
Para  concluir la evaluación, se elige el mejor modelo encontrado. En este
caso la selección es algo más complicada que la realizada sobre los modelos ge
nerados a partir de los datos de Madrid, porque en este caso no existen grandes
diferencias de calidad. Considerando criterios basados en simplicidad y exacti
tud  se determina que C3 es el mejor modelo, ya que además de simple presenta
buenos resultados en entrenamiento (78 % de exactitud con una confianza del
74%)  y tiene de las mayores exactitudes en la etapa de validación (exactitud
del  63% con una confianza del 91 %). La distribución de avena estimada por
el  modelo frente a la distribución real se muestra en los mapas de las figllras
11.13a y  11.13b.
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Entrenamiento  (2001)
Ca.so,,  (%+)  L(%.)
Validación  (2002)
(%+)   (%-)
A1     66,0      83,5
A2     70,9      82,7
46,2     74,3
48,9     74,3
B1     69,0      77,0
B2     74,0      77,0
B3     69,9      87,1
56,0     72,0
58,8     81,4
46,7     85,7
63,1      80,6
C2     73,8      79,9
C3     74,8      81,3
47,3     84,3
53,8     83,3
53,8     85,7
Tabla  11.xi:  Proporción  de  ejemplos  positivos  y  ejemplos  negativos  correctamente  clasifica
dos
El  modelo C3  no  incluye ningún  factor  biológico por  lo que  el  mapa  de
la  distribución  estimada  de  avena es el mismo para  los dos  años. Recuérdese
que  sólo los factores biológicos son  los que varían  de  un  año  a  otro.  En  las
figuras,  se observa que el modelo explica mejor los datos  del año 2001, lo que
coincide  con los datos  expuestos en las  tablas  11.ix y  11.x de  las  etapas  de
entrenamiento  y validación, respectivamente.
Interpretación  general  de  los  resultados
Para  establecer  nuevo  conocimiento  a partir  de los modelos  generados  resul
tan  de especial interés las  reglas  que  cubren  una  mayor  proporción  de ejemplos
positivos  y presentan  mayor exactitud y confianza. Estas son las  reglas que se
enumeran  en  la  lista  siguiente:
Aj  : r2: elevacion  baja ANO orientacion — norte  (V  58; Co 73,4%)
A1  r5:  K  bajo ANO Humedad  alta (V9 39  ; Co 79,67.)
B1  : rl: grano trigo 2001  alta AND elevacion  baja ANO orientacion  sur  ANO radiacion
 media ANO pH   baja (VP 72;  Co 69,27.)
C1  : rl radiacion  baja ANO pH =  alto  (V  65; Co 70.7%)
A2  : r5 t(  bajo (V  42; Co 76,4%)
B2  :  r2  radiacíon =  baja  ANO pH  bajo ANO conductividad  alta AND K   alto (V  65;  Co
70 • 7%)
B3  : r2 elevacion  baja AND orientacion  oeste ANO radiacion — baja  ANO pH — alto  ANO K
 alto ANO MO  alta (V  57;  Co 78,1%)
C3  : r2 radiacion  baja ANO pH — alto  ANO MO  media-alta (V  63;  Co 73,6%)
Todos  estas  reglas expresan, en general, que la  existencia de avena está  re
lacionada  con  zonas de  la  parcela  donde  existe menor  altura,  orientación al
norte  y  hay  menor  radiación  solar  acumulada.  Coinciden  además  característi
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Figura  11.13: Distribución  de  la  infestación  real  y  estimada  de  avena  en  el  año  2001  por  el
modelo  C3 sobre  la  parcela  de  Barcelona
cas  como  una  menor  biomasa  de  grano  de  trigo,  un  pH  relativamente  alto,
potasio  bajo  y  una  conductividad  distinta  de  alta,  propia  de  una  menor  sali
nidad  de  las aguas.  La  información  que  se  obtiene  de  las  reglas  puede  ser  el
resultado  de  fenómenos  de  competencia,  ya  que  existe  avena  en  zonas  donde
la  radiación  es  menor,  el  potasio  es  menor  y  existe  menos  biomasa  de  trigo,  y
por  el  contrario  no  existe  avena  cuando  hay  mayor  biomasa  de trigo,  que  a  su
vez  está  asociada  a  mayor  radiación  solar  y mayor  contenido  en potasio.
*  Serie  III  -  Experimentación  con  datos  de  lolium
Como  se recordará  los  análisis  descriptivos  realizados  durante  la  etapa  de
preprocesamiento  (sección  10.2.2)  mostraban  que  los  datos  de  Barcelona,  con
relación  a  la  infestación  de  lolium,  eran  muy  heterogéneos.  Por  otra  parte,  los
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Figura  1 Li 4: Distribución de la infestación de avena real y  estimada en  el año 2002 con el
modelo C3 en  la  parcela  de  Barcelona
diferentes  análisis  estadístico  de  tipo  inductivo  realizados  por  el  equipo  de  la
Universidad  de  Barcelona  no  proporcionaron  resultados  satisfactorios.
Para  terminar  la  etapa  de experimentación,  en esta  sección  se exponen  bre
vemente  algunos  de  los experimentos  realizados  con  el  fin de  generar  modelos
a  partir  de  la  metodología  propuesta  y  con  las aplicaciones  desarrolladas,  que
expliquen  de  la  forma  más  genérica  la  infestación  de  lolium.
111.1.  -  Factores  Edáficos
Para  generar  la  primera  colección de  modelos  se  han  tenido  únicamente  en
cuenta  los  factores  edáficos  que  es  la  información  más  básica  del  suelo,  consi
derada  además  constante  en el tiempo.  Es  importante  recordar  que  la  etapa  de
entrenamiento  o  aprendizaje  con  este  primer  conjunto  de  datos,  busca  la  más
descripción  general  de  las  muestras  en  las  que  la  densidad  lolium  permanece
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estable  durante  todos  los  años  (2001,  2002  y  2003),  en  concreto  un  40%  de
los  datos.  Por  lo  tanto  la  experimentación  se  realiza  únicamente  con  los  cro
mosomas  más  cortos,  porque  esteconjunto  representa  a  menos  de  la  mitad  de
los  datos  y modelos  más  complejos  no  ayudarán  a  obtener  más  conocimiento  o
incluso  conocimiento  útil  sobre  comportamiento  de  esta  especie.  Se  persigue,
por  lo tanto,  conocer  el  modelo  más  general  posible  de  este  conjunto  de datos.
Los  valores  de  los  parámetros  de  calidad  para  los  modelos  obtenidos  con
cromosomas  de  un  único  nucleosoma  (i  =  1) con  el  objetivo  de  encontrar  los
modelos  más  generales  para  este  conjunto  de  datos  se  muestran  en  la  tabla
11.xii,  donde  r  representa  el  número  de  reglas.
Caso,, r fitness  SxE V,, F V, F Exactitud  (%) Confianza  (%)  1
A1 3 0,602 60 17 68 20 77,6 75,0
B1 1 0,517 50 27 70 18 72,7 73,5
Ci 1 0,462 54 23 58 30 67,9 64,3
Tabla  11.xlI:  Resultados  del  conjunto  de  entrenamiento  con  factores  edáficos  para  la  lolium
(datos  de  Barcelona)
Las  reglas  asociadas  a  cada  uno  de  los modelos  son  las  siguientes:
•  A1  (F  0,602 ; Ex = 77,6%  ; Co  75,0%)
rl:  pendiente  clase 2 ANO radiacion = menor  AND P  alto ANO K   medio (V  24
Co  96,0%)
r2:  MO  medio (V  32  ; Co 74,4%)
r3:  suelo = franco  arcilloso—limoso (V  21  ; Co  70,07.)
•  B1  (F  0,517 ; Ex  72,7%;  Co  73,5%)
rl:  radiacion Ir  mayor  ANO N  alto ANO suelo  franco-arcilloso (V  50  ; Co 73,5%)
•  C1  CF  0,462 ; Ex = 67,9%  ; Co = 64,3%)
rl:  radiacion  menor (V  54 ; Co  64,3%)
Estos  modelos  determinan  que  las  muestras  con  un  nivel  de infestación  de
lolium  alto,  mantenido  durante  los  tres  años,  se  sitúan  en zonas  de  radiación
baja,  con  medias  o bajas  cantidades  de  nitrógeno.  El  suelo puede  ser  de cual
quier  tipo  excepto  franco-arcilloso.  Atendiendo  a  la  calidad  general,  el  modelo
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más  exacto  y con  mayor  confianza  es A1,  pero  B1 y C1 presentan  la  ventaja  de
ser  más  simples  al  estar  formados  sólo  por  una  regla  de  relativa  alta  calidad.
111.2.  -  Factores  Edáficos  +  factores  biológicos
El  segundo  conjunto  de  modelos  se  obtiene  a  partir  de  los  datos  de  lolium
incluyendo  nuevos  factores,  entre  otros  las  biomasas  de  trigo  y  avena.  En  este
caso,  se  han  utilizado  cromosomas  de  hasta  6  nucleosomas  (i  =  6),  ya  que
para  este  caso  concreto  el  conjunto  de  datos  ofrece  más  posibilidades  y  es
más  representativo  de  los datos  globales,  representando  un  93,7 % de  los datos
iniciales.
En  cuanto  a  los valores  de los  parámetros  de calidad  del conjunto  de mode
los  obtenidos  (tabla  11.xm),  éstos  son muy  parecidos  a  los  valores  de  calidad
de  los  modelos  anteriores.  Como  máximo  se  consigue  un  78 %  de  exactitud
y  una  confianza  del  72 %.  Los  modelos  en  general  están  formados  por  reglas
específicas  y,  como  se  observa  en  la  tabla,  es  necesario  un  mayor  número  de
reglas  -representado  como  r-  para  obtener  exactitudes  y confianzas  más  apro
piadas,  comprobando  una  vez  más  la  heterogeneidad  que  característica  de  los
datos  de  Barcelona.
CasorfitnessSxEV,,FV,FExactitud(%)Confianza(%)
A1    5     0,545     79  20  95  44      73,10         64,23
Bj    1     0,442     59  40  103  36      68,10         62,10
B2    2     0,547     69  30  109  30      74,80         69,70
B3    3     0,599     80  19  103  36      76,90         68,97
B4    4     0,620     79  20  108  31      78,60         71,82
C1    1     0,406     65  34  86  53      63,40         55,10
C2    2     0,476     59  40  110  29      71,00         67,05
C3    3     0,515     65  34  109  30      73,10         68,40
C4    4     0,589     73  26  111  28      77,30         72,30
Tabla  11 XIII:  Valores  de  los  parámetros  de  calidad  para  los  modelos  generados  a  partir  de
factores  edáficos  y  biológicos  para  el  lolium  2001  +  2002  (Barcelona)
Los  modelos  más  generales  formados  a  partir  de cromosomas  con  un  único
nucleosoma  (ij  =  1)  se  muestran  a  continuación:
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•  A1  (F  0,545    Ex  73,1%   Co   64,2%)
rl:  ESPIGAS   medio  ANO GRANO  medio  ANO AVENA =  bajo  CV2  43  Co  62,3V.)
r2:  conductividad  bajo  ANO humedad   medio  ANO arena  bajo  CV2 5  Co  83,37.)
r3:  limo =  alto  ANO PAJA  no  CV2 24  Co  80,07,)
r4:  pendiente  clase 3 ANO radiacion — menor  ANO pH   bajo  CV2 40  ; Co 64,5%)
r5:  N  alto AND P  medio ANO MO  media CV2 4  ;  Co  66,7%)
•  B1  (F — 0,442  ; Ex  — 68,1%  ; Co 62,1%)
rl:  orientacion — norte  ANO pendiente =  clase  3 ANO N  alto (,  59  Co 62,1%)
•  C1  CF   0,406 ; Ex   63,4% ; Co   55,08%)
rl:  conductividad — bajo  ANO radiacion  menor CV2 65  Co 55,08%)
Finalmente,  los modelos  con  reglas  más  específicas  son  los  siguientes:
•  B4  CF   0,589 ; Ex   77,3%  Co   83,2%)
rl:  conductividad  bajo ANO pendiente  clase 3 ANO radiacion =  menor  ANO pH  =  alto  CV2
40  ; Co  66,7%)
r2:  limo    alto ANO PAJA  no CV2 24  ; Co 80,0%)
r3:  GRANO  alto ANO humedad  medio ANO pendiente — clase  3 AND pH  bajo ANO N =
normal—alto  ANO P   alto CV2 7   Co  100,0V.)
r4:  ESPIGAS  bajo ANO AVENA  bajo ANO pH  bajo (y2 13 ; Co  100,0%)
•  C4  CF   0,620 ; Ex   78,6% ; Co 71,8%)
rl:  AVENA  medio ANO ercilla  alto AND orientacion  norte ANO pendiente  clase 3 ANO
N   alto CV2 53  ¡  Co  67,1%)
r2:  ESPIGAS  medio ANO AVENA  bajo ANO humedad  alto ANO arcilla  bajo  AND pendiente
 clase 1 ANO radiacion  menor ANO N  normal AMO E  bajo CV2 15  ; Co 83,3%)
r3:  GRANO  alto ANO arena  medio ANO limo  alto AND ercilla  bajo ANO PAJA =  no  ANO
pendiente   clase 1 ANO N   alto ANO 1’  medio (4, 11  Co  78.6%)
r4:  AVENA — medio  ANO conductividad  alto ANO humedad  medio ANO limo  alto ANO
radiacion  =  menor  ANO E  normal AlIO P  muy alto CV2 4  Co  99,3%)
La  información  es más difícil de interpretar  que en el caso de Madrid,  porque
son  modelos  compuestos  por  reglas más variadas  y ninguna  prevalece que  forma
notable.  No obstante,  según  el modelo  .B  el lolium,  para  los años  2001 y 2002,
aparece  en  mayor  cantidad  en  zonas  orientadas  al  norte,  pendientes  de  3  a  10
grados  y  cuando  el  nitrógeno  no  es  alto.  Además,  el  modelo  A1  con  73 % de
exactitud  y  65 % de confianza  añade  que  el  lolium  puede  estar  relacionado  con
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zonas  de  menor  radiación,  cantidades  de  limo  alto,  cuando  no  hay  paja  y  el
pH  es  más  bajo  (suelo  relativamente  más  básico),  o  bien  cuando  la  cantidad
de  espigas  y  grano  de  trigo  es  media  y la  cantidad  de  avena  es  baja.
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11.3.   COMPARACIÓN  CON  ALGORITMOS  COMERCIALES  QUE
GENERAN  MODELOS  BASADOS  EN  REGLAS
En  este  capítulo  se compara  el método  propuesto  y la  herramienta  desarro
llada  con  otras  aplicaciones para  la extracción de  modelos basados  en reglas
disponibles  comercialmente  e  incluidas  en  el  paquete  Clementine®  6.0.2,  del
grupo  SPSS  Inc2.  Clementine  es  una  plataforma  informática  formada  por  he
rramientas  de  ayuda  a  la  extracción  de  relaciones  de  interés  y  valiosas  en  un
conjunto  de  datos.  De  todo  el  conjunto  de  herramientas  que  suministra  Cle
mentine  son  de especialmente  interesantes,  para  comprobar  las ventajas  de  la
metodología  propuesta,  las  utilidades  que  permiten  la  generación  de  modelos
basados  en  reglas  y  de  los  análogos  árboles  de  decisión,  ms  específicamente
los  algoritmos  C5.0  y  CART.
Algoritmo  C5.O
C5.03  (See5)  es  la  versión  comercial  derivada  de  los algoritmos  1D3 y  C4.5
para  la  generación  de árboles  de  decisión.  El algoritmo  C5.0  produce  árboles  de
decisión  a partir  de un conjunto  de datos  y puede transformar  el árbol  generado
en  reglas,  mejorando  con  ello la interpretación  de la información  contenida  en el
árbol.  La búsqueda  del  mejor  árbol  de decisión  se basa  en  la  división  recursiva
del  conjunto  de  datos  a  partir  de condiciones  sobre  los  diferentes  atributos  de
modo  que  siempre  se  obtenga  la  máxima  ganancia  de  información  o  mínima
entropía,  tal  como  se  explicó  en  el  apartado  3.1.3.  Los  árboles  se  construyen
hacia  delante  por  lo  que  cada  hoja  terminal  contiene  un  subconj unto  de  los
datos  de entrenamiento.  El proceso  de generación  del  árbol  termina  cuando  no
existe  una  condición  sobre  un  atributo  que  separe  de  nuevo  los  subconjuntos
obtenidos  con  la  última  división.  Para  obtener  el  antecedente  de  la  regla  que
describe  el subconjunto  se  encadenan  las condiciones  que  se  encuentran  en los
nodos  que  unen  la  raíz del  árbol  con  el nodo  hoja  o nodo  terminal.  Como  etapa
final  el  algoritmo  C5.0  tiene  una  fase  de  poda  que  elimina  las  peores  reglas,
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Cuando  el  algoritmo  C5.0  genera  reglas,  los  modelos  resultantes  son  más
simples  y  genéricos  [Cle,  2000].  Cada  regla  obtenida  por  el  algoritmo  tiene
asociados  dos  parámetros  de  calidad:  (1)  La  cantidad  de  instancias  que  cu
bre  la  regla  (Vi,, +  F)  y  (2)  Un  parámetro  similar  a  la  confianza  que  evalúa
la  proporción  de  casos  en  los  que  la  regla  es  verdadera,  en  otras  palabras
(Co  =  18)  donde  verdaderos  equivale  a  V, y  cubierta es (V+F).
Este  cálculo  de  confianza  estimada  se  usa  para  el  proceso  de  generalización
de  reglas  desde  un  árbol  de  decisión,  que  es  lo que  C5.0  hace  cuando  crea  un
cualquier  conjunto  de  reglas.
Los  conjuntos  de reglas  son  derivados  de  árboles  de decisión,  y representan
de  forma  simplificada  toda  la  información  encontrada  en  éstos,  por  lo que  las
reglas  son  modelos  menos  complejos.  Como  hemos  mencionado,  .Clementine
ofrece  la  posibilidad  de  construir  “directamente”  estos  conjuntos  de  reglas,  es
decir  que  no  es  necesario  una  fase  previa  de  construcción  del  árbol,  y  la  pos
terior  transformación.  Con  esta  opción,  el modelo  resultante  es  directamente
un  conjunto  de  reglas.  La  obtención  directa  de  reglas  se  puede  realizar  de  dos
formas  diferentes.  Por  un  lado,  una  forma  precisa  o específica  que  favorecen  la
exactitud  (exactitud  máxima  de la  muestra  del entrenamiento)  y por  otro  lado,
una  genérica  que  favorece  la  generalidad  (los resultados  que  deben  generalizar
mejor  a  nuevos  datos).
Algoritmo  CART
En  este  caso el  llamado  árbol  CR  (Classification  and  Regression)  es  el
modelo  ms  popularmente  utilizado  en  el  aprendizaje  simbólico  para  la  gene
ración  de  árboles,  por  lo que  comienza  a  ser  relativamente  frecuente  ver  estos
modelos  en  cualquier  área  de investigación,  también  como vimos  en  los prime
ros  capítulos  de  esta  tesis,  en el  campo  de la  ecología.  Este  tipo  de  árboles  se
construye  utilizando  como criterio  de  división  del conjunto  de datos  el  índice  o
coeficiente  de  Cmi  que  indica  la  diversidad  de una  población.  El valor  de  este
índice  se  utiliza  para  la  reducción  del  grado  de impureza  obtenido  a  partir  de
la  probabilidad  de  fallar  en  la  clasificación,  y se  calcula  con  Cmi  =  1 —  >,
donde  p  es  la  probabilidad  de  que  un  elemento  pertenezca  a  la  clase  i  en  un
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determinado  nodo  del  árbol.  La probabilidad  de  un  nodo  puro  determina  que
Cmi  O. El  índice  de  Gini  mide  el  grado  en  que  una  distribución  de  los
ejemplos  se  desvía  con  respecto  a  la  igualdad  perfecta.
Durante  la  construcción  de  un  árbol,  en  cada  posible  división  se  calcula
este  índice,  y posteriormente  se  elige  la  división  que  determina  una  impureza
mínima.  El  algoritmo  C&R  genera  una  estructura  de  esencia  binaria,  es  decir
las  divisiones  producen  únicamente  dos grupos  y por  lo tanto,  utiliza  etiquetas
lógicas  de  verdadero  o falso para  generar  las  condiciones  en  ios nodos.  El  árbol
resultante  tiende  a  crecer  hasta  que  no  queda  un  sólo elemento  sin  describir.
Por  lo que  en consecuencia  requiere  una  etapa  posterior  de poda  que  está  gua-
da  por  validación  cruzada  para  valores  categóricos  y  por  desviación  estándar
para  valores  continuos.  Este  método  presenta  problemas  si existe  ruido  en  los
datos  o  si  el  número  de  campos  es  enorme.  Este  algoritmo,  a  diferencia  del
anterior,  no  da  la  opción  de  construir  directamente  el  conjunto  de  reglas,  sino
que  éstas  se  obtienen  de  la  conversión  del  árbol  por  el  propio  usuario.
Algoritmos  C5.O  y  CART  de  Clementine  aplicados  a  los  datos  de
Madrid  y  Barcelona
Para  realizar  la  comparación  se  utilizaron  los  datos  de  avena  de  Madrid  y
Barcelona  con  los mismos  conjuntos  de entrenamiento  y de validación  definidos
anteriormente  (capítulo  10),  pero  aplicando  para  la  extracción  de conocimiento
(modelos  basados  en  árboles  de  decisión  y  en  reglas)  los  algoritmos  C5.0  y
CART.
DATOS  DE  AVENA EN  MADRID
C5.O drbol
Los  modelos  obtenidos  con  el  algoritmo  C5.O, tanto  árboles  como  reglas,
se  presentan  en  el  apéndice  F.  De  estos  resultados,  la  relación  más  in
teresante  se  muestra  en  una  rama  que  explica  los  registros  con  mucha
cantidad  de  avena  y que  consta  de tan  sólo de dos  nodos  (limomedio)  y
(materia  organica  =  medio).  La  concatenación  de  estas  dos  condicio
nes  cubre  86  registros  del  conjunto  de entrenamiento  con  una  confianza
—  261—
Capítulo  EVALUACIÓN DE  LA METODOLOGÍA PROPUESTA
del  82,60 %,  lo que  significa  que  la mayor  parte  de estos  86 registros  están
correctamente  clasificados.  Este  resultado  coincide  con  una  de  las  reglas
encontradas  con  la  metodología  de  la  propuesta,  en  concreto  la  regla  r1
del  modelo  B1.  El  árbol  completo  construido  por  el  algoritmo  C5.0  se
transforma  en  un  total  de  39  reglas  distribuidas  de  la  siguiente  forma:
19  reglas  (17 tras  una  poda  manual  que  elimina  las reglas  con  cobertura
igual  a  cero)  para  la  clase  mucha  y  20  para  la  clase  poca.  Los  valores
para  los parámetros  de  calidad  de  los árboles  obtenidos  para  los  conjun
tos  de  datos  de  entrenamiento  y  de validación  se  muestran  en las  tablas
11.xiv  y  11.xv.  La  transformación  de  los  árboles  permite  obtener  dos
conjuntos  de  reglas  que  presentan  los  mismos  valores  para  los  paráme
tros  de  calidad.  Además  de  la  regla  anteriormente  comentada  destacan
para  la  clase  “avena  mucha”  las  siguientes  reglas:  la  regla  no  16  (limo
=  menor  AND arcilla  medio)  que  cubre  42 registros  con  una  confianza
del  100%  y  la  regla  n°  14  (limo  =  menor  AND arcilla  =  mayor  AND
arena  =  mayor)  que  cubre  26  registros  con  una  confianza  del  92,6 %.
C5.O  reglas
Como  hemos  comentado  anteriormente,  el algoritmo  C5.0  permite  gene
rar  un  modelo  basado  en  reglas  directamente  con  dos  modos  de  funcio
namiento  que  dan  lugar  a la  obtención  de reglas  genéricas  o más  específi
cas.  Al  igual  que  sucedía  con  la  metodología  propuesta  los  modelos  más
específicos  son  más  exactos  y  presentan  mayor  confianza.  El  método  es
pec(fico  (espcf.)  da  como resultado  8 reglas para  describir  la  clase  “avena
mucha”  y  10 para  describir  la  clase  complementaria  “avena  poca”.  Con
esta  opción  del  algoritmo  el modelo  generado  tiene  un  menor  número  de
reglas  que  en  el  caso  del  modelo  obtenido  a  partir  del  árbol  de decisión
y  además  las  reglas  son  más  simples  y  todo  ello  sin  perder  exactitud  ni
confianza  e  incluso  aumentando  algo  el  valor  de  estos  parámetros  tal  y
como  se muestra  en las tablas  11.xiv  y  11.xv.  Cuando  se aplica  el método
de  funcionamiento  que  genera  reglas  genéricas  el modelo  obtenido  consta
de  7 reglas,  4  para  describir  la  clase  “avena  poca”  y  3 para  describir  el
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conjunto  de  los  ejemplos  positivos,  clase  “avena  mucha”.  La  calidad  de
este  segundo  modelo  es  similar  ya  que  el  paso  de  un  tipo  de  modelo  a
otro  se  consigue  con  la  eliminación  de  las reglas  más  especializadas.  En
general,  las reglas  de este  modelo  simplificado  están  compuestas  por  una
precondición,  por  lo que  además  de  genéricas  son  simples.
Entre  el conjunto  de reglas de  este  último  modelo  destacan  las siguientes:
Regla  n° 5  (limo  =  menor)  que cubre  112 registros  con  una  confianza  del
75,4%.
Regla  no 8 (limo  =  medio)  que  cubre  154 registros  con  una  confianza  del
62,2%.
Reglan°  3(pH  =  mayor  AND N =  medio  AND arcilla  =  medio)  quecu
bre  47  registros  con  una  confianza  del  87,8%.
Estas  reglas  ofrecen  información  similar  a  la  obtenida  a  partir  de  los
modelos  generados  con  la  metodología  propuesta.  Como  se  muestra  en
la  tabla  el  número  de  reglas  que  forman  los  modelos  generados  por  los
algoritmos  elegidos de  Clementine  es  muy superior  al número  de  reglas de
los  modelos  obtenidos  por  nuestra  propuesta  AGlearner  +  SQLdeco .dll.
Por  ejemplo,  el  algoritmo  C5.O para  obtener  un  modelo  genérico  utiliza  7
reglas,  mientras  que  en  nuestro  caso  el modelo  genérico  seleccionado  A1,
emplea  únicamente  2,  sin  disminuir  mucho  la  exactitud  ni  la  confianza,
un  5 % y  un  1 % de  diferencia  respectivamente.  Por  otro  lado,  el  modelo
basado  en  reglas  más específico  de  C5.O usa  18  reglas,  y en  nuestro  caso,
B12 requiere  11.
C&R  árbol (CART)
En  cuanto  al  algoritmo  C&R,  este  construye  un  modelo  en  forma  de
árbol  de  decisión  cuyo  valores  para  los parámetros  de  calidad  son  los que
se  muestran  en las tablas  11.xiv  y  11.xv.  Puede  observarse  una  pequeña
disminución  en  los  valores  de  estos  parámetros  aunque  no  es  realmente
significativa.  Lo  que  sí  es  importante,  es  que  el  método  utilizado  en  la
construcción  de  este  tipo  de  árboles  es  más  restrictivo  que  el  resto  de
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Algoritmo        r Vp  Fn  Vn  Fp  Exactitud  (%)  Confianza( %)
05.0  árbol       39 189  15  146  23  89,81  89,15
C5.0  reglas  (espcf.)  18  186  18  147  22  89,28  89,43
05.0  reglas  (gener.)  7  174  30  132  37  82,04  82,46
C&R  árbol       17 190  14  137  32  87,80  85,59
AGLearner(+espcf.)(B12)  11  193  11  156  13  93,57  93,69
AGLearner(÷gener.)(Al)  2  155  49  133  36  77,21  81,15
Tabla  11 .XIV: Resultados  de  Clementine©  con  avena  en  Madrid  (entrenamiento)
los  paradigmas  explicados  y  por  eso,  menos  exacto,  incluido  el  método
propuesto  en  esta  tesis,  ya  que  independientemente  del  número  de  eti
quetas  de  los  atributos,  la  división  del  conjunto  es  binaria,  es  decir  se
generan  dos  grupos,  uno  con  los registros  que  presentan  una  determinada
etiqueta  y  otro  con  el  resto  de  los  registros.  El  árbol  resultante  tiene  7
niveles,  que  dan  lugar  a  17  reglas  para  describir  la  clase  positiva  y  11
reglas  para  representar  la  clase  negativa.  La  construcción  del conjunto  de
reglas  a  partir  del árbol  no  utiliza  un  proceso  de poda  como en  el caso del
algoritmo  C5.0  lo que  provoca  provoca  reglas  muy  específicas y por  tanto
más  difíciles de  interpretar.  Los valores  obtenidos  para  los  parámetros  de
calidad  con  este  modelo  son  los  que  se  muestran  en  las  tablas  11.xiv  y
11.xv.
En  la  tablas  señaladas  también  se  han  introducido  los  valores  de  los
parámetros  de  calidad  para  los  modelos  obtenidos  a  partir  de  la  me
todología  propuesta.  A  la  vista  de  los  valores  se  puede  establecer  que
los  modelos  obtenidos  con  la  herramienta  desarrollada  tienen  mayor  ca
lidad  en la  clasificación  y/o  son  comparativamente  sencillos,  ya  que  con
un  número  de  reglas  nunca  mayor  a  12  (9   12)  se  obtienen  valores  de
exactitud  y  confianza  superiores  al  90 %.
•  DATOS  DE  BARCELONA
C5.O  reglas
Tras  el  análisis  y la  comparación  de métodos  con  los datos  de Madrid  y a
la  vista  de los  resultados,  se  ha  optado,  para  no  alargar  innecesariamente
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Algoritmo       Vp Fn  Vn  Fp  Exactitud  (%)  Confianza  ()1
C5.0  árbol  22  4  13  2  85,37  91,67
C5.0  reglas  (espcf.)  23  3  13  2  87,80         92,00
C5.O  reglas  (gener.)  23  3  13  2  87,80  92,00
C&R  árbol       24  2  12  3  87,80  88,89
AGLearner(+f.)(Bl2)  22  4  13  2  85,37  91,67
AGLearner(+gener.)(Al)  19  7  13  2  78,05  90,48
Tabla  11.xv:  Resultados  de  Clementine®  con  avena  en  Madrid  (validación)
Algoritmo       r  Vp   Fn   Vn   Fp   Exactitud  (%)   Confianza( %)
C5.O  reglas  (espcf.)    9   68   35   127   12      80,6         85,0
C5.0  reglas  (gener.)    5   63   40   123   16      76,9         79,7
AGLearner(+epcf.)(C3)  3   77   26   113   26      78,51         74,76
AGLearner(+gener.)(B1)  1  72  31  107  32      73,97         69,23
Tabla  11 .xvi: Resultados de Clementine© con avena en Barcelona (entrenamiento)
el  estudio  comparativo,  por  extraer  información  para  los datos  de Barce
lona  únicamente  con  el  algoritmo  C5.O en su  versión  de generación  de
modelos  basados  en  reglas.
El  algoritmo  C5.0  (reglas)  se  utiliza  con  las dos  formas  de  funcionamien
to  anteriormente  explicadas  y  que  permiten  obtener  modelos  con  reglas
genéricas  y  modelos  con  reglas  específicas.  Los  resultados  para  los  datos
del  conjunto  de  entrenamiento  se  presentan  en  la  tabla  11.xvi.  Se puede
observar  que  los  valores  para  los  parámetros  de  calidad  de  los  modelos
obtenidos  con  Clementine  para  los datos  de Barcelona  son  muy  similares
a  los  obtenidos  con  la  aproximación  propuesta  para  los  mismos  datos.
Los  modelos  generados  clasifican  correctamente  el  76,9 %  de  los  ejem
plos,  el modelo  genérico,  y  el 80,7%,  el modelo  específico, con  confianzas
relativamente  altas  (80%  y 85%  respectivamente).  Recordemos,  que  los
modelos  C3, el  más  específico  y  B1,  el  más  genérico,  ambos  generados
con  nuestra  propuesta  AGlearner  +  SQLde co . dli,  ofrecen  exactitudes
de  78,51 y  73,97%  y confianzas  del  74,76  y 69,23%.
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En  cuanto  a los datos  de validación,  los valores para  los parámetros  de ca
lidad  que  se  muestran  en la tabla  11.xvII  indican  que  los datos  a  partir  de
los  cuales  se generan  los modelos  no son representativos  de la distribución
de  la  avena  para  el  año  siguiente  (2002),  ya  que  se  reduce  la  exactitud
de  la  clasificación  al  56 % y  59 % aunque  aumentan  las  confianzas  (95 %
y  96 % respectivamente).  Si  comparamos  la  calidad  de estos  modelos  con
los  obtenidos  con  la  metodología  propuesta  para  el  mismo  conjunto  de
datos,  vemos  que  los valores  para  los parámetros  de calidad  son similares
pero  los modelos  obtenidos  con  el algoritmo  C5.0 son  más complejos.  Asi
por  ejemplo  los modelos  construidos  con  la  codificación  B y  C tienen  un
máximo  de  3 reglas  mientras  que  los modelos  generados  con  C5.0 tienen,
en  el  caso  de  reglas  genéricas,  5  reglas  (3  para  los  ejemplos  positivos  y
2  para  los  negativos)  y,  en  el  caso  de  reglas  específicas,  9 reglas  (6  para
los  ejemplos  positivos  y  3  para  los  negativos).  Además  se  observa  que
la  diferencia  entre  el  modelo  específico  y  el genérico  es  de  4 reglas,  pero
este  aumento  significativo  de  la  complejidad  no repercute  en un  aumento
sustancial  de  la  calidad,  lo que  vuelve  a  poner  de manifiesto  la  naturale
za  compleja  del  problema,  causada  por  la  elevada  heterogeneidad  de  los
datos.  Asimismo  las reglas  que  componen  los  modelos  presentan  valores
bajos  de  cobertura  de  ejemplos  positivos  y,  en  cuanto  a  la  información
que  proporcionan  las reglas,observando  los valores  V  y  V  en la  tabla  de
valores  resultantes  del  entrenamiento,  se  puede  destacar  que  los  modelos
describen  mejor  al  grupo  de  ejemplos  negativos.  Por  ejemplo,  el  modelo
específico  del algoritmo  C5.0  reglas cubre  68 de los 103 ejemplos  positivos
del  conjunto,  es  decir  un  66 %, y  cubre  127 de  139  ejemplos  negativos,
que  representan  al  91 % de  este  subconjunto.  Por  otra  parte,  de  las 6 re
glas  del  modelo  específico  que  describen  la  clase  “avena  mucha” destaca
por  su  cobertura  (50  ejemplos)  y  confianza  (78,8%)  la  regla  n°  4  (P  =
alto  AND K =  bajo).  Cabe  destacar  que  la  precondición  relativa  al  po
tasio  aparece  también  en  el  modelo  genérico,  en  concreto  en  la  regla  u°
3  (K =  baj  o)  con  una  cubriendo  un  total  de  55  ejemplos  y una  confian
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Algoritmo       Vp  Fn   Vn   Fp   Exactitud  (%)   Confianza (%)  1
C5.0 reglas  (espcf.)    82   102   67   3       58,7          96,5
C5.0 reglas  (gener.)    77   107   66   4       56,3          95,1
AGLearner(+9f.)(C3)  99  85  60  10  62,60         90,83
AGLearner(÷gener)(B1)  103  81  51  19  60,63         84,43
Tabla  11.xvji:  Resultados  de  Clementine©  con  avena  en  Barcelona  (validación)
za  del  75,4 %.  Esta  precondición  también  aparece  como  importante  en  el
modelo  A2 :r5 (sección  11.2.2)  generado  con  la metodología  propuesta.  En
general,  a  partir  de  los  modelos  generados  con  los  diferentes  algoritmos
(comerciales  y  desarrollado)  es  fácil  intuir  la  heterogenidad  de  los  datos
de  Barcelona,  sobre  todo  para  la  clase  de  ejemplos  positivos,  ya  que  se
extraen  pocas  reglas  de gran  cobertura  y muchas  reglas  específicas  o que
describen  pocos  ejemplos.
Conclusiones  finales  del  estudio  comparativo
Los  modelos  resultantes  de la aplicación  de los algoritmos  incluidos  en la  he
rramienta  Clementine©,  en general,  tienen  peor  exactitud  respecto  a  los mode
los  suministrados  por  la herramienta  desarrollada  AGlearner  +  SQLdeco  .dll,
si  comparamos  los valores  de los parámetros  de  calidad  de modelos  con  el mis
mo  número  de reglas.
La  diferencia  fundamental  estriba  en  en  el  método  de  construcción  de  los
modelos.  En  el  caso  de  la  generación  de  árboles,  se  parte  siempre  de  un  nodo
raíz  que  determina  el orden  de concatenación  de las relaciones  impidiendo  que
se  puedan  construir  y  evaluar  todas  las  posibles  combinaciones  de  relaciones
sobre  todos  los  atributos.  De  hecho,  la  forma  del  algoritmo  C5.O que  mejor
funciona  realiza  una  poda  evitando  que  las  reglas  partan  siempre  del  nodo
raíz  conservando  el  orden  entre  variables.  En  contraste  la  herramienta  desa
rrollada  permite,  a  través  de la  búsqueda  genética,  una  exploración  no  sesgada
del  espacio  de  búsqueda  (espacio  formado  por  todas  las  reglas  que  se  pueden
construir  a  partir  de  un  conjunto  de  variables  y de  sus  dominios).
Diferencias  fundamentales  del  método  propuesto  frente  al  algoritmo  C5.O
son  además:  (1)  La  posibilidad  de  obtener  modelos  referidos  únicamente  a  la
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clase  que  se  desea  describir,  (2)  la  determinación  del  grado  de  complejidad
del  modelo  y  (3)  la  selección  de  la  sintaxis  de  las reglas  según  los  operadores
lógicos  AND/OR y  los de  comparación  (,  =) que se utilicen.
Por  otro  lado,  y  a  pesar  de  que  la  calidad  de  los  modelos  extraídos  con  la
herramienta  desarrollada  (AGlearner  +  SQLdeco) es  mayor  en  la  mayoría  de
los  casos  estudiados,  el  método  presenta  tiempos  de cómputo  en  la  generación
de  modelos  más  altos  que  los  algoritmos  de  Clementine©  utilizados.  Mientras
que  los algoritmos  de Clementine  generan  un  modelo  en minutos,  la  herramien
ta  desarrollada  pueden  requerir  varios  días  para  encontrar  el  máximo  global
cuando  el  modelo  resulta  ser  muy  complejo.  Este  “inconveniente”  es  admisi
ble  cuando  los  conjuntos  de entrenamiento  son relativamente  grandes,  cuentan
con  un  número  elevado  de  variables  y/o  se  utilizan  combinaciones  de  operado
res  complejas  que  dan  más  expresividad  al  modelo  elevando  la  capacidad  del
sistema  para  describir  clases  con  mayor  calidad.  Un  espacio  de  búsqueda  tan
complejo  como  el  descrito  es  el  que  nos  podemos  encontrar  en  los  problemas
de  medio  ambiente  especialmente  si  se  tienen  en  cuenta  el  tiempo  y  espacio
en  el  modelo.  Por  tanto  la  propuesta  hecha  con  este  trabajo  de  tesis  para  el
análisis  de  problemas  medioambientales  se  adapta  mejor  que  otros  algoritmos
de  extracción  de  conocimiento,  tanto  a  situaciones  con  espacios  de  búsqueda
pequeños  como a casos en los que  el espacio  de  búsqueda  es infinito.  Además,  el
funcionamiento  a  partir  de la  integración  de un  conjunto  de  módulos  hace que
la  herramienta  implementada  sea  flexible, permitiendo  por  ejemplo  incorporar
nuevas  funciones  de  calidad,  establecer  la  estructura  sintáctica  de  los modelos
y/o  determinar  el nivel  de complejidad  deseado.
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12.1.   CONCLUSIONES
El  trabajo  de  tesis  descrito  en  esta  memoria  propone  una  metodología  de
análisis  genérica  que  permite  la  generación  de  modelos  basados  en  reglas  a
partir  de  un  conjunto  de  observaciones.  A  través  del  estudio  de  un  problema
agrícola  clásico,  como es el  control  de malas  hierbas,  se ha  diseñado  y desarro
llado  un  sistema  de extracción  de conocimiento  en el  que  se  abordan  cada  una
de  las  etapas  del  proceso  de  inducción  propuesto,  desde  la  recogida  de  datos
georeferenciados  en  campo  hasta  la  obtención  de  los  modelos  explicativos  de
la  densidad  de  los rodales  de  mala  hierba  en  el  cultivo  en  función  de  variables
edáficas  o medioambientales  de esas  zonas.
Cada  una  de  las  herramientas  desarrolladas,  así  como  la  metodología  pro
puesta,  se  puede  aplicar  a  un  amplia  gama  de  problemas  medioambientales,
fundamentalmente  cuando  el objetivo  sea  el de modelar  relaciones  causa-efecto
o  asociaciones  entre  determinados  factores  y eventos.
De  la  investigación  realizada  en  esta  tesis  se  extraen  dos  tipos  de  aporta
ciones,  las  relacionadas  con  la  metodología  propuesta  y  aquellas  relativas  al
estudio  de un  caso,  verificando  las  ventajas  del  método.
La  aportaciones  relacionadas  con  la  metodología  propuesta  son:
•  La  propuesta  de  un  método  de análisis  de datos  estructurado  de  acuerdo
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con  las  pautas  de un  proceso  de descubrimiento  de conocimiento  en bases
de  datos  (KDD-Knowledge  discovery  in  databases)  para  la  extracción  de
conocimiento  útil,  mediante  la generación  e interpretación  de modelos  de
relaciones  o patrones  existentes  en un conjunto  de datos.  En consecuencia,
para  cada  una  de  las etapas  del  proceso  KDD  se han  diseñado  y desarro
llado  el siguiente  conjunto  de herramientas  orientadas  fundamentalmente
al  análisis  de  datos  y muestras  medioambientales:
1.  Herramienta  de  ayuda  a  la  adquisición  georeferenciada  de  datos  en
campo.
2.  Herramienta  de preprocesamiento  de  los datos,  que  permite  depurar
y  preparar  los  datos  para  la  etapa  posterior  de  análisis  o generación
de  modelos.
3.  Herramienta  de  extracción  de  reglas  (modelo  heurístico)  siguiendo
el  paradigma  de  aprendizaje  basado  en  ejemplos  y  utilizando  un
algoritmo  genético  como método  de búsqueda  del modelo  que  mejor
se  ajusta  o explica  los  datos.
4.  Herramienta  de  evaluación  de  los  modelos  descubiertos,  para  ta
reas  de  clasificación  y/o  predicción;  y  visualización  de  resultados
con  gráficos  bidimensionales  o  mapas  que  representan  la  situación
real  frente  a  la  estimada  por  el modelo.
•  En cuanto  al  método  de generación  de los modelos,  la propuesta  se plantea
corno  una  alternativa  a  la  inferencia  estadística  y permite  explorar  otros
aspectos  de  un  conjunto  de  observaciones.  De  gran  utilidad  en  aquellos
casos  en los  que  no  se  cumplen  las hipótesis  estadísticas  (homocedastici
dad,  linealidad,  normalidad,  etc.)  y/o  que  las transformaciones  sobre  los
datos  para  verificar  estas  hipótesis  hacen  que  los modelos  obtenidos  sean
difíciles  de  interpretar.
•  Se  ha  desarrollado  una  herramienta  de  transformación  de  reglas  de  tipo
Si-Entonces  a consultas  en lenguaje  SQL lo que ha  permitido  plantear  la
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operación  de contraste  de modelos  como una  consulta  a una  base  de datos
relacional  gestionada  a  través  de  un  Sistema  de  Información  Geográfica
(SIG),  en la  que  se  encuentran  almacenados  los datos  a  analizar  (obteni
dos  en la  etapa  de  muestreo  en campo).
•  El  algoritmo  genético  se  presenta  como  procedimiento  de  búsqueda  del
mejor  modelo,  facilitando  el  desarrollo  de  una  herramienta  escalable  y
genérica  que  permite  una  exploración  adecuada  de espacios  de soluciones
muy  grandes,  evitando  que  el  proceso  de  búsqueda  caiga  en  máximos(o
mínimos)  locales.
•  La  implementación  es  fácilmente  adaptable  a  una  gran  gama  de  pro
blemas  cuyo  objetivo  sea  la  obtención  de  modelos  de  descripción,  clasi
ficación  y/o  predicción.  Además,  la  herramienta  se  puede  configurar  y
personalizar,  en  términos  de  complejidad  y  expresividad  de  las  reglas,
atendiendo  a  las necesidades  del  usuario.
Las  aportaciones  relativas  al estudio  del caso  del control  de malas  hierbasse
resumen  en  los siguientes  puntos:
•  El  procedimiento  de  generación  de  modelos  desarrollado  ha  sido  ensa
yado  en  una  serie  de  experimentos,  destacando  como  resultado  que  los
conjuntos  de  reglas  descubiertos  poseen  alta  fiabilidad  y  exactitud.
•  Durante  la  experimentación  se  ha  demostrado  que  a  medida  que  aumen
ta  la  complejidad  de  los modelos,  la  exactitud  y  la  confianza  es  cada  vez
mayor,  siendo  las  reglas  que  componen  cada  conjunto  de  mayor  especifi
cidad.  Por  lo  que  el  algoritmo  genético,  o proceso  de  búsqueda,  converge
hacía  el  máximo  de  la  función  de  calidad  (fitness).
•  Los  resultados  de  la  comparación  del  procedimiento  desarrollado  frente
a  soluciones  comerciales,  que  también  extraen  modelos  basados  en  reglas
(C&RT, C5.O), muestran  que  los modelos  generados  con  la  aproximación
que  aquí  se  propone  son de  mayor  calidad,  es decir  cubren  el conjunto  de
ejemplos  de entrada  con  una  mayor  exactitud  y  confianza.
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•  En  general,  la  densidad  de  avena  en  los  campos  de  la  Comunidad  de
Madrid  es mayor  en áreas  donde  la  cantidad  relativa  de materia  orgánica
es  media  o alta  y la  proporción  de limo es baja  o media,  con  un  confianza
del  77%,  cubriendo  el  75 % de  los  ejemplos  positivos.  Además,  con  un
94  %  de  confianza  y  cubriendo  58%  de  los  ejemplos  positivos,  se  han
obtenido  modelos  que  relacionan  una  mayor  cantidad  de  mala  hierba  con
texturas  más  gruesas,  con  proporciones  de  arena  medias  o altas,  cantidad
de  materia  orgánica  media  o  alta  y cantidad  de  fósforo baja.
•  Entre  los  modelos  descubiertos  no  existe  ninguna  regla  que  por  si  so
la  explique  los  datos  de  todos  los  campos  de  la  Comunidad  de  Madrid
muestreados,  lo que  refuerza  el hecho de  que no se  hayan  encontrado  rela
ciones  directas  entre  las variables  con  métodos  estadísticos  convencionales
y  justifica  nuevamente  la  importancia  de  desarrollar  métodos  alternati
vos  que  permitan  descubrir  modelos  fácilmente  interpretables  capaces  de
describir  relaciones  complejas  entre  las variables  seleccionadas.
•  Los  modelos  descubiertos  que  relacionan  la  abundancia  de  avena  con
zonas  de  menor  cantidad  de  fósforo  muestran  la  probable  existencia  de
fenómenos  de  competencia,  ya  que  el  fósforo  es  un  componente  funda
mental  en el  desarrollo  de las  gramíneas,  como  son la  avena  y  el trigo.
•  Los  modelos  descubiertos  con  los  datos  de  avena  en  el  campo  de Barce
lona  son más  complejos,  comparativamente,  que  los inducidos  a  partir  de
los  datos  de  Madrid,  es  decir  los  modelos  de  avena  en  Barcelona  están
formados  por  un  mayor  número  de  reglas  y  presentan  una  calidad  simi
lar  a  los  modelos  de  Madrid,  lo  que  es  indicativo  de  una  parcela  muy
heterogénea.
•  Los  modelos  que  describen  la  avena  en  el  campo  de  Barcelona  son  dife
rentes  de  los que  describen  esta  mala  hierba  en las parcelas  estudiadas  en
la  Comunidad  de  Madrid,  lo que  podría  llevar  a  pensar  que  el  comporta
miento  de esta  especie  es distinto  según  la zona en la que  nos encontremos,
algo  lógico máxime  si tenemos  en cuenta  que  hay  factores  que  no  se  han
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considerado  y  son  determinantes  en  el  desarrollo  de  los  cultivos,  como
por  ejemplo  el clima.  Ahora  bien,  también  es importante  puntualizar  que
en  el  caso  de  la  Comunidad  de  Madrid  se  disponía  de  cinco  fincas  con
una  gestión  de  cultivo  y  topografía  similar,  mientras  que  en  el  campo
de  Barcelona  sólo  hemos  tenido  datos  de  una  finca  con  una  gestión  de
cultivo  y  topografía  muy  diferente  a  la  de  las parcelas  de  Madrid.
•  El  modelo  obtenido  para  los  datos  de  Barcelona,  especifica  con  una  con
fianza  del 70 %, que la  avena  es  ms  abundante  en  zonas  de menor  radia
ción  solar  acumulada,  con  una  cantidad  de  potasio  baja  y  donde  exista
menor  biomasa  de  trigo.  Esto  último  también  se  puede  explicar  como  la
consecuencia  de  un  posible  proceso  de  competencia  entre  el  cultivo  y  la
mala  hierba.
•  La  experimentación  con  los  datos  de  lolium  del  campo  de  Barcelona  ge
nera  dos tipos  de modelos:  a)  con  una  confianza  del  55 al  60 % el  modelo
declara  que  el  lolium  aparece  en  mayor  cantidad  en  zonas  orientadas  al
norte,  pendientes  medias  de  3 a  10 grados  y cantidad  de nitrógeno  medio
o  bajo,  y  b)  con  73 % de  exactitud  y  65 % de  confianza  el  otro  modelo,
en  el  que  destacan  dos  reglas,  indica  que  las  cantidades  altas  de  lolium
principalmente  están  relacionadas  con zonas  de menor  radiación,  pH  bajo
(menos  básico),  altas  cantidades  de  limo y  ausencia  de paja;  o con  canti
dades  medias  tanto  de espigas  como  de grano  de  trigo  y cantidades  bajas
de  avena.
12.2.   INVESTIGACIÓN  FUTURA
Esta  tesis  abre  una  nueva  línea  de investigación  al  análisis  de  datos  relacio
nados  con  el  entorno  ecológico  utilizando  técnicas  de  aprendizaje  automático
con  el  objetivo  de generar,  a  partir  de  un  conjunto  de  observaciones,  modelos
heurísticos  (basados  en  reglas).  En  este  trabajo  se  ha  desarrollado  la  base  de
una  metodología  que  propone  nuevos  modos  de  procesamiento  de  datos,con
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una  gran  potencialidad  en  futuras  aplicaciones.  A  partir  de  esta  propuesta
inicial,  son  muchos  los  caminos  que  se  pueden  tomar  como  líneas  futuras  de
investigación.  Se  resumen  algunas  en  los  siguientes  puntos:
1.  Una  de las líneas  de investigación  más  interesante,  por  su importancia  en
ecología,  es  la  relativa  a la  incorporación  en  los modelos,  de las  relaciones
espacio-temporales  entre  variables.  La inclusión  del  espacio  y  del  tiempo
es  fundamental  en  la  detección  y  representación  de  cambios  y  tenden
cias  en  los  procesos  naturales.  Por  otra  parte,  agregar  estas  dimensiones
aumentará  considerablemente  la complejidad  de  la  búsqueda  del  modelo
óptimo,  aunque  el  sistema  aquí  desarrollado  no  requerirá  grandes  modi
ficaciones  para  añadir  este  punto.
2.  Otra  línea  importante  de  investigación  está  relacionada  con  mejorar  la
capacidad  que  tiene  el  mecanismo  de  representación  de conocimiento  ba
sado  en  reglas  de  expresar  adecuadamente  sistemas  y  procesos  que  pre
senten  gran  incertidumbre  en  los datos,  como sucede  en la  mayoría  de los
problemas  medioambientales.  En  este  caso  la  utilización  de los principios
de  la  lógica  borrosa  de  Zadeh  aportarían  gran  riqueza  a  la  representa
ción  y permitirían  modelar  adecuadamente  la  incertidumbre  presente;  por
ejemplo,  en  datos  recogidos  a  partir  de  cualquier  dispositivo  de  medida.
En  este  caso  estaríamos  hablando  de  lo  que  se  conocen  como  “Cenetic
Fuzzy  Systems”  cuyo  estudio,  es  parte  del  área  de  investigación  conocida
como  “softcomputing”.
3.  El  desarrollo  de la  herramienta  de generación  de modelos  también  requie
re  la  implementación  y  comparación  de  nuevas  funciones  de  evaluación
de  modelos,  utilizadas  por  otros  algoritmos  y métodos,  como  pueden  ser
la  ganancia  de la  información,  el coeficiente  de Gini,  etc.  Además  es con
veniente  estudiar  la  incorporación  en  la  función  de calidad  de un  término
que  contemple  la  complejidad  de los  modelos,  de  modo  que  a  coberturas
iguales  asigne  un  factor  de  calidad  mayor  a  los  modelos  más  simples,  es
decir  a  modelos  con  menor  número  de  reglas  y/o  con  antecedentes  más
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cortos  (menos  condiciones)  en  las reglas.
4.  Aprovechando  las ventajas  del lenguaje  de consulta  SQL,  empleado  para
la  generación  y  evaluación  de  reglas,  podría  resultar  interesante  razonar
de  forma  numérica,  permitiendo  que  sea  el  algoritmo  genético  el  que  de
tecte  los mejores  umbrales  que  determinan  las categorías,  evitando  así  la
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Ois.r_d._ow.fl  Do,nggg_do_Oiju bion,,og_dej,lgo 00orn_de_pej._  omgog_de_eoplg OOmo_d..3on                                 o1      OM           QWP    QFC
02002   ,o_2002       dLtogo_2OO2 .&_4OLI,lgo_2002 od&bgo_2002
MIN 0     54    366.4    227.4    159    115  15.36527  41.07139  23.21426  2.23656 22.24296744 38.25407821
MEDIA 99.5023622  284.023622 1335.111181 654.6771654 880.4340157 512.7574603 25.77469197 46.76873469 27.51190299 2.601588890 24.83711609 40.93704486
MAX 737.2    634.4  2686.4  1271.6  1414.8    1101  32.60139  54.5549  32.01423  3.07403 27.76893174 44.6185288
.      0  4000900n02001 d.n0,d.,00Oio0200 deooidgdlolkoo200 d  do,0oOin,200 d  tom,od        
—     —          1     2     3    ...g.m2  —  —   —
MIN 14.46471846     0     0     0 11.11111111 222.2222222 244.4444444  1.19365  -12.307     0     0     0
MEDIA 16.09992857  74.4480189 74.40944882 10.70866142 470.1224847 1739.107612 2049.912511 1.262776379 -8.23165433 6.075145669  -  -
MAX 17.56912934    150    150    152 2688.888889 5077.777778 5288.888889  1.37085    -1.5  10.807     0     0
Oioo.no   Pogofeb  hoowo.,  hono,,oy  °°°.°°‘°      °°  ,otogOdo_NESW  °  °1’°t°  pono,09on..w  pendienle_en_rod
MIN 0.10031  0.05365  0.14372  0.1481  0.8313234  0.01450933     1     0     0  0.595209  0.00595202 12.59445844
MEDIA 0.127614291 0.085517677 0.166844252 0.18632248 229.5795192 4.006918505  -         -     -  7.076922172 0.070521629 23.29095663
MAX 0.15575  0.11909  0.18126  0.21816  359.9752 6.282752466     4     1     1  20.93582 0.206377423 34.60207612
o.o.,.,.   °‘_°°°°‘  pd,igo_or?2                      pH           .o,,d            N             P             00          MO
MIN 91.71974522 21.36752137 912.5127162     8  74537.38    1.8    0.2     5     13     16    0.7    1.6
MEDIA 2159.764497 31.70075288 4069.070408 62.55643045 81722.55114 8.138582677 0.207244094 16.80100976 31.77165354 210.6141732  1.04015748 2598425197
MAX 5588  39.68253968  8916.1    153  90143.38    8.4    1.05     31     80    434    1.8    4.4
01000      100,9,0.          n18          019110      .OiOiroto  PhUn  mote  Cord.romrote  C901hlOi  N.011100.     Nenlimote     Pnlie,.i.     p10od.,0inle
MIN 11.5    7.3    20.1    10.6    7.8  8.0061     0.2  0.24705     5  12.22181     13  24.34295
MEDIA 25.75026772  14.3503937 32.49133858 27.48031496 0.137283425 8.136300984 0.298072126 0.290541693 16.9610372 16.90774413  31.6497561 31.59300921
MAX 45.5    25.5    46.9    44.4    0.4  8.21099    1.05    0.426     31  20.09646     80  47.76891
K.enltoot.  lQrtor09t  Hn1ote  ho,rooto  Moe,0hogtO  MoModreOiOirol. 0,0910       Oifre.te  O9tOiodtenllnrgie CJoyoOiOiroto  yblodrodIorote
MIN 18  136.1928    0.7  0.01698    1.6  2.23658    11.5  15.36527     33  41.07139    18.6  23.21426
MEDIA 211.359065 211.1574358 1.040488583 1.039391339 2.599804921 2.601506890 25.75257615 25.77469197 46.79447539 46.76873469 27.52492472 27.51190299
MM 434  322.4347    1.8  1.27695    4.4  3.07403    45.5  32.60139    57.9  54.5549    44.4  32.01423
VOWOE5,0a00M
Variables  iniciales de la tabla de Barcelona

Apéndice  B
MAPAS  DE  LA  VARIACIÓN  ESPACIAL  DE  LAS
PROPIEDADES  MUESTREADAS
—  306—















































Materia Orgánica (%) Fósforo (mg kg-1) Potasio (mg kg-1)





























MAPAS  DEL  CAMPO  DE  BARCELONA
—  317—
—  318—
Biomasa paja de higo (2001)
Biomasa espigas trigo (2001)
Biomasa Lolium (2001)
Biomasa Vigo (2001)
Elevación relativa  Biomasa grano de trigo (2001)





Radiación anual acumulada (2001)  Materia Orgánica (2001)
(44
y
pendiente (2001) Humedad (2001)
Orientación cardinal
•Nofle
*  Este•  Sor
Oeste
Textura: arena, limo y arcilla (2001)
Apéndice  C
UMBRALES  DE  CATEGORIZACIÓN  DE  LOS  DATOS  DE
BARCELONA
—  326—
Variable      Intervalos      Etiquetas Nombre
pH            8,006       bajo
>8,108       alto
grado de acidez
MO             1,4        baja
(1,4-1,9)       medio—baj a
(1,9-2,4)       medio
(2,4-2,9)       medio—alta
(2,9-3,9)       alta
3,9        excesiva
materia  orgánica
N              15        normal
(15-30)       normal—alto
(30-45)       alto
(45-60)       muy alto
60        excesivo
nitrógeno
P               6         muy bajo
(6-12)        bajo
(12-19)       medio
(19-36)       alto
(36-80)       muy alto
>80         excesivo
fósforo
K              80         muy bajo
(80-175)       bajo
(175-300)      medio
(300-425)      alto
425        muy_alto
potasio
Cond          0,307       baja
(0,307-0,367)     media
O,367       alta
conductividad
hum            O,97        baja
(1,12-1,28)      media
0,367       alta
humedad
Ardua        <26,1        baja
(26,1-29,0)      media
29,0        alta
porcentaje  arcilla
Limo           45,6        baja
(45,6-50,1)      media
50,1        alta
porcentaje  limo
Arena          21,1        baja
(21,1-26,9)      media
26,9        alta
porcentaje  arena




Variable           Intervalos       Etiquetas Nombre
pendiente           7,1         baja
(7,1-13,6)       media
13,6        alta
inclinación  terreno
pendiente           0,5         clase O
ioiium               (0,5-1,0)        clase 1
(1,0-3,0)        clase 2
(3,0-10,0)       clase 3
(10,0-25,0)       clase_4
inclinación  terreno
elevacion          3,602        baja
(3,602-7,204)      media
7,204        alta
elevación relativa
Orientacion          1          norte
2          este
3          sur
4          oeste
orientación  cardinal
rad              79 739,38      baja
(79  739,38-84  941,38)  media
84_941,38      alta
radiación  anual
paja                =0          no
si
presencia  de paja
Trigo             537,73       baja
(537,73-1053,47)    media
1053,47       alta
biomasa  trigo
paja              323,33        baja
(323,33-634,66)     media
634,66        alta
biomasa
paja  de  trigo
espiga            230,93        baja
(230,93-451,87)     media
451,87        alta
biomasa
espiga  de  trigo
grano             163,30        baja
(163,30-320,66)     media
>320,66        alta
biomasa
grano  de  trigo
Lolium             0,24        poca
>0,24        mucha
semillas  lolium






INFORMES  DE  LIMPIEZA  DE  LOS  DATOS
—  332—
Para  la etapa de limpieza de datos en el preprocesado de los datos, la aplica
ción  PreparaDAT realiza una serie de pasos basados en consultas SQL y algunas
rutinas  implementadas con Visual Basic©, que se enumeran a continuación.
1.  En  primer  lugar  se  realiza la  agrupación  de los registros  utilizando  todos
los  atributos  excepto  el  atributo-clase,  mediante  una  consulta  de  selec
ción.
2.  Una  segunda  consulta  crea  una  tabla  que  contiene  los  duplicados,  de
terminando  el  número  de  registros  repetidos  para  cada  clase.  Se  puede
observar  que  en  esta  tabla  aparecen  registros  que  están  en las  dos  clases
y  otros  que  se repiten  sólo en  una.
3.  Para  filtrar  esta  importante  información  y  evitar  ¡as inconsistencias  men
cionadas  se realiza  una  consulta  que genera  una  tabla  nueva  que  contiene
los  registros  representantes  de  todos  aquellos  que  están  incluidos  en  los
dos  grupos  al mismo  tiempo.
4.  A  continuación  dos  nuevas  consultas  concatenadas  filtran  de la  tabla  an
terior  cada  uno  de  los  registros  que  han  de  ser  eliminados,  teniendo  en
cuenta  su  clave  identificadora.
5.  La siguiente  consulta  contiene  la tabla sin  estos  duplicados,  la que podríamos
llamar  tabla  limpia.
6.  Sin  embargo,  del  grupo  de  eliminados  aún  se puede  extraer  registros  do
minantes,  es decir, hacer  que  sobrevivan  aquellos  que superen  en número,
y  por  lo tanto,  estadísticamente  más  representativos.  En  esta  consulta  se
calcula  la diferencia  de los registros,  y  se añade  el  número  de  registros  de
la  clase que  está  en mayoría,  tantas  veces  como  sea  la diferencia.
7.  Una  última  fase  crea  un  archivo  de  texto  con  los  registros  que  pueden




Numero  do  duplicados  oe  REGISTRO: 142
(3)
SELECI  (suplí  cadoo_osd.encif.j]  pgoiscreto,
Dsplicodos_oedjiHDi  fi  .001 screto,  (gupli  codos_andgeNOi fi]  .gtuiscroto,
osplicados_oedggDi  fJ  P03 sErete, (Ospli cadoo_ondjqNOl f.1J  .eoi  screto,
Ospil  csdos_ondjotsi  fi  . orcillool  sErete,
Dupli  cados.andjteoi f,1  . limoolscreto,  (Duplicados,.and.iowif_1]  . erenaoi  screto,
cosst(Dupli  codos_osdjsto-If_i.  caentageclave)  os  coentooecseetsomclave  INTO
OupllcadosEnotributeorsblo  f RON suplí  cados,_andeaisif_1  GROUP mv
Osplicodss_undjcaolf  1  .plCi  Scroto,  (ospllcodss.ondjetif_1]  .tulscreto,
Dsiplicados_oe&Nsolf.i  .ewiscrote,  (ooplicades_snd..enqif_1]  poiscroto,
Dupli  cedos_und.jesoi  fi  . Eoiscroto, (suplí  codos  sndjaini f..1].  orcilluni  screto,
Dupli  cados_snd,eiooi  fJ  .1 leooiscreto,  (suplí  caaos,ondjotoi  y_u . arenaoi  screto
HAVING  (((Cosnt(Dsplicodos_ond_toHsif_i.coeetaoeclaso))  a  1));
Creaci6n  de  lo  Consulte  :  (550voouplicadosTablo_2]
Numero  de  registros  reprosootodos  en  los  dos  grupos,  os  decir,  los  que  deben
ser  eliminados : 42
(4)
SELEO  (suplí  codos_cuestage_diferentos)  psoiscreto,
Dspiicados_Caestatet_di  ferontos  . Noiscreto,
Dsplicados_Csestatet_di  forestes  .000iscrete,
Dupli  cados_Csestatet_di  forcateo  . P03 screto,
Dsp11 cados_Cuestatel_di  forcateo  .coiscreto,
Dupli  cados_cuentaeei_diferentes  .arclllsoiscrete,
ospli  cados_ceentalecdl  ferestes  .  linoniscreto,
Dupli  cados_Csentapou_di ferentos  .aroeaoi  sErete,
Dupiicodos_csentatecdl  ferestes  sea_metrn2Dlscrete,
Dopiicados_csentatgt_d3  forestes  ceeetaoeclote  cero
000istrosnuplicadnspareados  ERGN ospli  cedos_Cuentatetdi  ferentes,
suplí  codescnatributosrabla  ONERE (esplicadss_ceeetaeo._di  forestes].  p001 screto
—  (DspllcadosEnatribotostoble]  .pesiscretn  Mu
Dsplicados..ceentateLdiferestes]  asiscreto
OsplicadssEnotrlbstssrablo]  tul  screts  Mu
Dsplicados..cueetoeli_dlferentes]  .eoOiscreto  —
DsplicadosEeotribstosrabla)  .HsOiscrete  Aso
euplicados_Csentatot_diferences]  .Poiscrete
osplicodosEsotribotsslable]  .Poiscrete  etc
osplicedos_Ceestajet_diforontes]  .nDiscreto  —
OsplicedoscnAtribstssTobla]  eoiscreto  ole
Dsplicados_cseetaiei_diferestes]  ercillasiscreto
nsplicadnsEeotribatosTable] . orcíllasiscreto atu
Dspiicadss_CuestatOi_diferestes] . lieeoiscrens —
DspilcadosEeotribstosTabla]  liesolscreco  Atu
esplicsdos_Coenteiecdiforeetes]  .oreeaoiucreto
ospli  cadoscsotribetosiobla]  - arosooiscrete
Las  consultas  (4)  y  (5)  seleccionan  los  registros  que  verdaderamente  bus  de
ser  ellelsados
Creación  de  lo  coesslte  :  (eegistrosnsplicados_cueete_a.jbl]
creación  de  la  Tabla  :  (RegistrosnepllcodesPereados]
Numere  de  Registros  que  deben  berrerse;  TOTALES) :  01
(5)
creación  de  lo  consslta  :  (Regiscrosoborrar]
SELECT (oetasuntagrsdssg_iolscrsts)  pleiscrete,




Número  de registres ;53R
rl  po  de  dates  :  CATEGORIcOI
(1)
SELECT nss-nacrege (oetosuscegradesg,.lsiscrete]  .ptuiscreto,
nacasletegrodeso_loi  screto  .  ruiscroto,
Datoslntegradoss_IDi  scroco  . Penniscreto,
natoslntegradoso_Ioiscrete  .  Poiscrote,
Datoslntegrodosg_ioiscroto  . col screte,
eatnslncegradoss_loiscreco  . arcillsolscrete,
ootesintagrudsss_Soiscratn  . limssiscrstn,
Oateslntegred050_loiscreto  arenaoiscrete,
Dotosletegradoso..Joiscreto  . soajnetro2oiscrete,
Detsslntegradoso_Ioiscrete  clavo  cnsie  gatosuntegradosg..loiscrota  AspeE
(((eatossstegrodoso..loiscr  te].tciscreto)  Sn  (scLcct  tuiscreto  Feme
atossecogrodesO_Isiscreto  as  TOp  5R05P st  (piciscreto]  (Nolscretn],
enniscreto],  ¡Pøiscreto],  efliscretol,  (orciliaoiscretej,  (lleeniscrete],
orenaoincrete]  uovias caes (°)»1  and (pgfllscrete]  —
OateslntegredOso_IDiscrets  .poniscreto  Mrd (eoiscreto  —
Doteslntegradoss_Ioiscreto  .rciscrete  Lsd  (egoiscreto  —
Datosletegradoso_loiscrote  .Ngoiscrete  end  (Poiscreto
Datosletegradoso_Ioiscrete .psiscreto aM (coiscroto]
Dacessetogradoso_loiscreto  .coiscrets  and larcillaolscrete]  —
natosletegradoso_lolscreto  erciliaoi  screto  Lsd  (lleosiscreto]  —
Datosletegredeso_ioiscreto  .lisooiscrots  Asd  (erenaolscreto]  —
eatosletegredeso_ioiscrete  .arenaoiscrete)))  mesc*  ev
DotosletegradesD_ioiscroto  poolscrete,
eeteslntegradoss_ioi  screta  . tuiscrete,
DatoscntegradosO_loiscrato  .Pelsiscreto,
Datesuntegrodoso_Ioiscrote  . Psiscreto,
OatosletogradosO_)Oi  ecrete  col screto,
oatosletegradoso_Ioi  scretn  . arcillaoi  screto.
Datosletegrodoso_Iolscreto  . lleasiscroto,
Datesletegrudoso_loiscreto  - orenaoiscrete;
Creación  de  lo  consslco  :  (Duplicados)
Nsreers da  duplicados  TOTALc5: 353
Es  primer  lugar  se  realiza  sea  agrspacióe  do  los  registros  en  fseclón  de  todos
los  atributos escepto los qse fannan los clases.
(2)
scLEcT  (Daplicados]  .pruiscroto  (Doplicados].NDlscreto
(Dsplicados] .penoiscroco, (Duplicados] .poiscreto, (Dupllcados].csiscrete,
(euplicados].orcillaoiscrete (Doplicades].lleoniscreto,
(suplí codos) .orenaoi screto, toaplicodos] - seem_motre2slacreto,
coonc(ssplicodes. done)  as caeetaseclove INTO daplicedes...cseetatei,.dlferontes
FR01i Deplicodos snøs  gv (sspiicados].pssiscreto, (nsplicados].aolscreto,
(Osplicados] .eOoiscreto, (suplicados) .psiscrete, (Duplicados].colscrete,
(suplicados]. urcilleoiscroto (Dspl icodas] . lietui ucreto,
(Duplicados]. erenaeiscrocs, toepli codos]. sea_mnetro2slscrete
asta  toblo, sin eaberso, edn contiene información qoe nes intereso, que sen
los  registros duplicados qse solo perteneces u sea clame.
Esta  eegseda agrupación da las registros so crea ano tabla qeo caecieso el
somero de teces qeo se duplico coda registro. En esta tabla so puedo observor
que  esisten  registros  qee  cucáis es  las  dos  clases  y  otros  qao  se  repiten  solo
en  usa. Para  filtrar  esto  ieqrertente  ltformsacidn  y  emisor  loe  inceesloteeclus
se  reeliza  lo  ceesslce  (1)
croacióe  de lo Cnerselte : (oopllcodes_end_jeuif_2]
creación de lo Tabla : (nepllcados_oed_eeuif_i]
Página  1
pro  nsoJ.lnpi.  CONSUL1A3_dt..00tosIflt.grCdOsO_ID1  screto. tot
oatostntegrodosojoi  scr.to  . post screto,
Dat0010tegrad000_ioiscreto  Pci scr.to,
Oatoslnt.gradoso_iDiscroto  . 1sCr.to,
patoslntegrudosó_ibisCrnto  . POlocreto.
ostoslritegradosO.J01  scr.to  .  KDlocreto.
Datoslntegradoso_lDi  ocreto  .  arcllloDlscrete,
oatosxntegradostioiscreto  . lionoiscreto,
QatoslntogrudosO.Joiscreto . ar.naoiscrttO,
DutoslntogrudøsO...iolscreto . Sem,.eotro2fli scr.to,  (rub  Lisia..PEF]  .ppcl screto,
TobloLiP1e...DEF .,clscreto,  (TabioLleg»1aJ)EF3 .N10lscreto,
ToblaLlopio..DEF . P01 screto,  LleblaLinoio_DEF .Iwiscreto,
r.blaLiepla...O€F .urcill.Dlocreto  (lRb1RLISPIa..OEFJ .ll000lscreto,
1ubluLlnpia_.oEp  . erenuoiscr.tO,  [TabloLimpto...OEF) .5o  rn.tro2olscreto;
crneci6n  do l  Consulta  (consultan.glstrostdciimlnados)
Creación  de la  labia  (TablaRoglotrooEliniflSdosXO]
sonoro do Registros ELIMINADOS con  so ID  194
(7)_pas&..do..r.coperaclólLde...regiotres
no  los  registros  eliminados es  posible  ootreur  algunos qoe pueden
roprosontOroe en .1  grupo en el  que se presenten en mepor proporcion.  Entonces
se  asee. gua es. registro tendrá nyor  posibilidad  de  pertenecer e  la  clase  Sn












































Datoslntogradosø_IDI scrnto  . P01 scr.to,
DotoslntugradasO..IDI ocroto  . Rol scratO,
Oatoslntegradoao...lDiscreCo . urciiieoiucrato,
oatosintegrodosO...lDi ucrRto . lisoOl ocreto.
oatostntegradoso.ioiscreto  .arnnaolocreto.
Datoslnt.gradoso_Wi screto  . SennjtotrOzDlscrnto,
Dotoslnt.grudoso_iolscrnto  Clave lOTO TotalRegintrosEiiolvor  roen
atoslntegradooO...1Di screto,  Regi ntrosoupli cadospareados OlIERE
DatoslntegrudosO IDI  screto) .pupiscreto —
RogiatrosonplicooaParoados] .peDlscrnto ANO
uatoslistegradoso...2oiocreto] .,clscreto  —
RegistrososplicodosPoreodos] .Nolscreto ANO
Detoslntegradoso  IDI ocreto] .iocr.to  —





DotoslntegradosO loiscreto) .arcIllaøiscreto —
oegiotrosouplicaBosrareidos] .arciiluølscrato ANO




DstoolntegradosO IDI screto)  .Sooun.trolOlscrnto —
Rngiotrosoupli calospareados] .seojnetrolOl ocroto
creación  de lo  Tabla  (rotalaegiotroscllolvar]
Numero de Registros qoe duben borraron; TOTALES con duplicados)  194
(6.A)_Tebl  a...Linpl a..si n...ningin..dupll cedo__________
SELECI  DISTINCTROA (DatoslntogrodosO_IDI scroto] . piciscreto.
Datoslntegradosl_IoiscretO .101 scrnto,
Datoslntegradoso_IDiscrato .iscreto,
oatosxntegradosg_IOiocrnto . Fol ocroto.
Oatoslntegradoso_IOlscrnto .1101 screto,
Datoolnt.gr.dosO_Ioiscrnto . arcillaolscrets,
Dato,Int.gl’adosø_IDi screto  . jimADiscroto,
OatoslntogradosO_IDI scroto . arnnaDiacr.to,
oatoslntegradouO_lO1 scroto . seo_metro2oIscrnto.
Datoslntegrud000_IDiocrato Clave lOTO TsbloLInpi&.PEF  Feme
Datosxntegradoso_Inlscreto LEFT SOIS  Totolaogintroscllninur  101
(Datoslntogradoso...iolscreto].Ciova •  [TotalRngiutrosEltslinar].clave tOlERE
((((TotaicogiotrosElimlnar] Clavo) Ro Noii));
Creación  de lo Consulta  (rablaDeftnitinaLinpla]
Creación  de la  Tebio  (TabluLI..pia_DEF]
Momero  do Registros  SOOREvIVEN  342
(5.0)
5ELEC1  DISTINCTRCW (Oetoslnt.grudosO_lOiscreto] .piioiscrOto.
Oatoslnt.gradosO_IDi sErete  .101 scr.tO.
Datoslnt.gr.d050_lDiscrnto  . iscreto,
DatoslntngradosO_iDIucretO . PCI screto,
OatostntegradosO_Ioiecr*to .EDI acr.to,
Oatoslntegradoso_]Oiscreto . arcillaoiscrnto.
OatoSInt.gradOsO_IDi ncrNto . linADi screto,
Datnslntogr&d050_lDi screto  . orenooiscreto,
DatoslntngrodosO_Ioiocreto  . sea_etro2o1scroto.
Oatoslntegrad050..ioiscrsto  clavo  lelo  TabiooogintrosEiilnodoslo  peen
Oatoslntegradoso_lOlscreto LEFT SOIS TebieLlmplo.,.PEF oIl
(DatoslntegrudesO_Ioiscreto) . Clavo  •  (Tablacinpia.DEF] Clavo esteR
(((TobiaLIoglIa.PEF.Cluvo)  15 15111))  ORDEN ST
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5ELECT DISTINC1ROW [03,381], mondiente, [0S_381) . radiecios_onsel,  [05_381)  . po,
(05_SOl] a  (OS_SSE) .p,  [03_Sol]  .c,  [05  30].] No, (03_Sal] .SOieltLAs,
[05  381].tlpo_da_ssolo,  [03  ioi].cøveriB  roas  05_SOl  Wooc
U(t05_.331].radiscion_snaalj  3m (sEtEcr  radiscion_ansai  reas 03_Sal as top
ocase mv [pendiente],  (radiacion_ansol)  (po],  [o],  [p),  [a]  [No]
[tipo_de_sacio]  sovxes cosnc(5)cl  and tpendiette]  e  [05  381].sendlente  Md
(radiocion_asaol)  •  [83_381] , rodiociot_anaal  Md  [po]  •  103_Sol]  .80  aid  [o]  —
[O3_381].s Md  (p]  —  [05_38iJ.p  Md  [a]  — [OS 381].a  Md  [Mo] •  (03_301].ea
and  [tipo_de_saolo]  — (05.301]  .tips_do_saolm)5)  ONDEO 87 [03_301]  .peedi  esto.
[05_381]  .  radiscion_anso],  [OsiOl]  po,  (00_SOl] .0,  [05,381]. P,  [03_381] . E,
[0S_381].eo.  [05_Sol]  tipo_de_asele:
Creacidn  de  Se consalto  :  [suplicadas]
Namoro  do  dspiicadss  TOTaLES: 381
co  primer  logar  se realiza  ata  agrapaciós  de  los  registros  so  fsscióe  de  todos
los  stribotss  mocepts  los  gas  forman  los  clases.
(2)
scccr  [aspi 1 cadas]. pendiente,  [asipli  codos]  . rsdiecioe_anosi  [nepli  cados]  pu.
[suplicadas]  o,  [Daplicsdos] .p,  (saplicades]  a.  [ssplicadosj  ea,
[osplicadas] .SEO3LLAS, [suplicadas]  tipo_de_asele,  coanc(espl icados . caven d)
as  coentaooclevn INTs  dapli  cadss_csencopoi_diforentes roas  sopli cedes Oe0UP
mv  [ouplicmdos].pendiente, [Duplicados) .radiocisn_ansai.  [ospiicedos].po,
[Doplicados]  o,  [ospiicados].p,  [supiicsdos].a,  [sopiicedsa).eo,
[suplicadas). SEJCLI.AS,  [osp]  icodos] . tipo_de_sssie
cato tabla,  sim  embargo,  aún cantueso información qse oes  interesa,  qao san
los  reoistroo  daplicedos qae sois  pert000cen e  uno clase.
Esta  sogaeda agrupación de los  registros  no creo una tabla  gas contiene el
namera de vetos qse se dspiica  cada registra,  co  esta  tabla  se puede observar
qse esiuten registros qoe están en las das clases y otras gas se repiten  avio
ce  ata,  rara  filtrar  esta  importante  información y  evitar  las  inconsistencias
se  realiza  la  consulta  (i)
crescidu  do la  consoite  :  [osplicados_and_Nicif_2]
creación  de la  Tabla  :  (Oopiicadss_and_gocif_l]
namoro do dupiicadvs Pos acanTos:  188
(3)
scLccT  [sspiicados_and_sacif_l] .pendi mote,
Osplicados_aud_Naaif_1 . radiaci  no_ansal, (supii codos_and_locif_1] . pe,
sapiicudas_evd_sosi f  si,  [oopii cados_aod_oeai f_1]  .
napiicades_snd_eaoi f,  .a  [ssplicedss_and,JeOif_l] .50,
sopli  cedas_and_uac,i fa  .t)pa_de_saela
cssnt(ssplicados_andjoiaif_l,csmntsaecjavo)  as  csentaomconntooe(iave Iota
sspiicadosasatribatosTobla  roas Osp]icadon_aed_ieoif_l GROOP mv
Ospli cadss_and_smioif_l . pendiente  [sspii  cadss_and_$aDi fa].  radi aci en_ansaS.
osp]i cadas_asd_005i f_1  po,  [aspi1 cadao_and_sscif_l] .0,
Ospiicadaa_evd_jeosi f_l  . p,  [sspiicados_aood_s405i f_l]  .
sspiicados_snd_eapi f_S  ea  (supli cedes_and_ieci f_1) .tips_de_aseie savias
((connt[saplicados_sndjew)  f_l.  coeotoaeclevo)) a 1)):
creación  de lo  consslta  :  [nsevatupiicadasTabla_2]
numero do registros  representados en las  das grupos, es  decir,  loo  qse deben
ser  eiiainadoa  :  80
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Numero  de  Registros  5OREVIVE5I  66
(6.N)
SELRCT OISTINCTROW (os_161].  pendiente  (05_361)  . radiacion_anuol,  (05_Sol]  ps,
(OS_ggl].N.  (0S_381].P,  (O5_381].R,  (65 381].iso,  (85_381].SOIIILLA5.
(05_301]  tipo_de_suelo.  (05_381] .covoria  iwio  ‘iablamagi  strosRliminadoslO  Poas
85.381  LRFl  3016 TeblaLiWia_PEF  un  (O5_3g1].cotarid
(TablaLimpia_DEPI  . coverid  654(08 (((TablaLimpiaPcF.  cotarid)  rs  noii))  08080
NY  (0S_381] .  pendiente,  (OS_Sol].  radiacisn_anua5,  (0S_581] . pu.  [O5_361]  u.
OS_Igl].  p  (05_381]  .c, (O5_l811 NO,  (O5_581]. SEMILLAS,
OS_361] .dpu_dn_ouulo.  (TablaLinqsia_0EF]  . pendiente
TublaLiuWIi&.DEF]  .  radiaciun_anuul,  (TablaLinqlia_OEFI  - pu,  (tubloLiwi  a_jsu]  .n,
TnblaLinpia_ocp]  ,p,  (tablaLitq,ia_pcP]  .6,  (TabluLiupia.ficF]  .60,
lablaLigoia...00F]  . SEMILLAS •  (TablaLinpia_DRP]  . tipo_de_suelo;
creación  de la  consulta  (conuultaRegiutrouldclininados]
creación  da la  Tabla  (rabluRagistr058lininudoslO]
gomero da Registros  ELIPIIN000S con su ID  515
(7)_Faue_dn_rncsparación_dn_regiutrou
os  los  registros  eliminados es  posible  extraer  algunos que pueden
reprasentarse  en el  grupo no el  que su presenten un mayor propurcion.  Entonces
un  asuma qun ase  registre  tendrá mayor posibilidad  de pertenecer a  la  clase  un
la  que usluta  más veces
1   clase l,mayor,mas baoicu,nerral-altu,oits,ulto.alta.frunco
arcilloso  meneuo   clase 1,mayor.nas busicu,normal-alto,altu.alto.altu,frnucu
arcilloso  mau
1   clase  2,mayer,nas  bauics,murinal ,alto,ulto,oedio-alta,franco
arcilloso  muuo   cIesa 2,eayor,man bauico,nornial ,alto,olto,eudiu-alta.franco
arcilloso  munou
o   clase ),.ayor,.au  basico,nornal ,alto,baju,medio-buja.franco,nau
1   clase 2,aayor.aas bssico,nnrnsal • ulta,baju,medio-baja.  france,munus
O   clase Z,mayer,n.nuu basico,nornial-sltu,altu,alto,ulta.france
arcilloso  mas
1   clase 2,nayur,eenos basicu,noraal-altu.alto.alto.alta.franco
arcilloue  manos
1   cIesa 2,aayer,eennu busico,normal-altn,alto..edio.alta.fraocu
arcillo-limoso  meso   clase ,nuynr,munos basico,nurmal-altu,alto.mudiu,alts,francu
arcillu-limosu,menoo
O   clase 2,.nnor,.enuu  basico,normal-altn,altu,mediu.madiu-alta,frascu
arcilloso  mas
1   clase 2,uunnr,annou basico,noraal-altn,alto,mudio.eedio-alta.fraflco
arcilloso  nonos
O   clase  S,eayor,mau basicn,nornal,alto.nndiu.alta.franco  urcilloue.mas
1   clase S,mayor,eao basico,nurmal ,altu,gedio,alta.francu  arcillose.esnuso   clase l,nayor,mas bauico,normal ,eadio,buju,madiu-baja, fruncn,man
1   clase l,mayor,asu bauics,nurmal,audiu bajo  madiu-balo,francu,ae050
O   clase 3,aayor,asu bosico,normal ,moy altø,alto.altu.trascu
arcillo—limoso  mas
1   clase I,mayor,asu basico,nur.al,moy alto,alte.alta.frueco
arcillo-limoso  manos
1   clase aayor,uas  bouicu,nurmal ,aly  altu,olto.medie-baja.frascu
limoso,manas
o   clase 3,asyor,.au  bauico,nurmal ,moy alto,alto,.adio-boja,fraeco
limooo.maso   clase 3,oayur,aan basico,nornal ,muy alto,m.dio,eudia.fraecu,maS
1   clase S,asyur,aan basicu,narnal ,aoy alto,nedio,inedia.frasco.menas
1   clase S,mayur,.au basico,nmrmsl ,moy altu,uadio,medio-alta.franco.mas
o   clase 5,mayor,aas basicu,nmrnul ,moy alto,nadiu,nadio-alta,france.manas
o   clase i,mayor,ass basico,nuraal-alto.altu.bajo.nadiu-buja.franco.aau
1   clase S,aayor,mau basico,noraal -alto,  alto, bajo,mndiu-baja,frunco,menas
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(4)
cELEn  (Ouplicados_cuantogll_diferantau] pendiente,
noplicedos_cuentaiai_difnrentnn  . radiacion_ensol,
uopli  codon_cuentalel_difarantns pu,  (nuplicados_cuantasel_difnrnntas] u.
Dopli cudos_cuentaial_difaruntus . p,  (Dopii cudon_coentasal_di ferenteol  .15,
Dupli  cados_cseetasns_diferentes  go,
ouplicadoo_coantasal_di farantas  . SEMILLAS.
ooplicadso_cuuntasai_difersntes  tipo_da_suelo,
nupli  cadso_cunntalel_difurentns .cuuotaoeclaou  nno
agi strasnuplicadosPareodus pose nupli codus_cuastasug_difernnten.
OuplicadesElsutributaslabla  wuc  E  (nuplicadas_coantaee_di  ferantes] . pendiente
DuplicadouEnstribstoslsbla]  pa  diente  MC
ouplicaduu_caamtasai_diferentes . rudi ati an_ansal
noplicodostnutribotostablo]  . ra  iacioe_anool A5C
noplicados_cuentalul_difarentes  pu •  (DuplicadoscnAtributnstablabpa  MC
ooplicados_cuantssal_difurentes .g  —  (Ouplicadounotribstootabla]  .54 MIO
ouplicadsn_csnntasal_diferuntas .P  —  (Lluplicodes(nstriblltustablaJ  .P MIO
ouplicaduu_caantasal_diferentes .6  —  (nuplicadoscnutribstssTablo].E  MIO
uoplicudus_cuemtaiai_difurnntas go — (noplicadouonAtribotustabla]  .565 MC
ouplicados_cuentasmt_difarentes tipo_da_suelo —
ospli  cadnonstributusteblo]  tipo_de_sualu
Las  consultas  (4)  y  (5)  selncciuasn los  registros  que  verdaderamente  han  da
ner  eliminados
creación  dn la  cassulta  ;  (cegiutrosuuplicodos_csuntu_a_Tbl]
creoción  de le  tabla  (oegistrnoosplicadeoPareadasl
gomero da Registroo que deben burrurna;  Tacos.Esl  160
(5)  ___________________
creación  de  la  consulta  :  (RngistrusAborrar]
nELEcr  (05301]  pendiente,  (OS_igl].  radi uciun_ansol,  (05_Igl].  po.  (OS_SOlI .
(O5_3811.P  (OS_Inl].R,  (05_S81].aC,  (SS_IPl].5EIIILLA5,
(05_Sol].  tipo_da_suelo,  (O5_301(.  casnrid  ¡OTO TotalaogistrnsEliminur  (Ras
05_gol,  magistrasuoplicadospareudus  ascoc  (Ol_lOl].pandiantu  —
RegiutrusuuplicadusParaadOs pendiente MIO  (S5_3813.radiuciun_amool —
megistrououpli cadaspereadns . radi aciun_asual MIO (O5_l61] pu —
aagistruonuplicadasParuedus .pu MIO (55361] .N
ucegistrosusplicadasParuados .n MIO (gS_Sol].P
cagiutrosuuplicudusPcruaduu .P  MIO (05_Sgl].c
oagistrusuuylicudosPareudus .c  MIO  (S5_SO1].Nu
oagiocroosoplicadosParaados .60 AMO (OS_IOlL SEMILLAS
RegistruuOsplicadnsPoreadus .5EMILLAS MC  (05_Sol] .tipo_da_ooalu —
cagistrusouplicadusPoraadss  .tipo_dn_ouulo
creación  de la  Tublu  (tocallcugistrusliminar]
Momera da Registros  que deben borraron;  loTasís  con  duplicadas)  315
(6.A)_Tabls_Limpia_oin_ningón_duplicods
SELEcT OI5flnCTO08 (OS_361].pendienta (SS_Igl]. radiacion_asuol.  (OS_Igl] pu,
(05_Sol] -u (05_SSl].r, (OS_SOl] .6, (65301] .565,  (OS_SOl] .ucJaLLAs.
(SS_Sgl].tlpu_de_ssalu. (0S_58l].covarid InTu tablaLiopia_PEF  Poas OS_SOl
LEPT IOIN TntalRagistrusliminar g (8S_S0l].coverid —
(TotaloegistrasElininar] - cuverid euouc  ((((rutulmegistrusEliminar] - cuve id] ¡5
guil));
creación de la consulte  :  (TablaoefinitinsLimpia]
crasción  da lo  rublo  ;  (TeblaLiepia_OEF]
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O   clase 3,menor,aas basica,naçaal,alta,bajo,eedfa-baje,franca,menas
1   clase 3,mener,mas basica.naraal ,alta,baja,media-baja,fraeca
arcilla’lieesa  etas
O   clase ,eenar,esas basica,noraal.alto,bajo,media-baja.franca
arcille-liiaase  mesas
1   clase l,manar,maa baaice,naraal ,alta,eadia,aedim-alte,franca,eemas
O   clase 3,menar,eas basico,narmal ,alta,eedia,media-alta,franca,maa
O   clase 3,aenar,mas basico,naraal ,eedio,baja,aadla-baja,france
arcillase  menas
1   clase l,meaar,mas basico,nansel,medla,baja,eedie—baja,freeca
arcillase  mas
4   clase 3,aener,eas baaica,saraal,may alta,baja,aadla—alta,franca,mas
O   clase 3,aeeer,aas basica,aarmal.maiy alta,baia,media-alta.franca,menaa
1   clase 3,eenar,aas basica,naraal .naay alta,ba]a,media-baje,frenca,mas
O   clase 3,menar,eas basice,earaal,eaiy alto,baja,etadia-baja,franca,menas
O   clase 1 ,menar,eas beaice,nermal-alta, alta,  baje,medl a-alta,  franca, menas
1   clase 3,aenar,maa basica,narmal-alta,alta,balm,media—alta,franca,etas
1   clase 3,aanar,mas t.aslcs,sarmal-alta,alta,bajs,media-baja,francm
limesa,meaasO   clase 3,eener,aas basica,earmal-alta,alta,baja,aadia-baja,freeca
1 lmasa,mas
O   clase l,eeaar,mas basica,narmal-alta,alca,madla,eedia,franca
arcillase  maa
i   clase 3,aener,mas basica,sarmal-alta,alta,emdis,media,frasca
arcillase  memas
1   clase 3,aenar,mas basica,aarmal-alta,eedia,alta,alta,  frasca  lieese,maa
O   clase 3,emnar,mas basica,aarnal-altm,medla,alta,alta,franca
limasa,eeeas
1   clase O ,eanar,mas basica,narniel—alta, media, baja, media, franca
lieeaa,mea
O   clase l,aenar,maa baeica,narieal—alta,media,bsja,eedia,franca
limasa,menas
O   clase 3,eenar,man basice,aarmal-alte,eedie,beja,medla-alta,franca,ees
1   clase 3 eenar,mea
basi ca, narmal-elta,media,baja media-alta, frenca,nenas
O       clase l,eeear,eas badca,earmel-elta,msy alta,baja,madia,fraeca
limeaa,meeas
1       clase 3,aeaar,mas baaica,nannal—alta,asy alta,baja.aedia,fresca
liaese,aas
O       clase 3,eenar,meeas baeica,mareal,alta,eedia,eedia-elte,frasca
arcillasa mas
clase 3,aeeer,eeeas basica,earmal,alta,aedia,media-alta,framca
ercillasa  meseso   clase 3,menar,mesas basica,mareel ,eay alta,madia,media-elte,franca,eas
4   clase l,mener,meeas basica,earmal,msy
elta,media,eedia-alta,frasca  asmas
1   clase l,eeear,meass asice,mermal,eay alta,media,eedie—alte,fremca
limase,menas
O   clase 3,aeear,eeass basice,aareal,may alte,aedie,medla-alta,franca
lieese,ass
O       clase i,eener,meeas basica,asrasl,asy elta,neiy baja,reedia-alte,fraeca
liassa,eaeas
1   clase 3,eeear,eeass basica,asrmal ,may alta,neiy  baja,eedia-elta,  franca
liasse,ase
1   clase 3,menar,memaa basica,earmal-alta,alta,baje,eadie,franca,mas
O   clase 3,eenar,mesas basica,eej’mal—alta,alte,bala,eedie,frenca,masas
1   clase 3,eeear,eeeas baslca,narmal-alta,elte,baJe,medla,frenca
limasa,ass
O   clase 3,eeasr,meass basica,asrmel-elta,elta,baja,media,frence
liassa,eeeas
O   clase O,mensr,measa basica,sarmal-elta,alte,baja,eedia-alta,framca,mas
1   clase 3 measr,meses
basica,asrctal-elta,elta,beja media-alca,franca,meeeaO       clase 3,eeear,meass a lca,asrmal-alta,elte,beJe,media-elta,fraeca
arci lla-limeaa,meeas
1       clase O,aeasr,eesas basica,asrmel-alte,elta,baja,media-elte,  frasca
arcille—liasse,asa
O       clasel,measr,measa basicm,sermel-elta,elte,bejm,medle-alte,framca
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O   clase O,asyar,ass basica,narmel-alte,medla,asdia,asdia,ercillesa,asa
1   clase 3,asyar,ass basice,earmel-alte,medla,media,medie,arcillasa,aseas
1   clase 3,asyar,measa basica,sarmal,eay elta,alta,eedia-alta,franca
ercillasa  asnea
O   clase 3,asysr,meeas basica,sseaa5,asy al’cs,elta,media-alta,frasca
arcillase  mas
1   clase 3,asyar,mesas basice,marmal-elta,elta,alca,elts,ercille
limesa,assas
O   clase O,mayar,meass beaica,asneal-elta,alta,elta,alta,ercilla
limasa,ass
O   clase 3,eayer,aemes bssica,sseeal-alta,alte,alte,elta,frence
arcillase  asnea
1   clase 3,asyar,eeass basice,smrmel—elta,eltm,elte,elte,frenca
arcillase  mas
1   clase 3,mayer,aenas basica,marmal-alta,alta,elta,media-alte,frseca,mas
O   clase 3 asyer,meeaa
baaica,asrasl-elta,  alta,  alta  media-alta, fraeca,eenaa
1   clase t,asyar,masss asics,asneal-alts,alta,baja,asdia-alts,frssca
liasae,ass
O   clase 3,asyar,eemaa basica,rtareiel—elta,elta,beje,aedia-alta,frasca
limaaa,asnaso   clase l,asyer,eeeas  basice,asraal.alta,alta,mmdia,elta,fraaca,mas
1   clase 3,asyer,eenas baslca,maraal-elte,elte,medla,elta,fraaca,masas
1   clase 3,asser,aesss basica,caraal-alts,alte,media,alca,frasca
arcilla-limiesa  mesas
O   clase ,asyar,meass  beaica,asrasl-elta,alta,eedia,elte,frenca
arcillm-liassa  maso   clase l,asyar,eeeas  basica,narasl-alta,elta,eedia,alte,frenca
ercillasa  mas
clase  3.mayar ,eaass basica,esrmat-alta,elte,media,alta,f  renca
ercillasa  menaso   clase 3  asyer,aeass
beaice, serasl-elta,elta,media,medie-elta,  frasca,mas
2   clase 3 asyar,eeasa
besice,asrmal-alta,alta,media,aedia-elta  franca,memaa
O   clase l,asyar,eeees  bsaica,serasl-elta,elta,media,eedia-elte,francs
arcillssa  mas
1   clase l,asyer,eerias  baslca,asrasl-elta,alte,media,media-elte,frasce
ercillasa  mesas
1   clase o asyar,eeass
basica,aare,al-alta,alta,media,eedia-baja,frenca,mas
O   clase 3 asyar,measa
beaice,aarmal-alta,alta,asdia,media-baja  frenca,masas
1       clase 3,asyar,eenas basica,sarmal-elta,msy alta,alta,alte,frasca
ercillase asnas
o   clase l,asyar,eeass  baslca,asrasl-alta,msy  elte,alta,alte,franca
arcillasa  mas
1   cleae 3,asyer,eeass basica,eerasl-elte,mao  alta,media,elte,freeca
liasse,eeeas
O       clase l,mayar,aeass basice,mermal-alta,esy alta,media,alta,framca
limeae,ass
1   clase 3,asyar,eeaaa basica,asraal-altm,asy  elta,eedie,asdie,fraaca
arcilla-limasa,mas
O   clase l,asyar,eesaa  baslca,asrmal-alta,asy  elte,media,medie,freaca
arcilla—l  iassa,menea
O   cleae 3,asyar,aesas besica  asrasl-elta,msy
alta,medie,eedia-elta,fresca  ercillase,asa
1   clase 3,asysr,eeasa besice  asrmal-alta,may
elta,media,media—elta,frasca arcilleea  memas
clase  l,measr,asa basica,marmal ,elta,ba  e,eedla, framca,aenea
clase  l,asmar,asa basica,marmel ,elta,ba  a,aedie,framca,mes
clase  3,asasr,asm basica,narasl,elta,ba  m,medie,frasca ercillesa,aemas
clase  3,asasr,ass basica,aarmel ,elta,ba  e,media,freaca ercilleaa,asm
clase  O,measr,ass basica,nermel,mlte,ba a,aedia,fremce lieasa,mas
clase  O,measr,asa basica,narasl ,elta,ba  a,madia,fremca lienea,memas
clase  O,menar,ass baaica,narnal,elta,be  a,media-elte,frasca,mas
clase  O,measr,mes basica,manaal ,elta,ba  a,media-alte,fraaca,asmas
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arcillo-lim000,menmo
1  clase  4,mayor.menos basico,narmal-alto,alto,medio,media,france
ercillo—limooo,mas
o   clase 4,mayor,menns baoico,noroel_alto,elto,modlo,medio-alta.frencO
arcilloso  eec
1  clese  4,eeyor,ee000 basice,norinal-elto,elto,medin,emdie-alta,freeco
arcilloso  menos
O   clase 4,eoyer,menes basice,nermal-alto,moy
elte,medio,medio-alta,franco  lieeoo,mas
1  clase  4,mayor,eeneo basi ce,normel-alto,moy
elco,med-io,emdie-alta.framco llmnoo,menos
1  clase  4,menor,mao baoico,eormal ..jy  elto,baje.eedia,frenco
arcillo-limoso,mao
O   clase 4,eener,mas bmoico,nermal ,mey alco,bajo,mmdio,france
ercille-limeoe.mesns
O   clase 4,meeor,menoo basico,mormel-elte,alto,bajo,media,frailco
arcillo—limose.eao
1  clase 4,menor,mmnes basicn,normal-eltn,elto,bajo,media,freoco
ercillo-limoso,menos
O   clase 4,eenor,menon baoice.nornal-alto,alte,medlo.medio-elta.fraflce
arci  lle—lieeoo, menos
1  clase 4,eenor,eenes basice,mormalalto.elto,medio,medio-alta,frasce
arcillo—limaoo.eas
esmero de eegi otros  que oc  recoperan  07
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arcilloso  menos
a  clase 3,mener,eenoo basico,nermal-alto,elte.bejo,eedie-alta.  framco
arcilloso  mas
1   clase 0,nnor,eenos  hasico,normal-alto.altO,medio,alta.franco
arcilloso  menes
o   clese i,mmnor,eenoo baoico,nnrmal-alto,elto,mmdio.alta.franco
arcilloso  mes
1   clase 3,memer,memeo besice,nermal-alto.alto.medin.medie.france.eao
o   clase 3,memer,memeo basice,mermal-alto.alto.mediO.medie.franco.menno
1   clase i,memer,memes basico.normal-eltn.alce.medlo.medie.franco
arcilloso  meo
o   clase 3,memer,menao basico,mermel-alto,elve.medio.media.francn
arcilloso  menas
o   clase o memer,memen
baoico,mermal-alco,alto,medio,mediO-alta.fraflco.mas
3   clase 3 memer,memes
banico,  mermel -elto,alto,medio,eedlo-alta  frasco, meneo
o   clase 3,memer menos basice,mermal-alto,mey
elco,bajo  medie-elca, lranco,mmneo
1   clase i,memer memen basico,mermal-alto.mey
alto,  bajo  medio-alta,tranco,mao
1   clase i,memer,memes basico,normal-elto.moy
alto,medin,medio-alta,franco  man
o   clase 3,mener,memes a i  co,mermel-alto.moy
alno,medio,medio-alte  ,frooco,memos
O   clase 4,mayor,mao basico,normal ,elto,balo,medie.frenco,eiao
1   clase 4,asyor,mao baoicm.normal.alto.bain media france,menes
1   clase 4,maynr,man basico,normal,medio,medlo.media,frenco
arcillo-lie.eoe.mas
o   clenm 4,meyer,mao basico,nornal,medie,medio,media.frenco
ercillo-limeoo,menos
1   clase 4,meyor,mas basica,eormal-altn.alto.beje,eedio-baja.franco.menOo
o   clase 4,mayor,meo basice.normal_alto.altn.balo,medin_bele.frasco.man
1   clase 4,eayar,mao booice,normal-alto,altn.baJO.medio-baja.fraflco
limese,menas
o   clase 4,eayor,mas basico,normal-alto,alte.bajo.medio-baja.frooce
limesn,meo
O   clase 4 meyer,eao
besico,  normal-elto,mlto,eedie  oedin-alta,frenco.meneo
1   clase 4,meyor,aso baslco,normal-alte,alte,medio,medie-elta.fraflcn.eas
O   clase 4,eayor,eao basico,nermal-alto,altn,medio,medio—baje,fraece
arcille-limesa.eas
1   clase 4,meyor,mas basico.normal-elte,alto,medio.medln-baja,franco
ercillo-limeso.mmeeo
1   clase 4,meyer,nao basico,mormal-alto,moy elte,medio,alta,franco,oas
o   clase 4,mayor,mao basico,eormal-altn,mey alto,medio,alta,franco,menns
1   clase 4,eayar,mao beoice,eoreal-altn,mey  elte,medie,medie,frenco
arcille-limeoe.mas
o   clase 4,eayor,mao basico,nonnal-elto.mey elto,media,media,france
erci  llo-limeon,menoo
o   clase 4,mayor,memes baoicn,mermal ,elto.alto.eedie-elta.fraocn
arcilloso  menas
1   clase 4,mayor,memes basi ca, mermal , alto,alto,medln-elta.  franco
ercilleoe  mas
1   clase 4,mayor,menos basico,mermal ,altn,bajo,medio-alta,fraoce,menoo
O   clase 4,meyer,memeo basice.mermel,alto,belo.medio-alta.frOOcO,mas
1   clase 4,meyor,memes basico,mermal ,alto,medio.media, franco
arcilloso  mas
o   clase 4,maynr ,eemen basi ce,normal . alto,medi o,media, frasco
arcilloso  menes
O   clase 4 ,meyor,mmmes basi co,oermal ,moy elto,medio. medio-alta, francn,mas
1   clase 4,meyor,memeo basico, mermal ,moy
elto.medie.mmdio-alto,frasco  eenas
1   clase 4,eayor,menes Gasicn,nermel-alto,alto.alto,alta.francn
arcillosa  mes
o   clase 4,maynr,memeo basicn,normal-alca.alto.altO.alta.fraecO
arcilloso  menas
o   clase 4,eayor,memeo basico,mermal-altO,alto,medIn,eedta.francO
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(Duplicados]  .radiacion_en  1_acumulada,  (Daplicados].pH,
(Duplicados] .conductibilidsd, (Duplicados).N, [suplicados] .p, [Duplicados] .6,
(Duplicadouj.  Humedad, (Dupli  cados)  no,  cosntSoupli  cados Id) AS CuentaDeClavo
INTS  duplicados_cuenta Ldlferontes  FRON Duplicados GROUP DV
Dupli  cudos .bi  aoasa_trigo...2001.  (Dopli codooJ . tipo_de_suelo.
Duplicados  .bionasa._de_evene_2001,
Duplicados  . bi&_de_puja_del_trigo...2001
Duplicados  . bi  onuna_de_ospi gas_del  trlgo_2ó01.
Duplicados  . bioeiusa_de_grano_de_trTgo 2001.
Duplicados .bioeasa_del_lolium_2001 tDoplicudos] sund  [Duplicados] silO,
Duplicados  dey,  (ouplicados).z_relutiva, (Duplicadosi .categaria_nEsw,
Duplicados . presonci e_de_pa] e2001  (Duplicados]. pendiente_un_gr.
suplicados . rudi uciors_anual_acumulada,  [aupli  cados) . pu,
Duplicados  conductibilidad. (suplicados] .0, (Dspllcodos].p, [ouplicados).n,
DupliCodos  Humedad, (Duplicadss].Du
Esta  tabla, sin embargo, aún contiene información Su. nos interesa,  que uno
los  registros duplicados que solo pertenecen a una clase.
Esta  segunda agrupación de los registros no crea  una  toblu que contiene el
numero  de  veces  que  se  daplica cada registro. En cuto tabla se puede observar
que  euisten  registros  qua  están  en  los  dos  clases  y  otroa  que  se  repiten  solo
en  una.  Para filtrar  asta  importante  información  y  evitar  las  inconsistencias
se  realina  la  cunaulte (3)
creación  de  la  Conuslta  :  [Duplicudos_and_pocif_2]
creación  de  lo  Tabla  (Deplicados_aud_pacif_1)
Numero de  duplicados  POR REGISTRO: 16
(3)
uELccr  [Dspli  cudos_and_NiSuf_i.] .bl  omasu_trigo_001,
Daplidados_and_NHDif_1  tipo_de_suelo,
Dupli  codou_and_NHDi f_1  biomasa_de_pa]  a_dal  trigo_bOl,
Dspli  csdou_and_poiol fi.  .bie.nasa_de_.spiguo_el_trign_2O01,
Dupli  cadou_and_iu.Di f_i.  biomasa_de  grane_de_trigo_2001,
oupli  cadou_and_,oioi f_1  .bioo,aue_deT_loliun_2001,
oupli  cadou_and_,e.oif_.1  sund,  [Duplicedos_end_peCi  f_1]  .silt
ouplicados_and_puoøif_1 .clay, [Duplicados_and_Ntcif_1].z_rulativa,
Dupli caduu_and_Nuoif_1 .cutegoria_NESW,
Dapli cados_end_poe,if_j . presencia_de_paJa200l,
DupliCOdOs_aod_NHDIf_1 . pendiente_em_gr.
Duplicmdon_and_NHDlf_1 . radiacion_anual_acumulada,
0uplisudou_und_jioif_j.  po,  [ouplicadua_end_iuunif_13  conductibilidad,
Dupli  cadou_und_NHDI f_1  .n,  (Dupli  cudos_and_NHDIf_1J , e,
Dupli  cados_and_,snoi f_1  .6.  [Dupli  cadoa_and_NHD1 f_1J . Humedad,
Dupli  cados_and_NHDif_1  se,  count(Oupli cadou_and_noDif_1. cuentaøaClave)  As
Cuontao.CsentaoeCluve  06TO Dupli  caduscnatribntosrabla FRs.4
ouplicaduu_and_nooif 1 GRoup ay  (Ouplicados_and_iewi  f_1)  . bi s.msa_trign_2001,
Daplicedos_nnd_NODi?_1  .tipo_de_sualo
Duplicudos_ond_ieHoif_1  . bio.nasa_da_paa_del  trign_2001,
Dupli  cudoa_and_Nooif_1  . bi umasu_d._eupi gas_.l_tri  ge_bol.
ospli  cados_uod_oni  f_1  . bia.nsaa_de_grsno_de_trigu_2001,
Dupli  cados_and_isani f_1  . biu.masu_del_loliuu_2001.
Dupli  cados_and_lieDi f_1  . sond,  (Duplicudos_and_Inei  f_1]  . silt
asplicadnu_and_MoDif_1  ,cluy.  (Dqplicadsn_and_$Duif_1]  .Z_rmiatina,
aupli  cudos_and_jseoif_1  , categori  a_Ncta,
Dupli  cados_and_NuiDjf_1  .presemci._de_paja200l,
Dupli  cedoa_and_noiolf_1  .p.ndienta_on_gr,
Duplicedoa_and._,noDif_1  . radiocion_anusl_acumslada,
Duplicados_and_juwif_j  pc,  [ciopli  codos_end_nnoif_1]  . Conductibilidad,
Duplicudoa_and_JiHDif_1  .0,  (Dupli cudos_and_ialDi 5’ 1].  e,
Dupli  cadau_and_jnlOi f_1  .6,  [Ompli cadus_and_JIHDiC1] . eunedad,
aupli  cadas_and_p.oøi f_1  .0M HMING
((Count(Duplicados_and_lmeui  f_1.cuentaDaclave))  »  1));
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Número de  registros  :254
Tipo  de  datos  :  NiaiERicos
(1)
SELECT DISTINCTRDu (ENTwOIENTO] ,bluecasa_trigo_2001.
EHTRNSIE#TO  tipo_de_suelo,  (ENTRA,uEoTo] .biuecasa_d._evena_2001.
ENTRAMIENTO .biumasa_de_paja_del  trige._2001
ENTRAISIENTO .biu.nasa_da_aspigas_2.l_trigo_2001,
ENFRASIEnTO  biomasa_de  grono_de_trIgo  2001,
ENTRAIIIENIO .bioo,aua_dnT_lolianc_2001.  TENTRA$IIENTOJ . Sand,  (ENTRAMIENTO] . si  lt,
ENTRAISIENIO  doy,  (EKrRNIIENTO] ,z_rmlutivu.  (cmres.uIcNrD]  . categoria_NESW.
EHTR.eNIENrO . presencia_de_paja200l  (ENTRSJeIENT0] . pendiente_en_gr.
EHTRASI1ENTO . rudl  acion_anual_ecumulada,  [ENTRANIENT0] . pH,
ENTOHSIENTO Conductibilidad  (EIITRAMIENTO] .6,  (EN  AMIENro].  e,
ENTRAIIIENTO .6,  (ENTRAMIENTO] . Humedad  [EN1RAMIENT0] mes, [ENTRAISIENIO] . i
Rs.s  ENTRAISIENTO WHERE ((((ENIRAII1ENTOj,tipo_de_suelo)  Sn  (SELECI
i  po_de_suelo  Pese  ENTRAASIENTD as  rnq  GROUP Oy [binoaua_trige_2001),
tipa_dm_suelo],  [biosusa_do_paju_dml  trigo_2001J,
biomasa_de_espigas_del_trigo_2001] [biomasa_de gruno_de_trigo_2001],
bion,asu_dei_luliun_2001], [sund], tsilt]. [dey],  [z_relotivu],
cutegoria_NESW], [pr.sencia_d._pajabOOl], [pendi ente_en_Dr],
radiacion_ansal_acumulade], (pH]. (Conductibilidad),  [o],  (e],  [E],
uuaedad],  (0.3 HAVINS count(a),.1  *ud  [blomasa_trigo_2001]
ExlueasxcnTO] .biacnase_trigo_2001  Sud  [tipo_de_suelo]
EHTR*MIENTOJ tipo_de_suelo  Sud  fbiomasa_du_paja_del_trigo_2001]  —
ENTRAIIIENTO] .biumiasa_de_paju_del_trige_2001  usó
bionusu_de_mspigas_dal_trigu_2001]
NrONIIENIO]  .biumasa_de_aupiguu_del_trige_2001 Sud
biomasa_de_grana_de_trigo_001]
cNTRSIIIENIO] . bionese_dm_grenu_de_trigo_2001  Sud  [bioeasa_del_lulium_2001]  —
ENTRaIIIENTO] .biocnosu_del_loljum_2001 Md  [sund]  —  (ENTRANIENTO] sund Md
silt]  [EffrluassIEmol.silt  usó [clay]  —  (ENFRNIIENT0].dlsy  Sud  [u_relativo]  —
ENTOANIENTO3 .z  relativa  Sud  tdategarle_NESW]  —  [ENTRAIRIENTO) .  categuria_JIESC
Sud  (prnuenclujm_paJa200l]  —  [ENrowsIENFR] .prunenciu_de_pujaZOOl  Sud
pendi  ente_en_gr]  —  [cNraAIiIENra)  . pendiente_en_gr  And
radiuciun_unual_acueulada]  (ENTRcaIcefro] . rudiaciou_unual_acumulada  And  (pH]
[ENTRAOIENro] .H  Sud  (Conductibilidad]  —  [ENrRSIIIENTO] conductibilidad  Sud
n]  •  [ENFRAIIIcNTO] pi  Md  [e]  — (ENTOMSIETITO] e  Aud  (e]  •  (EJITRAIIIENTØ] .K  Sud
Humedad] •  ENTRANIENTO] . Humedad sud  (o..]  — [EnTmassxcpno] . aM»)  ODER ev
ENTRAISIENTO .bianaua_trigu_2001  (ENTRuneXErSTO] . tipo_de_suelo,
ENTRNIIENTO .bionasa_de_puja_d.i_trigo  2001.
ENTRAOIIENr0 . bi onaso_do_espi gas_del_trTgo_2001,
ENTRANIENTO .bionusa_de  granu_de_trigo_2001,
ENTROISIENTO .bianas._d.’T_lolisu_230l,  (ENTReRIEIITO] . sonó,  [ENTRAJSIENTD] . silt,
EHTOSNIENTO cSut,  (RJdTTiSASIENTO) ,z_rmSutivu,  (EJITRN.IEnlo]  . catmguriu_ucsw,
ENTOSJIIENrD .pr.sencia_de_paja200l  (ENTRAISIEN1O] .pendi ente_en_gr.
:NTRMIENT  radiecion_unual_acumujuda,  (ENTRu.XEnTu] pu,
ENruasilcNro  conductibilidad  (ENTRAISIENT0] . N,  (ENTRAMIENT0] .
ENTRAJIIENTO  .6,  [EnTRHJSIENTOj . gumedad,  [ENTRAJSIENTO] se;
creación  de  lo  consulta  [Duplicados]
Nueero  de  duplicadas  TOTALEs: 23
En  primer  lugar  ae realiza una agrupación  de los  registros  en  función de todos
los  atribotos  eucepto  lun  que forman  las  clauuu.
9
(2)
SELECT [Duplicados).biumasu_trigo_2001,  (Duplicados].tlpo_de_suelu.
Duplicados  . bioease_de_evena_203l,
Duplicados  . biomasa_de_paje_del_trigo,_2001,
Duplicados  . bi meona_de_espigas_del trigo_200l.
suplicados  . bi amase_de grane_de_trTgo_2001
Duplicados  ,biu.nusa_deT_lulium_2001  [Dupildaduu].nand  (Duplicados].silt.
oupllcaduu  .clay,  [Duplicados]  u_relativa,  (Duplicados]  .cuteguria_nEsw,
Duplicados  . presencia_de._pea200l,  (Dupli  cadus]  . pendiente_en_gr.
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Creación  de  le  Tabla  :  (cegistrosouplicadosPareodou)
Numero de  Registros  que  deben  borrarse;  TOTALES)  U
(5)
Creación  de  le  consulta  :  (Registrosnborrar)




ENTRdMIENTO  .biosaea...d.  grano_de_trigo  2001,
ENTRASIIENTO .bionasa..de’T_lolioi...2001.  TENTRAIIIENT0) . saed,  (ENTRAJIIENTO]  -  si lo,
ENTR*IJIENIO  .clay. (ENTRUaENT0] .z_r.latiea,  (ENTRAIIIENTO] .categorie_NESW.
ENTRAJIIEIflO  .presencia.,.d....paJo200l  (EPITRAIloENTO] . pendi  ente...en..gr,
EJJTRAMIENTO . rediacion.,.inual_acuinulada.  (ENTRAIIIENTO] .pH,
ENIRANIENTO  Conductibilidad  (ENTRAIIIENT0] .14,  (ENTRAMIENTO] . p.
ENTRAJIXENTO .6,  (ENTRANIENToI . Humedad,  (ENTRAnoENTO] .00,  (ENToNizntrol  .  Id
Nro  TotalRegistrouElieifler  PROR EIflRNIIENTO,  RegIstrosONpIiCadOsPareRdOs
HNTRE (ENronIPIENIO) .bIoeasa...trIgo...2001  —
EeglutrosoupllcadOsPareadOs)  .biosasa_trigo_2001  ano
ENTRANIENTO]  .tlpo_de...suelo  —  (RegI etrosDopli  cadosParuados]  tipo_de_suelo  nilO
ENTRMIENTO]  .blmnas&_d._avefl&..2001  =
RegistrosDupli  csdosPar.ados]  .bioeasa_de_avona_2001  ANO
ENTRAIIIENTO] .biue,asu...d._paje_dil_tri  140.2001 —
ReglstrosDuplicadosp.readou)  .bieeasa...du..paja...del_tri  go_2001  Arlo
ENTRAIIIENTO] .blomasa_de_espipau_del_trigo_2001  —
negiutrosDupli  cadospareados) .bionaua...ds_.spipas_del_trigo..2001  ASO
ENTRNIIENrO]  biomasa_de_grano  de_tri  go..2001  —
Registrospupli  cadosParandos] .Eioarasa..de_gr.no_de...trigo_2001  ano
EN1RAIIIENTO] .bionasa...d.l  loliue_200l —
oegIutrosOuplicadosPareaoo  .bimeasa...del_lolium_2001  ANO (ENruanIENro]  sund  —
agIutrosouplicadosP.readou .uand ANO (ENTRANIENTO].silt  —
ReglstrospsplicadouPareadoa uit ANO (ENrRAIIIENTO].clay —
RegistrososplicadouPareados  doy  ANO [ENT0AIIIENrOJ.2_r.latlVa  —
aogistrosDuplicadeuPareados .z_r.lative  nilo  (En1oANxENTo].categoria_NESW  —
Regi  strospepli  cadosPar.ados  .  c100gori a...NESW MC
E,flRANIENTO).pr0100dia...di.,P  Je2001  —
egIutrosouplicadosP.readsu  .pr.uencla_depaJa200l  ANO
ENTRANIENcoJ  .pendiente_en,.g  •  LR.gIstrououpiicadospareados)  . pendi ente_en_gr
ano  (ENTRAJIXENTO]  . radlacion_  nuel_acurmuiada —
RegistrouDccpli  cedouPareados . rodi .cion_aeuel_acumalada  Alo  (ENTRAIlOENTO) pu
egistrospeplicedosPareados  pu  nico  (ENTRAIIIENTO].conductibilidad  —
ReglntrosoeplieedosPareadou  Conductibilidad  ANO (ENTRANIENr0].n
ceglutrosouplicadoseareedos  .14 AlIo  (drrrRNlxENrO].P
o.giutrosoccpiicadospareados  uno (ENTRANIENIO].R —
Regiutrosoupiicadoueareados  .E  ANO t,ENTRAIIIENTO] .eu.edad —
RegintrosDupliCadouPureadoS  .HORedad mo  (ENTRAMIEIIT0].0M —
aegistrospuplic.doseuraados  .00
Creación  de  la  Tabla  ;  (TotalR.giutrosEllmlnar]
Nuero  de Registros  que  deben borrare.;  IOTALE5 con  duplicados)  15
(6.A)_Tabla...Li.pI._.Si  n_ningón_duplicado
SELECT DISTINCTROR (ENTRANIENTO] .blosasu_trigo_2001.
ENTRHJIXENTO .tipo_de_SlJelo,  (ENTRAJIXENT0] .biomasa_de_avenu_2001,
ENTRANIENTO .bionruua_d._paja_del  tri  go_2001
ENTRAJIIENTO .biomnsa_de_eupigas_el  trlgo_2601,
EreroantENro  .bluiuasa_de_grenrc_de_trTgo 2001,
ENTRANIENTO .bionasa_del_lolia._2001.  (ErrrgaleIENrO] .  sand,  (ENTRAMIENTO] . ui it,
ENTRANIENTO .clay,  (ENTRNIIENTOJ . z_rel.tiva.  (ENTRAIIIENTO] . categorle_NESW.
ENTRSAIENSO .presencI&_de_paja200l  (ENTRAIIIENTO) .pendi  ente_en_gr.
EN1RMIENTO  . rcdiecion_anual_acumulada,  (ENTRNIXENIOJ pa.
EIITRAIPIEN1O Conductibilidad,  (ENTRAMIENTO] .N,  (ENTRAMIENTO] . e,
Pógina  4
PrOcesO_Linpie_CONSULTAS_d._ENTRAMIENTO.tst
creación  de la consulta (nunvaDuplioadosTebla_2)
PIonero de registros repr.u.ntadus en los dos grupos,  es decir,  los  que deben





Duplicados_Cuentalll_di ferentes .biomasa_d._paja_  nl  tri go_2001,
ouplicadoa_Caentule1_di fHrentes  .bi omaso_de_espi gaa_el_tri  go_2001,
Dupli cados_Cuentajil_di ferentes .bi unasa_de_grono_de_tri go_2001.
Dspli  cados_Caentupei_di f.ranteu  .bi  opresa_del  lolium_2001,
Dspli  cadou_Cuente*4_di  ferentes . uand,  (oeplTcudou_CuentaJel_dI  ferentos]  . silO,
Dupli cadas_Caenta*l_dlf.renteu . dey
Dapli  cados_caentalio_dlferente, .z_r.ietlva,
Daplicados_caentalel_dI fgrentes  .cutegorio_NESW.
oopllcodos_Cuentalel_dI ferentes . prnsencie_de_pajo200l.
Duplicados_Coentolel_di furentes  pendiente_en_gr.
ospli  cados_Cuentopel_di furentes  - radiaci oo_anuai_acur,ulodo,
osp11 cados_Cuentalal_difnrentes  pci.
Dupli  cadou_caentalel_diferentes  Conductibilidad,
Dupli  cadou_cuenteIe_dlferentes .14, (ouplicodos_cuentui_diferentes]  - e,
ouplicedos_Ca.etolai_dlferentes - E. (Duplicodos_Cuenta*4_diferentes) .Hum dud,
oapllcados_cuentolel_dlf.rentes .00,
ruplicados_CuentoPsl_di fmrentev caentaoeClave  21410
gi  strosouplicadoseareedos  FROSI ouplicudou_cuentolel_dlfnrenteu.
osplicadosEnAtributouTabla  HORRE
Dsp11 cados_cuentaisl_dl  furentes)  .bi  mnasa_triuo_2001
DuplicadouEnntributosTubluj  .biomase_trSgo_2001  Mo
oupli  cudos_Cs.nteISi_dlferentes]  tipo_de_suelo
DuplicadosEnAtribatosTablo)  .tipo  de_suelo  ANO
ooplicados_Cuentalal_dlferanteu]  .blonrasa_de_puju_del_trlgo_2001  —
Oupli  cadosEnntributosTabl.)  - bi oeaue_de_puja_del_trigo_2001  ANO
ouplicados_Cuentalo_diferenteu]  .biomaua_de_esplgus_dnl_trlgo_2001
Dapli  cadosEnAtrlbutOsTabla]  - biun,usa_de_espigas_del_trigo_2001  ANO
Dupli  cadou_caentalel_diferenteuj  ,biornas._d._grano_de_trigo_2001  —
ouplicudoncnAtributosTabla]  biomasa_de_grano de  trigo_2001  ANO
osplicados_Caentalel_dlferentes]  .bIomasa_dnl_TolTse_2001  —
Dupli  cadosEnAtributourabla)  - bi mease_del  loli  um_2001 MC
Dupli  cados_Cuentaiel_di ferenteu  .sand — (Dupli  cadosEnAtributosTebla)  sund  ano
Duplicados_cuentalil_difernntes  silt  •  (osplicudosnntributosTablu]  silt  ANO
osplicadou_csentuiei_dlferenten  dey  •  (osplicadosdnAtrlbutosTablu]  .clay  nilo
oupli  cudon_Cuentulil_di ferentes  .z_reletiva  =
ouplic.donEnAtributosT.bla]  .z_relativu  ANO
osplicados_Cuentalal_dlferentes]  - categorie_NESW  —
osplicadoscnntributourabla]  - catagori  a_nAsA ANO
Dupli  cados_Cuentolel_di ferenteu]  ,presencIa_dn_paa2001  —
ouplicadouEnAtributouTubla)  .presencia_de_paja200l  Alio
Osipli  cadoo_Cuentaial_di ferentes)  pendiente_en_gr  —
osplicadosEnntributOsTabla]  pendi ente_en_gr  ASO
ouplicados_Cuenta*l_difarentes].  radiaci  on_enual_acomulada —
oupiic.dusdnAtributoutabla)  - radiacion,anual_acumulada  AlIO
Ospli  cados_cuentaial._di ferentes]  pu  —  (DuplicadóscnntributouTabla)  pa  nro
Ospli  cados_Cuentelel_di ferentes]  .condsctlbiiidad
Oripli  cadosEnAtribetosTobia]  - conductibilidud  AJO
ouplicados_cuentelei_dI  ferentes  e  —  (ospli  cadosEutributusTabla]  - N  ANO
Duplic.dus_Cuentaiel_diferentau  - p  •  (Dupli  cudosEnAtributosTablaj  .e  ano
osplicados_cuentilO_dlferentes  .6  —  (ouplicaduscnAtribatosTublei  .6  AlIO
Dupli  cados_Cuentalel_diferentes  .Humedad —
upu  cadusEnAtributosTabla]  - leimedud MC  (Ouplicudou_Cuentului_di ferenteu]  .00  —
OupiicadssEnAtribeteuTabla]  .00
Lau  consultas  (4)  y  (5)  oeiecclunan  los  registros  que  verdaderamente  han  de
ser  eliminados


























execre  de  eegistrxs  qxe se  recsperan




(ENTRMIE9tO)  . e.  (EsTxaaIIEeTO) .exeedad, (EeTeAmaEgto) . es,  (ExTeNhIosto)  . Id
teto  TxbixLinpix_000  Fexe  ExTxaietEWTO LEF  3019  Txtxieegistrxsoiieiear  05
(EgTeaxlcerol . Id  —  (retaixegi  strxsoiisiserj  . Id  seexo
((((txtelcegistrosciieiser].id)  Ix  esil));
creecids  de  le  ceixalte  (txbleoefisitiveLiepix]
crexciós  de  le  tale  (TableLiepia...00FJ
execre  de  eegietrxs  sseecvivce :  239
(6.0)
5ELEcT sIxto—crees  (ENTRaeIcrrro) .01 enxsx...trigo_2001,
ctcrxaexosts  ti  po_dx_sxeix,  (ESTRaIOIENTO] . bi enxsa_de._aveee_2001,
csntaxtcxio  .bi  xci xx_de_pxje_dei_tri go._2001
ENTPASIENTO .bi  onase_de_espi gax,,dei_tri  go_2601.
E5TRMIENTO .61 osase_de_greso_de_trigo 2001.
EOT9NIIENIO .61 ecaxe_dei_lxiixet_2001, TENTOAMIE9T0] . send, (UffedIetEsio] . si  lt,
VeTRaaeIcsTo  dey,  (EsTxaIelcsTe] . t_reletive,  (EsTexelEsTO] - cetegorle_sEse.
EsTxaalxEeto  . prexeecie_de_pxje200l  (EsreAJccxTo] . peedi ente_es_gr.
EpcreasxceTo . rediecixn_essel_.ecse,slxde,  (ENrealuIoslo] - pe.
ENTOAeIENT0 .cxmdxctibiiidxd  (EN1RaMIENtO] .5,  (EsrxAPeIcNto] .p,
core.esicsro  pi.  (EtcreaxIceToj - exceded. (ceTxnelcNro) - ae,  (csTeaslceTo] id
teto  teblxeegistrxxoiieisedxsxs  reos  ENT9AMIENTO LEfl  2019  TxbleLlepie._sEF es
(EeTxaaexceToJ.id (rabieLieieptF].id  escec (((TebleLlepio_oEF.id) xx cxli))
OxEO  OY (esrxncENTO] - biosese_trigo_2001, (Esleaeexoslo) .tipo_de_ssele.
cNrxextcsTo - bi esese_de_esesx_2001,
ENERAMIENTO - bi xcesx_de._pxje,_del_trige_2001
ENEOAMIENTO - bi eeixsx_de_esplgas_del_trige_2601.
ENTOAMIENTO .biasxex_de_grenx_de_trigs.t001,
ENTOAMIENTO - biosesx_del_ixl  isx_2001.  (ENTeaMIENTo] - send, (EsTeaxtcNto] . silt,
ENTRAIIXENTO - dey,  [oxrsaeocpcro] . c_relstitx,  (csremIEsTo] - categxria_sEse,
EpcrxdsIEsTx .prexescie_de_peJx200l  (E5TeaiacNro) .psndiento_es...or.
ENTSAMIE5tO - radi  cci on_eexei_ecsselxdx,  (EnreneIEs-To) po.
crcrxaiacepo .cesdxctibilided  (E5TRaMIENrO] .9.  (csTxaeoccrcro] .P,
cetxaxiops  .0,  lETcTxNeIcSl0j escodad  (ENTRaMIENrO] .05,
tebiatiepia_DEF  .biosxsx_tri  go_2001  [rebiaiiegsix_ocr]  - tipo_de_sacio,
tebieiepie_scr  - bi osxxa_de_esese_2601,
tebieLiepie_sEr  - biesxsa..de_pej e_dei trigo..2001.
TeblxLiepix_DEr  - bi oxase_do_espigex_Bei_trigo_2001,
txblxtieipia_ocr  - bi eemse_de_graso_.de_trige_2001,
ixblxiiepie_pc.r  - bi oxesa_dei_ixiixep_2001,  (txbixLievi  e_DEFI .sand,
tebiaLiepie_ocr .si t. (Teblxiiepie.,oEr) . dey,  (rebixLiepie_000]  .c_reietite,
rabiaLiepie_ocr  - cetegorix_NEsw,  (Txbiatielpia._oEF]  - presescia_de_paJe200l,
TebieLimpiR_pEr  - pesdi este.,.es_gr.
TebieLispie_01r  - rediacion._xsxal_acxexieda,  (rebieLiepi  e_PEE] .09.
TebieLispie.0cF  - Cosdsctibil  idad,  (tabieLiepie_DEr]  .9,  (tebieLiepi  e_Por) - P,
lebieLixpie_PEr  .0,  (rxbiaLieTpia_DEF]  exxedad,  (tebioLiepix_pEr)  os;
crsacids  de  le  cossalte  (cosseltxeegistrosxdclisinxdos]
creacidn  de le reble  (ixbleeegistroxoiimisxdosxo]
execre  de Regietros ELIMINA055 con xx ID  10
(7)_Fase_de_recsperación_de_registros
oc  ios  registres elieinedes es posibie extrxer elgxnos qxe pxedee
represesterse en el  grepe ce ci  qse se presenten es eayxr proporcion. Entonces
xx  exsee qse ese registro  tesdrd  mayor poxibiiided  de  perteeecer  e ix  clase ce





ardliix-iie,oso,t,1,1, 2 1,1,1, 2,4,0, i,3,2,2,esreai-eito,eito,e,edio,2,epedie,osis
te
pigise  6 Página  O
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a,K, 2,mayor ,menor ,medio
a,arcilla, 2 ,rnayor,menor,rnedio
a,  i1  2 ,mayor ,menor ,medio
a,arena, 2,mayor ,menor ,medio
c, sem..metro2, 1 mucha,poca







a,orientacion_cardinal,3,este ,norte ,oeste ,sur
a,presenCia.depaja,2 ,no , si














c,biomasa_de.avena, 1 ,existe ,no existe
—  345—
Estructura  de  Ila-Avena. f it
a,pendiente,2,clase  1 ,clase  2,clase  3,clase  4
a,  radiacion_anual  .2,  menor ,mayor
a,pH,2,menos basico,mas basico





limoso, arcilloso, franco ,franco arcillo—limoso ,franco arcilloso ,franco
limoso
c  ,SEMILLAS, 1 ,mas  ,menos
Estructura de IIb—lolium.f it
a,TRIGO,2,alto,bajo,medio





a, arena,2  ,alto ,bajo ,medio
a,limo,,2,alto,bajo,medio













c ,SEMILLAS_) 1 ,mas ,menos




RESULTADOS  DE  CLEMENTINE
(ALGORITMOS  C5.O y  CART)
—  350—
RESULTADOS  CON ALGORITMOS DE  CLEMENTINE  6.0.2.
De  datos  de  Avene  en  el  campo  de  Madrid
ABDOL  C5.0
limo  mayor (Moda! poca] (107)
arcille  mayor (Moda:  poca)  (26)
pH  menor (Moda:  mucha)  (lo)
9  mayor (Moda:  poca)  )2, 1.0) -a  poca
e  medio (Moda mucha]  (3, 1.0) ->  mucha
p  menor (Moda: mucha) )5. 0.8) -,  mucha
pH  mayor (Moda: poca) (16. 0.888) -,  poca
arcille  medio (Moda: poca] (35)
H  mayor (Moda: mucha] )5)
MO  mayor (Moda: mucha] (3. 1.0) -,  mucha
MO  medio (Moda: poca] (2, 1.0) ->  poca
MO  menor (Moda: mucha] (0.0) -,  mucha
H  medio (Moda: poca) (8)
pH  menor (Moda: poca) )8, 1.0) -,  poca
pH  mayor )Moda: mucha] )3, 0.667) -,  mucha
H  menor ]Moda: poca) (22. 1.0) -a  poca
arcilla  menor (Moda: poca) (48, 0.87) ->  poca
limo  medio  (Moda: mucha] (154)
MO  mayor (Moda: poca) )20)
arcilla  mayor (Moda: mucha] (10)
e  mayor (Moda: poca] )3, 1.0) ->  poca
e  medio (Moda: mucha] (5, 1.0) -,  mucha
e  menor (Moda: mucha] (2, 1.0)  -,  mucha
arcilla  medio (Moda: mucha] (2, 1.0) -,  mucha
arcilla  menor (Moda: poca) (8, 1.0) -,  poca
MO  medio (Moda: mucha] (86. 0.826) -,  mucha
MO  menor  (Moda: poca] (48)
pH  menor (Moda: mucha] (19)
e  mayor (Moda: poca) (3, 1.0) -,  poca
e  medio (Moda: poca] )5. 0.6) -,  poca
e  menor (Moda: mucha] )11, 0.727) -,  mucha
pH  mayor (Moda: poca] (29)
It mayor (Moda: poca] )2, 0.5) -,  poca
It medio (Moda: poca) (16. 1.0) -a  poca
It menor (Moda: poca) (11)
arena  mayor (Moda: mucha) )2, 1.0) -a  mucha
arena  medio  (Moda:  poca)  (4,  1.0)  -a  poca
arena  menor  (Moda:  mucha]  )5)
e  mayor  (Moda:  mucha)  (0.0)  -,  mucha
e  medio  (Moda:  mucha)  )3,  1.0)  -a  mucha
e  menor  (Moda:  poca]  (2.  1.0)  -a  poca
limo  menor (Moda: mucha] (112)
arcilla  mayor (Moda: mucha) (34)
arena  mayor (Moda: mucha) (28, 0.923) -,  mucha
arena  medio (Moda: poca) (7)
pH  menor (Moda: mucha( (3, 1.0) -a  mucha
pH  mayor (Moda: poca( (4, 1.0) -a  poca
arena  menor (Moda: poca) (1, 1.0) -a poca
arcilla  medio  (Moda: mucha) (42, 1.0) -a  mucha
arcille  menor  (Moda: poca)  )36)
e  mayor  (Moda: poca( (8, 1.0) -a  poca
e  medio (Moda: poca( (12)
H  mayor (Moda: poca( (2. 1.0) -a  poca
M  aedio (Moda: poca] (8. 0.875) -a  poca
H  menor (Moda: mucha) )2, 1.0) -a  mucha
e  menor (Moda: mucha( (16)
Mo  mayor (Moda: poca) (2, 1.0) -a  poca
Mo  medIo (Moda: mucha( (7, 0.857) -a  mucha
Mo  menor (Moda: mucha( (7, 1.0) -a  mucha
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REGLAS  DESDE  EL ASEOL  C5.O
Reglas  para mucha:
Regla  n1  para macha:
si  lino —— mayor
y  arcilla ==  mayor
y  pH --  menor
y  5 --  medio
entonces  ->  mucha  (3, 1.0)
Regla  n2  para mucha:
si  lino --  mayor
y  arcilla --  mayor
y  pH  menor
y  5 ==  menor
entonces  -n mucha  (5, 0.8)
Regla  n3  para mucha:
si  lino  mayor
y  arcilla —-  medio
y  H  mayor
y  MO --  mayor
entonces  -n mucha  (3. 1.0)
Regla  nM  para mucha:
si  lino ==  mayor
y  arcilla --  medio
y  H==  mayor
y  MO  menor
entonces  ->  mucha  (0.0)
Regla  n5  para mucha:
si  lino ==  mayor
y  arcilla  medio
y  H  medio
y  pH --  mayor
entonces  -,  mucha  (3, 0.667)
Regla  n’6 para mucha:
si  lino  ==  medio
y  MO  mayor
y  arcilla ==  mayor
y  5 ==  medio
entonces  -,  mucha  (5, 1.0)
Regla  n7  para mucha:
si  lino --  medio
y  MO  mayor
y  arcilla  mayor
y  5=-menor
entonces  ->  mucha  (2, 1.0)
Regla  n6  para mucha:
si  lino ==  medio
y  MO --  mayor
y  arcilla ==  medio
entonces  -n mucha  (2, 1.0)
Regla  n’9 para mucha:
si  lino ==  medio
y  MO -=  medio
entonces  -,  mucha  (86, 0.626)
Regla  nlO  para mucha:
si  lino --  medio
y  MO --  menor
y  pH -  menor
y  e ==  menor
entonces  ->  mucha  (11, 0.727)
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Regla  nfl  para mucha a
si  lino ==  medio
y  MO --  menor
y  pl! ==  mayor
y  K==  menor
y  arena ==  mayor
entoncea  -,  mucha  (2,  1.0)
Regla  nl2  para  mucha:
ej  litro  --  medio
y  MO --  menor
y  pH --  mayor
y  1< —- menor
y  arena —-  menor
y  P==  mayor
entoncea  ->  mucha  (0.0)
Regla  nl3  para mucha:
ej  lino ==  medio
y  MO --  menor
y  pH ==  mayor
y  It  menor
y  arena    menor
y  e ==  medio
enloncea  -,  mucha  (3,  1.0)
Regla  nl4  para  mucha:
ej  lino  -.  menor
y  arcille    mayor
y  arena    mayor
entoncee  -,  mucha  (26, 0.923)
Regla  nfls para mucha:
ej  lino --  menor
y  ercilla --  mayor
y  arena ==  medio
y  pH --  menor
entonces  -,  mucha  (3, 1.0)
Regla  nle  para mucha:
ej  lino    menor
y  arcille ==  medio
entoncee  -,  mucha  (42. 1.0)
Regla  n’lV para mucha:
ej  lino    menor
y  arcille --  menor
y  e  medio
y  M ==  menor
entonces  -,  mucha  (2, 1.0)
Regla  n18  para mucha:
ej  lino ==  menor
y  arcille --  menor
y  e  menor
y  MO --  medio
entoncee  ->  mucha  (7, 0.807)
Regla  n19  para mucha:
ej  lino    menor
y  ercilla —— menor
y  e -  menor
y  MO -=  menor
entoncea  ->  mucha  (7, 1.0)
Reglea  para poca:
Regla  rl  para poca:
ai  lino --  mayor
y  arcille —-  mayor
y  pH -=  menor
y  e =-  mayor
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entonces  -,  poca (2, 1.0)
Regla  n2  para pocas
ai  lien -=  mayor
y  arcilta --  mayor
y  pH    mayor
entoncea  -,  poca  (16, 0.6se)
Regla  n3  para poca:
ej  lien --  mayor
y  arcilla    medio
y  N    mayor
y  MO    medio
entonces  -,  poca  (2. 1.0)
Regla  n4  para pocas
si  lien --  mayor
y  arcilla --  medio
y  H   medio
y  pH --  menor
entonces  -,  poca  (5, 1.0)
Regla  n5  para poca:
si  lien --  mayor
y  arcillo ==  medio
y  H    menor
entonces  ->  poca  (22. 1.0)
Regla  n6  para pocas
si  lien ==  mayor
y  arcilla  menor
entonces  ->  poca  (46, 0.97)
Regla  n7  para poca:
si  lien --  medio
y  MO    mayor
y  arcilla ==  mayor
y  P==  mayor
entonces  -,  poca  (3, 1.0)
Regla  n’9 para poca:
si  lien    medio
y  MO --  mayor
y  arcilla ==  menor
entonces  ->  poca (5, 1.0)
Regla  n9  para poca:
si  lien    medio
y  MO    menor
y  pH --  menor
y  P    mayor
entonces  ->  poca (3, 1.0)
Regla  nlO  para pocas
si  lien    medio
y  MO —  menor
y  pH --  menor
y  P=  medio
entonces  ->  poca  (5, 0.6)
Regla  nll  para pocas
si  lien --  medio
y  MO -=  menor
y  PH --  mayor
y  R.=mayor
entonces  ->  poca (2, 0.5)
Regla  n12  para poca
si  lien    medio
y  MO ==  menor
y  pH ==  mayor
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y  R--medio
entonces  -,  poca (16, 1.0)
Regla  n13  para poca:
si  litio  medio
y  MO==  menor
y  pH --  mayor
y  K-=menOr
y  arena  medio
entonces  -,  poca  (4, 1.0)
Regla  n14  para poca:
si  litio  medio
y  MO --  menor
y  pH ==  meyor
y  K--menor
y  arena —-  menor
y  P ==  menor
entonces  -,  poca  (2, 1.0)
Regla  n15  para poca:
si  liso  menor
y  arcilla —-  mayor
y  arena --  medio
y  pH --  mayor
entonces  -,  poca  (4. 1.0)
Regla  nla  para poca:
si  litro  menor
y  arcilla  meyor
y  arena  menor
entonces  ->  poca  (1, 1.0)
Regla  rt’17 para poca:
si  liso ==  menor
y  arcilla ==  menor
y  P--meyor
entonces  ->  poca  (e. 1.0)
Regla  nla  para poca:
si  liso --  menor
y  arcilla —-  menor
y  P --  medio
y  H  meyor
entonces  -ti  poca  (2. 1.0)
Regla  n19  para poca:
si  litio  menor
y  arcilla  menor
y  P  medio
y  H --  medio
entonces  -ti  poca (a, o.s75)
Regla  n20  para poca:
si  liso -=  menor
y  arcilla ==  menor
y  P  menor
y  MO --  mayor
entonces  -ti  poca  (2, 1.0)
Por  defecto: -ti  mucha
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REGLAS  OdTODO DIRECTO CON C5.0) — MODO  ESPECÍFICO
Reglas  para poca;
Regla  n’l para poca:
si  pH --  mayor
y  MO --  menor
y  Ji--medio
y  lima -  medio
entonces  ->  poca (16: 0.944)
Regla  n2  para poca:
al  MO --  mayor
y  P -=  mayor
entonces  ->  poca  (12, 0.929)
Regla  n9  para poca:
si  MO  mayor
y  arcilla  menor
entonces  -,  poca  (20: 0.909)
Regla  n4  para poca:
si  14 -.  mayor
y  P  medio
y  ardua  -— menor
entoncea  >  poca  (5. 0.909)
Regla  n5  para poca:
si  P =-  mayor
y  arcillo  menor
y  limo ==  menor
entonces  -,  poca  (8, 0.9)
Regla  n6  para poca:
5  pH --  mayor
y  arcillo -  mayor
y  limo  menor
y  areno ==  medio
entonces  ->  poca  (4: 0.833)
Regla  n’7 para poca:
si  14 --  medio
y  P-=  medio
y  arcillo --  menor
y  liso  menor
entonces  ->  poco  (5, 0.8)
Reglo  n8  poro poco:
si  limo —— mayor
entonces  ->  poco  (107, 0.78)
Reglo  rs  poro poco:
si  MO --  menor
entonces  ->  poco  (104, 0.698)
Reglo  nlO  poro poco:
si  arcillo --  mayor
y  limo =-  menor
y  areno -  menor
entonces  .>  poco  (1, 0.667)
Reglos  poro mocho:
Reglo  n1  paro  mucho:
si  MO  mayor
y  orcillo  —.  medio
entonces  -,  mucho  (15,  0.9)
Reglo  n2  poro mucho:
si  pH --  menor
y  P -=  medio
y  orcillo  mayor
entonces  -,  mucho  (17, 0.895)
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Regla  n3  para mucha:
si  pH --  mayor
y  N  -=  medio
y  arcilla    medio
entonces  ->  mucha (47, 0.878)
Regla  rr4 para mucha:
si  P —-  medio
y  }t--menor
y  limo ==  medio
y  arena -—  menor
entonces  -,  mucha (3, 0.8)
Regla  na  para muchas
si  timo --  menor
entonces  -,  mucha  (112, 0.754)
Regla  n6  para mucha:
si  pH --  mayor
y  MO ==  menor
y  limo    medio
y  arena    mayor
entonces  ->  mucha  (2, 0.75)
Regla  n7  para  mucha:
si  pH     menor
y  MO --  menor
y  P--menor
y  limo -=  medio
entonces  -a mucha (11, 0.682)
Regla  n5  para mucha:
si  limo -  medio
entonces  -a mucha (154, 0.622)
Por  defecto: ->  mucha
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REGLAS  (MftODO  Dzsscro CON CO .0) — MODO GENftICO
Reglas  para poca,
Regla  n1  para poca:
si  MO --  mayor
y  arcilla ==  menor
entonces  ->  poca  (20, 0.909)
Regla  n’2 para poca’
si  P --  mayor
y  arcilla —= menor
y  lien —— menor
entonces  ->  poca  (9, 0.9)
Regla  n3  para poca’
si  lien --  mayor
entonces  ->  poca  (107, 0.78)
Regla  nM  para poca’
si  00 —-  menor
y  MO --  menor
y  lien    medio
entonces  ->  poca  (38, 0.720)
Reglas  para mucha:
Regla  nfl para mucha:
si  MO —= mayor
y  arcilla    medio
entonces  ->  mucha (15, 0.9)
Regla  n2  para mucha,
si  lien --  menor
entonces  ->  mucha  (112. 0.754)
Regla  n3  para mucha,
si  lien    medio
entonces  -,  mucha  (154. 0.622)
Por defecto: -,  mucha
-358-
ALGOflflO  CAS?
lime  [menor  medio]  [Moda:  mucha)  (266)
MO  [medio]  [Moda:  mucha]  (146)
arena  [mayor]  (Moda: mucha)  (41)
arcilla  [menor)  [Moda:  poca)  (20)
N  [menor)  (6,  0.75)  -,  mucha
N  [mayor medio]  (12.  0.833)  ->  poca
arcille  (mayor medio]  [Moda:  mucha)  (21)
II  [menor] (7,  0.714)  -,  mucha
K  [medio  mayor]  (14,  1.0)  -,  mucha
arena  [menor  medio)  [Moda:  mucha]  (107)
K  [menor)  (54, 0.963) ->  mucha
(1  [medio  mayor)  [Moda:  mucha]  (53)
P  [medio  mayor)  [Moda:  mucha)  (44)
P  [mayor)  (11,  0.727)  -,  mucha
P  [medio)  [Moda:  mucha)  (33)
PH  [mayor)  (22,  1.0)  ->  mucha
pH  (menor)  (11,  0.918)  >  mucha
9  [menor)  (9,  0.667)  ->  poca
MO  (mayor  menor)  (Moda:  mucha)  (118)
e  (medio  mayor)  [Moda:  poca]  (62)
arcilla  [menor)  (27,  0.926)  -,  poca
arcilla  [mayor  medio)  [Moda:  mucha)  (35)
MO  [menor]  [Moda:  poca]  (19)
K  [menor mayor)  [7. 0.571)  -,  mucha
K  [medio)  [12,  0.917)  -,  poca
[40  [mayor)  [16,  0.813)  ->  mucha
e  [menor)  (Moda:  mucha)  (56)
pH  [mayor)  (Moda:  mucha]  (29)
arena  [mayor]  (11.  0.909)  ->  mucha
arena  [menor  medio)  [Moda:  poca)  (18)
arcilla  (medio)  (7,  0.857)  ->  mucha
arcilla  [mayor menor) (11, 1.0) -,  poca
PH  (menor)  [Moda:  mucha)  (27)
lime  [medio]  (13.  0.769)  ->  mucha
lime  (menor]  (14,  1.0)  ->  mucha
lime  [mayor)  [Moda:  poca)  (107)
arcille  [menor  medio]  [Moda:  poca)  (el)
MO  [menor  medio)  [Moda:  poca)  (73)
e  (medio  mayor)  [Moda:  poca]  (51)
[4  [menor) (4,  0.5)  ->  mucha
[4  [medio  mayor)  [Moda:  poca)  (47)
MO  [medio]  (Moda:  poca)  (29)
H  (menor  medio)  [24,  0.792)  ->  poca
H  (mayor)  5,  1.0)  ->  poca
MO  [menor)  (18,  1.0)  ->  poca
9  [menor)  (22,  1.0)  ->  poca
MO  (mayor]  (8,  0.5)  -,  mucha
ercilla  (mayor]  [Moda:  poca)  (26)
9  [mayor]  (6,  1.0)  -,  poca
e  [menor  medio)  (Moda:  mucha)  (20)
PH  (mayor]  [Moda’  poca)  (12)
H  [menor  medio)  [7,  0.571)  -,  mucha
H  [mayor)  (5,  0.6)  -,  poca
pH  [menor)  (6.  0.675)  -,  mucha
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RESULTADOS  CON ALGORITMOS DE  CLEMENTINE  6.0.2.
De  datos  de  Avena  en  el  campo  de sarcelona
REG0B  (MÉTODO DIRECTO CON C5.O)  —  MODO  5SPECf FICO
Reglas  pars no existe:
Regla  n’l para no existe:
si  radiacion .-  media
y  )0=. alto
entonces  ->  no  existe (5, 0.507)
Regla  n2  para no existe:
si  biomasa_deljolium_2001 —  baja
y  P.muyalto
y  K--bajo
entonces  -,  no  existe (3, 0.5)
Regla  n’3 para no existe:
si  )Ç=-medio
entonces  -a no existe (179, 0.669)
Reglas  para existe:
Regla  n1  para existe:
si  arena -=  media
y  elevacion --  media
y  P ==  alto
y  K--medio
entonces  -,  existe  (9, 0.909)
Regla  n2  para existe:
si  pendiente ==  media
y  radiacion —-  baja
y  K-=  medio
entonces  -a existe (13. 0.567)
Regls  r3  para existe:
si  arens -=  baja
y  lime --  media
y  radiacion —— alta
entonces  ->  existe  (5, 0.857)
Regla  n4  para existe:
si  e  alto
y  K-=bajo
entonces  -,  existe  (50, 0.788)
Regla  n’S pera existe:
si  biomaea_deljoltum200t  media
y  P.=muyalto
y  K-.bajo
entonces  -,  existe  (2, 0.70)
Regla  n6  para existe:
si  radiacion --  alta
y  It--alto
entonces  -,  existe  (3, 0.6)
Por  defecto: ->  no  existe
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REGLAS  (MÉTODO DIRECTO CON C5 .0)  —  MODO GENÉRICO
Reglas  para  no  existe:
Regla nl  para  no  existe:
si  It—-alto
entonces -,  no existe (5. 0.7)
Regla  n2  para no existe:
si  It --  medio
entonces  ->  no  existe (179, 0.665)
Reglas  para existe:
Regla  n’l para existe:
si  pendiente -.  media
y  radiacion --  baja
y  It--medio
entonces  -,  existe  (13, 0.667)
Regla n2  para existe:
si  lime -=  media
y  elevacion -.  media
y  radiacion —= alta
entonces  ->  existe (11, 0.769)
Regla n’3 para existe:
si  It--  bajo
entonces  ->  existe (55,  0.754)




RESULTADOS  DE  AGLEARNER +  SQLDEcO
—  364—
A_R2_0_598_i gual_desi  gual...AND_OR_Results .txt
Número  de  generaciones:  --
Tamaño  de  población:  --
Ini.  Random-Pop:  verdadero
probabilidad de Cruce: 0.5
probabilidad de Mutación:---
Tipo de Elitismo: Elitismo Unitario
Tipo de cruce: 1 punto
Tipo de Nutación: Todos
Tipo de selección: Ruleta
Máximo Global: 0.598]





rl: MO o  ‘menor’ ANO P o  ‘mayor’ AND arcilla o  ‘menor’
OR
r2: limo =  ‘medio’  ANO  arena  =  ‘menor’
))  THEN sem_jnetro2 => mucha
TotalCasoaEVal : 313
/vp:     155
¡Fn:   49
/vn:     133
/Fp:      36
RESULTADOS GENERALES:
vp:      155
Fn:      49
vn:      133
Fp:      36
total:      373
Parámetros de calidad:
Fitness       :       0.598
Exactitud   :        0.772
confianza   :     0.8115
Cobertura (#):        0.760
cobertura (—):         0.781
---rl: (NO o  ‘menor’ ANO P o  ‘mayor’ ANO arcilla o  ‘menor’ )
vp:      133
Fn:      71
vn:      143
Fp:      26
total:      373
Parámetros de calidad:
Fitness       :       0.552
Exactitud     :         0.740
confianza     :        0.8365
cobertura (+):        0.652




---rZ: ( limo  =  ‘medio’ ANO arena =  ‘menor’)
Vp:      22
Fn:      182
Vn:      155
Fp:      14
total:      373
Parámetros de calidad:
Fitness       :        0.099
Exactitud             0.475
confianza     :        0.6111
cobertura (÷):        0.108




Numero de generaciones: 102
Tamaño de población: 75
Ini, Random-Pop: verdadero
probabilidad de Cruce: 0.5
Probabilidad de Mutación:0.005
Tipo de Elitismo: Elitismo Unitario
Tipo de cruce: 1 punto
Tipo de Mutación: Todos
Tipo de selección: Ruleta
Máximo Global: 0.546]





rl: MO o  ‘menor’ AND limo o  ‘mayor’
))  THEN semjnetro2 => mucha






Vp:      153
Fn:      51
vn:      123
Fp:      46
total:      373
Parámetros de calidad:
Fitneaa       :       0.546
Exactitud     :        0,740
confianza     :         0.769
Cobertura (+):        0.750
cobertura (-):        0.728
---rl: (MO o  ‘menor’ AND limo o  ‘mayor’ )
Vp:      153
Fn:      51
vn:     123
Fp:      46
total:      373
Parámetros de calidad:
Fitness       :        0.546
Exactitud     :        0,740
confianza     :         0.769
Cobertura (+):         0.750
cobertura (-):         0.728
Página 1
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RL0390_i  gual -Resul t .txt
Número  de generaciones: 119
Tamaño  de Población: 100
Ini.  Random-Pop: Falso; (Indv.Ini)--> 1100000000000000000000000000000000
Probabilidad de Cruce: 0.5
Probabilidad de P4utación:O.009
Tipo  de Elitismo: Elitismo Unitario
Tipo  de Cruce: 1 Punto
Tipo  de Mutación: Todos
Tipo  de Selección: Ruleta
Máximo  Global: 0.39J0000001101000000000100010010000
[DO/MM/AA  hh:mm:ss]:  1) 19/05/2004 11:54:26 F)19/05/2004 13:13:32
Máximo:   [0. 39]00000011010l00l1000000100001001
0111001l0l0000000001000000l0000
Fitness    :0.39
IF  ((
rl:       Mo=  medio
)) THEN SeflLmetro2 =>  mucha






Vp:     133
Fn:     71
Vn:     101
Ep:     68
total:       373
Parámetros de calidad
Fitness  :           0.390
Exactitud:             0.627
confianza  :            0.662
Cobertura  (÷):         0.652
Cobertura (-):         0.598
---rl:  (Mo  medio)
Vp:     133
Fn:     71
Vn:     101
Fp:     68
total:       373
Parámetros de calidad
Fitness  :                0.390
Exactitud:                  0.627
confianza :                 0.662
Cobertura  (#):             0.652




Reunido  e  Tribunal  que  suscribe  en
al  día  de  la  fecha  acordó  otorgar
a  la  presente  Tesis  Doctoral  la
calificación  de
..
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