nm. Therefore, albedo considerations were only important to our work around 320 nm, the same wavelength region where multiple scattering becomes important. We then used the validated radiation transport model to determine the size of the first order scattering correction to the dissociation rates for minor atmospheric constituents.
Introduction

Experiment
In the formulation of atmospheric photochemical effects, one important parameter is the rate at which solar radiation dissociates molecules. This term, commonly called the Jvalue, varies widely with atmospheric conditions, latitude and time. In calculating the dissociation rates, the total radiation incident on a volume of air must be determined.
The total radiation resulting from solar illumination is composed of several components: primary solar radiation, radiation scattered in the atmosphere and radiation reflected from the Earth's surface. This paper presents the analysis of scattered solar ultraviolet flux measurements over the spectral wavelength range of 250-to 320-nm from a balloon-borne spectrometer at altitudes between 14.5 and at about 1015. The balloon was then vented and slowly descended to 18 km by about 1600. Data were collected from launch until sunset; however, only representative data samples will be presented here. The entire data set of scattered solar flux measurements mapping the ultraviolet sky between 14.5 and 38.8 km and 250 to 320 nm are available on magnetic media from the authors.
The spectrometer consisted of two Jarrel-Ash model 82-410, 1/4-m Ebert monochrometers mounted in series to reduce the effect of light scattering in the monochrometer [Barlow and Jensen, 1976] . In this set up, the effect of scattered light was less than 1%. The monochrometers had gratings with 2360 lines/mm and a 300-nm blaze. Figure  1 shows the light path through the spectrometer and the layout of the optical components. Figure 2 shows the tandem spectrometer and the supporting electronics as a 9011 Montierth, K. V. Jr., K. D. Baker, L. L. Jensen, and L. R. Megill. 1993 We calibrated the instrument using an Optronics Montierth [1982] . A comparison of instrument response to the polarized and unpolarized source determined that the measured polarizer transmission function differed by less than 1% for all calibration runs at wavelengths greater than 250 nm, where the polarizer was effective. This procedure also allowed us to apply the calibration independent of the polarizer transmission function. We did not measure light polarization for this flight but calculated it from Rayleigh scattering theory.
We used the deuterium lamp as a point source to determine the sensitivity of the spectrometer across its field of view. For the calibration, we placed the deuterium lamp in the field of view of the instrument where the maximum number of counts was observed. Placing the point source in the center of the field of view, rather than integrating across the instrument field of view between haft power points, introduced an error of less than 8%. Counting statistics account for less than a 2 % error.
Abnormally large signals were obtained during the flight when the collecting mirror was exposed to direct sunlight, due to scattered light from the mirror surface. These spurious signals were easily identified and the data eliminated, resulting in a loss of about 5 % of the collected data. From the above discussion, we estimate the absolute error in the scatter radiance values measured by the scanning spectrometer to be less than 15 %.
Theory and Analysis Procedures
To determine the first order scattering contribution to the minor constituent dissociation rate, we developed a model to calculate radiance values for the conditions measured by the scanning spectrometer. To construct this model, we solved the radiation transport equation for the appropriate parameters, allowing a direct comparison with the experimental data. This comparison provided a means of validating the theoretical model. We restricted our work to data in the 250-to 320-nm wavelength region and the 14.5-to 38.8-km altitude region when the instrument was viewing away from the Earth. The physical processes we considered were first order scattering and molecular absorption.
The only scattering process included in the model was primary Rayleigh scattering, the dominant scattering process in the altitude and wavelength region of concern. We neglected the attenuation of radiation by Mie scattering from aerosol particles out of the instrument line of sight since it would be negligible in the 14.5-to 38. Nicolet et al., 1982] . For this radiation, the multiple scattering contribution varies from a few percent of the total at 310 nm to a worst case of approximately 50% at 320 nm. For wavelengths below 310 nm where multiple scattering plays a role, the absorption is so strong that these regions are not a factor in our analysis. For the region between 310 and 320 nm, the upward-streaming component of the radiation is effected more by multiple scattering than the downward-streaming component. Since the instrument in this experiment was always looking either horizontally or upward, we primarily measured downward-streaming scattered radiation.
In the 250-to 320-nm wavelength region, the primary photoabsorption is due to photolysis of ozone. To properly include this species in the radiation transport calculation, Mentall is also the experimenter we compared our measurements with later in this paper.
We assumed that the total particle density had an exponential distribution:
where no is number density at y = 0 (2.906 x 10 • cm4), y is distance above the earth (mean sea level) (km), and h is scale height (7.08 km).
We used the Fermi-Dirac distribution function in conjunction with the exponential distribution taken from Shettle and Green [1974] to determine the ozone distribution. In our model, we used Shettle and Green's distribution primarily to define the shape of the ozone profile. We determined the magnitude of the total ozone column content as part of the analysis procedures. where A,ut is slit aperature, S2 is look path, ds2 is integration along the look path, S is spectrometer location, S'is an arbitrary point on the look path, tl is the optical depth between the sun and the point S' on the look path along the path from the sun to the look path, ta is the optical depth between S and S' along the look path, Aco'"is the solid acceptance angle of the instrument Aco" is the solid angle of incident pencil of radiation, N(S') is total number density at the point (S'), and co scatter angle. The solar zenith angle at each point on the integration path is represented by •k, while co represents the scattering angle. For this integration, we considered an earthcentered spherical geometry. Figure 4 shows the relationship between the solid angle subtended by the instrument, the instrument look angle, the solid angle of the incident solar radiation, and the elemental scattering volume. A detailed description of the development of equation (3) 
N(y) -nl(Y)+n2(Y)
Analysis And Results
We first reduced the raw flight data to radiance values as a function of wavelength, instrument look direction and altitude. We then used these data to determine the vertical ozone column density, overburden, above the observation point by comparing the shape of the measured spectra with the shape of the theoretical spectra. We made this comparison by assuming a value for the ozone overburden in the model, calculating theoretical spectra for the same circumstances as the measured spectra, then normalizing the theoretical spectra to those measured. The uncertainty in wavelength position was removed where possible by lining up solar lines in the measured and model-generated data. We allowed the ozone overburden to vary in the theoretical model, producing a family of spectral curves normalized to the measured spectra at the same wavelength value. We then used a sequential search optimization algorithm to search for the theoretical spectra that gave the best fit to the measurements over the 270 to 305-nm wavelength region. This gave the ozone column density which produced the best fit to the measured spectra. The optimization algorithm sought the theoretical curve which had the smallest value for the following: The convergence criteria for the optimization algorithm was approximately 1.5 % of the integrated ozone column density. We performed this comparison on data in the 270-to 300-nm wavelength region at float altitude, avoiding wavelengths greater than 305 nm, where the measured scatter radiance values are relatively insensitive to changes in the ozone column content. We also wanted to avoid the region between 250 and 270 nm, which is extremely sensitive to changes in ozone column content above the measurement point. As the altitude decreased, we increased the lower limit on the wavelength interval • order to avoid regions extremely sensitive to changes in ozone column content. This avoided regions where the signal was small. We also increased the upper limit on the wavelength interval used to 305 nm at lower altitudes; the wavelength interval we used for ozone determination at 20 km was 295 to 305 nm. These choices provided a reasonable data set at each altitude.
We found that the optimization algorithm determined the same ozone overburden to within 5 %, regardless of the wavelength value chosen for the normalization process, giving confidence to the measurement. This optimization algorithm also converged to the same ozone value within 7 % (one standard deviation) for the data scans at float altitude, where many spectral scans exist. We varied the scale height for the ozone distribution used in the calculation to determine the effect of the shape of the ozone profile on the calculation. We found that the shape of the assumed ozone profile in the model had no significant effect in determining the theoretical scattering values or the ozone overburden for the data presented here. However, the shape of the assumed ozone profile will effect the results near sunset or sunrise. If the 15 % worst case error estimate in the measured flux values were totally a relative error over the range of wavelengths used in ozone estimation, the error produced in ozone determination would be less than 6%. From the above discussion, we estimate the uncertaintity in the integrated column density to be in the range of 6 to 7 %.
The model was validated in an absolute sense by determining the factor required to scale the modelgenerated data to the measured data. This was determined by using the vertical ozone column densities derived here and comparing the model-produced radiance values to the measured radiance values for each data scan at the wavelength point in each scan previously used for normalization in the vertical column density determination. region. The 17% for one standard deviation unit uncertaintity is within the cumulative error of this experiment. It is also consistent with a 6 to 7% uncertaintity in the integrated ozone column density. Figure 5 shows the relative comparison between the measured and model-produced data with the modelproduced data scaled with the values presented in Table 1 for eight cases of solar zenith angle, altitude, and instrument look zenith angle. The solar azimuth angles indicated on Figure 5 are referenced to the optical axis of Table 1 Comparisons of our results with data presented by Herman and Mentall [1982] are presented in Figure 6 . Figure 6a shows the similarity between Herman and Mentall's data collected at 40 km at a horizontal look direction with the data our instrument collected at 38.7 km at a 78.5 ø look zenith angle. Given the difference in viewing geometry and the approximately 1.3-km difference in altitude where the data were collected, and, therefore, a difference in the ozone column density for the two data sets, our data is consistent with that of the Herman and Mentall [ 1982] . Figure 6b compares the upward-and downwardstreaming radiation components Herman and Mentall [1982] collected at 40 km with results from our instrument with a 42 ø look zenith angle at 38.4 km. For this viewing geometry, the data collected by our instrument, which was predominately downward-streaming radiation, is similar to Herman and Mentall's [1982] downward-streaming radiation. Given the difference in look geometry and the approximately 1.5-km difference in altitude where the data were collected, the comparison of our data with that of Herman and Mentall [1982] is good and the best comparison we can make. where Im is upward-streaming, first scatter radiation; Im is downward-streaming, first scatter radiation; Io direct attenuated solar radiation; Ru is upward-streaming ratio; Ra is downward streaming ratio, and R is 1% + 1%. These ratios, shown in Figure 9 , are broken into upward-and downward-streaming scatter radiation because our model was validated primarily for downward-streaming radiation. These ratios are independent of the solar radiance at the top of the atmosphere chosen for the model. The Rayleigh amplification ratio is constructed from these ratios by taking 1/(l-R) where R is the ratio represented in equation (5) and Figure 9 . These agree with the Rayleigh amplification ratios presented in Table 5 of Nicolet et al.
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[1982] within a few percent for regions where multiple scattering is unimportant. Multiple scattering is important both beyond 310 nm and deep in the atmosphere where scattering becomes more important than direct radiation. Multiple scattering was not considered in our model so deviations could be larger in the region between 310 and 320 nm.
The agreement between our theoretical calculations and those of Nicolet et al. [1982] , based on a comparison of the Rayleigh amplification ratios, is good.
In the course of this work, we have produced a set of numbers which yields a fraction by which the attenuated solar flux can be multiplied to determine the total irradiance which, in turn, can be used to calculate the dissociation rate of a variety of molecules. To calculate the dissociation rate of any molecule when the cross section is known, the attenuated direct solar radiance may be calculated, given the ozone profile at the time, and multiplied by the quantity 1/(l-R) (the Rayleigh amplification ratio) to include the contribution to the irradiance from scattered light. Any term due to additional albedo effects may be added and the result multiplied by the cross section. This provides the dissociation rate at the wavelength where the cross section is taken. The result is the dissociation rate per molecule due to solar radiance at that wavelength.
We have also demonstrated that it is possible to determine the ozone overburden with this technique and that the apparent error (the amount by which the ozone can be changed without significant deviation in the fit to the data) is only a few percent when many wavelengths are used for such a fit. The absolute accuracy of such a result is always limited by knowledge of the appropriate cross sections and primary solar flux.
Conclusion
This work has demonstrated that for the 250 to 320-nm wavelength range and the 14.5 to 38.8-km altitude region, a single scatter model developed here is adequate to determine the scatter corrections to minor constituent dissociation rates up to 310 nm. A simple multiplicative factor, the Rayleigh amplW•cation ratio, can be used to include scattering in dissociation rate calculations. Reasonably accurate ozone overburden profries can be extracted from the measured scatter radiance data using the procedure outlined in this paper.
