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ANALYTIC INTERPOLATION INTO THE
TETRABLOCK AND A µ-SYNTHESIS PROBLEM
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To Joe Ball in esteem and friendship
Abstract. We give a solvability criterion for a special case of the
µ-synthesis problem. That is, we prove the necessity and suffi-
ciency of a condition for the existence of an analytic 2× 2 matrix-
valued function on the disc subject to a bound on the structured
singular value and satisfying a finite set of interpolation conditions.
To do this we prove a realization theorem for analytic functions
from the disc to the tetrablock. We also obtain a solvability crite-
rion for the problem of analytic interpolation from the disc to the
tetrablock.
1. Introduction
The application of operators on Hilbert space to complex analysis
has enjoyed about a century of fruitful development since G. Pick gave
it a spectacular impulse in [26]. For the second half of the century
Joseph Ball been a prolific contributor to the theory. One important
strand in his research has been to broaden the range of application of
operator-theoretic methods to ever new areas of function theory. In
this paper we also take a small step in extending established methods
to a new type of domain.
Many of the operator-theoretic methods developed over the first half-
century work most smoothly for problems involving analytic functions
from the open unit disc D into certain very special domains, such as
Cartan domains. Such is the case for the methods originated by D.
Sarason [27] and V. M. Adamyan, D. Z. Arov and M. G. Krein [1].
Ball has been prominent from an early stage both in introducing new
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approaches to the classical problems and in extending the class of do-
mains to which the methods apply. As examples of new approaches,
witness a series of joint papers with J. W. Helton [10] in the 1980s on
the application of a novel Lax-Beurling theorem inH2 spaces over Krein
spaces, and a little later, on the exploitation of J-inner-outer factoriza-
tion of operator-valued analytic functions on the disc. More recently
Ball has been active in the extension of operator-theoretic methods to
multivariable, time-varying, nonlinear and noncommutative variants of
classical problems [8, 6, 5]. It remains a worthwhile goal to explore
the reach of operator-theoretic methods in function theory, and in this
paper we apply them to the tetrablock, the domain in C3 defined by
(1.1)
E = {(x1, x2, x3) ∈ C3 : 1− x1z − x2w + x3zw 6= 0 for all z, w ∈ D}.
Operator-theoretic techniques can be applied to many problems in
analysis. One that is relevant to this paper is the problem of analytic
interpolation:
Given distinct points λ1, . . . , λN in a domain D in some Cd and tar-
get points w1, . . . , wN in a subset E of some Banach space X, determine
whether there exists an analytic map F : D → E such that F (λj) = wj
for j = 1, . . . , N .
We shall call such a problem a finite interpolation problem for Hol(D,E),
the latter symbol denoting the set of holomorphic maps from D to E.
The exemplar for solutions of finite interpolation problems of this
type is the above-mentioned theorem of Pick [26], which provides an
elegant criterion for the existence of an interpolating function F in the
case that D = D and E = D. Among the many papers in the literature
stemming from Pick’s theorem, we mention a relevant paper of Ball
and Bolotnikov [4], which extends Pick’s theorem (and related results)
to the case that the target set E has the form
(1.2) E = {z ∈ Cd : ‖P (z)‖ ≤ 1}
where P is a matrix-valued polynomial in d variables and ‖ · ‖ is the
operator norm with respect to the Euclidean norms. It seems to be dif-
ficult to extend established operator-theoretic methods much beyond
this class of target sets while preserving the concreteness of Pick’s orig-
inal criterion, although there are extensions that make use of more
abstract notions [17, 5].
In this paper we extend methods from [3, 12] to study the analytic
interpolation problem in which the domain D is D and the target set
E is the closure E of the tetrablock in C3. The closed tetrablock, being
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the closure of E , is given by
(1.3)
E = {(x1, x2, x3) ∈ C3 : 1− x1z − x2w + x3zw 6= 0 for all z, w ∈ D}.
E is not of the form (1.2), and so its function theory is not accessible
to the results of [4]. E is the closure of a domain which is both inhomo-
geneous and non-convex, and so it is to be expected that its function
theory should be more complicated in some respects than that of the
classical domains. We derive a criterion for solvability (Theorem 4.1)
of the finite interpolation problem for Hol(D, E), which while concrete
and potentially capable of numerical checking, is not verifiable in ra-
tional arithmetic (unlike Pick’s criterion). The original motivation for
the study of the tetrablock was its connection with a special case of
the µ-synthesis problem, which arises in the theory of robust control.
H∞ control is another topic on which Ball has published widely (for
example, [7, 8]). We explain the connection between the tetrablock
and a case of the µ-synthesis problem in Section 5 below.
In addition to a criterion for interpolation we also prove two further
results in the function theory associated with E . The first is a real-
ization formula for analytic maps from D to E (Theorem 3.2) and the
second is a solvability criterion for a certain interpolation problem for
matrix-valued analytic functions on D which is a case of the µ-synthesis
problem (Theorem 5.3).
2. The tetrablock
The complex geometry, function theory and operator theory of E
have attracted much attention over the past 10 years, for example
[19, 11, 12, 21, 28, 20, 24, 25]. Although E was first studied because
of its application to a problem in control theory, it has turned out to
be interesting to specialists in several complex variables and operator
theory.
We shall require some elementary properties of the tetrablock. The
following function plays an important role [2].
Definition 2.1. The rational function Ψ is defined for (z, x1, x2, x3) ∈
C4 such that x2z 6= 1 by
Ψ(z, x1, x2, x3) =
x3z − x1
x2z − 1 .
Ψ is analytic on the complement of the variety x2z = 1 in C4. Note
that, for x ∈ C3 such that x1x2 = x3, the function Ψ(·, x) is constant
and equal to x1.
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Numerous characterizations of the closed tetrablock are given in [2,
Theorem 2.4]. Here are four of them.
Proposition 2.2. Let x = (x1, x2, x3) ∈ C3. The following are equiv-
alent.
(1) x ∈ E;
(2) |Ψ(z, x)| ≤ 1 for all z ∈ D and if x1x2 = x3 then, in addition,
|x2| ≤ 1;
(3) |x2 − x1x3| + |x1x2 − x3| ≤ 1 − |x1|2 and if x1x2 = x3 then, in
addition, |x2| ≤ 1;
(4) |x1 − x2x3| + |x1x2 − x3| ≤ 1 − |x2|2 and if x1x2 = x3 then, in
addition, |x1| ≤ 1;
(5) there is a 2 × 2 matrix A = [aij]2i,j=1 such that ‖A‖ ≤ 1 and
x = (a11, a22, detA).
We denote by A(E) the algebra of continuous functions on E that
are analytic on E . By [2, Theorem 2.9], E is polynomially convex, and
so the maximal ideal space of A(E) is E . Hence the Shilov boundary
of A(E) is a subset of E , called the distinguished boundary of E and
denoted by bE . The following alternative descriptions of bE (among
others) are given in [2, Theorem 7.1].
Proposition 2.3. Let x = (x1, x2, x3) ∈ C3. The following are equiv-
alent.
(1) x ∈ bE;
(2) x ∈ E and |x3| = 1;
(3) x1 = x2x3, |x3| = 1 and |x2| ≤ 1.
By [2, Corollary 7.2], bE is homeomorphic to D× T. We denote the
unit circle by T.
Definition 2.4. An E-inner function is an analytic function ϕ : D→ E
such that the radial limit
(2.1) lim
r→1−
ϕ(rλ) exists and belongs to bE
for almost all λ ∈ T with respect to Lebesgue measure.
By Fatou’s Theorem, the radial limit (2.1) exists for almost all λ ∈ T
with respect to Lebesgue measure. Note that, for an E-inner function
ϕ = (ϕ1, ϕ2, ϕ3) : D→ E , ϕ3 is an inner function on D in the classical
sense.
A finite interpolation problem for Hol(D, E) has a solution if and
only if it has a rational E-inner solution – see [12, Theorem 8.1].
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3. Realization formulae and the tetrablock
A realization formula for a class of functions is an expression for a
general function in the class in terms of operators on Hilbert space.
We shall give a realization formula for the class Hol(D, E).
The Schur class of operator-valued or matricial functions (of a given
type) is the set of analytic operator- or matrix-valued functions F on
D bounded by 1 in norm, that is, satisfying
||F (λ)|| ≤ 1 for all λ ∈ D,
where || · || denotes the operator norm. In particular, the space of
analytic 2×2 matrix functions F on D such that ‖F‖ ≤ 1 for all λ ∈ D
is called the 2× 2 Schur class and is denoted by S2×2.
The best-known realization theorem is for the Schur class (see for
example [23, Chapter VI.3]). If, for some Hilbert spaces H,U and Y ,
(3.1)
[
A B
C D
]
: H ⊕ U → H ⊕ Y
is a contractive operator, then, for any z ∈ D,
‖D + Cz(1− Az)−1B‖ ≤ 1.
Conversely, any function in the Schur class (of functions from D to the
space of bounded linear operators from U to Y ) has such a represen-
tation, in which the block operator matrix (3.1) is a unitary operator
from H ⊕ U to H ⊕ Y .
It will be convenient to use some standard engineering notation. If
H,U and Y are Hilbert spaces and
A : H → H, B : U → H,
C : H → Y, D : U → Y
are bounded linear operators, then we define[
A B
C D
]
to be the operator-valued function
z 7→ D + Cz(1− Az)−1B : U → Y
defined for all z ∈ C such that 1− Az is invertible.
The following result [12, Theorem 7.1] relates Hol(D, E) to S2×2.
Proposition 3.1. Let x ∈ Hol(D, E). There exists a unique function
F = [Fij]
2
1 ∈ S2×2
6 ZINAIDA A. LYKOVA, N. J. YOUNG AND AMOS E. AJIBO
such that
(3.2) x = (F11, F22, detF ),
where (detF )(z) denotes the determinant of the matrix detF (z) for
z ∈ D, and
|F12| = |F21| a.e. on T, F21 is either 0 or outer, and F21(0) ≥ 0.
Moreover, for all µ, λ ∈ D and all w, z ∈ C such that
1− F22(µ)w 6= 0 and 1− F22(λ)z 6= 0,
1−Ψ(w, x(µ))Ψ(z, x(λ)) = (1− wz)γ(µ,w)γ(λ, z)
+ η(µ,w)∗(I − F (µ)∗F (λ))η(λ, z),(3.3)
where
(3.4) γ(λ, z) := (1− F22(λ)z)−1F21(λ) and η(λ, z) :=
[
1
zγ(λ, z)
]
.
Conversely, if F ∈ S2×2 then
(F11, F22, detF ) ∈ Hol(D, E).
Here is an outline of the construction of F for a given x ∈ Hol(D, E).
Certainly |x1(λ)| , |x2(λ)| ≤ 1 for all λ ∈ D. If x1x2 = x3, then we may
simply define F by
F =
[
x1 0
0 x2
]
.
In the case that x1x2 6= x3, the H∞ function x1x2 − x3 is nonzero
and so it has an inner-outer factorization which can be written in the
form
x1x2 − x3 = ϕeC ,
where ϕ is inner, eC is outer and eC(0) ≥ 0. Let F be defined by
F =
[
x1 ϕe
1
2
C
e
1
2
C x2
]
.
Then clearly
detF = x1x2 − ϕeC = x1x2 − x1x2 + x3 = x3
and
|F12| = eRe 12C = |F21| a.e. on T, F21 is outer, and F21(0) ≥ 0.
The crux of the proof in [12] is to show that F is in the Schur class.
We may combine Proposition 3.1 with the classical realization for-
mula to obtain a realization for Hol(D, E).
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Theorem 3.2. A function
x = (x1, x2, x3) : D→ C3
maps D analytically into E if and only if there exist a Hilbert space H
and a unitary operator
(3.5)
[
A B
C D
]
: H ⊕ C2 → H ⊕ C2
such that, for all λ ∈ D,
(3.6) x1(λ) =
[
A B1
C1 D11
]
(λ) = D11 + C1λ(1− Aλ)−1B1,
(3.7) x2(λ) =
[
A B2
C2 D22
]
(λ) = D22 + C2λ(1− Aλ)−1B2,
and
(3.8) x3(λ) = det
[
A B
C D
]
(λ) = det[D + Cλ(1− Aλ)−1B],
where
B =
[
B1 B2
]
: C2 → H, C =
[
C1
C2
]
: H → C2 and D = [Dij]2i,j=1 .
Proof. Let x : D→ E be analytic. By Proposition 3.1 there exists F in
the Schur class such that
x = (F11, F22, detF ).
By the realization theorem for the Schur class there exist a Hilbert
space H and a unitary operator
[
A B
C D
]
on H ⊕ C2 such that, for
all λ ∈ D,
F (λ) =
[
A B
C D
]
(λ)
= D + Cλ(1− Aλ)−1B
=
[
D11 D12
D21 D22
]
+
[
C1
C2
]
λ(1− Aλ)−1[B1 B2].
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Thus
F11 =
[
A B1
C1 D11
]
,
F22 =
[
A B2
C2 D22
]
,
detF = det
[
A B
C D
]
.
and so equations (3.6), (3.7) and (3.8) hold.
Conversely, let a Hilbert spaceH and operators A,B,C andD satisfy
displayed formulae (3.5) to (3.8). Then x is clearly analytic in D. We
must show that x(D) ⊂ E .
Let
χ =
[
A B
C D
]
= [χij],
so that ‖χ‖∞ ≤ 1 by the realization theorem for the Schur class. We
have
χjj =
[
A Bj
Cj Djj
]
, j = 1, 2,
and so
x1 = χ11, x2 = χ22 and x3 = detχ.
Hence, for any λ ∈ D,
x(λ) = (χ11(λ), χ22(λ), detχ(λ))
where χ(λ) is a 2× 2 matrix of norm at most 1. Hence, by Proposition
2.2, for any λ ∈ D, x(λ) ∈ E . Thus x(D) ⊂ E . 
4. The finite interpolation problem for Hol(D, E)
In this section we prove the main theorem of the paper, a criterion
for the solvability of the problem in the title of the section.
By matricial Nevanlinna-Pick data we mean a finite set λ1, . . . , λn
of distinct points in D, where n ∈ N, and an equal number of “target
matrices” W1, . . . ,Wn, of type (say) m× p. We write these data
(4.1) λk 7→ Wk, k = 1, . . . , n.
We say that these data are solvable if there exists a function F in the
Schur class such that F (λk) = Wk, k = 1, . . . , n. The Nevanlinna-Pick
problem is to ascertain whether prescribed data are solvable. By the
classical theorem of Pick, or more precisely its extension to matricial
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data (for example, [9]), the Nevanlinna-Pick problem with data (4.1)
is solvable if and only if the “Pick matrix”[
I −W ∗kW`
1− λkλ`
]n
k,`=1
is positive.
The following is our criterion for the solvability of an interpolation
problem for Hol(D, E). It relates the problem to a family of classical
matricial Nevanlinna-Pick problems.
Theorem 4.1. Let λ1, . . . , λn be distinct points in D and let (xk1, xk2, xk3) ∈
E for k = 1, . . . , n. The following statements are equivalent.
(1) There exists an analytic function x : D→ E such that
(4.2) x(λk) = (x
k
1, x
k
2, x
k
3), k = 1, . . . , n;
(2) there exist bk, ck ∈ C such that
(4.3) bkck = x
k
1x
k
2 − xk3, k = 1, . . . , n,
and the Nevanlinna-Pick problem with data
(4.4) λk 7→
[
xk1 bk
ck x
k
2
]
, k = 1, . . . , n,
is solvable.
Proof. (1)⇒ (2) Suppose there is an analytic function x : D→ E such
that equation (4.2) holds. By Proposition 3.1, there is a function F in
the 2× 2 Schur class, that is, that ‖F‖∞ ≤ 1 such that
(4.5) x = (F11, F22, detF ).
Let bk = F12(λk) and ck = F21(λk), k = 1, . . . , n. Then
F (λk) =
[
x1(λk) F12(λk)
F21(λk) x2(λk)
]
=
[
xk1 bk
ck x
k
2
]
,
and so
xk3 = x3(λk) = x
k
1x
k
2 − bkck.
Thus
bkck = x
k
1x
k
2 − xk3, k = 1, . . . , n.
Hence the equations (4.3) are satisfied, and for this choice of bk, ck the
matricial Nevanlinna-Pick problem with the data (4.4) is solvable by
F. Condition (2) of the theorem is satisfied.
(2) ⇒ (1) Suppose that bk, ck exist such that the equations (4.3)
hold and the Nevanlinna-Pick problem with data (4.4) is solvable by a
function F ∈ S2×2. Let
x = (F11, F22, detF ).
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By Proposition 2.2, x ∈ Hol(D, E).
Since conditions (4.4) hold, for k = 1, · · · , n,
x1(λk) = F11(λk) = x
k
1,
x2(λk) = F22(λk) = x
k
2,
x3(λk) = detF (λk) = x1(λk)x2(λk)− bkck = xk3.
Thus condition (1) of the theorem holds. 
As a consequence we obtain a solvability criterion for a finite inter-
polation problem for Hol(D, E) in terms of the positivity of one of a
family of matrices.
Corollary 4.2. Let λ1, . . . , λn be distinct points in D and let (xk1, xk2, xk3) ∈
E such that xk1xk2 6= xk3 for k = 1, . . . , n. The following three statements
are equivalent.
(1) There exists a function x ∈ Hol(D, E) such that
x(λk) = (x
k
1, x
k
2, x
k
3) for k = 1, . . . , n;
(2) there exist b1, . . . , bn and c1, . . . , cn ∈ C such that bkck = xk1xk2−
xk3 for k = 1, . . . , n and
(4.6)
I −
[
xk1 bk
ck x
k
2
]∗ [
x`1 b`
c` x
`
2
]
1− λkλ`

n
k,`=1
≥ 0.
(3) there exists a rational E-inner function x : D→ E such that
(4.7) x(λk) = (x
k
1, x
k
2, x
k
3), k = 1, . . . , n.
The statement (1)⇔ (2) follows immediately from Theorem 4.1 and
Pick’s theorem. The statement that (1) ⇔ (3) is contained in [12,
Theorem 8.1].
5. The structured singular value and the tetrablock
The original motivation for the study of the tetablock in [2] was the
wish to throw light on the “problem of µ-synthesis”, which arises in
the theory of robust control [13, 15, 16, 18]. Operator theorists were
greatly intrigued to learn around 1980 that some of their favourite
theorems, such as those of Pick and Nehari, played a significant role in
some problems of engineering design. It was immediately a challenge
to extend those theorems to provide an analysis of some of the more
subtle optimization problems posed by engineers. Up to now operator
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theorists have had limited success in meeting this challenge, and so it
remains relevant to analyse test cases of these optimization problems.
The symbol µ is used to denote the structured singular value of a
matrix relative to a space of linear transformations – see [14, 18] for
full definitions. The structured singular value is a cost function which
generalises the operator norm and is designed to reflect structural in-
formation about modelling uncertainty. The usual operator norm of a
matrix and the spectral radius of a square matrix are both instances
of µ. Accordingly, two special cases of the µ-synthesis problem are the
classical Nevanlinna-Pick problem and its spectral variant, in which
the operator norm is replaced by the spectral radius. The tetrablock
is associated with a third special case of µ, which we denote by µDiag.
Definition 5.1. Diag denotes the space of diagonal 2×2 matrices over
C.
For any 2× 2 matrix A,
µDiag(A)
def
= (inf{‖X‖ : X ∈ Diag, 1− AX is singular})−1 .
In the event that 1−AX is nonsingular for every X ∈ Diag we define
µDiag(A) to be 0.
The tetrablock is connected to µDiag by the simple fact [2, Theorem
9.1] that a 2 × 2 matrix A = [aij] satisfies µDiag(A) < 1 if and only if
(a11, a22, detA) ∈ E .
The µDiag-synthesis problem is the following special case of µ-synthesis.
Given distinct points λ1, . . . , λn in D and 2×2 matrices W1, . . . ,Wn,
where n ≥ 1, find conditions for the existence of an analytic 2 × 2
matrix-valued function F on D such that
F (λk) = Wk, k = 1, 2, . . . , n,
and
µDiag(F (λ)) ≤ 1 for all λ ∈ D.
There is a Matlab package [22] for the numerical solution of this prob-
lem, but as yet no very efficient algorithm and little supporting theory.
The problem can be reduced to the finite interpolation problem for
Hol(D, E), as is shown in the following result, which is [2, Theorem
9.2].
Proposition 5.2. Let λ1, . . . , λn be distinct points in D and let
Wk =
[
wkij
]2
i,j=1
for k = 1, . . . , n,
12 ZINAIDA A. LYKOVA, N. J. YOUNG AND AMOS E. AJIBO
be 2× 2 matrices such that wk12wk21 6= 0 for k = 1, . . . , n. The following
statements are equivalent.
(1) There exists an analytic function F : D→ C2×2 such that
F (λk) = Wk for k = 1, . . . , n
and
(5.1) sup
λ∈D
µDiag(F (λ)) ≤ 1;
(2) there exists an analytic function ϕ ∈ Hol(D, E) such that
(5.2) ϕ(λk) = (w
k
11, w
k
22, detWk) for k = 1, . . . , n.
On combining Proposition 5.2 with Theorem 4.1 we obtain a criterion
for the solvability of a µDiag-synthesis problem.
Theorem 5.3. Let λ1, . . . , λn be distinct points in D and let
Wk =
[
wkij
]2
i,j=1
for k = 1, . . . , n
be 2× 2 matrices such that wk12wk21 6= 0 for k = 1, . . . , n. The following
statements are equivalent.
(1) There exists an analytic function F : D→ C2×2 such that
F (λk) = Wk for k = 1, . . . , n
and
(5.3) sup
λ∈D
µDiag(F (λ)) ≤ 1;
(2) there exist b1, . . . , bn and c1, . . . , cn ∈ C such that
bkck = w
k
11w
k
22 − detWk for k = 1, . . . , n
and
(5.4)
I −
[
wk11 bk
ck w
k
22
]∗ [
w`11 b`
c` w
`
22
]
1− λkλ`

n
k,`=1
≥ 0.
Proof. By Theorem 5.2, since wk12w
k
21 6= 0 for k = 1, . . . , n, condition
(1) is equivalent to the existence of ϕ ∈ Hol(D, E) such that
ϕ(λk) = (w
k
11, w
k
22, detWk) for k = 1, . . . , n.
Hence, by Theorem 4.1, the matricial Nevanlinna-Pick problem with
data
λk 7→
[
wk11 bk
ck w
k
22
]
, k = 1, . . . , n,
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is solvable for some bk, ck ∈ C satisfying
bkck = w
k
11w
k
22 − detWk for k = 1, . . . , n.
By the matricial version of Pick’s theorem, this matricial Nevanlinna-
Pick problem is solvable if and only if the Pick condition (5.4) is satis-
fied. 
The proof suggests a way to construct solutions of a µDiag-synthesis
problem. Suppose we are given λ1, . . . , λn,W1, . . . ,Wn such that condi-
tion (2) of Theorem 5.3 is satisfied, and we can somehow find suitable
numbers b1, . . . , bn, c1, . . . , cn to make the Pick matrix positive. This is
of course a nonconvex problem, and we do not know of a good algo-
rithm to find the bk and ck. Once they are found, however, there are
various ways of constructing functions χ in the Schur class such that
χ(λk) =
 wk11 bk
ck w
k
22
 , k = 1, . . . , n,
(see for example [9]). The function
ϕ = (χ11, χ22, detχ)
is then an analytic function from D to E such that
ϕ(λk) = (w
k
11, w
k
22, detWk), k = 1, . . . , n,
and the outline following Proposition 3.1 shows how to use ϕ to con-
struct an analytic 2 × 2 matrix-valued function F in D such that
F (λk) = Wk and µDiag(F (λ)) ≤ 1 for all λ ∈ D.
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