Path model for quantum loop modules of fundamental type by Greenstein, Jacob & Lamprou, Polyxeni
ar
X
iv
:m
at
h/
03
07
04
9v
1 
 [m
ath
.Q
A]
  3
 Ju
l 2
00
3
PATH MODEL FOR QUANTUM LOOP MODULES OF
FUNDAMENTAL TYPE
JACOB GREENSTEIN AND POLYXENI LAMPROU
1. Introduction
1.1. In this paper we construct a combinatorial realisation of a certain class of
simple integrable modules with finite dimensional weight spaces over a quantised
affine algebra.
The best-known examples of such modules are the highest weight simple inte-
grable modules V (λ). These modules are, essentially, combinatorial objects for the
following reasons. First of all, they can be defined for an arbitrary quantised Kac-
Moody algebra. Next, the formal character of V (λ) is given by a universal formula
known as Kac-Weyl character formula (cf. [15, Chapter 10]) and determines V (λ)
uniquely up to an isomorphism. Furthermore, V (λ) is a quantum deformation
(cf. [23]) of a module over the corresponding Kac-Moody algebra which is also sim-
ple and has the same formal character. Finally, after [16, 24], V (λ) admits a crystal
basis and a global basis.
The properties of a crystal basis, formulated in an abstract way, lead to the
notion of a crystal as a set equipped with root operators e˜α, f˜α for each simple
root α of the corresponding Kac-Moody algebra and some other operations which
will be discussed later. In particular, one associates with V (λ) a crystal B(λ)
which encodes the major properties of the module. For example, one can define,
in a natural way, a tensor product of crystals whose properties reflect these of the
tensor product of modules for the V (λ). Namely, a decomposition of the tensor
product of crystals B(λ) and B(µ) yields a decomposition of V (λ)⊗ V (µ).
1.2. The crystals B(λ) are known to admit numerous combinatorial realisa-
tions. One of the most important, due to its simplicity and universality, is the path
model of Littelmann (cf. [21, 22]). In the framework of that model, B(λ) is repre-
sented as a subset of the set P of piece-wise continuous linear paths in a rational
vector subspace a Cartan subalgebra of the Kac-Moody algebra connecting the ori-
gin with an integral weight. Then the tensor product of crystals corresponds to the
concatenation of paths. The Isomorphism Theorem of Littelmann (cf. [22]) stipu-
lates that any subcrystal of P, which is generated over the associative monoid M
of root operators by a path which connects the origin with λ and lies entirely in
the dominant chamber, provides a realisation of B(λ). Moreover, any two such re-
alisations for λ fixed are isomorphic as crystals. In particular, they are isomorphic
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to the subcrystal of P generated over M by the linear path connecting the origin
with λ.
1.3. The case of affine Lie algebras is somewhat special since they admit, be-
sides the Kac-Moody presentation, an explicit realisation in terms of loop algebras.
Let g be a finite dimensional simple Lie algebra of rank ℓ over C and denote
by ĝ the corresponding untwisted affine algebra (cf. 2.2). Two quantum versions
of ĝ are generally considered. They will be denoted by Uq and Ûq respectively and
differ by a choice of the torus (cf. 2.3). The algebra Uq can also be viewed as a
subquotient of Ûq.
The algebra Uq admits finite dimensional integrable representations which have
been and still are being studied extensively (cf., to name but a few, [1, 7, 8, 10, 11,
12, 13, 18, 26, 27, 28]). These modules are parametrised by ℓ-tuples of polynomials
over C(q) in one variable with constant term 1, known as Drinfel’d polynomials,
and are very different, in many respects, from highest weight integrable modules.
They are not, in general, determined by their formal character (however, they are
determined by their q-characters introduced in [13]). They do not always admit
classical limits and these limits, when exist, are not necessarily simple modules
over the corresponding affine Lie algebra and in fact may have a rather complex
structure. Finally, it seems that existence of a crystal basis is an exception rather
than a rule for this class of modules. The general reason for these discrepancies
is that the construction of finite dimensional Uq modules arises from the loop-like
(Drinfel’d) presentation of Uq (cf. [2, 10, 19]) peculiar to the Kac-Moody algebras
of affine type.
1.4. Simple (infinite dimensional) integrable modules with finite dimensional
weight spaces were classified in [3, 6] for affine Lie algebras and in [5] for quantised
affine algebras. Namely, such a module is either a highest weight module V (λ) (or
its graded dual) or a loop module. The modules of the latter class are constructed,
in the quantum case, as simple submodules of the loop spaces of finite dimensional
simple modules over Uq. Namely, let π = (π1, . . . , πℓ), πi ∈ C(q)[u] be an ℓ-
tuple of polynomials with constant term 1 and let V (π) be the corresponding finite
dimensional simple Uq-module. Let m be the maximal positive integer such that
all the πi, i = 1, . . . , ℓ lie in C(q)[u
m]. Then one can show (cf. [5]) that the
cyclic group Z/mZ acts on the loop space V̂ (π) := V (π)⊗C(q) C(q)[t, t
−1] and its
action commutes with that of Ûq. In particular, simple submodules V̂ (π)
(k), k =
0, . . . ,m−1 correspond to distinct irreducible characters of the abelian groupZ/mZ.
We say that V̂ (π) is of fundamental type if πj(u) = δi,j(1−u
m) for some m > 0 and
for some i ∈ {1, . . . , ℓ} fixed. Henceforth we denote such an ℓ-tuple of polynomials
by ̟i;m.
It turns out that simple submodules of V̂ (̟i;m) are determined by their formal
characters up to a twist by an automorphism of Ûq . In the present paper we show
that these modules admit a certain analogue of a crystal basis and construct a
realisation in the framework of Littelmann’s path model of the crystal associated
to that basis in a natural way. The first example of g of type Aℓ, m arbitrary
and i = 1, in which case the module V (̟i;1) is isomorphic to the quantum analogue
of the natural (ℓ+1-dimensional) representation of g as a module over the quantised
enveloping algebra Uq(g) corresponding to g, was considered in [14]. The casem = 1
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was later treated, independently, by S. Naito and D. Sagaki (cf. [25]) for g of all
types and for all i = 1, . . . , ℓ. Here we consider all modules of fundamental type
for g of all types which we believe to be the widest class of integrable Ûq-modules
of level zero with finite dimensional weight spaces which admit a combinatorial
realisation inside the path crystal of Littelmann. Our analysis is based on the
approach of [14] and on the results of [18] and [25].
1.5. Let us briefly describe the principal results of this paper. It was shown
in [18] that V (̟i;1) always admits a crystal basis B(̟i;1) whosemth tensor power,
for anym > 0 is indecomposable as a crystal. In order to treat the modules V (̟i;m)
for an arbitrary m one has to introduce the notion of a z-crystal basis (cf. [5]
and Definition 3.1). Roughly speaking, whilst crystal bases are preserved as sets by
the root operators of Kashiwara, z-crystal bases are preserved by these operators
up to a multiplication by a power of a complex number z only. Our first result is
the following
Theorem 1. The simple module V̂ (̟i;m)
(k), k = 0, . . . ,m − 1, m > 0, admits a
z-crystal basis B̂(̟i;m)
(k), where z is an mth primitive root of unity.
From the combinatorial point of view multiplication of elements of a basis by
roots of unity is not important and one can get rid of it associating a crystal to a
z-crystal basis (cf. 3.2). It turns out that the crystal associated with B̂(̟i;m)
(k)
is indecomposable and these are all indecomposable subcrystals of the affinisa-
tion (cf. 2.8) of the finite crystal B(̟i;1)
⊗m. That illustrates once again how
different loop modules are from highest weight modules. Indeed, the affinisation
of B(̟i;1)
⊗m is also isomorphic to the crystal basis of the simple Ûq-module V̂ (π)
where π = (π1, . . . , πℓ) with πj(u) = δi,j(1 − u)
m. Thus, the crystal basis of that
simple module is a disjoint union of indecomposable crystals.
Let ̟i, i = 1, . . . , ℓ be the fundamental weights of g extended by zero to weights
of ĝ and let δ be the generator of imaginary roots of ĝ (cf. 2.2). The main result of
this paper is the following
Theorem 2. The associated crystal of B̂(̟i;m)
(k) is isomorphic to the subcrys-
tal B(m̟i + kδ) of the Littelmann path crystal generated by the linear path con-
necting the origin with m̟i + kδ.
Acknowledgements. We are greatly indebted to A. Joseph who taught us
all we know about crystals. We are grateful to V. Toledano-Laredo, and the first
author thanks B. Leclerc, P. Littelmann and M. Varagnolo, for numerous interesting
discussions.
2. Preliminaries and notations
2.1. Let C(q) be the field of rational functions in q with complex coefficients,
that is, the fraction field of C[q]. Let A ⊂ C(q) be the ring C[q] localized at q =
0, which identifies with the subring of rational functions in q regular at q = 0.
Given m ≥ n ≥ 0, define
[m]q :=
qm − q−m
q − q−1
, [m]q! = [1]q · · · [m]q,
[
m
n
]
q
:=
[m]q!
[n]q![m− n]q!
.
All the above are Laurent polynomials in q over Z.
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2.2. Set I = {1, . . . , ℓ} and let A = (aij)i,j∈I be the Cartan matrix of a finite
dimensional simple Lie algebra g over C of rank ℓ. Fix a Cartan subalgebra h ⊂ g
and let {αi}i∈I (respectively, {α
∨
i }i∈I) be a basis of h
∗ (respectively, of h) such
that α∨i (αj) = aij . Define the fundamental weights ̟i ∈ h
∗, i ∈ I of g by α∨i (̟j) =
δi,j , where δi,j is the Kronecker’s symbol, and let P0 be the free abelian group
generated by the ̟i, i ∈ I. Let θ =
∑
i∈I aiαi be the highest root of g with respect
to h and denote by θ∨ =
∑
i∈I a
∨
i α
∨
i the corresponding co-root.
Set Î = I ∪ {0} and let Â = (aij)i,j∈Î be the generalised Cartan matrix of the
untwisted affine Lie algebra ĝ associated with g. As a vector space,
ĝ = g⊗C C[t, t
−1]⊕Cc⊕C∂,
where c is the canonical central element and ad ∂ = t ddt . Then ĥ = h⊕Cc⊕C∂ is
a Cartan subalgebra of ĝ. Set α∨0 := c− θ
∨. Define δ ∈ ĥ∗ by ∂(δ) = 1, δ|h⊕Cc = 0
and set α0 = δ − θ. Then {αi}i∈Î (respectively, {α
∨
i }i∈Î) is a set of simple roots
of ĝ and α∨i (αj) = aij , i, j ∈ Î. Notice that α
∨
i (δ) = 0 = c(αi) for all i ∈ Î.
Define the fundamental weights Λi ∈ ĥ
∗, i ∈ Î of ĝ by conditions α∨i (Λj) = δi,j ,
∂(Λi) = δi,0. Let P be the free abelian group generated by the Λi, i ∈ Î and
set P̂ := P ⊕ Zδ. Extend the map ̟i 7→ Λi − a
∨
i Λ0 to an embedding of P0
into P and identify P0 with its image inside P which in turn coincides with the
set {λ ∈ P : c(λ) = 0}. Let ξ : P̂ → P̂ /Zδ be the canonical projection. Notice
that P identifies with P̂ /Zδ and that ξ(α0) = −θ.
For all i ∈ Î define an elementary reflection si ∈ Aut ĥ
∗ by siλ = λ − α
∨
i (λ)αi
for all λ ∈ ĥ∗. The Weyl group Ŵ of ĝ (respectively, the Weyl group W of g)
identifies with the group generated by the si : i ∈ Î (respectively, i ∈ I). The
set of roots of ĝ is a disjoint union of the set of real roots ∪i∈ÎŴαi and imaginary
roots Zδ \ {0}. If β is a real root, denote the corresponding co-root by β∨ and
set sβλ = λ− β
∨(λ)β, λ ∈ ĥ∗. Observe that s0 = sθ as an automorphism of P and
so Ŵ identifies with W when we consider the action of the former group on P .
2.3. Let di, i ∈ Î be positive relatively prime integers such that the ma-
trix (diaij)i,j∈Î is symmetric and let qi = q
di . Henceforth, for any symbol Xi,
i ∈ Î, set X
(k)
i := X
k
i /[k]qi !.
The quantised affine algebra Ûq := Uq(ĝ) corresponding to ĝ is an associative
algebra over C(q) with generators Ei, Fi, K
±1
i , i ∈ Î, C
±1/2 and D±1 subjects to
the following relations
C±1/2 are central and C =
∏
i∈Î
Kaii , where δ =
∑
i∈Î
aiαi
KiK
−1
i = K
−1
i Ki = DD
−1 = D−1D = 1, KiKj = KjKi, KiD = DKi,
KiEjK
−1
i = q
aij
i Ej , KiFjK
−1
i = q
−aij
i Fj ,
DEjD
−1 = qδj,0Ej , DFjD
−1 = q−δj,0Fj ,
[Ei, Fj ] = δi,j
Ki −K
−1
i
qi − q
−1
i
,
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1−aij∑
r=0
(−1)rE
(r)
i EjE
(1−aij−r)
i = 0 =
1−aij∑
r=0
(−1)rF
(r)
i FjF
(1−aij−r)
i , if i 6= j.
Let Ueq be the quotient of Ûq by the two-sided ideal generated by C
±1/2 − 1. The
algebra Uq is the subalgebra of U
e
q generated by the Ei, Fi and K
±1
i , i ∈ Î.
The elements Ei, Fi and K
±1
i , i ∈ I generate a subalgebra U
fin
q of Ûq which
is isomorphic to the quantised enveloping algebra Uq(g) of g. Notice also that, for
all i ∈ Î fixed, the elements Ei, Fi and K
±1
i generate a subalgebra of Ûq isomorphic
to Uqi(sl2).
2.4. One can introduce a Z-grading on Ûq in the following way. We say
that x ∈ Ûq is homogeneous of degree k ∈ Z if DxD
−1 = qkx. That grading is
obviously well-defined since all generators of Ûq are homogeneous and induces a Z-
grading onUq . Given z ∈ C(q)
×, define an automorphism φz of Ûq by φz(x) = z
kx
if x is homogeneous of degree k. Evidently, φz descends to an automorphism of Uq.
Let M be a Ûq or Uq-module. Denote by φ
∗
zM the vector space M with the
action of Ûq twisted by the automorphism φz, that is xφ
∗
z(m) := φz(x)m for all x ∈
Uq or Ûq, m ∈ M . Notice that the map M → φ
∗
zM is trivial as a map of vector
spaces or Ufinq -modules.
LetM be aUq-module. One can endow the loop space M̂ :=M⊗C(q)C(q)[t, t
−1]
of M with the structure of a Ûq-module by setting
x(m⊗ f(t)) = xm⊗ tkf(t), D±1(m⊗ f(t)) = m⊗ f(q±1t), C±1/2m = m,
for all m ∈M , f ∈ C(q)[t±1] and for all x ∈ Uq homogeneous of degree k.
2.5. Let M be a Uq (respectively, Ûq) module. We say that M is a module of
type 1 if M =
⊕
ν∈P0
Mν (respectively, M =
⊕
ν∈P̂ Mν), where Mν = {m ∈ M :
Kim = q
α∨i (ν)
i m, ∀ i ∈ Î} (respectively, Mν = {m ∈ M : Kim = q
α∨i (ν)
i m, ∀ i ∈
Î , Dm = q∂(ν)m}). The subspaces Mν are called weight subspaces of M and we
call M admissible if dimMν < ∞ for all ν ∈ P0 (respectively, for all ν ∈ P̂ ). An
element ν ∈ P0 or P̂ is a weight of M if Mν 6= 0.
A module of type 1 is said to be of level k ∈ Z if C acts onM by qk id and is said
to be integrable if the generators Ei, Fi, i ∈ Î act locally nilpotently onM . In other
words, M is a direct sum (possibly infinite), of finite dimensional simple Uqi(sl2)-
modules for all i ∈ Î. Evidently, if M is a finite dimensional Uq-module, then M̂
is an integrable Ûq-module. Moreover, observe that all weights of M̂ are of the
form ν + rδ where ν ∈ P0 and r ∈ Z, and that M̂ν+rδ is spanned by m ⊗ t
r
where m ∈Mν . Thus, M̂ is admissible.
2.6. It is well-known that Ûq admits a structure of a Hopf algebra. Throughout
the rest of this paper we will use the co-multiplication given on generators by the
following formulae
∆(Ei) = Ei ⊗K
−1
i + 1⊗ Ei, ∆(Fi) = Fi ⊗ 1 +Ki ⊗ Fi, (2.1)
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the elements K±1i , D
±1 and C±1/2 being group-like. Then one can easily prove by
induction on r that
∆(E
(r)
i ) =
r∑
s=0
q
−s(r−s)
i E
(s)
i ⊗ E
(r−s)
i K
−s
i ,
∆(F
(r)
i ) =
r∑
s=0
q
−s(r−s)
i F
(r−s)
i K
s
i ⊗ F
(s)
i
(2.2)
Evidently, the above Hopf algebra structure descends to the algebra Uq. Hence-
forth, unless specified otherwise, a tensor product of two Ûq or Uq modules is
assumed to be endowed with a structure of a Ûq or Uq module with respect to the
co-product (2.1).
2.7. The algebras Ûq and Uq admit another presentation, known as the Drin-
fel’d or loop-like presentation (cf. [2, 10, 19]). Namely, Ûq is isomorphic to an
associative algebra over C(q) generated by the x±i,k, hi,r, K
±1
i , i ∈ I, k ∈ Z,
r ∈ Z \ {0}, C±1/2 and D±1 subjects to certain relations (see, for example, [2, 4]).
Let us only mention that the x±i,k and the hi,k are homogeneous of degree k and x
+
i,0
(respectively, x−i,0) identifies with Ei (respectively, Fi).
For all i ∈ I and r ∈ Z, define Pi,±r by equating the powers of u in the formal
power series ∑
r≥0
Pi,±ru
r = exp
(
−
∑
k>0
q±khi,±k
[k]i
uk
)
.
Then the Pi,r , i ∈ I, r ∈ Z are homogeneous of degree r and generate the same
subalgebra of Ûq as the hi,r.
AUq-moduleM is called l-highest weight with highest weight (λ,π
±), where λ ∈
P0 and π
± = (π±1 (u), . . . , π
±
ℓ (u)) with π
±
i (u) =
∑
k≥0 πi,±ku
k ∈ C(q)[[u]] and
πi,0 = 1, if there exists a non-zero m ∈Mλ such that M = Uqm and
x±i,km = 0, Pi,±km = πi,±km, ∀i ∈ I, k ∈ Z.
Such an m is called an l-highest vector. By [8, 9], an l-highest weight module M
with highest weight (λ,π±) is simple and finite dimensional provided that π(u) =
π+(u) = (π1, . . . , πℓ) is an ℓ-tuple of polynomials, deg πi = α
∨
i (λ) and π
−
i (u) =
udegπiπi(u
−1)/(udegπiπi(u
−1)|u=0). Moreover, all finite dimensional simple Uq-
modules are obtained that way. Henceforth we denote the simple finite dimensional
l-highest weight module corresponding to an ℓ-tuple π of polynomials with constant
term 1 by V (π). Let vπ be the unique, up to a scalar, l-highest weight vector
of V (π).
Let z ∈ C×. Since the Pi,k are homogeneous of degree k, Pi,±kφ
∗
z(vπ) =
z±kπi,±kvπ . It follows that φ
∗
zV (π) is isomorphic to V (πz) where πz(u) = π(zu).
2.8. Let us conclude this section with a brief review of some facts about crystals
which we will need later. Throughout the rest of this paper, a crystal is a set B
endowed with maps ei, fi : B → B⊔{0}, εi, ϕi : B → Z for all i ∈ Î and wt : B → P
or wt : B → P̂ satisfying the standard axioms (see [17, 1.2] or [20, 5.2]). In
particular, ϕi(b) = εi(b) + α
∨
i (wt b) for all b ∈ B and ei, fi for i fixed are quasi-
inverses of each other i.e. for all b, b′ ∈ B, eib = b
′ if and only if fib
′ = b. All crystals
we consider are normal, that is εi(b) = max{n : e
n
i b ∈ B}, ϕi(b) = max{n : f
n
i b ∈
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B}. All morphisms of crystals will be assumed to be strict, that is, commuting
with all crystal operators. We say that B1 is a subcrystal of B2 if there exists an
injective morphism of crystals B1 → B2. If B1 is a subset of B2, we say that B1
is a subcrystal if the trivial embedding is a morphism of crystals that is, if B1 is a
crystal with respect to the crystal operations on B2 restricted to B1.
Let M be the associative monoid generated by the operators ei, fi : i ∈ Î. A
crystal B is generated by b ∈ B over M if B = Mb := {xb : x ∈ M} \ {0}. We
say that a crystal B is indecomposable if it does not admit a non-empty subcrystal
different from itself. By say [14, 2.5] a crystal B is indecomposable if and only if
B is generated by some b ∈ B over M. Moreover, if B = Mb for some b ∈ B
then B =Mb′ for all b′ ∈ B.
Given a family of crystals B1, . . . , Bn one can introduce a structure of a crystal
on the set B1×· · ·×Bn, which is called the tensor product of crystals and denoted
by B1⊗· · ·⊗Bn, in the following way (cf. [17, 1.3]). Given b = b1⊗· · ·⊗bn, bi ∈ Bi,
define the Kashiwara functions b 7→ rik(b) : i ∈ I, k ∈ {1, . . . , n} by
rik(b) = εi(bk)−
∑
1≤j<k
α∨i (wt bj).
Then εi(b) is defined to be the maximal value of r
i
k(b) as a function of k, wt b =
wt b1+ · · ·+wt bn and ei (respectively, fi) acts in the leftmost (respectively, right-
most) place where the maximal value of rik(b) is attained. That is known as Kashi-
wara’s tensor product rule. It takes a particularly nice form for n = 2 (cf. 3.5).
Let B be a crystal with wt : B → P . Its affinisation B̂ = B × Z is a crystal
with respect to the following operators. Denote the pair (b, n) ∈ B × Z as b ⊗ tn.
Then εi(b ⊗ t
n) = εi(b) and wt b ⊗ t
n = wt b + nδ ∈ P̂ . Furthermore, if eib = 0,
set ei(b ⊗ t
n) = 0. Otherwise, ei(b ⊗ t
n) = eib ⊗ t
n+δi,0 . Similarly, if fib = 0,
set fi(b⊗ t
n) = 0. Otherwise, set fi(b⊗ t
n) = fib⊗ t
n−δi,0 . This should be regarded
as the crystal analogue of the passage from a Uq-module V to a Ûq-module V̂
(cf. 2.4).
3. General properties of z-crystal bases
3.1. Let M be an integrable Uq or Ûq-module of type 1. Fix i ∈ Î and let u
be a weight vector of M of weight ν. Then u can be written uniquely as
u =
∑
s≥max{0,−α∨
i
(ν)}
F
(s)
i us, (3.1)
where us ∈ kerEi ∩ Mν+sαi and us = 0 for s ≫ 0. The crystal operators of
Kashiwara are defined as
e˜iu =
∑
s≥max{1,−α∨
i
(ν)}
F
(s−1)
i us, f˜iu =
∑
s≥max{0,−α∨
i
(ν)}
F
(s+1)
i us. (3.2)
Observe that, since M is integrable, the operators e˜i, f˜i are locally nilpotent.
Definition (cf. [5, 4.8]). Let z ∈ C×. A z-crystal basis of M is a pair (L,B),
where L is a free A-submodule of M and B is a basis of C-vector space L/qL such
that
(i) M = L⊗A C(q).
(ii) L =
⊕
λ Lλ, B =
∐
λBλ, where Lλ = L ∩Mλ and Bλ = B ∩ (Lλ/qLλ).
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(iii) L is preserved by the operators e˜i, f˜i for all i ∈ Î. In particular, e˜i, f˜i act
on L/qL.
(iv) e˜iB, f˜iB ⊂ z
Zδi,0B ∪ {0}, for all i ∈ Î.
(v) For all b, b′ ∈ B, i ∈ Î, e˜ib = z
rδi,0b′ if and only if f˜ib
′ = z−rδi,0b.
For z = 1 the above definition reduces to Kashiwara’s definition of crystal bases
(cf. for example [16]).
Let (L,B) be a z-crystal basis of an integrableUq or Ûq-moduleM . Given b ∈ B,
let εi(b) (respectively, ϕi(b)) be the minimal non-negative integer n such that e˜
n+1
i b
(respectively, f˜n+1i b) equals zero modulo qL. These are well-defined since e˜i, f˜i are
locally nilpotent. Furthermore, if b ∈ Bλ, set wt b = λ.
We will need the following simple modification of [24, Lemma 20.1.2] (cf. [5,
Lemma 4.8]).
Lemma. Fix i ∈ Î. Let u ∈ Lλ and write u =
∑
s≥max{0,−α∨
i
(ν)} F
(s)
i us as in (3.1).
Then
(i) F (r)us ∈ L for all r, s ≥ 0.
(ii) If u (mod qL) ∈ B then there exists s0 such that us ∈ qL, s 6= s0, us0
(mod qL) ∈ zZδi,0B and u = F (s0)us0 .
Proof. The proof is an obvious modification of that of Lemma 20.1.2 in [24]. 
3.2. Let (L,B) be a z-crystal basis of an integrable Uq or Ûq-module M .
It follows immediately from Definition 3.1 that the set B˜ =
⋃
r∈Z z
rB is a normal
crystal. Define an equivalence relation on B˜ by setting b ∼z b
′ if and only if b = zrb′
for some r ∈ Z. Then B˜/∼z identifies with B as a set.
Lemma. The set B˜/∼z is a normal crystal with respect to the operators e˜i, f˜i, εi,
ϕi, i ∈ Î and wt.
Proof. Immediate. 
We call B˜/∼z the crystal associated with B.
3.3. The following proposition justifies the definition of z-crystal bases.
Proposition. Let M be a finite-dimensional Uq-module and assume that M
′ =
φ∗zM is not isomorphic to M . Suppose that M admits a crystal basis (L,B).
Then (L′, B′) where L′ = φ∗zL, B
′ = φ∗zB ⊂ L
′/qL′ is a z-crystal basis of M ′.
Moreover, if b1, b2 ∈ B such that e˜0b1 = b2 and b
′
1, b
′
2 are their images in B
′ then
e˜0b
′
1 = zb
′
2.
Proof. Since M ∼=M ′ as Ufinq -module, it is sufficient to verify (iii)-(v) for i = 0.
Let u ∈ Lν be a weight vector and let us, s ≥ 0 be as in (3.1). Set u
′ = φ∗zu.
Then
u′ =
∑
s≥max{0,−α∨0 (ν)}
zsF
(s)
0 φ
∗
zus =
∑
s≥max{0,−α∨0 (ν)}
F
(s)
0 u
′
s,
where u′s = z
sφ∗zus. This provides the unique decomposition of the form (3.1)
for u′ ∈ L′. Then
φ∗z(e˜0u) =
∑
s≥max{1,−α∨0 (ν)}
zs−1F
(s−1)
0 φ
∗
z(us) = z
−1
∑
s≥max{1,−α∨0 (ν)}
F
(s−1)
0 u
′
s = z
−1e˜0u
′.
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Since e˜0u ∈ L, it follows that e˜0u
′ = zφ∗z(e˜0u) ∈ L
′. Similarly, f˜0u
′ = z−1φ∗z(f˜0u) ∈
L′. Since us ∈ L for all s ≥ 0 by Lemma 3.1(i), it follows that u
′
s ∈ L
′ for all s ≥ 0.
Furthermore, suppose that b = u (mod qL) ∈ B. Then by Lemma 3.1(ii) there
exists s0 such that us ∈ qL, s 6= s0, us0 (mod qL) ∈ z
ZB and b = F
(s0)
0 us0
(mod qL). Moreover, e˜0b = F
(s0−1)
0 us0 (mod qL), f˜0b = F
(s0+1)
0 us0 (mod qL).
Let b′ = φ∗zb = φ
∗
zu (mod qL
′) ∈ B′. It follows immediately that e˜0b
′ = zφ∗z(e˜0u)
(mod qL′) ∈ zZB′ ∪ {0}, f˜0b
′ = z−1φ∗z(f˜0u) (mod qL
′) ∈ zZB′ ∪ {0}.
Finally, suppose that e˜0b = b1 ∈ B and let b
′
1 = φ
∗
zb1. Then, as above, e˜0b
′ =
zb′1. On the other hand, b
′
1 = z
s0−1F (s0−1)φ∗z(us0) (mod qL
′), whence f˜0b
′
1 =
zs0−1F (s0)φ∗z(us0) = z
−1b′. 
Remark. Similarly, one can prove that if (L,B) is a z-crystal basis ofM and φ∗zM
is not isomorphic to M then (φ∗zL, φ
∗
zB) is a z-crystal basis of φ
∗
zM . Moreover,
if e˜0b = z
kb1 for some b, b1 ∈ B and b
′, b′1 denote their images in φ
∗
zB then e˜0b
′ =
zk+1b′1.
3.4. The following Lemma is rather standard (cf. [24, Corollary 17.4.2]). We
deem it necessary to present its proof here since the argument in [24] is based on
the use of Kashiwara’s bilinear form and cannot be modified for z-crystal bases.
Lemma. Let Mi, i = 1, 2 be finite dimensional Uq(sl2) modules of type 1 and
fix vi, i = 1, 2 such that Kvi = q
tivi, ti ≥ 0 and Evi = 0. Let Li be the A-module
generated by the F (s)vi, 0 ≤ s ≤ ti. Then
(i) L := L1⊗AL2 is preserved by the operators e˜, f˜ acting on the module M1⊗M2.
(ii) There exist unique, up to multiplication by an element of 1+qA, ur ∈ kerE∩L,
0 ≤ r ≤ min{t1, t2} such that ur /∈ qL, Kur = q
t1+t2−2rur, L is a direct
sum of A-modules generated by F (b)ur, 0 ≤ b ≤ t1 + t2 − r + 1 and for
all 0 ≤ si ≤ ti, i = 1, 2, there exists a unique s, 0 ≤ s ≤ min{t1, t2} such
that F (s1)v1 ⊗ F
(s2)v2 = F
(s1+s2−s)us (mod qL).
(iii) For all 0 ≤ si ≤ ti,
e˜(F (s1)v1 ⊗ F
(s2)v2) = F
(s1−1)v1 ⊗ F
(s2)v2 (mod qL), t1 ≥ s1 + s2
e˜(F (s1)v1 ⊗ F
(s2)v2) = F
(s1)v1 ⊗ F
(s2−1)v2 (mod qL), t1 < s1 + s2
f˜(F (s1)v1 ⊗ F
(s2)v2) = F
(s1+1)v1 ⊗ F
(s2)v2 (mod qL), t1 > s1 + s2
f˜(F (s1)v1 ⊗ F
(s2)v2) = F
(s1)v1 ⊗ F
(s2+1)v2 (mod qL), t1 ≤ s1 + s2,
where F (s)vi = 0 if s < 0.
Proof. Let V (n), n ≥ 0 denote the unique (n + 1)-dimensional simple Uq(sl2)
module. It is sufficient to prove the Lemma for Mi ∼= V (ti). The argument is by
induction on t1 and is rather standard.
1◦. Suppose first that t1 = 0. Then F
(s)(v1⊗v2) = v1⊗F
(s)v2 and E(v1⊗v2) = 0.
The proposition is then trivial.
2◦. Suppose that t1 = 1 and set u0 = v1 ⊗ v1,
u1 = v1 ⊗ Fv2 − q
t2 [t2]qFv1 ⊗ v2 = v1 ⊗ Fv2 − q
1− q2t2
1− q2
Fv1 ⊗ v2.
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Then u0, u1 generate kerE ∩ L and u1 = v1 ⊗ Fv2 (mod qL). Furthermore,
F (b)u0 = q
bv1 ⊗ F
(b)v2 + Fv1 ⊗ F
(b−1)v2 (3.3)
F (b)u1 =
1− q2(b+1)
1− q2
v1 ⊗ F
(b+1)v2 + q
q2t2−b − qb
1− q2
Fv1 ⊗ F
(b)v2, (3.4)
where we used (2.2). Since F (b)v2 = 0 if b > t2, it follows immediately that
F (b)u0, F
(b)u1 ∈ L for all b ≥ 0. Moreover, by the above formulae, v1 ⊗ F
(b)v2 =
F (b−1)u1 (mod qL) whilst Fv1 ⊗ F
(b−1)v2 = F
(b)u0 (mod qL), b > 0. It follows
that the matrix of F (b)u0, F
(b−1)u1 in the basis of Fv1 ⊗ F
(b−1)v2, v1 ⊗ F
(b)v2
is diagonal and its diagonal entries equal 1 (mod qA). Therefore, that matrix is
invertible over A and so the F (b)u0, F
(b−1)u1 and Fv1 ⊗ F
(b−1)v2, v1 ⊗ F
(b)v2
generate the same A-module which completes the proof of (ii).
Since Eu0 = 0, it follows that e˜(v1 ⊗ v2) = 0. On the other hand, f˜(v1 ⊗ v2) =
Fu0 = Fv1 ⊗ v2 (mod qL), which agrees with the formulae in (iii).
Suppose now that b > 0. By the above, F (s)v1 ⊗ F
(b−s)v2 = xsF
(b)u0 +
ysF
(b−1)u1, where xs ∈ δs,1+qA, ys ∈ δs,0+qA. Then, by definition of Kashiwara’s
operators,
e˜(F (s)v1 ⊗ F
(b−s)v2) = xsF
(b−1)u0 + ysF
(b−2)u1,
In particular, e˜ preserves L. If s = 0 then the above expression equals F (b−2)u1
(mod qL) = v1⊗F
(b−1)v2 (mod qL) provided that b ≥ 2 (and so s1+ s2 = b > t1),
which agrees with the formulae in (iii). If b = 1 (that is, s1+s2 ≤ t1), e˜(v1⊗Fv2) =
xsu0 = 0 (mod qL) as expected. Similarly, if s = 1, we get
e˜(Fv1 ⊗ F
(b−1)v2) = F
(b−1)u0 (mod qL) = Fv1 ⊗ F
(b−2)v2 (mod qL),
as desired. The formulae for the action of f˜ are proved similarly.
3◦. Suppose that (i)–(iii) are proved for all t1 ≤ t, t > 0. It is well-known
(cf., for example, [20, 4.3]) that V (t + 1) can be realised as a simple submod-
ule of V (1) ⊗ V (t) generated by the tensor product of the corresponding highest
weight vectors. Thus, we can write v1 from the assertion of the Lemma as v
′′
1 ⊗ v
′
1,
where Ev′1 = Ev
′′
1 = 0, F
2v′′1 = 0, F
t+1v′1 = 0. Let L
′ be the A-module gen-
erated by the F (s1)v′1 ⊗ F
(s2)v2 and denote by u
′
r, 0 ≤ r ≤ min{t, t2} the ele-
ments of kerE ∩L′ satisfying Ku′r = q
t+t2−2ru′r given by the induction hypothesis.
Let L′′ = Av′′1 + AFv
′′
1 . It follows from (3.4) that the A-module L generated by
the F (s1)v1 ⊗ F
(s2)v2 is an A-submodule of L
′′ ⊗A L
′.
By the induction hypothesis, L′ =
⊕
r
(⊕
bAF
(b)u′r
)
. Applying the second
part of the proof to L′′ ⊗A
⊕
bAF
(b)u′r, 0 ≤ r ≤ min{t, t2}, we conclude that e˜,
f˜ preserve L′′ ⊗A L
′. Since L is contained in the intersection of L′′ ⊗A L
′ with a
submodule of V (1)⊗ V (t)⊗ V (t2), it follows that e˜, f˜ preserve L.
The next step is to prove the formulae in (iii). Since e˜, f˜ preserve L, we can do
all the computations modulo qL.
Consider first v1⊗F
(s2)v2 = v
′′
1 ⊗v
′
1⊗F
(s2)v2, s2 ≤ t2. By the induction hypoth-
esis, v′1⊗F
(s2)v2 = F
(s2−s)u′s (mod qL
′) for some 0 ≤ s ≤ min{t, t2}. Suppose first
that s2 ≤ t. Then e˜(v
′
1 ⊗ F
(s2)v2) = 0 (mod qL
′) = F (s2−s−1)u′s by the induction
hypothesis, whence s2 = s. It follows that e˜(v1⊗F
(s2)v2) = e˜(v
′′
1⊗u
′
s2) (mod qL) =
0, as desired. Suppose that s2 = t+ k, k > 0. Then v
′
1 ⊗F
(s2)v2 = f˜
k(v′1 ⊗ F
(t)v2)
(mod qL′) = F (k)u′t (mod qL
′) by the induction hypothesis. Then e˜(v1⊗F
(s2)v2) =
e˜(v′′1 ⊗F
(k)u′t) (mod qL). By the first part of the proof, the latter expression equals
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zero if k = 1 (that is, s2 = t + 1) and v
′′
1 ⊗ F
(k−1)u′t = v1 ⊗ F
(s2−1)v2 (mod qL)
if k > 1 (that is, s2 > t+ 1). Both agree with the formulae in (iii).
It follows from (3.3) that F (s1)v1 = Fv
′′
1⊗F
(s1−1)v′1 (mod q(L
′′⊗AL
′)), 0 < s1 ≤
t+1. Suppose first that s2 ≤ t. Then f˜(v
′′
1 ⊗ u
′
s2) = Fv
′′
1 ⊗u
′
s2 (mod qL) = Fv
′′
1 ⊗
v′1 ⊗ F
(s2)v2 = Fv1 ⊗ F
(s2)v2 (mod qL) with agrees with (iii). Similarly, if s2 > t,
f˜(v1 ⊗ F
(s2)v2) = f˜(v
′′
1 ⊗ F
(s2−t)u′t) (mod qL) = v
′′
1 ⊗ F
(s2−t+1)u′t (mod qL) by
the second part of the proof. Thus, f˜(v1 ⊗ F
(s2)v2) = v1 ⊗ F
(s2+1)v2 (mod qL) as
desired.
Consider now F (s1)v1 ⊗ F
(s2)v2 with 0 < s1 ≤ t + 1. Using the induction
hypothesis, we get
e˜(F (s1)v1 ⊗ F
(s2)v2) = e˜(Fv
′′
1 ⊗ F
(s1−1)v′1 ⊗ F
(s2)v2) (mod qL)
= e˜(Fv′′1 ⊗ F
(s1+s2−s−1)u′s) (mod qL)
for some s, 0 ≤ s ≤ min{t, t2}. Suppose first that s1 + s2 − s ≤ 1. Then, by the
second part of the proof,
e˜(Fv′′1 ⊗ F
(s1+s2−s−1)u′s) = v
′′
1 ⊗ F
(s1+s2−s−1)u′s (mod qL).
Yet s1+s2−s ≥ 1, hence F
(s1−1)v′1⊗F
(s2)v2 = us1+s2−1 (mod qL
′). In particular,
e˜(F (s1−1)v′1 ⊗F
(s2)v2) = 0 (mod qL
′). Suppose that s1 + s2 ≤ t+ 1. Then, by the
induction hypothesis 0 = e˜(F (s1−1)v′1 ⊗ F
(s2)v2) = F
(s1−2)v′1 ⊗ F
(s2)v2 (mod qL
′).
We conclude that s1 = 1. Thus
e˜(F (s1)v1 ⊗ F
(s2)v2) = v
′′
1 ⊗ v
′
1 ⊗ F
(s2)v2 (mod qL) = v1 ⊗ F
(s2)v2 (mod qL),
which agrees with the formulae in (iii). On the other hand, if s1 + s2 > t + 1,
then, by the induction hypothesis, e˜(F (s1−1)v′1⊗F
(s2)v2) = F
(s1−1)v′1⊗F
(s2−1)v2,
whence s2 = 0 and s1 > t+ 1 which is a contradiction.
Finally, assume that s1 + s2 − s > 1. Then, by the second part of the proof,
e˜(Fv′′1 ⊗ F
(s1+s2−s−1)u′s) = Fv
′′
1 ⊗ F
(s1+s2−s−2)u′s (mod qL). Yet, by the induc-
tion hypothesis, F (s1+s2−s−2)u′s = e˜(F
(s1−1)v′1 ⊗ F
(s2)) (mod qL′). The latter
expression equals modulo qL′, by the induction hypothesis, F (s1−2)v′1 ⊗ F
(s2)v2
if s1 + s2 − 1 ≤ t and F
(s1−1)v′1 ⊗ F
(s2−1)v2 otherwise. Thus,
e˜(F (s1)v1 ⊗ F
(s2)v2) = Fv
′′
1 ⊗ F
(s1−2+k)v′1 ⊗ F
(s2−k)v2 (mod qL)
= F (s1−1+k)v1 ⊗ F
(s2−k)v2 (mod qL),
where k equals zero if s1 + s2 ≤ t + 1 and 1 otherwise. That proves the first two
formulae in (iii). In order to prove the last two formulae, observe that, since s1 +
s2 − s ≥ 1, f˜(Fv
′′
1 ⊗ F
(s1+s2−s−1)u′s) = Fv
′′
1 ⊗ F
(s1+s2−s)u′s (mod qL) = Fv
′′
1 ⊗
f˜(F (s1−1)v′1 ⊗ F
(s2)v2) (mod qL). It remains to apply the induction hypothesis.
The last step is to prove (ii). Set, for 0 ≤ r ≤ min{t+ 1, t2},
ur =
r∑
a=0
cr,aF
(a)v1 ⊗ F
(r−a)v2,
where cr,0 = 1 and, for 1 ≤ a ≤ r,
cr,a = (−1)
a
a∏
j=1
qt2−2(r−j)
[t2 − r + j]q
[t− j + 2]q
= (−1)aqa(t−r+2)
a∏
j=1
1− q2(t2−r+j)
1− q2(t−j+2)
.
12 JACOB GREENSTEIN AND POLYXENI LAMPROU
Then Eur = 0 and Kur = q
t+t2+1−2rur. Evidently, ur ∈ L and ur = v1 ⊗ F
(r)v2
(mod qL). We claim that, for all 0 ≤ s1 ≤ t + 1, 0 ≤ s2 ≤ t2 there exist a unique
0 ≤ s ≤ min{t + 1, t2} such that F
(s1)v1 ⊗ F
(s2)v2 = f˜
s1+s2−sus (mod qL) =
F (s1+s2−s)us (mod qL). Evidently, (ii) follows immediately from the claim.
In order to prove the claim, observe first that v1 ⊗ F
(s2)v2 = us2 (mod qL),
0 ≤ min{t + 1, t2}. If t2 ≤ t + 1 that gives v1 ⊗ F
(s2)v2 for all 0 ≤ s2 ≤ t2.
Otherwise, by (iii), f˜k(v1 ⊗ F
(t+1)v2) = v1 ⊗ F
(t+k+1)v2 (mod qL). Thus, v1 ⊗
F (s2)v2 = f˜
s2−t−1ut+1, s2 > t + 1. Consider further F
(s1)v1 ⊗ F
(s2)v2, s1 > 0.
We use induction on s1. If s1 + s2 < t + 1 then we have, by (iii), F
(s1+1)v1 ⊗
F (s2)v2 = f˜(F
(s1)v1⊗F
(s2)v2 (mod qL) = f˜
s1+s2−s+1us (mod qL), where s is such
that F (s1)v1 ⊗ F
(s2)v2 = f˜
s1+s2−sus (mod qL). Finally, suppose that s1 + s2 =
t+1+k, k ≥ 0. We may assume that s1 < t+1 for otherwise F
(s1+1)v1 = 0. Set l =
t+1−s1 > 0. Then s2 = k+ l ≥ l and F
(s1)v1⊗F
(l−1)v2 = f˜
s1+l−s−1us (mod qL)
by the induction hypothesis. Using (iii) repeatedly we conclude that F (s1+1)v1 ⊗
F (s2)v2 = f˜
s2−l+2(F (s1)v1⊗F
(l−1)v2) (mod qL) = f˜
s1+s2−s+1us (mod qL), which
completes the proof of the claim. 
3.5. LetMi, i = 1, 2 be finite dimensionalUq-modules or admissible integrable
Ûq-modules. Suppose that M1 admits a crystal basis (L1, B1) and that M2 admits
a z-crystal basis (L2, B2) for some z ∈ C
×.
Proposition. The pair (L,B), where L = L1 ⊗A L2 and B = {b1 ⊗ b2 : bi ∈ Bi},
is a z-crystal basis of M1 ⊗M2. Moreover, for all bi ∈ Bi, i = 1, 2
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2, ϕi(b1) ≥ εi(b2)
b1 ⊗ e˜ib2, ϕi(b1) < εi(b2)
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2, ϕi(b1) > εi(b2)
b1 ⊗ f˜ib2, ϕi(b1) ≤ εi(b2).
Proof. The proof is essentially the same as that of [24, Theorem 20.2.2]. We only
have to verify the properties of a z-crystal basis for i = 0. Set
Gti := {v ∈ Li : K0v = q
t
0v, E0v = 0, v ∈ Bi (mod qLi)}.
Then, by Lemma Lemma 3.1, F
(s1)
0 v1 ∈ B1 (mod qL1) for all v1 ∈ G
t1
1 and 0 ≤
s1 ≤ t1 and all elements of B1 are obtained that way. Similarly, for all v2 ∈ G
t2
2
and 0 ≤ s2 ≤ t2 there exists r = r(v2, s2) ∈ Z such that z
rF
(s2)
0 v2 ∈ B2 (mod qL2)
and all elements of B2 are obtained that way. Since the weight spaces ofMi, i = 1, 2
are finite-dimensional, it follows by Nakayama’s Lemma that the A-module Li is
generated over A by the F
(si)
0 vi, vi ∈ G
ti
i , 0 ≤ si ≤ ti. Therefore, L is generated
overA by the F
(s1)
0 v1⊗F
(s2)
0 v2, vi ∈ G
ti
i , 0 ≤ si ≤ ti, i = 1, 2. Using Lemma 3.4(iii)
we conclude that e˜0, f˜0 map the generators of the A-module L into L and hence
act on L. The rest of the properties of a z-crystal basis and Kashiwara’s tensor
product rule follows readily from Lemma 3.4(iii). 
3.6. Let V be a finite-dimensional simpleUq-module and assume that V admits
a z-crystal basis (L,B) for some z ∈ C×. Let V̂ be as in 2.4
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Lemma. Set L̂ = L ⊗A A[t, t
−1], B̂ = {b ⊗ tr : b ∈ B, r ∈ Z}. Then (L̂, B̂) is a
z-crystal basis of the Ûq-module V̂ . Moreover, for all b ∈ B, r ∈ Z,
e˜i(b ⊗ t
r) = (e˜ib)⊗ t
r+δi,0 (mod qL̂), f˜i(b⊗ t
r) = (f˜ib)⊗ t
r−δi,0 (mod qL̂).
In other words, the associated crystal of B̂ is the affinisation of the associated crystal
of B in the sense of the definition given in 2.8.
Proof. Take u ∈ L of weight λ and write u =
∑
s≥max{0,−α∨
i
(λ)} F
(s)
i us as in (3.1).
Evidently,
u⊗ tr =
∑
s≥max{0,−α∨
i
(λ)}
F
(s)
i (us ⊗ t
r+sδi,0),
which is the decomposition (3.1) for u⊗ tr. Then by the definition of Kashiwara’s
operators,
e˜i(u ⊗ t
r) =
∑
s≥max{1,−α∨
i
(λ)}
F
(s−1)
i (us ⊗ t
r+sδi,0)
=
( ∑
s≥max{1,−α∨
i
(λ)}
F
(s−1)
i us
)
⊗ tr+δi,0 = (e˜iu)⊗ t
r+δi,0
f˜i(u ⊗ t
r) =
∑
s≥max{0,−α∨
i
(λ)}
F
(s+1)
i (us ⊗ t
r+sδi,0)
=
( ∑
s≥max{0,−α∨
i
(λ)}
F
(s+1)
i us
)
⊗ tr−δi,0 = (f˜iu)⊗ t
r−δi,0 .
The assertion follows immediately from the above formulae and the properties of a
z-crystal basis. 
4. Quantum loop modules and their z-crystal bases
4.1. Let π0 be an ℓ-tuple of polynomials over C(q) with constant term 1 and
suppose that π0(zu) 6= π0(u), z ∈ C× as a set of polynomials. Given ℓ-tuples of
polynomials π = (πi)i∈I , π
′ = (π′i)i∈I set ππ
′ = (πiπ
′
i)i∈I .
Retain the notations of 2.7 and suppose that the finite dimensional Uq-module
V (π0) admits a crystal basis (L(π0), B(π0)). Fix m ∈ N which does not exceed
the multiplicative order of z and set π = π0π0z · · ·π
0
zm−1 . Then V (π) is isomorphic
to V (π0) ⊗ V (π0z) ⊗ · · · ⊗ V (π
0
zm−1) by [4]. Furthermore, set L(π) = L(π
0) ⊗A
φ∗zL(π
0)⊗A · · ·⊗Aφ
∗
zm−1L(π
0) and define B(π) accordingly. Since φ∗z is the identity
map on the level of vector spaces, B(π) identifies with B(π0)⊗m = {b1⊗ · · ·⊗ bm :
bi ∈ B(π
0)}.
Proposition. The pair (L(π), B(π)) is a z-crystal basis of V (π). Moreover, for
all b1, . . . , bm ∈ B(π
0),
e˜i(b1 ⊗ · · · ⊗ bm) = z
r−1 b1 ⊗ · · · ⊗ br−1 ⊗ e˜ibr ⊗ br+1 ⊗ · · · ⊗ bm
f˜i(b1 ⊗ · · · ⊗ bm) = z
−s+1b1 ⊗ · · · ⊗ bs−1 ⊗ e˜ibs ⊗ bs+1 ⊗ · · · ⊗ bm,
where r and s are determined by Kashiwara’s tensor product rule. In particular,
the associated crystal of B(π) is isomorphic to B(π0)⊗m.
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Proof. The proof is by induction on m, the induction base being trivial. Recall
that V (π0a) = φ
∗
aV (π
0). Set Vk = V (π
0) ⊗ V (π0z) ⊗ · · · ⊗ V (π
0
zk−1), k > 0
and define Lk, Bk accordingly. Suppose that (Lk, Bk) is a z-crystal basis for Vk.
Then Vk+1 ∼= V1⊗φ
∗
zVk and (φ
∗
zLk, φ
∗
zBk) is a z-crystal basis of Vk by Remark 3.3.
Then (L1 ⊗ φ
∗
zLk, B1 ⊗ φ
∗
zBk) = (Lk+1, Bk+1) is a z-crystal basis of Vk by Propo-
sition 3.5. The formulae follow immediately from these in Proposition 3.5. 
4.2. Let ζ be an mth primitive root of unity. Let π0 be a tuple of polyno-
mials such that π0(ζu) 6= π0(u) as a set of polynomials. Fix an l-highest weight
vector vπ0 in V (π
0) and write vπ0z = φ
∗
zvπ0 . Let V (π) = V (π
0) ⊗ V (π0ζ) ⊗
· · · ⊗ V (π0ζm−1) and set vπ = vπ0 ⊗ vπ0ζ ⊗ · · · ⊗ vπ0ζm−1
. By [4], V (π) is a simple
Uq-module and there exists a unique isomorphism of Uq-modules
τ : V (π)→ V (π0ζm−1)⊗ V (π
0)⊗ V (π0ζ) · · · ⊗ V (π
0
ζm−2)
which maps vπ to the corresponding permuted tensor product of the vπ0
ζk
. De-
fine η : V (π) → V (π) by η := (φ∗ζ)
⊗m ◦ τ . Then, for all x ∈ Uq homogeneous of
degree k and for all v ∈ V (π) we have η(xv) = ζ−kxη(v) (cf. [5, Lemma 2.6]). In
particular, since η(vπ) = vπ , we conclude that
V (π) =
m−1⊕
k=0
V (π)(k), where V (π)(k) := {v ∈ V (π) : η(v) = ζkv}.
Define η̂ : V̂ (π) → V̂ (π) by η̂(v ⊗ tr) = ζrη(v) ⊗ tr. Then η̂ ∈ End
Ûq
V̂ (π)
(cf. [5, Lemma 2.7]). Moreover, by [5, Lemma 2.8], V̂ (π) is a direct sum of simple
Ûq-submodules V̂ (π)
(r), r = 0, . . . ,m − 1 which are in turn the eigenspaces of η̂
corresponding to the eigenvalues ζr. Observe also that V̂ (π)(r) is spanned by v⊗ts,
where v ∈ V (π)(k), k = r − s (mod m). By [5, Theorem 5], all simple integrable
admissible Ûq-modules of level zero are obtained that way.
4.3. Following [5, 4.3], set, for all v ∈ V (π), r, s ∈ Z
Πs(v) :=
1
m
m−1∑
j=0
ζ−jsηj(v), Π̂s(v ⊗ t
r) := Πs−r(v) ⊗ t
r.
By [5, Lemma 4.3], Πs (respectively, Π̂s) is an orthogonal projector onto V (π)
(s)
(respectively, onto V̂ (π)(s)). Moreover, if x ∈ Uq is homogeneous of degree k, then
Πs(xv) =
1
m
m−1∑
j=0
ζ−j(s+k)xηj(v) = xΠs+k(v). (4.1)
The map Π̂s is obviously a homomorphism of Ûq-modules.
In the reminder of this section we will prove that V̂ (π)(r) admits a ζ-crystal
basis provided that V (π0) admits a crystal basis.
4.4. Suppose that V (π0) is a “good” Uq-module (we refer the reader to [18,
Sect. 8] for the precise definition). In particular, V (π0) admits a crystal ba-
sis (L(π0), B(π0)) and B(π0)⊗m is indecomposable as a crystal for all m > 0. It
is proved in [18, Proposition 5.15] that the module V (̟i;1) corresponding to π
0 =
̟i;1 = (π1, . . . , πℓ), where πj(u) = δi,j(1 − u), is good.
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Let z1, z2 ∈ C
×. Let τz1,z2 be the isomorphism V (π
0
z1) ⊗ V (π
0
z2) → V (π
0
z2) ⊗
V (π0z1) normalized so that it preserves the tensor product of highest weight vec-
tors. By [18, Proposition 9.3], τz1,z2 maps φ
∗
z1L(π
0)⊗A φ
∗
z2L(π
0) into φ∗z2L(π
0)⊗
φ∗z1L(π
0). Moreover, there is a unique map χ : B(π0)⊗2 → Z such that
τz1,z2(b1 ⊗ b2) = (z1/z2)
χ(b1⊗b2)b1 ⊗ b2 (mod q(φ
∗
z1L(π
0)⊗A φ
∗
z2L(π
0))).
and χ(bπ0 ⊗ bπ0) = 0 where bπ0 ∈ B(π
0) is the l-highest weight vector.
Lemma. Let b1, b2 ∈ B(π
0) and suppose that f˜i(b1 ⊗ b2) 6= 0. Then
χ(f˜i(b1 ⊗ b2)) =
{
χ(b1 ⊗ b2) + δi,0, ϕi(b1) > εi(b2)
χ(b1 ⊗ b2)− δi,0, ϕi(b1) ≤ εi(b2).
Similarly, if e˜i(b1 ⊗ b2) 6= 0, then
χ(e˜i(b1 ⊗ b2)) =
{
χ(b1 ⊗ b2)− δi,0, ϕi(b1) ≥ εi(b2)
χ(b1 ⊗ b2) + δi,0, ϕi(b1) < εi(b2).
Proof. Observe that f˜i commutes with τz1,z2 . Indeed, given u ∈ V (π
0
z1)⊗ V (π
0
z1),
write, as in (3.1), u =
∑
s F
(s)
i us. Since τz1,z2 is an isomorphism of Uq-modules,
τz1,z2(f˜iu) =
∑
s F
(s+1)
i τz1,z2(us). On the other hand, τz1,z2 commutes with Ei,
K±1i , hence τz1,z2(us) has the same weight as us and is annihilated by Ei. It follows
that τz1,z2(u) =
∑
s F
(s)
i τz1,z2(us) is the unique decomposition of the form (3.1).
Therefore, f˜iτz1,z2(u) =
∑
s F
(s+1)
i τz1,z2(us) = τz1,z2(f˜iu).
It is sufficient to prove the formula for χ(f˜i(b1⊗b2)) since the formula for χ(e˜i(b1⊗
b2)) follows from that one by the properties of crystals. Suppose that ϕi(b1) >
εi(b2), the other case being similar. Then f˜i(b1⊗b2) = z
−δi,0
1 f˜ib1⊗b2 by Lemma 3.3
and Proposition 3.5. Therefore,
τz1,z2(f˜i(b1 ⊗ b2)) = z
−δi,0
1 (z1/z2)
χ(f˜ib1⊗b2)f˜ib1 ⊗ b2.
On the other hand,
f˜i(τz1,z2(b1 ⊗ b2)) = (z1/z2)
χ(b1⊗b2)z
−δi,0
2 f˜ib1 ⊗ b2.
Since f˜i commutes with τz1,z2 it follows that χ(f˜ib1 ⊗ b2) = χ(b1 ⊗ b2) + δi,0. 
The map χ : B(π0)⊗2 → Z is called the energy function.
4.5. Retain the notations of 4.2. Using the isomorphism τz1,z2 , we can write τ
as
τ = τ (0) ◦ · · · ◦ τ (m−2),
where
τ (k) := id⊗k⊗τζk,ζm−1 ⊗ id
⊗m−k−2 .
Take some b1, . . . , bm ∈ B(π
0) and consider b = b1 ⊗ · · · ⊗ bm ∈ B(π). Then
τ(b) = ζMajχ(b)b,
where χ : B(π0)⊗2 → Z is the energy function and
Majχ(b) =
m−1∑
r=1
rχ(br ⊗ br+1)
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is the generalised major index of MacMahon. Indeed, in the case of g of type Aℓ
and π0 =̟1;1, there exists a total order on B(π
0) such that, for all b, b′ ∈ B(π0),
χ(b ⊗ b′) = 0 if b ≥ b′ whilst χ(b ⊗ b′) = 1 if b < b′ (cf. [14]). Thus, in that
case Majχ(b) is just the usual major index of MacMahon for a word in a monoid
over a completely ordered alphabet.
Lemma. Let V (π)(k) be the eigenspace of η corresponding to the eigenvalue ζk.
Set L(π)(k) := L(π) ∩ V (π)(k), B(π)(k) := {b ∈ B(π) : Majχ(b) = k (mod m)}.
Then
(i) L(π)(k) is a free A-module, V (π)(k) = L(π)(k)⊗AC(q) and B(π)
(k) is a basis
of the C-vector space L(π)(k)/qL(π)(k).
(ii) Let u ∈ L(π)(k) and write u =
∑
s F
(s)
i us as in (3.1). Then us ∈ L(π)
(k−sδi,0),
e˜iu ∈ L(π)
(k−δi,0) and f˜iu ∈ L(π)
(k+δi,0).
(iii) Suppose that b ∈ B(π)(k). Then
e˜ib ∈ ζ
Zδi,0B(π)(k−δi,0) ∪ {0}, f˜ib ∈ ζ
Zδi,0B(π)(k+δi,0) ∪ {0}.
Proof. Take u ∈ L(π) such that u = b (mod qL(π)). Since L(π) is a free module
and B(π) is a basis of L(π)/qL(π), such u generate L(π) as an A-module by
Nakayama’s Lemma. Then, since η maps L(π) into itself,
Πs(u) =
1
m
m−1∑
r=0
ζr(Majχ(b)−s)b (mod qL(π)).
It follows that Πs(u) = b (mod qL(π)) if s = Majχ(b) (mod m) whilst Πs(u) = 0
(mod qL(π)) otherwise.
Since Πk is an orthogonal projector onto V (π)
(k) and maps L(π) into itself,
it follows that L(π)(k) = Πk(L(π)). Then B(π)
(k) is a basis of L(π)(k)/qL(π)(k).
Indeed, elements of B(π)(k) are contained in L(π)(k)/qL(π)(k) by the above and are
linearly independent, whence dimC L(π)
(k)/qL(π)(k) ≥ #B(π)(k). Yet, #B(π) =∑m−1
k=0 #B(π)
(k) ≤
∑m−1
k=0 dimC L(π)
(k)/qL(π)(k) = dimC L(π)/qL(π) = #B(π).
It follows that dimC L(π)
(k)/qL(π)(k) = #B(π)(k). Then L(π)(k) is generated by
the Πk(u), u = b (mod qL(π)), with Majχ(b) = k by Nakayama’s Lemma.
For the second part, suppose that u ∈ L(π)(k). Then by (4.1),
u = Πk(u) =
∑
s
Πk(F
(s)
i us) =
∑
s
F
(s)
i Πk−sδi,0 (us).
Since Ki commutes with the Πr and EiΠr(us) = Πr−δi,0(Eiur) = 0 it follows
that Πk−sδi,0 (us) is of the same weight as us and is annihilated by Ei. Then
us = Πk−sδi,0 (us) by the uniqueness of the decomposition (3.1). Furthermore,
Πr(e˜iu) =
∑
s
Πr(F
(s−1)
i us) =
∑
s
F
(s−1)
i Πr−(s−1)δi,0(us).
It remains to observe that Πr−(s−1)δi,0(us) = 0 unless r = k− δi,0. The proof for f˜i
is similar.
The last part follows immediately from (i), (ii) and the properties of the z-crystal
basis. However, we prefer to present a direct proof since it involves a property
of Majχ which we will need later. Evidently, it is enough to prove the statement
for f˜i. Write b = b1 ⊗ · · · ⊗ bm, bi ∈ B(π
0) and suppose that f˜ib 6= 0. Then f˜ib =
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ζ−s+1b1 ⊗ · · · ⊗ f˜ibs ⊗ · · · ⊗ bm for some 1 ≤ s ≤ m. Suppose first that 1 ≤ s < m.
Then
Majχ(f˜ib)−Majχ(b) = (s− 1)(χ(bs−1 ⊗ f˜ibs)− χ(bs−1 ⊗ bs))
+ s(χ(f˜ibs ⊗ bs+1)− χ(bs ⊗ bs+1))
= −(s− 1)δi,0 + sδi,0 = δi,0,
where we used Lemma 4.4. Finally, if s = m, then
Majχ(f˜ib)−Majχ(b) = (m− 1)(χ(bm−1 ⊗ f˜ibm)− χ(bm−1 ⊗ bm))
= −(m− 1)δi,0 = δi,0 (mod m). 
4.6. Retain the notations of 4.1, 4.2 and 4.5.
Theorem. Suppose that V (π0) is a good module and let (L(π0), B(π0)) be its
crystal basis. Set π = π0π0ζ · · ·π
0
ζm−1 , where ζ is an mth primitive root of unity,
and define L(π), B(π) as in 4.1. The simple submodule V̂ (π)(k), k = 0, . . . ,m− 1
of V̂ (π) admits a ζ-crystal base (L̂(π)(k), B̂(π)(k)), where
L̂(π)(k) = Π̂kL̂(π) =
⊕
r∈Z, 0≤s≤m−1
r+s=k (mod m)
L(π)(s) ⊗ tr,
B̂(π)(k) = {b⊗ tr : b ∈ B(π)(s), r ∈ Z, r + s = k (mod m)}
Proof. This follows immediately from Lemma 3.6 and Lemma 4.5. 
Our Theorem 1 is a particular case of the above statement since, as shown
in [18], the module V (π0) with π0 =̟i;1 satisfies all the required conditions and
the corresponding π obviously coincides with ̟i;m.
5. Path model for z-crystal bases of quantum loop modules
In the present section we will construct a combinatorial model, in the framework
of Littelmann’s path crystal, of z-crystal bases of simple components of quantum
loop modules of fundamental type. The necessary facts about Littelmann’s path
crystal will be reviewed as the need arises. Throughout this section we identify P
with P̂ /Zδ.
5.1. Given a, b ∈ Q, a < b, set [a, b] := {x ∈ Q | a ≤ x ≤ b}. Let P (respec-
tively, P̂) be the set of piece-wise linear continuous paths in P ⊗Z Q (respectively,
in P̂ ⊗Z Q) starting at zero and terminating at an element of P (respectively, P̂ ).
In other words, π ∈ P (respectively P̂) is a piece-wise linear continuous map of [0, 1]
into P ⊗ZQ (respectively, into P̂ ⊗ZQ) such that π(0) = 0 and π(1) ∈ P (respec-
tively, P̂ ). We consider two paths as identical if they coincide up to a continuous
piece-wise linear non-decreasing reparametrisation.
After Littelmann (cf. [21, 22]) one can introduce a structure of a normal crystal
on P or on P̂ in the following way. Given π ∈ P or P̂ and i ∈ Î, set hiπ(τ) =
−α∨i (π(τ)), τ ∈ [0, 1]. Let εi(π) be the maximal integral value attained by h
i
π
on [0, 1]. Furthermore, set ei+(π) = min{τ ∈ [0, 1] : h
i
π(τ) = εi(π)}. If εi(π) = 0
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then set eiπ = 0. Otherwise, set e
i
−(π) = max{τ ∈ [0, e
+
i (τ)] : h
i
π(τ) = εi(π) − 1}
and define
(eiπ)(τ) =

π(τ), τ ∈ [0, ei−(π)]
π(ei−(π)) + si(π(τ) − π(e
i
−(π))), τ ∈ [e
i
−(π), e
i
+(π)]
π(τ) + αi, τ ∈ [e
i
+(π), 1],
where si acts point-wise. Similarly, in order to define fi, let f
i
+(π) = max{τ ∈
[0, 1] : hiπ(τ) = εi(τ)}. If f
i
+(π) = 1, set fiπ = 0. Otherwise, set f
i
−(π) = min{τ ∈
[f i+(π), 1] : h
i
π(τ) = εi(π)− 1} and define
(fiπ)(τ) =

π(τ), τ ∈ [0, f i+(π)]
π(f i+(π)) + si(π(τ) − π(f
i
+(π))), τ ∈ [f
i
+(π), f
i
−(π)]
π(τ) − αi, τ ∈ [f
i
−(π), 1],
Finally, wtπ is defined as the endpoint π(1) of π.
Remark. As in [14], we use the definition of crystal operations on P given in [20,
6.4.4] which differs by the sign of hiπ from the definition in [21, 1.2]. That choice
is more convenient for us since it makes the comparison with Kashiwara’s tensor
product easier.
5.2. Following [22, Theorem 8.1], one can introduce an action of the Weyl
group Ŵ on P and P̂. Namely, given π ∈ P or P̂, set
siπ =
{
f
α∨i (π(1))
i π, α
∨
i (π(1)) ≥ 0,
e
−α∨i (π(1))
i π, α
∨
i (π(1)) ≤ 0.
Given λ ∈ P or P̂ , denote by πλ the linear path τ 7→ τλ. One can easily see from
the definitions in 5.1 that εi(πλ) = max{0,−α
∨
i (λ)} and ϕi(πλ) = max{0, α
∨
i (λ)}.
Lemma. For all λ ∈ P or P̂ , siπλ = πsiλ. In particular, if B is a subcrystal of P
or P̂ and πλ ∈ B for some λ ∈ P or P̂ then πwλ ∈ B for all w ∈ Ŵ .
Proof. The second assertion is an immediate corollary of the first one which in turn
follows from the formulae
fni πλ =
{
siλτ, τ ∈
[
0, nα∨
i
(λ)
]
λτ − nαi, τ ∈
[
n
α∨
i
(λ) , 1
] , 0 < n ≤ α∨i (λ)
eni πλ =
{
λτ, τ ∈
[
0, 1− n|α∨i (λ)|
]
siλτ + (|α
∨
i (λ)| − n)αi, τ ∈
[
1− n|α∨
i
(λ)| , 1
] , 0 < n ≤ −α∨i (λ).
These can be deduced easily from the formulae in 5.1 by induction on n. 
5.3. Given λ ∈ P or P̂ and µ, ν ∈ Ŵλ, write, following [22], ν ≥ µ if there exist
a sequence {ν0 = ν, ν1, . . . , νs = µ}, νi ∈ P or P̂ and positive real roots β1, . . . , βs
of ĝ such that
νi = sβi(νi−1), β
∨
i (νi−1) < 0, i = 1, . . . , s.
If ν ≥ µ, let dist(ν, µ) be the maximal length of such a sequence.
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Let ν = {ν1, . . . , νr} be a sequence of elements of Ŵλ and a = {a0 = 0 < a1 <
· · · < ar = 1} be a sequence of rational numbers. Denote by πν,a the piece-wise
linear path
πν,a(τ) =
j−1∑
i=1
(ai − ai−1)νi + (t− aj−1)νj , τ ∈ [aj−1, aj]. (5.1)
In other words, it is a concatenation of straight lines joining λj−1 and λj , j =
0, . . . , r, where λj =
∑j
i=1(ai − ai−1)νi.
Definition ([22]). Fix λ ∈ P or P̂ . A path of the form πν,a, where ν = {ν1 ≥
· · · ≥ νr}, νi ∈ Ŵλ and a = {a0 = 0 < a1 < · · · < ar = 1} is called a Lakshmibai-
Seshadri (LS) path of class λ if, for all 1 ≤ i ≤ r − 1, either νi = νi+1 or there
exists a sequence λ0,i = νi > λ1,i > · · · > λs,i = νi+1, λj,i ∈ Ŵλ such that
λj,i = sβj,i(λj−1,i), aiβ
∨
j,i(λj−1,i) ∈ −N, dist(λj−1,i, λj,i) = 1,
for some real positive roots βj,i.
It is known (cf. [22, Lemma 4.5]) that an LS-path π = πν,a of class λ is an
element of P or P̂ and has the integrality property, that is, the maximal value
attained by the function hiπ on [0, 1] is an integer for all i ∈ Î. Moreover, by [22,
Lemma 4.5] all local maxima of hiπ are integers.
5.4. Given a collection π1, . . . , πk of paths in P or P̂, define their concatenation
(π1 ⊗ · · · ⊗ πk)(τ) =
∑
1≤s<j
πs(1) + π((τ − σj−1)/(σj − σj−1)), τ ∈ [σj−1, σj ]
for some 0 = σ0 < σ1 < · · · < σk−1 < σk = 1, σj ∈ Q. This definition does not
depend on the σj , up to a reparametrisation. By [22, 2.6], the concatenation of
paths satisfies Kashiwara’s tensor product rule.
Let π ∈ P or P̂ be an LS-path and define the path nπ by (nπ)(τ) = nπ(τ),
τ ∈ [0, 1]. Evidently, εi(nπ) = nεi(π), ϕi(nπ) = nϕi(π), i ∈ Î and wtnπ =
nwtπ. Let Sn be the map π 7→ nπ. Then by [22, Lemma 2.4], Sn(eiπ) = e
n
i Sn(π)
and Sn(fiπ) = f
n
i Sn(π), i ∈ Î. Observe that, for a linear path πλ, Sn(πλ) = πnλ =
π⊗nλ .
5.5. Fix λ ∈ P (respectively, λ ∈ P̂ ) and let B(λ,P) (respectively, B(λ, P̂)) be
the subcrystal of P (respectively, P̂) generated over the monoid M (cf. 2.8) by the
linear path πλ. Henceforth we write B(λ) for B(λ,P). Then by [22, Corollary 2 of
Proposition 4.7] all elements of B(λ) or B(λ, P̂) are LS-paths of class λ. Suppose
further that B(λ) is a finite set. Then there exists N ∈ N+ and a = {0 = a0 <
a1 < · · · < aN = 1} such that every element of B(λ) can be represented as πν,a for
some sequence of weights ν = {ν1 ≥ · · · ≥ νN}. Observe that πν′,a′(τ) = πν,a(τ),
for all τ ∈ [0, 1], where
a′j = aj , ν
′
j = νj , j = 0, . . . , r
a′r+1 = x, ν
′
r+1 = νr+1,
a′j = aj−1, ν
′
j = νj−1, j = r + 2, . . . , N + 1
for any 0 ≤ r < N and for any rational x, ar < x < ar+1. Therefore we may
assume, without loss of generality, that aj = j/N and in that case we omit a.
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Lemma. (i) SN (πν) = πν1 ⊗ · · · ⊗ πνN . In particular, SN can be viewed as an
injective map B(λ)→ B(λ)⊗N .
(ii) If eiπν 6= 0 then eiπν = πν′ with
ν ′ = {ν1, . . . , νk, si(νk+1), . . . , si(νl), νl+1, . . . , νN}
where k = Nei−(πν) and l = Ne
i
+(πν). Similarly, if fiπν 6= 0 then fiπν = πν′′
with
ν ′′ = {ν1, . . . , νr, si(νr+1), . . . , si(νs), νs+1, . . . , νN},
where r = Nf i+(πν) and s = Nf
i
−(πν).
(iii) Let k, l, r and s be as above. Then
l∑
j=k+1
α∨i (νj) = −N,
s∑
j=r+1
α∨i (νj) = N.
Proof. Let π = πν . The first part follows immediately from (5.1) and 5.4 with σj =
j/N , j = 0, . . . , N . In order to prove (iii) observe that, by the choice of a, there
exist 0 ≤ k < l ≤ N such that k/N = ei−(π) whilst l/N = e
i
+(π). Then
1 = hiπ(e
i
+(π)) − h
i
π(e
i
−(π)) = −
1
N
l∑
r=k+1
α∨i (νr),
by (5.1). The second formula in (iii) is proved in the same way. Furthermore,
for τ ∈ [(j − 1)/N, j/N ] one has by (5.1)
(eiπ)(τ) =
1
N
j−1∑
r=1
νr + (τ − (j − 1)/N)νj , 1 ≤ j ≤ k
(eiπ)(τ) =
1
N
j−1∑
r=1
siνr + (τ − (j − 1)/N)siνj + π(k/N)− siπ(k/N)
=
1
N
k∑
r=1
νr +
1
N
j∑
r=k+1
siνr + (τ − (j − 1)/N)siνj , k ≤ j ≤ l
(eiπ)(τ) =
1
N
j−1∑
r=1
νr + (τ − (j − 1)/N)νj + αi, l ≤ j ≤ N.
It is now obvious that (eiπ)(τ) = πν′(τ), 0 ≤ τ ≤ l/N . Finally, observe that αi =
− 1N
∑l
r=k+1 α
∨
i (νr)αi =
1
N
∑l
r=k+1(siνr − νr) by (iii). Thus, we can write for τ ∈
[(j − 1)/N, j/N ] and l ≤ j ≤ N
(eiπ)(τ) =
1
N
( ∑
1≤r≤k,
l<r≤N
νr +
∑
k<r≤l
siνr
)
+ (τ − (j − 1)/N)νj = πν′(τ).
The second formula in (ii) for the action of fi is proved in a similar way. 
5.6. Let ξ : P̂ → P be the canonical projection. Define the map Ξ : P̂ → P
by (Ξπ)(τ) = ξ(π(τ)), for all τ ∈ [0, 1].
Lemma. The map Ξ is a morphism of crystals and Ξ(B(λ, P̂)) = B(ξ(λ)).
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Proof. Since α∨i (δ) = 0 for all i ∈ Î, we conclude that h
i
Ξπ(τ) = h
i
π(τ) for all i ∈ Î
and for all τ ∈ [0, 1]. For the same reason, one has ξ(si(π(τ))) = si((Ξπ)(τ)). It is
now obvious that Ξ commutes with the operators defined in 5.1. In order to prove
the second assertion, observe that Ξπλ = πξ(λ). 
5.7. It was shown in [25, Theorem 1.1] that B(̟i, P̂) is isomorphic to the
crystal basis B̂(̟i;1) of the simple integrable Ûq-module V̂ (̟i;1). Thus, for
all π ∈ B(̟i, P̂) there exists x ∈ M such that π = xπ̟i . Following [25, 5.3],
one introduces a translation operator z on B(̟i, P̂) by zπ = xπ̟i+δ. It follows
that (zπ)(τ) = π(τ) + τδ for all τ ∈ [0, 1]. By [25, Proposition 5.8], B(̟i, P̂)/∼,
where ∼ is an equivalence relation on B(̟i, P̂) defined by π ∼ π
′ if and only
if π = zkπ′ for some k ∈ Z, is a crystal isomorphic to the crystal basis B(̟i;1)
of the finite dimensional simple Uq-module V (̟i;1). Evidently, B(̟i, P̂)/∼ is
isomorphic to Ξ(B(̟i, P̂)) = B(̟i) ⊂ P in the notations of 5.6.
Thus, B(̟i) is isomorphic to B(̟i;1) as a crystal. In particular, B(̟i) is finite,
B(̟i)
⊗m is indecomposable as a crystal for all m > 0 (hence B(̟i)
⊗m = B(m̟i))
and there exists a unique map χ : B(̟i)
⊗2 → Z satisfying χ(π̟i ⊗ π̟i) = 0 and
the properties listed in Lemma 4.4.
We will now construct an injective map ψ from ̂B(̟i)⊗m into P̂. Given an
arbitrary collection of weights λ = {λ0, . . . , λK}, where λ0 = 0 and λj ∈ P ⊗Z Q
or P̂ ⊗ZQ, and a collection of rational numbers a = {a0 = 0 < a1 < · · · < aK = 1}
denote by pλ,a the path
pλ,a(τ) = λj−1 + (λj − λj−1)
(
τ − aj−1
aj − aj−1
)
, τ ∈ [aj−1, aj ].
In other words, pλ,a is a concatenation of straight lines joining λj−1 with λj , j =
1, . . . ,K. As before, we omit a if aj = j/K.
Let b = b1 ⊗ · · · ⊗ bm be an element of B(̟i)
⊗m and choose N ∈ N+ as in 5.5.
Actually, it is sufficient to take as N the least common multiple of coefficients
of α∨i in all co-roots of g. Then bk = πν(k) with ν
(k) = {w
(k)
1 ̟i ≥ · · · ≥ w
(k)
N ̟i}
for some w
(k)
j ∈ Ŵ . Set νrN+s = w
(r+1)
s ̟i, r = 0, . . . ,m− 1, s = 1, . . . , N . The el-
ement b then corresponds to the linear path pλ ∈ P with λ = {λ0 = 0, λ1 . . . , λNm}
where λj =
1
N
∑j
k=1 νk. On the other hand, using the map SN and the associativity
of the tensor product of crystals, we associate with b the element TN (b) := π1⊗· · ·⊗
πNm ∈ B(̟i)
⊗Nm, where πr := πνr . Set Majχ(TN (b)) =
∑Nm−1
r=1 rχ(πr ⊗ πr+1).
This expression is defined since νr ∈ Ŵ̟i for all r = 1, . . . , Nm and so πr ∈ B(̟i)
by Lemma 5.2
For all n ∈ Z we associate with b⊗tn ∈ ̂B(̟i)⊗m a path pλ̂(n) ∈ P̂, where λ̂(n) =
{λ̂0 = 0, λ̂1, . . . , λ̂Nm}, λ̂j = λj + κj(b ⊗ t
n)δ and
κj(b ⊗ t
n) =
j
Nm
( 1
N
Majχ(TN (b)) + n
)
−
1
N
j−1∑
s=1
sχ(πs ⊗ πs+1)−
j
N
Nm−1∑
s=j
χ(πs ⊗ πs+1).
Proposition. The map ψ : ̂B(̟i)⊗m → P̂ sending pλ ⊗ t
n to p
λ̂(n) is an injective
morphism of crystals.
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Proof. The injectivity is obvious. Let b = pλ. By the definition of affinisation,
wt b ⊗ tn = wt b + nδ = λNm + nδ. On the other hand, wtψ(b ⊗ t
n) = λNm +
κNm(b ⊗ t
n)δ and
κNm(b ⊗ t
n) =
1
N
Majχ(TN (b)) + n−
1
N
Nm−1∑
s=1
sχ(πs ⊗ πs+1) = n,
hence wt b⊗ tn = wtψ(b⊗ tn). Furthermore, observe that by construction Ξp
λ̂(n) =
pλ. Then it follows from Lemma 5.6 that εj and hence ϕj commute with ψ for
all j ∈ Î.
Since both ̂B(̟i)⊗m and P̂ are normal, it remains to prove that ψ(ej(b⊗ t
n)) =
ψ(ejb⊗ t
n+δj,0) = ejψ(b⊗ t
n) provided that ejb 6= 0.
By the choice of N , there exist 0 ≤ k < l ≤ Nm such that ej−(b) = k/Nm
and ej+(b) = l/Nm. As above, we conclude immediately that e
j
−(ψ(b⊗t
n)) = k/Nm
and ej+(ψ(b⊗ t
n)) = l/Nm. Set pµ = ejb and pλ̂′ = ejψ(b⊗ t
n) = ejpλ̂(n). We aim
to prove that µ̂(n+ δj,0) = λ̂
′. Using the formulae from 5.1 and the definition of ψ
we obtain
µ̂s =

λs +K
′
sδ, 0 ≤ s ≤ k
λs + α
∨
j (λk − λs)ξ(αj) +K
′
sδ, k ≤ s ≤ l
λs + ξ(αj) +K
′
sδ, l ≤ s ≤ Nm,
where K ′s := κs(ejb⊗ t
n+δj,0). On the other hand,
λ̂′s =

λs +Ksδ, 0 ≤ s ≤ k
λs + α
∨
j (λk − λs)αj +Ksδ, k ≤ s ≤ l
λs + αj +Ksδ, l ≤ s ≤ Nm,
where Ks := κs(b ⊗ t
n). Since αj = δj,0δ + ξ(αj), j ∈ Î, the above formulae imply
that µ̂(n+ δj,0) = λ̂
′ if and only if
K ′s = Ks, 0 ≤ s ≤ k (5.2)
K ′s = Ks + α
∨
j (λk − λs)δj,0, k ≤ s ≤ l (5.3)
K ′s = Ks + δj,0, l ≤ s ≤ Nm. (5.4)
Write TN(ejb) = π
′
1 ⊗ · · · ⊗ π
′
Nm. By Lemma 5.5, π
′
r = πr , 1 ≤ r ≤ k or l < r ≤
Nm whilst π′r = sjπr = πsjνr , r = k + 1, . . . , l. Then
K ′s −Ks =
s
Nm
( 1
N
(Majχ(TN (ejb))−Majχ(TN(b))) + δj,0
)
−
1
N
s−1∑
r=1
r(χ(π′r ⊗ π
′
r+1)− χ(πr ⊗ πr+1))
−
s
N
Nm−1∑
r=s
(χ(π′r ⊗ π
′
r+1)− χ(πr ⊗ πr+1))
(5.5)
Evidently, χ(π′r ⊗ π
′
r+1) = χ(πr ⊗ πr+1) for all 1 ≤ r < k and for all l < r < Nm.
The crucial point in our argument is the following
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Claim. One has
χ(π′k ⊗ π
′
k+1) = χ(πk ⊗ sjπk+1) = χ(πk ⊗ πk+1)− α
∨
j (νk+1)δj,0 (5.6)
χ(π′r ⊗ π
′
r+1) = χ(sjπr ⊗ sjπr+1)
= χ(πr ⊗ πr+1) + α
∨
j (νr − νr+1)δj,0, k < r < l (5.7)
χ(π′l ⊗ π
′
l+1) = χ(sjπl ⊗ πl+1) + α
∨
j (νl)δj,0 (5.8)
Before we establish the claim, let us prove that (5.2)–(5.4) follow from (5.6)–(5.8)
and (5.5). Observe first that for j 6= 0, the above formulae imply that χ(π′r⊗π
′
r+1) =
χ(πr ⊗ πr+1) for all 1 ≤ r < Nm, so in that case there is nothing to prove.
Furthermore, suppose that j = 0 and 1 ≤ l < Nm. Then
Majχ(TN (e0b))−Majχ(TN (b)) =
l∑
r=k+1
rα∨0 (νr)−
l−1∑
r=k
rα∨0 (νr+1)
=
l∑
r=k+1
α∨0 (νr) = N(h
0
b(k/Nm)− h
0
b(l/Nm)) = −N
(5.9)
by the choice of k and l, whence by (5.6)–(5.8)
K ′s −Ks =
1
N
min{s−1,l}∑
r=k
r(χ(πr ⊗ πr+1)− χ(π
′
r ⊗ π
′
r+1))+
s
N
l∑
r=max{s,k}
(χ(πr ⊗ πr+1)− χ(π
′
r ⊗ π
′
r+1)).
(5.10)
For s = 1, . . . , k the first sum is empty whilst the second sum reduces to
l−1∑
r=k
α∨0 (νr+1)−
l∑
r=k+1
α∨0 (νr) = 0.
Thus, K ′s = Ks, s = 1, . . . , k. Furthermore, for s = k + 1, . . . , l− 1 we get
K ′s −Ks =
1
N
( s−1∑
r=k
rα∨0 (νr+1)−
s∑
r=k+1
rα∨0 (νr)
)
+
s
N
( l−1∑
r=s
α∨0 (νr+1)−
l∑
r=s
α∨0 (νr)
)
=−
1
N
s∑
r=k+1
α∨0 (νr) = α
∨
0 (λk − λs).
Finally, for s = l, . . . , Nm− 1 the second sum in (5.10) vanishes and so
K ′s −Ks =
1
N
( l−1∑
r=k
rα∨0 (νr+1)−
l∑
r=k+1
rα∨0 (νr)
)
= −
1
N
l∑
r=k+1
α∨0 (νr) = 1
by (5.9).
Similarly, for l = Nm we get
Majχ(TN (e0b))−Majχ(TN (b)) =
l∑
r=k+1
α∨0 (νr)− lα
∨
0 (νl) = −N −Nmα
∨
0 (νl),
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whence
K ′s −Ks = −
s
N
α∨0 (νNm)+
1
N
s−1∑
r=k
r(χ(πr ⊗ πr+1)− χ(π
′
r ⊗ π
′
r+1))+
s
N
Nm−1∑
r=max{s,k}
(χ(πr ⊗ πr+1)− χ(π
′
r ⊗ π
′
r+1)).
(5.11)
For s = 1, . . . , k the first sum in (5.11) is empty and so
K ′s −Ks = −
s
N
α∨0 (νNm) +
s
N
Nm−1∑
r=k
α∨0 (νr+1)−
s
N
Nm−1∑
r=k+1
α∨0 (νr) = 0.
Finally, for s = k + 1, . . . , Nm,
K ′s −Ks = −
1
N
s∑
r=k+1
α∨0 (νr) = α
∨
0 (λk − λs),
as required.
It remains to prove the claim. By Kashiwara’s tensor product rule, ejb = b1 ⊗
· · · ⊗ ejbp ⊗ · · · ⊗ bm for some 1 ≤ p ≤ m. Since bp is an LS-path, the function h
j
bp
is strictly increasing on the interval [ej−(bp), e
j
+(bp)] = [k
′/N, l′/N ], where k′ =
k − (p − 1)N , l′ = l − (p − 1)N and 0 ≤ k′ < l′ < N by [22, Proposition 4.7(b)]
(recall that the definition of crystal operators on P̂ we use differs by the sign of hj
from that of [22]). Therefore, α∨j (νr) < 0, r = k + 1, . . . , l. It follows from 5.2
that 0 = ϕj(πr) < εj(πr) = −α
∨
j (νr). Then, by Kashiwara’s tensor product rule
e
−α∨j (νr+1)
j (πr ⊗ πr+1) = πr ⊗ e
−α∨j (νr+1)
j πr+1 = πr ⊗ sjπr+1, k < r < l,
where we used 5.2. Therefore, χ(πr ⊗ sjπr+1) = χ(πr ⊗ πr+1) − δj,0α
∨
j (νr+1)
by Lemma 4.4. Furthermore, since εj(sjπr+1) = εj(πr+1) + α
∨
j (νr+1) = 0,
e
−α∨j (νr)
j (πr ⊗ sjπr+1) = e
−α∨j (νr)
j πr ⊗ sjπr+1 = sjπr ⊗ sjπr+1.
Then χ(sjπr⊗ sjπr+1) = χ(πr ⊗ sjπr+1)+ δj,0α
∨
j (νr) by Lemma 4.4, whence (5.7).
Suppose that k > 0. Since all local maxima of hjb(τ) are integers, it follows by
the choice of k and l that hjb(τ) ≤ h
j
b(k/Nm) for τ ≤ k/Nm. Then α
∨
j (νk) ≤ 0,
whence 0 = ϕj(πk) < εj(πk+1) = −α
∨
j (νk+1). Using Kashiwara’s tensor product
rule, we obtain
e
−α∨j (νk+1)
j (πk ⊗ πk+1) = πk ⊗ e
−α∨j (νk+1)
j πk+1 = πk ⊗ sjπk+1,
and (5.6) follows by Lemma 4.4. Finally, suppose that l < Nm. Since hjb reaches
its local maximum at l/Nm, we conclude that α∨j (νl+1) ≥ 0, whence ϕj(πl) = 0 =
εj(πl+1). Therefore,
e
−α∨j (νl)
j (πl ⊗ πl+1) = e
−α∨j (νl)
j πl ⊗ πl+1 = sjπl ⊗ πl+1,
which yields (5.8) by Lemma 4.4. 
Corollary. The associated crystal of a ζ-crystal basis B̂(̟i;m) of the integrable
Ûq-module V̂ (̟i;m) is isomorphic to ψ( ̂B(̟i)⊗m).
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5.8. Let us compute ψ(π⊗m̟i ⊗ t
n), n ∈ Z. Recall that χ(π̟i ⊗ π̟i) = 0.
Since, evidently, TN (π
⊗m
̟i ) = π
⊗Nm
̟i we conclude that Majχ(TN (π
⊗m
̟i )) = 0 and so
κs(π
⊗m
̟i ⊗ t
n) = sn/Nm. Thus, ψ(π⊗m̟i ⊗ t
n) = πm̟i+nδ. In particular, B(m̟i +
nδ, P̂), n ∈ Z is an indecomposable subcrystal of ψ( ̂B(̟i)⊗m).
Proposition. The image of ̂B(̟i)⊗m in P̂ under ψ is a disjoint union of inde-
composable crystals B(m̟i + nδ, P̂), n = 0, . . . ,m− 1.
Proof. By [25, Theorem 1.1], a crystal basis of V̂ (̟i;1) is isomorphic to B(̟i, P̂)
which is indecomposable, being generated by the linear path π̟i ∈ P̂. On the other
hand, B̂(̟i;1) is isomorphic to the affinisation B̂(̟i;1) of the crystal basis B(̟i;1)
of V (̟i;1) which in turn is isomorphic to the affinisation of B(̟i) ⊂ P. We
conclude that B̂(̟i) is indecomposable as a crystal. Thus there exists a monomial
x ∈ M such that x(π̟i ⊗ 1) = π̟i ⊗ t.
Set deg ej = δj,0 and deg fj = −δj,0. That defines a grading onM. Since x(π̟i⊗
1) = xπ̟i ⊗ t
deg x by the definition of affinisation, it follows that deg x = 1
and xπ̟i = π̟i . Write x = xjk · · ·xj1 where xjr is either ejr or fjr and jr ∈ Î and
set x(m) = xmjk · · ·x
m
j1
. Evidently, deg x(m) = m. We claim that x(m)π⊗m̟i = π
⊗m
̟i .
Indeed, π⊗m̟i = Sm(π̟i) and so x
m
j1π
⊗m
̟i = Sm(xj1π̟i). It remains to use induction
on k.
Since deg x(m) = m it follows that x(m)(π⊗m̟i ⊗ t
k) = π⊗m̟i ⊗ t
k+m for all k ∈ Z.
On the other hand, let y = x′j1 · · ·x
′
jk
where x′jr = ejr if xjr = fjr and vice versa.
Evidently, deg y = −1. Since xπ̟i = π̟i and ei, fi are pseudo-inverses of each
other, it follows that yπ̟i = π̟i . Since deg y
(m) = −m we conclude, as above,
that y(m)(π⊗m̟i ⊗ t
k) = π⊗m̟i ⊗ t
k−m for all k ∈ Z. Therefore, πm̟i+(n+rm)δ ∈ P̂ lies
in B(m̟i + nδ, P̂) for all r ∈ Z. It follows that B(m̟i + rδ, P̂) = B(m̟i + sδ, P̂)
if r = s (mod m).
Since B(̟i)
⊗m is indecomposable, for all b ∈ B(̟i)
⊗m there exists a mono-
mial x ∈ M such that b = xπ⊗m̟i . Then for all k ∈ Z, b ⊗ t
k = x(π⊗m̟i ⊗ t
k−deg x).
It follows that ψ(b ⊗ tk) ∈ B(m̟i + nδ, P̂) for some n ∈ Z, that is ψ( ̂B(̟i)⊗m) =⋃m−1
n=0 B(m̟i + nδ, P̂).
Since the crystals B(m̟i + nδ, P̂) are indecomposable, it remains to prove
that B(m̟i + rδ, P̂) 6= B(m̟i + sδ, P̂), r 6= s (mod m). For, observe that by the
proof of Lemma 4.5 Majχ(xb) = Majχ(b) − deg x (mod m) provided that xb 6= 0,
x ∈ M. Therefore, the set Cs := {b ⊗ t
k : b ∈ B(̟i)
⊗m, k ∈ Z, Majχ(b) + k = s
(mod m)} is a subcrystal of ̂B(̟i)⊗m and ̂B(̟i)⊗m =
∐m−1
s=0 Cs. Moreover,
since Majχ(π
⊗m
̟i ) = 0, π
⊗m
̟i ⊗ t
r ∈ Cs if and only if r = s (mod m). Thus, ψ(Cs)
contains an element of B(m̟i + rδ, P̂) if and only if r = s (mod m). It follows
that ψ(Cs) = B(m̟i + sδ). 
Corollary (Theorem 2). The associated crystal of ζ-crystal basis B̂(̟i;m)
(k) of
the simple Ûq-module V̂ (̟i;m)
(k) is isomorphic to B(m̟i + kδ, P̂) and hence in-
decomposable.
Proof. By Theorem 4.6, B̂(̟i;m)
(k) = {b⊗tn : b ∈ B(̟i;m), n ∈ Z, Majχ(b)+n =
k (mod m)}. Since the associated crystal of B(̟i;m) is isomorphic to B(̟i)
⊗m
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by [25] and Proposition 4.1, we conclude that B̂(̟i;m)
(k) is isomorphic to Ck in
the notation of the proof of the above proposition. 
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