This paper is concerned with oscillation of second-order nonlinear dynamic equations of the form r t y t p t y τ t
Introduction
The theory of time scales was introduced by Stefan Hilger in his Ph.D. thesis in 1988 in order to unify continuous and discrete analysis. Not only can this theory of the so-called "dynamic equations" unify theories of differential equations and difference equations but also extend these classical cases to cases "in between", for example, to the so-called q-difference equations. A time scale T is an arbitrary nonempty closed subset of the real numbers R with the topology and ordering inherited form R, and the cases when this time scale is equal to R or to the integers Z represent the classical theories of differential and difference equations. Of course many other interesting time scales exist, and they give rise to plenty of applications. In recent years, there has been much research activity concerning the oscillation and nonoscillation of solutions of various dynamic equations on time scales, we refer the reader to 1-14 .
In where γ, α, and β are quotients of odd positive integers with 0 < α < γ < β.
In this paper, we study the second-order nonlinear dynamic equation r t y t p t y τ t
The paper is organized as follows. In the next section, we give some preliminaries and lemmas. In Section 3, we will use the Riccati transformation technique to prove our main results. In Section 4, we present two examples to illustrate our results.
Preliminaries and Lemmas
For convenience, we recall some concepts related to time scales. More details can be found in 6 .
Definition 2.1. Let T be a time scale, for t ∈ T the forward jump operator is defined by σ t : inf{s ∈ T : s > t}, the backward jump operator by ρ t : sup{s ∈ T : s < t}, and the graininess function by μ t : σ t − t, where inf ∅ : sup T and sup ∅ : inf T. If σ t > t, t is said to be right-scattered, otherwise, it is right-dense. If ρ t < t, t is said to be left-scattered, otherwise, it is left-dense. The set T κ is defined as follows. If T has a left-scattered maximum
Definition 2.2. For a function f : T → R and t ∈ T κ , one defines the delta-derivative f Δ t of f t to be the number provided it exists with the property that given any ε > 0, there is a neighborhood U of t i.e., U t − δ, t δ ∩ T for some δ such that
We say that f is delta-differentiable or in short, differentiable on
It is easily seen that if f is continuous at t ∈ T and t is right-scattered, then f is differentiable at t with exists as a finite number. In this case
In addition, if f Δ ≥ 0, then f is nondecreasing. A useful formula is
We will make use of the following product and quotient rules for the derivative of the product fg and the quotient f/g where gg σ / 0 of two differentiable functions f and g: 
, quotients of odd positive integers α and β such that |uf 1 t, u | ≥ q 1 t |u| α 1 , |uf 2 t, u | ≥ q 2 t |u| β 1 , and 0 < α < γ < β.
Since we are interested in the oscillatory and asymptotic behavior of solutions near infinity, we assume throughout that the time scale T under consideration satisfies inf T t 0 and sup T ∞. For T ∈ T, let T, ∞ T : {t ∈ T : t ≥ T }. Throughout this paper, these assumptions will be supposed to hold. Let τ 
Now, we give the first lemma. Set
2.10

Lemma 2.4. Let conditions h 1 -h 3 hold. If y t is an eventually positive solution of 1.3 , then there exists T ∈ T sufficiently large such that
Proof. If y t is an eventually positive solution of 1.3 , then by h 1 there exists a T ∈ t 0 , ∞ T such that
From 2.8 , 1.3 , and h 2 , we see that x t ≥ y t . Also by 1.3 and h 3 , we have
which implies that r t x Δ t γ is decreasing on T, ∞ T .
We claim that r t x Δ t γ > 0 on T, ∞ T . Assume not, there is a t 1 ∈ T, ∞ T such that
2.13
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Integrating the inequality above form t 1 to t ≥ t 1 , by h 2 we get
2.14 and this contradicts the fact that x t > 0, for all t ≥ T . Thus we have r t x Δ t γ > 0 on
we have
2.16
Since δ i t ≥ t and x Δ t > 0, we get
The proof is complete. Lemma 2.7 see 11 . x and z are delta-differentiable on T. For x / 0 and any t ∈ T, one has
2.20
Main Results
In this section, by employing the Riccati transformation technique we will establish oscillation criteria for 1.3 in two cases: γ ≥ 1 and 0 < γ < 1. Set 
3.5
Noting that 0 < α < γ < β, we have
By Young's inequality 
3.9
By γ αβ − αγ / β − α βγ − βα / β − α and Lemma 2.4, we get
3.10
In view of x Δ t > 0 and 3.5 -3.10 , for all t ≥ T , we obtain then by Lemma 2.6, from 3.14 we obtain that for all t ≥ T ,
Integrating the above inequality from T to t ≥ T , we get
Taking lim sup on both sides of the above inequality as t → ∞, we obtain a contradiction to condition 3.2 . The proof is complete.
The following theorem gives new oscillation criteria for 1.3 which can be considered as the extension of Philos-type oscillation criterion. Define D { t, s ∈ T 2 : t ≥ s ≥ 0} and
Theorem 3.2. Assume that h 1 -h 3 hold and γ ≥ 1. Furthermore, assume that there exist a positive rd-continuous Δ-differentiable function z t and a function H ∈ H * such that for all sufficiently large T ∈ T, lim sup Proof. Suppose to the contrary that y t is a nonoscillatory solution of 1.3 . Without loss of generality, we may assume that y t is eventually positive. Then, by h 1 -h 3 there exists T ≥ t 0 sufficiently large such that y t > 0, y τ t > 0, y δ 1,2 t > 0, and Lemma 2.4 holds for t ≥ T , where x t is defined by 2.8 . Define w t as in 3.3 . Proceeding as in the proof of Theorem 3.1, we can get 3.14 . From 3.14 , for function H ∈ H * and all t ≥ T we have 
3.31
By Lemma 2.4, we get
Integrating the above inequality from T to t ≥ T , we obtain
Taking lim sup on both sides of the above inequality as t → ∞, we obtain a contradiction to condition 3.26 . The proof is complete. 
3.60
It is easy to see 3.31 is of the same form as 3.60 . The following is similar to the proof of Theorem 3.3 and hence omitted.
Last, we give a theorem which holds for all γ > 0, a quotient of add positive integers. 
