Abstract-This note presents new results on global asymptotic stability (GAS) and global exponential stability (GES) of a general class of continuous-time recurrent neural networks with Lipschitz continuous and monotone nondecreasing activation functions. We first give three sufficient conditions for the GAS of neural networks. These testable sufficient conditions differ from and improve upon existing ones. We then extend an existing GAS result to GES one and also extend the existing GES results to more general cases with less restrictive connection weight matrices and/or partially Lipschitz activation functions.
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I. INTRODUCTION
Stability analysis of recurrent neural networks received much attention in the literature, e.g., [1] - [23] . Since guaranteeing GAS and GES is very important for dynamic systems [7] and [23] , many results for GAS and GES of continuous-time neural networks have been reported recently. For example, it is proved that the symmetric connection weight matrix of a neural network model with a sigmoid activation function to be negative semidefinite is the necessary and sufficient condition for absolute stability (ABST) of neural networks [4] . The ABST result was extended to the absolute exponential stability (AEST) in [17] . Within the class of globally or locally Lipschitz continuous and monotone nondecreasing activation functions, results on Lyapunov diagonal stability (LDS) in [5] and Lyapunov diagonal semistability (LDSS) in [16] were reported. The LDS result for GES was extended in [21] and [13] for globally Lipschitz continuous and monotone nondecreasing activation functions. As shown in [15] , [18] , and [13] , the LDS result extends many existing conditions in the literature, such as M -matrix characteristic [20] , lower triangular structure [2] , negative semidefiniteness [3] , diagonal stability [10] , diagonal semistability [11] and the sufficient conditions in [6] , [7] , [12] , [19] and [18] . Within the class of partially Lipschitz continuous and monotone nondecreasing functions, the AEST result was presented in [14] under a mild condition that the connection weight matrix is an H-matrix with nonpositive diagonal elements. Although this AEST condition is more restrictive than the additively diagonally stable (ADS) one introduced in [1] , the ADS result achieved in [1] is only concerned with the class of bounded and continuously differentiable activation functions with positive derivatives. In [9] , a sufficient condition was given to guarantee GAS for the neural network with globally Lipschitz continuous and monotone nondecreasing activation functions. The sufficient condition is equivalent to a high-dimensional linear matrix inequality. However, as the size of the neural network increases, solving the high-dimensional linear matrix inequality becomes increasingly difficult.
This note is concerned with the GAS and GES of continuous-time recurrent neural networks. We first present three sufficient conditions to guarantee GAS of neural networks with locally or globally Lipschitz continuous and monotone nondecreasing activation functions. All these sufficient conditions differ and improve upon the existing stability results such as the LDS result, LDSS result, H-matrix result and ADS result mentioned above. We then extend an existing GAS result to GES and also extend the existing GES results to more general cases in terms of connection weight matrices and/or activation functions.
II. PRELIMINARIES
Consider the the following typical recurrent neural network model:
where x = (x 1 ; x 2 ; . . . ; x n ) T 2 R n is the state vector, D = diag(d1; d2; . . . ; dn) 2 R n2n is a diagonal matrix with d i > 0, W = [w ij ] 2 R n2n is a connection weight matrix, I 2 R n is an input vector and g(x) = (g 1 (x); g 2 (x); . . . ; g n (x)) T is a nonlinear vector-valued activation function from R n to R n . In this note, let LL denote the class of locally Lipschitz continuous (l.l.c.) and monotone nondecreasing activation functions; that is, for any xi0 2 R there exist an "i0 > 0 and a constant`i0 > 0 such that 8, 2 [x i0 0 " i0 ; x i0 + " i0 ] and 6 = 0 gi() 0 gi() 0 `i 0 ; i = 1; 2; . . . ; n:
Let PL denote the class of partially Lipschitz continuous (p.l.c.) and monotone nondecreasing activation functions [14] ; that is, for any 2 R there exists`i() > 0 such that 8 2 R and 6 = 0 gi() 0 gi() 0 `i(); i = 1; 2; . . . ; n:
Let GL denote the class of globally Lipschitz continuous (g.l.c.) and monotone nondecreasing activation functions; that is, there exist`i and
Definition 1 [4] and [14] : The equilibrium x 3 of the neural network (1) is said to be GAS if it is locally stable in the sense of Lyapunov and globally attractive. The equilibrium x 3 is said to be GES if there exist 1 and > 0 such that 8x 0 2 R n , the positive-half trajectory x(t) of the neural network (1) satisfies kx(t) 0 x 3 k kx0 0 x 3 k exp(0t), t 0. (1) is GAS for any g 2 LL or GL. 
Define a Lyapunov function V (z) = z T P z. Computing the time derivative of V (z) along the positive-half trajectory of (6) yields
Since it is not straightforward to verify the condition P (0D + W H ) + (0D + W H ) T P < 0 for any H , especially for a large-scale neural network, we introduce three more testable methods. in view of (7), (8), and hi 0. According to Lemma 2, Theorem 1 easily follows.
Theorem 2: Let g 2 GL and`i = 0 and i = 1. The neural network (1) is GAS if there exists a P > 0 such that P (0D + nW i ) + (0D + nW i ) T P 0; i = 1; 2; . . . ; n (9) and there exists q 2 f1; 2; . . . ; ng such that P (0D + nW q ) + (0D + nW q ) T P < 0 where W i is in (7) . Proof: Since the condition P (0D + W H ) + (0D + W H ) T P < 0 is equivalent to the condition P (0nD + nW H ) + (0nD + nW H ) T P < 0, if there exists a P > 0 such that P (0nD + nW H ) + (0nD + nW H ) T P < 0 for any H defined in Lemma 1, then the conclusion in Lemma 2 also holds. Now, compute
(10) From (9), (10), and 0 hi 1 (i = 1; . . . ; n) when 0 hq < 1, it easily follows that:
0 [n 0 (n 0 1) 0 h q ] (P D + DP ) = 1 (hq 0 1) (P D + DP ) < (1 0 1)(P D + DP ) = 0 when h q = 1 it easily follows that:
In Theorem 1, (7) 
Next, by contradiction, we will prove there exists a finite number 2 ) = +1. Therefore, there exists a finite number M i (a i ; b i ) > 0 such that (13) 
Computing the time derivative of V (x(t)) along the positive-half trajectory of (1), we have (1) is GES at an exponential convergence rate of at least dmin=2.
If (14) is satisfied, then similar to the derivation of (16), we have dV (x(t))=dt 02md min V (x(t)). In (19) and (20) which implies that mdmin is the lower bound of convergence rate.
Many l.l.c. and monotone nondecreasing functions satisfy (14) . For example, if g i is a linear function, then (14) holds for m = 1. In fact, the left-hand side of (14) represents the area of gi(x) between u and v and the right-hand side of (14) is the rectangular area in u, v, g i (u) and g i (v) over 2m.
Remark 1: As shown in Example 1 [18] , a GAS neural network (1) may not be GES. However, Theorem 4 shows that the condition for GAS in [16, Th. 1] can guarantee the neural network (1) to be GES. Based on LDS LDSS, it can be seen that Theorem 4 extends [13, Th. 2].
If we know (1) has an equilibrium x 3 for a given input vector I and activation function g 2 PL, we can use the following sufficient condition for GES, which is weaker than existing ones. According to Theorem 1, the neural network is GAS for any g 2 LL. Consequently, 0W 2 LDSS. According to Theorem 2 [16] , this neural network is GAS for any g 2 LL. However, based on Theorem 4, this neural network is GES for any g 2 LL. Fig. 2 shows that all the trajectories from 0 random initial points exponentially converge to a unique equilibrium x 3 = (1;1) T . According to Theorem 5, x 3 is GES. Fig. 3 shows that all the positive half trajectories of the CNN converge exponentially to x 3 from zero random initial points.
VI. CONCLUSION
In this note, we present new results on GAS and GES of continuous-time recurrent neural networks with Lipschitz continuous and monotone nondecreasing activation functions. At first, three sufficient conditions on GAS of the neural networks are given. These testable sufficient conditions differ from and improve upon the existing GAS conditions. Next, we extend an existing GAS result to GES one and also extend the existing GES results to more general cases with less restrictive connection weight matrices and/or with partially Lipschitz activation functions.
