Abstract. We give a Lie-theoretic explanation for the convex polytope which parametrizes the globally smooth solutions of the topological-antitopological fusion equations of Toda type (tt * -Toda equations) which were introduced by Cecotti and Vafa. It is known from [GL][GIL1][M1][M2] that these solutions can be parametrized by monodromy data of a certain flat SL n+1 R-connection. Using Boalch's Lie-theoretic description of Stokes data, and Steinberg's description of regular conjugacy classes of a linear algebraic group, we express this monodromy data as a convex subset of a Weyl alcove of SU n+1 .
Introduction
The tt * equations were introduced 25 years ago by Cecotti and Vafa [CV1] in order to describe deformations of supersymmetric quantum field theories, and interpreted in the mathematical context of integrable systems by Dubrovin [D] . They remain highly visible in current developments in physics [GMN] [CGV] -as does the unfortunate fact that mathematical results concerning their solutions are few and far between.
In their original work Cecotti and Vafa discussed at length a special case of the tt * equations which is related to the periodic Toda field equations, namely (1.1) 2 ∂ 2 ∂t∂t w i = −e 2w i+1 −2w i + e 2w i −2w i−1 where w i : C * → R and w i depends only on |t|. Here i ∈ Z, and it is assumed that the w i satisfy w n−i + w i = 0 as well as the periodicity condition w i+n+1 = w i . For n = 1 these "tt * -Toda equations" reduce to the radial sinh-Gordon equation (a case of the third Painlevé equation). In this case mathematical results were available, and used, in [CV1] . On the other hand, the solutions of the tt * -Toda equations for other n were obtained relatively recently, in [GL] [GIL1][M1] [M2] . It was shown, as Cecotti and Vafa had predicted, that the solutions are characterized by their "boundary conditions", more precisely by their asymptotics at t = 0 or at t = ∞.
Although the tt * -Toda equations are indeed quite special, the existence of these mathematical results makes it possible to probe more deeply, in order to verify further physical predictions and possibly gain insight into more general cases of the tt*-equations. In the present article we focus on the Lie-theoretic structure of the space of solutions. It is of course well known that the Toda equations have a Lie-theoretic origin, and for the above equations the appropriate Lie group is just SL n+1 R. However the Lie-theoretic structure studied in this article appears in quite a subtle way, from the monodromy data (in particular, Stokes matrices) of a related system of meromorphic o.d.e. As far as we know, this Lie-theoretic aspect has not been studied before, although (as we shall see in section 5) it is related to the "unitarity implies regularity" principle of [CV2] , section 6.
Our results can be summarized as follows. From [GL] [GIL1] [M1] [M2] it is known that the solutions are parametrized by their asymptotic data at t = 0, or by certain entries of Stokes matrices, and this data can be identified with a certain convex polytope. In section 2 we extend some results of [GIL1] for n = 3, 4 (cases 4a, 5a) to general n; this general case was also treated in [M1] in rather different notation. In section 3 we apply the theory developed by Boalch [B3] to express these Stokes matrices in terms of the roots of the complex Lie group SL n+1 C (Propositions 3.4, 3.9). Then we observe that -for the tt * -Toda equations -the Stokes matrices are determined by certain special entries, which correspond to a set of simple roots (Propositions 3.5, 3.10). Next, in section 4, using classical results of Steinberg, we show that these entries parametrize certain conjugacy classes of elements of SL n+1 C (Theorem 4.4). Finally in section 5 we show that the set of conjugacy classes which actually come from solutions of the tt * -Toda equations can be identified with a set of conjugacy classes of elements of the compact group SU n+1 (Theorem 5.6), which in turn can be identified with a convex subset of the Weyl alcove of SU n+1 -in fact the fixed points of a specific involution. Thus, the convex polytope which arises from solving the tt * -Toda equations has been given a natural Lie-theoretic explanation (Proposition 5.7).
For readers familiar with the Toda equations, we would like to emphasize that the compact group SU n+1 does not arise directly from the equations themselves. There is indeed a version of the Toda equations corresponding to SU n+1 , but this is the equation obtained from (1.1) by changing the sign of the right hand side. Its solutions have quite different properties to those of (1.1). They have been much-studied by differential geometers as examples of harmonic maps into compact homogeneous spaces (cf. [Mc] [BPW] ). In contrast, the group SU n+1 appears from (1.1) in a very indirect way, from part of the monodromy data in the (irregular) Riemann-Hilbert correspondence.
Readers familiar with Lie theory will not be surprised to learn that most of our results can be generalized to the situation where SL n+1 C is replaced by any complex simple Lie group, and we shall discuss this in [GH] . We prefer to treat the case G = SL n+1 C separately here in a down to earth and explicit fashion, using the notation of [GL] [GIL1] . For the general case it is more convenient to make certain choices (for example, of Stokes data) in a different and more abstract way.
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The tt * -Toda equations
Let n ∈ N. We consider real valued smooth functions w i : C * → R with w i+n+1 = w i and w n−i + w i = 0 for all i ∈ Z. Let
where
w t means ∂w/∂t, and W T is the transpose of W . Here t is the coordinate of C, and λ is a nonzero complex parameter.
We regard d + α as a λ-family of connections in the trivial complex bundle over C * of rank n + 1.
which is a version of the Toda field equations.
On the other hand, if we impose the condition w i = w i (|t|) then we have a special case of the topological-antitopological fusion or tt * equations which were introduced by Cecotti and Vafa in [CV1] . For this reason, [GIL2] called (2.1) together with the radial condition w i = w i (|t|) the tt * -Toda equations.
There is a bijection between the set of solutions on C * to the tt * -Toda equations w 0 , . . . , w n and the bounded convex region
The correspondence is given by 2w i (t) ∼ γ i log |t|, as |t| → 0.
(The notation f (t) ∼ g(t), |t| → 0 means lim |t|→0 f (t)/g(t) = 1, cf. [FIKN] Chapter 1, section 0. The asymptotics of solutions are explained in more detail in [GIL1] [GIL2] -see in particular the introduction to [GIL2] .)
We shall give a Lie-theoretic explanation for the appearance of this convex set. Although the inequalities γ i+1 − γ i ≥ −2 might already suggest a relation with the Weyl alcove of SU n+1 , the role of this group is not apparent from the definition of α. Indeed, the group-theoretic properties of α arise from the following "symmetries", none of which relate to compact groups:
Here τ, σ, c are the automorphisms of sl n+1 C defined by
. These properties of α are easily verified, and the reality condition shows that α takes values in the Lie algebra sl ∆ n+1 R = {X ∈ sl n+1 C | ∆X∆ = X} when λ = 1/λ, i.e. |λ| = 1. As explained in section 2 of [GL] , we have sl
In this sense d + α is an SL n+1 R-connection with additional symmetries given by τ and σ.
Stokes Analysis
In this article we shall focus on another form of the radial version of (2.1), related to a |t|-family of (flat) meromorphic connections d +α on the trivial complex vector bundle of rank n + 1 over the Riemann sphere CP 1 = C ∪ ∞, with coordinate ζ on C. This is given bŷ
where x = |t|. Here W is as above, with w i = w i (|t|), and ζ = λ/t, but we refer to section 2 of [GIL3] for the precise relation betweenα and α. The essential point is that d +α is isomonodromic (i.e. its monodromy data at the poles ζ = 0, ∞ is independent of x) if and only if (xw x ) x = 2x[W T , W ], which is the radial version of (2.1).
The symmetries of α translate into the following symmetries ofα:
and forα there is a further reality propertyα(ζ) =α(ζ).
As in the case of α, these properties show thatα takes values in the Lie algebra sl
The monodromy data of d +α consists of (i) formal monodromy matrices at the poles ζ = 0, ∞ (ii) Stokes matrices (relating flat holomorphic sections on Stokes sectors at each pole) (iii) connection matrices (relating flat holomorphic sections at ζ = 0 to flat holomorphic sections at ζ = ∞).
It is a fundamental principle (the Riemann-Hilbert correspondence) that local isomonodromic deformations -i.e. local solutions of (2.1) -correspond to such monodromy data (statements which apply to d +α can be found in [B1] , [B4] ). In this section and the next, however, we just discuss the structure of the monodromy data itself, for which it suffices to consider t fixed. We return to the consideration of solutions of (2.1) in section 5.
We shall recall the description of the monodromy data from [GIL1] [GIL2], then express it in the language of [B2] , [B3] . It will be convenient to consider separately the cases where n + 1 is even or odd. To avoid introducing new notation for the case n = 1 we assume n ≥ 2 from now on.
3.1. Monodromy data for the case n + 1 = 2m.
We express the monodromy data in the (classical) context of the equation (d−α T )Ψ = 0, referring to [FIKN] for general facts about such equations (see also [BJL] ). This notation means that the columns of the matrix function Ψ are a basis of flat sections of the dual connection d−α T . Explicitly, the equation is
The following presentation of the monodromy data generalizes that for n + 1 = 4 in section 4 of [GIL1] and section 5 of [GIL2] .
Choice of formal solutions.
To diagonalize the coefficient −W of 1/ζ 2 , we use the fact that
The eigenvalues of Π are the (n + 1)-th roots of unity, and in fact we have Π = Ω d n+1 Ω −1 , where Ω is the Vandermonde matrix (ω ij ) 0≤i,j≤n . We obtain
where, following section 5 of [GIL2] , we chooseP
2 ). Having made the specific choices −d n+1 (ordering of the eigenvalues) andP 0 (diagonalizing matrix), by Proposition 1.1 of [FIKN] we obtain a unique formal solution of the form
Similarly, we have W T = e w Π T e −w , and Π
2 ). Then there is unique formal solution at ζ = ∞ (i.e. 1/ζ = 0) of the form
Stokes matrices.
Let us take initial Stokes sectors at zero and infinity to be
We regard these as subsets of the universal covering surfaceC * , and define further Stokes sectors inC * by
(
Z. Then (see, for example, Theorem 1.4 of [FIKN] ) there are unique holomorphic solutionsΨ
k . We use the same notationΨ
for the analytic continuations of these solutions to the whole ofC * .
The symmetries ofα lead to the following symmetries of theΨ (0) k (see section 2 of [GIL2] for these formulae, and Appendix A of [GIL2] for a list of commonly used notation):
On overlapping sectors these solutions differ by constant matrices (independent of ζ and x). We define specific matricesQ
It follows thatS
. (0) k we obtain:
From the symmetries of theΨ
In particular, the first (cyclic) symmetry shows that allQ
. The third shows that it suffices to consider the pole ζ = 0.
We can say more about the shape of the matricesQ
Lemma 3.1. When n + 1 = 2m, the (i, j) entry of the matrixQ
This is proved in exactly the same way as Lemma 4.4 of [GIL1] (the case n + 1 = 4). That lemma applies to the matrices Q k (defined in section 4 of [GIL1] ), but in fact those matrices have the same shape as theQ (0) k . The remaining entries depend on w 0 , . . . , w n (i.e. the coefficients ofα), and will be given later (section 5). The reason for usingQ (0) k rather than Q k is that all entries ofQ (0) k are real numbers (see Corollary 5.4).
Monodromy matrices.
As in the proof of Lemma 4.2 of [GIL1] , the triviality of the formal monodromy gives (0) 2 , i.e. the monodromy ofΨ (0) 2 . From the cyclic symmetry property we obtaiñ
Connection matrices.
Solutions at zero and infinity are related in a similar way, by "connection matrices"Ẽ k , namelỹ
The final constituents of the monodromy data are these connection matricesẼ k , although we shall not need explicit formulae for them in this article. They are all determined byẼ 1 .
As remarked earlier, there is a correspondence between local isomonodromic deformations (or solutions of the tt*-Toda equations) and the monodromy dataẼ 1 ,Q
. (In general one would have formal monodromy matrices as well, but these are trivial in our situation.) It turns out that all the global solutions on C * have the same value ofẼ 1 (see Theorem 5.5 of [GIL2] ). Therefore, since these global solutions are our main focus, only the dataQ
will be needed, and, as we shall see in the next section, giving these is equivalent to giving the single matrixQ
With this in mind, we introduce the following notation:
We emphasize thatM (0) is constructed from a particular meromorphic connectionα, i.e. from a particular solution of the tt*-Toda equations, even though this dependence is not indicated explicitly in the notation. Later we shall investigate which matricesM (0) actually arise from solutions.
As we have just seen, the (n + 1)-th power ofM (0) ω 1 2 is equal to the monodromy ofΨ (0) 1 . Geometrically, this can be explained as follows. First, the cyclic symmetry property says that the parallel translation of a (holomorphic) flat section Ψ along the unit circle from ζ to ωζ, followed by d
n+1 , is a well-defined automorphism M of the fibre at ζ, which satisfies d
shows that, in the case Ψ =Ψ
. For this reason, we regardM (0) as the fundamental monodromy data for the connectionα.
Next, we will review the framework of Boalch [B3] , which describes the Stokes matrices of meromorphic G-connections efficiently in Lie-theoretic terms, for any connected complex reductive group G. Even though we consider only the group G = SL n+1 C here, we shall find this notation useful.
Let us choose the standard Cartan subalgebra
Then the roots for sl n+1 C with respect to h n+1 are α i,j = v i − v j with 0 ≤ i = j ≤ n. We denote the set of all roots by ∆ n+1 . We have the root space decomposition
where E i,j is the matrix with 1 in the (i, j) entry and all other entries zero.
The Stokes data of [B3] is based on a choice of ordering of the singular directions (anti-Stokes directions) d 1 , d 2 , . . . , d 2l associated to a pole of a meromorphic connection. In the case of a pole of order 2, with leading term 1 ζ 2 X, the singular directions are simply the directions of (or rays through) the complex numbers α(X), where α ∈ ∆ n+1 . Here it is assumed that all α(X) are nonzero. Given a singular direction d, the set of roots supported by d, i.e. for which α(X) has direction d, is denoted by R(d).
In the terminology of [B3] , the i-th sector Sect i is the sector between d i , d i+1 . The i-th supersector Sect i is the larger sector bounded by arg
. On Sect i there is a unique holomorphic solution Φ i of (3.1) asymptotic to a chosen formal solution Φ f as ζ → 0 in that sector. The Stokes factors K 2 , . . . , K 2l are defined by
where M 0 is the formal monodromy). Thus, each singular direction d i has an associated Stokes factor K i . One has the following result concerning the shape of K i :
independent of the ordering of the factors).
In our situation X = diag(−1, −ω, . . . , −ω n ), from which it follows that the arguments of the singular directions are Z as labels for all objects.
Let us choose initial singular direction θ 1 = − π n+1
, and denote further singular directions by
Projecting to C * for ℓ = 0, . . . , 2n + 1 gives the singular directions in the sense of [B3] . Apart from the (unimportant) fact that our labels increase in the clockwise direction, we are now in the situation of [B3] , as
More precisely, this holds (by definition) for the initial sector given by ℓ = 0, then the projection of Ω
for all ℓ. It follows that
is -in the terminology of [B3] -just the Stokes factor associated to the
. This is valid for all ℓ ∈ Z because the formal monodromy is trivial in our situation; the matricesQ
are unchanged under ℓ → ℓ + 2n + 2.
It is now clear that Lemma 3.1 gives the same information as Lemma 3.3. According to the former, the off-diagonal (i, j) entry ofQ
may be nonzero only when
π mod 2π;
according to the latter, the condition is arg
, that is
π mod 2π, which is the same. In particular, this information gives the roots supported by each singular direction. Summarizing:
k is the Stokes factor corresponding to the singular direction θ k . The roots R(θ k ) for k = 1, 1
are listed in Table 1 below. Here n + 1 = 2m and m = 2c or 2c + 1. 2c + 1 (0,2c+1),(1,2c),...,(c,c+1) (4c+1,2c+2),(4c,2c+3),...,(3c+2,3c+1) Table 1 . Roots associated to Stokes factors when n + 1 = 2m
It is pointed out in [B3] that the roots associated to any "half-period" of singular directions, for example,
, form a system of positive roots. This is a general property, which holds whenever one has a pole of order 2. In our situation the roots associated to θ 1 and θ 1 n n+1
(the head and tail of the half-period) are precisely the corresponding simple roots. This property, which is a special feature of the particular connectionα, follows by inspection from Table 1. In [GH] we shall give a more conceptual proof of this.
Proposition 3.5. When n + 1 = 2m and m = 2c, the roots associated to θ 1 and θ 1 n n+1 form a system of simple roots. This system is specified by the order relation ≺ of 0, 1, . . . , 4c − 1 shown below, where i ≺ j means that i is to the left of j in the diagram. ).
Similarly, when n + 1 = 2m and m = 2c + 1, the roots associated to θ 1 and θ 1 n n+1
are the set of simple roots for the ordering of 0, 1, . . . , 4c + 1 shown below.
3c+2
.
In this case also, the form b a indicates a root in R(θ 1 ), and the form
).
Thus our monodromy matrixM
(0) (Definition 3.2) belongs to the subspace M n+1 of SL n+1 C defined as follows:
It is clear from the explicit description in Proposition 3.5 that
). Thus we have a stronger property than the fact (see Lemma 3.3) that the subgroups {Π α U α | α ∈ R(θ 1 )}, {Π α U β | β ∈ R(θ 1 )} are independent of the ordering of the factors; it is actually true that the individual factors commute in each subgroup.
3.2. Monodromy data for the case n + 1 = 2m + 1.
This generalizes the case n + 1 = 5 in section 4 of [GIL1] and Appendix B of [GIL2] . We shall just point out the differences from the case n + 1 = 2m.
Diagonalization of the leading term
. . , ω n(m+1) ). Corresponding to this, at ζ = ∞ we usẽ
Initial Stokes sectors at zero and infinity are taken to be
The symmetries ofα lead to the following symmetries of the holomorphic solutionsΨ
From these symmetries we obtain:
The analogue of Lemma 3.1 is:
Lemma 3.7. When n + 1 = 2m + 1, the (i, j) entry of the matrixQ
The monodromy ofΨ 
Π)
n+1 , so the analogue of Definition 3.2 is:
Lemma 3.3 still applies, but the singular directions are different in this case. We still have X = diag(−1, −ω, . . . , −ω n ), but the arguments of the singular directions are
Proposition 3.9. The matrixQ (0) k is the Stokes factor corresponding to the singular direction θ k . The roots R(θ k ) for k = 1, 1
are listed in Table 2 below. Here n + 1 = 2m + 1 and m = 2c or 2c + 1.
From this we obtain the analogue of Proposition 3.5:
Proposition 3.10. When n + 1 = 2m + 1 and m = 2c, the roots associated to θ 1 and θ 1 n n+1 form a system of simple roots. This system is specified by the order relation ≺ of 0, 1, . . . , 4c shown below, where i ≺ j means that i is to the left of j in the diagram. 2c + 1 (0,2c+2),(1,2c+1) ,...,(c,c+2) (4c+2,2c+3),(4c+1,2c+4),...,(3c+3,3c+2) Table 2 . Roots associated to Stokes factors when n + 1 = 2m + 1
Thus α ).
Similarly, when n + 1 = 2m + 1 and m = 2c + 1, the roots associated to θ 1 and θ 1 n n+1 are the set of simple roots for the ordering of 0, 1, . . . , 4c + 2 shown below.
3c+3
In this case also, the form b a indicates a root in R(θ 1 ), and the form ).
The analogue of Definition 3.6 is:
Conjugacy classes
We begin by quoting some results from [S] . Let G be a linear reductive algebraic group over C and n its rank (the dimension of an algebraic maximal torus T ). Linearity means that G may be regarded as a subgroup of GL(V ) for some finite-dimensional complex vector space V .
Recall that an element of G is said to be regular if its stabilizer has minimal dimension (necessarily n), and semisimple if its adjoint representation is semisimple. We denote by G reg the set of all regular elements of G, and by G ss the set of all semisimple elements. For any subset X ⊆ G which is invariant under conjugation by elements of G, we denote by X/G the set of conjugacy classes. Since G is not compact, G/G and in general X/G are not Hausdorff. To obtain a Hausdorff quotient, one should take G ss /G and in general X ss /G, as semisimple elements here are precisely the elements whose orbits under conjugation are closed (cf. [R] ). This type of quotient is sometimes called the categorical quotient.
Recall also that, for an endomorphism g of V , the multiplicative Jordan-Chevalley decomposition g = g ss g u = g u g ss exists, and the factors are unique, where g ss is semisimple and g u is unipotent. Furthermore, if g ∈ G, then also g ss , g u ∈ G.
Proposition 4.1. [S] (Theorem 3, p.115) There is a bijection G reg /G ∼ = G ss /G given by g → g ss , i.e. by sending an element to its semi-simple part.
Consider the map χ : G → C n , g → (χ 1 , . . . , χ n ) where the χ i are the characters of the basic irreducible representations. Clearly each fibre of this map is a union of conjugacy classes.
Proposition 4.2. [S] (Theorem 4, p.120) Assume further that G is simply connected and semisimple. The map s :
. . , α n } is an ordered set of simple roots, the E α i are corresponding root vectors, and the σ i are representatives in N(T ) of the corresponding elements in the Weyl group N(T )/T .
Thus C
n parametrizes the regular conjugacy classes in G, and the cross-section gives a particular choice of representatives. In the case G = SL n+1 C, for the standard choice of simple roots α 1,0 , α 2,1 , . . . , α n,n−1 , this choice of representatives is nothing but the rational normal form of a cyclic matrix (a single companion matrix). However, in order to deal with other choices (which arise from the Stokes analysis), we make the following definition. Definition 4.3. Let G = SL n+1 C. Using the notation of Proposition 4.2, we define
where Γ is a given ordered set of simple roots.
The main result of this section, whose proof will be given in the next two subsections, is:
). In other words, the space M n+1 in the Stokes analysis of section 3 is actually (the image of ) a Steinberg cross-section of the space of regular conjugacy classes. This holds for any ordering of Γ in which R(θ 1 ) precedes R(θ 1 n n+1
This will give useful information on the structure of the matricesM (0) (and, more generally, any matrices in M n+1 ). In particular, we have: 
Proof. (i) We haveM
, where s(t 1 , . . . , t n ) = e 1 (t 1 )σ 1 . . . e n (t n )σ n as in Proposition 4.2. The map χ : SL n+1 C → C n gives the coefficients of the characteristic polynomial.
(ii) This follows from (i) and the fact that all e i , σ i may be chosen to be real. 4.1. Proof of Theorem 4.4 in the case n + 1 = 2m.
)} (Definition 3.6). We shall produce this set from R
) e α σ α by "moving all the σ α to the right". Here, for brevity, e α denotes e α (C) = U α .
It is well known that σ α i,j can be chosen so that
where p is the permutation which interchanges i and j.
First we consider R(θ 1 ). From Proposition 3.5 we have
the remark after Definition 3.6). Hence σ α 1 e α 2 = e α 2 σ α 1 for any α 1 , α 2 ∈ R(θ 1 ). The same argument applies to R(θ 1 n n+1 ), so
) e α α∈R(θ 1 n n+1 ) σ α as well. Next we examine
). ) (or root spaces) under conjugation by σ * is given by those α i,j with (i, j) = (3c − 2, 3c), . . . , (2c, 4c − 2), (2c − 1, 4c − 1), (2c − 2, 0), . . . , (c, c − 2) and this is precisely R(θ 1 1 n+1
). In the case m = 2c + 1, a similar argument applies to the second diagram in Proposition 3.5. This is exactly the same as the proof in the case n + 1 = 2m, but using Proposition 3.10 instead of Proposition 3.5. The key step is to see the effect of conjugation by σ * , i.e. of applying all reflections ). The case m = 2c + 1, with the second diagram, is similar. We conclude again that α∈R(θ 1 )∪R(θ 1 n n+1 ) e α σ α = M n+1 .
4.3.
A lemma on orbits of the maximal compact subgroup.
We shall need the following lemma, which may be well known, but for lack of a suitable reference we give the proof. Lemma 4.6. Let K be a maximal compact subgroup of G. Let g = k+p be the Cartan decomposition of the Lie algebra g of G, where k is the Lie algebra of K. Denote by C G k the G-orbit of an element k ∈ K under conjugation, and by
Proof. Recall first that any element g in G can be written as g = k exp X where k ∈ K and X ∈ p, since the multiplication map K × exp p → G is a diffeomorphism (p. 384 of [K] ). To prove that C
Writing g = k exp X for some k ∈ K and X ∈ p, we have exp Xk 1 exp(−X) = k −1 k 2 k ∈ K. Let Θ be the global Cartan involution on the group (p. 387 of [K] ). Then Θ(exp(X)k 1 exp(−X)) = exp(−X)k 1 exp(X). As this lies in K, it is fixed by Θ, thus exp(X)k 1 exp(−X) = exp(−X)k 1 exp(X). In other words, exp(−2X)k 1 exp(2X) = k 1 , and so k 1 exp(2X)k
exp is injective on p. This implies exp(Ad k 1 X) = exp X and thus
This implies that the set of G-conjugacy classes of {gkg −1 | g ∈ G, k ∈ K} can be identified with the set of K-conjugacy classes of K. It is well known that the latter can be identified with a Weyl alcove of K.
Solutions of the tt * -Toda equations
From now on we shall consider those matricesM (0) which arise from solutions w i (of the tt * -Toda equations) defined on intervals of the form (0, ǫ), such that w i = w i (|t|) and 2w i ∼ γ i log |t| as t → 0. (Thus the global solutions are the solutions of this type with ǫ = ∞.) We refer to such solutions as smooth near zero.
Proposition 5.1. (i) For any solution w i defined on an interval of the form (0, ǫ), such that w i = w i (|t|) and 2w i ∼ γ i log |t| as z → 0, we have γ i+1 − γ i ≥ −2 for all i. (ii) Conversely, for any (γ 0 , . . . , γ n ) ∈ R n+1 such that γ i+1 − γ i ≥ −2 for all i, there exists a solution w i such that w i arises as in (i). [GL] , and (ii) follows from Theorem 2.1. Alternatively, without appealing to the result on global solutions, (ii) follows from the Iwasawa factorization method of [GIL3] , which is purely local.
Proof. (i) is elementary
Definition 5.2. We denote by M zero n+1 the subset of M n+1 consisting of matricesM (0) arising from solutions w i of the tt * -Toda equations which are smooth near zero.
For such solutions, we have the following result, which will be proved in Section 7 (an equivalent result can be found in [M1] , [M2] ).
, then its eigenvalues are in the unit circle. More precisely, if n + 1 = 2m, then the eigenvalues ofM (0) are
and, if n + 1 = 2m + 1, they are
From section 4 we know that M We regard condition (c) as a compactness or "unitary" condition (on the eigenvalues). Condition (p) means that the characteristic polynomial of X is palindromic in the case n + 1 = 2m (antipalindromic in the case n + 1 = 2m + 1).
Proof. Theorem 5.3 shows that the roots of the characteristic polynomial ofM (0) are real or come in complex conjugate pairs, hence the coefficients of this polynomial are real. By Corollary 4.5, M (0) itself must be real. It follows thatQ by using the symmetries, and it is clear from these formulae that theQ
We remark that Theorem 5.3 (in conjunction with Corollary 4.5) also permits the explicit computation of the entries of the matrixM (0) (and the matricesQ (0) k ) in terms of the data γ 0 , . . . , γ n of the local solutions. Some examples will be given in the next section.
Let us look at the structure of M zero n+1 in more detail. First we consider the space R Γ,c n+1 .
Lemma 5.5. R Γ,c n+1 can be identified with (any) Weyl alcove A n+1 of the maximal compact subgroup
Proof. The Steinberg maps in Proposition 4.1 and 4.2 both preserve the eigenvalues, so we may impose condition (c) on all three spaces. Then we have
, and the reverse inclusion holds because a semisimple element of G = SL n+1 C is diagonalizable.) Next we have
Now we can give a Lie-theoretic description of the monodromy data M Let us choose the maximal torus
of SU n+1 , and the Weyl alcove
. By Theorem 5.3 and the proof of Lemma 5.5, we see that the map
is given explicitly bỹ
, . . . ,
By Proposition 5.1, its image consists of the points of this form which also satisfy γ i+1 − γ i ≥ −2. This is exactly the set R Γ,c,p n+1
. Finally we point out that the specific convex region which arises from the tt*-Toda equations can be expressed as (1, 3, . . . , 2m − 1, 1 − 2m, . . . , −3, −1) i.e. a rescaling of the convex subset A p n+1 followed by translation by the sum of the (positive) coroots, where positive refers to the alcove chosen above.
The rescaling by a factor of n + 1 corresponds to using the full monodromy
of the connection d +α, rather than our matrixM (0) . However, it would not have been possible to work with the full monodromy throughout this article, as (
is not in general regular, so the methods of section 4 would not apply.
5.2. Proof of Theorem 5.6 in the case n + 1 = 2m + 1. This is very similar to the previous case. We take the Weyl alcove
By Proposition 5.1, its image consists the points of this form which also satisfy γ i+1 − γ i ≥ −2. This is exactly the set R Γ,c,p n+1
. The specific convex region which arises from the tt*-Toda equations can be expressed as We also have the corresponding spaces M global n+1
, where the n+1-th power ofM (0) is, up to sign, the monodromy (see section 3). These spaces are related to the solution spaces as follows
where each vertical map is the "monodromy map" (and is surjective, by definition).
In this article we do not discuss the map S are both bijective. In particular we obtain the following Lie-theoretic formulation of Theorem 2.1:
Proposition 5.7. The map
(w 0 , . . . , w n ) → conjugacy class of semisimple part ofM
is bijective.
Thus, S . This is analogous to the characterization of Proposition 5.1 using asymptotic data, but now using monodromy data: 
Examples
In this section, we exhibit concrete matrices for the cases n + 1 = 4, 5 cases, which were the main focus of [GIL1] [GIL2] . We use the notation of those articles. , . . . and find that the roots associated to (a half-period of) singular directions are as shown in Table 3 .
The fundamental Stokes factors can be written as is µ 4 + s 
The system of positive roots shown in the table corresponds to the choice of simple roots α 1,0 , α 2,3 , α 0,2 , and (in the notation of Proposition 3.5), to the diagram Recall that e i (t i ) = exp(t i E α i ) = I + t i E α i . Then
which is the general element of M 4 , as asserted, and also σ 0 σ 1 σ 2 =Π. , . . . and find that the roots associated to (a half-period of) singular directions are as shown in Table 4 . Table 4 . Roots associated to Stokes factors when n + 1 = 5
The fundamental Stokes factors can be written as For the cases n + 1 = 4, 5 the proof can be extracted from section 4 of [GIL1] and section 5 of [GIL2] . For the case n + 1 = 4 another proof is given in section 3 of [GIL3] , and we shall show how to extend that proof to the case of any n. Another proof for any n can be extracted from [M1] [M2] .
The following proof is based on the consideration of a meromorphic connection ω = − 
