We introduce linear-response theory for non-relativistic quantum-electrodynamics in the long wavelength limit, which allows us to treat correlated excited-state phenomena of matter-photon systems from first principles. By using quantum-electrodynamical density-functional theory we can reformulate the resulting fully coupled photon-matter response equations as a pseudo-eigenvalue problem. This provides a direct extension of the conventional matter-only response theory. Our approach can be solved numerically very efficiently and existing ab-initio density-functional response implementations can be easily extended to take the full photon-matter response into account. We highlight how the coupling between light and matter changes the usual response functions and introduces new types of response functions that measure the matter-photon subsystem responses. We show how correlating light and matter changes the Maxwell equations and highlight how the spectra of real systems are changed upon strongly coupling to the photon field. A key feature of treating the combined matter-photon response is that natural lifetimes of excitations become directly accessible from first principles and no artificial broadening of spectra is required anymore. By introducing a straightforward extension of the random-phase approximation for the coupled matter-photon problem, we are able to present the first ab-initio spectra for a real molecular system that is coupled to the quantized electromagnetic field.
I. INTRODUCTION
Spectroscopic techniques are central to modern quantum physics [1] . Measuring the reaction of a microscopic system, such as an atom, a molecule or a solid-state system to some perturbation allows us to deduce important information about that system. We can use many different perturbations, ranging from electromagnetic radiation, particles to even mechanical deformation and heat. At the same time we then monitor similar aspects of the physical system, e.g., the radiation emitted from an atom after a perturbation with a laser pulse. This allows us many possible combinations of perturbations and monitored aspects. Comparing the spectroscopic measurements with theoretical predictions provides us then with stringent tests of our theoretical description [1] . Evaluating and improving our theoretical modeling of quantum systems is not only important for theory, but it is also the basis of how we interpret experimental results.
A change in description can therefore also lead to a change in how we understand quantum systems. Let us in the following focus on the important case of * Electronic address: johannes.flick@mpsd.mpg. the electromagnetic response of a quantum system to an electromagnetic perturbation, e.g., measuring the absorption or emission spectrum of a molecule, an atom or solid. One of the most fundamental assumption in our current theoretical modeling of real systems is then that the (transversal) light field is treated as decoupled from the quantum system [1] . This assumption leads to two important simplifications. First, the quantum system under investigation consists only of charged particles (electrons and nuclei) and it is only the longitudinal Coulomb interaction among the particles and their renormalized masses (bare and electromagnetic [2] ) that remain in the description of the photon field. One of the consequences then is that our approximate theoretical modeling cannot account for finite lifetimes of excited atomic states [2] . Second, the electromagnetic perturbation is external, i.e., the probe is not a dynamical variable of our modeling. We therefore do not have direct access to changes in the electromagnetic field and possible retardation, polarization and local-field effects. For instance, the laser pulse that perturbs a molecule is modeled as a fixed classical field that is not changed even though it interacts with the molecule and a charge current is induced that acts back on the radiation field. Although these simplifications are justified in most cases when modeling spectroscopic experiments in, e.g., quantum chemistry and material science, in the recent years tremendous experimental advances in the field of strongly-coupled light-matter systems [3, 4] D R A F T 2 of decoupling light and matter is no longer valid. This is the case, for instance, in polaritonic chemistry [5] , strong light-matter coupling in solid-state physics [6] , biological systems [7] or nanoplasmonics [8, 9] and Floquet engineering [10] . As a result of mixing matter and photon degrees-of-freedom novel effects emerge such as changes in chemical pathways [11] [12] [13] ground-state electroluminescence [14] , cavity-controlled chemistry for molecular ensembles [15, 16] , or optomechanical coupling in optical cavities [17] and new topological phases of matter [18] . Due to the inherent complexity of such coupled fermion-boson problems, the theoretical treatment is usually restricted to simplified effective models that heavily rely on input parameters. However, a recent generalization of density-functional theory (DFT) and its time-dependent generalization TDDFT to coupled matter-photon systems [19] [20] [21] [22] overcomes this restriction and allows for an ab-initio description of real systems strongly coupled to photons. This so-called quantum-electrodynamical density-functional theory (QEDFT) reformulates quantum electrodynamics (QED) in terms of the exact quantum-fluid description for coupled fermion-boson systems [23] .
In this way efficient and accurate approximations to treat many-particle systems coupled to the photon field can be devised [24, 25] , which allow us to go beyond the assumption of decoupling light and matter when describing real systems. This also challenges our conception of light and matter as distinct entities [26] and first results for real systems [27] highlight that what we perceive as the ground state of a molecular system is always defined only with respect to the surrounding photon vacuum [28] . While QEDFT has now been successfully applied to real systems in equilibrium, the changes in the ground-state observables are known to be relatively small, i.e., it is Lamb-shift physics. Instead of ground-state properties, what is used experimentally to quantify the strong-coupling regime is the so-called Rabi splitting where the emergence of hybrid light-matter states lead to a split of spectral lines [28] . Furthermore, strong coupling can lead to changes in lifetimes of excited states and induce super-and sub-radiant behavior in complex quantum many-body systems. The changes are therefore most profound in spectroscopic quantities, where polaritonic states lead to large changes in, e.g., the absorption spectra [1] . Further, the response of the hybrid quantum system depends strongly on whether we use classical or quantum light [1] . This allows for novel types of spectroscopic techniques that make specific use of the quantum nature of light [1, 29] . In this work, we present how these changes of well-known spectroscopic quantities like the absorption spectrum can be efficiently and accurately determined within the framework of QEDFT. We further show how novel spectroscopic quantities emerge that are based on the quantum nature of light and matter alike. This leads, besides others, to a change of the Maxwell equations in matter. We demonstrate these different aspects first for a simple model system. With this model system we highlight the range of validity of a random-phase-type approximation for the matter-photon coupling, which we then apply to present the first ab-initio calculation of spectral properties for a real three-dimensional hybrid light-matter system, a benzene molecule placed in a high-Q optical cavity. Besides the well-known Rabi-splitting, we demonstrate how lifetimes of excited states become accessible from first-principles and how the mixed matter-photon character of resonances can be determined. These results highlight that an ab-initio description of matter and light allows to properly access so far elusive properties of real systems and provides a new perspective on well-established concepts in quantum chemistry and material science.
This paper is structured as follows: In Sec. II we first provide a brief introduction into QED in the nonrelativistic and long wave-length limit, before deriving the four possible combinations of linear-response functions of hybrid light-matter systems. We then discuss the QEDFT reformulation of coupled matter-photon systems, introduce the according Kohn-Sham (KS) construction and linear-response formalism. Next we discuss the influence of the hybrid light-matter states on observables, e.g., how the Maxwell's equation change due to the coupling between photon and quantum matter. We further present a random-phase approximation for the coupling to the photons that allows us to perform linear-response calculations for coupled photon-matter systems. In Sec. III we exemplify those concepts for the generalized Rabi model and assess the quality of the random-phase approximation and compare it to the exact and the rotating-wave approximation. Next, in Sec. IV we then apply the random-phase approximation to calculate the absorption spectra of a benzene molecule in an optical cavity and discuss the emerging polaritonic branches and lifetimes. Finally, in Sec. V we present a summary of the results and provide an outlook of novel physical situations that are now possible to treat within QEDFT.
II. LIGHT-MATTER INTERACTION IN THE LONG WAVE-LENGTH LIMIT
Our fundamental description of how the charged constituents of atoms, molecules and solid-state systems, i.e., electrons and positively charged nuclei, interact is based on QED [1, 2, 30, 31] . In this theory the interaction is mediated via the exchange of photons. Adopting the Coulomb gauge for the photon field allows us to single out the longitudinal interaction among the particles which gives rise to the well-known Coulomb interaction and leaves the photon field purely transversal. Assuming then that the kinetic energies of the nuclei and electrons are relatively small, allows us to take the non-relativistic limit for the matter subsystem of the coupled photon-matter Hamiltonian, which gives rise to the so-called Pauli-Fierz Hamiltonian [1, 2, 21] of nonrelativistic QED. In a next step one then usually assumes that the combined matter-photon system is in its ground state such that the transversal charge currents are small and that the coupling to the (transversal) photon field is very weak. Besides the Coulomb interaction it is then only the physical mass of the charged constituents (bare plus electromagnetic mass [2] ) that is a reminder of the photon field in the usual many-body Schrödinger Hamiltonian. In this work, however, we will not disregard the transversal photon field. This becomes necessary, for instance, when we consider the system in a high-Q optical cavity or near some nanoplasmonic structure [3, 4] . In such cases the properties of the many-body system are changed, e.g., the excitation energies and lifetimes are modified. This happens because certain modes of the photon vacuum field are enhanced which can lead to a strong coupling of light with matter. We will keep this modes explicitly in our description of the combined lightmatter system. Since the wavelength of these modes are usually much larger than the extend of the matter subsystem, we can then adopt the long-wavelength or dipole approximation in the length-gauge [32] which leads (in SI units) to [20, 21, 24 ]
Here we consider the nuclei merely externally, i.e., we assume them clamped, such that they give rise to attractive nuclear potentials (but the inclusion of the nuclei as quantum particles is straightforward) and we only keep the N electrons with mass m e of the quantum system explicitly. We restrict ourselves to arbitrarily many but a finite number M of modes α ≡ (k, s) with s being the two transversal polarization directions that are perpendicular to the direction of propagation k. The frequency ω α and polarization α that enters in λ α = α λ α with λ α = S k (r)/ √ 0 and mode function S k (r) define these electromagnetic modes. S k (r) is normalized and has the unit 1/ √ V with the volume V . These modes couple via the displacement coordinatê q α = 2ωα (â α +â † α ) strongly to the total dipole moment R = N i=1 er i . The q α corresponds to the mode α of the displacement fieldD α = 0 ω α λ α q α [32] . Further, the conjugate momentum of the displacement coordinate is given byp α = −i ωα 2 (â α −â † α ). Besides a timedependent external potential v(r, t) = v 0 (r) + δv(r, t), where v 0 (r) describes the attractive potentials of the nuclei and δv(r, t) a classical external probe field that couples to the electronic subsystem, we also have an external perturbation j α (t) = j α,0 + δj α (t) that acts directly on the mode α of the photon subsystem. Here j α (t) is connected to a classical external charge current that acts as a source for the inhomogeneous Maxwell equation
Formally, however, due to the length-gauge transformations, the j α (t) corresponds to the time-derivative of this (mode-resolved) classical external charge current [20, 21] . Physically the static part j α,0 merely polarizes the vacuum of the photon field and leads to a static electric field [22, 25] . The time-dependent part δj α (t) then generates real photons in the mode α.
A. Linear Response in the Length Gauge
With the above Hamiltonian in length gauge we can then in principle solve for a given initial state of the coupled matter-photon system Ψ 0 (r 1 σ 1 , ..., r N σ N , q 1 , ..., q M ) the corresponding time-dependent Schrödinger equation
where the σ correspond to the spin degrees-of-freedom. However, instead of trying to solve for the infeasible time-dependent many-body wave function, we restrict ourselves to weak perturbations δv(r, t) and δj α (t) and assume that our system is in the ground state of the coupled matter-photon system at t = 0. In this case first-order time-dependent perturbation theory can be used (see App. A for details) to approximate the dynamics of the coupled matter-photon system. This framework gives us access to linear spectroscopy, e.g., the absorption spectrum of a molecule. Traditionally, if we made a decoupling of light and matter, i.e., we would assume
, we would only consider the matter subsystem ψ (the photonic part ϕ would be completely disregarded) and would investigate the classical dipole field that the electrons induced due to a classical external perturbation δv(r, t). To determine this we would only consider the linear response of the density operatorn(r) = N i=1 δ(r − r i ) which would be given by the usual density-density response function in terms of the electronic wave function only. Here, since we do not assume this decoupling, the density-density response is taken with respect to the combined groundstate wave function Ψ 0 and is consequently different to the traditional density-density response. Further, since we can also perturb the photon field in the cavity by δj α (t) which will subsequently induce density fluctuations, the density response gets a further contribution leading to
Here χ n n (rt, r t ) corresponds to the density-density response but with respect to the coupled light-matter ground state and χ n qα (rt, t ) corresponds to the response induced by changing the photon field (see App. A for the exact definitions). In the standard linear-response formulation, due to the decoupling ansatz, changes in the transversal photon field would not induce any changes in the electronic subsystem. Since obviously we now have a cross-talk between light and matter, we accordingly have also a genuine linear-response of the quantized light field
where χ qα n (t, r t ) is the full response of the photons due to perturbing the electronic degrees, and χ qα q α (t, t ) is the photon-photon response function (see App. A for the exact definitions). The response function χ qα n (t, r t ) is in general not equal to χ n qα (rt, t ) except for the position independent case of the Rabi model. [33] . The entire linear-response in non-relativistic QED for the density and photon coordinate can be written in matrix form as
where we imply integration over time and space when appropriate. In this form we clearly see that the density response of the coupled matter-photon system depends on whether we use a classical field δv(r, t), photons, which are created by δj α (t), or combinations thereof for the perturbation. Furthermore, we can also decide to not consider the classical response of the coupled matter-photon system due to δn(r, t), but rather directly monitor the quantized modes of the photon field δq α (t). This response yet again depends on whether we choose to use a classical field δv(r, t) that induces photons in mode α or whether we directly generate those photons by an external current δj α (t). And we also see that the different modes are coupled, i.e., that photons interact. Similarly as charged particles interact via coupling to photons, also photons interact via coupling to the charged particles. Keeping the coupling to the photon field explicitly therefore, on the one hand, changes the standard spectroscopic observables, and on the other hand also allows for many more spectroscopic observables than in the standard matteronly theory as will be discussed in Sec. II C.
B. Maxwell-Kohn-Sham linear-response theory
The problem of this general framework in practice is that already in the simplified matter-only theory we usually cannot determine the exact response functions of a many-body system. The reason is that the many-body wave functions, which we use to define the response functions (see App. A), are difficult, if not impossible to determine beyond simple model systems. So in practice we need a different approach that avoids the manybody wave functions. Several approaches exist that instead of wave functions employ reduced quantities [34] [35] [36] . The workhorse of these many-body methods is DFT and its time-dependent formulation TDDFT [37] [38] [39] . Both theories have been extended to general coupled matter-photon systems within the framework of QED [19] [20] [21] [22] . The basic idea of density-functional methods is to reformulate the original Hamiltonian equation given in Eq. (3) in terms of an equivalent and exact quantum-fluid problem [40] . Similar to classical physics, where one usually uses continuum mechanics and the corresponding Navier-Stokes equations to describe many interacting particles, in density-functional methods one uses densities and currents to determine the many-body system. For instance, since the Hamiltonian problem defined by Eq. (3) for a given initial state Ψ 0 provides a bijective mapping between the internal pairs (n(r, t), q α (t)) and the physical wave functions Ψ(r 1 σ 1 , ..., r N σ N , q 1 , ..., q M , t), i.e., we can label all solutions of the TDSE uniquely by their density and displacement coordinate expectation values Ψ([n, q α ], t), we can express all observables as functionals of the in-
This allows us to solve instead of the TDSE equivalently a non-linear fluid equation for the charge density n(r, t) coupled non-linearly to the mode-resolved inhomogeneous Maxwell equation [19] [20] [21] [22] . While these equations are in principle easy to handle numerically, we do not know the forms of all the different terms explicitly in terms of (n(r, t), q α (t)). To find accurate approximations one then employs the Kohn-Sham (KS) scheme, where we model the unknown terms by a numerically easy to handle auxiliary system in terms of wave functions. The simplest approach is to use non-interacting fermions and bosons which lead to a similar set of equations, which are however uncoupled. Enforcing that both give the same density and displacement field dynamics gives rise to mean-field exchange-correlation (Mxc) potentials and currents [23, 25, 41] . Formally this Mxc potential and current is defined as the difference of the potential/current that generate a prescribed internal pair in the auxiliary non-interacting and uncoupled system (v s ([n], r, t), j s α ([q α ], t)) and the potential/current that generates the same pair in the physical system defined by Eq. (1) which we denote by (v([n,
In the time-dependent case we only have a mean-field contribution to the Mxc current [20, 22] where the total dipole moment is written as R(t) = d 3 r r n(r, t). Further, we have ignored the so-called initial-state dependence because we assume (for notational simplicity) in the following that we always start from a ground state [41, 42] of the matter-photon coupled system. In this way we can recast the coupled Maxwell-quantumfluid equations in terms of coupled non-linear MaxwellKohn-Sham (MKS) equations for auxiliary electronic orbitals, which sum to the total density i |ϕ i (r, t)| 2 = n(r, t), and the displacement fields q α (t), i.e.,
Here we use the self-consistent KS potential
, r, t) that needs to depend on the fixed physical potential v(r, t) [41] , and instead of the full bosonic KS equation for the modes α we just provide the Heisenberg equation for the displacement field. Although the auxiliary bosonic wave functions might be useful for further approximations it is only q α (t) that is physically relevant and thus we get away with merely coupled classical harmonic oscillators, i.e., the mode resolved inhomogeneous Maxwell equation. It is then useful to divide the Mxc potential into the usual Hartee-exchange-correlation (Hxc) potential that we know from electronic TDDFT and a correction term that we call photon-exchange-correlation (pxc), i.e.,
Clearly, the correction term v pxc will vanish if we take the coupling |λ α | to zero and recover the purely electronic case. Since by construction the MKS system reproduces the exact dynamics, we also recover the exact linear-response of the interacting coupled system. We can express this with the help of the Mxc kernels defined by the functional derivatives of the Mxc quantities
(13) and use the corresponding definitions for the Hxc kernel (that only for the variation with respect to n has a nonzero contribution) and the pxc kernels. We note that since j α,M (t) = ω α λ α dr · rn(rt), we explicitly have
Via these kernels we find with χ n n,s (rt, r t ) and χ qα q α ,s (t, t ), where χ qα q α ,s (t, t ) ≡ 0 for α = α , the uncoupled and non-interacting response functions (see App. B) that
and accordingly for the mixed matter-photon response functions
Here we employed the formal connection between response functions and functional derivatives χ n n (rt, r t ) = δn(r, t)/δv(r , t ) as well as χ qα q α (t, t ) = δq α (t)/δj α (t ) and accordingly for the auxiliary system (see App. A for details). The Mxc kernels correct the unphysical responses of the auxiliary system to match the linear response of the interacting and coupled problem. So in practice, instead of the full wave function, what we need are approximations to the unknown Mxc kernels. Later we will provide such approximations, show how accurate they perform for a model system and then apply them to real systems. If we decouple light and matter, i.e., Ψ 0 ψ 0 ⊗ ϕ 0 , and disregard the photon part ϕ 0 (as is usually done in many-body physics), we recover the response function of Eq. (15) with f qα Mxc ≡ 0. The response function, which is calculated with the bare matter initial state ψ 0 , then obeys the usual Dyson-type equation relating the noninteracting and interacting response in TDDFT [43] 
C. Observables in coupled matter-photon response theory
As is obvious from the above discussion, the usual response functions will change and novel response functions are introduced if we keep the matter-photon coupling explicitly. Besides this, we also have new observables that become accessible with the quantum nature of light and well-known observables are changed. We can, for instance, by mixing the perturbations δv(r, t) and δj α (t) get a different classical induced field. Usually, assuming matter and light decoupled, we determine the induced transversal electric field in Coulomb gauge E(r,
Here the inhomogeneity is given by a classical (transversal) current (determined from the perturbed but decoupled matter system) that is connected to the polarization by
∂t 2 P(r, t). We can perform a modeexpansion of the electric field and the polarization in terms of eigenmodes, i.e.,
Then, in dipole approximation, if we evaluate the quantities at the center of charge, i.e. λ α (r) → λ α , we find for the electric field amplitude E α (t)
Using this kind of approach we can connect δn(r, t) to the induced vacuum electric field E(r, t). In a final step, to avoid solving the above mode-resolved Maxwell equations, one often even ignores the spatial dependence of the induced field and merely uses E α (t) = −λ α · R(t). However, we also immediately see that due to a change in χ n n as well as due to the new term χ n qα the left-hand side of the approximate induced field can change. Furthermore, the reformulation of the linear-response kernel in Eq. (15) shows that we get a feedback from the induced photon field onto the matter. Such intrinsic back-reaction effects are very important for large systems, as is well known from solid-state physics, where the bare (vacuum) electric field as determined by Eq. (22) does not agree with the measured spectrum. One needs to include the selfconsistent polarization of the system that counter-acts the external perturbing field which leads to the macroscopic Maxwell equations in matter. This can be done in linear response by solving self-consistently a Maxwell equation with the matter response as input [45] [46] [47] [48] . The same is true if we consider the vacuum electric field induced by a change in the photon modes, i.e., Eq. (17) . In this case we have a back-reaction of the different modes onto each other that changes the density response. But the coupling to the photon modes now also allows to look directly at the quantized field and we do not need to employ the approximate Eq. (22) . Instead we can directly look at the Maxwell equations in matter of the photonic displacement field of Eq. (10) . Here the electric field takes into account the self-consistent polarization by construction, i.e., [49] 
The response of the displacement coordinate in first order then becomes in the coupled matter-photon case
(24) The response of the density is then found with help of the response functions Eqs. (15)- (17) . In the case of an external classical field δv(r, t) we then find the induced field by (suppressing detailed dependencies with dr → and dr α → )
Here the first term on the right-hand side corresponds to the non-interacting matter-response. However, due to the electron-electron interaction we need to take into account also the self-polarization of interacting matter (second term). Finally, the third term describes the mattermediated photon-photon response. Let us consider what the terms on the right-hand side mean physically. First of all, in a matter-only theory the self-consistent solution of the Maxwell equations together with the response of the bare matter-system would corresponds approximately to the first two terms on the right-hand side. The photonphoton interaction would not be captured in such an approximate approach. Secondly, to highlight the physical content of the different terms we can make the mean-field contributions due to
The second term on the right-hand side then corresponds to the random-phase approximation (RPA) approximation to the instantaneous matter-matter polarization.
Here a new term that corresponds to the dipole selfenergy induced by the coupling to the photons arises. The third term on the right hand side is the RPA approximation to the dipole-dipole mediated photon interaction. The rest are xc contributions that arise due to more complicated interactions among the electrons and photons. The last term effectively describe photon-photon interactions mediated by matter. If we only keep the mean-field contributions of the coupled problem we will denote the resulting approximation in the following as photon RPA (pRPA) to distinguish it from the bare RPA of only the Coulomb interaction. We see how the Maxwell equations in matter change for bound charges, i.e., fields due to the polarization of matter, only. A new term, the photonphoton interaction, appears. For free charges, i.e., due to an external charge current δj α (t), we see similar changes. Clearly, if we would not have a coupling to matter, then there would be no induced density change and we just find the vacuum Maxwell equations coupled to an external current for the electric field. In other terms, the displacement field trivially corresponds to the electric field. However, with the coupling we find the following terms upon perturbing with δj α (t)
Here the second term on the right hand side describes the full polarization of the quantized medium due to the photon field and the third term highlights the mattermediated photon-photon interaction. Making again the mean-field explicit leads to
If we ignore the xc contributions to the matter-photon and photon-photon response we get the pRPA approximation to the Maxwell equation in matter. In this pRPA form we clearly see how the Maxwell equation becomes non-linear because of the feedback between light and matter. Such non-linearities of the Maxwell equations are investigated in great detail in high-energy physics in the context of strong-field QED [50] . In this case the strong fields lead to particle creation and thus a mattermediated photon-photon interaction. In our case, we do not need these high energies because we consider the photon-photon interaction due to condensed matter in form of atoms, molecules or solids and use, e.g., a cavity to enhance the coupling. Besides the above highlighted changes in, e.g., the Maxwell equations, novel observables become accessible. For instance, one can monitor the response of the matter system due to a perturbation of the photonic subsystem by an external current. This allows to investigate directly the cross-correlation between the matter and the photon subsystem induced by χ n qα . Also note, that this crosscorrelation observable allows to distinguish between the response due to a purely classical field δv(r, t) or due to a quantized field, since δj α (t) generates photons that then perturb the correlated matter-photon system. A further important observable that can be captured in this approach is the intrinsic lifetimes of excited states, which is not accessible in standard matter-only quantum mechanics. Let us briefly explain what we mean by this. In standard quantum mechanics we find besides the ground state also other eigenstates, i.e., excited states. Hereby an eigenstate is a square-integrable eigenfunction of a self-adjoint, usually unbounded Hamiltonian. If we excite a matter system from its ground state into such an excited state, it will remain in this state as long as we do not perturb it. In quantum mechanics we then also have generalized eigenstates, so-called scattering states, which are not square-integrable and that constitute the continuous spectrum of such a Hamiltonian [51] . The simplest example is the free electronic HamiltonianT =
which in infinite space has a purely continuous spectrum consisting of non-normalizable plane-waves [52] . The physical interpretation of such scattering states -as already the name indicates -is that particles propagate to infinity and do not stay bound anywhere. Thus exciting a matter system from its ground state into such a generalized eigenstate corresponds to the physical process of ionization. Ionization, however, is something completely different than the process of spontaneous emission. That is, if we put an atom or molecule into an "excited state", even without a further perturbation it will relax to the ground state by emitting radiation. The time the system stays in this "excited state" before emitting a photon is called the lifetime. The process of spontaneous clearly cannot be captured by standard quantum mechanics where matter and light are decoupled. Nonrelativistic QED, however, does capture this process [2] by coupling the matter system to the quantized electromagnetic field which consists of infinitely many harmonic oscillators. In this way the excited states of the bare matter system turn into resonances and the ground state (usually) remains the only eigenstate of the combined matter-photon system. While formally these resonances are indeed scattering states of the combined matterphoton system, it is only the photonic part that shows a scattering behavior, i.e., a photon leaves the vicinity of the matter subsystem. The matter subsystem just relaxes to the only stable state, its ground state [2] . In linear response such relaxation processes express themselves as finite line-widths of excitations, where the linewidth can be associated with the lifetimes of the different resonances. In our slightly simplified treatment based on Eq. (1) we only consider finitely many photon modes, and hence we do not have genuine resonances. However, by including enough modes we sample the influence of the vacuum and instead of one sharp transition peak (which numerically is usually artificially broadened) we get many that approximate the resonance. In this way linear-response theory for non-relativistic QED in the long wave-length limit can determine lifetimes of real systems.
D. Linear-response theory as a pseudo eigenvalue problem
After having investigated the changes in observables and new types of responses we need to find an efficient way to solve these linear-response equations in terms of the MKS system. First, performing a Fourier transfor-mation from time t to frequency space ω and using the Hxc and pxc kernels we find
The Eqns. (30)- (33) are coupled with respect to the external perturbations. The perturbation with respect to the external potential δv(rt) results in a coupled set of response functions {χ n n (rt, r t ), χ qα n (t, r t )} and for the external current δj α (t) gives the coupled set χ n qα (rt, t ), χ qα q α (t, t ) . These pairs of coupled response functions have to be solved in a self-consistent way to obtain the exact interacting response functions. The response functions of Eqs. (4) and (5) can be expressed in frequency space through a Fourier transform that yields
A perturbation from the external potential v(r, ω) induces the responses δn v (r, ω) and δq α,v (ω). Making a substitution of Eqs. (30) and (31) into the density and displacement field response due to an external potential v(r, ω) yields after some algebra the following eigenvalue problem (for a detailed derivation, we refer the reader to
where Ω q refers to the many-body excitation energies.
contains the difference of two Kohn-Sham energies a and i , where i refers to occupied orbitals and the index a to unoccupied orbitals. The quantity K is given by
In comparison to the standard linear response formulation of TDDFT, we also have now two new coupling functions appearing, M and N that couple the matter block with the photon block.
We emphasize here, that the exact coupling matrix N α,ia has no frequency dependence since the exact kernel for Eq. (41) is equivalent to just the mean-field kernel of the photon modes. Given the exact kernels, the nonlinear pseudo eigenvalue problem in Eq. 38 allows to compute the exact excitation energies of the coupled matterphoton system. Of course, in practice, approximations have to be employed for the matter-photon response kernels as is also required in the matter-only response formalism. Since the explicitely known mean-field kernel g nα M (r) is already exact, only f qα M xc (r, Ω q ) is left to be approximated. The pRPA that we introduced above is already a good approximation, as we illustrate in the next section. However, before we turn to examples, we bring the pseudo eigenvalue problem of Eq. 38 with a few assumptions in a simpler form.
The above matrix equation of Eq. 38 can be cast into a Hermitian eigenvalue form following the same transformations as, e.g., in Ref. [53] , where we assume real-valued orbitals, i.e., K = K * , M = M * and N = N * . Further, we drop the dependency on Ω q for brevity. Then we find the pseudo-eigenvalue equation, reminiscent to the equations found for excitation energies in Hartree-Fock theory and TDDFT [54] . The eigenvalue problem of Eq. (38) is now written in a compact Hermitian form
where the matrices U , V and W are given by
The matrices are given explicitly by
The index q= (a, i) describes transitions from electronic occupied (i) to unoccupied states (a) and thus difference of Kohn-Sham energies is given by ω q = a − i . With α we denote the photon modes. The eigenvectors E 1 and P 1 can be used to compute oscillator strengths of the coupled matter-photon system (see App. D). In the decoupling limit of light-matter interaction, Eq. (42) reduces to the well-known Casida equation
. So far we did not solve anything but have just rewritten the problem in terms of unknown Mxc kernels that correct the uncoupled and non-interacting auxiliary response functions. To actually solve this problem we need to provide approximations to these unknown quantities.
Here it can becomes advantageous to have divided the full Mxc kernels in Hxc and pxc terms, such that we can use well-established approximations from electronic TDDFT for the Hxc and specifically developed approximations for the pxc terms (see Sec. III for more details). In the following we will not pursue this approach, but instead choose a simple yet consistent approximation for all the parts of the Mxc kernels. We will employ the above introduced pRPA approximation, which is a straightforward generalization of the standard RPA of electronicstructure theory. We therefore set all the xc parts to zero and only keep the mean-field parts, i.e.,
We note that on the pRPA level the matter-photon coupling mediated via g n M is exact. The influence of the discarded photon-matter xc contributions f qα xc and f n xc will be highlighted in the next section. In the pRPA approximation all the frequency dependence that we suppressed at times for brevity now genuinely vanishes (an adiabatic approximation) which allows us to express M and N of Eqns. 40 and 41 as
Next we want to connect to the standard matter-only linear-response framework. In defining the oscillator strength for the density-density response function, we make use of the relationship between the polarizability tensor and susceptibility. The first-order dipole polarizability is given by
and in frequency space R(ω) = ← → α (ω)E(ω). The dynamic polarizability tensor can then be written as
where we use the external potential v(r, ω) = r · E(ω).
Employing results from the Appendix (by substituting Eq (D3) in Eq. (C1) and using Eq. (51)), we find
where r † µ = dr r µ i,a Φ * ia (r) and µ, ν = 1, 2, 3, as well as the oscillator strength [54] 
This then allows to obtain the photoabsortion cross section from the polarizability through
For the non-standard part of our response theory, i.e., matter-photon and photon-photon perturbations, we use similar constructions to display the results. Their derivations and definitions are given in App. D. We will discuss their physical meaning in the next section where we employ a simple yet illuminating model system. This will not only allow us to explain many of the so far abstract ideas in a straightforward manner, but we can also test the accuracy of the pRPA.
III. EXAMPLES FOR THE COUPLED MATTER-PHOTON RESPONSE
Although we are considering a well-known problem, we have taken a slightly different perspective on the response of real many-body systems. Therefore many ideas and concepts we have used to connect to standard linearresponse theory are less well-known. We therefore want -before we show results for a real system -to take a step back and discuss this new perspective in more detail for a simple yet non-trivial model system. Since it is not the interaction among the particles but between charged particles and photons that led to a change in perspective, we focus in the following on a simple model of one particle coupled to photons. We employ a slight generalization of the Rabi model [55, 56] , which is the standard model of quantum optics. The model Hamiltonian we consider is given by (in this section we switch for simplicity to atomic units)
FIG. 1. Two-level system coupled to one mode of the radiation field. The matter subsystem is driven by an external classical field v(t) and the photon mode is driven by an external classical current j(t).
where ω 0 is the transition frequency between the ground state |g and excited state |e andσ x as well asσ z are the usual Pauli matrices. We only keep one photon mode with frequency ω c and use the usual photon creation and annihilation operators to represent the harmonic oscillator of this mode. By further compressing the notation, we then describe the coupling between matter and light by a coupling strength λ and the adopted displacement coordinateq = â +â † . Finally, we couple the matter system to a classical external perturbation v(t) and the photon system to a classical external current j(t) (a pictorial representation of the coupled system is given in Fig. 1 ). We note for consistency with respect to other works [21, 24, 25 ] that in the above Rabi model we can perform a unitary transformation that allows us to exchangeσ x andσ z . Both forms of the extended Rabi model are therefore equivalent. We further note that with respect to the full non-relativistic QED problem in the long wave-length approximation of Eq. (1) the Rabi model does not include the dipole self-energy term proportional to (λ · R)
2 . This is because the analogous term in this model is just a constant energy shift, i.e., it is proportional to σ 2 x =1 [32] . For more levels this is no longer the case [25] and this term has to be taken into account, else the resulting eigenstates do not have a proper continuum limit [32] . The responses that we want to consider in the following are those observables that couple to the external perturbations. In our case this is σ x (t) = Ψ(t)|σ x |Ψ(t) (in essence the atomic dipole) and the displacement field q(t) = Ψ(t)|q|Ψ(t) . The response of these observables (δσ x (t), δq(t)) to perturbations by the external pair (δv(t), δj(t)) can be written similarly as Eq. 6 in the collective form
. [21, 24] we can introduce two effective fields
that force the auxiliary uncoupled, yet non-linear MKS system to generate the same dynamics of the internal pair (σ x (t), q(t)) as the corresponding coupled reference system. For an uncoupled initial MKS state |Φ 0 = |ψ 0 ⊗ |φ 0 that provides the same initial conditions for the internal pair as the physical initial state [21, 24] , we then have to solve self-consistently
Here we determine the internal matter observable from σ x (t) = ψ(t)|σ x |ψ(t) . Since the photon subsystem is merely a shifted harmonic oscillator we get away with only solving the classical harmonic oscillator equation coupled to the dipole of the matter subsystem. We can then express the coupled response functions of Eq. 
The only real difference is that in the Rabi case we do not have a longitudinal interaction and therefore the Mxc contributions come solely from the matter-photon coupling, i.e., f . This allows us to study exclusively the influence of these new terms and how approximations of them perform.
A. Matter-photon correlation effect in Maxwell equations
Let us follow the previous general section and briefly consider the influence of the matter-photon coupling on the Maxwell equations in this model system, i.e., Eq. (60). The inhomogeneous Maxwell equation here accounts for the back-reaction of the matter on the field through the atomic dipole operator σ x ([v, j]; t). If we, for instance, perturb the two-level system directly via a δv(t), the response of the Maxwell equation expressed in terms of the uncoupled problem with the help of Eq. (62) becomes
Having no coupling, i.e., the Mxc terms are zero, merely recovers the usual inhomogeneous Maxwell equation for a classical external current. The matter system evolves according to the perturbation and we can determine its induced Maxwell field without any back-reaction. The second term describes the matter polarization due to the induced field and leads to an effective self-interaction of the two-level system. If there would be more than one particle this would induce an effective matter-matter interaction as well. The third term then accounts for the field polarization and induces an effective self-interaction in the mode of the light field. That is, the coupling to matter leads to a photon-photon interaction. This can be made more explicit by separating the mean-field contribution v M (t) = λq(t) and rewriting the above equation as
The third term on the right-hand side is then the pRPA form of photon-photon response. Similar terms also appear for a perturbation induced by an external current δj(t) which can be rewritten with the help of Eq. (63) and the mean-field made explicit as
Here we used that f q M (τ, τ ) = λδ(τ − τ ). As is most obvious in the pRPA limit, for both types of perturbations lead to the same resonance conditions, i.e., peaks in the responses. They are connected to the combined eigenstates of the matter-photon system. However, the detailed response can differ strongly. That these resonance conditions that we get from the pRPA are indeed connected to the coupled eigenstates we will show next.
B. Application of the pseudo-eigenvalue problem
As a preparatory step we first rewrite the linearresponse problem of the extended Rabi model in terms of the previously introduced pseudo-eigenvalue problem of Eq. (42). In the two-level one-mode case we consider here, this reduces to
Where the matrices in the model system reduce to functions of Ω q as U = ω
c , and
0 . The coupling functions are given explicitly using Eqs.(C25)- (41) as
where the Kohn-Sham states is the dipole matrix element ϕ a ϕ * i = g|σ x |e = 1. The Mxc kernels can be defined using the inverse of the auxiliary and interacting response functions (see also Eqs (B7)-(B8) in the appendix) and are given in frequency space by
Here χ σx σx,s (ω) −1 , χ σx σx (ω) −1 and (χ q n (ω)) −1 are the inverses of the uncoupled response function of the electronic subsystem, the fully coupled response function of the electronic dipole and of the displacement field of the Rabi model, respectively. With these quantities we then determine spectroscopic observables such as the photoabsorption cross section. To determine this cross section we first note that the linear polarizability α(ω) induced by the external potential v(ω) is related to the "dipoledipole" response function as α(ω) = −χ σx σx (ω). Using Eq. (54), we can determine the photoabsorption cross section of the Rabi model (see Fig. 2 a displayed in dottedred for the numerically exact case).
Analogously, we define a linear "field polarizability" β(ω) due to polarizing the photon mode by an external current. In the same way, we relate the field polarizability to the response function of the photon mode as β(ω) = −χ(ω) and then determine a photonic spectrum from (see Fig. 2 b displayed in dotted-red for the numerically exact case).
Finally, we consider mixed spectroscopic observables where we perturb one subsystem and then consider the response in the other. We analogously employ χ q σx (ω) and χ σx q (ω) in Eqs.(71) and (72), respectively, to determine a "mixed polarizability". If we plot this mixed spectrum (see Fig. 2 c displayed in dotted-red for the numerically exact case), we find that we have positive and negative peaks. Indeed, this highlights that excitations due to external perturbations can be exchanged between subsystems, i.e., energy absorbed in the electronic subsystem can excite the photonic subsystem and vice versa. Next, we want to employ the pRPA approximation to the extended Rabi model and try to solve it analytically. The pRPA is equivalent to using the mean-field approximation in the coupled equations, i.e., approximating the electron-photon coupling term asσ xq ≈ σ x q + q σ x . This corresponds then to a coupled Schrödinger-Maxwell treatment of the coupled matter-photon problem [1] . In the MKS equations this leads to approximating the full v Mxc by the mean-field potential v M = λq. In the case of the pseudo-eigenvalue problem this amounts to approxi-
The resulting nonlinear eigenvalue equation yields the excitation frequencies
and the corresponding normalized eigenvectors can be given in closed form as
with the mixing angle defined using
Using these analytic results, we can then construct the photoabsorption cross section where we obtained one of the strengths of α(ω) using the eigenfunctions above as
where r † µ = g|σ x |e † = 1 and S 1/2 = ω 1/2 0 . The resulting pRPA-approximated spectra are displayed in Fig. 2 in dashed-blue. We will discuss the results in a little more detail at the end of this section. Before we consider a slightly more advanced approximation based on the rotating-wave approximation (RWA). If we slightly simplify the full Rabi problem by approximating the full coupling asσ xq ≈ σ +â +σ −â † we end up with the Jaynes-Cumming Hamiltonian [57] given aŝ
(77) Here we usedσ ± = (σ x ± iσ y )/2. The above approximation is called the RWA because we ignore quickly oscillating terms and thus assume that the excitation of the matter subsystem can only destroy and the de-excitation only create a photon. This approximation is justified (with respect to the full wave function) if we are in the weak coupling regime, i.e., λ ω c , and near to resonance, i.e., δ = ω 0 − ω c ≈ ω c . The ground-state of the FIG. 2 . Linear-response spectra for the extended Rabi model (dotted-red) compared to the pRPA (dashed-blue) and RWA (full-orange) approximations and for different coupling strengths λ. We use ω0 = 1 and ωc = 0.9. (a.) Absorption spectra due to matter-matter response, (b.) spectra due to photon-photon response, (c.) spectra due to matter-photon or photon-matter response.
Jaynes-Cummings model is the uncoupled tensor product of the matter ground-state and the photon ground-state with ground-state energy of E 0 = −ω 0 /2. The excited states of the Jaynes-Cummings Hamiltonian are known analytically and are given by (we only show the lowest lying excited states where a single photon is excited)
where sin θ 0 = 2λ
and Ω 0 = √ δ 2 + 4λ 2 . With these eigenstates we find the transition frequencies that correspond to the linear response from the ground state (only one photon absorbed or emitted) to be
So we already know where the RWA will generate the poles of the response function. Since we know analytically the eigenfunctions in the RWA, we can construct the RWA response functions analytically. Using the definitions of the Mxc kernels of Eq. (69) we can then analytically construct the RWA Mxc kernels. These kernels are frequency dependent, therefore the resulting Mxc approximation is non-adiabatic [39] . Substituting them into M (Ω q ) we recover the known poles Ω q = Ω ± (0) from Eq. (68). Further, we can then construct the different spectra associated with the RWA. We show them in Fig. (2) in full-orange. Let us now analyze the obtained spectra and scrutinize the different approximations to the Mxc kernels. In Fig. 2 a, b and c we see how the spectra change for an increasing coupling strength λ. Already for small coupling the originally degenerate states of the uncoupled matterphoton systems show an avoided crossing that leads to the splitting of the electronic state into an upper and lower polariton. Approximatively these states are given in terms of the RWA as |+, 0 and |−, 0 . The difference in energy between the lower and upper polariton is called the Rabi splitting Ω R and is used to indicate the strength of the matter-photon coupling. In molecular experiments values of up to Ω R /ω c 0.25 have been measured [58, 59] . Up to λ = 0.1 the different spectra for the exact (dotted-red), the pRPA (dashed-blue) as well as the RWA (full-orange) agree well. Already the mean-field treatment is enough to recover the quantized matter-photon responses, even for the coupled matterphoton spectra in Fig 2 c . Consequently the pRPA seems a reasonable approximation for linear-response spectra even for strong coupling situations. Only upon increasing the coupling strength further and thus going into the ultra-strong coupling regime, first discrepancies appear. For ultra-strong coupling (for λ = 0.3 the Rabi splitting is already of the order of 0.5) the approximations do not recover the exact results. Increasing further leads then to not only a disagreement in transition frequencies but also the weights of the transitions become increasingly different. Besides a simple check for the approximations to the Mxc kernels, the extended Rabi model also allows us to get some understanding of the novel response functions χ Fig. 2 b provides us with a measure of how strong the displacement field (and with this also the electric field) reacts to an external classical charge current with frequency ω. We see, for instance, for λ = 0.01 that the photon subsystem mainly absorbs on the lower polariton since the system is almost decoupled at this coupling strength and picks up the poles of the decoupled field. Similarly, the mixed spectrum (based on χ σx q or χ q σx ) in Fig. 2 c provides us with information of how strong one subsystem of the coupled system reacts upon perturbing the other one. The oscillator strength here is not necessarily positive. What is absorbed by one subsystem can be transfered to the other and is then emitted. We note at this point that the peaks in Fig. 2 are artificially broadened and in reality correspond to sharp transitions due to excited states with infinite lifetimes. How to get lifetimes will be discussed in the next section.
IV. COUPLED MATTER-PHOTON RESPONSE: REAL SYSTEMS
In this section we finally apply the introduced formalism in pRPA approximation to a real system. We consider a benzene molecule in an optical cavity. In Fig. 3 we schematically depict the experimental setup for a absorption experiment under strong light-matter coupling. First we study the prototypical cavity QED set up where the molecule is strongly coupled to a single cavity mode of a high-Q cavity. In a second setup we lift the restriction of only one mode and instead couple the benzene molecule to many modes that sample the electromagnetic vacuum field without enhancing the coupling to a specific mode by hand. While the first setup provides us with the first ab-initio calculation for the spectrum of a real molecule in a high-Q cavity, the second setup allows us to determine the intrinsic lifetimes of excited states from first principles. These two examples highlight the novel possibilities and perspectives that the QEDFT framework provides.
A. Numerical details
We start by discussing the general setup before considering the specialized situations discussed above. We have implemented the linear-response eigenvalue equation into the real-space code OCTOPUS [60, 61] . The absorption spectrum of the Benzene molecule has been very successfully studied with TDDFT calculations [60, 62] . Small organic molecules and benzene in particular are rewarding systems to be studied with TDDFT, since the adiabatic approximation in concert with the local density approximation [63, 64] capture the occurring Π-Π * transition at around 7eV in the benzene molecule exceptionally well. This transition is a characteristic of carbon conjugate compounds [60] . Regarding the specific setups of electronic structure calculations of the systems, we follow closely the setup of Ref. [60] . Thus, we use a cylindric real space grid of 8Å length with the radius of 6 A in the x-y plane. For the benzene nuclear structure, we use the CC bond length of 1.396Å, and CH bond length of 1.083Å. We explicitly describe only the 30 valence electrons, while the core atoms are described by the LDA Troullier-Martins pseudopotentials [65] and include 50 unoccupied states in the eigenvalue calculation. Solving the linear-response eigenvalue problem of Eq. ( 42) provides us with the transition amplitudes, as well as the excitation energies. To obtain the spectra usually these peaks are broadened. To do so, we use the standard implementation of the octopus code that uses a Lorentzian broadening of the following form
The actual absorption crossection is the obtained by
where f i are the oscillator strength defined in Eq. 53. The first results we discuss are due to a coupling to a single mode of a high-Q cavity. Here we included a single cavity mode in resonance to the Π-Π * transition, i.e., ω α = 7.11 eV. For the light-matter coupling strength λ α , we choose five different values, i.e. λ α = (0, 2.73, 5.45, 8.18, 10.91) eV 1/2 /nm. In Fig. 4 , we show the absorption spectra for these different values. We start by discussing the λ α = 0 case. The spectrum is shown in black. This spectrum corresponds to a calculation of the benzene molecule in free space and the spectrum is within the numerical capabilities identical to Ref. [60] [66] We tune the electron-photon coupling strength λ α in Fig. 4 . We find for increasing coupling strength the splitting of the HOMO-LUMO peak into two polaritonic branches. The lower polaritonic branch has higher intensity, compared to the upper polaritonc peak.
C. Lifetimes of excitations from first principles
Next we consider how we can obtain lifetimes from QEDFT linear-response theory. We explicitly couple the molecule to a wide range of photon modes similar as in the spontaneous emission calculation of Ref. [28] . While in Ref. [28] , we have sampled the system with 200 photon modes, we choose here 3400 photon modes. The energies of the sampled photon modes cover rather densely * transition, (c) zoom to a peak contributing to the σ − σ + transition. The grey spectrum is the broadened electric response spectrum that belongs to a single excitation energy and corresponding eigenvector. The dotted spectral data points correspond to many coupled electron-photon excitation energies which together comprise the natural lineshape of the excitation. Blue color refers to a more photonic nature of the excitations, vs. red color to a more electronic nature. a range from 4.7 meV, for the smallest energy up to 30.5 eV for the largest one. However, we do not sample the full three-dimensional mode space together with the two polarization possibilities per mode but rather consider a one-dimensional slice in mode space. This onedimensional sampling of mode frequencies will change the actual three-dimensional lifetimes, but for demonstrating the possibilities of obtaining lifetimes this is sufficient [67] . The results of this calculation are shown in Fig. 5 . In Fig. 5 a we show the full spectrum. In grey we plot the standard linear response calculation that is identical to the black spectrum shown in Fig. 4 . This spectrum has been broadened by a Lorentzian function as given in Eq. (82). The electron-photon absorption function is plotted in blue. Since we have sampled the photon part densely, we do not need to artificially broaden the peaks anymore. Formulated differently, we can directly plot the oscillator strength and the excitation energies of the equation. Connecting to the eigenstates E 1 and P 1 of Eq. 42, we can measure the photonic and electronic nature of the individual poles of the response function
The sum of both is normalized to one, i.e. σ e + σ p = 1. This quantity is color coded in Fig. 5 from blue (more photonic) to red (more electronic). In (b) we zoom to the Π-Π * transition. Due to one-dimensional nature of the quantization volume, we find a broadening of the peak that is larger than it is for the case of a three-dimensional cavity due to the sampling of the electromagnetic vacuum. This is similar to changing the vacuum of the electromagnetic field. Accordingly the lifetimes of the electronic states are shorter if the electromagnetic field is confined to one dimension. In Fig. 5 c we finally show the ab-initio peak of the σ − σ + transition. Since no broadening has been used in the coupled photon-matter response calculation, the lifetimes can be inferred directly from the width of the peaks.
V. SUMMARY AND OUTLOOK
In this work we have introduced linear-response theory for non-relativistic quantum-electrodynamics in the long wavelength limit. Compared to the conventional matter-only response approaches, we have highlighted how in the coupled matter-photon case the usual response functions change, how novel photon-photon and matterphoton response functions are introduced and how we can efficiently calculate these response functions in the framework of QEDFT. By investigating first a simple model system, we have shown how the spectrum of the matter subsystem is changed upon coupling to the photon field and also that the Maxwell equations of the photonic subsystem become modified. Further we have demonstrated the range of validity of a simple yet reliable approximation to the in general unknown meanfield exchange-correlation kernels. Using this approximation we have presented the first ab-initio calculations of the spectrum of a real system (benzene) coupled to the modes of the quantized electromagnetic field. In one example we have calculated the change upon strong coupling to a single mode of a high-Q cavity, which leads to a large Rabi splitting. In the second example we have calculated from first principles the natural linewidths of benzene coupled to a specific sampling of the vacuum field. These results demonstrate the versatility and possibilities of QEDFT, where light and matter are treated on equal quantized footing. In the context of strong light-matter coupling, e.g., in polaritonic chemistry, the presented linear-response formulation allows now to determine polaritonically modified spectra from first principles. Together with ab-initio groundstate calculations [27] QEDFT now provides a workable first-principle description to analyze and predict photondressed chemistry and material sciences. Further, in the context of standard ab-initio theory, the linear-response formulation of QEDFT now allows the calculation of intrinsic lifetimes. For optical physics, the presented linearresponse framework presents an interesting opportunity to study the modifications of the Maxwell equations in matter from first principles. Finally we want to highlight that although the QEDFT linear-response framework is new, its similarity to the usual matter-only linearresponse formulation in terms of an pseudo-eigenvalue problem makes it very easy to include in already existing first-principle codes. This, together with the above discussed novel possibilities in different fields of physics, shows that there are many interesting cases that can be studied with the presented method.
where kinetic energy operator isT = − 
Here, the time-dependent external potential and current areV
The state vector of the interacting electron-photon system is
where Ψ I (t) is the state vector in the interaction picture and Ψ(t) is the state vector in the Schrödinger picture. The evolution of the interacting electron-photon system is described in the interaction picture as
The equation is integrated to obtain the so-called mild form in the interaction picture given by
The first-order solution is given as
The change in the expectation value of an arbitrary observableÔ due to the external perturbationĤ ext (t) is
such that the linear response is
whereÔ I (t) is the operator in the interaction picture. Now, the response of the electron density toĤ ext (t) is
The response of the density is given as
where the response functions are
Similarly, the response of the photon coordinate q α (t) toĤ ext (t) is
Following similar steps as above, the response is given by
where the response functions are Considering the ground-state problem with external potential and current of (v 0 (r), j α,0 ), we can perform a functional Taylor expansion of the density n(rt) and photon coordinate q α (t) to first-order as
This reduces to the response of the electron density and photon coordinate given as
and
where we define the response functions of the above relation as 
where f k (r) = Ψ 0 |n(r)|Ψ k and g α,k = Ψ 0 |q α |Ψ k are the transition matrix elements and |Ψ 0 is the correlated electron-photon ground state wave function. The excitation energies Ω k = (E k − E 0 )/ of the finite interacting system are the poles of the response functions of the unperturbed system.
Appendix B: linear-response within QEDFT
In this section, we present linear-response in QEDFT by employing the maps between interacting and noninteracting system, we express the interacting response functions in terms of two non-interacting response functions and exchange correlation kernels. The responses due to (v(rt), j α (t)) are evaluated at the ground-state (v 0 (r), j α,0 ) and will not be written explicitly.
The non-interacting subsystems moving in an effective potential and current (v s (rt), j s α (t)) can be written as a time-dependent problem of the Schrödinger equation
Here, the non-interacting effective HamiltonianĤ s (t) = H s,0 +Ĥ ext,s (t) that is meant to reproduces the exact density and displacement field is given explicitly aŝ
and the time-dependent part iŝ
α is the oscillator for the photon mode and the mean-field xc potential and current are defined as
In the above definitions of v M xc ([n, q α ]; rt) and j α,M xc ([n, q α ]; t), the initial state dependence of the interacting Ψ 0 and non-interacting Φ 0 system was dropped out. For completeness, the definition of j α,M xc ([n, q α ]; t) accounts for a functional dependence on q α but this term can be calculated explicitly since it has no xc part as seen in Eq. (10) . The simplified form of j α,M xc is expressed in Eq. (8) .
Through similar steps as in Eqs.(A5)-(A7), in firstorder of the Schrödinger-Kohn-Sham equation
whereÛ 0 = e −iĤs,0t/ . Next, the bijective mapping between the interacting and non-interacting system that yields the same density and photon coordinate is given as (v(rt), j α (t))
The response of the electronic subsystem due to the perturbations with the external pair (v(rt), j α (t)) is
Where [n I (rt),q α,I (τ )] = 0 since both, electronic and photonic subsystems, are independent in the non-interacting system. From Eq.(B5), we have (v s ([n]; rt), j s α ([q α ]; t)) such that the above equation becomes
where
For clarity, the above density response is δn(rt) = δn v (rt) + δn j (rt), where (δn v (rt), δn j (rt)) is the density response to the external pair (v(rt), j α (t)), respectively.
Using Eqs.(B2) and (B3), we define the mean-field xc kernels as:
δn(r t ) . These kernels are basically inverses of the interacting and non-interacting response functions.
From Eq.(B6), density response to δv can be written in terms of the density-density response function given by
Making the following substitution in the above equation
where v([n, q α ]; xτ )/δv(r t ) = δ(x−r )δ(τ −t ), we obtain the relation
Next, the density response to δj α in Eq.(B6) is expressed in terms of the response function as
Using the relation (obtained from δv([n,
the response function is given as
Similarly, the response to the photonic subsystem to linear perturbations from the external pair (v(rt), j α (t)) is
where [q α,I (t),n I (xτ )] = 0 in the non-interacting system. By defining the non-interacting response function of the photon mode as χ ([q α ]; t) ), the response can be written as
The above response of the displacement field is δq α (t) = δq α,v (t) + δq α,jα (t), where (δq α,v (t), δq α,jα (t)) is the response to the external pair (v(rt), j α (t)), respectively. From Eq.(B13), the field response to δv can be written in terms of the photon-density response function as
Using the relation (obtained from δj
where g 
Making the following substitution (where
yields the photon-photon response function
where g (34)- (37), we express the responses in the following form:
where we used the Lehmann spectral representation of χ n n,s (r, r , ω) and χ qα q α ,s (ω) and we define P
where ω ai = ( a − i ) and the respective effective potentials and currents (δv s,ν (r, ω), j s α,ν (ω)) as
As stated above, the Kohn-Sham scheme of QEDFT decouples the interacting system such that the responses are paired as (δn v (r, ω), δq α,v (ω)) due to δv(r, ω) and (δn j (r, ω), δq α,jα (ω)) due to δj α (ω). Therefore, substituting Eqs.(C13) and (C15) into Eqs.(C5)-(C6) and Eqs.(C9)-(C10) and after some simplification, we obtain δ ab δ ij ((ω ai + ω) +K ia,bj (ω))P
ia (ω) + K ia,jb (ω)P
α,+ (ω) = 0,
α,− (ω) + jb N α,jb P 
where we defined the coupling matrices 
and v ia (ω) = drϕ * i (r)δv(r, ω)ϕ a (r).
The coupling matrix N α,ia has no frequency dependence since this is just the mean-field kernel of the photon modes. We now introduce the following abbreviations L(ω) = δ ab δ ij ( a − i ) + K ai,jb (ω), K(ω) = K ai,jb (ω), M (ω) = M α,bj (ω), N = N α,bj , X 1 (ω) = P
bj (ω), Y 1 (ω) = P
jb (ω), X 2 (ω) = P 
Next, we argue that the right hand side of the above matrices remains finite as the frequency ω approaches the exact excitation frequencies ω → Ω q of the interacting system while the density and displacement field responses on the left hand side has poles at the true excitation frequencies Ω q . This allows us to cast Eq.(C29) and Eq.(C30) into an eigenvalue problem 
It is convenient to cast Eqs.(C31) and (C32) into a Hermitian eigenvalue problem which is given by
where we assumed real-valued orbitals, i.e., K = K * , M = M * and N = N * , and the matrices are given by U = ( From here on we set S = (L − K), the above pair of equations now becomes S(L + K)E 1 + 2SM P 1 − ω 2 E 1 = −2Sv,
This can be written in matrix form as
where E 1 = X 1 + Y 1 and P 1 = A 1 + B 1 . We perform the same steps as above to make the nonlinear eigenvalue problem Hermitian and obtain
. We determine the vectors given as
When Z I is normalized, we can use the spectral expansion to get
where Z I = E 1I P 1I .
Oscillator strength for the photon-matter response function
Next, we substitute the expression of the spectral expansion Eq.(D5) in Eq.(D4) and by substituting P 1 in Eq.(C2) yields The oscillator strength is given by
where r † µ = dr r µ i,a Φ * ia (r) and µ, ν = 1, 2, 3. It can be verified that r † µ S 1/2 Z I = ω 1/2 I Ψ 0 |r µ |Ψ I .
Oscillator strength for the matter-photon response function
Following similar steps as above with Eq.(C30) we obtain
α j α , (D7)
where j α (ω) = We define a collective photon coordinate for the α modes Q = α q α (in analogy with R = i er i ). By directing perturbing the photon field through the photon coordinate with an external charge current j α (ω)/ω α , we induce a polarization of the field of mode α which we denote as Q α (ω) = β α (ω)j α (ω)/ω α . Where β α (ω) is the polarizability of field in the α mode. To first-order, the collective coordinate is given by δQ(t) = α δq α,jα (t).
The field polarizability in frequency space can be written as
By substituting Eq.(D8) in Eq.(C4) and using the spectral expansion yields
Eq.(D 3) is the field polarizability analogous to the atomic polarizability tensor of Eq.(52).
