Mehdi Badsi. Linear electron stability for a bi-kinetic sheath model. Abstract. We establish the linear stability of an electron equilibrium for an electrostatic and 4 collisionless plasma in interaction with a wall. The equilibrium we focus on is called in plasma 5 physics a Debye sheath. Specifically, we consider a two species (ions and electrons) Vlasov-Poisson-6
1. Introduction. 
A kinetic model of plasma-wall dynamics: the Vlasov-Poisson-

19
Ampère system. We consider an electrostatic and collisionless plasma consisting of 20 one species of ions and electrons. We use a kinetic approach to model this plasma.
21
To this purpose, we set Ω = (0, 1) × R and denote by (x, v) ∈ Ω = [0, 1] × R the 22 phase space variable, where x is the particle position and v the particle velocity.
23
This work is concerned with the linear stability of an equilibrium for the two species between electrons and ions, and a normalized Debye length that will be (for simplicity)
32
in the sequel taken equal to 1. We also denote
the electric field, the ion density and the electron density. The boundary conditions 
43
Up to our knowledge, the theory of existence and uniqueness for such a initial bound- reflection condition is obtained in [11] . The case of partially absorbing boundary con-53 dition is treated in [9] . The existence of a stationary solution to the system (1)- (4) 54 was proven in [1] , the stationary solution corresponds to the Debye sheath (see [17] 55 for further physical details). This work can be considered as a continuation of the 56 work [1] , and a first step in the study of the wellposedness of the non-linear system
57
(1)-(4). re-written as ∂ t E(t, 1) + j(t, 1) = 0 where j(t, 1) : system made of equations (1), (3) with the Maxwell-Ampère equation
74
provided the initial data satisfy the Poisson equation
76
Because of this equivalence, we shall rather consider the Vlasov-Ampère system (1),
77
(3) and (6 
where D denotes the first order linear differential operator defined formally by
being the equilibrium electric field.
94
Because the equilibrium density f ∞ e is discontinuous across the curve of equation
where the function v e is defined for all x ∈ [0, 1] by
its velocity derivative takes the form
where δ ve is a Dirac distribution supported on the curve of equation v = v e (x), 100 namely:
102
and where Hille-Yosida theorem, we show that the linearized system (VAL) is well-posed and 135 that the energy of the system is non increasing. and despite its worthy interest, it seems that it has not been studied in full details.
140
Stability analysis for such a Vlasov-Poisson system has already been performed in 
145
The authors considered the Vlasov-Maxwell system in a cylindrical geometry and 146 assumed an equilibrium that is a C 1 function of the particle energy and momentum.
147
Additionally, they assumed as in the previous works [16, 12] that the equilibrium, on 148 its support, is monotone in the particle energy, which seem to be a key ingredient to including the functional spaces, and the notions of solutions we consider. In section 3,
156
we state the Hardy-Poincaré type inequality and give some technical lemmas needed 157 to prove the main result. We eventually prove the main result. In the appendix A,
158
we briefly discuss the regularity of the solution.
159
2. The stability result.
160
2.1. Description of the sheath equilibrium. The equilibrium (f
is associated with an electron boundary condition which is a Maxwellian, namely it 162 takes the form
where n 0 > 0 is an electron reference density. The sheath equilibrium is a stationary 165 and weak solution of the Vlasov-Ampère system (1), (3), (6). It belongs to the space
and enjoys the following properties:
0 elsewhere.
Such an equilibrium is proven to exist in [1] under the necessary and sufficient condi-173 tion that the following kinetic Bohm criterion
The physical meaning of this inequality is that
176
there cannot be too many ions particles entering the domain with low velocities.
177
It is instructive to have a representation of the ions and electrons characteristics 178 in the phase space (see Figure 1) . We see that for the electrons, the equilibrium 179 is a truncated Maxwellian distribution. Especially, it is discontinuous accross the
To be more precise we have the following:
where [f Proof. a) It is straightforward from its definition that f ∞ e belongs to C 2 (Ω \ S). b) It follows from an integration by parts. Indeed, for all ϕ ∈ D(Ω) we have It is then easy to conclude.
200
Lemma 2. The function
ing properties:
Proof. We skip the proof because it is essentially a consequence of the regu-208 larity of φ ∞ .
209
This lemma is important because it makes precise the regularity of v e which must be [0, +∞); L 2 (0, 1) . We say that (f e , E) is a weak 222 solution of (LVA) system iff:
(0, 1) and E(t = 0, x) = E 0 (x) for a.e x ∈ (0, 1).
233
One 
235
Since the right hand side of (15) (16)
249
Proof. We omit the proof because it follows from standard calculations.
250
Let us now introduce the change of unknown
252
We recall that Df (20) 
286
The Hilbert spaces to be considered are the following
where the spaces L b) The energy defined in (13) is well-defined and for all times t ≥ 0, re-writes
and and is non increasing.
296
One of the key ingredient in the proof of the Theorem 6 is the following energy identity.
298
Proposition 7 (Energy dissipation). Strong solutions to (VAL) satisfy
In particular, for all 0 ≤ t ≤ t , 0 ≤ E(t ) ≤ E(t).
301
Proof. Let (w e , h e , E) ∈ C 0 ([0, +∞); G) ∩ C 1 ([0, +∞); H) a solution to (VAL).
302
We set E we (t) := (w e , h e , E) we can differentiate under the integral sign.
Once again because w e (t, .) ∈ H (v e (x)∂ x w e (t, x)) w e (t, x) |v e (x)| dx < +∞,
312
and we deduce
w 2 e (t, 0).
315
We now compute the energy part associated with h e . Using the boundary conditions and an integration by parts we get
322
Note that since h e (t, ., .) ∈ W 2 0,α (Ω) the boundary terms make sense. We lastly turn 323 to the electric part of the energy.
327
Gathering all terms together enables to get the desired identity. In particular, we 328 deduce that t ∈ [0, +∞) → E(t) is non increasing. Hence E(t) ≤ E(t ) for all 0 ≤ t ≤ 329 t .
330
3. Functional spaces, technical lemmas and proof of the main result.
331
In this section, we define the functional framework that is part of the main result 6.
332
We eventually prove the main result by showing that the Hill-Yosida theorem applies. 3.1. Functional spaces. We define the following spaces
where v e is the function defined by (8) and note that it is such that
is a Hilbert space endowed with the inner product
Moreover, we can prove the imbedding H 
2 .
349
An important tool in this work is the following inequality.
350
Lemma 8 (Hardy-Poincaré type inequality).
(0, 1),
Proof. We prove the inequality for ϕ ∈ C ∞ c (0, 1). Let δ > 0, one has for all
356
Using the Cauchy-Schwarz inequality yields
L 1 (0,1) .
360
Taking the limit as δ → 0 + yields for all x ∈ [0, 1].
362
Therefore for all x ∈ [0, 1) we have 0,1) .
364
One has therefore for δ > 0
368
Taking the limit at δ → 0 + yields the desired inequality. The result extends to 369 functions of the space H (0, 1) (see
370
[7] Lemma 2.6 for the proof of density).
371
Thanks to Lemma 8 we can define on H 
373
It is an equivalent norm to the H 
384
One hasũ n v e ∈ L 2 (0, 1), it therefore suffices to prove thatũ n v e ∈ L 2 (0, 1). Using
385
Lemma 2 d) we have for all x ∈ (0, 1)
we haveũ 
390
We now define Lemma 10.
Proof. It suffices to remark that
401
To finish with this section, we state a Lemma due to Bardos [2] and justify a Green 402 formula.
403
Lemma 11.
and h(0, .) ∈ L 2 (R − , |v|dv) and the following Green Formula holds : and a Green Formula (that is valid for regular functions) we have for all n ∈ N,
415
By standard arguments, it is easy to see that
417
Then the sequences
and converge (up to an extraction). Lastly, we can show that the trace operators
extend both continuously to W 2 0,α (Ω). This finally enables us to pass to the limit at 423 both side of the previous equality so that the formula holds.
424
We lastly mention that by a similar density argument we can also prove the following 425 Green-formula.
426
Lemma 13. For all h ∈ W −v) a.e we have, 
is equipped with the inner product
for all U 1 := (w 1 , h 1 , E 1 ), U 2 := (w 2 , h 2 , E 2 ) in H. We introduce the unbounded
We are going to check the assumptions of the Hille-Yosida's Theorem. For precise 437 definitions we refer the reader to the appendix B. Proof. a) We prove that A is dissipative.
.
447
We can compute I 1 and I 2 by an integration by parts so that we obtain : 
510
A is maximal dissipative if moreover R(I + A) = H.
511
We recall a result that characterizes surjective operators. where A * is the adjoint-operator of A and H is the dual space of H.
516
Theorem 18 (Hille-Yosida). Let A be a maximal monotone operator in a Hilbert 
