In this paper we prove an existence and uniqueness theorem for solving the operator equation F (x) + G(x) = 0, where F is a Gateaux differentiable continuous operator while the operator G satisfies a Lipschitz-condition on an open convex subset of a Banach space. As corollaries, a theorem of Tapia on a weak Newton's method and the classical convergence theorem for modified Newton-iterates are deduced. An existence theorem for a generalized Euler-Lagrange equation in the setting of Sobolev space is obtained as a consequence of the main theorem. We also obtain a class of Gateaux differentiable operators which are nowhere Frechet differentiable. Illustrative examples are also provided.
Introduction
Many mathematical problems arising in modeling involve the solution of nonlinear equations of the form T (x) = 0 in infinite dimensional spaces. Newton's method is a powerful tool in dealing with such problems. However it rests on the hypothesis that T has an invertible Frechet derivative (see [3, 5] and [8] ). In several cases [3, 9] the nonlinear operator T may not be differentiable, though it can be decomposed as a sum F + G where F alone is differentiable. It is still possible to use an analogue of Newton's method to solve the operator equation 
T (x) ≡ F (x) + G(x)
where L n is the left inverse (R n is the right inverse of F x n ). It may be noted that for G ≡ 0, and L n = F x n −1 , (1.2) reduces to Newton's method of iterates whose convergence is proved under the usual hypotheses that F is Frechet-differentiable and F x is invertible. An interesting generalization of Newton's method due to Tapia [8] which is further extended in this paper along with an earlier result of the present authors [1, 2] . More specifically we prove the convergence of a sequence of Newton-type iterates under mild conditions on F. In particular, the Gateauxdifferentiable operator F is assumed to satisfy the inequality F x − F x 0 Γ 0 , where Γ 0 is L 0 or R 0 as the case may be in a certain neighbourhood N(x 0 ) of x 0 while G is required to be a contraction in N(x 0 ). From the main theorem, the existence of a unique integrable solution to a nonlinear generalized Euler-Lagrange equation is deduced.
Convergence analysis
Theorem 2.1 below is a general theorem on the convergence of weak Newton-like iterates, proved under mild assumptions. Throughout this section we make the following assumptions: F and G map an open convex subset D of a Banach space X in to a Banach space Y . Let L n denote the left inverse of F x n and R n denote the right inverse of F x n . Definition 2.1. An operator S : D ⊆ X → Y is said to be hemicontinuous at x ∈ D, if given > 0 there exists δ such that S(x + th) − S(x) < when ever |t| δ and h ∈ X.
Then the sequence x n (n 0) generated recursively by
is well defined, remains in U(x * , r), ∀n 0 and converges to a solution x * of the equation F (x) + G(x) = 0. Moreover x * is the only solution in the neighbourhood U(x * , r) and the following error bounds hold for all n 1:
Proof. For n = 1, we have
and hence x 2 is well defined. Assume that x k ∈ U(x * , r) and x * − x k (
and x n is well defined. Now
Hence the theorem. 2 Theorem 2.2 below is a theorem on the convergence of modified weak Newton-like iterates, proved under mild assumptions and it generalizes the main theorem of Tapia [8] .
Then the sequence x n (n 0) generated recursively by 
Thus x n → x * as n → ∞. The argument for uniqueness is similar to previous theorem. Hence the theorem. 2
For deducing Tapia's theorem from Theorem 2.2, let us recall the notation and assumptions of [8] . Let H be a closed linear subspace of X, Ω a nonempty open subset of H , and
Corollary 2.1. (See Tapia [8, Theorem 3.1].) Suppose
Then, for P ∈ C 1 (Ω), given 0 < α < 1 there exists a neighbourhood N of x * contained in Ω such that for any two points x 0 and x in N the weak modified Newton sequence (x n ) for x 0 defined by (1.2) exists and converges to x * ; we also have
Proof. In Theorem 2.2 set X = H , Y = B 0 and F = P , where P is continuously Frechet differentiable. So we can find
For the choice F = P and G ≡ 0 clearly all the hypotheses of Theorem 2.2 are satisfied. Hence the modified weak Newton-like method converges to the solution of the equation
is well defined, remains in U(x * , r), ∀n 0 and converge to a solution x * of the equation F (x) = 0. Moreover x * is the only solution in that neighbourhood U(x * , r) and the following error bounds hold for all n 1:
The following Theorem 2.3 is a semi-local type convergence theorem on weak Newton-like iterates, proved in a very general setting. 
Theorem 2.3. Suppose that F is Gateaux-differentiable at each point in some neighbourhood
Thus x 2 ∈ U(x 0 , r). Again by the choice of that there exists
In view of hypotheses (3) and (4) it follows as before from the choice of that there exists R n such that
By hypotheses (3) and (4) and (2.4) we obtain
Thus by induction hypothesis (2.3) x n+1 − x n c n−1 c 0 η. Since
Hence x n ∈ U(x 0 , r) for all n 0. For k 2, m 0,
As 0 < c < 1, x n is a Cauchy sequence in the closed subset U(x 0 , r) of the Banach space X, and hence converges to an element x * in U(x 0 , r). From hypothesis (3) using triangle inequality it follows that F x n M, where M = ( R 0 + F x 0 ). Since
So,
Proceeding to the limit in (2.5) as n tends to infinity and using the continuity of F and G it follows from the convergence of (
Hence the theorem. Thus all the hypotheses of Theorem 2.3 is satisfied. Hence T (x) = 0 has at least one solution in U(x 0 , 0.1).
Existence and uniqueness of generalised Euler-Lagrange equation
In this section some existence and uniqueness theorems for generalised Euler-Lagrange equations are proved. Our results supplement those of Tapia [8] . More specifically given an interval 
It may be recalled that hemicontinuous, whenever (3.7) is satisfied.
it is a Banach space with respect to the norm
u = b a |u(x)| dx + b a |u (x)| dx. Lemma 3.1. For K ∈ C 1 ([a, b] × R 2 ) ∩ L ∞ ([a, b] × R 2 ), suppose that K 2 (x, y, z) = ∂K ∂y and K 3 (x, y, z) = ∂K ∂z are in L ∞ ([a, b] × R 2 )
. Then the Gateaux derivative of F exists for each u ∈ W 1,1 [a, b] and this derivative at u is given by
F u (h)x = h(x) + x a K 2 x, u(t), u (t) h(t) dt + x a K 3 x,
u(t), u (t) h (t) dt,
for each h in W 1,1 [a, b]. Moreover u → F u is
Proof. For each
Hence A u is a bounded linear operator from
u(t) + sh(t), u (t) + sh (t) − K x, u(t), u (t) − shK 2 x, u(t), u (t) − sh K 3 x, u(t), u (t) .
For each
Thus, by Dominated Convergence Theorem
Since γ 1 (s), γ 2 (s) → 0 as s → 0, F u+sv − F u → 0 as s → 0. Hence the lemma follows. 2
In the following theorem using methods due to Kedzierska and Van Vleck [4] and Sova [7] , we obtain a class of operators mapping a Banach space into another Banach space that are everywhere Gateaux differentiable but nowhere Frechet differentiable.
Proof. From Lemma 3.1, F is Gateaux differentiable everywhere and the derivative at u ∈ W 1,1 [a, b] given by u (t) ), ∀x and almost all t ∈ [a, b] (see Royden [6] ). Setting u(t) = y and u (t) = z it follows that K(x, y + r, z) − K(x, y, z) = rK 2 (x, y, z), ∀r ∈ R. Now differentiating with respect to r, it follows that K 2 (x, y, z) is constant so that K(x, y, z) is linear in y, a contradiction to our hypothesis. Hence μ(B) > 0 for some v ∈ W 1,1 [a, b] , where μ denotes the Lebesgue measure.
It is easy to check that h n X → 0 as n → ∞ but
Hence F is nowhere Frechet differentiable. 2
, where γ i : R → R, γ i (0) = 0 and γ i be continuous at 0; (3) for some r > 0, (
Then the equation
by (1). 
Thus Proof. Consider the operator T :
Clearly the operator T is F + G, where Hence it has a unique solution in U(0, r) and the solution can be obtained as the limit of the Newton-like iterates as described in (1.2), for instance taking L n = R n = F u n −1 . Hence the proposition. 2
