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MATRIX ALGEBRAS CONVERGE TO THE SPHERE
FOR QUANTUM GROMOV–HAUSDORFF DISTANCE
MARC A. RIEFFEL
Abstract. On looking at the literature associated with string
theory one finds statements that a sequence of matrix algebras
converges to the 2-sphere (or to other spaces). There is often care-
ful bookkeeping with lengths, which suggests that one is dealing
with “quantum metric spaces”. We show how to make these ideas
precise by means of Berezin quantization using coherent states. We
work in the general setting of integral coadjoint orbits for compact
Lie groups.
On perusing the theoretical physics literature which deals with string
theory and related parts of quantum field theory, one finds in many
scattered places assertions that the complex matrix algebras, Mn, con-
verge to the two-sphere, S2, (or to related spaces) as n goes to infinity.
Here S2 is viewed as synonymous with the algebra C(S2) of continu-
ous complex-valued functions on S2 (of which S2 is the maximal-ideal
space). Approximating the sphere by matrix algebras is attractive for
the following reason. In trying to carry out quantum field theory on S2
it is natural to try to proceed by approximating S2 by finite spaces. But
“lattice” approximations coming from choosing a finite set of points in
S2 break the very important symmetry of the action of SU(2) on S2
(via SO(3)). But SU(2) acts naturally on the matrix algebras, in a
way coherent with its action on S2, as we will recall below. So it is
natural to use them to approximate C(S2). In this setting the matrix
algebras are often referred to as “fuzzy spheres”. (See [37], [38], [19],
[24], [26] and references therein.)
When using the approximation of S2 by matrix algebras, the precise
sense of convergence is usually not explicitly specified in the literature.
Much of the literature is at a largely algebraic level, with indications
that the notion of convergence which is intended involves how struc-
ture constants and important formulas change as n grows. See, for
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example, [36], [20], [6] and section IIC of [56]. There is some discus-
sion of approximation by matrix algebras at a more analytical level
within the mathematical physics literature concerned with quantiza-
tion of symplectic manifolds. See the references in [31], [32]. Much of
this discussion goes in the direction of showing that the matrix algebras
can be combined with C(S2) to form a continuous field of C∗-algebras
with C(S2) as limit point as n grows. To me the most satisfying version
of this idea has been given by Landsman [32] (or [31]). He shows, in
the more general setting of coadjoint orbits of compact Lie groups, and
by means of Berezin quantization, that suitable matrix algebras form
a strict quantization, as defined in [31], [43], [44], [45]. This means
that not only does one have a continuous field of C∗-algebras, but also
that commutators in the Mn’s converge to the Poisson bracket on S
2
in a precise analytical sense (so that one has a good “semi-classical
limit”). A more complicated proof, in the more general setting of com-
pact Ka¨hler manifolds, was given earlier in [9].
But if one goes back to the string-theory literature, one sees that
there is much more in play than just the continuous-field aspect. Al-
most always there are various lengths involved, and the writers are
often careful in their bookkeeping with these lengths as n grows. This
suggested to me that one is dealing here with metric spaces in some
quantum sense, and with the convergence of quantum metric spaces.
Now the only notion of convergence of classical compact metric spaces
with which I am familiar is that of Gromov–Hausdorff convergence.
With this in mind, I gave in [48] a definition of what one might mean
by a compact quantum metric space, and what can be meant by quan-
tum Gromov–Hausdorff convergence of these compact quantum metric
spaces. (“Compact” here means that we restrict attention to initial
algebras.) I showed that these notions have basic properties which
closely parallel the classical theory.
The purpose of the present paper is to show that when matrix al-
gebras are equipped in a natural way with a “metric”, then they con-
verge in quantum Gromov–Hausdorff distance to S2 with its round
metric (for a given radius). In fact, we show that the corresponding
fact is equally well true for any integral coadjoint orbit (corresponding
to an irreducible representation) of a compact Lie group, once suitable
definitions are given. (Examples in the field-theory and string-theory
literature of the approximation of coadjoint orbits other than the two-
sphere by matrix algebras are given in [22], [57], [1], [5], [13] and the
references therein.) As in the work of Landsman, our principal tool is
Berezin quantization.
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But when one goes back yet again to the field and string theory liter-
ature, one is reminded that there is still much more structure involved
than just a metric structure and possible Gromov–Hausdorff conver-
gence. The field and string-theorists need the whole apparatus of non-
commutative differential geometry — “vector bundles”, connections,
“Riemannian metrics” — so that they can define action functionals
such as Yang–Mills functionals. (See [21], [26] and references therein.)
Furthermore they also want supersymmetry. Thus what seems to be
needed is a “Gromov–Hausdorff” convergence which encompasses this
whole apparatus. But so far as I am aware, such a theory does not yet
exist even for ordinary spaces. But hints of what such a theory might
look like can be found in the literature concerned with the collapsing of
Riemannian manifolds. The limit spaces need not be manifolds. But
certain parts of the metric and differential geometric apparatus persist
[16], [18], [30], [49], [52], [34], [35], [55] [23]. It is an interesting chal-
lenge to give a full characterization of the parts of the apparatus which
do persist, and to give an effective definition of the convergence of this
apparatus; and then to find the appropriate quantum generalizations.
An interesting aspect of our theory is that if O is a coadjoint orbit
for some compact Lie group, then there will be a suitable sequence {nj}
of dimensions such that the sequence of matrix algebras Mnj converge
to O. But this same sequence of matrix algebras also converges to the
sphere S2, which need not be homeomorphic to O. What is making
the crucial difference is that the metric structures which are placed on
the matrix algebras are different in the two cases. This phenomenon
may perhaps have some relation to the ideas of “change of topology”
which one finds in some places in the string-theory literature [39], [3],
[4], [25], [10]. More specifically, it will follow from what we do that
for any ǫ > 0 there is a finite sequence of compact quantum metric
spaces such that the first one is O, the last one is S2, the intermediate
ones are all full matrix algebras, and the sequence is an ǫ-chain in the
sense that the quantum Gromov-Hausdorff distance between any two
successive elements of the chain is no greater than ǫ.
The field and string theorists are interested in approximating many
more spaces by matrix algebras than just those which occur as coadjoint
orbits. For example, they consider tori ([12], [2] and references therein),
surfaces of higher genus [11], [7], and higher-dimensional spheres [24],
[42]. I am optimistic that the main theorem of the present paper can
in some form be extended (by different methods) to more general ho-
mogeneous spaces, such as higher-dimensional spheres [42], since one
still has available the action of a compact Lie group which is so heavily
used here. I am also optimistic that tori will not be difficult to treat,
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by using yet other methods of harmonic analysis. The substantial liter-
ature on quantization of Ka¨hler manifolds using Berezin quantization
suggests that they too may well be approximable in quantum Gromov–
Hausdorff distance by matrix algebras with suitable metrices. (See [50]
and the references therein.) This should be an interesting project. My
doctoral student Hanfeng Li has checked that by using some of the facts
in [27] one can carry out a certain number of steps parallel to those
which we carry out here for coadjoint orbits. (One should also consider
almost Ka¨hler manifolds [28].) But it is far from clear to me how far
the theory might extend to arbitrary compact Riemannian manifolds.
As discussed in [47] and [48], the appropriate way to specify a “met-
ric” on a unital C∗-algebra, A, is by means of a seminorm (generally
unbounded) which plays the role of the Lipschitz seminorm on the
functions on an ordinary metric space. In the present paper these
seminorms are defined in a quite simple way. Let G be a compact Lie
group, and let ℓ be a continuous length function on G (for example,
coming from the Riemannian metric on G corresponding to an Ad-
invariant inner product on the Lie algebra of G, especially if one wants
the usual round metric on the sphere). Let α be an action of G on A,
and assume that the action is “ergodic” in the sense that the only α-
invariant elements of A are the scalar multiples of the identity element
of A. Then we define the corresponding Lipschitz seminorm, L, on A
by
(0.1) L(a) = sup{‖αx(a)− a‖/l(x) : x 6= e},
where e denotes the identity element of G. (We may well have L(a) =
+∞, but the set of a’s for which L(a) < ∞ is a dense ∗-subalgebra.)
Some of the attractive properties of this definition were discussed in
[46]. One pertinent example is the action of SO(3), and thus SU(2), on
S2; but an equally pertinent example comes from considering an irre-
ducible unitary representation, U , of G on a finite-dimensional Hilbert
space H. Let A be B(H), the algebra of operators on H (a full ma-
trix algebra), and let α be the action of G on A by conjugation by U .
Then (B(H), L) is a fine example of a compact quantum metric space
(and L depends strongly on which group, with what representation,
acts on H). For G = SU(2) we will show that (B(H), L) converges to
(C(S2), L) for quantum Gromov–Hausdorff distance as the dimension
of H increases, and similarly for other coadjoint orbits.
As mentioned above, our main analytical tool is Berezin quantization
in terms of coherent states. What we need will be reviewed below.
But, with G = SU(2) and with (U,H) as above, and for a choice of
highest weight-vector, ξ, in H, Berezin defines for each T ∈ B(H)
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its symbol, σT , which is a continuous function on the coadjoint orbit,
O, of the weight for ξ. When B(H) is equipped with its Hilbert–
Schmidt norm, and C(O) with its L2(O)-norm, σ has an adjoint, σ˘,
from C(O) to B(H). The maps σ and σ˘ provide our principal tools
for estimating the quantum Gromov–Hausdorff distance from B(H) to
C(O). The composition σ ◦ σ˘ is called the Berezin transform, and has
received considerable study. Nevertheless, the main estimate which we
need for the Berezin transform seems to be new, and of independent
interest. We give a slightly imprecise statement of it here. Label H
by its dimension, thus Hn. Then σ and σ˘ depend on n, and we write
(σ ◦ σ˘)n for the corresponding transform.
Theorem 3.4 (imprecise). There is a sequence {δn} of numbers con-
verging to 0 such that
‖f − (σ ◦ σ˘)n(f)‖∞ ≤ δnL(f)
for every f ∈ C(O) and every n.
I have not seen a relation such as this one between the Berezin trans-
form and Lipschitz norms discussed in the literature.
We also need information about the composition in the opposite
order, (σ˘ ◦ σ)n, which carries B(Hn) into itself. I have not seen this
mapping discussed in the literature at all. We will prove:
Theorem 6.1 (imprecise). Let γn be the smallest constant such that
‖T − (σ˘ ◦ σ)(T )‖ ≤ γnL(T )
for all T ∈ B(Hn). Then the sequence {γn} converges to 0.
The proof of this theorem involves other interesting facts about
Berezin symbols.
This paper is organized as follows. In Section 1 we introduce much
of our notation and many of the structures which we need. In Section 2
we carry the development as far as we can for general compact groups
(including finite ones). We turn to compact Lie groups in Section 3,
where we state our main theorem (Theorem 3.2) concerning conver-
gence of matrix algebras to coadjoint orbits. We also develop there the
facts about Berezin covariant symbols which we need to prove Theo-
rem 3.4 (stated above). Section 4 develops further facts about covariant
symbols, which are then used in Section 5 to obtain the facts about
Berezin contravariant symbols which we need. Then in Section 6 we
prove Theorem 6.1 (stated above), and use it to conclude the proof of
our main theorem.
Let me mention that David Kerr has recently developed a matricial
version of quantum Gromov-Hausdorff distance [29], and he indicates
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how it applies to the topic of the present paper. Also, my former
doctoral student Hanfeng Li has worked out [33] that the main theorem
(Theorem 3.2) can also be successfully approached by using the results
on continuous fields of quantum metric spaces developed in [48] and the
results of Landsman [32], [31] showing that Berezin quantization gives
a strict quantization. Here we will not assume that the continuous-field
structure is known (though Theorem 4.2 and Proposition 4.3 provide
the main steps in establishing it). Thus our treatment here is more
self-contained.
A substantial part of the research reported here was carried out
while I visited the Institut de Mathe´matique de Luminy, Marseille,
for three months. I would like to thank Gennady Kasparov, Etienne
Blanchard, Antony Wasserman, and Patrick Delorme very much for
their warm hospitality and their mathematical stimulation during my
very enjoyable visit.
1. The quantum metric spaces
Let G be a compact group (perhaps even finite, at first). Let U be
an irreducible unitary representation of G on a Hilbert space H. Let
B = B(H) denote the C∗-algebra of all linear operators on H (a “full
matrix algebra”, with its operator norm). There is a natural action, α,
of G on B by conjugation by U . That is, αx(T ) = UxTU
∗
x for x ∈ G
and T ∈ B. Because U is irreducible, the action α is “ergodic”, in the
sense that the only α-invariant elements of B are the scalar multiples
of the identity operator. Fix a continuous length function, ℓ, on G (so
G must be metrizable). Thus ℓ is non-negative, ℓ(x) = 0 iff x = e
(the identity element of G), ℓ(x−1) = ℓ(x), and ℓ(xy) ≤ ℓ(x) + ℓ(y).
For the reasons given in Section 2 we also require a condition discussed
in example 6.5 of [48], namely that ℓ(xyx−1) = ℓ(x) for all x, y ∈ G.
Then in terms of α and ℓ we can define a seminorm, LB, on B by
the formula (0.1) given in the introduction. Then (B,LB), or more
precisely its self-adjoint part, is an example of a compact quantum
metric space, as defined in [48]. (For a quite different way of defining a
Lip-norm on B, for which the approximation of A by B in the quantum
Gromov–Hausdorff metric is almost a tautology, see equation 3.19 of
[60].)
Let P be a rank-one projection in B(H) (traditionally specified by
giving a non-zero vector in its range). For any T ∈ B we define its
Berezin covariant symbol [8], [41], σT , with respect to P , by
σT (x) = τ(Tαx(P )),
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where τ denotes the usual (un-normalized) trace on B. (When the
αx(P )’s are viewed as giving states on B via τ as above, they form a
family of “coherent states” [41].) Let H denote the stability subgroup
of P for α. Then it is evident that σT can be viewed as a (continuous)
function on G/H . We let λ denote the action of G on G/H , and so
on A = C(G/H), by left-translation. If we note that τ is α-invariant,
then it is easily seen that σ is a unital, positive, norm-nonincreasing,
α-λ-equivariant map from B into A.
Of course, from λ and ℓ we obtain a seminorm, LA, on A by formula
(0.1). It is just the restriction to A of the seminorm on C(G) which
we get from ℓ when we view C(G/H) as a subalgebra of C(G), as we
will often do when convenient. We will often not restrict LA to the
Lipschitz functions, but rather permit LA(f) = +∞. From LA we
obtain the usual quotient metric [58] on G/H coming from the metric
on G for ℓ. One can check easily that LA in turn comes from this
quotient metric. Thus (A,LA) is the compact quantum metric space
associated to this ordinary compact metric space.
It is reasonable to ask whether σ might say something about the
quantum Gromov–Hausdorff distance (reviewed below) between (A,LA)
and (B,LB). We stress that H , and so A, depends on the choice of the
projection P , and that even if two choices of P have the same stability
group H , the symbol maps σ may be different, and may give quite
different estimates of quantum Gromov–Hausdorff distance. (Strictly
speaking we should, according to [48], be using the self-adjoint parts
of A and B. But by the comments just before definition 2.1 of [48] we
can, and will, be careless about this.)
According to the definition of quantum Gromov–Hausdorff distance
given in [48], we must examine seminorms, L, on A⊕B whose quotient
seminorms on A and B are LA and LB respectively. Furthermore, L
must be a Lip-norm, as defined in [47], meaning that the null-space of
L is spanned by (1A, 1B), and that when L is used to define a metric,
ρL, on the state space, S(A⊕ B), of A⊕B, by
ρL(µ, ν) = sup{|µ(c)− ν(c)| : c ∈ A⊕ B, L(c) ≤ 1},
then the topology on S(A ⊕ B) from ρL coincides with the weak-∗
topology. The state spaces S(A) and S(B) can be viewed in an ev-
ident way as subsets of S(A ⊕ B). We can then consider the usual
Hausdorff distance between them for ρL. By definition [48], the quan-
tum Gromov–Hausdorff distance between (A,LA) and (B,LB) is the
infimum of these Hausdorff distances as L varies.
We thus need a way to construct Lip-norms L on A⊕B. As discussed
in section 5 of [48], a convenient way to do this is to look for seminorms
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N on A⊕ B, called “bridges”, and then set
L(a, b) = LA(a) ∨ LB(b) ∨N(a, b),
where ∨ denotes “maximum”. The advantage of this is that N can
be taken to be bounded. For the present situation, we will take our
bridges N to be of the very simple form
N(f, T ) = γ−1‖f − σT ‖∞
for f ∈ A and T ∈ B, where γ is some positive constant. This constant
must be taken large enough that the corresponding L has LA and LB
as quotient seminorms. But for B this is no problem. Note first:
Proposition 1.1. For any T ∈ B we have
LA(σT ) ≤ LB(T ).
Proof. Since σ is equivariant and does not increase norms, we have
‖λx(σT )− σT‖∞/ℓ(x) = ‖σ(αx(T )−T )‖∞/ℓ(x)
≤ ‖αx(T )− T‖/ℓ(x) ≤ LB(T )
for every x ∈ G. 
Corollary 1.2. For L defined from N as above, the quotient of L on
B is LB, regardless of the choice of γ.
Proof. It is clear from the definition of L that the quotient of L on
B is no smaller than LB. But, given T ∈ B, we can simply take
f = σT . From the above proposition we then have LA(f) ≤ LB(T ).
And N(f, T ) = 0, so that
L(f, T ) = LA(f) ∨ LB(T ) ∨ γ
−1N(f, T ) = LB(T ),
as desired. 
Thus the difficult issue is how big γ must be in order that the quotient
of L on A be LA.
But assume that such a suitable γ has been found. For the corre-
sponding L and ρL we must estimate the Hausdorff distance between
S(A) and S(B). Again, one half of this is quite simple.
Proposition 1.3. Let γ be chosen such that the quotient of L on A is
LA. Then S(A) is in the γ-neighborhood of S(B) for ρL.
Proof. Let µ ∈ S(A) ⊂ S(A⊕B). We must find ν ∈ S(B) ⊂ S(A⊕B)
such that ρL(µ, ν) ≤ γ. A natural guess for ν is ν = µ ◦ σ. Because σ
is positive and unital, ν is indeed in S(B). We show that this choice
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of ν works. Let (f, T ) ∈ A⊕ B with L(f, T ) ≤ 1. Then, in particular,
‖f − σT‖∞ ≤ γ. Thus
|µ(f, T )− ν(f, T )| = |µ(f)− ν(T )| = |µ(f)− µ(σT )|
= |µ(f − σT )| ≤ ‖f − σT‖∞ ≤ γ.
Since this is true for all such (f, T ), we have ρL(µ, ν) ≤ γ, as desired.

It is thus clear that to get the best estimates, we want γ to be as
small as possible consistent with the quotient of L on A being LA.
But we will still have the second difficult issue of showing that S(B)
is in a suitably small neighborhood of S(A), so that their Hausdorff
distance is small. It will take all of the discussion in Sections 4 and 5
for us to handle this issue for compact semisimple Lie groups. But we
address first, in the next section, the first of these two difficult issues.
We remark that it might be interesting to see if the Stratonovich–
Weyl symbols of [15] could be used in place of the Berezin symbol in
the definition of the bridge N . However the Stratonovich symbol does
not in general carry positive operators to positive functions, and so the
proof of Proposition 1.3 would not carry over directly.
2. Choosing the bridge constant γ
In this section we give one method for finding a γ which will work
for the bridge N of the previous section. This method will be adequate
for our later purposes. We continue with the same notation as in the
previous section.
We choose for G the Haar measure which gives G total measure 1;
and on G/H we choose the image of this Haar measure, which is a
G-invariant measure giving G/H total mass 1. This is conveniently
done by viewing C(G/H) as a subalgebra of C(G). We will often not
distinguish between a point in G and is image in G/H , with the context
making clear what is intended. We will denote integration onG or G/H
by dx, dy, etc.
As mentioned in the introduction, we put on A = C(G/H) the
inner product from L2(G/H), while on B = B(H) we put its Hilbert–
Schmidt inner product, using now the normalized trace d−1τ , where d
denotes the dimension of H. Then the mapping σ from B to A has an
adjoint operator, σ˘, from A to B. For any T ∈ B, a function f ∈ A
such that σ˘F = T is called a Berezin contravariant symbol [8], [41] for
T . The mapping σ˘ is often viewed as a quantization, since it takes
functions to operators.
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We need a familiar formula for σ˘. For the reader’s convenience, and
to put matters into our notation, we give the derivation of this formula
here. For any f ∈ A and T ∈ B we have
d−1τ(σ˘fT
∗) = 〈σ˘f , T 〉 = 〈f, σT 〉 =
∫
f(x)(σT (x))
−dx
=
∫
f(x)τ(αx(P )T
∗)dx = τ(
∫
f(x)ax(P )dx T
∗).
Since this is true for all T , we obtain
σ˘f = d
∫
f(x)αx(P )dx.
It is well-known and easily seen that the “second orthogonality rela-
tion” for irreducible representations of groups can be written as
I = d
∫
αx(P )dx,
where I is the identity operator. From this we see that σ˘ is unital. (It
was in order to make σ˘ unital that we normalized the trace.) It is also
evident that σ˘ is positive, norm-nonincreasing, and λ-α-equivariant.
It is easy to see that σ˘ corresponds to a “pure-state quantization” as
discussed in [31].
Our aim is to find a γ such that the quotient on A of our L, as
defined in the previous section, is LA. Now from the definition of L it
is clear that the quotient is never less than LA. Thus what we would
like to show is that, given f ∈ C(G/H), we can find T ∈ B(H) such
that L(f, T ) = LA(f). It is reasonable to try T = σ˘f . Now by the
same argument as in the proof of Proposition 1.1, using the fact that σ˘
is equivariant and norm-nonincreasing, we find that LB(σ˘f ) ≤ LA(f).
Thus it suffices to have
LA(f) ≥ N(f, σ˘f ) = γ
−1‖f − σ(σ˘f )‖∞.
That is, we seek γ such that
‖f − σ(σ˘f)‖∞ ≤ γLA(f)
for all f ∈ A. Now the mapping f 7→ σ(σ˘f ) has received substantial
study, and is often referred to as the Berezin transform [50]. But I
have not seen in the literature any discussion of its relation to Lips-
chitz norms. We need the following frequently derived formula for the
Berezin transform.
(σ(σ˘f))(x) = τ(σ˘fαx(P )) = τ
(
d
∫
f(y)αy(P )dy αx(P )
)
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= d
∫
f(y)τ(αy(P )αx(P ))dy = d
∫
f(y)τ(Pαy−1x(P ))dy.
The function (y, x) 7→ τ(αy(P )αx(P )) is important for the theory, and
is a “transition probability” on G/H as discussed in [31], [32].
Notation 2.1. For any rank-one projection P on H we define hP ∈
C(G/H) by
hP (x) = d τ(Pαx(P )).
It is easily checked that if ξ is a vector of unit length in the range
of P , then hP (x) = d|〈Uxξ, ξ〉|
2. We note that hP is non-negative, and
that ∫
h(x)dx = τ
(
Pd
∫
αx(P )dx
)
= τ(P ) = 1,
so that hP (x)dx is a probability measure on G/H . Furthermore,
hP (x
−1) = hP (x) in the sense that hP (x
−1H) = hP (xH) for x ∈ G,
because τ is α-invariant. Also, hP (e) = d, so that hP must be some-
what concentrated near e (= eH) in G/H . The formula we need then
becomes
(2.2) (σ(σ˘f))(x) =
∫
f(y)hP (y
−1x)dy =
∫
f(xy−1)hP (y)dy.
We recognize this as an ordinary convolution (reflecting the λ-equivariance
of σ ◦ σ˘), if we view the functions as defined in G rather than G/H .
We must now bring the length function ℓ into the picture. We have
used it to define the seminorm LA on A = C(G/H), with its corre-
sponding metric, ρA, on G/H . As mentioned earlier, LA is then the
Lipschitz seminorm for ρA. This means that
|f(x)− f(y)| ≤ LA(f)ρA(x, y)
for all f ∈ C(G/H) and x, y ∈ G/H . (We permit LA(f) = +∞.) As
discussed in example 6.5 of [48], our extra requirement that ℓ(zxz−1) =
ℓ(x) implies that the action of G on A will leave L invariant. Thus G
acts as isometries on G/H for ρA, that is, ρA(zx, zy) = ρA(x, y) for all
z ∈ G and x, y ∈ G/H .
We are now ready to obtain the estimate which we need. Let f ∈
C(G/H). Because hP gives a probability measure, and hP (y
−1) =
hP (y), we have
|f(x) − (σ(σ˘f ))(x)| =
∣∣∣∣
∫
(f(x)− f(y))hP (y
−1x)dy
∣∣∣∣
≤
∫
|f(x)− f(y)|hP (y
−1x)dy ≤ LA(f)
∫
ρA(x, y)hP (y
−1x)dy
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= LA(f)
∫
ρA(x, xy)hP (y
−1)dy = LA(f)
∫
ρA(e, y)hP (y)dy.
We have thus obtained:
Theorem 2.3. With notation as above, we have
‖f − σ(σ˘f)‖∞ ≤ γLA(f)
for all f ∈ A = C(G/H) if we set
γ =
∫
G/H
ρA(e, y)hP (y)dy.
Corollary 2.4. For γ chosen by the formula just above, the seminorm
L on A⊕B defined by
L(f, T ) = LA(f) ∨ LB(T ) ∨ γ
−1‖f − σT‖∞
has LA as its quotient on A.
It follows from Proposition 1.3 that S(A) is then in the γ-neighborhood
of S(B) for ρL. Consequently, in order to obtain an upper bound on the
quantum Gromov–Hausdorff distance between (A,LA) and (B,LB), we
must show also that S(B) is in a suitably small neighborhood of S(A).
That is, for each ν ∈ S(B) we must find µ ∈ S(A) close to ν. In view of
our success in Proposition 1.3, it is reasonable to try setting µ = ν ◦ σ˘.
For this choice of µ we can estimate ρL(µ, ν) as follows. Suppose that
(f, T ) ∈ A ⊕ B and that L(f, T ) ≤ 1, so that ‖f − σT‖∞ ≤ γ. Then,
because σ˘ is norm-non-increasing, we have
|µ(f, T )− ν(f, T )| = |ν(σ˘f − T )|
≤ ‖σ˘f − T‖ ≤ ‖σ˘f − σ˘(σT )‖+ ‖σ˘(σT )− T‖
≤ ‖f − σT‖∞ + ‖σ˘(σT )− T‖ ≤ γ + ‖σ˘(σT )− T‖.
Thus any bound which we can obtain on ‖σ˘(σT ) − T‖ for LB(T ) ≤ 1
will give us a bound on the quantum Gromov–Hausdorff distance. I
do not see an effective method for obtaining a good bound in general,
e.g., for finite groups. But for compact semisimple Lie groups we will
see how to do this in Sections 4 and 5.
It should be stressed that γ as above (as well as σ and σ˘ and H)
depends on our choice of the rank-one projection P , as we will glimpse
further in the next sections. It is not clear to me how to make an
optimal choice of P in general, e.g., for finite groups.
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3. Compact semisimple Lie groups
There is a natural question which we did not address in the previous
section. For σ to be most useful, it is reasonable to expect that if two
operators have the same symbol then they should be the same operator,
that is, σ should be faithful. But if we consider the Hilbert–Schmidt
inner product on B = B(H) using τ , it is clear that we will have σT = 0
exactly if T is orthogonal to the linear span of {αx(P ) : x ∈ G}. Thus
we want this linear span to be all of B. This will not happen in general,
but I have found in the literature almost no discussion of exactly when
it does happen. The only situation in which it is well understood
that the span is all of B seems to be that in which G is a compact
semisimple Lie group and P corresponds to a highest weight vector.
Most proofs for this case use the complex structure which one then has
on G/H [41]. However, Simon [53] has given a relatively elementary
proof. (A more complicated but elementary proof appears in theorem
4.11 of [59], while an earlier variant of it appears as theorem 1 of [15].)
Simon also gives a few examples showing that the span can be all of
B for some other weight vectors, but not for all. There is additional
discussion of these matters in [59], [40]. Since the case of a highest
weight vector is crucial for our purposes, we include a proof here, along
the lines of Simon’s proof [53], but very slightly simpler. This also
gives us an opportunity to introduce some of the notation which we
will use extensively later on. We remark that in what follows it is not
essential that G be semisimple — we could permit it to be the product
of a semisimple group with a torus. But this would provide no new
coadjoint orbits, and would somewhat complicate our notation.
Thus, let G be a connected compact semisimple Lie group. We
denote its Lie algebra by g0, because we will usually work with the
complexification, g, of g0. We choose a maximal torus in G, with
corresponding Cartan subalgebra of g, its set of roots ∆, positive roots
∆+, and elements {Hβ, Eβ, E−β : β ∈ ∆
+} for g, where [Eβ, E−β] = Hβ,
etc., much as in equations VIII.56 of [54]. Let (U,H) be an irreducible
unitary representation of G. We let U also denote the corresponding
representation of g. Then (U,H) will have a highest weight vector, ξ,
of norm 1, unique up to a scalar multiple, and characterized by the fact
that UEβξ = 0 for all β ∈ ∆
+.
Theorem 3.1. Let P be the rank-one projection which has the highest
weight vector ξ in its range. Then
span{αx(P ) : x ∈ G} = B(H).
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Proof. Let S denote the linear span of the αx(P )’s. It is clear that S
is an α-invariant subspace of B(H) which contains P . We let α also
denote the corresponding action of g on B(H), given by
αX(T ) = [UX , T ] = UXT − TUX
for X ∈ g and T ∈ B(H). Then this action of g carries S into itself.
From equation VIII.5.6a of [54] we know that we can choose the Eβ ’s
so that (UEβ)
∗ = UE
−β
. For η, ζ ∈ H let 〈η, ζ〉K denote the rank-one
operator on H defined by 〈η, ζ〉Kθ = 〈θ, ζ〉η. Then for β ∈ ∆
+ we have
αEβ(P ) = αEβ(〈ξ, ξ〉K)
= 〈UEβξ, ξ〉K + 〈ξ, UE−βξ〉K = 〈ξ, UE−βξ〉K.
In the same way, if we apply a product Eβ1 . . . Eβk to P , where βj ∈ ∆
+
for each j, we obtain 〈ξ, η〉K, where
η = UE
−βk
. . . UE
−β1
ξ.
But it is known (proposition VII.2 of [51]) that the various η’s of this
form span H. In this way we see that S must contain all rank-one
operators of the form 〈ξ, η〉K for η ∈ H. But S is invariant for the
G-action α. It follows that S contains all rank-one operators of the
form 〈Uxξ, η〉K for x ∈ G. But the various Uxξ’s span H. From this it
follows that S contains all rank-one operators, and so coincides with
B(H). 
We will let Ad denote the adjoint action of G on g0 and g, and let
Ad∗ denote the coadjoint action of G on the dual vector spaces g∗0 and
g
∗. Let P be the rank-one projection for the highest weight vector ξ.
Define an element ω of g∗ by
ω(X) = −iτ(UXP ) = −i〈UXξ, ξ〉.
Note that ω is real on g0, so it can be viewed as an element of g
∗
0. Now
(Ad∗x ω)(X) = ω(Adx−1(X)) = −iτ(Ux−1UXUxP ) = −iτ(UXαx(P )).
From this we see that the stability subgroup for ω under Ad∗ coincides
with the stability subgroup, H , for P under α, as is well-known [32],
[31]. The coadjoint orbit, O, of ω is naturally identified with G/H via
x 7→ Ad∗x(ω). It is worth remarking that H clearly contains the center
of G, and so it is not important here whether G is simply connected.
But if, in fact, G is simply connected, then to every coadjoint orbit
which is integral in the usual algebraic sense there will correspond an
irreducible representation of G with highest weight vector giving that
orbit. Thus if we need to apply our metric considerations to all integral
coadjoint orbits, we should takeG to be simply connected (or work with
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projective representations). Of course, the coadjoint orbit for a highest
weight vector for SU(2) will be a two-sphere S2.
We now fix the representation (U,H), and thus the coadjoint orbit
O. We will follow a path established by Berezin [8], and then followed
by many others, including Simon [53]. See [32], [31] for a nice account.
For any n we can form (U⊗n,H⊗n), the nth inner tensor power of (U,H).
Let (Un,Hn) denote the subrepresentation generated by ξn = ξ⊗n. It
is well-known (e.g., as a consequence of proposition VII.2 of [51]) that
(Un,Hn) is irreducible, with ξn as highest weight vector. The weight
for ξn is easily calculated to be nω. Thus the corresponding orbit is
nO, which we identify with O by dividing by n. In particular, the
stability subgroup of nω is clearly still H . We let Bn = B(Hn). The
action of G on Bn by conjugation by Un will be denoted again simply
by α. We denote the corresponding Lip-norm (for ℓ) on Bn by Ln, and
we denote the Lip-norm on A = C(G/H) still by LA.
We are now prepared to state the main theorem of this paper.
Theorem 3.2. With notation as above, the quantum metric spaces
(Bn, Ln) converge to (A,LA) for quantum Gromov–Hausdorff distance
as n goes to ∞.
Our proof of this theorem will extend over the remaining sections
of this paper. But we take the initial steps here. We let P n denote
the rank-one projection for ξn. We denote the corresponding Berezin
symbol map from Bn to A = C(G/H) = C(O) by σn. Let dn denote
the dimension of Hn, and let hn = hPn as in Notation 2.1. A crucial
fact for our purposes is:
Lemma 3.3. The sequence of probability measures hn(x)dx converges
in the weak-∗ topology to the δ-function at e; that is,
∫
G/H
f(x)hn(x)dx
converges to f(e) for every f ∈ C(G/H).
A proof of this fact, but in a slightly more complicated context, is
given in proposition 4b of [14]. That proof is not elementary, because
it depends on facts about the rate of growth of the dimensions of rep-
resentations. We give here, for our context, a very elementary proof.
(We remark that this lemma corresponds to condition 2 of definition 3
of [32].)
Proof of Lemma 3.3. For x ∈ G/H we have
hn(x) = dnτ(P
nαx(P
n)) = dn|〈U
n
x ξ
n, ξn〉|2
= dn|〈Uxξ, ξ〉|
2n = dn(τ(Pαx(P )))
n.
Set g(x) = τ(Pαx(P )), so that hn = dng
n, where gn now means the
nth power of g. Note that g(e) = 1. Suppose that x ∈ G and g(x) = 1.
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Then the Hilbert–Schmidt inner product tells us that αx(P ) must agree
with P . But this says that x ∈ H . In other words, for g viewed on
G/H , the only point x at which g(x) = 1 is x = e. It is clear that
0 ≤ g(x) ≤ 1 for any x. Notice that dn = ‖g
n‖−11 , so that for the
moment the dn’s can be viewed simply as normalizing constants to
obtain probability measures.
Thus let X be any compact space with distinguished point e and full
measure dx. Let g ∈ C(X) with 0 ≤ g ≤ 1, and with g(x) = 1 exactly
if x = e. We need to know that the probability measures gn/‖gn‖1
converge to the delta-function at e. The simple argument that this is
true is given in the course of the proof of theorem 8.2 of [48]. 
As before, we assume that we have fixed a continuous length function,
ℓ, on G, and that ρA is the corresponding G-invariant metric on G/H
as discussed in the previous section. For each n let γn be defined as in
Theorem 2.3, that is,
γn =
∫
G/H
ρA(e, y)hn(y)dy.
Since ρA is continuous and ρA(e, e) = 0, and since hn converges to the
δ-function at e, it is now clear that the sequence {γn} converges to
0. Putting all of the above together with Theorem 2.3, we obtain the
following fact about the Berezin transform, which seems to be new and
of independent interest.
Theorem 3.4. Let G be a connected compact semisimple Lie group
with length function ℓ, and let ω be an element of an integral coadjoint
orbit for G. Let H be the stabilizer of ω, and let LA be the Lip-norm
on A = C(G/H) corresponding to ℓ. For each integer n let (Un,Hn)
be the irreducible unitary representation of G with highest weight nω,
and let Bn = B(Hn) with its action of G by conjugation by Un. Let σn
be the Berezin covariant symbol map from Bn to A using the projection
on the highest weight vector for nω, and let σ˘n be its adjoint. Then
there is a sequence of numbers, {γn}, converging to 0, such that
‖f − σn(σ˘n(f))‖∞ ≤ γnLA(f)
for all f ∈ A and all n.
By the comment right after Corollary 2.4 it follows that, in terms
of the metrics ρL on S(A⊕ B
n) defined there using σn for the bridges
for L, we can find for any ε > 0 an integer N such that S(A) is in the
ε-neighborhood of S(Bn) for all n ≥ N . The next sections are devoted
to showing that for N large enough it is also true that S(Bn) is in the
ε-neighborhood of S(A).
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4. Covariant symbols
At the end of Section 2 we indicated the importance of studying the
mappings σ˘n ◦ σn on Bn. This requires a more careful study of σn and
of σ˘n. This section is devoted to obtaining the information which we
need about σn.
We use the notation of the previous section. Since O ⊂ g∗0, we can
view g as the space of linear complex-valued polynomials on g∗0, which
we can then restrict to O. For X ∈ g we define ΦX on O by
ΦX(Ad
∗
x ω) = i(Ad
∗
x ω)(X) = iω(Adx−1(X)) = 〈UXUxξ, Uxξ〉.
We include the factor of i because when the definition of σ which we
gave in Section 1 is applied here, we see that
σ(UX)(x) = τ(UXαx(P )) = 〈UXUxξ, Uxξ〉 = ΦX(x).
Here we are using the identification x 7→ Ad∗x ω of G/H with O to view
ΦX as a function on G/H . Note also that λyΦX = ΦAdy(X) for x ∈ G
and X ∈ g, so that Φ is equivariant.
We let P(O) denote the (unital) algebra of functions on O, or G/H ,
generated by all the ΦX ’s. The algebra P(O) is clearly carried into
itself by the action Ad∗ of G on O. We denote this action on P(O)
again by Ad, or, when we view P(O) on G/H , by λ.
Let T denote the full tensor algebra over g, whose homogeneous
parts are the various tensor powers g⊗m. Again G acts on T via Ad
(the diagonal action). By the universal property of T we extend Φ to
an algebra homomorphism from T onto P(O) defined on elementary
tensors by the product
Φ(X1 ⊗ · · · ⊗Xk) =
∏
j
ΦXj .
It is easily seen that Φ is still Ad-equivariant. (All of this is related,
of course, to the universal enveloping algebra of g, but we don’t need
that structure here.)
We let (Un,Hn, ξn) be as defined in the previous section. Then for
X ∈ g and for any n we have
σn(UnX)(e) = 〈U
n
Xξ
n, ξn〉
= 〈UXξ ⊗ ξ · · · ⊗ ξ, ξ
n〉+ 〈ξ ⊗ UXξ ⊗ ξ . . . , ξ
n〉+ . . .
= nσ(UX)(e).
By the equivariance of σ it follows that
σn(UnX)(x) = nσ(UX)(x)
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for every x ∈ G, that is, σn(UnX) = nσ(UX). It is then natural to define
a linear map, Φn, from g to Bn by
Φn(X) = n−1UnX .
Notation 4.1. We extend Φn to an (Ad-equivariant) algebra homo-
morphism from T to Bn, defined on elementary tensors by
Φn(X1 ⊗ · · · ⊗Xk) = Φ
n(X1)Φ
n(X2) . . .Φ
n(Xk),
where the order of the terms is now important.
The next theorem has been known, at least in part, for many spe-
cial cases. It is stated as theorem 2A in [14] without proof, but with
attribution to Gilmore [17]. But Gilmore does not give complete de-
tails, and the details which he does give can be simplified substantially.
Since this theorem is crucial for our purposes, we include a proof here.
We will let T m denote the direct sum of the homogeneous subspaces
g
⊗k for k ≤ m.
Theorem 4.2. For any Z ∈ T the sequence {σn(ΦnZ)} converges uni-
formly on G/H to ΦZ . For any integer m this convergence is also
uniform in Z as Z ranges over any bounded subset of T m.
Proof. It clearly suffices to prove the first part of the above theorem
for homogeneous Z’s, and, in fact, for elementary tensors. So assume
that Z = X1 ⊗X2 ⊗ · · · ⊗Xk. Then
σn(ΦnZ)(e) = n
−k〈UnX1U
n
X2 . . . U
n
Xk
ξn, ξn〉.
Notice that
UnXkξ
n = UXkξ ⊗ · · · ⊗ ξ + ξ ⊗ UXkξ ⊗ ξ · · · ⊗ ξ + . . . .
From this we see that when UnX1 . . . U
n
Xk
ξn is fully expanded into ele-
mentary tensors we will have nk terms. We now assume that n > k.
Then the number of terms all of whose components are only of the
form either ξ or UXjξ is n(n − 1) . . . (n− k + 1) = n
k − p(n), where p
is a polynomial in n of degree k − 1. Each of these terms will give a
contribution toward σn(ΦnZ)(e) of the form
∏
〈UXjξ, ξ〉 = ΦZ(e). There
will be p(n) other terms. Let
KZ = max{1, ‖UXj‖ : j = 1, . . . , k}.
Each of the nk terms has norm no bigger than KkZ . Thus
|ΦZ(e) − σ
n(ΦnZ)(e)|
= |ΦZ(e)− n
−k((nk − p(n))ΦZ(e) + (p(n) remaining terms))|
≤ n−k2p(n)KkZ .
MATRIX ALGEBRAS CONVERGE 19
Now Adx(Z) is also an elementary tensor, and KAdx(Z) = KZ . Thus
the above discussion applies to Adx(Z) as well. Since ΦZ(x) = (λxΦZ)(e) =
ΦAdx(Z)(e), we obtain
‖ΦZ − σ
n(ΦnZ)‖∞ ≤ n
−k2p(n)KkZ .
This clearly goes to 0 as n→∞ since p is of degree k − 1.
By considering a basis for T m (consisting of elementary tensors if de-
sired), the statement about the convergence being uniform on bounded
subsets of T m follows easily. 
Proposition 4.3. Φ(T ) is uniformly dense in C(O).
Proof. Already Φ(g) alone separates the points ofO, for if x ∈ G is such
that ΦX(Ad
∗
x(ω)) = ΦX(ω) for all X ∈ g, then Ad
∗
x(ω) = ω, so that
x ∈ H . This suffices, by Ad-equivariance. Next, ΦX is pure imaginary
for X ∈ g0, so that Φ(T ) is closed under complex conjugation. By
definition Φ(T ) contains the constant functions. We can thus apply
the Stone–Weierstrass theorem. 
We now prepare for some approximations which we will make in the
next sections. We let Gˆ denote as usual the set of equivalence classes
of irreducible unitary representations of G. Let S be a finite subset of
Gˆ, which we fix for the rest of this section. We let AS denote the direct
sum of the isotypic components of A for the representations in S and
the action λ. We call it the S-isotypic subspace of A. In the same way
we will speak of the S-isotypic subspaces of other representations of G.
Lemma 4.4. The S-isotypic subspace AS is finite dimensional, and
there is an integer q (= qS) such that Φ(T
q) ⊇ AS. (We fix this integer
q, in terms of S, for most of the remainder of this paper.)
Proof. From the Peter–Weyl theorem the various isotypic components
of C(G) for λ are all finite dimensional. But A = C(G/H) is a λ-
invariant subspace of C(G), and thus AS is finite dimensional.
Because Φ(T ) is dense in A by Proposition 4.3, when we compose Φ
with the usual projection onto the sum of the isotypic components for
S, this composition will carry T onto AS. From the equivariance of Φ
it follows that Φ(T ) ⊇ AS. By choosing preimages for a basis for AS
we find q such that Φ(T q) ⊇ AS. 
We remark that, conversely, given any Z ∈ T , it is in some T m,
which is finite dimensional and Ad-invariant; and so there is a finite
S ⊆ Gˆ such that ΦZ ∈ AS.
For the rest of this paper we fix an Ad-invariant inner product on
g. It gives a corresponding inner product on each g⊗k, and so on T ,
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where we take the g⊗k’s to be orthogonal to each other for different
k’s. Norms of elements of T , and of operators from T , will always
be defined with respect to this inner product (and, for operators, a
specified norm on the target space).
Lemma 4.5. There is a constant, K, such that when we view each Φn
as an operator from T q to Bn (with the operator norm on Bn), we have
‖Φn‖ ≤ K
for all n.
Proof. Since g is finite dimensional, there is a constant, J , such that
‖UX‖ ≤ J‖X‖ for every X ∈ g. Suppose now that X ∈ g0. Then
UX is skew-adjoint, and we can find an orthonormal basis, {ej}, for H
consisting of eigenvectors for UX , with corresponding eigenvalues {αj}.
For each n we have the corresponding orthonormal basis {ej1⊗· · ·⊗ejn}
for H⊗n. Each ej1 ⊗· · ·⊗ ejn is an eigenvector for U
⊗n
X , with eigenvalue∑n
k=1 αjk . (Note that here and below U
⊗n
X denotes the inner tensor
representation of the Lie algebra g, not the tensor power of the operator
UX .) Since ‖UX‖ and ‖U
⊗n
X ‖ are given by the largest absolute value of
the eigenvalues of UX and U
⊗n
X , we see that ‖U
⊗n
X ‖ = n‖UX‖. For X
in g rather than g0 it follows that ‖U
⊗n
X ‖ ≤ 2n‖UX‖. Upon restricting
U⊗nX to H
n we then have ‖UnX‖ ≤ 2n‖UX‖ ≤ 2nJ‖X‖. Thus ‖Φ
n
X‖ =
‖n−1UnX‖ ≤ 2J‖X‖, independent of n.
Now pick a basis for g. For each k it gives a basis for g⊗k consisting
of elementary tensors. But for any elementary tensor Z = X1⊗· · ·⊗Xk
we have
‖ΦnZ‖ = ‖Φ
n
X1 . . .Φ
n
Xk
‖ ≤ (2J)k
k∏
j=1
‖Xj‖.
The right-hand side is independent of n. Since T q is finite dimensional
the desired result follows easily. 
We let ‖ · ‖2 denote the usual Hilbert-space norm on L
2(G/H). Let
T qS denote the S-isotypic subspace of T
q. Since Φ is equivariant, it
carries T qS onto AS.
Notation 4.6. Let F (= FS) denote the orthogonal complement of the
kernel of the restriction of Φ to T qS .
Thus Φ is a bijection from F onto AS, and F is carried into itself by
Ad. Our notation will not distinguish between Φ and its restriction to
F . Much as above, we let BnS denote the S-isotypic subspace of B
n.
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Proposition 4.7. There is an integer, N , such that for n ≥ N we
have
σn(Φn(F)) = AS.
In particular, σn will for n ≥ N be a bijection from BnS onto AS, and
Φn will be a bijection from F onto BnS .
Proof. Put on AS the inner product from L
2(G/H), and let {ej} be
an orthonormal basis for AS. For each j let Zj be the unique element
of F such that ΦZj = ej . Let d denote the dimension of AS. All
norms on a finite-dimensional vector space are equivalent, and so from
Theorem 4.2 we see that we can find an integer N such that
‖σn(ΦnZj )− ΦZj‖2 < 1/d
for all n ≥ N and all j. Then for each n ≥ N the fj = σ
n(ΦnZj ) span
AS. To see this, write any g ∈ AS as g =
∑
αjej, and set h =
∑
αjfj.
Then ‖g − h‖2 ≤
∑
|αj |/d ≤ ‖g‖2, so that g can not be orthogonal to
the span of the fj’s unless it is 0.
Since σn is injective, it must then be bijective from BnS for n ≥ N .
Since the dimension of F is the same as that of AS, it follows that Φ
n
is bijective from F onto BnS for n ≥ N . 
We fix N as above, and revert to the C∗-norms, restricted to BnS and
AS. Momentarily define Ω
n on AS, for n ≥ N , by Ω
n = σn ◦Φn ◦ Φ−1,
where Φ−1 takes AS to F . Note that each Ω
n is invertible. Now
Theorem 4.2 tells us that Ωn(f) converges to f for each f ∈ AS. It
follows that {Ωn} converges in operator norm to the identity operator.
Then so does {(Ωn)−1}, and so this sequence is uniformly bounded in
norm. Since Φ is independent of n, we obtain:
Lemma 4.8. There is a constant, r, such that, as operators from AS
to F ,
‖(σn ◦ Φn)−1‖ ≤ r
for all n ≥ N .
Corollary 4.9. There is a constant, K ′, such that for each n ≥ N ,
when we view (σn)−1 as an operator from AS to BS, we have
‖(σn)−1‖ ≤ K ′.
Proof. From the above lemma and from Lemma 4.5 we have
‖(σn)−1‖ = ‖Φn ◦ (σn ◦ Φn)−1‖ ≤ Kr.

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For r as above let Br denote the closed ball of radius r in F . It
follows from Lemma 4.8 that every f in the unit ball of AS is, for
every n ≥ N , of the form σn(ΦnZn) for some Zn ∈ Br. Let T ∈ B
n
S
with ‖T‖ ≤ 1. Then ‖σn(T )‖ ≤ 1, and so if n ≥ N we conclude from
the above observation that T = ΦnZ for some Z ∈ Br. We have thus
obtained (for N as in Proposition 4.7):
Proposition 4.10. There is a closed ball, B, in F such that
Φn(B) ⊇ (unit ball of BnS)
for every n ≥ N .
5. Contravariant symbols
This section is devoted to obtaining the information about σ˘n which
we need. The essence of what we need is contained in theorem 2B of
[14]. This attractive theorem, concerning convergence of contravariant
symbols as n increases, seems to have few antecedents in the literature,
and seems not to have been used at all since its appearance. But it is
crucial to our present purposes. However, we need tighter control over
the situation than is explicitly given in Duffield’s proof. Part of this
section will basically consist of rewriting Duffield’s proof so as to give
this tighter control (and with simpler arguments). We will also draw
some important consequences.
We continue with the notation of the previous section. Because σ˘n
is equivariant, it will carry AS into B
n
S . We continue to let the integer
N be as in Proposition 4.7, so that σn is a bijection from BnS onto AS
for n ≥ N . Then σ˘n will be a bijection from AS onto B
n
S for n ≥ N ,
and (σ˘n)−1 will exist from BnS to AS. When we write (σ˘
n)−1 in the
next pages, we will always take it as defined on BnS for n ≥ N . Note
that if T ∈ BnS and if we set f = (σ˘
n)−1(T ), then σ˘nf = T . Thus (σ˘
n)−1
provides a canonical way of choosing a contravariant symbol for T .
Recall that for n ≥ N each Φn is a bijection from F onto BnS according
to Proposition 4.7.
Notation 5.1. For n ≥ N set Ψn = (σ˘n)−1 ◦ Φn on F , so that Ψn is
a bijection from F onto AS.
Thus ΨnZ is a contravariant symbol for Φ
n
Z for each Z ∈ F . We need
to show, in essence, that for each Z ∈ F the ΨnZ ’s converge to ΦZ .
For n ≥ N define a linear functional, θn, on F by
θn(Z) = Ψ
n
Z(e).
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Because ΨnZ ∈ C(G/H), we have θn(Ads(Z)) = θn(Z) for every s ∈ H .
Because Ψn is equivariant, we have
θn(Adx(Z)) = Ψ
n
Adx(Z)(e) = (λx(Ψ
n
Z))(e) = Ψ
n
Z(x
−1)
for every x ∈ G. Since ΨnZ is a contravariant symbol for Φ
n
Z , we obtain,
as seen early in Section 2,
ΦnZ = dn
∫
G/H
θn(Ady−1(Z))αy(P
n)dy.
From formula (2.2), together with the notation hn = hPn used in Sec-
tion 3, we then obtain
σn(ΦnZ)(x) =
∫
G/H
θn(Adyx−1(Z))h
n(y)dy.
Now Theorem 4.2 tells us that the left-hand side converges to ΦZ(x).
In view of Lemma 3.3, this suggests that perhaps θn(Adx−1(Z)) also
converges to ΦZ(x). But to show that this is correct we need control of
the size of the θn’s. The key fact which we will use for this is Lemma 4.5,
which tells us that ‖Φn‖ ≤ K for all n.
We now use the inner product on F ⊆ T q. Then for each n ≥ N
there will be a Zn ∈ F which represents θn, so that θn(Z) = 〈Z,Zn〉
for all Z ∈ F . Then ‖θn‖ = ‖Zn‖, where we use the norm from the
inner product. Because θn(Ads(Z)) = θn(Z) for every s ∈ H , we see
quickly that Zn is H-invariant (for Ad).
Let FH denote the subspace of H-invariant elements of F , so that
each Zn ∈ F
H . As Z ranges over FH the functions y 7→ Ady(Z) form
a finite-dimensional vector space of vector-valued functions on G/H .
By considering a basis for this vector space, we see that any bounded
collection of these functions will be equicontinuous. From Lemma 3.3
we find that for every ε > 0 there is an integer Mε ≥ N such that∥∥∥∥Z −
∫
G/H
Ady(Z)h
n(y)dy
∥∥∥∥ ≤ ε‖Z‖
for all Z ∈ FH and all n ≥Mε. Then for n ≥Mε we have
‖Zn||
2 = 〈Zn, Zn −
∫
Ady(Zn)h
n(y)dy〉+ 〈Zn,
∫
Ady(Zn)h
n(y)dy〉
≤ ε‖Zn‖
2 +
∣∣∣∣
∫
θn(Ady(Zn))h
n(y)dy
∣∣∣∣ .
Upon applying Lemma 4.5, with K as given there, we then obtain
(1− ε)‖Zn‖
2 ≤ |σn(ΦnZn)(e)| ≤ ‖Φ
n‖‖Zn‖ ≤ K‖Zn‖.
Since ‖Zn‖ = ‖θn‖, this gives the proof of:
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Lemma 5.2. For every r > 1 there is an integer Mr ≥ N such that
for n ≥Mr we have ‖θn‖ ≤ rK.
From this we see that for n ≥ N and any Z ∈ F we have
|ΨnZ(x)| = |θn(Adx−1(Z))| ≤ rK‖Z‖,
for all x, from which we obtain:
Proposition 5.3. For every r > 1 there is an integer Mr ≥ N such
that if n ≥ Mr then ‖Ψ
n‖ ≤ rK (where Ψn is defined on F , and both
F and K depend on S).
The following theorem is our version of theorem 2B of [14].
Theorem 5.4. For any ε > 0 there is an integer Nε ≥ N such that if
n ≥ Nε then
‖ΨnZ − σ
n(ΦnZ)‖∞ ≤ ε‖Z‖
for all Z ∈ F (= FS). In particular, Ψ
n
Z converges to ΦZ .
Proof. For any Z ∈ F we have, much as above,
ΨnZ(e)− σ
n(ΦnZ)(e) =
∫
G/H
θn(Z − Ady−1(Z))h
n(y)dy.
As Z ranges over F the functions y 7→ Z − Ady−1(Z) form a finite-
dimensional vector space of vector-valued functions on G (not G/H),
so, as before, any bounded subset will be equicontinuous. We know
from Lemma 5.2 that {‖θn‖ : n ≥ N} is bounded. Thus the set of
functions y 7→ θn(Z − Ady−1(Z)), now on G/H , is equicontinuous for
‖Z‖ ≤ 1 and for all n ≥ N . Let ε > 0 be given. It follows from
Lemma 3.3 that we can find an integer, Nε, such that
|ΨnZ(e)− σ
n(ΦnZ)(e)| ≤ ε‖Z‖
for all n ≥ Nε and all Z ∈ F . But from the equivariance of Ψ
n and
σn ◦ Φn, and the fact that Ad is unitary on F , it follows that
‖ΦnZ − σ
n(ΦnZ)‖∞ ≤ ε‖Z‖
for n ≥ Nε and Z ∈ F . 
6. Conclusion of the proof of Theorem 3.2
We continue with the notation of the previous sections. Our first
objective is to prove the following fact, which seems to be new and of
independent interest.
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Theorem 6.1. Let the general hypotheses be the same as those for
Theorem 3.4. For each n ≥ 1 let γn be the smallest constant such that
‖T − σ˘n(σnT )‖ ≤ γnLn(T )
for all T ∈ Bn. Then the sequence {γn} converges to 0.
We remark that our wording here is somewhat different from that
of Theorem 3.4 because in the present finite-dimensional situation it
is clear that the constants γn exist, whereas in Theorem 3.4 it is not
immediately clear that (finite) constants γn exist.
Proof of Theorem 6.1. Let ε > 0 be given. By theorem 8.2 and lemma
8.3 of [48] we can find a finite subset S ⊆ Gˆ and a positive linear
combination, ϕ, of the characters of the elements of S, with the follow-
ing properties. The set S contains the trivial representation 1 and is
closed under taking contragradient representations; and for any ergodic
action α of G on a unital C∗-algebra C the integrated operator αϕ is
a completely positive unital equivariant map of C onto its S-isotypic
component such that ‖c− αϕ(c)‖ ≤ (ε/3)L(c) for all c ∈ C. Then for
every T ∈ Bn we have
‖T − σ˘n(σnT )‖ ≤ (ε/3)Ln(T ) + ‖αϕ(T )− σ˘
n(σnαϕ(T ))‖+ (ε/3)Ln(T ).
Thus we see that it suffices to prove that, for S fixed as above, there
is an integer N such that for all T ∈ BnS we have
‖T − σ˘n(σnT )‖ ≤ (ε/3)Ln(T )
for all n ≥ N .
Now by lemma 2.4 of [46] all of the algebras Bn will have radius no
larger than r =
∫
G
ℓ(x)dx, in the sense that ‖T‖∼ ≤ rL(T ) for all T ,
where ‖ · ‖∼ denotes the quotient of ‖ · ‖ on Bn/CI. It then suffices to
prove:
Lemma 6.2. For S fixed as above, there is an integer N such that
‖T − σ˘n(σnT )‖ ≤ (ε/3r)‖T‖
for all n ≥ N and all T ∈ BnS .
To see that this is sufficient, note that if it holds, then it holds equally
well for T + tI where t ∈ C is chosen so that ‖T‖∼ = ‖T + tI‖, and
that the left side of the inequality will be unchanged.
Proof of Lemma 6.2. We use Lemma 4.4 and Notation 4.6 to choose
q and F ⊂ T q for our fixed S. We then apply Proposition 4.10 to
choose an integer N such that there is a closed ball B in F such that
Φn(B) ⊇ (unit ball of BnS) for all n ≥ N . Let R denote the radius of
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B, and let ε′ = ε/3rR. We apply Theorem 5.4 to choose a yet larger
N such that ΨnZ is defined for every n ≥ N , and for all Z ∈ F we have
‖ΨnZ − σ
n(ΦnZ)‖∞ ≤ ε
′‖Z‖.
Suppose now that n ≥ N and that T ∈ BnS with ‖T‖ ≤ 1. By
our choice of N there is a Z ∈ B such that ΦnZ = T , and furthermore
T = σ˘n(ΨnZ). Then
‖T − σ˘n(σnT )‖ = ‖σ˘
n(ΨnZ)− σ˘
n(σnT )‖
≤ ‖ΨnZ − σ
n(ΦnZ)‖∞ ≤ ε
′‖Z‖ ≤ ε/3r.
Since this is true for all T with ‖T‖ ≤ 1, we obtain the desired result.

We have thus concluded the proof of Theorem 6.1.
We now complete the proof of our main theorem, Theorem 3.2. Let
ε > 0 be given. By Theorem 3.4 we can find an integer N such that
for n ≥ N we have
‖f − σn(σ˘nf )‖∞ ≤ (ε/2)LA(f)
for all f ∈ A. By Proposition 1.3 and Corollary 2.4, it follows that
S(A) is in the (ε/2)-neighborhood of S(Bn) for ρL, for each n ≥ N .
Now according to Theorem 6.1 we can find N still larger such that
for n ≥ N we have
‖T − σ˘n(σnT )‖ ≤ (ε/2)Ln(T )
for T ∈ Bn. Then by the calculation done in the next-to-last paragraph
of Section 2 (where the γ there is the ε/2 here), it follows that each
S(Bn) is in the ε-neighborhood of S(A) for ρL. Accordingly, for n ≥ N
distq((B
n, Ln), (A,LA)) ≤ ε,
as desired. 
We remark that when one examines the steps in the proof of our
main theorem, one sees that for any given coadjoint orbit and any
given length function ℓ one can with careful bookkeeping obtain, for
any ε > 0, a fairly explicit choice of an N for which
distq((B
n, Ln), (A,LA)) ≤ ε
for n ≥ N .
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