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ABSTRACT
PRE-RATE MY PROFESSOR: PREDICTING COURSE RATINGS AND
RESPONSE RATES FROM LMS ACTIVITY IN COLLEGE COURSES
Richard Scruggs
Ryan S. Baker
College teaching is primarily assessed through the use of course ratings, which
are expected to act as both summative and formative feedback. Considering the
significance of teaching in academia and the amount of time professors spend on teaching
and related activities, it is particularly important that ratings are effective formative
feedback. In this study, methods from learning analytics and data mining are used in an
effort to predict course ratings and response rates on ratings surveys from students’
activity in the course learning management system, with the goal of making predicted
ratings available to faculty early.
Regression and classification methods used in this study included linear and
logistic regression, random forests, and gradient boosting and features were chosen based
on their inclusion in earlier studies predicting individual student success and motivation.
However, none of the models created for this study were not able to accurately predict
either course ratings or response rates on either the entire data sample or a subset of
classes with higher LMS activity. This may have been caused by difficulties with
aggregating features or outcome variables to the class level, which was necessary due to
the confidentiality of the student ratings. It may also result from the complexity of good
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college teaching: unlike individual student grades or motivation, which have been
successfully predicted, there are many successful and unsuccessful forms of teaching.
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CHAPTER 1: INTRODUCTION
College teaching, despite occupying the majority of professors’ time (Bentley &
Kyvik, 2012), is an activity for which professors receive little training and inadequate
feedback and assessment. Professors are overwhelmingly hired based on their research,
with their teaching skills or training receiving relatively little attention (Ishiyama et al.,
2014; Norton et al., 2013). Robinson and Hope (2013), surveying Florida faculty, found
that 78% entered the classroom with no training in pedagogy at all.
Once in the classroom, professors’ teaching performance is primarily assessed
through student ratings,1 which are often misinterpreted or analyzed with unsuitable
statistical tests (Boysen, 2015; Boysen et al., 2014; Kitto et al., 2019; Miller & Seldin,
2014). In addition to their use as evaluations, ratings are also intended as formative
feedback and are far more prevalent than other types of formative feedback for
instructors in higher education (Ronald A. Berk, 2005; Marsh, 2007; Miller & Seldin,
2014). Given this situation, it is not surprising that the use of course ratings rarely seems
to improve teaching and learning (Hammonds et al., 2017; Kember et al., 2002; cf.
Centra, 2015; Marsh, 2007). Considering that teaching is such an important and timeconsuming part of professors’ jobs, it seems self-evident that they should receive better
feedback in order to help improve their teaching, and thus improve student learning.

1

The terms “course ratings” and “student ratings” are used interchangeably; the literature review
discusses the terms at more length.
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In this study, the intent was to help address the dearth of instructor feedback by
offering a new form of feedback through analysis of student learning management system
[LMS] data. The primary focus of this project was twofold: reliably detecting
relationships between LMS interaction patterns and course ratings, and determining how
much interaction data is necessary to produce reliable and valid detectors. Since low
response rates are a common challenge to the use of course ratings, relationships between
LMS interaction patterns and students’ response rates on ratings surveys are also
explored.
This analysis was based on the assumption that an instructor’s actions, materials,
and other aspects of their curriculum would lead to class-level differences in student
interaction with an LMS. This study aimed to use those differences to build detectors of
student response on course rating surveys. Early predictions of student ratings would be
able to inform teachers, at a basic level, about how their classes are functioning.
If LMS data could be shown to be related to course ratings, feedback from such
data would provide several advantages over the traditional end-of-course survey format.
Most significantly, LMS data can easily be collected from all students in a course, not
only those who respond to a survey. In addition, LMS data is available much earlier in
the semester, meaning that instructors could receive feedback with more time to improve
their courses before the end of the semester, helping the rating process become more
formative.
Although no published work has explored the relationship between LMS data and
course ratings, LMS data has been used to predict individual student success or dropout
2

since at least 2007 (Arnold & Pistilli, 2012). More recently, Babić (2017) used such data
to predict students’ scores on a psychometrically validated scale of academic motivation
(Vallerand et al., 1992). Since motivation is among the student-level factors that have
been shown to relate to ratings and rating response rates (Hoel & Dahl, 2019), this
suggests that LMS interaction patterns may be affected by similar intrinsic characteristics
as those which affect course ratings.
Even if there are no detectable relationships between course ratings and LMS
interactions, identifying courses with low response likelihood would still be valuable. If
department chairs and administrators knew that students in certain course sections were
less likely to fill out course rating forms, they could either act to increase the response
rate – add incentives to the surveys or emphasize the importance of the process to
students in those sections – or add alternative methods of course assessment – peer
ratings, self-evaluations, et cetera. These actions, while possibly too resource-intensive to
apply to all courses, could address professors’ criticisms that their ratings are based on
the responses of only a few students.

3

CHAPTER 2: LITERATURE REVIEW
In order for predictions of a measure to be useful, the underlying measure which
was being predicted should be sufficiently trustworthy that predictions, being less
accurate than the original measure, are more of a help than a hinderance in the system in
which they are eventually used.2 This section will establish that course ratings are reliable
and valid instruments of teaching quality, although ratings data are often misinterpreted
or misused in practice, leading to poor formative utility. In addition, prior research in
learning analytics and educational data mining that relates to course ratings is discussed.
Student ratings of courses have become one of the facts of life of modern higher
education. Most ratings consist of students filling out standardized forms, rating courses
on various criteria on a five-point scale – “The instructor helped me achieved my goals,”
“The course was organized in a way that helped me learn,” “How would you rate the
overall effectiveness of this course?” often with an open-ended question or two about the
effectiveness of the course at the end (Sheehan & DuPrey, 1999; examples taken from
https://teaching.berkeley.edu/course-evaluations-question-bank). Regardless of the
precise form, however, course evaluations are used at nearly all higher education
institutions in the United States (Hmieleski & Champagne, 2000; Miller & Seldin, 2014;
Seldin, 1999).

2

There is no precise cutoff for this – some predictions will have greater effects than others and will
consequently need to be more accurate – but the future uses of predictions and the impact of both
positive and negative predictions should be kept in mind.
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Although course rating forms are used at nearly all institutions, there is little
standardization in the precise format of rating forms. Therefore, it is difficult to compare
findings across contexts with certainty (see Barre, 2015). Some forms, such as ETS’
Student Instructional Report II (Centra, 1998) have been psychometrically validated;
many have not. Studies of course rating data are often methodologically questionable,
conflating arguments relating to individual rating instruments with arguments relating to
the wider process of course ratings (L’Hommedieu et al., 1990).
Terminology
There have been many terms used to refer to the mostly-quantitative survey
instruments that attempt to measure teaching and student experience in college classes.
Spooren, Brockx, and Mortelmans (2013) conduct a literature review using the following
terms: “SET, student evaluation of teaching, student ratings, student ratings of
instruction, teacher evaluation, teaching effectiveness, teaching performance, higher
education, and student evaluations” (p. 601). In addition to these terms, many researchers
use the phrase “course evaluations,” “student course evaluations,” “course ratings,”
“course experience questionnaire,” or the even farther-reaching “student evaluation of
faculty” (see, e.g., Bendig, 1953; Degheri, 2017; Granzin & Painter, 1973; Gravestock &
Gregor-Greenleaf, 2008; Haskell, 1998; Sauer, 2012; Talukdar et al., 2013). In this
section, the terms “student ratings” and “course ratings” will be used indistinguishably.
It is also important to draw a distinction between feedback and evaluation and
situate course ratings in relation to those two terms. Feedback, in education, generally
relates to more formative information that is intended to affect future practice (Boud &
5

Molloy, 2013), while evaluation is typically more summative, used for performance
assessments (C. J. Harrison et al., 2015). This study will focus on the formative purposes
of course ratings – which is to say, their use as instructor feedback.
Nearly all of the above terms describe student ratings as summative instruments,
but the literature also refers to ratings as feedback, with relatively little discussion of the
differences (e.g., Denson et al., 2010; Kember et al., 2002; cf. Donovan et al., 2010;
Flodén, 2017 who draw the distinction more explicitly). In the next section, this issue is
discussed at more length, as the summative and formative purposes of course ratings
affect their validity.
Validity of Course Ratings
Defining validity can be contentious, but I will follow the definition from The
Standards for Educational and Psychological Testing: “the degree to which evidence and
theory support the interpretations of test scores for proposed uses of tests” (American
Educational Research Association et al., 2014). Thus, any discussion of the validity of
course rating scores hinges on the purposes of those ratings. Marsh, a long-time scholar
of ratings, offers the following purposes for gathering student ratings (2007; slightly
modified from Marsh, 1987):
•

“diagnostic feedback to faculty for improving teaching;

•

a measure of teaching effectiveness for personnel decisions;

•

information for students for the selection of courses and instructors;

•

one component in national and international quality assurance exercises, designed
to monitor the quality of teaching and learning; and
6

•

an outcome or a process description for research on teaching (e.g., studies
designed to improve teaching effectiveness and student outcomes, effects
associated with different styles of teaching, perspectives of former students).” (p.
320)

Sheehan and Duprey (1999), writing from the more uncommon but likely more
influential perspective of administrators, list only two purposes of ratings: providing data
for performance appraisals and improving teaching. These two purposes are those most
discussed in the literature; therefore, I will focus on them in this section and attempt to
show that ratings can be used for each of these purposes.
In recent years, the quantitative nature of course ratings has lent them appeal as an
easy metric of teaching quality, which has likely contributed to their ubiquity. Nearly all
institutions that use course ratings use them to aid in making hiring, promotion, and
tenure decisions (Emery et al., 2003; Haskell, 1998; Hornstein, 2017; Linse, 2017;
Young, 1993), although some critics still argue that they should not be used (Hornstein,
2017; Stroebe, 2020), or should be used much more cautiously (Jones et al., 2014).
In addition, while ratings have been commonly used in higher education for
decades, their formative utility is still debated, with some authors (e.g., Centra, 1998)
stating that the use of ratings improves teaching effectiveness and critics (e.g., Emery et
al., 2003) stating otherwise, with Stroebe (2020) going so far as to claim that ratings
encourage poor teaching by rewarding lenient instructors and easy classes. Kember,
Leung, and Kwan (2002) studied the use of ratings at university in Hong Kong for several
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years, concluding that the instrument had no effect on teaching quality, as measured by
the rating instrument.
Research suggests that information from ratings is more effective at improving
teaching if ratings are collected midsemester, rather than at the end, and if ratings are
used as part of comprehensive efforts to improve teaching (Centra, 2015; Marsh, 2007).
Marsh (2007) cites a number of studies showing that ratings, particularly when used as
part of an improvement program, led to higher student satisfaction and better student
learning (see also Piccinin et al., 1999). Hampton and Reiser (2004), performing a
multisection study with some teaching assistants receiving midterm course ratings and
consultations, found that TAs who received the ratings used different practices, but there
were no significant differences in student learning as measured by final exam scores.
Unfortunately, ratings are often used merely as alarm systems, with administrators
only investigating courses with very low ratings (Edström, 2008; Andersen, 2018 also
describes this practice at one university). The reduction of Likert-type data to means and
the focus on one “overall” item may also contribute to the problem – instead of
administrators and faculty seeing the actual distribution of rating scores, they may be
reacting to the isolated complaints of only a few students.
Students have their own views about the purposes of ratings. Chen and Hoshower
(2003) found that students filling out ratings want the ratings to be used to improve the
course and the instructor’s teaching; fewer students saw personnel decisions as important.
The importance of ratings as formative feedback was also noted by Brown (2008) and
Abbott, Wulff, Nyquist, Ropp, and Hess (1990), who found that students strongly
8

preferred midsemester evaluations to the traditional end-of-course ratings. Finally,
students are not certain how ratings are actually used, with only 30% in one survey
believing that the ratings affect tenure decisions (Kite et al., 2015; see also Ernst, 2014).
Shah et al. (2017) discuss how students may become frustrated with the ratings process as
they see few changes despite repeatedly filling out surveys.
A great deal of research has explored the relationship between students’ ratings of
courses and student learning. Meta-analyses have generally supported the idea that
ratings have a significant, positive relationship with student learning (Clayson, 2009;
Cohen, 1981; Spooren et al., 2013; Wright & Jenkins-Guarnieri, 2012). However, Uttl,
White, and Gonzalez (2017) strongly criticize the methodology of these older studies and
perform their own analysis, which, while relying heavily on a large dataset of economics
courses produced by Weinberg, Hashimoto, and Fleisher (2009), suggests that there is no
relationship between student ratings and student learning. In a related study, Braun and
Leidner (2009) examine the relationship between course ratings and students’ scores on a
self-assessment of competence, finding strong correlations but distinct constructs. Still
more recently, Carpenter et al. (2020) note that students don’t always understand their
own learning processes, pointing out that subjects in a cognitive psychology study (KirkJohnson et al., 2019) poorly rate learning practices which require more mental effort, but
were more effective than other, less effortful practices.
Linse (2017) argues that the entire issue of student learning is misleading,
claiming that “student ratings have never been intended to serve as a proxy for learning.”
Indeed, although there have been numerous studies on the relationship between ratings
9

and learning (e.g., the meta-analyses of Clayson, 2009; Cohen, 1981; Uttl et al., 2017),
researchers of student ratings tend to focus more on whether the ratings reflect teaching
effectiveness (Marsh, 2007; McKeachie, 1997; Wachtel, 1998). Teaching effectiveness,
as a term, is rarely well-defined but should generally lead to learning, if not always
higher grades (Braga et al., 2014; Carrell & West, 2010; Linse, 2017; Pascarella et al.,
2008).
Apart from the question of student learning, researchers have found that scores on
course rating instruments correlate significantly with many other methods of evaluating
teaching. Feldman (1989) synthesized studies comparing teacher self-ratings, colleague
ratings, administrator ratings, trained observer ratings, and ratings from current and
former students, finding that current student ratings highly correlated with former student
ratings, as well as with colleague ratings and administrator ratings. More recent
comparisons like Feldman’s are scarce, although Roche and Marche (2000) find
moderate relationships between student ratings and instructor self-concept. More research
exists outside of higher education (e.g., van der Lans, 2018, who looks at secondary
education).
Factor Analyses of Student Ratings
Factor analysis is a way to examine an instrument with many items by finding
which items ask about the same underlying construct. Performing a factor analysis is one
way to support the hypothesis that an instrument has construct validity (Thompson &
Daniel, 1996). Many researchers have performed factor analyses on student ratings data.
These analyses should, of course, all be considered with the caveat that the researchers
10

were not all working from the same course rating forms. In addition, many early analyses
were conducted using principal components analysis (e.g., Granzin & Painter, 1973;
McGhee & Lowell, 2003; Tetenbaum, 1977), which produces significantly inflated factor
loadings in cases with low factor loadings or few variables [items] (Snook & Gorsuch,
1989). As few ratings instruments consist of many items, this is particularly worrisome;
thus, factor analyses of student rating instruments should generally be conducted using
common factor analysis, also known as principal axis factoring.
Few course rating instruments (cf. Centra, 1998; Marsh, 1982) were designed
with an eye toward psychometric properties, but factor analyses of rating instruments
generally have shown reasonable factor structures, suggesting that rating instruments are
providing information about courses and teaching (Capa-Aydin, 2016; Marsh & Bailey,
1993; Marsh & Hocevar, 1991a; Zhao & Gallant, 2012).
Different factor structures may lead to different formative utility. If an instrument
only has one factor, an instructor who scores low on that factor has very little direction as
to how to improve their course. On the other hand, an instructor who scores low on
Organization/Clarity knows that their students consider the organization of their course to
be a problem. The instructor still does not have specific recommendations – although the
students may offer some in response to the open-ended questions – but they have a place
to start.
Reliability of Course Ratings
In order for a measure or assessment to be useful, its results should be both valid
and reliable. Benton and Cashin (2014) discuss three aspects of reliability as it relates to
11

student ratings: consistency, stability, and generalizability. Consistency is the standard
definition of reliability – whether observers’ ratings agree, or whether items on a scale
measure the same construct (see e.g., Shadish et al., 2002). Stability refers to whether
ratings agree over time, and generalizability is the applicability of ratings to an
instructor’s other courses.
Marsh and Roche (1997) state that the most important measure of student ratings’
reliability is interrater agreement. They find that, while two individual students’ ratings
have little agreement, the overall interrater agreement is generally high (0.90 for a class
of 20 students; they do not specify the length of the instrument). However, that agreement
depends heavily on the number of students in a class; classes with more students will
almost invariably have high interrater agreement (Cashin, 1995; Marsh & Roche, 1997;
see also Tomes et al., 2019, who found that peer prediction was stable with fewer
respondents than standard Likert scales).
Stability is also an important characteristic of reliability. Course ratings can be
stable from an individual perspective, meaning that the same instructor receives the same
ratings across different classes and different times, or they can be stable from a test-retest
perspective, meaning that the same students gave the same class the same ratings at
different times. Benton and Cashin (2014) argue that ratings of individual instructors are
stable over time, citing Braskamp and Ory (1994) and Marsh and Hocevar (1991b).
Hativa (1996) also concludes that ratings are stable, even across activities intended to
improve teaching – which is to say the activities had no discernible effect on ratings.
Carle (2009) conducted a multilevel growth modeling analysis, concluding that ratings
12

were generally stable. Drysdale (2010) conducted a test-retest analysis of ratings using
one instrument, finding that the ratings were not stable over three-week retest periods.
In summary, quantitative end-of-course rating instruments can produce reliable
and valid summative measurements of instructors’ teaching. However, they generally do
not appear to provide formative information that helps to improve teaching. They may be
able to call attention to the worst teachers, but instructional consultants are better at
providing formative feedback (Hampton & Reiser, 2004; Piccinin et al., 1999). In
addition, collecting ratings at the end of courses limits their formative utility.
Unfortunately, although course ratings can produce good measurements, they are often
analyzed using inappropriate methods, leading to flawed or incorrect conclusions, as
discussed later.
Sources of Bias
A great deal of criticism surrounding course ratings focuses on the idea that they
are biased against some instructors. While bias is a term with an intuitive definition –
unfair prejudice in favor or against something – scholars of course ratings add one
significant element. Centra (2003) offers the following definition, also adopted by Marsh
(2007) and Benton and Cashin (2014): “Bias exists when a student, teacher, or course
characteristic affects the evaluations made, either positively or negatively, but is
unrelated to any criteria of good teaching, such as increased student learning” (p. 498).
Centra (2003) argues, for example, that class size, which is known to influence course
ratings, is not a source of bias as class size has also been shown to impact student
learning.
13

For decades, instructors have claimed that course ratings are biased, often citing
studies to support their points of view. However, more recent reviews conclude that most
sources of bias are fairly small and controllable (Benton & Ryalls, 2016; Macfadyen et
al., 2016; Sauer, 2012; Spooren et al., 2013), although the debate continues. Darwin
(2021) cites studies showing bias on instructor race and gender, with students rating
female instructors and non-white instructors lower. Fischer & Hänze (2019 examined at
relationships between students’ first impressions of instructors – as a potentially biasing
measure – and students’ eventual rapport with instructors, measured by observers and
through self-report, finding significant relationships. This finding calls back to Centra’s
(2003) theories about the nature of bias in course ratings. Finally, Park & Dooris (2019)
use decision trees to predict overall rating scores from other factors, but the algorithm
they use does not split on either gender or race, leading them to conclude that their
instrument does not reflect gender or race bias. Ultimately, the question of bias is likely
to be argued for some time, but it should be reasonable to prefer the findings of reviews
like those cited earlier to individual studies.
Supporters of ratings suggest simply adjusting course ratings for known sources
of bias (Benton & Cashin, 2014; Macfadyen et al., 2016). If so doing, it may be
advantageous to adjust ratings for all factors that affect ratings but are out of the control
of the instructor – otherwise, ratings of instructors who are assigned to teach smaller
classes will be incomparable to ratings of instructors who teach larger classes.
Sauer (2012) and Benton and Cashin (2014) review many potential sources of
bias, concluding that while some factors (e.g., academic discipline and class size) are
14

related to course evaluation ratings, many other factors are not (e.g., instructor gender,
student age, student GPA, time of course). Instructor personality has been shown to
influence ratings; Benton and Cashin (2014) argue that personality relates to actual
teaching effectiveness and therefore should not be controlled for.
Student grades are a particularly contentious issue here, with some scholars
stating that students with lower grades tend to rate their instructors harshly (e.g., MatosDíaz, 2012); Love and Kotchen (2010) and Stroebe (2020) theorize that the use of course
ratings may contribute to grade inflation. Most recent work, however, tends to find that
grades do not have a great impact on ratings (Benton & Ryalls, 2016; Centra, 2003). As
will be discussed later, nonresponse biases are likely a greater concern in this study,
particularly given that research suggests that students with higher grades are more likely
to respond to course rating surveys (Adams & Umbach, 2012; Benton & Ryalls, 2016).
Other Challenges of Course Ratings
Course rating instruments face similar challenges to other survey instruments,
namely low response rates and survey fatigue. Hoel and Dahl (2019) cite studies showing
response rates between 30% and 70% on course rating surveys. Hoel and Dahl also found
significant differences between students who usually respond to rating surveys and those
who rarely or never do, with the frequent responders scoring higher on measures of
autonomy and self-determination. These differences lend some credence to criticisms that
ratings come from small, non-representative groups of students (Goos & Salomons, 2017;
Nulty, 2008). This is a particular challenge to this study and will be discussed later.
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Survey fatigue, as it affects course ratings, is somewhat more acute than the
general case of respondents receiving too many solicitations for surveys. Although
students are typically asked to fill out a course rating form for each course they take, they
rarely see any results or improvement from the surveys (Y. Chen & Hoshower, 2003;
Kite et al., 2015; Shah et al., 2017; Spencer & Schmelkin, 2002). Naturally, this harms
students’ motivation to participate in the process, leading to fewer, less-helpful responses
(Y. Chen & Hoshower, 2003).
Another major problem with current course rating practice is incorrect analysis
methods. Course rating instruments generally use 5- or 7-point Likert-type ordinal items.
There are numerous disagreements in the literature as to whether data from such items or
scales consisting of such items – note the distinction between individual items and scales
comprised of groups of items – can be analyzed using statistical tests developed for
interval data, or whether other statistical tests must be employed (Carifio & Perla, 2007;
Harwell & Gatti, 2001; Mircioiu & Atkinson, 2017). However, recent research has used
simulated data to demonstrate that data from Likert-type scales is usually suitable for
analysis as interval data (Carifio & Perla, 2007; Mircioiu & Atkinson, 2017).
Many studies – and in practice, many uses – of course ratings do not analyze
results as a scale, instead focusing solely on one “overall score”-type item from the
instrument. Depending on the methods used, this can lead to erroneous conclusions.
Clason and Dormody (1994) strongly criticize reducing the data from a Likert-type item
to a single mean, or relying on statistical procedures that require the assumption of
normality to analyze data from these items. Even authors such as Carifio and Perla (2007)
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who support analyzing data from Likert scales as interval data argue that analyzing single
items “should only occur very rarely” (p. 1151).
Considering that data from course ratings tends to be negatively skewed, with more high
ratings than low, using mean values tends to overweight the impact of outlying low
ratings. The use of weighted means can help with this problem. However, Harrison,
Douglas, and Burdsal (2004), using data from one university, compared unweighted
means from one “overall-rating” item with a variety of other measures, finding very little
difference. They used data from a rating instrument with six first-order factors and two
second-order factors: one, with data from four of the first-order factors, which was used
as an overall evaluation of teaching quality (P. D. Harrison et al., 2004). They found that
the mean of students’ overall ratings correlated very highly (>0.8) with several weighted
averages of first-order factor scores as well as the pertinent second-order factor which
they considered the best overall measure (P. D. Harrison et al., 2004). Despite this
evidence, I argue that using mean scores from single Likert-type items is overly reductive
– even if scores correlate, there’s no reason to use a single item when there are enough
items to build a factor – and doing so contributes to the poor formative utility of ratings.
Course Ratings and Effective Teaching in Australia
As the data for this study comes from a large Australian university, it is important
to discuss how course ratings are used and viewed in Australia, particularly as compared
to the American context. Australia has taken more steps than the United States in
formalizing student ratings as a metric of university performance, although the ratings
that they use differ from the course ratings discussed here. The Course Experience
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Questionnaire3 (CEQ, now the Graduate Outcomes Survey) asks about recent graduates’
experiences in their former university and program and has been nationally administered
since 1993 (Barrie et al., 2008; QILT, 2019). The Student Experience Survey (SES),
which asks all current students about their learning experiences, is conducted annually at
every Australian university. Results from the SES are heavily used by university
administrators to assess performance and the national government has used and plans to
return to using scores on the survey to direct funds to universities and departments
(Barrie et al., 2008; Minister for Education, The Hon Dan Tehan MP, 2019). Unlike
course rating surveys, the SES focuses on students’ larger educational experience within
their program or university, an approach which has been criticized by some researchers.
Marsh, Ginns, Morin, Nagengast, and Martin (2011) perform a multilevel structural
equation model analysis, finding that the CEQ does not discriminate well between
universities or departments. Marsh et al. (2011) warn against the common practice of
using research on student ratings to argue for the validity of broader university
experience surveys (e.g., Hirschberg & Lye, 2016; Talukdar et al., 2013), adding that
while existing course rating surveys can discriminate between instructors, they are
similarly ineffective at discriminating between departments and universities.
In recent years, both student ratings of individual classes and student surveys of
their larger experiences in their programs of study have been used in efforts to improve
university teaching in Australia (Talukdar et al., 2013). While student ratings of classes

3

Note that the term ‘course’ here does not follow the American usage: rather than being a single class,
‘course’ refers to a student’s entire course of study in their degree program.
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are not nationally mandated, the culture of assessment fostered by the SES and CEQ
means that scores on class rating surveys are very important to departments and
universities (S. Dawson, personal communication, November 21, 2019). This culture of
assessment has led to more research on the actual impacts of course ratings in Australia
(e.g., Darwin, 2017) and on how the rating process might be improved (e.g., Darwin,
2021; Shah et al., 2017), although there are still concerns about inadequate formative
utility and ignoring or downplaying the student voice in favor of the quantitative side of
the surveys (Darwin, 2021; see also Golding & Adam, 2016, with similar views from the
context of New Zealand). As this study focuses more on formative assessment, programor university-level surveys like the SES and CEQ will not be discussed, keeping instead
to the individual class level student ratings.
Ideal Use
Both proponents and detractors of course ratings argue that ratings are useful, but
should not be used as the sole yardstick of instructional – or worse, faculty – quality
(Benton & Cashin, 2014; Emery et al., 2003; Hativa, 2000; Marsh, 2007; Xu, 2012).
Researchers are divided on the best statistical methods to analyze rating data. Kitto et al.
(2019) offer a hierarchical Bayesian model that predicts the proportion of scale
responses, but admit that it is not easily understood by non-statisticians; others support
the use of scale scores (Linse, 2017) or even mean item scores (P. D. Harrison et al.,
2004). Many authors favor the use of teaching portfolios, which would contain rating
scores in addition to other materials (Berk, 2018; Braskamp & Ory, 1994; Centra, 1993;
Paulsen, 2002; Seldin, 1999).
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Most course rating researchers, however, believe that ratings can serve formative
purposes as well as summative, with instructors gaining information about the student
experience which they can then use to improve their courses. Unfortunately, partly due to
the quantitative focus of most rating instruments, this idea rarely comes to fruition in
practice – Sheehan and DuPrey (1999) neatly summarize the disconnect: “It is assumed
that faculty will heed the information provided in their evaluations, making appropriate
changes in either or both their instructional style and the content of their lectures” (p.
189). How faculty are meant to identify appropriate changes, of course, is rarely
explained. Researchers have found that faculty rarely know how to react to student
responses to open-ended questions (Edström, 2008; Lutovac et al., 2017), so it seems
unlikely that they would know how they should modify their courses based on
quantitative feedback. Andersen (2018) describes the situation at one Scandinavian
university where faculty look at their qualitative feedback but mostly ignore the
quantitative.
The concept of feedback also deserves some attention here. Although the
literature on feedback in education focuses on feedback as information given to students,
some scholars have studied feedback more generally, showing that it can improve
teaching. Shute (2008), in an excellent review of research on formative feedback,
presents many guidelines that have strong evidence of efficacy, including
recommendations to keep feedback focused on the task, present feedback in manageable
units, and give feedback soon after the task if the task is new or difficult. Brinko (1993),
specifically writing about the role of feedback in improving teaching, also emphasizes
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that feedback should be given soon after the performance. Studies on course ratings have
echoed this as well, suggesting that giving ratings to instructors earlier in the semester
can lead to higher student satisfaction and better student learning (Centra, 2015). Given
that some studies have found that ratings given earlier in the semester strongly correlate
with ratings given at the end (Clayson, 2013), it might be better to collect course ratings
in the middle of the semester.
Blash et al. (2018), Taylor et al. (2020), and Veeck et al. (2016) describe midterm
course rating processes which, while being more structured than the simple written
survey, are more formative and provide more actionable information to instructors.
However, all of these processes involve more class time spent gathering student
feedback. In addition, the strategies in Blash et al. (2018) and Taylor et al. (2020) require
external facilitators – other instructors or educational developers – coming into the
classroom to gather students’ feedback. Implementing midterm ratings as described by
these authors would necessitate a greater investment of time and effort into the rating
process, which may not be practical at many institutions.
Although there are fewer studies on simply moving ratings earlier in the term
without changing their format, it is likely that this would also increase the formative
utility of the ratings. It would improve adherence to Brinko’s (1993) recommendation on
giving feedback close to the performance. Instructors would also know that
improvements were attributable to their changes, rather than a new group of students who
may have been more receptive to their teaching style. In addition, students would have
the chance to see their participation making an impact on the class, helping response rates
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and motivation to participate in the rating process. It would not be a magic bullet –
instructors would still have to work with making sense of students’ comments or
quantitative ratings – but it has the potential to significantly improve the rating process.
This dissertation attempts to offer an alternative to moving the ratings earlier in
the semester by using methods from educational data mining [EDM] and learning
analytics [LA] to predict the ratings, with the goal of offering the resulting predictions to
instructors. Early feedback generated in this way would have significant advantages over
existing midterm ratings: predictions could be generated more often, allowing feedback
to be given almost immediately after the performance; predictions would use data from
all students, rather than only the subset who responded to a survey; and automated
predictions would not require any class time at all to generate. In the next section, I will
present related work from EDM/LA to show the feasibility of using these methods to
produce such feedback.

Educational Data Mining and Learning Analytics
Educational data mining [EDM] and learning analytics [LA] are relatively new
fields that focus on drawing conclusions through computer analysis of large educational
data sets (see Baker & Siemens, 2014 and Siemens & Baker, 2012 for more discussion of
the precise similarities and differences between the two, which are not germane to this
dissertation). In this section, I will discuss prior research that has used methods from
these fields to study either course ratings or data from course management systems

22

[CMSs; not to be confused with the broader “content management system”] or learning
management systems [LMSs].
In education, the growth in electronic course management systems and their
attendant data (referred to as log data or trace data) has received a great deal of attention
from EDM/LA researchers. Morris, Finnegan, and Wu (2005), working with interaction
data from online courses, were able to create a model that explained 31% of variance in
student achievement. In an influential early article, Romero, Ventura, and García (2008)
discuss how to use data from Moodle and outline many common data mining methods
that can be applied to such data. Another early work that used CMS data was the Course
Signals system at Purdue University, first used in 2007 (Arnold & Pistilli, 2012).
Course Signals used students’ interactions with Blackboard to measure students’
“effort”, which was input, along with other factors, to an algorithm that predicted their
likelihood of success in the particular course (Arnold & Pistilli, 2012). Course Signals’
algorithm was not automatically calculated, however; instructors chose when to run it and
generate new probabilities for students (Arnold & Pistilli, 2012). In addition, feedback
generated by Course Signals was summative – students were not told what they should do
differently, and actions were not suggested to administrators or faculty (Arnold & Pistilli,
2012; Gašević et al., 2015).
Following these early studies, many researchers have built systems to predict
student success, or to identify students at risk of dropping out (Ferguson et al., 2016). For
example, Joksimović, Gašević, Loughin, Kovanović, and Hatala (2015) explored
relationships between student achievement and student interactions with various aspects
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of interaction in a learning environment, finding that different interaction patterns affect
students’ grades. (Gašević et al., 2016) found that predictions from log data explained
vastly different amounts of variability in students’ grades depending on the precise
context of the course. Gašević et al. (2016) also note that while trace data is predictive, it
is not always actionable, although they hypothesize that a system like theirs could help
determine whether a course is working as designed.
Fewer learning analytics researchers have investigated topics beyond student
success (Papamitsiou & Economides, 2014). Valsamidis, Kontogiannis, Kazanidis,
Theodosiou, and Karakos (2012), using unsupervised Markov clustering, created clusters
based on students’ interactions with an LMS, then grouped courses which contained
students who had similar interaction patterns according to the clustering. They suggest
that the methods and metrics they use could be employed to rank courses, telling
instructors whether their students use the LMS for their course more or less than for other
courses (Valsamidis et al., 2012). Kontogiannis, Valsamidis, Kazanidis, and Karakos
(2014) work with supervised naïve Bayes classifiers to determine students’ opinions from
any text students enter in a course. They suggest using this process as part of the “course
evaluation process” (Kontogiannis et al., 2014). Finally, Krull and Leijen (2015) discuss
the feasibility of using learning analytics to offer formative feedback to student teachers.
They conclude that while LA could provide valuable feedback, teaching is a complicated
process that is difficult to model (Krull & Leijen, 2015).
Particularly relevant to this project is a study conducted by Babić (2017),
predicting students’ academic motivation from their LMS activity. Babić used data from
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129 education students at a Croatian university, constructing seven features that described
the students’ interactions with different aspects of the LMS. Models using four of the
features (a correlation analysis led to three features’ removal) were able to accurately
classify students with above-average academic motivation scores on a psychometrically
validated instrument (Vallerand et al., 1992). Howard and Schmeck (1979), noting that
student motivation to take a course influences their course rating, find that measurements
of motivation taken at the end of the course are sufficient to control for this influence.
Although more recent studies discuss the relationship between students’ initial interest in
a course and their rating (e.g., Feistauer & Richter, 2018), few have looked for a
relationship involving students’ overall academic motivation. However, it seems
reasonable to expect that students who are more motivated will be more likely to rate a
course and to be more careful and thoughtful in their rating.
Although many EDM researchers have studied CMS data, there are additional
methodological challenges when working with course rating data. As ratings are
anonymous, it is impossible to link individual students’ Moodle activity with their
answers on the course rating instrument. In addition, student response rates on course
ratings are generally low, so it is necessary to draw conclusions about classes based on
the available responses. These challenges mean that researchers must work at the class
level, looking for relationships between the CMS activity of all students in a class and the
course ratings given by responding students in that class. Most EDM/LA research above
the student level has focused on small groups of students, either identifying groups in
classrooms or assessing how well a group is working (e.g., Gweon et al., 2011; Kay et al.,
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2010, 2006; Martinez et al., 2011; Martinez-Maldonado et al., 2013). Class-level work is
less common and typically looks at all students in a class as individuals, identifying those
who are struggling so an instructor can offer extra help (e.g., Aslan et al., 2019). Some
research has also compared student- or observation-level predictions to predictions
aggregated up to the class level in order to combat overfitting on classes with more
observations (e.g., Kelly et al., 2018).

Summative and Formative Assessment in Learning Analytics
Unlike the conventional, periodic assessment process, learning analytics
researchers often build systems that give more immediate feedback (Pardo, 2014). This
allows researchers to measure student learning processes as they occur (e.g., Gowda et
al., 2013). These systems are able to identify potential problems much earlier than is
feasible with traditional assessment, giving teachers areas to focus their attention.
Many current efforts in learning analytics are still summative, providing
dashboards or other lists of students who need interventions, but not suggesting specific
actions (Gašević et al., 2015). The difficult nature of providing formative assessment is
recognized in learning analytics research, with Macfadyen, Dawson, Pardo, and Gašević
(2014) terming the problem of assessment a “wicked problem”. Macfadyen et al. (2014)
discuss the importance of actually using the data in analytics to improve student learning,
a sentiment echoed by Gašević, et al. (2015).
As mentioned earlier, there has been discussion on the increased formative ability
of midterm course ratings (Brown, 2008; Hampton & Reiser, 2004). While providing the
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same information earlier does not necessarily make it formative, it does give recipients
more time to react to it. Many learning analytics systems, due to providing more
immediate and specific feedback, are implicitly assumed to be providing formative
feedback (see e.g., Greller et al., 2014; Rojas & García, 2012).
EDM, LA, and Student Ratings
Although there are some studies (see citations above; see also Islam, 2018;
Makhlouf & Mine, 2020 who discuss automated analysis of students’ comments) that
discuss the use of educational data mining or learning analytics methods in rating
courses, there are relatively few such studies that focus on quantitative course rating data.
M.C. Wang, Dziubian, Cook, and Moskal (2009) used classification and regression trees
[CART] to predict overall instructor rating from other items on a course rating
instrument, finding rules that allow them to predict both good and poor overall ratings
with 97.6% accuracy. They conclude that such an analysis may help administrators
determine what items students consider important – the items which are predictive of an
overall rating.
Jiang, Javaad, and Golab (2016), using a data set with 257,612 rating forms, look at the
predictive value of certain items as well, but also discuss the entropy of various items in
data from many students – essentially, how much variability there was in students’
answers to items and how that variability was affected by other properties of courses.
Notably, they find that teaching quality has less entropy than overall course rating – that
students agree more on a course’s teaching quality than they do on a course’s overall
quality (Jiang et al., 2016). They also find that there is less entropy in first-year students’
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ratings of courses, which they hypothesize is due to new students not knowing what they
like (Jiang et al., 2016).
Clow (2012) discusses the importance of getting learning analytics feedback to
teachers and students, past the managers who see the feedback now. Similarly, as
discussed earlier, there is a great deal of research on the role of course ratings in
education, but much of the rating data is used by administrators for personnel decisions.
Pardo (2018) points out that while there is a great deal of research on feedback in
education, few models of feedback include the possibility of using data as is done in
learning analytics. With the wealth of data available from students’ interactions with
course management systems, now is the right time to ask how learning analytics can
generate more formative feedback to help instructors in higher education improve their
practice of teaching.
As discussed by Gašević et al. (2016), it is unlikely that a single system would be
able to work for all different types of courses, but learning analytics should be able to
help instructors better understand the functioning of their courses. Comparing trace data
from LMSs with data from course ratings, it may be possible to determine student
behaviors that are linked to satisfaction or dissatisfaction with different aspects of a
course, giving instructors early feedback that they will be able to act on.
Conclusion
Limitations aside, a preponderance of the research on course ratings suggests that
– with proper use – course ratings are generally a reliable and valid measure of teaching
quality in a course. However, the quantitative nature of ratings, and the lack of
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institutional interest in using ratings to improve courses that are not at the bottom of the
barrel means that ratings have little formative utility. Learning analytics researchers,
while still arguing for more formative use of analytics, suggest that the real-time
feedback presented by many systems can significantly improve teaching and learning. A
system that presents predicted course ratings to faculty earlier would be a good first step
in improving the formative utility of the ratings.

RESEARCH QUESTIONS
1. Can student LMS data predict course rating scores, and if so, from how far in
advance?
2. Can student LMS data predict class-level response rates on course ratings, and if
so, from how far in advance?
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CHAPTER 3: THEORETICAL CONTEXT
The theoretical grounding of course ratings does not receive a great deal of
attention in the literature. Kolitch and Dean (1999) note that the design of most course
rating instruments is informed by a teacher-centered, knowledge transmission model of
teaching, usually in a lecture or lecture-and-discussion format (see also Centra, 1993;
Edström, 2008 for a similar perspective). Most items on rating surveys focus on
behaviors in a classroom which are interpreted as evidence of effective teaching (Kolitch
& Dean, 1999), although more recent research and surveys are shifting – at least
superficially – to learner-centered models, particularly in the Australian and British
contexts (Barrie et al., 2008; Talukdar et al., 2013; Darwin, 2021; see also individual
studies, e.g., Erikson et al., 2016; Tucker et al., 2003; Shah et al., 2017). In the learnercentered models, students are asked more questions about how the instructor and the
course helped them understand the subject and fewer questions about behaviors displayed
by the instructor – teaching is judged as good if it works well for the students, rather than
if it is done in a certain way. Note that while simple satisfaction surveys appear more
similar to learner-centered models than teacher-centered, scholars such as Erikson et al.
(2016) argue that these surveys are performed to fulfill administrative requirements and
not to help improve classes for learners. Borch et al. (2020), surveying students in
Norway, find that students expect that the rating process uses learner-centered models
and are discouraged when it focuses on teachers. This finding also affects how students
respond to ratings surveys – if they believe that the process centers around their learning,
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their answers will be more closely related to the learning they perceived happening in the
class.
In particular, the question of why students give the ratings they do is
underresearched in the literature. Critics of ratings tend to focus on biases or claim that
ratings are motivated by grades (e.g., Stroebe, 2020; Uttl et al., 2017). Proponents
typically argue that ratings do reflect something about the effectiveness of the course –
although whether that "something" is teaching, learning, or another related concept is
rarely made explicit. However, some scholars have offered more specific explanations of
why students rate the way they do.
From a psychometric perspective, Valencia Acuña (2017) discusses students’
different response styles when filling out ratings surveys – whether students tend to
answer all questions similarly, only choose responses at the ends of the scales, or choose
midpoint responses, regardless of item content. He found that students tend to answer
more questions positively than expected, suggesting that ratings overestimate teaching
quality.
Jiang et al. (2016), Park and Dooris (2019), and M.C. Wang et al. (2009) have
used decision trees to analyze course ratings by attempting to predict overall scores from
other survey items. These analyses help to explain which items are most related to the
overall score, and thus which aspects of the course are most important to students.
Unfortunately, it is difficult to compare and synthesize results from these three studies –
each is based on a different course rating instrument used at a different university.
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M.C. Wang et al. (2009) found that Facilitation of Learning and Communication
of Ideas and Information were the most important predictors of overall instructor rating,
with Organization of the Course, Assessment of Student Progress, and Instructor Interest
in Your Learning also being important. Jiang et al. (2016) worked with an instrument that
focused more on the instructor’s actions and attitudes and less on the student, finding that
the instructor’s organization and clarity and their response to questions were the most
important predictors of teaching quality, with the instructor’s encouragement of
independent thinking and the professor-class relationship also being quite important. The
instrument discussed in Park and Dooris (2019) had items that more directly asked about
learning (“The instructor helped me to better understand the course material” and “The
instructor made the class intellectually stimulating”); these items were found more
predictive of overall teaching quality than items that asked about organization or course
grading.
The differences in these findings could be explained by students’ different
expectations of the rating process (as discussed in Borch et al., 2020), but across the three
studies, students’ perceptions of the instructor’s relationship to the class were predictive
of the overall rating. The formation of students’ perceptions of courses has been studied
from the perspective of attitude formation and change – what causes students to become
satisfied or dissatisfied with a course and how those attitudes affect their responses. Gee
(2017), studying students’ completion strategies when filling out course-of-study rating
surveys, found that students’ attitudes toward the course were most significantly
influenced by personal relationships with staff members and “landmark events,” such as a
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particularly meaningful lecture or a difficult experience accessing course materials.
Landmark events in particular are known to be important factors in attitude formation
(Tourangeau et al., 2000).
Researchers have also explored the relationship between students’ learning
attitudes and their interactions with intelligent tutoring systems or learning management
systems. Many scholars have looked at relationships between students’ attitudes and
emotions and their activity or performance in intelligent tutoring systems or educational
games (see, e.g., Novak & Johnson, 2012, for a shorter overview; Calvo et al., 2015 for
more background on affect in learning analytics). One analytics study is particularly
relevant to this work. Tempelaar, Rienties, and Nguyen (2017) found that attitudes and
emotions, measured by various self-report instruments, were predictive of certain
indicators of LMS activity. While the work by Tempelaar et al. (2017) lacks post-hoc
controls, it is still notable as, unlike most other studies, the authors explored relationships
between emotions and attitudes that were measured at the beginning or midpoint of a
course and LMS activity collected over the entire semester.
Learning analytics research seldom comes from firm theoretical grounding (Clow,
2013; see also Dawson et al., 2019, who note that although LA researchers do use theory,
they rarely refine or revise it). However, some scholars working with data from learning
management systems have focused on the meanings in students’ interactions (interaction
theory; Moore, 1989; Hillman et al., 1994), including their interactions with the system,
with their instructors, and with other students (e.g., Conijn et al., 2017; Joksimović et al.,
2015). Joksimović et al. (2015) discuss the relative importance of these interactions on
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learning, concluding that students who spent more time interacting with the LMS
(distinct from interacting with instructors or peers through the LMS) had better learning
outcomes. Yu et al. (2020) found that students’ “academic emotions,” such as anxiety and
boredom, affected their interactions in an online learning system, although the
relationships found were not very strong. This is important to this study as those
emotions are likely related to students’ opinions of courses.
Although most uses of interaction theory by LA researchers (including both
Joksimović et al., 2015 and Yu et al., 2020) focus on pure distance education, where no
course activities take place in a physical classroom, the central idea that learning can be
described through interactions between students, teachers, learning material, and learning
systems is equally applicable to blended learning environments, where some learning
takes place in a classroom and some takes place online. This is important as this study’s
data does not come from online courses.
Finally, it may seem too obvious to state, but teachers’ presence and actions do affect
students’ actions and outcomes in online and blended learning systems (Anthony, 2019;
Law et al., 2019). This follows from both interaction theory and common sense.

This

study follows Babić (2017) and Tempelaar et al. (2017), working with the assumption
that a student’s attitude, affected by the teacher and course activities, in turn affect their
interaction patterns with the course LMS, as discussed by Yu et al. (2020). These
attitudes and students’ academic motivation should also, as discussed by Gee (2017),
affect students’ end-of-course ratings. Therefore, features distilled from students’
interactions should be predictive of those end-of-course ratings. Predicting ratings would
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have significant benefits to the course evaluation process: instructors would receive
feedback earlier, predictive models could offer insight into behaviors that influence
ratings, and an explainable model might help add credibility to the rating process.
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CHAPTER 4: METHOD
Data
In order to investigate the research questions, a dataset is needed that contains
both course management system log data and end-of-course rating data. For this study,
that data is drawn from a large Australian university. The data set includes anonymized
course rating data as well as anonymized Moodle interaction records – linked at the
course level – from several hundred classes in 2016. The course rating instrument used at
this university contains eight Likert-type items on all surveys, with some open-ended
questions and additional items for online courses.
Several criteria were used to clean the dataset in preparation for analysis. First,
courses were removed which could not be definitively matched to rating data, leaving
341 courses in the dataset. In order for the features to reflect a reasonable amount of
variation and improve the likelihood of distinguishing good courses from bad, the dataset
was also filtered to exclude courses with insufficient interaction data. Courses with fewer
than 10,000 Moodle log events over the term were removed; it is likely that such courses
did not have enough students consistently interacting with Moodle for the features to be
meaningful. In addition, courses that had fewer than five complete ratings surveys were
removed as ratings from courses with fewer responses are less reliable. After filtering the
dataset on these criteria, 207 courses remained. The course sizes varied, with the smallest
course having only 14 students accessing Moodle over the term and the largest having
949. 50% of the courses had between 76 and 229 students. In total, the dataset contained
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data from 18,117 students. Note that these student counts are not from course rosters,
instead coming from the Moodle IDs that accessed the site.
Moodle use varied over the sample, but most courses saw about sixteen weeks
where at least half of the class logged in.4 Almost half of the courses had eight or more
weeks where at least 75% of the class accessed the site. However, the overwhelming
majority of Moodle use was passive, with students only referring to information that
already existed on the course site. Students averaged at least one active interaction (such
as submitting an assignment, making a forum post, or writing a message) in less than 1%
of course-week events. As most of the features focused on students’ activity, algorithms
were fit and tested on an active subset of the sample – courses where students averaged at
least one active interaction per week – in addition to the full sample. The active subset
contained 96 courses and data from 12,989 students. It should be noted that Moodle
course IDs are not strictly unique to course sections; in some instances, one Moodle
course ID corresponded with multiple meeting locations in the same term, suggesting that
multiple sections used the same course ID. 106 courses, about half the sample, had no
more than one course location per term, although that does not necessarily limit the
course to one session; it may have had multiple sessions meeting on the same campus.

4

Full-term courses at this university last for twenty weeks, including a two-week break midway through
the term and a two-week exam period at the end. Half-term courses last for twelve weeks, including a
one-week exam period at the end. Twenty courses in the sample were half-term courses.
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Factor Analysis
As discussed in the literature review, results from course ratings surveys should
be analyzed as a factor, rather than using individual rating items. For this study, the rating
instrument used always contained at least eight items, with some additional items for
courses that used certain online features. The course rating data here have a complicated,
multiply nested structure – each course contains multiple students, each of whom may
have responded to multiple rating surveys. As it is not feasible to perform an exploratory
factor analysis (EFA) with such a nested structure, multiple EFAs were conducted. For
the first, one student’s responses were randomly selected from each course, allowing the
data to be treated as though there was no course-level nesting and making it less likely
that there were multiple responses from any individual student. This EFA contained 440
responses. For the second and third EFAs, a two-level structure was used, with nesting at
the student level and at the course level, respectively. Half of the available data (26,229
responses) was included, leaving the remaining half for a confirmatory factor analysis
(CFA).
All EFAs and CFAs were conducted using Mplus (Muthén & Muthén, 2017) and
geomin rotation, using only the eight items that are always present in the rating
instrument. All found a two-factor structure, with four items strongly loading (>0.65,
with all but one item >0.85) on each factor and the non-loading items all having values
below 0.21. One factor contains items which relate to the course itself and the other
factor related to the instructor, although there was very substantial correlation between
the two factors (between 0.686 and 0.850, depending on the response nesting). The two38

factor structure was verified using a confirmatory factor analysis on the held-out portion
of the data; the model fit well, with 𝜒2 = 30.19 (𝑝 = 0.0494), comparative fit index and
Tucker Lewis index of 1.00 and a root mean-square error of approximation (RMSEA) of
0.037, with an 80.7% probability of RMSEA ≤ 0.05.
To combine the ratings to factor scores, a method described in Comrey and Lee
(1992) was used. Each rating was standardized to a z-score, then the four ratings that
loaded onto each factor were summed. These summed factor scores were used to create
the course-level outcome variables, as discussed in the next section.
Outcome Variables
Models in this study used seven different outcome variables, six related to rating
data and one related to response rate. As rating data is not identifiable down to individual
students, the individual ratings must be aggregated to the class level. The instructor and
course factors are each aggregated by computing a mean and a median value, leading to
four outcome variables, two per factor. To allow for the use of binary classification
methods, rating values were also split into two groups based on mean rating, with the
cutoff at 0. 129 sections received a mean course rating of at least 0; 132 sections received
a mean instructor rating of at least 0.
The last outcome variable is the percentage of students who fill out a course rating
form for each course. These percentages were top-coded at 100% (1.0) to account for two
courses which saw more students fill out rating forms than access the Moodle site. After
top-coding, the mean response rate was 21.2%, the median was 18.5%, and the standard
deviation was 14.9%. These response rates are slightly lower than other course rating
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data in the literature (Hoel & Dahl, 2019). Table 1 shows descriptive statistics for all
outcome variables. Notably, most of the outcome variables were highly correlated with
each other, with Pearson correlations at or above 0.6, although response rate was
uncorrelated from the others, with correlations below 0.16.
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Table 1. Summary statistics for outcome variables.
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Outcome variable

Mean

Median

Standard
deviation

Skew

Kurtosis

Min

Max

Course mean

0.32

0.64

1.68

-0.79

0.85

-4.97

4.17

Course median

0.69

0.99

1.77

-0.28

1.04

-5.26

4.17

Instructor mean

0.22

0.54

1.94

-1.35

3.16

-7.71

3.55

Instructor median

0.86

0.42

2.29

-0.88

1.53

-8.68

3.55

Response rate

0.21

0.19

0.15

1.98

6.91

0.02

1.00

Course mean binary

0.62

1

0.49

-0.51

-1.75

0

1

Instructor mean binary

0.64

1

0.48

-0.58

-1.68

0

1

Analysis
In educational data mining (EDM), prediction analysis generally starts by
establishing a ground truth, some measurement of a construct that is assumed to be
accurate (Baker, 2010), which the researcher is trying to predict. In this study, the
outcome variables serve as that ground truth. Next, with the exception of approaches like
deep learning and autoencoding, features are typically created. Features, in EDM, are
essentially distillations of raw data that highlight behaviors of interest – for example, the
number of consecutive problems students answered correctly in a learning system, or the
average length of time students spend using an LMS each session. Features are usually
created with the help of domain experts, who can identify behaviors which they believe
are related to the ground truth (Baker, 2019). Once the features have been produced,
various algorithms are used to build models that predict the ground truth from the
features.
In this study, features were primarily patterned after other features which were
used successfully in studies of Moodle dropout prediction (Buschetto Macarini et al.,
2019; Cerezo et al., 2016; Monllaó Olivé et al., 2019; Motz et al., 2019). Some of them
were constructed weekly at the individual level (e.g., the average length of a student’s
Moodle sessions over the week), some were constructed weekly at the class level (e.g.,
the number of assignments handed in late over the week), and some were constructed at
the class level but did not change over the entire time of the course (e.g., the number of
students accessing the Moodle site). The full list of the 33 features included is presented
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in Appendix A. In order to control for the varying size of courses, class-level features
were divided by the number of students who accessed the course over the semester.
Finally, K-means clustering (Lloyd, 1982) was applied to group all classes into four
clusters based on feature values. The resulting clusters were added as a final feature. All
feature values were standardized using an interquartile range-based scaler (SciPy 1.0
Contributors et al., 2020).
As the Moodle course activity data for this study was available at the individual
level, but course ratings could only be identified down to the class level, individual-level
features had to be aggregated to the class level before they could be used in models. The
approach used in this dissertation is similar to one that is sometimes used in EDM/LA
when log data is recorded at a finer-grained level than label data (e.g., Sao Pedro et al.,
2013). To aggregate features, all individual values for a given week were collected, then
means, medians, and standard deviations were computed for each feature, for each
course. After the course-level aggregation was performed, additional week-level
aggregation was performed to include students’ past behaviors in the models. The process
was similar: each value for each class-level feature was collected for all prior weeks.
Sums, means, and standard deviations were computed for each feature, for each course,
although not all of these values were used, as described below. These week-level
aggregation features were included in the models in addition to the class-level aggregated
features for that week.
The aggregation processes described here causes a dramatic increase in the
number of features available to the machine learning algorithms: one initial feature may
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be aggregated to three (mean, median, standard deviation) at the class level, then each of
those three may be aggregated to another seven (the three past calculations, the
minimum, maximum, and sum of the past weeks, and its current-week value) after
including past behavior, giving a total of 21 post-aggregation features. Given this degree
of inflation, even a small number of initial features can lead to hundreds of features postaggregation, making overfitting a serious threat. This is the “curse of dimensionality”
first discussed by Bellman (1961).5 Although the precise point at which dimensionality
becomes a problem varies based on data and algorithm used, a common rule of thumb is
that there should not be more features than cases. To reduce dimensionality, there exist
various automated methods (see Cunningham, 2008). However, these methods are not
themselves entirely safe from threats due to dimensionality (Altman & Krzywinski,
2018). Wujek, Hall, and Güneș (2016), echoing the conventional wisdom, argue that
features should first be pruned manually. For these reasons, no features had all of their
aggregated values included. Instead, aggregation calculations were individually chosen
on a theoretical basis – whether it made sense to include each calculation for each feature,
given that feature’s meaning (cf. Sao Pedro et al., 2012). Appendix A lists the features
and the aggregation calculations that were included.
Even after limiting aggregations, 117 features or aggregations of features were
available for the algorithms used, a number which was likely too large and caused
overfitting. To address that issue, a nested, cross-validated forward selection process was

5

This causes more problems than just overfitting; for a detailed discussion, see Zimek et al., 2012.
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conducted. In this process, data was subset into two unequal groups. The first, larger
group was then used for the forward selection process. To perform forward selection,
single-feature models were trained on each feature in turn; the best-performing feature
(according to AUC for the classification models and according to Spearman correlation
for the regression models) was added to the model, then the process iterated, keeping the
first feature and training two-feature models using the remaining features. The forward
selection process continued until five iterations were completed with no improvement in
model performance; the best-performing features were then used to train a model which
was tested on the smaller held-out group. These features were used in the cross-validated
training and testing process on the entire dataset. As most of the outcome variables were
highly correlated, the forward selection process was only conducted twice for the
regression models, using the response rate and the mean of the course rating scores, and
once for the classification models, using the binary of the mean course rating scores.
Apart from the cross-validation used for forward selection, the main model fitting
and testing process also made use of cross-validation. Cross-validation is a process which
involves splitting the data and using some of it to train the model and the rest to evaluate
it, possibly with a third portion further held out as test data (Richard A. Berk, 2016). In
EDM, cross-validation is a common method to address overfitting (Baker, 2019); crossvalidation repeats the splitting process multiple times, holding out a different portion of
the data each time as an evaluation set, then training on the remainder of the data (Efron
& Gong, 1983). In this study, cross-validation was used at the class level, leaving out
several classes each time, training the model on the remaining classes, then evaluating on
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the held-out classes. Regression models are typically evaluated in educational data
mining by looking at the root mean square error [RMSE] and simple Pearson or
Spearman correlations (r) or squared correlations (r2; Baker, 2019). Root mean square
error is the square root of the average of the difference between the predicted values and
the actual values. Spearman correlations and RMSE values were primarily used in this
study. Classification models are evaluated using the area under the receiver operating
characteristic curve (AUC; Bradley, 1997), which is the probability that a model will
identify a positive case as more likely to be positive than a negative case, averaged over
all pairs of positive and negative cases.
Although this study aimed to predict a course rating score for each week over the
term, as discussed earlier, not all classes used Moodle extensively every week. As the
goal of the study was to use all students’ behaviors to predict rating scores which were
only available at the course level, it did not make sense to generate predictions in weeks
where only a few students accessed the course site – nearly all of the constructed features
focus on students’ activity, which would not have been representative of the class in these
weeks. Therefore, no predictions were generated for low-usage weeks and they are not
included in the results, but data from those weeks was still used in the week aggregation
process. After removing weeks where fewer than 10% of students accessed the course
site, 4016 course-week cases remained, with 1857 course-week cases in the active
subsample.
Finally, four different algorithms were used to train and test models. XGBoost (T.
Chen & Guestrin, 2016), a popular gradient boosting algorithm, classification and
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regression trees (Breiman, 1998), random forest classifiers and regressors (Tin Kam Ho,
1995), and linear and logistic regression. Except for XGBoost, all algorithms were used
through the SciPy software package (SciPy 1.0 Contributors et al., 2020). Each algorithm
was used in turn to select its own features through forward selection as described earlier,
with a separate selection process for the active subset; the algorithms were then trained
and tested on the entire dataset and on the active subset, using cross-validation. RMSE
values and Spearman correlations were recorded for regression models; RMSE values
and AUC values were recorded for classification models.
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CHAPTER 5: RESULTS
Results from the final models are show in tables 2-5. Tables 2 and 3 show AUC
values, RMSE values, and Spearman correlation coefficients for the final models using
XGBoost, random forest, classification and regression trees, and linear and logistic
regression on the entire dataset, with tables 4 and 5 showing the same statistics on the
active subset. As discussed in the methods section, each of these models was fit after a
cross-validated forward selection procedure chose features to retain. Table 1 is also
reproduced; its standard deviations make the RMSE values in Tables 2 and 4 easier to
compare.
The best performing models on the entire sample only achieved Spearman
correlations slightly above 0.2, with one linear regression model seeing a correlation of
0.31 on median course rating. RMSE values depended on the individual outcome
variables’ ranges, but approximately equaled one standard deviation for the respective
outcome variable for better models. Linear regression models tended to have the best
RMSE values, followed by random forest, XGBoost, and finally regression tree models,
which had the highest RMSEs. The model performance did not vary greatly across the
different outcome variables.
The binary classification models attained similarly lackluster results. AUCs
ranged from 0.51 to 0.61, with the highest value achieved by logistic regression on
instructor classification. RMSEs followed the same pattern as the regression models, with
logistic regression best, then random forest, XGBoost, and finally classification tree
models. Again, RMSEs for the better models approximately equaled one standard
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deviation of the outcome variable. As a zero-feature model that simply predicted the
mean of the outcome variable in every case would have an RMSE of one standard
deviation, this suggests that in terms of absolute error, none of the regression or
classification models are much better than simply taking the mean of the outcome
variable.
Results for regression models on the active sample – courses where students
averaged at least one active interaction with Moodle per week – were a little bit better for
XGBoost, but a little bit worse for the other algorithms. XGBoost achieved Spearman
correlations above 0.25 for all variables except response rate, although its RMSE values –
and the RMSE values of all other algorithms – were still consistently above one standard
deviation. Spearman correlations for algorithms besides XGBoost were close to 0.20. On
the binary classification tasks, most models performed slightly better on the active
portion of the dataset: although random forest did not achieve any AUCs that were better
than random chance, logistic regression and XGBoost both saw AUCs above 0.6 on
classifying above-average instructors.
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Table 2. Summary statistics for outcome variables.

Outcome variable
Course mean
Course median
Instructor mean
Instructor median
Response rate
Course mean binary
Instructor mean binary

Mean
0.32
0.69
0.22
0.86
0.21
0.62
0.64

Median
0.64
0.99
0.54
0.42
0.19
1
1

Standard
deviation
1.68
1.77
1.94
2.29
0.15
0.49
0.48

Skew
-0.79
-0.28
-1.35
-0.88
1.98
-0.51
-0.58

Kurtosis
0.85
1.04
3.16
1.53
6.91
-1.75
-1.68

Min
-4.97
-5.26
-7.71
-8.68
0.02
0
0

Max
4.17
4.17
3.55
3.55
1.00
1
1
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Table 3. Spearman correlations and RMSEs for regression models fit and tested on the entire dataset. Best values are in bold.

Outcome variable
Mean course rating
Median course rating
Mean instructor rating
Median instructor rating
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Response rate

Metric
Spearman
RMSE
Spearman
RMSE
Spearman
RMSE
Spearman
RMSE
Spearman
RMSE

XGBoost
0.24
1.95
0.22
2.09
0.23
2.25
0.21
2.63
0.14
0.20

Random forest
0.16
1.76
0.18
1.86
0.23
1.99
0.18
2.34
0.13
0.17

CART
0.22
2.36
0.14
2.50
0.24
2.72
0.27
3.20
0.21
0.20

Linear
regression
0.26
1.63
0.31
1.72
0.20
1.85
0.24
2.20
0.10
0.15

Table 4. AUC and RMSE values for binary classification models fit and tested on the entire dataset. Best values are in bold.

Outcome variable
Above-average course
rating
Above-average
instructor rating

Metric
AUC
RMSE
AUC
RMSE

XGBoost
0.56
0.60
0.54
0.59

Random forest
0.52
0.52
0.55
0.51

CART
0.51
0.69
0.51
0.68

Linear
regression
0.52
0.49
0.61
0.47

Table 5. Spearman correlations and RMSEs for regression models fit and tested on the active subset. Best values are in bold.

Outcome variable
Mean course rating
Median course rating
Mean instructor rating
Median instructor rating
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Response rate

Metric
Spearman
RMSE
Spearman
RMSE
Spearman
RMSE
Spearman
RMSE
Spearman
RMSE

XGBoost
0.29
2.01
0.27
2.09
0.30
2.28
0.30
2.69
0.16
0.16

Random forest
0.22
1.82
0.12
1.88
0.08
2.08
0.23
2.37
0.20
0.14

CART
0.20
2.27
0.20
2.39
0.24
2.44
0.19
2.98
0.23
0.20

Linear
regression
0.12
1.66
0.13
1.72
0.20
1.87
0.20
2.20
0.19
0.13

Table 6. AUC and RMSE values for binary classification models fit and tested on the active subset. Best values are in bold.

Outcome variable
Above-average course
rating
Above-average instructor
rating

Metric
AUC
RMSE
AUC
RMSE

XGBoost
0.52
0.50
0.61
0.48

Random forest
0.47
0.55
0.47
0.54

CART
0.51
0.70
0.54
0.68

Linear
regression
0.58
0.50
0.64
0.49

The process of feature building, model fitting, and model testing was iterative and
took place over several months. Figures 1-3 show graphical representations of this
iterative process: they depict the Spearman correlations and AUCs, respectively, of
models changing over time as new features were added and new approaches were tried.
These correlations come from XGBoost regression models predicting mean course rating
(Figure 1) and rating response rate (Figure 2), with Figure 3 showing AUCs of an
XGBoost classification model predicting higher-performing instructors. These graphs
include results from the entire dataset as well as results from the active subset; results
from the active subset are marked with squares. The best-performing regression models
only attained a Spearman correlation of 0.25 on cross-validated data, with one model
from each outcome variable attaining that value and most models performing far worse.
However, the trajectory does not show constant improvement as more features were
added.
The first model represented in the figure only had 10 pre-aggregation features available,
mostly related to session times and the number of active sessions. The next four data
points reflect the addition of features capturing the number of students in the course, the
percentage of students who visited over the week, and the percentage of students who
were active over the week. The dramatic improvement following that was driven by the
introduction of the forward selection procedure. The three next time points, marked with
squares, depict results from the active sample: the first without forward selection, the
second with, and the third with both forward selection and K-means clusters. After fitting
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on the active sample, more class-level features were added and tested, again with forward
selection; these features were also tested on the active sample near the end of the process.
The final mean course rating model, after features relating to late assignment hand-ins
were added, did approach the best model again, with a Spearman correlation of 0.24.

Predictions for mean course rating over time
0.3

Spearman correlation coefficient

0.25
0.2
0.15
0.1
0.05
0

-0.05
-0.1

Time

Figure 1. Spearman correlations of XGBoost predictions for mean course rating over time.
Squares denote models fit and tested on the active subset.

Figure 2 shows the same process for models predicting the response rate on rating
surveys. This graph has fewer data points as response rate models were not trained until
midway through the model building process. As before, points representing the active
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subset are marked with squares. The same features and approaches were tried for this
outcome variable as for mean course rating; the initial time point on this graph is after
forward selection had been added. For this outcome variable, none of the models saw
correlations below 0.14 and the correlations changed much less as features were added.
This model was not helped by the final addition of late hand-ins; it never beat the first
model with 14 pre-aggregation features and forward selection.

Predictions for response rate over time
0.25

Spearman correlation coefficient

0.2

0.15

0.1

0.05

0

Time

Figure 2. Spearman correlations of XGBoost predictions for response rate on rating surveys over
time. Squares denote models fit and tested on the active subset.

Figure 3 shows the AUC values of XGBoost binary classification models which
attempted to predict whether a course would receive an above-average or below-average
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rating. Binary classification models were added at the same time that models for response
rate were first trained. Results from the active subset are again intermingled and marked
with squares. Similarly to Spearman correlations, AUC peaked early in the process – at
0.61, on the active subset, with forward selection – and failed to improve despite the
addition of more features. Although one model did attain an AUC above 0.6, many saw
AUCs at or slightly below 0.5, meaning they performed worse than chance.

Binary classification AUC over time
1
0.9
0.8
0.7

AUC

0.6
0.5
0.4
0.3
0.2

0.1
0

Time

Figure 3. AUC of XGBoost course binary classification models over time. Squares denote models
fit and tested on the active subset.

Although the models did not fit well, it may still be instructive to look at the
features that were chosen by each algorithm’s forward selection processes. As discussed
in the methods section, each algorithm ran the forward selection three times for each
dataset, twice for the regression models and once for the classification models. In total
across all algorithms, 71 distinct features (counting separate aggregations as separate
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features) were selected by the forward selection process, 48 features in the entire sample
and 53 in the active subset. Although 35 features were only selected once by one
algorithm, a few features were favored across algorithms. The median number of active
sessions over the week was most popular, being selected 13 times out of a total of 24
models. Other commonly selected features were the number of assessments due that
week, the number of active sessions computed at the course level (as though all students
in the course were only one student), the median number of actions, the average session
time, and the K-means groupings. Looking only at the most successful algorithms across
both the entire sample and the active subset, the number of active sessions, average
Moodle session time, and time spent on the course forum were frequently chosen.
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CHAPTER 6: DISCUSSION
This dissertation was not successful at finding a way to achieve high model
goodness when predicting either course ratings or the response rates on rating surveys
from students’ Moodle activity in seated classes. This study tested a variety of algorithms
and a variety of features, many of which had been shown to be productive of students’
grades in earlier studies, but none of the models built were reasonably predictive of any
of the outcome variables. Many factors made this study more challenging than prior,
student-level models with LMS data.
First and foremost, working at the class level dramatically decreases sample size
while increasing the feature space. Any feature that is calculated at the individual level
must be aggregated to the class level, which makes it more difficult to reliably capture
behaviors of interest. In this study, this problem was further exacerbated by the necessity
of performing aggregation twice to capture past feature values. For example, suppose that
students are more likely to give a course a low rating if their interest in a course gradually
wanes – they visit the LMS less often, for less time as the course goes on. While this
behavior can be detected in one student by comparing their visits to those of other
students in the same class, it’s more difficult to compare class-to-class because there are
so many more differences between classes: perhaps an instructor chose to emphasize inclass participation over the LMS or perhaps students are busy reviewing for an exam.
Further, depending on how individual activity is aggregated together, one student’s
waning interest may be masked by another student’s growing interest.
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Class-level analyses also greatly affect sample size. This study included data from
more than 18,000 students, which is more students than were included in many other
Moodle prediction studies (e.g., Buschetto Macarini et al., 2019; Cerezo et al., 2016;
Motz et al., 2019; Quick et al., 2020; cf. Monllaó Olivé et al., 2019, who worked with
data from multiple universities), but only 208 classes. This made it difficult to use
methods like neural networks, which excel at finding more complicated relationships in
larger datasets.
Although class-level differences have not received as much attention by
educational data mining researchers (cf. Conijn et al., 2017, who, although working at the
student level, discuss class differences in their data), course ratings have been the subject
of multilevel analysis in the broader literature (Cho, 2013; Toland & De Ayala, 2005;
M.C. Wang et al., 2017), with most scholars finding that there is a notable amount of
variation in students’ ratings between classes – that is, the ratings of students in different
classes show different levels of agreement with the ratings of other students in the same
class. This makes intuitive sense, as some classes are effective for nearly all students,
while other classes only work for some. It is reasonable to expect the same variation in
students’ LMS interactions: that in some classes, most students will behave quite
similarly to each other, while in others, behavior will cover a wider range (see again
Conijn et al., 2017). While these differences would be extremely difficult to quantify,
their existence makes the task of building class-level models very complicated as the
meaning of feature values would likely shift from class to class. Learning analytics
researchers working at the individual level have also noticed features which change their
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meaning over time (Baker et al., 2015); this may be the case at the class level as well. It
would almost certainly be a problem when working with data over several years as norms
around LMS use evolve over time.
Ultimately, successfully predicting course ratings may necessitate models that
work at the student level, which would require data that breaches the confidentiality of
the ratings. Barring this, it may be interesting to attempt to predict ratings only in very
similar courses – perhaps courses in the same department, or even one popular
introductory course that is offered in several sections, taught by different instructors. Of
course, any attempt to limit the available courses would also shrink the sample size,
making it more difficult to determine the most predictive features and increasing the
likelihood of overfitting.
Another important challenge of this work relates to the use of LMS data as the
only way to measure the activities of seated classes. While LMS logs in an online course
capture all or nearly all of the activity in a course, in traditional seated classes much of
the lectures, discussions, and work take place offline and are not captured by any data
system. In this study, that is exemplified by the rarity of active Moodle sessions as
compared to passive sessions: students did turn in work through Moodle and used
features like course forums, but the overwhelming majority of their Moodle use was just
looking at course content such as readings. Although one of the main aims of this study
was predicting course ratings from data that has been collected in situ, constructing
predictions from data that only represents a fraction of course activity severely limited
the accuracy of the predictions.
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It is difficult to firmly establish the magnitude of this limitation – more research
tends to focus on online courses (e.g., Joksimović et al., 2015; You, 2016), and few if any
studies compare the performance of models trained on data from online courses to those
trained on data from blended or seated courses. Such comparisons would be questionable
in most cases – there are many differences between LMS interaction patterns even within
the same delivery method at the same university (Conijn et al., 2017), so it would be
exceedingly difficult to determine how much of the difference between online-trained
models and seated-trained models was attributable to the delivery method. Nevertheless,
it is almost certain that predictions made about seated courses with only LMS data would
be significantly inferior to predictions that had access to more information about
classroom events or instructor behavior. While researchers have accurately predicted
student performance and student dropout in seated courses using only LMS data (e.g.,
Romero et al., 2013; Zacharis, 2015), those predictions are at the individual level.
In this study, assessment data were included where available to partly address this
limitation, but these data were not linked to individual students’ Moodle activity or
course ratings and thus could only be used at the class level. For example, one feature
counted the total number of late assignment submissions made each week in a course, but
features could not capture an individual student’s Moodle accesses immediately prior to
turning in a late assignment. Nevertheless, as many scholars have argued over the
relationship between course ratings and grades (G. Wang & Williamson, 2020), it is
noteworthy that including aggregated grades in the models in this study did not lead to
more accurate predictions.
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The comprehensive nature of LMS interaction logs makes it appealing to develop
many features and let the algorithms choose the most predictive, particularly given that
most studies predicting students’ success, dropout, or behavior from LMS data succeed
with features which are simple to calculate – such as “calendar visits” (Motz et al., 2019),
“Time spent on forum” (Cerezo et al., 2016), or “Time spent on assignment pages”
(Quick et al., 2020). While that approach may be feasible in some cases, it likely led to
overfitting in this study.
The forward selection process used to combat overfitting improved both the
Spearman correlations – from near-zero to 0.2 – and the AUC values – from about 0.5 to
0.55 – but may not have been ideal for these data. Despite the forward selection being
cross-validated at the class level, the metrics seen in the innermost cross-validation loop
were much better than those outside the loop, and similarly better than those on the larger
dataset. This suggests that there may have still been problems with overfitting to training
data, which means that the other results presented here may reflect overfitting as well
even with the use of cross-validation. The graphs in Figure 1 support this: as more
features were added, correlations stayed the same or decreased.
Due to the exploratory nature of this study, there were other limitations as well.
Working with course rating data, there was the ever-present possibility that respondents
may have differed from nonrespondents. Since the course rating data used was
anonymized to protect student privacy, there was no way of knowing if students are
rating multiple classes. This affected the cross-validation process; the same students may
have appeared in both training and testing folds of the data despite the class-level cross62

validation. In addition, students who rate courses may have differed from those who do
not. Ideally, ratings would be missing at random from students in classes, but in fact,
research on student responses to course ratings has found that many student-level factors
influence both responses and response rates (Adams, 2010; Adams & Umbach, 2012;
Macfadyen et al., 2016). This suggests that some students will be more likely to rate
courses, so they were likely overrepresented in the data. Essentially, this study was trying
to determine differences between populations using small, nonrepresentative
subpopulations which may have been more similar to each other than the larger
populations that they were taken from. This became particularly troublesome when
aggregating individual behaviors to the class level – it was not clear if the aggregations
reflected the behavior of the small group of students who actually responded to the
ratings surveys.
This study also has some data-related limitations. First, Moodle access data was
only present if students had accessed the system. Although students in an online class
would have to access the course site in order to complete the class, it is conceivable that
seated classes did not require all students to log in. Some other studies have included
features that capture the number of registered students who never accessed the course site
at all (Monllaó Olivé et al., 2019), and features like this could better capture the dynamic
of a class and show that the Moodle data is or is not representative of all students. This is
similar to – and compounds – the problem of ratings not representing all students in a
course.
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In addition, there was very little available data that described each class, and no
data on the individual instructors. Class size was included in the models, but beyond size
it was not clear if a class was primarily lectures, discussions, or another format; there was
also not enough data to include course subject. These and other class-level factors have
been shown to be related to course ratings (Benton & Cashin, 2014; Centra, 2003;
Darwin, 2021) and their inclusion may have made the models more accurate. Whether
instructor characteristics affect ratings is more debated (Darwin, 2021; Fischer & Hänze,
2019), but their inclusion would have made it possible to investigate this issue.

Time Series
One other method investigated in this dissertation was whether the temporal
patterns of events may be indicative of students’ attitudes towards courses. Researchers
have successfully used time series neural networks to predict students’ grades in MOOCs
(Yang et al., 2017), which naturally led to the idea of using time series methods to
analyze feature data in this study. Unfortunately, there were several challenges in using
time series algorithms for this project.
The majority of available time series methods focus on either forecasting –
predicting future values in the series – or classification – predicting whether a time series
represents case A or case B. Time series regression methods are far less common and
often consist of using the time series methods to generate additional features, which are
then fed to another regression algorithm (see e.g., the implementations presented in
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Tavenard et al., 2020). In addition, because most time series methods are univariate
(Faouzi & Janati, 2020), the number of multivariate time series regression algorithms is
quite small. Finally, time series methods tend to focus on longer series than were used in
this study: Bagnall et al.’s (2017) large comparison of classifiers included 85 datasets, all
of which had more data points than the 22 here.
In this study, it was decided to use an existing multivariate time series classifier
rather than working with regressors. Word Extraction for Time Series Classification
(WEASEL; Schäfer & Leser, 2017) and its extension, Multivariate Unsupervised
Symbols and Derivatives (MUSE; Schäfer & Leser, 2018) is a domain agnostic time
series classifier that has been shown to be accurate on typical classification tasks.
WEASEL+MUSE compares favorably to some deep learning methods while requiring
much less data for training (Schäfer & Leser, 2018). In this study, WEASEL+MUSE was
used via the pyts package in Python (Faouzi & Janati, 2020).
Only courses with 22 weeks of data were included in time series analyses, leaving
154 courses. This also means that all time series predictions were made “at the end of the
course”, with all of a course’s data available for the algorithm. WEASEL+MUSE was
trained and tested in a cross-validation loop similarly to the other algorithms, although
course groupings were unnecessary as each course only appeared once in the dataset. The
algorithm output feature values for each case, which were then used as input to a logistic
regression algorithm as described in Schäfer and Leser (2018). To lessen dimensionality
threats, week-level aggregation was not performed when working with time series
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methods. Features that displayed no variation over any individual course were also not
included, bringing the total number of features available to the time series classification
algorithm down to 30. This process was followed twice: once for each binary outcome
variable.
Unfortunately, the results from the time series classifier were also poor. The
precise number of features generated varied based on hyperparameter values, but the
default hyperparameters led to between 2400 and 4400 features, depending on crossvalidation fold. AUCs and RMSEs were unimpressive, with AUC values ranging from
0.50 to 0.53 and RMSEs all above 0.50. The number of features suggested that overfitting
was all but certain; however, adjusting the hyperparameters so as to generate no more
than 15 features did not lead to an improvement in AUC or RMSE.
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CHAPTER 7: CONCLUSION
Although the models built in this study were not predictive of end-of-course
rating scores, this should not be taken as conclusive evidence that ratings cannot be
predicted. There are several other avenues which may be worth further investigation.
Working with data from online courses would likely lead to more effective detectors,
even if such an approach may not eliminate all of the difficulties encountered in this
study. Data from online courses more completely represents students and instructors'
educational interactions, allowing models to better capture the class environment.
However, the true challenge of this study was aggregating student-level predictors
to the class level. Despite this study using features which had been predictive of student
grades and dropout in previous research, the resulting aggregated features were not
successful at the prediction task. As course ratings surveys are nearly always
administered with students having the expectation of confidentiality, it is likely that
future models that aim to predict ratings will be built at the class level, which introduces
several difficulties. These difficulties are worth elaboration; although some will only
arise when working with unevenly sampled dependent variables, others will have to be
addressed by any class-level aggregation approach.
First, there are the problems related to dependent variables that have only been
collected from a subset of the population – in this study, fewer than half of the students in
most courses responded to the course rating survey. As there may be considerable
variation between students’ interaction patterns in the same class, aggregations may
represent behavior from respondents, nonrespondents, or a mixture of both. As response
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rates shrink, this problem becomes more acute; aggregations are less likely to represent
respondents. The gap between respondents and other students is also affected by how
different the respondents are from the others, which may be quantifiable.
A clustering approach could offer one measurement of variation within classes
without having identifiable respondents. Students within one class could be randomly
assigned to groups. After features or covariates are aggregated, a dataset could be built
with groups from multiple classes. If a clustering algorithm were run on that dataset, the
algorithm’s clusters can be compared to the actual classes; the algorithm’s separation
indices could then provide a quantifiable estimate of within-group and between-group
variation. The process could be repeated an arbitrary number of times with different
group assignments. If the clustering algorithm is able to reproduce the original classes
repeatedly, regardless of group assignment, that would suggest that the students in the
classes are quite similar to each other – there is less within-group variation – and the data
may be more suitable for aggregation. Although the goal is different, this is similar to
external validation of clustering (Dalmaijer et al., 2020; Ritter, 2014; Ullmann et al.,
2021).
There also may be broader issues related to class-level predictions in educational
data mining. Well-defined ground truth labels are rarer at the class level than at the
student level, particularly labels that are more than just aggregations of student-level
measurements.6 This is particularly true in higher education, where course ratings are

6

Other aggregations of ratings were considered as potential outcome variables in this study, but
ultimately discarded due to having insufficient variation.
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much more popular than all other class-level metrics. Course ratings exist somewhere
between class-level and student-level; they are nearly always aggregated for analysis, but
students are asked about their individual experiences in a course (Boysen, 2015; Kitto et
al., 2019; Miller & Seldin, 2014). Aggregating student-level measurements, as in this
study, is a typical approach, but may oversimplify the class – a class that half the students
love and half hate is not the same as one that all students are indifferent towards.
Further research is needed to better understand the class-level aggregation issues
encountered in this study. They may only apply to course rating data, or be artifacts of
either the feature aggregation or the aggregation of the dependent variables. Class- and
institution-level effects can account for a good deal of variance in multilevel models but
are rarely discussed in learning analytics or educational data mining research. Knowing
more about how aggregation affects independent and dependent variables could improve
both modeling and prediction of nested data.
Teaching and learning researchers in higher education tend to support the use of
course ratings with other data as part of an evaluation portfolio (Paulsen, 2002; Seldin,
1999). Seldin (1999) notes that 40% of liberal arts colleges report using data from
classroom observations to evaluate teaching performance, with Ronald Berk (2005, 2013)
and Ackerman, Gross, and Vigneron (2009) favoring their use (note that this is somewhat
distinct from formative peer observations, see Fletcher, 2018 for more). Considering the
success of learning analytics researchers in predicting student affect using ground truth
labels from classroom observations (e.g., Baker et al., 2020; Botelho et al., 2018), it may
be interesting to attempt to predict ratings from classroom observations. The variability in
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rating approaches would make validation difficult, but peer observation practices have
been studied in higher education (see citations in Berk, 2013), with Gleason and Cofer
(2014) describing the validation of an observation protocol for undergraduate math
classes.
Apart from predictive models, there may be a simpler way to offer early feedback
to instructors and administrators. The factor analyses for this study found a great deal of
correlation between the questions on the rating survey and even between the two separate
scales. Given this, it may be worthwhile to ask students to respond to single-question
rating surveys earlier in the term.7 While the results from these surveys would not be as
trustworthy as the results from the entire rating survey, they should be sufficient to serve
as a warning system. Gathering data from single-question surveys multiple times over a
term would also show more about the trajectory of a course, as well. Finally, as singlequestion surveys are quicker and easier to answer, they might see higher response rates.
Teaching, especially in higher education, is a complicated process, both in how
instructors act and in how their actions affect students. There is not one prototype of a
good class; what works for one group of students, at one university, in one term may be
dramatically different from what works for a different group at a different school at a
different time. The wide range of successful courses makes teaching tricky to evaluate,
regardless of whether it is evaluated with ratings surveys, peer observations, student
learning gains, or other methods. Even with perfectly reliable evaluations, relationships

7

This is similar to, but simpler than, the midterm rating strategies discussed by e.g., Blash et al., 2018;
Taylor et al., 2020.
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between students’ actions and the evaluations are, as demonstrated here, very difficult to
detect.
In this study, it was hoped that connecting course ratings to classroom activity
could improve the understanding and increase the credibility of the course rating process.
In addition, early identification of courses that are likely to receive lower ratings or fewer
responses could help the ratings process become more formative. Although the models
built here were ultimately insufficiently predictive, providing formative feedback to
college instructors would still be very valuable, as would further understanding of what
makes successful classes successful. Teaching is one of the most important functions of
higher education institutions, but more research is needed to help instructors do the best
jobs they can.
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APPENDIX A: FEATURE LIST
Individual features
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Early sessions
Morning sessions
Afternoon sessions
Evening sessions
Number of active events
Total time on Moodle
Average session length
Number of sessions with 1+ active events
Time spent on course forum
Longest time between Moodle sessions
Total sessions
Course-level features
Total sessions
Longest time between Moodle sessions
Total time on Moodle
Time spent on course forum
Time spent on assignment pages
Time spent viewing resources
Total sessions
Total students
Students this week

Class-level aggregation
Mean
Median
S.D.
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X

Min

X

Week-level aggregation
Max
Mean
Median
X
X
X
X
X
X
X
X
X
X
X
X

Min

Max

X

X

Mean
X
X
X
X
X
X
X

Median

S.D.
X
X
X
X
X
X
X
X
X
X
X
S.D.
X
X
X
X
X
X
X
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Percent of students who visited this week
Percent of students who took actions this week
Assignments this week*
Late turnins this week*
On-time turnins this week*
Average grade on assignments
Cumulative average grade
Number of active sessions
Early sessions
Morning sessions
Afternoon sessions
Evening sessions
Average session length
Table 7. List of features with their course-level and week-level aggregation.

X
X
X
X

X
X
X
X

X
X
X
X
X

X
X
X
X
X

X
X
X
X
X
X

Course-level features are already at the course level and thus only need week-level aggregation. Course-level features have asterisks if
their means and standard deviations were computed only including weeks with at least one assignment.
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