The kinetics and thermodynamics of an off-lattice model for a three-helix bundle protein are investigated as a function of a bias gap parameter that determines the energy difference between native and non-native contacts. A simple dihedral potential is used to introduce the tendency to form right-handed helices. For each value of the bias parameter, 100 trajectories of up to one microsecond are performed. Such statistically valid sampling of the kinetics is made possible by the use of the discrete molecular dynamics method with square-well interactions. This permits much faster simulations for off-lattice models than do continuous potentials. It is found that major folding pathways can be de®ned, although ensembles with considerable structural variation are involved. The large gap models generally fold faster than those with a smaller gap. For the large gap models, the kinetic intermediates are non-obligatory, while both obligatory and non-obligatory intermediates are present for small gap models. Certain large gap intermediates have a two-helix microdomain with one helix extended outward (as in domain-swapped dimers); the small gap intermediates have more diverse structures. The importance of studying the kinetic, as well as the thermodynamics, of folding for an understanding of the mechanism is discussed and the relation between kinetic and equilibrium intermediates is examined. It is found that the behavior of this model system has aspects that encompass both the``new'' view and the``old'' view of protein folding.
Introduction
How a protein folds from a random coil into a unique native state in a relatively short time (microseconds to seconds) is a fundamental question in structural biology. The current``new '' view (S Ï ali et al., 1994; Baldwin, 1995; Wolynes et al., 1996; Dill & Chan, 1997; Karplus, 1997; Dobson et al., 1998) , due largely to simulation-based simple models (Karplus & S Ï ali, 1995; Dill et al., 1995; Shakhnovich, 1996; Thirumalai et al., 1997) and theoretical studies (Bryngelson & Wolynes, 1989; Shakhnovich & Gutin, 1989; Plotkin et al., 1997) , is that proteins are able to ®nd their native states in the observed time because a bias in their energy surface reduces the number of con®gurations that are sampled in the folding process, relative to the astronomic number envisaged in the Levinthal paradox (Levinthal, 1969) . Equally important, the transition region, from which folding to the native state is fast, includes a large number of con®gur-ations (S Ï ali et al., 1994a; . A focus on the overall energy or free energy surface (the``energy landscape'') replaces the speci®c folding pathways suggested by Levinthal (1968) with a distribution of the folding trajectories over multiple pathways. Although experimental data have provided speci®c information on no more than a few competing pathways (Kiefhaber, 1995; Nath et al., 1996; Matagne et al., 1997; Wildegger & Kiefhaber, 1997) , each of these may well involve broad ensembles of structures except in the neighbourhood of the native state. For example, the extensive protein engineering data for the transition state of chymotrypsin inhibitor 2 (Jackson & Fersht, 1991; Itzhaki et al., 1995) are consistent with ensemble distributions involving rms differences of the order of 15 A Ê found in a series of 24 unfolding simulations with an all-atom model (Lazaridis & Karplus, 1997) .
For a deeper understanding of protein folding, it is necessary to have a detailed knowledge of the thermodynamics and kinetics involved in going from the denatured to the native state. At the present time, the necessary information can be obtained only by the use of simpli®ed models. In previous work , we studied the complete thermodynamics of a square-well, off-lattice, free-jointed-bead model, which has a lowest energy (native) structure corresponding to the three-helix bundle fragment of Staphylococcus aureus protein A (Gouda et al., 1992) . It was shown that the model exhibits the experimentally observed protein transitions: a collapse transition, a disordered globule to ordered (molten) globule transition, a globule to native-state (folding) transition and a transition to a surface frozen inactive state . The Lindemann criterion (Lindemann, 1910) was used to link the protein phase diagram with the thermodynamics and dynamics of other ®nite systems including van der Waals clusters (Berry, 1997) and homopolymers . The magnitude of the cooperativity and other aspects of the various transitions in the model were shown to be controlled by a single parameter that determines the relative strength of the native and the non-native contacts. The conclusion that a native state is a surfacemolten solid is in accord with simulations of crambin using an all-atom representation and an analysis of temperature-dependent X-ray diffraction data for ribonuclease A (Zhou et al., 1999) .
Since the model reproduces the thermodynamics of real proteins, it is of interest to investigate the details of its folding kinetics. The present analysis relates the thermodynamic phase diagram and the kinetic data from folding trajectories. Further, the off-lattice model studies complement the equilibrium analysis of the free energy surface for an allatom representation of the same three-helix bundle (Boczko & Brooks, 1995; , as well as kinetic studies based on lattice simulations (Kolinski et al., 1998) and thermodynamic studies of a different off-lattice model .
The kinetics of a freely jointed-bead model for the three-helix bundle proteins used here can be complicated by intermediates that have structural elements consisting of left-handed and righthanded helices; this was observed in earlier lattice model studies of lysozyme (Ueda et al., 1978) . Lefthanded helical elements are rare in real proteins, because they are sterically unfavorable as a result of the chirality of the amino acid residues other than glycine (Branden & Tooze, 1991) . In the present study, a bias toward right-handed helices is incorporated by introducing a pseudo-dihedral (C a -C a -C a -C a ) potential consistent with the squarewell potential model that discriminates against a negative (left-handed) pseudo-dihedral angle; prior examples of the use of dihedral or other biasing potentials in simple models can be found (Guo & Thirumalai, 1996; Rev & Skolnick, 1993) . Comparison with the earlier work on the three-helix bundle protein shows that the effect of dihedral potential on the thermodynamics is small and easy to understand. It should be noted that left-handed pseudo-dihedral angles still occur in the model, particularly in turn regions. This is consistent with the results for protein, in general (Nagarajara et al., 1993) and for the three-helixbundle native structure, in particular (see also below).
The folding thermodynamics and kinetics of the re®ned three-helix bundle model are studied by use of the constant-temperature discontinuous molecular dynamic simulation method (Zhou et al., 1996 . The thermodynamics is investigated by equilibrium simulations at a series of temperatures covering the range of interest. The folding kinetics are investigated via temperature quenching from the denatured state equilibrated at a high temperature. Each kinetic study involves at least 100 independent simulations that start from different equilibrium con®gurations and velocities. The folding and unfolding trajectories are sampled for up to 10 5 to 10 6 reduced time units, which is equivalent to approximately 0.1 to 1 ms. The data obtained from the simulations provide the basis for an in-depth analyses of this model system, which shows parallel pathways of fast folding and folding via intermediates, as do real proteins (Kiefhaber, 1995; Nath et al., 1996; Matagne et al., 1997; Wildegger & Kiefhaber, 1997) .
Model
The three-helix bundle model consists of 46 beads, each of which represents an amino acid residue; the beads can be regarded as localized at the C a atoms. The global minimum (Kraulis, 1991) . structure of the model (Figure 1 ) mimics the threehelix-bundle fragment (residues 10-55) of S. aureus protein A (Gouda et al., 1992) . The interaction potential, u ij (r), between two non-bonded beads i and j is given by a square-well or square-shoulder potential: where B ij e is the interaction strength between residue pair i and j with the energy scale e. The hardcore diameter s c is taken to be 4.27 A Ê , which is the minimum distance between two``non-bonded'' C a atoms found in the original three-helix bundle structure (Gouda et al., 1992) . The square-well (shoulder) diameter s d is 1.5s c 6.4 A Ê . The interaction cutoff distance is close to 6.5 A Ê , the distance used by Miyazawa & Jernigan (1985) to derive empirical pair contact energy parameters.
To obtain a model with the minimum number of parameters that has the designed structure as the global energy minimum, only two types of residue interactions were used. The square-well depth (or shoulder height) for a pair of residues B ij e is B N e if the pair is in contact within the square-well diameter in the global minimum structure and it is B O e (B O > B N ), otherwise. This Go-type potential (Taketomi et al., 1975; Ueda et al., 1978) makes it possible to relate the thermodynamics and kinetics of the model protein into a single parameter, thè`b ias gap'' g (g 1 À B O /B N ). The gap is a measure of the difference in stability between the global minimum contacts and other contacts; it has been used as an optimization parameter in the design of lattice models with stable structures (Abkevich et al., 1996) . A large value of g corresponds to a large stabilization energy of the global minimum structure, relative to other collapsed structures. In the limit of g 0, the model reduces to a homopolymer.
Bonded beads i and i 1 interact via an in®nitely deep square-well potential:
where the bond length, s b is chosen to be 3.8 A Ê , the average C a -C a distance. The bond length between two neighboring beads is allowed to vary freely between (1 À d)s b and (1 d)s b with d(d 0.1), the bond-length-¯exibility parameter. This¯exible square-well bond, sometimes called a Bellemans bond (Bellemans et al., 1980) , is introduced to decouple multibody collisions into binary collisions between monomer beads in a polymer chain in the discontinuous molecular dynamics simulation (see below) (Rapaport, 1978 (Rapaport, , 1979 Bellemans et al., 1980) . All amino acid residues (except glycine) of natural proteins are chiral. This causes a bias toward f values between À40 and À180 on a Ramachandran plot (Ramachandran & Sasisekharan, 1968) , which in turn leads to the preponderance of righthanded helices (Branden & Tooze, 1991) . To introduce a chirality bias in the spirit of the square-well model, we use a dihedral angle potential for the pseudo-dihedral angle a i between the corresponding C a atoms i, i 1, i 2, and i 3. It has an energy e b (>0) for À180 < a i < 0 and 0 for 0 < a i < 180 (Figure 2 ). It should be noted that the bias of the dihedral angle f in real proteins mentioned above is different, because the dihedral angle involves four atoms in the same residue and a neighboring residue rather than four C a atoms in different residues. Thus, it is the bias of several dihedral angles f that act collectively to yield a bias on the pseudo-dihedral angle a of the backbone. Since the number of global minimum contacts (254; see below) is much greater than the number of dihedral angles (43), the magnitude of e b has to be much larger than the magnitude of the native interaction. Otherwise, systems in which a left-handed helix is stabilized by native contacts could still occur to a signi®cant extend during the folding kinetic simulations. The value of e b is chosen to be 4jB N je (Figure 2) . A large barrier was used in the four-helix-bundle model for the same reason (Guo & Thirumalai, 1996) .
The global minimum structure of the model obtained earlier ) is used in this work. The structure was obtained by annealing the NMR structure of the three-helix bundle fragment (residues 10-55) of S. aureus protein A (Gouda et al., 1992) without the use of dihedral potentials described above. The annealing was Figure 2 . The simple dihedral potential (continuous line) is compared with a typical continuous dihedral potential used in protein modeling (Guo & Thirumulai, 1996) (broken line). Three possible types of collisions are illustrated. For our model, only the relative energy value, the barrier height, is important.
Folding of a Model Three-helix Bundle Protein necessary for the simple``backbone-only'' model (sometimes this type of model has been called à`s idechain-only'' model, for reasons that escape us (Honig & Cohen, 1997) ) to obtain a compact structure analogous to those of real proteins. The 46 beads (residues) were initially placed at the C a positions of the protein. To ensure the original 97 native contacts remain intact, the native B ij terms were assigned an``in®nite'' value (À10 11 e), while all others were set to À1e during the annealing from the reduced temperature T* k B T/e 1 to T* 0.001 for 200 million collisions. The ®nal bead-model structure (Figure 1 ) has reasonable packing with 254 contacts and a radius of gyration of 6.8 A Ê , which is smaller than the original one (9.3 A Ê ). Helix I of the global minimum structure of the model includes beads 1 to 13, helix II includes 15 to 30, and helix III includes 32 to 46. The numbers of intrahelical native contacts for helices I, II and III are 36, 53, and 46, respectively, making helix II and III more stable than helix I, in agreement with experiment (Bottomley et al., 1994) . There is slightly more helical structure than in the three-helix bundle protein; it has three helices involving residues 1-10, 16-28 and 33-46, respectively. (Note that residue 1 here is residue 10 in the sequence for the B domain of protein A (Gouda et al., 1992) .) The increase in the helical contents during compactization suggests that constraining parts of the model to be helical causes the helical structure to propagate to improve the packing. This is a case where compaction leads to increased helix formation (Chan & Dill, 1990) , although, in general, more speci®c forces, such as hydrogen bonding, appear to be involved (Hunt et al., 1994; Socci et al., 1994; Yee et al., 1994) .
The dihedral potential described above is applied only to the dihedral angles that are positive (right-handed) in the global minimum structure. Negative dihedral angles are unconstrained to mimic the existence of residues such as glycine that are¯exible in dihedral space. There are in total eight negative dihedral angles in the designed global minimum structure. Five of the angles (a 11 , a 12 , a 14 , a 28 and a 31 ) are in the turn regions, since they involve one or more of the turn``residues''; e.g. the dihedral angle a 11 involves residues 11, 12, 13, and 14, the last of which is part of the ®rst turn. The three-helix bundle fragment of S. aureus protein A (Gouda et al., 1992) contains four negative pseudo dihedral angles in the turn regions; they are a 10 , a 13 , a 14 , and a 28 . They involve proline residues, whose energy difference between righthanded and left-handed conformations is small (Creighton, 1983 ). In the model protein, three additional negative dihedrals (a 23 , a 25 , and a 40 ) are located in the middle of helices. To test the effect of the number of negative dihedrals on the thermodynamic and kinetic behavior, we have designed the native state without negative dihedrals in the middle of the helices. The overall kinetic characteristics such as number of pathways and intermediates, are the same (Zhou & Karplus, unpublished results) .
Algorithms
Molecular dynamics simulation algorithms for chains interacting with discontinuous potentials such as square-well potentials are different from those for chains interacting with soft potentials such as Lennard-Jones interactions. Unlike soft potentials, discontinuous potentials exert forces only when particles collide. The binary collision dynamics for discontinuous potentials can be solved exactly. Thus, the discontinuous molecular dynamics (DMD) algorithm (Alder & Wainwright, 1959; Wood, 1975; Rapaport, 1980; Liu et al., 1994; Smith et al., 1996) involves searching for the next collision time and collision pair, moving all beads for the duration of the collision time, and then calculating the velocity changes of the colliding pair. The implemented simulation methods can treat both square-well and square-shoulder potentials (Heyes & Aston, 1992) . Since the method, other than for the dihedral term, is the same as that used previously , we describe only the dihedral term here.
Incorporating the dihedral potential into the discrete molecular dynamics algorithm involves calculations of dihedral collision times and collision dynamics. The dihedral collision time (t i dih ) for the dihedral angle i is the time at which the dihedral potential changes. For the present model (Figure 2 ), the dihedral potential changes only at a i 0 and AE180 . Thus, t i dih involving beads i, j, k, l can be determined from the equations in sin(a i ) 0 or r kl new Á r ij new Â r jk new 0 by solving for the smallest positive root. Here, r ij new r i new À r j new and r m new r m V m t i dih with the current position r m and velocity V m for the bead m. Note that between collisions, particles move with constant velocities.
The equation sin(a i ) 0 can be rewritten in term of a cubic equation for t i dih as follows:
The cubic equation is solved using a combination of bisection and Newton-Raphson methods (Press et al., 1989) . A dihedral collision is said to occur if the dihedral collision time, t i dih , for the dihedral angle i is the next collision when compared with all other collision times (square-well, bond, core, and ghost collision times) as well as dihedral collision times for other dihedral angles. Then, the whole system is moved for the duration of the dihedral collision time and a dihedral collision dynamics is performed.
There are three possible types of dihedral collisions (Figure 2) . A``capture'' by the dihedral potential well occurs when the dihedral angle changes from an unfavorable negative to a favorable positive angle and the system gains the energy e b . For the opposite process from a favorable to an unfavorable angle, the collision type can be either a bounce or barrier crossing, depending on whether the magnitudes of the velocities are large enough to overcome the energy barrier e b . Since at a i 0 or 180 , the four beads i, j, k, and l are in the same plane, only velocities that are perpendicular to the dihedral plane contribute to overcome the energy barrier. In other words, only velocities that are perpendicular to the dihedral plane are changed during a dihedral collision. Thus:
where ÁV m is the velocity change for bead m, C is a constant pre-factor, V m is the velocity prior the collision and a r ij Â r jk is the vector that is perpendicular to the dihedral plane consisting of beads i, j, k, and l. During the collision process, the total energy is conserved; that is, the change of kin-
] is equal to the negative change of dihedral potential energy (0, or, AEe b depending on collision types). The same mass M is used for all beads. The requirement for conservation of energy leads to a simple quadratic equation for the prefactor C. For capture, it is found that:
where the summation is over all four beads. For barrier crossing:
, the collision is a bounce and C À 2.
Introducing the dihedral collisions leads to about a factor of 2 increase in overall computational time. However, since the model is more optimized in term of the reduced dihedral angle space, the folding speed is found to be increased by a factor of 10 or more depending on the bias energy gap.
A bond angle potential could be implemented by constraining the distance between beads i and i 2. However, it was found earlier (Guo & Thirumalai, 1996; Nymeyer et al., 1998) and our own studies (unpublished) that bond-angle interactions do not change the overall folding behavior. Thus, a bond-angle constraint was not employed in this work.
The DMD simulation is conducted in the canonical ensemble with the system temperature ®xed by Andersen's method (Andersen, 1980) . The basic idea of the method is that polymer beads experience random collisions with imaginary heat-bath ghost particles. If a collision occurs between a bead and a ghost particle (ghost collision), the velocity of the bead is reset from the Maxwell-Boltzmann distribution at the simulated temperature (Zhou et al., 1996 Andersen, 1980) . Both equilibrium and kinetic simulations are conducted in this study. For equilibrium simulations, we followed the approach described previously . The initial con®gurations were obtained by self-avoiding random walks and the initial velocities were from random numbers generated from the MaxwellBoltzmann distribution at the simulation temperature. The equilibrium results were averaged over ®ve independent simulations (different initial con®guration and velocities) at each temperature; they lasted from 10 million to 1 billion collisions, depending on temperature; the ®rst half of the collisions (equilibration) were discarded. For low-temperature simulations, the random initial con®guration was annealed from high temperature (for example, T* 1) or heated from the global minimum structures before performing an equilibrium simulation to avoid the possibility that the system was kinetically trapped in a local free-energy minimum. Equilibrium simulations were done at T* 0. 10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.50, 0.60, 0.70, 0.80, 0 .90, 1.0, 1.2, 1.5, 2.0, and 2.5.
The protein folding kinetics is investigated via temperature quenching from the``denatured'' state equilibrated at high temperature. Each kinetic study involves 100 independent simulations that start from different equilibrium con®gurations and velocities. Although the number of collisions are time steps in a discontinuous molecular dynamics simulation, all parameters are followed in terms of real time in reduced units (t Ã t eaMs 2 c p as explained below). Since folding speeds vary over several orders of magnitude, con®gurations were saved on a logarithmic time-scale so that both short time (t* $ 10 2 ) and long time (t* $ 10 5 ) behavior could be examined. We used an interval of Álogt* 0.01 for t* > 10; for t* < 10, an equal spacing of 0.1 was used to make clear the initial time dependence. During the simulations of the kinetics, the ®rst-passage time for each increment in the number of global minimum contacts was recorded.
Unlike the equilibrium results, the kinetics can be affected by the frequency of ghost collisions used for temperature control. The latter depends on the temperature and the number density of ghost particles, n g , assigned at the beginning of simulation . The ghost particle density is a parameter for controlling the temperature¯uctuations that has a role similar to the thermal inertia parameter in the Nose Â-Hoover constant temperature method (Nose Â, 1984; Hoover, 1985) and the friction coef®cient in Langevin dynamics (Ermak & Yeh, 1974; Schneider & Stroll, 1978) . The higher the number density of ghost particles, the faster the system achieves thermal equilibrium with the thermal bath. In this work, we use a reduced number density, n g s c 3 , equal to 0.1 for both equilibrium and kinetic simulations. This density yields 1 %-6 % ghost collisions out of all the collisions at reduced temperatures in the range of 0.1 to 2.5. A low ghost-collision rate minimizes the impact of ghost collisions on the folding kinetics but at the same time, leads to a slower rate of reaching thermal equilibrium. We found that with n g s c 3 0.1 it took about 50 reduced time units to reach the equilibrium temperature T* 0.24 from T* 2.5, regardless of the bias gap used in the model. Similar cooling rates occur in the different models, due to the fact that there is only a $5 % difference in the total energy released in cooling from T* 2.5 to T* 0.24 for the models with different gaps. The rate for reaching thermal equilibrium can be increased by increasing n g ; for example, it takes only about ®ve reduced time units to reach thermal equilibrium with n g s c 3 1. We found that the signi®cant kinetic behavior, such as number of pathways and characteristics of kinetic intermediates, is insensitive to the ghostcollision frequency. It should be emphasized that the occurrence of the ghost collisions is determined by the ghost collision frequency , so that it is not necessary to specify number of ghost particles in the system. In a recent paper that makes use of the discrete dynamics method for examining certain question in protein folding, Dokholyan et al. (1998) treat the``ghost'' particles as real particles; the original method is considerably more ef®cient computationally.
Thermodynamic Quantities and Progress Variables
The thermodynamic quantities such as freeenergy, energy, and heat-capacity are calculated with the weighted-histogram method as before (Ferrenberg & Swendsen, 1989; . The weighted-histogram method is applied to equilibrium simulation results at different temperatures. We also determine the mean-squared radius of gyration R g 2 , which is de®ned by the equation:
when N is the chain length ( 46), x i , y i , and z i are the coordinates for bead i, and x c , y c , and z c are the center of mass coordinates for the chain. The radius of gyration is a commonly used order parameter for characterizing the polymer collapse transition (Flory, 1953) . A single ideal reaction coordinate that describes the protein folding reaction is unlikely to exist (Du et al., 1998; Chan & Dill, 1998; Dobson et al., 1998; , particularly if alternative pathways are important. Nevertheless, it is important for a useful description to ®nd a reduced set of variables, referred to as progress variables, with which the essential features of the reaction can be expressed. Finding such variables, which are related to the structural properties of the proteins that vary with time, is an important part of the analysis of the protein folding reaction (Dinner & M.K., unpublished results). One widely used progress variable is the fraction of global minimum contacts (S Ï ali et al., 1994b; Karplus & S Ï ali, 1995; Lazaridis & Karplus, 1997) , Q, de®ned by the equation:
where N gmc is the number of contacts that are the same as the contacts in the global minimum structure (N gmc tot 254). Since the present reaction is complex (i.e. several signi®cantly different major`p athways'' occur), additional progress variables are needed. As in experiments (Plaxco & Dobson, 1996; Dobson et al., 1998) , another parameter to characterize the folding kinetics is the molecular dimension (radius of gyration). Also, the secondary and tertiary structural contents, which here are de®ned in terms of the appropriate contacts, are of interest.
Two types of ratios are used in the analysis. One is based on the global minimum structure and the other is based on the``native'' structure, de®ned as the equilibrium structure at T* 0.24, the temperature used in the folding simulation. The results of native values and global minimum values for squared radius of gyration, fraction of native contacts, and number of helical and inter-helical contacts are shown in Table 1 . Note that even at T* 0.24, where the native state is stable thermodynamically, only $86 % inter-helical global minimum contacts are formed on average.
Units
All quantities are reported in terms of reduced units unless speci®ed otherwise. The equations for reduced energy, heat-capacity, temperature, radius of gyration, and time, are E* E/e, C V * C V /k B , T* k B T/e, (R g *) 2 R g 2 /s c 2 , and t Ã t eaMs 2 c p , respectively. These reduced formula are the same as those used for Lennard-Jones systems (Allen & Tildesley, 1987) , where all units can be determined in terms of basic units of mass, energy and length. An estimate of the physical time-scale can be obtained from the equation t Ã t eaMs 2 c p . The average molecular mass M of a protein residue is 110Da and the hard-core diameter, s c , of the model is 4.27 A Ê . The energy parameter e equals 2.3 kcal/mol by scaling the thermal-denaturation temperature (T* $ 0.3) of the model protein to 350 K , a typical transition temperature for protein heat denaturation. The energy parameter is close to the average residueresidue contact energy in the widely used Miyazawa & Jernigan (1985) contact potential; their value is in the range À1.6 to À2.38 kcal/mol, depending on the value assumed for the folding temperature (S Ï ali et al., 1994b) . Given these values for the parameters, each reduced time unit t* corresponds approximately to 1 ps, so that a folding simulation that lasts t* $ 10 6 is formally equivalent to a simulation of 1 ms in``physical'' time. However, since the collapse process is signi®cantly faster (by a factor of 10 2 to 10 3 ), than that observed experimentally (Hagen et al., 1996) due to the simplicity of the model, a more meaningful conversion factor is t* close to 1 ns; in this case, t* $ 10 6 , would correspond to 1 ms, a very reasonable scale for the folding time. Experimentally, the folding of the three-helix-bundle protein is essentially complete within 6 ms dead-time of the quench-¯ow apparatus (Bai et al., 1997) .
Results

Thermodynamics
The equilibrium transitions of the model system can be characterized by the heat-capacity and radius of gyration data. Five models with the gap g ranging from 0.3 to 1.3 are studied. The results for the largest and the smallest gaps are shown in Figure 3 . The overall transition behavior of the model with the dihedral potential is qualitatively the same as that of the freely jointed-bead model , although there are quantitative differences (see below). Moreover, detailed structural and dynamic (Lindemann parameter; Lindemann, 1910; analyses indicate that the physical origins are the same for various transitions with or without the dihedral potential. The ®rst heat-capacity peak (starting from high temperatures) represents a transition into a liquid-like ordered globule state, while the second peak is caused by a transition from an ordered globule to a surface-molten solid state. The ordered globule state has a well-de®ned but¯ex-ible three-helix bundle structure that permits relatively large-scale liquid-like motions. The surfacemolten solid state, by contrast, has a compact rigid core with only the surface residues being liquidlike in their motions. The properties of ordered globule and surface-molten solid states are similar to those of molten globules (Ptitsyn, 1995) and native states (Frauenfelder & McMahon, 1998; Zhou et al., 1999) , respectively. The third heat-capacity peak, which is due to the solidi®cation of the entire model protein , is related to the so-called`g lass'' transition found in proteins (Zhou et al., 1999; Tilton et al., 1992; Ferrand et al., 1993) . The fourth heat-capacity peak is due to a subtle orientational rearrangement to the ®nal global minimum. The temperature at which it occurs is too low for it to be of interest, except for very low temperature physical studies, such as dynamics of ligand binding of myoglobin (Austin et al., 1975; Ober et al., 1997) and low-temperature spectral diffusion measurements (Fritsch et al., 1996) .
The relation between the collapse transition and the transitions indicated by heat capacity peaks is the same for the models with or without the dihedral potential. The transition into the ordered globule state (signi®ed by the ®rst heat-capacity peak) coincides with a collapse transition for the model with the large bias gap g 1.3 (Figure 3 ). For the g 0.3 model, a collapse transition to a disordered globule occurs at a higher temperature . Thus, the small-gap models with or without the dihedral potential have a disordered compact globule state ; the transition to this state is not associated with a heat-capacity peak.
There are some quantitative difference between the restricted dihedral and freely jointed bead models. They concern the locations and strength of certain types of transition. For both g 1.3 and g 0.3 models, the introduction of the dihedral potential leads to a stronger transition into the ordered-globule state (the ®rst C v peak) and a shift of the transition to a higher temperature but no signi®cant change for the transition to the native state (the second peak). This is understandable, since the ordered globule state has a well-de®ned three-helix bundle structure with the dihedral angles generally having favorable (positive) values. As a result, there is no signi®cant change for the transition between the ordered globule state and the native state with or without the dihedral potential. On the other hand, the dihedral potential does lead to a lower energy Folding of a Model Three-helix Bundle Protein for the ordered globule state relative to the coil and disordered globule, since the latter has a greater number of negative dihedral angles and thus has an overall higher energy. As shown in Figure 4 , at T* 2, the average potential energy per bead for the g 1.3 model with and without dihedral potentials are À0.01 and À0.99, respectively, while the ordered globule energies at T* 0.5 are À4.23 and À4.18, respectively. The increased energy difference between the ordered globules and coil (or disordered-globule) states produces a stronger transition that is at a higher temperature for the new model.
The cooperativity of the thermodynamic transitions can be determined by the energy distribution in the transition region. It should be noted that the logarithm of the distribution is directly proportional to free energy. A two-state-like transition has a bimodal distribution indicating coexistence of two states at the transition temperature as well as the existence of a free-energy barrier between the two states. Figure 5 shows the distributions for two transitions of the weak and strong energy bias case. Corresponding to the freely jointed model , the transition into the molten globule state is two-state-like only for the large gap model (here, g 0.7, 1.0, and 1.3) while the folding transition is two-statelike only for the small gap model (g 0.3). Between two extremes (g 0.5), both transitions are not cooperative. In the highly optimized (large gap) models, the molten globule and native states are so similar to each other that they are not separated by a free-energy barrier and there is a continuous transition between the two. At g 0.7, the stronger transition into the ordered globule state corresponds to a cooperative transition for the model with the dihedral potential but not for the freely jointed model.
The phase diagram for the dihedral restrained system is shown in Figure 6 . It is essentially identical in form with that obtained previously for the freely jointed model (compare with Figure 3 of . This makes it clear that the phase diagram is not sensitive to the presence of the dihedral restraints for the three-helix bundle protein model and interaction parameters considered here. Quantitatively , the transition into the ordered globule and the native states for both models occur around the average fraction of global minimum contacts, hQi, equal to 0.5 and 0.87, respectively. One can further divide hQi in terms of the contribution from intrahelical and interhelical contacts. At hQi 0.5, hQi intra $ 0.6 and hQi inter $ 0.3 while at hQi 0.87, hQi intra $ 0.94 and hQi inter $ 0.80. The collapse transition, on the other hand, can occur at hQi values ranging from $0.2 at g 0.3 to $0.4 at g 1.3. In other words, unlike the ordered globule and native state, a disordered globule does not have a wellde®ned hQi range, a fact that is consistent with the disordered nature of the state. The results for the transition temperatures for the two types of models (freely jointed versus dihedral restrictive) are shown in Table 2 .
Folding kinetics
We investigate the kinetics of folding from the coil state at T* 2.5 to a native state at T* 0.24. It Folding of a Model Three-helix Bundle Protein can be seen from Figure 6 that at T* 2.5, the system is completely denatured (the average fraction of global minimum contacts is 0.17-0.18), while the ®nal temperature (T* 0.24) is in the middle of the surface-molten-solid native state stability region (see also Figure 3 ). As already stated above, we de®ne the native state as con®gurations populated at equilibrium at T* 0.24; the average values for the squared radius of gyration, fraction of global minimum contacts, and the number of helical and inter-helical contacts are shown in Table 1 . The choice of the native state is somewhat different from that usually used in lattice simulations, where the global minimum state is taken to be as the native state Karplus & S Ï ali, 1995; Shakhnovich, 1996 ; but see Kolinski et al., 1998) . For off-lattice models (Honeycutt & Thirumalai, 1992; and real proteins (Elber & Karplus, 1987) , the native state is not the global minimum structure but an ensemble of structurally similar states that are populated at the temperatures where the native state is stable and functional (Elber & Karplus, 1987; Kitao et al., 1998) . The kinetics of folding is studied by quenching the system from T* 2.5 to T* 0.24 at t* 0.
Initial con®gurations and velocities for the folding simulations are obtained every 100,000 collisions from the equilibrium simulations of the coil state at T* 2.5, which consist of 20 million collisions for each bias gap model. The large time-interval between the coil states used as starting con®gur-ations ensures that the sampled con®gurations are independent. Since models with different gaps have slightly different initial and ®nal states in terms of native contacts, the kinetic studies for the ®ve different bias gap models (g 0.3, 0.5, 0.7, 1.0 and 1.3) are done independently and 100 independent folding simulations for each model are calculated to obtain statistics for the various aspects of the folding kinetics. As mentioned already, for the ghost-particle condition used here, the temperature equilibration requires 50 reduced time units ($50,000 collisions) and the initial collapse occurs during this short (50 ps) time period. The model is considered to have reached the folded state when the properties of the system begin to oscillate around the native average values (see Table 1 ). Since the protein is stable at T* 0.24, it remains folded after it has reached the native state for the ®rst time in all the simulations; thus, the folding time and the mean-®rst-passage time are identical. The average number of global minimum contacts corresponds to 230.6-231.6 for the various models with different bias gaps. For convenience, a single number, N gmc 232, that is slightly greater than the average value, is used to compute the folding time for all the models investigated. Regardless of whether the model is folded, the simulations are stopped at t* 10 5 , which corresponds to approximately 100 million collisions and 0.1 ms of real times. Due to low folding yields for the g 0.3 model, a longer cutoff time (t* 10 6 ) is used. An additional set of 100 independent kinetic folding simulations for the g 1.3 model demonstrated that 100 simulations are enough to capture the qualitative and quantitative characteristics of the kinetics. Figure 7 shows a log-log plot of the fraction of the chains that have not reached the native state as a function of time for the various models. The comparison of the fractions unfolded between 100 and 200 trajectories for the g 1.3 model indicates that the result based on 100 simulations is quantitatively accurate up to t* 1000, while the longer time behavior is less certain because only a few simulations folded in that time range. For the other g values, where folding is slower, the longer time results are meaningful up to the last few points. In general, models with a larger bias gap fold faster, in agreement with earlier lattice simulation results (S Ï ali et al., 1994a,b) . The folding speed varies approximately linearly with the bias gap between g 0.3 and g 0.7, but the increment in folding speed decreases for g > 0.7 (Figure 8 ). Similar beha- vior has been found in lattice simulations (A. R. Dinner and M.K., unpublished results).
Global analysis
To ®nd out why the increase in folding speed is smaller for the large-gap models, we examine different measures of the folding behavior; they are the native fractions of the inverse radius of gyration squared, f r , the number of intrahelical contacts and the number of inter-helical contacts. The results obtained by averaging over all 100 (including both folded and not folded) trajectories as a function of time are shown in Figure 9 . We focus ®rst on f r in Figure 9 (a). For t* < 50, the model with a smaller gap has a larger f r value and thus collapses faster. This is true even when the initial value for the fraction is renormalized so that all curves start at the same point. A faster initial collapse is expected for the smaller gap model, since it has a stronger overall attraction among beads. This is in accord with the thermodynamics result that the collapsed species appear at higher temperature for a smaller gap model. For t* > 3000, the f r values are all near unity regardless of the value of the bias gap. For example, the times for reaching 95 % of the native value vary by less than one order of magnitude (between 10 3.2 and 10 3.7 ) for different gaps. Thus, the times for essentially complete collapse of the various models are similar. Although the small-gap model has overall stronger attractions between its monomers, the dominant contribution is due to native contacts that have the same strength for different gaps. In fact, the energy difference between T* 0.24 and Folding of a Model Three-helix Bundle Protein T* 2.5 changes by only 5 % in going from g 0.3 to g 1.3. Unlike the collapse process, the times for the formations of the native intrahelical and interhelical contacts differ by several orders of magnitude for the different models (Figure 9(b) ). For example, the average fraction of native intrahelical contacts reaches 90 % at t* $ 26 for the g 1.3 model, but it does not reach 90 % within the simulation time of t* 10 5 for the g 0.3 model. The formation of tertiary structure, represented by fractions of native interhelical contacts, is always slower, on average, than the formation of secondary structure (intrahelical contacts), since the latter is made mainly of local contacts. Smaller gap models are consistently slower in the formation of both interhelical and intrahelical native contacts. The g 1.0 and 1.3 models behave very similarly, in accord with the upper limit for the speed of folding shown in Figure 8 .
The origin of the limit of the overall folding speed at large gaps can be seen by comparing f r with the fractions of native intrahelical and interhelical contacts for the same model ( Figure 10 ). For g 0.3, the formation of intra-helix contacts is initially faster than the collapse and there is some partial helix formation during collapse. However, for longer times (i.e. the time required for f r 0.95), both the helical and tertiary contact formations are slower than the collapse. As the gap increases, the speed of the helix formation (intrahelical contacts) changes from being the same as that for the collapse (g 0.5) to faster than the collapse (g 0.7 and 1.3). The speed for the formation of tertiary contacts, on the other hand, approaches that of the collapse as g increases. Thus, collapse is the rate-limiting step for the large-gap model, because the formation of tertiary contacts becomes essentially simultaneous with the collapse time and it is impossible to form tertiary structure without collapse. In both large and small-gap models, some helical formation is observed prior to collapse; in the large-gap models, helix formation is essentially complete before collapse. The folding is fast if helix formation is fast and collapse is rate-limiting. Since the time for full collapse does not change much with g, once collapse becomes rate-limiting at large g, the folding time does not depend on g.
The time-dependence of the native fraction and the fraction not folded described above cannot be ®tted by a single exponential or a stretched potential. We illustrate this by using the time-dependence of fraction of global minimum contacts Q, since there are uncertainties regarding the t* > 1000 behavior for the not folded fraction, as pointed out in relation to Figure 7 . The reason for this difference is that the not folded fraction is de®ned as the fraction of runs in which Q < 232/254 at a given time; the long-time accuracy is limited by the fact that only a few trajectories fold in that time range. By contrast, the time-dependence of Q is averaged over 100 simulations at any given time. Thus, the long-time behavior is as accurate as the short-time behavior. Figure 11 shows that four exponentials with rate coef®cients k i equal to 6.9 Â 10 À2 , 9.5 Â 10 À3 , 3.7 Â 10 À4 , and 4.8 Â 10
À6
[t*] À1 , respectively, have to be used to ®t the timedependence of fraction of global minimum Here, Q(t*) Q(t* I) AE i A i exp(Àk i t*). The complexity of folding mechanism of the model three-helix bundle indicated by Figure 11 arises from kinetic intermediates that cause deviation from simple exponential folding behavior (see below).
Structural analysis and intermediates for the g1.3 model
The distribution of the fraction of global minimum contacts, Q, as a function of reduced time is shown in Figure 12 (a). The native state for the g 1.3 model at T* 0.24 is clearly indicated by the population of Q values that oscillate around the native value of 0.91 (Table 1) for times greater than log(1 t*) 2.3. In addition to the native state, there are two well-separated long-lasting populations with Q $ 0.7 (the intermediate I 1 ) and 0.85 (the intermediate I 2 ), respectively. Both intermediates have Q values within the range for the equilibrium molten globule state (Figure 6 ).
To further analyze the two intermediates, we calculate the normalized population distribution of f r versus Q from all 100 trajectories by summing over all times 0 < t* < 10
5 . This population is useful for pinpointing the locations of intermediates based on two progress variables, since any reasonably longlasting kinetic intermediates will show signi®cant populations.
Figure 12(b) shows the population distribution in the Q versus f r plane. The highly populated states are indicated by darker colors and enclosed by contour lines. The population at f r $ 0.2 and 0 < Q < 0.5 represents the coil state (the initial state), while the native state (the ®nal state) is located at Q $ 0.91 and f r $ 1. Intermediate I 2 at Q $ 0.85 has a narrow range of f r values near 0.95. Intermediate I 1 at Q $ 0.7, on the other hand, has a wide range of f r values from 0.5 to 0.8. Thus I 1 is an ensemble of relatively open structures that have a large variation in chain dimension, while intermediate I 2 is almost as compact as the native state. In addition to the highly populated I 1 and I 2 states, there is a population at f r $ 0.25 and 0.5 < Q < 0.6. This indicates a short-lived intermediate, which is evident also in Figure 12(a) .
Figure 12(c) shows the cumulative time distribution function of the fraction of native intrahelical and interhelical contacts. In addition to the initial coil and ®nal native state, the two large populated areas correspond to I 1 and I 2 . Both have a high helical content (>90 %) but they have a very different level for the fractions of native interhelical contacts (0.2-0.5 for I 1 versus 0.8-0.9 for I 2 ). Thus, both I 1 and I 2 are molten globule-like, but I 1 is relatively more open and has fewer interhelical contacts.
The simple structure of the folded protein makes possible a more detailed description of the intermediates. Intermediate I 1 is found to involve the incorrect position of one helix relative to the microdomain formed by the other two helices, which have the approximately native relative orientation and interhelical contacts. Docking the third helix on to different sides of a two-helix domain yields two topologically different species, as has been discussed for synthetic three-helix bundles (Bryson et al., 1998) . The native structure has a counterclockwise arrangement of three helices when viewed from the N-terminal end. Figure 13 shows the accessible surface of the native helix II-III subdomain. Only the native side provides a site for docking the third helix. However, the third helix can either point away from the other two, stick out (see Figures 14 and 15 ) or, to a lesser extent, loosely dock on the wrong side (as indicated by two peaks in the Q versus f r distribution of I 1 , Figure 12 (b); see also Figure 16 ) due to incorrect dihedral angles in the turn region. Both the I-II and II-III microdomains are observed, with I-II slightly more common, although the difference is not statistically signi®cant. This is consistent with the fact that the number of interhelical contacts between helices II and III (35) is only slightly more than that between helices I and II (31). Since only two helices are in a good contact, the fraction of native interhelical contacts for I 1 is about one-third (Figure 12(c) ).
An example of I 1 is shown in Figure 14 (a). The pseudo-dihedral angle a 11 is in the trans (À130 ) rather than the native cis (À12 ) conformation. The dihedral angle of a 12 also is changed from the native value of À170 to 150 . The dihedral angle changes lead to helix I pointing away from the helix II-III microdomain. The contact map of this 
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structure is compared with that of global minimum structure in Figure 14(b) . Almost all of helices I, II, and III intrahelical contacts, as well as the helix II-III interhelical contacts, are well established. There are also four native interhelical contacts between residues 9 and 13 of helix I and residues 45 and 46 of helix III. Two additional contacts exist between turn residue 14 and residues 45 and 46 of helix III. The contacts between helix I and III stabilize the incorrect dihedral angle, while the contacts between residue 9 of helix I and the residues 45 and 46 of helix III tilt the helix I toward the incorrect side (the right side in the Figure) of the twohelix sub-domain. Figure 15 shows a different I 1 type intermediate, where helix III points away from the helix I-II domain due to a positive a 31 (72 ); the turn dihedral angle a 31 is negative (À160 ) in the native structure. As the contact map (Figure 15(b) ) shows, all three helices and the contact between helix I and II are well established. The tip of helix I (residues 1 and 2) has four native contacts with helix III (residues 33, 34, and 38). These four contacts stabilize the incorrect dihedral a 31 that involves beads 31, 32, 33, and 34. The native contacts between bead 38 and beads 1 and 2 tilt the helix III in the wrong direction.
Intermediates that do not have one helix separated from the other two also occur. For example, helix I can be loosely packed on the wrong side of the helix II, helix III microdomain (Figure 16 ), or, helix I can stack on the top of helix III (see the discussion of Figure 20) .
From this analysis, it is clear that the``I 1 intermediate'', with certain ranges of Q values and of intra/interhelical contacts, as shown in Figure 12 , actually involves signi®cantly different structures of similar topology. Furthermore, the wide range of values for the radius of gyration of I 1 (Figure 12 ) indicate that the third helix can be trapped in different orientations. It is clear that unless speci®c contacts are monitored (helix II and helix III versus helix I and helix II, for example), the two types of intermediates cannot be distinguished.
The intermediate I 2 , on the other hand, is nativelike (Q $ 0.85 versus Q $ 0.9 for the native state, the fractions of native interhelical and intrahelical contacts are around 90 %). It differs from the native state in having one or two incorrect dihedral angles. An example is shown in Figure 17 , where Folding of a Model Three-helix Bundle Protein a 16 < 0 instead of >0. The misfolded dihedrals can occur anywhere. In fact, nearly all dihedrals were observed as``misfolded'' during a certain fraction of the time in one or another of the kinetic simulations except for the two end dihedrals (a 1 and a 43 ). The latter are unlikely to be trapped in a wrong con®guration, because the end beads are less restricted in their moves. Since only the eight dihedral angles with a < 0 in the native structure have no dihedral potential, unfavorable dihedral angles arise when they are stabilized by native contacts. This is because of the g 1.3 model, the non-native contacts are destabilizing. Many I 2 intermediates (about 50 %), have a structure with two neighbouring dihedral angles near 180 . This corresponds to a ®ve-residue b-strand-like extended stretch of the polypeptide chain. Such a structure could be a local minimum in a real protein; in the present model, it is stabilized dynamically. Two neighbouring dihedrals share three beads, so that when both angles are near 180
, the velocity changes due to``bounce'' collisions in two dihedrals are opposite for the three common beads. This leads to a kinetic trap. It is not clear if this type of trap would also appear when a continuous dihedral potential with a minimum at 180 is used (Figure 2 Figure 14 . Figure 18 plots the number of global minimum contacts as a function of the reduced time along with the location of the ®rst passage time for the N gmc values. This is a relatively fast folding trajectory (i.e. folding is complete in 650 time units and we show the range 0 to 800). An I 1 type intermediate is indicated by an average N gmc value of about 180 (Q $ 0.7) that lasts about 500 reduced time units (from 70 to 600). The intermediate state has a large¯uctuation in N gmc and a signi®cant number of native contacts have to be broken for the intermediate to become more native-like. For example, more than ten native contacts have to be broken in order to increase N gmc by 1 from time points a to c, c to e and e to g in Figure 18 . From f to g, there appears to be a near down-hill motion to reach the native state (Figure 18) . The structure at time-point a is shown in Figure 14 . it is consistent with the results for the native fractions of interhelical and intrahelical contacts (Figure 19 ) that indicate that three helices are well established. The helix II-III microdomain is essentially formed in a near-native structure (though there are signi®cant deviations, see below), while there are only minimal contacts between helix I and helix II or III.
The structures of the protein at the times corresponding to a (blue), d (red), e (yellow), and g (violet) in Figure 18 are shown in Figure 20 . At position a, helix I is nearly parallel with the subdomain of helices II-III. The helix I tends to move to the incorrect side of helix II-III subdomain due to favorable contacts between helix III and the turn region between helices I and II (Figure 14(b) ). However, such an incorrectly folded structure is not possible, as is evident from Figure 13 . Furthermore, with helix I pointing away from the II-III microdomain, the latter already has the tightly packed, essentially native structure and the C-terminal end is displaced slightly upward (com- Figure 19 . The native fraction of intrahelical and interhelical contacts as a function of reduced time during the existence of intermediate I 1 , shown in Figure 18 ; the symbols a to g correspond to those in that Figure ( Figure 19 ). This allows helix I to tilt (see the red structure d in Figure 20 ) and a further downward movement of the C terminus leads to an even looser helix II-III microdomain at t* $ 400 and the formation of a near-¯at surface consisting of beads 42-46. The latter permits a reorientation of helix I (the yellow structure e in Figure 20) . The helix II-III microdomain then opens to its native form at point f (Figure 19) , which leads to a rapid docking of helix I on the helix II-III microdomain. In short, the protein was trapped due to the incorrect position of the C-terminal beads of helix III and the overly tight packing of the helix II-III microdomain. The protein escapes from the intermediate when the microdomain opens up, presumably, as a result of a thermal¯uctuation.
To verify that the intermediate I 1 is trapped on the potential surface, rather than being a kinetic`a ccident'' (e.g. helix I is moving in the wrong direction), 400 additional simulations were made starting with structure a (Figures 20 and 14) but with different initial velocities generated from the Maxwell-Boltzmann distribution at T* 0.24. All 400 simulations (run for only 200 reduced time units) remains trapped in I 1 , although some are shorter-lived than the others. The shortest trapping time is around 70 reduced time units. Furthermore, a direct quench simulation, where only down hill motions are allowed, indicates that the structure of the I 1 intermediate is stable for a duration of 10 6 time units. Thus, I 1 is indeed in an energy minimum. However, such energy minima are not observed if the average energy is shown either in the Q versus f r plane (Figure 21 ) or in the plane of interhelical versus intrahelical contacts (not shown). This suggests that care is required in interpreting experimental studies of intermediates. Clearly, measurements of progress variables that give information on the intermediates and their structures are required. It may be necessary to focus on variables such as the speci®c contacts that exist only in kinetic intermediates. Real-time nuclear resonance appears to be a possible approach (van Nuland et al., 1998) .
Not all 100 trajectories for the g 1.3 model fold via kinetic intermediates. In fact, only 69 out of the 100 simulations are trapped in one or two kinetic intermediates, in that the progress variable Q oscillates around a nn-native value for a signi®cant period of time. (An operational de®nition of Álogt* > 0.15 is used, since the con®gurations were saved on a logarithmic scale; see Algorithms.) Several runs are shown in Figure 22 . Run 38 in Figure 22 Figures 18 and 19 ) occurs at t* 131.18, the red (d) at t* 314.77, the yellow (e) at t* 488.96, the violet (g) at t* 595.33.) Figure 21 . Energy spectrum in Q versus f r plane obtained from kinetic trajectories. As indicated, the darker the gray scale, the lower the energy (the numbers on the right of gray scale correspond to the negative energy). 
Many of the 31``intermediate-free'' folding trajectories show a sudden change in slope of the Q versus log(1 t*) plot. Figure 22(c) shows one such example, in which the trajectory visited intermediates but manages to escape very quickly. Nine trajectories show no in¯uence from kinetic intermediates. Their average Q value can be ®tted very well by a single exponential (Figure 22(d) ) and they fold very fast; the average folding time is only about 170 reduced time units. Thus, nearly 10 % trajectories for the g 1.3 model can be characterized as folded via a two-state``fast-track'' pathway.
The stepwise increments in Q due to intermediates observed in individual simulations (Figure 22 ) are replaced by a smooth curve on averaging over all trajectories, as shown in Figure 12 . Thus, the existence of kinetic intermediates is manifested in the non-exponential behavior of the fraction of global minimum contacts Q (see Figure 11) ; i.e. the non-exponential behavior is a direct, though not obvious, consequence of the presence of intermediates. The same number of exponentials are required to ®t the time-dependence of R g 2 , the energy, the helical and the non-local contacts. Some of the trajectories are still not folded even after longer simulations that extend for 10 6 time unites. These slowly folding trajectories (with intermediates) are at least four orders of magnitude longer than the fast-track two-state pathway.
The folding kinetics of the g 1.3 model are summarized in Figure 23 . Out of the 100 trajectories, 87 fold during the simulations of 10 5 time units. The system can fold directly to native state via a fast-track two-state pathway (nine out of 87). It may also be trapped in I 1 (52 out of 87) or I 2 (nine out of 87) or both (17 out of 87) before reaching the native state. Thus, most chains fold via I 1 . Since a``direct'' fast-track pathway is available, both I 1 and I 2 correspond to``non-obligatory'' intermediates. However, six out of the nine fast-track trajectories involve docking of either helix I or helix III onto the microdomain formed by the two other helices. Thus, they pass through structures corresponding to I 1 , although I 1 is very short-lived because the third helix is not trapped in a local minimum. There is also a fast pathway (two out of nine) that corresponds to the three helices coming together at the same time. In all of the fastfolding trajectories, most of the secondary structure is formed ®rst and the¯uctuating helices diffuse to ®nd the native structure, in accord with the diffusion-collision model (Karplus & Weaver, 1994) . One out of the nine involves the concurrent formation of secondary and tertiary structure.
Structural analysis (g 0.3)
For the less optimized model with g 0.3, the folding kinetics are very different. The time-dependent distribution of the fraction of global minimum contacts is shown in Figure 24 (a). Only 29 out of 100 simulations reach the native state during the simulations of 10 6 reduced units. Almost all trajectories are trapped at Q $ 0.5 (corresponding to intermediate I H 1 , as described below) for at least 1000 reduced time units and the shortest folding time is 1928 reduced time units. After that, the majority are trapped at Q $ 0.65 and Q $ 0.8 until the end of the trajectory. For g 0.3 the equilibrium disorder-to-order transition occurs at Q $ 0.5 ( Figure 6 ) and initial trapping at Q $ 0.5 arises from the existence of a kinetic, barrier between the``disordered'' and``ordered'' globules; that is, the transition involving a search for the ordered, partly helical state is a slow step. The barrier is kinetic because there is no thermodynamic free-energy barrier between the two states ( Figure 5 ). Such a kinetic barrier does not exist at large g because there is no``disordered'' collapse state. Instead, both free-energy and kinetic barriers are present in the collapse to the ordered globule.
In the distribution of Q versus native R g 2 fraction f r (Figure 24(b) ), there are two well-de®ned peaks, other than the native peak. The largest peak, I 1 H , corresponds to Q 0.4-0.5 and f r $1. It is aǹ`o bligatory'' intermediate for the g 0.3 model since it appears in all 100 kinetic simulations. I 1 H has a wide distribution in Q but a narrow distribution for R g 2 that is near 1 n native like. This is exactly the inverse of the properties of I 1 found in the g 1.3 model (Figure 12 ).
The diversity in Q for I 1 H suggests that a wide range of structures is involved. This is supported by the cumulative time distribution function for the fraction of native intrahelical versus interhelical contacts (Figure 24(c) ). I 1 H can have a fraction of intrahelical contacts ranging from as low as 0.6 to 0.95, while interhelical contacts are in the range of 0.15 to 0.4. The wide range of values for the intrahelical fractions suggest that the new intermediate involves both disordered and ordered collapsed states. In fact, there is a separate population peak within I 1 H with high helical contents. This is in accord with the fact that both disordered and ordered globules exist and there is a free-energy barrier separating the native state from the ordered globule state for the small gap model, as discussed above. 
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To illustrate the nature of I 1 H , two folding trajectories are shown in Figures 25 and 26 . Run 15 has several stepwise increments in Q during the folding trajectory (Figure 25(a) ). This suggests that there are several traps although all of them correspond to I 1 H as de®ned here, based on the range of Q values (see Figure 24) . The results for intrahelical and interhelical contacts, as well as several structural snapshots (Figure 25(b) ), show that there is early helix formation without any interactions between the helices. This is followed by formation of the helix II, III microdomain and ®nally, by helix I docking on that microdomain. As can be seen by comparing Figures 25(a) and (b) , the intermediate at Q $ 0.5 has nearly all the intrahelical contacts but no interhelical contacts. Thus, the folding mechanism is similar to that for the large gap model in Figure 20 . In both the small (Figure 25 ) and large (Figure 20) gap models, the two runs have short-lived intermediates corresponding to the ordered globule phase.
Run 67, which represents the dominant behavior of the small gap model, is very different, as is evident from Figure 26 . It involves a gradual increment of Q values before there occurs a sudden transition to the native state (Figure 26(a) ). The folding proceeds with a nearly concurrent formation of secondary and tertiary structures (Figure 26(b) ) and I 1 H is a disordered globule-like intermediate. Figure 27 shows the native intrahelical and interhelical contacts as function of time. The intrahelical contacts contain regions where the native contacts tend to remain ®xed after formation; examples are the contacts among residues 15 through 20 (shown as 1-6, 8, 9, 12 in Figure 27 for helix II; see caption). They also involve native contacts that form and are broken before ®nal reformation; examples are contacts between residues 18 and 21 and between 26 and 29 (shown as 13 and 49 in Figure 27 for helix II). Corresponding behavior is found for the interhelical contacts; for example, the contact between residues 5 and 42 (shown as 20 in Figure 27 for interhelical contacts between I and III) is ®xed after formation while the contact between 4 and 39 (shown as 12 in Figure 27 for interhelical contacts between I and III) is formed, broken and reformed. Thus, Run 67 corresponds to a collapse followed by a restricted search within the compact set of states. It can be referred to as``on-site'' correction of misfolded regions (Kolinski et al., 1998) since mainly local motions occur for such a compact system (Figure 26) .
It is likely that entropy plays a more important role in the folding of a small-gap model than a large-gap model. Because the non-native contacts are only slightly less favorable than the native contacts in the small-gap model, there exist many structurally different compact states that are local minima with similar energies. These include both the disorganized and organized globules, which lead to the great diversity in the structures of the I H 1 type intermediates. For example, increasing Q by one from time points a to b, b to c, and c to d (Figure 26(a) ), requires breaking more than 13 native contacts between each step. That the various trajectories are very different (i.e. they involve different orders of forming native contacts) leads to a broad ensemble of states and a large effective entropy of the folding reaction for the small-gap model.
A I 2 1 n type intermediate (0.75 < Q < 0.85) also exists as shown in Figure 24 . It occupies a similar location in the plane of the fraction of native intrahelical contacts versus that of the native interhelical contacts as the I 2 intermediate in the g 1.3 model (Figure 12 ). The I 2 intermediates for both the g 0.3 and g 1.3 models are due to locally misfolded regions.
The folding kinetic scheme of the small gap (g 0.3) models is shown in Figure 28 . From the random coil state, the system passes through one of the many obligatory intermediate I 1
H structures. The latter can then fold directly to the native state or do so via the non-obligatory intermediate I 2 . Although each intermediate state includes a broad range of structures, it appears as a single kinetic`s tate'' when it is described by an (overly) reduced set of progress variables, such as the various native fractions and radius of gyration. This makes clear the necessity of using many different probes to characterize experimental kinetic and/or equilibrium intermediates .
Analysis of the transition from the model with g 1.3 to the model with g 0.3
Between two extremes (g 1.3 and g 0.3), there is a smooth transition from one type of kinetic behavior to the other. The essential difference is that at high g all trajectories pass through organized globules, while at low g there are two types of populations: One set folds in a manner corresponding to the large gap case and the other makes a search through the disorganized globule state. A comparison of the cumulative time distribution function of Q versus f r for the different models is made in Figure 29 . Intermediate I 2 is present in all models. As to I 1 , there exists two populations in the g 1.3 model, re¯ecting the different orientations of the misplaced third helix (Figure 12(a) ); for example, one is in a loosely packed form but with one helix loosely docked on the incorrect side (Figure 16 ), while the other has a more open structure as shown in Figures 14(a) and 15(a). The two adjacent peaks at Q $ 0.7 move apart for the g 1.0 and g 0.7 models. The area of the peak with a low f r (high R g 2 ) value shrinks from g 1.3 to g 0.7 and vanishes in the range of g 0.3 to g 0.5. In contrast, the peak with a high f r value moves to even larger f r and wider Q values as the gap decreases. It becomes I 1 H for the g 0.3 and 0.5 models. 
Discussion
A detailed study of the folding thermodynamics and kinetics of an off-lattice model for a 46 residue three-helix bundle protein is reported. The model is the same as that used earlier for investigation of the folding thermodynamics, except that a C a dihedral-angle potential is introduced to penalize lefthanded helices, in accord with the observed structures of proteins. Simulations have been made for a range of values of the energy bias parameter, g, which determine the difference between native and non-native contacts. The use of discontinuous molecular dynamics permits us to do multiple simulations (600 folding trajectories) of up to 10 
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Folding thermodynamics
The present results on the thermodynamics of folding are very similar to those obtained in the earlier work , although the transition to the ordered globule state becomes stronger in the re®ned model. There is a collapse transition, a disordered to a ordered globule transition, a globule to native state transition and the transition from the active native state to a frozen inactive state. As has been noted , if one scales the thermal-denaturation temperature (T* $ 0.3) of the large-gap model protein to 350 K, the transition to solid state ( Figure 6 ) is at about 230 K, in satisfactory agreement with the experiment``glass'' transition temperature (Zhou et al., 1999; Tilton et al., 1992; Ferrand et al., 1993) . The collapse transition, however, would occur at above 1000 K. This is likely due to the absence of temperature-dependent protein-solvent interactions in the model but is not inconsistent with the fact that protein thermal denaturation in the accessible temperature range (up to 373 K) produces only collapsed conformations that can be further denatured by strong denaturants (Ptitsyn, 1995) .
Use of the Lindemann criterion (Lindemann, 1910) makes it possible to distinguish the folding transition from the transition into the ordered (molten) globule state, although both transitions yield the three-helix bundle-like motifs and both can be ®rst-order-like two-state transitions. The folding transition occurs at a fraction of global minimum contacts, Q, of about 0.87, while the transition into an ordered (molten) globule occurs at Q $ 0.5. Both the Q $ 0.5 and Q $ 0.87 transitions have been observed in lattice (S Ï ali et al., 1994a,b; Onuchic et al., 1995; Abkevich et al., 1996; Dinner et al., 1996; Kolinski et al., 1996; Plotkin et al., 1997; Hao & Scheraga, 1998) and offlattice models (Guo & Thirumalai, 1996; Nelson et al., 1997; Berriz et al., 1997; Nymeyer et al., 1998; . However, most previous analyses of the origin of the cooperativity of the folding transition Kolinski et al., 1996; Berriz et al., 1997; Hao & Scheragi, 1998) appear to be more appropriate for the transition to the ordered (molten) globule state. used a somewhat different model to represent the same three-helix bundle protein as that studied by and reached similar conclusions concerning the thermodynamic phase diagram. However, it should be noted that the folding transition of their model is a weak continuous transition, in contrast to the present study, in which both the folding transition and the transition to the molten globule state can be ®rst-order two-state transition.
Folding kinetics
Time-scale and folding rate
The collapse process takes 10 3 reduced time units to complete (on average), regardless of the bias gap; the collapse is said to be complete when the inverse of the radius of gyration is more than 90 % of the native value. For individual trajectories, the collapse time varies between 10 2 and 3 Â 10 3 time units for the g 0.3 model. For the g 1.3 model, full collapse for a few trajectories is not achieved after 10 6 time units, due to the existence of uncollapsed intermediates. Since the three helices are well established before collapse for most trajectories in the large-gap model, the collapse process is in fact a reorganization (diffusioncollision-like) of the three helices to form the native conformation for the fast track (that without intermediates), as well as for some slow tracks with the uncollapsed intermediates I 1 .
That collapse can be slow and appear as a ratelimiting process has been suggested for the folding of cytochrome c (Sosnick et al., 1996) , where the collapse apparently can take as long as several milliseconds. This was explained in term of the existence of uncollapsed intermediates, in agreement with our results. However, it should be noted that the exact nature of the various processes that contribute to cytochrome c folding is not fully resolved (Shastry et al., 1998) .
To translate the simulation time-scale into a physical time-scale, it is useful to compare the present simulations with the experimental studies of the collapse transition. The time-scale for the collapse of cold-denatured apomyoglobin has been found to be about 5 ms (Ballew et al., 1996) . The microsecond collapse time-scale is consistent with other estimates (Hagen et al., 1996; Mun Ä oz et al., 1997) ; it is somewhat slower than the extrapolated folding time (10 À8 seconds) for the Arc repressor dimer (Robinson & Sauer, 1996) . The time-scale is much longer than the present sub-nanosecond time-scale, presumably as a result of the simpli®ed bead model for the chain and the absence of explicit solvent. This suggests that a physically meaningful conversion factor for the present simulations is that a reduced simulation time unit t* is about 1 ns; corresponding time-scales have been used for the elementary step in lattice Monte Carlo simulation . Given this time-scale, the overall folding rate for the large-gap model is of the order of milliseconds and that for the smallgap model is in the range of milliseconds to seconds. If the results obtained here, that the rate of collapse is essentially independent of``optimization'', are general, it would be possible to extract information regarding the energy bias gap by comparing the rate of folding with the rate of collapse for a set of mutants of the same protein or for a series of proteins that have essentially the same structures but different sequences.
The rate of folding for the present model increases with the size of the bias gap for 0.3 < g < 0.7 but is only weakly correlated for larger gaps. The weak dependence on the bias gap for highly optimized models indicates that other factors become more important. In the present case, the collapse transition, which is insensitive to the bias gap, becomes dominant in determining the folding rate for large bias gaps.
Pathways in folding
Based on reasonable progress variables, such as the chain dimension, the amount of secondary structure and the amount of tertiary structure, the folding reaction of large or small-gap models can be characterized as involving a small number of pathways (Figures 23 and 28) . When analyzed in detail, however, each pathway corresponds to a broad statistical ensemble of trajectories that can be very different from each other. Even the nine trajectories that constitute the fast two-state pathway for the large-gap model fold differently; six out of the nine fast-track trajectories involve docking of either helix I or helix III onto the microdomain formed by the two other helices, two out of the nine correspond to the three helices coming together at the same time and one involves the concurrent formation of secondary and tertiary structure. Moreover, kinetic intermediates that are characterized as a``single'' state based on a certain progress variables can have very different structures; for example, I 2 consists of locally misfolded regions that occur at different locations. Thus, the number of observed``pathways'' and the nature of the intermediates depends on the progress variables used to de®ne them. Each ensemble of pathways can appear to be narrowly or widely distributed depending on the choice of order parameters. As the spatial and time-resolution of experiments improves and they are better able to distinguish the members of an ensemble, the great heterogeneity of the folding process will become more evident ). An ability to measure the distribution of conformations rather than only their average would signi®cantly improve our understanding of the folding ensembles. The dif®culties and complexities of a detailed description of folding based on experiments is illustrated by the present interpretations of the results from widely different techniques used to study cytochrome c (Shastry et al., 1998; Yeh et al., 1998; Englander et al., 1998) . Thus, care in the interpretation of experiments is required to overcome what is a version of the``blindmen and elephant'' problem.
Folding mechanisms
Several mechanisms have been proposed for the kinetics of protein folding. The``diffusioncollision'' model (Karplus & Weaver, 1979 , 1994 or the``framework'' mechanism (Kim & Baldwin, 1990) assumes that local secondary structure elements, which are partly formed at an early stage, diffuse until they collide and form the correct tertiary structure. The classical``nucleation'' theory (Wetlaufer, 1990 ) and its recent elaboration as the nucleation-condensation model (Fersht, 1997) , assume that the native structure grows from Folding of a Model Three-helix Bundle Protein a nucleus that involves interactions among a small set of residues. The``hydrophobic-collapse'' theory postulates that folding starts with rapid collapse and is followed by slow rearrangement to the native structure in the collapsed state.
The results of the kinetic analysis of the threehelix bundle and their variation with the bias gap parameter suggest that a range of phenomenological models and/or a combination of them may be required to describe protein folding (see also Dobson et al., 1998) . For the large-gap (g 1.3) model, the folding time is close to the collapse time, and the secondary structure is well established before the collapse occurs. Thus, the folding is well described as the assembly of the parts (microdomains) made up of secondary structural elements. This is in accord with the diffusioncollision model (Karplus & Weaver, 1979 , 1994 and with the analysis of experiments on apomyoglobin (Pappu & Weaver, 1998) and the l repressor (Burton et al., 1998) . Diffusion-collision type folding has been found (Kolinski et al., 1998) for the threehelix bundle protein with a Monte Carlo lattice model that has a potential energy function based on protein statistics and includes side-chain interactions and hydrogen bonding. In the small-gap region (g 0.3), a small number of trajectories fold by the large-gap diffusion-collision mechanism. However, most of them involve the simultaneous collapse and partial secondary structure formation, followed by reorganization to the native structure from the collapsed state. Thus, the small-gap system may be characterized as a combination of the hydrophobic-collapse and diffusion collision models.
The calculated folding process for the three-helix bundle does not correspond to a nucleation mechanism for any of the gap parameters. There exists no well-de®ned nucleus and each trajectory follows a somewhat different pathway and goes through traps involving different intermediates. Even for fast-track two-state folding without intermediates, there is no well-de®ned nucleation core (see above). In fact, early formation of certain native contacts can lead to the formation of trapped (off-pathway) intermediates that slow the folding.
The range of folding behavior found in the present simulations may represent that for helical proteins such as cytochrome c (Shastry et al., 1998; Yeh et al., 1998; Englander et al., 1998) , apomyoglobin (Gruebele et al., 1998; Dyer et al., 1998; Pappu & Weaver, 1998) , and the l repressor (Burton et al., 1998) . Different folding mechanisms may well apply to proteins with other types of structures. Changes in topology from all a, a/b, to all b in high-coordination lattice models led to a change from diffusion-collision to``on-site zipping'' mechanisms (Kolinski et al., 1998) . Using average contact energy as a parameter, the folding mechanism of lattice proteins has been changed from speci®c collapse to non-speci®c collapse (Gutin et al., 1995; Socci et al., 1998) . Experimentally, both collapse prior to helix formation (barstar folding) (Agashe et al., 1995) and signi®cant helix formation prior to compaction (RNase A folding) (No È ppert et al., 1998) (Fersht, 1997) and has been suggested for other small fast-folding proteins. This mechanism has been found in lattice simulations as the folding mechanism for medium-sized (36 to 48 residues) and larger (125 residue) models (Abkevich et al., 1994; Dinner et al., 1996) as well as in off-lattice simulations (Guo & Thirumalai, 1995 .
Characteristics of intermediates
In the present model, the off-pathway intermediate is structurally relatively well de®ned while the on-pathway intermediate is more diverse. The onpathway intermediate exists only in weakly optimized models. How general these results are and whether they apply to proteins remains to be seen.
The kinetic intermediates are related to the equilibrium intermediates. For example, only models that have the disordered globule state can have kinetic intermediates with a``disordered'' compact structure. (It is not completely disordered but has some secondary structural contents.) For the highly optimized g 1.3 model, there exist only kinetic intermediates with well-de®ned helical structures, which correspond well with the equilibrium ordered globule state. This suggests that kinetic intermediates are related to the equilibrium intermediate state but have more non-native interactions. Thus, the analysis of equilibrium intermediates, a common practice in experimental folding studies (e.g. see Kuciel et al., 1997; Blum et al., 1998; Fink et al., 1998) clearly can provide information on kinetic intermediates, but important differences between kinetic and equilibrium intermediates do exist.
The misfolded dihedrals as shown in intermediates I 1 and I 2 highlight the importance of chirality in protein folding. One of the key features in the structures of both intermediates can be described as containing misfolded segments that are imaged conformations of their corresponding native structures such as cis versus trans and left-handed versus right-handed. Experimentally, many slow pathways are caused by the cis-trans isomerization of proline residues, which can be described as change of backbone chiral symmetry (Nall, 1994) . It is also proposed that the slow pathway for lysozyme is due to the switch between left-handed and righthanded conformers of disul®de bonds (Chaffotte et al., 1992; . Kinetic intermediates of cytochrome c, on the other hand, originated from non-native histidine ligands to heme (Sosnick et al., 1994; Elo È ve et al., 1994) . In addition, common occurrence of the termination of righthanded helices with residues in left-handed helical conformations (Nagarajara et al., 1993 ) also suggests possible intermediates involving misfolded turns and loop regions. Thus, what has been observed in our model may re¯ect a general characteristics of kinetic intermediates. It is interesting that a recent microsecond folding simulation of an all-atom model of villin in explicit solvents (Duan & Kollman, 1998 ) reveals an intermediate with many misfolded pseudo-dihedral angles in both the helical and non-helical regions (not shown).
Earlier theoretical studies of the three-helix bundle protein, a high coordination lattice model (Kolinski et al., 1998) , an off-lattice model with speci®c hydrogen bonds and all-atom model (Boczko & Brooks, 1995) of the three-helix bundle protein all suggested a two helix subdomain as a possible intermediate. In particular, Kolinski et al. (1998) found helix formation prior to collapse, which is similar to our large-gap model. In addition, both helices I-II and helices II-III microdomains were observed during folding. Experimental evidence suggested a helical hairpin kinetic intermediate (two helix microdomain, particularly helices II-III) (Bottomley et al., 1994) , although the intermediates was not found in a more recent experiment beyond 6 ms of apparatus dead-time (Bai et al., 1997) .
Kinetic intermediates are thought to play a role in the formation of amyloid and other protein aggregates (Fink, 1995) . In particular, it has been suggested by Eisenberg and co-workers (Schlunegger et al., 1997) that domain swapping may be involved in aggregate formation. The kinetic intermediate I 1 (g 1.3) with one helix separated from the subdomain of the other two helices, appears to be a good candidate for the formation of a domain-swapped dimer (Schlunegger et al., 1997; Liu et al., 1998) . Experiments showing that the three-helix bundle fragment forms such a dimer would provide indirect evidence for the existence of the domain swapped kinetic intermediate I 1 .
Folding without dihedral potentials
We have obtained folding kinetics for proteins without dihedral potentials (unpublished results). The overall folding characteristics, such as number of pathways, are the same. The key difference is that both I 1 and I 2 may now contain two or more helix segments (even an entire helix) in a lefthanded symmetry. Such a model folds more than an order of magnitude slower. This might be of interest for the folding of sequences with mixed L and D amino acids produced by protein engineering.
Concluding remarks
There is considerable discussion in the literature regarding the``old'' and``new'' views of protein folding (Baldwin, 1995; Wolynes et al., 1996; Dill & Chan, 1997; Karplus, 1997; . The old view assumes that a small number of wellde®ned folding pathways exist and that folding is a hierarchical assembly process; e.g. the random coil ®rst forms secondary structure, which is then organized into the native tertiary structure. In the new view, structurally less well de®ned ensembles progress to the native state along multiple pathways. The present results suggest that the speci®c behavior for small a-helical proteins depends on the optimization of the system. For a highly optimized model (g 1.3), the old view provides a satisfactory description. Folding proceeds through a small number of structurally well-de®ned pathways that begin with helix formation; this is followed by the formation of two-helix microdomains and docking of the third helix on two-helix microdomains to form the native structure. Structural optimization apparently leads to the introduction of non-obligatory intermediates due to misfolded dihedrals that can result in signi®cant slowing of the folding process. Less optimized models (g 0.3) have a collapse to a disorderedglobule-like intermediate and do not have a wellde®ned folding pattern. There are many different ways for the collapsed globule to reach the native state, in accord with the new view of protein folding. It thus appears that even for small a-helical proteins a wide range of mechanisms that encompass both the old and new views is possible. Experiments are crucial for determining the best description of the folding mechanism for speci®c helical proteins.
