Multiple description source coding is aimed at achieving graceful degradation in reconstruction with respect to losing portions of the code, with the cost of some redundancy. We examine multiple description schemes which use entropy coded dithered lattice quantizers (ECDQ). We propose two techniques, one based on successive re nement (SR), and the other a dithered and periodic version of the multiple description scalar quantizer (MDSQ) with distributed cells proposed by Vaishampayan. Similarly to the single description case, both techniques are universal in nature, and are equivalent to additive noise channels. This allows to derive analytical expressions for the rate-distortion performance for general sources, and to compare them to the optimal rate regions at both high and low resolutions. Among other results, we establish that while the dithered MDSQ scheme loses only the space lling loss of the scalar lattice at any resolution, the SR based scheme loses an additional 0:5 bit at any lattice dimension. Possible improvements, such as \re nement time sharing" and \dependent dithering", are discussed.
Introduction
The multiple description (MD) problem refers to a scenario in which only a part of the source code produced by the transmitter arrives at the receiver. Under these conditions, it is advantageous to break the code into several \descriptions" of the source sample vector. A good multiple description code is one that can use any subset of these descriptions to reconstruct the source sample, and achieve a smaller distortion as the number of descriptions that arrive at the receiver grows.
The formulation of the multiple description problem in the information theoretic literature, 22] , is usually con ned to two descriptions, a memoryless source, and a distortion measure(s). The source is encoded into two descriptions which are sent over two lossless channels of rates R 1 and R 2 . There are three receivers, one for each channel and a third "central" receiver that receives both channels. The \side" receivers reconstruct the source with distortions d 1 and d 2 , whereas the \central" receiver reconstructs the source with a smaller distortion d 0 . A theoretic solution to the MD problem, based on Shannon's random coding approach, was published in 6]. For speci c cases, the converse proof was found in 1], 15], 13] and 23]; yet, the complete solution for the MD problem is still unknown.
The practical interest in this problem generated quantization schemes for compression with multiple descriptions. Early solutions were based on the natural correlation in the signal that remains even after compression and allows interpolation of missing segments; see 14] and 12] on speech compression, and 11] on image compression. The more recent theory of quantized over-complete expansions gives a general framework for these ideas, and shows how to control the amount of added redundancy 9]. However, these schemes are e cient only for moderate ratios of d 1 d 0 and usually prioritize the \side" distortions. Correlating transforms achieve a wide range of side-to-central distortion ratios, without using redundant sampling or expansion 8]. However, they require the source to have memory or varying variance, so they are not applicable in the case of a memoryless source.
As opposed to the linear interpolation / transform approach, the multiple description scalar quantizer (MDSQ) of Vaishampayan 19 ] uses a non-linear mapping to relate the side and central reconstructions. The \side" descriptions are produced by an index assignment function that operates on the \central" scalar quantizer. The Lagrangian formulation of the optimization problem takes into account the \central" and "side" distortions, and adapts the encoder to the source's distribution. This scheme is limited to the symmetric case (d 1 = d 2 ; R 1 = R 2 ) and to scalar quantization, and it covers only a discrete set of d 1 =d 0 ratios starting from 6dB (staggered quantizers). An asymptotic analysis in high resolution conditions for this scheme was performed in 20] and, more importantly, the results were compared to the optimal solution of Ozarow. Many variations on this scheme were proposed in recent years; see, e.g., 16, 2, 21] .
A special case of the MD problem, where d 1 (or d 2 ) is set to the maximum, is successive re nement (SR) 5]. This problem has a complete information theoretic solution as well as practical ones. A sub-optimum method for multiple descriptions based on SR was suggested in 27]. Roughly, using the successive re nement approach to solve a multiple description problem, one would start out with coarse descriptions and derive the \central" description as a re nement of the \side" descriptions.
In this paper we use Entropy Coded Dithered Quantizers (ECDQ), with subtractive dither, 25] , to examine and compare two encoding schemes for the multiple description problem: one based on the approach of successive re nement, and the other on the MDSQ. Our goal is to study these schemes, to analyze them, and, as a result, to reveal signi cant aspects of the MD problem. Through the use of the ECDQ approach, we were also able to generalize the quantization portion of the schemes so that they would be universal, i.e., source independent. The statistics of the source are captured mainly by the entropy coding portion of the ECDQ, which can be implemented by some universal lossless compression scheme (e.g., a Lempel-Ziv-based algorithm). At low resolution quantization we incorporate post-lters into the ECDQ; tuning these lters requires knowledge of the second order statistics of the source.
The rst scheme we introduce, the two stage dithered quantizer (TSDQ), suggests an SR based solution. The encoder operates in two stages: the rst stage produces two coarse encodings of the source, and the second step produces a re nement to the reconstruction that is obtained from the two coarse encodings. Each description contains one coarse codeword and a part of the re nement code. The main building blocks of the encoder are three ECDQs. The advantage of this scheme is its exibility; however, it su ers an inherent loss in comparison with the optimum.
The second scheme we introduce combines a limiting periodic case of the MDSQ of Vaishampayan 19] with the ECDQ method. Our main contribution here is the universal structure of the quantizer, the incorporation of post-lters at low resolution, and the exact analysis (not asymptotic) of the performance for any resolution.
A basic property of the single description ECDQ is its rate-distortion equivalence with an additive noise channel (see properties (1.) and (2.) in Section 2.1 below). Applying the ECDQ to the multiple description schemes, we found that both the TSDQ and the dithered MDSQ schemes become equivalent to sets of additive noise channels. Using this equivalence, we compare the performance of the proposed encoders to the optimum solutions for the quadratic memoryless Gaussian 15] and the non Gaussian 23] cases.
The total rate (R 1 + R 2 ) achieved by the entropy coded dithered periodic MDSQ (PMDSQ) exceeds the theoretical bounds by log( 2 e 12 ) ' 0:5 bit per sample (corresponding to 1.5dB increase in distortion per each description) at high resolution for any \smooth" source. For a general source at any resolution, the excess rate is at most log(2 e=12)+2D(X; X ), where D(X; X ) denotes the divergence of the source from Gaussianity.
The two stage scalar dithered quantizer, while being much simpler in design, exceeds the bound by at most 3 2 log(2 e=12) + 0:5 bit per sample at high resolution conditions for any \smooth" source; for a Gaussian source and balanced descriptions this bound on the redundancy holds at all resolutions. Even if the TSDQ uses a multiple dimension lattice ECDQ, it's redundancy, at the limit of large dimension, is still 0:5 bit per sample for balanced descriptions d 1 = d 2 d 0 . For un-balanced descriptions, or for low ratios d 1 =d 0 , this 0.5 bit loss is eliminated. An interesting modi cation of TSDQ -re nement time sharing -may improve the performance in the balanced case by up to 1dB.
The paper is organized as follows: Section 2 summarizes the basic properties of the single description ECDQ, and some of the important theoretic results for the MD problem which we use as a basis for comparison. Section 3 introduces the two stage dithered quantizer (TSDQ) and shows an equivalent set of additive noise channels. This section also discusses two variants of the basic TSDQ: re nement time sharing and dependent dithering. Section 4 starts out by describing the periodic MDSQ (PMDSQ), and continues by proposing an equivalent additive noise \sum channel" for the entropy coded dithered PMDSQ. Both sections compare the entropy rates of the schemes with the information theoretic bounds.
Background

Entropy Coded Dithered Quantization: Basic Properties
To better understand the motivation for using lattice quantizers and ECDQ, 25, 24, 26], we brie y review de nitions and properties of the ECDQ. A K dimensional lattice quantizer is formed from a lattice L K . The quantizer Q K ( ) maps every vector x 2 R K into the nearest lattice point l i 2 L K ; the region of all K-vectors mapped into a lattice point l i 2 L K is the Voronoi region, V (l i ) = fx 2 R K : kx ? l i k kx ? l j k; for all j 6 = ig: The dither Z is a K-dimensional random vector, independent of the source, and uniformly distributed over the basic cell of the lattice, V 0 , which is the Voronoi region of the lattice point 0. We assume that the encoder and the decoder share common randomness, so the dither vector is available to both of them (in this sense Z is a \pseudo-random" vector). The normalized second moment of the lattice, G K , characterizes the second moment of the dither vector 1 K EkZk 2 = G K V 2=K where V denotes the volume of V 0 . Both the entropy encoder and decoder are conditioned on the dither's sample Z. We assume that the entropy coder is complex enough, such that it's rate is close to the input entropy. The lattice quantizer with dither represents the source vector x by a vector u , u = Q K (x + z) ? z, where z is a sample of the random vector Z.
The resulting properties of the ECDQ are:
1. The quantization error vector U ? X is independent of X and is distributed as ?Z. In particular, the mean squared quantization error is given by the second moment of the dither, independently of the source distribution, i.e.,
The coding rate of the ECDQ, i.e., the conditional entropy of the dithered quantizer given the dither, is equal to the mutual information between the input and output of an additive noise channel Y = X + N, where N, the channel's noise, has the same pdf as ?Z, 25]: H(Q K (X + Z)jZ) = I(X; Y) = h(X + N) ? h(N) (1) where H( jZ) denotes conditional entropy given the dither, I( ; ) denotes mutual information, and h( ) denotes di erential entropy. 3. When optimal pre and post lters are used, then the redundancy over R(d), the rate-distortion function of the source, satis es a "divergence bound", 26]: 1
where for short we use Q K to denote Q K (X + Z), and D(X; X ) denotes the divergence of a source sample X from Gaussianity
where f X ( ) denotes the density function of a Gaussian source X with the same mean and covariance matrix as X. This result is important for low resolution quantization. At high resolution the lter degenerates, and a tighter characterization can be obtained, where the divergence term in (2) 
where R ( 2 ; d 1 ; d 2 ; d 0 ) denotes the region of a Gaussian source N(0; 2 ) as given in (4), and 2 x and P(X) denote the variance and the entropy power of X, i.e., P(X) = 1 2 e 2 2h(X) . This result was also examined in high resolution conditions and it was shown that if P(X) > 0, then the rate region R X (d 0 In this section we introduce a vector quantizer for two descriptions that is composed of three ECDQs. The encoding consists of two stages. In the rst stage two independent low-resolution descriptions are generated using two ECDQs with statistically independent dithers. In the second stage, a re nement is generated by encoding the estimation error of the source from the two low resolution codes with a third ECDQ. This re nement code is divided between the two descriptions and is used only by the combined (\central") decoder.
Description of Scheme
Let Q 1 ( ); Q 2 ( ) and Q 3 ( ) denote K dimensional lattice quantizers and let z 1 ; z 2 and z 3 denote samples of the corresponding K-dimensional random variables Z 1 ; Z 2 and Z 3 . The latter are statistically independent and each is uniformly distributed over the Unlike the equations for R 0 1 and R 0 2 which are familiar from the single description ECDQ, the equation regarding R 3 is unique to multiple descriptions in the sense that it is conditioned not only on the dither Z 3 , but also on the outcomes and the dithers of the two \side decoders". The resulting rate pair , i.e., that of the two descriptions, is R 1 = R 0 1 + R 3 and R 2 = R 0
where 0 1 is a free parameter. Hence, each \marginal receiver" receives only one of the codewords (C 1 or C 2 ), whereas the \central receiver" receives all three code words.
With slight manipulation of 6, Section 6], it can be shown that for xed Q 1 ( ); Q 2 ( ) and Q 3 ( ), this set of rate pairs fR 1 ; R 2 g is the minimum achievable 3]. See also 7].
The two \marginal receivers" reconstruct the source using the optimal linear estimation in the MSE sense (\post ltering"): 
Similarly, the \central receiver" uses all three codewords to reconstruct the source vector aŝ x 0 = a(Q 1 ( (12) Note that 2 i , being the second moment of the lattice, can be tuned to guarantee distortion d i , and is usually larger than d i , with equality at high resolution conditions. Note also that the the scheme is \universal" in the sense that Q 1 ; Q 2 , and Q 3 do not depend on the source statistics but its variance.
Performance Analysis
The following theorem provides a simple information theoretic characteristic for the behavior of the TSDQ. Proof Equation (13) is identical to the result stated in (1) and therefore needs no further proof. To prove (15) we need the following Lemma, the proof of which can be found in Appendix A.
Lemma 1. The joint density of (X; X + N 1 ; X + N 2 ; U; U + N 3 ) is equal to the joint density of (X; Q 1 ? Z 1 ; Q 2 ? Z 2 ; W; Q 3 ? Z 3 ). To prove equation (15), we note the following. Since Z i is a deterministic function of Q i ? Z i , i.e.,
we can re-write (7) as 
where in (17) we decomposed the mutual information as a di erence between di erential entropies, and in (18) we used the fact that X is independent of Z 3 , and that Z 3 is a deterministic function of Q 3 ?Z 3 (see (16)). If X doesn't have a nite di erential entropy, we can apply the chain rule to the mutual information instead of equations (17) and (18), and get the same result. These facts and Lemma 1 complete the proof of Theorem 3.1.
Remark: Since by the orthogonality principle U is uncorrelated with X + N 1 and X + N 2 , we conclude from (14) that conditioning only on the dithers in coding Q 3 should not be very costly in terms of rate.
In order to gain more insight into the non explicit expressions in Theorem 3.1, we take advantage of the information theoretic properties of the equivalent additive noise channel, and provide three simple bounds for the rate region. The rst bound holds at any resolution and is relatively tight for a Gaussian source. The second bound becomes tight at high resolution conditions for any "smooth" source. The third bound corresponds to the other extreme of low resolution.
From (25) where G Ki is the normalized second moment of lattice i. The tightness of this bound depends on the \closeness" of the source to Gaussianity.
A tighter bound can be found at high resolution conditions where 2 Hence, at high resolution the bound takes the form of (23), (24) and (25) 
Comparison with Theoretical Bounds
We Figure 3 illustrates for a Gaussian source and balanced descriptions the optimum rate sum, and the rate sum of the TSDQ for K = 1 (where G 1 = 1=12) and K ! 1 (where G K = 1=2 e). 11 
Re nement Time Sharing
Although the re nement encoding stage assumes that both coarse encodings are available at the decoder, the re nement code may be useful even if only one of them is available. In fact, at moderate side-to-side distortion ratios d 1 Figure 3 illustrates the improvement achieved by this approach, as well as Ozarow's optimum curve for a memoryless Gaussian source. The descriptions are balanced, the source has a unit variance and d 0 = 10 ?6 .
Staggered Quantizers and Dependent Dithers
Staggering is a simple way to enhance the joint performance of two quantizers in parallel. This idea motivated us to explore dependent dithering; in fact, this is where this research originally started.
The dithered scalar staggered quantizer is a uniform scalar quantizer and two dithers that are added to the source and quantized separately. The two dithers are related via Z 2 = Z 1 + =2, where Z 1 is uniform over (? =2; =2). The correlation coe cient of the quantization errors (not the dithers) is ?1=2. This allows to get d 1 =d 0 = 6 dB instead of 3dB in the independent dither case for the same coding rate! To get higher ratios of d 1 =d 0 , a re nement stage (with an independent dither) is needed. Unfortunately, our experiments show that at higher dimensions (e.g., with hexagonal lattices in the 2 dimensional case) the staggering gain decreases. This behavior is not surprising in light of the high-dimensional performance predicted by the optimum theoretic solution. Ozarow's solution for the case of no-excess marginal rate implies that, for balanced descriptions, d 0 is only 3dB better than d 1 (= d 2 ); see Section 2.2. This indicates that as the lattice dimension goes to in nity, the staggering gain must vanish, since otherwise the resulting performance could have been better than the optimum solution! (On the other hand, it is interesting to observe that this somewhat counter-intuitive loss of staggering gain at large dimensions is compensated for almost exactly by the space lling gain of the two lattices.) Thus, we do not expect that correlating Z 1 and Z 2 will enhance the TSDQ performance for general lattice dimensions. Furthermore, it does not seem we can bene t from correlating (Z 1 ; Z 2 ) with Z 3 , the dither at the re nement stage.
Dithering the Vaishampayan Quantizer
The performance of the two-stage encoder does not seem to follow along the expected properties of a multiple description quantizer. Ozarow's solution for a Gaussian source, 15], is given in terms of a test channel. In this test channel, the \side" quantizer errors are negatively correlated, with correlation coe cient as appears in (4d). This negative correlation is the basis for most of the gain of the central decoder. For example, in the balanced case the central decoder gains the rst 3dB with uncorrelated errors ( = 0), while to increase d 1 =d 0 further must become negative, and it goes to ?1 as d 1 =d 0 ! 1.
The two stage encoder does not satisfy this property, since the two side quantization errors are independent. As discussed above, even dependent dithering fails to create dependent errors for large lattice dimensions. This lack of negative correlation may explain the 1/2 bit loss in rate in the balanced description case. Furthermore the TSDQ su ers the space lling loss of three lattice quantizers.
The work of Vaishampayan 19], on the multiple description scalar quantizer (MDSQ), seems promising in this sense. As shown in 20], it su ers the space lling loss of only two scalar quantizers at high resolution conditions. Furthermore, its side quantizer errors are negatively correlated as in Ozarow's test channel.
We describe below a periodic dithered version of Vaishampayan's MDSQ, which incorporates linear post-lters. In this version the quantizer does not depend on the source's distribution, and guarantees pre-speci ed distortions d 1 = d 2 and d 0 . Furthermore, using the special properties of the ECDQ, we optimize the post-lters, and develop analytic expressions for the entropy of the quantizers at any resolution. We also compare these expressions to the optimum theoretic solution.
Design of the Entropy Coded Dithered Periodic MDSQ
The MDSQ is a quantizer for balanced multiple descriptions. It's building blocks are a scalar quantizer that produces the index l, and an index assignment function a m (l), that produces two indexes i; j from l, where m is a design parameter that determines the ratio d 1 d 0 . The index assignment is based on a matrix whose (i; j)th element is l. The The indices i and j are transmitted over the two channels, and a \side" description is produced from each. The central decoder uses the inverse function a ?1 m ( ) to deduce l from i and j. At high resolution conditions, when entropy coding is applied, 18], the quantizer becomes a uniform and unbounded scalar quantizer with step size , paralleling the well known Gish and Pierce result in the single description case 10]. The \side quantizers" are de ned in this case by the rows and the columns of an in nite matrix. Each \side" cell is built of 2m + 1 -intervals (\components") that spreads over a range of size (2m 2 + m + 1) . The spreading pattern belongs to one of 2m possible \types". The 2m cell types are interlaced, so that all the various components appear in a period of size (#types) (#components = type) = 2m(2m + 1) . A detailed formulation of the periodic structure of the periodic MDSQ (PMDSQ) can be found in Appendix B. To illustrate this, we take m = 2, and tag one period of 20 \central" cells to re ect the type of \side" cell they belong to. Here each side cell is a union of 5 intervals, having one of 4 possible patterns, with diameter of 11 (4 and 4 0 denote components of two di erent type-4 cells): 1 4 3 0 1 4 2 1 4 2 1 1 2 3 2 3 2 3 4 0 3 4 0 where the tagged period is preceded by : : : ; 4; 3 0 ; 4, and followed by 1 0 ; 4 0 ; 3; : : : . The second side quantizer is constructed of the same periodic structure, the only di erence being that it is o set by half a period, m(2m+1) , with respect to the rst. To average over all these possible cell types for each source sample x, the appropriate dither Z is uniformly distributed over a full such period, i.e., over 2m(2m + 1) consequent \central" cells.
The entropy coded dithered PMDSQ (ECD-PMDSQ) is described in Figure 4 . Q 0 ( ) denotes an unbounded uniform scalar quantizer with cell size . The entropy encoders and decoders are conditioned on the dither and the scalar lters ( 0 ; 1 ) will be de ned in the next section. We de ne Q side (x) to be the centroid of side cell i for all x 2 \side" cell i, where the \centroid" is the expectation of a random variable uniformly distributed over cell i. Thus the three reconstructions arẽ 
The Equivalent Additive Noise Sum Channel of the ECD-PMDSQ and Performance Analysis
The main observation made in this section is that the ECD-PMDSQ is equivalent to the additive noise sum channel in Figure 5 . The so called \sum channel" has all 2m component channels available for use but only one can be used at any given time. The probability of using a certain component channel is 1 2m . The input to the sum channel is the source to be quantized, and the additive noise N t , t = 1 : : : 2m, is uniformly distributed over cell of type t re ected around it's centroid. The equivalence is in the following senses: First, the quantization errors and the reconstructed sources are equal in distribution to the average additive noise and the average output, respectively, of the sum channel. Second, the rate of the ECD-PMDSQ can be written as the average mutual information between the input and output of the sum channel. This property corresponds to the equivalence of the ECDQ to an additive noise channel regarding a single description 26]. Following are two theorems which formulate this equivalence. We observe that the function e(t) , Q side (t) ? t is periodic in the sense that e(t) = e(t+2m(2m+1)l ) for every integer l, where is the size of the \central" quantizer cell. Hence, also the indicator function,
0 otherwise is periodic, with the same periodicity. Now, The right term of (29) is an integral over a full period of a periodic function, and therefore independent of X. This proves that the quantization error is independent of the source sample. As for the distribution of the error, since it does not depend on the value of X, we substitute X = 0 and get PrfQ side (X + Z) ? (X + Z) g = PrfQ side (Z) ? Z g:
Since Z is uniformly distributed over the 2m cell types, each cell type has an equal probability of 1=2m. We use ct(Z) to denote the cell type Z belongs to, and thus
Theorem 4.1 shows that as far as input/output relations are considered, the dithered PMDSQ is equivalent to the sum channel whose input is X and whose output is Y T = X + N T . The next theorem shows that the rate of the quantizer may also be stated in terms of the sum channel. 
Note that the term log (2m + 1) is the entropy of a random variable that is uniformly distributed over 2m+1 cells of size , which is the case for all the di erent noise types, i.e., h(N T jT) = log (2m + 1) . Proof 4.2. Observe that H(Q side (X + Z)jZ) = H(Q side (X + Z) ? ZjZ) = H(X side jZ):
Since X and Z determineX side , H(X side jZ; X) = 0, and we have H(X side jZ) = H(X side jZ) ? H(X side jZ; X) = I(X side ; XjZ):
By the chain rule for mutual information, I(X side ; XjZ) = I(X;X side ; Z) ? I(X; Z):
However, Z is deterministically given byX side and the cell type to which it belongs (ct(Z)); also, X is independent of Z and of ct(Z). Hence I(X; Z) = 0 and I(X;X side ; Z) = I(X;X side jct(Z)). Combining with (32) and (33) we thus have H(Q side (X + Z)jZ) = I(X;X side jct(Z)):
Since by Theorem 4.1 the statistical relation between X andX side , given ct(Z), is the same as between X and Y T given T, we may rewrite (35) as
where we used h(Y T jX; T) = h(N T jT), a known relation for additive noise channels. 
(Some small improvement can be obtained by letting the 's depend on the type t.) From the structure of the PMDSQ, we were able to formulate the second moment of the di erent cell types, and found that the average second moment as a function of m is It is interesting to observe that the equivalent additive noise channel of the ECD-PMDSQ is similar, in a sense, to the additive noise test channel of Ozarow 15] . Like the test channel, the two noises of the ECD-PMDSQ are negatively correlated, and it can be shown that, not only is each side error Q side i (X + Z) ? X ? Z), i = 1; 2, statistically independent of the source (Theorem 4.1), but they are jointly statistically independent of X. Finally, for a given d 1 , the variance of the side quantization error, and the \side" post lters that were found to be optimal for this encoding scheme, are identical to those in the test channel. Another interesting point to make is that replacing the central decoding rule 0 fQ ?1 0 (a ?1 m (i; j) ? Z)g of the scheme (Fig. 4) In other words, the redundancy of the ECD-PMDSQ over Ozarow's bound is at most two times the redundancy of a scalar quantizer. The results shown here apply for a Gaussian source at all resolutions and therefore this bound is not asymptotic. Figure 6 illustrates the performance of the ECD-PMDSQ for a Gaussian source in comparison to the optimum and to the TSDQ. The results are for m = (1; 2; 3; 4). Since for m = 0 the PMDSQ is simply two identical \side" quantizers, we chose to substitute it with a \staggered quantizer", i.e., a uniform scalar quantizer for the rst description, and the same quantizer o set by =2 for the second description. As in Section 3, to evaluate the ECD-PMDSQ for a non-Gaussian source, we use the \Shannon outer bound" derived in 23]. We begin by de ning , and that B is greater than 1. As a result, any encoding scheme must satisfy 
in terms of the PMDSQ. We limit the discussion to an even m. For 1 n 2m + 1, let A n = (1; 1 + m; 1 + 2m; ; 1 + (n ? 1)m) B n = (1; 2 + m; 3 + 2m; ; n + (n ? 1)m) and let U n denote a vector of n ones. We now wish to show the di erent types of \side" cells. Each type of \side" cell is a union of \central" cells. There are 2m types of \side" cells for each \side" quantizer. The types appear in a periodic manner, and a side cell of type t will reappear every 2m(2m + 1) \central" cells. We arbitrarily assume that cell type 1's rst component is central cell 1. We use a comma to denote concatenation of vectors and thus the 2m \side" cells are 
