Abstract Radio occultation (RO) is one of the most novel satellite approaches that can be used to study ionospheric electron densities, by combining the observations of global navigation satellite systems and low earth orbiting (LEO) satellites to determine ionospheric electron density profiles with high vertical resolutions. This study aims at developing a multi-dimensional model of the electron density derived from ionospheric GPS RO measurements by the FORMOSAT-3/COSMIC satellites. In order to develop a 4D local model for the electron density, a Slepian function was used to account for longitudinal and latitudinal variations, the B-spline was utilized for time variations and the Chapman profile function was used to express the height variations of the electron density, in this way the parameters of the Chapman function, namely the maximum electron density of the F2 layer (NmF2) and the corresponding F2 peak height (hmF2) were modeled. The coefficients of the two sets of the Slepian functions were estimated using the least-squares adjustment technique. In order to validate the accuracy of the proposed technique, two approaches are considered: (1) The estimated F2-peak values were compared with the IRI model and ionosonde stations values, (2) Comparing the modeled electron density profile against the one estimated using RO methods.
Introduction
The ionosphere, which is a layer of the ionised gas in the upper layers of the atmosphere around the Earth, plays a critical role in satellite communication, military communications and space science. The influence that the ionosphere has on communications systems can be quantified, provided that the distribution of the electron density within the ionosphere is known. Several methods and instruments exist, which can be used to determine the distribution of electron density that include: ionosondes (Schunk and Nagy 2009) , incoherent scatter radars (Kelley 2009 ) and ionospheric tomography based on the dual-frequency GPS signals (Garcia-Fernandez 2004) .
Radio occultation (RO), which is a new remote sensing technique to explore the atmosphere, was first used in NASA's planetary missions to probe the planetary atmosphere (Fjeldbo and Eshleman 1968) . In 1975, RO was applied to study the Earth's atmosphere using communications satellites (Feng 2010) . Then GPS satellites were considered as signal sources for the proof-of-concept RO missions. The GPS RO concept was successfully demonstrated for the first time by GPS/MET experiment in 1995 (Ware et al. 1996) . Since then, much useful occultation data has been collected by many other missions such as the ORSTED; the Stellenbosch University 6 Satellite (SUNSAT); the Challenging Mini-Satellite Payload (CHAMP); Satellite de Aplicaciones Cientificas-C (SAC-C) which have contributed to more than 400 daily occultations (Hajj et al. 2004) ; the Formosa Satellite-3 and Constellation Observing System for Meteorology, Ionosphere and Climate (FORMOSAT-3/COSMIC); and finally the recent Gravity Recovery and Climate Experiment (GRACE). The main advantages of the RO method are global coverage, high vertical resolution and all-weather capability combined with high accuracy, thereby paving the way for various applications in atmospheric/ionospheric research (e.g., Hajj et al. 2000; Ratnam et al. 2004; Wickert et al. 2004; Wang et al. 2004; Kuo et al. 2005) .
The GPS RO technique relies on accurate dual frequency phase measurements by a LEO satellite. An occultation occurs when a GPS global navigation satellite systems (GNSS) satellite rises or sets across the limb with respect to a LEO satellite. The GNSS signal is refracted on its way from the GNSS satellite to the receiver on the LEO satellite while passing the ionosphere. The refraction angle depends on the number of free electrons in the ionosphere. This property is used in the occultation method to determine the ionospheric electron densities (Liou et al. 2007 ). The most important advantage of RO in comparison with other methods, such as ionosonde stations and ground-based GNSS receivers is its high vertical resolution. Full details of the processing methods to derive the slant total electron content (STEC) between LEO and GPS satellites can be found in Skone (1998), Hajj et al. (2000) , Seeber (2003) and Schaer (1999) . The inversion methods to convert TEC into the vertical profiles of electron density which contain discrete electron density observations that structurally describe the electron density distribution along the measured points, have been described in COSMIC Data Analysis and Archival Center (CDAAC) (http://www.cosmic.ucar.edu) and Garcia-Fernandez (2004) .
Chapman profile function can be applied to describe the vertical structure of the electron density in the ionosphere and it is one of the best-known ionospheric electron density models, which has been successfully used in several applications for the planetary ionosphere modeling, developed by Sidney Chapman in 1931. The original Chapman layer was introduced in the 1960s by Rishbeth and Garriot (1969) for the modeling of the ionospheric electron density for a fixed atmospheric scale height. Reinisch et al. (2007) introduced a modification of the original a-Chapman layer with a continuously varying scale height to model the F2 topside electron density (The F2 layer is one of the ionospheric layer which is extending from 200 to 1000 km, with an electron density peak at around 300 km). Limberger et al. (2013) modeled the maximum electron density NmF2, peak height hmF2 and scale height HF2 of the F2 layer by employing a model approach to the regional applications realized by the combination of the endpoint-interpolating polynomial B splines with an adapted physics-motivated Chapman layer. In this research, the electron density was modeled by applying the multi-layer Chapman profile function for the bottom-side and top-side of the ionosphere and the plasmasphere model. For modeling of the spatio-temporal variations of the maximum electron density of the F2 layer (NmF2) and the corresponding F2 peak height (hmF2) in the Chapman function, three-dimensional base functions were defined as a tensor product of the spherical Slepian function for the longitude and latitude and the polynomial B-spline function for time. In this case, the coefficients of the two sets of the Slepian functions are unknown.
Methodology
In this paper the multi-layer Chapman profile function (a-Chapman function and bChapman function , Chiu 1975; Anderson 1987; Ezquer et al. 1996 ) and the plasmasphere model proposed by Jakowski (2005) was considered to represent electron density at height h:
Plasmasphere basis density
The electron density at any point depends on the four unknown parameters in Eq. (1): the F2-layer maximum electron density NmF2, its corresponding height hmF2, the plasmasphere basis density N P0 , and the plasmasphere scale height H p . In Eq.
(1) the bottom-side and topside ionosphere scale height H is assumed to be dependent only on the hmF2 and is given by (Feltens 1998) :
where hmF2 is in km. In this research the plasmaspheric parameters are assumed to be known. In accordance with Jakowski (2005) the value for the plasma scale height H p is fixed at 10 4 km, and the plasmasphere basis density N P0 is set equal to the electron density of the highest topside ionosphere, i.e. electron density at the height of 1000 km. In the presented formulation, the plasmasphere term is simply accounting for a smooth transition of the F2 layer into the plasmasphere (Limberger et al. 2013) . With this assumption, the unknown parameters will be restricted to NmF2 and hmF2 which can be modeled in terms of tensor product of the spherical slepian function for the longitude and latitude and the polynomial B-spline function for time. Therefore, the new unknown parameters will be the coefficients of the B-spline and the spherical Slepian functions.
One approach to electron density modeling is based upon the spherical harmonic expansions, which are known as global base-functions. Moreover, their efficient application involves the regularly distributed global data. On the other hand, to explain the slight variations in the ionosphere, the increasing of the order and degree of the spherical harmonics is essential. This decreases the computational efficiency, particularly for the real-time applications because of the large size of the observation equations in the computation process. The bias introduced through the data cut-off at the boundaries (the Gibbs phenomenon) is another drawback to the regional modeling of ionosphere using the global support functions (Mautz et al. 2005; Schmidt 2007) .
The so-called spatiospectral concentration problem is to determine an orthogonal family of the strictly bandlimited functions optimally concentrated within a closed region of the sphere or to determine an orthogonal family of the strictly spacelimited functions optimally concentrated in the spherical harmonic domain (Simons et al. 2006) . The resulting Slepian basis function can be applied efficiently to represent and analyze the regional signals. With the spherical Slepian functions (Wieczorek and Simons 2005; Simons et al. 2006) , the tradeoff between spectral and spatial concentrations on the surface of the unit sphere is optimized by constructing a particular linear combination of the spherical harmonics, and the global signals can be decomposed effectively into the regional models which best approximate the field and separate it over the areas of interest, and whose sphericalharmonic spectrum can be studied robustly.
Spherical Slepian function
For each point r on a unit sphere X the real spherical harmonics Y lm (r) of degree l and order m with colatitude h and longitude k are defined as:
where
P lm ðcos hÞ ð 5Þ
and P lm (l) is an associated Legendre polynomial. These spherical functions form a set of the orthonormal basis for square-integrable and real-valued functions on the unit sphere. In other words, every square-integrable function can be described as a unique linear combination of the spherical harmonics expansion (Wieczorek 2007) :
where f lm is the expansion coefficient obtained as:
In order to localize the spherical harmonic functions into a region of interest R (target region), the optimization of a local energy criterion (Eq. 10) can be utilized. This will give a new set of functions in the sense of Slepian (1983) . They are band-limited to a maximum spherical harmonic degree L and, at the same time, are spatially concentrated inside a target region. In other words, the Slepian basis set is merely a unitary linear transformation of the spherical-harmonic basis, but it is the spatial region of interest, built into their construction via quadratic maximization, that leads to their efficiency for the modeling of the regional signals (Beggan et al. 2013) . The spherical Slepian function can be presented as a band-limited spherical harmonic expansion:
with:
Which is obtained by maximizing the energy concentration:
where 0 k 1. The maximization of this concentration criterion can be achieved in the spectral domain by solving an eigenvalue problem (Simons et al. 2006) :
where the elements of (
are given by
And g is the (L ? 1) 2 dimensional vector that represents a Slepian eigenfunction expressed in the spherical harmonics, i.e.:
when the signal g(r) is local, it can be approximated using the Slepian expansion truncated at the Shannon number N (Percival and Walden 1993) :
where A is the area of the region as a fraction of the full sphere. The data can be approximated, yet with very good reconstruction properties within the region by (Simons 2010) :
where g n ðrÞ and d n are the spherical Slepian function and unknown coefficient, respectively. To model the unknown parameters by means of the Slepian function, the following equations can be written (Sharifi and Farzaneh 2013) : x n g n ðu; kÞ % X N n ¼ 1
x n g n ðu; kÞ ð17Þ
where Y lm ðu; kÞ, g n ðu; kÞ and x(x 0 ) are the spherical harmonic, Slepian function and the unknown coefficient. The Eqs. (17) and (18) can be written as:
In which a i ¼ aðu i ; k i Þ = g n ðu i ; k i Þ is the design matrix containing the Slepian functions,
2 h i are the unknown coefficients.
For the time dependent modeling, the unknown parameters have to be represented as a function of longitude, latitude and time by means of the Slepian function. Now for the sake of brevity the equations are obtained only for N m and the same procedure is repeated for h m . Equation (17) is rewritten and obtained as follows:
For q = 1…Q with x(t q ) = x q . If Eq. (21) is written for i = 1…l, then:
where R q is the measurement error and A is the coefficient matrix defined as A ¼ a 1 ; a 2 ; . . .; a l ½ T : Since the time dependency is propagated into the series of coefficients x n ðt q Þ (the components of the vector X q ), the polynomial B-Spline expansion has been introduced as follows:
where U j k ðtÞ is the one-dimensional normalized quadratic B-Spline scaling function of the level j and shift k (Stollnitz et al. 1995a (Stollnitz et al. , 1995b Lyche and Schumaker 2000) and C 0k j is the unknown series coefficients (Schmidt 2007). By defining Tðt q Þ ¼ x n ðt q Þ and C 0k j ¼ x j n;k the following equation is obtained:
where x n ðt q Þ is the time-dependent unknown coefficient in Eq. (17). By writing Eq. (22) in the matrix form, the equation below is obtained:
where the (L ? 1) 2 9 K j matrix X is defined as: 
The K j 9 1 vector U q ¼ Uðt q Þ is:
Since the variable t in the scaling function U k j ðtÞ takes values at the unit interval [0, 1], the variable t is transformed into this interval using: 
In which Y = [y 1 ,y 2 ,…y Q ] is the l 9 Q observation matrix, R = [r 1 ,r 2 ,…,r Q ] is the observation error matrix, and U = [u 1 ; u 2 ; . . .; u Q is the K j 9 Q B-Spline scaling function matrix. For the determination of the Slepian coefficients a least-squares approach is established. The observation equation given by Eq. (1) is nonlinear. To facilitate the solution, a first-order Taylor series approximation can be used to create a set of linear equations:
In this case the correction dx to the approximate value x 0 is obtained, where x 0 denotes the vector of initial value of the variable.
In Eq. (30) r indicates observation noise, l is the n 9 1 vector that contains the observation, and matrix B contains partial derivatives of the observation equation with respect to the unknown parameters. The partial derivatives in matrix B are evaluated for each of the series of n observation using the latest estimates x 0 of the parameters x. Table 1 indicate the linearization of the observation equation, and K is the reduced observation vector l, which contains the differences between observed and computed initial electron densities. Since the data distribution of electron density profiles is rather sparse, some constraints should be applied or the data gaps need to be bridged by priori information from a background model to avoid obtaining unrealistic large residuals. In this study the initial values x 0 for the series coefficients have been derived from IRI-2012 model (bilitza et al. 2011 ) and the data source for the prior information has been obtained from South Africa's bottomside ionosphere model (McKinnell and Poole 2004) .
Results and discussion
The FORMOSAT-3/COSMIC constellation of 6 satellites was launched on 15 April, 2006. Their initial orbits were at an altitude of 500 km, but they were gradually raised to an altitude of 800 km. A separation between the satellites is 30°, with an orbital period of 100 min (Liou et al. 2007 ). More than 3 million ionospheric profiles have hitherto been provided by the COSMIC working group. In this study, the second level data provided by CDACC-''ionprf'' files containing information about ionospheric electron densities from http://www.cosmic.ucar.edu with a reported accuracy of 0.1-1 9 10 11 (''COSMIC Program Office Website'' 2013) was used. South Africa, located between the geographical latitudes of -12°and -37°, and geographical longitudes of 10°and 40°East was selected as our study region. To demonstrate the performance of the proposed technique, the model is validated under different ionospheric conditions, different locations (in different latitude and longitude) and different season. By this evaluation we consider (a) Solar cycle, (b) Seasonal, (c) Diurnal and (d) Latitude dependent variations. To conduct the analysis, certain times were picked. This time interval is selected intentionally in order to model the electron density which is strongly influenced by mentioned variations. Figures 1 and 2 show the footprints of F/C occultation measurements (blue crosses) and geomagnetic conditions for 20-22 August 2008 (Solar minimum ionospheric condition), 28-30 June 2009 (Solar moderate ionospheric condition), 21-23 November 2009 (Solar minimum ionospheric condition) and 05-07 August 2011 (Solar maximum ionospheric condition), respectively. As a result of the spherical symmetry assumption in the Abel transform which is used in the retrieval of the COSMIC ionospheric profiles and the existence of the horizontal gradients of the electron density, the profiles are not realistic at low altitudes (Hajj et al. 2000) . Furthermore, from the investigation of the data, it was found that some measurements at high altitudes (more than 500 km) are also unreliable. Since most electron densities are concentrated between 150 and 500 km altitudes, the electron densities for the low altitudes (\150 km) and high altitudes ([500 km) are ignored. Before proceeding to the electron density modeling, it is necessary to perform some quality control tests on the individual ionospheric electron density profiles, and to remove bad profiles. For this purpose, each profile was fitted to a two-layer Chapman function described in Lei et al. (2007) using the least-squares method. (i.e. A least-squares fitting of the RO electron density profile at the F2 layer to a two-layer Chapman function is performed). This brings The partial derivative with respect to x 0j n;k oN ox
in the best match with RO electron density profiles at F2 region. Furthermore, in order to quantitatively assess the effect of ionospheric plasma irregularities on the height variation of the electron density, Yang et al. (2009) , define mean deviation of the electron density profile as follows:
where N, n i and n i are the total data points in a profile, the measured electron densities at the i-th height and the mean electron densities at the i-th height by taking 9-point running average of the measured electron density profile, respectively. In this study the profiles in which the obtained mean deviations were greater than 1.5, considered as unsuitable electron density profiles. 
where x i represents the ionosonde-hmF2/NmF2 values, the x 0 represent the Model-hmF2/ NmF2 values or the IRI-2012-hmF2/NmF2 values, and n represents the sample size. Considering the 15 min time interval related to the ionosonde stations observations, the sample size is 96. It is noteworthy that in Table 3 due to lack of the Madimbo and Louisvale observations, the validation has been performed at the remaining stations. The results show a better correlation between the model values and the ionosonde values than the correlation between the IRI-2012 and the ionosonde. Second, the model estimated by RO observations was evaluated by the four specified profiles in Fig. 1 , which did not participate in modeling. Many authors have investigated the accuracy of electron density profile derived from RO measurements: Yue et al. (2013) reported an accuracy of 0.5 9 10 11 el/m3, Jakowski et al., (2005) reported a systematic positive bias in the order of less than 0.8 9 10 11 el/m3 and a standard deviation of 1.3 9 10 11 el/m3. In this research, the accuracy of 1 9 10 11 el/m3 reported by COSMIC Program Office Website is used as a reference of the accuracy measure of the RO retrieved electron density profiles. (±1 9 10 11 el/m3) of the RO electron density profile, the figure depicts the residuals are within the range of RO accuracy.
Conclusion
Precise ionosphere modeling is crucial and remains as a challenge for GPS positioning and navigation, as well as many other Earth observation systems. The GPS RO techniques (RO) are effective tools to study the layered ionospheric structures. In this study, the spherical Slepian function, which has not, thus far, been applied to the local modeling of the electron density in the literature, was performed for the real sets of data obtained from the FORMOSAT-3/COSMIC satellites across the South Africa. In this research, in order to model the electron density in longitude, latitude and time, the three-dimensional base functions were defined as a tensor product of the spherical Slepian function for the longitude and latitude and the polynomial B-spline function for time. For height dependency, the Chapman profile function was used to express the height variations of the electron density. To model the parameters of the Chapman profile function locally, the two sets of spherical Slepian functions were implemented. After obtaining the unknown coefficients of the spherical Slepian functions, the F2 maximum electron density and its corresponding height were obtained. The estimated F2-peak values are compared with the IRI model values, and those obtained from ionosonde at Grahamstown, Louisvale, Madimbo and Hermanus stations. In addition the estimated model was validated by some profiles, which did not participate in modeling. Validations show the ability of this model approach to yield reliable results.
