Abstract. In this paper, we consider a class of optimization problems with orthogonality constraints, the feasible region of which is called the Stiefel manifold. Our new framework combines a function value reduction step with a correction step. Different from the existing approaches, the function value reduction step of our algorithmic framework searches along the standard Euclidean descent directions instead of the vectors in the tangent space of the Stiefel manifold, and the correction step further reduces the function value and guarantees a symmetric dual variable at the same time. We construct two types of algorithms based on this new framework. The first type is based on gradient reduction including the gradient reflection (GR) and the gradient projection (GP) algorithms. The other one adopts a column-wise block coordinate descent (CBCD) scheme with a novel idea for solving the corresponding CBCD subproblem inexactly. We prove that both GR/GP with a fixed stepsize and CBCD belong to our algorithmic framework, and any clustering point of the iterates generated by the proposed framework is a first-order stationary point. Preliminary experiments illustrate that our new framework is of great potential.
1. Introduction. We consider numerical methods for solving the following matrix variable optimization problem with orthogonality constraints (ii) f (X) can be represented as h(X) + tr(G X), where G ∈ R n×p , and h(X) is orthogonal invariant, namely, h(XQ) = h(X) holds for any Q ∈ S p,p , and ∇h(X) = H(X)X, where H : R n×p −→ S n is a matrix function.
Here, S n refers to the set of n-by-n symmetric matrices. The feasible region of problem (1.1) can be consequently denoted as S n,p . In practice, the value of ρ is often not known and difficult to estimate. Fortunately, we can overcome this difficulty in computation as shown in Section 5.1.
Optimization problems of the above type with orthogonality constraints have many applications in scientific engineering computing and data science. More specifically, they play an important role in electronic structure calculation [45, 46, 44] , linear eigenvalue problems [6] , low-rank correlation matrix problems [15] , sparse principal component analysis [50, 8] , the orthogonal Procrustes problem [35, 11] , etc. For other applications, we refer the interested readers to references [10, 43, 18] . REMARK 1.2. If ρ = 0, the objective function f (X) reduces to a linear function tr(G X). In this case, the solution of (1.1) has the closed form X = −RQ , where RSQ is the reduced singular value decomposition 2 of G.
In this paper, this special situation will not be discussed.
Assumption 1.1 is sufficient for the global convergence of our algorithmic framework. In this paper, we will not investigate how to weaken this sufficient condition. Fortunately, many interesting problems satisfy this assumption.
Here are two simple examples. EXAMPLE 1.1.
f (X) := 1 2 tr(X AX) + tr(G X),
where A ∈ S n . In this case ∇f (X) = AX + G.
We notice that if the objective function defined in Example 1.1 takes G = 0, the corresponding optimization problem with orthogonality constraints (1.1) reduces to the Rayleigh-Ritz minimization which is exactly the optimization model for the eigenvalue problem. However, the problem with G = 0 is difficult to solve, even if A is positive definite.
Example 1.1 is a key subproblem in the trust region method for solving optimization problems with orthogonality constraints (see (4.5) in [46] ). Therefore, it is challenging and interesting to explore efficient solvers for this problem. where z = diag(XX ), q i : R n → R (i = 1, · · · , m) and A ∈ S n . In this case,
Diag(∇q i (z)) X.
This example often appears in electronic structure calculation [23] , which is one of the most important topics in materials science.
Overview of Existing Methods.
In general, it is difficult to find a global solution of problem (1.1) due to the nonconvexity. In fact, finding a stationary point or a feasible point is not an easy task because it can be numerically expensive to maintain the orthogonality for large p. There are some existing infeasible methods such as the splitting method [20] or the penalty method for large-scale eigenspace computation [42] . However, the former does not guarantee global convergence, and the latter only works for a very special case. Exploring practically useful infeasible methods for optimization problems with orthogonality constraints is beyond the discussion of this paper.
Recently, some algorithms have been developed for special cases of (1.1), such as electronic structure calculation [49, 41] , dominant eigenpair calculation [25, 26] , computing the coupling between matrices [12] . Usually, these approaches utilize the special structures of the problems and can hardly be extended to the generic optimization problems with orthogonality constraints.
The feasible region of problem (1.1), S n,p , is usually called the Stiefel manifold [37] . Various optimization methods designed for solving optimization problems restricted on matrix manifold can be applied to problem (1.1).
For instance, gradient based methods [27, 29, 1] , conjugate gradient methods [10, 2] , trust region methods [46] , Newton methods [10] , Quasi-Newton methods [34, 17, 16] , etc. The key principle of these methods is to find a feasible point with lower function value than that at the current iterate. In [10, 3] , the authors study the geometric structure of the Stiefel manifold from the optimization point of view, and bring up a new concept, which is called "retraction", to connect previously unrelated algorithms. A map R X : T X S n,p → S n,p is called a retraction if the following properties hold.
(1) R X (0 X ) = X, where 0 X is the origin of T X S n,p ;
d dt R X (tZ)| t=0 = Z for all Z ∈ T X S n,p , where T X S n,p := {Y ∈ R n×p | Y X + X Y = 0} is the tangent space of the Stiefel manifold S n,p at point X. The retraction R X maps a tangent vector into the manifold, so it defines an update rule to preserve the orthogonality.
There are two major classes of retractions for optimization problems with orthogonality constraints. The first one searches along the geodesic of a manifold to find a suitable trial point. Methods in this class are called geodesiclike retractions [10, 1, 3] . Calculating geodesics involves solving ordinary differential equations which often causes computational difficulties. The authors of [29] propose a quasi-geodesic updating formula based on the Cayley transformation whose main computation is to solve an n-by-n linear system. The methods in the other major class consist of two steps, line search in the tangent space and projection back to the Stiefel manifold. Thus, they are called projectionlike methods [27, 3, 4] . The orthogonal projection can be calculated by QR factorization or polar decomposition. The projection-like methods coincide with the geodesic-like methods, in the special case of p = 1. The above mentioned retraction based approaches, including both geodesic-like and projection-like methods, should work with a certain line search strategy, such as the Armijo inexact line search [30, 38] or a nonmonotonic line search strategy. The line search procedure is to guarantee the global convergence, but at the meantime, it induces additional function value evaluations.
Recently, Wen and Yin [43] proposed a feasible method for optimization with orthogonality constraints. In their work, an efficient way to calculate the Cayley transformation is introduced. In each iteration, it only requires to solve a 2p × 2p linear system instead of an n × n one. Combining a curvilinear search algorithm [13] with Barzilai-Borwein (BB) [5] nonmonotonic line search [48] , it achieves much lower computational cost than the other existing retraction based algorithms and is illustrated to have robust numerical performance in solving a bunch of optimization problems with orthogonality constraints. Later on, Jiang and Dai [18] significantly extended the idea of [43] , and found out that a large group of retraction based methods enjoy such a reducible iterative formulation. It can be proved that all the algorithms under their framework with BB nonmonotonic line search are globally convergent to a stationary point.
In order to clarify the difference among the aforementioned retraction based algorithms, we demonstrate their It is worth mentioning that the retraction based algorithms highly depend on the geometry of the Stiefel manifold and hence have very low compatibility with additional constraints such as nonnegative constraints or linear inequality constraints. 
Contributions.
In this paper, we revisit the first-order optimality condition of problem (1.1), and find that it is of the following form,
For convenience, we call the three equalities of (1.2) sub-stationarity 3 , symmetry and feasibility, respectively. Based on the first-order optimality condition, we propose a new algorithmic framework consisting of two main steps.
The first step is function value reduction. Namely, we find a feasible point which reduces the objective function value to a certain amount in proportion to the norm square of projected gradient. We then propose two types of algorithms which can achieve such a requirement. Gradient reflection (GR) and gradient projection (GP) are the representatives of the first type of algorithms, which uses different strategies to pull a gradient descent point back to the Stiefel manifold. The second type of algorithms employs a column-wise block coordinate descent (CBCD) iteration. A novel idea of solving the corresponding subproblem efficiently is proposed.
The second step is to find a feasible point satisfying the symmetry property. This correction step, whose main calculation is a p × p singular value decomposition, is highly dependent on Assumption 1.1. The correction step can be viewed as a rotation of the trial point obtained in the first step. In the special cases when p = 1 or G = 0, the symmetry of (1.2) always holds and hence this step can be waived.
It is worth mentioning that GR and GP iterations belong to particular retractions if the correction step is not necessary, but either CBCD or GR/GP with correction step is not a retraction-based iteration. According to the construction way, the proposed algorithmic framework is expected to be compatible with additional non-manifold constraints. Our framework exposes the essential mechanism of the gradient methods for optimization problems with orthogonality constraints, with which the global convergence of gradient based algorithms with fixed stepsizes can be established. Moreover, the numerical experiments for solving a class of generic quadratic minimization problems and the instances arising from electronic structure calculations show that our new algorithmic framework performs robustly and more efficiently than the existing algorithms.
Finally, the global convergence of CBCD is of great potential itself, as this is the first convergence result for the BCD method for nonconvex optimization problems with coupled constraints.
1.3. Organization. The rest of this paper is organized as follows. In Section 2, we study the first-order optimality condition of problem (1.1), and provide a new first-order framework. The main step of our new framework is only required to meet a condition for sufficient function value reduction. We then develop two types of algorithms, in Section 3 Here, sub-stationarity stands for the stationarity of the gradient of the objective function in the null space of X . 4 3, to achieve this requirement and form three concrete algorithms under the scheme of the new framework, namely, GR, GP and CBCD, respectively. Global convergence of our new algorithmic framework is established in Section 4. In Section 5, we demonstrate the efficiency of our algorithmic framework in solving a class of general quadratic minimization problems and the energy minimization problem arising from the electronic structure calculations. We show the great potential of our proposed approach in solving large-scale problems. Finally, conclusion remarks are given in the last section. denotes the matrix X with its i-th column removed, i.e., Xī = [X 1 , . . . , X i−1 , X i+1 , . . . , X p ]. We use X i,v ∈ R n×p to denote X with its i-th column replaced by a given vector v, i.e.,
is the center and r is the radius. qr (X) is the Q matrix of the reduced QR decomposition 4 of X. P Sn,p (X) denotes the projection 5 of X to the Stiefel manifold S n,p . Finally, rand(n, p) and randn(n, p) represent n × p randomly generated matrices under i. 
holds for any Y ∈ T X S n,p , we call X a first-order stationary point of (1.1). The set containing all the first-order stationary points is denoted as Ω F ON .
Since condition (2.1) cannot be verified numerically, we show the following equivalent result. LEMMA 2.2. A point X is a first-order stationary point if and only if equalities (1.2) hold.
Proof. We notice that any Y ∈ T X S n,p can be uniquely decomposed as Y = XS + K
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, where S ∈ R p×p is a skew matrix (i.e., S + S = 0) and K ∈ R n×p satisfies K X = 0, which is equivalent to K = (I n − XX )K.
Likewise, any matrix of the form XS + K lies in T X S n,p .
Since S and K are arbitrary, condition (2.1) is equivalent to the following relationships
By using (2.2) and the skew symmetry of Q − Q, where Q := X ∇f (X), we obtain
It then follows from (2.4) that
This implies Q = Q . On the other hand, if X ∇f (X) is symmetric, the equality tr(S X ∇f (X)) = 0 holds for any skew symmetric matrix S. Hence, (2.2) is equivalent to the symmetry of X ∇f (X).
Following from the property K = (I n −XX )K and the arbitrariness of K, we can easily obtain the equivalence between (2.3) and (I n − XX )∇f (X) = 0. This completes the proof. REMARK 2.3. It is very easy to check that our first-order optimality condition (1.2) in the Euclidean space is exactly the same as the one in the tangent space
which is stated in [43] . Moreover, it actually holds that
Correction
Step and Algorithm Framework. We notice that there are three properties, sub-stationarity, symmetry and feasibility in our first-order optimality condition (1.2) of problem (1.1). Motivated by the relationship (2.5), to make the gradient in the tangent space equal to zero, we can adopt the following procedure of two steps. From the current iterate, we first find a trial point which reduces the function value in proportion to the norm square of the projected gradient. Based on this trial point, we then find the next iterate which makes the symmetry property hold without increasing the function value. Then we repeat the procedure till converging. In these two steps, the feasibility holds all the time. The details of these two steps are described in the following.
Suppose the current iteration point is X k . In the first step, we find an intermediate pointX ∈ S n,p , which satisfies sufficient function value reduction, i.e.,
where C 1 > 0 is a positive constant. The right hand side of (2.6) measures the square of the Frobenius norm of the projected gradient at X k in the Euclidean space.
Although the intermediate pointX ∈ S n,p satisfies (2.6), it does not satisfy the symmetry property in (1.2). In the second part, we consider to construct a correction step which makes the symmetry property hold without increasing the function value. 6 Resulting from Assumption 1.1, it holds that
The termX H(X)X is symmetric. Hence, the next iterate X k+1 can takeX, ifX G is symmetric. Otherwise, it suffices to find a point X k+1 satisfying the symmetry property
. To achieve this, we use the rotation correction, namely, X k+1 = −XU T , where U and T come from the singular value decomposition (SVD) of a p × p matrix
The motivation of this correction step is to find a p × p orthogonal matrix Q * which minimizes f (XQ * ), and then set
. By recalling Assumption 1.1, we obtain Q * = −U T , which is the global minimizer of
Therefore, we set the next iterate as
We can then establish the following properties of such correction step X k+1 . LEMMA 2.4. SupposeX ∈ S n,p . Let {X k+1 } be calculated by (2.9), where U and T are determined by (2.8). Then, it holds that X k+1 ∈ S n,p and X k+1 ∇f (X k+1 ) is symmetric. Furthermore, we have
Proof. The orthogonality of X k+1 and the symmetry of X k+1 ∇f (X k+1 ) can be directly derived by formula (2.9). Next, we prove inequality (2.10). If θ = 0, which means ∇f (X) = H(X)X, then the symmetry ofX ∇f (X) implies (2.10) immediately. On the other hand, according to Assumption 1.1, we have
= tr(U ΛT + Λ) = tr(B + Λ), (2.12) where B = (ΛT U + U T Λ)/2.
On the other hand,
where the last equality uses the fact that
Moreover, we have
Here the third inequality uses the fact that
Combining (2.12)-(2.14), we complete the proof.
We can adopt
because the symmetry and the feasibility of (1.2) hold at each iteration. The complete framework can be described as the following. by (2.9);
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Set k := k + 1.
In Section 2, we propose a new algorithmic framework, however, how to find a pointX satisfying sufficient function value reduction (2.6) is still open. In this section, we introduce two types of algorithms to achieve Step 3 in Algorithm 1. The first type of algorithms is based on gradient descent in the Euclidean space which will be introduced in the first two subsections. The second type of algorithms adopts a column-wise coordinate descent idea, and it will be introduced in the third subsection. In the last subsection, we list the computational cost per iteration of some existing algorithms and our new proposed algorithms.
Gradient Type
Methods. An intuitive idea to reduce the function value in the Euclidean space is to take the gradient descent direction. Unfortunately, a trial point obtained by a gradient descent step from the current iterate may violate the orthogonal constraint. Therefore, in this section we discuss two concrete strategies to pull the trial point back to the Stiefel manifold. Each of them can be used in Step 3 in Algorithm 1.
Both strategies are based on the following observation.
Proof. For any Y ∈ B X,τ , we can derive
This completes the proof.
We illustrate the relationship among the feasible region, current iterate, gradient step and the auxiliary ball B X,τ in Figure 3 .1.
Gradient Type Method
An intuitive idea to reduce the function value in the Euclidean space is to take the gradient descent direction. Unfortunately, a gradient step must violate the orthogonal constraint. Therefore, in this section we discuss two strategies to pull the gradient step back to the Stiefel manifold. Both of the two strategies are based on the following observation.
Proof. For any Y ∈ B X , we can derive
We illustrate the relationship among the feasible region, current iterate, gradient step and the auxiliary ball B X by the following figure which shows the special case n = 2, p = 1. 
. This point can be actually calculated by the Householder transformation
SinceX GR is the reflection point, we call Algorithm 1 using (3.2) to getX :=X GR in Step 3 the Gradient Reflection (GR).
Next, we show the intermediate pointX GR defined in (3.2) is feasible and achieves sufficient function value reduction (2.6). 9 LEMMA 3.2. Let X k ∈ S n,p andX GR be defined by (3.2). Then it holds thatX GR ∈ S n,p and
where τ ∈ (0, ρ −1 ), ρ and θ are defined in Assumption 1.1 and equality (2.11), respectively. Proof. With a slight abuse of notation, we omit the superscript k and use X to denote X k in this proof.
First, by simple calculation, we haveX GRX GR = X −I n + 2V (V V )
Let RSQ be the reduced singular value decomposition of V . If S = 0, we have X = τ ∇f (X), which implies that (I n − XX )∇f (X) = 0, and inequality (3.3) holds immediately. Now we consider the case that S = 0. We
where λ + min and c(X) are defined in Section 1.4 and equality (2.15), respectively. Here, the second inequality uses the fact that all the entries of the j-th column of V Q are zero for any j satisfying S jj = 0 which is implied by the equality RS = V Q. The last inequality of (3.4) results from
Substituting inequality (3.4) into (3.1) in Lemma 3.1 with Y =X GR , we arrive at
which completes the proof.
Gradient Projection.
Another possible choice of a feasible trial point is to directly take the projection of
onto the Stiefel manifold, which can be calculated by,
We call Algorithm 1 using (3.7) to getX :=X GP in Step 3 the Gradient Projection (GP). We can similarly prove the feasibility ofX GP and show sufficient function value reduction can be achieved. LEMMA 3.3. Let X k ∈ S n,p andX GP be defined by (3.7). Then it holds thatX GP ∈ S n,p and
where τ ∈ (0, ρ −1 ), ρ and θ are defined in Assumption 1.1 and equality (2.11), respectively.
Proof. The first part of the argument can be derived in the same manner as Lemma 3.2. Here, we just focus on the proof of (3.8).
By using the singular value decomposition V = RSQ and the first two equalities of (3.4), we arrive at
Then, we can obtain (3.8) along the lines of the proof of inequality (3.6), and then complete the proof.
3.2. Column-wise Block Coordinate Descent Method. Another popular first-order method is block coordinate descent. For optimization problems with orthogonality constraints, a natural way to build up blocks is to partition the variables by the columns. On the other hand, the convergence of block coordinate descent with blocks coupled in nonconvex constraints cannot be guaranteed by existing results. Therefore, it is worthwhile studying the column-wise block coordinate descent (CBCD) for optimization problems with orthogonality constraints. In this subsection, we consider Algorithm 1 using CBCD in Step 3, discuss the way to solve the subproblem efficiently, and prove that such approach belongs to Algorithm 1.
Once we fix the values of p−1 columns of X and only leave the i-th column as variable, we arrive at the following subproblem,
where f i,X (x) := f (X i,x ), X i,x and Xī are defined in Subsection 1.4.
Suppose we can obtain the solution of the above subproblem or find a feasible point x + with sufficient function value reduction comparing with f i,X (X i ). Then we can use this feasible point to update our iterate column-wisely in a Gauss-Seidel manner. More specifically, if X is the current iterate, the trial pointX can be calculated by the following CBCD scheme.
REMARK 3.4. Algorithm 2 actually provides a cyclic column-wise block coordinate descent scheme, i.e. the columns are updated in a cyclic order. We can similarly implement the greedy order, stochastic order (sampling with replacement), or randomly permuted order (sampling without replacement) which often appear in classical block coordinate descent algorithms. However, as we will show in Section 5, these strategies will not help to improve the performance of the cyclic CBCD. Therefore, we omit the detailed descriptions and analysis of these strategies.
Before claiming that Algorithm 2 can findX in Step 3 of Algorithm 1, we need to answer two questions: can we cheaply calculate a solution or feasible point achieving sufficient function value reduction and asymptotic small stepsize safe guard (3.10)-(3.11)? Does Algorithm 2 provide a feasible point of problem (1.1) satisfying (2.6)? We answer these two questions in the following two subsections.
3.2.1. Solving the CBCD Subproblem. In this subsection, we discuss how to obtain a feasible trial point of subproblem (3.9) efficiently. We notice that the second constraint of (3.9) restricts the variable x lying in the null Algorithm 2: Column-wise Block Coordinate Descent
Solve the subproblem (3.9) with X replaced by W i−1
, and obtain feaible point x + satisfying the following sufficient function value reduction and asymptotic small stepsize safe guard
space of Xī. Hence, we can use the variable change x = (I n − XīX ī )x to reduce this constraint.
Firstly, the fact X ī x = 0 holds if and only if x = (I n − XīX ī )x. Hence, subproblem (3.9) is equivalent to the following problem
Furthermore, problem (3.12) is equivalent to a well-posed problem if it is restricted to the null space of Xī. More specifically, we have the following proposition. 
Proof. For any x ∈ D, it holds that x = (I n − XīX ī )x which implies the equivalence of problems (3.13) and (3.12) restricted to the subspace D. By using the equivalence between problems (3.12) and (3.9), we complete the proof. Proposition 3.5 tells us that we can calculate a feasible point of subproblem (3.9) with sufficient function value reduction through solving problem (3.13) if we can find a suitable subspace D.
We notice that both X i and ∇q i (X i ) = (I n − XīX ī )∇f i,X ((I n − XīX ī )X i ) lie in the null space of Xī. Therefore, any point in the subspace span {X i , ∇q i (X i )} satisfies the orthogonality. On the other word, span {X i , ∇q i (X i )} is a qualified choice of orthogonal subspace D in Proposition 3.5. Considering that subproblem (3.13) with D = span {X i , ∇q i (X i )} is a special case of the original optimization problem with orthogonality constraints (1.1) with n = 2 and p = 1, we recommend to use the GR step (3.2) or the GP step (3.7) introduced in Subsection 3.1 to calculate
It can be verified that the GR as well as the GP step satisfy sufficient function value reduction (3.10) and asymptotic small stepsize safe guard (3.11).
satisfies the constraints of (3.9) and conditions (3.10) and (3.11). 12 The proof of Lemma 3.6 directly follows from Lemmas 3.1, 3.2, 3.3 and the fact that I n − XX = (I n − X i X i )(I n − XīX ī ), and hence it is omitted here. REMARK 3.7. If f i,X is quadratic, subproblem (3.13) restricted to the subspace span {X i , ∇q i (X i )} is equivalent to finding the roots of a quartic equation, which can be calculated in a closed form. In this case, the global minimizer of subproblem (3.13) restricted to the subspace span {X i , ∇q i (X i )} can be an alternative option of x + .
Sufficient Function Value Reduction.
In this subsection, we show thatX calculated by Algorithm 2 is a feasible point of problem (1.1) and satisfies sufficient function value reduction (2.6).
LEMMA 3.8. Let X ∈ S n,p andX be calculated by Algorithm 2. Then it holds thatX ∈ S n,p and
Proof. The feasibility ofX directly follows from the cyclic Gauss-Seidel type update and the constraints of subproblem (3.9). Now, we prove the second part. First, we have
By using the Lipschitz continuity and the boundedness of gradient (3.5), we have
where the third last inequality uses the facts W i−1 i 
Summing up inequality (3.19) from i = 1 to p, and recalling (3.15), we arrive at
A byproduct of the proof of Lemma 3.8 is the following asymptotic small stepsize safe guard property of CBCD.
COROLLARY 3.9. Let X ∈ S n,p andX be calculated by Algorithm 2. Then it holds that
Proof. Using condition (3.11), the second last inequality of (3.17), and following along the same lines of inequalities (3.18) and (3.20), we can immediately obtain the desired result. to a fixed precision costs O(p 3 ) flops [40] . We assume ∇f (X) is already assembled and hence the computation of ∇f (X) is not counted in the computational cost per iteration. The other settings are similar to Table 1 of [18] . We illustrate the comparison result as follows.
Update schemes
Computational cost first τ subsequent τ geodesic-like algorithms
projection-like algorithms In Table 3 .1, the two columns "first τ " and "subsequent τ " refer to the computational cost for the first trial point, and for subsequent trial points, respectively. However, the additional function evaluations have not been counted yet.
For our GP, GR and CBCD, line search is waived, as GR and GP converge with a fixed stepsize and the subproblem of CBCD only needs to be solved inexactly by one iteration. Hence, our computational cost per iteration is much cheaper than the retraction based algorithms in general. Nevertheless, we have to point out that the computation time does not only depend on the flops count, but also an efficient use of the BLAS.
Moreover, CBCD-GR or CBCD-GP refer to the CBCD (using Algorithm 2 in the Step 3 of Algorithm 1) with GR or GP updating formula used once in Step 3 of Algorithm 2. We notice that the calculation of ∇f i,X ((I n −
)X i ) is waived because it is equal to ∇f i,X (X i ) which is implied by W i−1 i
.., p) are quadratic, and we solve the subproblem (3.13) restricted to the subspace span {X i , ∇q i (X i )} to global optimality in Algorithm 2, the corresponding computational cost is 12np 2 + 3np + O(p 3 ).
4. Convergence Analysis. In this section, we establish the global convergence of our new algorithmic framework, Algorithm 1. First, the function value convergence is shown.
LEMMA 4.1. Let {X k } be the iterate sequence generated by Algorithm 1 initiated from a point X 0 ∈ S n,p , then
Proof. According to the construction ofX in Step 3 of Algorithm 1 and Lemma 2.4, we obtain
Hence, {f (X k )} is monotonically decreasing. Since S n,p is a compact set, {f (X k )} is bounded below so that we can conclude that {f (X k )} converges.
Next, we show the iterate subsequence convergence. Recalling inequality (4.1) in the proof of Lemma 4.1 and the boundedness of {f (X k )}, we can conclude that 
where Ω F ON is defined in Definition 2.1.
Next, we show that the distance between X k and Ω f * F ON goes to zero. COROLLARY 4.3. Let {X k } be the sequence generated by Algorithm 1 initiated from a point X 0 ∈ S n,p , then it holds that
Proof. Since {f (X k )} is non-increasing, relationship (4.3) holds. Now, we assume statement (4.4) is not true. Then there exist δ > 0 and a subsequence of {X k }, denoted as {X kj } such that
Since {X kj } is bounded, there exists a convergent subsequence of {X kj } and any accumulation point shall also satisfy the first-order optimality condition, which contradicts (4.5). . However, to obtain a good estimation of ρ is often intractable, and ρ −1 can be very small, which leads to slow convergence. In practice, we can use an alternating Barzilai-Borwein stepsize (BB stepsize) introduced in [7] , which has been already adopted in the retraction based algorithm in [43] . 16 More specifically, the updating rule for τ can be described as follows
where
We call GR and GP with stepsize τ defined by (5.1) as GR-BB and GP-BB, respectively. In contrast, GR and GP with a fixed stepsize are called GR-F and GP-F, respectively.
CBCD will only be tested in solving quadratic problem (1.1). Therefore, in each inner iteration, the subproblem 
The corresponding CBCD are denoted as CBCD-C, CBCD-R1, CBCD-R2 and CBCD-G, respectively.
We have already shown that any iterate generated by any algorithm based on our new framework satisfies the symmetry and feasibility in (1.2). Hence, for the stopping criterion, we only need to check the projected gradient, ||(I n − XX )∇f (X)|| F . More specifically, the stopping criterion can be described as follows
where > 0 is a small number. The right-hand side of (5.2) is to match the scale of the initial projected gradient. On the other hand, convergence of first-order methods may slow down as the iterates approach a stationary point, so it is critical to detect the slowdown and stop properly. It is usually beneficial to have flexible stopping rules for identifying the situation that the algorithm gets trapped in a certain region. As suggested in [43] , we use the following rule based on the relative error in addition. , T = 5 and MaxIter = 3000.
Testing Problems.
In this subsection, we introduce two types of testing problems. 17 The first type of testing problems is based on Example 1.1. We consider the following quadratic minimization problems with orthogonality constraints,
where the matrices A ∈ R n×n and G ∈ R n×p are randomly generated by
where the matrices P = qr (rand(n, n) 1, 2, ..., p) , and matrices Λ ∈ R n×n and D ∈ R p×p are diagonal matrices with
where ω i ∈ [0, 1] (i = 1, 2, ..., n) are randomly generated numbers. Here, n × p is the variable size; β ≥ 1 is a parameter determining the decay of eigenvalues of A; ζ ≥ 1 is a parameter referring to the growth rate of column's norm of G. The parameter α > 0 represents the scale difference between the quadratic term and the linear term. When α is large, the linear term dominates the objective. The parameter ξ ∈ [0, 1] is to determine the definiteness of A. Once ξ = 1, matrix A is positive definite, while ξ = 0 means the negative definiteness of A. In contrast, unless specifically mentioned, the default setting of these parameters are n = 3000, p = 60, α = 1, β = 1.01, ζ = 1.2, ξ = 1. The initial point is chosen as
The second type of testing problems is a special case of Example 1.2. It is called Kohn-Sham total energy minimization which comes from electronic structure calculation [19] . The original Kohn-Sham equations are the Euler-Lagrange equations for the continuous total energy minimization problem. Under the planewave discretization scheme, the Kohn-Sham total energy can be transformed into a finite-dimensional approximation as follows,
where (X) := diag(XX ) denotes the charge density, and L is a finite-dimensional representation of the Laplacian operator in the planewave basis. The discretized local ionic potential can be represented by a diagonal matrix V ion .
And the matrix L †
which is the discrete form of the Hartree potential corresponds to the pseudo-inverse of L. The exchange correlation function xc is used to model the non-classical and quantum interaction between electrons. We aim to solve the following total energy minimization problem,
It is not difficult to verify that the gradient of the energy function is H(X)X, where H(X) = L/2 + V ion + Diag(L † (X)) + Diag(µ xc ( (X))) is the Kohn-Sham Hamiltonian and µ xc ( (X)) = d xc /d (X).
Default Settings of Our Algorithms.
In this subsection, we determine the default settings for our GR, GP and CBCD by numerical experiments. 18 We first compare the performance of GR-F and GP-F with different fixed stepsizes for choosing a proper value of the stepsize. The parameter p in the test is chosen as 0.1n, the parameter ζ is 1.01, and the other parameters taking their default values. We will compare four measurements: CPU time in seconds, total number of iterations, KKT violation and function value variance, which is defined in the following. Suppose f min is the smallest absolute function value of those obtained by all solvers in the comparison, then for f s the function value returned by solver s, the function value variance is defined as
where eps = 2.2204e-16 is the machine precision in Matlab. Here, we add eps to the relative variance of function value, which is the first part of (5. Figure 5 .1, we observe that τ = 1/3ρ and 1/ρ are the best choices for GR-F and GP-F, respectively, in this testing problem. Hence, we choose them as stepsizes in the comparison with GR-BB and GP-BB.
Next, we perform on a set of testing problems with ten randomly generated matrices with size n ranging from 500 to 5000, and the width of variable p is still 10%n. The parameter ζ is 1.01, and the other parameters take their default values. Numerical results of this test are illustrated in Figure 5 .2. From Figure 5 .2, we notice that GR-BB and GP-BB require much fewer number of iterations and less CPU time than GR-F and GP-F, and also achieve the same first-order stationary point with comparable KKT violation. Moreover, GR-BB outperforms GP-BB in terms of CPU time and iteration number in the most cases. Thus, we choose GR-BB to represent the gradient based class of algorithms in the following comparison. 19 We next compare the performance among CBCD variations corresponding to different updating orders. In this comparison, we run CBCD-C, CBCD-R1, CBCD-R2 and CBCD-RG to solve the testing problems with n ranging from 1000 to 6000, p = 2%n, and other parameters taking their default values. The numerical results are presented in We can learn from Figure 5 .4 that MOptQR-BB outperforms the other two methods in the testing problems, and hence we will choose MOptQR-BB to be the other solver to compare with our algorithms. By abuse of notation, we use MOptQR to denote MOptQR-BB hereinafter.
In the following experiments, we only compare the performance among GR-BB, CBCD-C, OptM and MOptQR.
We will set the same stopping criteria as introduced in Subsection 5.1, and the tolerance takes its default value. We design six groups of testing problems, in each of which there is only one parameter varying with all the others fixed.
More specifically, we describe the varying parameters of each group as follows
• Number of rows of the variable, n = 1000j, for j = 1, 2, 3, 4, 5, 6;
• Number of columns of the variable, p = 20j, for j = 1, 2, 3, 4, 5, 6;
• Decay of the eigenvalues of A, β = 1.01 + 0.03j, for j = 0, 1, 2, 3, 4, 5, 6, 7, 8;
• Difference between column norms of G, ζ = 1.01 + 0.03j, for j = 0, 1, 2, 3, 4, 5, 6, 7, 8;
• . Moreover, GR-BB and CBCD-C usually have lower KKT violation than the other two in most experiments. Among the four algorithms, CBCD-C has the lowest iteration number in all the tests, while GR-BB has the least CPU time. Except for very extreme cases, CBCD-C performs the second best in terms of CPU-time.
Finally, we select all the testing problems with options in bold in the above description, and put them into a performance profile experiment [9] . There are altogether 6 × 6 × 3 × 3 × 3 × 3 = 2916 randomly generated problems.
The performance profile can eliminate the influence of a small number of difficult problems and the sensitivity of 21 If solver s fails to solve problem m, the ratio r m,s will be set to infinity or some sufficiently large number. Finally, the overall performance of solver s is defined by π s (ω) := number of problems where r m,s ≤ ω total number of problems .
It means the percentage of testing problems that can be solved in ω min s t m,s seconds (or iterations). Of course, the closer π s is to 1, the better performance solver s has. The performance profile results with respect to CPU time and iteration number are given in Figure 5 .11.
We observe that GR-BB performs best and CBCD-C performs the second best among all four algorithms in solving these 2916 testing problems in CPU time, and meanwhile CBCD-C requires the least iteration number. In addition, we also provide the average KKT violation and feasibility over these 2916 random problems in 
Global Property of CBCD.
An interesting observation of all the experiments introduced above is that all solvers reach the same function value when they converge from a randomly generated initial guess, although our problem (1.1) is nonconvex. Therefore we design a new experiment as the following. We construct the following 2) ), for i = I, II, III It can be observed from the above tables that the four algorithms are not necessarily convergent to same stationary points. In our tests, CBCD-C can always find the global minimizer. We are not sure whether it is a coincidence or CBCD-C has the nice property of converging to a global minimizer with great probability. The random initialization does increase chance to find a global minimizer for the other three algorithms.
5.6. Kohn-Sham Total Energy Minimization. In the end of this section, we compare GR-BB with the stateof-the-art solvers in solving Kohn-Sham total energy minimization. Our test is based on the best MATLAB platform, 24 to the best of our knowledge, for electronic structure calculation, KSSOLV [44] . KSSOLV has a friendly interface and allows researchers to investigate their own algorithms easily for different steps in electronic structure calculation.
Currently, the most widely used algorithm for (5.11) is the self-consistent field (SCF) iteration, which is provided in KSSOLV. This is an iterative method for solving the nonlinear eigenvalue problem (KKT system of (5.11) briefly).
Other methods focusing on discretized Kohn-Sham total energy minimization including direct constrained minimization [45] and its improved version, trust-region direct constrained minimization (TRDCM) [46] are also integrated in KSSOLV. TRDCM combines the trust-region and the subspace strategies to this special optimization problem with orthogonality constraints, and its trust-region subproblems restricted to a subspace are solved by SCF. GR-BB and MOptQR are selected in this comparison as general solvers for optimization problems with orthogonality constraints.
We select 18 testing problems with respect to different molecules, which are assembled in KSSOLV. We run methods SCF and TRDCM with = 10 −5 , MaxIter = 200, and other parameters taking their default values, while GR-BB and MOptQR improve their stopping criteria with = 10 −5 , x = 10 −9 , f = 10 −13 , MaxIter = 1000 to get a comparable solution with other methods. It is worth mentioning that here the symmetry of (1.2) is already achieved, since the total energy function is homogeneous and hence without a linear term. The stopping rule is set as (I n − XX )H(X)X F < . For all of the testing algorithms, we set the same initial guess X 0 by using the function 'getX0', which is provided by KSSOLV. The numerical results are illustrated in Tables 5.6 and 5.7.
Here, "E tot ", "KKT violation", "Iteration" and "CPU time(s)" represent the total energy function value, the value of (I n − XX )H(X)X F , the number of iteration and the total running time in second, respectively. From the tables, we observe that GR-BB outperforms the other algorithms, even the heuristic ones, in most cases, and it obtains a comparable total energy function value and a lower KKT violation. In particular, in the large size problem "ctube661", GR-BB achieves the same total energy function value and same magnitude KKT violation, but requires much less CPU time than the others.
6. Conclusion. In this paper, we propose a new first-order algorithmic framework, Algorithm 1, for optimization problems with orthogonality constraints (1.1). This algorithmic framework consists of two steps. In the first step, we choose a function value reduction approach to reduce the function value and keep the feasibility at the same time, and hence the calculation related to the tangent space of the Stiefel manifold can be waived. Secondly, a correction step is employed to guarantee that any accumulation point of the iterates is a first-order stationary point. Moreover, for some special cases, the correction step can be waived. We introduce two classes of approaches. The difference of them is in the first step. We first put forward a gradient based scheme, whose global convergence can be guaranteed by a fixed stepsize and hence line search is no longer needed. We recommend two particular algorithms, GR and GP, from this class. The second class of algorithms is called CBCD, in which the column-wise block coordinate update is conducted in a Gauss-Seidel manner. We also propose novel ideas to solve the column-wise subproblem efficiently and guarantee the global convergence. Preliminary experiments on two large classes of testing problems including Kohn-Sham total energy minimization arising from electronic structure calculation illustrate that our new algorithms have great potential.
However, how to design second-order methods to further enhance the performance and obtain local minimizers is still under investigation. Global optimality under some random assumptions is an attractive topic for future work. How to design Jacobian type column-wise block coordinate descent methods is very important for the parallelization, as low scalability is an inevitable bottleneck of existing approaches for solving optimization problems with orthogonality constraints. 
