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LetD(G) = (di,j)n×n denote the distancematrix of a connected graph Gwith order n, where
dij is equal to the distance between vertices vi and vj in G. The value Di =nj=1 dij (i = 1,
2, · · · , n) is called the distance degree of vertex vi. Denote by ϱ(G), ϱn(G) the largest
eigenvalue and the smallest eigenvalue of D(G) respectively. The distance spectral spread
of a graph G is defined to be SD(G) = ϱ(G) − ϱn(G). In this paper, some lower bounds on
SD(G) are given in terms of distance degrees, the largest vertex degree and clique number;
the spreads ofKn,K⌊ n2 ⌋,⌈ n2 ⌉,Kn−α∇αK1,K1,n−1 are proved to be the least among all connected
graphs with n vertices, all bipartite graphs with n vertices, all the graphs with both n
vertices and independent number α, all trees with n vertices respectively.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The distance matrix of a graph is very useful in different fields including the design of a communication network, graph
embedding theory as well as molecular stability. In [1] Balaban et al. proposed the use of distance spectral radius as a
molecular descriptor. And in [4], it was successfully used to infer the extent of branching andmodel boiling points of alkane.
The problem concerning the distance spectrum of a graph is of great interest and it has been studied extensively recently
(see [6,7,14,10,13,15,16], etc.).
Throughout this article, we assume that G is a simple, connected and undirected graph of order n, that is, with n vertices.
Suppose the vertices of G are indexed by v1, v2, . . . , vn. The distance between vertices vi and vj of G, denoted by dist(vi, vj),
is defined to be the length (i.e. the number of edges) of the shortest path from vi to vj. The distance matrix of G, denoted by
D(G), is the n×nmatrix with its (i, j)-entry equal to dist(vi, vj), i, j = 1, 2, . . . , n. Note that dist(vi, vi) = 0, i = 1, 2, . . . , n.
The value Di = nj=1 dij (i = 1, 2, . . . , n) is called the distance degree of vertex vi. The largest eigenvalue of D(G) is called
the distance spectral radius of G, and is denoted by ϱ. We denote by ϱn(G) the least eigenvalue of D(G). The distance spectral
spread of a graph G is defined to be SD(G) = ϱ(G)− ϱn(G).
We now introduce some other notations. In a graph, if vertex u is adjacent to v, we denote by u ∼ v. We denote by N(v),
deg(v) the neighbor set and the degree of vertex v respectively. For two vertex-disjoint graphs G1,G2, the join of the two
graphs, denoted by G1 ∇ G2, is a graph obtained from the disjoint union G1+ G2 by adding edges between each vertex of G1
and each of G2. We denote by Kn a complete graph of order n, and denote by Ks,t a complete bipartite graph with one part
s vertices and the other part t vertices. For a graph G, we denote by ω(G), α(G) the clique number and the independence
number respectively.
From [8,12], we know that the spread of a matrix is a very interesting topic. As a result, the spread of some matrix of a
graph becomes an interesting topic in algebraic graph theory. In [3], Gregory et al. considered the (adjacency) spread of the
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spectrum of a graph. In [9], Liu and Liu considered the signless Laplacian spread of a graph. Motivated by these, we consider
the distance spread of a graph. The purpose of the present paper is to consider the bounds of SD(G) and to characterize the
extremal graphs with the upper or lower bounds. Section 1 introduces the basic ideas and their supports; Section 2 gives
some bounds on SD(G) in terms of the largest vertex degree, distance degree and the clique number; Section 3 proves that
the spreads of Kn, K⌊ n2 ⌋,⌈ n2 ⌉, Kn−α ∇ αK1, K1,n−1 are the least among all connected graphs with n vertices, all bipartite graphs
with n vertices, all the graphs with both n vertices and independent number α, all trees with n vertices respectively.
2. Bounds on SD
Definition 2.1. Let G be a simple connected graph with n vertices, v ∈ V (G). tv =

vi∼v Di
dv
is called the average distance
degree of v.
Lemma 2.2 ([14]). The distance spectrum of the complete bipartite graph Km,n consists of simple eigenvalues m + n − 2 ±√
m2 −mn+ n2 and an eigenvalue−2 with multiplicity m+ n− 2.
Consider two sequences of real numbers: λ1 ≥ λ2 ≥ · · · ≥ λn, and µ1 ≥ µ2 ≥ · · · ≥ µm with m < n. The second
sequence is said to interlace the first one whenever λi ≥ µi ≥ λn−m+i for i = 1, 2, . . . ,m. The interlacing is called tight if
there exists an integer k ∈ [1,m] such that λi = µi hold for 1 ≤ i ≤ k and λn−m+i = µi hold for k+ 1 ≤ i ≤ m.
Given an n by n real symmetric matrix An×n and an ordered partition (X1, . . . , Xm) of the ordered set {1, 2, . . . , n}, An×n
can be presented as a partitioned matrix:
An×n =
A11 · · · A1m
· · · · · · · · ·
Am1 · · · Amm

,
where Aij has Xi as the set of its row numbers and Xj as the set of its column numbers. We use B hereafter to denote the
quotient matrix of the partitioned real symmetric matrix An×n, which is defined to be them bymmatrix whose entries are
the average row sums of the blocks Aij; that is, the (i, j)-entry of B is obtained by dividing the sum of all row sums of Aij by
|Xi|, where 1 ≤ i, j ≤ m.
Lemma 2.3 ([5]). Suppose B is the quotient matrix of a symmetric partitioned real symmetric matrix A. Then, the eigenvalues of
B interlace the eigenvalues of A.
Theorem 2.4. Let G be a simple connected bipartite graph with n vertices, and let S =ni=1 Di. Denote by∆ the largest vertex
degree in G. Suppose deg(v1) = deg(v2) = · · · deg(vk) = ∆. Then
(i) if ∆ ≤ n− 2, then SD(G) ≥ max1≤i≤k{

φ2i,1−4φi,2(∆+1)(n−∆−1)
(∆+1)(n−∆−1) }, where φi,1 = 2(n− tvi − 1)∆2 + (S − 2tvi − 2)∆+ S,
φi,2 = ∆2(2S − t2vi − 2tvi − 1);
(ii) if ∆ = n− 1, then SD(G) =

0, n = 1;
2, n = 2;
n+

n2 − 3n+ 3, n ≥ 3.
Proof. (i) if∆ ≤ n− 2, for 1 ≤ i ≤ k, let N(vi) = {vi1 , vi2 , . . . , vi∆} and N[vi] = N(vi)
{vi}. Then V (G) is partitioned into
two parts which are N[vi] are V (G) \ N[vi]. Corresponding to this partition, D(G) can be presented as
D(G) = (dij)n×n =

0 1 1 · · · 1
1 0 2 · · · 2
1 2 0 · · · 2 ∗
...
...
...
. . .
...
1 2 2 · · · 0
∗ ∗
 ,
and the quotient matrix is as follow
D(G) =

2∆2
∆+ 1
tvi∆+∆− 2∆2
∆+ 1
tvi∆+∆− 2∆2
n−∆− 1
S − 2tvi∆− 2∆+ 2∆2
n−∆− 1
 .
Solving |λI −D(G)| = 0, we get the eigenvalues ofD(G)
λ1, λ2 =
φi,1 ±

φ2i,1 − 4φi,2(∆+ 1)(n−∆− 1)
2(∆+ 1)(n−∆− 1) ,
where φi,1 = 2(n− tvi − 1)∆2 + (S − 2tvi − 2)∆+ S, φi,2 = ∆2(2S − t2vi − 2tvi − 1). By Lemma 2.3, (i) follows.
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Fig. 2.1. D.
(ii) It is trivial for n = 1, 2. For n ≥ 3, it is to see that G ∼= K1,n−1. Then (ii) follows from Lemma 2.2. This completes the
proof. 
For an application of Theorem 2.4, we see an example as follows.
For D (see Fig. 2.1), t1 = mD(v1) = 16. φ1,1 = 186, φ1,2 = −468. By (i) in Theorem 2.4, we get SD(D) ≥ 17.6132. By
computation with Matlab, we have SD(D) ≈ 20.9674. This shows that Theorem 2.4 can be useful to evaluate the distance
spread of a bipartite graph.
Theorem 2.5. Let G be a simple connected graph with n vertices and clique number ω. Suppose that G1, G2, . . . ,Gk are all the
cliques with order ω. Let Dj be the distance degree of vertex vj, S = vj∈V (G) Dj. For 1 ≤ i ≤ k, let Si,1 = vj∈V (Gi) Dj,
Si,2 =vj∉V (Gi) Dj. Then
(i) if ω = n, then SD(G) = n;
(ii) if ω ≤ n− 1, then
SD(G) ≥ max
1≤i≤k


ϕ2i,1 − 4ϕi,2ω(n− ω)
ω(n− ω)
 ,
where ϕi,1 = ω(Si,2 − Si,1 + n(ω − 1)), ϕi,2 = Sω(ω − 1)− S2i,1.
Proof. (i) If ω = n, then ϱ(G) = n− 1, ϱn(G) = −1. Hence SD(G) = n.
(ii) If ω ≤ n − 1, for 1 ≤ i ≤ k, let V (Gi) = {vi1 , vi2 , . . . , vis}. Then V (G) is partitioned into two parts which are V (Gi)
and V (G) \ V (Gi). Corresponding to this partition, the quotient matrix of D(G) is as follows
D(G) =
 ω − 1
Si,1
ω
− (ω − 1)
Si,1 − ω(ω − 1)
n− ω
Si,2 − Si,1 + ω(ω − 1)
n− ω
 .
Note that S = Si,1 + Si,2. Solving |λI −D(G)| = 0, we get
λ1, λ2 =
ϕi,1 ±

ϕ2i,1 − 4ϕi,2ω(n− ω)
2ω(n− ω) ,
where ϕi,1 = ω(Si,2 − Si,1 + n(ω − 1)), ϕi,2 = Sω(ω − 1)− S2i,1.
By Lemma 2.3, we get
SD(G) ≥ λ1 − λ2 ≥

ϕ2i,1 − 4ϕi,2ω(n− ω)
ω(n− ω) .
This completes the proof. 
For an application of Theorem 2.5, we see an example as follow.
ForH (see Fig. 2.2), ω = 3,H1 = H [v1, v2, v3] is a clique with order 3. By computation with Matlab, we get SD(H ) ≈
12.7893. ForH1, S1,1 = 24, S1,2 = 26, S = 50, ϕ1,1 = 42, ϕ1,2 = −276. By Theorem 2.5, we get SD(H ) ≥ 12.0185, which is
approximated to 12.7893.
From the proof of Theorem 2.5, we get the following corollary.
Corollary 2.6. Let G be a simple connected graph with n vertices and clique number ω ≤ n − 1. Suppose that G1,G2, . . . ,Gk
are all the cliques with order ω. Let Dj be the distance degree of vertex vj, S =vj∈V (G) Dj. For 1 ≤ i ≤ k, let Si,1 =vj∈V (Gi) Dj,
Si,2 =vj∉V (Gi) Dj, and let ϕi,1 = ω(Si,2 − Si,1 + n(ω − 1)), ϕi,2 = Sω(ω − 1)− S2i,1. Then
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Fig. 2.2. H .
(i) ϱ(G) ≥ max1≤i≤k{ ϕi,1+

ϕ2i,1−4ϕi,2ω(n−ω)
2ω(n−ω) };
(ii) ϱn(G) ≤ min1≤i≤k{ ϕi,1−

ϕ2i,1−4ϕi,2ω(n−ω)
2ω(n−ω) }.
3. Extremal graphs with the least SD
Lemma 3.1 ([2]). Let Hn denotes the set of all n×n Hermitianmatrices. Suppose A ∈ Hn with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn. B
is a m×m principal matrix of A. Suppose B has eigenvaluesµ1 ≥ µ2 ≥ · · · ≥ µm. Then λi ≥ µi ≥ λn−m+i for i = 1, 2, . . . ,m.
Lemma 3.2 ([11]). Suppose both A, B are nonnegative irreducible and B ≤ A (namely Bi,j ≤ Ai,j for each pair of i, j). Then
ϱ(B) ≤ ϱ(A) with equality if and only if B = A.
By Lemma 3.2, we get that for an edge e of a graph G, if G − e is also connected, then ϱ(G − e) > ϱ(G). Conversely, if
adding a new edge e to the graph G, then ϱ(G+ e) < ϱ(G).
Theorem 3.3. Let G be a simple connected graph with n vertices. Then SD(G) ≥ n with equality if and if only G ∼= Kn.
Proof. Clearly the theorem holds for the case n ≤ 2.
Next we suppose n ≥ 3. Thenω ≥ 2 andD(K2) is a principal matrix ofD(G). So ϱn(G) ≤ −1 by Lemma 3.1. By Lemma 3.2,
we get that ϱ(G) ≥ n − 1, with equality if and only if G ∼= Kn. Then the theorem follows immediately. This completes the
proof. 
Theorem 3.4. Let G be a simple connected bipartite graph with n vertices. Then
SD(G) ≥ n+
n
2
2 − n
2
n
2

+
n
2
2
with equality if and if only G ∼= K⌊ n2 ⌋,⌈ n2 ⌉.
Proof. Clearly the theorem holds for the case n ≤ 2.
Next we suppose n ≥ 3, G = G[V1, V2], |V1| = n1, |V2| = n2, n1 + n2 = n. By Lemma 3.2, we get that ϱ(G) ≥ ϱ(Kn1,n2),
with equality if and only if G ∼= Kn1,n2 . And by Lemma 2.2, we get ϱ(Kn1,n2) ≥ ϱ(K⌊ n2 ⌋,⌈ n2 ⌉) with equality if and only if
Kn1,n2 ∼= K⌊ n2 ⌋,⌈ n2 ⌉. Note that there must be an induced subgraph K1,2 in G. Then D(K1,2) is a principal matrix of D(G). By
Lemma 2.2, we get ϱ3(K1,2) = −2, and by Lemma 3.1, we get ϱn(G) ≤ −2. By Lemma 2.2, noting that for any bipartite
graph Ks,t , we have s + t − 2 −
√
s2 − st + t2 > −2 for s + t > 0. Hence ϱn(K⌊ n2 ⌋,⌈ n2 ⌉) = −2. As a result, it follows that
SD(G) ≥ SD(K⌊ n2 ⌋,⌈ n2 ⌉)with equality if and if only G ∼= K⌊ n2 ⌋,⌈ n2 ⌉. Then by Lemma 2.2, the theorem follows. This completes the
proof. 
Lemma 3.5 ([14]). For i = 1, 2, let Gi be an ri-regular graph with ni vertices and eigenvalues of the adjacency matrix AGi ,
λi,1 = ri ≥ λi,2 ≥ λi,3 ≥ · · · ≥ λi,ni. The distance spectrum of G1 ∇ G2 consists of eigenvalues −λi,j − 2 for i = 1, 2 and
j = 2, 3, . . . , ni and two more eigenvalues of the form
n1 + n2 − 2− r1 + r22 ±

n1 − n2 − r1 − r22
2
+ n1n2.
Theorem 3.6. Let G be a simple connected graph with n vertices and independence number α (α ≤ n− 1). Then
(i) for α = 1, we have SD(G) =

0, n = 1;
n, n ≥ 2;
(ii) for 2 ≤ α ≤ n − 1, we have SD(G) ≥ n − n−α−12 + 12

(n− α + 1)2 + 4α2 − 4α, with equality if and if only
G ∼= Kn−α∇αK1.
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Proof. (i) If α = 1, then G is a complete graph. It is easy to check that the theorem holds.
(ii) By Lemma 3.2, for a graph G with 2 ≤ α ≤ n − 1, we have ϱ(G) ≥ ϱ(Kn−α∇αK1) with equality if and only if
G ∼= Kn−α∇αK1. Noting that for positive integers n1, n2, r1, if r1 ≤ n1 − 1, we have
n1 + n2 − r12
2 − n1 − n2 − r12 2 − n1n2 = 3n1n2 − r1n2 > 0,
which means that if r2 = 0, then
n1 + n2 − 2− r1 + r22 −

n1 − n2 − r1 − r22
2
+ n1n2 > −2.
As a result, by Lemma 3.5, if 2 ≤ α ≤ n− 1, we get that ϱn(Kn−α∇αK1) = −2.
For a graph G with 2 ≤ α ≤ n− 1, we know that there must be an induced graph K1,2. As a result, D(K1,2) is a principal
matrix of D(G). Noting that by Lemma 2.2, we have ϱ3(K1,2) = −2. Hence, by Lemma 3.1, we get ϱn(G) ≤ −2.
From above discussion, it follows immediately that for a graph G with 2 ≤ α ≤ n− 1, we have SD(G) ≥ SD(Kn−α∇αK1)
with equality if and only if G ∼= Kn−α∇αK1. Then by Lemma 3.1, the theorem follows. This completes the proof. 
Let K kn be the graph obtained by joining k independent vertices to one vertex of Kn−k.
Lemma 3.7 ([15]). Of all the connected graphs with n ≥ 4 vertices and k cut edges, the minimal distance spectral radius is
obtained uniquely at K kn .
For a tree we have the following lemma:
Lemma 3.8. Of all the trees with n vertices, the minimal distance spectral radius is obtained uniquely at K1,n−1.
Proof. The lemma is trivial for n ≤ 3. Combining with Lemma 3.7, the lemma follows. 
Theorem 3.9. Let G be a tree with n vertices. Then
SD(G) ≥ n+

n2 − 3n+ 3
with equality if and if only G ∼= K1,n−1.
Proof. It is easy to see that G = K1 if n = 1; G ∼= K2 if n = 2; G ∼= K1,2 if n = 3. By Lemma 2.2, The theorem follows.
If n ≥ 4, noting that theremust be an induced subgraph K1,2 inG, thenD(K1,2) is a principalmatrix ofD(G). By Lemma 2.2,
we get ϱ3(K1,2) = −2, and by Lemma 3.1, we get ϱn(G) ≤ −2. By Lemma 2.2, noting that for any bipartite graph Ks,t , we
have s + t − 2 − √s2 − st + t2 > −2 for s + t > 0. Hence ϱn(K1,n−1) = −2. Combining with Lemma 3.8, the theorem
follows. 
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