The formation of a communication network is an optimization problem of considerable practical interest. It is the problem of organizing a group decision-making process with a desirable final outcome-a formed network-under a set of constraints that typically include a (hard or soft) limit on communication capacity, or the number of connections that each agent could maintain. A group decision-making process describes (explains) how each agent must behave, i.e., act to build and/or sever communication channels in its own locality. Centralized group decision-making processes, however, are not always adequate for the task at hand, e.g., when dealing with applications related to sensor networks [1] , or when Unmanned Aerial Vehicles need to establish and maintain communication, while either not having access to a central hub or preferring not to use this direct transmission channel [2] .
the effects of influence across networks. In [6] , several models are proposed to only explain how information spreads. In [14] , a partially absorbing random walk is employed to model how information passing can be used to learn the structure of a network. In [15] , a transduction process, also employing absorbing random walks, is developed to traverse graphs. In [7] , an evolutionary game theoretic framework is offered to predict information diffusion across networks.
The literature on decentralized methods to improve communication efficiency is also relevant to this paper, particularly because it emphasizes network robustness. Most of the existing papers on decentralized methods for network modeling focus on achieving consensus in a network in an organized manner [16] . The authors of [5] create sets of decentralized conventions that focus on forming consensus throughout a network. In [17] , a more general framework is presented for analyzing multi-agent systems that enables the actors to reach consensus. In [18] , the use of decentralized communication networks is analyzed with respect to controlling autonomous actors.
There is a gap in the body of literature that pertains to decentralized communication networks, as most papers are focused on how to create consensus in processing information, as opposed to looking at information passing and building robust communication networks in the first place. This paper aims at filling this gap by relying on the recent advances in social network analysis.
The use of models to analyze and predict the formation of social networks is a large topic of research. Descriptive social network techniques were used in [19] to create new ways to manage crisis de-escalation approaches. The use of social network analysis with respect to engineering and construction project management is evaluated in [20] . In [21] , a model is developed to predict how groups of unconnected agents form social networks, focusing on how the pattern of interaction between agents causes networks to form. In [22] , the evolution of social and economic networks is studied, where the dynamics of the individuals that make up the network are of particular importance. The actor-oriented modeling ideas for social network formation are described, e.g., in [23] and [10] . In the latter, Snijders et al. introduced a model, in which individuals periodically make changes to their local networks, with each maximizing their own weighted "happiness function" value. There has been some research in the use of decentralized methods to ensure network connectivity, as seen in [24] , which focuses on the use of a decentralized control algorithm to balance the edges of a network. The latter work, however, focused mainly on making sure that connectivity was preserved and did not place emphasis on the information passing properties of the resulting graphs; the model presented in our paper fills this gap.
The decentralized deterministic information propagation model for network formation
The decentralized deterministic information propagation model (DDIP model) for network formation, introduced in [25] and much more rigorously studied in this paper, prescribes a particular order of communication network evolution, i.e., change in its structure, over multiple time periods. In each period, all the actors participate in several network building-related activities, performed sequentially in stages.
The actor-oriented modeling approach, conceived by Snijders [10] for social network analysis, provides a basis for many of the concepts used in the DDIP network formation model. In the DDIP model, each actor possesses their own personal objective function, which is a concept that was introduced in actor-oriented modeling. However, in the latter, an actor evaluates their personal "happiness" based purely on local graph structures. This differs in the DDIP model, as the actor's "happiness" must inform the agent of their location with respect to far-away peers as well and, hence, is designed to be a function of the fraction of messages it can receive from all the other actors in the network.
Another element of the DDIP model that is new compared to original actor-oriented models is the form of the weights defining the objective function for each actor. In the actor-oriented model [10] , each network structure property (aka. "network effect" or "structural signature") used in each actor's objective function is weighted by the given parameters, and these parameters do not change dynamically as the network is formed. The DDIP model also uses weights in the objective equation, but these weights are used to place preference on the reception of messages from each other actor in the network. This preference is updated in every period per our model and is dependent on the proportion of messages each actor receives in each period.
Having established the degree of its reference to prior work, let us now review the DDIP model stages. The sequentially executed network formation activities start with a message forwarding stage-each actor forwards out messages to their connected network neighbors following an absorbing random walk. The message forwarding stage is crucial as it enables each actor to update its belief about its own position with respect to the rest of the network, in a decentralized way, using the information derived from the fraction of the total messages received from all other actors in the network. Next is the weight and objective calculation stage-each actor passes to its neighbors the information regarding the fraction of all messages it received, so that all actors update their beliefs about how well connected they are: specifically, these updates lead to the revisions of the actors' own weight functions and to the recalculation of their own objectives. Final is the network estimation and modification stage-actors estimate how the changes to their local network structures would affect their unique objective functions. The changes for each actor could potentially lie in either add or drop one incoming tie, or keep the present status-quo. Actors look to make such changes in the local connection structure that lead to the largest increase in the reception of messages from all other actors in the network, with a special emphasis placed on the messages from their estimated far-away peers, similar to the way actors make changes in [10] . After all the actors have acted in a single time period in the network estimation and modification stage, the next period begins, and the message forwarding and update procedures are repeated, until a preset stopping criterion is met. Such a criterion may be based on the amount of time, or time periods, allocated for the network formation as a global process.
The following subsections provide more rigor in the DDIP model definition, stating specifically how the employed variables and parameters affect the network building process, and how each variable is updated stage by stage.
DDIP model basics
Consider a set of actors V = {1, 2, . . . , n} , where each actor corresponds to a node of a directed communication network, deployed over a region that needs to be monitored.
The key motivation here is that the information gained through sensing the region needs to be broadcast to rest of the actors, using a directed communication network explicitly set up for this purpose, to take mission-related decisions.
Let P i denote the set of actors which are in the communication transmission range of actor i and can potentially exchange information with actor i: this set refers to what peers are in the immediate proximity of actor i. To exchange sensed information, the network actors form directed ties with other actors in their proximity, where a directed tie is only possible between actors in proximity. Some actors are thus assumed to not be able to connect with certain peers, consistent with proximity restrictions and reflecting the fact that some actors may be too far away from each other to communicate directly. A directed edge between two nodes indicates that information can be transmitted from one actor to another: specifically, an incoming directed tie i ← j signals that actor i has actor j as in-directed neighbor and is in a position to receive information from j.
It is worthwhile to discuss the justification for the assumption of the directed nature of the communication network being formed. While an undirected network is perfect under a centralized setting, it is impractical under a decentralized setting, as, when an actor needs to make a decision to connect/disconnect with other actors in its proximity, some sort of information exchange needs to occur between the two actors to evaluate the utility (happiness) of the undirected tie. Further complexity arises when one of the actors sharing the undirected tie decides to disconnect/remove the undirected tie. Hence, we assumed a directed communication network where each actor only has control over its incoming ties, i.e., each actor identifies the neighbors from which it would like to be receiving information. When an actor requests a directed tie is to be established, the sender actor is compelled to form an outgoing tie, i.e., actors do not have any control over their outgoing ties. This does not mean that the actors can change their incoming ties at will, however; the DDIP model controls this process, as will be discussed below.
Let O t i denote the set of actor i's out-directed neighbors at period t, i.e., the set of actors to which actor i has an outgoing tie, and let I t i denote the set of actor i's in-directed neighbors at period t, i.e., the set of actors from which actor i has an incoming tie.
The variables and parameters listed in Table 1 serve to rigorously present the framework and structure for how the DDIP model forms networks. In each period, all the actors participate in several network building-related activities, performed sequentially in stages: the message forwarding (propagation) stage, the weight and objective calculation stage, and the network state estimation and modification stage, respectively, are described in detail below.
Forwarding stage: message passing procedure
The DDIP model prescribes to begin each period with a forwarding stage. The goal of the forwarding stage is to allow each actor to update its belief about its own position with respect to the rest of the network. This is needed because each actor has only partial information about the global network topology at any point in time: what they know is the number of actors involved in the network formation process, the structure of its local connections with its peers and its proximity restrictions.
The actors engage into the process of passing messages to "learn" which neighbors seem to be close and which neighbors seem to be further away. The messages propagate through the network according do the partially absorbing random-walk procedure; such a random walk has been previously used, e.g., in [26] to define entropy centrality, as well as in [14] to learn and exploring graph structures.
During each forwarding stage, each actor i will send off m messages. Each message is sent with an equal probability to any one of actor i's out-directed neighbors. After being forwarded to a neighbor j, the message could be terminated with a probability α , otherwise it is sent with an equal probability to any one of j's out-directed neighbors. Each message continues to be forwarded between actors until it is terminated. Each message carries with it the information of its source actor (the label or ID of that actor), the last actor who sent it, and a unique identifier that allows any receiving actor i not to double-count the message if its duplicates ever reaches i, which might happen as a result of the message running through a cycle (however, each duplicate will still be forwarded on with a probability α).
Let p t ijk denote the fraction of messages received by actor i from source actor j, through actor k (meaning k is the actor who had the messages immediately before they reached i), in period t. For application purposes, the message forwarding procedure can be conducted by sending all messages at the same time: i.e., actor i would send an equal fraction of the m messages to each of its out-directed neighbors. For example, if the actors are set to send m = 1000 messages per round, an actor with two outgoing ties would send 500 messages to each of these neighbors. Each neighbor that receives the messages then reduces their number by factor α and, in turn, forwards The overall preference that actor i has for messages from actor j at time t ρ Preference parameter: The weight of an actor's own preferences against it's neighbors preferences γ , w Cost parameters: the weights in the objective the surviving messages to their out-directed neighbors in even fractions. Once the number of messages received falls under a certain small threshold (e.g., five messages), the propagation is terminated. The p t ijk value can then be calculated by taking the number of messages that each actor i received from a source actor j through a connected neighbor k and dividing the result by the initial message count m.
Calculation of weights and objective values
In each period t, each actor i uses the values p t ijk , obtained in the message passing stage in period t, to calculate their objective value: the higher this value, the better network position the actor finds themselves in. In short, the model encourages each actor to be able to receive messages from every other actor in the network. To this end, the actor first calculates their β weights, as described in Table 1 .
Let β own,t ij represent the level of actor i's own (personal) preference for messages from actor j, during period t, which is computed as
We model the weight β own,t ij as an exponential function to ensure that actor i gives a higher weight to source actors j from whom it does not receive many messages, given the current network structure.
Let β neigh,t ij represent the preferences of actor i's out-directed neighbors for messages from actor j during period t. Each actor requests the values of β own,t is an average of the weights that each out-neighbor of i contains: it reflects a kind of cooperation between actors. The calculation of β neigh,t ij allows each actor to make changes that benefit their neighbors as well. Combining (1) and (2), actor i computes their total weights, by averaging these components, weighted with the preference parameter ρ Note that each actor in the network has only partial information about the network topology at any point in time; let g t i be the graph reflecting the structure of its local connections with its peers. Each actor i evaluates their "happiness", given their current local network structure ( g t i ),
For clarity, note that the terms "happiness value" and "objective value" are henceforth used interchangeably. Equation (3) captures how "happy" actor i is about their current
local network structure. The larger the fraction of the messages that actor i receives from all other actors in the network, the larger the objective value.
To discourage overloading an actor with forwarding too many messages, there is a cost that is directly related to the number of the outgoing ties, O t k , that each in-neighbor k of actor i possesses in time period t. This cost is expressed using parameters γ and w, intuitively, the parameter γ captures the neighbor's cost for a connection while the parameter w captures the scaling parameter for the cost and makes up the right portion of the objective equation, as reflected in (4) . The cost parameter ensures the actors from having too many outgoing ties, without placing any absolute restrictions on the number of ties an actor can possess. The use of both parameters allows for tuning the different costs used in the model; giving more flexibility to these parameters allows for a model that can create more robust networks. As actor i adds an incoming tie to its neighbor k who possesses more outgoing ties, actor i's own cost will increase, which will decrease actor i's own objective value.
As a final remark, note that the β weights are re-evaluated in each period and are used to (re-)compute the objective function as the global network structure changes over time.
Network estimation stage and modification stage
After each actor has computed their own objective value, they have to make the decisions on whether or not to make modifications to their local networks. This section describes how potential modifications are evaluated and compared, and how actors decide which ones to make.
In each period, each actor has three different options: they can add an incoming tie to one of their eligible neighbors, delete a currently active incoming tie from one of their connected neighbors, or do nothing (an actor cannot simultaneously add and delete a tie in the same period). Each actor estimates how their objective might change from making a particular modification, with the help of the message passing process observations collected in prior stages; each actor shares their p t ijk values and their outgoing ties information O t i with the unconnected neighbors in their proximity.
An actor i estimates the value gain that will result from adding an incoming tie to an eligible neighbor j ( i ← j ) by computing Here, actor i looks at the current objective value and adds the estimated increase due to the fraction of the messages that i would receive from each other actor in the graph if it were to connect to actor j-this is captured in the middle portion of (5) . Then, the actor subtracts the cost of pulling messages from actor j. Similarly, the actor estimates the potential effect of disconnecting from one of their currently connected in-neighbors, j ( i j ), by computing
Here, the actor takes the current objective value and subtracts the fraction of messages that were received from all actors u ∈ V \ {i, j} that came through actor j; then, the cost of pulling from actor j is added (this cost would no longer be incurred). Note that the logic of (6) is not flawless, as actor i might be receiving a large fraction of the same messages, which came through j, from another actor, so i would believe that losing j would be costly while it might not be the case.
The DDIP model imposes rules that actors follow when deciding which modifications should be made to their local network. The actors that have any incoming ties under a certain limit ( l = 2 ) are considered isolated, and these actors are not allowed to lose outdirected ties to discourage complete isolation of actors. Having obtained the estimates per (5) and (6), each actor will make the modification that leads to the largest increase in their objective value. Once all actors have made their choices, the next period starts.
The presented description of the DDIP model logic motivates us to understand the impact of model parameters on the DDIP model outcomes. Indeed, a low value of γ w ( 0 < γ w < 0.2 ) is likely to lead to networks which are fully connected, as the cost associated with adding a tie is almost negligible. Meanwhile, a high value of γ w ( 10 < γ w < ∞ ) is likely to lead to networks which are disconnected, as the cost associated with adding a tie is not worth the messages received as a result of adding the tie. Hence, a parameter search optimization problem is to determine a well-balanced objective function.
Parameter estimation
It is paramount to find the input parameters for the DDIP model which would allow for the formation of networks that are robust and efficient for information propagation. In this regard, we formulate an optimization problem to search through the parameter space efficiently, and utilize a modified Nelder-Mead algorithm to find the most effective parameters for a variety of graph sizes.
Due to the iterative nature of the Nelder-Mead algorithm, the DDIP model would have to be evaluated many times for each parameter setting and graph size. Further, for each run, the DDIP model would have to simulate the entire path of each message passed in each period, which proves to be too computationally intensive.
To meet this challenge, in this section, we make advances to employ Markov Chain theory to replace the message-passing component in the DDIP simulation runs by more accurate and much faster analytical analyses. Specifically, a Markov Chain approximation for the message forwarding stage is designed, allowing for calculations of expected fraction of messages received between all actors in the network to be computed.
The DDIP model introduced in the paper implements a decentralized approach for the network formation and works on partial information, however, to evaluate the networks generated, we need the complete network topology. In this regard, to evaluate the networks generated while performing the parameter search, we consider an oracle with access to complete information, i.e., complete network topology. We utilize the oracle to quickly compute certain network-related metrics, which enables the efficient parameter search.
The flow of this section is as follows: first, introduce the Markov Chain approximation for the message forwarding stage; second, to quantify the topological properties of the networks formed under the DDIP model, we introduce the evaluation metrics. Third, we formulate the parameter search optimization problem.
Markov chain approximation for the message forwarding stage
The Markov Chain approximation for the message forwarding stage allows for calculating the expected fraction of messages received between all actors in the network, while not having to simulate the path of every message taken through the network to termination. The approximation drastically reduces the amount of computation necessary to parameterize the DDIP model.
To calculate the expected fraction of messages any actor i receives from source actor j, through in-directed neighbor k, we build an auxiliary Markov Chain and compute its absorption probabilities. We define a separate Markov Chain for each pair "source actor j-target actor i", where auxiliary states are defined to emulate the message passing procedure.
Specifically, each unique Markov Chain has multiple states introduced in conjunction with each actor: an absorbing auxiliary state for each actor to represent the termination of the message passing process, an auxiliary source state for each outdirected neighbor of source actor j, and an auxiliary target state between the target actor i and each of its in-directed neighbors k (see Fig. 1 ). The auxiliary source states are used to ensure messages do not get terminated when they are first sent, while the auxiliary target states are absorbing and are created to calculate the probability that a message from source j will reach target i through a specific in-directed neighbor k.
The absorbing random walk process that specifies the propagation of messages in each period through the network that is being built, given the DDIP model parameters, can be analyzed to compute the transition probabilities for the above-described Markov Chains, to be used to speed up the simulation of the message-passing. In doing so, we calculate the probability of a message being absorbed into an auxiliary target actor, to get the p t ijk . Using the transient sub-matrix Q of the transition probability matrix, the identity matrix I (of the same size), and the target/in-directed neighbor column of the absorption sub-matrix R (denoted R i,k ) for target i and neighbor k, one has The result in (7) is proven in [27] using a slightly different notation. Applying (7) for each combination of source j, target i, and in-directed neighbor k of i, the values p t ijk can be calculated for each period t exactly.
The p t ijk values were originally computed by simulating the path of all m messages generated per actor until termination. This original simulation would require O(m * n * (1/α)) calculations, whereas the presented Markov Chain approximation requires about O(n 2 ) calculations to obtain the same values; besides, it does so exactly, unlike a set of simulation runs. This shows a drastic decrease in the amount of computation needed to obtain p t ijk , since m is much larger than n. The presented Markov Chain approximation procedure opens the door to the development of iterative model parameterization algorithms that would run in reasonable time. In this paper, the Nelder-Mead algorithm will be employed to this end. The following subsections describe how this is accomplished.
Evaluation metrics
To evaluate the quality of the networks generated using the DDIP model, we consider an all-knowing oracle which has the complete network information during any time period. We utilize the oracle to compute certain network-related metrics which aid in the parameter search.
Let G = (V , S) denote the fully connected network, with the nodes V = {1, 2, . . . , n} and edge set S ⊂ V × V , consistent with the proximity restrictions P i . One could also consider G = (V , S) as the input network for the DDIP model, where S reflects the proximity constraints P i . Let g t (V , E t ) denote a DDIP model-generated network at time period t.
We introduce three metrics for examining the quality of a given solution: the edge ratio (e r ) , the average inverse distance between each pair of actors in the graph ( µ ), and the edge efficiency ( η).
The edge ratio, e r , is used to describe the ratio of the number of active edges |E| used in an output graph from the DDIP model to the number of possible edges |S|. A small e r means that the resulting network of the DDIP model contained relatively few edges compared to the total number possible. The average inverse distance (a.k.a network efficiency [28] ), µ , is equal to the average of the sum of the inverse lengths of the shortest paths π ij between all pairs of actors i and j,
.
As µ increases, the average number of edges it takes to go from one actor to any other actor decreases. This statistic is useful for taking into account graphs that are not fully connected, since the inverse distance between a pair of unconnected actors is 0 ( 1/∞). The edge efficiency, η , combines the information captured in both e r and µ to evaluate the quality of solutions produced by the DDIP model To place emphasis on µ in η , we scale the statistic by an exponential function e aµ , where a can be altered to decide how much to weigh µ . The η value is also weighted by |s|/n to take into account the natural density of the sample input graph, allowing to compare less sparse graphs to dense graphs with ease.
When evaluating solutions (of the parameter search), the produced graphs that have a higher value of η are preferred, as this favors graphs that achieve a smaller average distance between actors, while using relatively few edges. We now have the necessary framework to formulate a parameter search optimization problem using the evaluation metrics (8) (9) (10) .
Parameter search optimization problem formulation
We formulate a parameter search optimization problem with the goal of finding the DDIP model parameters that would result in the DDIP model producing networks which are efficient and robust with respect to the propagation of information.
There are two main input parameters that are needed to run the model: (1) the cost of connecting to a neighbor, per each of a neighbors out-directed ties γ , and (2) the scaling factor for neighbor connection cost w. To search for values of these parameters that would produce the best results, the following parameter search optimization problem is formulated:
The maximization problem in (11) is that of finding the set of parameters w and γ that will maximize the average resulting η from running the DDIP model over set of sample input graphs Ω n of the same size n, while varying the possible edge set S, where x is the parameter settings used in the DDIP model for γ and w. We consider the multiple input graphs with varying edge sets in order for the model being applicable to any input graph of size n; in this regard, multiple synthetic graphs were created upon which the parameter search was run, as detailed in the next section.
Nelder-Mead algorithm
The Nelder-Mead algorithm was first developed in [29] , with the goal of defining an algorithm that would be able to search for a good sets of vertices to sample when minimizing an objective equation.
The Nelder-Mead simplex search algorithm is initialized by an input set of vertices of size "n" (different than n, the number of actors in the graph G), decided by the user,
which in this case is an initial set of scaling parameters w i , i = 1, 2, . . . , n + 1 and γ i , i = 1, 2, . . . , n + 1 . Recall that the form of parameter set (pairs) to be searched over is denoted by x(γ i , w i ) for i = 1, 2, . . . , n + 1 . After the initial vertices are inputted into the algorithm, the parameters are evaluated using the DDIP model, and re-assigned indexes in order of decreasing η x i . Specifically, x 1 (γ 1 , w 1 ) represents the maximum value of η x i , whereas x n+1 represents the minimum value of η x i in the simplex (the list of parameters x i , i = 1, 2, . . . , n + 1).
Using the sorted simplex and the centroid of parameters x i , i = 1, 2, . . . , n , each iteration of the Nelder-Mead algorithm will search for new vertices to introduce into the simplex: reflection points, expansion points, and contraction points. These points look to introduce new vertices into the simplex that will allow the algorithm to find new maximums. If none of the points introduced are evaluated to be larger than the worst point in the simplex x n+1 , the algorithm will shrink the simplex towards the best parameter x 1 . The algorithm continues to evaluate and introduce points into the simplex until a pre-set stopping criterion is met and returns the best parameter set found.
The pseudocode of the DDIP-specific variation of the Nelder-Mead algorithm to solve (11) can be found in Appendix (see Algorithm 3) .
Computational experiments
To test if the input parameters to the DDIP model, returned by our parameter estimation algorithm, are suitable for building a desirable connection structure for any network of size n, we create multiple synthetic networks, of a form typically found in UAVrelated applications, upon which we first perform the parameter estimation. This section describes the creation of the synthetic networks. Further, it explains the experimental setup under which we perform the parameter estimation through the implementation of Nelder-Mead algorithm. Finally, the results of this venture are assessed in the testing and evaluation stage, where the proposed optimized DDIP model outcomes are systematically compared against the centralized network formation approach, which employs Mixed Integer Programs that provide optimal communication network solutions given the original layout, i.e., feasible communication channels, of any network.
Synthetic network generation
Towards the synthetic generation of various topologies for the node set of the same size n, two methods were used in this paper: a unit disk method and Exponential Random Graph Model (ERGM)-based method. The workings of these generators are described in the following subsections.
Unit disk method
The method is fairly simple, yet follows the communication restrictions for the model closely. The unit disk method places n actors randomly on an (x, y) plane: the positions of the actors, x and y, are uniformly distributed between [0, 100]. The allowable edges of the graph are decided by a distance parameter d. An edge is allowed between two actors if the Euclidean distance between the actors is less than d. This follows the assumption that actors can only connect with each other directly if they are in close enough proximity of each other. The d parameter for the method was increased until it was just large enough that each actor had at least two connections available, without loss of generality. To illustrate the networks generated using the unit disk method, see Fig. 2 .
ERGM method
The use of ERGM or p * graphs is widespread in the domain of social network analysis. ERGM network generation was studied extensively in [30] , where Snijders describes in detail how ERGM parameters are fit to data (an observed network sample) using statistical analysis and Markov Chain Monte Carlo estimation techniques. Due to the ability of the ERGM model to generate networks with similar structural properties to those of an observed sample, we are able to generate graphs that resemble UAV networks, in a systematic manner. The ERGM graphs were generated by performing MLE on the structural properties of sample UAV networks given, for varied network sizes.
To create the ERGM models for each graph size n, sample "observed" graphs were loaded into "R" software, which was used to fit, test, and simulate the ERGM graphs. The ERGM packages in "R" work with a predefined set of "structural signatures" or "statistics" (such as the number of edges, number of actors with certain degrees, geometrically weighted edge shared partners, etc.) and quantify how important each of those is to the overall structure of the graph, based on how often the statistic appears in the observed graph. To discourage disconnected sample graphs, the ERGM model for most graph sizes would include the isolates statistic. Since each model was fitted to graphs without any isolates, this statistic value is set to −∞ , disallowing isolates in simulated graphs.
If specified, ERGM models will also look at the prevalence of attributes that the observed graph contains. To try to control for the geometric distance assumption, a "closeness" parameter was assigned to each actor in the observed graph. This parameter was set by assessing how close each actor was to actor 1, meaning that actors that were closer to 1 would be given the value of 2 or 3, whereas actors that were further away would be given larger values. This attribute allowed for the ERGM model to gauge how geographically close actors would affect their proclivity for connecting. Using the "smalldiff " statistic, the absolute difference between each pair of actors' closeness values was measured; the model then was used to produce graphs where only adjacent actors Fig. 2 Synthetic sample graphs generated from Unit Disk Method would be able to connect to each other. This becomes possible because the "smalldiff " parameter makes actors with smaller differences in the closeness values more likely to be potentially connected.
After the parameters were fitted to the observed graphs, a brief goodness of fit test was performed to make sure the output graphs were similar to the observed input. Graphs were then simulated and captured to be used as sample instances to run the DDIP model on. Since the ERGM parameters for each graph size are not scalable, then a different set of statistics was obtained for varied network sizes (see Appendix for details).
To illustrate the significant statistics in an ERGM model, we fit an observed UAV network of size n = 15 (refer to Fig. 3 ). Further, we generated the synthetic networks with the significant statistics of an observed sample. Figure 4 illustrates how the input ("observed") UAV network compares to a representative synthetically generated ERGM network.
From the utilization of the networks that were generated from the unit disk and ERGM methods, the DDIP now had a suitable test bed of sample input graphs to run the parameter search optimization problem to infer the DDIP model input parameters.
Experiment setup
To ensure that the developed Nelder-Mead algorithm works with input graphs Ω n that are diverse, half of the sample graphs in Ω n were generated using the Unit Disk model, and the other half were generated using the ERGM model. The sample input set Ω n was built so as to make sure that the Nelder-Mead algorithm searches for parameters that maximize η x i for all graphs of size n, so that the effects of structural differences between sample graphs in Ω n would be mitigated. To reduce the computational time, the algorithm termination parameter was set for the number of iterations without output improvement. If the algorithm would not find a new maximum after a pre-specified number of iterations, it would terminate.
Recall that the Nelder-Mead algorithm is used to identify the best DDIP parameters which allow for the formation of networks that are robust and efficient for information exchange. Upon identifying the best DDIP parameters, for a network of specific size, Fig. 3 ERGM fit to an observed UAV network with 15 actors to identify the significant statistics. Note that the following statistics are found significant in this fitting exercise: the number of edges in the graph, the geometrically weighed edgewise shared partner term (gwesp), the small difference attribute, and the number of isolates. Based on the computed parameter estimates, this model is likely to produce graphs with relatively few edges and shared connections between neighbors; also, the directly connected neighbors in the resulting networks would tend to see small differences in closeness values from the Nelder-Mead algorithm, the actors can implement the DDIP to form a robust communication network. In this regard, we can implement the parameter estimation in a centralized manner, i.e., offline in a computer and the identified best parameter values can be provided as an input to actors for implementing DDIP. The parameter estimation needs to be performed only once, for each network size. Hence, even under limited computational capabilities, the actors can implement DDIP.
Nelder-Mead implementation
The Nelder-Mead algorithm was implemented for graphs of size n = 10, 15, and 20. For each graph size, the scaling weight a for average inverse distance in the edged efficiency in (10) was set to 3.15. This value was found fitting to produce edge efficiency values that were more balanced between the inverse distance of the outputs and the number of edges used in the graph. Each algorithm run was initialized with a set of six pre-defined parameter vertices that varied slightly between graph sizes. These initial vertices were set based on initial testing of the DDIP model and the expected calculations for the local objective function values for actors in the graph. synthetic sample networks vs. the input ("observed") network with 10 actors; since the size of graph was relatively small, the simulated sample graphs tended to be very similar in shape. c, d synthetic sample networks vs. the input network with 20 actors; sample networks did not have ties reaching across the entire graphs, meeting the requirement that only close actors should be able to connect For graphs of size n = 10 and 15, ten input sample graphs were evaluated: five Unit Disk graphs and five ERGM graphs. For these graph sizes, the maximum number of stalling iterations was set to five as the termination parameter. For the graphs of size n = 20, six sample input graphs were evaluated. Also, the maximum number of stalling iterations was set to three as the termination parameter. Further, each DDIP model run was initialized with each actor connecting to one randomly chosen neighbor, to see how the DDIP model solutions vary with different initial connection setups.
The results of the Nelder-Mead algorithm runs are shown in Table 2 . The algorithm preferred a larger γ value for n = 20, and smaller γ values for n = 10 and 15. Also, the algorithm preferred a smaller w value for n = 20. Overall, the values for γ and w were a bit larger than we expected, which caused the e r value to be fairly small, while somewhat sacrificing the average optimal µ for each graph size. Also, the scaling factor a in η was found to play a big role in how the model reacts.
To compare the DDIP model generated networks with the fully connected network would be naive. So, we decided to compare the DDIP model-generated networks with the networks generated in a centralized setting. We approached this challenge by building a Mixed Integer Program as described in the next section.
Optimal network configurations
To find the optimal network configurations, given a set of allowable edges S, a limit on the number of active connections |E|, and a maximum possible graph efficiency µ , we use the linear mixed integer programming (MIP) formulation technique which is similar in spirit to the one developed in [31] . The key difference is that in this paper, the network needs to be directed and another cohesiveness measure is considered. Our goal is to find optimal network configuration given the limit on the number of connections, rather than to minimize the number of connections given the cohesiveness requirement. Nevertheless, the technique that allows us to model distances in a graph using linear constraints is similar. For further reference, see a solution to a related problem in [32] .
Let binary variables x ij for all allowable edges (i, j) ∈ S define the set of active edges E, i.e., x ij = 1 if (i, j) ∈ E and, x ij = 0 if allowable edge is not active. To model the distances in the network constructed by active edges, the MIP formulation uses the following extra variables:
ij for all i, j = 1, . . . , n; i � = j; ℓ = 1, . . . , L : w (ℓ) ij = 1 if there is a path of length at most ℓ from node i to j in a subgraph defined by active edges (s, t) with x st = 1 , and 0 otherwise; y (ℓ) ikj for all i, j = 1, . . . , n; i � = j � = k; ℓ = 2, . . . , L, (i, k) ∈ S : y (ℓ) ikj = 1 if there is a path of length at most ℓ from node i to j in a subgraph defined by active edges (s, t) with x st = 1 which goes through a node k, and 0 otherwise.
Note that the distance variables are defined for ℓ = 1, . . . , L , where L is some constant whose appropriate choice will be described later. Observe that if w (ℓ) ij − w (ℓ−1) ij = 1 for a some ℓ and a pair of nodes i, j, then the distance from node i to j is equal to ℓ . Therefore, the number of pairs of nodes with distance (shortest path length) exactly ℓ (ℓ = 2, . . . , L) is equal to and the efficiency µ of the graph of active connections E can be written as if L is greater than the maximum possible finite distance (diameter) in the graph of active connections. Then, the linear problem formulation which minimizes µ given the limit on the number of active connections K can be written as follows:
Observe that the problem formulation models distance variables w (ℓ) ij and y (ℓ) ikj recursively in such a way that if there is no path of distance at most ℓ from node i to node j which uses the set of active connections (s, t) such that x st = 1 then w (ℓ) ij = 0 and y (ℓ) ikj = 0 (constraints 13b-13g). If the distance from node i to j is ℓ > 1 , it might be feasible to have w (ℓ) ij = 0 and y (ℓ) ikj = 0 as well. However, this cannot happen in an optimal solution, and to demonstrate that, we note that for a given pair of nodes i, j its contribution to the objective function (13a) without scaling can be rewritten as Observe that each term w (ℓ) ij for any ℓ = 1, . . . , L comes with positive coefficient, which, taking into account the maximization nature of the problem, guarantees that in an optimal solution w (ℓ) ij = 1 for all ℓ ≥ π ij (the length of the shortest path from node i to j). To ensure that the objective function of the optimal solution of the formulation above corresponds to the correct value of graph efficiency ( µ ) and the obtained solution is indeed the graph with the maximum possible efficiency µ , one can use L = n − 1 . However, using large values of L results in larger MIP formulations since the number of variables and constraints grows linearly with L.
Hence, to use as smallest L as possible, we employ sequential solution technique (Exact Iterative Algorithm described below), which is also similar to the one described in [31, 32] . Specifically, we set L = diam(G) (graph diameter, the largest finite distance in a graph) first and solve this problem, where G = (V , S) consists a set of all allowable connections. If the diameter of the obtained network is greater than L, then we increase L and solve the problem again until the diameter of the obtained network will not be greater than L. This technique allows to substantially reduce the computational time and the amount of variables. The next proposition provides a formal proof that at the end such a procedure returns an optimal network configuration. Let diam(G) and d ij denote the diameter of a graph G and a distance from node i to node j (length of the largest shortest path), and let d ij ≤L be the indicator function which is equal to 1 if d ij ≤ L and 0, otherwise. Then, the following proposition holds.
Proposition 1 Let E * be the optimal solution of Problem 1 for some L = L 0 and G * = (V , E * ) . If diam(G * ) ≤ L 0 , then G * is also an optimal solution of Problem 1 for L = n − 1.
(13h)
Proof For any graph G = (V , E) let ⌊µ⌋ L = 1 n(n−1) n i,j=1:i� =j 1 d ij d ij ≤L , which can be viewed as a truncated version of the graph efficiency µ , where any distance of greater than L in a graph G is treated as if the nodes are disconnected ( d ij = ∞ ). In fact, the objective function of Problem 1 for any given L represents the truncated version of a graph efficiency ⌊µ⌋ L .
Note that any feasible solution of Problem 1 with L = n − 1 is also a feasible solution for Problem 1 for any given L = 1, . . . , n − 1 . Conversely, from any optimal solution of Problem 1 for any given L = 1, . . . , n − 1 the feasible solution of Problem 1 can also be easily constructed using the recursive procedure. Moreover, note that ⌊µ⌋ L ≤ µ for any L = 1, . . . , n − 1 , and , if L ≥ diam(G) , then ⌊µ⌋ L = µ , which ends the proof of the proposition.
Algorithm 1 gives the formal description of the steps that we use to find the optimal network configurations in accordance with our MIP.
Algorithm 1 Exact Iterative Algorithm
Input: A graph G = (V, S) and a limit on the number of active connections K Output: Subset E * ⊆ S 1: begin 2: 
12:
return E *
13: end

Experimental results
Multiple combinations of the DDIP model parameters were tested and best selections identified. For the test instances with the networks of size n = 10, 15, 20 , the w parameters used were 0.642, 0.555, and 1.288, and the γ parameters used were 1.096, 1.210, and 0.863, respectively.
The DDIP instances were tested using Python 2.7 on a Dell Inspiron 15 7000 (2.3 GHz Intel Core i5-6200U processor, 8 GB RAM) for ten periods, ten times per test input graph, per each graph size. The MIP formulations were implemented and solved with Gurobi Optimizer 8.1 [33] using Python interface. See Figs. 5 and 6 for the comparison between the networks generated with the DDIP model and the networks generated by the MIP (Problem 1) for each test instance.
The values of the network performance metrics were calculated for all the resulting networks that were generated with the DDIP model. The values of µ and η were also computed for the fully connected instances ( e r = 1 ), and also, for the MIP solutions (obtained under the constraint |E| MIP = Avg|E| DDIP ), for each sample graph. Table 3 reports the average results for each performance metric and compares the results of the DDIP model to the metrics of the fully connected graphs and MIP solutions for each graph size and type. Network configurations (blue arcs) obtained using DDIP and MIP on a sample of Unit Disk input graphs: the output graphs with maximum possible efficiency, µ , with a given limit on the number of active connections |E|. Gray arcs are the allowable arcs which were not used by a solution information (in a centralized way), while the DDIP model was run under partial information (in a decentralized way). Note, however, that the DDIP-generated graphs are more balanced than their MIP counterparts (see Figs. 5 and 6), in that in DDIP solutions the nodes are not overloaded, while MIP typically returns a hub-and-spoke type structure that is very efficient at the expense of some node(s) being overloaded. These results, combined with the low average edge ratio e r values of the DDIP output networks, show that the model was able to form networks with relatively few ties and good connectivity properties.
Conclusion
The topic of spreading information across networks is widely studied in network science. Most works in the field of information passing, as it relates to social network analysis, focus on the spread of influence across networks and utilize centralized methods in order to find network formation solutions. In certain cases, such as deciding on how to form communication networks for autonomous UAVs, the use of centralized methods is not feasible. This paper thus offers a useful and promising approach towards decentralized network formation modeling that leads to the creation of robust networks that contain structural properties suited for information passing.
The results of the DDIP model application showcase that this new modeling approach can be used to create robust networks. It does have limitations: e.g., in its current form, the DDIP model relies on deterministic rules, which limits its flexibility. The DDIP model was initialized with each actor connecting to one randomly chosen neighbor, to see how the DDIP model solutions vary with different initial connection setups. We observed that some of the final networks were not strongly connected. One could mitigate this issue by allowing the actors to run the DDIP model multiple times.
Further potential extensions and improvements over the presented model could focus on adding parameters and rules to respond to the changes in the network proximity structure. From the analysis perspective, allowing the actors to change their physical positions in space (i.e., accounting for movement) and allowing for external changes to the possible edge set (i.e., accounting for adversarial attacks) would indeed offer interesting extensions.
Abbreviations DDIP: decentralized deterministic information propagation; ERGM: exponential random graph models; MIP: mixed integer programming.
For n = 10, there was not much information for the ERGM model to fit parameters to, because of how small the input graph was. There was only one parameter deemed significant, capturing the difference between closeness attributes of connected actors. Figure 8 describes the set of parameters that were fitted to the input graph of size n = 20. The ERGM model for this graph size was able to find some relatively useful information from the input graph. It was found that density, the gwesp statistic, the number of triangles, the difference between "closeness" attributes, and the number of isolates to be significant. Based on these values, the ERGM simulation generated graphs with a low density, high propensity to share connections with connected neighbors, a low number of triangles, no isolates, and more connections between neighbors of similar "closeness" values. 
