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AN INCOMPRESSIBLE POLYMER FLUID INTERACTING WITH A KOITER
SHELL.
DOMINIC BREIT AND PRINCE ROMEO MENSAH
Abstract. We study a mutually coupled mesoscopic-macroscopic-shell system of equations modeling
a dilute incompressible polymer fluid which is evolving and interacting with a flexible shell of Koiter
type. The polymer constitutes a solvent-solute mixture where the solvent is modelled on the macroscopic
scale by the incompressible Navier–Stokes equation and the solute is modelled on the mesoscopic scale
by a Fokker–Planck equation (Kolmogorov forward equation) for the probability density function of the
bead-spring polymer chain configuration. This mixture interacts with a nonlinear elastic shell which
serves as a moving boundary of the physical spatial domain of the polymer fluid. We use the classical
model by Koiter to describe the shell movement which yields a fully nonlinear fourth order hyperbolic
equation. Our main result is the global-in-time existence of a weak solution to the underlying system.
1. Introduction
On the one hand, fluid-structure interactions are common physical phenomena yet mathematically
challenging problems with applications in aeroelasticity [19], biomechanics [9] and hydrodynamics [13]
amongst others. On the other hand, the huge industrial application of the interactions between polymer
molecules and fluids such as in the production of paints, lubricants, plastics as well as in the processing
of food stuff [8], makes the analysis of polymeric fluids very important. Therefore, from a mathematical,
physical and commercial point-of-view, the analysis of the mutual interaction of all three elements, i.e.
fluid, structure and polymer molecules is crucial.
We consider in this work, the evolution of a dilute three-dimensional incompressible polymeric fluid in a
spatial domain that is changing with respect to time. The displacement of the boundary is prescribed via
the two-dimensional mid-section of the flexible Koiter shell whose energy is a nonlinear function of the
first and second fundamental forms of the moving boundary. We prove the existence of a weak solution to
the coupled fluid-kinetic system, given by the incompressible Navier–Stokes–Fokker–Planck sytem, which
is interacting with an elastic Koiter shell. The existence time is only restricted once the shell approaches
a self-intersection.
Existence of a solution to the Fokker–Planck equation for a given solenoidal velocity field incorporat-
ing the center-of-mass diffusion term has been established by El-Kareh and Leal [21] independently of
the Deborah number. The incompressible Navier–Stokes–Fokker–Planck system for polymeric fluids in-
cluding center-of-mass diffusion has been studied considerably. See for example, the works by Barrett,
Schwab & Su¨li [1] and Barrett & Su¨li [2, 3, 4, 5, 6]. All these results derive global-in-time weak solutions
for variations of the incompressible Navier–Stokes equation coupled with the Fokker–Planck equation.
On the other hand, a unique local-in-time strong solution for the center-of-mass system was first shown
to exist by Renardy [41]. Unfortunately, [41] excludes the physically relevant FENE dumbbell models.
The local theory was then revisited by Jourdain, Lelie`vre & Le Bris [25] for the stochastic FENE model
for the simple Couette flow and by E, Li & Zhang [20] who analysed the incompressible Navier–Stokes
equation coupled with a system of SDEs describing the configuration of the spring. The corresponding
deterministic system, where instead the incompressible Navier–Stokes equations are coupled with the
Fokker–Planck equation, was studied by Li, Zhang & Zhang [30] and Zhang & Zhang [43]. Constantin
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proved the existence of Lyapunov functionals and smooth solutions in [17] and then derived global-in-time
strong solution for the 2-D system in [18] together with Fefferman, Titi & Zarnescu.
The analysis is significantly harder without center-of-mass diffusion since the Fokker–Planck equation
becomes a degenerate parabolic equation which behaves like an hyperbolic equation in the space-time
variable. A global weak solution result to the incompressible Navier–Stokes–Fokker–Planck system for
the FENE dumbbell model without center-of-mass diffusion was recently achieved in the seminal paper
[35] by Masmoudi. The main difficulty is to pass to the limit in the drag term of the Fokker–Planck
equation which does not have any obvious compactness properties. Earlier global weak solution results
without center-of-mass diffusion include the work by Lions & Masmoudi [31] for Oldroyd models, Lions
& Masmoudi [32] who studied the corotational case, and Otto & Tzavaras [40] who studied weak solu-
tions for the stationary system. Masmoudi [34] also constructed a local-in-time strong solution to the
incompressible Navier–Stokes–Fokker–Planck system for the FENE dumbbell model without center-of-
mass diffusion in [34]. Furthermore, the solution is global near equilibrium, see also Kreml & Pokorny´
[26]. Further results on local strong solutions where proved by Luo & Yin [33] and Breit & Mensah [10].
With respect to fluid-structure problems, the analysis of weak solutions to incompressible viscous fluids
interacting with lower-dimensional linear elastodynamic equations were studied in [14, 23, 24, 29, 36, 38],
just to list a few. In particular, the existence of a weak solution for the three-dimensional viscous in-
compressible fluid modelled by the Navier–Stokes equations which is interacting with a flexible elastic
plate located on one part of the fluid boundary was shown in [14]. This solution exists so long as the
moving part of the structure does not touch the fixed part of the fluid boundary. By using a singular
limit argument, the existence of a weak solution to the incompressible Navier–Stokes equation coupled
with a plate in flexion was constructed in [23] as the coefficient modeling the viscoelasticity of the plate
tends to zero. In [24], the authors studied the existence of a weak solution to a power-law viscosity fluid-
structure interaction problem for shear-thickening flows. Again, the solution exists until a contact of the
elastic boundary with a fixed boundary part is made. The authors in [29] studied the interaction of an
incompressible Newtonian fluid, modelled by the Navier–Stoke equation, with a linear elastic shell of Koi-
ter. Here, the middle surface of the shell serves as the mathematical boundary of the three-dimensional
fluid domain. The weak solution is shown to exist so long as the magnitude of the shell’s displacement
stays below a bound that rules out self-intersection. In [36] however, a semi-discrete, operator splitting
numerical scheme, was used to show the existence of weak solution of a fluid-structure coupled system
governed by the two-dimensional incompressible Navier–Stokes equations, while the elastodynamics of
the cylindrical wall is modeled by the one-dimensional cylindrical linear Koiter shell model. The solution
exists as long as the cylinder radius is greater than zero. A similar existence result as [36] was shown in
[38] where now the elastodynamics of the cylinder wall is governed by the one-dimensional linear wave
equation modeling the thin structural layer, and by the two-dimension equations of linear elasticity mod-
eling the thick structural layer. As far as we know, the only result on the analysis of weak solutions to
fluid-structure interaction, where the original Koiter model (to be described below in Section 1.3) with a
leading order nonlinear shell energy is considered, is the recent paper [37].
Mathematical results concerning the interaction of a polymeric fluid with a flexible structure are, how-
ever, still missing in the literature. In this article, we aim to close this gap and initiate a corresponding
analysis. In the following, we will describe the model in detail.
1.1. Elastic shell. We are interested in the mathematical analysis of a polymer fluid evolving in a spatial
domain with a moving shell. For this reason, we first describe this spatial geometry before we state the
equations of motion. Following [27], we let Ω ⊂ R3 be an open, bounded, nonempty and connected
reference domain with an elastic shell ω × (−0, 0) ⊂ R3 of thickness 20 > 0 and a middle surface ω.
Now denote the first fundamental form (or metric tensor) and second fundamental form (or curvature
tensor) of ∂Ω induced by the ambient Euclidean space and by the surface measure dy of ∂Ω by A and
B respectively. Assume that the movement of the shell ∂Ω is in the direction of the outer unit normal ν
(we shall give a precise construction of this normal vector later in Section 1.3). Now denote the normal
bundle of ∂Ω by
N(∂Ω) =
{
(y, z) ∈ R3×3 : y ∈ ∂Ω, z ∈ Ny(∂Ω)
}
,
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where Ny(∂Ω) is the (3− 2)-dimensional normal space to ∂Ω at y consisting of all vectors orthogonal to
the tangent space Ty(∂Ω) with respect to the Euclidean dot product. Simply put, N(∂Ω) consists of all
vectors normal to ∂Ω and by [27, Theorem 6.23], N(∂Ω) is an embedded 3-dimensional submanifold of
R3×3. Consequently, ∂Ω has a tubular neighbourhood, SL :=
{
x ∈ R3 : dist(x, ∂Ω) < L} for some L > 0,
see Fig. 1. Given the outer unit normal ν of ∂Ω, one can construct a special affine mapping known as
Figure 1. Left: A tubular neighbourhood of a shell ∂Ω is represented by the bended
cylinder. Right: A macroscopic view of a tiny section of the shell ∂Ω with thickness
20 > 0. With an abuse of notation, we identify points y ∈ ∂Ω on the 3-d shell, with
points on the middle surface y ∈ ω which is a 2-d submanifold.
the Hanzawa transform, see [28, Section 2], which will be used below to relate the fixed domain Ω to a
moving one. It is defined in terms of the mapping
Λ : ∂Ω× (−L,L)→ SL, Λ(y, s) = y + sν(y).
There is a maximal L > 0 such that Λ is a C3-diffeomorphism with inverse
Λ−1 : SL → ∂Ω× (−L,L), Λ−1(x) = (y(x), s(x))
where s(x) = (x − y(x)) · ν(y(x)), cf. [27, Theorem 6.24]. A detailed construction of the Hanzawa
transform can be found in [28] but for the sake of completeness, we summarize the construction below.
To begin with, for any specific instant of time t ∈ I := (0, T ) where T > 0, we consider a C3x-function
η(t, ·) : ∂Ω→ (−L,L) and define the following open set
Ωη(t) := Ω \ SL ∪
{
x ∈ SL : s(x) < η(t,y(x))
}
.
Let νη(t) and dyη(t) be the outer unit normal and the surface measure of ∂Ωη(t) respectively. This
function η is further assumed to be continuous in time so that η ∈ C(I × ∂Ω) and we have that
‖η‖L∞(I×∂Ω) < L.
Moving on, we define a C3x-diffeomorphism Ψη(t) : Ω→ Ωη(t) piecewise as
Ψη(t) : Ω \ SL → Ωη(t), Ψη(t)(x) = x, (1.1)
Ψη(t) : Ω ∩ SL → Ωη(t), Ψη(t)(x) = x + ν(y(x))η(t,y(x))β
(
s(x)/L
)
= y(x) + ν(y(x))
[
s(x) + η(t,y(x))β
(
s(x)/L
)]
(1.2)
where β ∈ C∞(R) is a real-valued function which is zero in a neighbourhood of −1 and one in a neighbour-
hood of 0. For the mapping Ψη(t) to have a continuously differentiable spatial inverse, we assume that
|β′(s)| < L/|η(y)| for all s ∈ [−1, 0] and all y ∈ ∂Ω. The boundary mapping is also a C3x-diffeomorphism
defined as
Φη(t) := Ψη(t)
∣∣
∂Ω
: ∂Ω→ ∂Ωη(t), Φη(t)(y) = y + ν(y)η(t,y) (1.3)
for every time t ∈ I with inverse Φ−1η(t)(x) = y(x).
The diffeomorphisms Φη and Ψη constructed above, and thus the deformed shell Ωη(t), satisfies various
continuity and embedding properties. A detailed analyses of these can be found in [28, 29].
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To summarize, if we denote the closure of the deformed spacetime cylinder ∪t∈I{t} × Ωη(t) ⊂ R4 by
I × Ωη(t), then the mapping
Ψη : I × Ω→ I × Ωη(t), (t,x) 7→
(
t,Ψη(t)(x)
)
preserves the portion of the original spacetime cylinder I ×Ω that lies outside the tubular neigbourhood
SL and deforms the residual portion of the original space-time cylinder according to the mapping (1.2).
The restriction of Ψη to the boundary is given by the mapping
Φη : I × ∂Ω→ I × ∂Ωη(t), (t,x) 7→
(
t,Φη(t)(x)
)
according to the rule (1.3).
1.2. Polymer fluid. A common mathematical model to describe the behaviour of complex fluids are
the FENE-type models. For these models, the polymer molecules are idealized as a chain of beads and
springs with prescribed finitely extensible nonlinear elastic (FENE) type spring potentials. For a finite but
arbitrary number K > 1, K+1 beads are connected by K springs to form a polymer chain. This polymer
is represented by a vector of K-finite vectors q = (qT1 , . . . ,q
T
K)
T ∈ B, where B = ⊗Ki=1Bi ⊂ R3K is
the Cartesian product of convex open sets Bi ⊂ R3 such that qi ∈ Bi if and if only if −qi ∈ Bi. On
Figure 2. We model a polymer (circled on the left) as a bead-spring chain consisting
of K + 1 beads connected by K springs (boxed on the right).
the mesoscopic level, we describe the evolutionary changes in the distribution of the bead-spring chain
configuration by the Fokker–Planck equation for the polymer density function ψ = ψ(t,x,q) (depending
on time t ≥ 0, spatial position x ∈ R3 and the prolongation vector q ∈ B of the polymer chain). On the
macroscopic level, we consider a viscous fluid described by the incompressible Navier–Stokes equations
for the fluid velocity u = u(t,x) and pressure p = p(t,x). The beads, which model the monomers that
are joined by springs to form a polymer chain, unsettle the flow field around the chain once immersed
in the fluid. These mesoscopic effects of the polymer molecules on the fluid motion are described by an
elastic stress tensor T. It is meant to describe the random movements of polymer chains/springs and can
be modelled by prescribing spring potentials Ui, i = 1, . . . ,K for each of the K springs. Here, for each
i = 1, . . . ,K, the potential Ui is continuous on an interval Ii ⊂ [0,∞) containing the point 0 where Ii is the
image of Bi under the mapping qi ∈ Bi 7→ 12 |qi|2. To be precise, we consider Ui ∈ C0,1loc (Ii; [0,∞)) for each
i = 1, . . . ,K.. Typically, these potentials will be such that Ui(0) = 0 and also, be monotonically increasing
and unbounded on the interval Ii , for each i = 1, . . . ,K. The elastic spring force Fi : Bi ⊂ R3 → R3 of
the ith spring and the associated Maxwellian Mi are defined by
Fi(qi) = ∇qiUi
(1
2
|qi|2
)
= U ′i
(1
2
|qi|2
)
qi, i = 1, . . . ,K (1.4)
and
Mi(qi) =
e−Ui(
1
2 |qi|2)´
Bi
e−Ui(
1
2 |qi|2) dqi
i = 1, . . . ,K (1.5)
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respectively such that
´
Bi
Mi(qi) dqi = 1 for each i = 1, . . . ,K. The (total) Maxwellian is then given by
M(q) :=
K∏
i=1
Mi(qi), q = (q
T
1 , . . . ,q
T
K)
T ∈ B =
K⊗
i=1
Bi (1.6)
and also satisfies
´
B
M(q) dq = 1. We observe from (1.4)–(1.6) that
M(q)∇qi
1
M(q)
=
−1
M(q)
∇qiM(q) = Fi(qi) (1.7)
for each i = 1, . . . ,K.
Before we continue, we now give some examples of the precise force-laws (1.4) used in the literature, see [8,
Table 11.5-1]. For simplicity of the presentation, we only describe the ‘dumbbell’ models corresponding
to K = 1.
Example 1.1 (Hookean dumbbell model). This model has a prescribed linear spring force and
(equivalently) linear spring potential given by F(q) = q where q ∈ B = Rd, d = 2, 3 and U(s) = s,
s ∈ R≥0 respectively. Therefore, the beads coalesce at the origin 0 ∈ B when the spring force is zero.
The main drawback of this model is that it admits arbitrarily large spring extension making it physically
unrealistic.
Example 1.2 (‘Linear-locked’ Tanner’s dumbbell model). This model is a realistic variant of the
Hookean dumbbell model with the same linear force law and linear spring potential except that now,
q ∈ B = B(0,√b) ⊂ Rd, d = 2, 3 where B = B(0,√b) is a bounded open set centred at 0 ∈ Rd of
radius
√
b, with b > 0. The prescribed radius
√
b > 0 thus denotes the extent to which the springs can
be stretched.
Example 1.3 (FENE [finitely extensible nonlinear elastic] dumbbell model). This model also
corresponds to the case K = 1 but with a nonlinear spring force given by F(q) = (1 − |q|2/b)−1q
where q ∈ B = B(0,√b) ⊂ Rd, d = 2, 3. Equivalently, the nonlinear spring potential is given U(s) =
− b2 log(1− 2sb ), s ∈ [0, b2 ).
With respect to regularity, we assume that the Maxwellian satisfies the following conditions:
M ∈ C(B) ∩ C0,1loc (B) ∩W 1,10 (B), M ≥ 0, M−1 ∈ Cloc(B). (1.8)
Now, for a given probability density function ψ = ψ(t,x,q) of a polymer, we let
Ξ(t, x) =
ˆ
B
ψ(t,x,q) dq, (t,x) ∈ I × Ωη(t) (1.9)
be the polymer number density. The elastic stress tensor T is then given by
T(ψ) = k
K∑
i=1
Ti(ψ)− k(K + 1)Ξ I− ðΞ2I (1.10)
where I is the identity matrix, k > 0 and ð ≥ 0 are constants and for each i = 1, . . . ,K,
Ti(ψ) =
ˆ
B
ψ(t,x,q)U ′i
(1
2
|qi|2
)
qi ⊗ qi dq =
ˆ
B
ψ(t,x,q) Fi(qi)⊗ qi dq, (1.11)
elucidates how the polymers - described by the force law for the ith spring - are transmitted through the
fluid.
In addition to the elastic stress tensor T, we consider an external volume force f : (t,x) ∈ I × Ωη(t) 7→
f(t,x) ∈ R3 in the fluid motion. This force may account for the influence of gravity and/or electric force
as well as artificial forces produced, for example, by an ultracentrifuge.
The coupled system is now described by the incompressible Navier–Stokes–Fokker–Planck system in the
moving domain I × Ωη(t) for a given function η : I × ∂Ω→ (−L,L). We wish to find the fluid’s velocity
field u : (t,x) ∈ I × Ωη(t) 7→ u(t,x) ∈ R3, the pressure p : (t,x) ∈ I × Ωη(t) 7→ p(t,x) ∈ R and the
probability density function ψ : (t,x,q) ∈ I × Ωη(t) ×B 7→ ψ(t,x,q) ∈ [0,∞) such that the equations
divxu = 0, (1.12)
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∂tu + (u · ∇x)u +∇xp = µ∆xu + divxT(ψ) + f , (1.13)
∂tψ + (u · ∇x)ψ = ε∆xψ −
K∑
i=1
divqi
(
(∇xu)qiψ
)
+
1
4λ
K∑
i=1
K∑
j=1
Aij divqi
(
M∇qj
ψ
M
)
(1.14)
are satisfied weakly in I × Ωη(t) × B subject to the following initial (t = 0) condition and boundary
(y ∈ ∂Ωη(t) or qi ∈ ∂Bi) conditions[
1
4λ
K∑
j=1
AijM∇qj
ψ
M
− (∇xu)qiψ
]
· ni = 0 on I × Ωη(t) × ∂Bi, for i = 1, . . . ,K, (1.15)
ε∇yψ · νη(t) = 0 on I × ∂Ωη(t) ×B, (1.16)
u(0, ·) = u0 in Ωη0 , (1.17)
ψ(0, ·, ·) = ψ0 ≥ 0 in Ωη0 ×B. (1.18)
The parameter µ > 0 is the viscosity coefficient, ε > 0 is the center-of-mass diffusion coefficient, λ > 0 is
the Deborah number De, the Aij ’s are the components of the symmetric positive definite Rouse matrix
(Aij)
K
i,j=1 whose smallest eigenvalue is A0 > 0 and ni is a unit outward normal vector to ∂Bi.
If we now return to (1.9) for a moment, we observe that by formally integrating (1.14) over the open set
B and using the boundary condition (1.15), then Ξ satisfies the following viscous transport equation
∂tΞ + (u · ∇x)Ξ = ε∆xΞ (1.19)
weakly in I × Ωη(t) subject to the following initial and boundary conditions
ε∇yΞ · νη(t) = 0 on I × ∂Ωη(t), (1.20)
Ξ0 =
ˆ
B
ψ0(·,q) dq ≥ 0 in Ωη0 . (1.21)
The structure of the tensor T, given by (1.10), means that the analysis of (1.19)–(1.21) is essential to the
analysis of the extra stress tensor T.
If we now define ψ̂ := ψ/M , then the full extra stress tensor (1.10) may be rewritten as
T(Mψ̂) = T(ψ) = k
K∑
i=1
ˆ
B
M(q)∇qi ψ̂(t,x,q)⊗ qi dq− kΞ I− ðΞ2I. (1.22)
The Fokker–Planck equation (1.14) then become
∂t(Mψ̂) + (u · ∇x)Mψ̂ = ε∆x(Mψ̂)−
K∑
i=1
divqi
(
M(∇xu)qiψ̂
)
+
1
4λ
K∑
i=1
K∑
j=1
Aij divqi
(
M∇qj ψ̂
)
(1.23)
subject to the initial and boundary conditions[
1
4λ
K∑
j=1
AijM∇qj ψ̂ −M(∇xu)qiψ̂
]
· ni = 0 on I × Ωη(t) × ∂Bi, for i = 1, . . . ,K, (1.24)
ε∇yψ̂ · νη(t) = 0 on I × ∂Ωη(t) ×B, (1.25)
ψ̂(0, ·, ·) = ψ̂0 ≥ 0 in Ωη0 ×B. (1.26)
1.3. Koiter shell energy and equation of motion. The polymer fluid modelled by (1.12)–(1.18) is
assumed to interact with a Koiter shell ω × (−0, 0) ⊂ R3. Here, ω ⊂ R2 is the middle surface of the
shell, recall Fig. 1, and 20 > 0 is the thickness of ∂Ω and for simplicity, we take ω = R2 \ Z2 to be the
flat torus. We emphasis that this periodic assumption on ω is not at all restrictive and everything we do
subsequently can be replicated for a general ω. Following [16] we suppose that ∂Ω can be parametrised
by a smooth injective mapping ϕ : ω → R3 such that for all points y = (y1, y2) ∈ ω, the pair of vectors
∂iϕ(y), i = 1, 2, are linearly independent where, ∂i := ∂/∂yi . Simply put, ϕ is an injective map on the
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mid-section of the shell of the domain Ω. This vector pair [∂1ϕ(y), ∂2ϕ(y)] is the covariant basis of the
tangent plane to the middle surface ϕ(ω) of the reference configuration at each point ϕ(y) and
ν(y) =
∂1ϕ(y)× ∂2ϕ(y)
|∂1ϕ(y)× ∂2ϕ(y)|
is a well-defined unit vector normal to the surface ϕ(ω) at ϕ(y). The area measure along the surface
ϕ(ω) is dyν := |∂1ϕ(y)×∂2ϕ(y)|dy. We now assume that the shell (and in particular, its middle surface)
only deforms along the normal direction with a displacement field ην : I × ω → R3 where η : I × ω → R
is considerably smooth. Then, we can parametrized the deformed boundary by the following coordinates
ϕη(t,y) = ϕ(y) + η(t,y)ν(y), t ∈ I, y ∈ ω
yielding the deformed middle surface ϕη(t, ω). Now for
∂iϕη(t,y) = ∂iϕ(y) + ∂iη(t,y)ν(y) + η(t,y)∂iν(y), i = 1, 2,
the covariant components of the first fundamental form of the deformed middle surface ϕη(t, ω) is given
by
∂iϕη(t,y) · ∂jϕη(t,y) = ∂iϕ(y) · ∂jϕ(y) +Gij(η)
where
Gij(η) := ∂iη(t,y)∂jη(t,y) + η(t,y)
[
∂iϕ(y) · ∂jν(y) + ∂jϕ(y) · ∂iν(y)
]
+ η2(t,y)∂iν(y) · ∂jν(y)
are the covariant components of the ‘modified’ change of metric tensor G(η). The normal (which is not
a unit vector) to the deformed middle surface ϕη(t, ω) at the point ϕη(t,y) is then given by
νη(t,y) = ∂1ϕη(t,y)× ∂2ϕη(t,y) = ν(y)
∣∣∂1ϕ(y)× ∂2ϕ(y)∣∣+ ∂2η(t,y)(∂1ϕ(y)× ν(y)
+ η(t,y)∂1ν(y)× ν(y)
)
+ ∂1η(t,y)
(
ν(y)× ∂2ϕ(y) + η(t,y)ν(y)× ∂2ν(y)
)
+ η(t,y)
(
∂1ϕ(y)× ∂2ν(y) + ∂1ν(y)× ∂2ϕ(y)
)
+ η2(t,y)
(
∂1ν(y)× ∂2ν(y)
)
and
R]ij(η) :=
∂ijϕη(t,y) · νη(t,y)
|∂1ϕ(y)× ∂2ϕ(y)| − ∂ijϕ(y) · ν(y), i, j = 1, 2,
are the covariant components of the change of curvature tensor R](η). The elastic energy K(η) := K(η, η)
of the deformation is then given by
K(η) =
1
2
0
ˆ
ω
C : G(η)⊗G(η) dy + 1
6
30
ˆ
ω
C : R](η)⊗ R](η) dy
:=
2∑
i,j,k,l=1
1
2
0
ˆ
ω
CijklGkl(η)Gij(η) dy +
1
6
30
ˆ
ω
CijklR]kl(η)R
]
ij(η) dy
(1.27)
where C = (Cijkl)2i,j,k,l=1 is a fourth-order tensor whose entries are the contravariant components of the
shell elasticity, see [15, Page 162]. We remark that for simplicity, we have normalized the measure dy
in (1.27) which should have actually been the weighted measure dyν := |∂1ϕ(y) × ∂2ϕ(y)|dy with the
non-zero weight |∂1ϕ(y)× ∂2ϕ(y)|, see [42]. Next, given the following geometric quantity
γ(η) := 1 +
η
|∂1ϕ(y)× ∂2ϕ(y)|
[
ν(y) · (∂1ϕ(y)× ∂2ν(y) + ∂1ν(y)× ∂2ϕ(y))]
+
η2
|∂1ϕ(y)× ∂2ϕ(y)|ν(y) ·
(
∂1ν(y)× ∂2ν(y)
)
,
(1.28)
one deduces the W 2,2(ω)-coercivity of the Koiter energy (1.27) as long as γ(η) 6= 0. This is the case
if ‖η‖L∞(ω) ≤ L˜ for some L˜ > 0 depending on the geometry of Ω Further details can be found in [37,
Lemma 4.3 and Remark 4.4]. Without loss of generality we assume that L ≤ L˜, where L is the threshold
for self-intersection introduced in Section 1.1. Finally, we remark that the Koiter energy is continuous
on W 2,p(ω) for all p > 2 due to the Sobolev embedding W 2,p(ω) ↪→W 1,∞(ω).
If the mass density of ω is 0ρS where ρS > 0 is a constant, and we simply denote the L
2-gradient of K
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by K ′ (which is to the interpreted in the sense that K ′(η)ζ = 2K(η, ζ) for any ζ in the dual space of η),
then the evolution of the shell is modelled by (later one we assume for simplicity that 0ρS = 1)
0ρS∂
2
t η +K
′(η) = g + F · ν (1.29)
in I × ω subject to the following initial and boundary conditions
η(0, ·) = η0, ∂tη(0, ·) = η1 in ω, (1.30)
u(t,y + η(t,y)ν(y)) = ∂tη(t,y)ν(y) on I × ω (1.31)
where η0, η1 : ω → R are given functions and where in (1.29), the function g : I × ω → R is a given force
density and
F(t,y) :=
(
− 2µDyu(t,y)− [T(ψ)](t,y) + p(t,y)I
)
νη(t) ◦ϕη(t)|detDϕη(t)|. (1.32)
Also, the tensor
Dyu =
1
2
(∇yu +∇Tyu) (1.33)
is the symmetric gradient of the fluid’s velocity field.
1.4. Plan of the paper. In the following, we give the outline of the rest of this paper. As stated in
the abstract above, we aim to show the existence of a weak solution to the coupled system (1.12)–(1.18)
and (1.29)–(1.31) where the solution exists globally in time until the shell approaches a self-intersection
or the W 2,2-coercivity of the Koiter energy given in (1.27) degenerates. Therefore, after collecting some
preliminary notations and concepts in Section 2.1 and Section 2.2, we make precise, the exact notion of a
solution to our system in Section 2.3. We also state our main theorem, Theorem 2.5 in Section 2.4. We
then move to Section 3, where we show how to formally derive a priori estimates and also, introduce the
energy and relative entropy of our system.
Our principal strategy to solve the coupled system consists in regularising the shell (and the convective
terms) and to decouple the fluid-structure problem from the Fokker–Planck equation. For this reason, in
Section 4, we solve the Fokker–Planck equation in a variable (but given) domain for a given (and smooth)
velocity field. On the other hand, for a given probability density function, we solve the fluid-structure
problem by following the fixed-point arguments in [29]. This is done in Section 5. Finally, we pass to the
limit in the regularisation layer in Section 6. For this, we are required to rigorously prove the entropy
estimates from Section 3 and to apply compactness methods to pass to the limit in the nonlinear terms
of our system.
2. Preliminaries and main result
In this section, we fix the notation, collect some preliminary material on function spaces and present
the main result.
2.1. Notations. The following quantities: t ∈ I, representing the time variable, x ∈ Ω, representing
the spatial variable, and q ∈ B, representing the elongation vector of a polymer molecule, will denote
the independent variables we shall use throughout this work. The domain B =
⊗K
i=1Bi ⊂ R3K is the
Cartesian product of K convex and bounded open sets Bi ⊂ R3 for which qi ∈ Bi if and only if −qi ∈ Bi.
In particular, the origin 0 ∈ R3 is contained in each set Bi whose boundary we denote by ∂Bi. We further
have
∂B =
K⋃
i=1
∂Bi, where ∂Bi := B1 × . . .×Bi−1 × ∂Bi ×Bi+1 × . . .×BK
with ni being a unit outward normal vector to ∂Bi, i = 1, . . . ,K. For functions F and G and a variable
p, we write F . G and F .p G if there exists a generic constant c > 0 and another such constant
c(p) > 0 which now depends on p such that F ≤ cG and F ≤ c(p)G holds respectively. The symbol
| · | may be used in four different context. For a scaler function f ∈ R, |f | denotes the absolute value
of f . For a vector f ∈ Rn where n > 1 is an integer, |f | denotes the Euclidean norm of f . For a square
matrix F ∈ Rn×n where n > 1 is an integer, |F| shall denote the Frobenius norm √trace(FTF). Finally,
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if S ⊂ Rn is a (sub)set, then |S| is the n-dimensional Lebesgue measure of S.
Let O ⊂ Rd be a measureable set. By Lp(O) [respectively Lp(O;R3)], W s,p(O) [respectively W s,p(O;R3)]
and Ds,p(O) [respectively Ds,p(O;R3)] for 1 ≤ p ≤ ∞ and s ∈ N, we denote respectively, the stan-
dard Lebesgue spaces, Sobolev spaces, homogeneous Sobolev spaces for scalar-valued [respectively R3-
vector-valued] functions defined on O. The dual space of W s,p(O) will be denoted by W−s,p(O). By
Lpdivx(O;R3), we mean vector-valued measurable functions v : O → R3 such that divxv = 0 in the distri-
butional sense and ‖v‖Lp(O) <∞. The Sobolev space W s,p0 (O) is endowed with zero boundary condition
(i.e. it is the closure of the smooth and compactly supported functions in W s,p(O)). Also, for s ∈ (0, 1)
and 1 ≤ p < ∞, we define the fractional Sobolev space W s,p(O) as the set of all measurable functions
f : Ω→ R such that
‖f‖pW s,p(O) =
ˆ
O
|f(x)|p dx +
ˆ
O
ˆ
O
|f(x)− f(z)|p
|x− z|d+ps dx dz <∞. (2.1)
In general, for a separable Banach space (X, ‖ · ‖X), we denote by Lp(0, T ;X), the space of Bochner-
measurable functions u : (0, T ) → X such that ‖u‖X ∈ Lp(0, T ). Similarly, we consider the space
Lp(O;X) for a measurable set O ⊂ Rd. Also, C(O;X) is the set of continuous functions u : O → X.
Finally, for any nonnegative N ∈ C(O), where O ⊂ Rd is a measurable set, and for a constant p ≥ 1, we
denote by
LpN (O) =
{
f ∈ Lploc(O) : ‖f‖pLpN (O) <∞
}
, W 1,pN (O) =
{
f ∈W 1,ploc (O) : ‖f‖pW 1,pN (O) <∞
}
,
the weighted Lp and W 1,p spaces over O with norms
‖f‖p
LpN (O) :=
ˆ
O
N(z)|f(z)|p dz and ‖f‖p
W 1,pN (O)
:=
ˆ
O
N(z)
(|f(z)|p + |∇zf(z)|p) dz,
respectively.
2.2. Function spaces on variable domains. The spatial domain Ω is a nonempty bounded subset
of R3 with smooth boundary and an outer unit normal ν, ∂Ω is the shell of Ω ⊂ R3. We use y ∈ ∂Ω
to emphasis spatial boundary points with a corresponding surface measure dy. To further clarify, we
identify the shell as a usual boundary by tracing out its 2-dimensional mid-section ω ∈ R2, see Fig
1. In the following, I is the closure of I = (0, T ), a time interval where T > 0 is a constant. For
η ∈ C(I × ∂Ω) satisfying ‖η‖L∞(I×∂Ω) < L, we shall abuse notation and denote the deformed spacetime
cylinder ∪t∈I{t} ×Ωη(t) ⊂ R4 by either ΩIη(t) or I ×Ωη(t). We are now in the position to define function
spaces on a variable domain.
Definition 2.1. (Function spaces) We define for 1 ≤ p, r ≤ ∞,
Lp(I;Lr(Ωη(t))) :=
{
v ∈ L1(I × Ωη(t)) : v(t, ·) ∈ Lr(Ωη(t)) for a.e. t, ‖v(t, ·)‖Lr(Ωη(t)) ∈ Lp(I)
}
,
Lp(I;W 1,r(Ωη(t))) :=
{
v ∈ Lp(I;Lr(Ωη(t))) : ∇xv ∈ Lp(I;Lr(Ωη(t)))
}
.
We now give a concept of convergence in variable domains which is similar to [11, Sec. 2.3].
Definition 2.2 (Convergence). Let (ηi) ⊂ C(I × ∂Ω; [−θL, θL]), θ ∈ (0, 1) be a sequence such that
ηi → η uniformly in I × ω. Let p1, p2, p3 ∈ [1,∞] and let M satisfy (1.8) or be identically equal to one.
Then;
(a) we say that a sequence gi ∈ Lp1(I;Lp2(Ωηi(t);Lp3M (B))) converges strongly to g in
Lp1(I;Lp2(Ωηi(t);L
p3
M (B))) with respect to ηi, denoted by gi →η g in Lp1(I;Lp2(Ωηi(t);Lp3M (B))),
if
χΩηi(t)gi → χΩη(t)g in Lp1(I;Lp2(R3;L
p3
M (B)));
(b) for p1, p2, p3 ∈ [1,∞), we say that a sequence gi ∈ Lp1(I;Lp2(Ωηi(t);Lp3M (B))) converges weakly to
g in Lp1(I;Lp2(Ωη(t);L
p3
M (B))) with respect to ηi, denoted by g ⇀
η g in Lp1(I;Lp2(Ωηi(t);L
p3
M (B))),
if
χΩηi(t)gi ⇀ χΩη(t)g in L
p1(I;Lp2(R3;Lp3M (B)));
10 DOMINIC BREIT AND PRINCE ROMEO MENSAH
(c) for p1 = ∞ and p2, p3 ∈ [1,∞), we say that a sequence gi ∈ L∞(I;Lp2(Ωηi(t);Lp3M (B))) con-
verges weakly∗ to g in L∞(I;Lp2(Ωη(t);L
p3
M (B))) with respect to ηi, denoted by gi ⇀
∗,η g in
L∞(I;Lp2(Ωηi(t);L
p3
M (B))), if
χΩηi(t)gi ⇀
∗ χΩη(t)g in L
∞(I;Lp2(R3;Lp3M (B))).
Definition 2.2 can be extended in a canonical way to Sobolev spaces.
Since we are dealing with boundary value problems, we need a concept of traces on variable domains.
The following lemma is a modification of [29, Corollary 2.9]. We recall the transform ϕη from Section
1.3.
Lemma 2.3 (Trace operator). Let 1 < p < 3 and η ∈ W 2,2(∂Ω) with ‖η‖L∞(∂Ω) < L. Then the linear
mapping trη : v 7→ v◦ϕη|∂Ω is well defined and continuous from W 1,p(Ωη) to W 1− 1r ,r(∂Ω) for all r ∈ (1, p)
and well defined and continuous from W 1,p(Ωη) to L
q(∂Ω) for all 1 < q < 2p3−p . The continuity constants
depend only on Ω, p, and ‖η‖W 2,2(∂Ω).
2.3. Concept of a solution. In order to describe the notion of a solution that we wish to construct, we
first define the following energy functionals:
E(t) := ‖Ξ(t,x)‖2L∞(Ωη(t)) +
ˆ
Ωη(t)
1
2
|u(t,x)|2 dx +
ˆ
ω
1
2
|∂tη(t,y)|2 dy +K(η(t))
+ k
ˆ
Ωη(t)×B
M(q)F(ψ̂(t,x,q))dq dx, (2.2)
where
F(s) := s ln s+ e−1 for s ≥ 0 (2.3)
is the entropy function that generates the physical relative (with respect to the Maxwellian) entropy
Eη(t)F
(
ψ̂|M) := ˆ
Ωη(t)×B
MF(ψ̂) dq dx (2.4)
and let
E(0) := ‖Ξ0(x)‖2L∞(Ωη(0)) +
ˆ
Ωη0
1
2
|u0(x)|2 dx +
ˆ
ω
1
2
|η1(y)|2 dy +K(η0)
+ k
ˆ
Ωη0×B
M F(ψ̂0(x,q))dq dx (2.5)
be the initial energy, recall (1.30). With the above information in hand, we now proceed to make rigorous,
what we mean by a solution.
Definition 2.4 (Finite energy weak solution). Let (f , g, η0, ψ̂0,u0, η1) be a dataset such that
f ∈ L2(I;L2loc(R3;R3)), g ∈ L2(I;L2(ω)), η0 ∈W 2,2(ω) with ‖η0‖L∞(ω) < L,
0 ≤ ψ̂0 ∈ L2
(
Ωη0 ;L
2
M (B)
)
, u0 ∈ L2divx(Ωη0 ;R3) is such that trη0u0 = η1γ(η0), η1 ∈ L2(ω).
(2.6)
In addition, we assume
Ξ0 ∈ L∞(Ωη0) where Ξ0 =
ˆ
B
M(q)ψ̂0(·,q) dq in Ωη0 . (2.7)
We call the triple (u, ψ̂, η) a finite energy weak solution to the system (1.12)–(1.18) and (1.29)–(1.31)
with data (f , g, η0, ψ̂0,u0, η1) provided that the following holds:
(a) the velocity u satisfies
u ∈ L∞(I;L2(Ωη(t);R3)) ∩ L2(I;W 1,2divx(Ωη(t);R3)) with trηu = ∂tη ν
and η satisfies
η ∈W 1,∞(I;L2(ω)) ∩ L∞(I;W 2,2(ω)) with ‖η‖L∞(I×ω) < L
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and for all (φ,ϕ) ∈ C∞(I × ω) × C∞(I × R3;R3) with φ(T, ·) = 0, ϕ(T, ·) = 0, divxϕ = 0 and
trηϕ = φν, we haveˆ
I
d
dt
(ˆ
Ωη(t)
u ·ϕdx +
ˆ
ω
∂tη φdy
)
dt =
ˆ
I
ˆ
Ωη(t)
(
u · ∂tϕ+ u⊗ u : ∇xϕ
)
dx dt
−
ˆ
I
ˆ
Ωη(t)
(
µ∇xu : ∇xϕ+ T(ψ) : ∇xϕ− f ·ϕ
)
dx dt
+
ˆ
I
ˆ
ω
(
∂tη ∂tφ−K ′(η)φ+ g φ
)
dy dt;
(b) the probability density function ψ̂ satisfies:
ψ̂ ≥ 0 a.e. in I × Ωη(t) ×B,
ψ̂ ∈ L∞(I × Ωη(t);L1M (B)),
F(ψ̂) ∈ L∞(I;L1(Ωη(t);L1M (B))),√
ψ̂ ∈ L2(I;L2(Ωη(t);W 1,2M (B))) ∩ L2(I;D1,2(Ωη(t);L2M (B))),
Ξ(t,x) =
ˆ
B
Mψ̂(t,x,q) dq ∈ L∞(I × Ωη(t)) ∩ L2(I;W 1,2(Ωη(t)));
and for all ϕ ∈ C∞(I × R3 ×B), we haveˆ
I
d
dt
ˆ
Ωη(t)×B
Mψ̂ ϕdq dx dt =
ˆ
I×Ωη(t)×B
(
Mψ̂ ∂tϕ+Muψ̂ · ∇xϕ− εM∇xψ̂ · ∇xϕ
)
dq dx dt
+
K∑
i=1
ˆ
I×Ωη(t)×B
(
M(∇xu)qiψ̂ −
K∑
j=1
Aij
4λ
M∇qj ψ̂
)
· ∇qiϕdq dx dt;
(c) for all t ∈ I, we have
E(t) + µ
ˆ t
0
ˆ
Ωη(σ)
|∇xu|2 dx dσ + ε
ˆ t
0
ˆ
Ωη(σ)
|∇xΞ|2 dx dσ
+ 4k ε
ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∣∇x√ψ̂∣∣∣2 dq dx dσ + kA0
λ
ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∣∇q√ψ̂∣∣∣2 dq dx dσ
. E(0) + 1
2
ˆ t
0
‖f‖2L2(Ωη(σ)) dσ +
1
2
ˆ t
0
‖g‖2L2(ω) dσ.
(2.8)
2.4. Main result. The main result of this paper is the following:
Theorem 2.5. Let (f , g,u0, η0, η1, ψ̂0) be a dataset satisfying (2.6). Then there exists a finite energy weak
solution (u, ψ̂, η) of (1.12)–(1.18) and (1.29)–(1.31) on the interval I = (0, T ) in the sense of Definition
2.4. The number T is restricted only if limt→T ‖η(t)‖L∞(ω) = L.
3. Formal estimates for the energy and relative entropy
In this section we formally energy energy and entropy estimates assuming that we have a sufficiently
regular solution to (u, ψ̂, η) of (1.12)–(1.18) and (1.29)–(1.31). Before we begin, we recall the Reynolds
transport theorem which states that any vector (or scalar) v := v(t,x) of class C1t,x satisfies
d
dt
ˆ
Ωη(t)
v dx =
ˆ
Ωη(t)
∂tv dx +
ˆ
Ωη(t)
divx(v ⊗ u) dx =
ˆ
Ωη(t)
∂tv dx +
ˆ
∂Ωη(t)
(u · νη(t))v dy (3.1)
in Ωη(t) where u := u(t,x) is the velocity of the fluid (If v is a scalar v, we replace v ⊗ u with vu). For
a solenoidal field u, the first equality explains the fact that the boundary of Ωη(t), denoted by ∂Ωη(t),
moves with u. Note that such a movement is described by the material derivative ∂t + (u · ∇x). The
second equation is just Gauss’ theorem.
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Following the arguments in [7, Section 2] (for the simpler case of K = 1), let us recall F(s) := s ln s+ e−1
for s > 0 so that F ′(s) = 1 + ln s and F ′′(s) = 1s are well-defined. We further recall from Section 1.2 that
M∇qi
1
M
= − 1
M
∇qiM = ∇qiU
(1
2
|qi|2
)
= U ′
(1
2
|qi|2
)
qi. (3.2)
Now, since our flow is incompressible, by using Reynolds transport theorem (3.1),
ˆ
Ωη(t)×B
(
∂tψ + (u · ∇x)ψ
)
F ′
(
ψ
M
)
dq dx =
ˆ
Ωη(t)×B
(
∂t + u · ∇x
)[
M F
(
ψ
M
)]
dq dx
=
d
dt
ˆ
Ωη(t)×B
M F
(
ψ
M
)
dq dx.
(3.3)
Next, since the identities
ε
ˆ
Ωη(t)
∇xψ · ∇xF ′
(
ψ
M
)
dx = ε
ˆ
Ωη(t)
∇xψ · M
ψ
∇x ψ
M
dx = ε
ˆ
Ωη(t)
M
√
M
ψ
∇x ψ
M
·
√
M
ψ
∇x ψ
M
dx
= 4 ε
ˆ
Ωη(t)
M
∣∣∣∣∣∇x
√
ψ
M
∣∣∣∣∣
2
dx
and
ε
ˆ
Ωη(t)
divx
[
∇xψF ′
(
ψ
M
)]
dx =
ˆ
∂Ωη(t)
F ′
(
ψ
M
)
ε∇xψ · νη(t) dyη(t) = 0
hold by virtue of the divergence theorem and (1.16), for the center-of-mass diffusion term, we have
ε
ˆ
Ωη(t)×B
∆xψF ′
(
ψ
M
)
dq dx = −4 ε
ˆ
Ωη(t)×B
M
∣∣∣∣∣∇x
√
ψ
M
∣∣∣∣∣
2
dq dx. (3.4)
Now, for each i = 1, . . . ,K, we can use the fact that M = 0 on ∂B (see (1.8)) and the relation s∇qF ′(s) =
∇qs to obtain
ˆ
Ωη(t)×B
divqi
(
(∇xu)qiψ
)F ′( ψ
M
)
dq dx = −
ˆ
Ωη(t)×B
(∇xu)qiM ψ
M
· ∇qiF ′
(
ψ
M
)
dq dx
= −
ˆ
Ωη(t)×B
(∇xu)qiψ ·
[
M∇qiψ − ψ∇qiM
M2
]
M
ψ
dq dx
=
ˆ
Ωη(t)×B
divqi
[
(∇xu)qi
]
ψ dq dx +
ˆ
Ωη(t)×B
(∇xu)qiψ · 1
M
∇qiM dq dx. (3.5)
However, one can check that the identity divqi
[
(∇xu)qi
]
= divxu = 0 holds so that in combination with
(3.2), we can conclude that
K∑
i=1
ˆ
Ωη(t)×B
divqi
(
(∇xu)qiψ
)F ′( ψ
M
)
dq dx = −
K∑
i=1
ˆ
Ωη(t)×B
ψ U ′
(1
2
|qi|2
)
qi ⊗ qi : ∇xu dq dx
= −
K∑
i=1
ˆ
Ωη(t)
Ti(ψ) : ∇xu dx = −1
k
ˆ
Ωη(t)
T(ψ) : ∇xu dx (3.6)
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holds by the use of (1.10) and the observation that Ξp I : ∇xu = Ξp divxu = 0 for p = 1, 2. Finally, we
can use that M = 0 on ∂B to obtain
K∑
i=1
K∑
j=1
Aij
4λ
ˆ
Ωη(t)×B
divqi
(
M∇qj
ψ
M
)
F ′
(
ψ
M
)
dq dx
= −
K∑
i=1
K∑
j=1
Aij
4λ
ˆ
Ωη(t)×B
M∇qj
ψ
M
· M
ψ
∇qi
ψ
M
dq dx
= −
K∑
i=1
K∑
j=1
Aij
λ
ˆ
Ωη(t)×B
M∇qj
√
ψ
M
· ∇qi
√
ψ
M
dq dx
(3.7)
If we now collect (3.3)–(3.7) and consider the smallest eigenvalue A0 > 0 of (Aij)
K
i,j=1, then by integrating
over the time interval [0, t], we obtain from (1.14) that
ˆ
Ωη(t)×B
kM F
(
ψ(t, ·)
M
)
dq dx + 4k ε
ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∣∣∣∇x
√
ψ
M
∣∣∣∣∣
2
dq dx dσ
+
kA0
λ
ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∣∣∣∇q
√
ψ
M
∣∣∣∣∣
2
dq dx dσ
≤
ˆ
Ωη0×B
kM F
(
ψ0
M
)
dq dx +
ˆ t
0
ˆ
Ωη(σ)
T(ψ) : ∇xu dx dσ
(3.8)
holds for all t ∈ I.
If we also test (1.19) with Ξ and use Reynolds’ transport theorem (3.1) and the boundary condition
(1.20), we obtain ˆ
Ωη(t)
|Ξ(t, ·)|2 dx + ε
ˆ t
0
ˆ
Ωη(σ)
|∇xΞ|2 dx dσ =
ˆ
Ωη0
|Ξ0|2 dx. (3.9)
On the other hand, if we test (1.13) with the velocity u, then we obtainˆ
Ωη(t)
1
2
|u(t, ·)|2 dx + µ
ˆ t
0
ˆ
Ωη(σ)
|∇xu|2 dx dσ +
ˆ t
0
ˆ
Ωη(σ)
T(ψ) : ∇xu dx dσ
=
ˆ
Ωη0
1
2
|u0|2 dx +
ˆ t
0
ˆ
Ωη(σ)
f · u dx dσ
+
ˆ t
0
ˆ
∂Ωη(σ)
(
2µDyu + T(ψ)− pI
)
νη(σ) · u dyη(σ) dσ.
(3.10)
Finally, testing (1.29) with ∂tη yieldsˆ
ω
1
2
|∂tη(t, ·)|2 dy +K(η(t)) =
ˆ
ω
1
2
|η1|2 dy +K(η0)
+
ˆ t
0
ˆ
ω
g ∂ση dy dσ +
ˆ t
0
ˆ
ω
F · ν ∂ση dy dσ.
(3.11)
If we now sum up (3.8)–(3.11), then we obtain[ˆ
Ωη(σ)
1
2
|u(σ, ·)|2 dx +
ˆ
Ωη(σ)
|Ξ(σ, ·)|2 dx +
ˆ
ω
1
2
|∂ση(σ, ·)|2 dy +K(η(σ))
+
ˆ
Ωη(σ)×B
kMF
(
ψ(σ, ·)
M
)
dq dx
]σ=t
σ=0
+ µ
ˆ t
0
ˆ
Ωη(σ)
|∇xu|2 dx dσ + ε
ˆ t
0
ˆ
Ωη(σ)
|∇xΞ|2 dx dσ
+ 4k ε
ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∣∣∣∇x
√
ψ
M
∣∣∣∣∣
2
dq dx dσ +
kA0
λ
ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∣∣∣∇q
√
ψ
M
∣∣∣∣∣
2
dq dx dσ ≤ I(t),
(3.12)
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where
I(t) :=
ˆ t
0
ˆ
Ωη(σ)
f · u dx dσ +
ˆ t
0
ˆ
ω
g ∂ση dy dσ ≤
ˆ t
0
ˆ
Ωη(σ)
ϑ
2
|u|2 dx dσ
+
ˆ t
0
ˆ
ω
ϑ
2
|∂ση|2 dy dσ +
ˆ t
0
ˆ
Ωη(σ)
cϑ|f |2 dx dσ +
ˆ t
0
ˆ
ω
cϑ|g|2 dy dσ
(3.13)
for any ϑ > 0. The energy estimate thus follow for all t ∈ I by the use of (1.30).
3.1. Towards making the entropy estimate rigorous. Since our ultimate goal is the construction of
a non-negative probability function ψ ≥ 0, even on the formal level, the derivation of the energy estimate
above is still problematic. For example, F ′(s) and F ′′(s) are singular at s = 0 and thus, the a priori testing
of the Fokker–Planck with the first derivative of the relative entropy functional is delicate. This problem
can however be fixed by using a convex regularization Fδ to approximate F and then passing to the limit
δ → 0. Following the arguments in [12], for a fixed δ > 0, let us define Fδ(s) := (s+ δ) ln(s+ δ) + e−1 for
s ≥ 0 so that F ′δ(s) = 1 + ln(s+ δ) and F ′′δ (s) = 1s+δ are well-defined even at s = 0.
Now, because of the highly coupled nature of the macroscopic fluid system and the mesoscopic Fokker–
Planck equation, we also need to introduce a preliminary smoothing in order to ultimately maintain
energy balance. In this respect, we follow [12] and consider a smooth nonnegative function Γ supported
on the interval (−2, 2) such that Γ(s) = 1 for all s ∈ [−1, 1]. Now for ` ∈ N, we set Γ`(s) := Γ(s/`) and
define T` and Λ` by
T`(s) :=
ˆ s
0
Γ`(r) dr, Λ`(s) := sΓ`(s). (3.14)
If we further define
Tδ,`(s) :=
ˆ s
0
Λ`(r)
r + δ
dr =
ˆ s
0
rΓ`(r)
r + δ
dr with Tδ,` → T` in C([0,∞)), (3.15)
as δ → 0, then be setting ψ̂ := ψM , we observe that
Λ`
(
ψ̂
)∇qiF ′δ(ψ̂) = ∇qiTδ,`(ψ̂).
Therefore, by using the fact that M = 0 on ∂B (see (1.8)) and the identity divqi
[
(∇xu)qi
]
= divxu = 0
together with (3.2), we obtain
ˆ
Ωη(t)×B
divqi
(
M(∇xu)qiΛ`
(
ψ̂
))F ′δ(ψ̂) dq dx = −ˆ
Ωη(t)×B
M(∇xu)qi · ∇qiTδ,`
(
ψ̂
)
dq dx
= −
ˆ
Ωη(t)×B
M Tδ,`
(
ψ̂
)
U ′
(1
2
|qi|2
)
qi ⊗ qi : ∇xu dq dx. (3.16)
for the corresponding ‘approximate’ drag term in (1.23). By treating the rest of the terms in the modified
Fokker–Planck equation (1.23) similarly to the previous subsection, we obtain
d
dt
ˆ
Ωη(t)×B
kM Fδ
(
ψ̂
)
dq dx + k ε
ˆ
Ωη(t)×B
M
∣∣∇xψ̂∣∣2(ψ̂ + δ)−1 dq dx
+
K∑
i=1
K∑
j=1
kAij
4λ
ˆ
Ωη(t)×B
M∇qj ψ̂ · ∇qi ψ̂
(
ψ̂ + δ
)−1
dq dx
= k
K∑
i=1
ˆ
Ωη(t)×B
M Tδ,`
(
ψ̂
)
U ′
(1
2
|qi|2
)
qi ⊗ qi : ∇xu dq dx.
(3.17)
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If we now consider the smallest eigenvalue A0 > 0 of (Aij)
K
i,j=1, then by integrating (3.17) over the time
interval [0, t], we obtainˆ
Ωη(t)×B
kM Fδ
(
ψ̂(t, ·)) dq dx + k ε ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∇xψ̂∣∣2(ψ̂ + δ)−1 dq dx dσ
+
kA0
4λ
ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∇qψ̂∣∣2(ψ̂ + δ)−1 dq dx dσ ≤ ˆ
Ωη0×B
kM Fδ
(
ψ̂0
)
dq dx
+ k
ˆ t
0
ˆ
Ωη(σ)×B
K∑
i=1
M Tδ,`
(
ψ̂
)
U ′
(1
2
|qi|2
)
qi ⊗ qi : ∇xu dq dx dσ.
(3.18)
By recalling (1.10) and the observation that Ξp I : ∇xu = Ξp divxu = 0 for p = 1, 2, we can use (3.15) to
obtain
lim sup
δ→0
k
ˆ t
0
ˆ
Ωη(σ)×B
K∑
i=1
M Tδ,`
(
ψ̂
)
U ′
(1
2
|qi|2
)
qi ⊗ qi : ∇xu dq dx dσ
= k
ˆ t
0
ˆ
Ωη(σ)×B
K∑
i=1
M T`
(
ψ̂
)
U ′
(1
2
|qi|2
)
qi ⊗ qi : ∇xu dq dx dσ
=
ˆ t
0
ˆ
Ωη(σ)
T`(Mψ̂) : ∇xu dx dσ
(3.19)
where for ψ̂ = ψ/M ,
T`(Mψ̂) = k
K∑
i=1
ˆ
B
M ∇qiT`(ψ̂)⊗ qi dq− kΞ I− ðΞ2I (3.20)
is a truncated extra stress tensor in the fluid system. The convergence in (3.19) together with the
monotone convergence theorem and the identities
M
ψ̂
∣∣∇xψ̂∣∣2 = 4M ∣∣∇x√ψ̂∣∣2, M
ψ̂
∣∣∇qψ̂∣∣2 = 4M ∣∣∇q√ψ̂∣∣2 (3.21)
allows us to finally obtain in the inequalityˆ
Ωη(t)×B
kM F(ψ̂(t, ·))dq dx + 4k ε ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∣∇x√ψ̂∣∣∣2 dq dx dσ
+
kA0
λ
ˆ t
0
ˆ
Ωη(σ)×B
M
∣∣∣∇q√ψ̂∣∣∣2 dq dx dσ ≤ ˆ
Ωη0×B
kM F(ψ̂0) dq dx
+
ˆ t
0
ˆ
Ωη(σ)
T`(Mψ̂) : ∇xu dx dσ.
(3.22)
by passing to limit δ → 0 in (3.18). The last term in (3.22) above then balances with the corresponding
term in the macroscopic system for the solvent.
4. Solving the Fokker–Planck equation
In this section we are going to to solve to Fokker-Planck equation for a given function ξ : I × ω →
(−L,L) and a given vector field v : I × Ωξ → R3 such that
ξ ∈ C3(I × ω), v ∈ L∞(I;W 1,∞divx (Ωξ;R3)). (4.1)
Now subject to the following initial and boundary conditions[
1
4λ
K∑
j=1
AijM∇qj ψ̂ −M(∇xv)qiψ̂
]
· ni = 0 on I × Ωξ × ∂Bi, for i = 1, . . . ,K, (4.2)
ε∇yψ̂ · νξ = ψ̂(v − (∂tξν) ◦ϕ−1ξ ) · νξ on I × ∂Ωξ(t) ×B, (4.3)
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ψ̂(0, ·, ·) = ψ̂0 ≥ 0 in Ωξ(0) ×B, (4.4)
we aim to construct a weak solution to the Fokker–Planck equation
∂t(Mψ̂) + (v · ∇x)Mψ̂ = ε∆x(Mψ̂)−
K∑
i=1
divqi
(
M(∇xv)qiψ̂
)
+
1
4λ
K∑
i=1
K∑
j=1
Aij divqi
(
M∇qj ψ̂
)
(4.5)
in I × Ωξ(t) × B. Here ε > 0 is the center-of-mass diffusion coefficient, λ > 0 is the Deborah number
De and the Aij ’s are the components of the symmetric positive definite Rouse matrix (Aij)
K
i,j=1 whose
smallest eigenvalue is A0 > 0. The Maxwellian M satifies (1.5)–(1.8) and ψ̂ = ψ̂(t,x,q) is the unknown.
We now make precise, what we mean by ψ̂ being a solution of (4.2)–(4.5).
Definition 4.1. Take (v, ξ, ψ̂0) as a dataset such that (v, ξ) satisfies (4.1) and
ψ̂0 ∈ L2
(
Ωξ(0);L
2
M (B)
)
, ψ̂0 ≥ 0. (4.6)
In addition, we assume
Ξ0 ∈ L∞(Ωξ(0)) where Ξ0 =
ˆ
B
M(q)ψ̂0(·,q) dq in Ωξ(0). (4.7)
We call ψ̂ a finite energy weak solution of (4.2)–(4.5) with data (v, ξ, ψ̂0) provided that:
(a) the probability density function ψ̂ satisfies
ψ̂ ≥ 0 a.e. in I × Ωξ(t) ×B,
ψ̂ ∈ L∞(I × Ωξ(t);L1M (B)),
F(ψ̂) ∈ L∞(I;L1(Ωξ(t);L1M (B))),√
ψ̂ ∈ L2(I;L2(Ωξ(t);W 1,2M (B))) ∩ L2(I;D1,2(Ωξ(t);L2M (B))),
Ξ(t,x) =
ˆ
B
Mψ̂(t,x,q) dq ∈ L∞(I × Ωξ(t)) ∩ L2(I;W 1,2(Ωξ(t)));
(b) for all ϕ ∈ C∞(I × R3 ×B), we haveˆ
I
d
dt
ˆ
Ωξ(t)×B
Mψ̂ ϕdq dx dt =
ˆ
I×Ωξ(t)×B
(
Mψ̂ ∂tϕ+Mvψ̂ · ∇xϕ− εM∇xψ̂ · ∇xϕ
)
dq dx dt
+
K∑
i=1
ˆ
I×Ωξ(t)×B
(
M(∇xv)qiψ̂ −
K∑
j=1
Aij
4λ
M∇qj ψ̂
)
· ∇qiϕdq dx dt;
(4.8)
(c) we have the estimate
‖Ξ(t, ·)‖2L∞(Ωξ(t)) + k
ˆ
Ωξ(t)×B
M F(ψ̂(t, ·, ·))dq dx + εˆ t
0
ˆ
Ωξ(σ)
|∇xΞ|2 dx dσ
+ 4k ε
ˆ t
0
ˆ
Ωξ(σ)×B
M
∣∣∣∇x√ψ̂∣∣∣2 dq dx dσ + kA0
λ
ˆ t
0
ˆ
Ωξ(σ)×B
M
∣∣∣∇q√ψ̂∣∣∣2 dq dx dσ
. ‖Ξ0‖2L∞(Ωξ(0)) + k
ˆ
Ωξ(0)×B
M F(ψ̂0)dq dx + ˆ t
0
ˆ
Ωξ(σ)
T(Mψ̂) : ∇xv dx dσ
(4.9)
for all t ∈ I.
The main result of this section is the following:
Theorem 4.2. Assume that (v, ξ, ψ̂0) satisfies (4.1) and (4.6)–(4.7). Then there exists a finite energy
weak solution of (4.2)–(4.5) in the sense of Definition 4.1.
We now devote the rest of this section to the proof of Theorem 4.2. As is usually the case, we begin
by establishing an approximate solution of the Fokker–Planck equation (4.5).
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4.1. A Galerkin scheme. We let (v, ξ, ψ̂0) be a given dataset satisfying (4.1) and (4.6)–(4.7). Our
solution ψ̂ to (4.5) will be derived as a limit n→∞, m→∞, `→∞ (in that order) of a regular solution
ψ̂`,m,n where n ∈ N is a Galerkin parameter and m ∈ N and ` ∈ N are parameters indexing a family of
approximate Maxwellians and extra stress tensors respectively.
Remark 4.3. Before we begin, we remark that henceforth, for a given pair (v, ξ) and fixed ` ∈ N, we
simply write ψ̂m,n in place of (ψ̂`,m,n)`∈N until when we have to pass to the limit `→∞. We also recall
the definition of T` and Λ` in (3.14).
Now to begin, we first consider the following approximate form of the Maxwellian in order to avoid
potential blow-up. Following [12, Section 2.1], we approximate M = M(q) by Mm = Mm(q) given by
Mm := M
m
+
1
m
, m ∈ N (4.10)
where M
m
= M
m
(q) is such that
lim
m→∞
{∥∥Mm −M∥∥
C(B)∩W 1,10 (B)
+
∥∥(Mm)−1 −M−1∥∥
C(Bq)
}
= 0 (4.11)
for any compact set Bq ⊂ B. Next, for each m ∈ N, we consider a countable family (φmi )i∈N of eigen-
functions in W 1,2(B) that are orthogonal in W 1,2Mm(B) and orthonormal in L
2
Mm(B). We also consider
a smooth basis ($j)j∈N of the space W 1,2(R3) along restriction to Ωξ so that ($j)j∈N is a basis of the
space W 1,2(Ωξ(t)) for any t ∈ I (this, in fact, follows form the existence of an extension operator to R3
since ξ(t) is smooth). For fixed m,n ∈ N, our aim now is to look for a function
ψ̂m,n(t,x,q) =
n∑
r=1
n∑
l=1
fm,nrl (t)φ
m
r (q)$l(x), (4.12)
where the fm,nrl ’s are the actual unknowns, such that for all r = 1, . . . , n and l = 1, . . . , n,
d
dt
ˆ
Ωξ(t)×B
Mmψ̂m,nφmr $l dq dx
=
ˆ
Ωξ(t)×B
vMmψ̂m,n · ∇x(φmr $l) dq dx− ε
ˆ
Ωξ(t)×B
Mm∇xψ̂m,n · ∇x(φmr $l) dq dx
+
K∑
i=1
ˆ
Ωξ(t)×B
M(∇xv)qiΛ`(ψ̂m,n) · ∇qj (φmr $l) dq dx
−
K∑
i=1
K∑
j=1
Aij
4λ
ˆ
Ωξ(t)×B
Mm∇qi ψ̂m,n · ∇qj (φmr $l) dq dx
(4.13)
holds subject to the initial condition
ψ̂m,n(0, ·, ·) = ψ̂m,n0 :=
n∑
r=1
n∑
l=1
(ˆ
Ωξ(0)×B
T`(ψ̂
m
0 )φ
m
r $l dq dx
)
φmr (q)$l(x),
ψ̂m0 := ψ̂0
M
Mm
in Ωξ(0) ×B.
(4.14)
Equation (4.13) is a system of ODEs with continuous coefficients which can be solved locally in time.
We start by showing uniform a priori estimates for ψ̂m,n which will imply global solvability of (4.13). To
obtain these estimates, we will take ψ̂m,n as test function in (4.13). Using Reynolds’ transport theorem
(3.1) we obtain
d
dt
ˆ
Ωξ(t)×B
Mm|ψ̂m,n|2 dq dx−
ˆ
Ωξ(t)×B
Mmψ̂m,n∂tψ̂
m,n dq dx
=
1
2
d
dt
ˆ
Ωξ(t)×B
Mm|ψ̂m,n|2 dq dx + 1
2
ˆ
∂Ωξ(t)×B
Mm|ψ̂m,n|2(∂tξν) ◦ϕ−1ξ · νξ dq dy,
18 DOMINIC BREIT AND PRINCE ROMEO MENSAH
whereas the divergence theorem yieldsˆ
Ωξ(t)×B
vMmψ̂m,n · ∇xψ̂m,n dq dx = 1
2
ˆ
∂Ωξ(t)×B
Mm|ψ̂m,n|2(v · νξ) dq dy
since divxv = 0. By treating the rest of the terms in (4.13) in a straightforward manner and integrating
over the interval (0, t), we obtain
1
2
ˆ
Ωξ(σ)×B
Mm|ψ̂m,n(σ)|2 dq dx
]σ=t
σ=0
+
K∑
i=1
K∑
j=1
Aij
4λ
ˆ t
0
ˆ
Ωξ(σ)×B
Mm∇qi ψ̂m,n · ∇qj ψ̂m,n dq dx dσ
+ε
ˆ t
0
ˆ
Ωξ(σ)×B
Mm|∇xψ̂m,n|2 dq dx dσ =
K∑
i=1
ˆ t
0
ˆ
Ωξ(σ)×B
Mm(∇xv)qiΛ`(ψ̂m,n) · ∇qi ψ̂m,n dq dx dσ
+
1
2
ˆ t
0
ˆ
∂Ωξ(σ)×B
Mm|ψ̂m,n|2(v · νξ) dq dy dσ
− 1
2
ˆ t
0
ˆ
∂Ωξ(σ)×B
Mm|ψ̂m,n|2(∂σξν) ◦ϕ−1ξ · νξ dq dy dσ
=: (I)m,n + (II)m,n + (III)m,n (4.15)
for all t ∈ I. As a consequence of Young’s inequality, the definitions of Λ` and Mm, boundedness of ∇xv
and the boundedness of |qi|2 which holds for each i = 1, . . . ,K, we obtain the estimate
(I)m,n ≤ δ
ˆ t
0
ˆ
Ωξ(σ)×B
Mm|∇qψ̂m,n|2 dq dx dσ + cδ
ˆ t
0
ˆ
Ωξ(σ)×B
Mm|ψ̂m,n|2 dq dx dσ
uniformly in m,n ∈ N for any δ > 0 recalling the definition of Λ`. In order to estimate (II)m,n, we
use the trace embedding W 1/2,2(Ωξ(t)) ↪→ L2(∂Ωξ(t)). The constant in this embedding depends on the
W 1,∞x -norm of ξ. Employing also an interpolation argument and using the regularity of v again, we
obtain
(II)m,n .
ˆ t
0
ˆ
B
Mm‖ψ̂m,n‖2L2(∂Ωξ(σ)) dq dσ .
ˆ t
0
ˆ
B
Mm‖ψ̂m,n‖2W 1/2,2(Ωξ(σ)) dq dσ
≤ δ
ˆ t
0
ˆ
Ωξ(σ)×B
Mm|∇xψ̂m,n|2 dq dx dσ + cδ
ˆ t
0
ˆ
Ωξ(σ)×B
Mm|ψ̂m,n|2 dq dx dσ
uniformly in m,n ∈ N for any δ > 0. By employing the regularity of ξ in place of v, we can derive the
same estimate for (III)m,n. If we now consider the smallest eigenvalue A0 > 0 of (Aij)
K
i,j=1, absorb the
small δ-terms into the corresponding terms on the left-hand side of (4.15) and apply Gronwall’s lemma,
then we obtainˆ
Ωξ(t)×B
Mm|ψ̂m,n|2 dq dx +
ˆ t
0
ˆ
Ωξ(σ)×B
Mm|∇xψ̂m,n|2 dq dx dσ
+
ˆ t
0
ˆ
Ωξ(σ)×B
Mm|∇qψ̂m,n|2 dq dx dσ .
ˆ
Ωξ(0)×B
Mm|ψ̂m,n0 |2 dq dx
(4.16)
uniformly in m,n ∈ N for all t ∈ I with a constant that depends only on A0, ε > 0, v and ξ. Note that
(4.16) implies that there is a global-in-time solution to (4.13). Furthermore, we can use the fact that
1
m ≤Mm ≤ c, where c > 0 is a constant independent of m to conclude from (4.16) that
sup
t∈I
ˆ
Ωξ(t)×B
|ψ̂m,n|2 dq dx +
ˆ
I
ˆ
Ωξ(t)×B
|∇xψ̂m,n|2 dq dx dt
+
ˆ
I
ˆ
Ωξ(t)×B
|∇qψ̂m,n|2 dq dx dt .m 1
(4.17)
where the constant additionally depends only on A0, ε > 0, v and ξ.
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4.2. Regularity and identification of the first limits. To begin this subsection, we first note that
since the estimate (4.17) holds uniformly in n ∈ N, it follows that there exist
ψ̂m ∈ L∞(I;L2(Ωξ(t);L2(B))) ∩ L2
(
I;D1,2(Ωξ(t);L
2(B))
) ∩ L2(I;L2(Ωξ(t);W 1,2(B))) (4.18)
such that ψ̂m,n converges weakly-(∗) to ψ̂m as n → ∞. The limit ψ̂m satisfies both (4.16) and (4.17).
Furthermore, since 35 = 3
(
1
2 − 310
)
, it follows from the Gagliardo–Nirenberg interpolation inequality that
for all t ∈ I, the estimate
‖ψ̂m‖
L
10
3 (I×Ωξ(t);L2(B))
. ‖ψ̂m‖2/5L∞(I;L2(Ωξ(t);L2(B)))‖ψ̂
m‖3/5L2(I;D1,2(Ωξ(t);L2(B)))
holds for a constant depending only on ξ. Thus, given (4.18), it follows that
ψ̂m ∈ L 103 (I × Ωξ(t);L2(B)). (4.19)
Although the original equation (4.5) is linear in ψ, the regularised equation (which we approximate by
(4.13)) is not due to the modified drag-term. Hence, we need compactness to pass to the limit. On
account of the moving shell, the standard argument based on Aubin–Lions lemma does not apply. Also,
we cannot localise the equation on the Galerkin level (this will be done later in Sections 4.5 and 6.2).
Hence, we modify the compactness approach from [29] for our purposes and prove thatˆ
I×Ωξ(t)×B
Mm|ψ̂m,n|2 dq dx dt −→
ˆ
I×Ωξ(t)×B
Mm|ψ̂m|2 dq dx dt (4.20)
as n→∞. In order to do so, we consider for ϕ ∈W 1,2(R3 ×B) with ‖ϕ‖W 1,2
(x,q)
≤ 1, the functions
cϕ,n(t) =
ˆ
Ωξ(t)×B
Mmψ̂m,n(t) ΠqnΠ
x
nϕdq dx,
cϕ(t) =
ˆ
Ωξ(t)×B
Mmψ̂m(t)ϕdq dx,
where Πqn and Π
x
n are L
2-projections onto (φi)
n
i=1 and ($i)
n
i=1 respectively. We aim to show∥∥cϕ,n∥∥C0,1/χ′ (I) . 1 (4.21)
for some χ > 1 uniformly in n and ϕ. This follows by inserting ΠqnΠ
x
nϕ into (4.13) and integrating in
time. The result is then a consequence of the a priori estimate from (4.17) and the continuity of Πqn and
Πxn. Taking a subsequence and applying Arcela´-Ascoli’s theorem, we can conclude that cϕ,n converges
uniformly in I. Using (4.21) we will prove that the function
t 7→ sup
‖ϕ‖
W
1,2
(x,q)
≤1
(
cϕ,n(t)− cϕ(t)) (4.22)
converges uniformly in I. First of all we extend ψ̂m,n(t, ·,q) and ψ̂m(t, ·,q) from Ωξ(t) to SL and use the
compact embedding L2(SL ×B) ↪→W−1,2(SL ×B) to conclude that (after taking a diagonal sequence)
ψ̂m,n(t)→ ψ̂m(t) in W−1,2(Ωξ(t) ×B)
for all t ∈ I0, where I0 ⊂ I is a dense subset. Consequently, we have for each such t
|cϕ,n(t)− cϕ(t)| ≤
∣∣∣∣ˆ
Ωξ(t)×B
Mm(ψ̂m,n(t)− ψ̂m(t)) ΠqnΠxnϕdq dx
∣∣∣∣
+
∣∣∣∣ˆ
Ωξ(t)×B
Mmψ̂m(t)
(
ΠqnΠ
x
nϕ− ϕ
)
dq dx
∣∣∣∣
≤ c
(
‖ψ̂m,n(t)− ψ̂m(t)‖W−1,2
(x,q)
+ ‖ψ̂m(t)‖L2
(x,q)
‖ΠqnΠxnϕ− ϕ‖L2(x,q)
)
−→ 0
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uniformly in ϕ. Combining this with (4.21) and boundedness of Mm easily yields (4.22). On account of
(4.17) and (4.22), we have
ˆ
I
(
cψ̂m,n,n(t)− cψ̂m,n(t)
)
dt =
ˆ
I
‖ψ̂m,n‖W 1,2
(x,q)
(
cψ̂m,n,n(t)− cψ̂m,n(t)
)
‖ψ̂m,n‖W 1,2
(x,q)
dt
≤
(ˆ
I
‖ψ̂m,n‖2
W 1,2
(x,q)
dt
) 1
2
(ˆ
I
sup
‖ϕ‖
W
1,2
(x,q)
≤1
(
cϕ,n(t)− cϕ(t)
)2
dt
) 1
2
−→ 0
as n→∞ using also (4.17). By combining this with the weak convergence of ψ̂m,n from (4.18), we obtain
(4.20). Since Mm is strictly positive and bounded, one can now easily pass to the limit in (4.13) and
conclude that the limit ψ̂m satisfiesˆ
I
d
dt
ˆ
Ωξ(t)×B
Mmψ̂m ϕdq dx dt =
ˆ
I×Ωξ(t)×B
Mmψ̂m∂tϕdq dx dt
+
ˆ
I×Ωξ(t)×B
(
vMmψ̂m − εMm∇xψ̂m
) · ∇xϕdq dx dt
+
K∑
i=1
ˆ
I×Ωξ(t)×B
(
M(∇xv)qiΛ`(ψ̂m)−
K∑
j=1
Aij
4λ
Mm∇qj ψ̂m
)
· ∇qiϕdq dx dt
(4.23)
for all ϕ ∈ C∞(I × R3 ×B). Noticing the duality(
L2(I;W 1,2(Ωξ(t) ×B))
)′ ∼= L2(I;W−1,2(Ωξ(t) ×B)), (4.24)
cf. [39, page 8], we can rewrite (4.23) as〈
∂t(M
mψ̂m), ϕ
〉
t
=
ˆ
Ωξ(t)×B
(
vMmψ̂m − εMm∇xψ̂m
) · ∇xϕdq dx
+
K∑
i=1
ˆ
Ωξ(t)×B
(
M(∇xv)qiΛ`(ψ̂m)−
K∑
j=1
Aij
4λ
Mm∇qj ψ̂m
)
· ∇qiϕdq dx
−
ˆ
∂Ωξ(t)×B
(∂tξν) ◦ϕ−1ξ · νξMmψ̂mϕdq dy
(4.25)
for t ∈ I and all ϕ ∈W 1,2(Ωξ(t) ×B). Here 〈·, ·〉t denotes the duality pairing between W−1,2(Ωξ(t) ×B)
and W 1,2(Ωξ(t) ×B). For various estimates, we need the formulaˆ τ
0
〈
∂t(M
mψ̂m), f ′(ψ̂m)
〉
t
dt =
ˆ
Ωξ(τ)×B
Mmf(ψ̂m(τ)) dx dq−
ˆ
Ωξ(0)×B
Mmf(ψ̂m(0)) dx dq
−
ˆ τ
0
ˆ
∂Ωξ(t)×B
Mmf(ψ̂m)(∂tξν) ◦ϕ−1ξ · νξ dq dy dt
(4.26)
for a.e. τ ∈ I, provided f is a Lipschitz-function. In order to prove (4.26), we can define a temporal
regularisation operator S% on L2(I;W 1,2(Ωξ(t) ×B)) by
S%φ = (Eξ(t)φ)%
∣∣∣
I×Ωξ×B
where Eξ(t) : W 1,2(Ωξ(t))→W 1,2(R3) is the standard extension operator (note that the boundary of Ωξ(t)
is smooth) and (·)% denotes a temporal regularisation which is symmetric and commutes with derivatives.
We clearly have
S%φ→ φ in L2(I;W 1,2(Ωξ(t) ×B)) (4.27)
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for φ ∈ L2(I;W 1,2(Ωξ(t) ×B)). Thus, for ϕ ∈ C∞(I × R3) with ϕ(0, ·) = ϕ(T, ·) = 0, we haveˆ
I
〈
∂tS%(M
mψ̂m), ϕ
〉
t
dt = −
ˆ
I
ˆ
Ωξ(t)×B
S%(M
mψ̂m) ∂tϕdq dx dt
−
ˆ
I
ˆ
∂Ωξ(t)×B
(∂tξν) ◦ϕ−1ξ · νξS%(Mmψ̂m)ϕdq dy dt
= −
ˆ
I
ˆ
Ωξ(t)×B
Mmψ̂m ∂tS%ϕdq dx dt
−
ˆ
I
ˆ
∂Ωξ(t)×B
(∂tξν) ◦ϕ−1ξ · νξS%(Mmψ̂m)ϕdq dy dt.
Using S%ϕ as a test-function in (4.23), the latter formula also make sense for ϕ ∈ L2(I;W 1,2(Ωξ(t)×B)).
Moreover, we obtain
∂tS%(M
mψ̂m) ⇀ ∂t(M
mψ̂m) in L2(I;W−1,2(Ωξ(t) ×B)) (4.28)
as a consequence of (4.27). Combining (4.27) and (4.28) finally proves (4.26).
With (4.26) at hand we can justify taking (ψ̂m)− := min{0, ψ̂m} as a test function in (4.25). Indeed,
choosing f(s) = s− := min{0, s} we obtain in analogy with (4.17),
sup
t∈I
ˆ
Ωξ(t)×B
|(ψ̂m)−|2 dq dx +
ˆ
I
ˆ
Ωξ(t)×B
|∇x(ψ̂m)−|2 dq dx dt
+
ˆ
I
ˆ
Ωξ(t)×B
|∇q(ψ̂m)−|2 dq dx dt .m 0
(4.29)
where the constant depends only on A0, ε > 0, v and ξ. As opposed to (4.17), the right hand side
of (4.29) is zero because (ψ̂m)−
∣∣
t=0
= 0 since T`(ψ̂
m
0 ) ≥ 0. We can therefore conclude that (ψ̂m)− ≡
0 in I × Ωξ(t) ×B and thus
ψ̂m ≥ 0 a.e. in I × Ωξ(t) ×B; (4.30)
the minimum principle.
4.3. An auxiliary problem : the dumped continuity equation. For the ultimate purpose of es-
timating the Kramer’s expansion of the extra stress tensor T(ψ), we also need to consider the solu-
tion Ξm of a dumped continuity equation for the weighted average of ψ̂m. In particular, by setting
Ξm :=
´
B
Mmψ̂m dq where m ∈ N is fixed and choosing the test-function in (4.23) to be independent of
q, we obtainˆ
I
d
dt
ˆ
Ωξ(t)
Ξm ϕdx dt =
ˆ
I×Ωξ(t)
(
Ξm ∂tϕ+ v Ξ
m · ∇xϕ− ε∇xΞm · ∇xϕ
)
dx dt (4.31)
for all ϕ ∈ C∞(I × R3). We supplement (4.31) with the initial condition
Ξm(0, ·) = Ξm0 :=
ˆ
B
MmT`(ψ̂
m
0 ) dq ≤
ˆ
B
Mψ̂0 dq = Ξ0. (4.32)
As shown in [11, Theorem 3.1], there is a unique solution to (4.31) in the class
L∞
(
I;L2(Ωξ(t))
) ∩ L2(I;W 1,2(Ωξ(t))) (4.33)
and it satisfies the estimate∥∥Ξm∥∥2
L∞(I;L2(Ωξ(t)))
+
∥∥∇xΞm∥∥2L2(I×Ωξ(t)) . ∥∥Ξ0∥∥2L2(Ωξ(0)) (4.34)
with a constant depending only on the center-of-mass diffusion coefficient ε > 0, ξ(t) and v. It is also
shown in [11, Theorem 3.1] that the unique solution to (4.31) satisfies a renormalised formulation which
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reads as follows. For θ ∈ C2([0,∞); [0,∞)) with θ′(s) = 0 for large values of s and θ(0) = 0, we haveˆ
I
d
dt
ˆ
Ωξ(t)
θ(Ξm)ψ dx dt−
ˆ
I×Ωξ(t)
θ(Ξm) ∂tψ dx dt
=−
ˆ
I×Ωξ(t)
(
%θ′(Ξm)− θ(Ξm))divxvψ dx dt+ ˆ
I×Ωξ(t)
θ(Ξm)v · ∇xψ dx dt
−
ˆ
I×Ωξ(t)
ε∇xθ(Ξm) · ∇xψ dx dt−
ˆ
I×Ωξ(t)
εθ′′(Ξm)|∇xΞm|2ψ dx dt
(4.35)
for all ψ ∈ C∞(I × R3). In fact, the assumption that the function θ in (4.35) has linear growth can be
replaced by a quadratic growth assumption. Due to (4.34) and a smooth approximation argument, we can
allow smooth non-negative functions with θ(0) = 0 which have linear growth and bounded derivatives.
Choosing ψ as a smooth approximation of I(0,t) and noticing that in our case divxv = 0, we obtainˆ
Ωξ(t)
θ(Ξm(t)) dx ≤
ˆ
Ωξ(0)
θ(Ξm0 ) dx
for all t ∈ I provided that θ additionally satisfies θ′′ ≥ 0. We would like to choose θ(s) = sp for large p,
which is currently not possible. However, we can approximate it by a sequence of convex C2-functions
θN with θN (s) = s
p for s ≤ N and θN ≤ cp2θ for all N  1. This yieldsˆ
Ωξ(t)
θN (Ξ
m(t)) dx ≤
ˆ
Ωξ(0)
θ(Ξm0 ) dx ≤ c p2
ˆ
Ωξ(0)
|Ξm0 |p dx.
Fatou’s lemma yields Ξm(t) ∈ Lp(Ωξ(t)) andˆ
Ωξ(t)
|Ξm(t)|p dx ≤ c p2
ˆ
Ωξ(0)
|Ξm0 |p dx.
Taking the pth root and passing with p→∞ implies
‖Ξm(t)‖L∞(Ω(t)) ≤ ‖Ξm0 ‖L∞(Ωξ(0)).
for all t ∈ I. Recalling (4.34), we conclude that∥∥Ξm∥∥2
L∞(I×Ωξ(t)) +
∥∥∇xΞm∥∥2L2(I×Ωξ(t)) . ∥∥Ξ0∥∥2L∞(Ωξ(0)). (4.36)
Standard arguments making use of the linearity of (4.31) yield a limit function Ξ, as m → ∞, also
satisfying (4.31) and (4.36). We now show that the leading term in the extra stress tensor is essentially
bounded too.
Corollary 4.4. For each i = 1, . . . ,K, let
T`i(Mψ̂m) :=
ˆ
B
M(q)∇qiT`
[
ψ̂m(t,x,q)
]⊗ qi dq (4.37)
Then for each i = 1, . . . ,K, ∣∣T`i(Mψ̂m)∣∣ . ` (4.38)
uniformly in m ∈ N.
For the proof of the Corollary above, integrate by parts and use the property of the cut-off T`, see [12,
(2.65)].
4.4. Estimates for the relative entropy and Fisher’s information. Next, we show an estimate
for the relative entropy defined in (2.4) and the Fisher information which in our context is given by the
second moment of the gradient of the square-root of our solution. Note that a form of energy estimate can
be derived by passing to the limit in (4.16). However, this gives no information on the relative entropy
which is crucial once we couple the Fokker–Planck equation with the fluid system.
Now, let us recall the entropy functional (2.3) and its convex regularization Fδ(·) introduced at the start
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of Section 3. If we use F ′δ(ψ̂m) as a test-function in (4.25) (justified through (4.26)), then similar to
(3.18), we obtainˆ
Ωξ(t)×B
kMm Fδ
(
ψ̂m
)
dq dx + k ε
ˆ t
0
ˆ
Ωξ(σ)×B
Mm
∣∣∇xψ̂m∣∣2(ψ̂m + δ)−1 dq dx dσ
+
kA0
4λ
ˆ t
0
ˆ
Ωξ(σ)×B
Mm
∣∣∇qψ̂m∣∣2(ψ̂m + δ)−1 dq dx dσ (4.39)
≤
ˆ
Ωξ(0)×B
kMm Fδ
(
ψ̂m0
)
dq dx + k
ˆ t
0
ˆ
Ωξ(σ)×B
K∑
i=1
M Tδ,`
(
ψ̂m
)
U ′
(1
2
|qi|2
)
qi ⊗ qi : ∇xv dq dx dσ
uniformly in m, ` ∈ N and δ > 0. By passing to the limit δ → 0 (keeping in mind (3.15)), we obtain just
as in (3.22), ˆ
Ωξ(t)×B
kMm F(ψ̂m(t, ·))dq dx + 4k ε ˆ t
0
ˆ
Ωξ(σ)×B
Mm
∣∣∣∇x√ψ̂m∣∣∣2 dq dx dσ
+
kA0
λ
ˆ t
0
ˆ
Ωξ(σ)×B
Mm
∣∣∣∇q√ψ̂m∣∣∣2 dq dx dσ ≤ ˆ
Ωξ(0)×B
kMm F(ψ̂m0 ) dq dx
+
ˆ t
0
ˆ
Ωξ(σ)
T`
(
Mψ̂m
)
: ∇xv dx dσ.
(4.40)
for all t ∈ I where
T`(Mψ̂m) := k
K∑
i=1
ˆ
B
M(q)∇qiT`
[
ψ̂m(t,x,q)
]⊗ qi dq− kΞm I− ð (Ξm)2I. (4.41)
4.5. Second layer approximate weak solution. If we now recall the fact that v satisfies (4.1), we
can use (4.36) and Corollary 4.4 to conclude that the right-hand side of (4.40) is bounded uniformly in
m ∈ N. We show now how to identify the limit, as m → ∞, of the last term in (4.40). To do this, we
first note that there exist a constant s0 > 0 such that
s ln(e + s) .MF(s/M) if s ≥ s0 and M < c.
Now, we let ψm := Mmψ̂m. Since Mm < c uniformly in m ∈ N, for all t ∈ I, we have for some s0 > 0,ˆ
R3×B
χΩξ(t)ψ
m ln(e + ψm) dq dx =
ˆ
ψm<s0
χΩξ(t)ψ
m ln(e + ψm) dq dx
+
ˆ
ψm≥s0
χΩξ(t)ψ
m ln(e + ψm) dq dx . 1 +
ˆ
R3×B
χΩξ(t)M
m F(ψ̂m) dq dx
with a constant depending only on the Lebesgue measure of Ωξ(t) × B and s0. By using (4.40), we can
conclude that
sup
t∈I
ˆ
R3×B
χΩξ(t)ψ
m ln(e + ψm) dq dx . 1 (4.42)
holds uniformly in m ∈ N and thus, ψm is equi-integrable. In order to obtain compactness for ψ̂m,
we have to localise the equation to avoid problems with the moving boundary. We consider a sequence
Qk = Jk × Bkx × Bkq (the Bkxs and Bkqs are open balls and the Jks open intervals), k ∈ N such that⋃
kQk = I × Ωξ × B Jk b I, Bkx b
⋃
t∈Jk Ωξ(t) and Bkq b B for all k ∈ N. Now fixed k ∈ N and use
ϕ ∈ C∞c (Qk) as a test-function in (4.23) to conclude
∂tψ̂
m ∈ L2(Jk;W−1,2(Bkx × Bkq))
uniformly in m using the uniform bounds from (4.40). Since Mm is strictly positive in Bkq with a bound
depending on k but independent of m, we also have
ψ̂m ∈ L2(Jk;W 1,2(Bkx × Bkq))
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uniformly. Consequently, we obtain
ψ̂m → ψ̂ in L2(Qk)
for a subsequence as well as
χΩξ(t) ψ̂
m → χΩξ(t) ψ̂ a.e. in I × R3 ×B (4.43)
by taking a diagonal sequence. Due to uniform convergence of Mm to M , cf. (4.11), we also obtain
χΩξ(t)ψ
m → χΩξ(t)ψ a.e. in I × R3 ×B. (4.44)
By combining (4.44) with (4.42), we can conclude from Vitali’s convergence theorem that
ψm → ψ in L1(I × Ωξ(t) ×B)
and by interpolation with (4.36),
ψm → ψ in Lq(I × Ωξ(t);L1(B)) for all q ∈ [1,∞). (4.45)
This is enough to pass to the limit m → ∞ in (4.40) so that together with results from Section 4.3, we
obtain
‖Ξ(t, ·)‖2L∞(Ωξ(t)) + k
ˆ
Ωξ(t)×B
M F(ψ̂(t, ·, ·))dq dx + εˆ t
0
ˆ
Ωξ(σ)
|∇xΞ|2 dx dσ
+ 4k ε
ˆ t
0
ˆ
Ωξ(σ)×B
M
∣∣∣∇x√ψ̂∣∣∣2 dq dx dσ + kA0
λ
ˆ t
0
ˆ
Ωξ(σ)×B
M
∣∣∣∇q√ψ̂∣∣∣2 dq dx dσ
. ‖Ξ0‖2L∞(Ωξ(0)) + k
ˆ
Ωξ(0)×B
M F(ψ̂0)dq dx + ˆ t
0
ˆ
Ωξ(σ)
T`(Mψ̂) : ∇xv dx dσ.
(4.46)
for all t ∈ I. To finally identify the distributional solution solved by the limit ψ̂ := ψ̂`, we first note that
for all j = 1, . . . ,K, the following convergence
Mm∇xψ̂m ⇀M∇xψ̂ in L2
(
I × Ωξ(t);L1(B;R3)
)
(4.47)
Mm∇qj ψ̂m ⇀M∇qj ψ̂ in L2
(
I × Ωξ(t);L1(B;R3K)
)
(4.48)
holds as m → ∞. To avoid repetition, we refer the reader to [12, (2.100)]. Using (4.47)–(4.48), the
uniform convergence of Mm as well as (4.45), we can pass to the limit in (4.23) to obtainˆ
I
d
dt
ˆ
Ωξ(t)×B
Mψ̂ ϕdq dx dt =
ˆ
I×Ωξ(t)×B
Mψ̂∂tϕdq dx dt
+
ˆ
I×Ωξ(t)×B
(
vMψ̂ − εM∇xψ̂
) · ∇xϕdq dx dt
+
K∑
i=1
ˆ
I×Ωξ(t)×B
(
M(∇xv)qiΛ`(ψ̂)−
K∑
j=1
Aij
4λ
M∇qj ψ̂
)
· ∇qiϕdq dx dt
(4.49)
for all ϕ ∈ C∞(I × R3 ×B).
4.6. Conclusion. By recalling Remark 4.3, we note that ψ̂ := ψ̂` where ` ∈ N is fixed and ψ = Mψ̂ :=
Mψ̂`. Since (4.46) holds independently of ` ∈ N, just as in (4.42), we obtain
sup
t∈I
ˆ
Ωξ(t)×B
ψ` ln(e + ψ`) dq dx . 1 (4.50)
uniformly in ` ∈ N from which we obtain
ψ` → ψ in Lq(I × Ωξ(t);L1(B)) for all q ∈ [1,∞) (4.51)
exactly as in (4.45). Using (4.51) and the definition of T` given by (4.41), we can in particular, pass to
the limit `→∞ in the last term in (4.46). Subsequently, we obtain (4.9) for all t ∈ I. Similar to (4.49),
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we also obtain (4.8) for all ϕ ∈ C∞(I × R3 × B) by using (4.51). This completes the proof of Theorem
4.2.
5. The regularized system
Let % > 0 be a fixed regularization kernel. Our ultimate goal in this section is to construct on
I × ΩR%η% × B, a weak solution to a version of our fluid-structure-kinetic system transported by a
regularized material derivative
∂t +R%u% · ∇x (5.1)
similar to [29]. Here, (R%)%>0 is a family of regularization operators defined as the composition of a
temporal regularisation on I (which is symmetric and commutes with derivatives) and a mollification by
a smooth kernel. For the later one to make sense we extend the corresponding functions by zero to the
whole space. In (5.1) η% and u% are corresponding approximate solutions of the shell equation (1.29) and
momentum equation (1.13) respectively. We now recall that unlike [29] where a linearized Koiter elastic
energy is considered, we are working with the more realistic fully nonlinear energy. To be able to proceed
therefore, additionally, we regularize the shell equation by the higher order linear term %L′(η) where
L(η) = ´
ω
|∇5yη|2 dy (which is to be interpreted in the sense that
´
ω
%L′(η)φdy = ´
ω
%∇5yη : ∇5yφ dy for
all φ ∈ W 5,2(ω)). Once the above construction is done, we can pass to the limit % → 0 to complete the
proof of our main result, Theorem 2.5. This will be done in the next section.
Besides regularizing the shell equation by %L′(η) as earlier explained, we require further, two main tools
to achieve our goal for this section: a Galerkin procedure and a fixed-point argument. Unfortunately, we
are required to have a fully linear system and require an additional regularization procedure in order to
apply our choice of fixed-point argument. These two obstacles and their remedies leads to the following
steps in achieving our goal:
The following steps give the line-by-line reasoning as to why we require (5.1).
(1) First of all, we note that one source of nonlinearity in our system comesfrom the convective
term in the momentum equation (1.13). Furthermore, the spatial domain on which a solution to
our full system is defined depends on the solution itself which is problematic. We remedy these
problems using the following.
(a) We linearise the transport term of the momentum equation by replacing the material deriva-
tion ∂t + u · ∇x with ∂t + v · ∇x where v is a given velocity field. In addition, we replace
the spatial domain with Ωξ where ξ is a given function of time.
(b) Because of the highly coupled nature of our fluid-structure-kinetic system, we are also re-
quired to replace the transport term of the Fokker–Planck equation with ∂t + v · ∇x. This
makes physically sense since one can expect the transport of the solute to be affected by a
change in transport of the solvent in the solution. Finally, we linearise the shell equation by
replacing K ′(η) by K ′(ξ), which will be considered as part of the right-hand side.
(2) At this point, in theory, we should be able to apply a Gelerkin method to show that a solution to
our modified-transport problem exists. Unfortunately, we are constrained by the low regularity
of the boundary. For this reason, we construct instead, a solution to our system on Ωr%ξ% with
material derivation ∂t + R%v% · ∇x where % > 0 is a fixed regularization kernel. Here r% is
regularisation operator acting on the periodic functions defined on ω composed again with a a
temporal regularisation on I.
(3) Finally, for % > 0 fixed, we can use a Schauder-type fixed-point argument to the mapping
(ξ%,v%) 7→ (η%,u%) where η% and u% are solutions to the decoupled regularised shell equation
with data (ξ%,v%) to be defined below in Section 5.1.
Henceforth, we simply write (ξ,v) in place of (ξ%,v%)%>0 (and the same for (η,u)) until the next section
when we pass to the limit % → 0. However, to emphasize that our regularization is parametrized by
% > 0, we maintain the notation R% in this chapter.
With the above introduction, we now make precise, our goal of this section.
We now seek to find (u, ψ̂, η) := (u%, ψ̂%, η%) that solves the following system
divxu = 0, (5.2)
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∂2t η +K
′(η) + %L′(η) = g + F · ν, (5.3)
∂tu + (R%u · ∇x)u +∇xp = µ∆xu +R%divxT(Mψ̂) + f , (5.4)
∂t(Mψ̂) + (R%u · ∇x)Mψ̂ = ε∆x(Mψ̂)−
K∑
i=1
divqi
(
M(∇xR%u)qiψ̂
)
+
1
4λ
K∑
i=1
K∑
j=1
Aij divqi
(
M∇qj ψ̂
)
(5.5)
in I × Ωr%η(t) ×B subject to the following initial and boundary conditions
u(0, ·) = u0 in Ωr%η0 , (5.6)
η(0, ·) = η0, ∂tη(0, ·) = η1 in ω, (5.7)
u(t,y + r%η(t,y)ν(y)) = ∂tη(t,y)ν(y) on I × ω (5.8)
and[
1
4λ
K∑
j=1
AijM∇qj ψ̂ −M(∇xR%u)qiψ̂
]
· ni = 0 on I × Ωr%η(t) × ∂Bi, for i = 1, . . . ,K, (5.9)
∇yψ̂ · νr%η = ψ̂
(R%u− (∂tr%ην) ◦ϕ−1r%η) · νr%η on I × ∂Ωr%η(t) ×B, (5.10)
ψ̂(0, ·, ·) = ψ̂0 ≥ 0 in Ωr%η0 ×B, (5.11)
where η0, η1 : ω → R and g : I × ω → R are given functions and
F(t,y) :=
(
− 2µDyu(t,y)−R%T(Mψ̂)(t,y) + p(t,y)I
)
ν ◦ϕr%η(t)|detDϕr%η(t)|. (5.12)
Let us start with a precise definition of the solution. Note that as in [29] we have to rewrite the convective
term in an uncommon way to preserve the a priori estimates.
Definition 5.1 (Finite energy weak solution). Let (f , g, η0, ψ̂0,u0, η1) be a dataset such that
f ∈ L2(I;L2loc(R3;R3)), g ∈ L2(I;L2(ω)), η0 ∈W 5,2(ω) with ‖η0‖L∞(ω) < L,
ψ̂0 ∈ L2
(
Ωη0 ;L
2
M (B)
)
, u0 ∈ L2divx(Ωη0 ;R3) is such that trη0u0 = η1γ(η0), η1 ∈ L2(ω).
(5.13)
In addition, we assume
Ξ0 ∈ L∞(Ωη0) where Ξ0 =
ˆ
B
M(q)ψ̂0(·,q) dq in Ωη0 . (5.14)
We call the triple (u, ψ̂, η) a finite energy weak solution to the system (5.2)–(5.11) with data
(f , g, η0, ψ̂0,u0, η1) provided that the following holds:
(a) the velocity u satisfies
u ∈ L∞(I;L2(Ωr%η(t);R3)) ∩ L2(I;W 1,2divx(Ωr%η(t);R3)) with trr%ηu = ∂tη ν
and η satisfies
η ∈W 1,∞(I;L2(ω)) ∩ L∞(I;W 5,2(ω)) with ‖η‖L∞(I×ω) < L
and for all (φ,ϕ) ∈ C∞(I × ω) × C∞(I × R3;R3) with φ(T, ·) = 0, ϕ(T, ·) = 0, divxϕ = 0 and
trr%ηϕ = φν, we haveˆ
I
d
dt
(ˆ
Ωr%η(t)
u ·ϕdx +
ˆ
ω
∂tη φdy
)
dt =
ˆ
I
ˆ
Ωr%η(t)
(
u · ∂tϕ− 12 (R%u · ∇)u ·ϕ+ 12 (R%u · ∇)ϕ · u
)
dx dt
−
ˆ
I
ˆ
Ωr%η(t)
(
µ∇xu : ∇xϕ+R%T(Mψ̂) : ∇xϕ− f ·ϕ
)
dx dt (5.15)
+
ˆ
I
ˆ
ω
(
∂tη ∂tφ+
1
2∂tη ∂tr
%η φ−K ′(η)φ− %L′(η)φ+ g φ) dy dt
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(b) the probability density function ψ̂ satisfies:
ψ̂ ≥ 0 a.e. in I × Ωr%η(t) ×B,
ψ̂ ∈ L∞(I × Ωr%η(t);L1M (B)),
F(ψ̂) ∈ L∞(I;L1(Ωr%η(t);L1M (B))),√
ψ̂ ∈ L2(I;L2(Ωr%η(t);W 1,2M (B))) ∩ L2(I;D1,2(Ωr%η(t);L2M (B))),
Ξ(t,x) =
ˆ
B
Mψ̂(t,x,q) dq ∈ L∞(I × Ωr%η(t)) ∩ L2(I;W 1,2(r%η(t)));
and for all ϕ ∈ C∞(I × R3 ×B), we haveˆ
I
d
dt
ˆ
Ωr%η(t)×B
Mψ̂ ϕdq dx dt =
ˆ
I×Ωr%η(t)×B
(
Mψ̂ ∂tϕ+MR%uψ̂ · ∇xϕ− εM∇xψ̂ · ∇xϕ
)
dq dx dt
+
K∑
i=1
ˆ
I×Ωr%η(t)×B
(
M(∇xR%u)qiψ̂ −
K∑
j=1
Aij
4λ
M∇qj ψ̂
)
· ∇qiϕdq dx dt;
(c) for all t ∈ I, we have
ˆ
Ωr%η%(t)
1
2
|u(t)|2 dx + µ
ˆ t
0
ˆ
Ωr%η%(σ)
|∇xu|2 dx dσ +
ˆ
ω
1
2
|∂tη(t)|2 dy +K(η(t))
+ %
ˆ
ω
|∇5yη(t)|2 dy + ‖Ξ(t, ·)‖2L∞(Ωr%η%(t)) + ε
ˆ t
0
ˆ
Ωr%η%(σ)
|∇xΞ|2 dx dσ
+ k
ˆ
Ωr%η%(t)×B
M F(ψ̂(t)) dq dx + 4k ε ˆ t
0
ˆ
Ωr%η%(σ)×B
M
∣∣∣∇x√ψ̂∣∣∣2 dq dx dσ
+
kA0
λ
ˆ t
0
ˆ
Ωr%η%(σ)×B
M
∣∣∣∇q√ψ̂∣∣∣2 dq dx dσ
.
ˆ
Ωr%η%0
1
2
|u0|2 dx +
ˆ
ω
1
2
|η1|2 dy +K(η0) + %
ˆ
ω
|∇5yη0|2 dy + ‖Ξ0‖2L∞(Ωr%η%0 )
+ k
ˆ
Ωr%η%0
×B
M F(ψ̂0)+ 1
2
ˆ t
0
ˆ
Ωr%η%(σ)
f · u dx dσ + 1
2
ˆ t
0
ˆ
ω
g ∂tη dy dσ.
(5.16)
The following result establishes the existence of a solution, in the sense of Definition 5.1 to the regu-
larized system (5.2)–(5.11).
Theorem 5.2. Let (f , g, η0, ψ̂0,u0, η1) be a dataset satisfying (5.13) and (5.14). Then there is a finite
energy weak solution (u, ψ̂, η) of the system (5.2)–(5.11) on the interval I = (0, T ) in the sense of
Definition 5.1. The number T is restricted only if limt→T ‖η(t)‖L∞(ω) = L.
The proof of Theorem 5.2 will be given in Section 5.2. It as based on a fixed point argument applied
to a linearized system. The latter one will be introduced and analyzed in the next subsection.
5.1. The linearised system. Having constructed a solution ψ̂ to the Fokker–Planck equation in Sec-
tion 4, we now aim to derive a triple (u, ψ̂, η) that solves the linearized fluid-structure-kinetic system
transported by a given velocity v ∈ L2divx(I × R3;R3) on a given shell function ξ ∈ C(I × ω), i.e., for a
given pair (v, ξ), we seek to find (u, ψ̂, η) that solve the following system
divxu = 0, (5.17)
∂2t η +K
′(ξ) + %L′(η) = g + F · ν (5.18)
∂tu + (R%v · ∇x)u +∇xp = µ∆xu +R%divxT(Mψ̂) + f , (5.19)
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∂t(Mψ̂) + (R%v · ∇x)Mψ̂ = ε∆x(Mψ̂)−
K∑
i=1
divqi
(
M(∇xR%v)qiψ̂
)
+
1
4λ
K∑
i=1
K∑
j=1
Aij divqi
(
M∇qj ψ̂
)
(5.20)
in I × Ωr%ξ(t) ×B subject to the following initial and boundary conditions
u(0, ·) = u0 in Ωr%ξ0 , (5.21)
η(0, ·) = η0, ∂tη(0, ·) = η1 in ω, (5.22)
u(t,y + r%ξ(t,y)ν(y)) = ∂tη(t,y)ν(y) on I × ω (5.23)
and[
1
4λ
K∑
j=1
AijM∇qj ψ̂ −M(∇xR%v)qiψ̂
]
· ni = 0 on I × Ωr%ξ(t) × ∂Bi, for i = 1, . . . ,K, (5.24)
ε∇yψ̂ · νr%ξ = ψ̂
(R%v − (∂tr%ξν) ◦ϕ−1r%ξ) · νr%ξ on I × ∂Ωr%ξ(t) ×B, (5.25)
ψ̂(0, ·, ·) = ψ̂0 ≥ 0 in Ωr%ξ0 ×B, (5.26)
where η0, η1 : ω → R and g : I × ω → R are given functions and
F(t,y) :=
(
− 2µDyu(t,y)−R%T(Mψ̂)(t,y) + p(t,y)I
)
ν ◦ϕr%ξ(t)|detDϕr%ξ(t)|. (5.27)
Let us start with a precise definition of the solution.
Definition 5.3 (Finite energy weak solution). Let (f , g, η0, ψ̂0,u0, η1,v, ξ) be a dataset such that
f ∈ L2(I;L2loc(R3;R3)), g ∈ L2(I;L2(ω)), η0 ∈W 5,2(ω) with ‖η0‖L∞(ω) < L,
ψ̂0 ∈ L2
(
Ωη0 ;L
2
M (B)
)
, u0 ∈ L2divx(Ωη0 ;R3) is such that trη0u0 = η1γ(η0), η1 ∈ L2(ω),
v ∈ L2divx(I × R3;R3), ξ ∈ Lp(I;W 4,p(ω)) with ‖ξ‖L∞(I×ω) < L,
(5.28)
where p > 2. In addition, we assume
Ξ0 ∈ L∞(Ωη0) where Ξ0 =
ˆ
B
M(q)ψ̂0(·,q) dq in Ωη0 . (5.29)
We call the triple (u, ψ̂, η) a finite energy weak solution to the system (5.17)–(5.26) with data (f , g, η0, ψ̂0,u0, η1,v, ξ)
provided that the following holds:
(a) the velocity u satisfies
u ∈ L∞(I;L2(Ωr%ξ(t);R3)) ∩ L2(I;W 1,2divx(Ωr%ξ(t);R3)) with trr%ξu = ∂tη ν
and η satisfies
η ∈W 1,∞(I;L2(ω)) ∩ L∞(I;W 5,2(ω)) with ‖η‖L∞(I×ω) < L
and for all (φ,ϕ) ∈ C∞(I × ω) × C∞(I × R3;R3) with φ(T, ·) = 0, ϕ(T, ·) = 0, divxϕ = 0 and
trr%ξϕ = φν, we haveˆ
I
d
dt
(ˆ
Ωr%ξ(t)
u ·ϕ dx +
ˆ
ω
∂tη φdy
)
dt
=
ˆ
I
ˆ
Ωr%ξ(t)
(
u · ∂tϕ− 12 (R%v · ∇)u ·ϕ+ 12 (R%v · ∇)ϕ · u
)
dx dt
−
ˆ
I
ˆ
ΩR%ξ(t)
(
µ∇xu : ∇xϕ+ T(Mψ̂) : ∇xR%ϕ− f ·ϕ
)
dx dt
+
ˆ
I
ˆ
ω
(
∂tη ∂tφ+
1
2∂tη ∂tr
%η φ−K ′ξ(ξ)φ− %L′(η)φ+ g φ
)
dy dt.
(5.30)
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(b) the probability density function ψ̂ satisfies:
ψ̂ ≥ 0 a.e. in I × Ωr%ξ(t) ×B,
ψ̂ ∈ L∞(I;L1(Ωr%ξ(t);L1M (B))),
F(ψ̂) ∈ L∞(I;L1(Ωr%ξ(t);L1M (B))),√
ψ̂ ∈ L2(I;L2(Ωr%ξ(t);W 1,2M (B))) ∩ L2(I;D1,2(Ωr%ξ(t);L2M (B))),
Ξ(t,x) =
ˆ
B
Mψ̂(t,x,q) dq ∈ L∞(I × Ωr%ξ(t)) ∩ L2(I;W 1,2(Ωr%ξ(t)));
and for all ϕ ∈ C∞(I × R3 ×B), we haveˆ
I
d
dt
ˆ
Ωr%ξ(t)×B
Mψ̂ ϕdq dx dt =
ˆ
I×Ωr%ξ(t)×B
(
Mψ̂ ∂tϕ+MR%vψ̂ · ∇xϕ− εM∇xψ̂ · ∇xϕ
)
dq dx dt
+
K∑
i=1
ˆ
I×Ωr%ξ(t)×B
(
M(∇xR%v)qiψ̂ −
K∑
j=1
Aij
4λ
M∇qj ψ̂
)
· ∇qiϕdq dx dt;
(c) for all t ∈ I, we haveˆ
Ωr%ξ(t)
1
2
|u(t)|2 dx +
ˆ
ω
1
2
|∂tη(t)|2 dy + %
ˆ
ω
|∇5yη(t)|2 dy + µ
ˆ t
0
ˆ
Ωr%ξ(σ)
|∇xu|2 dx dσ
≤
ˆ
Ωr%ξ0
1
2
|u0|2 dx +
ˆ
ω
1
2
|η1|2 dy + %
ˆ
ω
|∇5yη0|2 dy +
ˆ t
0
ˆ
ω
g ∂ση dy dσ +
ˆ t
0
K ′(ξ) ∂ση dσ
+
ˆ t
0
ˆ
Ωr%ξ(σ)
f · u dx dσ −
ˆ t
0
ˆ
Ωr%ξ(σ)
T(Mψ̂) : ∇xR%u dx dσ. (5.31)
(d) we have the estimate
‖Ξ(t, ·)‖2L∞(Ωr%ξ(t)) + k
ˆ
Ωr%ξ(t)×B
M F(ψ̂(t, ·, ·)) dq dx + εˆ t
0
ˆ
Ωr%ξ(σ)
|∇xΞ|2 dx dσ
+ 4k ε
ˆ t
0
ˆ
Ωr%ξ(σ)×B
M
∣∣∣∇x√ψ̂∣∣∣2 dq dx dσ + kA0
λ
ˆ t
0
ˆ
Ωr%ξ(σ)×B
M
∣∣∣∇q√ψ̂∣∣∣2 dq dx dσ
. ‖Ξ0‖2L∞(Ωr%ξ(0)) + k
ˆ
Ωr%ξ(0)×B
M F(ψ̂0) dq dx + ˆ t
0
ˆ
Ωr%ξ(σ)
T(Mψ̂) : ∇xR%v dx dσ.
(5.32)
for all t ∈ I.
The following result establishes the existence of a solution, in the sense of Definition 5.3 to the linearized
system (5.17)–(5.26).
Theorem 5.4. Let (f , g, η0, ψ̂0,u0, η1,v, ξ) be a dataset satisfying (5.28) and (5.29). Then there is a
finite energy weak solution (u, ψ̂, η) of the system (5.17)–(5.26) on the interval I = (0, T ) in the sense of
Definition 5.3. The number T is restricted only if limt→T ‖η(t)‖L∞(ω) = L.
Proof. In the linearized problem, the Fokker–Planck equation is decoupled from the fluid-structure prob-
lem. Consequently, both can be solved independently. On the one hand, given (ψ̂0, η1,v, ξ), let ψ̂ be the
solution to the Fokker–Planck equation from Theorem 4.2. On the other hand, given ψ̂, the analysis of the
fluid-structure problem (with right-hand side f +R%divxT(Mψ̂) in the fluid equation) is very similar to
that of [29, Prop. 3.27] which is based on a finite-dimensional Galerkin approximation. The distribution
K ′(ξ) can be represented by a function belonging to L2(I ×ω) as ξ ∈ Lp(I;W 4,p) (at least if we choose p
large enough) and can be put together with the forcing g. The higher order operator L′ does not change
the analysis compared to ∆2x (apart from the need for higher order Sobolev spaces). As a consequence,
the problem can be treated as in [29]. In particular, we obtain the energy inequality (5.31) (in fact, the
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energy inequality in [29, Prop. 3.27] slightly differs from (5.31) but a trivial modification leads to the
required form). 
5.2. A fixed point argument. We now seek a fixed point of the solution map (v, ξ) 7→ (u, η) on
L2(I, L2divx(R
3))×Lp(I;W 4,p(ω)) from Theorem 5.4. Note that we extend u by zero to R3. The resulting
function is not weekly differentibale anymore but still divergence-free (in the sense of distributions). Since
we do not know about uniqueness of the solutions constructed in Theorem 5.4, we will use the following
fixed point theorem for set-valued mappings.
Theorem 5.5 ([22]). Let C be a convex subset of a normed vector space Z, let P(C) be the power set
of C and let F : C → P(C) be an upper-semicontinuous set-valued mapping, that is, for every open set
W ⊂ C the set {c ∈ C : F (c) ∈ W} ⊂ C is open. Moreover, let F (C) be contained in a compact subset
of C, and let F (c) be non-empty, convex and compact for all c ∈ C. Then F possesses a fixed point, that
is, there exists some c0 ∈ C with c0 ∈ F (c0).
We consider the interval I∗ = (0, T∗) with T∗ sufficiently small to be chosen later. We consider the set
D :=
{
(ξ,v) ∈ Lp(I∗;W 4,p(ω)) ∩ C(I∗ × ω)× L2(I∗, L2divx(R3)) :
‖ξ‖Lp(I∗;W 2,p(ω)) ≤M1,
‖ξ‖L∞(I∗×ω) ≤M1, ξ(0) = η0,
‖v‖L2(I∗×R3) ≤M2
}
for M1 = (‖η0‖L∞(ω) + L)/2 and M2 > 0 to be chosen later. Note that the coupling at the boundary
between velocity and shell is not contained in the definition of D . This is a feature which one only gains
via the fixed point and not before. Let
F : D → P(D)
with
F : (v, ξ) 7→
{
(u, η) : (u, η) solves (5.30) with (v, ξ) and satisfies (5.31)
}
.
Note that when we say (u, η) solves (5.30) with (v, ξ) this has to be understood in the sense that there
is a solution ψ to the Fokker-Planck equation (with data (v, ξ)) which satisfies the corresponding energy
inequality (existence of ψ is guaranteed by Theorem 4.2). First of all, we note that the image of F is
nonempty due to Theorem 5.4. Next, we have to check that F (D) ⊂ D . Given (v, ξ), we can solve the
Fokker-Planck equation with data (R%v, r%ξ, ψ̂0) by means of Theorem 4.2. In particular, we haveˆ
Ωr%ξ(t)×B
M
∣∣ψ̂∣∣2 dq dx ≤ c(M1,M2, %)
uniformly in t. This yieldsˆ T∗
0
ˆ
Ωr%ξ(t)×B
M
∣∣ψ̂∣∣2 dq dx dt ≤ T ∗c(M1,M2, %) ≤ 1,
provided we choose T ∗ small enough (depending on M1 and M2 and %) and henceˆ T∗
0
ˆ
Ωr%ξ(t)×B
|R%divxT(Mψ̂)|2 dq dx dt ≤ c(%)
ˆ T∗
0
ˆ
Ωr%ξ(t)×B
|T(Mψ̂)|2 dq dx dt ≤ c(%). (5.33)
Now we use the a priori estimate from Theorem 5.4 to conclude
sup
I∗
ˆ
Ωr%ξ(t)
|u|2 dx +
ˆ
I∗
ˆ
Ωr%ξ(t)
|∇xu|2 dx dσ + sup
I∗
ˆ
ω
(|∂tη|2 + |∇5yη|2) dy
≤ c(f , g,K ′(ξ),u0, η0, η1, %) ≤ c(M1)
(5.34)
independently of M2 and the size of I∗. This implies that η ∈ Cα(I×ω), by Sobolev embedding for some
α > 0, with Ho¨lder norm independent of M1 and M2. We obtain
|η(t, x)| ≤ |η(t, x)− η0(x)|+ |η0(x)| ≤ c(M1)(T ∗)α + ‖η0‖L∞(ω). (5.35)
Therefore, we find for T ∗ small enough (but independent of v and ξ) such that
‖η‖L∞(I∗×ω) ≤M1.
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Hence we gain F (D) ⊂ D for an appropriate choice of M2 ∈ R+. Similarly, we obtain(ˆ
I∗
‖η‖pW 4,p(ω) dt
) 1
p
≤ (T ∗) 1p ‖η‖L∞(I∗;W 4,p(ω)) ≤ c (T ∗)
1
p ‖η‖L∞(I∗;W 5,2(ω)) ≤ M1
for T ∗ small enough using Sobolev’s embedding and (5.34).
Next, since the problem is linear and the left-hand side of the energy inequality is convex, we find that
F (ξ,v) is a convex and closed subset of D . Also, we obtain upper-semicontinuity of the set-valued
mapping. It remains to show that F (D) is relatively compact. Consider (ηn,un)n∈N ⊂ F (D). Then
there exists a corresponding sequence (ξn,vn)n∈N ⊂ D , such that (ηn,un) solves (5.30), with respect to
(vn, ξn). The corresponding solution to the Fokker-Planck equation will be denoted by ψ̂n . Due to the
estimates above, we may choose subsequences such that
ηn ⇀
∗ η in L∞(I∗,W 5,2(ω)), (5.36)
∂tηn ⇀
∗ ∂tη in L∞(I∗, L2(ω))), (5.37)
ηn → η in L2(I∗,W 2,2(ω)), (5.38)
un ⇀
∗,η u in L∞(I∗;L2(Ωr%ξ(t);R3)), (5.39)
∇xun ⇀η ∇xu in L2(I∗;L2(Ωr%ξ(t);R3×3)), (5.40)
R%divxT(Mψ̂n) ⇀ R%divxT(Mψ̂) in L2(I∗ × Ωr%ξ(t);R3), (5.41)
where we also used linearity of T. The compactness of ηn in C(I∗ × ω) follows immediately by Arcela-
Ascoli’s theorem, since we know that ηn is uniformly Ho¨lder continuous. Compactness in L
p(I∗;W 4,p(ω))
then follows from Aubin-Lions’ Lemma (recall (5.36) and (5.37)) and interpolation. The proof of the
compactness of un is much more sophisticated. Fortunately, we can follow [29, Proposition 3.34] which
is based on the compactness arguments [29, Section 3.1]. The only difference is that we have a sequence
of forcing terms f +R%divxT(Mψ̂n). But the term coming from the extra stress is bounded in L2 due to
(5.33) so the argument remains unchanged and we conclude. Note also that we can extend un and u by
zero to the whole space and gain
un → u in L2(I∗;L2divx(R3;R3)). (5.42)
Finally, we find for all k, l ∈ N that ‖∂lt∇kr%ξn‖L∞(I∗×ω) ≤ c(κ, k, l). Hence, there is a subsequence (not
relabelled) such that
r%ξn → r%ξ in C2(I∗ × ω). (5.43)
The proof of the compactness is complete and the existence of a fixed point follows by Theorem 5.5.
Finally, we add (5.31) and (5.32) (with (ξ,v) = (η,u)) to obtain the energy inequality (5.16) which
completes the proof of Theorem 5.2. Note that with ξ = η we can rewriteˆ t
0
K ′(ξ) ∂ση dσ =
ˆ t
0
K ′(η) ∂ση dσ =
ˆ t
0
d
dσ
K(η) dσ = K(η(t))−K(η0).
6. The limit %→ 0
We consider a sequence of smooth functions (η%0 , η
%
1 ,u
%
0) such that
η%0 → η0 in W 2,2(ω), η%1 → η1 in L2(ω),
√
% η%0 → 0 in W 5,2(ω), u%0 → u0 in L2(R3), (6.1)
as % → 0. Here u0 has been extended by zero to the whole space and u%0 is smooth and divergence-
free approximation which satisfies trr%η u
%
0 = η
%
1γ(η
%
0), cf. [29, Sec. 3.2]. For a fixed % > 0, we apply
Theorem 5.2 to obtain a sequence of solutions (u%, ψ̂%, η%) to the regularized problem (5.2)–(5.11) with
data (f , g, η%0 , ψ̂0,u0, η
%
1). The forthcoming effort is to pass with % → 0 which will prove Theorem 2.5.
We split this prove into two subsections. In the first part, we establish uniform a priori estimates. In
particular, we prove fractional differentiability of the shell which eventually allows to pass to the limit in
the nonlinear term K(η%). Finally, we have to pass to the limit in the nonlinear terms in the momentum
equations as well as the Fokker–Planck equations. In the case of fixed domains, this is done by classical
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compactness tools like the classical Aubin-Lions lemma. While one can still use the equations to gain
information on the time-regularity of u% and ψ̂%, the analysis is significantly more involved.
6.1. A priori estimate. Using (5.16) and applying Young’s inequality, we obtainˆ
Ωr%η%(t)
|u%(t)|2 dx + µ
ˆ t
0
ˆ
Ωr%η%(σ)
|∇xu%|2 dx dσ +
ˆ
ω
|∂tη%(t)|2 dy + %
ˆ
ω
|∇5yη%(t)|2 dy
+K(η%(t)) + ‖Ξ%(t, ·)‖2L∞(Ωr%η%(t)) + ε
ˆ t
0
ˆ
Ωr%η%(σ)
|∇xΞ%|2 dx dσ + k
ˆ
Ωr%η%(t)×B
M F(ψ̂%(t))dq dx
+ 4k ε
ˆ t
0
ˆ
Ωr%η%(σ)×B
M
∣∣∣∇x√ψ̂%∣∣∣2 dq dx dσ + kA0
λ
ˆ t
0
ˆ
Ωr%η%(σ)×B
M
∣∣∣∇q√ψ̂%∣∣∣2 dq dx dσ
.
ˆ
Ωr%η%0
|u0|2 dx +
ˆ
ω
|η%1 |2 dy +K(η%0) + %
ˆ
ω
|∇5yη%0 |2 dy + ‖Ξ%0‖2L∞(Ωr%η%0 )
+ k
ˆ
Ωr%η%0
×B
M F(ψ̂0)+ ˆ t
0
ˆ
Ωr%η%(σ)
|f |2 dx dσ
ˆ t
0
ˆ
ω
|g|2 dy dσ
(6.2)
for all t ∈ I where the right-hand side is uniformly bounded due to (6.1) and (5.13). Passing to a
non-relabelled subsequence, we conclude
η% ⇀∗ η in L∞(I,W 2,2(ω)), (6.3)
∂tη
% ⇀∗ ∂tη in L∞(I, L2(ω))), (6.4)
% η% → 0 in L∞(I,W 5,2(ω)), (6.5)
u% ⇀∗,η u in L∞(I;L2(Ωr%η%(t);R3)), (6.6)
∇xu% ⇀η ∇xu in L2(I;L2(Ωr%η%(t);R3×3)), (6.7)
Ξ% ⇀∗,η Ξ in L∞
(
I × ΩR% η%(t)
)
, (6.8)
Ξ% ⇀η Ξ in L2
(
I;W 1,2
(
Ωr%η%(t)
))
, (6.9)
ψ̂% ⇀∗,η ψ̂ in L∞
(
I;L1
(
Ωr%η%(t);L
1
M (B)
))
, (6.10)√
ψ̂% ⇀η
√
ψ̂ in L2
(
I;L2
(
Ωr%η%(t);W
1,2
M (B)
))
, (6.11)√
ψ̂% ⇀η
√
ψ̂ in L2
(
I;D1,2
(
Ωr%η%(t);L
2
M (B)
))
, (6.12)
for some limit functions (u, ψ̂, η) and Ξ =
´
B
Mψ̂ dq. From (6.8)–(6.12) we obtain in particular
T(Mψ̂%) ⇀ T(Mψ̂) in L2(I × Ωr%η%(t);R3×3). (6.13)
In the following we are going to prove thatˆ
I
‖η%‖2W 2+s,2(ω) dt (6.14)
is uniformly bounded for some s > 0. This will be achieved by using an appropriate test-function in
the shell equation. As the shell equation is coupled with the fluid equation, we need a suitable test-
function for the fluid equation as well. As shown in [37, Sec. 3], for a given η ∈ L∞(I;W 1,2(ω)) with
‖η‖L∞(I×ω) < ` < L, there are linear operators
Kη : L
1(ω)→ R, Fη : {ξ ∈ L1(I;W 1,1(ω)) : Kη(ξ) = 0} → L1(I;W 1,1divx(S` ∪ Ω)),
such that the tuple (Fη(ξ −Kη(ξ)), ξ −Kη(ξ)) satisfies
Fη(ξ −Kη(ξ)) ∈ L∞(I;L2(Ωη)) ∩ L2(I;W 1,2divx(Ωη)),
ξ −Kη(ξ) ∈ L∞(I;W 2,2(ω)) ∩W 1,∞(I;L2(ω)),
trη(Fη(ξ −Kη(ξ)) = ξ −Kη(ξ),
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provided we have η ∈ L∞(I;W 2,2(ω)) ∩W 1,∞(I;L2(ω)). In particular, we have the estimates
‖Fη(ξ −Kη(ξ))‖Lq(I;W 1,p(S`∪Ω)) . ‖ξ‖Lq(I;W 1,p(ω)) + ‖ξ∇xη‖Lq(I;Lp(ω)), (6.15)
‖∂t(Fη(ξ −Kη(ξ)))‖Lq(I;Lp(S`∪Ω)) . ‖∂tξ‖Lq(I;Lp(ω)) + ‖ξ∂tη‖Lq(I;Lp(ω)), (6.16)
for any q ∈ [1,∞] and p ∈ (1,∞) as proved in [37, Prop. 3.3]. We now use the test-function
(ϕ%, φ%) =
(
Fη%(∆
s
−h∆
s
hη
% −Kη%(∆s−h∆shη%)),∆s−h∆shη% −Kη%(∆s−h∆shη%)
)
in equation (5.15). Here ∆hsv(y) = h
−s(v(y+heα)−v(y)) is the fractional difference quotient in direction
eα for α ∈ {1, 2}. We obtainˆ
I
ˆ
ω
(
K ′(η%)φ% + %L′(η%)φ%) dy dt
=
ˆ
I
ˆ
Ωr%η%(t)
(
u% · ∂tϕ% + 12 (R%u% · ∇)u% ·ϕ% − 12 (R%u% · ∇x)ϕ% · u% − µ∇xu% : ∇xϕ% + f ·ϕ%
)
dx dt
−
ˆ
I
d
dt
(ˆ
Ωr%η%(t)
u% ·ϕ% dx +
ˆ
ω
∂tη
% φ% dy
)
dt+
ˆ
I
ˆ
ω
(
∂tη
% ∂tφ
% + g φ%
)
dy dt (6.17)
+
ˆ
I
ˆ
ω
1
2∂tη
% ∂tr
%η% φ% dx dt−
ˆ
I
ˆ
Ωr%η%(t)
T(Mψ̂%) : ∇xR%ϕ% dx dt
=: (I)% + (II)% + (III)% + (IV )% + (V )%.
Since η% ∈ L∞(I,W 2,2(ω)) uniformly, due to [37, Lemma 4.5], we haveˆ
I
‖∆sh∇2η%‖2L2(ω) dt . 1 +
ˆ
I
ˆ
ω
K ′(η%)φ% dt . 1 +
ˆ
I
ˆ
ω
(
K ′(η%) + %L′(η%))φ% dt
for every h > 0 and s ∈ (0, 12 ) so that our task consists of establishing uniform estimates for the terms
(I)%, . . . , (V )%. As in [37, Sec. 4.2], we obtain the required bounds for (I)%, (II)% and (III)%. A key
ingredient in these estimates is the observation that
∂tη
% ∈ L2(I,W s,2(ω))) (6.18)
for all s ∈ (0, 12 ) by the use of (6.7) and the trace theorem, cf. Lemma 2.3. In fact, we can transfer the
regularity from u% to ∂tη
% by means of the boundary condition trR%η% u% = ∂tη%γ(η%). Using (6.3) and
(6.4), we obtain
(IV )% ≤ ‖∂tη%‖L∞(I;L2(ω))‖∂tr%η%‖L∞(I;L2(ω))‖φ%‖L∞(I;L∞(ω))
. ‖∂tη%‖2L∞(I;L2(ω))‖∆s−h∆shη%‖L∞(I;W 1,p(ω))
. ‖η%‖L∞(I;W 1+2s,p(ω)) . ‖η%‖L∞(I;W 2,2(ω)) ≤ c
for any s < 12 . Here, we have chosen p ∈ (2, 1s ] such that the Sobolev embeddings W 1,p(ω) ↪→ L∞(ω) and
W 2,2(ω) ↪→W 1+2s,p(ω) holds. We are left with the term (V )% for the mesoscopic coupling. We obtain
(V )% ≤ ‖T(Mψ̂%)‖L2(I×Ωr%η%(t))‖∇xR%ϕ%‖L2(I×Ωr%η%(t))
. ‖∆s−h∆shη%‖L2(I;W 1,2(ω)) + ‖(∆s−h∆shη%)∇xη%‖L2(I;L2(ω))
. ‖η%‖L∞(I;W 1+2s,2(ω)) + ‖η%‖L∞(I;W 2s,4(ω)‖η%‖L∞(I;W 1,4(ω))
using (6.13) and (6.15). Using (6.3), the right-hand side is clearly bounded for all s < 12 . Combining all
the previous estimates and passing with h→ 0 yields (6.14).
6.2. Compactness. To show compactness of the velocity, we are going to apply the method from [29].
We aim to prove ˆ
I
ˆ
Ωr%η%(t)
|u%|2 dx dt+
ˆ
I
ˆ
ω
|∂tη%|2 dy dt
−→
ˆ
I
ˆ
Ωη(t)
|u|2 dx dt+
ˆ
I
ˆ
ω
|∂tη|2 dy dt,
(6.19)
34 DOMINIC BREIT AND PRINCE ROMEO MENSAH
which will be a consequence ofˆ
I
ˆ
Ωr%η%(t)
un ·Fr%η%(∂tη%) dx dt+
ˆ
I
ˆ
ω
|∂tη%|2 dy dt
−→
ˆ
I
ˆ
Ωη(t)
u ·Fη(∂tη) dx dt+
ˆ
I
ˆ
ω
|∂tη|2 dy dt
(6.20)
and ˆ
I
ˆ
Ωr%η%(t)
u% · (u% −Fr%η%(∂tη%)) dx dt −→
ˆ
I
ˆ
Ωη(t)
u · (u−Fη(∂tηn)) dx dt. (6.21)
In order to prove (6.20), we take the test-function (b,FR%η%(b − Kr%η%(b))) with b ∈ W 5,2(ω) and
‖b‖W 5,2(ω) ≤ 1. It satisfies for all q <∞,
‖∂t(Fr%η%(b−Kr%η%(b))‖L∞(I;L2(Ωr%η%(t))) ≤ c,
‖Fr%η%(b−Kr%η%(b))‖L∞(I;W 1,q(Ωr%η%(t))) ≤ c,
(6.22)
due to (6.15) and (6.16) in combination with (6.3) and (6.4). We consider the functions
cb,%(t) =
ˆ
Ωr%η%(t)
u% ·Fr%η%(b−Kr%η%(b)) dx +
ˆ
ω
∂tη
% bdy,
cb(t) =
ˆ
Ωη(t)
u ·Fη(b−Kη(b)) dx +
ˆ
ω
∂tη bdy,
and aim to show ∥∥cb,%∥∥C0,1/χ′ (I) . 1 (6.23)
for some χ > 1 uniformly in b and %. This follows by inserting I(0,t)Fr%η%(b−Kr%η%(b)) as a test-function
in (5.15) provided all terms in in (5.15) have integrability χ. This is indeed the case as a consequence of
(6.3)–(6.13). Applying Arcela-Ascoli’s theorem we can assume that cb,% converges (for a fixed b) uniformly
in I, at least for a subsequence. Together with (6.23), this implies uniform convergence of the function
t 7→ sup
‖b‖W5,2(ω)≤1
(
cb,%n(t)− cϕ(t)),
for a subsequence (%n)n∈N, cf. [29, pages 229, 230] for more details. In particular, we obtainˆ
I
sup
‖b‖W5,2(ω)≤1
(
cb,%n(t)− cb(t)
)
dt→ 0 (6.24)
as n→∞. By interpolation, we haveˆ
I
sup
‖b‖L2(ω)≤1
(
cb,%n(t)− cb(t)
)
dt ≤ ε
ˆ
I
(‖u%n‖2W 1,2(r%nη%n ) + ‖u‖W 1,2(r%nη%n ))
+ ε
ˆ
I
(‖∂tη%n‖W s,2(ω) + ‖∂tη‖W s,2(ω))
+ cε
ˆ
I
sup
‖b‖W5,2(ω)≤1
(
cb,%n(t)− cb(t)
)
dt
for all ε > 0 and all s ∈ (0, 1/2). Consequently, we obtainˆ
I
sup
‖b‖L2(ω)≤1
(
cb,%n(t)− cb(t)
)
dt→ 0 (6.25)
as n→∞ on account of (6.7), (6.14) and (6.24). Finally, by (6.4) and (6.25) we haveˆ
I
(
c∂tη%n ,%n(t)− c∂tη%n (t)
)
dt→ 0
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as n → ∞ which implies (6.20). For the convergence in (6.21), one uses the fact that the function
u%n − Fr%nη%n (∂tη%n) is zero on ∂Ωr%nη%n by construction. Hence (6.21) is not affected by the shell
equation and can be proved as in [29, pages 213, 232]. We conclude that (6.19) holds and obtain
η%n → η in L2(I,W 2,2(ω)),
u%n →η u in L2(I;L2(Ωr%nη%n (t);R3)),
by convexity of the L2-norm. This is enough to pass to the limit in the nonlinearities of the fluid-structure
system. Note that with the above and (6.14) we also obtain compactness in L2(I,W 2,p(ω)) for some p > 2
and recall from Section 1.3 that the energy K is continuous on W 2,p(ω).
In order to complete the proof of Theorem 2.5, we have to pass to the limit in the term M∇xu%n ψ̂%n
appearing in the Fokker–Planck equation. For this purpose we have to prove compactness of ψ̂%n . For
this, we first note that (6.3) and (6.4) imply
η%n → η in Cα(I × ω) (6.26)
as n→∞ for some α ∈ (0, 1). Therefore, by using∥∥r%nη%n − η∥∥
Cα(I×ω) ≤
∥∥r%n(η%n − η)∥∥
Cα(I×ω) +
∥∥r%nη − η∥∥
Cα(I×ω),
we also get that
r%nη%n → η in Cα(I × ω) (6.27)
as n→∞. Next, similarly to (4.42), we obtain from (6.2) the bound
sup
t∈I
ˆ
R3×B
χΩr%nη%n (t)Mψ̂
%n ln(e + ψ̂%n) dq dx . 1 (6.28)
which holds uniformly in n ∈ N and thus, ψ̂%n is equi-integrable. Similarly to (4.43), we obtain
χΩr%nη%n (t) ψ̂
%n → χΩη(t)ψ a.e. in I × R3 ×B. (6.29)
for a possible subsequence. If we now combine (6.29) with (6.28), then we can conclude from Vitali’s
convergence theorem that
ψ̂%n →η ψ in L1(I × Ωr%nη%n (t);L1M (B))
and because of (6.10), we obtain by interpolation,
ψ̂%n →η ψ in Lq(I × Ωr%nη%n (t);L1M (B)) for all q ∈ [1,∞) (6.30)
and hence
∇xu%n ψ̂%n ⇀η ∇xu ψ̂ in L1
(
I × Ωr%nη%n (t);L1M (B;R3×3)
)
due to (6.7). The proof of Theorem 2.5 is complete.
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