We present a Bayesian model for image interpolation and dictionary learning that uses two nonparametric priors for sparse signal representations: the beta process and the Dirichlet process. Additionally, the model uses spatial information within the image to encourage sharing of information within image subregions. We derive a hybrid MAP/Gibbs sampler, which performs Gibbs sampling for the latent indicator variables and MAP estimation for all other parameters. We present experimental results, where we show an improvement over other state-of-the-art algorithms in the low-measurement regime.
INTRODUCTION
Nonparametric Bayesian analysis provides a powerful set of tools for modeling data, and has found extensive use in recent research (e.g., [11] [12] and references therein). A key advantage of these methods is the sparsity-promotion of the various nonparametric priors, which allows for many truncation issues to essentially be avoided. For example, the Dirichlet process [4] has been useful for uncovering, or inferring the number of components in a mixture model, while the beta process [5] has recently found significant use for inferring the number of factors in latent factor models (see [9] ).
In this paper we present a Bayesian nonparametric algorithm for interpolating missing voxel values in incomplete images. The model uses the Dirichlet process and the beta process, as well as spatial information of pixel location within the image. We present results on complex, canonical images employed in the image processing community [6] , and show an improvement in performance for high percentages of missing voxels, as well as the advantage provided by all three aspects of the proposed prior. Although we present results on color images, the proposed algorithm is equally applicable to other image types, such as hyperspectral images, where spatial information is still meaningful.
We present and discuss the model in Section 2 and inference equations in Section 3. We show experimental results in Section 4 and conclude in Section 5.
THE MODEL
We first describe the model, followed by the hierarchical generative structure. We then discuss the handling of missing data. Let {y n } N n=1 be a collection of N patches of size m × m × 3 extracted from a color image and reshaped into P = 3m 2 dimensional vectors. Also, let {x n } N n=1 be the twodimensional coordinates for the corresponding patches (e.g., the center pixel location of the patch).
We model each patch, y n , as a sparse, weighted combination of a dictionary matrix, Φ ∈ R P ×K , with additive noise; and each patch location, x n , as being generated from a mixture of Gaussians, G d . Above this in the hierarchy is another mixture model, to each component of which belongs a Kdimensional vector, π d , whose elements define the probability of using their respective vectors (columns) in the dictionary. Also to each component are parameters for the Gaussian mixture model G d , which governs the spatial locations to which that vector applies.
With reference to (1) below, the Dirichlet process is the prior on the D mixing weights, η ∈ Δ D , which are probabilities of using a particular component, (i.e., {π d , G d } pair); thus there are two modalities [8] . Though each vector, π d , is unique, they each correspond to the same dictionary via a hierarchical beta process [11] . The latent indicator, c n , drawn from η determines the component from which patch y n and pixel x n come (i.e., determines that {π cn , G cn } are used). The K-dimensional binary vector, z n , generated using π cn then turns on or off dictionary elements for the n th patch, and the weight vector, w n , provides added flexibility. Drawing pixel locations from a Gaussian mixture model (written GMM(·) for short) imposes that patches that share a component must not only look alike via their usage of the dictionary, but also must be located in the same subregion of the image.
The generative process of the complete (no missing) data set described above is,
In the first line, the symbol • indicates element-wise multiplication. Also, though the Dirichlet process and beta process are infinite-dimensional priors (i.e., K and D are infinite), we use finite-dimensional approximations, which work well in practice at finding sparse representations when K and D are large. We finally note the "spike-slab" prior on w n (k). This is selected over w n ∼ N (0, σ 2 w I) since it slightly increases the penalty for adding a dictionary element in the inference procedure, and allows for σ 2 w to be updated using only the active elements of z n , something we've found important in practice.
Handling Missing Data
For interpolation and one step of inference, we integrate out the weight vector. We then use two properties of multivariate Gaussian distributions to handle the missing data. To review,
, where diag(z) forms a diagonal matrix using the vector z; results for the spike-slab prior employed above are the same. Partitioning the vector y and the covariance matrix into their missing and observed parts, generically written as
then integrating out the missing data produces
which is the distribution used in likelihood calculations. For interpolation, the distribution of y m given y o is, 
MODEL INFERENCE
For model inference, we use both MAP estimation and Gibbs sampling; 1 we sample the latent component indicators, c n , and latent binary indicators, z n , and perform MAP updates for the parameters Φ and w n . When sampling c n and z n , we integrate out, or marginalize the values of the mixing weights η and the latent factor probabilities π d . We also perform MAP inference to learn all variance parameters using conjugate inverse-gamma priors, which we omit for space. These variance parameters are the Bayesian equivalent of regularization terms for optimization, and inference for them significantly improves the performance of the model.
Maximum A Posteriori Updates
MAP update for w n :
These updates are 2 -regularized least squares solutions [2] calculated using only the activated dictionary elements for the current observation, as indicated by z n .
MAP update for Φ:
We define the matrix W in a similar manner as Y in Section 2.1. The p th dimension of the updated dictionary is, We note that W will have zeros in the same locations as Z, and hence we do not have to write W • Z. The diagonal prior covariance in the dictionary allows for this analytical result.
Marginalizing π d : We integrate out the values of π d to obtain the vector denotedπ
Marginalizing η: We integrate out the mixing weights to obtain the vector denotedη,
MAP update for G d : The mixing weights, means and covariances of G d are calculated using all x n for which the indicator c n = d. We use a finite-dimensional approximation to the DP; update equations can be found in [2] .
Gibbs Sampling of Latent Indicators
Sample c n : The latent component indicator is sampled from a D-dimensional multinomial distribution, with
where
is the likelihood calculated using the GMM G d . The symbol Θ represents the set of all parameters and latent indicators.
Sample z n : For the sampling of the latent binary indicators, we integrate out the corresponding weights, w n , in the way discussed in Section 2.1. Letz n be the binary indicator vector of the previous iteration. Using the definitions
2 w (9) One of the two indicators will be active, which accounts for the effect of either the addition or subtraction of both a dictionary element and a w n (k) term (π = 3.141... in ln 2πσ 2 w ). We do not update the vectorz n element by element, but all K dimensions at once to save computation time. We note that the matrix inversion lemma and a property of matrix determinants were used in this derivation.
EXPERIMENTS
We first show experimental results for the image in Figure  1 , also used in [6] . We extracted 5 × 5 × 3 overlapping patches from the image centered on each pixel for which the patch does not fall outside the image. No prior training is performed on separate images to aid inference, as is done in [6] , but rather all learning is done in situ. We also considered other patch sizes, for example 7×7×3 (reconstruction PSNR = 29.25, compared with PSNR = 29.65 in [6] , where prior training was done), and 8 × 8 × 3 (PSNR = 29.47, compared with PSNR = 29.31 in [12] , where Gibbs sampling was performed throughout), these PSNR values being for 80% of the voxels missing at random. As our intention is to compare performance between algorithms, we present results for 5×5×3, noting that similar results were observed for other patch sizes.
We compare with five other algorithms in Figure 3: 1) The proposed model without spatial information, 2) The model in [12] , which is the proposed model without the Dirichlet process or spatial information, 3) the K-SVD algorithm [1] without using a prior database, 4) the MOD algorithm [3] and 5) an iterative minimum MSE (iMMSE) algorithm [7] in which the dictionary size increases one element at a time, followed by a minimization of the squared error to all measured values.
The K-SVD and MOD algorithms make extensive use of the OMP algorithm [10] , which requires a sparsity setting, T , determining the number of dictionary elements to be used for each patch. Defining p to be the probability of a missing pixel, we set this value to T ≈ (1 − p)3m 2 /2, which is half of the expected number of measured voxels in a patch. For 80% missing, this value is T = 7. We ran 200 iterations of each algorithm (except iMMSE), which was sufficient to converge to a stable PSNR. For iMMSE, the stopping point (rank of the factorized matrix) can be determined by setting a threshold on the approximation error, or by viewing the image; we simply increase the dictionary and use the best PSNR result, which is not practical, but does give an empirical upper bound on performance.
In Figures 1 and 2 , we present example reconstruction results, where the clustering clearly shows the spatial aspect of the prior; see [6] for original images. This helps explain the advantage of the model in the low-measurement regime, shown in Figure 3 for the castle image; patches with few measurements may have difficulty clustering based only upon their dictionary usage, and spatial information can improve this clustering by encouraging patches to cluster by region as well as appearance. Separating patches by region makes the usage of the dictionary less ambiguous by allowing patches to more effectively share statistical strength, which in turn aids in constructing a better dictionary. In Table 1 , we show the cost of this added complexity in runtime. Similar performance was observed for other images, which we omit for space. We note that in Figure 3 , the PSNR is calculated using only the missing voxels.
CONCLUSION
We have presented a Bayesian nonparametric model for image interpolation. The model uses the beta process for dictionary learning, the Dirichlet process for flexibility in dictionary usage and spatial information within the image, which encourages similar dictionary usage within subregions of the image. Experiments on several images (only two shown due to space) showed an advantage of our model compared with other algorithms in the low-measurement regime.
In future work, we plan to apply this model to hyperspectral images, which requires no alteration to the model or inference procedure. This could help significantly reduce the number of required measurements, and may be an alternative to other compressive sensing approaches (see [12] ). 
