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Abstract
In this paper, we investigate the relative power of several conjectures that attracted recently lot of
interest. We establish a connection between the Network Coding Conjecture (NCC) of Li and Li [25]
and several data structure problems such as non-adaptive function inversion of Hellman [19] and
the well-studied problem of polynomial evaluation and interpolation. In turn these data structure
problems imply super-linear circuit lower bounds for explicit functions such as integer sorting and
multi-point polynomial evaluation.
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1 Introduction
One of the central problems in theoretical computer science is proving lower bounds in
various models of computation such as circuits and data structures. Proving super-linear
size lower bounds for circuits even when their depth is restricted is rather elusive. Similarly,
proving polynomial lower bounds on query time for certain static data structure problems
seems out of reach. To deal with this situation researchers developed various conjectures
which if true would imply the sought after lower bounds. In this paper, we investigate the
relative power of some of those conjectures. The Network Coding Conjecture (NCC) of Li
and Li [25] attracted recently lot of attention and it was used to prove various lower bounds
such as lower bounds on the size of circuits computing multiplication [3] and the number of
IO operations needed for external memory sorting [13].
Another problem that is popular in cryptography is a certain data structure type problem
for function inversion [19]. Corrigan-Gibbs and Kogan [9] observed that lower bounds for the
function inversion problem imply lower bounds for logarithmic depth circuits. A similar more
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general observation was made by Viola [35]. In this paper, we establish a new connection
between the function inversion problem and NCC. We show that NCC implies certain weak
lower bounds for the inversion data structure problem. That in turn implies the same type
of circuit lower bounds as given by Corrigan-Gibbs and Kogan [9]. We show that similar
results apply to a host of other data structure problems such as the well-studied polynomial
evaluation problem or the Finite Field Fourier transform problem. Corrigan-Gibbs and
Kogan [9] gave their circuit lower bound for certain apriori undetermined function. We
establish the same circuit lower bounds for sorting integers which is a very explicit function.
Similarly, we establish a connection between data structure for polynomial evaluation and
circuits for multi-point polynomial evaluation. Our results sharpen and generalize the picture
emerging in the literature.
The data structures considered in this paper are static, non-adaptive, and systematic,
i.e., a very restricted class of data structures for which lower bounds should perhaps be
easier to obtain. Such data structure problems have the following structure: Given the
input data described by N bits, create a data structure of size s. Then we receive a single
query from a set of permissible queries and we are supposed to answer the query while
non-adaptively inspecting at most t locations in the data structure and in the original
data. The non-adaptivity means that the inspected locations are chosen only based on
the query being answered but not on the content of the inspected memory. We show that
when s ≥ ω
(
N/ log log N
)
, polynomial lower bounds on t for certain problems would imply
super-linear lower bounds on log-depth circuits for computing sorting, multi-point polynomial
evaluation, and other problems.
We show that logarithmic lower bounds on t for the data structures can be derived from
NCC even in the more generous setting of s ≥ εN and when inspecting locations in the
data structure is for free. This matches the lower bounds of Afshani [3] for certain circuit
parameters derived from NCC. One can recover the same type of result they showed from
our connection between NCC, data structure lower bounds, and circuit lower bounds. In
this regards, NCC seems to be a stronger assumption than that certain functions require
large boolean circuits or inefficient data structures. One would hope that for the strongly
restricted data structure problems, obtaining the required lower bounds should be within
our reach.
Our technique seems applicable to data structure problems that are involutions that
are inverses of themselves. Although we use a lot of the same technical machinery as the
previous papers on NCC our proofs involve new ideas. An interesting aspect of our proofs is
that they apply the hypothesized data structure twice in the reductions. This is reminiscent
of many quantum algorithms that use Hadamard transform twice in a row.
Organization. The statement of our main results is in Section 4. In the next section, we
review the data structure problems we consider. Then we provide a precise definition of
Network Coding Conjecture in Section 3. In Section 5 we prove our main result for function
inversion. In Section 6 we discuss the connection between data structure and circuit lower
bounds for explicit functions. Some of the proofs are left for the full version [12].
2 Data Structure Problems
In this paper, we study lower bounds on systematic data structures for various problems –
function inversion, polynomial evaluation, and polynomial interpolation. We are given an
input I = {x0, . . . , xn−1}, where each xi ∈ [n] = {0, . . . , n − 1} or each xi is an element of
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some field F. First, a data structure algorithm can preprocess I to produce an advice string
aI of s bits (we refer to the parameter s as space of the data structure D). Then, we are
given a query q and the data structure should produce a correct answer (what is a correct
answer depends on the problem). To answer a query q, the data structure D has access to
the whole advice string aI and can make t probes to the input I, i.e., read at most t elements
from I. We refer to the parameter t as the query time of the data structure.
We consider non-uniform data structures as we want to provide connections between data
structures and non-uniform circuits. Formally, a non-uniform systematic data structure Dn
for an input I = {x0, . . . , xn−1} is a pair of algorithms (Pn, Qn) with oracle access to I. The
algorithm Pn produces the advice string aI ∈ {0, 1}s. The algorithm Qn with inputs aI and
a query q outputs a correct answer to the query q with at most t oracle probes to I. The
algorithms Pn and Qn can differ for each n ∈ N.
2.1 Function Inversion
In the function inversion problem, we are given a function f : [n] → [n] and a point y ∈ [n]
and we want to find x ∈ [n] such that f(x) = y. This is a central problem in cryptography
as many cryptographic primitives rely on the existence of a function that is hard to invert.
To sum up we are interested in the following problem.
Function Inversion
Input: A function f : [n] → [n] as an oracle.
Preprocessing: Using f , prepare an advice string af ∈ {0, 1}s.
Query: Point y ∈ [n].
Answer: Compute the value f−1(y), with a full access to af and
using at most t probes to the oracle for f .
We want to design an efficient data structure, i.e., make s and t as small as possible.
There are two trivial solutions. The first one is that the whole function f−1 is stored in the
advice string af , thus s = O(n log n) and t = 0. The second one is that the whole function f
is probed during answering a query y ∈ [n], thus t = O(n) and s = 0. Note that the space s
of the data structure is the length of the advice string af in bits but with one oracle-probe
xi the data structure reads the whole f(xi), thus with n oracle-probes we read the whole
description of f , i.e., n log n bits.
The question is whether we can design a data structure with s, t ≤ o(n). Hellman [19]
gave the first non-trivial solution and introduced a randomized (adaptive) systematic data
structure which inverts a function with a constant probability (over the uniform choice of









and Naor [14] improved the result and introduced a data structure that inverts any function





also introduced a more efficient data structure for inverting a permutation – it inverts any
permutation at any point and st = O(n log n). Thus, it seems that inverting a permutation
is an easier problem than inverting an arbitrary function.
In this paper, we are interested in lower bounds for the inversion problem. Yao [36]
gave a lower bound that any systematic data structure for the inversion problem must
have st ≥ Ω(n log n), however, the lower bound is applicable only if t ≤ O(
√
n). Since
then, only slight progress was made. De et al. [10] improved the lower bound of Yao [36]
to be applicable for the full range of t. Abusalah et al. [1] improved the trade-off, that




. Seemingly, their result contradicts Hellman’s
trade-off
(




as it implies s = t ≥ nk/k+1 for any k. However, for
Hellman’s attack [19] we need that the function can be efficiently evaluated and the functions
introduced by Abusalah et al. [1] cannot be efficiently evaluated. There is also a series of
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papers [17, 30, 11, 8] that study how the probability of successful inversion depends on
the parameters s and t. However, none of these results yields a better lower bound than
st ≥ Ω(n log n). Hellman’s trade-off is still the best-known upper bound trade-off for the
inversion problem. Thus, there is still a substantial gap between the lower and upper bounds.
Another caveat of all known data structures for the inversion is that they heavily use
adaptivity during answering queries y ∈ [n]. I.e., probes to the oracle depend on the advice
string a and answers to the oracle probes which have been already made. We are interested
in non-adaptive data structures. We say a systematic data structure is non-adaptive if all
oracle probes depend only on the query y ∈ [n].
As non-adaptive data structures are weaker than adaptive ones, there is a hope that
for non-adaptive data structures we could prove stronger lower bounds. Moreover, the
non-adaptive data structure corresponds to circuits computation [31, 32, 34, 9]. Thus,
we can derive a circuit lower bound from a strong lower bound for a non-adaptive data
structure. Non-adaptive data structures were considered by Corrigan-Gibbs and Kogan [9].
They proved that improvement by a polynomial factor of Yao’s lower bound [36] for non-
adaptive data structures would imply the existence of a function F : {0, 1}N → {0, 1}N
for N = n log n that cannot be computed by a linear-size and logarithmic-depth circuit.
More formally, they prove that if a function f : [n] → [n] cannot be inverted by a non-
adaptive data structure of space O (n log n/ log log n) and query time O(nε) for some ε > 0
then there exists a function F : {0, 1}N → {0, 1}N that cannot be computed by any
circuit of size O(N) and depth O(log N). They interpret r ∈ {0, 1}N as n numbers in
[n], i.e, r = (r1, . . . , rn) ∈ {0, 1}N where each ri ∈ [n]. The function F is defined as
F (y) = F (y1, . . . , yn) =
(
f−1(y1), . . . .f−1(yn)
)
where f−1(yi) = min
{
x ∈ [n] | f(x) = y
}
and min ∅ = 0. Informally, if the function f is hard to invert at some points, then it is hard
to invert at all points together. Compared to the result of Corrigan-Gibbs and Kogan [9],
we provide an explicit function (sorting n-bit integers) which will require large circuits if
any of the functions f is hard to invert. A connection similar to Corrigan-Gibbs and Kogan
between data structures and circuits was made also by Viola [35].
2.2 Evaluation and Interpolation of Polynomials
In this section, we describe two natural problems connected to polynomials. We consider our
problems over a finite field F to avoid issues with encoding reals.
Polynomial Evaluation over F





Preprocessing: Using the input, prepare an advice string ap ∈ {0, 1}s.
Query: A number x ∈ F.
Answer: Compute the value p(x), with a full access to ap and using
at most t probes to the coefficients of p.
Polynomial Interpolation over F
Input: Point-value pairs of a polynomial p ∈ F[x] of degree at








∈ F × F
where xi ̸= xj for any two indices i ̸= j
Preprocessing: Using the input, prepare an advice string ap ∈ {0, 1}s.
Query: An index j ∈ [n].
Answer: Compute j-th coefficient of the polynomial p, i.e., the
coefficient of xj in p, with a full access to ap and using
at most t probes to the oracle for point-value pairs.
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In the paper we often use a version of polynomial interpolation where the points
x0, x1, . . . , xn−1 are fixed in advance and the input consists just of p(x0), p(x1), . . . , p(xn−1).
Since we are interested in lower bounds, this makes our results slightly stronger.
Let F = GF(pk) denote the Galois Field of pk elements. Let n be a divisor of pk − 1.
It is a well-known fact that for any finite field F its multiplicative group F∗ is cyclic (see
e.g. Serre [28]). Thus, there is a primitive n-th root of unity σ ∈ F (that is an element σ
such that σn = 1 and for each 1 ≤ j < n, σj ̸= 1). Pollard [27] defines the Finite Field
Fourier transform (FFFT) (with respect to σ) as a linear function FFFTn,σ : Fn → Fn which
satisfies:





ij for any i ∈ [n]
The inversion FFFT−1n,σ is given by:







−ij for any i ∈ [n]
Here, 1n = (
∑n
i=1 1)
−1 over F. In our theorems we always set n to be a divisor of |F|−1 = pk−1
thus n modulo p is non-zero and the inverse exists. Observe, that FFFT−1n,σ = 1n FFFTn,σ−1 .
FFFT is the finite field analog of Discrete Fourier transform (DFT) which works over
complex numbers. The FFT algorithm by Cooley and Tukey [7] can be used for the case of
finite fields as well (as observed by Pollard [27]) to get an algorithm using O(n log n) field
operations (addition or multiplication of two numbers). Thus we can compute FFFTn,σ and
its inverse in O(n log n) field operations.
It is easy to see that FFFTn,σ is actually evaluation of a polynomial in multiple special
points (specifically in σ0, . . . , σn−1). We can also see that it is a special case of interpolation
by a polynomial in multiple special points since FFFT−1n,σ = 1n FFFTn,σ−1 . We provide an
NCC-based lower bound for data structures computing the polynomial evaluation. However,
we use the data structure only for evaluating a polynomial in powers of a primitive root
of unity. Thus, the same proof yields a lower bound for data structures computing the
polynomial interpolation.
There is a great interest in data structures for polynomial evaluation in a cell probe
model. In this model, some representation of a polynomial p =
∑
i∈[n] αix
i ∈ F[x] is stored




, that we can store
an element of F in a single cell. On a query x ∈ F the data structure should output p(x)
making at most tcell probes to the table T . A difference between data structures in the cell
probe model and systematic data structures is that a data structure in the cell probe model
is charged for any probe to the table T but a systematic data structure is charged only for
probes to the input (the coefficients αi), reading from the advice string ap is for free. Note
that, the coefficients αi of p do not have to be even stored in the table T . There are again
two trivial solutions. The first one is that we store a value p(x) for each x ∈ F and on a query
x ∈ F we probe just one cell. Thus, we would get tcell = 1 and scell = |F| (we assume that we
can store an element of F in a single cell). The second one is that we store the coefficients of
p and on a query x ∈ F we probe all cells and compute the value p(x). Thus, we would get
tcell = scell = n.
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Let k = log |F|. Kedlaya and Umans [22] provided a data structure for the polynomial
evaluation that uses space n1+ε · k1+o(1) and query time logO(1) n · k1+o(1). Note that, n · k
is the size of the input and k is the size of the output.
The first lower bound for the cell probe model was given by Miltersen [26]. He proved










gives tcell ≥ Ω(k) if the data structure uses linear space scell · w = O(n · k). However, the
size of F has to be super-linear, i.e., |F| ≥ n1+Ω(1), and it is not known if the bound holds
for smaller fields, e.g., of linear size. Data structures in a bit probe model were studied by
Gál and Miltersen [15]. The bit probe model is the same as the cell probe model but each
cell contains only a single bit, i.e., w = 1. They studied succinct data structures that are
data structures such that scell = (n + r) · k for r < o(n). Thus, the succinct data structures
are related to systematic data structures but still, the succinct data structures are charged
for any probe (as any other data structure in the cell probe model). Note that a succinct
data structure stores only a few more bits than it is needed due to information-theoretic
requirement. Gál and Miltersen [15] showed that for any succinct data structure in the
bit probe model it holds that r · tcell ≥ Ω(n · k). We are not aware of any lower bound for
systematic data structures for the polynomial evaluation.
Larsen et al. [24] also gave a log-squared lower bound for dynamic data structures in the
cell probe model. Dynamic data structures also support updates of the polynomial p which
usually impacts their query time.
There is a great interest in algorithmic questions about the polynomial interpolation
such as how fast we can interpolate polynomials [16, 5, 18], how many probes we need to
interpolate a polynomial if it is given by oracle [6, 20], how to compute the interpolation
in a numerically stable way over infinite fields [29] and many others. However, we are not
aware of any results about data structures for the interpolation, i.e., when the interpolation
algorithm has an access to some precomputed advice.
3 Network Coding
We prove our conditional lower bounds based on the Network Coding Conjecture. In network
coding, we are interested in how much information we can send through a given network. A
network consists of a graph G = (V, E), positive capacities of edges c : E → R+ and k pairs
of vertices (s0, t0), . . . , (sk−1, tk−1). We say a network R =
(
G, c, (si, ti)i∈[k]
)
is undirected
or directed (acyclic) if the graph G is undirected or directed (acyclic). We say a network is
uniform if the capacities of all edges in the network equal to some q ∈ R+ and we denote
such network as
(
G, q, (si, ti)i∈[k]
)
.
A goal of a coding scheme for directed acyclic network R =
(
G, c, (si, ti)i∈[k]
)
is that at
each target ti it will be possible to reconstruct an input message wi which was generated at
the source si. The coding scheme specifies messages sent from each vertex along the outgoing
edges as a function of received messages. Moreover, the lengths of the messages sent along
the edges have to respect the edge capacities.
More formally, each source si of a network receives an input message wi sampled (in-
dependently of the messages for the other sources) from the uniform distribution Wi on a
set Wi. Without loss of generality we can assume that each source si has an in-degree 0
(otherwise we can add a vertex s′i and an edge (s′i, si) and replace si by s′i). There is an
alphabet Σe for each edge e ∈ E(G). For each source si and each outgoing edge e = (si, u)
there is a function fsi,e : Wi → Σe which specifies the message sent along the edge e as a
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function of the received input message wi ∈ Wi. For each non-source vertex v ∈ V, v ̸= si
and each outgoing edge e = (v, u) there is a similar function fv,e :
∏
e′=(u′,v) Σe′ → Σe which
specifies the message sent along the edge e as a function of the messages sent to v along the
edges incoming to v. Finally, each target ti has a decoding function di :
∏
e′=(u′,ti) Σe′ → Wi.
The coding scheme is executed as follows:
1. Each source si receives an input message wi ∈ Wi. Along each edge e = (si, u) a message
fsi,e(wi) is sent.
2. When a vertex v receives all messages m1, . . . , ma along all incoming edges (u′, v) it
sends along each outgoing edge e = (v, u) a message fv,e(m1, . . . , ma). As the graph
G is acyclic, this procedure is well-defined and each vertex of non-zero out-degree will
eventually send its messages along its outgoing edges.
3. At the end, each target ti computes a string w̃i = di(m′1, . . . , m′b) where m′j denotes the
received messages along the incoming edges (u′, ti). We say the encoding scheme is correct
if w̃i = wi for all i ∈ [k] and any input messages w0, . . . , wk−1 ∈ W0 × · · · × Wk−1.
The coding scheme has to respect the edge capacities, i.e., if Me is a random variable that
represents a message sent along the edge e, then H(Me) ≤ c(e), where H(·) denotes the
Shannon entropy. A coding rate of a network R is the maximum r such that there is a correct
coding scheme for input random variables W0, . . . , Wk−1 where H(Wi) = log |Wi| ≥ r for
all i ∈ [k]. A network coding can be defined also for directed cyclic networks or undirected
networks but we will not use it here.
Network coding is related to multicommodity flows. A multicommodity flow for an
undirected network R̄ =
(
Ḡ, c, (si, ti)i∈[k]
)
specifies flows for each commodity i such that they
transport as many units of commodity from si to ti as possible. A flow of the commodity i
is specified by a function f i : V × V → R+0 which describes for each pair of vertices (u, v)
how many units of the commodity i are sent from u to v. Each function f i has to satisfy:
1. If u, v are not connected by an edge, then f i(u, v) = f i(v, u) = 0.
2. For each edge {u, v} ∈ E(Ḡ), it holds that f i(u, v) = 0 or f i(v, u) = 0.
3. For each vertex v that is not the source si or the target ti, it holds that what comes to
the vertex v goes out from the vertex v, i.e.,∑
u∈V




4. What is sent from the source si arrives to the target ti, i.e.,∑
u∈V
f i(si, u) − f i(u, si) =
∑
u∈V
f i(u, ti) − f i(ti, u).
Moreover, all flows together have to respect the capacities, i.e., for each edge e = {u, v} ∈ E(Ḡ)
it must hold that
∑
i∈[k] f
i(u, v) + f i(v, u) ≤ c(e). A flow rate of a network R̄ is the
maximum r such that there is a multicommodity flow F = (f0, . . . , fk−1) that for each
i transports at least r units of the commodity i from si to ti, i.e., for all i, it holds that∑
u∈V f
i(u, ti)−f i(ti, u) ≥ r. A multicommodity flow for directed graphs is defined similarly,
however, the flows can transport the commodities only in the direction of edges.
Let R be a directed acyclic network of a flow rate r′. It is clear that for a coding rate r
of R it holds that r ≥ r′. As we can send the messages without coding and thus reduce the
encoding problem to the flow problem. The opposite inequality does not hold: There is a
directed network R =
(
G, c, (si, ti)i∈[k]
)





than its flow rate as shown by Adler et al. [2]. Thus, the network coding for directed networks
provides an advantage over the simple solution given by the maximum flow. However, such a
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result is not known for undirected networks. Li and Li [25] conjectured that the network
coding does not provide any advantage for undirected networks, thus for any undirected
network R̄, the coding rate of R̄ equals to the flow rate of R̄. This conjecture is known as
Network Coding Conjecture (NCC) and we state a weaker version of it below.
For a directed graph G = (V, E) we denote by un(G) the undirected graph (V, Ē) obtained
from G by making each directed edge in E undirected (i.e., replacing each (u, v) ∈ E(G)
by {u, v}). For a directed acyclic network R =
(
G, c, (si, ti)i∈[k]
)
we define the undirected
network un(R) =
(
un(G), c̄, (si, ti)i∈[k]
)










▶ Conjecture 1 (Weaker NCC). Let R be a directed acyclic network, r be a coding rate of R
and r̄ be a flow rate of un(R). Then, r = r̄.
This conjecture was used to prove a conditional lower bound for sorting algorithms with
an external memory [13] and for circuits multiplying two numbers [3].
4 NCC Implies Data Structure Lower Bounds
In this paper, we provide several connections between lower bounds for data structures and
other computational models. The first connection is that the Network Coding Conjecture
(Conjecture 1) implies lower bounds for data structures for the permutation inversion
and the polynomial evaluation and interpolation. Assuming NCC, we show that a query
time t of a non-adaptive systematic data structure for any of the above problems satisfies
t ≥ Ω
(
log n/ log log n
)
, even if it uses linear space, i.e., the advice string a has size εn log n
for sufficiently small constant ε > 0. Formally, we define tInv(s) as a query time of the optimal
non-adaptive systematic data structure for the permutation inversion using space at most
s. Similarly, we define tFEval(s) and tFInterp(s) for the polynomial evaluation and interpolation
over F.
▶ Theorem 2. Let ε > 0 be a sufficiently small constant. Assuming NCC, it holds that
tInv(εn log n) ≥ Ω
(
log n/ log log n
)
.
▶ Theorem 3. Let F be a field and n be a divisor of |F| − 1. Let s = εn log |F| for a
sufficiently small constant ε > 0. Then assuming NCC, it holds that tFEval(s), tFInterp(s) ≥
Ω
(
log n/ log log n
)
.
Note that by Theorem 2, assuming NCC, it holds that s · t ≥ Ω
(
n log2 n/ log log n
)
for
s = εn log n and t = tInv(s). The same holds for tFEval and tFInterp by Theorem 3. Thus, these
conditional lower bounds cross the barrier Ω(n log n) for s · t given by the best unconditional
lower bounds known for the function inversion [36, 10, 1, 17, 30, 11, 8] and the lower bound
for the succinct data structures for the polynomial evaluation by Gál and Miltersen [15].
Note that our lower bound does not contradict Hellman’s attack [19] for the permutation
inversion, as his data structure is heavily adaptive.
Our lower bound for the data structure for the polynomial evaluation and interpolation
is applicable even for linear size field (i.e., linear number of queries). Larsen’s lower bound
for the data structure for the polynomial evaluation [23] is applicable only for superlinear
fields, i.e., |F| ≥ n1+Ω(1). We give the result for the polynomial evaluation here as it has an
analogous proof as the lower bound for the polynomial interpolation and it might illustrate
a more general phenomenon that our technique might be applicable to a broader class of
functions that contains an involution as a subproblem.
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To prove Theorems 2 and 3, we build on the technical machinery of Farhadi et al. [13].
The proof can be divided into two steps:
1. From a data structure for the problem we derive a network R with O(tn) edges such
that R admits an encoding scheme that is correct on a large fraction of the inputs. This
step is distinct for each problem and the reduction for the function inversion is shown in
Section 5, the reduction for the polynomial problems is left to the full version [12]. This
step uses new ideas and interestingly, it uses the data structure twice in a sequence.
2. If there is a network R with dn edges that admits an encoding scheme which is correct
for a large fraction of inputs, then d ≥ Ω
(
log n/ log log n
)
. This step is common to all the
problems. It was implicitly proved by Farhadi et al. [13] and Afshani et al. [3].
5 NCC Implies a Weak Lower Bound for the Function Inversion
In this section, we prove Theorem 2 that assuming NCC, any non-adaptive systematic
data structure for the permutation inversion requires query time at least Ω
(
log n/ log log n
)
even if it uses linear space. Let D be a data structure for inverting permutations of a
linear space s = εn log n, for sufficiently small constant ε < 1, with query time t = tInv(s).
Recall that tInv(s) is a query time of the optimal non-adaptive systematic data structure for
the permutation inversion using space s. From D we construct a directed acyclic network
R =
(
G, c, (si, ti)i∈[n]
)
and an encoding scheme of a coding rate log n. By Conjecture 1 we get
that the flow rate of un(R) =
(
Ḡ, c, (si, ti)i∈[n]
)
is log n as well. We prove that there are many
source-target pairs of distance at least Ω(logt n). Since the number of edges of Ḡ will be O(tn)
and flow rate of un(R) is log n, we are able to derive a lower bound t ≥ Ω
(
log n/ log log n
)
.
We will design the network based on the probe graph of the data structure. By the probe
graph of the data structure, we understand a graph with n input vertices corresponding to
possible oracle probes and n output vertices corresponding to possible data structure queries.
Each query vertex is connected to the vertices of oracle probes executed by the data structure
when answering that query. Here, we use the non-adaptivity of the studied data structures as
the probe graph does not depend on the stored data but only on the data structure itself. Our
construction will utilize two copies of the probe graph connected in a sequence. The network
will have input vertices s0, . . . , sn−1 and output vertices u0, . . . , un−1 where each target ti is
set to ui+b mod n for a suitable constant b. The input vertices s0, . . . , sn−1 correspond to
the oracle vertices of the first copy of the probe graph. (See Fig. 1 for an illustration.)
We will feed distinct values x0, . . . , xn−1 ∈ [n] to the input vertices which then send
them to the query vertices of the first copy of the probe graph. Values x0, . . . , xn−1 define a
permutation f(i) = xi. Each query vertex j of the first copy of the probe graph can determine
f−1(j) if it is provided with the advice string af of the data structure corresponding to f .
(We will fix the most common advice string af and restrict ourselves to inputs x0, . . . , xn−1
consistent with it.) Each query vertex j can also determine the value of a newly defined
function h(j) = f−1(j) + b which it sends along its outgoing edges. The second copy of the
data structure serves to invert the function h similarly to inverting f . The oracle vertices of
the second copy of the probe graph coincide with the query vertices of the first copy. The
query vertices of the second copy of the probe graph are the output vertices u0, . . . , un−1.
Hence, the query vertex i + b of the second copy will be used to determine h−1(i + b) = xi.
Thus, xi is directed from si to ti = ui+b.
The above construction gives a network R with an encoding scheme E that is correct only
on a substantial fraction of all possible inputs. Namely on inputs x0, . . . , xn−1 ∈ [n] which
are distinct and consistent with the fixed advices. This forces correlations among messages
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received by the sources. However, the Network Coding Conjecture requires independently
sampled messages for each source. To overcome this issue we use the technique introduced
by Farhadi et al. [13] to augment R so that it admits an encoding scheme for independent
messages. We provide technical details next.
Let R =
(
G, c, (si, ti)i∈[k]
)
be a directed acyclic network. Let each source receive a binary
string of length r as its input message, i.e., each Wi = {0, 1}r. If we concatenate all input
messages wi we get a string of length r · k, thus the set of all possible inputs for an encoding
scheme for R corresponds to the set I = {0, 1}rk. We say an encoding scheme is correct on an
input w̄ = (w0, . . . , wk−1) ∈ I if it is possible to reconstruct all messages wi at appropriate
targets. An (ε, r)-encoding scheme is an encoding scheme which is correct on at least 2(1−ε)rk
inputs in I.
We say a directed network R =
(
G, c, (si, ti)i∈[k]
)
is (δ, d)-long if for at least δk source-
target pairs (si, ti), it holds that distance between si and ti in un(G) is at least d. Here, we
measure the distance in the undirected graph un(G), even though the network R is directed.
The following lemma is implicitly used by Farhadi et al. [13] and Afshani et al. [3].
▶ Lemma 4 (Implicitly used in [13, 3]). Let R =
(
G, r, (si, ti)i∈[k]
)
be a (δ, d)-long directed
acyclic uniform network for δ > 56 and sufficiently large r ∈ R
+. Assume there is an
(ε, r)-encoding scheme for R for sufficiently small ε. Then assuming NCC, it holds that
|E(G)|
k ≥ δ
′ · d, where δ′ = δ−5/610 .
Now we are ready to prove a conditional lower bound for the permutation inversion. For
the proof we use the following fact which follows from well-known Stirling’s formula:
▶ Fact 1. The number of permutations [n] → [n] is at least 2n log n−2n.
▶ Theorem 2. Let ε > 0 be a sufficiently small constant. Assuming NCC, it holds that
tInv(εn log n) ≥ Ω
(
log n/ log log n
)
.
Proof Sketch. Let D = Dn be the optimal data structure for the inversion of permutation on
[n] using space εn log n. We set t = tInv(εn log n). We will construct a directed acyclic uniform
network R =
(
G, r, (si, ti)i∈[n]
)
where r = log n. Let ε′ = 2 · ε + 2q +
2
log n for sufficiently large
q so that we could apply Lemma 4. The network R will admit an (ε′, r)-encoding scheme E.













from which we can conclude that t ≥ Ω
(
log n/ log log n
)
. Thus, it remains to construct the
network R and the scheme E.
First, we construct a graph G′ which will yield the graph G by deleting some edges.
The graph G′ has three layers of n vertices: a source layer A of n sources s0, . . . , sn−1, a
middle layer M of n vertices v0, . . . , vn−1 and a target layer B of n vertices u0, . . . , un−1.
The targets t0, . . . , tn−1 of R will be assigned to the vertices u0, . . . , un−1 later.
We add edges according to the data structure D: Let Qj ⊆ [n] be the set of oracle probes
which D makes during the computation of f−1(j), i.e., for each i ∈ Qj , the query j probes
the oracle f for f(i). As D is non-adaptive, the sets Qj are well-defined. For each j ∈ [n]
and i ∈ Qj we add edges (si, vj) and (vi, uj). We set a capacity of all edges to r = log n.
This finishes the construction of G′, see Fig. 1 for illustration of the graph G′.
The graph G′ has exactly 2tn edges. Moreover, the vertices of the middle and the target
layer have in-degree at most t as the incoming edges correspond to the oracle probes made
by D. However, some vertices of the source and the middle layer might have large outdegree,
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Input messages from [n] x0 x1 xi xn−1
t
h−1(i+ b) = xi
















si sends f(i) = xi
vj sends h(j) = f
−1(j) + b
Figure 1 A sketch of the graph G′ and encoding scheme E.




-long. Thus, we need
to remove edges adjacent to high-degree vertices. Let W ⊆ V (G′) be the set of vertices of
out-degree larger than qt. We remove all edges incident to W from G′ to obtain the graph
G. (For simplicity, we keep the degree 0 vertices in G). Thus, the maximum degree of G is
at most qt. Since the graph G′ has 2tn edges, it holds that |W | ≤ 2q · n.




-long. Let Cv be the set
of vertices of G which have distance at most d from v in un(G). Since the maximum degree
of G is at most qt and d = 12 logqt n, for each v ∈ V (G), |Cv| ≤ 2
√
n. It follows from an
averaging argument that there is an integer b such that there are at least n − 2
√
n sources si
with distance at least d from ui+b in un(G). (Here the addition i + b is modulo n.) We fix
one such b and set ti = ui+b. For n large enough, it holds that n − 2
√






It remains to construct the (ε′, r)-encoding scheme E for R (see Fig. 1 for a sketch of the
encoding E). We only sketch the construction here, the full proof is in the full version [12].
At vertices of the middle layer we compute the inversion of f , i.e., at a vertex vj we compute
f−1(j) using the data structure D. To do that we need to fix the advice string af (of at
most εn log n bits) and values on the vertices in W (the high degree vertices).
We define a function h : [n] → [n] as h(j) = f−1(j) + b. Thus, at each vertex vj we are
able to compute the value h(j). By the anologous strategy, we compute the inverse h−1(ℓ) at
each vertex uℓ (again using the data structure D, now for the function h). It can be showed
that h−1(i + b) = xi, thus we can reconstruct xi at each vertex ti = ui+b. Overall, we fix
at most (2ε + 2q ) · n log n bits (the advice strings af and ah, and the computed values at
the vertices in W ). Since the sheme E is correct on all inputs encoding a permutation and
consistent with the fixing, the scheme E is (ε′, r)-encoding scheme for ε′ = 2ε + 2q +
2
log n . ◀
6 Strong Lower Bounds for Data Structures and Lower Bounds for
Boolean Circuits
In this section, we study a connection between non-adaptive data structures and boolean
circuits. We are interested in circuits with binary AND and OR gates, and unary NOT
gates. (See e.g. [21] for background on circuits). Corrigan-Gibbs and Kogan [9] describe
a connection between lower bounds for non-adaptive data structures and lower bounds for
boolean circuits for a special case when the data structure computes function inversion. They
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show that we would get a circuit lower bound if any non-adaptive data structure using O(Nε)
queries must use at least ω
(
N/ log log N
)
bits of advice (for some fixed constant ε > 0). They
define a boolean operator to be a family of functions (FN )N∈N for FN : {0, 1}
N → {0, 1}N
represented by boolean circuits with N input and N output bits and constant fan-in gates.
A boolean operator is said to be an explicit operator if the decision problem whether the
j-th output bit of FN is equal to one is in the complexity class NP.
▶ Theorem 5 (Corrigan-Gibbs and Kogan [9], Theorem 6 (in contraposition)). If every explicit
operator FN has fan-in-two boolean circuits of size O(N) and depth O(log N) then, for every
ε > 0, there exists a family of strongly non-adaptive black-box algorithms that inverts all
functions f : [n] → [n] using O
(
n log n/ log log n
)
bits of advice and O(nε) online probes.
To prove their theorem Corrigan-Gibbs and Kogan [9] use the common bits model of
boolean circuits introduced by Valiant [31, 32, 33]. Valiant proves that for any circuit there
is a small cut, called common bits, such that each output bit is connected just to few input
bits. Corrigan-Gibbs and Kogan [9] use the common bits of the given circuit to create a
non-adaptive data structure by setting the advice string to the content of common bits and
the queries are to those function values which are still connected to the particular output
after removing the common bits. Using Valiant’s result directly one can obtain the following
corollaries (see the full version [12] for details).
▶ Corollary 6. Let S =
{
pk | p is a prime, k ∈ N, k ̸= 0
}
be the set of all sizes of finite
fields. For each n ∈ S, let Fn = GF (n) and σn be a primitive (n − 1)-th root of unity
(thus a generator of the multiplicative group F∗n). If there is a circuit family computing
FFFTn−1,σn (over Fn) of size O(n log n) and depth O(log n) (where each input and output
number is represented by log |Fn| bits) then for every ε > 0 there is a family of non-adaptive
data structures {Dn}n∈S where Dn uses advice of size O
(
n log n/ log log n
)
and on a query
j ∈ [n − 1] outputs the j-th output of FFFTn−1,σn using O(nε) queries to the input.
To put the corollary in a counter-positive way: if for some ε > 0, there are no non-adaptive
data structures for polynomial interpolation, polynomial evaluation, or FFFT with an advice
of size o
(
n log n/ log log n
)
that use O(nε) queries to the input then there are no linear-size
circuits of logarithmic depth for FFFT.
In Theorem 2, resp. Theorem 3, we prove a conditional lower bound for permutation
inversion, resp. polynomial evaluation and polynomial interpolation, of the form, that a
non-adaptive data structure using εn log n bits must do at least Ω
(
log n/ log log n
)
queries.
It is not clear if assuming NCC we can get a sufficiently strong lower bound which would rule
out non-adaptive data structures with sublinear advice string using O(nε) oracle queries.
▶ Corollary 7. We say that a circuit Cn : {0, 1}n⌈log n⌉ → {0, 1}n⌈log n⌉ sorts its input if on
an input viewed as n binary strings x1, x2, . . . , xn ∈ {0, 1}⌈log n⌉ outputs the strings sorted
lexicographically. If there is a circuit family (Cn)n∈N, where Cn : {0, 1}
n⌈log n⌉ → {0, 1}n⌈log n⌉
sorts its inputs, and each circuit Cn is of size O(n log n) and depth O(log n) then for every
ε > 0, for every permutation f : [n] → [n] there is a non-adaptive data structure for inverting
f that uses advice of size O
(
n log n/ log log n
)
and O(nε) queries.
The works of Farhadi et al. [13] and Asharov et al. [4] connect the NCC conjecture
directly to lower bounds for sorting. Their work studies sorting n numbers of k + w bits by
their first k bits. Namely Asharov et al. [4] show that NCC implies that constant fan-in
constant fan-out circuits must have size Ω
(
nk(w − log(n) + k)
)
whenever w > log(n) − k and
k ≤ log n. This is incomparable to our results as we have w = 0.
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