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Abstract— This work presents a distributed method for multi-
robot coordination based on nonlinear model predictive control
(NMPC) and dual decomposition. Our approach allows the
robots to coordinate in tight spaces (e.g., highway lanes, parking
lots, warehouses, canals, etc.) by using a polytopic description
of each robot’s shape and formulating the collision avoidance
as a dual optimization problem. Our method accommodates
heterogeneous teams of robots (i.e., robots with different poly-
topic shapes and dynamic models can be part of the same
team) and can be used to avoid collisions in n-dimensional
spaces. Starting from a centralized implementation of the
NMPC problem, we show how to exploit the problem structure
to allow the robots to cooperate (while communicating their
intentions to the neighbors) and compute collision-free paths
in a distributed way in real time. By relying on a bi-level
optimization scheme, our design decouples the optimization
of the robot states and of the collision-avoidance variables to
create real time coordination strategies. Finally, we apply our
method for the autonomous navigation of a platoon of connected
vehicles on a simulation setting. We compare our design with the
centralized NMPC design to show the computational benefits of
the proposed distributed algorithm. In addition, we demonstrate
our method for coordination of a heterogeneous team of robots
(with different polytopic shapes).
I. INTRODUCTION
Autonomous robots will soon be part of our daily lives [1].
The automotive industry is investing billions in self-driving
technologies [2], maritime-transportation companies are al-
ready developing autonomous boats [3], and retail companies
are investing in autonomous warehouse robots [4]. These
technologies have the potential to reduce fatalities, trans-
portation efficiency, and the overall quality of life [5].
To fully exploit the benefits that these technologies
will bring, algorithms to control and efficiently coordinate
these autonomous robots are crucial, especially in tight
environments (e.g., highway lanes, parking lots, warehouses,
canals, etc.), where the robots have reduced maneuver space.
To reach their goals, each robot closely interacts with its
neighbors to avoid collisions. Hence, one of the challenges
to ensure safe navigation of connected autonomous robots
is that of efficiently generating a safe coordination strategy.
Multi-robot systems are the focus of our paper. In particular,
w focus on efficient, safe and coordinated multi-robot
trajectory planning (the interested reader can refer to [6] for
an overview of the state of the art)
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Fig. 1: Centralized design (a) vs. our distributed design (b)
for multi-robot coordination.
robots. We use a polytopic representation of the individual
robot and formulate the collision avoidance problem as the
problem of finding the minimum distance between two poly-
topes. To incorporate this collision avoidance strategy in the
NMPC formulation, our method relies on duality theory [7].
We reformulate the minimum distance collision-avoidance
constraints between each pair of robots as a feasibility
test (with associated collision-avoidance variables) that can
be included within the constraints of the NMPC problem.
Solving the NMPC problem in a centralized way (Fig. 1.a)
is computationally intensive, so we introduce an algorithm
to solve the NMPC problem in a distributed way (Fig. 1.b),
which is computationally efficient compared to centralized
formulation and is suitable for real time applications.
In order to split the centralized problem into distributed
sub-problems, the centralized formulation must be separable.
Although the dynamic models of the robots are decoupled,
but the collision avoidance constraints are coupled among
them. To break the coupling, we rely on a bi-level opti-
mization approach to decompose the centralized problem
as local minimization problems performed by alternating
between two different optimizations (Fig. 1.b): (i) a col-
lision avoidance optimization (red boxes in Fig. 1.b) that
computes the predicted collision-avoidance variables, given
the latest predicted intention of each pair of robots, and
(ii) local NMPC optimizations (grey boxes in Fig. 1.b) that
update the robot states, given the latest predicted collision-
avoidance variables. The advantage of this decomposition is
that each collision avoidance optimization solves efficiently
(in milliseconds) convex problems of fixed dimension and
the local NMPC problems have always a fixed number of
decision variables (the local robot states), compared to the
centralized problem. Also we quantify the error caused by
relying on open-loop predicted trajectories of neighbor robots
in distributed approach. We show that this error is bounded
(and small) and we propose a strategy to account for this
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error in the local NMPC problem formulation. Finally, we
validate our method for the autonomous navigation of a
platoon of connected vehicles on a highway setting com-
paring its performance with a centralized implementation. In
platooning both road geometry and platoon geometry restrict
the motion of the vehicles within the platoon. Hence, the
vehicles must coordinate in a tight environment. To allow
navigation at tight spaces, our approach models the road
structure and the vehicles dimensions, as exact sizes with
no approximation or enlargement. We also demonstrate the
results for a coordination scenario of a heterogeneous team
of robots with different polytopic shapes.
Related Work. Classical methods for multi-robot coordina-
tion either use reactive strategies (such as potential fields [8]–
[10], dynamic window [11], and velocity obstacles [12],
[13]), assume a priority order [14], or rely on a schedul-
ing [15] for the robots. These methods, however, do not ex-
plicitly consider the interaction among the robots. Learning-
based methods [16]–[20] and constrained-optimization ap-
proaches can be used to take these interactions into account.
Our work fits in this last category and relies on tools
from control and optimization to model the interactions
among the robots to avoid collisions. Distributed constrained-
optimization designs have been proposed for example in
[21]–[26]. The authors in [21] present a decentralized model
predictive control (MPC) formulation for multi-robot coor-
dination that relies on invariant-set theory and mix-integer
linear programming (MILP). The authors in [22] propose
a distributed MPC design for formation control using the
alternating direction method of multipliers (ADMM) and
separating hyperplanes for collision avoidance. The authors
in [23] use a potential cost function and collision-avoidance
constraints to formulate a distributed MPC problem, in which
the collision avoidance constraints can be either linearized or
formulated using integer variables. In addition, the authors
rely on motion primitives to account for robot kinematic
and dynamic constraints. The authors in [24], [25] present
distributed MPC approaches that rely on ADMM to de-
compose the (linearized) coordination problem. The authors
in [26] propose a distributed nonlinear MPC formulation with
nonconvex collision avoidance constraints.
Compared to [21], our proposed approach does not require
the solution of a MILP problem that can be computationally
expensive to solve. In addition, compared to [23]–[25]
our method does not require any linearization (which could
reduce the solution space of the problem) of the collision-
avoidance constraints. Also compared to [23], our approach
does not require the use of motion primitives (the robot
dynamics are directly included in the NMPC formulation).
Compared to [22], our strategy allows to specify a desired
distance between the robots, instead of using separating
hyperplanes. Inspired by [7], [27], our method uses dual
optimization to formulate the collision avoidance constraints.
Compared to [7], [27], however, our method exploits the
structure of the coordination problem to solve it in a dis-
tributed fashion.
Outline. Sec. II provides the required preliminary defini-
tions. Sec. III describes the centralized design. Sec. IV details
our distributed algorithm. Sec. V introduces our applications
and the simulation results. Sec. VI provides a bound on the
prediction error which is a source of discrepancy between
centralized and distributed approaches. Sec. VII concludes
this paper.
II. PRELIMINARIES
We provide the needed definitions and notations below.
Robots and Neighbor Robots: The set of M cooperative
robots is defined as V := {1, 2, ...,M}. We identify each
robot through its index i ∈ V . Throughout this paper, the
superscript i denotes the ith robot. The neighbor set of robot
i is denoted as Ni and represents all the robots that are in
the communication range of Robot i.
Polytopic Description of Robot Pose: Robot pose or the
region occupied by the robot can be described as a convex
set defined by a polytope P . Polytopes are described as
the intersection of a set of half-spaces and are defined as
a set of linear inequalities. The initial pose of the robot is
represented as Po. As the robot travels, Po undergoes affine
transformations including rotation and translation. Hence
P = RPo + tr, where R : Rnz → Rn×n is an orthogonal
rotation matrix, tr : Rnz → Rn is the translation vector, nz
is the dimension of the robot state z, and n is dimension of
the space which is 2 for 2D- and 3 for 3D planning.
Static and Dynamic Obstacles: S = {1, ..., nS} is the set of
nS static obstacles.Or is the r-th static obstacle, r ∈ S. Each
static obstacle is modeled as a polytopic set. The collision
avoidance between robot i and static obstacle r is defined as
Pi ∩Or = ∅. Ni is the set of dynamic obstacles for robot i.
To avoid collision between Robots i and j, the intersection
of their polytopic sets must be empty, Pi ∩ Pj = ∅.
MPC Scheme: MPC is useful for online local motion planing
in uncertain and dynamic environment because it is able to
re-plan according to the new available information. MPC
relies on the receding-horizon principle. At each time step
it solves a constrained optimization problem and obtains a
sequence of optimal control inputs that minimize a desired
cost function J , while considering dynamic, state, and input
constraints, over a fixed time horizon. Then, the controller
applies, in closed-loop, the first control-input solution. At
the next time step, the procedure is repeated. Throughout
this paper, (·|t) indicates the values along the entire planning
horizon N , predicted based on the measurements at time t.
For example z(·|t) represents the entire state trajectory along
the horizon [z(1), z(2), ..., z(N)] predicted at time t. The bar
notation (¯·) represents constant known values.
MPC Cost Function J: The MPC cost is J :=
∑
i∈V J
i,
where J i is the local objectives of each robot. Each J i can
be designed according to the local-robot planning and control
objectives. For example, the local costs can be specified to
reach a goal set or to reduce the deviation from a global
reference path (which is not collision-free) computed using
high-level planning methods (e.g., A* or RRT*) as proposed
in [28]–[31] for single-robot local motion planning.
III. CENTRALIZED COORDINATION
The multi-robot coordination can be considered as a
motion-planning problem and formulated as a centralized
MPC optimization problem that computes collision-free tra-
jectories for all the robots, simultaneously. The optimization
problem is formulated in the NMPC framework as follows
min
ui(·|t)
M∑
i=1
J i(zi,ui) (1a)
subject to zi(k + 1|t) = f(zi(k|t),ui(k|t)), (1b)
zi(0|t) = zi(t), (1c)
zi(k|t) ∈ Z, ui(k|t) ∈ U , (1d)
P(zi(k|t)) ∩ Or = ∅, r ∈ S, (1e)
P(zi(k|t)) ∩ P(zj(k|t)) = ∅, i 6= j (1f)
∀i ∈ V, j ∈ Ni, and k ∈ {1, 2, .., N}.
In the formulation above, ui(·|t) = [ui(k|t), ..., ui(k +
N − 1|t)] denotes the sequence of control inputs over the
MPC planning horizon N for ith robot. zi(k|t) and ui(k|t)
variables of ith robot at step k are predicted at time t. The
function f(·) in (1b) represents the nonlinear (dynamic or
kinematic) model of the robot, which is discretized using
Euler discretization. Z , U are the state and input feasible
sets, respectively. These sets represent state and actuator
limitations. Constraints (1f) represent the collision-avoidance
constraints between the ith robot and all the neighboring
robots within the communication radius. This representation
is time-varying and is a function of the robot state at each
time step. The remainder of this section details the derivation
of constraints (1e) and (1f). Note that the centralized NMPC
problem (1), might get infeasible. However, persistent feasi-
bility of (1) can be guaranteed by computing the reachable
set. In this paper, our focus is to reformulate the centralized
problem (1) into a distributed one, but the techniques to
guarantee persistent feasibility can be incorporated into our
proposed approach.
A. Collision Avoidance Reformulation
Consider two polytopic sets P1 and P2. The distance
between these sets is given by the following primal problem
dist(P1,P2) = min
x,y
{‖x−y‖2|A1x ≤ b1,A2y ≤ b2}, (2)
where P1 = {x ∈ Rn|A1x ≤ b1} and P2 =
{y ∈ Rn|A2y ≤ b2}. The two sets do not intersect
if dist(P1,P2) > 0. For motion-planning applications,
however, the robots must keep a minimum safe distance
dmin from each other and from the obstacles. Hence, the
distance between their polytopic sets should be larger than
a predefined minimum distance, dist(P1,P2) ≥ dmin.
Problem (2) is itself an optimization problem that cannot
directly be used in Problem (1), because we would have an
optimization problem as the constraint of another optimiza-
tion problem. To deal with this issue, we rely on strong-
duality theory. Building on [7], the dual problem can be
solved instead of the primal problem (2). The dual problem
is expressed as follows:
dist(P1,P2) := max
λ12,λ21, s
− b>1 λ12 − b>2 λ21
s.t. A>1 λ12 + s = 0, A
>
2 λ21 − s = 0,
||s||2 ≤ 1,−λ12 ≤ 0, −λ21 ≤ 0,
(3)
where λ12, λ21 and s are dual variables (the derivation of (3)
from (2) is provided in the Appendix). The optimal value of
the dual problem is the distance between P1 and P2 and is
constrained to be larger than a desired minimum distance.
Consequently, we can use this insight to reformulate the
dual problem as the following feasibility problem: {∃λ12 
0,λ21  0, s : −b>1 λ12 − b>2 λ21 ≥ dmin,A>1 λ12 + s =
0,A>2 λ21 − s = 0, ‖s‖2 ≤ 1}. This reformulation can
be substituted to the collision-avoidance constraint (1f) in
Problem (1). A similar reformulation can be derived for static
obstacles (1e). Therefore, problem (1) can be rewritten as
min
ui(·|t), λij(·|t),
λji(·|t), sij(·|t)
M∑
i=1
J i(zi,ui)
subject to (1b), (1c),(1d),(− bi(zi(k|t))>λij(k|t)
− bj(zj(k|t))>λji(k|t)
) ≥ dmin, (4a)
Ai(zi(k|t))>λij(k|t)+sij(k|t)=0, (4b)
Aj(zj(k|t))>λji(k|t)−sij(k|t)=0, (4c)
λij(k|t),λji(k|t) ≥ 0, ‖sij(k|t)‖2 ≤ 1,
∀i∈ V, j ∈ Ni, and k ∈ {1, 2, .., N},
where Ai and bi are functions of zi(k|t) and represent the
polytopic set of ith vehicle at step k predicted at time t.
Similarly Aj and bj denote the polytopic set of jth robot
which belongs to neighbor set Ni. The dual variables λij ,
λji and sij are coupled through the collision avoidance
constraint between robot i and robot j. For space limitation
the static obstacle avoidance constraint (1e) is removed in the
above formulation and only the collision avoidance among
robots are formulated. However, it can be added using dual
reformulation. Note that the dual variable sij is equivalent
to the variable s in (3). The new variable sij is introduced
in (4) to distinguish for example, s12 from s13, but s12 is
identical to s21 according to (3). Therefore, the variables sij ,
sji and s are all identical vectors (sij = sji = s ∈ Rn) with
dimension of n that is the dimension of the space which is 2
for 2D- and 3 for 3D planning. We will discuss the geometric
interpretation of the vector s in the next section.
Remark III.1 The required minimum distance between the
robots dmin, which can be chosen as a design parameter. In
theory, the trajectories can be obtained for dmin = 0, which
means the polytopic sets (i.e., the robots) can move on each
other boundaries. In practice, dmin should be determined
based on the quantification of uncertainty of physical models
and stochastic measurement errors.
IV. DISTRIBUTED COORDINATION
Problem (4) simultaneously optimizes over all the robots’
states zi and the collision avoidance variables λij ,λji, sij
(for all i = 1, ...,M , j 6= i), that is, the number of
variables to optimize is proportional to the number of robots.
This is computationally expensive when M is large, making
the centralized formulation not scalable with the number
of robots. Our goal is to remove the need of a central
coordinator and make the problem scalable with the number
of robots (allowing the robots to coordinate and locally solve
smaller sub-problems in parallel).
By looking at the structure of Problem (4), we notice that
the collision avoidance constraints (4a)-(4c) create a coupling
among the robots. In addition, Constraint (4a) creates a
nonlinear coupling between the state variables zi,zj and
the collision avoidance variables λij ,λji. To break-up these
couplings and devise the proposed distributed algorithm, we
rely on the dual structure we originally used to formulate
Problem 4 and on the ability of MPC to generate predictions.
In particular, our idea is to solve Problem (4) by using
a bi-level optimization scheme, that is, we replace the
central coordinator by using two independent optimizations
that perform alternating optimization of the dual variables
(associated with the collision avoidance constraints) and of
primal state variables, respectively, as Algorithm 1 details.
In Algorithm 1, first the dual variables over the NMPC
horizon are initialized, then the first optimization step
(NMPC optimization) optimizes the state variables zi,zj over
the horizon, while keeping the dual variables λij ,λji, sij
fixed. The second optimization step (CA optimization) op-
timizes the dual variable while keeping the state variables
fixed. We detail these two optimizations below.
A. NMPC optimization
At time t, each robot i independently computes its own
state zi trajectory, given the dual variables over the horizon
[λij(1), . . . , [λij(N)], [λji(1), . . . , λji(N)] and [sij(1),
. . . , sij(N)]. For each robot i ∈ V, j ∈ Ni, the NMPC
optimization is given by:
min
ui(·|t)
J i(zi,ui)
subject to (1b), (1c), (1d),(− bi(zi(k|t))>λ¯ij(k|t)
− b¯j(z¯j(k|t))>λ¯ji(k|t)
) ≥ dmin, (5a)
Ai(zi(k|t))>λ¯ij(k|t) + s¯ij(k|t) = 0, (5b)
for all k ∈ {1, 2, .., N},
where the bar notation (¯·) represents constant known values
and Ai, bi are the polytopic representation of the ith robot
and are functions of zi. The optimized trajectory is then
shared with the collision avoidance optimization (shifted
in time according to step 5© of Algorithm 1 to account
for the 1-step delay in the calculation of the collision-
avoidance strategies). Problem (5) can be solved in parallel
by each robot. In this optimization, the collision-avoidance
variables λij ,λji, sij are considered as known values along
the planning horizon. Note that compared to the centralized
formulation, the only decision variable to optimize in the
NMPC optimization is the ith robot state zi (i.e., the number
of decision variables in the local problem formulations is
constant).
B. Collision Avoidance (CA) optimization
Each robot pair of i, j ∈ N , i 6= j, computes the collision
avoidance variables λij ,λji, sij . The CA optimization is
given by
max
λij(·|t),
λji(·|t),
sij(·|t)
−b¯i(z¯i(k|t))>λij(k|t)−b¯j(z¯j(k|t))>λji(k|t)
subject to A¯i(z¯i(k|t))>λij(k|t) + sij(k|t) = 0, (6a)
A¯j(z¯j(k|t))>λji(k|t)− sij(k|t) = 0, (6b)(− b¯i(z¯i(k|t))>λij(k|t)
−b¯j(z¯j(k|t))>λji(k|t)
) ≥ dmin,
‖sij(k|t)‖2 ≤ 1,−λij(k|t) ≤ 0, (6c)
−λji(k|t)≤0, for all i∈V, j∈Ni,
for all k ∈ {1, 2, .., N}.
Each robot solves Problem (6) in parallel. This optimization
assumes the state trajectories of the robots zi to be fixed (ob-
tained by the NMPC optimization and from the neighboring
robots according to step 7© of Algorithm 1). This problem
can be solved efficiently (in the order of milliseconds).
Algorithm 1 is a bi-level optimization scheme with the
NMPC optimization (5) as the upper-level optimization
problem and the CA optimization (6) as the lower-level
optimization problem. On one hand this bi-level optimization
scheme allows us to improve computation time of coordina-
tion strategy. On the other hand, due to this optimization
scheme, the distributed NMPC (5) returns less tight trajecto-
ries (larger margins in the coordination) compared to the
centralized NMPC (4). Solving lower-level CA optimiza-
tion and substituting its solution in the upper-level NMPC
optimization further restricts the constraints (5a)-(5b), since
the dual variables are kept fixed (i.e., the NMPC optimizer
has less degree of freedom in the computation of the local
trajectories). In contrast, in the centralized NMPC (4), the
equivalent constraints (4a)-(4c) can be interpreted as the
relaxed version of the constraints (5a)-(5b), since the dual
variables are decision variables of the centralized problem.
C. Geometric Interpretation of Primal and Dual Variables
The dual variables have an interesting geometric interpre-
tation. All these geometric meanings are obtained from the
Karush–Kuhn–Tucker (KKT) conditions for problem (2) and
more details can be found in [32]. As seen in Fig. 2, the
top plots show the geometric representation of the primal
formulation (2) in which the optimal solutions are x∗ and y∗
and the distance is defined as the classical Euclidean distance
‖x∗ − y∗‖2 between the two sets. The bottom plots show
the equivalent dual formulation (3) in which the optimal
solutions are s∗, λ∗12 and λ
∗
21 and the same distance between
Algorithm 1 Distributed Coordination Algorithm
1: Initialize [sij(1), ...,sij(N)], [λij(1), ...,λij(N)],
[λji(1), ...,λji(N)], ∀i, j ∈ N and i 6= j.
2: for t = 0, 1, ...,∞ do
3: for all Robot i, i ∈ V do in parallel
4: Solve Problem (5)
5: Compute the shifted state [zi(2), ..., zi(N), zi(N)].
6: Compute the associated polytopic sets: [Ai(2), ...,
Ai(N), Ai(N)], [bi(2),..., bi(N), bi(N)].
7: Communicate to Robot j (∀j ∈ Ni) the polytopic sets.
8: Solve Problem (6) for each j ∈ Ni
9: Apply uiMPC to move forward.
10: end for
11: end for
Fig. 2: Top: Primal (a) minimum distance (b) polytope
representation (c) optimal solutions. Bottom: Dual: (d)
minimum distance (e) separating hyperplane (f) supporting
hyperplanes.
the two polytopic sets is defined as −b1>λ∗12 − b2>λ∗21.
As Fig. 2(e) depicts, the separating hyperplane between the
two polytopic sets is always perpendicular to the minimum
distance. Therefore s∗, which is the normal vector of the
separating hyperplane, is always parallel to the minimum
distance. The normal vector s∗ plays the role of the con-
sensus variable between the robots. As discussed earlier, the
vector s∗ is shared between each pair of robots according to
(3), so sij = sji. Furthermore, in Fig. 2(f), the green lines
show the two supporting hyperplanes which are parallel to
the separating hyperplane. The hyperplane s∗>x = −b>1 λ∗12
supports the set x or (P1) at the point x∗. Similarly the
hyperplane s∗>y = b>2 λ
∗
21 supports the set y or (P2) at
the point y∗. On the other hand, the primal (2) and dual (3)
problems are convex and the Slater’s condition is satisfied, so
the strong duality holds [33]. Therefore, finding the shortest
distance between two polytopic sets (primal problem (2)) is
equivalent to finding the maximal separation, which is the
maximum distance between a pair of parallel hyperplanes
that supports the two sets (dual problem (3)) as shown in
Fig. 2(f).
V. NUMERICAL RESULTS FOR AUTONOMOUS
DRIVING APPLICATION
In this section we compare the centralized and distributed
approaches in terms of computation time (and cost) as the
number of robots increase. Section V-A describes the sim-
ulation setup. Sections V-B and V-C presents two different
simulation scenarios, that are, a) a platoon formation and
re-configuration and b) a heterogeneous team of robots with
different polytopic shapes, respectively.
A. Simulation Setup
We tested our design on a quad-core CPU Intel Core
i7-7700HQ @ 2.80 GHz in MATLAB using the MAT-
LAB Parallel Computing Toolbox to simulate the individual
robots and communication exchanges among the robots. We
modeled the optimization problems in YALMIP [34]. We
solved Problems (4), (5) using IPOPT [35], a state-of-the-
art interior-point solver for non-convex optimization, and
we solved Problem (6) using Gurobi [36], an efficient QP
problem. For all the scenarios the simulation results are
presented as top view snapshots, as well as a series of state
and action plots. The robots colors of the snapshots and plots
are matched.
B. Platoon Formation
1 In this scenario, autonomous and connected vehicles
merge into a platoon (train-like formation) and maintain a
close inter-vehicular distance within the group. In platooning
on public roads, both road geometry (lane width) and platoon
geometry (longitudinal and lateral inter-vehicle spacing) re-
strict the motion of the vehicles within the platoon. Hence,
the vehicles must coordinate in a tight environment. To
allow navigation at tight spaces, it is essential to model the
road structure and the vehicles dimensions, including length
h and width w, as exact sizes with no approximation or
enlargement.
1) Relevant NMPC Quantities: We model each vehicle i
within the platoon by using a nonlinear kinematic bicycle
model (a common modeling approach in path planning)
described by the following equations [37] (we omit the
superscript i when it is clear from the context):
x˙ = v cos(ψ + β), y˙ = v sin(ψ + β),
ψ˙ =
v cosβ
lf + lr
(tan δ), v˙ = a,
(7)
where the ith vehicle state vector is z = [x, y, ψ, v]> (x, y,
ψ, and v are the longitudinal position, the lateral position,
the heading angle, and the velocity, respectively), the control
input vector is u = [a, δ]> (a and δ are the acceleration and
the steering angle, respectively), β := arctan
(
tan δ( lrlf+lr )
)
is the side slip angle, and lf , lr are the distance from the
center of gravity to the front and rear axles, respectively.
Using Euler discretization, the model (7) is discretized with
sampling time ∆t as
x(t+ 1) = x(t) + ∆t v(t) cos(ψ(t) + β(t)),
y(t+ 1) = y(t) + ∆t v(t) sin(ψ(t) + β(t)),
ψ(t+ 1) = ψ(t) + ∆t
v(t) cosβ(t)
lf + lr
(tan δ(t)),
v(t+ 1) = v(t) + ∆t a(t).
(8)
The local costs are defined as J(z,u) =
∑t+N
k=t
‖(z(k|t) −zRef(k|t))‖2Qz +
∑t+N−1
k=t (‖(u(k|t))||2Qu +‖
(∆u(k|t))‖2Q∆u), where ∆u penalizes changes in the input
rate. Qz  0, Qu, Q∆u  0 are weighting matrices, zRef is
the reference trajectory generated by a high-level planner1
(and it is not obstacle-free). The ith vehicle dimensions are
chosen as length h = 4.5m and width w = 1.8m. The road
width is chosen as 3.7m (i.e., the standard highway-lane
width in the United States). The speed is lower bounded
by zero. The acceleration of each vehicle is bounded within
± 4m/s2 and its rate change is bounded within ± 1m/s2. The
steering input is bounded within ± 0.3rad and its change
within ±0.2rad/s. The corresponding road region occupied
by the ith vehicle is defined by a two-dimensional convex
polytope P. For each vehicle, the transformed polytope is
defined as P(z(t)) = {p ∈ R2|A(z(t))p ≤ b(z(t))},
where A(z(t)) and b(z(t)) are defined as A(z(t)) =[
R(z(t))>
−R(z(t))>
]
, R(z(t)) =
[
cos(ψ(t)) − sin(ψ(t))
sin(ψ(t)) cos(ψ(t))
]
,
b(z(t)) = [h/2, w/2, h/2, w/2]> +A(z(t))[x(t), y(t)]>,
where [x(t), y(t)]> is the center of gravity of the vehicle.
2) Platoon Formation Results: In this scenario, as seen
in Fig. 3a, the vehicles are initially traveling in three
different lanes and need to merge in one lane to form
a train-like platoon, while maintaining the safe distance
dmin = 0.5m from each other at all times (i.e., during
the lane change maneuvers and afterwards). We tested the
formation scenario for different configurations and initial
conditions. Fig. 3b shows an example with four vehicles.
The initial longitudinal coordinates for all the four vehicles
are [x1(0), x2(0), x3(0), x4(0)] = [11.5, 5.5, 0.5, 20] and the
initial lateral coordinates are [y1(0), y2(0), y3(0), y4(0)] =
[1.85, 5.55, 1.85, 9.25]. The planning horizon N is 0.75s,
the sampling time ∆t is 0.05s, and vRef is 15m/s. Fig. 3b
represents the vehicles’ states and actions. The longitudinal
and lateral coordinates x and y, as well as heading angle
ψ and velocity v for all the vehicles are shown in different
colors which are matched with the colors in Fig. 3a.
The control actions a and δ are also illustrated for all the
vehicles. The acceleration and velocity plots highlights the
collaborative behavior between the vehicles. In contrast to
reactive approaches, such as velocity obstacles, the speed of
each vehicle is not assumed constant and varies based on
the interactions with the neighbors. For example, as seen
in the acceleration plot, the blue vehicle brakes and the
magenta vehicle accelerates to make enough gap for other
vehicles to merge into the lane. This behavior is obtained
by the solving the optimization problem and is not enforced
explicitly. This collaborative behavior is fundamental to keep
the desired minimum distance and form the platoon. Ellip-
soidal representations of the vehicles would have required a
larger minimum distance (to fit each vehicle the axes of each
ellipses would have been 6.36m and 2.54m, respectively,
leading to a minimum distance, in the longitudinal direction
1Due to space limitations, we omit the details of the reference generation
given that the global (high-level) planning is not the focus of this paper.
for example, equal to (2(6.36 − 4.5)m> dmin) leading to
more conservative behaviors. Similar considerations hold for
implementations based on potential fields. A potential field
can be always included in the NMPC problem formulation
to enforce clearance with respect to the other vehicles, but
it would lead to more conservative behaviors (e.g., larger
minimum distance between the vehicles) and additional
tuning parameters. In Fig. 3a(a), in addition to snapshots, the
separating hyperplanes between pink/green, green/red and
red/blue pairs are shown and the normal of these separating
hyperplanes are denoted as spg , sgr and srb, respectively.
To evaluate the performance in terms of computation time
of Algorithm 1, we simulated the formation of two, three and
four vehicles in highway (varying the initial configuration
of the vehicles to test the robustness of the tuning). We
compared the average and maximum computation time in
second for each step along the trajectory with the cen-
tralized implementation. Table I shows the results. While
both centralized and distributed approaches ensure safe robot
coordination, the maximum and average of computation time
for centralized approach increases dramatically by adding a
vehicle (>> N ), compromising the safety of the approach
in real-time applications (i.e., delays in the calculation of
the planning strategy can lead to collisions). The distributed
approach outperforms the centralized design by more than 2
orders of magnitude (when we look at the worst case scenario
with 4 vehicles) and the computation time is reasonable
for online implementation (<< N ). In addition, Table II
compares the sum of closed-loop costs for centralized and
distributed approaches. The simulation has been performed
for two, three and four coordinated vehicles. The average
of cost has increased using distributed approach compared
to centralized approach. Based on the results of Table I and
Table II, there is a trade-off between computation time and
cost of deviation from the reference trajectory.
Centralized Distributed
NMPC CA
# Avg. Max. Avg. Max. Avg. Max.
2 1.3851 2.7482
0.1457 0.3621 0.0022 0.0024
0.1102 0.3313 0.0021 0.0022
Total Avg. = 0.1301
3 2.7680 4.6817
0.1848 0.3933 0.0025 0.0028
0.1206 0.3169 0.0024 0.0026
0.1416 0.3470 0.0022 0.0023
Total Avg. = 0.1514
4 12.8331 28.7763
0.1919 0.4211 0.0030 0.0024
0.1125 0.2602 0.0027 0.0029
0.1842 0.3497 0.0024 0.0025
0.2041 0.4195 0.0025 0.0023
Total Avg. = 0.1757
TABLE I: Computation time (in second) for both centralized
and distributed approaches are reported for two, three and
four numbers of coordinated vehicles.
(a) Snapshots
(b) Vehicles trajectories
Fig. 3: Four vehicles merge into a platoon in the center lane.
The direction of motion is to the right. (a) Snapshots of
the simulation are shown with the separating hyperplanes
between the vehicles. (b) The state and input trajectories are
shown.
Centralized Distributed
# Sum of Costs Sum of Costs
2 0.0443
1.8957
1.6845
Total Avg. = 1.7901
3 0.0985
6.0267
0.0000
5.6856
Total Avg. = 3.9041
4 0.0321
6.8064
0.0000
12.1444
10.3252
Total Avg. = 7.3190
TABLE II: The total cost (sum of the closed-loop costs
for the entire maneuver) is reported for centralized and
distributed approaches for two, three and four numbers of
coordinated vehicles.
C. Heterogeneous Robots Reconfiguration and Tight Colli-
sion Avoidance
We consider a team of robots with different polytopic
shapes as seen in Fig. 4. The robots are initially in a
Fig. 4: Polytopic Shapes
circular formation. A goal region is assigned to each robot.
The robots should plan their motion based on the shared
information communicated from other robots to reach their
goals while avoiding collision with each other.
1) Relevant Problem Parameters: Each robot i is modeled
by a nonlinear kinematic unicycle model which is similar to
the previously described model (7)
x˙ = v cos(ψ), y˙ = v sin(ψ), ψ˙ = δ, (9)
where the ith robot state vector is z = [x, y, ψ]> and the
control input vector is u = [v, δ]> (the notations are the
same as model (7). Using Euler discretization, the model (9)
is discretized with sampling time ∆t as
x(t+ 1) = x(t) + ∆t v(t) cos(ψ(t)),
y(t+ 1) = y(t) + ∆t v(t) sin(ψ(t)),
ψ(t+ 1) = ψ(t) + ∆t δ(t),
(10)
The local costs are defined as J(z,u) =
∑t+N
k=t
‖(z(k|t) −zGoal)‖2Qz +
∑t+N−1
k=t (‖(u(k|t))||2Qu +‖
(∆u(k|t))‖2Q∆u), where ∆u penalizes changes in the input
rate. Qz  0, Qu, Q∆u  0 are weighting matrices, zGoal
is the goal location that robot should reach.
The sampling time is 0.05s, minimum allowable distance
dmin is 10cm, the velocity input is bounded within ± 4m/s
and its rate change is bounded within ± 0.5m/s. The rate
change of steering input is bounded within ± 0.5rad/s. The
ith robot shape is defined by a two-dimensional convex
polytope centered at the origin PO = {p ∈ R2|AO p ≤
bO}. As the robot moves, the polytopic shape undergoes
rotation and translation. The transformed polytope is de-
fined as P(z(t)) = {p ∈ R2|A(z(t))p ≤ b(z(t))},
where A(z(t)) and b(z(t)) are defined as A(z(t)) =
AOR(z(t))
>, R(z(t)) =
[
cos(ψ(t)) − sin(ψ(t))
sin(ψ(t)) cos(ψ(t))
]
,
b(z(t)) = bO +A(z(t))[x(t), y(t)]
>, where [x(t), y(t)]>
is the center of gravity of the vehicle.
2) Heterogeneous Robots Reconfiguration Results: Six
robots with different polytopic shapes are considered as
shown in Fig. 7 (a). A square (light blue), a hexagon (red), an
irregular pentagon (dark blue), a hexagon (green), a triangle
(pink), a pentagon (black) are representation of the robots
and are located on a circle. The goal assigned to each robot
is the other end of the diameter of the circle (i.e., each
robot needs to swap its position with the one of the robot
on the opposite side of the circle). For example in Fig. 7
(a), the goal for the red robot is the location of pink robot
Fig. 5: Trajectories of all the robots in x-y plane.
Fig. 6: Control input trajectories of the six robots.
on the circle. So the pairs on the same diameter swap their
locations. The pairs red/pink, dark blue/black and green/light
blue swap, respectively, as shown in Fig. 5. The Fig. 5 shows
the position of each robot along the simulation in x-y plane.
The Fig. 6 shows the control input trajectories and the Fig. 7
shows the snapshots of the simulation. The initial formation
of robots is shown in snapshot (a), then (b)-(e) snapshots
shown how they resolve the conflict among each other and
(f) shows the final configuration, in which the pairs have
swapped their locations. As seen, the robots reduce their
speed to avoid collisions at the center of the circle. The open-
loop predicted trajectories are shown with small circles for
each robot.
Remark V.1 Note that the proposed coordination strategy is
a local one and the performance can be affected by choosing
different tuning parameters. For example, choosing a short
planning horizon (which would help reduce the computation
time even further) can cause deadlock situations, which can
be preventable by increasing the horizon length. In addition,
our design requires communication among the robots and
can tolerate delays up to the prediction horizon of the
local NMPC formulations. If the delay is exceeded, fallback
strategies are required (e.g., rely on local perception to
understand the intentions of the neighboring robots or detect
possible faults). These strategies, however, are outside the
scope of this paper.
VI. PREDICTION ERROR BOUND
In this section we focus on the discrepancy between
distributed and centralized approaches caused by trajectory
prediction error. In the centralized approach (1), since the
coordinator chooses the optimal action for all the robots
simultaneously, the approach does not rely on the open-
loop trajectories of the neighbor robots (no communication
is involved). However, in the distributed problem (5), each
robot optimizes its own action based on the communicated
information about the predicted (open-loop) trajectories of
other robots. In this section, we quantify the trajectory
prediction error and establish an upper bound on this error.
To help the discussion, we consider a simple simulation
scenario and presents all the results for this scenario. In this
scenario two cars, namely, car i and car j, are moving in the
same direction using two different lanes when car i decides to
overtake and merge into car j’s lane, as shown in Fig. 8, (for
more details on the model and formulation refer to Sec. V-B).
Consider the open-loop trajectory of robot i predicted
by robot i as τ ipi(t) = [z
i(0|t), zi(1|t), . . . , zi(N |t)] and
the shifted and augmented open-loop trajectory of robot i
predicted by robot j as τ¯ ipj(t − 1) = [z¯i(1|t − 1), z¯i(2|t −
1), . . . , z¯i(N |t − 1), z¯i(N |t − 1)], (the trajectory is shifted
one step forward in time and augmented with the same
last value). The subscript pi means predicted by robot i
and similarly pj means predicted by robot j. Also τ jpj(t)
represents trajectory of robot j predicted by j at current
time step t and τ¯ ipj(t − 1) denotes the trajectory of robot
i predicted by robot j at the previous time step t− 1.
The prediction error at each time step t, epredict(t) is
defined as
epredict(t) = ‖distpi(t)− distpj(t)‖2, (11)
where distpi is the distance between robot i and robot j
predicted by robot i (distance from the point of view of
robot i) and, similarly, distpj is the distance between robot i
and robot j predicted by robot j (distance from the point of
view of robot j). The predicted distances are equivalent to
distpi(t) ' ‖τ ipi(t)− τ¯ jpi(t− 1)‖2,
distpj(t) ' ‖τ jpj(t)− τ¯ ipj(t− 1)‖2,
(12)
and by substituting (12) in (11), the predicted error is
equivalent to
epredict(t) '
‖
(
‖τ ipi(t)− τ¯ jpi(t− 1)‖2 − ‖τ jpj(t)− τ¯ ipj(t− 1)‖2
)
‖2.
(13)
Since the cars are rigid bodies (modeled as polytopic sets)
and not just point masses, we consider the exact minimum
distance between the two polytopic sets and define distpi
and distpj using the notion of distance between the sets.
As discussed earlier, the distance between the two polytopic
sets i and j is defined as −bi>λij − bj>λji. However this
value is different from the view of robot i and robot j, in
Fig. 7: Snapshots of the reconfiguration of a team of 6 heterogeneous robots with different polytopic shapes are shown. The
predicted open-loop trajectories are shown with small dots.
distributed approach (distpi 6= distpj). According to distance
constraint (5a), we have
distpi(t) = −bi(t)>λ¯ij(t−1)− b¯j(t−1)>λ¯ji(t−1), (14)
distpj(t) = −b¯i(t−1)>λ¯ij(t−1)−bj(t)>λ¯ji(t−1) (15)
By substituting (14) and (15) in (11), the prediction error
epredict can be computed. After this quantification, we estab-
lish an upper-bound on the prediction error. Note that in the
centralized approach, the prediction error epredict is zero since
no communication is involved (the approach does not rely
on the open-loop trajectory predictions of other robots) and
distpi = distpj .
Theorem 1 Let the minimum distance between robot i and
j from the perspective of robot i and j be defined according
to (14) and (15), respectively. By using Algorithm 1 to solve
Problem (5), the prediction error is bounded, that is,
epredict(t) = ‖distpi(t)− distpj(t)‖2
≤ ci||bi(zi(t))− b¯i(z¯i(t− 1))||2
+ cj ||bj(zj(t))− b¯j(z¯j(t− 1))||2,
(16)
where ci and cj are constant scalars. For vehicle applications
with rectangular polytopic shapes ci and cj are equal to
Fig. 8: Overtaking maneuver: the top arrow indicates direc-
tion of motion.
one. For general polytopic shapes ci =
√
2‖(AOi>)†‖F =√
2
∑r
i=1 σ
2
i , where σi is the ith singular value of the matrix
and r is its rank. Similarly, cj has the same definition
associated with matrix (Aj>O )
†.
Proof: See Appendix.
To clarify the meaning of this time-varying upper-bound
(right-hand side of (16)), the overtaking scenario in Fig. 8
is simulated and the minimum distances between the cars at
each time step along the simulation is shown in Fig. 9 top
plot. As seen in the top plot, distpi, the distance predicted
by car i (light blue line) is different from distpj , the distance
predicted by car j (pink line). The true distance is the actual
distance between the cars (gray line). This difference in
predicted distances is the prediction error which is bounded
according to (16). The bottom plot in Fig. 9, shows that for
overtaking scenario the prediction error epredict (blue line)
is bounded by the computed proposed upper bound (right-
D
is
ta
nc
e 
(m
)
Time (s)
Fig. 9: Top In distributed approach, the distance between
robot i and robot j from the view of both robots is not
the same. Bottom The proposed upper-bound of (16) is
illustrated in red for the overtaking simulation and the
prediction error on distance is bounded by the proposed
upper-bound.
Time (s)
Fig. 10: The trivial upper-bound is compared versus the
proposed upper-bound on distance error.
hand side of (16)) (red line). This upper bound means the
prediction error in computing the distance between two cars
is bounded by the deviation of the bi and bj vectors, between
two iterations of the distributed algorithm. The distance in
dual formulation is proportional to bi and bj , which are
right-hand side of polytopic set representation, as shown
Fig. 2. The error is bounded and it is small, since the
vector b does not change dramatically between two problem
iterations.
In the remainder of this section, we will address the
following questions:
1) How tight is this bound compared to a trivial upper
bound (computed from boundaries of the feasible set)?
2) For a given acceptable error on the states, how one can
rewrite the upper-bound as a function of acceptable
error on the states and enforce it as a constraint in
NMPC problem (5)?
3) How can one normalize the upper-bound values?
1) To study how tight the upper-bound (16) is, we have
compared it with a trivial upper-bound. The trivial upper-
bound is defined by maximizing the right-hand-side of
(16). This maximization is done by substituting maximum
boundary values of the feasible set Z in (14) and (15).
The results for the same overtaking simulation is shown in
Fig. 10. The top plot shows that prediction error is bounded
by the proposed upper-bound. The bottom plot shows that
the proposed upper-bound is considerably tighter than the
trivial upper-bound.
2) For a given acceptable error on the states, we can define
a threshold for the upper-bound and include the upper-bound
(16) in the NMPC formulation (5) to bound the prediction
error in the distributed problem. For our application, the
states are x,y and ψ. The maximum error on x, y and ψ
are denoted as ex, ey and eψ , respectively and defined as
ex = |x(t)− x¯(t− 1)|
ey = |y(t)− y¯(t− 1)|
eψ = |ψ(t)− ψ¯(t− 1)|
(17)
Corollary 1.1 Given the acceptable error values on the
states ex, ey and eψ , let ex, ey and eψ be defined as (17),
one can compute αmin ≥ 0, such that the following holds for
all t ≥ 0:
||bi(zi(t))− b¯i(z¯i(t− 1))||2 ≤ αmin(t). (18)
Then by enforcing (18) as a constraint in the NMPC problem
(5), if the problem (5) is feasible, the prediction error for
each state will not violate the acceptable specified error.
Proof: To quantify the equation (16) based on accept-
able error we have
||bi(zi(t))− b¯i(z¯i(t− 1))||2
=||A(ψ(t))
[
x(t)
y(t)
]
−A(ψ¯(t− 1))
[
x¯(t− 1)
y¯(t− 1)
]
||2
=||A(ψ¯(t− 1)± eψ)
[
x¯(t− 1)± ex
y¯(t− 1)± ey
]
−A(ψ¯(t− 1))
[
x¯(t− 1)
y¯(t− 1)
]
||2 = α(t).
(19)
We minimize the right-hand side of (19) (all the values
are known but different combinations of signs must be
considered to find the minimum α(t)), then we compare the
upper-bound with the threshold value αmin(t)
3) To correlate the upper-bound values with specified ac-
ceptable predicted error, the upper-bound is normalized by
αmin(t). For the overtaking simulation scenario, the ac-
ceptable errors are specified as ex = 1, ey = 0.5, and
eψ = 0.2 and αmin(t) is computed from (19) and then the
upper-bound is normalized by αmin, this normalization ratio
||bi(zi(t))−b¯i(z¯i(t−1))||
αmin
is shown in Fig. 11. The prediction
error increases as the ratio gets closer to one and decreases
as the ratio gets closer to zero. This ratio can be penalized
in the cost function in (5) to keep the prediction error close
to the acceptable range specified by design engineer.
VII. CONCLUSIONS
We proposed a distributed algorithm for multi-robot co-
ordination in tight spaces using nonlinear MPC and strong
duality theory. We reformulated the collision avoidance con-
straints in dual formulation and used dual decomposition to
Fig. 11: The ratio of upper-bound with respect to α is shown.
split the large centralized optimization problem into smaller
sub-problems. Our distributed approach consists of upper-
level NMPC optimization and lower-level collision avoidance
optimization and the algorithm iterate between theses two
optimizations in a bi-level optimization scheme.
We showed the effectiveness of the algorithm for co-
ordination of connected and automated vehicles on public
roads through platoon merging. We showed the distributed
approach outperforms the centralized design by more than
2 orders of magnitude. Our results show that the distributed
algorithm is computationally efficient for online implementa-
tion and is scalable to larger networks of robots. In addition,
we showed the method is generalizable to heterogeneous
team of robots with different polytopic shapes. We showed
that compared to a centralized design, the proposed decom-
position introduces a local prediction error that could lead to
more conservative local trajectories. Nevertheless, we proved
that this error is bounded and can be accounted for in the
local NMPC problems.
As part of our future work, we plan testing with real
hardware (e.g., drones and ground vehicles) and in more
complex scenarios (e.g., urban driving). From the algorithm-
design perspective, we plan to investigate strategies to deal
with real sensor data, communication delays, and random
faults.
VIII. APPENDIX
A. Proof of Theorem 1
Proof: For robot i and robot j, since sij represents
the consensus variable between the two robots (normal of a
separating hyperplane between the robots), therefore sij =
sji, in CA optimization (6). Also, based on (6a) and (6b)
constraints in CA optimization (6), we have
λij = −(A¯i(z¯i)>)†sij , (20)
λji = (A¯
j(z¯j)>)†sij , (21)
where A† is (A>A)−1A>.
The minimum distance distpi from the view of robot i, is
computed by substituting (20) and (21) into (5a)
distpi =
(
bi(zi(t))>(A¯i(z¯i(t− 1))>)†
− b¯j(z¯j(t− 1))>(A¯j(z¯j(t− 1))>)†
)
s¯ij .
(22)
Similarly, from the view of robot j, by substituting (20) and
(21) into (5a) we have
distpj =
(
b¯i(z¯i(t− 1))>(A¯i(z¯i(t− 1))>)†
− bj(zj(t))>(A¯j(z¯j(t− 1))>)†
)
s¯ij .
(23)
The difference of (22) and (23)) is the prediction error epredict,
epredict(t) = ||
(
bi(zi(t))>(A¯i(z¯i(t− 1))>)†
− b¯j(z¯j(t− 1))>(A¯j(z¯j(t− 1))>)†
− b¯i(z¯i(t− 1))>(A¯i(z¯i(t− 1))>)†
+ bj(zj(t))>(A¯j(z¯j(t− 1))>)†
)
s¯ij ||2.
(24)
On the other hand, ||(A>)†||F =
√∑r
i=1 σ
2
i , where r is
the matrix rank. For the application of vehicles (which all
the polytopes are rectangle or square) we have A(z) =[
R(z)>
−R(z)>
]
, its norm remains constant as z changes. Per-
forming Singular Value Decomposition (SVD) on the rota-
tion matrix R(z), returns identity matrix and singular values
are independent from z values. With the same analogy, SVD
on (A(z)>)† always results in the same decomposition with
no regards to z values, (A>)† = UΣV >, where Σ =[√
2
2 0
0
√
2
2
]
. Therefore,
||(A(z)>)†||F =
√√√√ r∑
i=1
σ2i =
√(√
2
2
)2
+
(√
2
2
)2
= 1.
(25)
By rearranging the terms, using triangular inequality,
Cauchy-Schwarz inequality and based on the constraint
||sij ||2 ≤ 1 and ||(A(z)>)†||F = 1 obtained from (25) we
have
epredict
= ||
((
bi(zi(t))− b¯i(z¯i(t− 1)))>(A¯i(z¯i(t− 1))>)†
+
(
bj(zj(t))− b¯j(z¯j(t− 1)))>(A¯j(z¯j(t− 1))>)†)s¯ij ||2
≤ ||
((
bi(zi(t))− b¯i(z¯i(t− 1)))>(A¯i(z¯i(t− 1))>)†
+
(
bj(zj(t))− b¯j(z¯j(t− 1)))>
(A¯j(z¯j(t− 1))>)†
)
||2 ||s¯ij ||2
≤ ||bi(zi(t))− b¯i(z¯i(t− 1))||2 ||(A¯i(z¯i(t− 1))>)†||F
+ ||bj(zj(t))− b¯j(z¯j(t− 1))||2 ||(A¯j(z¯j(t− 1))>)†||F
≤ ||bi(zi(t))− b¯i(z¯i(t− 1))||2
+ ||bj(zj(t))− b¯j(z¯j(t− 1))||2
(26)
For the cases with general polytopic shapes we have
||(A¯i(z¯i(t− 1))>)†||F = ||AiO R(zi(t− 1))>‖F
≤ ‖AiO‖F ‖R(zi(t− 1))>‖F,
(27)
where AiO is the polytopic representation at the origin. The
SVD decomposition for rotation matrix is independent of z,
and ||R||F =
√
2. On the other hand, the constant matrix AiO
is not a function of time and ‖(AOi>)†‖F =
√∑r1
i=1 σ
2
i so
||(A¯i(z¯i(t− 1))>)†||F ≤
√√√√2 r1∑
i=1
σ2i . (28)
With the same analogy
||(A¯j(z¯j(t− 1))>)†||F ≤
√√√√2 r2∑
i=1
σ2i . (29)
By setting ci =
√
2
∑r1
i=1 σ
2
i and cj =
√
2
∑r2
i=1 σ
2
i and
substituting in (26), we have
epredict
≤ ci||bi(zi(t))− b¯i(z¯i(t− 1))||2
+ cj ||bj(zj(t))− b¯j(z¯j(t− 1))||2.
(30)
This is the formulation for general polytopic shapes, for
special case of rectangular shapes like vehicles according
to (25), ci = cj = 1.
B. Dual Formulation Derivation
We show the derivation of dual formulation (3) form
primal formulation (2). The equivalent form of (2) is
min
x,y,w
‖w‖2
s.t. A1x  b1, A2y  b2, x− y = w
(31)
By forming the Lagrangian dual of (31) we have
g(λ12,λ21, s) = inf
x,y,w
(‖w‖2 + λ>12(A1x− b1)+
λ>21(A2y − b2) + s>(x− y −w)
)
s.t. λ12,λ21  0.
(32)
By rearranging the terms in (32), we have
g(λ12,λ21, s) =inf
w
(‖w‖2 − s>w)
+inf
x
(
(A>1 λ12 + s)
>x− λ>12b1
)
+inf
y
(
(A>2 λ21 − s)>y − λ>21b2
)
s.t. λ12,λ21  0.
(33)
We can reformulate (33) using the definition of conjugate
function. The conjugate function is defined as f∗(s) =
sup
x∈domf
(s>x − f(x)). Also we use the fact the inf f(x) =
− sup(−f(x)). So we have
inf
x
(f(x)− s>x) = −sup
x
(−f(x) + s>x) = −f∗(x).
(34)
Therefore the first term of right-hand side of (33) can be
written as
inf
w
(‖w‖2 − s>w) = −f∗(s) = −‖w‖∗. (35)
The conjugate of ‖w‖ is
f∗(s) =
{
0 ‖s‖∗ ≤ 1
∞ otherwise (36)
The derivation of (36) (derivation for conjugate of ‖ · ‖) is
proven at [33]. The second term in the right-hand side of
(33) is
inf
x
(
(A>1 λ12 + s)
>x− λ>12b1
)
=
{
−b>1 λ12 A>1 λ12 + s = 0
−∞ otherwise
(37)
and similarly the third term is
inf
y
(
(A>2 λ21 − s)>y − λ>21b2
)
=
{
−b>2 λ21 A>2 λ21 − s = 0
−∞ otherwise
(38)
By substituting (35), (37) and (38), in (33), the formulation
(3) is obtained.
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