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Abstract
Commonly, attributes in data sets are originally correlated, noisy and redundant. Thus, attribute reduction is a challenging task
as it substantially aﬀects the overall classiﬁcation accuracy. In this research, a system for attribute reduction was proposed using
correlation-based ﬁlter model for attribute reduction. The cuckoo search (CS) optimization algorithm was utilized to search the
attribute space with minimum correlation among selected attributes. Then, the initially selected solutions, guaranteed to have
minor correlation, are candidates for further improvement towards the classiﬁcation accuracy ﬁtness function. The performance of
the proposed system has been tested via implementing it using various data sets. Also, its performance have has been compared
against other common attribute reduction algorithms. Experimental results showed that the proposed multi-objective CS system
has outperformed the typical single-objective CS optimizer as well as outperforming both the particle swarm optimization (PSO)
and genetic algorithm (GA) optimization algorithms.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Classiﬁcation problems represent an essential challenge in data mining and machine learning research work. They
target classify every object in data set into various collections based on the information depicted by its attributes. It
is complicated to separate the attributes, which are beneﬁcial, without previous knowledge. Sometimes the dataset
containing relevant, irrelevant, or redundant attributes1. The redundant and irrelevant attributes slow down the classi-
ﬁer performance and they might even minimize the classiﬁcation accuracy because the search space become huge2,3.
Attribute reduction could handle this problem by choosing only relevant attribute for classiﬁcation. The reduct-set is
supposed to improve the classiﬁer performance and providing a faster and more cost eﬀective classiﬁcation, which
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leads to obtain comparable or even best classiﬁcation accuracy from using all attributes3.
Attribute reduction is a complicated mission because there exist complex interaction between attributes4. A single
attribute might become relevant (redundant) when working with other attribute1. So, the optimal attribute collection
(subset) will be a collection of integrated attributes that span over the diverse properties of the classes to properly
discriminate them5. The attribute reduction mission is challenging because of the huge search space. In search space,
the size exceeds exponentially with respect to the number of attributes in the data set2. So, in practice the exhaustive
search is impossible in almost cases. A diversity of search technique have been utilized to solve attribute reduction
issue, such as greedy search based on sequential forward selection (SFS)6 and sequential backward selection (SBS)7.
However, these attribute reduction approaches still suﬀer from a various of issues, such as stagnation in local optima
and increasing in the cost of computational1.
So, in order to improve the attribute reduction issues, an eﬃcient global search algorithm is needed8. Evolution-
ary computation (EC) algorithms are well-known for their global search capability. Cuckoo search (CS) algorithm
is one of metaheuristic algorithms proposed by Yang and Deb9. Cuckoo search algorithm (CS)9 is a novel heuristic
optimization algorithm inspired by the obligate brood parasitism of some cuckoo species by laying their eggs in the
nests of other host birds (of other species). Some cuckoo species, such as the new world brood-parasitic Tapera, have
evolved in such a way that female parasitic cuckoos are often very specialized in the mimicry in colors and pattern
of the eggs of a few chosen host species10. The CS is a comparatively EC algorithm, that is computationally less
expensive than some another EC techniques.
Generally, attribute reduction is a multi-objective issue. It has two main objectives, which are to minimize the
size of attributes and to maximize the classiﬁcation accuracy. Usually, these two objectives are contradictory and
the optimal solution needs to be made in the presence of a tradeoﬀ between them. Treating attribute reduction as a
multi-objective issue can obtain a set of non-dominated attribute subsets to meet diﬀerent requirements in real-world
applications.
This paper represents an attribute reduction system based multi-objective cuckoo search (CS) optimization using
correlation-based ﬁlter model. This will require novel methods to be introduced as there is no longer a single basis
global solution, but a set of solutions to meet diﬀerent requirements. The performance of the proposed algorithm is
evaluated using several UCI data sets.
The remainder of this paper is organized as follows: Section 2 describes details of the cuckoo search optimization
algorithm. Section 3 presents the phases of the proposed multi-objective CS dimensionality reduction system. Section
4 discusses obtained experimental results. Section 5 provides the conclusion and introduces future work.
2. Cuckoo Search (CS) Optimization
2.1. Biological background
The cuckoo search (CS) is a heuristic search algorithm proposed in9. It is inspired by the reproduction strategy of
cuckoos. Cuckoos lay their eggs in the nests of other host birds, which may be of diﬀerent species. The host bird may
discover that the eggs are not its own and either destroy the egg or abandon the nest to another. To apply this as an
optimization tool, Yang and Deb9 proposed three rules:
• Every cuckoo lays one egg, which represents a set of solution co-ordinates, at a time and dumps it in a random
nest.
• A fraction of the nests containing the best eggs, or solutions, will carry over to the next generation
• The number of nests is ﬁxed and there is a probability that a host can discover an alien egg. If this happens, the
host can discard the egg or the nest.
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2.2. The artiﬁcial CS optimization
In the CS optimization, when generating a new solution Xi, it makes use of Levy ﬂight, as shown in equation (1).
X(t+1)i = X
(t)
i + ϑ ⊕ Levy(β) (1)
Where ϑ is the step size related to the problem scale and is 1 in most of the cases. The product ⊕ means entry-wise
multiplications. Various studies have shown that the ﬂight behavior of many animals and insects has demonstrated the
typical characteristics of Levy ﬂights11. Levy ﬂights essentially provide a random walk while their random steps are
drawn from a Levy distribution for large steps, as shown in equation (2).
Levy ∼ u = t−λ, (1 < λ ≤ 3) (2)
Which has an inﬁnite variance with an inﬁnite mean. Here the consecutive jumps/steps of a cuckoo essentially form a
random walk process that obeys a power-law step-length distribution with a heavy tail. Steps of the CS optimization
algorithm is outlined in Algorithm 1.
Algorithm 1 Cuckoo search (CS) optimization algorithm
1: Initialize a population of n host nests at random.
2: While stopping criteria not met:
a: Get a cuckoo at random by Levy ﬂights;
Call it Xi
b: Choose a nest among n nests randomly;
Call it Xj
c: If F(Xi) is better than F(Xj)
Move agent j towards agent i using random walk with Levy distribution.
d: End IF
e: Abandon a fraction pa of the worse nests and create new ones using Levy ﬂights
3: End While
3. Multi-objective Cuckoo Search for Attribute Reduction
In the proposed CS based attribute reduction, a solution has been presented as an n-dimensional vector, with n
represents the number of attributes in the original data set. Each value in the solution represents a continuous value
in the range from [0 to 1] that represents the conﬁdence to select the attribute that corresponds to this dimension. So,
the optimization algorithm must search a space with n − D and individual dimension limit ranges from [0 to 1]. The
CS optimizer is used to perform this task, where the optimization is divided into two main phases each achieves a
diﬀerent goal. Fig 1 outlines the main phases of the proposed system for attribute reduction.
3.1. Initialization
During the initialization phase, the system will randomly place solutions and set CS parameters for global search,
as previously described in algorithm 1.
3.2. Filter-based optimization
In the ﬁrst, ﬁlter-based, optimization phase, the goal is to select an attribute set/solution with minimum correlation
among the selected attributes. The objective output is to obtain much data description guided search, where the goal
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Fig. 1. The general structure of the proposed CS attribute reduction system
is to get rid of the redundant data and keep only a representative set. The ﬁtness function for the optimization is
formulated as in equation (3)13.
f (λ) =
λ × ξcr√
λ + λ × (λ − 1) × ξrr
(3)
Where λ is the subset of attributes, ξcr is the average attribute to class correlation, and ξrr is the average attribute
to attribute correlation. The numerator in equation (3) expresses the predictive power of a set of attributes λ. The
denominator represents the degree of redundancy among the attributes in λ. Irrelevant attributes have low correlation
with the class, and therefore they receive a low evaluation. Redundant attributes are discriminated against because
they are usually highly correlated with one or more of the other attributes, and therefore produce high values of the
denominator.
When CS consumes around quarter the optimization time it almost reaches a set of agents/solutions each repre-
senting a attribute set with minor correlation among each other and major correlation to the class labels.
3.3. Wrapper-based optimization
By the end of the ﬁlter-based optimization phase, the target of the optimization is changed to be more classiﬁcation
related where classiﬁcation error rate is used as a ﬁtness function and the current agents/solutions are reevaluated
according to the new ﬁtness function and the optimization is let to go. The used ﬁtness function is outlined in equation
(4).
f (λ) =
Nfalse
N
(4)
Where λ is the subset of attributes, Nfalse is the number of falsely classiﬁed data samples given λ in the validation
set and N is the total number of data points in the validation set.
In the wrapper-based optimization; namely, second level of optimization, CS is required to be much local than the
ﬁrst phase of optimization, so that it don’t deviate much from the solutions obtained in the ﬁrst optimization phase,
which has ensured achieving minimum correlation. So, the random walk of the cuckoos are limited by scaling down
the magnitude of the step size iteratively by a constant factor. The used classiﬁer to assess the classiﬁcation accuracy
is the well-known K-nearest neighbor (k-NN) algorithm14, with N set to 5.
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Table 1. Description of experimental data sets
Data set Number of Attributes Number of Examples
breastcancer 9 699
exactly 13 1000
exactly2 13 1000
Lymphography 18 148
m-of-n 13 1000
vote 16 300
zoo 16 101
spectEW 22 267
penglungEW 325 73
heartEW 13 270
congressEW 16 435
breastEW 30 569
krvskpEW 36 3196
waveformEW 40 5000
4. Experimental Results and Discussion
Experimental implementations of this research work has been achieved on an Intel (R), 2.1 GHz CPU; 2 MB RAM;
Windows 7 Pro platform, using MatLab 2013.
The used data sets are utilized from the UCI12 data repository and are described in Table 1. Each data set is divided
randomly into three equal parts. The ﬁrst part represent the training data, the second part represents the validation set
for intermediate steps classiﬁcation evaluation, and the third part is used for testing and evaluation.
The performance measures used to evaluate the diﬀerent scenarios proposed in this research are:
• Classiﬁcation average accuracy: This indicator describes how accurate is the classiﬁer given the selected
attribute set. The classiﬁcation average accuracy can be formulated in equation (5).
AvgPer f =
1
M
M∑
j=1
1
N
N∑
i=1
Match(Ci, Li) (5)
Where M is the number of times to run the optimization algorithm to select attribute subset, N is the number
of points in the test set, Ci is the classiﬁer output label for data point i, Li is the reference class label for data
point i and Match is a function that outputs 1 when the two input labels are the same and outputs 0 when they
are diﬀerent.
• Statistical mean: This measures the average of solutions acquired from running an optimization algorithm for
diﬀerent M running. Mean represents the average performance a given stochastic optimizer can be formulated
in equation (6).
Mean =
1
M
M∑
i=1
gi∗ (6)
Where M is the number of times to run the optimization algorithm to select attribute subset, gi∗ is the optimal
solution resulted from run number i.
• Standard deviation (Std): is a representation for the variation of the obtained best solutions found for running
a stochastic optimizer for M diﬀerent runs. S td is used as an indicator for optimizer stability and robustness,
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Table 2. Parameters setting for the CS algorithm
Parameter Value Description
Pa 0.25 Probability of a nest to be discovred
N 10 Number of search agents
T 0.25 The time to switch ﬁtness function with respect to total iterations
NIter 100 The total number of iterations
β 1.5 Levy distribution parameter
where as S td is smaller this means that the optimizer converges always to same solution; while larger values
for S td mean much random results. S td is formulated as in equation (7).
S td =
√
1
M − 1
∑
(gi∗ − Mean)2 (7)
Where M is the number of times to run the optimization algorithm to select attribute subset, gi∗ is the optimal
solution resulted from run number i and Mean is the average deﬁned in equation (6).
• Average reduction size: represent the average size of the selected attributes to the total number of attributes.
This measure can be formulated as in equation (8).
AVGReductionS Z =
1
M
M∑
i=1
size(gi∗)
D
(8)
Where M is the number of times to run the optimization algorithm to select attribute subset, gi∗ is the optimal
solution resulted from run number i, size(x) is the number of values for the vector x and D is the number of
attributes in the original data set.
In order to conduct a comparative analysis for the performance of the proposed CS based attribute reduction system
against other common attribute reduction algorithms; namely genetic algorithm (GA) and particle swarm optimization
methods, the following four scenarios have been considered for implementation in the study:
1. CS-Corr-Acc: In this scenario, the cuckoo search (CS) has been used to ﬁnd the optimal attribute set with corre-
lation as an objective for the optimization in the ﬁrst stage of optimization and used the classiﬁcation performance
as an objective in the second level of optimization.
2. CS-Acc: In this scenario, the cuckoo search (CS) has been used to ﬁnd the optimal attribute set with maximum
classiﬁcation performance.
3. GA-Acc: In this scenario, the genetic algorithm (GA) optimization method has been employed to ﬁnd the optimal
attribute set with maximum classiﬁcation performance.
4. PSO-Acc: In this scenario, the particle swarm optimization (PSO) algorithm has been used to ﬁnd the optimal
attribute set with maximum classiﬁcation performance.
Each scenario has been run for 10 diﬀerent times to assess the performance of the used stochastic optimizers. The
parameters setting for the CS are depicted in Table 2. The values of pa is decremented to 0 in the second level of
optimization and the value β is dropped to 1 to decrease the global searching of CS.
Table 3 presents the classiﬁcation accuracy attained by each of the four previously stated implementation scenarios,
against various test data sets. It is noticeable that the CS based scenario generally outperforms both the PSO and GA
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Table 3. Classiﬁcation accuracy attained by implementing the four attribute reduction scenarios against various data sets
Data Set CS-Corr-Acc CS-Acc GA-Acc PSO-Acc
breastcancer 0.9648 0.9588 0.9500 0.9554
exactly 0.8264 0.8384 0.7357 0.7381
exactly2 0.7399 0.7375 0.7538 0.7598
Lymphography 0.7400 0.7400 0.7480 0.6840
m-of-n 0.9886 0.9766 0.8781 0.8799
vote 0.9180 0.8960 0.9140 0.9080
zoo 0.8784 0.8784 0.8600 0.8788
spectEW 0.8225 0.8225 0.8000 0.8045
penglungEW 0.6084 0.6000 0.5890 0.6000
heartEW 0.7933 0.7933 0.7778 0.7756
congressEW 0.9366 0.9338 0.9310 0.9366
breastEW 0.9305 0.9295 0.9379 0.9232
krvskpEW 0.9523 0.9673 0.9431 0.9423
waveformEW 0.7886 0.7839 0.7759 0.7745
Table 4. The mean value of ﬁtness function attained by implementing the four attribute reduction scenarios against various data sets
Data Set CS-Corr-Acc CS-Acc GA-Acc PSO-Acc
breastcancer 0.0275 0.0275 0.0318 0.0335
exactly 0.1425 0.1467 0.2317 0.2485
exactly2 0.2437 0.2413 0.2473 0.2425
Lymphography 0.1026 0.1061 0.1224 0.1224
m-of-n 0.0150 0.0329 0.0940 0.1174
vote 0.0300 0.0260 0.0360 0.0360
zoo 0.0662 0.0651 0.0829 0.0827
spectEW 0.0944 0.0944 0.1281 0.1326
penglungEW 0.2833 0.2667 0.3083 0.3083
heartEW 0.1289 0.1222 0.1422 0.1444
congressEW 0.0331 0.0345 0.0441 0.0469
breastEW 0.0221 0.0211 0.0253 0.0263
krvskpEW 0.0341 0.0247 0.0510 0.0521
waveformEW 0.1916 0.1879 0.2010 0.2061
based scenarios. That is due to the capability of the CS to search the attribute space in much intelligent way. One
can also note that the multi-objective CS performs better than the single-objective CS, which can be interpreted by
the case where the ﬁnal solutions proposed by the multi-objective grantees both classiﬁcation performance with as
minimum uncorrelated attributes as possible.
Table 4 describes the obtained ﬁtness function average value for the diﬀerent optimizers on the diﬀerent data sets
by running each optimizer for diﬀerent 10 runs. As shown in Table 4, for the same ﬁtness function; classiﬁcation
performance, the solution obtained by CS is much better; error rate is less, than PSO and GA. The capability of CS
in tolerating local minima thanks to its usage of Levy steps and also as it abandons a set of solutions at each iter-
ation hoping to ﬁnd better new one hence tolerates stagnation problems. It is noticeable as well that the obtained
ﬁtness function for the single-objective CS is better than the one acquired by the multi-objective algorithm. This
phenomenon can be interpreted as the CS with single-objective focuses only the classiﬁcation performance, while in
the multi-objective case there is an extra constrain on the optimization, which is the minimum correlation.
Regarding the selected attribute size, Table 5 depicts the average attribute size achieved by implementing each of
the four attribute reduction scenarios against various tested data sets. Results shown in Table 5 demonstrates that the
performance of the multi-objective CS has outperformed the other ﬁtness functions and optimizers as a result of the
extra constrain/objective added to the ﬁtness function or the agents guide.
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Table 5. The average number of attribute set attained by implementing the four attribute reduction scenarios against various data sets
Data Set CS-Corr-Acc CS-Acc GA-Acc PSO-Acc
breastcancer 0.4000 0.5778 0.6000 0.5111
exactly 0.4923 0.5846 0.4308 0.4923
exactly2 0.3385 0.4462 0.3077 0.4769
Lymphography 0.3778 0.5556 0.4000 0.5000
m-of-n 0.4615 0.4769 0.6000 0.6462
vote 0.2750 0.3625 0.4750 0.4500
zoo 0.4375 0.6500 0.5375 0.6125
spectEW 0.4273 0.5000 0.5455 0.5545
penglungEW 0.4917 0.5034 0.5249 0.4972
heartEW 0.4923 0.5538 0.6615 0.6154
congressEW 0.3750 0.4375 0.4375 0.5375
breastEW 0.5067 0.4800 0.5133 0.5733
krvskpEW 0.4611 0.4833 0.5222 0.5056
waveformEW 0.4700 0.5350 0.5100 0.5750
Table 6. The ﬁtness value standard deviation attained by implementing the four attribute reduction scenarios against various data sets
Data Set CS-Corr-Acc CS-Acc GA-Acc PSO-Acc
breastcancer 0.0108 0.0094 0.0099 0.0098
exactly 0.1192 0.1314 0.1015 0.1199
exactly2 0.0212 0.0190 0.0195 0.0194
Lymphography 0.0332 0.0442 0.0382 0.0645
m-of-n 0.0163 0.0347 0.0604 0.0372
vote 0.0200 0.0167 0.0167 0.0297
zoo 0.0303 0.0317 0.0374 0.0377
spectEW 0.0128 0.0128 0.0304 0.0147
penglungEW 0.1118 0.0913 0.0959 0.0959
heartEW 0.0310 0.0261 0.0165 0.0208
congressEW 0.0090 0.0084 0.0151 0.0090
breastEW 0.0086 0.0083 0.0069 0.0074
krvskpEW 0.0097 0.0049 0.0076 0.0143
waveformEW 0.0045 0.0047 0.0051 0.0115
For assessing the stability of the diﬀerent implemented optimizers on the attribute space, the standard deviation
has been calculated for the ﬁtness function of the best solution acquired at each run in Table 6. It is noteworthy to
mention that the CS achieves standard deviation with a value less than the standard deviation acquired from the PSO
or GA. Accordingly, it can be concluded that the CS always reach the optimal/near optimal solution regardless of the
initial solution and the random numbers used in the optimization which proves the robustness of the optimizer.
5. Conclusions and Future Work
A multi-objective cuckoo search was utilized in this research for attribute reduction. The proposed system was
evaluated using diﬀerent assessment measures over the diﬀerent data set and was compared against genetic and parti-
cle swarm optimization with single and multiple objectives.
Obtained experimental results showed that the proposed multi-objective CS attribute reduction system outper-
formed the single-objective typical CS when implemented against various tested data sets. That proves the added-value
for using intra-attribute correlation at the begin of optimization. Also, the selected attributes with the minimum cor-
relation grantee proving minor attribute size, while keeping the same or better classiﬁcation performance. Moreover,
it has been concluded that the CS has outperformed the searching capabilities of the PSO and the GA optimization
algorithms. Furthermore, it has been concluded that the proposed multi-objective system is much robust and stable
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regardless of the initialization and randomness used in the algorithm.
For future work, it is planned to use various initialization methods based on the forward and backward selection
in CS to solve the problem of attribute reduction. That would fulﬁll the objective of further decreasing the number
of attributes and maximize the classiﬁcation accuracy. Also, it is planned to investigate the use of CS for attribute
reduction on data sets with a huge number of attributes.
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