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16. Abstract 
Under certain specified conditions, the Bayes procedure for designing two- level fractional 
factorial experiments is that which maximizes the expected utility over all possible choices 
of parameter-estimator matchings, physical-design variable matchings, defining parameter 
groups, and sequences of telescoping groups. NAMER computes the utility of all possible 
matchings of physical variables to design variables and parameters to  estimators for a 
specified choice of defining parameter group or groups. The matching yielding the maximum 
expected utility is indicated, and detailed information is provided about the optimal matchings 
and utilities. Complete documentation is given; and an example illustrates input, output, 
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NAMER - A FORTRAN I V  PROGRAM FOR USE IN OPTIMIZING DESIGNS OF 
TWO-LEVEL FACTORIAL EXPERIMENTS GIVEN 
PARTIAL PRIOR INFORMATION 
by Steven M. Sidik 
Lewis Research Center 
SUMMARY 
NAMER can be used to find the Bayes procedure for designing two-level fractional 
The required prior information factorial experiments given partial prior information. 
is 
(1) A statement for each parameter giving a prior probability that it is not zero 
(2) A statement of the probability of stopping at each contemplated stopping point 
(3)  A statement of the value to the experimenter of an unbiased estimate for each 
The steps of the design and performance of the experiment may be represented as a 
parameter 
finite discrete game between the experimenter and nature. The decision space E for 
the experimenter consists of the choice of initial defining parameter group, the choice of 
the sequence or sequences of subgroups that define the telescoping, the choice of 
physical-design variable matching, and the choice of parameter-estimator matching. 
The decision space N for nature consists of the choice of which of the parameters a r e  
zero and the choice of the stopping point of the experiment. The Bayes procedure maxi- 
mizes the expected utility over all possible distinct choices of parameter-estimator 
matchings, physical-design variable matchings, and defining parameter groups for an 
assumed strategy for nature. 
computes the expected utility of all possible physical-design variable matchings and 
parameter-estimator matchings for a specified choice of defining parameter groups. 
The matchings which maximize the expected utilities are saved and printed out. The 
computational procedure utilizes the group properties of the parameters and the stand- 
a rd  ordering. Complete program documentation is presented including sample input and 
output and a sample problem illustrating the usage (appendix A), program listings (ap- 
pendix B), a program symbol table (appendix C), and a general flow diagram of the com- 
puter program (appendix D). 
This report presents an algorithm and a computer program entitled NAMER which 
I .  
I NT R 0 D U CT I 0 N 
The two-level fractional factorial designs represent a class of designs of experi- 
ments which yield estimates of first-degree effects and interactions for a small  amount 
of experimentation. The main disadvantage of this class of designs is that the estimates 
(using linear least- squares estimators) a r e  always estimates of aliased combinations of 
parameters. To make conclusions about single parameters it is necessary to have some 
information about the parameters from a source other than the experiment. If such in- 
formation is available before the experiment is performed, it may be incorporated into 
the design of the experiment. 
There a re  many situations in practice in which an experimenter may have varying 
amounts of information concerning the variables he wishes to investigate. 
Holms (ref. 1) have developed some optimal design procedures when the prior informa- 
tion is 
Sidik and 
(1) A statement for each parameter giving a prior probability that it is not zero 
(2) A statement of the probability of stopping at each contemplated stopping point 
(3)  A statement of the value to the experimenter of an unbiased estimate for each 
The steps of the design and performance of the experiment may be represented as 
a finite discrete game between the experimenter and nature. The decision space E for 
the experimenter consists of the choice of initial defining parameter group, the choice 
of the sequence or  sequences of subgroups that define the telescoping, the choice of 
physical-design variable matching, and the choice of parameter- estimator matching. 
The decision space N for nature consists of the choice of which parameters are zero 
and the choice of the stopping point of the experiment. 
choices of parameter-estimator matchings, physical-design variable matchings, and 
defining parameter groups for an assumed strategy for nature. 
computes the expected utility of all possible physical-design variable matchings and 
parameter-estimator matchings for a specified choice of defining parameter group or 
groups. The computational procedure utilizes the group properties of the parameters 
and the standard ordering of the parameters. 
The program can handle experiment designs for as many as nine factors and 32 
stopping points. The relation among the stopping points is arbitrary so  that, by proper 
input of data, multiply telescoping designs may be considered or as many as 32 single- 
stage designs may be analyzed simultaneously. The program output gives the physical- 
design variable matchings and the parameter- estimator matchings which a re  the Bayes 
decisions. Also those matchings which maximize the expected utility at each individual 
stopping point a r e  printed out s o  that a security strategy may be specified. 
parameter 
The Bayes procedure maximizes the expected utility over all possible distinct 
This report presents an algorithm and a computer program entitled NAMER which 
2 
. _. . ..... . . . . . 
If an experimental program has already begun so  that a physical-design variable 
matching is specified, NAMER may still be used to  change the choices of telescoping 
options based upon revised prior probabilities of stopping at each stopping point not yet 
reached. 
and a sample problem illustrating the usage are given. 
The algorithm and program are fully described. Listings, sample input and output, 
SYMBOLS 
full parameter group 
subgroup of B used at the hth stopping point of experiment 
denotes stopping point of experiment 
set of standard- order subscripts of elements of pi@B(h) 
number of factors (independent variables) 
permutation of ordering A 
probability of event A 
prior probability of a block effect not being zero 
probability that pi is not equal to zero, Pr(pi # 0) 
probability experiment will stop exactly at hth stopping point 
maximized expected utility over stopping points for a given defining 
maximized expected utility of hth stage for a given defining parameter 
parameter group and matching of variables 
group and matching of variables 
expected utility gained by assigning estimator for alias set pi@B(h) 
utility assigned to an unbiased estimate of pi at hth stopping point 
independent variables (de sign) 
independent variables (physical) 
group operation 
dependent (response ) variable 
parameters in a model equation relating design variables to dependent 




Po, P I ,  * - 
coset (alias set)  obtained by multiplying all elements of B(h) by Pi 
parameters in a model equation relating physical variables to dependent 
variable 
6 random variable with mean zero and finite variance 
E element of 
REVIEW OF BAYES PROCEDURE AND STATEMENT OF COMPUTING PROBLEM 
In a full factorial experiment with n independent variables XA, XB, - - . , each re- 
stricted to assuming only two values, there are 2n possible distinct combinations of 
values. It is common practice to say the independent variables can assume either a 
"high" level or  a "low" level. Each of the 2n distinct combinations of levels is called 
a treatment combination. 
in an equation of the form 
From such an experiment it is possible to estimate the P's 
where 6 is a random variable with mean zero and finite variance. 
ing of the subscripts is the reverse of that normally used. 
explained shortly. ) 
estimation of all the P's. Certain linear combinations of them can be estimated, how- 
ever. 
the treatment combinations composing the fractional replicate or, equivalently, upon the 
choice of the design of the experiment. For example, a one-half replicate experiment 
on four independent variables would provide eight estimators which might be estimators 
of (depending upon the particular fraction): 
(Note that the order- 
The reason for this will be 
A regular fractional replicate of the full factorial design does not allow separate 
The particular set  of linear combinations which can be estimated depends upon 
4 
From such estimators, nothing can be inferred about any single parameter without mak- 
ing some assumptions about the other parameter in the alias set. 
The set  of all 2n contrasts which provide estimators of the parameters in a full fac- 
torial  form a group under the appropriate operation. There is a one-to-one mapping 
from the group of contrasts onto the group B of parameters. Since the point of view of 
this report is based upon knowledge about parameters, it is more convenient for the 
development to be in te rms  of the parameter group. The operation defining a group with 
respect to the parameters is analogous to  that used in the group of contrasts. 
group (d. p. g. ) which can be used to determine the aliased sets  of parameters that can 
be estimated. Conversely, given a d. p. g. , there is a regular fractional replicate asso- 
ciated with it. 
With every regular fractional replicate there is associated a defining parameter 
Holms (ref. 2 )  and Holms and Sidik (ref. 3 )  present a technique called telescoping 
sequences of blocks. This allows an experimenter to perform a factorial experiment in 
stages, where the starting stage is a small fractional replicate and the final stage is 
some larger fraction. Each succeeding stage adds treatment combinations to those run 
in the preceding stages. In order to retain the orthogonality and the orthogonal blocking, 
each stage must be a power of two times the size of the preceding stage and all the treat- 
ments run must form a regular fractional replicate. In what follows, we will res t r ic t  
ourselves to single telescoping and consider the hth stopping point to be the hth stage. 
In the case of multiple telescoping, this would not be true, in general, for there could 
be many stopping points in a stage and the relations between groups are more complex. 
This is not essential to the discussion, however; and we consider single telescoping only 
to keep the notation simple. 
B(h). 
lar fractional replicates corresponding to them will form a telescoping sequence of 
blocks under the rules established in Holms and Sidik (ref. 3) .  At the hth stage, the 
treatment combinations run should form the fractional replicate defined by B(h). The 
fractional replicate at the h + 1 stage can be achieved by adding to the treatment com- 
binations defined by B(h) those treatments in the replicate defined by B(h + 1) but not yet 
performed. 
As the experiment progresses through the stages, the number of alias sets in- 
creases,  while the number of p's in each alias set  decreases. If the final stage is the 
full factorial, each parameter is separately estimable except that certain of the param- 
eters  are confounded with blocks. Whether block effects physically exist is a question 
the experimenter must answer. 
Let the n independent variables be denoted as X1, - - - , 3. Number the 2" p's of 
Denote the d. p. g. at the starting stage as B( l )  and the d. p. g. at  the hth stage as 
If the d. p. g. 's a re  such that B(h + 1) is a subgroup of B(h), the sequence of regu- 
It will be convenient at this point to introduce an alternate notation for equation (1). 
5 
and consider the following equation which is similar to 
to p2n-1 
equation (1) from Po 
equation (1): 
Equation (1) and equation (3) a r e  both written in what is called the standard order. If 
the subscripts of the p's are rewritten as n-digit binary numbers, it becomes quite 
obvious how the terms and coefficients of equation (3) a r e  related. For example, let 
n = 4 and consider the following equation, where the subscripts on the p's are written 
as binary numbers: 
In general, a p whose subscript in binary notation has ones in the il, i2, - - . , ik 
locations from the right is the coefficient of the Xi 5 - -X. interaction. 
1 2  'k 
The set of all 2n coefficients or  parameters form a group R under the appropriate 
operation. In the alphabetic notation this operation @ is simply commutative multi- 
plication of the letter subscripts with the exponents reduced modulo 2. In the binary 
notation the operation may also be denoted @ and defined as 
where di = (ki + mi)(mod 2). Thus /3CBA @ PDCB = P 
plllo = plool. 
the various stopping points are subgroups of R. The aliased sets of parameters at each 
stopping point are the cosets of B(h), which will be denoted pi @ B(h). 
The principal reason for introducing these notations is that one major problem of 
finding an optimal design is one of finding an optimal matching of design variables to the 
physical variables of the particular experiment. The physical variables in an experi- 
ment will be denoted as X1, X2, 
cides that these are the only independent variables to be investigated. Each Xi repre- 
sents one of the physical variables and is fixed for the remainder of the experiment. 
For example, 
= pDA, and polll 0 
The defining parameter groups that define the fractional replicates at 
DC R A 
. - , Xn. It is assumed that the experimenter de- 
6 
X, = Temperature 
L 
X2 = Time 
Xn = Velocity 
The design variables will be denoted as XA, XB, Xc, . . . and so forth. These 
variables represent abstractions, and tables e&t which tabulate experimental designs 
in te rms  of these design variables. When an experimenter consults one of these tables 
and chooses a design, he must then determine a matching of the design variables and 
the physical variables. Ordinarily the choice is arbi t rary because the experimenter 
usually does not have prior information available which would indicate that one matching 
might be preferred to another. A combination of choices of d. p. g. 's, physical-design 
variable matching, and parameter-estimator matching completely specifies for the ex- 
perimenter how to proceed with his experiment and estimation of parameters. Hence, 
such a combination of choices will be called a DESIGN. 
Sidik and Holms (ref. 1) present an analysis of choosing a best DESIGN under the 
following conditions : 
(1) For each pi of equation (3), the experimenter can specify the probability that 
pi is not equal to  zero, pi = Pr(pi + 0). 
(2) For each h denoting a possible stopping point of the experiment, the experi- 
menter can specify the probability of stopping exactly at the hth stopping point, psh. 
(3) For each pi of equation (3)  and each h, the experimenter can specify the value 
to him of obtaining an unbiased estimate of pi. This is denoted by ui(h). 
None of the p's may be separately estimated from a fractional factorial experiment 
unless some assumptions about certain of the p's a r e  introduced. Conditions (1) and 
(3 )  provide assumptions that will  enable the experimenter to assign the estimator for an 
alias set  to a single parameter from the alias set  and evaluate the consequences of this. 
Changing the matching of physical and design variables will usually change the alias 






x1 =xg  
x4 =xc  
maps (PA, PB, PDBA, P,) into (Poolo, Pooo1, P o l l l ,  Poloo) = (P2, P i ,  P7, P,). 
Before considering how best to match physical and design variables, let us  assume 
that some such matching has been made. Then consider the problem of matching esti- 
mators and parameters at the hth stopping point. The d. p. g. is B(h) and the alias sets 
are all those distinct cosets of the form pi @ B(h) = pi , Biz, * >  
( 1  
If the parameter &Pi @ B(h) and the estimator for that alias set  is assigned to &, 
then, assuming independence, the prior probability that the estimator will be unbiased is 
j#k 
Since ui(h) is the utility of an unbiased estimate of Pi at the hth stopping point, 
is the expected utility of the decision to assign the estimator for the alias set  Pi @ B(h) 
to the parameter &. Thus the Bayes strategy is to  assign the estimator to the param- 
eter  of the alias se t  which maximizes this expected utility. One case deserves special 
mention. 
Suppose an estimator is confounded with a block effect. It may be safely assumed 
that an unbiased estimate of a block effect has  no utility to the experimenter. 
prior probability of the block effect being nonzero be denoted by pb' Then this informa- 
tion can be incorporated into the decision procedure by computing the expected utility as 
Let the 
8 
U(i,k) = pb) 
where pb = Pr (the block effect does not equal 0). 
With respect to block effects, it is important to note that, depending upon how the 
block parameters are defined, the estimator for the d. p. g. may also be confounded with 
blocks. Let U(i, kmax) = max[U(i, k):kci @ B(h)], where the U(i, k) are computed as 
in equation (6) o r  equation (7), as appropriate. Then, for the assumed physical-design 
variable matching and the given d. p. g . ,  the maximized expected utility at the hth stop- 
ping point may be denoted by 
th  where the summation is over all the distinct cosets at the h 
tion (2) (p. 7) it is also assumed that the experimenter can specify the probabilities of 
stopping exactly at  each of the stopping points. Thus, 
stopping point. By condi- 
represents the maximized expected utility of the resulting DESIGN. 
The Bayes procedure for choosing an optimal DESIGN is to compute the expected 
utility for each choice of DESIGN and then use any one which yields a maximum expected 
utility. This can be done by computing U as defined in equation (9) for each choice of 
physical-design variable matching and all possible distinct (that is, not equivalent under 
a permutation of letters) choices of d.p. g. 's. NAMER computes U for all possible 
physical-design variable matchings for a specified set  of d. p. g. 's .  Repeated application 
of NAMER to different choices of d. p. g. ' S  would then allow the experimenter to carry 
out the full Bayes procedure if  he wished. Thus the computing problem is that of mech- 
anizing the evaluation of U for all the matchings of design variables to physical vari- 
able s . 
9 
ALG ORlTHM 
The generation and evaluation of all the matchings of the physical and design vari- 
ables present two computing problems. The first problem is the generation of all the 
matchings. This really amounts to computing all permutations of the design variables. 
The second problem is that of evaluating any given permutation. 
are in the alias sets, (2) the prior probabilities of the parameters, (3) the utility of un- 
biased estimates of each parameter, (4) the alias sets  confounded with blocks, and 
(5) the prior probabilities of each block parameter not being zero. The computing pro- 
cedure used by NAMER uses the group properties of the parameters and binary notation 
for the subscripts of the parameters. The parameters arranged in the standard order 
a r e  uniquely identified by the standard-order subscript. Thus, arrays called PROB and 
UTIL may be se t  up such that the Jth entries a re  pJ-l and uJ-l, respectively. Also, 
a r rays  called BLOCK and PBLOCK may be se t  up which indicate the alias sets con- 
founded with blocks and the probabilities associated with them. Then when information 
about pJ is needed to compute the expected utilities of equation (6) or  (7),  it can be 
immediately retrieved. 
following procedure will simply be repeated for each stopping point: To determine the 
alias sets, the d. p. g. must be known. Suppose the d. p. g. is stored in an a r ray  called 
DPG. The numbers in the a r ray  DPG are the standard-order subscripts of the param- 
e te rs  in the d. p. g. when the standard order is computed with respect to the design vari- 
ables. For example, suppose the d. p. g. for the stopping point under consideration is 
{pI, pCBA7 pDCB, PDA)’ and the matching to be evaluated is 
The information necessary to evaluate a particular matching is (1) what parameters 
. 




Then the se t  of standard-order subscripts would be { 0000, 0111, 1110, 1001 } or  { 0, 
7, 14, 9 } . Since the d. p. g. must always contain the identity or PI, th i s  is redundant 
information to store. 
and 9. 
Hence, the numbers which should be stored in DPG a re  7,  14, 
10 
I 
The operation 0 defined by equation (5) can be defined by the Exclusive Or (IEXOR) 
function (defined on p. 24), which is available in almost all computing languages. Thus 
to identify the alias set corresponding to any specified parameter, say PJ, all that is 
needed is to compute the Exclusive Or between J and each number in DPG. The result  
will be the standard-order subscripts of the parameters aliased with PJ. 
If we specify that the numbers in BLOCK are the standard-order subscripts (with 
respect to the design variables) of one parameter from each of the alias sets confounded 
with blocks and that the respective elements of PBLOCK are the prior probabilities of 
the block parameters, then the same use of Exclusive Or can be applied. For example, 
suppose the d. p. g. under consideration is that given previously, 
PD 1- Also suppose it is known that { PBA, Pc, PDcA, PDB) 
OCA Then 4 one element from each of the two alias sets may be chosen to represent it. Suppose they 
a re  PBA and pDc. Then BLOCK(1) should be set  to 11), = 3, and BLOCK(2) should be 
set to 1100)2 = 12; and PBLOCK(1) = PBLOCK(2) = 0.50. 
remains to find all the distinct alias sets  in some economical manner. To do so, set  up 
an a r ray  denoted T1 which is 2" words long. This wi l l  be used as an indicator a r ray  to 
indicate i f  a parameter has been found in an alias set  so far. Begin the computation for 
the stopping point by setting U(h) = 0.0 and initializing the T1 ar ray  to some value, say 
zer 0. 
For each block effect set  the element given by BLOCK in T1  to some indicator value 
not equal to the initialization value, say IRUN; and compute the Exclusive Or of that 
element and every value in DPG. This will  yield the standard-order subscripts of all 
the parameters in the alias set. To indicate that these parameters have been identified 
a s  members of an alias set ,  se t  the locations of T1 corresponding to these parameters 
equal to  IRUN. 
where to find the probabilities and utilities necessary for making the optimal estimator- 
parameter matching according to equation (7). Compute the expected utilities, identify 
the maximum, and adci this value to U(h). 
Now begin searching T1 until a value not equal to IRUN is found. Suppose the sub- 
script  of this value is K. Then compute the EXOR of K - 1 with each number in DPG. 
Along with K - 1 itself, this will yield the standard-order subscripts of all parameters 
in the alias set  containing PK-l. To indicate that these parameters have been identified 
as members of an alias set, s e t  the locations of T1 corresponding to these parameters 
equal to IRUN. 
These standard- order subscripts provide the information needed to find the proba- 
bilities and utilities necessary for making the optimal estimator-parameter matching. 
Compute the expected utilities, identify the maximum, and add this value to U(h). 
4, PCBA, PDCB, 
{PDc, PDBA, PB, 
a re  each confounded with block parameters with prior probabilities of 0.50. 
It is now an easy task to compute the expected utilities of equations (6) and (7). It 
These standard-order subscripts and the value in PBLOCK indicate 
11 
Now continue searching T1 from the location K + 1 for another value not equal to 
IRUN. This will find the next parameter in the standard order which has not yet ap- 
peared in an alias set. Thus, the preceding evaluation procedure should be repeated 
until the end of the T1  a r r ay  is reached. At that point, all the distinct alias sets will 
have been identified and evaluated once and only once. The value of U(h) will  then be the 
total maximized expected utility for the hth stopping point corresponding to the optimal 
estimator-parameter matchings for the current physical- design variable matching. 
This same procedure is simply repeated for each stopping point and then U =E pshU(h) 
may be calculated. The matchings of physical-design variables which provide the lar- 
gest values of U(h) and U may be kept updated in several arrays.  Then when all the 
permutations a r e  completed, the optimal matchings will be available. 
ical  to design variables in some economical manner. Since all the permutations a r e  to 
be evaluated, the result  does not depend upon which matching is done first or  in what 
order they a re  generated. Thus the starting permutation and the order of generation 
may be whatever is most convenient computationally. A simple convention used in 
NAMER is to begin with the matching 
What must now be developed is a procedure for generating all the matchings of phys- 
x2 =xB 
The distinction has been made previously that the alphabetic subscripts a r e  for the de- 
sign variables and the numeric subscripts for the physical variables. Thus the preced- 
ing starting convention has both 
d. p. g. at a given stopping point 
of variables in the standard ordering. Suppose the 
PCBA7 PDCB, FDA . Then for the matching 
7 x1 =xA 
J x4 = XD 
the DPG ar ray  contains 0111 for (PCBA), 1110 for (pDcB), and 1001 for (PDA). To 
12 
. I 
evaluate a different matching, say 
t x2 =xc x3 =xD 
x 4 = x B  J 
the DPG ar ray  should contain 1011 for (PCBA), 1110 for (PDCB), and 0101 for (PDA). 
The latter DPG can be derived from the former by permuting the binary digits according 
to  the same permutation that gives the ordering XB7 XD7 Xc7 XA starting with XD, Xc, 
XB7 XA. Recall that the binary digits are numbered from right to left. Thus the dif- 
ferent matchings of variables can be achieved by constructing all the n! permutations 
of the rightmost n binary bits in the numbers in DPG. The same procedure applies to 
the BLOCK array for the same reasons. 
algorithms. Of these, the best for the purposes of NAMER is the one by Trotter 
(ref. 5). 
transpositions. To see why this is best, consider how to achieve the permutation of the 
binary bits by means of arithmetic and logical machine operations. Let M be the num- 
ber to be changed and express it in binary as M = mnmn-l. . 
suppose the digits m 
Ord-Smith (ref. 4) has presented a survey of a number of possible permutation 
Trotters'  algorithm computes all the permutations as a sequence of adjacent 
. . m l  and 
* mjmj-  1' 
and mj-l  a re  to be transposed. Compute 
j 
n j j - 1  1 
I = A N D ( O  0 0 . .  . 1 0 . .  . 0 , M )  
n j j - 1  1 
J = A N D ( O  0 0 .  . . 0 1 .  . . 0, M)  
n j j - 1  
K = A N D ( I  1 1 . .  . O  0 . .  . 1 , M )  
I = I/2 
J = J*2 
ml M = I + J + K = m  m n - l .  . . m j - l m j .  . . 
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Notice that the shifting of the digits m and mjml is accomplished by the multipli- 
j 
cation and division by 2. If the permutations were not the result of transpositions of 
adjacent digits, a more general shift function would be needed or the use of powers of 2 
would be needed. These would take more time to execute and/or more logic to control 
than the current method. This is an important consideration since the computing of the 
permutations accounts for a substantial portion of the computing job. 
A third major problem involved in the program is that of providing the necessary 
output from the calculations in an economical and useful manner. To explain what 
NAMER does it will be convenient to introduce some notations for, and properties of, 
permutations. Let A denote the set  of the first n letters of the alphabet arranged in 
order; that is, A = {A,  B, C, D, . . . }.  Let an ordering of A be the set  of the first 
n letters of the alphabet arranged in some arbi t rary order. Let a permutation on A or  
any particular ordering of A be a function denoted as 
1 2 3  . . . n  
P =(ili2i, . . . iJ 
which means to take the jth element of the ordering and make it the i th element for 
j = 1, 2, . . . n. Thus a permutation is a function which maps the set  of all possible 
orderings of A one-to-one onto itself. Since the upper line of equation (12) is redun- 
dant, the notation for P is often reduced to P = (il, i2, . . . , in). 
A transposition is a permutation which interchanges exactly two elements of A. 
Any permutation can be expressed as a product of transpositions of the form (1, il) 
(2, i2) . . . (n, in). Here ( j ,  i.) is an abbreviated notation for 
j 
1 
The product of transpositions may be expressed as a transposition vector ( il, . . . , in>.  
As an illustration note 
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p = ( 1 2 3 4 5 )  
3 1 5 2 4  
1 2 3 4 5  
1 3 5 2 4  
Then P[ABCDE] = [BDAEC] directly and 
= (1, 3)(2, 3)(3, 5)[ABCED] 
= (1, 3)[ADBEC] 
= [BDAEC] 
as a sequence of transpositions. This illustrates the equivalence of the two ways of ex- 
pressing P. It is obvious that the permutation expressed as a product of transpositions 
is most convenient for this computer application. Let NDPG be the number of defining 
parameter groups. Then the orderings 01, . . . , ONDpG1 which yield the largest 
overall expected utility (01) and the largest utilities at each stopping point (02, . . . , 
ONDpG+l) a r e  the information the statistician seeks. 
mutation since this would be much too large a volume of output. All that is saved are 
the orderings Oi(i = 1, 2, . . . , NDPG + 1). The initial letter-factor matching is the 
assignment of the ith letter of the alphabet to i. After all the permutations a r e  per- 
formed and evaluated, the program returns the order of the letters and the d. p. g. 's to 
their original state. 
The program included in this report does not print all the information for every per- 
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Then permutations Pi must be found to effect reorderings upon A = {A, B, C, D, 
E, . . . } toachieve 01, 02, . . . ONDCG+l in some efficient manner. Let 
and define Oo = A, Po = (1, 2, . . . , M). 
PikT-llai-d] should be determined. If P = (pl, . . . , pm), then P- = (rl, . . . , 
rm) ,  where r 
If Q = (ql, . . . , q,) and P- = (sl, . . ., sm), where 
si = qr . That i s ,  to get s find the character in the jth position of P-l  and then go 
to that location in Q to find s Putting the two operations together - i f  
Then the sequence of permutations 
1 
= i. That is, r.  is the subscript of the location in P which contains j. 
J 
= (rl, . . ., rm), then QP- Pi 1 1 
i j '  
j '  
then 
QP-' = (sl, . . . , sm) 
where s. = q That is, find the subscript of the location in P which contains i and 
go to that location of Q to find si. 
1 ri' 
PROGRAM DES CR I PTI ON 
The NAMER program is composed of the main program NAMER and five subrou- 
tines: BLOK, LINER, PERMUT, REMACH, and RECT. 
some detail after the following brief descriptions: 





Calling name Purpose 
Main program Input; evaluation of each permutation; identifies and 








Block data subprogram. 
Determines permutations and permutes DPG and 
BLOCK arrays.  
Achieves rematchings of physical- design variables; 
outputs detailed description of matchings of 
physical- design variables and estimators- 
parameters by appropriate calls to LINE and 
ALINE. 
Prints one line of output identifying an estimable 
parameter and the utility of the assignment of the 
estimator to the parameter. 
If two o r  more members of an alias set  a r e  tied for 
maximum utility, ALINE identifies the remainder 
not printed by LINE. 
Prints summary output table of the Bayes matching 
of physical to design variables, the optimal match- 
ings for each stopping point, and the utilities. 
Main Program NAMER 
NAMER is the main program and is divided into 16 major sections, as indicated by 
Sections 1 to 10. - Read and write input information. 
Section 11. - This section is the heart of the program, where each d. p. g. is eval- 
uated and its contribution to the total expected utility computed for a given permutation 
of the letters. The section is divided into two subsections, 11A and 11B. Section 11A 
chooses the parameter-estimator matching for the alias sets which a re  confounded with 
blocks. Section 11B does the same for the remainder of the alias sets.  The computa- 
tions for IUTILF = 1, 2 a re  less complicated than those for IUTILF = 3 ,  4, 5. Thus 
these cases a re  separated in the program. See section 7 of the input description for 
further explanation of IUTILF. 
the comments cards in the listing. 
~ - _ _ _ _ -  
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Section 12. - The expected utility of this ordering (PBAYEX) and the expected utili- 
t ies  at the stopping points (PSUMX(-)) are compared to the best utilities to  this point 
(PBAYES AND PSUM(-)). If any one or more is larger than the best so far, the current 
appropriate utility is placed in PBAYES or PSUM(-) and the ordering (indicated by the 
contents of IALPHA(-)) is saved in ISAVEP(-, I). The convention is that ISAVEP( -, 1) 
saves the ordering which gave the best weighted utility and ISAVEP(-, I + 1) saves the 
ordering which gave the best utility for the Ith d. p. g. 
appropriate class or classes.  If all possible distinct permutations have been realized, 
control passes to section 16. If not all permutations have been realized, control passes 
to  section 14. 
Section 13. - This section permutes the current letter-variable relation for the 
Section 14. - If current execution time exceeds that allowed, go to section 15. 
Section 15. - All essential information is punched on cards to  permit a restart of 
Section 16. - Print current clock time and call REMACH. 
Otherwise go to  section 11 to  evaluate the current ordering. 
this case on another computer run beginning with the current ordering. 
Subroutine PERM 
This subroutine uses a FORTRAN translation of Trotter's routine (ref. 5) to per- 
mute the elements in an a r r ay  as a sequence of transpositions of adjacent elements. The 
first two blocks a r e  the logic which determines which two adjacent elements a r e  to  be 
transposed. The third block (beginning with line 44) is where the a r rays  IALPHA, DPG, 
and BLOCK a r e  actually permuted. 
Subroutine REMAX 
This subroutine uses the information saved in section 12 of NAMER to recompute 
the utilities of the optimal matchings. 
Section 1. - At this point, the DPG and BLOCK ar rays  contain the same values they 
had as initial input data. The permutation required to achieve the first optimal ordering 
is computed and stored in KPERM(-). 
Section 2. - Write the letter-variable matching. 
Sections 3 and 4. - Translate permutation vector into transposition vector, and per- 
Section 5. - Performs same function as section 11 of NAMER except that calls to  
mute BLOCK and DPG arrays.  
LINE and ALINE are made as appropriate. 
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Section 6. - Output overall expected utility and expected utilities for each d. p. g. 
Section 7. - Compute next permutation and shift to section 2. 
To illustrate sections 1, 3, and 7 of REMAX consider the following example: 
O1 = 14 1 3  2 51 = P1[A] 
O2 = [3 4 1 5  21 = P2[A] 
O3 = [4 1 3 2 51 = P3[A] 
O4 = [4 3 2 1 51 = P4[A] 
O5 = [l 4 5 2 31 = Pg[A] 












Pl = (24315) 
P2 = (35124) 
P2Pi1  = (23154) 
P3 = (24315) 
P3Pi1  = (31254) 
P4 = (43215) 
e4Pi1 = (14235) 
P5 = (14523) 
P 5 P i 1  = (25413) 
KKSAVE 
P1 = (24315) 
P2 = (35124) 
P3 = (24315) 
P4 = (43215) 
P5 = (14523) 
K2CYCL 
{ 24345 1 
1 (23154) = P2P; 
{ 23355 ] 
1 (31254) = P3Pi 
{ 33355 1 
1 (14235) = P4PG 
{ 14445 ] 
1 (25413) = P5Pi  







[ 14523 1 
This is a double-entry subroutine with entry points LINE and ALINE. LINE is 
called by output once for each alias set. The entries of the calling vector a r e  the 
standard-order subscript number of the parameter in the alias set  to which the esti- 
mator should be assigned and the expected utility of that assignment. The standard- 
order subscript is then used to identify the parameter in te rms  of the interaction of the 
independent variables it measures. 
and in Hollerith form using the first six characters of each factor identification card. 
The utility is also printed. 
This identification is then printed in numerical form 
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ALINE is called whenever there are two or more parameters aliased which give the 
The call to 
same maximized expected utility. The call to LINE causes one of the aliased param- 
e te rs  to be identified and the expected utility of the estimator to be printed. 
ALINE causes the remaining parameters to  be identified. They are ,  however, identi- 
fied only by the numerical form of their interaction. 
INPUT DESCRl PTlON 
The following is a detailed description of the input data necessary to run a problem. 
There a re  nine basic sets of input data. Each is described in detail here. An example 
of the type of problem to which this program may be applied is given in reference 1 and 
a similar problem is discussed in appendix A. A sample se t  of data for this problem is 
given in table I. A pictorial illustration of the input deck setup is given in figure 1. 
Multiple cases may be run back-to-back. The last card of the last case should have 
ENDALL punched in the first s ix  columns. 
The nine basic sets of input data a re  as follows: 
(1) IDENTIFICATION (13A6, A2) (IDENT). 
(2) MAXIMUM TIME (F6.0) (TMAXX). 
This is one card; all 80 columns a r e  
used for Hollerith identification of problem. 
utes permitted for this case. If this time is exceeded and the case is not fully evaluated, 
all pertinent information is punched on cards to permit a restart of the program. 
This is the maximum machine time in min- 
(3) TYPE OF RUN (16) (ITYPRN). 
(3A) SPECIFIED MATCHING (9A1) (XT3). A "1" for ITYPRN indicates this is a 
regular first-time run and data sets 4 to 9 will be read. A "2" indicates this is a re- 
started case and only those cards punched by the previous run need be read. A "3" 
indicates that only one matching will be evaluated. This matching is specified on the 3A 
card with the first n letters of the alphabet (excluding I) in the first n columns of the 
card in the order appropriate to the matching desired. 




one card would be supplied with BADC in the first four columns. 
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(4) NUMBER OF FACTORS (16) (NFAC). Up to  nine factors can be considered. 
(5) FACTOR IDENTIFICATIONS (13A6, A2) (FAC). One card for each factor. The 
first six characters of each card are used as output identification, so they should serve 
as useful abbreviations. 
(6) NUMBER OF CLASSES (16) (NCLASS). 
(6A) NUMBER IN EACH CLASS (916) (NSUBI). NCLASS is the number of classes of 
factors. If this is 1, input set 6A is not read. If the number of classes is more than 
one, card 6A specifies the number of factors in each class. 
will be permuted among each other, but permutations between classes will not be per- 
mitted. The first NSUBI(1) factors will be assumed to belong to  the first class, the next 
NSUBI(2) to  the second class, and so forth. Holms and Sidik (ref. 6) present an experi- 
ment in which there a r e  two classes of variables which could not be mixed. 
periments have only one class. 
STANT (NPIN, IUTILF, UCOEF) (216, F10.9). The number of parameters with nonzero 
prior probabilities is specified in the first six columns. The choice of utility function is 
indicated in the second six columns. UCOEF is used in defining utility function 5 and is 
given in the next 10 columns. Each parameter with a nonzero prior probability or utility 
is identified in terms of the integer subscripts of the independent variables in the inter- 
action with which it is associated. See the input se t  (8) description for further informa- 
tion. The possible choices of utility function here are 
(a) IUTILF = 1 
The factors within a class 
Most ex- 
(7) NUMBER OF NONZERO PROBABILITIES, UTILITY FUNCTION, AND CON- 
1 . 0  for unbiased estimators 
0 .0  for biased estimators 
u. = {  
(b) IUTILF = 2 
pi for unbiased estimators 
0 .0  for biased estimators 
u. = {  
(c) IUTILF = 3 
5 for unbiased estimators 
0 .0  for biased estimators 
ui ={ 
where xi is given with the pi in input set (8). 
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(d) IUTILF = 4 
p.x. for unbiased estimators 
0.0 for biased estimators 
u. ={ 
where xi and pi are given in input set (8). 
(e) IUTILF = 5 
UCOEF - xi + (1 - UCOEF)pi for unbiased estimators 
0.0 for biased estimators 
u. ={ 
where xi and p. are given in input set (8) and it is assumed 0.0 5 UCOEF 5 1.0.  
It should be noticed that these utility functions do not depend upon the stopping point 
as implied by condition (3) on page 7. To provide a capability of making the utility func- 
tion depend upon the stopping point, the user  can weight the stopping points by use of the 
weighting values WT(1) read in input set (9B). 
computed as ui(h) = ui * WT(h). 
parameter with nonzero prior probability is identified in terms of the integer subscripts 
of the independent variables in the interaction with which it is associated. These sub- 
scripts may be supplied in any order anywhere in the first nine columns of the card. 
The prior probability and the utility follow with 10 columns each, in F10.0 format. The 
utility need not be specified i f  IUTILF = 1 or  2 as previously described, for the program 
then supplies the utility. If IUTILF = 3, 4, or  5, the utility must be specified explicitly. 
For example, suppose the X2X3X5 interaction parameter Plollo = P22 is assumed to 
satisfy P(/322 f 0) = 0.850 with utility of 0.95. 
bbb5b2b3b. 850bbbbbb. 95. If the prior probability of a parameter being nonzero is zero, 
no data need be supplied for that parameter. 
(9) NUMBER OF DEFINING GROUPS (16) (NDPG). For each d. p. g. (as many as 32 
permitted) there must be one set  of inputs 9A to 9E. 
(9A) IDENTIFICATION OF STOPPING POINT (4A6) (IDDCG). 
1 
Thus the ui(h) used in the program a r e  
(8) PRIOR PROBABILITIES AND UTILITIES (911, 2F10.0) (IT1, P, UT). Each 
Then the card input could be 
(9B) NUMBER OF GENERATORS, PRIOR PROBABILITY OF STOPPING7 WEIGHT- 
ING VALUE (16, F6.6, F6.0) (NGEN, PSTOP, WT). 
( 1/2)r fractional replicate, r independent generators must be supplied. Program limi- 
tations restrict  NGEN to values less than o r  equal to seven. 
The generators a re  supplied in 
terms of the first NFAC letters of the alphabet on the first nine columns of the card. 
There is one card per generator. For example, if  the d. p. g. at a particular stopping 
point is {PI, PEDCBA, PCBA, PED, PDA, PECB, PDCB, PEA}, three generators a re  
sufficient; and one such choice might be PCBA, PED, and PDA. Three cards which 
If the d. p. g. corresponds to a 
(9C) THE GENERATORS OF THE d. p. g. (9A1). 
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The order and position of the letters is unimportant as long as they are on the first nine 
columns of the card. If the number of generators is zero, no type-9C cards are read. 
(9D) NUMBER OF BLOCK PARAMETERS (16) (NBLOCK). 
(9E) IDENTIFICATION OF ALIAS SETS CONFOUNDED WITH BLOCK EFFECTS 
AND THE PRIOR PROBABILITY ASSOCIATED WITH THE BLOCK EFFECTS (9A1, 
F5.5) (XT3, PBLOCK). Any single parameter from an alias set  which is confounded 
with a block effect may be input in terms of the first NFAC letters of the alphabet in the 
first nine columns of one card. This is followed by the prior probability of the block 
effect on the next five columns. There is one card for each block effect that has a non- 
zero prior probability. If the alias set  is the d. p. g. , the first nine columns may be left 
blank. 
OUTPUT DESCRIPTION 
The first part of NAMER output is the printout of the input data. This is followed by 
NDPG + 1 printouts. The first set  is for the Bayes DESIGN which optimizes the overall 
expected utility. 
utilities for the individual stopping points. 
following: 
The subsequent sets a r e  for the DESIGNS that optimize the expected 
Each of these sets  of output consists of the 
(1) The optimal matching 
(2) Tables of the parameters chosen to be estimated and the expected utilities of 
(3) The overall expected utility and the expected utilities at the stopping points 
For example, the first two pages of the sample output in appendix A indicate the 
these choices 
input data. The next two pages provide the information about the Bayes DESIGN, as the 
label indicates. The Bayes matching is seen to be 
X1(TEMP) = Xc 
XZ(PRESS) = XD 
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XQ (TIME) = XB 
X,(ANGLE) zz XA 
Then for d.p. g. number one (which is the 1/4 replicate of the full factorial) the choices 
of parameters to be estimated are indicated. Each parameter is identified in terms of 
the integer subscripts of the independent variables in the interaction with which it is 
associated. They are also identified by the Hollerith identifications input in section (5) 
of the input, and the utility of the choice is printed at the f a r  right of each line. 
the first line of output for d. p. g. number one indicates that the coefficient of 
X1X2X3 = XCXDXB has been chosen from its alias set  as the parameter to be estimated 
This interaction is the TEMPxPRESSXTIME interaction, and the expected utility of 
this choice is 0.20. This utility value does not include the weighting factor at this point. 
Below the detailed output for the three d. p. g. ' s  a r e  printed the overall expected 
utility and the utilities for each of the d.p. g. 's for this matching. 
Similar output provides the detailed output for the designs which maximize the ex- 
pected utilities for each of the stopping points. The format and arrangement a r e  the 
same as that described for the Bayes matching. This is followed on the last page by a 
summary table providing the various matchings, their expected overall utilities, and 
expected utilities at the stopping points. 
Thus 
SPECIAL LEWIS RESEARCH CENTER ROUTINES 
Some of the following functions and subroutines available in the FORTRAN IV - 
Version 13 language at the Lewis Research Center may not be available (or not available 
in FORTRAN) at other computer installations. Thus, their usage is explained, and the 
user can write functions or subroutines providing the same capabilities in a language 
compatible with the available computer. 
The functions and subroutines available at Lewis are the following: 
(1) AND(A, B). A real function of the Real or Integer variables A and B. Like 
bit positions of A and B a r e  compared. A 1 is placed in those positions of the result 
where there a r e  1's in both A and B, and a zero is placed in the result otherwise. 
(2) IEXOR(A, B). An integer function of the Real or Integer arguments A and B. 
Like bit positions of A and B are compared. A 1 is placed in those positions of the 
result where exactly one of A or B is a 1, and a zero is placed in the result other- 
wise. 
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(3) IALS(N, X). An integer function of Integer N and Real or  Integer X. The con- 
tents of X are shifted to  the left N places and zeros put into the vacated rightmost 
positions. 
tents of X are shifted to  the right N places and zeros put into the vacated leftmost 
positions. 
(5) BCREAD(X1, X2) and BCDUMP(X1, X2, K). These subprograms provide for 
input and output in  absolute binary. A call  to BCREAD(X1, X2) causes cards to be read 
in  binary format at the rate of 22 words per card. The data are stored sequentially in 
the core, beginning with the address of the variable X1 and ending with the address of 
the variable X2. A call  to  BCDUMP(X1, X2, K) causes cards t o  be punched in  binary 
format at the rate of 22 words per card. The data are taken sequentially from the core, 
beginning with the address of variable X1 and ending with the address of variable X2. 
K provides card numbering control and is always set to  zero by NAMER. 
As an example of the usage of these routines, consider the first call to BCREAD in 
section 10 of NAMER. DUMPl(1) is equivalenced to  NFAC. NFAC is the first variable 
of nine variables in the labeled common block B1. 
NAMER. Thus, the call BCREAD (DUMP1(1), DUMPl(LD1)) causes the variables 
NFAC, NCLASS, NN, NDPG, PBAYES, and s o  forth, to be read from unit 5 in binary 
format. 
(4) IARS(N, X). An integer function of Integer N and Real or Integer X. The con- 
LD1 is set t o  9 at the start of 
(6) TIMEl(X). This subroutine enables the programmer to read the storage cell 
clock. 
time. 
The following illustrates the procedure for using TIME1 to calculate elapsed 
CALL TIMEl(X1) 
CALL TIME 1 (X2) 
Then 
X2 - X1 = Clock pulses 
x2 - x1 = Elapsed time in seconds 
60 
x2 - x1 = Elapsed time in  minutes 
3600 
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(7) OR(A, B). A real function of the real or integer arguments A and B. Like 
bit positions of A and B are compared. A 1 is placed in those positions of the result 
where either or both of A and B a r e  a 1. A zero is placed in those positions of the 
result wherever both A and B are zero. 
TIMING INFORMATION 
Several sample problems using single telescoping were run on NAMER to estimate 
the amount of time required by the program. For these problems, the first stage was 
assumed to be the smallest experiment large enough to estimate all main effects, and 
the last stage was the full factorial. Each problem was run once using utility function 2 
and once using utility function 3. The results are summarized in table I1 and figure 2. 
Lewis Research Center, 
National Aeronautics and Space Administration, 





SAMPLE PROBLEM AND PROGRAM OUTPUT 
Consider a five- factor experiment involving 
XI = Temperature 
X2 = Pressure 
X3 = Time 
X4 = Velocity 
X5 = Angle 
Suppose that the experimenter's facilities a r e  such that he can only perform four treat- 
ment combinations at one time and be reasonably sure  that experimental conditions a r e  
homogeneous. 
with blocks of size four. Assume also that he has enough materials at one time to  per- 
form eight treatment combinations, but no more, and that batches of uniform material 
a r e  not available in quantities that will supply more than eight treatment combinations. 
Then the blocks of the experiment might be as shown in the illustration, where the two 
columns represent two different test facilities and the four rows represent four different 
batches of raw material. 




c 1  2 '  
1 p q p q  
2 p - lp3- l  
3 [3,1113,2) I Row blocks (batches) 
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The difference between the first block and the second block in a row is due to perform- 
ing the experiment in two different test facilities. The differences between rows a re  
due to possible effects of new batches of materials. Suppose the experimenter feels that 
there is a probability of 0.50 of there actually being a test facility block effect. Let the 
probability of there being an effect due to differing batches of r a w  materials be 1.0. 
Assume further that the probability of an interaction between these block effects is spe- 
cified as zero. The stopping points of the experiment at each stage are 
(1) Stage one, after completion of blocks (1, l), (1,2) 
(2) Stage two, after completion of blocks (1, l), (1,2), (2, l), (2,2) 
(3) Stage three, after completion of the full factorial 
Based upon his available resources and upon past histories of some similar projects he 
has worked on, the experimenter feels probabilities in the following table a r e  appro- 
priate : 

















Prior probability of 
being nonzero 
Stopping probabilities: pls = 0.30, p2s = 0.40, 
pgS = 0.30 
All  the other coefficients have zero prior probability. 
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Assume the purpose of the experiment is to maximize the response. Also assume 
that the cost of the experiment is about proportional to the number of treatment combin- 
ations run. Then a reasonable choice for utility function 
pi/nh if  unbiased 
i f  biased 
ui(h) = 
where n,, is the number of treatment combinations. To 
might be 
achieve this using NAMER, 
use utility function 2 and for the weighting values at the stages use l/nh. 
ing options, the best matchings of physical-design variables and parameters to estima- 
tors  wi l l  be determined for the following choices of d. p. g. I s :  
Rather than investigating all the possible nonequivalent d. p. g. ‘ s  and their telescop- 
Using the d. Pa g. 
and the rules 
treatment combinations will lead to the block confounding presented in the table: 
PCBA, PDCB7 PDA7 eEDC7 PEDBA7 PEB7 PECA} for (l, 1, 
in reference 3,  it may be shown that the following assignment of 
Block Treatment 
(l), dca, ecb, edba 
ba, dcb, eca, ed 
db, cba, edc, ea 
da, c, edcba, eb 
a, dc, ecba, edb 
b, dcba, ec, eda 
dba, cb, edca, e 
d, ca, edcb, eba 
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Stage 
{ b A }  
Alias sets confounded with - 
Test facility effect Raw material effect 
The sample FORTRAN data sheets given in table 11 supply the data necessary to run this 
problem as described. The sample output for this problem follows. 
I 
NAMER OUTPUT NAMER SAMPLE PROBLEM 
PROGRLM WILL DUMP FOR RESTART I F  NOT F I N I S H E D  I N  
CURRENT EXECUTION T I M E  0.00 
THERF 4 P F  5 FACTORS. THEY ARE. 
1 TEMP SOURCE TEMPERATURE 
? PRCSS SOURCE PRESSURE 
3 T I M E  T I M E  O U R I T I O N  
4 VEL SOURCE VELOCITY. 
5 ANGLE ANGLE OF I N J E C T I O N  
2. MINUTES. 
15 PARPMETERS W I T H  NON-ZERO PRIOR P R O B A B I L I T I E S  I N D  U T I L I T I E S  








' 2 2  c.800000 
4 1.ocoooo 
- 4  0,500000 
34 C.500000 
7 . ? 4  0.4COOOO 
5 1.000000 
1 5  0.4COOOO 
















f D E F I N I N G  P4RAMETER GROUPS 
114 RFP--ROW 1 
DPC 1 
? GFNERdTORS 
PRO8 OF STOPPING 0.30000 
nBc 
t n E  
THERF 4 Q E  2 BLOCK PARAMETERS 




1 1 7  REP-- ROUS 1.2  
1 GFNERATORS 
ABOE 
PROB OF STOPPING 0.40000 UEIGHT 
THERE W E  3 BLOCK PARAMETERS 






0 GFNER )TOR S 
PRO8 OF STOPPING 0.30000 
THERE 4RE 9 BLOCK PARAMETERS 




c n E  1.00000 
CURRENT EXECUTION T I M E  
CURRENT EXECUTION T I M E  
U E I G H T  0.051250 
0 , O l  
0.03 
T H I S  M4TCHlNG IS THE BAYES MATCHING 
V L R J A B L F  SHOULD BE C A L L E D  
1 TFMP C 
7 PRESS 
7 T I M F  
4 VFL 
5 ANGlE 
D E F I N I N G  PARAMETER GROUP NO. 
-14 REP--RnW 1 * * * * * * * * * * * * * * *  
*1 * Z  *7 
0. * -  
* z  
*4 
*? 
* 2  * 3  






* * * * * * * * * * * *  




T I M E  
PRESS T I M E  
D F F I N I N G  P4RdPETER GROlJP NO. Z 
I/:! REP-- R O U S  1 .7  . . . . . . . . . . . . . . . . . . . . . . . . . . .  
* 7  *4 
O *  
*I * 7  * 5  
8 7  
* Z  
*1 * z  
*l 
*I * 3  
* 7  *? 
* I  * 7  * 7  
* 4  
* 1. *4 
* 3  * 5  
*l. *? *4 
* 5  
* 1  *c, 
T I M E  
G WEAN 




T I M E  
TE *P T I Y E  
PRESS T I M E  
TEPP PRESS T I M E  
TE PP 
T I M E  
TE PF T I M E  
TE UP 
O E F I N I N G  PARAMETER GRflUP We 3 
FI ILL- -ALL R O h S  . . . . . . . . . . . . . . . . . . . . . . . . . . .  
*2 * 5  PRESS 
O *  G CE4N 
* I  * 3  * 5  TE CP T I M E  
* z  *1 *4 *I PRESS T I M E  
*l *3 *4 TEPP PRESS 
*. TE PP 
*2 PRESS 
*1 *2 TEPP PRESS 
* 7  TIME 
*1 * 3  
*z * 3  
*l * 2  * 3  
TEMP T I Y E  
PRESS T I M E  
TEPP PRESS T I M E  




V E L  
ANGLE c.2ooooa 
C.480000 











V E L  
V E L  
ANGLE 


























* 4  
*1 * 4  
*2 * 4  
*1 * 4  
* 1  *1 * 4  
*2 *3 * 4  
*1 * 2  *3 * 4  
* 5  
*I  * 5  
*l *2 * 5  
* 3  * 5  
*2  *3 *5 
*I *t  *3 *5 
* * 4  *s  
*1 * 4  * 5  
* 2  * 4  * 5  
*l. *.? *4 *5  
*3 * 4  * 5  
*1 * 3  * 4  *5  
*l *2 * 7  * 4  *5  
TE CP 
V E L  
V E L  
VEL 

























T I M E  
T I M E  
T I M E  























T I M E  
T I M E  





V E L  






T I M E  
T I M E  
T I M E  
VEL 
VEL PRESS 
FOR THE ABOVE PERMUTATION THE EXPECTED U T I L I T Y  I S  0.42169 
THE EYPECiED U T I L I T I E S  AT THE STOPPING P O I N T S  A R L .  
O F F I N I N G  PARAMETER GROIJP 1 0.31500 
D E F I N I N G  PARAMETER GROUP 2 0.59062 
O E F I N I N G  PBQAMETEP GROUP 3 0.30312 
T H I S  MATCHING M A X I M I Z E S  THE EXPECTED VALUE AT THE 
V bR ! d EL E SHCIULD EF CLLLEO 
7 TFMP D 
7 PRFSS A 
1 STOPPING POINT 114 REP--ROY 1 






D E F I N I N G  PLRPMETER GRflUP NO. 1 





* 7  
*l  * 3  
* 4  
* 5  
D E F I N I N G  PLRPMETER GROUP NO. 2 
? I ?  REP-- POWS 1.2 * * * * * *  * * * * * * * * * * * *  
*I  * 2  
O* 
*I 
*2 *3 * 4  
*7  
* 7  
*l * 7  
* z  *1 
* 5  
* 4  
*I * 4  
*2 *4 
* 1  *2 * 4  
* 3  * 4  
*1  *1 * 4  
*1 *2 * 3  * 4  











T I M E  















. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
c.280000 
C 
T I M E  V E L  C 
c.800000 
C.EOOOO0 
T I M E  
T I M E  











*1 *3 Y *5 
TEPP PRESS VEL 
*3 *4 *5 
T I M E  VEL 
TE MP T I M E  V E L  






CIEFINING PARAMETFR GRCIUP Nnm 3 
FIJLL--ALL R O h S  * * * * * *  * * * *  * * * *  * * * *  
*1 *2 
O* 
* 2  *3 * 4  
*1 *? *.a *5 
*I *4 * 5  





*1 *2 * 7  
* 4  
*1 * 4  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
TEMP PRESS 
G W A N  

























PRESS T I M E  
PRESS 
T I M E  
T I M E  
PRESS T I M E  
PRESS T I Y E  
32 
* z  *4 
*1 * 2  *4 
*3 *4 
* 1  * 3  *4 
*1 *) * 3  * 4  
*5 
*1 * 5  
*2 *5 
*1 * 2  * 5  
* 3  * 5  
* I  *t * 5  
* 2  * 3  * 5  
*4 *5 
*2 *4 * 5  
*l * z  *4 * 5  
* 3  *4 * 5  
* I  * 3  *4 * 5  
+2 * 3  *4 * 5  









V E L  




















T I M E  
T I M E  
PRESS T I M E  
V E L  
V E L  








VEL  ANGLE 
V E L  ANGLE 
V E L  ANGLE 
V E L  ANGLE 
V E L  bNGLE 
V E L  ANGLE 
V E L  ANGLE 
PRESS 
PRESS 
T I M E  
T I M E  
PRESS T I M E  
PRESS 
PRESS TE CP 
TE UP 
TE CP 
T I M E  
T I M E  
PRESS T I M E  
PRESS T I M E  
FOR THE A00VE PERMUTATION THE EXPECTED U T I L I T Y  IS 0.37074 
T H F  EXPECTFC U T I L I T I F S  AT  THE STOPPING P O I N T S  ARE.. 
DEFINIh!G PARAYFTER GROUD 1 00 39850 
O F F I N I N G  PARAMETER GRnUP 7 0.41 000 
n E F I N I N G  PARAMETER GRr)lJD 3 0.29062 
T H I S  YATCHING M A X I M I Z E S  THE FXPECTED VALUE AT THE 
V Ar( I A 8 1  F SHOIICO RE CALLED 
1 TEMP C 
7 PRFSS 8 
3 T I M F  0 
4 V F I  A 
E ANGLE E 
2 STOPPING P O I N T  112 REP-- ROUS 1.2 
D E F I N I N G  PARbMFTER GRnUP NO. 1 
. . . . . . . . . . . . . . . . . . . . . . . .  
* 1  * 2  * 9  TEPP PRESS 
O *  G CEAN *- TEMP 
7 1 4  PFP--wnu I 
*? PRESS 
*4 
* a  
* 5  
* 2  * 3  PRESS 
D E F I N I N G  PARPYETER GROUP NO. 2 
. . . . . . . . . . . . . . . . . . . . . . . .  117 RFP-- R n b s  I,? 
* 3  * 4  
0' G PEAN 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  








V E L  
T I M E  
T I M E  
ANGLE 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
T I M E  
T I Y E  
T I M E  
T I M E  
T I M E  
T I M E  
T I M E  
VEL  











* I  * 2  *4 
* I  
* Z  
*1 * 7  
* 3  
* 1  * 9  
*2 *9 
* *  * Z  *? 
*4 
* 1  *4 
*t *9 
* I  * 3  *4 
* 5  
* 1  1 5  















V E L  
V E L  










FIILL--ALL R O h S  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
*? +4 
O *  
T I M E  
G CEAN 
V E L  
V E L  

















* 1  
*I 
* v  
*2 *4 
*2 *1 *4 * 5  
* 9  * 5  
* 2  
*2 
*1 
* 3  
* 2  *9 
* z  * 3  
*4 
*4 
* z  *4 










PRESS T I M E  
T I Y E  
PRESS 
PRESS 
T I M E  
T I M E  
PRESS T I M E  
PRESS T I M E  
V E L  
V E L  
V E L  





T I M E  
33 
*3 * 7  * 4  
*I *2 *1 *4 
* 5  
*1 * 5  
* 2  * 5  
*1 *2 * 5  
*3 * 5  *:, * 3  * 5  
*I *2 *? * 5  
* 4  *5 
* 1  * 4  * 5  
*2 * 4  * s  
*I *3 * L  * 5  
* 3  * 4  * 5  
*1 *3 * 4  * 5  


















T I M E  VEL 
T I M E  VEL 
T I M E  
T I M E  . 





T I M E  V E L  
T I M E  VEL 













I N G L E  
bNGL E 
FOR THF ABOVE PERMUTATION THE EXPECTED U T I L I T Y  IS 0.41934 
THE EXPECTEI! U T I L I T I F S  AT THE STOPPING POINTS IRE.. 
O E F I N I N G  PARAMETER GROUP 1 0.31500 
OEF I N I N G  PARAHETEP GROUP 2 0.59062 
r ) E F I N I N G  PbRAMETEP GROUP 3 0.29531 
T I J I S  MATCHING M A X I M I Z E S  THE EXPECTED VbLUE AT THE 3 STOPPING P O I N T  FULL- -bLL ROUS 
V d R I  ABLE SHOIJLO BE C A L L E D  
1 TFUP C 
7 PPFSS 0 






D E F I N I N G  PARAMETER GROUP NO. 1 
I f 4  RFP--RrlW 1 * * * * * *  * * * * * * * * * * * *  
*1 *2 *9 
O *  
* l  
* 7  
* 4  
* 7  
*2 *1 
* 5  
O E F I N I N G  PARIMETER GROUP NO. 2 
I f 3  REP-- ROWS 1.7 * *  
fl* 
* x  ** 
*1 





* * * *  * * * * * * * * * * * *  
*3 *4 




* 3  
*2 *3 
*2 *-4 
* 4  
* 4  
*? * 5  
*3 * 4  
* 5  
* 5  
n E F I N I N 6  P4RbMETER GROUP NO. 3 
F U L I  --ALL R O h S  * * * * * *  * * * * * * * * * * * *  
*2 * 5  
0* 
* I  * 3  * 5  
*2 * 3  * 4  * 5  
*1  *2 * 4  
*l 
* 7  




*l *2 * 3  
* 4  
*1 * 4  *:, *4 
*3 * 4  
34 
















































. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  





T I M E  C.480000 
bNGL E c.200000 
T I M E  C.480000 
* * * * * *  
T I M E  VEL 
T I Y E  
T I M E  
T I M E  
T I M E  
T I M E  
VEL 
VEL 
T I Y E  
T I M E  VEL 




















. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
&NGL E 0 
C 
T I M E  ANGLE C 




r I M E  
TIME 
PRESS T I M E  














*l * 3  * 4  
*2 *7 *4 
*l *2 * 3  *4 
* 5  
* 1  1 5  
*l *2 * 5  
* 3  * 5  
*2 *t  * 5  
*1 *z * 3  * 5  
*4 * 5  
*I * 4  * 5  
*2 *4 * 5  
*l. *2 *4 * 5  
*1 * 4  * 5  
*1 *t *4 * 5  










T I M E  
PRESS T I M E  
PRESS T I M E  
PRESS 
T I M E  
PRESS T I M E  
PRESS T I M E  
PRESS 
PRESS 
T I M E  
T I M E  
PRESS T I M E  
FOR THF AROVE PERMUTATION THE EXPECTED U T I L I T Y  IS 
THE EXPECTEC U T I L I T I F S  P T  THE STOPPING P O I N T S  ARE.. 
D E F I N I N G  PAIPAMFTCR GROUP 1 0. 31 500 
QCFIN1LIG PARAqETER GROUP 2 0. 59062 
9 E F I N I Y G  PARAMETER GROUP 3 0.30312 
SUMMARY f lUTPCT TABLE 






EXDFCTEI) U T I L I T Y  
nVFR STOPPING P T S  
0 - 4 2 1  69 0.37074 
FXPFCTEO UT I L I T Y  
4 1  EACH STOPPING P T  
1 0,71100 0.39850 
i 0 . 9 9 C l l  0.41000 
1 0.30?12 0. P9062 





V E L  
VEL  
V E L  
V E L  
V E L  
V E L  
V E L  
VEL  
V E L  













































BLflCK D A T A  
COMMON /BDATA / POWERS(X1) 9 I A L P H A ( 9 )  ALPHbt  10 ) t  
X I f J N I N t  I UN 0 UT t MASK T NEG 
C * * * * * * * * * * * * * * t * * * * * * * * * t * g  
INTFGFR OnWFR S 
!3 A T A  
DATA ( d L P H A ( I  1 T I = I T I O ) /  1 H A t / H B t l H C t 1 H D t ~ . H E t l H F I l H G I L H H I X H J t l H  / 
OAT4 
E N n  
1 PO WFR S ( I 1 T I =I. T 1 1 ) / O  I 1 t 2 T 4 t 8 t 16 t 3 2  964 912 8 t 256 t O /  




















1 0  
11 
1 2  
1 3  
1 4  
1 5  
16 
1 7  
1 8  
1 9  
2 c  3 
2 1  
2 2  
2 3  
2 4  
2 5  
26 
27 
2 1  5 
29 
90 
3 1  
32 
33 
3 4  
35 e 
3 6  
37  
38 
3 s  
36 
I 
1 4  H@Cf lUT(J )=RLANK 
READ( I l J M I N ~ 5 0 X O )  TY4XX 
WF! I T F (  IIINOUTr 50701 T Y I X X  
TMAX= T Y A Y  + T M A X X  
C 4 L L  T I M F I ( T P R 1 N T )  
T P R I N T = (  TPRINT-TSTART) /1600.0 
UP I T F (  I lJNnUTr 5C25I TPRTNT 
t 
C ***+*e***** ***e************ **************e********************* ******** 
c 
C NAYER SECTION 3 
C 
R E 4 n (  I b N I N ~ 5 0 4 5 )  TTYPRN 
GO TO ( 3 0 9  1 5 4 9 2 0 )  T I TYPRN 
20  RFADl  I t ~ N T N 9 5 0 7 0 I  ( X T 3 I K ) r K = L r 9 )  




3 0  
7 3  
7 4  
7 E  
7 Q  
r 
N4YER SECTIOY 4 
R E A n (  I U N I N p 5 0 4 5 I  NFAC 
I F (  (NFAC.1 T.1) .OR. (NFAC.GT.9)) GO TO 8020 
UP I T € (  IUNI~UTT 5 0 5 0 )  NF4C 
I F 1  ITVPRN.NF.3) GO TO 38 
on 1 5  K=I,NFAC 
r)n 3- L = I , W A C  
L L = l  
I F ( Y T 3 ( K ) , F Q ~ A L P H A ( L )  I GO TO 34 
CnNTINUF 
c,r) T n  m ' n  
I 5 4 \ I F P  ( K v '  ) = L L  
C ON T I KI UC 
C O N  T I Y  LC 







4 6  
4 7  
40 
49 
5 c  
5 1  
52  
5 3  
5 4  
5 5  
5 t  
57 
5E 
5 s  
C C  
6 1  
6 2  
63 
t 4  
6 5  
t t  
6 7  
6 e  
6 5  
7 c  
7 1  
7 2  
? ?  
7 4  
7 5  
7 6  
7 7  
7 8  
7 s  
e C  
8 1  
e2  
8 3  
8 4  
e 5  
8 6  
8 7  
e 0  
0 s  
9 0  
9 1  
9 2  
s ?  
94 
95 
9 6  
97  
9 8  
s s  
1 O C  
1 0 1  
1 0 2  
LC3 
IC4 
1 0 5  
X O C  
24 







6 5  
7 4  
e 2  




1 0 7  
1 0 8  
105 
1 1 0  
11 1 
11.2 
1 1 3  
1 1 4  
11 5 
1 1 6  
1 1 7  
11 e 
11s 
1 2 c  
1 2 1  
12 2 
1 2 3  
1 2 4  
1 2 c  
1 2 6  
1 2 7  
1 2 8  
1 2 9  
1 3 c  
1 3 1  
1 3 2  
1 3 3  
1 3 4  
135 
1 3 6  
137 
1 3 8  
1 3 5  
14C 
1 4 1  
1 4 2  
1 4 3  
1 4 4  
1 4 5  
1 4 6  
1 4 7  
1 4 8  
1 4 9  
15c 
1 5 1  
152 
1 5 3  
154 
1 5 5  
1 5 6  
1 5 7  
1 5 E  




1 6  3 
164 
1 6 5  
1 c c  
1.67 
1 t e  
169 
17C 
1 7 1  
1 7 2  
1 7 3  
1 2 3  
126 
138 
1 4 2  













1 7 4  
1 7 5  
1 7 6  
1 7 7  
1 7 8  
1 7 5  
1 8 C  
1 8 1  
1 8 2  
1 8 3  
1 e4  
1e5 
1 86 
1 8 7  
1 8 5  
1 9 c  
19 1 
1 9 2  
1 9 1  
154 2 7 5  
1 5 5  
196 
1 9 7  
1 9 8  
195 
2 c c  2 5 2  
2 0 1  
2 0 2  
2 0 3  
2 0 4  
2 0 5  
2 0 6  
2 0 7  
20E 
2 0 9  
2 1 0  3 c 7  
2 1 1  
l e e  
2 1 2  
2 1 3  3 1 3  
2 1 4  
2 1 5  
2 1 6  2 1 7  
2 1 7  
2 1 @  3 2 7  
2 1 9  
2 2 c  
2 2 1  
2 2 2  
2 2 3  
2 2 4  
2 2 5  
2 2 6  
2 2 1  
2 2 e  
2 2 9  
2 3 0 ,  
2 3 1  
2 3 2  
2 3 3  
2 3 4  
2 3 5  
2 3 t  
2 3 7  3 5 9  




1 5 7  Cf lNTfNUF 
1911N = 7 0  
C 4 L L  T TMFI (TPR I N T I  
TPR I N T = (  TPRINT-TFTARTI /36000 0 
WR IT€( IUNr?UTrS0?5)  T P R I N T  
G!-l TO 15P 
c 
C*** . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . .  
C 
C NAMER SFCTION IO 
c 
2-54 CnNTINUE 
WR IT!?( IUNOUTt 5040) 
C 4 L L  B C R E A O I D U M P ~ ( ~ ) r D U M P 1 ( L D t )  1 
C4LL 4 CR FAD( r)UMP 71 ?. I ,  OUMP ? (LO2 ) I 
CALL BCREADf I A L P H A ( Z 1  9 IALPHA(NFAC1 1 
CALL R CRFAD( FAC (1 9 1 I 9 F AC ( 1 4 9  NF AC ) 1 
C 4 L l  RCRFAO (PROB(?.)rPROB(NN) 1 
ChLL .BCREAD(!JTIl.(?. ) r U T T L ( N N ) )  
CALL 
CALL RCRFAD( I n n C G ( l , ’  1 pIDDtG(4pNDPG) 
00 1 5 6  I = ?rNDPG 
5CRFAD ( I SAVEP ( ?  9 1 ) t I SAVEP ( NF AC 9 1 1 I 
TO1 = T D P C , ( I I  
N5--NBLllCK( I 1 
I F (  I D 1  .NE” 0 ) C A L L  
CALL BCR EAD 
I F ( N R c . E Q o O )  GO TO 1 5 6  
C 4 L L  BCRE4DIPRLOCK( l , I  I r P B L O C K ( N B  * I ) )  
CALL R C R E A D ( R L O C K ( ? r I )  rBLOCK(NB r I 1  ) 
BCRE4D(DPG( 1.1 1 rDPG ( I D 1 9  I 1 I 
( I SAVFP ( 3 r I +1 I t I SAVE P ( NFAC 9 I+?. 1 1 
7 5 6  CONTlNUF 
e* . . . . . . . . . . . . . . . . . . . . . . . . .  4*********************** ************* ******** 
c 
r a*** * * *~*** * * * *a**e**e*** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *4** * * * * * *  
c. 
c NAYFR t E C T I l l N  11. 
c, FV4LIJATE THE CURRENT ORDERING 
t 
S 5 P  CONTINUE 
00 ? O O C  I = l r N n P G  
c 




i ’\I I T 1 AL I Z P  T I  fl N S 
1 R IJN = ! RUN + 1 
P<!JMY( 1 I=OoO 
Y R = N B L T C K (  I 1  
ID1 = I n P G r T 1  
!Q IJ.= i r !  +1 
c 
c*-s -*-*-*--*-*-*-*- *-*- *--8-*-*-*-*-*-* -*-*-*-*-*-*- *- *-*-*- *-*--* -*-*-* 
r 
c N4YT-r! S€CTION 11.A 
c 
c CHFCK FOR RLnCK CONFTIUNDING-8 I F  THERE ARE NO BLCCK PARAMETERS 
c G f l  TO NAYER SECTION 11.9 
C 
’ 6 5  T F I N R )  2?R,72Rp?hh 
K I =  RLCICK(K9 1 1  
IA.F: nn 7 7 6  K = i , h i R  
K I ’  = K T + ?  
T l ( K 1 7  )=  IRIJN 
c 
c 
C IS T M I S  A FULL 09 FRACTIOY4L FACTORIAL 
r - _ _  ___ - _ _ _  - _ _  _ _  _ _  - - - _ _  - __ _ - _ _  - - _ _  -_ __ _- - __  _ - - - _-_ -- _ _ _  - -_ _ _  __  - - - - _ _  - - - 
24 1 
2 4 2  
2 4 3  310 
2 4 4  
2 4 5  3 7 2  
2 4 t  
247  
24 e 
2 4 9  
2 5 c  
2 5 1  
252  
253 3 7 4  
2 5 4  3 7 t  
2 5 5  379 
2 5 6  3 0 2  
2 5 e  3€!0 
2 5 s  3 5 1  
26C 354 
2 t l  3 5 7  
2 6  2 
2 6 3  
264  
2 6 5  4C9 
266 4 1 3  
26 7 
2 6 8  4 2 0  
2 6 9  4 2 4  
2 7 c  
2 7 1  
272  
2 7 3  
2 7 4  
27 5 
2 7 6  
2 7 7  
2 7 e  
2 7 5  
2 e c  
2 5 1  3135 
2 8 1  
282 
2 e 3  
2 e4  
2 8 5  
2 e c  
2 e 7  
2 e e  
289  
29C 
2 9 1  
292 
2 9 3  
2S4 
29 5 
7 s c  
2 S 7  
2 s e  
2SS 
3 c c  
3 0 1  
3 c 2  
3 0 ?  
3 c 4  
305  
3 c c  
? C 7  
40 




3 1 2  
3 1 3  
3 1 4  
3 1 5  
3 1 6  
3 1 7  
3 1 @  4 6 1  
315 
3 2 1  
3 2 2  
3 2 3  
3 2 4  
3 2 5  
3 2 6  
3 2 7  
3 2 8  
3 2 5  
3 3 0  
3 3 1  
3 3 2  
3 3 3  
3 3 4  
3 3 5  
33  c 
3 3 7  
3 3  e 
335 
3 4 0  
3 4  1 
34 2 
3 4  3 
3 4 4  
3 4 5  4 8 4  
3 4 t  
347 
3 4 5  
3 5 1  
3 5 2  
3 5 3  
3 5 4  
3 5 5  
3 5 t  
357 
3 5 e  
3 5 4  
3 6 1  
3 6 2  
3 6 3  
3 t 4  
3 6 5  
3 t t  
3 6 7  5 1 1  
3 6 8  
369 
3 7 0  
3 7 1  
372 
3 7 3  
3 2 0  
3 4  e 
350 
3 6 0  
41 
IIIIIIII I 
? O b  ISTAP= ISTAR+? 
306 CONTINUE 
I J L T S T ( K K ) =  - I I T I L I J J I  
c 
C F I N O  MbTCHIYG TH4T MAXIMIZES U T I L I T Y  
r 
I F (  ISTAR-' 1 2 0 @ , ? 2 4 , 2 7 6  
20P Dn 7 1 0  K K = I . , I I I T I  
JJ= I I J L I S T ( K K 1  
IJLTST(KK)= U L J S T ( K K ) * P R / P R O B ( J J )  
370 c n N T i r d u F  
IJM4X=O 0 0  
I F ( U L I C T f K K )  - UYAX) 2129??2r211 nn ~ 7 7  KK=I,IDII 
3' 7 UMIIX= U L I S T f  KK 
7l 7 CnYTINUF 
PSIJWX( l)= P S I I Y X I I  ) + I J M A X * ( I e O  - PBLOCK(Kv1)  1 
GO Tn 7 2 6  
r. 
r 
71 4 on 3 7 6  KK=I,IDII 
K S =  KK 
TST= AND( IJL IST(KK 1 r NEG! 
TST = OR (TSTpMAFK) 
I F (  TST ) ?' 4, 20?5,2l6 
7 7  6 CONTINUE 
7 7 6  COYTINUE 
2'4 P S I J M X (  I ) =  P S U Y X ( 1 )  - l J L I S T ( K S ) * P R * ( l o O - P B L O C ~ ( K v I )  
c 
C * * * * * * * * * * * * * * * * * *  
r 
27R I F (  ID1 1 ? 2 9 , 7 2 9 , ? 4 5  
c 
c *-*-*-*-*-*-f-*-*-*-*- *-*-9-*-*-*-9-*-*-*-*-*-*-*-*-*-*-*-*-*-*-*-*-* 
c 
r, N4MER S E C T I O N  ?l.R 
t rji.ncu PARAMETERS HAVE Nnw BFEN ACCOUNTED FOR. 
c CONTINL'E COYPUTING U T I L J T Y  FOR REMAINING P44AMETERSo 
C CPVPIJTF U T I L  I T Y  FOR FULL FACTOR1 4L 
c 
,739 IF( I U T I L F o N F o I )  GO TO 370 
PIIJMX( I ) =  PSUMXf I )+FL04T(NN-NBLOCK( I )  1 
GO TO TOCO 
7 7 0  nn 914 K=!,NN 
I F (  T! ( K  ) - IR lJW 1 ?31 , 2 3 4 9 2 3 1  
7 3 1  P S I J M X I  1 ) = P S V M X ( I ) + U T I L ( K )  
7 3 4  C l l N T I N t F  
r,n 1000 
C 
c COYPUTF UTTLJTY FOR FRACTTOMS 
r 
c FTND NFXT UNTAGGED PARAYETER 
r 
-_-_-_______-__-_---------------------  ............................... 
7 4 5  on 7 0 0  K=!*NN 
I F ( T ' (  K)-TRlJhl) 746r7009746 
PS= P P f l R ( K I  
K M I =  K - 1  
PR=PS 
l S T 4 P = C  
I I I L T S T ( ? 1 =  K 
IJL I S T I  1 ) =  U T I L I K )  
I F ( P S  2 4 R , ? b R , 7 5 0  
7bf3 ! f T 4 P = I  










3 8 2  



























































4 4 c  
4 4 1  
4 4 2  
4 4 3  
4 4 4  
4 4  5 
4 4 6  
4 4 7  
4 4 4  E09 
4 5 0  
4 5 1  
4 5 2  
4 5 3  
4 5 4  
4 5 5  
4 5 6  
4 5 7  
4 5 e  
455 
4EC 
4 6  1 
4 6 2  
4 6 3  
4 t 4  
4 6 5  6 2 8  
4 6 6  
4 6 7  
4 6 9  
4 7 c  
4 7 1  
4 7 2  
4 7 3  
4 7 4  
4 7 5  
4 7 6  
4 7 7  
4 7  f 
4 7 5  
4 8 0  
4 8 1  
4 9 2  
4 8 3  
4 e 4  
4 e 5  
4 8 6  
4 0 7  
485 
4 9 0  
4 9 1  
4 9 2  
4 9 3  
4 9 4  
4 9 5  
4 9 6  




5 0 2  
5 0 3  
5 0 4  
5 0  5 
506  
4 4 e  
40e 
4 e e  
4 5  e 
43 






5 1  2 
51 3 
5x4 


























5 4  2 
54 3 
544 
5 4  5 





























5 3 e  7 4 2  
7 5 5  
7 5 8  
7 6 0  
7 6 3  
7 6 6  
7 6 9  
7 7 2  
7 7 5  
7 7 8  
7 8 1  
7 9 3  
797 
8 0 4  
eo 8 
44 
. . . . .- - . ... 
r 
C** * * * * * * * * * * *4 * * * * * * * * *+* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
f 
C NAYFR SECTTON 1.6 
r: 
3000 CONTINUE 
CALL T IME!.(TPR I N T I  
TPR I N T = (  TPRINT-TSTART 1 / ? b o o >  0 
W Q  I T F (  IUNnl lT9 5 0 7 5 )  TPRTNT 
C4LL REMACH 
C A L L  T I M E l ( T P R I N T 1  
T P R I N T = (  TPRINT-TSTARTI / 3 h 0 0 n 0  
W Q  I T F (  ItJNOUTr 5 0 ? 5 )  TPRINT 
c,n Tn 90 
c 
C*********** . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
5000 
5 0 0 5  ~ORMAT(14Hl.NAMER OUTPlJf 1 3 A 6 r l A 2 / 1 H  ) 
5 0 2 0  FORMAT(50H PROGRAM WILL DUMP FOR RESTART I F  NOT F I N I S H E G  I N  F10.01 
5 0 2 5  FORCAT(Z5H CURRENT EXECUTION T I  PE F12.2) 
FORMAT f 1.7A69 1 A 2 )  
50’ 0 FllRMAT ( F h o  0 )  
% OH MINUTES. / ?H 1 
5 0 7 0  C O R M A T f L t )  
5010 FORWT1’39H T H I 5  I S  4 RESTART OF A PREVIOUS CASE / 1 H  ) 
5 0 4 5  FORMAT(qT6)  
5047 FORMAT(%I6 ,F1Oo9)  
5050 FORMAT(T.IH THERE ARE T4922H FACTORS. THEY AREoe. /LH  ) 
5 0 5  5 
5060 
5 0 h 5  FORMAT( I i= ,Fhr4 ,F6oO)  
hOL5 FnRYAT(7HK I6 ,6? .H PAPAYETFRS WITH NON-ZERO PRIDR P R O B A B I L I T I E S  AND 
5060 
6 0 6 5  FflRMATI1,HK 1 6 9 2 6 H  D E F I N I N G  PARAMETER GROUPS / 1 X )  
hOh4 F O Q * A T  ( I H K  1 2 0 ( 1 H - )  / I H K  4 A h )  
FOP M A  T ( 1 % 9 IT. C! 9 3% 9 1 3 A 6  9 A? ) 
FORMAT ( 9 1 1  9 2 F l O o O  1 
5070 FOPM4TIS41 9 F 5 0  5 )  
X ( J T T L I T I E S  / l .X/19H U T I L I T Y  FUNCTION I ? )  
cT)RMAT (I%* I 9 9  X 1 4 0  6 )  
6 0 6 6  FORMAT(LPKDPC I 3 / 4 H  I 3 9 1 1 H  GFNERATORS 1 
% 31.H PRO0 OF STOPPING F I O o S r 1 3 H  WEIGHT F10.6) 
6070 FORMAT(5X9 Q A l 9  F7.0,5) 
6 0 A O  FORMAT(I0HKTHERE ARE I 4 9  1 7 H  BLCCK PARAMETERS / L X )  
h000 F1RMATf35H T I Y E  FXCEEDEDe OIJYPING FOR RESTART / 1 3 H  EXEC. T IME 
X F 7 - 2 , 5 Y  MTNo /RH I R I J Y  = 1 1 5 )  
7000 FORM4T( I lHKTHERE 4RE T 7 9 2 1 H  CLA’jSES OF VARIABLES / 5 X q 9 1 6 1  
7010 XlRM4T19HK lJCOEF= F 1 2 . 9 )  
C * * *  ******e* t 8 * * * * 4 * * * 0 * 9 9 * * * * * * * ~ * * * * * * 9 9 ~ * * * * * * * * * * * * * * * * * * * * * * * * * * * 4 *  
C F R R f l R  MFCSAGES 
C 
8010 WRITFf  rUNOUTv901.0) 
0010 F n R M A T t ~ 9 l - l  I L L E G A L  CHARACTER I N  SPECIFIED M4TCHING ) 
8020 WQTTE( IUNOUT990201 NFAC 
Q O 3 O  F1?RMAT(33H NUMRFR OF FACTORS OUT OF RANGE 1 6 )  
8070 WRITE( fUNnUT19030)  NCLASS 
9030 FOQMAT(7QH NlJMRER CLASSES OlJT OF RANGE 161 
8032  WRITFf  I lJYnUT,9072)  N P I N  
0032 F 0 R Y 4 T ( 4 8 H  TMPROPFR NIJMRFR OF NORZERO PRIOR P R O B 4 B I L I T  IES I 6 1  
GO Tn 2 0 3 5  
GO Tn 2 0 2 5  
Gn Tn 2 0 3 5  
GO TO 2 0 3 5  
8031 WRITE( I U N n U T 9 9 0 3 7 )  UCOFF 
0 0 3 3  FORMAT(70H !.JCOEF DUT OF RANGE G14.6) 
5 0 3 5  WQ I T € (  I U N n U T r 9 C 3 5 f  T U T I L F  
90’35 FDRMAT(33H U T I L I T Y  FIJNCTION CHOICE I L L E G A L  I 6 1  
r,n TO 20?5 
r,n TO 2 0 ? S  
8038 WQ I T F (  IUNClUT99075) P 
5 7 5  
5 7 6  
5 7 7  
57E 
575 
5 0 c  
5 0 1  014 
5 8 2  
5 8 3  8 1 6  
5 8 4  e17 
5 8 5  0 1 9  
5 8 6  
5 8 7  e 2 1  
5 e e  
590 
5 0 s  
5 9 1  
5 9 2  
5 9 3  
5 9 4  
5 9 5  
5 5 6  
5 9 7  
5 9 e  
59  9 
6 C C  
6 0 1  
6 0 2  
6 0 3  
c c 4  
6 0 5  
6 0 6  
6 0 7  
6 0 0  
61C 
6 1 1  
E l  2 
6 1  3 
6 1 4  
6 1  5 
6 1 6  
0 1 7  
6 1 8  
6 1 5  
6 2 0  
6 2 1  
6 2 2  8 2 3  
6 2 3  
6 2 4  
c 2 5  8 2 5  
6 2 6  
6 2 7  
6 2 8  e 2 7  
6 2 5  
63C 
6 3 1  0 2 9  
6 3 2  
6 3 3  
6 3 4  e 3 1  
6 3 5  
6 3 6  
6 3 7  e 3 3  
6 3 8  
635 
64C 0 3 5  
c o s  
45 
907F F n R Y 4 T ( ? ? H  I L L E G A L  INPUT PRIOR PROBABIL ITY  GZ4.6) 
5 0 5 0  WQ I T F f  I U K n U T t 9 C 5 0 )  
G@ Tfl 2035 
9050 FORY4T(5?H ILLEGAI.  CY4RACTER USED TO INPUT A GENERATOR FOR DPG) 
GO Tfl 20'5 
8060 W" I T F (  IUNf lUTt90hO)  
-90150 FflRMATI 28H GENERATORS NOT INDEPENDENT 
GO Tn 2075 
8070 WR!TFI TUNnUT,9070) 
9 0 7 0  FORMAT(45H I L L F G A L  CHARACTER USED TO INPUT BLOCK EFFECT 1 
Gfl TO 2035  
A140 Y P T T F l  l U N O U T t 9 L 4 0 )  
9 1 4 0  FflRMAT(2OH I N V A L I O  NO, QF DPGS 
8 7 5 0  WPITFf  l U N O U T t Q 1 5 0 )  
9 ' 5 0  FORYAT(26H I N V A L I D  Nn, OF CENFRATORS 1 
GO TO 2 0 3 5  
GO Tfl 2 0 3 5  
4760 W R I T F (  T U N n U T t 9 l h O l  
9360 FnPMAT(27H STOPPING PRO0 OUT OF RANGE ) 
8770 WR TTF( IUNnUTt91.70)  
GO Tn 2 0 7 5  
9'70 FORMATf29H I N V A L I I )  Nne OF BLOCK EFFECTS 1 
GO Tn 2035  
8 7 R O  W Q I T F (  T U N ~ U T I ~ I R O )  
9 ' R O  FODW4T(??Y BLOCK FFFECT PRO8 OUT OF RANGE ) 
GO i n  2015 
EN n 
JTCFTC L IN€R 
SURRflUTINF L I N F ( J 9 I J )  
CcIMYflN /Br)ATA /POHFR S ( 1 1 ) t  I ALPHA ( 9 )  v A L P H A ( 1 0 )  1 1  U N I N t  IUNOUTt MASKKt NEG 
CnWMflN /B' / 
C"MMON/LTNX/ XNf lUT(5)  rHOLOUT(9 )  r F A C ( ' 4 v 9 )  
O I M C N S  ION M J l l Y C R  / 9 ) r R L 4 Y K 1 3 )  rRLOCKS(4) 
DATA( RLIICKT( 11 ,1=? ,4 )  /hHCONFflUt6HNDED W t 6 H I T H  BLv6HOCKS / 
0 4 T A (  B L A Y Y ( 1 )  t I = 1 , 3 )  ffl77777760606Ot0606060777777t6H / 
NFAC rNCLA5StNN*NDPG, PBAYES? I R U N t  PBAYEX 9 I U T  I L F t  UTSWCH 
nATA(XNIJW€R( I 1  p T = 1 t 9 )  / f l605402777777, 0 7 7 7 7 7 7 6 0 5 4 0 2 ,  
x n 6 0 = 4 c 3 7 7 7 7 7 7 ,  1 -1777777605404~ 0 6 0 5 4 0 5 7 7 7 7 7 7 .  0 7 7 7 7 7 7 6 0 5 4 0 6  
X V h 0 5 4 C 7 7 7 7 7 7 7 ,  0 7 7 7 7 7 7 6 0 5 4 1  0, O 6 0 5 4 l l 7 7 7 7 7 7  / 
04TA MACK/O9/ ,2€90/6H O* /vGCEAN/hHG MEAN/ 
FOUIVALENCE ( X t 1 x 1  t ( Y r I Y  1 
c 
C*+********+ *****0****+****~********************************************  
T X =  I 
I F (  T X o  FQoO 1 HR I T F  ( I U N O U T t 5 0 0 5 )  ZEROtGMEAN tu 
r F (  TX,FQ.OI PFTURN 
PIF= N F a c  
JJ=l  
hlFl  zNF-3 
nn 100 J = ? , N F l , t  
h(F= NF-? 
V=4NOf M A S K , X I  
I Y = I Y + l  
GO TO ( 2 0 * 4 0 r 6 C t S O ) t I Y  
r 
2 0  XNOIITI JJ )= R l  A N K ( 3 )  
HOLnlJT(J )=  B L A N K ( ? )  
HOLnUT (J + I  1= R LANK ( 7  1 
GO m 5 5  
6 4 1  
6 4  2 
E43 e37 
6 4 4  
0 4 5  
6 4 7  
64 8 
6 4 5  e 4 1  
6 5 C  
6 5 1  
6 5 2  e 4 3  
6 5 3  
6 5 4  
6 5 6  
657  
6 5 5  
6tC 
6 6 2  
6 6 3  
6 t 4  8 5 1  
6 6 5  
6 6 6  
6 6 7  
t 4 t  8 3 9  
6 5 5  e 4 5  
6 5 e  8 4 7  










1 0  
1 1  
1 2  
1 3  
1 4  
1 5  
1 6  3 
1 7  
1 9  
2 c  
2 1  
2 2  
2 3  
2 4  
25 
2 t  
2 7  
2E 
24 
3 0  
l e  
46 
31 
3 2  
3 3  
3 4  
3 5  
36 
3 7  
3 8  
35 
4 0  
4 1  
4 2  
4 3  
4 4  
4 5  
4 6  4 3  
4 7  
4 8  
45 
5 0  
5 1  
5 2  
5 3  
5 4  
5 5  
5 6  
57 
59 
C C  
6 1  6C 
6 2  
6 3  
0 4  
6 5  
6 6  
6 7  
6 8  
65 
7 c  ec 
7 1  
7 2  
7 3  
7 4  
7 5  
1 6  
7 7  
7 8  
7F 
e c  
8 1  
e 2  
e 3  
8 5  
e0  
87  107 
8 9  
S C  
91 
9 2  
9 3  
9 4  
9 5  
96  
9 7  1 2 0  
5 e  
a4 
e e  
47 
a00 CONTINUE 
P5C FORMAT f 4 n X r 5 A 6 )  

















1 0  
11 
1 2  
1 3  
1 4  
I5 
1.5 
1 7  
x e  
1 9  
2 C  1 5  
2 1  2 1  
2 2  
23  
2 4  
2 5  
2 6  25 
27 3 1  
2 1  
29 
3c 
3 1  
3 2  4 1  
3 3  
3 5  
36  
3 7  
3 1  
3 9  
4 c  59  
4 1  
4 2  t 5  
4 3  
4 4  
4 5  6 8  
46 
47 
4 e  
49 
5 c  
5 1  
5 2  
5 3  
a 
3 4  4 a  
’ 00 5 
1007  FqRYAT(7  7HKEXPECTED I J T I L I  TY /18H OVER STOPPING PTS / I H K /  
1004 FflPMAT(17HKEXPFCTEO I J T I L I T Y  /20H AT EACH STOPPING PT I 
7.009 FORMAT ( 1 . H  1 3 , 2 X 9 9 G I 4 0 5 1  
WQYAT ( 1 5 x 9  91 7 X  * A  1 9  6 x 1  1 
I( hX*9614.51  
EM 0 
CTPFTC PERM DEEIJC, 
S~JRRDlI lTNE PERHUT( I A , N * L O G * I S E N D )  
COMMON /ROATA / POWFRS(IZ) 9 I A L P H A l 9 1  9 LLPHA( 10 1, 
COMMON 107 / NFAC9NCL4SSVNN 9NOPG 9 PBAYES 9 IRUNpPBAVEX , I U T I L F I  UTSWCH 
CO M W N  /52/ 
YMTEGFR POWFR S,OPG*BLOCU 
FQIJIVALENCE 
QIMFNSION T 4 ( 1  ) t Y A S K 1 ( 1 5 1  rMASKZ(25)  
FOUTVALENCE IMASK.IIPOWERS(Z)) 
OATA( MASK?( I 1  9 f ~ l . 9 9 ) / 0 7 7 7 ? 7 7 ~ 7 7 4 9 0 ? 7 7 7 7 7 7 7 7 ~ 9 0 7 7 7 7 7 7 7 7 6 3 r  
X IIJNYNv IUNOUT, HASKI NEG 
DP G ( 1 2 R  9 3 ) 3  1 9 BLOCK I I 2 8  932 1 9 IDPG 13? 1 9 NBLOCK(32)  9 I P( 9 1 9  
X I D (  “ 1  9 NSUB I ( 9 )  rLPERM( 9 )  9 I I 1 1 0 1  9 PSTOP (32  1 9 WT(32 1 ,PSUCX 1 3 2  1 9 PSIJH( 32)  
L O G I C A L  LOG 
( X  9 1 x 1  9 (SI , I  S )  9 1  S J g J S I  
X P 7 7 7 7 7 7 7 7 4 7  9 0777777771 7,07777777637 907777777477 9 
x 1777777777 77.07777776177 
c 
r, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
NT=N 
I F f N T - 1 )  E‘00*500,5 
5 I F ( , N ~ T ~ L ~ G )  GO TO 20 
no 1 0  K=?,NT 
T p ( K ) =  0 
T n ( K ) = ?  
’ 0  CONTINL‘F 
LOG= o FALSE” 
r 
c * 9 * * * * * * * * * * * * 9 * * * * * * * * * * * * * * ~ * ~ * ~ * ~ * * * * * * * * * * * * * * * ~ * * * * * * * * * * * * * * * * * ~ *  
3 C  K = O  
3 C  14= T P I N T )  + I D ( N T )  
I P ( N T ) =  IO 
40 I O l N T  ) = - 7  
(-5 
5 C  NT=UT-1 
I F (  TQ-NT) @ 0 9 4 0 , 0 0  
IF( NT- i 1 EO, 6 ’ 3 9  5 0  
GO Tr) 3 0  
L P G =  07RIJF, 
GO Tn 1 5 c  
h C  T O = ’  
90 I F 1  IQ) 1 , 5 0 9 8 5 9 1 5 0  
R +  I D ( N T l = l  
K =  K + 1 ,  
CO TO 4 5  
c 
t * * * * * * * * * b * * * * * * * * * * * ~ * * * * * ~ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~ * * * * * * * * * *  
‘50 T Q =  1 Q t K  
I =  I h (  10) 
TA( IO)= I A ( T Q + I )  
I 4 (  T Q + 1 1 =  I 
I ? =  TSFFln+IQ 
Y ? =  M4ZKXf I ? )  
IW 400 I=T,NnpG 
M I =  M A S K ? (  TT-7 ) 
M ? =  M45K21 T?-1 1 
r n r = I o P G (  I )  
IS= NiRLncK I r 1 
5 4  
5 5  
5 6  
57 










1 c  
11 
e 
1 2  
1 3  
1 4  
IS 
1 6  




2 2  
23 
2 4  
7 5  
2 6  
27 
2 e  
29 
3 c  
3 1  
3 2  
‘3  
3 4  
3 5  
345 
3 7  
3 8  
3 5  
4 0  
4 1  
4 2  
4? 
4 4  
4 5  
4 6  
4 1  
4 5  
5 0  
5 1  
5 2  
5 3  
5 4  
i e  
4 e  
49 
SlJRROUT I N E  R F M A C H  
C O M M n N  / R @ A T A  / POWERS(13.1 9 I A L P H A ( 9 )  9 ALPHA( 10 
X IUNJINv TUNOUT9 MASK 9 NEG 
CnMMnY /01/ 
CflYMnN / B ? /  
NFAC9NCLASS9NNpNDPG9 PBAYESI IRUNtPBAYFX 9 I U T  ILFIUTSWCH 
O p G  ( 1  ZR 9 3 2 )  ,BLOC K (1 .28  9 3 2 )  9 I D P G ( 3 2 )  rNRLOCK( 32 1 9  I P (  9 1 9  
X T D (  0 )  9 NSlII31 f Q ) rLPERM( 9 1 7  I I (1.0 1 9  PSTOP (32  ) r W T ( 3 2  r PSUlvX ( 3 2 )  9 PSUM( 3 2  ) 
CIJ M WIN /R  ES T/PR OB ( 51 2 ) 9 TI. ( 5 I. 2 ) 9 PR LOC K ( 1.2 8 9 32 9 I S A V E  P ( 9 t 3 3 ) 9 
X U T I L I ’ 1 2 ) 9  V L T S T ( 1 2 R I  9 I I J L I 5 T ( 1 . 2 R ) r  I O D C G ( 4 9 3 2 )  
IYTFGER POWER59 T’9  r)PGp BLOCK 
CnYMON / L  I N X /  XWOUT ( 5 )  *HOLOUT( 9 r F 4 C  ( 1 4 9 9 )  
1 f lC, ICbL UTSWCHinNLV7 
DIYENSION K 2 C Y C L ( q ) ,  KPERY(9)  
I)IMcNSIC)N MASKO(9)  PYASK!. (9: r K K S A V E ( 9 )  
!=flu I V A L  ENCF( MA 5KO 9 POWERS ( 2  
DAT4 
1 
( Mb SK 1. f I 1 ~ 1 9  9) I 0 7 7 7 7 7 7 7 7 7 6  9 0 7 7 7 7 7 7 7 7 7 5  9 @ 7 7 7 7 7 7 7 7 7 3  9 
Y 
x 0 7 7 7 7 7 7 7 F 7 7  / 
077 7 7 7 7 7 7 6 7  90777?7777579f1777777773 7 9 07777777677 9 0 7 7 7 7 7 7 7 5 7 7 *  
EQUIVALFNCE ( X I I X ) ~ ( I S I S I )  r ( J S r S J )  
TIIMFNSION I A L I A S ( I . 2 8 )  VSUMALF (9933)  r S U M V A L ( 3 3 9 3 3 )  
c 
C*******+*** . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ******** 
c 
r: R F M A C I -  SFCTION 1 
c 
f lNLY? = eFAL5F, 
N n P G l =  NDPGt7- 
W T R Y  ONCF (* 1 
N 0 P G l .  = 7 
ONLY1 =*TRUFa 
GO Tn 4 
5 5  
56 
57 
5 8  
55 
60 
6 1  
6 2  
6 3  
0 4  
6 5  
6 6  
67 
68 
6 5  
70 
7 1  
7 2  
l ?  
74 
‘ 7 5  
7 6  
77 
7 0  
7 5  
8 0  
8 1  










1 0  
11 
1 2  
1 3  
1 4  
1 5  
16 
1 7  
l e  
19 
20 




2 5  
26 
2 7  
28 
2 5  
30 
50 
4 9n i o  LL=T,NFAC 
K K S =  I S A V F P ( L L 9 1 )  
KPFRM ( K K S )  =LL 
0 YKS4VE(KKSI=LL  
c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ******** 
r 
0n 2 5 O C  L = I * N D P G l .  
C 
c * * * * ** ** ** * ** * * *** * * ** * * *** *** 4 ** * * ** ** ** * * ** * ** ** * * * ** 1 * * * * * ** * *** ** ** 
c 
C QEMACI'  SECTION 2 
r: 
IF(ClNLY7 1 GO TO 2 5  
NOlJT= L-1 
l F (  NOUToEQsO) WR I T E ( I U N C l U T * 5 0 3 0 )  
I F (  YflUTe NEaO) 
WP I TE I IlJhlOUTp 4090) 
00 7.00 L L z ' r N F A C  
KK S = I S 4 V E P ( L L * L )  
WRITF( I lJNOUT,4095)LL* 
SUYIL  F ( L L  9 L I =  ALPHA (KK SI 
W R I  TE ( I  UNOUT ,5035 1 NOlJT 9 ( I OOCG(K 9 NOUT ) , K = l r 4 )  
7 5 
FAC ( 1  * L L )  (ALPHAfKKS)  
700 CONTINUE 
c 
C********** ************e**** . . . . . . . . . . . . . . . . . . . . . . .  ******+************** 
r 
c: QFMACF SFCTION 3 
t 
no 1 2 0  LLL=I, ,NFAC 
on 1.1.5 K =  L L L ~ N F A C  
G n  TO 7 2 0  
K?CYCL ( L L L  ) =  KPFRM(LLL I 
I F ( K P E R M ( K ) - L L L )  ll5~1.12~1.15 
11 2 KD"RM( IO=  KPFRM(LLL1  
1.1 5 CONTINUE 
' 2 0  COYTTNUF 
c 
C****#***** . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  **************** 
r: 
C REMACF SFCTION 4 
c: 
N F l = N  F AC- 1 
00 1 5 8  L L I . = l r N F 1  
l =  NFAC-LCL 
J =  K ? C Y C L ( I )  
KK= J - 1  
I F ( K K  1 1 5 8 , ? . 5 8 r 1 7 0  
1 7 0  M O T =  Y A S K r ) ( I )  
M O J =  YASKOtJ )  
Y 1 I =  MPSKl(1) 
'41 J =  M 4 S K l . I J )  
c 
c * * * * * * * * * * * * * * * * * *  
r: 
no 1 5 7  ~ 4 =  7 ,NOPG 
I4= IDP F (  L 4  1 
1 4 P  01) 1 5 0  L 5 = ? , I 4  
I F (  14)  1 5 " , ? . 5 ? * 1 4 8  
I X =  D P G ( L q r L 4 )  
SI= ANO(HOI,Y) 
SJ= A N C ( M 0 J v X I  
X =  AND(ANO(M1 I * Y ) v H l J )  
I S = l 4 L ! ? ( K K * S l )  
J q = I A R  C (  K K I  S J  1 
DP G( L 5 91- 4 1 =l X +  I S+ JS 
"=O CONTINL'E 
c 
3 1  
3 2  
33 
3 4  
3 5  
3c 
3 7  
3 8  
39 
4 c  
4 1  
4 2  
43  
4 4  
4 5  
4 6  2 3  
4 7  2 5  
4(!  ? 1  
45 
5 0  
5 7  3 5  
5 2  
5 3  
5 4  
5 5  
5 6  
57 
5 8  
5 5  
6 0  
6 1  
6 2  
c 3  
6 4  
6 5  
6 6  
6 7  
6 8  
6 9  
7 0  
7 1  
7 2  
73 
7 4  
7 5  
7 6  
7 7  
75 
eo 
8 1  
8 2  
7 e  
a 3  
8 4  
8 5  
8 6  
e7 
8 8  
90 
9 1  
9 2  
9 3  e 5  
9 4  87 
9 5  
9 6  
9 7  
a s  
51 
9 8  
99  
10c 
1 0 1  
1c 2 
1 0 3  
1 0 4  
1 0 5  
10.5 1 0 1  
107 103  
10 e 
1 0 9  
1 1 0  
1 1 1  
1 1 2  
1 1 3  
1 1 4  
11 5 
11.5 
1 1 7  
1 1 8  1 1 3  
1 1 9  1 1 4  
1 2 0  
1 2 1  
1 2 2  





1 2 8  
1 2 9  
1 3 0  
1 3 1  
1 3 2  
1 3 3  
1 3 4  
13 5 
1 3 t  
1 3 7  
1 3 8  








147 1 4 8  
1 4 e  
145 
1 5 0  
1 5 1  
1 5 2  
1 5 3  
154 
1 5 5  
156 
1 5 7  
15e 
1 5 5  
16C 





' Q C  
1. Q 7 
163 


















1. 8 3 









1 9 5  
196 




















2 1 7  
2 2  e 
















2 3 1  
2 3  2 
2 3 3  
2 3 4  
2 3  5 
2 3 t  
2 3 7  
2 3  8 
2 3 9  
2 4  0 
24 1 
2 4 2  
2 4 3  
2 4 4  






2 5 1  
2 5 2  
2 5 3  
254  
2 5 5  
2 5 6  
257  
2 5 5  
2 6 0  
2 6 1  
2 6 2  
2 6 3  
2 6 4  
2 6 5  
266  
267  
26  8 
2 6 5  
2 7 0  
2 7 1  
2 7 2  
2 7 3  
274  




2 8 1  
2 8 3  




2 8 9  
2 9 0  
2 9 1  
29 2 
2 9 3  
294  
2 9 5  
296 
2 5 8  
278  
280 
2 8 2  
2 8 4  
2 7 2  
2 8 2  
sa 
3 2 5  
54 
2 9 7  
2 9 9  
3 0 0  
301 
30 2 
3 0 3  
3 0 4  
3 0  5 
306  
3 0 7  
30 e 
3 0 9  
3 1 0  
3 1 1  3 5 1  
3 1 2  
31 3 
3 1 4  
3 1 5  
3 1 t  
317 
3 1 0  
3 2 0  
3 2 1  
3 2 2  
3 2 3  
3 2 4  
325 
3 2 6  
3 2 1  
3 2 8  
325 
3 3 0  
3 3 1  
3 3 2  
3 3 3  
3 3 4  
3 3 5  
3 3 6  
3 3 7  
3 3 8  
3 3 5  
3 4 0  
3 4 1  
3 4 2  
34 3 
3 4 4  
3 4  5 
3 4 6  
3 4  7 
345 
3 5 c  
3 5 1  
3 5 2  
3 5 3  
3 5 4  
3 5 5  
3 5 6  
357 
355 
3 6 0  
3 6  1 
362 
3 6 3  
3 6 4  
2 9 8  
37.8 
3 4  e 
3 5 e  
55 
6 7 0  CnNTINUE 
hF1 C I n U T =  I UL I ST( K S 1 
IJ=-UL r S T ( K S ) * P R  
c c - __ --- - __- - --- --- - - __- - -- - -- -- -- - - - - - - -- -_ --- - --- -- - - - - -- - - - -- - - -- - - - - 
C 
690 PSUMX( I I = P S l J M X ( T I + U  
TfllJT= I CUT- 1 
C4LL  L I N F (  JOUTgUI 
IF( TA 7 0 0 ~ 7 0 0 r 6 9 5  
f 9 5  DO 696 I T A = l r I A  
696 I 41 I A  S ( I I A ) = I  AL I A S ( I I A )-I 
700 CnNTINUE 
?COO CONTTNUF 
CALI  A L I N F ( I A 9  I A L I A S )  
c 
C * t * + * * * * * * * * * * * * f * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
c 
t REMACF SFCTTON 6 
c 
PR4YFX= 0-0 
PSUMX( I)= P S U M X ( I ) * W T ( I )  
PRAYEX= PBAYEX + PSUYX(1 )*PSTOP( I )  
or) T O ? C  I = i * b i n P G  
qUMVAL ( I +I t L  1 = P SUMX( I 1 
I070 CONTINUF 
SUYVAL ( 1  ,L )= PBAYEX 
UR I T F (  IUNflUT* 5 0 0 0 )  PBAYEX 
Wa I T E (  I U N n U T p 5 0 0 5 )  ( I  vPSUMX(1) * I = l r N D P G I  
c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
t 
c RFMACI- 5FCTION 7 4  
c 
TF(L-NDPGI. 1 105C~2700*7700 
J = T S A V E P  ( L L * L + X  1 
7050 nn io70 L L = i  ,NFAC 





t REM4Ck SFCTI f lN  78 
rm ~ O O C  LL=I.,NFAC 
on 1 0 7 ~  L ~ = * , N F A C  
TFIKK S A V F (  ~4 1-LL 1 oqa,’ c75 080 
1.075 K7CYCL ( L L ) =  K P E R Y ( L 4 )  
7 090 CoNTINCE 
7000 CrlVTTNUE 
6(? TO 2000 
t 
c * ** *+** *** * 4 * **** * * * * * **** * ** ** *** 4 ** ** ** **** * **** * * * * ** +* * * * ** 4 *** **** 
c 
c REM4CF SECTION 7 C  
Qfl 901 C LL=1 ,NFAC 
YK 5 4V € f L L 1 =KP E R M ( L L 1 
KPFRMlLL  )=  K ? C Y C L ( L L )  
20’ 0 CONTTNUF 
C 
C******9**********08*****999*********4***************  ************* ******** 
c 
7 5 0 0  CDNTTNCF 
2 7 0 0  IF(ONLYI) PFTIJRNT 
CALL R FCT (NnPG! 9 SUY4LF , SUMVA L 9NF bC) 
R FTI.JR N 
c 
r: *********** . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . .  
3 6 5  
3 6 6  
367 
3 6 5  
3 7 c  
3 7 1  
3 7 2  
3 7 3  4 2 6  
3 7 4  
375 
3 7 6  
377 4 3 6  
3 7 8  
375 
38C 
3 8 1  
3 8 2  
3 8 3  
3 8 4  
38.5 
387 
3 8 8  
384 
3 9 0  
3 9 1  
3 9 2  4 5 3  
3 9 1  
3 9 4  
39 5 
390 
3 5 7  
3 9 8  4 5 4  
345 
4 0 0  
4 0 1  
4 0 2  
40 3 
4 0 4  
4 0 5  
4 0 6  
407 
4 0  P 
4 0  4 
4 1 0  
4 1 1  
4 1 2  
4 1 3  
4 1 4  
4 1  5 
4 1 c  
4 1 7  
4 1 8  
41 9 
4 2  1 
4 2 2  
4 2 3  
4 2 4  
4 2 5  
4 2 6  
4 2 7  
4 2 8  4 5 6  
4 2 9  
4 3 0  
4 3 1  
36 e 
3 e 5  
4 2 0  
56 
5000 FORYAT152HL FDR THF ABOVE PFRHUTATION THE EXPECTED U T I L I T Y  IS 
5 0 0 5  FORYAT(53HK THE EXPECTED U T I L I T I E S  A T  THE STOPPING POINTS ARE. 1 
5010 F O R M A T ( l 6 H  ERROR I N  OUTPIIT) 
50'C FORMAT(70HKDFF I N I N G  PARAMETER GROUP NO. I31  
5 0 2 3  FORMAT (1.H 4 A 6 / 6 0 ( 2 H  * ) I  
5 0 2 5  F t l P Y A T l h S (  2H - 1 )  
5 0 7 0  FnRMAT!77H1 T H I S  MATCHING IS THE BAYES MATCHING ! 
5015 VJRMAT(C2HX T H I S  YATCHING MAXIMIZES THE EXPECTEO VALUE AT THE 129 
4095 FORPAT( I H  169 I X 9 A 6 9 1 9 X 9 A 1 )  
X C 1 4 . F )  
X (?RH D E F I N I N G  PARAMETER GROUP Ilr3X1G1405 1 )  
X I h H  STnPPING P O I N T  4 A 6  1 
4090 FnRYAT(38HKVAR I A B L E  SHOULD BE CALLED 1 
C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ************************* 
C 
t FSRDR MESSAGE 
707 0 WRtTF(  IUNOUTPROIO) 
S O 1 0  FnRMAT(52H PROGRAM ERROR--PREVIOUSLY GOOD DATA HAS BECOME BAD 
TTnP 
E Y D  
4 3 2  
4 1  3 
4 3 4  
4 3 5  
4 3 6  
4 3 7  
4 3  a 
4 3 9  
4 4 0  
4 4 1  
4 4  2 
4 4 3  
4 4 4  
4 4 5  
4 4 6  
4 4 7  
4 4 8  4 5 8  
4 4  9 
4 5 0  




This appendix presents a listing of the major program variables used in NAMER. 





















First nine letters of the alphabet (excluding I) and a blank; used 
for output of optimal matchings. 
Standard- order subscripts of representative members of alias 
sets  confounded with blocks. 
Standard-order subscripts of parameters in d. p. g. 's. 
See section 5 of SPECIAL LEWIS RESEARCH CENTER ROUTINES. 
Hollerith identification of factors. 
Temporary storage for Hollerith output; used in LINER and initial- 
ized in NAMER. 
Standard-order number subscripts of parameters in an alias set, 
besides IOUT, which also maximize expected utility of eq. (6) 
or eq. (7). 
The integers 1 to 9; these are permuted by PERMUT and used to 
indicate optimal matchings for output. 
Indicator vector used in PERMUT. 
Hollerith identification of stopping points. 
Hollerith identification of current problem. 
Number of elements in each d. p. g. (not including identity). 
Subscripts of beginning locations of classes of factors. 
Subscript of parameter which maximizes eq. (6) or eq. (7). 
Indicator vector used in PERMUT. 
Running counter used as indicator of parameters evaluated. 
Optimal matchings. 
Counter for number of parameters in an alias set  with prior pro- 
bability 1.0 of being nonzero. 
Type of run; see section 3 of INPUT DESCRIPTION. 





KPE RM( 9) 
KBCYCL(9) 
LD1, LD2 
LPE RM( 9 ) 












PROB (5 12) 
PSTOP( 3 2 ) 
PSUM( 3 2) 
PSUMx( 3 2) 
SUMALF(9,33) 
Vector of subscripts of parameters in an alias set. 
Variable input unit designation. 
Variable output unit designation. 
Choice of function; see section 7 of INPUT DESCRIPTION. 
Saves permutation vector required to  achieve optimal matching. 
Permutation vector. 
Transposition vector for permutation in KPERM. 
Delimiters for DUMP1 and DUMP2 vectors; see section (5)  of 
SPECIAL LEWIS RESEARCH CENTER ROUTINES. 
Logical variables controlling calls to PERMUT. 
Number of alias sets confounded with blocks for each d. p. g. 
Number of classes of factors; see section 3 of INPUT DESCRIP- 
TION. 
Number of d. p. g. 's. 
Number of factors. 
2NFAC 
Number of factors per class. 
Logical variable set  to .TRUE. if only a single specified match- 
ing is to be evaluated. 
Temporary storage of input prior probability. 
Overall expected utility of best matching evaluated so far. 
Overall expected utility of current matching. 
Prior probabilities of block effects being nonzero. 
Temporary storage used for calculation of n(1 - pi). 
Vector of (1 - pi). 
Probabilities of stopping exactly at each stopping point. 
Expected utility at each stopping point of the best matching for that 
stopping point found so far. 
Expected utility at each stopping point of the current matching. 














Saves expected utilities of various optimal orderings for output 
of summary table. 
Maximum total running time permitted. 
Maximum running time for current case. 
Indicator a r ray  used in finding all distinct alias sets. 
Constant used to define utility function 5; see section 7 of INPUT 
DES CRIPTION. 
Vector of utilities corresponding to choices of parameters indi- 
cated in vector IULIST. 
Maximum of ULIST. 
Temporary storage used in input of utilities. 
Vector of ui. 
Logical variable used to indicate whether utility function 1 o r  2 
or utility function 3, 4, or 5 is being used. 
Weighting values for the stopping points; see section 7 of INPUT 
DESCRIPTION. 
Temporary storage used in LINER for output of numerical identi- 
fication of parameters chosen to be estimated. 
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APPENDIX D 
PROGRAM GENERAL FLOW DIAGRAM 
I R U N  = 20 







I R U N  = IRUN + 1 
PSUMX(1) = 0.0 
(1) Compute alias set of block effect 
(2) Set appropriate T 1  to IRUN 
(3) Compute U(BLOCK, KMAX) 
(4) PSUMXLI) = PSUMX(1) + U(BL0CK. K M A ~ )  
For each block effect: 
I . . .I I,. 
(1) Find aliases of P K - ~  
(2) Set appropriate T1 to IRUN 
I 
Save permutation 
+DO for 2Iz.h I = , NDPG 
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TABLE I. - SAMPLE INPUT F m  PROBLEM 
DESCRIBED IN APPENDIX A 
4 I , - , . I  
+ A % t - +  
+ * + -  
+ +  , e - t  
* ..< , . 
I , , , *  
- + 4  , + +  
. 4 I I . *  
+ +  * t- 
t *if 
- 4 . .  , .*+ 
& , I C +  -
IV 20 PI 22 PI 2 
+ . I  t - t  c 4 , , I I -  t -  
7 I v 10 19 12 1s ib 13 m 11 II IV 20 21 22 2) i 
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TABLE II. - ESTIMATE OF TIME REQUIRED BY PROGRAM - BASED ON 





aEstimated from fig. 2. 
Total time to evaluate all 
permutations, min 
Time required to print 
out results,  min 
Number of d. p. g. 's 
Time to evaluate all 
permutations divided 
by number of d. p. g. Is, 
min 
Total time to evaluate all 
permutations, min 
Time required to print 
out results,  min 
Number of d. p. g. 's 
Time to evaluate all per- 
mutations divided by 
number of d. p. g. ' s  











































9 c  
9B 
9A 
/ - / SubscriDt (9A1) I Probability (F5.5) * 1 
I 1111 












I 1  
One set for 
each d. p. g. 
(911) (F10.0) 
*/ Number in  each class (916) * - 1  
:,/ Number of classes (16) 
J 
1 
Figure 1. - Pictorial representation of data card arrangement. (Asterisk denotes cards which are optional. 
Presence depends on input information contained on earlier cards. ) 











a, ; 1.2 
E 
F . a  
g . 4  
g o  
E 
a, - .4 
mL 
=- -. 8 
.- 













0 Utility function 2 
0 Utility function 3 
- 
- - - Extrapolation - 
-2.4' 
5 6 7 8 9  
Number of factors, 
NFAC 
Figure 2. - Logarithm 
of average time re- 
quired per defining 
parameter group as 
function of number 
of factors and choice 
of utility function. 
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