3
, and e 21 = 10 weeks. We will see that these come from binomial coefficients and that the answer to Question 2 comes from multinomial coefficients.
We organize the paper as follows: In the second section, we will warm up by solving the case n = 4 from scratch, using no sophisticated machinery. Besides resolving the question for New Alarkania State, this will give us an informal preview of some of the notation and theorems coming later. Next, we introduce more formal notation and illustrate it with a larger example, n = 6. We then study the vectors of probabilities and discover multinomial coefficients as the answer to Question 2. With the probability vectors in hand, it is relatively quick to study the expected times and answer Questions 1 and 3. In the final section, we present a symmetric approach that answers Question 3 directly without reference to the answers to Questions 1 and 2.
2 n = 4: How long must New Alarkania wait?
In this section we will work out the case of four players from scratch using only basic probability; however, some of the notation and theory for later will become evident as we go along. As mentioned above, we organize the possible configurations into stages according to the number of teams left; thus we proceed in reverse order from Stage 4 (four individuals, [1111] ) down to Stage 1 (a single team of four, [4] ).
Starting at Stage 4 ([1111]), note that in the first week, one player must lose and join the winner's team. Therefore, the expected time to Stage 3 is exactly e 43 = 1 week. The configuration at Stage 3 is necessarily [211] , one team of two players and two individuals. Now, from [211] , the loser can be one of the players on the team of two, in which case the new configuration is still [211] . (If the winner is the other player on the team, then there is no change at all; if the winner is one of the two individuals, then the loser joins that individual, making a new team of two and leaving the loser's former teammate as an individual.) If the loser is one of the two individuals, however, we will go down to Stage 2. The new configuration depends on who the winner is, but we note first that since there is a 1 2 chance of the loser being one of the two individuals, the expected waiting time is exactly e 32 = 2 weeks.
When 
Starting at [22] and letting one week elapse gives us a similar equation:
Combining these equations gives us a matrix equation that is easy to solve:
Recalling the landing vector of probabilities that we arrive at Stage 2 either in Finally, the total expected time to go from Stage 4 down to Stage 1 is the sum of the expected times at each stage, e 43 + e 32 + e 21 = 1 + 2 + 6 = 9 weeks, or (n − 1) 2 for n = 4. Besides answering Questions 1 -3 for New Alarkania, this small example already showcases several features that will be reflected in larger cases later:
• We depended heavily on linearity of expectation to break the total expected time into a sum of expected times e t,t−1 to go from each Stage t to Stage t − 1.
• that we would first land in each configuration. These landing vectors are the answer to Question 2, but this one small example is not enough to see the general pattern.
• We can compute the expected time to go from Stage t to Stage t − 1 as
where L t is the landing vector of probabilities for the configurations in Stage t, A t is the matrix of internal transition probabilities between the various configurations in Stage t, and 1 is a column vector of ones of the appropriate length.
• In this small example, the expected times were all integers, e 43 = 1, e 32 = 2, and e 21 = 6. That won't generalize, but they will follow a most interesting pattern. (We invite you to guess it now, with the reminder that the times for the case n = 5 are e 54 = 1, e 43 = Keeping the lessons from n = 4 in mind, we now move on to address the general problem.
Notation and examples
Fix a value of n. We will consider the various partitions of n to be the states of the system. We will use both partition notation, where we list the parts as n 1 + n 2 +· · ·+n k , which we will abbreviate as n 1 n 2 · · · n k , and vector notation, where we list the number of parts of each size as (r 1 r 2 · · · r k ), so ir i = n. (When using vector notation, we will always assume that the last entry is nonzero.)
Let S(n, t) be the set of partitions of n in t parts, i.e. the set of all possible configurations at Stage t. Then the set of all partitions of n is ∪ n t=1 S(n, t). We list the sets S(n, t) in reverse order from t = n to t = 1, and we assume that each S(n, t) is given a consistent internal ordering.
For example, let n = 6. Then the states in partition notation are Let P be the probability transition matrix between the various possible states. Then P is block upper bidiagonal, where each diagonal block is A t , the probability transition matrix from states in Stage t to each other, and each superdiagonal block is A t,t−1 , the probability transition matrix from states in Stage t to states in Stage t − 1.
For n = 6, using the ordering above, we have the following matrix: 
Probability vectors and multinomial coefficients
We define the landing vectors L t recursively as follows. First, we set L n := (1) since we must start in Stage n in state (n). Now, for n ≥ t ≥ 2, assume that we start in one of the states in Stage t with probabilities given by the entries of L t . We then define L t−1 to be the row vector whose j-th entry is the probability that our first arrival in Stage t − 1 from Stage t is in the j-th state in Stage t − 1. Thus, in the example above with n = 6, we have
, and
, because when we move from Stage 5, necessarily starting at (41) (in vector notation), to Stage 4, we have a To calculate the L t 's, we define P t,t−1 to be a matrix in which each row corresponds to a state in Stage t and each column to a state in Stage t − 1. Entry (i, j) in P t,t−1 is defined to be the probability that, given that we start in state i in Stage t, our first arrival in Stage t − 1 is in state j. By a similar derivation to the one we used in the example with n = 4 above, we have
where I is the identity matrix of appropriate size. (This is also a standard result in the theory of Markov chains; see Theorem 3.3.7 in [2] .)
We can now compute the L t 's recursively:
For example, with n = 6, we have and so on.
We define V S(n, t) to be the vector space whose basis is the set of partitions S(n, t) in Stage t. Using vector notation for partitions, for
we define the multinomial coefficient
(Undergraduates will recall multinomial coefficients from combinatorial exercises about rearranging the letters of words like MISSISSIPPI; see Section 5.4 in [1] for details.) Finally we define the vector u t ∈ V S(n, t) by
m r r and consider it as a row vector whose entries are the m r 's. We can add the entries of a vector by multiplying it by 1, the column vector of appropriate size whose entries are all ones.
Remark 1
The sum of the coefficients of u t is
Proof. One way to list the partitions of n into t parts is to make a line of n pebbles and then insert t − 1 dividers into the n − 1 spaces between the pebbles; there are n−1 t−1 ways to do this. However, most partitions will be counted multiple times in this list since the parts can appear in any order. In fact, the partition r = r 1 r 2 · · · r k ∈ S(n, = L 3 , and the same is true for the other u t 's and L t 's. This elegant pattern for the landing vectors is the answer to Question 2, but we need several more theorems to justify it. The first two state that the u t are eigenvectors for the probability transition matrices A t , and they are also "chain eigenvectors" in the sense that u t A t,t−1 is a scalar multiple of u t−1 :
We will discuss the proof of Theorem 2 below.
Corollary 3 u t is a left eigenvector for the matrix (I − A t ) −1 with eigenvalue
.
Surprisingly, in our work later, we will only use the fact that u t A t,t−1 is a multiple of u t−1 ; the actual value of h t is immaterial. We will explain this after Theorem 8 below.
The proof of Theorem 2 (respectively, Theorem 4) depends on some careful combinatorial bookkeeping. We will suppress the computational details of the proofs, partly because of the tedium involved and partly because we have an independent way to answer Question 3 that we will present in full detail later. Instead, we will just give a sketch here and then illustrate with a numerical example.
The main idea of both proofs is to track which states s ∈ S(n, t) (respectively, s ∈ S(n, t − 1)) can be reached directly from which states r ∈ S(n, t), which we denote by r → s. For r → s, we define δ(r, s) to be the number of possible winner-loser pairs in state r that will take us to state s, that is, the numerator of the corresponding entry in A t (respectively A t,t−1 ), where the denominator is n(n − 1).
The key step in the proof of Theorem 2 is then to switch from summing over r to summing over s: 
The work is in justifying the second to last equality above that {r:r→s} m r δ(r, s) = t(n − t + 1)m s .
This requires several pages of unenlightening calculation. The proof of Theorem 4 is similar, and similarly tedious. We have spared you the full details, and instead we will illustrate with a larger concrete example. Let n = 10 and t = 4; then in partition notation we have We can now justify our answer to Question 2:
Theorem 5 For all t, the landing vector L t is the normalized u t , that is,
Proof. First, we note that L n = (1) = u n . Proceeding downwards by induction, we assume the theorem for L t and show it for L t−1 :
This shows that L t−1 is a scalar multiple of u t−1 . But since we know that L t−1 is a probability vector, i.e., that its entries sum to one, we must have that
as desired.
Remark 6 The proof of Theorem 5 gives an alternate way to find u t 1.
Proof. We can find a relationship between u t−1 1 and u t 1:
is a probability vector
by definition of d t and h t
This gives us the recursive system
confirming our result from Remark 1.
Expected times
We are now ready to answer Questions 1 and 3. Recall that L t is the row vector whose j-th entry is the probability that our first arrival in Stage t−1 from Stage t is in the j-th state in Stage t − 1. We define e t,t−1 to be the expected time from our first arrival in Stage t to our first arrival in Stage t − 1. We have an immediate answer for Question 1.
Theorem 7
Proof. When we worked out the case for n = 4 we derived a formula for e t,t−1 that clearly generalizes to larger cases. (This is a standard result in the theory of Markov chains; see Theorem 3.3.5 in [2] .) We proceed from that formula:
by Corollary 3 and Theorem 5
We now just add the times at each stage to answer Question 3:
The expected time to the final state is (n − 1) 2 .
Proof. We use a partial fraction expansion:
One slightly surprising element of the proofs above is that we never used the formula for the "chain eigenvalue" h t from Theorem 4. (We did use the value of h t in the proof of Remark 6, but Remark 6 was not used to prove anything else.) This is less surprising when we realize that the value of h t can be derived from the value of d t by the following method, which is independent of the formula in Theorem 4. Note that the row vector L t A t A t,t−1 gives the complete set of probabilities of landing in the various states in Stage t and Stage t − 1 one step after landing in Stage t. As such, the entries this row vector add to one. But we can calculate this vector:
Therefore,
(ut−11)ht ut1 1 = 1 by the calculations immediately above
since L t and L t−1 are probability vectors
Thus, d t and h t are dependent on each other, and if we use a particular value of one, then we are also implicitly using the corresponding value of the other. And note that the value of d t did indeed play a key role in the proof of Theorem 7 above.
A symmetric approach
Although we think the answers to Questions 1 and 2 are interesting in their own right, we can derive the answer to Question 3 independently without going through the calculations above. In particular, this method does not rely on the omitted proofs of Theorems 2 and 4. We start with n players, each of whom initially represents a different field. We arbitrarily choose one field to focus on, say, statistics. At any point in the game, we define a set of random variables x 0 , . . . , x n , where x i represents the number of future wins by statisticians, given that there are i statisticians currently remaining. (Note that it does not matter what the configuration of the other n − i players into teams is.) We have easy boundary values: x 0 = 0, since if statistics has been wiped out as a field, then there can be no future converts to statistics; and x n = 0, since if everyone is now a statistician then the game is over.
We now set up a system of equations for the other x i , 1 ≤ i ≤ n − 1. In each round, there are n(n − 1) choices for the winner and loser. With i statisticians currently, there are four possibilities for how the winner and loser can be arranged with respect to the statisticians:
1. Both winner and loser are statisticians. There are i(i − 1) ways this can happen. The number of wins by statisticians has gone up by one, and the new expectation at the following round is again x i , since we again have i statisticians.
2. Only the winner is a statistician. There are i(n − i) ways this can happen. The number of wins by statisticians has gone up by one, and the new expectation at the following round is x i+1 , since we then have i + 1 statisticians.
3. Only the loser is a statistician. There are i(n − i) ways this can happen. The number of wins by statisticians is unchanged, and the new expectation at the following round is x i−1 .
4. Neither the winner nor the loser is a statistician. There are (n − i)(n − i − 1) ways this can happen. The number of wins by statisticians is unchanged, and the new expectation at the following round is again x i .
This gives us the following equation:
Mercifully, this simplifies rather dramatically:
This gives us a linear system for the x i 's:
. .
. . .
We denote the (n − 1) × (n − 1) matrix on the left by M n . It is an amusing exercise to compute M −1 n ; for example, with n = 6 we have
5 4 3 2 1 4 8 6 4 2 3 6 9 6 3 2 4 6 8 4 1 2 3 4 5
The pattern in the right-hand matrix is that the (i, j)-entry is i(n−j) for entries above the main diagonal and j(n − i) for entries below. In other words,
To answer Question 3, we need to know the expected number of future wins by statisticians at the very start of the game. We start with one statistician, so we solve our system for x 1 using the first row of M −1 n :
We have just computed the expected number of total wins by statisticians. By symmetry, every other field expects the same number of wins, so the total number of rounds of the game (again, exploiting linearity of expectation) is
2 . This confirms our answer to Question 3 from the small games and the derivation in the previous section.
Finally, we address the temptation to hope that a Markov chain with such a nice expectation might also have an interesting variance. Following Theorem 3.3.5 in [2] , we can compute the variance of the time to absorbtion via the matrix N := (I − A) −1 , where A is the submatrix of P obtained by deleting the final row and column, which correspond to the absorbing state. We then define the column vector τ := N 1 (the expected time to absorbtion from each state), and let τ sq be the column vector whose entries are the squares of those in τ . Then [2] tells us that the variance of the time to absorbtion is the first entry of the vector τ 2 := (2N − I)τ − τ sq .
For n = 2, 3, 4, the variances turn out to be 0,6, and 32, raising the hope that an interesting sequence of integers might ensue. Sadly, for n = 5 and n = 6, the variances are 890 9 and 469 2 , respectively. We challenge you to discover, prove, and interpret the general pattern! Summary Consider a system of n players in which each initially starts on a different team. At each time step, we select an individual winner and an individual loser randomly and the loser joins the winner's team. The resulting Markov chain and stochastic matrix clearly have one absorbing state, in which all players are on the same team, but the combinatorics along the way are surprisingly elegant. The expected number of time steps until each team is eliminated is a ratio of binomial coefficients. When a team is eliminated, the probabilities that the players are configured in various partitions of n into t teams are given by multinomial coefficients. The expected value of the time to absorbtion is (n − 1) 2 steps. The results depend on elementary combinatorics, linear algebra, and the theory of Markov chains.
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