Autonomous vehicles operating in GNSS challenged urban environments are prone to uncorrelated multipath effects in multiple satellite channels. In addition, the increasing number of GNSS satellites due to the addition of new constellations increases the probability of multiple satellite faults caused by broadcast anomalies. We propose a graph-based Simultaneous Localization and Mapping (Graph-SLAM) framework to perform multiple GPS Fault Detection and Isolation (FDI), in particular, satellite faults due to broadcast anomalies and received signal faults due to multipath.
INTRODUCTION
Recently, there has been a wide-spread utilization of GNSS-based navigation system for autonomous applications [1] such as self-driving ground vehicles [2] and Unmanned Aerial Vehicles [3] . Assessing the probability of GNSS satellite fault is a wellformulated framework in the context of aircraft navigation. However, autonomous vehicles operate in unpredictable conditions, which leads to additional challenges [4] . Some of the major challenges described in [5] include static infrastructure such as buildings and thick foliage as well as dynamic obstacles such as traffic and pedestrians.
In particular, this work is focused on two major faults experienced by Autonomous Vehicles (AVs), namely, satellite and received signal faults. Satellite faults [6] occur due to the anomalies in different GNSS segments i.e., receiver malfunction in user segment, clock anomalies in space segment and satellite broadcast anomalies due to control segment. The space and control segment based anomalies require a few hours to be rectified due to the lack of satellite visibility from the ground station. Some of the most recent real-world incidents reporting satellite faults are listed as follows: non-standard codes were transmitted by a satellite (SV49) [7] in 2017 and wrong timing offsets were broadcast by multiple satellites [8] in 2016. In addition, detailed documentation regarding various satellite faults that have occurred in the past decade are listed in the literature [9] .
Received signal faults occur due to the presence of dense tall buildings in urban areas which cause satellite blockage and multipath effects in multiple satellites. Recently, a drone inspecting the Millenium Tower in San Fransisco dropped from the sky due to the loss of GPS signal [10] . Unlike satellite faults, these received signal faults are more frequent and therefore, require constant monitoring. Urban navigation and the increasing number of GNSS satellites due to multiple constellations such as GPS, GLONASS, Galileo and Beidou also increases the probability of multiple faults [11] .
Traditional Multiple Hypothesis Solution Separation (MHSS)-based RAIM algorithm utilize ranging information from redundant (> 4) satellite signals to assess the receiver integrity [12] . Considering a prior hypothesis of having multiple faulty measurements simultaneously, MHSS RAIM evaluates the separation between position estimated by considering all satellites in view and position computed by excluding the hypothesized faulty satellites. However, with the increase in number of satellites, the implementation of MHSS RAIM becomes quite computationally expensive. While these traditional methods show promising results for applications in civil aviation, they are not directly applicable for AVs that navigate in urban areas with limited number of non-blocked satellites and the presence of uncorrelated multipath in multiple satellite channels. There is a need for reliable framework to detect and isolate multiple satellite and/or received signal faults associated with each satellite.
We propose to perform multiple GPS Fault Detection and Isolation (FDI) by utilizing Simultaneous Localization and Mapping (SLAM) framework. Our SLAM-based FDI not assesses GPS faults associated with each satellite individually but also effectively isolates them to accurately estimate the Position, Velocity and Time (PVT) of the receiver.
The rest of the paper is organized as follows: Section II describes our SLAM-based FDI algorithm and its key characteristics; Section III experimentally validates the performance of our algorithm in detecting and isolating multiple faults while accurately estimating the receiver location; Section IV concludes the paper.
SLAM-BASED FDI
In this section, we provide an outline of our architecture and later explain the algorithmic details and initialization conditions. Our proposed Grpah-SLAM framework detects and isolates multiple faults caused by satellite broadcast anomalies and multipath effects. Orange stars denote the GPS satellites which are considered as landmarks. Blue triangles indicate the trajectory of GPS receiver estimated using our SLAM-based FDI and gray triangles indicate trajectory of the GPS receiver propagated via motion model. SLAM [13] is a well-known technique in robotics. It utilizes sensor measurements to estimate the landmarks in an unknown three-dimensional (3D) map while simultaneously localizing the robot within it. Analogous to this, we design a Graph-SLAM [14] framework, where the robot is our GPS receiver and the GPS satellites are considered as landmarks in the map. We aim to simultaneously update the PVT of receiver and landmarks in the map i.e., satellites. Our algorithm utilizes sequential measurements to tackle multiple faults without increasing the computational complexity. We define fault as the probability of large unacceptable errors associated with each satellite caused by broadcast anomalies and multipath.
Our Architecture
We propose our SLAM-based FDI architecture, shown in Fig. 1 , to detect and isolate multiple faults. The details are described as follows 1. Firstly, we initialize our graph using PVT of the receiver and satellites computed via existing GPS algorithms [15] .
2. We obtain measurements from different modules which include receiver motion model, satellite orbital model and pseudoranges corresponding to the GPS satellites in view. These measurements are provided to Graph-SLAM module.
3. In Graph-SLAM module, we optimize the total error using an M-estimator-based cost function. The total error comprises of terms that represent the error in GPS measurement model, receiver and satellite dynamics weighted by the corresponding fault probability computed at the previous time instant. 4 . Next, we execute optimization in two stages: one is tracking which minimizes the cost function on a couple of the most recent time instants; the other is mapping which we perform periodically, to globally minimize the cost function across all time instants. The outputs from this module are the PVT of receiver and satellites.
5. For each satellite, we individually compute the fault probability by evaluating the test statistic against the empirical cumulative distribution computed on-the-fly.
6. Based on the fault probability associated with each satellite, we repeat the above steps to iteratively build the graph by simultaneously localizing the PVT of receiver and satellites.
Input Measurements
The measurements provided as input to our Graph-SLAM are explained as follows
GPS Signal Model
The digitized baseband i th satellite s i {τ } composed of a low-rate navigation bit sequence D i {·}, a unique L1 C/A code sequence G i {·} with a chipping rate of f C/A = 1.023 MHz and a residual sinusoidal carrier sequence exp{·} is given by
where i using existing algorithms [15] , we obtain the transmit time corresponding to each satellite signal. Thereafter, at time instant t, we compute pseudoranges ρ i as
where c denotes the speed of light, p = [x, y, z],ṗ = [ẋ,ẏ,ż], cδt and cδt are the receiver 3D position, 3D velocity, clock bias and clock drift respectively such that
] t are the i th satellite position, velocity, clock bias and clock drift corrections respectively. In addition, cδt i atmos denote the atmospheric errors caused due to ionospheric and tropospheric effects, cδt i mp represents the errors induced due to the presence of multipath (if any) and η i represents the additive white Gaussian noise (AWGN).
Receiver Motion Model
We consider a constant velocity motion model g(.) and address the vehicle accelerations using a dynamic process noise covariance Q given byX whereX t = AX t−1 andΣ t = AΣ t−1 A T + Q t−1 are the receiver state and covariance matrix at t time instant predicted by the receiver motion model. u R,t denotes the control input by the vehicle on which the receiver is mounted to maintain a constant velocity motion. Also, σ = [σṗ, σṗ, σṗ, σċ δt ] and σṗ = 1 + 250/(min(max( ṗ 2 , 5 2 ), 25 2 ))
The dynamic process noise model captures the intuition that it is more difficult for a vehicle's velocity to change when its speed is large as compared to when its speed is small. Thus, we determine the coefficients of σṗ from a least squares fit to acceleration time data of a generic vehicle [16] . We obtain the Allan deviation σ cδt of the receiver clock from the manufacturer's datasheet.
Satellite Orbital Dynamics Model
The satellite orbital dynamic model f (.) estimates the position, velocity and clock corrections of each i th satellite. This is computed using the orbital parameters and their corrections obtained by decoding the transmitted navigation message [17] .
Our Graph Formulation
Each layer in our graphical framework consists of units called "nodes", as seen in Fig. 2 . The orange nodes represent the measurements received whereas the blue nodes indicate the unknown states to be estimated. The functionality of various nodes are described as follows 
Graph-SLAM Module
In our Graph-SLAM module, we execute optimization in two stages: one is tracking and the other is mapping. In tracking, at each instant, we optimize the cost function on a couple of most recent time instants to obtain the corresponding PVT of both the receiver and satellites. In the back-end mapping, we perform global graph optimization by minimizing the cost function over all the time instants.
Error-based cost function
Different proposed SLAM algorithms [18] in robotics rely on minimizing the least-square residual-based cost function by modeling these errors as a Gaussian distribution. However, during GPS satellite faults, the errors in outlier measurements exhibit large tails that no longer follow a Gaussian distribution. Therefore, we utilize a combination of Huber M-estimator [19] and a robust redescending M-estimator known as the Tukey bisquare M-estimator [20] to formulate the cost function to be minimized.
The bisquare M-estimator Λ B (x, R), given in Eq. (4) totally rejects the gross outliers while not fully ignoring the moderately large errors. However, this estimator is not convex because of which only local minimum exists. This leads to difficulties in convergence if the initial state is far away from global minimum.
In Eq. (4), k B denotes the bisquare constant and in Eq. (5), k H denotes the huber constant. In addition, x denotes the residual and R denotes the covariance associated with the residual.
In contrast, the Huber M-estimator Λ H (x, R) exhibits global convergence as seen in Eq. (5). However, they have lower accuracy than biquare estimators because they assign equal weights to all the measurement residuals.
To account for the above-mentioned limitations, we switch between the two estimators based on different conditions. During initialization and when the number of satellites ≤ 4 we utilize Huber M-estimator Λ = Λ H to ensure convergence; in all the other conditions, we opt for bisquare M-estimator Λ = Λ B to achieve better accuracy.
Tracking
In the tracking, we optimize the graph at each time instant, using the M-estimator-based cost function e t which consists of three components [21] .
In Eq. (6), Ω i t denote the covariances of the measured pseudoranges of the i th satellite. The first term in the loss function e t , given in Eq. (7), denotes the summation of residual errors between the pseudorange measurements ρ i t and that computed from the GPS signal model h(.) across the satellites in view. In the second term, we compare the receiver state to be optimized with that of the receiver motion model g(.). In the third term, we compare the satellite position to be optimized with that of the satellite orbital dynamics model f (.) deoded from the broadcast navigation message. Thereafter, we carry out optimization on the most recent W measurements to estimate the variablesX t−W :t ,Ȳ 1:N t−W :t .
Mapping
The mapping step is performed to bind the overall drift errors and correct the PVT of receiver and satellites based on global map generated. This occurs at a slower update rate as compared to tracking so as to reduce the overall computational complexity. We execute mapping thread to constrain the drifts and obtain globally corrected estimates of the receiver X 1:t and satellites Y 
Multiple FDI
To detect and isolate multiple faults, we individually compute the test statistic γ i for each satellite, that comprises of two terms: one is the difference between expected pseudorange computed using our Graph-SLAM and measured pseudorange; the other is difference in PVT of satellite estimated using our Graph-SLAM and that obtained using the broadcast ephemeris decoded from the navigation message, i.e.,
In the absence of faults, the values of this test statistic γ i lies on a multivariate Gaussian distribution Γ i ∼ N (.) based on our GPS signal model [17] . Therefore, we formulate our multiple FDI as follows
where mean µ i and covariance ω i are the parameters of Gaussian receiver-independent error distribution. s(θ) denotes the error induced by fault source θ such as multipath, broadcast anomaly and so on. H 0 denotes the null hypothesis that there is no fault associated with i th satellite whereas H 1 denotes the alternate hypothesis that there is a fault. To evaluate this, we consider the most recent M test statistic values and perform an on-the-fly empirical estimation to compute the values of mean µ 
Intuitively, in the presence of fault, our test statistic would lie in the low probability areas of the Gaussian distribution. In our work, we consider 25% area towards the tails of Gaussian distribution to be high fault regions. Based on this, we estimate our probability of fault as
Later, if the value of I i t < 0.55, we utilize its corresponding γ We validate our proposed SLAM-based FDI algorithm in detecting and isolating multiple faults caused due to broadcast anomaly and multipath effects. We also analyze the fault probability associated with each satellite and demonstrate the increased robustness of our algorithm to localize the receiver in the presence of faults.
Our experimental setup is equipped with an AntCom 3GNSSA4-XT-1 GNSS antenna. We collected raw GPS samples at a sampling rate of 5 MHz using Universal Software Radio Peripheral (USRP-N210) equipped with a DBSRX2 daughterboard and connected to an external Microsemi Quantum SA.45s CSAC as shown in Fig. 3 . We considered the constants k H = 4.5 in Huber M-estimator and k B = 3.9 in Bisquare M-estimator.
Experiment 1: Multiple Satellite Broadcast Anomalies
Our first set of experiments are conducted on a moving ground vehicle under open-sky conditions, with 6 satellites in view. During the interval t = 15 s to t = 40 s, we added simulated broadcast anomalies to 3 satellites in view, namely, PRN 7, 11 and 28 thereby inducing positioning errors of 3 km, 13 km and 6 km respectively. This is achieved by manipulating the orbital parameters obtained from the decoded navigation message. Given 4 satellites are required to estimate navigation solution and there are 6 visible satellites, the conventional MHSS RAIM) [12] described in Section 1, fails to detect and isolate all the faulty satellites. Figure 4 : The fault probability I i t associated with i th satellite is shown for 4 satellites, of which PRN 1 is non-faulty and the others i.e., PRN 7, 11 and 28 suffer from satellite broadcast anomalies during the interval t = 15 s to t = 40 s. Our SLAMbased FDI algorithm accurately detects the presence of anomalies which is observed via increase in the faulty probability above I i t > 0.5, as indicated by the red line.
Utilizing our SLAM-based FDI algorithm, we observed that the fault probability I i t , seen in Fig. 4 , increases from an RMSE of 0.28 to 0.57 for PRN 7, 0.36 to 0.81 for PRN 11 and 0.19 to 0.61 for PRN 28 during the presence of fault. In addition, our algorithm also accurately estimates that PRN 1 remains non-faulty at all times with an RMSE fault probability of 0.22. Therefore, we demonstrated that our algorithm not only detects and isolates multiple faults but also accurately estimates low fault probability for the non-faulty satellites. 
Experiment 2: Multipath Effects
We conducted our next set of experiments in Champaign, Illinois by mounting a GPS antenna on the aerial vehicle shown in Fig. 5(a) . To comply with the FAA regulations, we flew the UAV inside a netted cage mounted on the back of a flat-bed truck shown in Fig. 5(b) . In urban areas, our SLAM-based FDI algorithm assesses the fault probability associated with each satellite and also adaptively utilizes this information to simultaneously localize both the receiver and satellites in view.
(a) At t = 60 s (b) t = 74 s Figure 6 : Snapshots at t = 60 s and t = 74 s, which indicate the satellite fault probability computed using our SLAM-based FDI algorithm for 4 satellites namely PRN 8, 9, 22 and 26. Green nodes indicate low probability of fault, i.e., I i t ≤ 0.5 and red nodes indicate high probability, i.e., I i t > 0.5. When the receiver is surrounded by buildings, our SLAM-based FDI accurately detects the 3 satellites prone to multipath.
In Fig. 6 , we showed two snapshots at t = 60 s and t = 74 s, which indicate the probability of fault in each satellite, computed using our SLAM-based FDI algorithm. We plotted 4 out of 8 visible satellites, namely, PRN 8, 9, 22 and 26, with green indicating I i t < 0.5, i.e., low fault probability and red indicating I i t > 0.5, i.e., high probability. At t = 60 s, the receiver is not surrounded by buildings and therefore, all the 4 satellites exhibit low probability of fault as seen in Fig. 6(a) . However, at t = 74 s, 3 satellites namely, PRN 8, 9 and 22 are blocked by tall buildings and therefore suffer from received signal faults. This is accurately captured using our SLAM-based FDI algorithm as seen in Fig. 6(b) . In Fig. 7 , we observed that the conventional scalar tracking, indicated in red, showed large total positioning errors with RMSE 11.18 m and corresponding standard deviation of 33.56 m. However, our SLAM-based FDI algorithm, indicated in blue, demonstrated small receiver localization errors with RMSE 1.93 m and standard deviation of 3.97 m.
