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In this paper we only describe open surface and spherical surface modeling from scattered data. We are in the process of extending TriNURBS to arbitrary topology: first trace out the topology information (a dense triangular mesh) from the potential volume fields using the Marching-cube algorithm [163] , then perform mesh reduction and surface-fitting/edge-alignment, finally construct a G 1 overlap/blend TriNURBS surface with preserved discontinuities [165] , which is an adaptive and multiresolution representation. NURBS were used, we would have to trim a rectangular bi-quadratic (quartic) surface into the airplane shape, or stitch-up several surface pieces; both methods are tedious. surface with detected and preserved edges is given in (c). Another view is given in (d). In dental CAD/CAM, preserving the sharp edges on a tooth is very important, otherwise an upper tooth cannot align tightly with the lower tooth; on the other hand, the sides of the tooth must be smooth, or else the machined crown cannot be put on a specific patient's tooth. Our winged B-snakes represented with TriNURBS seem very promising for smooth surfaces with embedded discontinuities. We are working on merging the triangles in smooth areas for model simplification; also we are starting to work on more complicated objects, such as mechanical parts and medical CT/MRI data of human brains and organs.
Conclusions
In this paper we have proposed a new scheme for modeling and visualizing sparse noisy scattered data that may contain unspecified discontinuity edges and junctions. At first, we use a vector voting technique to infer dense surface/edge/junction potential information. Then we drop a quadratic triangular NURBS deformable surface coupled with active edges in the inferred potential fields. After some energy minimization iterations by adjusting the control points, the discontinuity edges and junctions are automatically aligned and detected, and then preserved by setting the knot configurations in constructing the final C 1 smooth surface. For tasks with high .4 (a) is the shaded display of the range image of an airplane, and (b) shows 900 scattered samples. We apply a Delaunay triangulation algorithm [28] to the scattered data and produce the initial triangular mesh (c), in which some triangle edges severely misalign at the boundary between the wing and the body as seen from the zoomed display in (e). After surface fitting and edge alignment, the edges of the spline triangles align with discontinuity curves in the data and can be detected as shown in (f). Finally, fine-tuning and fairing is performed to give the result in (d). Note that the whole surface is a single quadratic TriNURBS mesh. By contrast, if TP-
where the coefficient c is chosen such that the two terms are normalized to 1 : 5 before the minimization starts. Since the surface-fitting has been done in stage 3 where the smoothness/fitting ratio is 1 : 20, we can now use smaller ratio (1 : 5). To minimize this energy, only small changes of weights are necessary, and we did not observe negative weights occur in our experiments. Initially all weights are 1's, then later they stay between 0.5 ~ 10. We did not use a negative weight penalty term, such as {min(0, w t, b )} 2 . Figure 8 .2 (a) is the shaded display of a dense range image of a pyramid, (b) is the randomly sampled data (400 points) for use in our experiment. (c), (d), (e) display the three volumetric potential fields for surfaces, edges and junctions, respectively (only voxels with potentials below a threshold are displayed). This stage runs for about 10 minutes on a SUN Sparc 10, using three 50x50x50 arrays.
Results
To obtain an initial surface, we regularly split the bounding box of the data points into rectangles and then split each rectangle into two triangles along a diagonal. Which diagonal is chosen depends on which one yields smaller surface fitting energy within this rectangle. Such an initial surface is shown in Figure 8 .2 (f) with misaligned edges and junctions.
Due to the model's local control property, a control point only affects a triangle and its surrounding triangles, so it is reasonable to justify that a local minimization may not sacrifice the global optimality. In our implementation, we adjust only a triangle and all its neighboring triangles at a time, and then move to the next triangle. We use the Levenberg-Marquardt algorithm with numerically estimated gradients. Figure 8 .2 (g) shows aligned/detected edges and junctions after adjusting the control points. (h) is the C 1 surface with edges and junctions preserved by pulling apart or setting collinear knots then adjusting the control points again. Finally, (i) gives the result after the fine-tuning and fairing by adjusting the weights. We can see that the edges in (i) are sharper than (h), which indicates the effectiveness of adjusting the weights for final-stage subtle improvement. The three stages for reconstruction from the potential fields run for about 10 minutes on an SGI/Indigo.
To test the triangular NURBS defined over a unit sphere, we add some samples at the bottom of the pyramid to make it a closed surface, as shown in Figure 8 .3 (a). A triangular tessellation of the unit sphere is given in (b) by subdividing and flipping the diagonals on the faces of a unit cube. The initial surface is specified by a sphere enclosing the data set. After the surface fitting and edge alignment, the C 1 result with preserved edges and junctions is shown in (c). Then, (d) gives the final result after fine-tuning and fairing by adjusting the weights. Every triangle is treated equally, and no pole artifact regions exist at all. This demonstrates the major advantage of TriNURBS over TP-NURBS for modeling spherical data. Previous work using TP-NURBS had to tolerate the pole degeneracy, or use two or more pieces of surfaces and then glue them together. instead of crossing over them. Also, the triangle vertices can move to the local minimum in the junction potential field, making the vertices align with the inferred junctions. Such alignment significantly reduces the total energy or cooperatively improves the surface fitting precision, and we thus do not have to subdivide the triangles into many tiny ones to obtain a good fitting due to the misaligned edges and junctions as in most previous methods.
Building C 1

Surfaces with Edges/Junctions
After the surface patches have been fitted to the data, and the edges and junctions have aligned with actual ones, the detection of discontinuity edges and junctions from the surface is straightforward. We simply need to check the value/derivative differences along the boundary between every pair of adjacent triangles. We normalize the differences by the total area of the pair of triangles. Such locally adaptive thresholding works well. We then check the change of angles between adjacent edge segments along the detected edges, and those vertices with sharp changes are marked as corners, and those with more than two neighbors are marked as junctions. To build the C 1 smooth surface while preserving the edges and junctions, we pull apart the knots in the continuous regions, and allow knots to be duplicate or collinear/co-circular to respect edges/junctions (at first all three knots are duplicate at each vertex). With the new knot configuration, we adjust the control points once more.
Fine-tuning/Fairing by Adjusting Weights
In the above fitting and alignment procedures, we never adjust the weights. The reasons are that we want to exploit the descriptive power of control points as much as possible; there exist much redundancy in the weights (scaling of weights does not change the shape at all), so leaking information to the weights is not desired. Also, adjusting too many parameters is difficult for the minimization routines. We tested adjusting the weights at the same time as moving the control points, the deformation and alignment slow down from 10 minutes to 30 minutes; more memory is also needed for the Hessian matrix in the minimization routine. Due to the c t, b .w t, b multiplication terms, the minimization becomes non-linear. After some experimental tests, we found that if the initial guess is very good, simultaneous adjustment results in a little improvement (about 1~5% further reduction of the total energy), and that if the initial guess is not good, the residual energy may even be larger! Including knots in the minimization makes the situation even worse, since the knots are buried in the quadratic basis functions. In summary, it seems that adjusting control points and weights simultaneously is not always better, or is not worth the cost, even if it can bring slight improvement.
We use the thin-plate energy as the surface fairness measure, which is based on the second-order derivatives. The energy for fine-tuning and fairing is defined as
where w 1 , w 2 , and w 3 are coefficients to balance the effects of the three types of energy, and are chosen by normalizing the above four terms to be 1 : 20 : 5 : 5 before the start of minimization. They bring the four terms to comparable orders of magnitude, and the minimization results are stable with their variations. We adjust the control points to minimize the total energy.
(1) Surface Smoothness Energy Although each triangular patch is a quadratic polynomial which is always continuous, we still need the smoothness energy to minimize the mesh roughness. The smoothness energy is defined in terms of the first-order right-hand derivatives: where the summation is over all triangles and (x,y,z), and the integration is over the barycentric coordinates (u,v) within a triangle. Since the goal of this stage is mainly surface fitting, we simply use the above membrane energy. The more costly thinplate energy based on curvature or second-order derivatives is used in the final subtle modification and fairing stage.
(2) Surface Fitting Energy Inside the surface potential field, the surface patches (wings) flap to reach the local minimum. If the triangle edges cross-over the actual discontinuity edges, the surface energy becomes large; when the edges move to align with the actual edges, the surface energy is reduced. However, we found that the surface energy makes the edges move a little bit, but is not strong enough to pull them to exactly align with the actual discontinuity edges. This is why we shall introduce an explicit edge alignment energy to make the edges become "active" by themselves.
(3) Edge and Junction Alignment Energy Inside the edge potential field, the triangle edges (snakes) can slide to the local minimum so that the triangle edges may align with the actual discontinuity edges,
The above voting procedures are performed for each voxel in a 3D grid, and they can work for any number of surfaces of arbitrary topology. They even work for nonmanifolds. The voting complexity is O(n 3 k) in general, where n is the side size of the volume grid, and k is the number of data points.
Patch Deformation an4 Edge Alignment
From the surface potential field, a triangular mesh can be traced out by the "marching cube" algorithm [163] . Different from the standard marching cube algorithm, the surface to be traced out is now the minimum-potential surface or zero-derivative surface of the potential field, instead of the iso-surface of the potential values. Similarly, the discontinuity curves and junctions can be traced out by marching methods also. However, the mesh is quite dense with each facet being a triangle; the edges and junctions are traced out from separate fields and are not integrated into the surfaces.
Our goal is to obtain a sparse curved surface representation, with the discontinuity edges and junctions preserved in the surfaces. We drop a triangular NURBS surface into the potential fields, and deform the surface to reach minimum energy. Different from previous work, we couple the deformable surface model with the active edge model, so that a fitted surface together with aligned edges will be obtained, and the result gives a compact integrated representation from the three potential fields. Since each surface patch can deform and its edges can slide, we call our model "winged B-snakes".
We define the energy E for the winged B-snakes as follows: If the above domain is a triangulation of the surface of a unit sphere, a closed TriNURBS surface is defined. The only difference is that the summation of three spherical barycentric coordinates are not 1 anymore (it is usually greater than 1), and that three or four knots on a same great circle will produce a discontinuity. Such a spherical representation is very useful in geographical and other applications [141] [155] [156] . Since the TriNURBS are defined over arbitrary triangulations of the sphere, there are no pole artifact as in the TP-NURBS, and the continuity is automatically guaranteed. The simplest case is the tetrahedron tessellation of the unit sphere, in which as few as four triangles suffice to exactly model a sphere. By contrast, to cover a sphere with rectangles, at least six rectangles (the faces of a cube) are required to obtain the continuity, and a set of constraint equations have to be maintained.
Surface Inference
Grouping Stage
The goal of the first stage is to infer dense probability measures from the scattered data, as described in the flow chart in Figure 8 .1 . The input can be points, segments, or patches. In our work, we only use points. The details about the grouping method can be found in [140] .
The idea is to locally enforce the general constraints, which are co-surfacity, proximity, and constancy of curvature. These constraints are encoded into a 3D vector mask. Such a mask, when aligned with an input data site, associates a preferred direction and strength to every voxel in a large volume of space around the input site. By aligning the field with each input site, we produce, at each voxel location, a collection of vector votes. This voting information is then compressed into the second order moments by the covariance matrix, graphically represented by an ellipsoid, or equivalently, by three eigen-vectors. The eigen-values l max , l mid , l min are interpreted as three saliency measures for surfaces, edges and junctions, and the eigen-vectors are used to estimate the surface normals.
In more details, l max -l mid is used as the saliency of a surface passing through a location, since if l max -l mid is large, l max will be large and l mid is small, also l min is small (since l min < l mid ). Thus, there is only one strong vote group here, i.e., the consistency of votes at this location is high. In other words, the probability of a real surface passing through this location is high. Similarly, l mid -l min is used as an edge saliency measure, and l min is used as junction saliency measure.
Note that this grouping methodology imposes no restriction on the number of objects, genus (topology), number of discontinuities, and the algorithm is non-iterative
and efficient. By negating the above three saliency measures, we obtain the potential fields for surfaces, edges and junctions. The minimum potential locations of the three potential fields indicate the existence of surfaces, edges and junctions, respectively.
Triangular NURBS Surfaces
TriNURBS are defined over 2D domain triangulations, and C k-1 continuity can be achieved by k-th degree polynomials defined over the domain triangles. In our work, we consider C 1 surfaces using quadratic polynomials (k=2). Given an arbitrary triangulation of the 2D domain, two additional points are added near each vertex of the triangle [v i , v j , v k ] to provide nine knots for each triangle (two adjacent triangles share six knots). Then from the nine knots, five knots (including the original vertices v i , v j , v k , plus two additional knots) are chosen to form a knot set. Six different knot sets are chosen; and over each set, a basis function is defined.
A basis function B over the 5-knot set K can be defined recursively as follows:
where u is any point in the 2-D domain, a 0 , a 1 , a 2 are related to the barycentric coordinates of u w.r.t. any three knots v 0 ,v 1 ,v 2 ; K\v i is the 5-knot set K minus v i , i.e., a 4-knot set. As the K\v i reduces to only 3 knots, a zeroth-degree B-spline basis function is obtained, which is a flat unit-height triangle:
It can be shown that three collinear knots will result in a crease edge while four collinear knots will produce a step edge. If the nine knots are pulled apart and no collinear knots exist at all, each B-spline basis function automatically becomes C 1 . Linear combination of the six basis functions give rise to a local patch, and over the whole domain triangulation (T triangles) a surface is obtained:
where X is a point (x,y,z) in 3D space, c t, b 's are the scaling factors to the basis functions acting as control points (adjacent triangles may share 3D control points to guarantee C 0 , or share their xy components but not z component to allow a step edge). If a weight w t, b is associated to each control point, the above triangular B-spline surface is extended to triangular NURBS surface:
Note that if all the weights are equal, the triangular NURBS specialize to triangular B-splines; furthermore, if the three pulled-apart knots collapse to be duplicate at each vertex, then the overlap/blend effect among adjacent basis functions disap- have implemented an automatic algorithm for discontinuity detection and surface fitting, which produces dense triangular meshes and discontinuity curves automatically from scattered data. In this paper, we follow the same approach, but upgrade the triangular meshes to triangular NURBS surfaces.
Triangular NURBS (TriNURBS) are rational generalizations of the triangular B-splines [141, 142, 143, 144, 145] , and overcome the shortcomings of tensor-product NURBS (TP-NURBS) [146,147,148] but retain the good properties of local control, automatic continuity, convex hull, affine and projective invariance, completeness, etc. TP-NURBS have a rectangular topology and thus require tedious trimming techniques to handle pole artifacts and arbitrary boundaries; also, to obtain C 1 continuity, the TP-NURBS should be quadratic in terms of both parameters, so the total degree is four (quartic), whereas TriNURBS can model arbitrary topology, and a total degree of as low as two (quadratic) can maintain the C 1 continuity; duplicate knots in TP-NURBS will produce a discontinuity curve across the whole surface, while triangular NURBS can produce discontinuity edges between any desired adjacent knots inside the surface.
Our approach starts with a grouping stage to infer dense potential information from the sparse data. In the second stage, a deformable triangular NURBS surface coupled with active edges is dropped into the potential fields. We call the model "winged B-snakes". After adjusting the control points by a few iterations of energy minimization, the surface (wings) flap to fit the data, and the edges (snakes) slide to align with the actual edges in the data. Then in the third stage, values and derivatives along each edge are checked, so that discontinuities can be detected and preserved in constructing the surface. Finally the surface are fine-tuned and faired by adjusting the weights. An introduction to triangular NURBS is given in Section 2. In Section 3, we explain the principles of our surface reconstruction, with some experimental results given in Section 4. In the last section, we summarize the work and discuss our future research.
[135]Malldai, R., Sethian, J. A., and Vemuri, B. C., "Evolutionary Fronts for TopologyIndependent Shape Modeling and Recovery" parts and the features (such as discontinuity) of the underlying object emerge after applying the Boolean operations.
The assumptions of (1) one underlying object only, and (2) geometrically simple objects without deep (or through) cavities have been the weakness points of the deformable model algorithms. In this chapter, we have presented (1) a hierarchical tree structure, whose nodes are the outer profile of the objects, to represent the objects, and (2) a 3-D G 1 surface representation for the topologically complex object. The assumptions above are lifted, and multiple topologically complex objects can be handled properly.
By applying multiple snakes (or fitting surfaces) simultaneously and Boolean operations, objects can be segmented into independent primitives, and cavities can also be well handled. Our algorithm makes the deformable model much more versatile. We break down the input data points into several disconnected components, each of them standing for an underlying object or sub-object. Each object detected is the result of Boolean operations on its components. The elements of the object extracted first are disconnected and represented by closed B-spline surfaces. A deformable scheme, based on Bézier blending surfaces, is used to connect the elements smoothly, and a smooth surface representation for complex objects can be obtained. The system proceeds automatically without human interaction.
It is difficult to determine the right number of control points for an unknown object ahead of time. Using too many control points might lead to a waste in time while using too few might lead to a result that captures only partial of the underlying object. The proposed algorithm here works when there are not enough control points used, which provides another alternative to simply adding more control points and fitting again.
While our scheme is able to decompose an object into elements, there is no direct relationship between these elements and perceived parts of these objects, and our next step is to segment "real" parts of the underlying object by analyzing the G 1 surface obtained by our current system. very close to one another, which blurs the external energy field. So, there needs some improvement.
The last experiment is to show how to handle the situation when insufficient number of control points are employed during fitting. How to determine the correct number of control points ahead of time is still inconclusive, since it takes higher level information. The number of control points should be enough to capture the global shape; otherwise the fitting surface might just approximate part of the object. In this case, we need to process the residual data points, as is discussed previous sections, and add a connecting surface in between. Alternatively, we can simply add more control points to the first iteration until there are no residual data points left after fitting. The second approach gives a more compact representation than the first one, so we prefer to add more control points. We use the second approach only when the residual data points result from the difference in topology between the fitting surface and the underlying object. An example showing what happens when an insufficient number of control points is chosen is in Figure 7 .14 . In this example, A 10¥12 mesh is employed first to approximate a complex object (Renault part). The fitting surface fails to account for all data points at the first try. Therefore the system automatically fits another 10¥12 mesh to the residual data points, and give two elements (sub-objects) as the result. In this situation, a connecting surface with a total of 16 control points, is added automatically by the system to connect these two elements. Figure 7 .14 (a) shows two separate sub-objects represented by two 10X12 meshes. Figure 7 .14 (b) shows the result with a connecting surface between the two sub-objects. Figure 7 .14 (c) shows the result using a 14X16 mesh.
Conclusion and future work
The deformable model is a compromise between faithfulness and smoothness. With more smoothness, some important features, such as discontinuities, might be blurred. Placing too much weight on faithfulness might lead to irregular or bizarre fitting results. There is always such a trade-off for deformable models. In our algorithm, we prefer more weight on smoothness because we emphasize the outer contour, which can be detected more stably and easily with more weight on smoothness. The inner
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Figure 7.14 Add a connecting surface when the target is divided into two elements due to the insufficient number of control points for the fitting surface. (a) Two elements (10×12) (b) Result of adding a connecting surface (c) Result of adding more control points to the fitting surface (14×16) (16 control points) due to insufficient initial control points
tween surface S1 and surface S2, and the (u,v) coordinates of initial boundary curves are shown in (b) and (d), respectively. In(d), regions 2, 4, 5, and 6 are for the connections with surface S1. There are two connections between surfaces S2 and S3. (c) and (e) show the coordinates on the parameter spaces of the points of surface S2 and surface S3 that are close to the other object and the residual data points. The (u,v) coordinates of initial boundary curves are shown in (d) and (f), respectively. In (d), regions 1 and 3 correspond to the connection with surface S3. In this example, we can see that some connections surround the poles of the (u,v) parameter space, and the initial boundary curves are open curves on the (u,v) parameter space.
The second experiment, shown in Figure 7 .13 , is on Genus 1 real data, which is a teapot. 
Experimental Results
Three experiments are performed here, which show how to extract the elements of the object, and how to have these disconnected elements joined into a smooth G 1 object.
The first experiment is on a synthetic high Genus object, which is a sphere with a cross-like through-tunnel inside. In this cross-like tunnel, there is another bar. Figure 7 .11 shows the data points and the result. (a) shows the data point set, which contains a sphere (positive part as shown in (b)), a cross (negative part as shown in (c)), and a bar (a negative part of (c), and positive part of the underlying object as shown in (d)). (b), (c), and (d) show three surfaces S1, S2, and S3, and are the results after applying the algorithm in [114] . (e) and (f) show two views of the residual data points around the connecting surfaces between surfaces (b) and (c), and between surfaces (c) and (d). (g) and (h) show two views of the objects with initial connecting surfaces. (i) shows the negative part of the object, which results from the difference boolean operation S2\S3. A Boolean difference operation is applied because S3 is a negative part of S2. There are two connecting surfaces (connections) between S2 and S3. Since (i) is a negative part, so difference boolean operation is applied again on S1 and (S2\S3). There are 4 connecting surfaces between S1 and (S2\S3). The results are shown in (j) and (k). space. Compute the center of mass C of the points on the Gaussian sphere. Let O be the origin. Rotate the Gaussian sphere G and make OC pointing towards the North pole, and let the G' be the resultant Gaussian sphere. On G', sample the farthest point along each meridian in the ascending order of the longitude and find its corresponding coordinate on the (u,v) parameter space. Use these points on the (u,v) parameter space as B-spline control points to initialize the boundary curve. Since the longitude increase counterclockwise, we can guarantee that the boundary curve always goes counterclockwise. This is illustrated on Figure 7 .10 . When initializing the surface, we use the residual data points and the surface points. But when fitting the connecting surface, we use the residual data points only to compute the external energy. (a) Two objects, which are well fit already, and two groups of residual data points for the connecting surfaces. (e) Rotate G to make OC pointing at the North pole. Let G' be the resultant Gaussian sphere. Sample farthest data points P f 's along each meridian in ascending order of the longitude as shown in (e), and P f 's go in the counter-clock direction. v (f) Possible corresponding surface points P's of P f 's on object O 1 , which also go in the counter-clock direction. With P's on O 1 and the ordering information, we can initialize the boundary curve between the connecting surface and object O 1 .
nipulate the boundary curve by tuning the control points on the (u,v) parameter space. We have to initialize two B-spline curves on the (u,v) parameter spaces of the two connected elements first, and then construct a Bézier blending surface from the corresponding 3-D boundary curves on the object surfaces.
The initialization of the connecting surface is a non-trivial job. The corresponding curves might be completely different on the (u,v) parameter space even for simple closed curves, such as circles, when they are on different parts of the object surface. An illustrative example shown in Figure 7 .9 .
We initialize the connecting surface as follow:
1. Extract (1) all data points between objects O 1 and O 2 , and (2) the surface points close to the other object.
2. Cluster these points into groups.
3. Get rid of the groups without residual data points. Now, each group corresponds to a connecting surface between O 1 and O 2 .
4. For each group D, extract the surface points on O1 and O2 close to D, and find their corresponding points on the (u,v) parameter space. Map these points from the (u,v) parameter space onto the Gaussian sphere G, which is a unit sphere in 3-D We simply inject the associated 3(M 1 +M 2 ) (in paragraph 7.4.4) variables of the connecting surface to a minimization routine, and the connecting surface will conform to the data points nearby. In our system, we use Powell [98] for minimization.
Initial guess
There are three different initialization routines in the system. They are for 2-D patterns, 3-D objects, and connecting surfaces between the connected part pairs of an 3-D object.
2-D pattern initialization
What we want to obtain is the outer contour of the target at each stage. The concavities of the objects can be detected later by applying Boolean operations. We just need to have the initial snake covering all data points. So, the initial fitting curve should be slightly larger than the target, and it shrinks when the energy is being minimized.
First, we compute the center of mass of the data points, and extract the farthest data point in each sampled direction. The polygon formed by these extremal data points is used as the initial guess. An illustrative example is in Figure 7 .7 .
3-D object initialization
In the 3-D case, we first calculate the center of mass C, too. In order to make the system invariant under translation and scaling, we compute the three eigenvectors of the covariance matrix of the data points, and then use these orthogonal vectors to define a new coordinate system with the origin at C. We define the sampled directions according to this new coordinate system, and find the farthest data point in each sampled direction. With these farthest points, we can obtain a reasonable initial estimate on the data points. An example is shown in Figure 7 .8 .
In both the 2-D and 3-D cases, if there is no data point in the sampled direction, we set the corresponding radius to a predefined constant for the initial estimate of the curve and surface.
Connecting surface initialization
The boundary curve on the element (part of the 3-D object needs to be connected) surface corresponds to a B-spline curve on the (u,v) parameter space, so we can ma- 
Cross-border tangent
In order to construct a G 1 connecting surface, we need the cross-border tangent at each point along the boundary curve C. Figure 7 .5 shows how the cross-border tangent is computed. Let O(u,v) be the surface of the target, and point P be a point on boundary curve C (also on O(u,v) ). We first calculate the normal N p of O at P. N p is always pointing outward, and can be obtained by (∂O(u,v) /∂u)× (∂O(u,v)/∂u) . The boundary curve C always goes counterclockwise in our system. Since the boundary curve C is analytical, the tangent T p of C at point P can be computed easily. The crossborder tangent CT p at point P can be calculated by T p ×N p .
Connecting surface construction
Let P 1,i be a point on C 1 , CT P(1,i) the cross-border tangent at P 1,i , P 2,j be the corresponding point of P 1,i on C 2 , and CT P(2,j) the cross-border tangent at P 2,j . With this information in hand, we can construct a Bézier curve connecting P 1,i and P 2,j , and preserve G 1 continuity at the junctions with objects O 1 and O 2 . Constructing a Bézier curve for each pair of corresponding points on C 1 and C 2 , we obtain a Bézier blending surface. The functional representation of this surface is shown earlier in paragraph 7.4.1.We can scale CT P(1,i) and CT P(2,j) up and down without losing G 1 continuity, which gives the connecting surface more flexibility and degrees of freedoms when fitting.
Suppose there are M 1 and M 2 control points for the boundary curves C 1 and C 2 . For each control points P c , we have three associated variables. Two of them are for the coordinates on the (u,v) parameter space, and one for the norm of the cross-border tangent vectors of the part of the boundary curve constructed by P c .These 3(M 1 +M 2 ) variables are tuned to fit the connecting surface to the data points around.
Determining the outward direction of the surface normal
We always initialize the fitting surface of an object in such a way that (∂O(u,v)/ ∂u)×(∂O(u,v)/∂u) points outwards. But we need to invert the direction when it comes to a negative part of the object. Since our algorithm for the high-Genus object works recursively, a negative sub-part of a negative part is positive, a negative sub-part of a positive part is negative, a positive sub-part of a negative part is negative, and a positive sub-part of a positive part is positive. After the polarities of all elements are determined, we can determine the outward direction of the connecting surface straightforwardly.
Fitting connecting surface to data points nearby
Now, we have the boundary curves C 1 and C 2 for each connecting surface. With C 1 and C 2 defined, the coordinates and the cross-border tangents of C 1 and C 2 can be computed directly.
There are two kinds of energies needed during surface fitting: external energy (which is a measure of the difference between the fitting surface and the collected data points) and internal energy (which is about the smoothness of the fitting sur-Let C 1 and C 2 be the boundary curves of the connecting surface on the two objects. We sample N points from C 1 and C 2 , and N should be large enough for both C 1 and C 2 . There are several steps for the Bézier blending surface construction:
1. We need to determine the correspondence between the sampled points on C 1 and C 2 .
2. We need to compute the cross-border tangent CT 1 and CT 2 for each sampled point on C 1 and C 2 .
3. With the correspondence relationship, and cross-border tangent of the points on both curves, we construct the Bézier blending surface.
4. Because the normal to each surface point might go in two opposite directions, we have to determine which is outward (or inward) when rendering the surface.
After the correspondence between C 1 and C 2 is determined, the two curves can be parameterized by the same parameter, say w. Similarly CT 1 and CT 2 can be parameterized by w, too. The Bézier blending connecting surface can be represented as follows:
We now give details of these steps.
Point correspondence
Let O 1 and O 2 be the objects to be connected. Suppose O 2 is a part of O 1 . O 2 could be a positive part (which is outside O 1 ) or negative part (which is inside O 1 and might be a cavity or a through hole) of O 1 .
Both boundary curves go counter-clockwise as a convention. With this convention, we can determine which part of the object surface is inside the connecting surface, and the direction of the cross-border tangent can be correctly set. How to initialize the counterclockwise boundary curve B is discussed in 7.5.3.
If O 2 is a positive part of O 1 , then the boundary curves of the connecting surface on both elements are going in opposite directions. If O 2 is a negative part, the boundary curves go in the same direction. An example for the positive-part case is shown in Figure 7 .4 . We set variable D to -1 if O 2 is positive, and 1 otherwise. Let K be the offset of curves C 1 and C 2 , and P C1,i and P C2,i , 0≤i<N (N points have been sampled), are points on C 1 and C 2 , respectively. An error function E(K) is defined as follows:
Then find K' that minimizes E(K). With K' and D, the correspondence of the points of C 1 and C 2 can be determined. Point P C1,i on C 1 corresponds to point
Bézier Connecting surface
A connecting surface serves as the joint between two connected simpler elements. It is defined by a 3-D Bézier blending surface as depicted in Figure 7 .4 . First, we initialize two closed B-splines curves (B-snakes [96] ) moving on the B-spline surfaces of the primitives. To be more specific, these two B-snakes are, in fact, tuned on the (u,v) parameter spaces of the B-spline surfaces to fit the connecting surface to the data points in 3-D space. The boundary on the part has 5 control points P 1 , P 2 , P 3 , P 4 , and P 5 on the part surface.
The boundary curve C and its five control points in the 3-D surface correspond to a 2-D B-snake B and five control points (P p1 , P p2 , P p3 , P p4 , and P p5 ) on the 2-D (u,v) parameter space.
Closed boundary curve C Corresponding closed u v Representation in 3-D space
Representation on (u,v) parameter space of curve C.
2-D parameter space B-snake B on the (u,v)
When it comes to the 3-D case, the surface representation of a complex object with holes is not trivial. For example, If the object is of Genus 1, we end up with two objects O 1 and O 2 . Let O 1 be the main body and O 2 be the hole. To get the complete object, we need a difference Boolean operation such as O 1 \O 2 . Currently we use a Bspline surface for its ease of smooth surface construction. The problem here is to have O 1 and O 2 smoothly connected without destroying the rectangular topology of the Bspline surface. O 1 and O 2 might have different numbers of control points, which makes the problem even more complicated. One solution to this is to work in the parameter space of the surface instead of the 3-D space. We use a Bézier blending surface, which achieves G 1 continuity, as a connecting surface between two objects, O 1 and O 2 , which are supposed to be connected. This Bézier blending surface is defined by two B-spline curves B 1 and B 2 moving on the surfaces of O 1 and O 2 , respectively. Our approach is similar to the work by Filip [112] for CAGD. The main difference is that their system is user controlled, whereas ours is entirely automatic. We automatically detect the need for primitives into elements and create the blending surface between them. After applying the algorithms above, we can decompose the input data points into several connected components, each of them corresponding to an underlying object or sub-object. Each object detected is the result of Boolean operations applied to its components. All objects here are represented by closed B-spline curves, so the boundaries can be obtained by tracing the edge. There might be some sharp angles along the boundary due to the Boolean operations between two objects. We can inject this boundary as the initial snake into the minimization routine again to get a better result. See Figure 7 .2 (a) for more details. The number of closed boundaries found is an indicator of the number of underlying objects. In Figure 7 .2 (b) we brief how the connection between two elements are smoothed out, which will be elaborated further in the later section.
The 3-D case
A flowchart of our approach in the 3-D case is presented in Figure 7 .3 . In our system, the rectangular mesh is adopted for surface representation due to its ease of manipulation. A rectangular mesh is less versatile than a triangular one in that the rectangular mesh can not represent an object topologically more complex than Genus 1 (e.g. a torus). But because (1) we do not know the topology of the target, and (2) we always, in our system, use multiple Genus0 surfaces to approximate a 3D object and piece them together later, the triangular mesh does not give any advantage under this condition while its time and space complexities are higher.
We briefly present our work in 2-D first, which handles segmentation and complex objects, and then talk about the problems in 3-D and the solutions.
Overview of the approach in 2-D
We use a hierarchy, and handle complex objects by representing them as trees. The original object is obtained by applying Boolean operations to the tree. Every node of the tree, including the root, is supposed to be a simple primitive without narrow cavities or inner tunnels, that is, each node contains the outer contour of some "single" object.
Let B be the outer contour first found. We isolate residual data points that are not well fitted, and cluster these residual data points into groups. Next, we find the bad spans of the fitting curve with high external energy. For each span, we check whether there is a group of residual data points associated with it. If so, we merge it into this group, otherwise we consider this bad span acceptable because no data points are nearby. Now, we have collections of points. We treat each collection of bad data points as an object and find out its contour recursively. Let P be one of the contours.
If P is inside B, which means P is a negative part of B, then B= B\P;
If P is outside B, which means P is a missing part of B, then B=B∪P.
How do we check if sub-part P is inside or outside body B? Because the boundary of any object here is a closed continuous B-spline curve, we can differentiate the inside from the outside by setting different gray levels inside these two regions. Through the gray level values, we can tell whether a pixel is in B or not. Thus we can determine if P is inside or outside B easily.
An illustrative 2-D example is given in Figure 7 .1 . Figure 7 .1 (a) shows a complex object with deep cavities. In Figure 7 .1 (b), by (1) finding the outer profile only, and (2) using the residual data points and the bad curve segments, we get simpleshaped primitives B, P1, P2, P3, P4, P5, and P6. The complete description of the original object can be displayed by applying the appropriate union and difference Boolean operations. Figure 7 .1 (c) shows the tree associated with the result in (b). Figure 7 .1 (d) shows two objects close to each other. By applying the difference operation, we can classify this set of data points into two different objects as shown in Figure 7 .1 (e). torus accurately. How to infer the right topology for the initial surface might lead to a circular problem.
Taubin et al. [103] [104] [105] use implicit algebraic curves and surfaces, which assume the form of polynomials, to fit the collected data. They perform segmentation through factorization. The main difficulties are that the Euclidean distance between the data point and the implicit curve (or surface) is not easy to obtain when fitting.
Szeliski et al. [106] present a model based on dynamic particles. By (1) adding intermolecular, co-planarity, co-normality, and co-circularity potentials to the internal energy, (2) creating particles appropriately, and (3) doing triangulation, their model can handle arbitrary topology. The results are very encouraging.
DeCarlo and Metaxas [110] [111] propose blended deformable models, which use blending function and some primitives to handle objects with through holes. Hierachical blending is employed to achieve multiple blends, and thus holes can be handled. Some limitations are due to the use of superquadrics. [135] represent shapes by propagating fronts. Unknown shapes are modeled by making the front adhere to the object boundary of interest under a synthesized halting criterion. Topological changes in the front can be handled naturally in this approach. In their experiment, multiple 2-D patterns with holes are segmented successfully.
R. Malladi et at
R. T. Whitaker [136] uses implicit model, which is an alternative to parametric models. This implicit model deals with the deformation of higher-dimensional objects. The evolution of this model is straightforward, and two numerical methods, viscosity solution and sparse-field solution, for handling the evolution are proposed.
Here, we propose an approach which segments multiple objects (2-D or 3-D) of arbitrary topologies, and gives each segmented object G 1 analytical representation. This chapter is organized as follows: Section 7.2 presents our goal and assumptions. Section 7.3 explains the basic idea and shows illustrative examples in 2-D. Section 7.4 discusses how to obtain 3-D analytical surface representation by attaching the elements of the underlying object with connecting surfaces. The initialization of the 3-D fitting surface and 2-D curve is shown in Section 7.5. Then, we show some experimental results and conclusion in Sections 7.6 and 7.7, respectively. The details of the internal and external energies employed are given in the appendix.
Goal
Our goal is to design a segmentation and approximation system for both 2-D and 3-D cases which
• segments multiple objectsphysically disconnected,
• handles objects with through or deep cavities, and
• generates an analytical surface representation for the underlying object.
Surface Approximation and Segmentation of Objects with
Unknown Topology
Introduction
The inference of an analytical surface from a cloud of points (boundary points of the object) is an important research area because surface features are made explicit under this representation. A deformable model, which fits surfaces to data points through minimization, is a good candidate for this purpose.
The idea of fitting data by a deformable model in 2-D, known as a "snake", can be found in the work of Kass et al. [94] in. Such models are generalized to 3-D by the same authors [95] for a surface of revolution. Features, such as edges and curves, can be detected by optimizing models of applied forces (resulting from, for example, curve contrast) and smoothness. Snakes have been used in image analysis application, which requires edge, curve, and boundary segmentation. They are able to conform to object shapes, such as biomedical structures, from noisy observations. Due to their dynamical nature, snakes are useful to support the interaction between users and computers. A user can interactively edit the shape of an object by adjusting appropriate parameters. Working from a global viewpoint, snakes are quite robust to the presence of noise.
Several variants of snakes exist, which are based on Fourier descriptors[127-128], B-spline [96, [129] [130] , finite element [131], balloons [132] , and discrete representation [133] [134] , and the literature on 3D deformable models is also rich [99, [107] [108] [109] [110] [111] [112] [113] [114] [115] [116] [117] [118] [119] [120] [121] [122] [123] [124] [125] [126] 137] . Nice results have been obtained, but these algorithms handle only topologically simple objects and might fail under the following two conditions:
• First, there may be more than one underlying object, and these objects might be close to one another. It takes sophisticated segmentation to separate these mixed objects, and it is often the case that segmentation is much more difficult than the fitting process.
• Second, they cannot handle objects with deep, narrow, or through cavities especially when these are winding inside the objects. The reason why most deformable algorithms fail to capture these cavities and holes is that they lack a good external energy definition to measure the difference between the fitting surface and the underlying object, and a good (or right) initial guess, which is more important, of the object. The fitting process is bound to fail if the topology of the initial surface is wrong. For example, a Genus 0 surface cannot approximate a
