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CHAPTER 1
INTRODUCTION AND LITERATURE REVIEW
Today the preparation, control and measurement of trapped ultracold atoms is one of the
most actively researched fields in physics. Systems of ultracold atoms are very well iso-
lated from their external environment and they are virtually unaffected by thermal noise
due to their ultra low temperature. This makes them ideal systems to explore fundamental
questions in quantum mechanics and there are a multitude of promising experimental ap-
plications to be realized and theoretical insights to be gained. The following sections give
a brief historical overview over the field and how it developed and situate this thesis within
the current experimental and theoretical effort.
1.1 The beginnings of laser cooling and trapping
The foundations of laser cooling and trapping were laid 50 years ago, when the idea to trap
atoms with laser light first surfaced in 1968 with a proposal by Letokhov [1] and in 1970
by Ashkin [2]. Laser-cooling was introduced by T.W. Hänsch and A.L. Schawlow in 1975
with a proposal to use counter-propagating laser beams to cool neutral atoms [3]. The laser
beams would be tuned slightly below an electronic transition so that atoms flying towards
a laser source absorb photons due to the Doppler shift in laser frequency. The resulting
momentum transfer from the photons slows the atoms. Due to the underlying Doppler
effect this cooling technique is known as Doppler cooling. In the 1970s and 80s further
theoretical and experimental progress followed that advanced the ideas of laser cooling and
trapping [4–6]. However it would take until 1985 for the first experimental observations
of trapped ultracold neutral atoms to be achieved [7–10]. In 1987 the magneto-optical trap
(MOT) was developed [11] which would become a cornerstone of many modern cold atom
experiments.
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In 1988 precise temperature measurements of the laser cooled atoms revealed a tem-
perature that was below the theoretical limit for Doppler cooling [12]. Study of this phe-
nomenon yielded new insights into cooling techniques and led to the establishment of sub-
Doppler (Sisyphus) cooling in which multiple atomic energy levels are contributing to the
cooling process [13]. Since laser cooling involves the absorption and re-emission of a pho-
ton the fundamental limit to the cooling temperature now seemed to be the recoil energy,
which is bestowed onto the atom by the emission of a single photon.
But even this barrier was soon overcome by the development of velocity selective co-
herent population trapping (VSCPT), in which atoms with energies below the recoil tem-
perature are optically pumped into a non-absorbing dark state and become invisible to the
doppler cooling lasers [14–16].
All these developments were honored in 1997 when Chu, Cohen-Tannoudji and Phillips
won the Nobel Price in physics for their foundational contributions to laser cooling and
trapping [17]. Detailed information on laser cooling and trapping can be found in many
reviews and books on the topic, i.e. [17–21].
Another big step in cooling technology for atoms was the development of evaporative
cooling, pioneered by Hess in 1986 [22]. The idea behind evaporative cooling is to let the
highest energy atoms escape the trap until only the low energy and therefore coldest atoms
are left. This is experimentally achieved by slowly lowering the barriers that are trapping
the atomic gas, so that the higher energy atoms will spill (tunnel) out of the trap.
1.2 Ultracold bose and fermi gases
It was the combination of laser cooling techniques with evaporative cooling that led to
the next breakthrough discovery in cold atom physics. After having been theoretically
proposed by Einstein in 1925 [23, 24], the experimental techniques had finally advanced
enough to measure a BEC. In 1995 several groups realized Bose Einstein Condensation
(BEC) in dilute gases [25–27]. The physical significance of this discovery was immediately
2
evident and only six years later in 2001, the Nobel Price in Physics was awarded to Carl
Wieman, Eric Allin Cornell and Wolfgang Ketterle [17] for being the first to experimentally
measure a BEC [25, 26]. Further details on the history and creation of BECs can be found
in many good reviews on the topic, i.e. [28–32].
But the experimental revolution wasn’t restricted to just bosons. Only a few years after
the initial discovery of the BEC, degenerate Fermi gases were realized [33]. This develop-
ment was particularly intriguing since ultracold Fermi gases exhibit an even richer phase
diagram than Bose gases. Groundwork for the understanding of this phase diagram was laid
in 1957 when Bardeen, Cooper and Schrieffer (BCS) proposed the BCS theory explaining
superconductivity by the formation of Cooper pairs [34]. For their work they were awarded
the Nobel price in physics in 1972 [35]. The BCS theory had originally been developed to
explain superconductivity in solids, more than 10 years before ultracold atom experiments
were even envisioned, but connections soon became apparent, i.e. a weakly attractive gas
of ultracold spin 1/2 fermions should be able to form cooper pairs and be described by
BCS theory. Furthermore Eagles (in 1969) and Leggett (in 1980) independently realized
that the BCS wavefunction is able to describe an evolution from a BCS state to a BEC
[36–38]. The basic idea being that weakly repelling fermions should be able to form pairs
which obey Bose statistics and condense into a BEC. Further theoretical studies predicted
that close to the unitary limit (near infinite interaction strength) the fermions exhibit yet
another superfluid phase [21, 39, 40]. Trapped ultracold gases finally allowed experimental
observation of these states. The crossover region at the unitary limit was first studied in
2002 [41, 42], Fermionic dimers (the BEC region) were discovered in 2003 [43–46] and
in 2004 superfluidity of fermionic pairs (the BCS region) was observed [47, 48]. Reviews
with information on the topic of ultracold fermionic gases and the BEC-BCS crossover are
i.e. [38, 49, 50].
A key characteristic feature of systems of ultracold atoms that made the experimental
observation of the BCS-BEC transition possible is the tunability of the interaction strength.
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This is enabled by exploiting Fano-Feshbach resonances [51, 52]. If the energy of the
scattering process between two particles in a certain spin state (the so called open channel)
is close to the bound state energy of the pair in a different spin state (the so called closed
channel) the scattering length diverges. If the magnetic moments of these two spin states are
different one can tune the energy difference between these two states by varying an external
magnetic field. This changes the scattering length (and therefore the interaction strength)
[50]. Today Fano-Feshbach resonances are a cornerstone of ultracold atom experiments.
For an extensive review of Fano-Feshbach resonances in ultracold gases see [53].
1.3 Ultracold atoms as quantum simulators
So far we have reviewed experiments involving a single trap, which only represents a small
part of the ultracold atom landscape. A multitude of interesting systems have been experi-
mentally realized using optical lattices. The reason for the tremendous attention that optical
lattices are given lies in the promise of using them as quantum simulators. Richard Feyn-
man first suggested quantum simulators in 1982 [54, 55]. The idea is to solve ”simplified
theoretical models” like the Hubbard model (which are still too difficult to tackle analyti-
cally or with conventional computers) with a quantum simulator. One can think of quantum
simulators as special-purpose quantum computers which are good at solving specific tasks,
i.e. finding the solution to a particular minimization problem or to a specific Hamiltonian.
General purpose quantum computers in contrast would be build from quantum logic gates
and would be able to tackle any problem for which a quantum computing algorithm exists.
But first the optical lattice system and the experimental techniques had to be better
understood. The first experimental measurements in optical lattices in the early 90s were
focused on the atomic motion of atoms in the lattice [56–59] and the first imaging tech-
niques to observe the atoms in the lattice were developed in 1995 [60, 61]. Soon Bloch
oscillations [62] and Wannier-Stark ladders [63] were observed. Experiments with bosonic
BECs loaded into optical lattices shortly followed [64–66]. But none of these systems had
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been a true quantum simulator yet. This however was about to change. The possibility
of simulating the superfluid to Mott insulator transition in an optical lattice had been first
proposed in a seminal paper by Jacksch et al [67] in 1998. According to this proposal the
superfluid and Mott insulating states of the Bose Hubbard model can be accessed using
atoms in optical lattices at different interaction strengths, which would arguably be the first
true experimental simulation of a model Hamiltonian. This was achieved and reported in
a seminal paper by Greiner, Mandel, Esslinger, Hänsch und Bloch in 2002 [68]. While
the first experiments mostly involved bosons or Bose-Fermi mixtures [68–73], the rapidly
progressing developments in optical lattices and Feshbach resonances enabled the creation
of a fermionic Mott insulators [74, 75] and great technological and experimental advances
have been made [21, 69, 70, 76–80]. Among them are the realization of a one dimensional
Tonks-Girardeau gas in 2004 [81] and the observation of a Kosterlitz-Thouless-Berezinskii
transition (KTB) in 2 dimensions [82–85]. In 2016 Thouless and Kosterlitz, together with
Haldane, won the Nobel Price ”for theoretical discoveries of topological phase transitions
and topological phases of matter” part of which was the prediction of the KTB transition
[86].
Presently quantum simulators with applications in the analysis of quantum magnetism
[87–91], high Tc superconductivity [80, 92], the study of topological insulators [92] and the
quantum Hall effect [92] are envisioned and systems of ultracold atoms are also promising
candidates for scalabale quantum computation [93–95]. Interest in these systems is further
driven by significant advances in experimental techniques that allow the creation of optical
lattices with a well defined number of particles [96–100].
There are two main experimental avenues for realizing ultracold atom systems in op-
tical lattices. One is to use an extended array of optical traps forming an optical lattice
with a large number of sites and particles (on the order of 103 [96]), like the one used
by Greiner in 2002 [68]. These systems are very promising to study ensembles of small
quantum systems and allow to probe many body physics like quantum phases and fermi
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surfaces [101]. They offer a top down approach to quantum simulation and high Tc su-
perconductivity [80]. The downside to such a top down approach is that one doesn’t have
individual control over specific sites in the lattices. The other experimental approach aims
at unraveling these phenomena from the bottom up using few particles and few sites. In
this approach one uses optical tweezers [102, 103] to trap the ultracold atoms and a lot of
progress has been made on single [97, 98, 100, 104, 105] and double trap [99, 106, 107]
experiments with a selected number of atoms. While theses systems are harder to scale to
a large number of sites, they allow pristine control over the external potentials and the in-
teratomic interactions, which makes them a most highly desirable building block for larger
systems. Consequently a strong experimental and theoretical effort is currently aimed at
understanding these systems. There are many good reviews on optical lattice and tweezer
experiments, i.e. [21, 49, 50, 108].
To date most bottom-up experimental studies have focused on the quantum magnetism
in single-trap systems with a few ultracold atoms in 1D [109–112]. The appeal of these
systems is that theoretical solutions are known in certain limits like the non-interacting
limit or the infinitely repulsive Tonks-Giradeau limit [113–115] (also called the fermion-
ization limit [98]). Away from the infinitely repulsive limit some theoretical solutions for
1D harmonically trapped systems have been obtained using a Lippman-Schwinger equa-
tion approach [116–118]. However despite these results a comprehensive theoretical un-
derstanding and analysis for arbitrary interaction strengths and more complex geometries
has been lacking.
Given the complexity of these systems and the experimental challenges to control few
ultracold atoms with high fidelity, theoretical guidance is paramount for future develop-
ments. This thesis aims to provide some of the previously lacking theoretical understand-
ing. We investigate few-particle few-site ultracold atom systems, in particular two, three
and four ultracold atoms in single, double and multi-well confinement. A central challenge
in studying these systems are the strong correlations that are present for intermediate and
6
strong interactions. It is therefore imperative to go beyond mean field methods. In this
thesis we are using a numerical diagonalization method to study the microscopic Hamilto-
nian that yields accurate results for all interaction strengths. This method is known as full
configuration interaction (full CI) [119] and, given a sufficiently large basis set, provides
an exact solution to the Hamiltonian. We further augment our full CI results with analyti-
cal results based on effective spin models and establish guidance when such effective spin
models are sufficient for the description of the microscopic Hamiltonian. We hope that
these results provide a useful foundation for both experimentalists and theorists.
1.4 Structure of this thesis
This thesis is organized as follows:
• In chapter 2 we give a detailed description of our microscopic Hamiltonian and the
methodology that we employ to solve it. Furthermore we explain several methods
of studying the resulting many body wavefunctions, e.g. single particle densities,
natural orbitals, higher order correlation functions and entanglement.
• In chapter 3 we give an introduction to several spin models that are used throughout
this thesis. Those spin models assist in the later sections of this thesis with the in-
terpretation of our CI results. The comparison with our CI results also allows us to
explore the validity of the spin models for different parameter ranges.
• In chapter 4 we describe the main results from our Nano Letters paper that we pub-
lished in 2015 [120]. In this chapter we study the two-particle double well system at
varying interaction strengths and analyze the entanglement properties of the particles.
• In chapter 5, which is based on our New Journal of Physics paper [121], we analyze
a double well systems with three and four particles in a linear and parallel configu-
ration. We place particular emphasis on the Wigner molecule formation that enables
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the mapping to Heisenberg and t−J models and we compare and assess the accuracy
of these spin models against our microscopic CI results.
• In chapter 6 we analyze the building block of unconventional superconductivity -
a single plaquette. This chapter is based on our publication [122] and studies the
appearance of an RVB state and the formation of pairing gap. We compare our CI
results with results from the Hubbard model and describe circumstances in which the
standard Hubbard model fails to produce the correct results.
• In chapter 7 we describe the results from our PRA paper [123] that was published
in 2017. This chapter focuses on second-order correlation maps in position and mo-
mentum space as they have recently become experimentally accessible. We show
detailed CI results and provide an analytical methodology based on the Heisenberg
model to accurately calculate the 2nd order correlation maps.
• In chapter 8, which is based on our publication [124], we extend our analysis from
[123] to a wide range of interactions and introduce an analytical modeling procedure
based on the Hubbard model that is able to yield the correct correlation maps for all
values of the interaction strength.
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CHAPTER 2
MICROSCOPIC HAMILTONIAN AND METHODOLOGY
This chapter provides a detailed explanation of the Hamiltonian and the methods used in
this thesis. In section 2.1 we introduce the Hamiltonian in full generality and describe the
2-body interaction terms used in this thesis. In the sections that follow we specialize the
Hamiltonian to particular confining potentials. The double well potential is described in
section 2.2, the triple and quadruple well potential is described in section 2.3, the single
plaquette potential is described in section 2.4 and the multi plaquette potential is described
in section 2.5. We then discuss numerical methods for solving our microscopic Hamiltonian
in section 2.6. Afterwards, in section 2.7, we explain several approaches that are used to
analyze and understand the resulting wavefunction (i.e single particle density (SPD) and
conditional probability densities (CPDs)). In the last section of this chapter (section 2.8)
we introduce position and momentum space density matrices and correlation maps.
This chapter is intended to serve as a reference and can therefore be skipped until the
details become relevant to the reader.
2.1 General form of the Hamiltonian
The Hamiltonians we are considering in this thesis are 2-dimensional (r = (x, y)) and can









V (ri, rj) (2.1)
where:
N : number of particles
H(i): single particle Hamiltonian
V (ri, rj): interaction potential
ri, rj: position of particle i, j
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The interaction potential V (ri, rj) is a short range Gaussian or delta function potential, see
Equation 2.3 and Equation 2.4 respectively. The single particle Hamiltonian H(i) contains







+ Vx(xi) + Vy(yi) (2.2)
where:
xi, yi: x and y coordinates of particle i
Vx: the external potential in the x-direction
Vy: the external potential in the y-direction
m: is the mass of the atoms
As is evident by the form of our single particle Hamiltonian H(i), in this thesis we are only
considering external confining potentials that are separable in x and y. In order to realize
different systems (single well, double well, single plaquette, etc.) we change the potential
terms Vx and Vy. Section 2.2 specifies the Hamiltonian for a double well system, section 2.3
specifies the Hamiltonian for triple and quadruple well system, section 2.4 details the single
plaquette Hamiltonian and section 2.5 explains the double (multi) plaquette Hamiltonian.
In this thesis we use two different interaction potentials V (ri, rj). For the calculations
in sections chapter 4 and chapter 5 we use a delta function contact interaction. Since those
calculations are quasi one-dimensional1, we do not need to regularize the delta function
[49, 125, 126]
1The code that was used in this thesis is inherently two-dimensional (it implements the Hamiltonian in
equation (2.2)). Whenever we speak of quasi-one dimensional calculations in this thesis, we mean calcu-
lations for which only one basis function along the strongly confined direction was used. The resulting
wavefunctions are products in x and y with only a single common orbital along y. The calculations therefore
become effectively one-dimensional. This is justified as long as the energy scale in the strongly confined
direction is much larger than the other energy scales in the problem (i.e. achieved by setting ~ωy = 100~ωx).
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V (ri, rj) = gxyδ(ri − rj) (2.3)
where:
gxy: specifies the interaction strength
δ: is the Dirac Delta function
ri, rj: position of particle i, j
For truly 2 dimensional calculations however (i.e. when studying plaquette systems) we
would have to regularize the delta function. In order to avoid numerical intricacies we
instead use a short range Gaussian potential with width σ in chapters 6 to 8. The Gaussian
is chosen such that it yields a delta function in the σ → 0 limit. Such a potential is a good
approximation to a delta function for a sufficiently small Gaussian width σ as described in
[127] and used in several places throughout literature [128–131].






gxy: specifies the interaction strength
σ: is the width of the Gaussian
ri, rj: position of particle i, j
2.2 Microscopic double well Hamiltonian
The Hamiltonian for the double well potential used in this thesis was first introduced in



























ik + Vneck(xi) + hk︸ ︷︷ ︸





ik = xi − xk with xk fixed (the xk represent the positions of the potential minima)
k: k = 1 for x < 0 (left) and k = 2 for x > 0 (right)
Vneck: Vneck(xi) smoothly connects the wells centered around xk
hk: hk controls the relative well depth
wy, wxk: the frequencies of the confinig potential
m: is the mass of the atoms
and we define the tilt ∆ between the wells as ∆ = hk=2 − hk=1. The smooth neck, previ-












θ(|x| − |xk|) (2.7)
where:
θ: θ is the Heaviside function
x′ik: x
′
ik = xi − xk with xk fixed (the xk represent the positions of the potential minima)
k: k = 1 for x < 0 (left) and k = 2 for x > 0 (right)
Ck: Ck = (2− 4εbk)/xk
Dk: Dk = (1− 3εbk)/x2k
εbk: ε
b
k = (Vb − hk)/V0k
V0k: V0k = mw2xkx
2
k/2
xk: represents the position of the potential minima
hk: hk controls the relative well depth
wxk: the frequencies of the confining potential along x
Unless otherwise noted in this thesis xk=1 and xk=2 are combined into one parameter d =
xk=2 − xk=1 with xk=1 = −xk=2. Furthermore we use equal frequencies in the left and
12


















x-axis (      )
Figure 2.1: Plot of a double well potential in which the parameters ∆, V01 and Vb are
illustrated. V01 denotes the intersection of the left parabola (dashed line, without a smooth
neck) with the vertical axis at x = 0. The dashed curve is in general not continuous at
x = 0. This is corrected with the smooth neck. The minima of the potential wells are at
xk=1 and xk=2 = −xk=1, the maximum of the interwell barrier is at x = 0. In this plot
~ωx = 6.6 kHz, Vb = 24.30 kHz, d = 2.5 µm,∆ = 2.51 kHz.
right well wxk=1 = wxk=2. We also set hk=1 = 0 ⇒ ∆ = hk=2 with no loss of generality
(hk=1 6= 0 represents a global energy shift.).
final parameters
Therefore the parameters used to control the double well potential in this thesis are
wx, Vb,∆, d
This potential is very flexible and allows us to obtain results for a single well (d =
0, Vb = 0), a fully separated double well (d 6= 0, Vb  min(~wxk, ~wy)), a tilted double
well ∆ > 0 and all possible configurations in between. It also forms the building block for
the single (see section 2.4) and multi (see section 2.5) plaquette Hamiltonian.
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quadruple welltriple well
Figure 2.2: Schematic of how to assemble a triple (quadruple) well potential. Starting from
separate double well potentials (where each double well potential has the functional form
Vdw(x), see equations (2.5) and (2.6)) the inward facing potential walls are removed and
the resulting pieces connected. This creates a triple (quadruple) well potential with smooth
necks. Since we used double well potentials as building blocks we have full control over
the individual barriers, the distance between the minima and the tilts between the minima.
2.3 The microscopic triple and quadruple well Hamiltonian
We can use our double well potential as a building block to build systems with more wells.
To create a triple well potential Vtw we start with two displaced double well potentials and
remove the inward facing potential wells by multiplying the function for the double well
potential with a heaviside theta function (θ(x)):
Vtw(x) = Vdw(x− d/2)θ(x) + Vdw(x+ d/2)θ(−x) (2.8)
Figure 2.2 illustrates how to build a triple well potential. To create a quadruple well poten-
tial we start out with three double well potentials and use Heaviside theta functions to cut
the inward facing potential walls to the right and/or left of the minima. We then combine












Figure 2.3: Schematic of a quadruple well potential with quadratic and quartic sections
annotated.
2.3.1 Harmonic edge potential
The procedure described in section 2.3 to create a triple or quadruple well microscopic
Hamiltonian results in subtle differences between the individual sites. Looking at the fully
assembled quadruple well (see figure 2.3) it is apparent that the leftmost and rightmost
wells are slightly different from the middle wells. The lefmost and rightmost wells end in
a harmonic potential on the outside (chox2) and a quartic potential on the inside (cqix4 +
chix
2). The quartic potential arises from the presence of the smooth connecting neck (see
section 2.2 for full details of these terms). In contrast the two inner wells are bordered by
quartic potentials on all sides.
This difference in potential shape between the wells can slightly lift degeneracies in the
energy levels, even when the quartic potentials are chosen such that they locally (around
the potential minima) approximate the outer harmonic potentials very well. The ordering
of almost degenerate energy levels can therefore sometimes be perturbed. Whether this
has any impact on the measurements depends on the exact configuration of the system and
















Figure 2.4: Schematic of a quadruple well potential with mirrored edges with quadratic
and quartic sections annotated. Compare to figure 2.3.
2.3.2 ”Mirrored middle barrier” edge potential
To mitigate the effects of the harmonic edge potentials (see section 2.3.1) one can ”mirror”
the middle barriers for the outside potential and smoothly connect them to a harmonic
potential at their maxima. The resulting potential shape is illustrated in figure 2.4. With
this procedure the potentials look the same for every well (up to the barrier height Vb).
2.4 The microscopic single plaquette Hamiltonian
For our single plaquette calculations we use the double well external potential from sec-
tion 2.2 in both x and y direction.
V (xi, yi) = Vdw(xi) + Vdw(yi). (2.9)
This results in a confining potential that has four minima (on the edges of a rectangle) and
smooth connecting necks between them. We have full control over the distances between
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the minima in x and y and we have full control over the barriers and tilts between them.
This allows for calculations with varying degrees of coupling between the sites and allows
us to run calculations for a fully four-fold symmetric plaquette as well as for configurations
with a lower symmetry.
2.5 The microscopic double (multi) plaquette Hamiltonian
For our double plaquette calculations we use a repetition of the single plaquette external
potential from section 2.4. We keep the potential along y as is, but use a quadruple well
potential along x.
To form even larger systems we can use 1D confining potentials with even more wells
for both the x and y direction, allowing for the formation of multi plaquette systems. The
limiting factor eventually becomes the memory required for the calculation given the in-
creasing number of particles and single-particle basis functions.
2.6 Methods for solving the microscopic Hamiltonian
Our microscopic Hamiltonian (see section section 2.1) consists of a single particle part and
a two particle part. The single particle part contains the terms for the external confining po-
tential and the kinetic energy and the two particle part contains the terms for the interaction
between the particles. In the following we discuss how to best solve this Hamiltonian.
2.6.1 Methods for solving the Hamiltonian - full CI
Solving the two particle part of the Hamiltonian is significantly more complex than the
single particle part, since the proper fermionic symmetries of the many body system need
to be respected. Furthermore the Hilbert space and therefore the computational cost scales
exponentially with the number of particles. Due to the resulting complexity of the many-
body problem a large part of the literature focuses on approximate methods (i.e. DFT,
Monte Carlo), or spin models to analyze a many body system. Such an approach has the
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disadvantage that the assumptions underlying the approximate methods have to be care-
fully checked which is potentially difficult depending on the experimental realizations of
the system. Furthermore using such models restricts one’s analysis to only a subset of all
possible experimental configurations. For this thesis we therefore decided to use micro-
scopic full configuration interaction (full CI) to calculate the solutions of our Hamiltonian.
Full CI is capable of providing an exact solution for the microscopic Hamiltonian given
sufficient computational resources.
In full CI the many body wavefunction ΦCINq(r1, r2, . . . , rN ) is expressed as a superpo-
sition of Slater determinants ΨNI (r1, r2, . . . , rN ) which span the many body Hilbert space.
The Slater determinants are build from spin orbitals χj(r). Namely





I (r1, r2, . . . , rN ) (2.10)




χj1(r1) · · · χjN (r1)
... . . .
...





ψj(x, y)α, if 1 ≤ j ≤ K
ψj−K(x, y)β, if K < j ≤ 2K
(2.12)
where:
CqI : a complex coefficient determined through the diagonalization of the Hamiltonian
q: index representing the state (ground state, 1st excited, ...)
I: master index representing the number of arrangements {j1, j2, . . . , jN}
under the restriction that 1 ≤ j1 ≤ j2 ≤ . . . ≤ jN ≤ 2K (without loss of
generality since determinants are equivalent up to a sign under permutation)
j1−N : index representing the particles
α, β: denote up and down spins (we are considering a spin 1/2 system)
N : is the number of particles
K : is the number of single particle basis functions (spbf)
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Writing the CI wavefunction as in equation (2.10) transforms the Hamiltonian into a matrix
diagonalization problem. The result of this diagonalization yields the coefficients CqI and




are calculated using Slater rules. The basic idea is that a matrix element for a N -body
operator will only be non-zero if no more than N basis functions in the determinant are
different. Additional time saving relationships can be derived using the symmetry of the
determinants. An excellent description of the Slater rules can be found in Szabo ”Modern
quantum chemistry” [119] section 2.3.3 (p. 68). Furthermore we want to note that the Slater
determinants conserve the third spin projection Sz but not the total spin S2. However all
the Hamiltonians (H) considered in this thesis are spin independent. Therefore H and S2
commute, and consequently the solutions of the CI, in the absence of degeneracies, are also
eigenstates of S2. Further details on the full CI methodology employed by us can be found
in i.e.: [133] (supplemental material) [135] [119].
On the importance of microscopic full CI calculations
Full CI calculations are a pivotal benchmark for the comparison with experimental
results or other theoretical predictions obtained by different methods. Since full CI
uses the microscopic Hamiltonian no fundamental assumptions need to be made (as
is for instance the case in the Hubbard model or in mean-field models). Microscopic
full CI calculations are therefore the most accurate numerical tool available to study
physical systems.
2.6.2 Methods for solving the single particle part of the Hamiltonian
For quick convergence of the full CI calculations it is often beneficial to use a basis set
that already diagonalizes the single particle part of the Hamiltonian. Many of the single
particle parts of the Hamiltonians used in this thesis are separable in x and y and we can
therefore solve two one-dimensional Hamiltonians (the only Hamiltonians that are not sep-
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arable are the ones involving a magnetic field). A software package that can solve one
dimensional Hamiltonians with high performance and high accuracy is Chebfun [136]. It
uses Chebychev polynomials as an efficient and highly accurate approximation of the true
wave function. From the documentation:
“The implementation of Chebfun is based on the mathematical fact thatsmooth functions can be represented very efficiently by polynomialinterpolation in Chebyshev points, or equivalently, thanks to the Fast
Fourier Transform, by expansions in Chebyshev polynomials [...] Cheb-
fun makes use of adaptive procedures that aim to find the right number
of points automatically so as to represent each function to roughly ma-
chine precision, that is, about 15 digits of relative accuracy. ”We have confirmed the accuracy of the chebfun solutions with both symbolic and nu-
meric calculations in Mathematica and the agreement was excellent which chebfun being
significantly faster.
2.7 SPD, SR-CPD, N− 1 SR-CPD, SPOL, natural orbitals, von Neumann entropy
and correlation functions
This section provides an overview over the methodologies that we use to analyze our wave-
functions.
First we are going to describe the single particle density (SPD, see section 2.7.1), which
provides a visualization of the particle density distribution of the wavefunction. There-
after we are explaining the spin resolved conditional probability density (SR-CPD, see
section 2.7.2), which provides a visualization of the correlations that are present in the
many body wavefunction. This is achieved by fixing the position of one particle with a de-
fined spin at one position and looking at the density distribution of the remaining particles
(which also have a specified spin). I.e. the position of a spin-down atom is fixed at the
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origin and the spatial density distribution of all the spin-up atoms is calculated. Afterwards
we are describing the spin resolved N − 1 body conditional probability density (N − 1 SR-
CPD, see section 2.7.3). It is similar to the SR-CPD, but instead of fixing one particle, one
fixes N − 1 particles and their spins and looks for the density distribution of the remaining
particle. In section 2.7.5 we give a short introduction into the theory of natural orbitals.
In a nutshell natural orbitals are the single particle basis functions that achieve the most
rapid convergence when representing the true many body wavefunction as a superposition
of slater determinants. In the second to last section of this chapter (section 2.8) we describe
n-th order density matrices and correlation functions. They are the subject of considerable
interest as first experimental measurements of position and momentum space correlation
functions in optical traps have recently been achieved [137, 138]. In the last section of this
chapter (section 2.8.4) we summarize some important properties of density matrices and
their connection to the von Neumann entropy.
2.7.1 Single particle density (SPD)









ΦCINq: the wave function obtained through our CI calculation (see section 2.6.1)
ri: position of particle i, with ri = (xi, yi)
Note that using this definition the SPD is normalized to the number of particles. The SR-
SPD is the spin resolved (SR) version of the SPD. It yields the spatial density distribution










ΦCINq: the wave function obtained through our CI calculation (see section 2.6.1)
ri: position of particle i, with ri = (xi, yi)
σi: spin of particle i
The SPD yields a representation of the spatial distribution of the wavefunction, it is
the sum of the spatial probability amplitudes of all the particles. The SR-SPD is the
spin resolved version of the SPD (i.e. for a spin 1/2 system the SPD associated with
the spin up or down particles).
2.7.2 Spin resolved conditional probability density (SR-CPD)
The spin resolved conditional probability density (SR-CPD) in the following denoted Pσσ0(r, r0)
is defined as





P cfσσ0(r, r0) dr (2.15)





δ(r − ri)δ(r0 − rj)δσσiδσ0σj
∣∣ΦCINq〉 , (2.16)
where:
σ0: denotes the spin of the fixed particle
r0: is the space coordinate of the fixed particle
σi, σj: is the spin of particle i, j
ΦCINq: is the CI wavefunction (see section 2.6.1)
ri, rj: position of particle i, j
The function P cfσσ0 is also known in literature as the spin resolved two-point anisotropic
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correlation function. For more details see [139][140][141][142]. Also note that while the
SPD is unique for a given many-body wavefunction the SR-CPDs depend on the spatial
coordinates of the fixed particle and the spin configuration.
The SR-CPD gives the probability for finding an atom in position r with spin pro-
jection σ, under the condition that an atom with spin projection σ0 is localized at
position r0.
2.7.3 N− 1 body spin resolved conditional probability density (N− 1 SR-CPD)
To obtain theN−1 body spin resolved conditional probability density (N−1 SR-CPD) we
fixN−1 particles and their spins and calculate the single particle density for the remaining




δ(ri − ri0)δσiσi0 (2.17)
where:
δ: is the dirac delta function
ri: is the position of particle i
ri0: is the fixed position of particle i
σi: is the spin of particle i
σi0: is the fixed spin of particle i
This is an N − 1 body operator and therefore can’t be evaluated using the Slater rules
described in [119] (except of course for the special case of N ≤ 3). Instead we expand the
determinants in our full CI wavefunction and select the components whose spin primitives
match the fixed spins σi0. Furthermore we fix the coordinates of N − 1 particles in the
wavefunction according to the fixed positions ri. As a result the wavefunction only has
one space degree of freedom left, for which we plot the density. This density is the N − 1
body SR-CPD. Of course for a given many-body wavefunction there are many N − 1 body
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SR-CPDs that can be plotted (by varying the spatial coordinates of the fixed particles and
the spin configuration).
The N − 1 body SR-CPD gives the probability distribution of the remaining particle
after fixing N − 1 particles and their spins at specified positions.
2.7.4 Spin polarization densities (SPOL)
The SPD ρ(r) is defined as the sum of the spatial probability amplitudes of all the particles
(irrespective of their spin). It can be written as the sum of the spin resolved SPDs ρ(r) =
ρ(r, ↑) + ρ(r, ↓). However in some cases it can be useful to look at the difference of the
spin resolved SPDs, which we call the spin polarization density (SPOL). It is defined as





δ(r − ri)(δ↑σi − δ↓σi)
∣∣ΦCINq〉 (2.18)
The SPOL is able to visualize imbalances in the spin-component of the wavefunction,
whereas the SPD is able to visualize the particle position space distribution. We can there-
fore think of them as complementary tools, that we can employ depending on which quan-
tity we want to study.
The SPOL visualizes the spin imbalance (the difference between the up and down
spin SPD) in a wavefunction.
2.7.5 Natural orbitals
The natural orbitals were introduced by Löwdin [143, 144] and represent a single particle
basis set that is optimally adapted to the many body problem. A superposition of slater de-
terminants built from natural orbitals exhibits the most rapid convergence to the true many
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body wave function. The natural orbitals are defined as the set of orbitals that diagonal-
ize the single particle density matrix (SPDM). The eigenvalues of the SPDM are known
in literature as the occupation numbers [143]. The natural orbitals also offer a tremen-
dous simplification when calculating the von Neuman entropy (see section 2.7.6). Once
the SPDM has been diagonalized the calculation of the von Neumann entropy is simply a
trace over a product of diagonal matrices. For a detailed description of Natural Orbitals
and example plots for a double well system see [133].
The basis formed by the natural orbitals is the basis for which the expansion of the
many body wavefunction in determinants gives the most rapid convergence. In the
case of a finite expansion, the number M is called the Slater rank of the many body
wave function.
2.7.6 Von Neumann entanglement entropy
In our studies we use the Von Neumann entropy [145] as a measure of entanglement. It is
defined as
SvN = Tr(ρ log2(ρ)) + C (2.19)
C = − log2(N) (2.20)
where:
ρ : is the single-particle density matrix
N : is the number of particles
The constant C has been chosen such that SvN = 0 for an uncorrelated state (a state
which can be described by a single determinant). The results of our full CI calculation are
a superposition of determintants, for which a convenient formula to calculate the single-
particle density matrix exists, see e.q. 56 in [143]. In a system with two particles which we
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are studying in chapter 4 the natural orbitals have some interesting additional properties.













dj = ±(pj)1/2 (2.22)
where:
M : is the total number of natural orbitals
φNOj : is the j-th natural orbital
α, β : up and down spin for the particle with coordinate r
α′, β′ : up and down spin for the particle with coordinate r′
dj: is the coefficient of the j-th natural orbital
pj: is the occupation number of the j-th natural orbital. The sign
in front of the p1/2j can be uniquely determined, see [143].
and a similar expression applies for the triplet [144].
2.8 Density matrices and correlation functions in position and momentum space and
noise maps
In order to analyze the many-body wavefunction it can be insightful to look at density
matrices and correlation functions. The SR-CPD introduced in section 2.7.2 is one way of
visualizing a second-order correlation function. Here we present a more general definition
of correlation functions (and their underlying density matrices), which will be particularly
useful for our analysis of second-order correlation functions in quasi one dimensional traps
(see chapter 7 and chapter 8).
2.8.1 Real space density matrices and correlation functions
Since the p-th order correlation function is the diagonal element of the p-th order density
matrix we first introduce density matrices. Given anN -body wavefunction Φ(x1,x2,x3, ....,xN)
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2, . . . ,x
′
p, . . . ,xN)Φ(x1,x2, . . . ,xp, . . . ,xN)dxp+1 . . . dxN , (2.23)
where xi represents the space xi and spin coordinate σi of particle i. There are three
commonly used choices for the normalization of density matrices. Here we are normalizing
all correlation functions to 1, however some authors [146] prefer to multiply the integral in
Equation 2.23 with N !/(N − p)! and the normalization found in Löwdin’s original papers
[143] multiplies Equation 2.23 by N !/((N − p)!p!).
Since the first and second-order density matrices are frequently used in chapter 7 and chap-
ter 8, we introduce the following special notation:
P(x1,x′1,x2,x′2) ≡ D2(x1,x′1,x2,x′2) (2.24)
ρ(x1,x
′
1) ≡ D1(x1,x′1) (2.25)
This is consistent with the notation in our papers [123, 147]. Also note that the first order











The p-th order correlation function is the diagonal element of the p-th order density matrix.
In this thesis we distinguish the p-th order correlation function from the p-th order density
matrix by the absence of the primed coordinates:
Dp(x1,x2, . . . ,xp) ≡ Dp(x1,x1,x2,x2, . . . ,xp,xp), (2.28)
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We are particularly interested in the first and second-order correlation functions since they
have recently been experimentally observed [137, 138]. We introduce the following special
notation
P(x1,x2) ≡ P(x1,x1,x2,x2), (2.29)
ρ(x1) ≡ ρ(x1,x1), (2.30)
where we distinguish the correlation functions from the density matrices by the absence
of the primed coordinates. It is worth noting that the first and second-order correlation
functions are in literature sometimes referred to as one and two-point correlation functions.
2.8.2 Momentum space density matrices and correlation functions
Density matrices and correlation functions can be written in position and momentum space
and can be converted from position to momentum space and vice versa via Fourier trans-












































where ki represents the momentum ki and spin coordinate σi of particle i. Again the
first and second-order momentum correlation functions are easily obtained as the diagonal
elements of the respective density matrices:
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G(k1,k2) ≡ G(k1,k1,k2,k2), (2.33)
τ(k1) ≡ τ(k1,k1). (2.34)
The momentum correlation functions are especially important for experiments that perform
time of flight measurements after releasing the atoms from the trap, since such measure-
ments can be directly related to the momentum correlation functions.
2.8.3 Noise maps
Another quantity that is sometimes discussed in conjunction with the correlation functions
is the noise distribution. Once one has obtained the first and second-order correlation func-
tions the calculations of noise distributions in position and momentum space is straightfor-
ward:
NP(x1,x2) = P(x1,x2)− ρ(x1)ρ(x2), (2.35)
NG(k1,k2) = G(k1,k2)− τ(k1)τ(k2). (2.36)
2.8.4 A short summary of the properties of density matrices and their connection with the
von Neumann entropy
Density matrices have a wide range of interesting applications. This section aims to high-




All density matrices ρ satisfy Tr(ρ) = 1 as well as ρ† = ρ and additionally for pure states
Tr(ρ2) = 1 while for mixed states Tr(ρ2) < 1 [148]. For all the two particle Hamiltonians
in this thesis, the second-order density matrix ρ2nd satisfies the idempotency property:
ρ2nd · ρ2nd = ρ2nd. (2.37)










Note that this is true in general for the N -th order density matrix of a N particle system
that doesn’t involve statistical mixtures of states.
Entanglement
If one wanted to study the entanglement of the system one would perform i.e. a partial
trace and calculate the von Neumann entropy
ρ1st = Tr2(ρ2nd) (2.39)









In this thesis we frequently employ comparisons with spin models to foster a more detailed
understanding of our CI results. Especially for strongly interacting systems where particles
are repulsively localized and for systems at half filling (i.e. the same number of sites and
atoms) spin models can often be successful at describing the essential physics. Furthermore
spin models are frequently employed by experimentalists to provide guidance for experi-
mental observations. In the following sections we give a brief introduction to the different
spin models used in this thesis.
Although the spin models in this chapter can be written for particles with any spin,
in this thesis we are restricting ourselves to spin 1/2 fermions, since they are most
relevant to current experimental efforts.
3.1 Hubbard Hamiltonian
The Hubbard Hamiltonian was introduced in a serious of foundational papers by John Hub-
















< i, j >: represents the sum over neighrest neighbors
σ: represents the up (↑) and down (↓) spin
ĉ†i,σ (ĉi,σ): creation (anhilation) operator for a particle with spin σ at site i
n̂iσ: the number operator defined as n̂iσ = ĉ
†
i,σ ĉi,σ
N : denotes the total number of lattice sites
U : the on-site interaction parameter
t : the neighrest neighbor tunneling parameter
Despite over 50 years of intense research, general solutions of the Hubbard Hamiltonian
have not yet been found and its surprising versatility makes it one of the most well known
and well analyzed Hamiltonians in condensed matter physics. It has numerous applica-
tions most notably in the study of magnetism and high Tc superconductivity [160–163].
Even though the Hubbard Hamiltonian is an approximate model itself, due to its complex-
ity, other approximative methods like mean field and monte carlo treatments have been a
prominent avenue through which it has been explored [159]. However for small systems
the Hubbard Hamiltonian can be exactly diagonalized which is the approach we are taking
in this thesis.
3.1.1 Analytical and numerical solutions of the Hubbard Hamiltonian
To obtain analytic solutions to the Hubbard model we use the software package SNEG
[164], which is a ”Mathematica package for symbolic calculations with second-quantization-
operator expressions”. From the documentation:
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“SNEG library is a Mathematica package that provides a framework forperforming calculations using the operators of the second quantizationwith an emphasis on the anti-commuting fermionic operators in the con-
text of solid-state and atomic physics. It consists of a collection of trans-
formation rules that define the algebra of operators and a comprehensive
library of utility functions. ”SNEG is capable of providing solutions to a variety of different finite size spin models, i.e.
for the Hubbard, Heisenberg and t-J models. Since SNEG is implemented in Mathematica,
both analytic and numeric solutions are obtainable. The downside is that Mathematica code
is not as performant as C++ or Fortran code, thereby limiting the system size that can be
studied. However for the systems sizes relevant to this thesis SNEG and Mathematica are
sufficient. If larger system sizes are to be studied, more performant software tools (that
only give numeric solutions) like ALPS [165] are available. Furthermore analytic solutions
derived by symmetry arguments are available for certain systems, see for instance [166].
3.1.2 Hubbard model example for two sites and two particles
Here we provide an example for the two-site Hubbard model with two spin 1/2 fermions.
We outline the analytic solution and provide the corresponding Mathematica SNEG code.
The Hubbard Hamiltonian for a two-site, spin 1/2 system in second quantization (see equa-
tion (3.1)) is given as:

































The basis set that spans the Hilbert space of this Hamiltonian consists of four basis func-
tions. There are many equivalent notations for these basis functions in literature and we




















1↓ = |LL〉 = |↑↓, ◦〉 . (3.7)
In the following we will use the L,R basis function notation, where L and R represent site
1 and 2 respectively. The resulting Hubbard Hamiltonian matrix is:
H =

U t −t 0
t 0 0 t
−t 0 0 −t
0 t −t U

. (3.8)










E2 = 0, (3.10)




















































and the normalization factors dividing the eigenfunctions are given as:
N1 =
√(√




























These results can be easily checked using SNEG and the corresponding ready to run Math-
ematica code is given in Appendix section B.1.
While the two-particle Hubbard model solution is trivial, SNEG quickly becomes useful
for larger systems that involve larger bases, different tunneling couplings between sites or
additional extended Hubbard model terms.
3.2 Extended Hubbard model
The extended Hubbard model [167] is a generalization of the standard Hubbard model, that
adds additional terms to the Hamiltonian. There are a lot of different varieties of extended
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Hubbard models, depending on which terms are added. In the following we introduce some
of the most common additional terms.
Off-site interaction
To include off-site interaction (corresponding to density-density interaction across sites),






< i, j >: represents the sum over neighrest neighbors
n̂i: the spin independent number operator defined as n̂i = n̂i↑ + n̂i↓
V : the off-site interaction parameter
Density dependent tunneling
Density dependent tunneling (which is a modification of the tunneling parameter due to
possible occupation of the tunneling sites) can be written in many equivalent forms, here
we follow the notation from [168]









< i, j >: represents the sum over neighrest neighbors
σ: represents the up (↑) and down (↓) spin
n̂iσ: the number operator defined as n̂iσ = ĉ
†
i,σ ĉi,σ
∆t: the parameter modifying the tunneling
36
Two particle tunneling
To take into account two particle tunneling (where either two particles switch places, or
two particles tunnel together), one adds the terms





j,σ′ ĉi,σ′ ĉj,σ + J
′ĉ†i,σ ĉ
†
i,σ′ ĉj,σ′ ĉj,σ, (3.23)
where:
< i, j >: represents the sum over neighrest neighbors
σ, σ′: represents the up (↑) and down (↓) spin
J, J ′: are the two particle tunneling parameters
A very good introduction to these extended Hubbard model parameters can be found in
[167]. Experimentally many systems have been considered and realized which go beyond
the standard Hubbard model physics [93, 169–172]. In the course of this thesis we studied
certain systems where the use of the extended Hubbard model is imperative (in particular
excited states in multi-plaquette configurations) and are planning to present our results in a
future paper.
3.3 t-J Hamiltonian
A t − J Hamiltonian can be derived from the Hubbard model after elimination of states






















< i, j >: represents the sum over neighrest neighbors
σ: represents the up (↑) and down (↓) spins
J : is the coupling constant (J = 4t2/U with U being the onsite repulsion)





Si : is the spin operator for site i (
−→
Si = (Sxi, Syi, Szi))
For a spin 1/2 system
−→



















and the index i indicates that they act on site i. A mathematical derivation can be found in
[177].
The t−J Hamiltonian has been extensively studied in the context of strongly correlated
materials, in particular in the context of cuprate high Tc superconductivity [178–180].
In chapter 5 section 5.2 we use a slightly different variant of the t−J Hamiltonian where
don’t couple sites but geometric configurations between which the system can resonate
(namely 2-1 and 1-2).
The software packages mentioned in section 3.1.1 also support Hamiltonians containing
general spin operators
−→
S . As such they can be used to solve finite size t−J models. There
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are also ample numerical studies of finite size t−J models already present in the literature,
i.e [181–184].
3.4 Heisenberg model




























i : are the pauli spin matrices acting on site i (defined in equations (3.25) to (3.27))
Jx, Jy, Jz: is the coupling constant in the x, y, z direction
This Hamiltonian gives rise to a wide variety of specialized Hamiltonians each with a large
set of literature devoted to it. If Jx = Jy = Jz the resulting Heisenberg model is referred to
as the XXX model and if Jx = Jy 6= Jz the model is known as the XXZ model (with the
XX model as a special where Jx = Jy and Jz = 0). In general all the tunneling coefficients
can be different between individual sites.
In this thesis we are mostly concerned with the XXX case of the Heisenberg model.
It emerges from the Hubbard model in a perturbative expansion in the U >> t limit [177,
185, 186] for a spin S = 1/2 system at half filling (in this limit J = 4t2/U ). This allows us
to simplify the Hubbard model calculations in the limit of strong interactions. The XXX

































i : are the pauli spin matrices acting on site i
J : is the coupling constant in the x, y, z direction
It is often useful to write the Heisenberg model in its second quantized form. This can be


























ζζ ′: sum over the possible spins (↑ and ↓ for spin 1/2 particles)
σx, σy, σz: are the pauli spin matrices




WAVE FUNCTION ANATOMY OF TWO FERMIONS IN A DOUBLE WELL
In our publication [133] we studied two ultracold fermions in a double-well. Understanding
the double well system is essential since it forms a building block for the design and analy-
sis of larger ultracold atom experiments and ultimately quantum simulators. Experimental
realization of this system was first achieved in 2015 by a group around Selim Jochim in
Heidelberg [99], who were able to build a controllable two particle double well system
with tuneable interaction strength. This system was used to investigate tunneling rates as a
function of the interaction strength and potential shape. The group was able to show that
their results are in good agreement with predictions obtained through the Hubbard model.
However the drawback of the Hubbard model is that as a spin model it doesn’t contain
any information about the detailed microscopic structure of the states, to which both the
spin and space part of the wavefunction contribute. Our calculations allowed us to unravel
details of the spin and space wavefunction, its entanglement and the full spectra from very
strong attraction to very strong repulsion. In addition we analyzed in detail the influence of
a tilt in the double well potential. We also investigated the evolution of the energy spectrum
from a single to a double well.
There are two possible realizations of a double well system, both of which are analyzed
in the following. The first option is a one dimensional linear double well system (DWLI).
In this case the external potential looks like the potential displayed in figure 2.1. The
confining frequency in y is so large that it has no influence on the low energy spectrum and
the system can be treated as being quasi one dimensional along x. This configuration we
study in section 4.1.
The other double well system is formed by two parallel one-dimensional needles (DWPA)
connected by a smooth neck as schematically shown in figure 4.1. This configuration is an-
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alyzed in section 4.2.
Figure 4.1: Schematic of a parallel double well potential (DWPA) with one particle in
each well. The two wells are connected through a high inter-well barrier along the tightly
confined x direction (~ωx  ~ωy). As we show in our analysis of the DWPA system (see
section 4.2 for more details) the low energy physics of this system is identical to the DWLI
system.
Technical details:
The following paragraphs provide technical details about the calculation and are not
needed to follow the arguments in the text. They can be skipped until the details become
relevant to the reader.
As mentioned in section 2.1 our calculations are inherently two-dimensional. The in-
teraction strength g should therefore have units of ” energy · length2 ”. However in this
chapter we are interested in quasi one dimensional systems, which is why we give the
interaction strength g in units of l0~ω (the length scale of the tightly confined direction
is absorbed into the value of g). This also allows a more direct comparison with the re-
sults in [99]. As an interaction potential we use a 1D delta function (see equation (2.3)
in chapter 2) along the x and y direction (our Hamiltonian is separable in x and y).
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Details regarding the comparison with experiments:
The calculations performed in this thesis were done in 2D, while any experimental real-
ization is necessarily a system in 3D. Instead of the two open wells depicted in figure 4.1,
experimentally the system looks like two parallel needles (sometimes also referred to as
two parallel cigars), where the needle shape is formed by the equipotential surfaces in 3D.
The reason why such a 3D system can be directly related to our DWPA and DWLI config-
urations is that the low energy physics (ground and first few excite states) are determined
by the states along the weakest confinement direction and the lowest energy state (states
in the case of degeneracy) of the other confining directions. I.e. our DWLI configuration
has a degenerate ground state in x and a first excited state along x that is ≈ 1~ω above the
degenerate ground state. Our DWPA system has a degenerate ground state in x and a first
excited state along y that is ≈ 1~ω above the degenerate ground state (the excited states
along x are significantly higher in energy). This is why the lowest energy results are the
same. The same applies for two parallel needles in 3D, which have a degenerate ground
state in x, low lying excited states along y and other high energy excited states along x and
z. See section 4.2 for more details.
4.1 Linear double well (DWLI)
First we focus on the analysis of the linear double well (DWLI) system. We performed
detailed studies of the evolution of the spectrum over the full range of interaction strengths.
Moreover we studied the crossover from a single to a double well and the influence of a
tilt. Furthermore we studied the wave function anatomy (through SPDs and SR-CPDs) for
selected parameters and analyzed the entanglement of the wavefunction through the von
Neumann entropy.
A DWLI system can for instance be realized through trap parameters like ωx/(2π) =
1 kHz, ωy/(2π) = 100 kHz, d = 1 µm, Vb/h = 5.4 kHz.
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4.1.1 Symmetric (no tilt) linear double well
Figure 4.2 analyzes the evolution of the two particle spectra without tilt (∆ = 0) from a
single well d = 0, Vb/h = 0 to a full double well d = 2 µm, Vb/h = 5.4 kHz. There
are two different types of energy levels in figure 4.2, horizontal lines that are independent
of the interaction strength g and energy curves that are dependent on g. The horizontal
lines consist of triplet states and Heitler London (HL) type states. The triplet states are
always independent of the interaction strength due to the exchange hole imposed by the
Pauli principle. These states can be found in all the panels of figure 4.2. The HL type non-
interacting states are only present in the fully separated double well case (figure 4.2 c). The
HL type states are singlets where one atom is localized in each well: |L ↑ R ↓〉±|R ↑ L ↓〉
where L denotes left and R denotes right. They are present in panel b) and c) of figure 4.2,
although they are only non-interacting in the fully separated double well case (figure 4.2
panel c). These states are reminiscent of the highly entangled bell states [188]. There is a
second type of singlet states which are states where both particles are occupying the same
well. In those cases the two atoms form a repulsively localized bound state with increasing
repulsive interaction (a Wigner molecule, for more details on Wigner molecules formed by
ultracold atoms see section 4.1.2 and [132, 133, 135, 189]). Those states show very strong
g dependence, have strong entanglement and are remaniscent of NOON states [190], where
NOON is a designation for a state having N particles in one site and 0 particles in the other
|N0〉± |0N〉 (in our two particle case this corresponds to |L ↑ L ↓〉± |R ↑ R ↓〉). The pair
of degenerate first excited states (blue and orange color) in the repulsive range (−1/g < 0)
of figure 4.2 c) are NOON states as well as the pairs of degenerate g dependent states in the
attractive range −1/g > 0 (green and red as well as orange and gray).
As the interwell barrier is being decreased the former Heitler London type singlet states
experience an increasing interaction across the barrier, which causes them to develop a
dependence on the interaction strength as shown in figure 4.2 b). The previously present







































































Figure 4.2: Evolution of the energy spectra of two fermions as a function of the interac-
tion strength for three values of the well separation d = 0, d = 1.297 µm, d = 2 µm
with an interwell barrier of Vb/h = 0, Vb/h = 2.273 kHz (εb = 18.18), Vb/h =
5.4 kHz (εb = 18.18) respectively (no tilt (∆ = 0)). The trapping frequencies are
ωx/(2π) = 1 kHz, ωy/(2π) = 100 kHz. The parameters for subfigure c) were chosen to re-
flect the experimental conditions in [99]. The Labels s and t next to the energy levels denote
singlet (S = 0) and triplet (S = 1) respectively. A ”+” next to the energy level symbolizes
positive overall parity, a ”−” negative overall parity. As a length scale reference, the har-
monic oscillator length is l0x = (~/(Mwx))1/2 = 1.297 µm where M = 9.99× 10−27kg is
the mass of the 6Li atom. The colors of the energy curves in all three panels are consistent
to allow for direct comparison of the states. The insets in panels a-c show a cut of the
potential along the x direction.
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spectrum of figure 4.2 a) is fully developed.
4.1.2 Two particles in a tilted linear double well
Figure 4.3 shows our results for a tilted linear double well (∆/h = 0.5 kHz) at a separation
of d = 2 µm and an interwell barrier of Vb/h = 5.4 kHz. In addition to the energy spectrum,
we present a detailed analysis showing SPDs (green surfaces) and SR-CPDs (red surfaces)
for both ground and excited states. For details on the calculation of SPDs and SR-CPDs
see section 2.7. Our calculations reveal intriguing aspects of the resulting wavefunctions.
Space aspects: As with the non tilted DWLI system, discussed in section 4.1, the
spectrum of the tilted DWLI system consist of states with two particles in one well and
states with one particle in either well (HL type). However due to the tilt and the resulting
broken parity symmetry along x, there are no NOON states formed. Instead particles are
either localized in the left (|L ↑ L ↓〉) or right well (|R ↑ R ↓〉). HL type states are shown
in panels b,h,f and doubly occupied well states are shown in panels a,c,d,e,g.
Spin aspects: HL type and doubly occupied states can be singlet (S = 0) or triplets
(S = 1). HL type singlets are shown in b,f and a HL type triplet is shown in h. Doubly
occupied singlets are present in a,c,d,e and a doubly occupied triplet is shown in g.
Development of the states: The ground state (gs, red curve) in the noninteracting limit,
consists of the two atoms occupying the lowest energy orbital in the left well |L ↑ L ↓〉
and is therefore a single determinant wavefunction. With increasing repulsion (towards
−1/g = −0 in figure 4.3) an anticrossing develops between the gs and first excited singlet
(blue curve, HL type state, |L ↑ R ↓〉 ± |L ↓ R ↑〉) and for very strong repulsion (near
−1/g = −0) the gs is a HL type state.
Formation of ultracold wigner molecules: Of particular interest are the states de-
picted in panel d and e. The SPD in e clearly shows a double humped density, indicating
that the two fermions, which are occupying the left well, are localizing due to the strong re-
pulsive interaction. This is in perfect analogy to the formation of Wigner molecules, as they
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Figure 4.3: Tilted double well with two fermionic atoms. The SPDs (green surfaces) and
SR-CPDs (red surfaces) in panels a,b,g,h are calculated with an interaction strength of
−1/g = −4/(
√
2l0~ωx), in panel c with −1/g = −1.70/(
√
2l0~ωx) , in panel d with
−1/g = −0.5/(
√
2l0~ωx) and in panel e and f with −1/g = −0.1/(
√
2l0~ωx). The states
displayed in these panels are marked with a star in the energy spectrum. s and t next to
the energy levels denote singlet and triplet respectively. The upper case labels L and R
correspond to space orbitals localized on the left and right wells. The lower case subscripts
l and r (present in panels e and d) denote space orbitals localized on the left and right
side within in a single well. The lower case subscripts s and p (as seen in panels g and
h) indicate the single particle ground state (no-nodes ⇒ s) or the first excited state (one
node ⇒ p). A tilde above the labels L and R (see incipient UCWM, panel d) indicates
that the localization is not as pronounced as for a fully developed UCWM. The symbol s
in 2(1 + s2)1/2 represents the overlap of left and right space orbitals. The black arrow in
the SR-CPDs represents the location of the spin-down fermion and the red arrow indicates
that the red surfaces represent the density for the spin-up atom. The parameters of this
calculation are ωx/(2π) = 1 kHz, ωy/(2π) = 100 kHz, Vb/h = 5.4 kHz. Panels a,g,f,h
and the inset below the spectrum show a cut of the external confining potential along the x
direction. As a length scale reference, the harmonic oscillator length l0x = (~/(Mwx))1/2
is l0x = 1.297 µm where M = 9.99× 10−27kg is the mass of the 6Li atom.
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have been predicted [135][134][191][142] and experimentally found [135][192][193][194]
in electron quantum dots. In order to emphasize the emergence of this universal behav-
ior we call the strongly localized one-well states ultracold wigner molecules (UCWM).
The two-atom UCWM in panel e) can be approximated by an interwell HL configuration
|Ll ↑ Lr ↓〉±|Ll ↓ Lr ↑〉 where Ll denotes the left hump in the left well and Lr denotes the
right hump in the left well as seen in the SPD. The panel in d shows an incipient UCWM.
The consequences of the formation of UCWMs in systems of ultracold atoms are far reach-
ing and allow for instance the mapping of the system to spin chains [132][195].
Connection to fermionization: For very strong repulsion the UCWM may reach the
regime of fermionization, a regime that has been experimentally observed in [98]. In this
limit the gs (red curve) becomes degenerate with the one-well triplet state (orange curve).
Fermionization predicts that at this point the square modulus of the wavefunction of the
singlet and triplet become identical [98]. This behavior is observed in our calculations in
both the SPD and SR-CPD, as can be seen by comparing panels g and e.
Further analysis: We furthermore analyzed the resonance region (grey rectangle in
figure 4.3) and the connection of the observed wavefunctions to the Bell states. Both as-
pects are described and explained in detail in [133] and for the sake of avoiding undue
repetition not reproduced here.
4.1.3 Entanglement analysis of two particles in a tilted linear double well
In figure 4.4 we study the entanglement characteristics of two particles in a tilted double
well. The spectrum (top of figure 4.4) is the same as in figure 4.3 and reproduced for the
convenience of the reader. The curves in the bottom of figure 4.4 show the corrspond-
ing von Neuman entanglement entropy. The von Neumann entropy is defined as SvN =
Tr(ρ log2(ρ)) − log2(N), where ρ is the single particle density matrix and N is the num-
ber of particles. For details see section 2.7.6. Both attractive (−1/g > 0) and repulsive
(−1/g < 0) interparticle interactions are considered. The colors of the energy levels in
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the spectrum match the colors of the entanglement curves. In the left half of the figure we
present a detailed analysis of the UCWM, in the right half of the figure we show the SPDs
and SR-CPDs for six selected states. The states for which we show the SPDs and SR-CPDs
are marked with stars on the levels in the energy spectrum and in the entanglement plot.
The bar charts next to a,b and g show the occupation numbers of the natural orbitals.
In the case of a triplet (fully polarized state) the von Neumann entropy is SvN = 1 inde-
pendently of the interaction strength g (the spatial wave function needs to satisfy the Pauli
principle and the resulting Pauli hole ensures that the contact interaction doesn’t act on the
triplet states). Therefore all the triplet states in the von Neumann entropy plot collapse to
a single horizontal line (see the horizontal lines in both the attractive and repulsive parts
of the entanglement entropy plot in figure 4.4). Furthermore the von Neumann entropy
for the dark brown and purple curves approaches 0 in the non interacting limit (both on
the repulsive side of the spectrum (−1
g
→ −∞) and on the attractive side of the spectrum
(1
g
→ ∞)). The reason for this behavior is that in the weakly interacting regions (g → 0)
the states approach single-determinant wavefunctions: |L ↑ L ↓〉 in the case of the dark-
brown state and |R ↑ R ↓〉 for the purple state in figure 4.4. This wavefunction structure
also becomes apparent in the SPD plots in panel e and f.
The non-interacting limit in the attractive region (−1/g → ∞) behaves correspond-
ingly, with the ground (brown curve) and 2nd excited state (purple curve) approaching the
single-determinant wavefunctions (see panel e and f for the SPDs which correspond to
|L ↑ L ↓〉 and |R ↑ R ↓〉 respectively). In panels a,b,c and d of figure 4.4 we analyze the
first excited state in the attractive region (green curve) at different interaction strengths.
Interestingly it develops a minimum in the entanglement entropy (see point b in the entan-
glement entropy plot), where the state is close to a single-determinant state (see bar plot
in panel b). For strong interactions however the number of involved Slater determinants
grows significantly as can be seen from the bar plot in panel a.
Panel g shows a detailed analysis of the UCWM (its position in the energy spectrum is
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Figure 4.4: Entanglement characteristics of a tilted double well with two particles. For
a detailed description and discussion of this plot see section 4.1.3. The tilt is ∆/h =
0.5 kHz. The distance between the minima in the double well is 1.54l0 = 2 µm where
l0 = 1.297 µm is the harmonic oscillator length for the mass of 6Li atoms and a trapping
frequency of 1 kHz. For both the right and the left well ωx/(2π) = 1 kHz, ωy/(2π) =
100 kHz. Furthermore Vb = 18.18V0 with V0/h = 0.297 kHz. For a detailed description of
these parameters see section 2.2.
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marked wit a star and the label g). In the top part of panel g we show the SPD (green) and
two SR-CPDs (red). Below the densities, we show an equation illustrating the expansion
of the UCWM wavefunction in terms of natural orbitals (NO), below which we show a bar
plot of the eigenvalues of the single particle density matrix (also referred to in literature as
the occupation numbers). The orbital density ρ and the orbital wave function cuts Ψx for
the first two natural orbitals are also given. It is apparent from both the orbital density and
the wave function cut along x that the first NO of the UCWM is two-peaked in contrast to
the non-interacting case which is single-peaked (not shown).
It is remarkable that in the repulsive case the maximum of the entanglement entropy
stays below 1.3. In contrast the value of the entanglement entropy grows without bounds
in the strongly attractive region −1
g
→ +0 (a tightly bound dimer). Due to the connection
between the von Neuman entropy and the natural orbitals (see section 2.7.5) this implies
that a large number of Slater determinants is needed to describe the strongly attractive state
(it is highly correlated). This can also be seen from the occupation number bar plot in
figure 4.4, panel (a).
4.2 Parallel double well (DWPA) and comparison with experiment
A double well potential for ultracold atoms is experimentally realized using optical tweez-
ers [99][106]. Therefore the full 3D potential looks like two parallel needles, with a con-
fined (high trapping frequency) radial direction and a free (low trapping frequency) axial
direction. The needles are placed in close proximity, effectively creating a double well. A
double well parallel configuration (DWPA) in our calculations can for instance be realized
through trap parameters like ωx/(2π) = 6.6 kHz, ωy/(2π) = 1 kHz, d = 2.5 µm, Vb/h =
10.0 kHz and is illustrated in figure 4.1. This configuration is different from the DWLI
configuration that we analyzed so far in the sense that the unconfined direction is along y,
instead of along x. This of course raises the question on whether our results from the DWLI
system are applicable to the DWPA system. This is discussed in the following section.
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4.2.1 CI results for the DWPA configuration
To study the effects of the DWPA orientation, we calculated the energy spectrum for a
symmetric double well (no-tilt) in analogy to figure 4.2 c. The result is shown in figure 4.5
a and exhibits the same degeneracy patterns and the same dependence of the energy on g
as figure 4.2 c. Furthermore we calculated the SPDs (green) and SR-CPDs (red) for the
points labeled A and B in figure 4.5. This revealed the formation of HL type and NOON
states in perfect analogy to the analysis of section 4.1. More importantly the formation of
the UCWM (see figure 4.5 c) is in perfect agreement with what had previously been found
for the case of the tilted DWLI system (compare figure 4.3 e). The only difference is that
the UCWM now develops along the y axis instead of along x and that it appears symmetric
in both wells due to the parity conserving external potential (the external potential used for
the calculations in figure 4.5 is not tilted), thereby forming a NOON state. This leads us to
conclude that the system behavior is independent of the DWLI and DWPA orientation as
long as one restricts oneself to the lower energy branches of the spectrum. Naturally higher
excited states along the confined directions will exhibit differences.
Mapping of the CI results to Hubbard model parameters
Figure 3 in [99] shows the occupation statistics as a function of the Hubbard model param-
eter U/t and allows us to compare our results against the experimental measurements. Note
that the parameter t in this thesis corresponds to J in [99]. In order to perform this com-
parison we first need to map our calculation results to Hubbard model parameters, which
is described in the following.
To extract the Hubbard model parameters from our results we perform calculations in
the DWLI and DWPA case with the following parameters. DWLI:wx/(2π) = 1 kHz, wy/(2π) =
100 kHz, Vb/h = 5.407 kHz, d = 2 µm. The parameters for the DWPA case are:
d = 2.5 µm, ωx/(2π) = 6.6 kHz, ωy/(2π) = 1 kHz, Vb/h = 10 kHz. Both sets of
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Figure 4.5: Energy spectrum (a) and SPDs and SR-CPDs (b, c) for two particles in a non
tilted DWPA trap with large interwell barrier. The parameters of the external potential are:
d = 2.5 µm, ωx/(2π) = 6.6 kHz, ωy/(2π) = 1 kHz, Vb/h = 10 kHz,∆/h = 0. As a length
scale reference, the harmonic oscillator length l0x = (~/(Mwx))1/2 = 0.505 µm where
M = 9.99× 10−27kg which is the mass of the 6Li atom. The parameters are in the range
of those used in experiments [99]. The black arrow near the SR-CPDs (red surface) shows
the location of the spin-down fermion and the red arrow indicates that the red surfaces
represents the density for the spin-up atom.
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The Hubbard hopping parameter t is obtained from the non-interacting energy spec-
trum of the symmetric double well (∆ = 0) through the energy difference between the
singlet ground state and the first excited triplet state, which equals 2t. For the DWLI con-
figuration this yielded a value of t/h = 48.73 Hz and for the DWPA configuration a value
of t/h = 55.33 Hz. This is small compared to the lowest trap frequency of 1 kHz in the
DWLI and DWPA configuration and corresponds to the weak tunneling regime.
The Hubbard onsite interaction strength U is a function of g and determined as
the energy difference E(−1/g) − E(∞) in a single well. E(−1/g) is the energy of the
interacting ground state andE(∞) is the ground state energy in the non-interacting limit. In
order to obtain this difference we introduced a strong tilt of ∆/h = 4.84 kHz (DWLI) and
∆/h = 9.67 kHz (DWPA) to the external potential while keeping the other trap parameters
unchanged. This localizes both particles in one well (even for very strong repulsion) and
allows us to calculate the onsite interaction parameter U .
4.2.2 Determination of occupation probabilities and comparison with experiment
Having established the U(g) dependence we calculate SR-CPDs for different values of g in
the non-tilted double well. The fixed point of the SR-CPD is placed in the left well (x < 0).
We then integrate the volume of the SR-CPD separately for x < 0 and x > 0, which yields
the probability for double and single occupancy respectively.
The results of these calculations are displayed in figure 4.6 and overlayed on top of Figure
3 reprinted from [99]. The blue circles and squares represent the experimental data, the
red dots correspond to our calculated results for the DWLI configuration, the red triangles
correspond to our results for the DWPA configuration. As one can see the results for both
configurations of the double well agree well with the experimental results and the limit of
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Figure 4.6: Occupation probabilities from [99] compared with our calculated values for
the DWLI and DWPA case. The solid lines represent the Hubbard model prediction. Blue
squares and green circles represent experimental data, red dots and red triangles represent
our CI calculation results for the DWLI and DWPA configuration. For details on how the
data was obtained see section 4.2.1. Note the interchange of the blue and green proba-
bility curves between the two panels, which is found in both theory and experiment. The
parameter t in this thesis corresponds to J in [99]
More information and additional results can be found in our Nano Letters paper
[133]:
Benedikt B. Brandt, Constantine Yannouleas, and Uzi Landman. “Double-
Well Ultracold-Fermions Computational Microscopy: Wave-Function Anatomy of
Attractive-Pairing and Wigner-Molecule Entanglement and Natural Orbitals”. In:
Nano Letters (Sept. 9, 2015)
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CHAPTER 5
SPIN CHAINS AND RESONATING SPIN CLUSTERS FROM MICROSCOPIC
HAMILTONIANS FOR THREE AND FOUR PARTICLES IN LINEAR AND
PARALLEL DOUBLE WELLS
After our studies of the two-particle double well system we were interested in expand-
ing our analysis to higher number of particles, which allows us to study the formation of
quantum magnetism (ferromagnetic or anti-ferromagnetic ordering). The models that are
needed to describe these systems at strong repulsion turn out to be the Heisenberg model
and a variant of the t − J model that is akin to the one used in the study of high Tc super-
conductivity.
In section 5.1 we first analyze four particles in a double well, after which we study
three particles in a double well in section 5.2. The reason for studying four particles first is
that four particles arrange themselves symmetrically between the two wells and are there-
fore easier to analyze. Three particles in a double well have a doubly degenerate ground
state, equivalent to a resonance between the right and left well which introduces additional
complexity.
Technical details:
The following paragraphs provide technical details about the calculation and are not
needed to follow the arguments in the text. They can be skipped until the details become
relevant to the reader.
As mentioned in section 2.1 the numerical code that runs the calculations is inherently
two-dimensional. The interaction strength g should therefore have units of energy ·
length2. However in this chapter we are interested in quasi one dimensional systems,
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which is why we give g in units l0~ω. This can be done even in the DWPA cases, where
the double well is formed along the x-direction since, we only need to take the lowest
two almost degenerate energy levels along the x-direction into account. The important
energy and length scales in the DWPA case are along the y direction. As an interaction
potential we use a 1D delta function (see equation (2.3) in chapter 2) along the x and y
direction (our Hamiltonian is separable in x and y).
5.1 Four particles in a double well
We first analyze four particles in a linear double well (DWLI, see section 5.1.1), before we
analyze four particles in a parallel double well (DWPA, see section 5.1.2). We also give
some results for four particles in a single well (see figure 5.2) to show the similarities and
differences to a double well.
5.1.1 Four particles in a linear double well
Figure 5.1 shows spectra as well as a SPD and a SR-CPD for four particles in a linear
double well. The spin projection Sz was chose to be Sz = 0 (two spin up atoms and two
spin down atoms). The spectra in panel (a) were calculated for an intermediate inter-well
barrier, while the spectra in panel (b) were calculated for a high interwell barrier. For both
barriers the lowest energy band in the spectrum at very strong repulsion (close to−1/g = 0)
consists of six states. In panel (a) one can already see the onset of a characteristic 1-2-3
degeneracy pattern in the lowest energy band (close to−1/g = 0), which is fully developed
for the high interwell barrier (= well separated wells) in panel (b).
Amongst these six states are two with total spin S = 0, three with S = 1 and one
with S = 2. This spin pattern can be understood in context of the branching diagram (see
figure A.1), which predicts those multiplicities.
The SPD (to the right of panel (a)) and SR-CPD (to the right of panel (b)) in figure 5.1





































Figure 5.1: This figure shows the spectra for four particles in a double well for two different
interwell barriers, together with schematics of the potentials and an SPD and SR-CPD for
the ground state of the high interwell barrier in the strongly interacting limit (see star in the
spectrum in panel (b)). The Sz quantum number in the calculations is Sz = 0. The value of
zero in the energy spectrum corresponds to the ground state energy for the non interacting
system. Alongside each level in the spectrum we annotate the total spin quantum number
S (the S = 2 state is not explicitly annotated, but can be identified as the lowest horizontal
energy level in the spectrum). The distance between the wells is d = 2.5 µm and the barrier
height is Vb/h = 2.3 kHz in panel (a) and Vb/h = 8.5 kHz in panel (b). In both panels the
frequencies for the external confining potential are ωx/(2π) = 1 kHz, ωy/(2π) = 100 kHz.
58
double hump for the SPD in each well, clearly indicates the presence of a Wigner molecule
in each well, a conclusion which is further corroborated by the SR-CPD, where we plot the
spin down density given a spin up particle fixed at x = 0.8 µm. As we expect for a Wigner
molecule, there is no double occupancy at the fixed point of the SR-CPD and individual
humps are clearly visible at the neighboring sites.
5.1.2 Four particles in a parallel double well
Due to the experimental orientation of the optical tweezers, the system that is experimen-
tally realized is going to be in a double well parallel DWPA configuration and in this section
we report the corresponding results for four particles. Figure 5.2 shows spectra, SPDs and
SR-CPDs for four particles in a single well (panel (a-c)), a double well with intermediate
barrier (panel (d)) and a double well with high barrier (panel (e-i)).
A common feature in all three spectra is the formation of a sixfold lowest energy band
at strong repulsion with the only difference being the spacing between the energy levels.
The single well shown in figure 5.2 (a) has six clearly separated energy levels, converging
to a common point at −1/g = 0 whereas figure 5.2 (e) has three converging branches with
a characteristic 3,2,1 degeneracy. The onset of this grouping of states into a 3,2,1 pattern is
visible for the intermediate barrier height displayed in figure 5.2 (d).
The SPDs in figure 5.2 also clearly reveal the formation of an ultracold Wigner molecule
(UCWM) in both the single (panel (b)) and double well configuration (panel (f) and (h))
at very strong repulsion. The repulsively created extemporaneous sites in the UCWM are
clearly visible in the density (see red numbers denoting the sites above the SPDs and SR-
CPDs in figure 5.2). Panels (h) and (i) show the SPD and SR-CPD for the third exited
state for the well separated double well. We included this figure to illustrate that the SPD
of the UCWM looks identical for the ground state (panel(f)) and third excited state (panel
(h)), but the spin configuration is different as is evident by the different SR-CPDs in panel
(g) and (i). This shows that combining SPDs and SR-CPDs is essential in an analysis
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Figure 5.2: Evolution of four particle spectra, SPDs and SR-CPDs from a single well to
a fully separated double well. The SPDs and SR-CPDs in (b),(c),(f),(g) correspond to the
Sz = 0, S = 0 ground state at −1/g = −0.1(
√
2l0y~ωy)−1 (red curve in the respective
spectra). The SPDs and SR-CPDs in (h),(i) correspond to the Sz = 0, S = 0 excited state
at −1/g = −0.2(
√
2l0y~ωy)−1 (orange curve). g is the 1D contact interaction strength.
Panels (I) and (II) are schematics representing the potential and the spatial configuration of
the particles. Panel (III) is a schematic showing the labeling of the sites for the Heisenberg
model (the site labeling is also annotated above the peaks in the SPDs and SR-CPDs).
The parameters of the external trap are wx/(2π) = 6.6 kHz, wy/(2π) = 1 kHz, d = 0 in
panel (a) and d = 2.5 µm in panel (d) and (e). The interwell barrier is Vb/h = 0 in panel
(a), Vb/h = 6.08 kHz in (d) and Vb/h = 11.14 kHz in (e). For additional details on the
calculation see the technical details section in the introduction to this chapter.
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of the wavefunction, since each individually will only yield an incomplete picture of the
wavefunction anatomy.
5.1.3 Similarities between the DWPA and DWLI results and underlying physics
In the previous two sections we saw that the DWPA and DWLI case share many of the
same features. Namely
• The appearance of extemporaneously created sites
• The lowest energy band shows a 1-2-3 degeneracy pattern for high inter-well barrier
• For strong repulsion the energy levels of the lowest energy band come together at the
horizontal S = 2 energy level
This indicates that there is fundamental underlying physical process that yields the same
results independent of trap arrangement. This underlying physics is the formation of ultra-
cold wigner molecules (UCWM) in each well.
The formation of a UCWM allows us to map the highly repulsive regime of the spec-
trum to an effective spin model. Each hump in the SPD indicates the position of a localized
particle (a site in the spin model). The Hamiltonian reproducing the energy spectrum in








where the symbol 〈ij〉 denotes a summation over nearest-neighbor sites. For details on the
Heisenberg Hamiltonian and how to solve it, see section section 3.4. The second term in
equation (5.1) is a scalar, leading to an overall energy shift.
The parallel double well (DWPA) case in figure 5.2 (d-i) is well described by a 2D
Heisenberg ring (as shown schematically in figure 5.2 panel (III) and figure 5.3 panel (a)).
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Figure 5.3: Four particle site numbering for a double well parallel (DWPA) and double well
linear (DWLI) configuration. r, s represent the different couplings between the localized
sites. The interaction between site 1 and 4 and the interaction between site 2 and 3 is be-
tween self localized sites and denoted s. The interaction between site 1 and 2 and between
site 4 and 3 is through the interwell barrier and denoted r. The arrangement in panel (b)
can be obtained from the arrangement in panel (a) by setting the coupling between site 3
and 4 (J34) to zero. This allows one to easily transform the Hamiltonian from a DWPA
configuration to a DWLI configuration.
Since the Heisenberg ring in the DWPA case is symmetric under reflection in x and y there
are only two exchange constants J12 = J34 = r and J23 = J14 = s.
The linear double well (DWLI) in figure 5.1 represents an open linear spin chain,
with J12 = r and J23 = J41 = s (reflection symmetry along y). The interaction terms and
the site numbers are illustrated in figure 5.3 panel (b). The slightly unconventional 4123
numbering of the sites was chosen, because the Heisenberg Hamiltonian for the DWLI case
can be easily obtained from the Hamiltonian of the DWPA case by setting J34 = 0.
The single well case in figure 5.2 (a) is mathematically equivalent to the linear double
well case. Only the central (inter-well) coupling J12 is different.
As we show in [121] these effective Hamiltonians reproduce the six fold band in the
energy spectrum as well as the total spin multiplicities and the spin eigenfunctions of our
CI calculation.
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5.2 Three ultracold atoms in a double well
Compared to the two particle case, three particles in a double well system exhibit an even
richer behavior, that leads amongst other things to the notable formation of a resonating
UCWM and the appearance of a t− J like model to describe the energy spectrum. This is
remarkable since it has been conjectured [80] [92] that systems of ultracold atoms can be
used to simulate complex many body phenomena like high Tc superconductivity.
5.2.1 Three particles in a parallel double well (DWPA)
Figure 5.4 shows spectra, SPDs and SR-CPDs for three particles in a DWPA system for
different tilts and interwell barriers. The calculations were performed for three particles
with a spin projection Sz = 0.5 (two particles with up spin, one particle with down spin).
The panels (a)-(i) in figure 5.4 show the results for symmetric (non-tilted) double wells
with different interwell barrier heights. Panels (j)-(q) show the results for double wells at
two different tilts.
The case of tilted double wells can be interpreted using a Heisenberg model. First
let’s analyze the case of moderate tilt (figure 5.4 (j)-(m),∆ = 0.5~ωy). The formation
of the UCWM results in a system that is well described by a 3-site Heisenberg triangle
Hamiltonian
H trgHeis = J12S1 · S2 + J13(S1 · S3 + S2 · S3)− J12/4− J13/2, (5.2)
In analogy to section 5.1 we label s = J12 (tunneling between repulsively created sites
within a single well) and r = J13 = J23 (tunneling across the barrier). For the site number-
ing see figure 5.4 (V), for details on the Heisenberg model and how to solve it, see chapter 2
section 3.4.
The CI energy spectrum in figure 5.4 (j) shows a characteristic 1-2 degeneracy pattern at
strong repulsion (−1/g → 0) and the multiplicities G of the total spin S are G(N = 3, S =
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Figure 5.4: Spectra, entanglement, SPDs and SR-CPDs for three particles in a parallel
double well. The trapping frequencies are ωx/(2π) = 6.6 kHz, ωy/(2π) = 1 kHz, the well
separation is d = 2.5 µm. Panels (a),(b),(c),(d),(e) were calculated using ∆/h = 0, Vb/h =
11.14 kHz, panels (f),(g),(h),(i) were calculated using ∆/h = 0, Vb/h = 24.30 kHz,
panels (j),(k),(l),(m) were calculated using ∆/h = 0.5 kHz, Vb/h = 24.30 kHz, panels
(n),(o),(p),(q) were calculated using ∆/h = 2.5 kHz, Vb/h = 24.30 kHz. The left column
of panels (a),(f),(j),(n) show the spectra as a function of −1/g, the right column of panels
(e),(i),(m),(q) show the von Neumann entanglement entropy as a function of −1/g. The
middle column of panels (b),(c),(d),(g),(h),(k),(l),(o),(p) shows SPDs and SR-CPDs for the
ground state at −1/g = −0.1(
√
2l0y~ωy)−1. Dashed lines are used to indicate which den-
sities belong to which spectrum and a star indicates the state for which the densities were
calculated. Green surfaces indicate SPDs, blue surfaces show spin up SR-CPDs, red sur-
faces show spin down SR-CPDs. The panels with roman numerals are schematics, panels
(II),(IV),(VI) show the external potential and the distribution of particles in the ground state
(not to scale). Panels (I),(III),(V),(VII) show the spin function of the ground state and panel
(VIII) shows the difference in energy levels between the t-J and Heisenberg model.
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1/2) = 2 and G(N = 3, S = 3/2) = 1 in agreement with the results from the three site
Heisenberg model and the branching diagram (for a description of the branching diagram
see section A.2). In addition to the spectrum we can also compare our CI wavefunction
with the eigenfunctions of the Heisenberg model using our SR-CPDs. The results of the
CI calculation and the Heisenberg model are again in very good agreement. A detailed
compariosn can be found in our published paper [121].
The case of the strong tilt (∆ = 2.5~ωy, figure 5.4 (VI)) can be well described by a
3-site linear (open) Heisenberg Hamiltonian, which can be obtained from the Hamiltonian
in equation (5.2) by setting J12 = s = 0. The energy spectrum at strong repulsion of
this Hamiltonian consists of three distinct energy levels E1 = −3r/2, E2 = −r/2, E3 =
0, whose energy spacing is in agreement with our CI energy levels (see figure 5.4 (n)).
In addition we can again compare the eigenfunctions of the Heisenberg model with our
CI solutions and the agreement is excellent. For details and more information see our
published paper [121].
A qualitatively different behavior is exhibited in the non-tilted (∆ = 0) DWPA case
shown in (figure 5.4 (a)-(i), (I)-(III)). Contrary to the three state lowest energy band present
in the tilted DWPA at strong repulsion, the non-tilted system shows a six state lowest energy
band with four S = 1/2 and two S = 3/2 states. This doubling of energy levels is due to
parity conservation, which requires consideration of a second triangle (246) in addition to
the (135) triangle, see schematic figure 5.4 (I). As can be seen by the SR-CPDs in panel
(b),(c),(d),(g),(h) of figure 5.4 the two triangles consist of well localized atoms. One may
view this situation as having six available sites (three in each well), with three particles
and three holes. However not all holes can be independently occupied, the particles are in








where H trgHeis are the Heisenberg ring Hamiltonians for the individual triangles and Hc is
the coupling between the two. Using |1〉 = |α, 0, α, 0, β, 0〉 , |2〉 = |α, 0, β, 0, α, 0〉 , |3〉 =
|β, 0, α, 0, α, 0〉 , |4〉 = |0, β, 0, α, 0, α〉 , |5〉 = |0, α, 0, α, 0, β〉 , |6〉 = |0, α, 0, β, 0, α〉 as a
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where t = 〈α, 0, α, 0, β, 0|Hc|0, α, 0, α, 0, β〉 = 〈α, 0, α, 0, β, 0|Hc|0, α, 0, β, 0, α〉 and
t2 = 〈α, 0, α, 0, β, 0|Hc|0, β, 0, α, 0, α〉.
The numbering of the sites and the coupling parameters are in detail illustrated in fig-
ure 5.5 and the site numbers are also indicated in several panels in figure 5.4. The numbers
1-3-5 denote one triangle while 2-3-6 denote the other. For r = 0 and t2 = t = 0 (the
case of high interwell barrier, see figure 5.4(f)) the Hamiltonian HtJ reproduces the the
4-2 degeneracy pattern. It is remarkable that the complicated non-degenerate spectrum of
figure 5.4(a) can be reproduced by setting t2 ≈ −4t/10 > −1/2 with t < 0 and s > |t|.
The energy gap between the two lowest states is then ∆E12 = E1 − E2 = 14t/5, centered
around −s. The remaining energies group together in a fourfold band centered around
0. The energy gap between the outer members of the fourfold band (both S = 3/2) is
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Figure 5.5: Three particle site numbering for a double well parallel (DWPA) configuration.
Important: The six sites are a result of having two three-site interlocking triangles. The
eigenstates of this system are in a superposition of these triangles. This implies that inter-
action is only present for sites within a triangle. There is no interaction between sites
with different colored dot. Parameters r, s represent the different couplings between the
localized sites. The interaction between site 1 and 3 is between self localized sites and
denoted s. The interaction between site 1 and 5 and between site 3 and 5 is through the
interwell barrier and denoted r. The same notation convention is applied to triangle 2,4,6.
∆E56 = E5 − E6 = 16t/5 similar to the ∆E12 gap in agreement with the spectrum in fig-
ure 5.4(a). Furthermore the energy gap between the two higher and lower energies of this
band ∆E35 = ∆E46 = E4 − E6 = t/5 which is much smaller than ∆E56 again in agreement
with figure 5.4(a). Note however that for t2 = −t/2 it follows that ∆E35 = ∆E46 = 0 and
a degeneracy pattern 1-1-2-2 develops in disagreement with the CI spectrum, highlighting
the importance of the right choice of parameters.
5.2.2 Three particles in a linear double well (DWLI)
Figure 5.6 shows spectra, SPD and SR-CPDs for the ground state of three particles in
linear double well (DWLI). The results are very similar to the results of the DWPA system
studied in section 5.2.1. The spectra show the same degeneracy pattern and the SPD and
SR-CPDs indicate the formation of Wigner molecules and resonating triangles. Analogous
to the DWPA system this can be modeled using a t − J model, similar to the one shown
in equation (5.4). The difference compared to equation (5.4) is that tunneling across the
middle well only takes place between site 3 and 5 (in the 1,3,5 triangle) and 2 and 4 (in the
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Figure 5.6: Spectra, SPD and two SR-CPDs for three particles in a linear double well. The
schematics in panel (a) and (e) contain different colored balls to symbolize the two res-
onating three particle configurations, namely |2, 1〉 ± |1, 2〉. The spectrum in panel (a), the
corresponding ground state SPD (panel (b)) and the two ground state SR-CPDs (panels (c)
and (d)) were calculated using ωx/(2π) = 1 kHz, ωy/(2π) = 100 kHz, d = 2.5 µm, Vb =
6.08 kHz. The high-interwell spectrum in panel (e) was calculated with the parameters
ωx/(2π) = 1 kHz, ωy/(2π) = 100 kHz, d = 2.5 µm, Vb = 11.14 kHz. The calculation was
run using two spin up and one spin down particle (Sz = 1/2). The ground state (brown
curve) in the spectrum has a total spin quantum number S = 1/2. A star in the spectrum
indicates the interaction strength for which the SPDs and SR-CPDs were calculated. The
position of the fixed point for the SR-CPDs in panel (c) and (d) is at r0 = (−1.3 µm, 0) and
r0 = (1.3 µm, 0) respectively. The spectrum in panel (a) shows the onset of the character-
istic 4-2 degeneracy pattern, in panel (e) the degeneracies are fully developed. The spectra
were plotted such that the non-interacting energy is at 0.
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Figure 5.7: Three particle site numbering for a double well linear (DWLI) configuration.
Important: The six sites are a result of having two three-site interlocking chains. The
eigenstates of this system are in a superposition of these chains. This implies that interac-
tion is only present for sites within a chain. There is no interaction between sites with
different colored dots. In the figure r, s represent the different couplings between the
localized sites. The interaction between site 1 and 3 is between self localized sites and
denoted s. The interaction between site site 3 and 5 is through the interwell barrier and
denoated r. The same notational convention is applied to chain 2,4,6 respectively.
More information on the t-J model, a detailed discussion of the spin states and a
more detailed description of the tilted three particle systems can be found in our
paper [121]:
Constantine Yannouleas, Benedikt B Brandt, and Uzi Landman. “Ultracold
few fermionic atoms in needle-shaped double wells: spin chains and resonating spin
clusters from microscopic Hamiltonians emulated via antiferromagnetic Heisenberg
and t-J models”. In: New Journal of Physics 18.7 (July 8, 2016)
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CHAPTER 6
STUDY OF ULTRACOLD ATOMS IN OPTICAL PLAQUETTES - BUILDING
BLOCKS OF UNCONVENTIONAL SUPERCONDUCTIVITY
A single plaquette is believed to be a building block in the study of high Tc superconduc-
tivity. It has been extensively analyzed using spin models and it is known that those spin
models exhibit a pairing energy gap [160] for different hole dopings and that the ground
state in these models is the celebrated resonating valence bond (RVB) [180] state. How-
ever experimentally important microscopic calculations, analyzing different microscopic
barriers and symmetry braking deformations have so far been lacking.
In this chapter, which is based on our publication [122], we investigate the applicability
of the t − J model and the Hubbard model using our full CI methodology. We reproduce
the predicted formation of a pairing gap for a single plaquette and study the influence of
the inter-well barrier on the pairing gap formation. We then proceed to study the double
plaquette system, which allows for the direct observation of the predicted pairing gap. We
furthermore analyze the impact of symmetry braking (through tuning and deformations) on
the pairing gap.
In section 6.1 we introduce the single plaquette system and show results for four par-
ticles in a single plaquette. In section 6.2 we are introducing the resonating valence bond
states, in section 6.3 we outline our methodology of how to derive spin function solutions
from our CI solutions. In section 6.4 we study the pairing gap phase diagram of a single
plaquette. In section 6.5 we present an analysis of the double plaquette system and how the
result for a double plaquette connects with the results of a single plaquette.
Technical details:
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The following paragraphs provide technical details about the calculation and are not
needed to follow the arguments in the text. They can be skipped until the details become
relevant to the reader.
Since we are studying a truly two dimensional system in this chapter, we are using a
short range Gaussian interaction (see equation (2.4) in chapter 2). We use λ to de-
note the interaction strength in order to clearly distinguish it from the one dimensional
contact interaction g used in chapter 4 and chapter 5.
6.1 Four particles in a single plaquette - introductory analysis
In this section we want to analyze and compare our CI solutions for four particles in a
single plaquette with well separated sites to the results from the Heisenberg and Hubbard
model. For very strong repulsion double occupancy is suppressed and the CI results should
agree with the Heisenberg model. For intermediate repulsion strengths double occupancy
is not completely suppressed and we need to compare our CI results to the Hubbard model.
The results from our CI calculation are displayed in figure 6.1. For large repulsion (λ >
0.5 l20~ω) the spectrum shows a clear separation into a lowest band consisting of six states
and levels that are rising above it. The rising levels represent states with a contribution due
to double occupancy which makes them strongly sensitive to the repulsion strength. The
lowest six states in contrast are states where the double occupancy is suppressed. The num-
ber of states and their total spin corresponds to what one would expect based of the branch-
ing diagram (see appendix section A.2) which is a further indication that the Heisenberg
model might be applicable.
6.1.1 Heisenberg model
For well separated sites (i.e. at large intra-plaquette distances or high barriers) and at very





 0  0.5  1
 0
 0.1
















ground state 1st excited 2nd excited
3rd excited 4th excited 5th excited
Figure 6.1: Spectra and SR-CPDs for four particles in a single plaquette. The top row
shows the spectrum from our CI calculation in a range from λ = 0 to λ = 1 l20~ω and
a zoomed in region from λ = 0.5 l20~ω to λ = 1 l20~ω, where the lowest energy band is
clearly distinct from the higher lying states. This band consists of 6 states, the ground state
with parity Pxy = 1 and total spin S = 0, the 1st excited state with Pxy = 1 and S = 1, the
second excited state with Pxy = 1 and S = 0, the third and fourth excited state which are
degenerate and share the same quantum numbers Pxy = −1 and S = 1 and the fifth excited
state with quantum numbers Pxy = −1 and S = 2. The next two rows show the SR-CPDs
for those six states, where we fix a spin up particle at x = −3 µm, y = −3 µm and look for
a spin down particle on the remaining sites. The parameters for our plaquette are d = 3 µm,
εb = 0.5, ωx/(2π) = 1 kHz, ωy/(2π) = 1 kHz. The SR-CPDs were calculated at a value
of λ = 1.1 l20~ω corresponding to a value of U/t = 9.1. For details on how we map the CI
parameters to Hubbard model parameters see appendix section A.1.
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plaquette Hamiltonian with four particles should therefore map onto a four site square
Heisenberg model. The solutions for this model are given in [132] and reproduced here for
the reader’s convenience
E1 = −2J, (6.1)
E2 = −J, (6.2)
E3 = 0, (6.3)
E4 = 0, (6.4)
E5 = 0, (6.5)
E6 = 2J, (6.6)
with corresponding (unnormalized) eigenvectors
V1 = |↑↑↓↓〉 − 2 |↑↓↑↓〉+ |↑↓↓↑〉+ |↓↑↑↓〉 − 2 |↓↑↓↑〉+ |↓↓↑↑〉 S = 0, (6.7)
V2 = − |↑↓↑↓〉+ |↓↑↓↑〉 S = 1, (6.8)
V3 = |↑↑↓↓〉 − |↑↓↓↑〉 − |↓↑↑↓〉+ |↓↓↑↑〉 S = 0, (6.9)
V4 = |↑↑↓↓〉 − |↓↓↑↑〉 − i |↑↓↓↑〉+ i |↓↑↑↓〉 S = 1, (6.10)
V5 = |↑↑↓↓〉 − |↓↓↑↑〉+ i |↑↓↓↑〉 − i |↓↑↑↓〉 S = 1, (6.11)
V6 = |↑↑↓↓〉+ |↑↓↑↓〉+ |↑↓↓↑〉+ |↓↑↑↓〉+ |↓↑↓↑〉+ |↓↓↑↑〉 S = 2, (6.12)
where we give the value of the total spin S after the spin function. Since our plaquette
exhibits C-4 symmetry one must be careful to ensure that all eigenvectors are C-4 symmet-
ric. This is automatically guaranteed for non-degenerate states, but needs to be enforced
in the degenerate space for eigenvalues 4 and 5. The eigenvectors in equation (6.7) to
equation (6.12) were chosen to exhibit the proper C-4 symmetry.
The SR-CPDs can be employed to compare the CI-wavefunctions with the spin eigen-
functions. This procedure has been extensively described in [132]. Fixing a spin up atom
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on position 1 of eigenvector 1 for instance leads to an expected ratio of 5/2 between the
volume of the hump on site 2 vs the volume of the hump on site 3 for the ground state (see
equation (6.7)). The predictions for the volume ratio between site 2 and site 3 from the
Heisenberg model and the actual CI volumes are listed in table 6.1.
Table 6.1: Volume ratios of the humps at site 2 and site 3 in the CI calculation and the
predictions from the Heisenberg model. The SR-CPDs are displayed in figure 6.1 and the
Heisenberg eigenvectors are listed in equation (6.7) to equation (6.12).
gs 1st ex. 2nd ex. 3rd ex. 4th ex. 5th ex.
CI ratio site 2 / site 3 2.26 18.27 0.52 0.51 0.51 0.997
Heisenberg ratio site 2 / site 3 2.5 Inf 0.5 0.5 0.5 1
The overall agreement, especially for the excited states is very good. The ground state
volume ratio is within 10% of the Heisenberg volume ratio and could be further improved
by even stronger interactions.
6.1.2 Hubbard model
Instead of comparing with the Heisenberg model, which is only valid for very strong repul-
sion, a more accurate comparison can be made when comparing with the Hubbard model.
The Hubbard model allows for double occupancy and is therefore valid even for small U
(as long as the inter-plaquette distance (barrier) is large so that the plaquette sites are well
separated). For details on how we determine the Hubbard model parameters from our CI
calculation see section A.1 in the appendix.
Solutions for the Hubbard model in a plaquette can be found in the literature in a paper
by Schumann [166, 196]. The lowest band of six states in the CI calculation (in order of as-
cending energy) corresponds to the Schumann eigenstates Ψ111,Ψ128,Ψ119,Ψ123,Ψ125,Ψ130.
Alternatively the Hubbard model solutions can also be calculated using SNEG (see chap-
ter 3 section 3.1.1). The expressions for the Hubbard model eigenfunctions are very long
and therefore not reproduced here, but they can be readily found i.e. in [196]. The volume
ratios obtained from those eigenfunctions at a value of U/t = 9.1 (corresponding to a value
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of λ = 1.1 l20~ω) are listed in table 6.2.
Table 6.2: Volume ratios of the humps at site 2 and site 3 in the CI calculation and the pre-
dictions from the Hubbard model at U/t = 9.1 (corresponding to a value of λ = 1.1 l20~ω).
The SR-CPDs are displayed in figure 6.1.
gs 1st ex. 2nd ex. 3rd ex. 4th ex. 5th ex.
CI ratio site 2 / site 3 2.26 18.27 0.52 0.51 0.51 0.997
Hubbard ratio site 2 / site 3 2.28 20.46 0.51 0.51 0.51 1
They agree very well with the observed CI volume ratios and the ratios for the ground state
and the 1st excited state are significantly improved compared to the Heisenberg calculations
shown in table 6.1.
Furthermore one can compare the Hubbard model spectrum to the spectrum obtained
through the CI calculations. The two spectra are shown in figure 6.2 and are in good
agreement.
6.1.3 Convergence of the CI calculations
For the calculations in chapter 4 and chapter 5 convergence of the full CI method was
easily achieved since those calculations were quasi one dimensional and a large number
of single particle basis functions (> 100) can be chosen to represent the states along the
1D axis. Plaquette calculations however are more difficult due to their 2D nature. E.g. 10
basis functions in x and y combine to form 100 possible basis functions in x, y space and
convergence of the calculation therefore needs to be carefully checked.
Figure 6.3 shows the convergence of the CI calculation as a function of two dimensional
(x, y space) single particle basis functions. This calculation was done for three particles in
a single plaquette and we have checked that the convergence for two and four particles in a
single plaquette is similar. The energy scale in figure 6.3 is given in units of t = 0.0145~ω.
It is remarkable that the convergence is rapid and very good (up to the third decimal point in
units of ~ω) already for a small number of basis functions. The reason for this turns out to
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Figure 6.2: Spectrum obtained through the CI calculation and Hubbard model spectrum for
four particles in a single plaquette. The spectrum on top is obtained from the CI calcula-
tions, the spectrum on the bottom is obtained through the Hubbard model. The CI spectrum
for small U contains several excited states that have double occupancy components (they
depend strongly on the inter-particle repulsion U ). For large U the CI spectrum shows a
clear separation into a lowest energy band of six states separated from the higher excited
states (only five states are distinctly visible since the third excited state is doubly degen-
erate). Those six states correspond to the six states plotted in the spectrum below which
was obtained from the eigenenergies of the Hubbard model (again the third excited state is
two-fold degenerate). The behavior of the states and their energy level pattern is in good
agreement with that from the CI calculation. Note: The colors in the spectrum are only a
visual aid and there is no correspondence between states and color in the two spectra.
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discussed in section 2.7.5 the natural orbitals are the set of single particle basis functions
for which the most rapid convergence of the CI calculation can be achieved. Figure 6.4
compares the first 3 natural orbitals and the single particle basis functions for the ground
state at an interaction of U/t = 2.77. Both the single particle basis functions and the the
natural orbitals are very similar, which indicates that the single particle basis functions are
already well adapted to the calculation. This is true for all the energy levels in the lowest
energy band in the single plaquette.






Figure 6.3: Convergence of the ground state energy for three particles in a single plaquette
vs the number of two dimensional (x, y space) single particle basis functions (spbf) at
U/t = 2.77. The energy for 6 spbf (first data point) is set to be 0 and the energy axis is
plotted in units of t. The tunneling parameter t in our plaquette equals 0.0145~ω. One can
see that the convergence is very rapid with respect to the energy scales in our plaquette.
Given that the plotted energy E is in units of t the change in energy between 6 spbf and
120 spbf is 0.03t = 0.0004~ω. In other words even for 6 spbf the energy is already precise
up to the 3rd decimal point in units of ~ω. The reason for this remarkable accuracy is in
the similarity of the spbf and natural orbitals, which is shown in figure 6.4. The parameters
for our plaquette are d = 3 µm, εb = 0.5, ωx/(2π) = 1 kHz, ωy/(2π) = 1 kHz.
6.2 Resonating valence bond states (RVB)
As mentioned in the introduction to this chapter, the key to understanding a plaquette sys-



















spbf 1 spbf 2 spbf 3
Figure 6.4: Density of the first three natural orbitals (first row, labeled as ”nat orb”) for the
ground state and density of first three single particle basis functions (second row, labeled
as ”spbf”) for a single plaquette. The natural orbitals are very similar to the single particle
basis functions. This shows that the single particle basis is well adapted to the calculation
and that only few single particle basis functions will be needed to achieve convergence with
respect to the relevant energy scales in our plaquette. The parameters for our plaquette are
d = 3 µm, εb = 0.5, ωx/(2π) = 1 kHz, ωy/(2π) = 1 kHz.
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pear as the ground state of a square (four site) Heisenberg lattice with identical couplings
J ,
H = J(S1 · S2 + S3 · S4 + S4 · S1 + S2 · S3), (6.13)
where Si is the spin operator for site i. For more details on the Heisenberg Hamiltonian
and how to calculate its eigenstates see section 3.4. The ground state solution for repulsive
























which is a well known RVB state [197, 198]. Its quantum numbers are S = 0, Sz = 0.
The reason it is called a resonating valence bond (RVB) state is that it can be written as
a superposition of degenerate valence bond singlets. This can be seen as follows (using a




(|↑↓ 00〉 − |↓↑ 00〉)⊗ 1√
2








(|0 ↑↓ 0〉 − |0 ↓↑ 0〉)⊗ 1√
2








(χ12&34 singlet − χ23&41 singlet). (6.19)
In this thesis and our publication [122] we follow the nomenclature from [199] and call
the ground state d-wave symmetric. Up to today there is some ambiguity in literature over
the correct terminology for this state, which arises due to the small system size. In [199]
the authors refer to the four particle ground state as d-wave symmetric, while in [96] the
79
authors refer to the ground state as an s-wave RVB state (Note: When comparing with [96]
it is important to take into account that negative values for J in [96] correspond to repulsive
interactions). Another RVB state can be formed by




(|↑↑↓↓〉+ |↓↓↑↑〉 − |↓↑↑↓〉 − |↑↓↓↑〉) . (6.21)
This superposition exhibits s-wave symmetry [199] and is the first excited S = 0, Sz = 0
state. It is worth noting that the state χex can also be written as a tensor product using




(|↑ 0 ↓ 0〉 − |↓ 0 ↑ 0〉)⊗ 1√
2
(|0 ↑ 0 ↓〉 − |0 ↓ 0 ↑〉). (6.22)
For more details on d-wave and s-wave RVB states in plaquettes see [96, 199–201].
6.3 Determination of spin functions - RVB state in a plaquette
In order to study this system with our CI methodology and to connect our studies to the
already existing literature, it is essential to develop a technique that allows us to identify the
RVB state in our microscopic solution. In this section we are going to provide a description
of the procedure used to identify the d-wave RVB state using our spin resolved CPDs.
As first described in [132] one can map SR-CPDs to spin functions by analyzing the
volumes underneath the SR-CPDs and the versatility of this method has been demonstrated
several times [121, 132]. The starting point is the general spin function for four spin 1/2
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sin θ |↓↓↑↑〉 ,
(6.23)
From the general spin function one can read off the spin components contributing to a spe-
cific SR-CPD. For instance the spin components contributing to the conditional probability














































This is referred to as the partial conditional probability Π↑↓(1, 2) (partial because we are
only considering part of the full SR-CPD, i.e. one peak). Using a normalized SR-CPD
one can directly equate the volume underneath the hump in position 2 of our CI results to
Π↑↓(1, 2) and determine the angle θCI . Due to the involved squares this procedure is not
necessarily unique. The unique solution can be found by comparing another hump (i.e. at
position 3) to the corresponding partial conditional probability Π↑↓(1, 3).
81
However it is important to note that this procedure is only exact as long as
- The overlap between sites is small
- The amount of double occupancy is small
From figure 6.5 it is clear that the first condition is fulfilled, however the second condition
will introduce an error in the calculation. To keep this error small we minimized
δ = (Π↑↓(1, 2)− Vol(2))2 + (Π↑↓(1, 3)− Vol(3))2 + (Π↑↓(1, 4)− Vol(4))2, (6.28)
where Vol(i) represents the volume under the SR-CPD hump at position i.
6.3.1 d-wave RVB determination
For the ground state SR-CPD shown in figure 6.5 this procedure yielded an angle θCI =


























which corresponds to an angle of θd−RV B = 5π6 . We can therefore conclude that our CI
results show the presence of a d-wave RVB state with
1−
∣∣∣∣θCI − θd−RV Bθd−RV B
∣∣∣∣ = 99.98%, (6.30)
fidelity. However while the CI result shows the presence of an RVB with high fidelity the
SR-CPD also undoubtedly shows the presence of double occupancy. The volume of the
hump at position 1 in figure 6.5 panel c) amounts to 10.39%. This might seem at first





































Figure 6.5: Spectrum, SPDs and SR-CPDs of the d- and s-wave RVB states in a single
plaquette. Inset (I) shows a shematic representation of an exemplary spin component of the
RVB state (see second term in equation (6.14)). It also shows a shematic of the external
potential and the positioning of the particles within. Panel (a) shows the spectrum for
four particles in a single plaquette, panel (b) shows the SPD for the interaction strength
marked with a red star on the spectrum. Panel (c) and (d) show SR-CPDs, with panel
(c) corresponding to the red star in the spectrum and panel (d) corresponding to the blue
star in the spectrum. The trap parameters are d = 6 µm, εb = Vb/V0 = 0.5, ωx/(2π) =
1 kHz, ωy/(2π) = 1 kHz and the interaction potential is a Gaussian with σ = 0.183 µm.
The ground state in the weakly interacting region is a d-wave RVB and an s-wave RVB
state is present as the second excited state in the system. The SPDs and SR-CPDs were
calculated for a value of U/t = 2.46 and the corresponding points in the spectrum are
marked by stars. The value of U/t = 2.46 was chosen to be close to the maximum of the
pairing gap [199].
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which is given as
ψgs = 0.455
(








































− |◦, ◦, ↑↓, ↑↓〉+ |◦, ↑↓, ↑↓, ◦〉+ |↑↓, ◦, ◦, ↑↓〉 − |↑↓, ↑↓, ◦, ◦〉
)
(6.32)
= 0.79χd−RV B + 0.38χdo−d−RV B. (6.33)
The first two lines of equation (6.33) are the d-wave RVB component and appear with
dominant coefficients, however the wavefunction clearly contains contributions from dou-
bly occupied states. Summing the squared coefficients of the spin basis functions that
contain doubly occupied sites in equation (6.33) yields a double occupancy of 10.17% in
excellent agreement with the CI result (the volume of the hump on position 1 indicating
double occupancy in figure 6.5 panel (c) amounts to 10.6%).
6.3.2 s-wave RVB determination
The same analysis can be performed for the s-wave RVB state. The spin function for an




(|↑↑↓↓〉+ |↓↓↑↑〉 − |↓↑↑↓〉 − |↑↓↓↑〉) . (6.34)
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This corresponds to an angle of θs−RV B = −2π3 . The angle determined from our CI calcu-
lation is θCI = −0.66632π corresponding to a fidelity of
1−
∣∣∣∣θCI − θs−RV Bθs−RV B
∣∣∣∣ = 99.95%. (6.35)
However just like the ground state SR-CPD, the SR-CPD for the second excited state shows
a non zero doubly occupancy. Therefore we computed the Hubbard model solution for the
2nd excited state at U/t = 2.46 which yielded:
ψ2nd exc. = 0.361
(








































− |◦, ◦, ↑↓, ↑↓〉 − |◦, ↑↓, ↑↓, ◦〉 − |↑↓, ◦, ◦, ↑↓〉 − |↑↓, ↑↓, ◦, ◦〉
)
(6.36)
= 0.722χs−RV B + 0.48χdo−s−RV B. (6.37)
This eigenfunction predicts a 14.52% double occupancy on site 1. The volume of the
hump on position 1 indicating double occupancy in our CI result (see figure 6.5 panel (d))
amounts to 15.78% in good agreement with the Hubbard result.
6.3.3 Comparison with the t-J and Hubbard model
In the previous sections we compared the CI results to the predictions from the Hubbard
model. Another widely used model, in particular for the analysis of high Tc superconduc-
tivity is the t − J model and its variants [202–205]. The t − J model is a spin model
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that excludes double occupancy (see chapter 3 section 3.3 for more details). However the
exclusion of double occupancy is a rather strong condition, particularly since the pairing
gap appears for finite U (namely U 6 4.6) and our CI calculations in section 6.3.1 and
section 6.3.2 showed the presence of double occupancy. To investigate the feasibility of the
t− J model we compare its energy levels with the energy levels from the Hubbard model
and our CI calculations. The results are displayed in figure 6.6. The left panel shows the
ground state energy for 4 particles in a single plaquette, the right panel shows the ground
state energy for 2 particles. One can clearly see that the t − J model disagrees with the
Hubbard and CI calculations for small U/t. Furthermore figure 6.6 also shows the amount
of double occupancy as determined by our CI calculations further illustrating that the ap-
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Figure 6.6: Energy and double occupancy of four (panel (a)) and two (panel (b)) particles
in a single plaquette. Both panels show the ground state energy for the CI calculation,
the Hubbard model and the t-J model as well as the amount of double occupancy (doc).
The parameters used in the calculations are: d = 6 µm, εb = Vb/V0 = 0.5, ωx/(2π) =
1 kHz, ωy/(2π) = 1 kHz
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6.4 Pairing gap phase diagrams for a single plaquette
A useful quantity in the analysis of plaquette systems and the study of high Tc superconduc-
tivity in general is the pairing gap. The pairing gap phase diagram for our single plaquette
CI calculation is obtained by calculating the energy difference
Epg = 2Egs(N = 3)− Egs(N = 4)− Egs(N = 2), (6.38)
where Egs(N = 3) is the ground state energy for three particles in a single plaquette,
Egs(N = 4) is the ground state energy of four particles in a single plaquette and Egs(N =
2) is the ground state energy of two particles in a single plaquette. This difference is
calculated for a wide range of interaction strengths and for several different barrier heights.
The resulting phase diagram is depicted in figure 6.7 panel (a) and (c). Such a phase
diagram can also be plotted as a function of U/t after mapping λ to U and extracting the
tunneling parameter t from the single particle spectrum, for details see section A.1 in the
appendix. The such obtained phase diagrams are shown in figure 6.7 panels (b) and (d).
The phase diagrams in panel (a) and (c) of figure 6.7 (plotted as a function of the 2D
interaction strength λ) show a narrowing of the pairing gap region for increasing εb. This
is the expected behavior since increasing εb causes the tunneling parameter t to decrease
(while the on site repulsion U is changing only marginally with increasing barrier). This
has the intriguing consequence that there is maximum (≈ 0.72 Hz) in the pairing gap in
panels a) and c). It occurs at λ ≈ 0.30l20~ω, εb ≈ 0.43.
The phase diagrams in panel b) and d) are plotted as a function of U/t and show a
vanishing of the pairing gap past an interaction strength of U/t ≈ 4.6 and a maximum of
the pairing gap (∆p ≈ 0.045t) at U/t ≈ 2.6 for all values of εb > 0.7 (the case of high
inter-site barrier). For smaller values of εb the hole pairing region in units of U/t decreases
until hole pairing vanishes completely for an inter-well barrier of εb < 0.3. We want to
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Figure 6.7: Phase diagram of the pairing gap in a single plaquette. Panels (a) and (b) show
the pairing gap phase diagram for an inter-well distance of d = 6 µm and a barrier ranging
from 0.67 kHz(εb = 0.25) to 2.14 kHz(εb = 0.8). The inter-well distance in panels (c) and
(d) is d = 2.5 µm with the barrier height ranging from 2.32 kHz(εb = 5) to 6.98 kHz(εb =
15). The insets show cuts for an inter-site barrier of εb = 0.5 (in panel (a) and (b)) and for
an inter-site barrier of εb = 10 (in panel (c) and (d)). Despite the markedly different barrier
height ranges the physics of the two systems is nontheles comparable due to the difference
in inter-well distances. Panels (a) and (c) show the pairing gap as a function of the 2-D
interaction strength λ, panels (b) and (d) show the pairing gap as a function of U/t. The
range of interaction for which a pairing gap can be observed becomes increasingly smaller
for increasing barrier in panels (a) and (c) which is explained by the decrease in t with the
increasing barrier. The pairing gap range in panels (b) and (d) converges to a maximum
value of≈ 4.6U/t for increasing barrier height which is in agreement with Hubbard model
theory [184, 199, 206]. The parameters used in the calculations are: ω/(2π) = 1 kHz, l0 =
1.296 µm, σ = 0.184 µm, S = 0, Sz = 0 (for 2 and 4 particles), Sz = 0.5 (for 3 particles).
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This disappearance of the pairing gap below a certain barrier height (expressed in terms
of εb) is present in all phase diagrams in figure 6.7. This is because for small barriers the
overlap of the wavefunctions in neighboring wells becomes significant and explains why
we need much larger values for εb in the small inter-site distance dw = 2.5 µm case of panel
c) and d) (εb > 6) in order to reach the pairing gap region.
While this overlap of neighboring wavefunctions cannot be captured within the stan-
dard Hubbard model, one can see this behavior in the evolution of the extended Hubbard
parameter V (see chapter 2 section 3.2 for details on the extended Hubbard model). A plot
of the Hubbard parameters U ,V and t is depicted in figure 6.8. It shows the increasing


















Figure 6.8: Extended Hubbard model parameters as a function of the inter-well barrier.
For a definition of the Hubbard model parameters U, V and t see section 3.2. The value
of the on-site interaction U increases slightly with increasing barrier, while the tunneling
parameter t and the density density interaction V decrease with increasing interaction. It is
notable that V is several orders below t for all values of the inter-well barrier, yet it seems
to have a strong effect on the pairing gap.
6.5 Double plaquette systems
A canonical next step in a bottom up approach of ultracold optical lattices is the formation
of a double plaquette. Instead of having to subtract energies of single plaquette systems
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with different number of particles (Epg = 2Egs(N = 3)−Egs(N = 4)−Egs(N = 2)) the
pairing gap in a double plaquette should be directly visible.
6.5.1 Pairing gap in a double plaquette
In this section we are going to study double plaquettes with weak inter-plaquette coupling.
Figure 6.9 shows the spectrum (panel (a) and (b)), the quantum numbers for the lowest four
states (panel (b)) and a schematic of the external double well potential (panel (I)). Since
the energy levels are very close together we subtracted the energy of the lowest S = 1 state
from all energy levels to better reveal the appearance of the pairing gap (from Hubbard
model theory we know that the lowest S = 1 state is supposed to be the ground state at
strong repulsion). The resulting spectrum is shown in figure 6.10. Indeed the spectrum
shows an energy gap in the expected region of 0 < U/t < 4.6 between the ground state 2-
fold degenerate level (ΨA1 and ΨA2) and the first excited 2-fold degenerate level (ΨB1 and
ΨB2). However to prove that the region of this energy gap corresponds to hole pairing we
need to analyze the wave function anatomy. We could perform this analysis by calculating
several SR-CPDs and studying the distribution of the density across the sites. However due
to the number of sites, several SR-CPDs would be needed to arrive at definite result and
interpreting the SR-CPDs in terms of hole pairing would not be intuitive. Ideally we want
to be able to observe the pairing in a more direct way.
To achieve this we can use SR-CPDNs instead of SR-CPDs. To calculate an SR-CPDN we
fix the position and spin ofN−1 particles and look for the remaining particle, see chapter 2
section 2.7.3. Such an SR-CPDN is plotted in panel (c) of figure 6.10 and it is indeed able
to reveal that the underlying wave function is a (4,2) state, which is a direct observation of
hole pairing.
Alternatively the wave function structure can also be revealed through the process of
symmetry braking. This method can be employed for degenerate states and works by





































Figure 6.9: Spectrum for six particles in a double plaquette. The spectra in this figure
correspond to the spectra in figure 6.10, however in contrast to figure 6.10 the energy of the
triplet state has not been substracted. Panel (a) shows the spectrum as a function of −1/λ
from −10 to 0, while panel b enlarges the section of the spectrum from −9.5 to −7. Inset
(I) shows a schematic of the external double well potential. Panel (b) has the parities along
x and y and the total value of the spin S annotated for the lowest four states. The blue and
red annotations correspond to the blue and red stars in figure 6.10.
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Ψ2 can be written as Ψ1 = |4, 2〉+ |2, 4〉 and Ψ2 = |4, 2〉 − |2, 4〉, we can create symmetry
broken states Ψ− = Ψ1 − Ψ2 = 2 |2, 4〉 and Ψ+ = Ψ1 + Ψ2 = 2 |4, 2〉 which show the
underlying structure of the wavefunction. This is precisely the case for the states ΨA1 and
ΨA2 and shown in panel (d) and (e) of figure 6.10. The hole pairing creates a imbalance
between the number of particles (charge) in the wells, which can be thought of as a charge-
density wave (CDW). Just like the SR-CPDN this is evidence for the formation of hole
pairs. The states ΨB1 and ΨB2 in contrast don’t show a charge imbalance between the left
and right well, but instead exhibit a spin polarization in the SPOLs (for the SPOL definition
see chapter 2 section 2.7.4). This is indicative of an underlying (3, 3) state (3 particles in
each well).
Note that the appearance of a pairing gap and the formation of hole pairs as described
in this chapter is contingent on having well separated plaquettes. The situation becomes
more complex for smaller inter-plaquette distances.
6.5.2 Double plaquette system with one plaquette distorted/tilted
Instead of symmetry braking by superposition we can also break the symmetry by tilting
one of the plaquettes relative to the other or by distorting one of the plaquettes. Both of
these methods yield insights into the many body wavefunctions and will be investigated in
the following. Figure 6.11 shows spectra and SPDs for a tilted double plaquette in the first
row (above the black line) and for a distorted double plaquette in the second row (below the
black line). In both cases a transition from a (4, 2)± (2, 4) to a (3, 3) state can be induced
by increasing the tilt (first row) or the distortion (second row), which should be detectable
in experiments.
6.5.3 Double plaquette system with small inter-plaquette distance
In the following we are analyzing a double plaquette with a small inter-plaquette distance













   
   
















   
   


















































Figure 6.10: Wave function anatomy for six particles in a double plaquette. Panel (a)
shows the spectrum from which the lowest energy state with a total spin of S = 1 has
been substracted (as a result EΨB appears horizontal in the spectrum). A pairing gap is
clearly visible up to a value of U/t = 4.6. Panel (b) shows the SPD and SPOL for the
states ΨA1 and ΨB1 (they are identical). Of course it follows that the states ΨA2 and ΨB2
also have the same SPD and SPOL since they are degenerate with ΨA1 and ΨB1. Panel (c)
shows the n-body SR-CPD for the ground state (ΨA1). It shows a clear 4-2 signature with
4 particles in the left and 2 particles in the right. Had three fixed points be chosen on the
right and two fixed points on the left one would observe a 2-4 configuration. The gs is a
superposition of the two configurations, in the following abbreviated as (4,2)+(2,4). The
middle column analyses the (4,2)+(2,4) states (ΨA1,ΨA2) via symmetry braking. Panel (d)
and (e) show the symmetry broken states ΨSBA−(1, 2) and Ψ
SB
A+(2, 1). The symmetry broken
states clearly show the presence of the 4-2 and 2-4 component in the wavefunction. This
can be thought of as a charge density wave. The top panel in the middle column shows a
snipped of the general Hubbard wavefunction and illustrates one of the spin basis functions
schematically in our external potential. The right column analyses the 3-3 states ΨB1,ΨB2.
Panel (II) shows part of the general Hubbard model wavefunction and illustrates a 3-3 spin
basis function in our external potential. Panel (f) and (g) show the symmetry broken 3-3
states. For the 3-3 states the process of symmetry braking reveals a spin density wave as is














































Figure 6.11: The top row shows the spectra and SPDs for a tilted double well at two
different tilts. The spectra have the lowest S = 1 state substracted and have the structure
of the underlying wavefunctions indicated for the (4,2) and (3,3) states. For the interaction
strength marked by a gray line the ground state transitions from a (3,3) state to a (4,2)
state with increasing tilt. The lower half of the figure (separated by a black line) shows
symmetry braking by distorting the inter-plaquette barrier along the x direction in one of
the plaquettes (εbx = varies, εby = 0.5). Spectra for two different distortions εbx = 0.5003
and εbx = 0.5013 are shown in (e) and (f) and their corresponding SPDs are shown in (g)
and (h). For the interaction strength marked with a solid line increasing the distortion to
εb = 0.5013 leads to a transition of the ground state from (3,3) in panel (g) to (4,2) in panel
(h).
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two SR-CPDNs in figure 6.12. The small inter-plaquette distance introduces an energy
splitting between the ground state and 1st excited energy level, lifting the previously present
degeneracy (compare with figure 6.10). The SR-CPDNs reveal that the ground state has a
(4, 2)+(2, 4) structure with a small admixture of a (3, 3) state, see the large red peak in the
left plaquette and a smaller peak in the right plaquette in panel (b). The first excited state
however is a pure (4, 2) + (2, 4) configuration (see panel (c), only one large red peak).






















Figure 6.12: Panel (a) shows the CI energy spectrum for six particles (Sz = 0) in a dou-
ble plaquette with an inter-plaquette distance of D=8 µm and and intra-plaquette distance
of dw = 6 µm. The inter-plaquette distance is small enough to exhibit a splitting of the
ground state degeneracy (compare with figure 6.10). The red and grey stars indicate the
interaction strengths (U/t = 3.5) and energy levels of the SR-CPDNs in panel (c) and (d)
respectively. The SR-CPDN observation points are marked by black arrows which indicate
spin directions.
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More information and additional results can be found in our PRA paper [122]:
Benedikt B. Brandt, Constantine Yannouleas, and Uzi Landman. “Bottom-up
configuration-interaction emulations of ultracold fermions in entangled optical
plaquettes: building blocks of unconventional superconductivity”. In: Physical
Review A 95.4 (2017), p. 043617
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CHAPTER 7
SECOND-ORDER POSITION AND MOMENTUM SPACE CORRELATIONS OF
FEW ULTRACOLD QUASI-ONE-DIMENSIONAL TRAPPED FERMIONS
Another aspect of ultracold systems that has recently gotten a lot of attention are position
and momentum space correlation functions [106, 137, 207–211]. The foundations for this
field were laid in 1955 with a great article by Löwdin [143] in which he outlines how
an N -body operator can be calculated using the N -th order (also called N -point) density
matrix. The diagonal part of the N -th order density matrix is nowadays known as the
N -th order (or N -point) correlation function and has at the time of this writing become
accessible experimentally up to second-order. The pristine environment of the ultracold
atom systems and the tunability of the interaction strength promise to provide insights into
quantum information processing [212], entanglement [213] and exotic many body states
(e.g., Tonks-Girardeau states [81]).
While there are several theoretical results available for two-point spatial correlation
functions for semiconductor quantum dots (for a small sample of the available literature
see i.e.: [132, 195, 214]), studies of correlation functions for ultracold trapped atoms are
less abundant. Furthermore the limited literature that is available focuses mostly on the
two-point position space correlation functions [128, 215–217]. So far theoretical studies of
the momentum correlation functions in optical lattices have been lacking.
In section 7.1 we analyze the correlation maps of two fermions in a single well, which
is followed by an analysis of the correlation maps of two fermions in a double well in sec-
tion 7.2. In section 7.3 we describe how to model the correlation map results analytically.
Section 7.4 discusses two particle noise maps and section 7.5 analyzes the correlation maps
for three and four particles in triple and quadruple wells.
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Technical details:
The following paragraphs provide technical details about the calculation and are not
needed to follow the arguments in the text. They can be skipped until the details become
relevant to the reader.
There are two possible ways of analyzing two-point correlation functions, spin-resolved
and spin unresolved. In the spin-resolved calculations each coordinate (x1 and x2 in po-
sition space or k1 and k2 in momentum space) is associated with a certain spin (either up
or down in the case of two spin 1/2 particles), while in the spin unresolved calculation
all possible spin-configurations are taken into account.
Furthermore all calculations in this chapter are quasi one dimensional, meaning that
the confinement frequency along the y direction is much larger than the confinement
frequency along the x direction. All the states considered in this chapter therefore
have the same orbital along y (note that due to the symmetries of the Hamiltonian
the wavefunction is a product in x and y). The calculations in this chapter utilize a
short range Gaussian interaction potential (see equation (2.4) in chapter 2). Since the
calculations in this chapter are quasi one-dimensional we could have also used a delta
function potential without having to worry about the numerical intricacies mentioned
in chapter 2 section 2.1. However the results are the same and we decided to use a
Gaussian interaction in case we want to generalize our correlation map calculations to
truly two-dimensional systems.
As mentioned in chapter 2 section 2.1 the numerical code that runs the calcula-
tions is inherently two-dimensional. The interaction strength g therefore has units of
”energy·length2” and is given in this chapter in units of ~ωl20. Note that this is in con-
trast to chapter 4 and chapter 5 where we gave the interaction strength in units of ~ωl0 to
facilitate comparison with experiments that used these units. As of the time of this writ-
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ing there are no published experimental results measuring the position and momentum
space correlation functions. However some promising preliminary results are already
shown in [137, 138].
Since the calculations in this chapter are quasi one dimensional we can plot the
correlation maps using y = 0.0, ky = 0.0 without loss of generality. This re-
duces the number of variables in the second-order correlation function from four






2)) to two (P(x1, x2) = P(x1, 0.0, x2, 0.0) and
G(kx1 , kx2 ) = G(kx1 , 0.0, kx2 , 0.0)) and therefore allows us to plot them using contour
plots. Note that for convenience we drop the superscript x in momentum space through-
out this chapter.
7.1 Correlation maps for two fermions in a single well
We first analyzed two fermions in a qausi 1D single well. We already have ample expe-
rience for the behavior of this system from our earlier publication [133] and were able
to connect the correlation maps with phenomena like the Wigner molecule formation and
fermionization. The correlation maps for two particles in a single well in both position and
momentum space at various interaction strengths are plotted in figure 7.1.
In the limit of non-interacting particles (g = 0.0) the second-order correlation map for
the ground state is a product of the 1D single particle densities. This can easily be seen from
the fact that the 2 particle wavefunction is a product of the single particle wavefunctions
(which have a Gaussian shape).
In the limit of strong repulsion we know from our analysis in [133] that a Wigner
molecule forms and that the position space SPD and CPDs approach the SPD and CPDs
for the non-interacting triplet. We therefore expect this behavior to be reflected in the
correlation maps as well. Indeed for strong repulsion the position space correlation maps
for the ground state (g = 5.486~ωl20 and g = 54.86~ωl20, see panel g and i) approach


































































































































Figure 7.1: Evolution of position and momentum space correlations and noise maps for
two particles in a single well at various interaction strengths. Panels a,c,e,g,i show the
ground state position space correlation maps, panels b,d,f,h,j show the ground state mo-
mentum space correlation maps for various inter-particle interaction strengths. The appear-
ance of a node along the diagonal in the position space correlation maps at strong repulsion
(g = 5.486 and g = 54.86, panel g and i) indicates the formation of a Wigner molecule
and thereby the localization of particles. Panels k and l show the position and momentum
space correlation maps of the first excited state (a triplet). They were plotted at strong re-
pulsion however they look the same for any interaction strength (the triplet wavefunction
is independent of the interaction strength). Panels m to t show the position and momentum
space noise maps for selected values of the interaction strength (see chapter 2 section 2.8.3
for the definition of the noise maps). The interaction strength g is given in units of ~ωl20.
The parameters for our confining single well potential are εb = 0.5, ~ω = ~ωx = 1 kHz,
~ωy = 100 kHz and the width of our short range (Gaussian type) two particle interaction in
the CI calculation is σ = 0.1833 µm (see the technical details section in the introduction to
this chapter for additional calculation details).
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strongly interacting ground state and the lowest energy triplet state however are clearly
distinguishable in momentum space. This is a great example on why it is essential to study
both the position and momentum space correlation functions.
The Wigner molecule ground state shows a characteristic interference pattern that arises
from the localization of particles (the Wigner molecule formation). In the next section
(section 7.2) we will see that this interference pattern also appears for two particles in a
double well confirming our understanding of the particle localization.
The triplet state shows a clear node along the diagonal in momentum space. This is a
consequence of the symmetry in the spin part and the resulting anti-symmetry in the space
part of the wavefunction (which is present in both position and momentum space).
In panels m-t of figure 7.1 we analyze the frequently used [211, 218, 219] noise distri-
butions for increasing interaction strength (see chapter 2 section 2.8.3 for an introduction
and the definition of the noise distribution). The noise distribution for two non-interacting
particles is zero as expected and therefore not shown. For increasing repulsion the in-
creasingly prominent peaks in the position space noise distributions in panels m,o,q,s of
figure 7.1 reflect the formation of an ultracold Wigner molecule (UCWM). For weak inter-
actions it is remarkable that our momentum noise distribution in panel n closely resembles
the square-like pattern that was recently measured in a system with a large number of 1D
bosons [211]. For stronger repulsion (which corresponds to the Tonks-Giradeau regime
mentioned in [211]) our momentum noise distributions show a striped like pattern that is
a consequence of the interference pattern that develops in the second-order momentum
correlation map.
7.2 Correlation maps for two fermions in a double well
The momentum correlation maps that were obtained from the two-particle in a single well
calculation showed an increasingly prominent interference pattern for increasing particle
localization. A natural continuation is to study two particles in a double well at various
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separation distances and to analyze the impact of the well separation (which corresponds











































a b c d
e f g h
Figure 7.2: Evolution of ground state position and momentum space correlation maps
for two particles in a double well at various double well distances. The ground state has
quantum numbers S = 0, Sz = 0. Panels a-d show the position space correlation maps,
panels e-h show the corresponding momentum space correlation maps. The insets in panels
e-h show a cut along the off diagonal (from top left at (k1, k2) = (−2, 2) to bottom right
at (k1, k2) = (2,−2)). Stars in the insets are visual aides to bring attention to the smaller
side peaks. Note that since we are studying the Sz = 0 states of two spin 1/2 particles,
the spin resolved and spin unresolved correlation maps look the same. The interaction
strength is g = 54.86~ωl20. The parameters for our confining potential are εb = 0.5, ~ω =
~ωx = 1 kHz, ~ωy = 100 kHz and the width of our short range (Gaussian type) two particle
interaction is σ = 0.1833 µm (see the technical details section in the introduction to this
chapter for additional calculation details).
Panel a and e in figure 7.2 were calculated at a distance of d = 1 µm which corresponds
to a small inter-well barrier and the correlation maps in position and momentum space
are very similar to the correlation maps for two particles in a single well (compare with
figure 7.1 panel i and j). As we increase the inter-well distance the interference fringes in
figure 7.2 become narrower and more numerous, indicating that the number of interference
fringes depends on the distance between the particles.
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7.3 Analytical modelling (based on the Heisenberg model)
The results in the previous two sections, in particular the dependence of the interference
pattern on the inter-particle distance, suggests that one might be able to obtain simple
analytical formulas that describe the position and momentum space correlation maps. Since
the interference fringes and their pattern emerge for strong repulsion we decided to use the
Heisenberg model to try to reproduce the correlation maps. The Heisenberg model (see
chapter 2 section 3.4 for details) however only contains spins at particular sites, it does
not contain a continuous position or momentum space coordinate like the one we plot in
figure 7.1 or figure 7.2. It is therefore important to associate spatial wavefunctions with
the spin-eigenfunctions that the Heisenberg model solution consists of. In the following
we give a detailed description of this procedure for two particles in a double well, but it
straigtforwardly generalizes to a higher number of wells and particles. The Heisenberg













S2 are Spin operators and J is the coupling constant. Using |↑↓〉 and |↓↑〉 as








with eigenvalues e1, e2 and eigenvectors v1, v2
e1 = −J/2, (7.3)









These solutions however so far only reflect the spin part of the wavefunction. In order to
include the space part we need to associate each spin-basis function with a determinant of
spin-orbitals Ψnσ (where n represents the n-th space orbital, σ represents the spin). The
corresponding determinants are






















where the factor 1√
2!
normalizes the determinants. It generalizes to 1√
n!
for n particles. We
can use these two determinants together with the eigenvector v1 to form our ground state







P(x1,x1′,x2,x2′) = Φ†gs(x1′,x2′)Φgs(x1,x2). (7.12)
Here A is a normalization factor that ensures that the wave function is normalized to 1
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(without the normalization factor this is not guaranteed due to a possible non-orthonormality
of the spin-orbitals). Also it is important to mention that for the case of more than two parti-
cles the additional dimensions need to be integrated out to arrive at the second-order density







see [143] and chapter 2 section 2.8 for details. It is important to mention that for the
integration in equation (7.13) we need to take into account the overlap (non-orthonormality)
between the spin-orbitals.
So far we haven’t made any assumptions about the single particle spin orbitals Ψnσ. In
















s: is the width of the Gaussian
dn: is the center of the Gaussian (for particle n)
σ : is the spin of particle n
For most practical cases (well separated particles) the normalization A in equation (7.11)
is close to 1 and can be neglected, however for small values of dn neighboring Gaussians
will overlap and A becomes important.
We are now ready to compute the diagonal part of the second-order density matrix,
which is in the following referred to as the two-point correlation function, in both position
and momentum space. We are interested in the diagonal parts since they have a proba-
bilistic interpretation [143] and can be used to obtain insights into the behavior of the full
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It is pivotal in this step to take into account that integration over spin-orbitals with dif-
ferent spins yields 0. Also note that the fourier transforms corresponding to the primed
coordinates have a different sign compared to the unprimed coordinates. The origin for the
difference in sign is that the momentum space density matrix is defined by the momentum
space wavefunctions
G(k1,k1′,k2,k2′) = Φ†gs(k1′,k2′)Φgs(k1,k2), (7.17)
where the complex conjugation (in the Φ†gs(k1
′,k2
′) term) causes the positive sign in the
fourier transform associated with the primed coordinates.
In order to calculate the spin resolved correlation map we pick the terms involving the
correct spin orbitals. For instance to calculate the correlation map with down spin for one
particle and up spin for another particle we pick the terms involving ↑2↓2 and ↓2↑2. For a
non spin resolved correlation map we take all terms into account. For 2 particles with the
Gaussians centered at d1 = −d and d2 = d we obtain in this way for the spin resolved












2)(cos(2d(k1 − k2)) + 1)
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, (7.19)






Figure 7.3: Momentum correlation map for two particles separated by a distance of
2d = 5.0 µm with a Gaussian width of s = 0.71 µm. This plot was obtained by plot-
ting equation (7.19) with k1 on the x-axis and k2 on the y-axis. Compare to panel f in
figure 7.2.
From equation (7.19) it is now apparent how the interference pattern emerges. The
diagonal stripes are formed by the cos(2d(k1 − k2)) term, which is multiplied by an expo-
nential damping factor that depends on the width of the Gaussian.
Equation (7.19) also agrees with results found in the literature [221]. Here we wish to
emphasize that the interference pattern created by the cos(2d(k1 − k2)) term should be an
experimentally detectable signature and is also observed in our CI calculations.
Furthermore it is important to mention that in the two particle case the analytic formulas
for the spin unresolved and the spin resolved correlation map are the same. This is due to
the two opposite spins in the two particle Sz = 0.0 system. For systems with more particles
the spin-resolved and spin-unresolved analytic formulas are in general different.
7.3.1 Detailed comparison of analytical predictions with CI results
The success of the analytical modelling can be seen by comparing the analytical predictions
with the microscopic CI results. In figure 7.4 we show a detailed comparison of the CI
correlation maps with the correlation maps obtained from equation (7.19) for two particles
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in a double well. The agreement of our analytical modelling with our microscopic CI
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Figure 7.4: Position and momentum space correlation maps for two particles in a sin-
gle well. This figure is similar to figure 7.2 except that we compare the CI correlation
maps (shown in panels a,b,e,f) to the correlation maps obtained from the Heisenberg model
(shown in panels c,d,g,h). Panels a,c,e,g show the position space correlation maps, panels
b,d,f,h show the momentum correlation maps. Panel i and j show the off-diagonal cut (go-
ing from (k1,k2)=(-2,2) to (k1,k2)=(2,-2)) in momentum space, where the blue curve shows
the Heisenberg model results and the red curve shows the full CI results. Note that since
we are studying the Sz = 0 state of two spin 1/2 particles, the spin resolved and spin un-
resolved correlation maps look the same. The interaction strength is g = 54.86~ωl20. The
parameters for our confining potential are εb = 0.5, ~ω = ~ωx = 1 kHz, ~ωy = 100 kHz.
The width of our short range (Gaussian type) two particle interaction in the CI calculation
is σ = 0.1833 µm (see the technical details section in the introduction of this chapter for
additional details). The distance between the wells is annotated in the first row of panels.
108
7.4 Two particle noise maps
In order to develop a more detailed understanding of the noise maps in panels m-t of fig-
ure 7.1 we calculated the analytical noise distributions based on the Heisenberg modeling
procedure described in section 7.3. This section shows the results for an analytical noise
calculation for two particles separated by a distance d = 3.4 µm.
The definition of the noise distribution in position and momentum space is given in
chapter 2 section 2.8.3 and reproduced here for convenience
NP(x1,x2) = P(x1,x2)− ρ(x1)ρ(x2), (7.20)
NG(k1,k2) = G(k1,k2)− τ(k1)τ(k2). (7.21)
To derive an analytical formula for the second-order noise distribution we need to to calcu-
late the first and second-order correlation functions. The calculation to obtain the second-
order correlation function is exactly the same as described in section 7.3. The first order
correlation function can be obtained through integration from the second-order correlation
function or directly from the many body wavefunction through integration (for details see
chapter 2 section 2.8).
We have illustrated equation (7.20) and equation (7.21) in figure 7.5 where we plot the
first and second-order position and momentum space correlation functions and the corre-
sponding noise distributions. The noise distributions can be compared to figure 7.1, panel
s and t (the Wigner molecule case). The remaining differences in shape between the ana-
lytical and the CI noise maps originate from the spatial structure of the Wigner Molecule,
which is more complicated than the two separated Gaussians used for the analytical calcu-
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Figure 7.5: Illustration of the noise distribution calculation (see equation (7.20) and equa-
tion (7.21)), for two particles separated by a distance d = 3.4 µm. The noise distributions
are obtained by subtracting the product of the first order correlation function for each par-
ticle from the second-order correlation function. The first row shows the position space
correlation functions and the resulting position space noise distribution. The second row
shows the same calculation in momentum space. The contour levels and the color scheme
are the same throughout each row. The results are in good agreement with the panels s and
t in figure 7.1. The Gaussian width σ was set to σ = 0.71 µm in the Heisenberg modeling
for this figure.
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7.5 Correlation maps for three and four particles in triple and quadruple wells
In addition to the two-particle case that has been described in the preceding sections we
also analyzed the second-order correlation maps for three and four particles in triple and
quadruple wells. For those systems the spin resolved and spin unresolved results are dif-
ferent and both are studied in the following.
7.5.1 Results for three and four particles spin resolved (f↓`↑ )
The second-order correlation functions for three particles in a triple well at strong repulsion
are shown in figure 7.6 for two different inter-well distances (d = 8 µm and d = 4 µm).
The position space correlations (top row in figure 7.6) now show additional peaks com-
pared to the two particle correlation maps due to the presence of an additional particle.
However just like the two-particle correlation maps they don’t show any double occupancy
which is a result of the strong repulsion. The different amplitudes for the different peaks are
a result of the structure of the ground state wavefunction. This can be seen from the Heisen-
berg model. The ground state of a three particle linear Heisenberg chain with Sz = 0.5 is
(|↓↑↑〉 + 2 |↑↓↑〉 + |↑↑↓〉)/
√
6 and since we are plotting a spin resolved 2nd order corre-
lation map where the first coordinate (x1) is associated with a down spin and the second
coordinate (x2) is associated with an up spin, the configuration with x1 = 0.0 has four
times the weight compared to the other configurations.
While there are some differences between the three particles in a triple well and the two
particles in a double well position space correlation maps, the momentum space correlation
maps look almost identical. In particular for an inter well distance of 8 µm the momentum
space correlation map in figure 7.6 looks almost identical to the two paritcle momentum
space correlation map in figure 7.2. They both show five interference fringes and have a
similar spatial extend (circular and up to ≈ 1.8 /µm). But even for a smaller spatial sepa-
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Figure 7.6: The position space (top row) and momentum (bottom row) spin resolved corre-
lation maps for three particles in a triple well at strong repulsion for two different inter-well
distances d. The spin configuration for this plot is fix down, look up (f ↓ l ↑), meaning that
the spin of particle 1 (associated with coordinate x1 and k1) is down and the spin of particle
2 (associated with coordinate x2 and k2) is up. The value of d is given in the panels and the
same throughout a column. The interaction strength is g = 54.86~ωl20. The parameters for
our confining single well potential are εb = 0.5, ~ω = ~ωx = 1 kHz, ~ωy = 100 kHz and
the width of our short range (Gaussian type) two particle interaction in the CI calculation
is σ = 0.1833 µm (see the technical details section in the introduction of this chapter for
additional details).
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very similar, with the differences being attributable to the spatial overlap. This suggests an
underlying common physical principle. To investigate this in more detail we are in the
following studying the analytical correlation map expression for three particles in a triple
well.
The analytic spin resolved expressions for three and four particles can be rather long,
but they can be greatly simplified assuming that the Gaussians are equally spaced and far
enough separated so that they have negligible overlap (i.e. the case of 2d = 8 µm). For
three Gaussians centered at d1 = −2d, d2 = 0 and d3 = 2d we obtain this way for the
second-order position space spin resolved correlation function:
































and in momentum space









The analytical correlation map for three particles immediately reveals the origin of the
similarities to the two particle correlation map. Just like in the analytic formula for the
two particle correlation map (see equation (7.19)) the exponential damping in momentum
space is the cause of the circular confinement of the correlations and the cos terms create
the diagonal interference pattern. The only difference to the two particle momentum space
correlation function is the additional appearance of the cos(4d(k1 − k2)) term, which has
a smaller amplitude and only slightly modifies the interference pattern created by the the
cos 2d(k1 − k2) term. The underlying physical reason for the similarity between the spin
resolved interference patterns therefore seems to be a short sightedness where the smallest
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distance in the correlation function has the biggest impact on its structure.
To confirm this hypothesis we looked at the correlation functions for four particles
centered at d1 = −3d, d2 = −d, d3 = d and d4 = 3d. The equation for the position space
correlation function contains all the possible localized Gaussian terms and is lengthy and
given in full in our publication [123]. The momentum space correlation function however
reduces nicely


















Indeed the correlation function now includes a cos(6d(k1 − k2)) term corresponding to the
largest distance in the system (6d, between the outer wells). Its coefficient is even smaller
than the one in front of the cos(4d(k1 − k2)) term, causing only a small change in the
structure of the correlation maps. The dominant contribution comes again from the term
that is associated with the smallest distance (the cos(2d(k1 − k2)) term). This we call the
short sightedness of the spin resolved correlation function and could be the underlying
reason for the similarity of our results and the results shown in [211] which were obtained
for a large number of bosons.
The analytic momentum space correlation functions from equation (7.24) are plotted in
figure 7.7. Furthermore in order to better be able to compare the 3-particle and 4-particle
correlation function, we also plotted a cut along the off-diagonal and divided by the expo-
nential damping, see figure 7.8.
7.5.2 Results for three and four particles spin unresolved
Figure 7.9 compares the spin unresolved position and momentum space correlation maps
for three and four particles. Again the agreement between our microscopic CI results and
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Figure 7.7: Spin resolved (f ↓ ` ↑ ) correlation maps for three (left panel) and four (right
panel) particles at a distance d = 4.8 µm. The plots were obtained by plotting equa-






−1.7  1.7 −1.7  1.7
3 particles 4 particles
0.10
Figure 7.8: Plot of the interference pattern for the fix down look up (f ↓ ` ↑ ) spin config-
uration for three (left panel) and four (right panel) particles. The plots were obtained by
plotting equation (7.23) and equation (7.24) divided by the exponential term e−k21−k22 and
setting k2 = −k1; that is these plots are cuts along the cross diagonal (top left to bottom
right in figure 7.7). Neither plot shows higher order oscillations since the coefficients of the
additional cosine terms are getting increasingly smaller. They modify the main oscillation
pattern created by the cos(2d(k1 − k2)) but don’t show up as additional higher frequency
oscillations.
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the results from our analytical Heisenberg model is very good. While one can observe a
difference between the two particle (see figure 7.4) and the three and four particle momen-
tum space correlation maps (see figure 7.9), the interference pattern created by the smallest
distance is still the dominant feature. The three and four particle spin unresolved mo-
mentum space correlation functions look identical which further corroborates the ”short”

































3 particles 4 particles
Figure 7.9: Spin unresolved correlation maps for three particles in a triple well and four
particles in a quadruple well. The first and third column show the the position space cor-
relation maps, the second and fourth column show the momentum space correlation maps.
The top row shows the results from our CI calculation, the bottom row the results based
on Heisenberg model. Both are in excellent agreement. The value of the inter well dis-
tance 2d is given in the panels and the same throughout a column. The interaction strength
is g = 54.86~ωl20. The parameters for our confining single well potential are εb = 0.5,
~ω = ~ωx = 1 kHz, ~ωy = 100 kHz and the width of our short range (Gaussian type) two
particle interaction in our CI calculation is σ = 0.1833 µm (see the technical details section
in the introduction of this chapter for additional details).
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In addition to the results shown here, our publication [123] has further details
and plots which for the sake of avoiding undue repetition were omitted from this
chapter. In particular we provide the full spin resolved and spin unresolved analytic
correlation map formulas for two, three and four particles in both position and
momentum space. We also provide analytical formulas for the noise maps. We
furthermore provide the three and four particle Heisenberg Hamiltonians and the
corresponding ground state solutions:
Benedikt B. Brandt, Constantine Yannouleas, and Uzi Landman. “Two-point
momentum correlations of few ultracold quasi-one-dimensional trapped fermions:
Diffraction patterns”. In: Physical Review A 96.5 (Nov. 30, 2017)
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CHAPTER 8
INTERATOMIC INTERACTION EFFECTS ON SECOND-ORDER MOMENTUM
CORRELATIONS OF TWO ULTRACOLD FERMIONS IN QUASI ONE
DIMENSIONAL TRAPS
After our exploration of two to four strongly interacting particles in optical traps, we de-
cided to explore the dependence of the correlation maps on the interaction strength in
both position and momentum space. In [123] we had only briefly analyzed the interaction
strength effects for two particles in a single well and had no analytical model to describe
correlation maps away from very strong repulsion. While our CI code is able to accommo-
date calculations with arbitrary interaction strengths, we needed a different methodology
for our analytical modeling, which was so far based on the Heisenberg model and therefore
excluded double occupancy. A natural candidate for a spin model to describe the inter-
acting system was the Hubbard model, which we implemented and compared with our
microscopic CI results.
In addition to the ground state interaction dependence we decided to explore the corre-
lation maps for the lowest three excited states, which one should be able to model with the
Hubbard model Hamiltonian as well.
In section 8.1 we describe the analytical modeling, based on the Hubbard model. Sec-
tion 8.2 analyses the ground state second-order correlation functions, and section 8.3 de-
scribes the correlation functions for the excited states. In section 8.4, we point out an
important connection between CPDs and the position space correlation maps, and in sec-
tion 8.5, we describe the connection between systems of ultracold atoms and the famous
Hong Ou Mandel experiment.
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Technical details:
The following paragraphs provide technical details about the calculation and are not
needed to follow the arguments in the text. They can be skipped until the details become
relevant to the reader.
The technical details given in the beginning of chapter 7 also apply to this section.
Furthermore, throughout the CI calculations in this thesis we use the following param-
eters unless otherwise stated (a detailed description of these parameters and how they
impact the Hamiltonian can be found in chapter 2):
• εb = 0.5 (see equation (2.6))
• σ = 0.01 µm in the Gaussian two-particle interaction term (see equation (2.4))
• M6Li = 10964.90me where me is the mass of 6Li
In this chapter we are exclusively analyzing two particle correlation maps with a spin
projection of Sz = 0. As explained in chapter 7, the spin resolved and spin unresolved
correlation maps are therefore the same, which is why we don’t explicitly distinguish
between the two in this chapter.
8.1 Analytical modelling (based on the Hubbard model)
To find an analytical model that accuaretely describes our CI results it was clear due to the
variety of the interaction strengths that we needed to go beyond the Heisenberg model used
in our previous work [123]. The natural candidate was the Hubbard model which turns out
to describe our CI results in the case of well separated sites exceptionally well.
In the following, we illustrate in detail the derivation of the analytic interference for-
mulas for two particles, allowing a rather immediate generalization to more complex cases,
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like N = 3 and N = 4 particles. Like in chapter 7, section 7.3 we use localized Gaussians
to represent the particles at the different sites (see chapter 7, section 7.3 for details on the
Gaussians).
We use the following four spin basisfunctions as a basis of the Hubbard model: |↑↓, ·〉,|↑, ↓〉,|↓, ↑〉














For details on the Hubbard Hamiltonian and how to solve it, see chapter 3, section 3.1. For
our purpose it is convenient to take into account that only the relative strength of U and t in














where the only parameter is the ratio U = U/t and the final energies are expressed in
units of t. A general solution of this Hubbard Hamiltonian using the aforementioned spin
basisfunctions is of the form
Φ = A(U) |↑↓, ·〉+B(U) |↑, ↓〉+ C(U) |↓, ↑〉+D(U) |·, ↓↑〉 . (8.3)
The coefficients A − D of course satisfy the constraint that Φ is normalized. Naturally,
such a Hubbard model solution only yields the spin part of the wave function. To include
the spatial component of the wave function we need to associate each spin basisfunction
with a determinant of spin orbitals. In the following we write a spin orbital as Ψj,σ(x) =
Ψj(x)σ, where j denotes the space orbital at position dj and σ represents the spin. The
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A(U)D|↑↓,·〉(x1, x2) +B(U)D|↑,↓〉(x1, x2)+
C(U)D|↓,↑〉(x1, x2) +D(U)D|·,↑↓〉(x1, x2)
)
, (8.8)
where the factor 1/N normalizes the wavefunction and is in general dependent on the
Gaussian positions dj and the Gaussian width s. In the special case of well separated
particles N = 1 since the individual determinants are normalized and orthogonal and the
coefficients A−D are normalized.
This procedure of obtaining a full spin and space wavefunction from the Hubbard model
can be straightforwardly generalized to a larger number of particles by adapting the Hub-
bard Hamiltonian and the mapping of the spin-primitives to their respective determinants.
We can now use the such obtained wavefunction Φ(x1, x2) together with the formulas
for the correlation functions described in chapter 7, section 7.3.
8.2 Analysis of ground state 2nd order correlation functions
In figure 8.1 we analyze the second-order position and momentum space correlation maps
from no interaction (U/t = 0) to very strong repulsion (U/t = 20). Figure 8.1 shows the
correlation maps for two different external confining frequencies (~ωx/(2π) = 8 kHz and
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Figure 8.1: second-order position and momentum space correlation maps for two parti-
cles in a double well at varying interaction strengths, calculated with our CI methodology.
We show results for two different confining frequencies (~ωx/(2π) = 8 kHz, ~ωy/(2π) =
800 kHz and ~ωx/(2π) = 15 kHz, ~ωy/(2π) = 1500 kHz) that correspond to quasi 1D
systems. The interwell distance is d = 2 µm. For the remaining CI parameters see
the introduction to this chapter. Position space correlation maps are shown in pan-
els (a)(c)(e)(g)(i)(k)(m)(o) and momentum space correlation maps are shown in panels
(b)(d)(f)(h)(j)(l)(n)(p). The value of the interaction strength expressed in terms of the CI
interaction strength g and the corresponding Hubbard on-site interaction U are given next
to the panels. The process of extracting the Hubbard model parameters from our CI calcu-
lations is described in section A.1
In position space the non-interacting correlation map shows four equally sized peaks, re-
flecting the fact that double (along the main diagonal x1 = x2) and single occupancy (along
the cross diagonal x1 = −x2) are equally likely for non-interacting particles. For increas-
ing interaction strength the amount of double occupancy decreases and fully vanishes for
U/t = 20 (see panels (g) and (o) in figure 8.1).
In momentum space the evolution of the correlation map is more complex. For non-
interacting particles the momentum space correlation map shows a pattern of dots that are
arranged in a plaid pattern. With increasing repulsion the dots of the plaid pattern that lie
on the same diagonal gradually connect until they form full interference fringes for very
strong repulsion (which we are already familiar with based on our analysis in chapter 7).
By comparing the top (~ω/(2π) = 8 kHz) and bottom (~ω/(2π) = 8 kHz) rows it is clear
that the increased frequency increases the number of interference patterns. This corre-
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sponds to additional correlations between the particles. The additional interference fringes
in figure 8.1 panel (p) reveal correlations between particles that have the same absolute
value, but different sign, momenta.
The analytical modeling described in section 8.1 allows us to write an analytical expres-
sion for the two-body correlation functions. In momentum space the two-body correlation
function is given by:








(UQ(U) + 8) cos(2d(k1 − k2)) + 8 cos(2d(k1 + k2))





s: is the width of the displaced Gaussian
d: is the distance between the Gaussians
U : U = U/t
Q(U): Q(U) =
√
U2 + 16 + U
We write equation (8.9) using ∝ since equation (8.9) is only normalized for negligible
Gaussian overlap (a large inter-well distance). If there is overlap between the Gaussian
functions we need to include an additional normalization factor.
Equation (8.9) shows several interesting characteristics. The interference pattern cre-
ated by the cos terms is damped by an overall exponential factor which depends on the
width s of the displaced Gaussians. This is the reason why the top and bottom row in
figure 8.1 show different numbers of interference fringes in momentum space.The larger
confining frequency leads to a smaller harmonic oscillator length (l0 = (~/(mwx))1/2) and
therefore a smaller Gaussian width s.
Furthermore it is notable that equation (8.9) includes all possible combinations of k1
and k2 in the cos terms, namely cos 2d(k1 − k2), cos 2d(k1 + k2), cos 2d(k1) and cos 2d(k2).
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For strong repulsion only the cos 2d(k1 − k2) term survives and we recover the result from
equation (7.19) chapter 7. The superposition of all the different cos terms for U = 0 is
what creates the plaid pattern of dots for the non-interacting correlation map in figure 8.1
panels (b) and (j).
In figure 8.2 panel (a) we plot the coefficients in front of the individual cos terms in
the ground state correlation function as a function of U/t. This allows us to identify the
dominant contributions to the interference patterns at varying interaction strengths. Panel
(c) shows a plot of the analytical ground state correlation function at U/t = 8, where the
dominant interference contribution arises due to the cos(2d(k1 − k2)) term and is slightly
modified by the other cos terms (compare with the case of very strong repulsion in figure 8.1
panel (p)). Panel (b) shows the plot of the coefficients in front of the cos terms for the 3rd
excited state and panel (d) shows the 3rd excited state momentum correlation map for an
interaction strength of U/t = 8. The interference pattern now develops along the cross-
diagonal (k1 = −k2), although the overall pattern is still reminiscent of the ground state
correlation map pattern in panel (c).
This indicates that the excited states should also have insightful analytical expressions
and we are going to explore their behavior in the next section.
8.3 Analysis of excited state 2nd order correlation functions
In figure 8.3 panels (b)-(f) we show 2nd order correlation maps for the excited states. The
interaction strengths at which the correlation maps were calculated are given next to the
figures and are indicated by stars in the spectrum in panel (a).
The correlation map for the 1st excited state (panel (b)) shows a node along the main
diagonal, in contrast to the ground state correlation map (compare with figure 8.1 panel
(n)). The first excited state is a triplet (total spin S = 1) and the appearance of a node along
the main diagonal is a manifestation of the Pauli exclusion principle (since the space-part
























































Figure 8.2: Analysis of the Hubbard model 2nd order momentum correlation maps for
the ground and 3rd excited state. The ground state 2nd order momentum correlation map is
shown in panel (c) and the correlation map for the 3rd excited state is shown in panel (d). As
shown in equation (8.9) the momentum correlation maps are created by a superposition of
cos terms, where the coefficients in the superposition depend on U . In panels (a) and (b) we
plot those coefficients as a function ofU for the ground and 3rd excited state respectively. In
panel (e) we show the energy spectrum of the two-site Hubbard model, where the red dots
indicate values obtained from our CI calculations. The agreement between the Hubbard
and CI energies is excellent. The symbols B1, B2, B3, B4 represent the four Bell states to
which the Hubbard model states converge at U/t → ±∞. It is worth noting that the order
of the bell states in the energy spectrum is reversed for U/t → −∞ compared to U/t →
∞. For a description of how we map the Hubbard parameters to our CI parameters see
section A.1. The majority of parameters for the CI calculation are given in the introduction


























































Figure 8.3: Analysis of the first three excited states 2nd order momentum correlation maps
for two fermions in a double well. Panel (b) shows the momentum correlation map for
the first excited state, panel (c) shows the momentum correlation map for the 2nd excited
state and panels (d) (e) and (f) show the correlation map for the third excited state at varying
interaction strengths. It should be noted that the correlation maps for the 1st and 2nd excited
state are independent of the interaction strength, whereas the third excited state has a strong
dependence (similar to the ground state) on the interaction strength. Panel (a) shows a plot
of the Hubbard model energy spectrum and the calculated CI energies (red dots) for the
lowest four states which are in very good agreement. The CI calculation gives the values of
higher excited states as well, but here we only plot the four lowest to facilitate the Hubbard
model comparison. Panel (a) also marks the values of U/t for which the correlation maps
were calculated (the yellow star corresponds to panel (b), the blue star to panel (c) and the
orange stars to panels (d)-(f)). Panel (g) shows the probability for single occupancy (P11)
for the four Hubbard model states (solid lines) and our CI results (red dots) for the ground
state. The majority of parameters for the CI calculation are given in the introduction to this
chapter and the remaining ones for this plot are ~ω/(2π) = 15 kHz, d = 2 µm.
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using our CI calculations that the correlation function for the 1st excited state is indepen-
dent of the interaction strength. This can also directly be seen from the Hubbard model
eigenfunctions (see chapter 3, section 3.1 for the solutions of the two-particle Hubbard
model).
The correlation map for the 2nd excited state (panel (c), a singlet, total spin S = 0)
is also independent of the interaction strength, however this time the interference pattern
develops along the cross-diagonal (k1 = −k2).
The correlation maps for the 3rd excited state (panels (d)-(f)) show a strong dependence
on the interaction strength. Just like the ground state the third excited state correlation
maps in general have single and double occupancy components. However the third excited
state shows some interesting differences compared to the ground state. For non interacting
particles (panel (d), U/t = 0) the correlation map shows a square pattern of circular dots,
with a prominent hole in the middle (compare this to figure 8.1 panel (j)). Furthermore the
interference pattern for the 3rd excited state develops along the cross-diagonal (k1 = −k2).
In equation (8.10), equation (8.11) and equation (8.12) we give the momentum space
correlation function for the first, second and third excited state. The first excited state is a
triplet (total spin S = 1), while the second and third excited states are singlets (total spin
S = 0).








s: is the width of the displaced Gaussian
d: is the distance between the Gaussians
The 2nd order momentum correlation function for the 1st excited state is shown in equa-
tion (8.10) and it is note worthy that the correlation function and therefore the interference
pattern does not depend on the interaction strength. This is a result of the wavefunction
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structure, which does not contain any double occupancy for the first excited state.








s: is the width of the displaced Gaussian
d: is the distance between the Gaussians
The 2nd order momentum correlation function for the 2nd excited state is shown in
equation (8.11). Just like the 1st excited state it also doesn’t depend on the interaction
strength. However in this case the underlying wavefunction contains only terms with dou-
ble occupancy. The 2nd order momentum correlation function for the third excited state is
given in equation (8.12)








(8− UP(U)) cos(2d(k1 − k2)) + 8 cos(2d(k1 + k2))





s: is the width of the displaced Gaussian
d: is the distance between the Gaussians
U : U = U/t
P(U): P(U) =
√
U2 + 16− U
Similar to the ground state wavefuntion the wavefunction of the third excited state in gen-
eral contains singly and doubly occupied terms, which is why it shows a strong dependence
on the interaction strength.
The position space correlation maps can be obtained in a similar fashion, however they
do not reduce to nice compact expressions and are therefore not given here. They can
however easily be calculated according to the methodology described in section 8.1.
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In order to compare the analytic correlation function formulas with the microscopic CI
results we plot the analytic formulas in position and momentum space for the ground and







































Figure 8.4: The left column shows the position space correlation function, the right col-
umn shows the momentum space correlation function. The parameters for our analytical
correlation maps (which are based on the Hubbard model and displaced Gaussians) are
d = 2 µm (inter-well distance) and s = 0.2 µm (Gaussian width).
Panels (a) and (b) in figure 8.4 represent the ground state position and momentum space
correlation functions and should be compared with figure 8.1 panel (m) and (n). Panel (d)
129
in figure 8.4 should be compared with figure 8.3 panel (b), panel (f) in figure 8.4 should
be compared with figure 8.3 panel (c) and panel (h) in figure 8.4 should be compared with
figure 8.3 panel (e). The agreement in all these cases is excellent. Even though we don’t
show the corresponding CI results for the position space correlation maps of figure 8.4 we
have checked that the agreement with the CI results in position space is excellent as well.
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Figure 8.5: Ground state Hubbard model 2nd order position (first row) and momentum
space (second row) correlation maps for varying interaction strengths. The value of U/t for
which the plots were calculated is given above the panels. This figure should be compared
with the bottom row in figure 8.1. The parameters for our analytical correlation maps
(which are based on the Hubbard model and displaced Gaussians) are d = 2 µm (inter-well
distance) and s = 0.2 µm (Gaussian width).
Furthermore we compared our analytic modeling results with the ground state CI results
at varying interaction strength. The analytical correlation maps in position and momentum
space are plotted in figure 8.5 and should be compared with the bottom row in figure 8.1.
Again the analytical results are in excellent agreement with the microscopic CI calculations.
8.4 Connection between CPDs and position space correlation maps
Plots of the position space correlation function and the SR-CPD are closely related. Both
visualize second-order correlations. For a SR-CPD we fix the spin and position of one
particle and look for the resulting density of the other particles. We can obtain the same
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information from our spin resolved position space correlation maps, by taking a vertical
(fixing particle one) or horizontal (fixing particle two) cut in the correlation map. This is
best explained by example.
Figure 8.5 panel (a) shows the position space correlation map for two non-interacting
particles in a double well. The two wells are centered at ±1 µm. If we take a vertical cut
at x1 = 1 µm we get a doubly humped density, that reflects the double -well nature of the
system. If we take a vertical cut at x1 = 0 µm we don’t see any features which is as expected
since the inter-well barrier is high and no particles have any occupation probability in the
middle. If we take a vertical cut x1 = −1 µm we again see two humps, corresponding to
the double well. This is exactly the behavior we would see in a SR-CPD as well.
Figure 8.5 panel (d) shows the same double well system at strong repulsion. Naturally
double occupancy is strongly suppressed. If we now take a vertical cut at x1 = 1 µm we
only see a single hump at x2 = −1 µm, reflecting the fact that the particles are occupying
separate wells. If we take the vertical cut at x1 = −1 µm the single hump will be at
x2 = 1 µm. This is again in perfect agreement with what we would expect from plotting a
SR-CPD.
In the case of quasi 1D systems we can therefore read off the SR-CPDs from the cor-
relation maps. For 2D systems however the only feasible way to plot the second-order
correlation functions is the use of SR-CPDs since the second-order correlation functions
are a function of four variables (x1, y1, x2, y2) while the SR-CPDs are a function of two
variables (x, y) for any given fixed point.
8.5 Connection to Hong-Ou-Mandel and Handbury-Brown-Twiss experiments
Some aspects of the ultracold atom experiments can be interpreted in terms of the famous
Hong-Ou-Mandel experiment.
In the Hong-Ou-Mandel experiment bunching and antibunching of photons was ob-
served [222] using two photons incident on opposite sides of a beam splitter and the ex-
131
periment was later extended to electrons [223, 224] and bosonic atoms [225]. A Hong-
Ou-Mandel like bunching and antibunching effect should be observable with systems of
ultracold atoms as well, as long as the interaction strength and the prepared state (ground
state, 1st excited state, 2nd excited state, etc.) are appropriately chosen.
The connection of ultracold atom experiments to particle statistics dependent interfer-
ence effects and fundamental questions in quantum mechanics is likely going to play an
interesting role in the development and analysis of future ultracold atom experiments and
will be particularly insightful once those experiments are able to measure the results for
larger number of particles.
In addition to the results presented in this chapter our paper [124] shows additional
plots of analytical correlation maps for negative interaction strengths, illustrates the
double occupancy in the second excited states using SR-CPDs and provides the
analytical density matrices for all four Hubbard model states.
Benedikt B. Brandt, Constantine Yannouleas, and Uzi Landman. “Interatomic
interaction effects on second-order momentum correlations and Hong-Ou-Mandel
interference of double-well-trapped ultracold fermionic atoms”. In: Physical Review
A 97.5 (May 4, 2018). arXiv: 1801.02295
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Systems of ultracold atoms are one of the most versatile tools in condensed matter physics.
Their applications range from the study of fundamental quantum mechanics and the real-
ization of quantum simulators to practical applications in quantum information.
As we have shown in chapter 4 and chapter 5 of this thesis, ultracold atom systems
are well suited to probe the many body wavefunction and its entanglement properties. We
analyzed the wave function anatomy of two atoms in a double well, revealing interesting
phenomena like the formation of Wigner Molecules and fermionization at strong repul-
sion. Furthermore, we studied the von Neuman entropy and the structure and occupation
numbers of the natural orbitals for the full range of interaction strengths for select states.
Moreover systems of ultracold atoms are well suited for the formation of spin chains, which
enables the study of quantum magnetism. To that aim we studied three and four particle
systems in different configurations and interpreted our results in the context of the well
known Heisenberg and t-J model. Using our microscopic methodology, we assessed the
accuracy and applicability of these spin models, provided insight into the wave function
anatomy and demonstrated how the Wigner molecule formation is underlying the mapping
to spin chains.
Furthermore we have shown in chapter 6 how systems of ultracold atoms can be used
to observe the energetics of pairing in hole-doped plaquette systems. Such systems are
believed to be at the heart of unconventional superconductivity and its underlying pairing
mechanism. Using conditional probability densities and symmetry braking we directly
observed the presence of hole pairing in the many body wavefunction. Our microscopic
calculations provide essential guidance in the choice of parameters and demonstrate the
shortcomings of the commonly used t-J and Hubbard model in certain parameter ranges.
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Scaling plaquette systems to larger numbers of particles and sites will allow for fascinating
insight into the still open question about the origin of high Tc superconductivity.
A third promising aspect of ultracold atom systems that was explored in this thesis in
chapter 7 and chapter 8 is the study of second order correlation functions in position and
momentum space. Recent experimental advances have made the second-order correlation
functions directly accessible through time of flight measurements of ultracold atoms re-
leased from their traps. Measurements of such correlation functions can be interpreted in
the context of the famous Hong-Ou-Mandel effect, which was first discovered and studied
in quantum optics and allows for the probing of fundamental quantum statistics. We show
detailed results for the full range of interaction strengths from the strongly attractive to the
strongly repelling (Tonks–Girardeau) limit, for the ground and several excited states. We
furthermore developed an analytical methodology for calculating the second order position
and momentum space correlation functions from approximate models like the Hubbard
model and confirmed their accuracy using our microscopic configuration interaction calcu-
lations.
Throughout this thesis we have demonstrated through various calculations the regions
where ultracold atom systems are well approximated by spin models and where they show
a more complex behavior, which necessitates guidance from microscopic CI calculations.
Future efforts of our group will include the study of higher order correlations, the im-
pact of the particle statistics and a more detailed analysis of the entanglement properties in
ultracold atom systems.
Realization of Feynman’s vision of a quantum simulator that behaves just like nature
seems to be in the not too distant future. Experimental advances leading to the control of
larger numbers of particles and larger system sizes seem to be within reach. Such scaling of
ultracold atom systems will allow for fascinating insights into some of the most important





A.1 Determination of Hubbard parameters from CI results
In order to compare our analytical model with the CI results it is important to relate the CI
interaction strength g with the Hubbard parameter U and to extract the value of t from the
external potential. Given the single particle basis spectrum the value of t can be extracted as
t = (E2 − E1)/2 where E1 and E2 are the ground and first excited single particle energies
respectively. This can be easily seen from a tight-binding calculation.
In order to determine U from the CI, we first need to take a close look at the Hubbard
model energy levels and their properties. An exact diagonalization of the Hubbard Hamil-
tonian shows that the second excited state energy E3(U) is directly proportional to U with
E3(U) = U + 2t + E1(0), where E1(0) is the non-interacting ground state energy. For
non-interacting (U = 0) particles the energy of the second excited state is therefore sim-
ply given as E3(0) = 2t + E1(0). Consequently one can extract the parameter U directly
from the difference between the non-interacting and interacting second excited state energy
U = E3(U)−E3(0). This is a trivial result within the Hubbard model but it extends nicely
to our CI calculations.
In order to verify that we can use the same energy difference in our CI spectrum U =
E3(g) − E3(0) we look at the properties of the second excited CI state. In the Hubbard
model the second excited state is given as (|LL〉 − |RR〉)/
√
2, containing only doubly
occupied sites (as we would expect since U represents the on-site interaction energy). It
is easily verified via conditional probability densities (CPDs) that the second excited CI
state consists of doubly occupied wells. We therefore proceed to determine U using U =
E3(g)− E3(0).
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Figure A.1: The branching diagram of spin multiplicities. The x-axis represents the number
of particles N , the y-axis the total spin quantum number S and the numbers in circles
represent the number of spin functions there are for a particular combination of N and
S. The total number of spin functions can be obtained by summing all the numbers in a
column. For instance a system of four particles has 6 distinct spin functions in total.
A.2 Branching diagram
For more than two particles the classification of the spin functions according to the total
spin S and the spin projection Sz ceases to be unique. This results in degeneracies in the
spin functions for a particular total spin (i.e. there are multiple spin functions with the
same total spin and the same spin projection). The branching diagram shown in figure A.1
indicates the multiplicity of total-spin S degeneracies forN spin 1/2 fermions. For instance
for a three particle system (with spin projection Sz = 0.5) there are two spin functions with
total spin S = 0.5 and one spin function with total spin S = 1.5.




This chapter contains several useful pieces of code using SNEG.
B.1 SNEG code for the two-site Hubbard model
Listing B.1 gives the SNEG code for a two-site spin 1/2 Hubbard model. It illustrates the
usage of SNEG and calculates the analytical eigenvalues and eigenvectors of the system.
1 Print["=== Loading SNEG... ==="];





7 Print["=== Setting up Hubbard model ==="]
8 snegfermionoperators[c];
9 snegrealconstants[U, t, Psi1d, Psi1u, Psi2u, Psi2d];
10 Print["Hubbard model:"]
11 hubbardH = U (hubbard[c[1]] + hubbard[c[2]]) - t hop[c[1], c[2]]
12
13 Print["=== Setting up spin 1/2 basis ==="]
14 MatrixForm[hubbardbfull = qszbasisvc[{c[1], c[2]}]];
15 hubbardb = {hubbardbfull[[5]]}
16 Print["Hubbard basis in ket form:"]
17 Print[hubbardb[[1, 2]]]




21 Print["=== Hubbard Hamiltonian in Matrix Form ==="]
22 hubbardm = matrixrepresentationvc[hubbardH, hubbardb[[1, 2]]];
23 hubbardm // MatrixForm
24 Print["Hamiltonian matrix is hermitian: ", HermitianMatrixQ[
hubbardm]]





30 Print["Third Hubbard eigenvector with basis functions explicitly \
31 included:"]
32 Print["in ket notation:"]
33 Print[diagsolution[[2]][[3]].hubbardb[[1, 2]]]
34 Print["in second quantized notation:"]
35 Print[diagsolution[[2]][[3]].vc2ops[hubbardb[[1, 2]]]]
36
37 Print["=== Plot of Hubbard model eigenenergies ==="]
38 t = 1.;
39 Plot[diagsolution[[1]], {U, -8, 8}]
40 t =.;
Listing B.1: Mathematica Hubbard model solution and plot of the energy levels for two
spin 1/2 particles on two sites using SNEG. In order to run this code the SNEG source
code folder ”sneg-1.234” needs to be in the same directory as the Mathematica notebook
containing this code.
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B.2 SNEG code for large particle numbers
For a large number of sites running ”qszbasisvc[...]” can be very slow (since the basises for
all possible particle numbers and spin projections are constructed). In listing B.2 we give a
performant method of how to create the SNEG basis functions for a particlular number of
particles in the Sz = 0 spin projection.
1 Print["=== Loading SNEG... ==="];






8 n = 18
9 makebasis[Table[c[i], {i, 1, n}]]
10 % == BASIS
11 combinations = Subsets[Table[i, {i, 0, 2 n - 1}], {2}];
12 combinations =
13 DeleteCases[combinations,
14 x_ /; Mod[Total[x], 2] == 0](*delte non Sz=0 basis states*)
15 f[x_] := 2ˆx[[1]] + 2ˆx[[2]];
16 twoParticleBasisPositions = f /@ combinations;
17
18 g[x_] := BASIS IntegerDigits[x, 2, 2*n]
19 twoParticleBasisop = g /@ twoParticleBasisPositions;
20 twoParticleBasisop =
21 Map[nc @@ Delete[#, Position[#, 0, 1]] &, twoParticleBasisop];
22
23 h[x_] := ap[x, VACUUM]
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24 twoParticleBasisvc = h /@ twoParticleBasisop;
25
26 hubbardb = {{{-n + 2, 0}, twoParticleBasisvc}}
Listing B.2: Code to generate a basis in SNEG for a particular number of spin 1/2 particles
and spin projection Sz = 0. The standard and simpler way of obtaining a basis is to use
”qszbasisvc” however this call creates a basis set for all possible spin projections and all
particle numbers for the given number of sites, which can take a long time if the number
of sites is large. This code specifically creates the basis functions for the Sz = 0 spin
projection for a particular number of particles.
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