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When a highly charged globular macromolecule, such as a dendritic polyelectrolyte or charged nanogel, is immersed
into a physiological electrolyte solution, monovalent and divalent counterions from the solution bind to the macro-
molecule in a certain ratio and thereby almost completely electroneutralize it. For charged macromolecules in biolog-
ical media, the number ratio of bound mono- versus divalent ions is decisive for the desired function. A theoretical
prediction of such a sorption ratio is challenging because of the competition of electrostatic (valency), ion-specific,
and binding saturation effects. Here, we devise and discuss a few approximate models to predict such an equilibrium
sorption ratio by extending and combining established electrostatic binding theories such as Donnan, Langmuir, Man-
ning as well as Poisson–Boltzmann approaches, to systematically study the competitive uptake of mono- and divalent
counterions by the macromolecule. We compare and fit our models to coarse-grained (implicit-solvent) computer sim-
ulation data of the globular polyelectrolyte dendritic polyglycerol sulfate (dPGS) in salt solutions of mixed valencies.
The dPGS has high potential to serve in macromolecular carrier applications in biological systems and at the same
time constitutes a good model system for a highly charged macromolecule. We finally use the simulation-informed
models to extrapolate and predict electrostatic features such as the effective charge as a function of the divalent ion
concentration for a wide range of dPGS generations (sizes).
I. INTRODUCTION
Polyelectrolytes in polar solvents such as water are impor-
tant and ubiquitous in biological as well as in synthetic mat-
ter.1–7 In these systems, electrostatic interactions, regulated by
free ions and water, play a dominant role in shaping the struc-
tural and electrostatic characteristics of the polyelectrolyte,
and the subsequent function of the system.1,3,4 The electro-
static attraction between the isolated polyelectrolyte molecule
and the oppositely charged counterions in the solution leads to
strong counterion condensation on the molecule. This signif-
icantly modifies its interaction with other charged molecules
(e.g., proteins, DNA, etc.) and its electric properties such as
the electrophoretic mobility in an external electric field.4,5,7
Therefore, understanding counterion condensation is of ut-
most importance in order to understand the properties of poly-
electrolytes and their implications in the biological and syn-
thetic environments.4,8 Condensation effectively leads to neu-
tralizing an equivalent amount of the structural charge Zd of
the macromolecule.9,10 Hence, the charged substrate plus its
confined counterions may be considered as a single entity with
an effective (or renormalized) charge Zeff, which is signifi-
cantly lower than the bare structural charge Zd. One can then
identify the difference Zd−Zeff as the amount of counterions
condensed in the surface region.11
The phenomenon of counterion condensation and the effect
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of ionic strength on the configurational properties of differ-
ent types of polyelectrolyte molecules such as chains,6–8,12–17
brushes,18–22 or polyelectrolyte nanogels23–27 have been stud-
ied extensively in the past. Through the knowledge of the
distribution of the salt ions around the polyelectrolyte, e.g.,
measured in terms of the radial distribution function in sim-
ulations and experiments, it is possible to derive important
properties such as charge–charge correlation, osmotic com-
pressibility and shear viscosity of the system.28 Muthuku-
mar, in his extensive and comprehensive review of the ex-
perimental, theoretical and simulation based research done
on polyelectrolyte chains, described the effect of salt con-
centration, valency of counterions, chain length and polyelec-
trolyte concentration on counterion condensation.1,29 Besides
the properties of a single isolated polyelectrolyte molecule,
the ionic strength of the solution also influences the interaction
of polyelectrolytes with other entities, such as adsorption on
substrates,30–35 formation of ultra-thin polyelectrolyte multi-
layer membranes,36–40 the structure and solubility of polyelec-
trolyte complexes41–45 or coacervates.46–49
As an emerging class of functional polyelectrolytes, poly-
electrolyte nanogels23–27 and dendritic or hyperbranched
polyelectrolytes50–54 have attracted considerable interest in
the scientific community in the last years due to their mul-
tifaceted bioapplications, such as biological imaging, drug
delivery and tissue engineering.55–57 In particular, the hyper-
branched or dendritic polyglycerol sulfate molecules (hPGS
or dPGS, respectively) are found to possess strong anti-
inflammatory properties,53,54 act as a transport vehicle for
drugs towards tumor cells,52,58,59 and can be used as imag-
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2ing agents for the diagnosis of rheumatoid arthritis.59 This
wide variety of applications, thus, have proven them to be
high potential candidates for the use in medical treatments.51
Hence, the understanding of dPGS interaction with the in
vivo environment becomes important. The highly symmet-
ric dendritic topology, terminated with monovalent negatively
charged sulfate groups, makes dPGS also an excellent rep-
resentative model in the class of highly charged globular
polyelectrolytes.60,61 Because of the charged terminal groups,
dPGS mainly interacts through electrostatics, rendering coun-
terion condensation and subsequent charge renormalization
effects to become substantial for function.
There have been past efforts to investigate the counte-
rion condensation and to define the effective charge as a re-
sult of the charge renormalization on charged hard-sphere
colloids.9–11,62–67 However, the characterization of open-
structure nanogel particles or dendrites such dPGS, which in
part are penetrable to ions and a surface is not well defined, re-
mains challenging.68 Recently, Xu et al. implemented a sim-
ple but accurate scheme to define and determine the effective
surface potential and its location for dPGS, by mapping po-
tentials obtained from simulations to the Debye–Hückel po-
tential in the far-field regime.60 This scheme is widely known
as the Alexander prescription.9,69–71 Based on this criterion,
a systematic electrostatic characterization of dPGS has been
performed via coarse-grained60 and all-atom61 simulations by
defining the number of condensed (bound) ions. It was then
established that the strong binding of dPGS to lysozyme – an
abundant protein in the human biological environment – and
a sequential formation of a protein corona around dPGS in
the presence of NaCl salt solution, is dominantly governed by
the entropic gain due to the release of a few Na+ counteri-
ons during binding.72 Proteins typically bind strongly to the
macromolecular surface, thereby forming a protein ‘corona’,
a dense shell of proteins that can entirely coat the macro-
molecule.73–79
Considering the medicinal applications of dPGS, it is im-
portant to study its interactions with divalent metal cations,
viz. magnesium(II) and calcium(II) ions, which are key
constituents of the human blood serum. Mg2+ is essential
for the stabilization of proteins, polysaccharides, lipids and
DNA/RNA molecules, while Ca2+ is critical for bone for-
mation and plays a key role in signal transduction.80,81 Hu-
man serum blood contains approximately 0.75− 0.95 mM
Mg2+ ions, 1− 4 mM Ca2+ ions and around 150 mM NaCl
salt in a dissociated form.82,83 Thus, upon the administration
of dPGS into the human biological environment, it is im-
perative for the competitive adsorption between the divalent
(Mg2+/Ca2+) and monovalent (Na+) ions to establish on the
dPGS molecule, which can change the effective charge, and
subsequently the interaction properties of dPGS with other
charged entities such as proteins. This microscopic mech-
anism has a potential to significantly alter the attributes of
protein corona around dPGS,84 thus, the biological immune
response to the dPGS–protein corona complex, its metabolic
fate, and the function of such a complex in biomedical and
biotechnological applications. The competitive ion binding
can be observed also in a wide variety of the biological
and industrial ion-exchange processes such as the alkaline-
earth/alkali-metal ion-exchange onto polyelectrolytes,85 de-
salination of saline water to produce potable water,86 deminer-
alization of whey, acid and alkali recovery from waste acid87
and alkali solutions88 by diffusion dialysis,89 etc.
Interactions of multivalent ions with polyelectrolyte solu-
tions have been theoretically studied in the past, in terms of
their thermodynamic properties,90 ionic and potential distri-
butions,91 accurate calculation of the effective charge,92 and
the effect on the interaction between polyelectrolyte macro-
molecules.93–96 In this paper, the focus is to theoretically
analyze the competitive sorption of mono- versus divalent
counterions by highly charged spherical dPGS-like polyelec-
trolytes with the help of mean-field continuum and discrete
binding site models, informed by coarse-grained computer
simulations of dPGS of various generations. The theoret-
ical models are generally formulated for globular charged
macromolecules and include ion-specific effects in a para-
metric way and can thus be straightforwardly modified or
adapted to other charged globules, where mono-/divalent ion-
exchange plays a role. In particular, we begin with the sim-
ple Donnan model, modified for ion-specific uptake, assum-
ing that the electrostatic potential and the ionic concentra-
tions are constant within the macromolecule phase and the
bulk phase.97–99 Despite being simple, still, for the mixed
case of monovalent and divalent ions the resultant composi-
tion is a non-trivial outcome. We continue with the mean-
field Poisson–Boltzmann (PB) model, widely used in colloidal
science and electrochemistry,3,100–103 and with the limitations
well known and discussed, in particular the neglect of elec-
trostatic and steric correlations,92,104–107 or ion-specific sorp-
tion effects.108–117 The PB model has also been implemented
to address the problem of competitive counterion binding in
a mixed salt for the cases of linear polyelectrolytes such as
DNA118–122 and planar geometries.123 We also devise a two-
state approximation model for an ion condensation around
a charged globule. The two-state approach was firstly used
in the Oosawa–Manning model124,125 for the counterion con-
densation around polyelectrolyte chains, according to which,
counterions in a solution can be classified into two categories:
‘free’ counterions, which are able to explore the whole so-
lution volume V and the ‘condensed’ (or ‘bound’) counte-
rions, which are localized within a small volume surround-
ing the polyelectrolyte macromolecule. An equivalent model
for an impenetrable sphere with a surface charge was devel-
oped by Manning, where the number of condensed counte-
rions on the macromolecule per bare unit surface charge is
obtained by a free energy minimization, pointing to the com-
petition between the electrostatic binding of counterions to
the macromolecule and their dissociation entropy.66 We ex-
tend this model by introducing a discrete binding site model
by considering the finite configurational volume of the ion
in the condensed state and that the macromolecule has a fi-
nite number of charged binding sites by adopting the mixing
entropy from the works of McGhee and von Hippel.126 Ion-
binding models in the same spirit have been developed in the
past to describe the ionization equilibrium of linear polyelec-
trolytes in monovalent salt17,127,128, multivalent salt,129 and in
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FIG. 1. Panels (a), (b) and (c) show coarse-grained (CG) simulation snapshots of G2-dPGS in a mixture of ions at the divalent cation (DC)
concentrations of 0.98 mM, 3.75 mM and 14.94 mM, respectively, while the monovalent salt concentration c0+ is at 150.37 mM. The red beads
depict the charged terminal sulfate groups (–OSO3), which represent the binding sites of dPGS, the gray beads depict the neutral glycerol
(C3H5O–) branching units, and yellow, blue and green spheres refer to DCs, monovalent cations (MCs) and monovalent anions, respectively.
(d) Snapshot of the whole simulation box containing the CG model of G2-dPGS and a mixture of salts of MCs and DCs. The box is cubic with
a side length L = 30 nm. The sizes of spheres/beads in all panels are not to scale.
mixtures of mono- and divalent salts.130 All our models are
compared to molecular simulations and used to study system-
atically the key electrostatic features of a highly charged glob-
ule, such as the effect of competitive adsorption on the vari-
ation of the number of condensed monovalent and divalent
counterions, effective charge, and its variation with divalent
ion concentration.
II. COARSE-GRAINED COMPUTER SIMULATIONS
A. Simulation methods, force fields, and systems
The coarse-grained (CG) monomer-resolved models of the
dPGS macromolecule have been developed previously60 and
maintain the essential dPGS structural and electrostatic fea-
tures with affordable computing expense. In brief, the dPGS
branching units (C3H5O–) and inner core (C3H5–) (both of
which are a part of the glycerol chemical group, respectively),
and the terminal sulfate groups (–OSO3) are individually rep-
resented by the CG segments of specific type. The gross num-
ber of the CG segments is equal to the dendrimer polymeriza-
tion Ng = 3×2n+1−2 of generation index n. Only the termi-
nal segments are charged with−1e (where e is the elementary
charge), leading to the dPGS bare valency |Zn| = 3× 2n+1.
The CG segments are connected by bonded and angular po-
tentials both in harmonic form. In the previous work60 we
only studied monovalent ions. Here we extend it to study the
competitive uptake of mono- and divalent ions for generations
2 and 4. The bare charge valencies of the G2-dPGS are thus
Zd = Zn=2 =−24 and Zd = Zn=4 =−96. Snapshots are shown
in Fig. 1.
The non-bonded interactions between CG beads are de-
scribed by the Lennard-Jones (LJ) potential together with the
Lorentz–Berthelot mixing rules. In particular, the energy pa-
rameter εLJ = 0.1kBT and the diameter σLJ = 0.4 nm are set
identical for all ions (mono- and divalent) and thus any ion-
specific effects are not explicitly included. In our simulations
we place the dPGS in the center of a periodically repeated cu-
bic box with a volume of V (side-length of L = 30 nm). The
solvent is implicitly assumed as a dielectric continuum with a
dielectric constant εw = 78. The CG simulations employ the
stochastic dynamics (SD) integrator in Gromacs 4.5.5 as in
our previous work.60
All simulations are performed in the canonical ensemble.
The divalent cations (DCs), monovalent cations (MCs) and
monovalent anions in the system are referred to with sub-
scripts ++, + and −, respectively. The dPGS is accompa-
nied by the corresponding number of monovalent counterions
Ns (24 for G2-dPGS and 96 for G4-dPGS) electrically neu-
tralizing the macromolecule and having the same chemical
identity as the MCs of the salt. The number of salt ions i
(i =++,+,−) is denoted as ni, while the corresponding total
salt concentrations are denoted as c0i = ni/V . Bulk concentra-
tions are defined as cbi = (ni−Nbi )/(V − veff) (for i =++,−)
and cb
+
= (n+ + Ns − Nb+ )/(V − veff), where veff = 4pir3eff/3
is the volume enclosed by the effective radius reff of dPGS
and Nbi is the number of ions i condensed (bound) on the
dPGS. The definitions of both reff and Nbi are discussed in
Section II C.
The simulations are performed at the total DC concentra-
tions c0
++
of 0.98, 2.95, 3.75, 9.96 and 14.94 mM. G2-dPGS
simulation snapshots for different c0
++
values are shown in
Fig. 1(a)-(c), while the whole simulation box is displayed in
Fig. 1(d). The MC concentration c0
+
is fixed to 150.37 mM and
the monovalent anion concentration is adjusted in a way to
ensure electroneutrality in the simulation box. The bulk ionic
strength I = 12 ∑i z
2
i c
b
i (i = +,++,− with the charge valency
zi) ranges from 150.5 mM to 195 mM. The corresponding De-
bye screening length κ−1 = (8pilBI)−1/2 (where lB is the Bjer-
rum length) ranges from 0.8 nm (cb
++
= 0 and cb
+
= 150.5 mM)
to 0.7 nm (cb
++
= 14.94 and cb
+
= 150.5 mM). As a reference,
we also perform CG simulations in the limit of only mono-
valent salt, with total concentrations c0
+
of 10.02, 25.06 and
150.37 mM.
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FIG. 2. Radial density distributions cs(r) of the terminal sulfate groups of dPGS as a function of the distance r from the COM of (a) G2-dPGS
and (b) G4-dPGS, obtained from the coarse-grained computer simulations. The curves are plotted for different DC concentrations c0++ (see
legend). The blue vertical dashed lines denote the dPGS bare radius rd (1.4 nm for G2-dPGS and 2.1 nm for G4-dPGS) defined as the location
where cs(r) falls to the physiological threshold of 150 mM.
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FIG. 3. Radial density distributions ci(r) (i = +,++) of counterion species i as a function of the distance r from the COM of (a) G2-dPGS
and (b) G4-dPGS. The curves are plotted for different DC concentrations c0++ (see legend). The solid and dotted lines depict the density
distributions of DCs and MCs, respectively.
B. Simulation results: radial density distributions
The dPGS structure and its response to the addition of the
DCs, is examined by the density distribution of the terminal
sulfate beads cs(r) as a function of the distance r from the
center-of-mass (COM) of the dPGS, for different DC concen-
trations c0
++
, as shown in Fig. 2. Interestingly, the presence
of DCs does not lead to a notable change in the dPGS struc-
ture. Instead, the cs(r) profiles in the operated range of c0++ and
for both G2-dPGS and G4-dPGS are reasonably coincident.
Fig. 2(a) shows that for G2-dPGS, a single-peak distribution
is found, indicating that most of the sulfate beads reside on
the molecular surface. However, in Fig. 2(b), a bimodal dis-
tribution is seen for G4-dPGS with a small peak at r' 0.6 nm.
This backfolding phenomenon, contributing to a dense-core
arrangement due to the dense macromolecular shell,56 is also
found in our previous works60,61 and has been detected for
other terminally charged CG dendrimer models.131–134 After
the major peak, cs(r) gradually subsides to zero. The location
where the charge density cs(r) falls to 150 mM, which we set
as the physiological NaCl concentration, is defined as the bare
(intrinsic) radius of dPGS rd,135 shown as vertical dashed blue
lines in Fig. 2. The rd values for G2-dPGS and G4-dPGS are
obtained as 1.40 nm and 2.11 nm, respectively. Fig. 2(b) also
shows that a slight shift in the location of the major peak and
an enrichment of the lower peak appears as c0
++
increases, in-
dicating a slow shrinking of the dPGS molecule due to the
condensation of DCs (see Fig. 3).
Figs. 3(a) and (b) show the cation density distributions ci(r)
(i = +,++) for G2-dPGS and G4-dPGS, respectively. Let us
focus first on G2 in Fig. 3(a). The MC distribution c+(r) shows
a high accumulation of counterions close to the sulfate groups,
with a global maximum at distances r∼ 1.2 nm, slightly larger
than the sulfate peak (peaking roughly at∼ 1 nm). This means
that the most strongly bound ‘condensed’ MCs are thus dis-
tributed more on the surface layers of the dPGS. At larger
distances, r ∼ 2 nm, a Debye–Hückel like decay is observed.
Adding more DCs, the MC distribution gradually diminishes,
as expected from the exchange of MCs with DCs within the
dPGS. However, interestingly, the DC distribution peaks at
distances distinctively smaller than the location of the sulfate
peak, roughly 0.5− 0.6 nm shifted towards the dPGS center
away from the peak of the MC distribution. This more interior
binding might be attributed to different binding mechanisms
5between DCs and sulfate, e.g., bridging of two sulfate groups
by one DC, which might be sterically favored closer to the
dPGS core. These subtle structural effects may have important
consequences in the context of the counterion-release mech-
anism driving the dPGS–protein binding,72 which should be
interesting for future studies. The ion profiles for G4 shown in
Fig. 3(b) show qualitatively the same behavior but are broader
and double-peaked because of the significant sulfate backfold-
ing as previously presented in Fig. 2(b).
It is worth noting that simulations of DCs in general are
more challenging than for MCs only. DC are more heavily
hydrated than MCs (e.g., Mg2+ and Na+ ions),136,137 there-
fore future studies should scrutinize the ionic size used in the
implicit solvent. Furthermore, quantum mechanical charge
transfer effects as a result of the ion-induced powerful elec-
tronic polarization of the surrounding media,138 which are
much more prevalent in the case of DCs139,140 than MCs, may
also be subsumed in ionic sizes in the implicit water. These
model details may subtly change the density profiles shown
in Figs. 3(a) and (b). However, the effects on total competi-
tive uptake should be relatively minor as they are dominantly
driven by valency and electrostatic correlations, and size ef-
fects are typically of second order importance.
Using the density distributions of the charged entities
shown above, the electrostatic properties of dPGS can be stud-
ied in the presence of the mixture of DCs and MCs. The anal-
ysis methods described in Section II C are used to define the
effective radius reff, charge valency Zeff and potential φeff of
dPGS.
C. Electrostatic properties of dPGS
dPGS effective radius The first step to study the ion con-
densation behavior is to adopt a characteristic distance reff
to distinguish a bound ion from an unbound one. A practi-
cal method in that respect has been summarized in our previ-
ous work.60 In short, we first consider the dPGS radial elec-
trostatic potential profile φ (scaled by kBT/e), through the
framework of the Poisson’s equation
∇2φ =−4pilB∑
i
zici(r) i = s,++,+,− (1)
Here, ci(r) refers to the radial number density profiles with
respect to the distance to the dPGS-COM r for all charged
species in the CG simulation, namely, sulfates (s), DCs, MCs,
and monovalent anions. For all ionic species, ci(r) reaches
the bulk number density cbi in the far-field. The simulation re-
sults for the profiles are shown in Figs. 2 and 3. The Poisson’s
equation is numerically integrated twice to obtain φ(r), which
is then compared with the dimensionless Debye–Hückel po-
tential φDH, given by
9,60,61
φDH(r) = ZefflB
eκreff
1+κreff
e−κr
r
. (2)
φDH is applicable to a charged sphere with radius reff and va-
lency Zeff. It approaches to φ only after the distance r∗ where
non-linear effects, including the correlation and condensation
of ions, subside. Thus, r∗ = reff is eligible to serve as the
dPGS effective radius to define the bound ions. The effective
surface potential of dPGS obtained from simulations is then
defined as φeff = φ(reff), which is shown in Table I. Compar-
ing Eq. (2) to the radial electrostatic potentials from the simu-
lations,60 the value of reff for dPGS in the simulations for G2
and G4 was found to be 1.65 nm and 2.40 nm, respectively,
under the operated concentration range in the mixture of DCs
with MCs as well as in the monovalent limit, as shown in Ta-
ble I. These values are different than the ones obtained in our
previous work,60 which operates at c0
+
= 10 mM, unlike the
current work where c0
+
= 150.37 mM. The newly obtained reff
values in this work are then used as an input for the MMvH
model, as discussed in Section III D, to describe the competi-
tive sorption. It is thus implicitly assumed that reff does not de-
pend on the sorption of DCs, within the operated range of DC
concentrations. The same prescription will be used to define
reff (denoted as rPBeff ) from the solutions of the PPB model, as
discussed in Section III C. The results for rPBeff are also shown
in Table I.
Number of bound ions and effective charge The cumula-
tive number of ions of species i as a function of the distance r
from the COM of dPGS is calculated as
Nacc,i(r) =
∫ r
0
ci(r′)4pir′
2dr′ i =++,+,−. (3)
Summing up the contribution of all charged species, the cu-
mulative charge valency of the system as a function of the
distance r reads
Zacc(r) = Zd(r)+2Nacc,++(r)+Nacc,+(r)−Nacc,−(r), (4)
where Zd(r) denotes the spatial distribution of bare charge va-
lency of the dPGS, obtained from the simulation. With that,
the number of the bound ions and the effective charge valency
of the dPGS follow as Nbi = Nacc,i(reff) and Zeff = Zacc(reff),
respectively. The values are shown in Table I. Zeff and φeff
exhibit a strong decrease in the magnitude with higher c0
++
,
indicating an enhanced dPGS charge renormalization.
III. THEORETICAL MODELS
A. Basic model
In our theoretical models, the macromolecule is represented
as a perfect sphere with the bare radius rd, the bare charge
valency Zd, the effective radius reff and the effective charge
valency Zeff, enclosed in a spherical domain of radius R and
volume V , as shown in Fig. 4. The total number of charged
monomers in the macromolecule is Ns, each of which is neg-
atively charged with a charge valency zs.
All ionic species and the macromolecule are assumed to be
in an aqueous bath with an implicitly modeled solvent, having
a uniform dielectric constant εw = 78 at a temperature T =
298 K.
6TABLE I. Structural and electrostatic parameters of G2-dPGS (having the bare charge valency Zd = −24) and G4-dPGS (Zd = −96) mea-
sured from the coarse-grained (CG) simulations and according to ion-specific penetrable Poisson–Boltzmann (PPB) model (described in
Section III C). reff, Zeff, φeff are the effective radii, charge valency and potential of the dPGS, respectively, as a function of the DC concentra-
tion c0++, evaluated via simulations. The simulation box is cubic with a side length of 30 nm. r
PB
eff , Z
PB
eff , φ
PB
eff are the effective radii, charge
valency and potential of the dPGS, respectively, calculated via the PPB model. The MC concentration c0+ is set to 150.37 mM.
CG Simulation PPB
G2 G4 G2 G4
c0
++
rd reff Zeff φeff rd reff Zeff φeff rPBeff Z
PB
eff φ
PB
eff r
PB
eff Z
PB
eff φ
PB
eff
(mM) (nm) (nm) (nm) (nm) (nm) (nm)
0.00
1.41 1.65
−10.09 −1.26
2.11 2.40
−20.04 −1.27
1.42
−11.72 −1.32
2.36
−23.60 −1.56
0.98 −8.85 −1.15 −17.75 −1.14 −9.79 −1.12 −20.03 −1.38
2.95 −7.40 −0.98 −14.21 −0.93 −8.89 −0.88 −15.54 −1.05
3.75 −6.84 −0.85 −12.25 −0.77 −8.29 −0.83 −14.34 −0.97
9.96 −6.33 −0.75 −10.11 −0.62 −7.03 −0.57 −8.86 −0.60
14.94 −5.86 −0.68 −9.65 −0.55 −6.36 −0.46 −6.13 −0.44
reff
R
rd
Zd
Zeff
cb
++
cb
+
cb−
w = 78
V = 4pi
3
R3
FIG. 4. Schematic of a theoretical model representing the system
shown in Fig. 1(d). The computational cell domain (blue) is assumed
to be spherical with the same volume as that of the simulation box,
V , and with a uniform dielectric constant of water εw = 78. dPGS
is assumed to be a perfect sphere (orange) at the center of the do-
main. The dPGS bare and effective charge valencies are Zd and Zeff,
respectively. rd is the bare radius of dPGS, while reff, the effec-
tive radius, representing the distance separating the electric double
layer regime (r > reff) from the non-linear counterion ’condensation’
regime (r < reff).
B. The Donnan model (DM)
The arguably simplest model for competitive uptake is the
Donnan model. The Donnan equilibrium assumes two strictly
electroneutral and mutually exclusive regions, i.e., the macro-
molecule region with the Donnan radius set to be the bare
radius rd taken from simulations (i.e., with a bare macro-
molecular volume vd = 4pir3d/3) and total homogeneously dis-
tributed bare charge of valency Zd = zsNs with a concentra-
tion cs = Ns/vd of charged groups of the macromolecule, and
the bulk region outside the molecule with a bulk ion con-
centration cbi (i = +,++,−). Charge neutralization of the
macromolecule by the counterions leads to the Donnan po-
tential, which is a potential having a constant non-zero value
in the macromolecule region. The potential in the bulk region
is set to zero. The equilibrium distribution (partitioning) of
ions among the regions results in the concentrations of ionic
species i as cmi and c
b
i in the macromolecule and bulk regions,
respectively. These concentrations are related via the partition
coefficientKi, given by
Ki =
cmi
cbi
i =++,+,− (5)
Neglecting ion–ion correlations, an approximate expression
for Ki can be obtained using the condition that the equilib-
rium electrochemical potential of ion i is equal in both the
macromolecule and bulk regions, implying that
lncbi = ziφD + lnc
m
i +β∆µint, i (6)
where φD is the dimensionless Donnan potential (scaled by
kBT/e) in the macromolecule region and β−1 = kBT is the
thermal energy. With ∆µint, i we account for additional non-
electrostatic effects that can drive adsorption, e.g., dispersion
and hydrophobic forces in the net ion–macromolecule interac-
tion, and is termed the ion-specific binding chemical potential
of the condensed ion. The inclusion of ∆µint, i has been con-
sidered in previous work, for example, as a term reflecting
the steric ion–ion packing effects in a Donnan model for ion
binding by polyelectrolytes or charged hydrogels.99,110,111
Eq. (6) with the help of Eq. (5) then leads to
Ki =
cmi
cbi
= e−β∆µbind, i = e−β∆µint, ie−ziφD (7)
where ∆µbind, i is the total transfer chemical potential for ion i
from the bulk to the macromolecule region. This allows us to
define the intrinsic partition ratio for ionic species i as
Kint, i = e−β∆µint, i i =+,++ (8)
7and the Donnan partition ratio as a contribution from pure
electrostatic interaction between the ion and the macro-
molecule environment as
Kel, i = e−ziφD i =+,++ (9)
The electrostatic component of total binding chemical poten-
tial of a counterion i is then defined as β∆µel, i = −lnKel, i =
ziφD. Eq. (7) can then be conveniently shortened as
Ki =Kel, iKint, i (10)
where Ki is shown as a composition of intrinsic and electro-
static effects. The signature assumption behind the Donnan
model is the electroneutrality in the macromolecule region ex-
pressed as
zscs +∑
i
zicbi Ki = 0 (11)
Solving Eq. (11) for φD enables us to evaluate the net partition
coefficientKi. Eq. (11) has no closed solution for multivalent
ions, but it exists for the case of only monovalent ions in the
system, (i =±) and is given as141
φD =−ln
(
−
√
1+χ+χ−+1
χ+
)
(12)
where χi = 2Kint, i cbi /zscs. Note that χi < 0, since the va-
lency of charged groups zs is negative. Using Eqs. (7), (10)
and (12), for the monovalent-only case, the number of ions of
species i(= ±) partitioned into the macromolecule region is
then given as
Nb± = c
0
±vdKint,±
(
−
√
1+χ+χ−+1
χ+
)±1
(13)
To evaluate the competition between MCs and DCs in the
Donnan model we evaluate Eqs. (7) and (11) numerically, cf.
section III E.
Because of the electroneutrality assumption, the Donnan
prediction for the amount of counterion sorption by the macro-
molecule in the monovalent-only case is given by Nb
+
= |Z|+
Nb− . For highly charged macromolecules, i.e., χi→ 0, Eq. (13)
this trivially yields Nb
+
' |Z|. For the competitive sorption
case, however, the result is non-trivial and can give a use-
ful orientation with little effort. The Donnan model should
become more quantitative for large dPGS generations, i.e.,
large size and/or high salt concentrations, so that κrd  1,
for which the electroneutrality assumption is then very well
justified.
C. Ion-specific Penetrable Poisson–Boltzmann (PPB) model
We now put forward a penetrable PB (PPB) model in which
the charge profiles can be resolved in r, the radial distance
from the macromolecular center. Since our charged macro-
molecules we have in mind (dPGS above and similar) are
polymer-based with open structures and typically internally
smeared out charge distributions, we opted (as in the Don-
nan model) for a penetrable model instead of a PB model
for surface adsorption as typically used in studies of colloidal
charge renormalization.62,68,142 Based on the parametrization
described in the basic model (Section III A), we assume the
macromolecule as a perfect penetrable sphere with a charge
valency Zd = zsNs and radius rd, as shown in Fig. 4. rd is
taken from the dPGS internal charge distribution obtained
from simulations, cf. Section II B and Fig. 2. The charged
monomers of the macromolecule, thus, have a uniform num-
ber distribution cs = Ns/vd (where vd = 4pir3d/3) within the
volume vd. cs is applicable only within the macromolecule
domain, i.e., cs(r) = cs (1−H(r− rd)), where H(r) is the
Heaviside-step function. As an improvement to the standard
PB model, here we also consider a contribution of the intrin-
sic non-electrostatic ion-specific interaction ∆µint, i between
the ion and the macromolecule,108,109 analogous to Eq. (6)
in the Donnan model above. Assuming the electrostatic po-
tential far away from the macromolecule, φ (r→ R) = 0, we
first balance the chemical potential for each ion, between the
bulk regime far from the macromolecule and the regime at the
finite distance r from the center of the macromolecule
lncbi = ziφ(r)+ lnci(r)+β∆µint, i(r), (14)
which is similar to Eq. (6), but in a distance-resolved man-
ner. ∆µint, i is considered on a local level, i.e., ∆µint, i(r) =
∆µint, i (1−H(r− rd)). The Boltzmann ansatz then becomes
ci(r) = cbi e
−ziφ(r)−β∆µint, i(r) (15)
The distance-resolved electrostatic potential can be calculated
from Eq. (15) together with the Poisson’s equation as
∇2φ(r) =−4pilB
(
∑
i
zici(r)+ zscs(r)
)
i =++,+,−
(16)
which establishes the PPB model including ion-specific
binding effects. The boundary conditions used are
(dφ/dr)(r→ 0) = 0 and (dφ/dr)(r→ R) = 0.
An effective radius for dPGS is calculated independently
for this model (labeled rPBeff ) using the Alexander prescrip-
tion9,69–71 on the obtained potential φ , the same recipe used
to calculate reff from simulations, cf. Section II C. The values
of rPBeff for G2-dPGS and G4-dPGS are obtained as 1.42 nm and
2.36 nm, respectively, under the operated range of c0
++
and at
c0
+
= 150.37 mM. The rPBeff values are thus found to be close
to those obtained from the simulations, as shown in Table I.
The effective surface potential of the macromolecule is then
given by φPBeff = φ(r
PB
eff ). The number of bound ions of species
i within reff, is then given by
Nbi =
∫ reff
0
ci(r)4pir2 dr i =+,++ (17)
The corresponding effective charge valency ZPBeff is calculated
using Eq. (4). The PPB equations are solved numerically, cf.
Section III E.
8D. Manning–McGhee–von Hippel binding model (MMvH)
In this section, we introduce a model based on a discrete
two-state (condensed or free) perspective for the counteri-
ons, built to capture the essential physics of polyelectrolyte–
ion binding in an accurate but minimalistic fashion. The
model is an extension of ideas by Manning,66 in which ion-
condensation on charged spherical surfaces was described on
a mean-field free energy level as a competition between the
charging (Born) self-energy of the macromolecule in salt solu-
tion and the entropy cost of binding for one-component coun-
terions. Here, we extend this model to the case of mixtures of
MCs and DCs, including binding saturation for a fixed num-
ber of binding sites like in Langmuir isotherms. The extension
of the latter to binary binding of one or two binding sites by
mono- or divalent solutes, respectively, was put forward buy
McGhee and von Hippel.126 Therefore, we name the model
Manning–McGhee–von Hippel binding model (MMvH).
Following Manning,66 we treat the macromolecule as an
impenetrable sphere of radius reff and charge valency Zd =
zsNs taken from simulations, and extend the Manning’s model
into a discrete binding site model, where the Ns charged
monomers act as a finite collection of discrete binding sites
for both the MCs and DCs. For the case of the DCs, two adja-
cent charged monomers can collectively act as a single bind-
ing site for a DC. The resulting combinatorial ways to arrange
the bound MCs and DCs lead to mixing entropies worked out
by McGhee and von Hippel.126 Pertaining to the canonical en-
semble, we fix the total number of salt ions ni, the correspond-
ing concentrations c0i (i =++,+,−), the number of monova-
lent counterions Ns to the macromolecule, the total number of
binding sites on the macromolecule and the total domain vol-
ume V . The coions in this model simply serve the function
of maintaining electroneutrality in the total domain and their
explicit adsorption is neglected.
A counterion i (=+,++) is assumed to bind to the macro-
molecule and to occupy fi consecutive (spatially adjacent)
charged terminal groups of the macromolecule. We designate
f+ = 1 and f++ = 2 for MCs and DCs, respectively, implying
that, in a bound state, one MC occupies only one charged ter-
minal group, while one DC occupies two consecutive charged
terminal groups, owing to the fact that each terminal group
has a charge valency zs = −1. Consider at a given state, Nb+
MCs and Nb
++
DCs are bound to the macromolecule. The
binding density, i.e., the number of bound counterions per
charged terminal group is then Nb
+
/Ns and Nb++/Ns for MCs
and DCs, respectively. By multiplying with fi, we then de-
fine the fraction of the binding sites occupied by the coun-
terions, i.e., coverages Θ+ = f+Nb+/Ns = Nb+/Ns and Θ++ =
f++Nb++/Ns = 2N
b
++
/Ns. Thus, the total number of binding sites
on the macromolecule available for MCs, is N+ = Ns/ f+ = Ns,
and those available for DCs, is N++ = Ns/ f++ = Ns/2. The
effective charge valency of the macromolecule is then Zeff =
−Ns +Nb+ +2Nb++ =−Ns(1−Θ+−Θ++). The total Helmholtz
free energy Ftot depends on the coverages Θ+ and Θ++ and
the ionic concentrations c0i . The coverages can then be ob-
tained by minimizing Ftot simultaneously with respect to Θ+
and Θ++. The total Helmholtz free energyFtot is given by the
expression
Ftot =Fel +Ftr +Fmix +Fint (18)
where the four additive contributions,Fel,Ftr,Fmix andFint
are defined respectively as (i) electrostatic (Born) self-energy
of charge renormalized macromolecule, (ii) ideal gas entropy
of free ions in the bulk regime, (iii) mixing entropy of the con-
densed counterions in the macromolecule, and (iv) the non-
electrostatic ion-specific binding free energy between the con-
densed counterion and the corresponding binding site on the
macromolecule.
The Born charging self-energy of the macromolecule im-
mersed in an electrolyte solution associated with the Debye
screening length κ−1, refers to the work required to charge
the macromolecule from its electroneutral to a certain charged
state. Following Manning, such a charged state is associated
with the effective charge Zeffe, corresponding to the sum of the
intrinsic bare charge of the macromolecule Zd and its captive,
neutralizing counterions.66 Thus, the expression for the Born
charging free energy of the macromolecule (or the self energy
of the charge renormalized macromolecule) per monovalent
binding site is thus expressed as
βFel =
Z2efflB
2Nsreff(1+κreff)
=
ζ
2
(1−Θ+−Θ++)2 (19)
where ζ/2 is the Born free energy per monovalent binding
site in the absence of counterion condensation, and ζ is given
for surface charging by143
ζ =
NslB
reff(1+κreff)
(20)
Considering the effective volume of dPGS veff to be very
small compared to the total volume V (veff  V ), the bulk
concentrations of MCs and DCs are given by
cb
+
= c0
+
+
N+(1−Θ+)
V
cb
++
= c0
++
− N++Θ++
V
(21)
owing to the depletion of the ions in the bulk due to partition-
ing. cb
+
above is calculated considering the monovalent coun-
terions remaining in the solution, in the salt-free limit. We
assume that no anions are bound to the macromolecule bind-
ing sites, hence their bulk concentration is assumed to be the
same as their salt concentration, i.e., cb− = c
0
−.
The ideal gas free energy of free cations in the bulk,
normalized by the number of monovalent binding sites Ns, is
given as
βFtr =− SidNskB = ∑i=+,++
(
ni−Nbi
Ns
)(
lncbi Λ
3
i −1
)
= ∑
i=+,++
(
ni−NiΘi
Ns
)[
ln
(
c0i Λ
3
i −
NiΘiΛ3i
V
)
−1
] (22)
9where Λi and ni are the thermal (de Broglie) wavelength and
the number of salt ions i.
The bound DCs and MCs can occupy the binding sites on
the macromolecule in different proportions, and can distribute
among the occupied sites in multiple ways at a certain bound
coverages Θ+ and Θ++. We exert constraints to such possi-
bilities of binding compositions and configurations, such that,
(i) one bound DC can only bind to two adjacent monovalent
binding sites, (ii) all non-overlapping configurations between
the bound ions are possible, (iii) there are no designated bind-
ing sites for DCs, and (iv) the position of the bound DC can
be shifted by a single adjacent monovalent binding site. The
number of possible combinatorial binding arrangements un-
der these constraints, adopted from the work by McGhee and
von Hippel,126 is given by
W =
γN
b
+
+ γ
Nb++
++ (Ns−Nb++)!
Nb
+
!Nb
++
!(Ns−2Nb++−Nb+ )!
(23)
where we define γi = v0i /Λ
3
i in terms of the effective configu-
rational volume v0i in the bound state.
84 v0i takes into account
the rotational and vibrational degrees of freedom of a bound
counterion i. We now define the free energy associated with
the partition function W , normalized by the number of mono-
valent binding sites Ns, as the free energy of mixing of the
bound ions per binding site,
βFmix =− SmixNskB =−
1
Ns
lnW
'Θ+lnΘ+ + Θ++2 ln
Θ++
2
−
(
1− Θ++
2
)
ln
(
1− Θ++
2
)
+(1−Θ+−Θ++)ln(1−Θ+−Θ++)
−Θ+ln v
0
+
Λ3+
− Θ++
2
ln
v0
++
Λ3++
(24)
where the Stirling approximation has been used for the loga-
rithm of the factorials. This description of condensed counte-
rion entropy is different than the ion-binding models proposed
in previous works for linear polyelectrolytes17,127,128 in terms
of the localization of counterions within volume v0i .
We express this intrinsic interaction Fint by the intrinsic
binding chemical potential ∆µint, i of each bound ion i. The
sum of such interactions for all bound ions, normalized by the
total number of monovalent binding sites gives
βFint =
1
Ns
(
Nb
+
β∆µint,+ +Nb++β∆µint,++
)
=Θ+β∆µint,+ +
Θ++
2
β∆µint,++
(25)
The equilibrium coveragesΘi are then obtained by the min-
imization condition
∂
∂Θi
Ftot
!
= 0 i =+,++ (26)
This leads to the relation
∆µtr, i +∆µel, i +∆µmix, i +∆µint, i = 0 i =+,++ (27)
where ∆µtr, i denotes the translational entropy change asso-
ciated with one ion i when it transfers from the bulk en-
vironment to the bound state in the macromolecule. ∆µel, i
is the electrostatic binding chemical potential and ∆µmix, i is
the mixing chemical potential. Eq. (27), similar to the PPB
(Eq. (14)) and DM (Eq. (6)) models, indicates the counte-
rion chemical potential components contributing to its con-
densation on the macromolecule. The expressions for the con-
stituent chemical potential contributions in Eq. (27) are given
by
β∆µtr, i =−lncbi v0i i =+,++
β∆µel, i =−ziζ (1−Θ+−Θ++) i =+,++
β∆µmix, i =

ln
Θ++ (2−Θ++)
4(1−Θ+−Θ++)2 i =++
ln
Θ+
(1−Θ+−Θ++) i =+
(28)
Using Eqs. (27) and (28) leads to the final form of the
MMvH model, given by
K++ = v0++Kint,++e
2ζ (1−Θ+−Θ++) =
Θ++(2−Θ++)
4cb
++
(1−Θ+−Θ++)2
(29)
K+ = v0+Kint,+e
ζ (1−Θ+−Θ++) =
Θ+
cb
+
(1−Θ+−Θ++) (30)
where Ki are the equilibrium binding constant associated with
the binding of ion i to its corresponding binding site on the
macromolecule. The relationship between Ki, the total bind-
ing chemical potential ∆µbind, i and the total partition ratioKi
is given as
β∆µbind, i =−ln Kiv0i
=−lnKi i =+,++ (31)
Or in other words, referring back to Eq. (10),
Ki =Kint, iKel, i =Kint, i eziζ (1−Θ+−Θ++) (32)
where the electrostatic contribution of the total partition ratio
is defined as
Kel, i = e−β∆µel, i = eziζ (1−Θ+−Θ++) i =+,++ (33)
From Eq. (31), for a given magnitude of Ki, the absolute mag-
nitude of ∆µbind, i depends on v0i , which we calculate from our
simulations and predict respective values of ∆µbind, i.
Finally, we consider the limit of the MMvH model for van-
ishing DCs (MCs only). Without DCs, we have
β∆µtr =−lncb+v0+
β∆µel =−ζ (1−Θ+)
β∆µmix = ln
Θ+
(1−Θ+)
(34)
Combining Eqs. (27) and (34) leads to the “Manning–
Langmuir" (ML) model
K+ = v0+Kint,+e
ζ (1−Θ+) =
Θ+
cb
+
(1−Θ+) (35)
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The McGhee–von Hippel combinatorics here reduces to the
standard one-component Langmuir picture, i.e., the right-
hand-side of Eq. (35) reflects the Langmuir isotherm. The
standard Langmuir model is thus extended to include charg-
ing free energies by ion condensation (charge renormaliza-
tion) and ion-specific binding. From another perspective, it
extends the Manning model for the counterion condensation
on spheres66,67 to include ion-specific effects as well as the
saturation of binding sites in terms of the translation entropy
of the condensed ions.
E. Numerical evaluation
The PPB model, with the assumption of the uniform in-
trinsic macromolecular volume charge distribution cs(r)e and
with the knowledge of the bare radius rd of the macromolecule
inherited from simulations, generates the distance-resolved
number density profiles of charged species, similar to Fig. 3.
Hence, it performs the same analysis as that for simulations
(cf. Section II C), to calculate the effective radius reff and
other electrostatic properties of the macromolecule, such as
Zeff, φeff, etc. The DM model also assumes uniform cs(r)e and
requires the knowledge of the electroneutrality radius, which
is taken as rd from simulations as an input parameter, simi-
lar to the PPB model. The MMvH (ML) model, on the other
hand, assumes the macromolecule as a hard sphere with a uni-
form surface charge distribution. The effective radius of the
hard sphere reff is taken from simulations as an input parame-
ter. The results from the DM, PPB and MMvH (ML) models
and simulations are compared in terms of the coverages Θi
(i = ++,+), which are defined as Θi = Nbi /Ni, where Nbi is
the number of condensed counterions i and Ni is the corre-
sponding number of binding sites available on dPGS, defined
in Section III D. Since the PPB model deals with a volume
sorption, while the DM model deals with the ion partition-
ing between two electroneutral phases, “coverage" Θi in these
cases are interpreted as a load or an extent of neutralization of
dPGS. For the DM, PPB and MMvH (ML) models, the intrin-
sic partition coefficients Kint, i for both ions (i = ++,+) are
unknowns and taken as fitting parameters in order to match
the coverages from the simulations, which are described in
Section II A. Regarding the PPB and DM models, we make a
further assumption that intrinsic non-electrostatic ion–binding
site interaction for the MCs is identical to that for the mono-
valent anions, i.e.,Kint,+ =Kint,−.
Mathematically, the PPB model represents a boundary-
value problem having a second order differential equation
(Eq. (16)) non-linear in the electrostatic potential paired with
the boundary conditions, while the MMvH model (Eqs. (29)
and (30)) represents two non-linear simultaneous equations in
coveragesΘ+ andΘ++. Both PPB and MMvH models are eval-
uated self consistently for the potential and coverages, respec-
tively. To solve Eq. (16), we employ the solve_bvp func-
tion in the SciPy library (version 1.3.1) from Python (version
3.7.4), which solves a boundary-value problem for a system
of ordinary differential equations using the fourth order col-
location algorithm.144 The bulk concentration cbi is obtained
using the law of conservation of mass, in an iterative manner.
Eqs. (29) and (30) are solved using fsolve function from the
SciPy library, which is also used to evaluate the DM model
(Eq. (11)) representing the single non-linear equation in the
Donnan potential φD.
The effective configurational volume v0i of bound counteri-
ons, used in the MMvH model is assumed to be equal for both
counterions, i.e., v++ = v+ = v0. It is worth considering that the
volume v0 depends on the precise nature of the bound state and
it is infeasible to have its knowledge in experiments due to un-
known microscopic details, although it can be computed using
simulations.72,145 According to the convention in experiments,
the standard volume is defined as v0 = 1M−1 ' 1.6 nm3, cor-
responding to the standard concentration cstd = 1 M.146–148 In
this case, the total binding chemical potential ∆µbind, i can be
referred to as the standard binding energy ∆G0.147,148
IV. RESULTS AND DISCUSSION
A. Monovalent limit: theoretical comparison and best fit to
simulations
Considering the monovalent limit as reference case, we
now start with the application of aforementioned theoretical
binding models. Fig. 5(a) shows the predictions of the PPB
and ML (monovalent-only limit of MMvH) models for the
variation of the binding coverage of MCs, Θ+, as a function
of the MC concentration, c0
+
. It can be observed that Θ+ in-
creases sharply for a small increase in c0
+
from 0 to ∼ 10 mM,
while it increases gradually for larger c0
+
. This is attributed
to the combined contribution of the electrostatics and an en-
tropy of a bound counterion, facilitating condensation. In the
low c0
+
regime, the bare charge of G2-dPGS is weakly renor-
malized, and some of the dPGS binding sites are unoccupied.
This leaves a high propensity of condensation for new incom-
ing counterions. This can be conveniently explained via the
ML model. Referring to Eq. (35), the increase in the con-
densation of MCs at the limit of low c0
+
, limc0+→0 dΘ+/dc
0
+
is
directly proportional to the total binding constant K+, while at
high c0
+
, limc0+→∞ dΘ+/dc
0
+
= 0. This implies that at low c0
+
, the
resultant low coverage Θ+ leads to a high electrostatic driving
force for condensation as well as entropy of a bound counte-
rion, thus a high amount of condensation. On the other hand,
at high c0
+
, the macromolecule charge is almost entirely renor-
malized and most of the binding sites are occupied, resulting
in hardly any increase in condensation.
Comparing the coverage profiles from PPB and ML models
that neglect ion-specific effects, i.e., with ∆µint,+ = 0 (dotted
curves), we find that the PPB coverage values are close to the
ML values in the low c0
+
regime, however, attain higher val-
ues than the ML counterpart at high c0
+
. This is attributed to
the effects of discrete binding sites incorporated in the ML
model, in the form of the configurational volume v0 (here,
we used v0 = 1.04 M−1 obtained from our previous simu-
lations72). The PPB model, on the other hand, assumes the
condensed ions as point charges, leaving no entropic penalty
for new incoming counterions as they condense on the bind-
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FIG. 5. Model predictions [PPB (Eq. (16)) and ML (Eq. (35))] of the coverage Θ+ of MCs in the monovalent limit, as a function of the
MC concentration c0+, compared with the CG simulations (circle and square symbols; CG). (a) For the case of G2-dPGS, the dotted lines
represent the results for vanishing intrinsic binding chemical potential ∆µint,+, while the solid lines show the results obtained by fitting
∆µint,+ to the simulations (yellow circles). The fitted ∆µint,+ values obtained for the PPB and ML models are −0.45kBT and −1.81kBT ,
respectively. The ML model uses the configurational volume v0 = 1.04 M−1 as obtained from our previous CG simulations.72 (b) Comparison
of binding coverages obtained by ML and PPB models for G2-dPGS and G4-dPGS. The dashed lines denote the model results fitted to G4-
dPGS simulations (yellow squares). The fitted values of ∆µint,+ obtained for PPB and ML models are−0.56kBT and−1.85kBT , respectively,
fairly close to those obtained for G2-dPGS. The configurational volume of bound ions for G4 is fixed to v0 = 0.57 M−1 and is obtained from
our previous simulations.72
ing sites. Another reason is that the PPB model also incorpo-
rates, to some extent, the non-linear effects in the electrostatic
interactions, which are not considered in the DH-level Born
energy used in the ML model. Both models, however, under-
estimate the simulations if we do not include corrections via
∆µint,+. The reason is likely the approximative treatments of
the electrostatic energy in both models, PPB and ML, which
are mean-field and do not include the discrete nature of the
charged binding sites and the complex spatial charge correla-
tions inside the macromolecule. The DM model, in addition
to these assumptions, takes the macroscopic view of macro-
molecule and bulk phases in a segregated form. The model
then predicts the ion partitioning while imposing electroneu-
tralities of phases. In that respect, for highly charged macro-
molecules like dPGS, the DM model predicts Nb
+
'Ns, imply-
ing Θ+ ' 1. This plot is not shown, since it does not provide
a useful insight for us in the context of counterion condensa-
tion. The case of salt concentration c0
+
= 0 is referred to as
the counterion-only case, and gives Θ+ ∼ 0.28 for the PPB
model. Note that Θ+ in this limit is system specific, since the
size of the simulation box/computational domain determines
the counterion concentration and subsequently the coverage.
The coverage Θ+ in the ML model in this limit is undefined,
since the electrostatic binding energy of MCs depends on the
screening length κ−1, which is undefined in this model in the
absence of the salt.
In the next step, Θ+ values for PPB and ML models are
fitted (bold curves in Fig. 5(a)) to the simulation results for
G2-dPGS in the monovalent limit by allowing ion-specific ef-
fects in the counterion–macromolecule binding, i.e., ∆µint,+
as a fitting parameter. The values of ∆µint,+ are found to be
−0.45kBT and −1.81kBT for PPB and ML models, respec-
tively. Recall that the simulations have not really included
ion-specific effects in terms of specific hydration phenom-
ena, etc., still, they include excluded-volume, dispersion at-
traction, and importantly, all electrostatic charge–charge cor-
relations, not captured in the mean-field theories. Hence, the
ion-specific fitting parameters can be viewed in general as cor-
rection factors, including all ionic contributions that are be-
yond the mean-field treatment of the PPB and ML models.
The larger fitting parameter for ML than PPB (in the absolute
value) may indicate the higher level of approximations in the
ML model. Having the models now informed using the bench-
mark data from simulations, they can be utilized to predict the
binding at other ion concentrations.
Fig. 5(b) shows the numerical fitting of Θ+ values (dashed
curves) to those obtained from G4-dPGS simulations. The
values of ∆µint,+ as a fitting parameter are −0.56kBT and
−1.85kBT for PPB and ML models, respectively, which are
close to those obtained for G2-dPGS, within the error differ-
ence of∼ 0.1kBT . The ML model fits better to both G2-dPGS
and G4-dPGS CG results than the PPB model at large c0+,
which may indicate that the dPGS charge in the simulations
acts more as finite binding sites, as assumed in the ML model.
B. Divalent case: theoretical comparison and best fit to
simulations
We now aspire to use the obtained ∆µint,+ to inform the
MMvH and PPB models with the help of the reference data
obtained from simulations, in order to capture the competitive
ion binding in a mixture of MCs and DCs. The models fitted
to the benchmark data can then be used to predict the binding
coverages Θ++ and Θ+ for different dPGS generations and salt
concentrations. In practice, we perform the numerical fitting
of Θ++ and Θ+ obtained from the MMvH and PPB models to
those from simulations, by fixing ∆µint,+ for MCs obtained
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FIG. 6. Coverages Θ+ and Θ++ on G2-dPGS and G4-dPGS obtained from the application of all models (MMvH, PPB, DM) as a function
of the DC concentration c0++ in a mixture of DCs and MCs, compared to the CG simulations (yellow symbols; CG). The MC concentration,
c0+ = 150.37 mM. Model Θi are fitted to simulations using the intrinsic binding chemical potentials ∆µint, i as fitting parameters. The values of
∆µint, i are obtained to be−2.73kBT (G2-dPGS) and−2.98kBT (G4-dPGS) for MMvH model, whereas−1.77kBT (G2-dPGS) and−1.98kBT
(G4-dPGS) for PPB model. The effective configurational volumes v0 used in the MMvH model are 1.04 M−1 and 0.57 M−1 for G2-dPGS and
G4-dPGS, respectively, and are obtained from our previous simulations.72
from the monovalent-only case, and then subsequently fitting
∆µint,++ for DCs. The values of ∆µint,+ for MCs obtained from
the monovalent limit are, for a given binding model (ML or
PPB), found to be approximately independent of the dPGS
generation (with ∼ 0.1kBT as margin of error). Therefore,
∆µint,+ is averaged over generations (G2 and G4), as shown
in Table II. Fig. 6 depicts the behavior of MMvH, PPB and
the DM model in terms of the binding coverages Θi, in a mix-
ture of DCs and MCs. The MMvH model uses the effective
configurational volumes v0 = 1.04 M−1 and 0.57 M−1 for G2-
dPGS and G4-dPGS, respectively, as obtained from our previ-
ous simulations.72 At low DC concentration, i.e. in the mono-
valent limit, MCs act as the only counterions to the macro-
molecule, resulting in the highest MC coverage Θ+. In this
limit at c0
+
= 150.37 mM, both MMvH and PPB models show
Θ+ ' 0.57 for G2-dPGS, and Θ+ ' 0.8 for G4-dPGS. As c0++
increases, more DCs bind to the macromolecule and more of
the previously bound MCs get released into the bulk. Table I
shows the resultant effective charge valency ZPBeff and potential
φPBeff of G2-dPGS and G4-dPGS evaluated by the PPB model.
Quantitatively consistent with the Zeff and φeff obtained from
simulations, ZPBeff and φ
PB
eff show a strong decrease in magni-
tude with a higher c0
++
, depicting higher dPGS charge renor-
malization.
Corresponding to the fitting of binding coveragesΘi on G2-
dPGS and G4-dPGS binding sites, as shown in Fig. 6, the re-
sulting ∆µint,++ values are calculated as −2.73kBT (G2) and
−2.98kBT (G4) for the MMvH model, whereas −1.77kBT
(G2) and −1.98kBT (G4) for the PPB model. Table II shows
the values of ∆µint,++ averaged over G2-dPGS and G4-dPGS
cases. It can be observed that both ∆µint,++ and ∆µint,+ values
from the MMvH model exceed (in magnitude) those from the
PPB model across the whole c0
++
∼ 0− 25 mM range. This
can again be attributed to higher approximations in the elec-
trostatic partition coefficient designed in the MMvH model,
based on the Debye–Hückel charging free energy, as com-
TABLE II. The values of the intrinsic component of the binding
chemical potential ∆µint, i (i = +,++) for the dPGS counterions for
the Donnan (DM), PPB and MMvH models, obtained by the simul-
taneous numerical fit of the CG simulation coverages Θ+ and Θ++
to those obtained from the models (See Fig. 6). The ∆µint, i values for
a particular counterion species are averaged over G2 and G4 dPGS
generations. The MMvH model results are calculated for the config-
urational volume of a counterion in the bound state v0 obtained from
simulations and for v0 = 1 M−1, which is the standard value typi-
cally considered in experimental evaluations of the standard bind-
ing energy.146 The values of v0 obtained from the simulations are
1.04 M−1 and 0.57 M−1 for G2 and G4-dPGS, respectively.72
Model ∆µint, i (kBT )
++ +
DM 5.13 3.37
PPB −1.87 −0.50
MMvH (v0 CG) −2.85 −1.83
MMvH (v0 Std.) −2.86 −1.44
pared to that from the PPB model, incorporating non-linear
effects in the electrostatic potential near the macromolecule
vicinity. The standard intrinsic chemical potentials ∆µ0int, i af-
ter fitting the MMvH model Θi with those from simulations
are also given in Table II.
Unlike the other models, we simultaneously fit both ∆µint,+
and ∆µint,++ to perform numerical fitting of Θ+ and Θ++ ob-
tained from the DM model with the simulation data. As shown
in Table II, the values of ∆µint,+ and ∆µint,++ for the model turn
out large and positive compared with those from other models,
since the DM model tries to neutralize the entire dPGS charge
via the electroneutrality condition in the dPGS phase. The
DM fits forΘ+ differ to an extent with those from simulations,
while those for Θ++ are found to be reasonably good. The DM
provides much better fits for Θ+ in the case of G4-dPGS as
13
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compared to G2-dPGS. This is attributed to the bigger size of
G4-dPGS, which better satisfies the criterion κrd  1, under
which the DM electroneutrality condition holds comparatively
well.
Having established the model frameworks by informing
∆µint, i by fitting the coverages Θi to those from simulations
and averaging the values of obtained ∆µint, i over generations
(See Table II), we finally utilize their predictive ability to ex-
plore the electrostatic characterization of dPGS for different
generations and salt concentrations. As an example, Fig. 7(d)
shows the MMvH model predictions for the binding coverages
Θ+ and Θ++ for the case of a competitive ion binding on G6-
dPGS, similar to Fig. 6 on G2-dPGS and G4-dPGS. We also
study the effective charge valency Zeff of dPGS along with the
composition of condensed ions on the molecule. Figs. 7(a)
and 7(b) show the variation of the effective charge valency
Zeff of G2-dPGS and its normalized form Zeff/Zd, respectively,
as a function of the DC concentration c0
++
, as predicted by
the MMvH model. It can be clearly seen from Fig. 7(a) that
the introduction of DCs leads to a net charge renormalization
of dPGS, which further decreases its Zeff. The inset shows
that, with reference to the monovalent limit, the dPGS effec-
tive charge is 30−35% further renormalized upon introducing
DCs in the range of 1−4 mM, which is close to the physiolog-
ical concentration range for calcium(II) ions. Fig. 7(b) shows
that the fraction of the bare dPGS charge that gets renormal-
ized increases with the dPGS generation. The inset shows the
variation for c0
++
varying from 0 mM to 10 mM. The rate of
dPGS charge renormalization with respect to c0
++
is the high-
est at the low c0
++
regime and subsides as c0
++
increases, since
the charge renormalized dPGS results in lower electrostatic
binding chemical potential ∆µel, i. The reduced amount of
renormalization is not attributed to the ion packing, which
is evident from Fig. 7(c) showing the total number of con-
densed ions (including both DCs and MCs) per dPGS sulfate
group. As c0
++
increases, the total number of condensed ions
decreases, indicating that the ion packing effects diminish as
c0
++
increases. The decrease in the amount of renormalization
thus predominantly has electrostatic origin. Fig. 7(a) shows
that 80− 90% of the dPGS bare charge is renormalized as
c0
++
increases from 0− 100 mM, however, the total number
of condensed counterions effectively decreases, according to
Fig. 7(c). This in effect would significantly hamper the bind-
ing affinity of protein with dPGS. It has been well established
through our previous works that the dPGS–protein complexa-
tion is dominantly influenced by the release of a few MCs that
14
were highly confined due to strong charge renormalization.72
The introduction of DCs, however, decreases the confinement
of these condensed counterions, thus less counterions to be re-
leased during dPGS-protein binding. In addition, the strongly
charge renormalized dPGS leads to lower electrostatic contri-
bution to its overall binding affinity with the protein or any
other multivalent ligand.
V. CONCLUSION
In this paper, we have addressed the biologically and in-
dustrially relevant problem of the competitive sorption of
mono- and divalent counterions into a highly charged globu-
lar polyelectrolyte, with direct comparison to CG simulations
of the dendritic macromolecule dPGS. Beyond simple Don-
nan and ion-specific penetrable PB models, we introduced a
two-state discrete binding site model (MMvH) applicable for
heterogeneous ligand systems (counterions with mixed valen-
cies/stoichiometries). The broad classification of surrounding
counterions as “bound" and “free" gives the MMvH model a
computationally unique advantage over the PPB model, which
involves the calculation of the distance-resolved counterion
density profiles. The fitting results with simulations high-
light the key differences in the MMvH and PPB models. Al-
though being on a mean-field level, the PPB model incor-
porates non-linear electrostatic effects, which become more
prominent near the surface of dPGS, delivering a relatively
accurate picture of the dPGS–counterion electrostatic binding
affinity, compared to the MMvH model, which approximates
dPGS–counterion electrostatic interaction on a linearized PB
(DH) level by absorbing these non-linear electrostatic effects
into the effective charge valency Zeff of dPGS. On the con-
trary, the MMvH model provides more accurate values of the
extent of counterion adsorption Θ at high concentrations (i.e.,
in the binding site saturation regime) than the PPB model.
The reason is that the MMvH model assumes discrete binding
sites, whereas the PPB model treats dPGS charge as contin-
uum and allows an unlimited uptake of counterions, which is
not realistic.
Future extensions of the MMvH model could include an
extra level of competition between adsorbed ions explicitly,
namely through a non-linear term in Eq. (24) (of the type
used in the regular solution theory or the Flory–Huggins ap-
proximation in polymer theories) that describes the interac-
tion between two adsorbed ions in proximal positions (sites).
The effects of this generalization in a different context can be
found in a study on ion induced lamellar-lamellar phase tran-
sition in charged surfactant systems.149 In general, this type
of competition results in non-continuous adsorption equilibria
and could be interesting in the present context.
The simplest presented model, the Donnan model (DM)
extended for ion-specific effects, is also useful for a quick,
qualitative prediction of the adsorption ratio. Per construc-
tion it should become more accurate for large globules and/or
large salt concentrations (for which the globule size becomes
larger than the DH screening length), where the electroneu-
trality condition is better justified.
The models presented in this work can be used to accu-
rately extrapolate and predict the competitive ionic sorption
in experiments for a wide range of salt concentrations and salt
compositions. They can be also easily generalized to more
ionic components and valencies. The electroneutrality radius
required for the DM model and the intrinsic macromolecu-
lar charge distribution required for the PPB model as an in-
put parameter (in the form of the bare radius rd), are taken
from simulations. However, they can also be derived by mea-
suring the form factors from, e.g., neutron scattering.150,151
The MMvH (ML) model requires the effective radius reff of
the macromolecule as an input parameter, which besides sim-
ulations, can also be derived from independent experiments
such as electrophoresis and fitting structure factors (of non-
dilute colloidal suspensions) by DLVO interactions.100,152 As
we showed, reff can also be obtained using PB models and
related theories provided the intrinsic macromolecular charge
distribution is available.
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