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The phase diagram of the monoaxial chiral helimagnet as a function of temperature (T ) and mag-
netic field with components perpendicular (Hx) and parallel (Hz) to the chiral axis is theoretically
studied via the variational mean field approach in the continuum limit. A phase transition surface
in the three dimensional thermodynamic space separates a chiral spatially modulated phase from
a homogeneous forced ferromagnetic phase. The phase boundary is divided into three parts: two
surfaces of second order transitions of instability and nucleation type, in De Gennes terminology,
are separated by a surface of first order transitions. Two lines of tricritical points separate the first
order surface from the second order surfaces. The divergence of the period of the modulated state on
the nucleation transition surface has the logarithmic behavior typical of a chiral soliton lattice. The
specific heat diverges on the nucleation surface as a power law with logarithmic corrections, while
it shows a finite discontinuity on the other two surfaces. The soliton density curves are described
by a universal function of Hx if the values of T and Hz determine a transition point lying on the
nucleation surface; otherwise, they are not universal.
I. INTRODUCTION
Chiral magnets are currently the subject of intense in-
vestigations both because of their practical applications
in technology and their interesing properties from the
point of view of fundamental science. The applications
exploit the charge and spin transport properties of a chi-
ral magnet, which are strongly affected by the magnetic
structure and thus can be controlled by the application of
suitable magnetic fields1,2. In addition, due to its topo-
logical nature, the magnetic structure of a chiral magnet
is protected against continuous deformations to homoge-
neous magnetic states, as ferromagnetic states. The chi-
ral state can only turn into a homogeneous state through
phase transitions that take place at definite points of the
phase diagram. This robustness makes chiral magnets ex-
celent candidates as the main components of spintronic
devices3 and, for instance, they are specially suitable as
the main components of information storage devices4.
Besides the applications, chiral magnets are very inter-
esting objects from a fundamental point of view, as chiral
symmetry and its breaking and restoration are ubiquitous
phenomena appearing virtually in any domain of science,
from elementary particle physics to astrophysics, and in-
cluding chemistry, biology, and geology5.
In the monoaxial helimagnet6, the competition be-
tween the ferromagnetic (FM) and Dzyaloshinskii–
Moriya7,8 (DM) interactions at low T give rise to a spa-
tially modulated chiral magnetic structure that, in ab-
sence of an applied field, has the form of an helix prop-
agating with period L0 along the chiral axis, which is
called here the DM axis. At a certain ordering tempera-
ture, T0, a magnetic transition to a paramagnetic (PM)
phase takes place. The period L0 is independent of T ,
but the local magnetic moment decreases with T , and
the transition to the PM state takes place at the tem-
perature where it vanishes. The nature of the transition
at T0 is not fully understood and considerable effort is
being devoted to clarify this interesting question9–15.
At temperatures lower than T0, application of a mag-
netic field perpendicular to the DM axis deforms the
helix and a chiral soliton lattice (CSL) appears6,7,16–18.
This CSL, which is realized19 in CrNb3S6, supports phe-
nomena very interesting for spintronics, like spin motive
forces20 and tuneable magnetoresistence10,11,21,22. A the-
oretical analysis at zero temperature carried out long
ago16 concluded that by increasing the field the period
of the CSL increases and, eventually, as the period di-
verges, a phase transition takes place continuously to a
forced FM (FFM) state. This prediction has been re-
cently confirmed experimentally19,22 and theoretically by
computations at finite temperature14.
If, on the other hand, the applied field is parallel to
the DM axis, the local magnetic moment acquires a con-
stant component along the axis and a conical helix is
formed. The conical helix propagates with a period L0
which is independent of temperature and field intensity.
As the field increases, the component of the local mag-
netic moment parallel to the DM axis increases and the
perpendicular component decreases. A transition to a
homogeneous FFM state takes place when the perpen-
dicular component vanishes. The same happens if the
temperature is increased at constant parallel field.
A classification of the continuous transitions that take
place between spatially homogeneous and modulated
states was introduced long ago by DeGennes23, who
called nucleation transitions those in which the period of
the modulated state diverges when the transition point
is approached from the modulated phase, and instability
transitions those in which the phase transition takes place
when the intensity of the Fourier modes with non-zero
wave vector tend to zero, while the fundamental wavevec-
tor remains finite and does not vanish. The mechanisms
2for these two kind of transitions are qualitatively differ-
ent. In the monoaxial helimagnet, the transition between
the CSL and the FFM states as a perpendicular magnetic
field increases at sufficiently low temperature is of nucle-
ation type14,16. On the other hand, at zero field mean
field theory predicts an instability type continuous tran-
sition at the ordering temperature T0. The transition to
the FFM in presence of a parallel magnetic field is also
of second order instability type phase transition.
Hence, by varying the temperature from 0 to T0 and/or
the applied field from completely perpendicular to com-
pletely parallel, the transition changes from nucleation to
instability type. How this change of regime takes place
is a very interesting question which may also have inter-
esting phenomenological consequences.
Recently, the zero temperature phase diagram of the
monoaxial helimagnet has been theoretically analized for
oblique magnetic fields24, which are neither perpendicu-
lar nor parallel to the DM axis. It has been found that
in the thermodynamic space formed by the parallel and
perpendicular components of the magnetic field two sepa-
rated continuous transition lines appear. The transitions
along the line that contains as limiting case the parallel
field are of instability type and the transitions along the
other line, which contains as limiting case the perpen-
dicular field, are of nucleation type. The two continuous
lines are separated by a line of discontinuous transitions.
Two tricritical points separate the discontinuous transi-
tion line from the continuous transition lines.
Also recently the phase diagram of the monoaxial heli-
magnet in the thermodynamic space defined by the tem-
perature and a perpendicular magnetic field has been the-
oretically studied in Ref. 14. The conclusion is that at low
T the transitions to the FFM state induced by the per-
pendicular field are continuos, of nucleation type, with
the period of the chiral structure diverging at the tran-
sition points. As temperature increases the critical field
decreases and vanishes at the zero field critical tempera-
ture, T0. The transition at T0 is continuous of instability
type. The transition line in the vicinity of T0 is of first or-
der and it is separated from the low T continuous transi-
tion line by a tricritical point. This somehow unexpected
behavior is rather logical as it is difficult to imagine how
to connect continuously instability and nucleation tran-
sitions. The prediction of a first order transition and a
tricritical point in the vicinity of T0 may be a clue to the
interpretation of the experimental results on the phase di-
agram reported in Refs. 9–11. A more refined numerical
computation around the T0 neighborhood, carried out in
this work, leads to the conclusion that the first order line
does not actually end at T0, but instead the transition is
of second order instability type in a very short line that
ends at T0. Correspondingly, a second tricritical point
appears separating this short second order line from the
first order line. This tricritical point was unnoticed in
Ref. 14.
In this work we complete the theoretical study of the
phase diagram of the monoaxial helimagnet and the na-
ture of its phase boundaries by analyzing it in the 3D
thermodynamic space Hx − Hz − T , where Hx and Hz
stand repectively for the perpendicular and parallel com-
ponents of the magnetic field. The thermal fluctuations
are treated classically and therefore the results are not
valid at very low T, where it is well known that a quan-
tum treatment of thermal fluctuations is necessary, for in-
stance, to reproduce the behavior of the specific heat. In
the zero temperature limit, however, thermal fluctuations
disappear and the semiclassical approximation seems to
describe well the ground state of these kind of systems.
The methods presented in this work can be applied to
other systems in which phase transitions from spatially
modulated phases to homegeneous phases take place, as
for instance cholesteric liquid crystals.
II. MODEL
Let us consider the model described in Ref 14: a classi-
cal spin system with FM exchange and monoaxial DM in-
teractions, and single-ion easy-plane anisotropy, at tem-
perature T and in presence of an applied magnetic field
~H . In what follows we use the notation of Ref. 14, and
take the zˆ coordinate axis along the DM axis.
To get the thermodynamical properties we evalu-
ate the free energy, F , through the variational mean
field approximation, which has been succesfully ap-
plied to the study of the double-exchange model of
itinerant ferromagnetism25–27 and, in combination with
ab-initio techniques, to the study of the temperature
dependence of thermodynamic quantities in itinerant
ferromagnets28–30. The free energy is obtained by min-
imizing the mean field free energy, F0, with respect to
the mean field configuration, ~M~r. In the continuum
limit, taken along the lines described in Ref. 14, we get
F0 = ǫ0
∫
d3rf0(~r), with
f0 =
1
2
∑
i
ξi(∂i ~m)
2−q0zˆ ·(~m×∂z ~m)−q
2
0(
~h · ~m+U), (1)
where
U =
µ2
2
m2−γ
[
F + (1− 3F )
m2z
m2
]
+α
[
ln
sinhM
M
−Mm
]
,
(2)
where ~m = F ~M is the mean local magnetic moment and
F = coth(M)/M − 1/M2,
The relation of the parameters entering Eqs. (1)
and (2) with a more fundamental Hamiltonian is given
in Ref. 14. The ξi measure the spatial anisotropy of the
FM exchange couplings. By definition, ξz = 1, and in
this work we consider only system of symmetry such that
ξx = ξy = ξ. The parameter q0 has dimensions of in-
verse length and gives the propagation vector of the he-
lical modulation at zero field. The remaining parameters
are dimensionless: µ2 controls the continuum limit and
has to be large14; and γ, α, and ~h are proportional to
3the single-ion anisotropy, temperature (T ) and external
magnetic field ( ~H), respectively. Finally, ǫ0 is an overall
constant with the dimensions of energy per unit length.
All these parameters might be obtained from ab-initio
calculations, but in practice can be fit to experimental
results to describe the phase diagram of different sam-
ples and materials.
III. METHOD OF SOLUTION
The minimum of F0 is a solution of the corresponding
Euler-Lagrange equations. Clearly, the mean field con-
figuration which minimizes F0 depends only on z and the
equations read
~M ′′ = Ω ~M ′+2q0zˆ× ~M
′+Ψ ~M+Υzˆ× ~M+ΠMz zˆ−q
2
0
~h/F.
(3)
The scalar functions Ω, Ψ, Υ, and Π depend on ~M and
~M ′. They are given in appendix A.
Equations (3) constitute a system of three second or-
der differential equations, the general solution of which
contains six arbitrary integration constants. The task
is to find the particular solution which minimises F0.
We follow the method described in Ref. 24. On physical
grounds, we expect a periodic ground state31, with period
L. Hence, the free energy density f¯0 = F0/V , where V is
the volume, is equal to the free energy averaged over one
period, that is f¯0 = (1/L)
∫ L
0
f0(z)dz, and the boundary
conditions (BC) are ~M(0) = ~M(L). Since the equations
are of second order, these BC do not guarantee periodic-
ity, which requires also the equality of the first derivatives
at the two boundaries: ~M ′(0) = ~M ′(L). These additional
conditions cannot be generally imposed on the boundary
value problem (BVP), since it would be overdetermined.
The strategy to find a solution to the problem is as fol-
lows: with no loss, set My(0) = My(L) = 0, and for
given L and Mx(0) = Mx0, and Mz(0) = Mz0, solve nu-
merically the BVP; for fixed L, tune Mx0 and Mz0 until
periodicity is reached; then, compute f¯0 via a numeri-
cal quadrature algorithm. The equilibrium period is the
minimum of f¯0, which is found via a simple minimisation
algorithm.
IV. PHASE DIAGRAM
Without any loss, we can choose a magnetic field with
components along xˆ and zˆ, and set hy = 0. Two phases
appear: the homogeneous FFM state at high tempera-
ture and/or high field and a spatially modulated struc-
ture at low temperature and low field, which is generically
named here helicoid.
A surface of phase transitions in the thermodynamic
space (T,Hx, Hz) separates the helicoid and FFM phases.
The transition surface can be described by giving one of
the thermodynamic coordinates as a function of the other
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FIG. 1. Hx − T phase diagram for Hz = 0 (perpendicular
field) calculated with µ2 = 120 and γ = 2.58. The light and
dark blue lines correspond to second order nucleation and
instability type transitions, respectively, and the red line to
first order transitions. The pink dotted line marks the onset
of the highly nonlinear CSL. The dashed black line signals
the crossover from PM to FM behavior. The tricritical point
closer to T0 was unnoticed in Ref. 14.
two. The dependent coordinate is denoted by Tc, or Hxc,
or Hzc.
The transition points on the three axes of the thermo-
dynamic space can be analytically obtained: the critical
temperature at zero field, α0, and the critical perpendic-
ular and parallel fields at zero temperature, hx0 and hz0,
respectively. Their analytic expressions are:
α0 =
1
3
(µ2+1)+
2
15
γ, hx0 =
π2
16
, hz0 = 1+2γ. (4)
The corresponding dimensionfull quantities, denoted by
T0, Hx0, and Hz0, are directly measurable quantities:
zero field critical temperature and zero temperature crit-
ical perpendicular and parallel fields, respectively. It is
convenient to present the results in terms of T/T0 =
α/α0, Hx/Hx0 = hx/hx0, and Hz/Hz0 = hz/hz0. We
also use the notation H0 =
√
H2x0 +H
2
z0, and denote by
θ the angle formed by the magnetic field and the DM
axis: tan θ = Hx/Hz. Except in the Hz = 0 separate
discussion given below, all the results presented here cor-
respond to µ2 = 210, which is a value appropriate to
describe the phenomenology of CrNb3S6
14.
For Hz = 0 we have re-analyzed the transition line in
the very close neighborhood of the zero field transition
with more detail and accuracy than in Ref. 14. In this
region there is instability caused by the critical fluctua-
tions and the numerical computations are more difficult.
It turns out that a second tricritical point, not detected in
Ref. 14, appears at T/T0 ≈ 0.9989 and Hx/Hx0 ≈ 0.027.
Hence, the transition line is of second order nucleation
type at low temperature and of second order instability
type at high temperature. These two second order lines
are separated by a first order line, and two tricritical
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FIG. 2. 3D phase diagram without (top) and with (bottom)
single-ion anisotropy (γ = 2.58). The second order transi-
tions take place on the dark blue (instability) and light blue
(nucleation) portions of the transition surface. On the red
portion the transitions are of first order. The tricritical lines
separating the first order surface from the two second order
surfaces are displayed in green.
points separate the first order line from the second order
lines. The phase diagram is displayed in Fig. 1. Notice
the slight difference with the phase diagram published
in Ref. 14. Although the region around the zero field
phase transition, in which the fluctuations are expected
to be strongly correlated, is probably not well described
by mean field theory, these results give a hint on what
can be expected, before more sophisticated approaches,
like Monte Carlo simulations, are fully developed. Work
in this direction has been reported in Ref. 15.
For Hx = 0 the free energy is minimized by a conical
helix with pitch L0 independent of α and hz. The angle
θ0 which forms ~m with the DM axis depends on tempera-
ture and magnetic field. The transition to the FFM state
takes place continuously as cos θ0 → 1 and is of instabil-
ity type. An order parameter which vanishes in the FFM
state is sin θ0. As the transition line is approached sin θ0
vanishes as a power law, with the mean field exponent:
sin θ0 ∼ (1− α/αc)
1/2 or sin θ0 ∼ (1− hz/hzc)
1/2.
Three dimensional representations of the phase dia-
gram without (γ = 0) and with (γ = 2.58) anisotropy
are displayed on the top and botom panels of Fig. 2, re-
spectively. The value γ = 2.58 has been chosen so that
the critical parallel field of CrNb3S6 at relatively low T
is reproduced24.
Let us discuss first the general case with non vanishing
anisotropy. The transition surface is divided into three
parts: two surfaces of second order transitions are sepa-
rated by a surface of first order transitions. The second
order transitions of the surface that intersects the Hx = 0
plane are of instability type, while the transitions of the
other second order surface are of nucleation type. The
instability surface is separated from the first order surface
by a line of tricritical points that is called the instability
tricritical line (ITC). Analogously, the boundary between
the nucleation and the first order surfaces is a line of tri-
critical points called the nucleation tricritical line (NTC).
The tricritical points TCI and TCN found at T = 0 in
Ref. 24 belong to ITC and NTC, respectively.
As γ → 0 the nucleation surface shrinks and in the
absence of single-ion anisotropy (Fig. 2, top) is squeezed
onto a line on the Hz = 0 plane. The transition surface
contains a second order instability surface and a first or-
der surface separated by the ITC line. The NTC line is
reduced to a point on the Hz = 0 plane.
In terms of T/T0, Hx/Hx0, and Hz/Hz0, the shape of
the transition surface is nearly independent of µ2 pro-
vided that µ2 is large enough. It depends, however, on
the value of the single-ion anisotropy, although this de-
pendence disappears gradually as the anisotropy grows;
in this case it shows noticeably dependence on γ only for
T close to T0. This dependence is related to the fluctua-
tions of m2z at high T .
The structure of the modulated state depends on tem-
perature and magnetic field. For fields with small per-
pendicular component, it is a slightly distorted conical
helix, a quasilinear structure to which only a few Fourier
harmonics give a noticeably contribution. As the per-
pendicular component is gradually increased, higher or-
der Fourier harmonics appear and the helix becomes a
conical CSL. A highly nonlinear CSL, receiving apprecia-
bly contributions from many Fourier harmonics, appears
only in the vicinity of the nucleation surface, in complete
similarity with the Hz = 0 case
14. The highly nonlinear
CSL regime is not sharply defined, but separated from
the rest of the modulated phase by a crossover surface
very close to the nucleation surface. This crossover sur-
face is not shown in Fig. 2, but its intersection with the
Hz = 0 plane is shown in Fig. 1 (highly nonlinear CSL
onset line).
V. SINGULARITIES ON THE TRANSITION
SURFACE
On the first order transition surface the helicoid and
FFM states coexist. On both sides of the transition sur-
5face the two states are present, one as stable and the
other as metastable state. As a consequence of the dif-
ferent entropies of these two states, a latent heat accom-
panies the transition. The latent heat vanishes on the
boundaries of the first order surface (the tricritical lines)
and thus reaches a maximum at an interior point of each
isothermal transition line, as can be seen in Fig. 3. By
increasing T the latent heat maximum increases and its
position is shifted towards smaller values of Hx andHz
32.
The absolute maximum, reached at Hz = 0, is about
3× 10−3 kBT0 per magnetic ion, what amounts to 6 J/kg
in the case of CrNb3S6(T0 ≈ 125 K). Fig. 4 displays the
latent heat as a function of T/T0 for Hz = 0. Notice the
slight difference with the analogous figure of Ref. 14, due
to the refined computations in the vicinity of T0.
Fig. 5 displays the behavior of the magnetization per
magnetic ion, M = (1/L)|
∫ L
0
~m(z)dz|, as a function of
the field strength for three fixed field directions, corre-
sponding to phase transitions of instability type (dark
blue), of first order (red), and of nucleation type (light
blue). Fig. 6 shows M versus the field direction at con-
stant field strength, for three values of the field strength
that are representative of instability (dark blue), first or-
der (red), and nucleation (light blue) phase transitions.
The field direction is characterized by the angle θ that
forms with the DM axis.
On the transition surface M is singular. It presents a
finite discontinuity, signaled by the broken line in Figs. 5
and 6, on the first order surface. On the two second
order surfaces M is continuous, but attains the value
of the FFM magnetization in a singular way. On the
instability surface the singularity is not very sharp, and,
numerically, it seems to be described by a power law,
with a critical exponent between 1/2 and 2/3.
The singularity on the nucleation surface is controlled
by the divergence of the period, L, since the difference
between the CSL and FFM magnetization scales as 1/L.
An analysis of the numerical results shows that when the
transition point is approached by tuning a parameter ζ,
the period L satisfies the scaling law
B(Aq0L+ 1) exp(−Aq0L) ∼ (ζc − ζ)/ζc, (5)
where ζ can be either T , or Hx, or Hz, or H , or θ. It
is motivated by the well known logarithmic singularity16
that appears as Hx → Hx0 at T = 0 and Hz = 0.
14,24
The scaling of L (and therefore ofM) is thus a universal
feature of the CSL. It is interesting that the coefficient
A depends only on the transition point, and not on the
parameter ζ tuned to reach it.
The inverse of the period, 1/L, is the density of soli-
tons. It was shown in Ref. 14 that for a purely perpendic-
ular field the density of solitons is a universal function of
Hx/Hxc, independent of T , for temperatures below the
nucleation tricritical temperature. Above this tricritical
temperature, universality is lost. This universality also
holds when the field has a component along the DM axis,
provided that the transition point reached by increasing
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FIG. 3. Latent heat per magnetic ion, in units of kBT0, along
the first order isothermal transition lines for T/T0 indicated
in the plot. Parameters: µ2 = 210 and γ = 2.58.
 0
1.0
2.0
3.0
 0.982  0.986 0.990  0.994  0.998
Q L
/(k
BT
0 
x 
m
a
g.
 io
n)
T/T0
x10-3
Hz = 0
FIG. 4. Latent heat per magnetic ion, in units of kBT0, as a
function of temperature along the first order transition line for
perpendicular field (Hz = 0). It vanishes before reaching T0,
at a tricritical point in the close vicinity of T0, not detected
in Ref. 14. Parameters: µ2 = 210 and γ = 2.58.
Hx while T and Hz are kept constant lies on the nucle-
ation surface. It is obvious that the universality cannot
hold in the whole phase diagram since in the vicinity
of the instability surface L is almost independent of the
field. Therefore, the lost of universality is a way of locat-
ing the nucleation tricritical line.
The universality of the magnetoresistance curves of
CrNb3S6 in presence of a perpendicular field reported
in Ref. 22 was linked to the universality of the soliton
density curves. Measurements of the magnetorresistance
with oblique fields can be used to verify experimentally
the universality predicted in the present paper and to
locate the nucleation tricritical line of CrNb3S6.
6VI. SPECIFIC HEAT
The specific heat can be computed as CV = T∂s/∂T ,
where s is the specific entropy (per unit mass), which, in
the mean field approach, is given by
s =
kB
ρv
1
L
∫ L
0
[
ln(sinhM/M)− FM2
]
dz, (6)
where ρ is the mass density and v the volume of the unit
cell of the underlying lattice and ~M(z) is the equilibrium
mean field configuration (i.e., the solution of the Euler-
Lagrange equations that minimizes the free energy). This
configuration depends in principle on three parameters,
the period L and the two BCs, Mx0 and Mz0. However,
as discussed in section III, only one of these three pa-
rameters can be independently chosen. For a given value
of L, the two BCs are determined by the requirement of
periodicity. Hence, ~M is a function of z and L, which in
its turn is a function of the temperature and the field.
As a result, all the T dependence of s comes from its L
dependence. Hence we have
CV =
∂s
∂L
T
∂L
∂T
(7)
On the nucleation surface T∂L/∂T diverges. From
Eq. (5), with ζ = T , we get that for T → Tc
T
∂L
∂T
∼
1
A
Tc
Tc − T
. (8)
An expression for the factor ∂s/∂L can be readily ob-
tained from (6):
∂s
∂L
=
kB
ρv
1
L
∫ L
0
GM
∂M
∂L
dz
+
1
L
{
kB
ρv
[
ln(sinhM0/M0)− FM
2
0
]
− s
}
, (9)
where M0 =
√
M2x0 +M
2
z0 is the value of M at the
boundaries z = 0 and z = L, and we used the fact
that the derivative with respect to M of the integrand
of Eq. (6) is GM , with G = F +MdF/dM .
In the T → Tc limit M andM0 tend to the FFM mean
field as 1/L. Thus, the two terms of the right hand side
of Eq. (9) vanish as 1/L2 (the term in curly braces tends
to the difference of the CSL and FFM specific entropies
and thus vanishes as 1/L). This simply means that, since
s tends to the FFM entropy as 1/L, its derivative with
respect to L vanishes as 1/L2. Thus, taking into account
that L ∼ ln(Tc − T ), the specific heat diverges on the
nucleation surface as
CV ∼ 1/[(Tc − T ) ln
2(Tc − T )]. (10)
The numerical computations confirm this behavior. A fit
of the parameters c0 and b of the function
c0/[(1− T/Tc) ln
b(1− T/Tc)] (11)
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FIG. 5. Magnetization per magnetic ion as a function of the
field strength for three directions of the field and T/T0 = 0.86.
The legend shows the corresponding value of the angle (θ)
between the field and the DM axis. The transitions are of
second order instability type (dark blue), of first order (red),
and of second order nucleation type (light blue). Parameters:
µ2 = 210 and γ = 2.58.
to the computed CV for fixed field in the region close to Tc
gives b = 2.08±0.078, which is perfectly compatible with
b = 2. Therefore, we may fix b = 2 and fit the single pa-
rameter c0. The result is displayed in Fig 7. We observe
a perfect agreement of the numerical results with the the-
oretical expectation. The divergence of the specific heat
found here is remarkable since in the “canonical” mean
field theory of the PM-FM transition the specific heat
has no divergence, but shows a finite discontinuity at the
critical point.
On the first order surface the specific heat has obvi-
ously a finite discontinuity. It shows also a finite discon-
tinuity on the instability surface, since L and its deriva-
tives remain finite there. For zero field, the specific heat
jump at T = T0 can be analytically computed as follows.
The low T ground state is an helix with pitch L0 and
M(z) =M0 independent of z, determined by
(µ2 + 1)F (M0)− γF1(M0)/[M0G(M0)] = α. (12)
The left hand side of the above equation attains its max-
imum value atM0 = 0, which gives α0 defined in Eq. (4).
Thus, for α > α0 Eq. (12) has no solution and the sys-
tem is in the PM phase. The solution of (12) decreases
monotonically with α from M0 =∞ (what implies satu-
ration of magnetization, m = 1) at α = 0 to M0 = 0 at
the critical point α0. The transition to the PM phase at
α0 takes place continuously and M0 vanishes as a power
law: M0 ∼ (1− T/T0)
1/2. It is a second order instability
type transition. The specific entropy is given by
s =
kB
ρv
[
ln(sinhM0/M0)− FM
2
0
]
, (13)
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FIG. 6. Magnetization per magnetic ion as a function of the
angle (θ) between the field and the DM axis, for three field
strengths and T/T0 = 0.86. The legend shows the corre-
sponding values of H/H0. The transitions are of second order
instability type (dark blue), of first order (red), and of second
order nucleation type (light blue). Parameters: µ2 = 210,
γ = 2.58.
and the specific heat by
CV =
kB
ρv
GM0α
∂M0
∂α
. (14)
Implicit differenciation of Eq. (12) with respect to α gives
∂M0
∂α
=
G2M20 /F1
1 + µ2 + γ (F + 3M0F1 +M20F2 −GF2M0/F1)
.
(15)
For T → T0 (i.e. α → α0) we have M0 → 0, and to
leading order in 1/M0 the above equation gives
∂M0
∂α
∼
45/2
1 + µ2 + (2/35)γ
1
M0
, (16)
so that
CV =
kB
ρv
5
2
[
µ2 + 1+ (2/5)γ
µ2 + 1 + (2/35)γ
+O(T0 − T )
]
, (17)
where we have substituted G by 1/3, which is its value
atM = 0, and α by the value α0 given by Eq. (4). In the
PM phase mean field theory gives M0 = 0, s = 0, and
CV = 0, and therefore the specific heat jump at the zero
field critical point is given by Eq. (17). Since µ2 ≫ 1,
the specific heat jump is nearly independent of µ2 and γ,
and is given by ∆CV ≈ (5/2)kB/ρv.
The behavior of the specific heat as a function of T/T0
for fixed field is displayed in Fig. 8 for the three values
of the field shown in the legend. In the three cases the
transition temperature is the same, Tc/T0 = 0.862. The
phase transitions are of instability type (dark blue), of
first order (red), and of nucleation type (light blue). In
the helicoid phase the specific heat is basically indepen-
dent of the field, except in the close vicinity of the phase
transition, where it shows a rapid growth in the case of
the second order transitions of both types. However, as
can be appreciated in the inset of Fig. 8, which shows the
behavior of CV around TC , the specific heat diverges in
the case of the nucleation transition but remains finite in
the instability case.
In the low field case (light blue line), the specific heat
presents a broad shoulder in the high temperature phase
that is associated to the crossover from PM to FFM be-
havior. This defines a crossover surface in the 3D phase
diagram, which is not shown in Fig. 2. Its intersetion
with the Hz = 0 plane, however, is shown in Fig. 1.
VII. SUMMARY AND CONCLUSION
A complete characterization of the phase diagram of
the monoaxial helimagnet in the presence of a magnetic
field with components parallel and perpendicular to the
DM axis has been obtained by means of the variational
mean field approach. The phase diagram contains a low-
field and low-temperature phase in which the ground
state is a spatially modulated chiral magnetic structure
and a high-field/high-T phase in which the system is in
a homogeneous forced ferromagnetic state (paramagnetic
at zero field and high temperature). The phase bound-
ary is a surface in the three dimensional thermodynamic
space defined by the temperature and the parallel and
perpendicular components of the magnetic field. The
transition surface is divided into three parts: one sur-
face of first order transitions separates two surfaces of
second order transitions, in one of which the transitions
are of instability type and in the other one of nucleation
type. The first order surface is separated from the second
order surfaces by two lines of tricritical points.
It is worthwhile to recall that mean field theory, which
approximates the thermal fluctuations by the uncorre-
lated fluctuations of the trial “Hamiltonian”, usually fails
in the critical domain, where the fluctuations are strongly
correlated. In our case, except for a small neighborhood
of the zero field transition, the fluctuations are not ex-
pected to be critical, since the transitions are driven by
the magnetic field, and the computations should be accu-
rate, or at least qualitatively correct. Only in the vicinity
of the zero field phase transition, where critical fluctua-
tions are expected, mean field theory may fail, and other
techniques, as Monte Carlo simulations, are necessary to
validate or disproof the mean field results.
The period of the modulated state diverges on the nu-
cleation surface. The divergence obeys a logarithmic
scaling law, Eq. (5), which is a distinct feature of the
CSL. It induces a singularity in the magnetization also
characteristic of the CSL. The specific heat is also diver-
gent on the nucleation surface, with a scaling law that
has the form of a power law with logarithmic corrections.
This is remarkable since in the “canonical” mean field
8 0
 100
 200
 300
1−10-5 1−5×10-6 1
C V
 
×
 
(m
ol.
 m
as
s /
 k B
)
T / Tc
0.0165
(1-T/Tc) ln2(1-T/Tc)
Tc / T0 = 0.86
H / H0 = 0.136
θ = 17.9o
FIG. 7. Divergence of the specific heat as a nucleation transi-
tion point is approached. The legend displays the value of the
field, which is kept fixed, and of the transition temperature.
Parameters: µ2 = 210 and γ = 2.58.
theory of the FM-PM transition the specific heat does
not diverge, but shows a finite discontinuity.
The soliton density is a universal function of the re-
duced perpendicular component of the field, Hx/Hxc.
Universality means independence of the temperature and
of the parallel component of the field, and holds only if
the transition point obtained by tuning Hx, keeping fixed
T and Hz, lies on the nucleation surface. Otherwise, uni-
versality is lost. Thus, this universality can be used to
locate the tricritical line that separates the first order
surface from the nucleation surface.
The picture that emerge from this work should serve to
stimulate the experimental study of the magnetic proper-
ties of compounds like CrNb3S6, and to interpret some of
the already known and forthcoming experimental data.
For instance, the phase diagram in the immediate vicinity
of the zero field ordering transition has a complex struc-
ture, with first and second order transitions separated by
a tricritical point, and deserves a thorough experimental
investigation.
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Appendix A: Some details about the Euler-Lagrange
equations
In this appendix we give some details about the deriva-
tion of the Euler-Lagrange equations, Eq. (3). On physi-
cal grounds, the minimum of F0 = ǫ0
∫
d3rf0(~r), with f0
given by Eq. (1), is a function of the coordinate z along
the DM axis only. Hence, in the search for the minimum
we can restrict the functional to mean field configura-
tions that depend only on z, and the functional reads
F0 = Aǫ0
∫
dzf0(z), where A =
∫
dxdy is the area of the
sample cross section perpendicular to the DM axis and
f0(z) =
1
2
~m′ 2 − q0zˆ · (~m× ~m
′)− q20(
~h · ~m+ U), (A1)
where the prime stands for the derivative with respect
to z and U is given by Eq. (2). The Euler-Lagrange
equations then read
d
dz
∂f0
∂M ′i
−
∂f0
∂Mi
= 0 (A2)
for i ∈ {x, y, z}. Since ~m = F ~M , with F = coth(M)/M−
1/M2, we have
~m′ 2 = F 2 ~M ′ · T˜ ~M ′ +G2 ~M ′ · L˜ ~M ′ (A3)
where G = F +MF1, with F1 = dF/dM , and the ma-
trices T˜ and L˜ are respectively the orthogonal projectors
onto the subspaces transverse and longitudinal to ~M :
T˜ij = δij −
MiMj
M2
, L˜ij =
MiMj
M2
. (A4)
The Euler-Lagrange equations have then the form
(F 2T˜ +G2L˜) ~M ′′ = ~W ( ~M, ~M ′), (A5)
9where the vector ~W depends on ~M and ~M ′, but not
on ~M ′′. It is obtained in an straightforward way, but
has a lengthy expression and is not explicitely written
here. The matrix entering the left hand side of the above
equation can be readily inverted, and we get an explicit
equation for ~M ′′:
~M ′′ =
[
1
F 2
T˜ +
1
G2
L˜
]
~W ( ~M, ~M ′), (A6)
which has the form of Eq. (3). The explicit form of the
functions entering Eq. (3) are readliy obtained from the
above equation. Defining F2 = d
2F/dM2, they read
Ω = −2(F1/F )M
′, (A7)
Ψ = Φ+ q20(α− µ
2F ) + ΘM2z /M
2, (A8)
Υ = 2q0(F1/F )M
′, (A9)
Π = 2q20γ(1− 3F )/(F
2M2). (A10)
where M ′ = dM/dz = ~M ′ · ~M/M ,
Θ = −Π− 3q20γF1/(MG
2), (A11)
and
Φ =
1
G
[
−
F1
M
( ~M ′2 −M ′2) + (2F 21 /F − F2)M
′2
+2q0
F1
M
zˆ · ( ~M × ~M ′) + q20
F1
FM
~h · ~M
]
+q20γ
F1/M
G2
. (A12)
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