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1
, , Lasso[5]
. OLS , $Las$so exact
,
.
$y=(y_{1}, \ldots,y_{n})’$ , $x_{j}=(x_{1j}, \ldots, x_{nj})’,$ $j=1,$ $\ldots,p$ $p$
, $X=[x_{1}\cdots x_{p}]$ . ,
:
$y=X\beta+\epsilon$ .
, $\beta=(\beta_{1}, \ldots,\beta_{p})’$ , $\epsilon\sim N_{n}(0, \sigma^{2}I_{n})$ .
, Lasso , :
$\min_{\beta}\Vert y$ -X$\beta\Vert$ 2 sub ect to $\sum_{j=1}^{p}|\beta_{j}|\leq t$ .
$t\geq 0$ . ,
. , $\mathbb{R}^{p}$ , $\cdot$ $\rangle$ ,
$\langle u,v)=u’Vv,$ $u,v\in \mathbb{R}^{p}$ . , $V=X’X$ , $\Vert\cdot\Vert=\sqrt{\langle,)}$
. , Lasso
$\min_{\beta}\Vert\beta-\hat{\beta}^{Q}\Vert$ subject to $\sum_{j=1}^{p}|\beta_{j}|\leq t$
. , $\hat{\beta}^{o}$ $\beta$ OLS . ,
Lasso OLS $\hat{\beta}^{o}$ $\{\beta\in \mathbb{R}^{p}|\sum_{j=1}^{p}|\beta_{j}|^{\underline{\langle}}t\}$
. , , exact
Lasso .
, group Lasso[7] . $\beta$ $\beta=$
$(\beta_{[1]}’, \ldots, \beta_{[J]}’)’$ . , $\beta$ $x1$ . $V_{j}$ $p_{j}xp_{j}$
. Group Lasso , Lasso
$\{\beta\in \mathbb{R}^{p}|\sum_{j=1}^{J}(\beta_{[j]}’V_{j}\beta_{b]})^{1/2}\leq t\}$
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. Group Lasso , ,
.
, Lasso, group Lasso ,
. ,
, Lasso, group Lasso ,
.
Lasso, group Lasso ,
$\hat{\beta}_{K}$ :
$\min_{\beta}\Vert\beta-\hat{\beta}^{o}\Vert$ subject to $\beta\in K$ .
, $K\subset \mathbb{R}^{p}$ . $\hat{\beta}_{K}$ $\hat{\beta}^{o}$ $K$ .
, $\mathcal{K}$ $\hat{K}$ , $\hat{\beta}_{\hat{K}}$
. , Lasso $\mathcal{K}=\{\beta\in \mathbb{R}^{p}|\sum_{j=1}^{p}|\beta_{j}|\leq t\}$
. , $K$ .
, [8] . [8] , penalization formulation




piecewise linear . , group Lasso








$\hat{\mu}_{K}=\hat{\mu}K(y)=X\hat{\beta}_{K}$ . $y^{new}$ $y$
, $\hat{\mu}K$ $E(\Vert y^{new}-\hat{\mu}_{K}\Vert_{2}^{2})/n$ .
,




$\hat{\mu}_{K}$ (degrees of freedom) [1]. , (1)
, $\Vert y-\hat{\mu}_{K}\Vert_{2}^{2}$ . ,
, Stein [4] .
2.1 ([4]). $\hat{\mu}_{i}$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $i$ . $E(|\partial\hat{\mu}_{i}/\partial y_{i}|)<$
$\infty$ ,
$\sum_{i=1}^{n}cov(\hat{\mu}_{i}, y_{i})/\sigma^{2}=E(div\hat{\mu})$
. , $div\hat{\mu}=\sum_{i=1}^{n}\partial\hat{\mu}_{i}/\partial y_{i}$ .
$\hat{\mu}K$ Stein .




. , , $C_{p}$
$C_{p}( \hat{\mu}_{K})=\frac{\Vert y-\hat{\mu}_{K}\Vert_{2}^{2}}{n}+\frac{2\hat{df}(\hat{\mu}K)}{n}\sigma^{2}$
. , $C_{p}$ , AIC
AIC $( \hat{\mu}K)=\frac{\Vert y-\hat{\mu}K\Vert_{2}^{2}}{\prime n\sigma^{2}}+\frac{2\hat{df}(\hat{\mu}K)}{n}$ .
.
, $\hat{\beta}_{K}$ $\hat{\beta}^{o}$ , $div\hat{\mu}K=$ tr $(\partial\hat{\beta}_{K}/\partial\hat{\beta}^{o})$








$K\subset \mathbb{R}^{p}$ . $x\in \mathbb{R}^{p}$ , $x_{K}$ $\langle\cdot,$ $\cdot\rangle$ $x$ $K$
. , $f$ : $\mathbb{R}^{p}arrow \mathbb{R}^{p}$ $f(x)=x_{K}$ . $f$
.
$s\in\partial K$ , $s$ $N(K, s)=\{y-s|yK=s\}$ .
$N(K, s)$ , $\partial K$ $\partial K=D_{1}\cup\cdots\cup D_{p}$
. , $D_{m}=\{s\in\partial K|\dim N(K, s)=m\}$ . , $E_{m}=\{x\in$
$\mathbb{R}^{p}\backslash K|x_{K}\in D_{m}\}$ , $\mathbb{R}^{p}\backslash K$ $\mathbb{R}^{p}\backslash K=E_{1}\cup\cdots\cup E_{p}$
. [3].
2.1. $D_{m}$ $(p-m)$ $C^{2}$ ,
. , $E_{m}\backslash E_{m}^{o}$ Lebesgue $0$ .
.
$\theta=(\theta^{1}, \ldots, \theta^{p-m})$ $D_{m}$ $C^{2}$ , $s\in D_{m}$ $s=s(\theta)$ .
$D_{m}$ $s$ $T_{s(\theta)}D_{m}=$ span $\{b_{a}(\theta)=\partial s/\partial\theta^{a}(\theta), a=1, . . . ,p-m\}$
. , $T_{s(\theta)}D_{m}$ $\{n_{\alpha}(\theta), \alpha=1, \ldots, m\}$ 1
. ,
$( \theta, \tau)\mapsto\varphi(\theta,\tau)=(s(\theta)+\sum_{\alpha=1}^{m}\tau^{\alpha}n_{\alpha}(\theta))$
$E_{m}^{o}$ $C^{1}$ , $f$ $(\theta, \tau)$
$f(\theta, \tau)=s(\theta)$ ([2] Lemma3.1 ).
$\theta=(\theta^{1}, \ldots, \theta^{p-m})$ 1 $G(\theta),$ $D_{m}$
$n_{\alpha}(\theta)$ 2 $H_{\alpha}(\theta)$ . , $x=\varphi(\theta, \tau)$ ,
$H( \theta, \tau)=-\sum_{\alpha=1}^{m}\tau^{\alpha}H_{\alpha}(\theta)$ . , . ,
.
$2.3$ . $divf(x)=\sum_{j=1}^{p}\partial f_{j}(x)/\partial x_{j}$ , $X\in E_{m}^{o}$
$divf(x)=\sum_{a=1}^{p-m}\frac{1}{1+\kappa_{a}(x)}$




2.3 Degrees of freedom
$\hat{\beta}^{o}\in E_{m}$ , $x=\hat{\beta}^{o},$ $x_{K}=\hat{\beta}_{K}$ (2)
$\kappa_{m,a}(\hat{\beta}^{o}),$ $a=1,$ $\ldots,p-m$ . , $E_{0}=K,$ $\kappa_{0_{\}}a}\equiv 0,$ $a=1,$ $\ldots,p$
.
2.1. $K\subset \mathbb{R}^{p}$ 2.1 . ,
$\hat{df}(\hat{\mu}_{K})=\sum_{m=0}^{p}\sum_{a=1}^{p-m}\frac{1}{1+\kappa_{m,a}(\hat{\beta}^{o})}I(\hat{\beta}_{K}\in E_{m})$
$\hat{\mu}_{K}=X\hat{\beta}_{K}$ $df(\hat{\mu}K)$ .
, $\hat{df}(\hat{\mu}_{K})$ , $\hat{\beta}_{K}$ .
$\hat{df}(\hat{\mu}K)$ , $\hat{\beta}^{o}$ $\hat{\beta}_{K}$ , $K$
1 2 . $K$ ,
$\hat{df}(\hat{\mu}K)=p-\sum_{m=1}^{p}mI(\hat{\beta}_{K}\in D_{m})$
. , $\hat{\beta}_{K}$ .
3
, Lasso, group Lasso, fused Lasso ,
. , $\hat{\beta}_{K}$ $\hat{\beta}(t)$ .
3.1 Lasso
:
$K= \{\beta\in \mathbb{R}^{p}|\sum_{j=1}^{p}|\beta_{j}|\leq t\}$ .
:




$K= \{\beta\in \mathbb{R}^{p}\{\sum_{j=1}^{p}|\beta_{j}|\leq t_{1}, \sum_{j=2}^{p}|\beta_{j}-\beta_{j-1}|\leq t_{2}\}$ .
, $t_{1}\neq t_{2}$ . $Aa$
$K_{1}= \{\beta\in \mathbb{R}^{p}|\sum_{j=1}^{p}|\beta_{j}|\leq t_{1}\}$,
$K_{2}= \{\beta\in \mathbb{R}^{p}|\sum_{j=2}^{p}|\beta_{j}-\beta_{j-1}|\leq t_{2}\}$.
.







$\beta$ $\beta=(\beta_{[1]}’, \ldots, \beta_{[J]}’)^{l}$ . , $\beta_{\beta]}$ $Pj\cross 1$ . $V_{j}$
pjxpj . ,
$K= \{\beta\in \mathbb{R}^{p}|\sum_{j=1}^{J}(\beta_{\lfloor;]}’V_{j}\beta_{[j]})^{1/2}\leq t\}$ ,
48
. , $V_{j}=I_{pj}$ . , $X’X=I_{p}$
. , ,
$\tilde{df}(t)=\{\begin{array}{ll}\sum_{j=1}^{J}I(\Vert\hat{\beta}(t)\Vert_{[j]}>0)+.\sum_{j=1}^{J}(p_{j}-1)\frac{||\hat{\beta}(t)||_{[.j]}}{||\overline{\beta}^{o}||_{b1}}-1 if \hat{\beta}^{o}\not\in K,p if \hat{\beta}^{o}\in K\end{array}$
. , $\Vert\beta\Vert_{b]}=(\beta_{b]}’\beta_{\lfloor;]})^{\frac{1}{2}}$ .
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