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Abstract 
The concept of alignment orfit has been discussed in the literature, both in accounting and 
information systems (IS). Most of prior studies either focused on the alignment between 
accounting information systems (AIS) and contingency factors or information technology 
(IT) and contingency factors. However, none has attempted to investigate the alignment 
between organisational information requirements and information processing capacity. This 
study helps to fill this gap by exploring the alignment of AIS requirement and AIS capacity 
among Malaysian manufacturing SMEs with less than 250 employees, and examining its 
impact on performance. Using a mail survey, datafrom 310firms was collected on nineteen 
AIS characteristics so that AIS requirement and AIS capacity could be compared. Data was 
also collected on firm performance, information systems (IS) success, various contingency 
factors and standard demographics. 
Based on the nineteen AIS characteristics, the measurement of AIS alignment was 
explored visually and using two analytic measurement methods: (1) the 'moderation' 
approach and (2) the 'matching' approach. Using cluster analysis, three distinct groups of 
SMEs were identified for both approaches. The results indicated that a significant 
proportion of Malaysian SMEs had achieved high AIS alignment. The group of SMEs which 
has a higher degree of AIS alignment was found to achieve greater IS success and better 
organisational performance than the group of SMEs with a lower degree of AIS alignment. 
Interestingly, the findings of this study also indicate that AIS alignment is positively related 
to the level of IT sophistication, CEO commitment to IT, and internal expertise, AIS capacity 
is positively related to the level of IT sophistication, but there was little evidence of the 
contingency factors affecting AIS requirement. Further, the findings of this study also 
provide support for past observation that the 'moderation' approach of measuring fit is 
more meaningful than the 'matching' approach when performance criterion is included in 
the research model. 
In summary, this study has deepened current understanding of AIS alignment, and 
has provided useful insights for CEOs of SMEs in planning their IS implementation. More 
importantly, it opens up possibilities for further study of AIS alignment in SMEs, both in 
Malaysia and on a global basis. 
iv 
TABLE OF CONTENT 
Acknowledgement ........................................................................................ ii Dedication ................................................................................................. iii Abstract .................................................................................................... iv Table of Content .......................................................................................... v List of Appendices ....................................................................................... xi 
List of Tables ............................................................................................. xiv List of Figures ............................................................................................ xix 
CHAPTER ONE: INTRODUCTION 
1.1 Background Research Problems .............................................................. 1 1.2 Research Questions 
............................................................................ 5 1.3 Context of the Study ........................................................................... 6 1.4 Significance of the Study ..................................................................... 7 1.5 Organisation of the Thesis ..................................................................... 9 
CHAPTER TWO: A REVIEW OF LITERATURE AND RELATED RESEARCH 
2.1 Introduction ..................................................................................... 11 2.2 SMEs and IT Development in Malaysia .................................................... 11 2.3 Literature Related to Accounting Information in SMEs .................................. 14 2.3.1 Information Needs in SMEs ......................................................... 15 2.3.2 The Accounting Perspective ......................................................... 16 2.3.2.1 Financial Accounting Systems ................................................. 17 2.3.2.2 Management Accounting Systems ............................................. 19 2.3.3 Accounting and Information Technology ......................................... 25 2.3.4 AIS Design ............................................................................ 31 2.4 Literature Related to Information Systems in SMEs ....................................... 33 2.4.1 IT Adoption in SMEs ................................................................ 35 2.4.2 IT Sophistication in SMEs .......................................................... 39 2.4.3 IS Success in SMEs ................................................................... 43 2.4.4 Strategic IS in SMEs .................................................................. 47 2.4.5 IT Alignment in SMEs ................................................................ 52 2.4.6 IS and Organisational Performance ................................................ 54 2.5 The Concept of Fit .............................................................................. 56 2.5.1 CEO Characteristics .................................................................. 60 2.6 Summary ........................................................................................ 62 
CHAPTER THREE: RESEARCH FRAMEWORK 
3.1 Introduction ..................................................................................... 63 3.2 Research Model ................................................................................. 63 3.3 Major Variables ................................................ 68 ................................. 3.3.1 AIS Design (AIS Requirement and AIS Capacity) .............................. 68 3.3.2 AIS Alignment ........................................................................ 71 3.3.3 Organisational Performance ......................................................... 72 3.3.4 IS Success .............................................................................. 74 3.3.5 IT Sophistication ..................................................................... 76 3.3.6 Contingency Factors .................................................................. 77 
V 
3.3.6.1 Environmental Uncertainty ..................................................... 77 3.3 . 6.2 Strategic Choice .................................................................. 78 3.3 . 6.3 Organisational Structure ........................................................ 79 
3.3.7 CEO's Commitment .......................................................... 
81 
3.3.8 External Expertise ............................................................ 
82 
3.3.9 Intemal Expertise ............................................................. 
84 
3.3.10 OtherVariables ....................................................................... 
84 
3.4 Research Propositions ......................................................................... 
87 
3.4.1 AIS Alignment and Organisational Performance ................................ 
87 
3.4.2 AIS Alignment and IS Success ..................................................... 
88 
3.4.3 IS Success and Organisational Performance ...................................... 
89 
3.4.4 Perceived Environmental Uncertainty and AIS Requirements ................. 
90 
3.4.5 Strategic Choice and AIS Requirements .......................................... 
91 
3.4.6 Organisational Structure and AIS Requirements ................................. 
92 
3.4.7 IT Sophistication and AIS Capacity ................................................ 
93 
3.4.8 CEO's Accounting and IT Commitment and AIS Alignment .................. 
95 
3.4.9 External Expertise and AIS Alignment ........................................... 
95 
3.4.10 Internal Expertise and AIS Alignment ............................................. 
96 
3.5 Summary ........................................................................................ 
97 
CHAPTER FOUR: RESEARCH DESIGN 
4.1 Introduction ..................................................................................... 
98 
4.2 Research Strategies ............................................................................ 
98 
4.3 Selection of Research Strategies ............................................................. 
101 
4.4 The Sampling Process ......................................................................... 
104 
4.5 Refinement of the Questionnaire ............................................................ 
109 
4.5.1 Pre-test With Academics and Research Students ................................ 
110 
4.5.2 Pre-test with SMEs Owners/Managers ............................................ 
ill. 
4.5.3 Pilot Survey ........................................................................... 
112 
4.6 Data Collection ................................................................................. 
112 
4.7 Non-Response Bias ............................................................................ 
116 
4.8 Summary ......................................................................................... 
119 
CHAPTER FIVE: QUESTIONNAIRE DESIGN 
5.1 Introduction ..................... ****"**""*********""*"**"******'*"****""*'*******"', 
120 
5.2 : The Design of the Questionnaire ............................................................. 
120 
5.3 The Structure of the Questionnaire .......................................................... 
121 
5.3.1 Company Profile and Organisational Structure Questions ..................... 
124 
5.3.2 IT Sophistication Questions ......................................................... 
125 
5.3.3 CEO Profile and Commitment Questions ......................................... 
127 
5.3.4 AIS Requirements and AIS Capacity Questions ................................. 
128 
5.3.5 Strategic Choice Questions ......................................................... 
130 
5.3.6 Perceived Environmental Uncertainty Questions ................................ 
131 
5.3.7 External Expertise Questions ....................................................... 
132 
5.3.8 Internal Expertise Questions ........................................................ 
132 
5.3.9 Performance Measure Questions ................................................... 
132 
5.3.10 IS Success Questions ................................................................ 
133 
5.4 Reliability and Validity of Measurement ................................................... 
133 
vi 
5.5 Summary ........................................................................................ 137 
CHAPTER SIX: THE SAMPLE 
6.1 Introduction ........................... 
138 
6.2 Profile of the Responding Companies ...................................................... 
138 
6.2.1 Type of Ownership .................................................................. 
138 
6.2.2 Company Types ...................................................................... 
139 
6.2.3 Type of Industry ...................................................................... 
140 
6.2.4 Company Age ......................................................................... 
142 
6.2.5 Company Size ........................................................................ 
143 
6.3 Profile of the Respondents .................................................................... 
145 
6.3.1 Respondents' Position ............................................................... 
145 
6.3.2 Number of Years with Finn ......................................................... 
145 
6.3.3 Number of Years in Position ........................................................ 146 6.3.4 Respondents' Age .................................................................... 147 6.3.5 Respondents' Education Level ...................................................... 147 
6.3.6 Respondents' Gender ................................................................ 148 
6.3.7 Respondents' Accounting and IT Knowledge .................................... 149 
6.3.8 Respondents' Participation in Computerisation Projects ........................ 151 6.4 IT Sophistication of the Responding Companies .......................................... 152 
6.4.1 Number of Years Using Computers ................................................ 152 6.4.2 Types of Information Technologies ................................................ 153 
6.4.3 Types of Processing .................................................................. 154 
6.4.4 Types of Computer Applications ................................................... 155 6.4.5 Sources of Software .................................................................. 157 6.4.6 Types of IT Planning ................................................................ 
158 
6.4.7 IS Success .............................................................................. 
160 
6.4.8 Other Variables ........................................................................ 
161 
6.5 Summary ......................................................................................... 
161 
CHAPTER SEVEN: ALIGNMENT OF AIS REQUIREMENTS AND AIS 
CAPACITY 
7.1 Introduction ...................................................................................... 162 7.2 AIS Requirement and AIS Capacity Variables ............................................. 162 7.2.1 Factor Analysis on AIS Requirement and AIS Capacity Items Combined ... 163 7.2.2 Summary of AIS Requirement ..................................................... 167 7.2.3 Summary of AIS Capacity .......................................................... 169 7.2.4 Exploring AIS Requirement and AIS Capacity Variables ..................... 171 7.3 Matching as Alignment Measure ............................................................ 176 7.4 Moderation as Alignment Measure ......................................................... 178 7.5 A Comparison of the Cross-Tabulation Technique and the Matching and 
Moderation Approaches ....................................................................... 180 7.6 Factor Analysis on AIS Requirement and AIS Capacity ................................. 182 7.6.1 Factor Analysis on AIS Requirement Items ...................................... 183 7.6.2 Factor Analysis on AIS Capacity Items ........................................... 185 7.6.3 A Comparison of Factor Analysis Results for AIS Requirement and AIS 
Capacity Items ............................................................................. 187 7.7 Exploring Four Dimensions of AIS Requirement and AIS Capacity ................... 189 7.7.1 Matching as Alignment Measure for AIS Requirement-AIS Capacity 
vii 
Dimensions ................................................................................. 190 7.7.2 Moderation as Alignment Measure for AIS Requirement-AIS Capacity 
Dimensions ................................................................................. 192 7.8 Overall Alignment Measures ................................................................. 193 7.9 Conclusions ..................................................................................... 195 7.10 Summary ........................................................................................ 197 
CHAPTER EIGHT: IDENTIFYING AND INTERPRETING ALIGNMENT 
GRO UPS 
8.1 Introduction ..................................................................................... 198 8.2 The Cluster Analysis Approach .............................................................. 198 8.2.1 Clustering Variables .................................................................. 200 8.2.2 Clustering Algorithms ............................................................... 202 8.3 Cluster Analysis Results for the Matching Approach ..................................... 203 8.4 Cluster Results for the Moderation Approach .............................................. 209 8.5 Cluster Validation .............................................................................. 214 8.6 A Comparison of Cluster Solutions for the Matching Approach and the Moderation 
Approach ......................................................................................... 221 8.7 Summary ......................................................................................... 228 
CHAPTER NINE: EXPLORING AIS ALIGNMENT, PERFORMANCE AND IS 
SUCCESS 
9.1 Introduction ...................................................................................... 229 9.2 Exploring the Relationship between AIS Alignment and Organisational 
Performance ..................................................................................... 229 9.2.1 AIS Alignment and Performance Using a One-Way ANOVA ................. 230 9.2.1.1 AIS Alignment and Performance for the Moderation Approach .......... 230 9.2.1.1.1 Post hoc Comparisons ...................................................... 231 9.2.1.2 AIS Alignment and Performance for the Matching Approach ............ 232 9.2.1.2.1 Post hoc Comparisons ..................................................... 232 9.2.1.3 AIS Alignment and Performance for the Different Combinations of 
Aligned Group ............................................................................. 233 9.2.1.4 AIS Alignment under Combined Approaches and Organisational 
Performance ................................................................................. 234 9.2.2 AIS Alignment and Performance Using Multiple Regression .................. 235 9.2.2.1 AIS Alignment and Performance for the Moderation Approach .......... 237 9.2.2.2 AIS Alignment and Performance for the Matching Approach ............ 239 9.3 Exploring the Relationship between AIS Alignment and IS Success ................... 241 9.3.1 AIS Alignment and IS Success Using a One-Way ANOVA ................... 241 9.3.1.1 AIS Alignment and IS Success for the Moderation Approach ............ 241 9.3.1.2 AIS Alignment and IS Success for the Matching Approach ............... 242 9.3.1.3 AIS Alignment Under Combined Approach and IS Success ............... 243 9.3.2 AIS Alignment and IS Success Using Multiple Regression .................... 244 9.3.2.1 AIS Alignment and IS Success for the Moderation Approach ............ 246 9.3.2.2 AIS Alignment and IS Success for the Matching Approach ............... 247 9.4 Exploring the Relationship between Organisational Performance and IS Success.... 248 
9.5 Summary of Research Propositions Tested ................................................. 249 9.5.1 AIS Alignment and Organisational Performance ................................. 250 9.5.2 AIS Alignment and IS Success ..................................................... 250 
viii 
9.5.3 IS Success and Organisational Performance ..................................... 251 9.6 Summary ......................................................................................... 252 
CHAPTER TEN: EXPLORING AIS ALIGNMENT, AIS DESIGN, CONTINGENCY 
FACTORS AND IT SOPHISTICATION 
10.1 Introduction ...................................................................................... 253 10.2 Exploring the Relationship between AIS Requirements and Contingency Factors ... 253 10.3 Exploring the Relationship between AIS Capacity and IT Sophistication .............. 256 10.4 Exploring IT Sophistication and AIS Alignment .......................................... 260 10.4.1 IT Sophistication and AIS Alignment ............................................. 261 10.4.1.1 Technological Sophistication and AIS Alignment ......................... 261 10.4.1.2 Informational IT Sophistication and AIS Alignment ...................... 263 10.4.1.3 Managerial IT Sophistication and AIS Alignment ......................... 265 10.4.1.4 Functional IT Sophistication and AIS Alignment .......................... 266 10.4.2 CEO's Commitment and AIS Alignment .......................................... 266 10.4.3 Sources of Advice and AIS Alignment ............................................ 268 10.5 Exploring Other Variables and AIS Alignment ............................................ 271 10.6 Summary of Research Propositions Tested ................................................ 273 10.6.1 Environmental Uncertainty and AIS Requirements .............................. 273 10.6.2 Strategic Choice and AIS Requirements .......................................... 274 10.6.3 Organisational Structure and AIS Requirements ................................. 274 10.6.4 IT Sophistication and AIS Capacity ................................................ 275 10.6.5 AIS Alignment and IT Sophistication ............................................. 276 10.6.6 AIS Alignment and CEO Commitment ............................................ 277 10.6.7 AIS Alignment and External Expertise ............................................ 277 10.6.8 AIS Alignment and Internal Expertise ............................................. 278 10.7 Summary ....................................................................................... 279 
CHAPTER ELEVEN: CONCLUSIONS AND IMPLICATIONS 
11.1 Introduction ...................................................................................... 280 11.2 Summary and Contribution of Research Findings .......................................... 280 11.2.1 AIS Requirement ..................................................................... 281 11.2.2 AIS Capacity ..... ..................................................................... 282 . 11.2.3 AIS Alignment ......................................................................... 283 11.2.3.1 AIS Alignment in SMEs ....................................................... 283 11.2.3.2 Measurement of AIS Alignment .............................................. 284 11.2.4 The Relationship between AIS Alignment and Organisational Performance 285 
11.2.5 The Relationship between AIS Alignment and IS Success ..................... 286 11.2.6 The Relationship between IS Success and Organisational Performance ...... 286 11.2.7 The Relationship between IT Context and AIS Alignment ..................... 287 11.2.7.1 AIS Alignment and IT Sophistication ........................................ 287 11.2.7.2 AIS Alignment and CEO Commitment to IT ............................... 288 11.2.7.3 AIS Alignment and External Expertise ....................................... 289 11.2.7.4 AIS Alignment and Internal Expertise ....................................... 289 11.3 Implications for Research ..................................................................... 290 11.3.1 Methodological Issues ............................................................... 290 11.3.1.1 Validation of the Measurement of AIS Alignment ......................... 290 11.3.1.2 Validation of the Measurement of AIS Design .............................. 291 11.3.1.3 Validation of the Measurement of Strategic Choice ........................ 291 
ix 
11.3.1.4 Interaction of Key Variables ................................................... 292 11.3.2 Theoretical Issues ..................................................................... 292 11.3.2.1 Accounting and Information Technology .................................... 293 
11.3.2.2 AIS Alignment and SMEs ..................................................... 
293 
11.3.2.3 AIS Alignment and Performance ............................................. 
293 
11.3.2.4 AIS Alignment and IS Success ................................................ 
294 
11.3.2.5 Interaction of Key Variables ................................................... 
294 
11.4 Implications for Practice ..................................................................... 
295 
11.4.1 The Importance of AIS Alignment ................................................. 
295 
11.4.2 Technological Development ......................................................... 
296 
11.4.3 CEO Commitment .................................................................... 
296 
11.4.4 Internal Expertise ..................................................................... 
297 
11.5 Limitations and Suggestions for Future Research ......................................... 
297 
11.6 Concluding Remarks .......................................................................... 
299 
REFERENCES ......................................................................................... 
301 
x 
LIST OF APPENDICES 
Appendix A-1 Questionnaire 
Appendix A-2 Cover Letter 
Appendix A-3 Postcard Reminder 
Appendix A-4 Second Cover Letter 
Appendix B Mann-Whitney Test between Early and Late Respondents 
Appendix C-1 Mann-Whitney Test for Type of Firms (Independent vs. Subsidiary) 
Appendix C-2 Kruskal-Wallis Test for Category of Firms 
Appendix C-3 Mann-V; ffitney Test for Category of Firms (Engineering vs. Non-Engineering) 
Appendix C-4 Kruskal-Wallis Test for Age of Firms 
Appendix C-5 Kruskal-Wallis Test for Size of Firms 
Appendix C-6 Kruskal-Wallis Test for Respondents' Position 
Appendix C-7 Kruskal-Wallis Test for Number of Years in Position 
Appendix C-8 Kruskal-Wallis Test for Number of Years with Firms 
Appendix C-9 Kruskal-Wallis Test for Age of Respondents 
Appendix C-10 Kruskal-Wallis Test for Educational Level 
Appendix C-11 Mann-Whitney Test for Gender 
Appendix C-12 Kruskal-Wallis Test between Respondent's Position and Level of Accounting and 
IT Knowledge 
Appendix C-13 Kruskal-Wallis Test between Age of Respondent and Level of Accounting and IT 
Knowledge 
Appendix C-14 Mann-Whitney Test between Gender and Level of Accounting and IT Knowledge 
Appendix C-15 Kruskal-Wallis Test between Respondent's Position and Participation in 
Computerisation Projects 
Appendix C-16 Kruskal-Wallis Test between Age of Respondent and Participation in 
Computerisation Projects 
Appendix C-17 Mann-Whitney Test between Gender and Participation in Computerisation Projects 
xi 
Appendix D-1 Descriptive Analysis - AIS Design 
Appendix D-2 Descriptive Analysis - Perceived Environmental Uncertainty 
Appendix D-3 Descriptive Analysis - Strategic Choice 
Appendix D-4 Descriptive Analysis - Sources of Advice 
Appendix D-5 Descriptive Analysis - Firm Performance 
Appendix E-1 Cluster Analysis - Matching Approach 
Appendix E-2 Cluster Analysis - Moderation Approach 
Appendix F-1 Post Hoc Comparisons between AIS Alignment Groups and Performance 
(Moderation) 
Appendix F-2 Post Hoc Comparisons between AIS Alignment Groups and Performance 
(Matching) 
Appendix G-1 The Output of Multiple Regression between Average Performance (DV) and Total 
AIS Requirement, Total AIS Capacity and Total Moderation (IVs) 
Appendix G-2 The Output of Multiple Regression between Average Performance (DV) and Total 
AIS Requirement and Total Moderation (IVs) 
Appendix G-3 The Output of Multiple Regression between Average Performance (DV) and Total 
AIS Requirement and Total AIS Capacity (IVs) 
Appendix G-4 The Output of Multiple Regression between Average Performance (DV) and Total 
Moderation (IV) 
Appendix G-5 The Output of Multiple Regression between Average Performance (DV) and Total 
AIS Capacity (IV) 
Appendix G-6 The Output of Multiple Regression between Average Performance (DV) and Total 
AIS Requirement, Total AIS Capacity and Total Matching (IVs) 
Appendix G-7 The Output of Multiple Regression between Average Performance (DV) and Total 
AIS Requirement and Total Matching (IVs) 
Appendix G-8 The Output of Multiple Regression between Average Performance (DV) and Total 
Matching (IV) 
Appendix H-1 Post Hoc Comparisons between AIS Alignment Groups and IS Success 
(Moderation) 
Appendix H-2 Post Hoc Comparisons between AIS Alignment Groups and IS Success (Matching) 
Appendix 1-1 The Output of Multiple Regression between Average IS Success (DV) and Total 
AIS Requirement, Total AIS Capacity and Total Moderation (IVs) 
xii 
Appendix 1-2 The Output of Multiple Regression between Average IS Success (DV) and Total 
AIS Requirement and Total Moderation (IVs) 
Appendix 1-3 The Output of Multiple Regression between Average IS Success (DV) and Total 
AIS Requirement and Total AIS Capacity (IVs) 
Appendix 1-4 The Output of Multiple Regression between Average IS Success (DV) and Total 
Moderation (IV) 
Appendix 1-5 The Output of Multiple Regression between Average IS Success (DV) and Total 
AIS Capacity (IV) 
Appendix 1-6 The Output of Multiple Regression between Average IS Success (DV) and Total 
AIS Requirement, Total AIS Capacity and Total Matching (IVs) 
Appendix 1-7 The Output of Multiple Regression between Average IS Success (DV) and Total 
AIS Requirement and Total Matching (IVs) 
Appendix 1-8 The Output of Multiple Regression between Average IS Success (DV) and Total 
Matching (IV) 
Appendix J Cluster Analysis for Strategic Choice 
xiii 
LIST OF TABLES 
Table 2-1 Possible Types of Management Accounting Information Relevant to Small Firms 
Table 2-2 IT Sophistication Measures 
Table 2-3 A Summary of Relationships between Several Variables and IT Sophistication 
Table 2-4 Characteristics of the Specificity of SMEs with Respect to Strategic IS 
Table 2-5 Choice of Anchoring the Specification of Fit-Based Relationships 
Table 2-6 Comparing Alternate Perspectives of the Concept of Fit 
Table 3-1 Dimensions of AIS Design 
Table 3-2 Information Characteristics 
Table 3-3 IS Success Variables 
Table 3-4 Criterion Variables of IT Sophistication 
Table 4-1 Summary of SMEs Definition 
Table 4-2 A Breakdown of Not Usable Questionnaires 
Table 4-3 A Summary of Type of Respondents and Response Rate of Survey Questionnaire 
Table 4-4 A Breakdown of Types of Usable Responses by Week 
Table 5-1 Sections of the Questionnaire 
Table 5-2 IT Sophistication Items 
Table 5-3 AIS Design Items 
Table 5-4 Strategic Choice Items 
Table 5-5 IS Success Items 
Table 5-6 Cronbach's Coefficient Alpha 
Table 5-7 Cronbach's Coefficient Alpha (Environmental Uncertainty) 
Table 6-1 Type of Ownership 
Table 6-2 Company Types 
Table 6-3 Type of Industry 
Table 6-4 Engineering vs. Non-engineering 
xiv 
Table 6-5 Company Age 
Table 6-6 Number of Full-Time Employees 
Table 6-7 Respondents' Position 
Table 6-8 Years with Finns 
Table 6-9 Years in Position 
Table 6-10 Age of Respondents 
Table 6-11 lEghest Education Level 
Table 6-12 Gender of Respondents 
Table 6-13 Accounting and IT Knowledge 
Table 6-14 Respondents' Participation in Computerisation Project 
Table 6-15 Number of Years Computerised 
Table 6-16 Type of Information Technology 
Table 6-17 Distribution of Total Number of IT Adopted 
Table 6-18 Types of Processing 
Table 6-19 Computer Applications 
Table 6-20 Distribution of Total Number of Applications Adopted 
Table 6-21 Sources of Software 
Table 6-22 IT Planning 
Table 6-23 Distribution of Total Number of Types of IT Planning Conducted 
Table 6-24 IS Success 
Table 7-1 KMO and Bartlett's Test Results for the 38 Items Combined 
Table 7-2 Rotated Component Matrix 
Table 7-3 Mean Ratings for AIS Requirements Items 
Table 7-4 Mean Ratings for AIS Capacity Items 
Table 7-5 A Summary of Mean Ratings and Rankings for AIS Requirements and AIS 
Capacity Items 
xv 
Table 7-6 A Summary of AIS Requirements and AIS Capacity Variables 
Table 7-6b A Summary of Alignment Groups for the Nineteen Items 
Table 7-7 Matching as Alignment Approach 
Table 7-8 Moderation as Alignment Approach 
Table 7-9 A Comparison of the Rank-Order of Cross-Tabulation, Matching and Moderation 
Approaches 
Table 7-10 KMO and Bartlett's Test for the 19 AIS Requirement Items 
Table 7-11 Rotated Component Matrix 
Table 7-12 KMO and Bartlett's Test for the 19 AIS Capacity Items 
Table 7-13 Rotated Component Matrix 
Table 7-14 A Comparison of AIS Requirements and AIS Capacity factors 
Table 7-15 Mean Differences for Dimensions 
Table 7-16 Mean Products for Dimensions 
Table 8-1 Analysis of Agglomeration Coefficient for I-Eerarchical Cluster Analysis 
Table 8-2 Clustering Variable Profiles for the Three-Cluster Solution (Matching Approach) 
Table 8-3 One-Way ANOVA Results for AIS Requirement 
Table 8-4 One-Way ANOVA Results for AIS Capacity 
Table 8-5 Analysis of Agglomeration Coefficient for Hierarchical Cluster Analysis 
Table 8-6 Clustering Variable Profiles for the Three-Cluster Solution (Moderation 
Approach) 
Table 8-7 One-Way ANOVA Result for AIS Requirement 
Table 8-8 One-Way ANOVA Results for AIS Capacity 
Table 8-9 A Comparison of Ward Method by K-Means Routine (Matching Approach) 
Table 8-10 A Comparison of Ward Method by K-Means Routine (Moderation Approach) 
Table 8-11 A Comparison of Group Means and Significance Levels for the Three-Cluster 
Solution from Splitting Data into Halves (Matching Approach) 
Table 8-12 A Comparison of Group Means and Significance Levels for the Three-Cluster 
Solution from Splitting Data into Halves (Moderation Approach) 
xvi 
Table 8-13 A Comparison of the Results from Analysing all 288 Cases and the Results from 
Analysing the Two Halves Split (Matching Approach) 
Table 8-14 A Comparison of the Results from Analysing all 288 Cases and the Results from 
Analysing the Two Halves Split (Moderation Approach) 
Table 8-15 A Comparison of the Results from Analysing the Full Set of Variables and the 
Results from Analysing the Deleted Variables (Matching Approach) 
Table 8-16 A Comparison of the Results from Analysing the Full Set of Variables and the 
Results from Analysing the Deleted Variables (Moderation Approach) 
Table 8-17 A Comparison of Alignment Variables, AIS Requirement Variables, and AIS 
Capacity Variables for the Matching Approach and the Moderation Approach 
TabIe 8-18 A Cross-Tabulation for the Three Cluster Solutions for Matching and Moderation 
Approaches 
Table 8-19 One-way ANOVA Result for the Average Total of AIS Requirement and the 
Average Total of AIS Capacity 
Table 8-20 One-way ANOVA result for Average Total AIS requirement and Average Total 
AIS Capacity (Combined Approaches -2 Clusters) 
Table 9-1 One-Way ANOVA between AIS Alignment Groups and Performance 
(Moderation Approach) 
Table 9-2 One-Way ANOVA between AIS Alignment Groups and Performance 
(Matching Approach) 
Table 9-3 One-Way ANOVA between Different Combinations of Aligned Group and 
Performance (Matching Approach) 
Table 9-4 One-Way ANOVA for Two Alignment Groups and Performance 
Table 9-5 The Results of Factor Analysis on Performance 
Table 9-6 One-Way ANOVA between Alignment Groups and IS Success (Moderation 
Approach) 
Table 9-7 One-Way ANOVA between Alignment Groups and IS Success (Matching 
Approach) 
Table 9-8 One-Way ANOVA for AIS Alignment Groups and IS Success (Combined 
Approach) 
Table 9-9 The Results of Factor Analysis on IS Success 
Table 9-10 A Pearson Correlation Between IS Success and Performance 
Table 10-1 Clustering Variable Profiles for the Strategic Choice Items 
xvii 
Table 10-2 Correlations between Structural Complexity, Perceived Environmental 
Uncertainty, Strategic Choice, and AIS Requirement 
Table 10-3a AIS Capacity and IT Sophistication (Technological) 
Table 10-3b AIS Capacity and IT Sophistication (Informational) 
Table 10-3c AIS Capacity and IT Sophistication (Managerial) 
Table 10-3d AIS Capacity and IT Sophistication (Functional) 
Table 10-4a Alignment Groups and IT Sophistication (Technological) 
Table 10-4b Alignment Groups and IT Sophistication (Informational) 
Table 10-4c Alignment Groups and IT Sophistication (Managerial) 
Table 10-4d Alignment Groups and IT Sophistication (Functional) 
Table 10-5 Alignment Groups and CEO's Commitment 
Table 10-6 Alignment Groups and Sources of Advices 
Table 10-7 Alignment Groups and Other Variables 
xviii 
LIST OF FIGURES 
Figure 3-1 The Outline Research Model 
Figure 3-2 The Enhanced Research Model 
Figure 3-3 AIS Alignment and Performance 
Figure 3-4 AIS Alignment and IS Success 
Figure 3-5 IS Success and Performance 
Figure 3-6 Perceived Environmental Uncertainty and AIS Requirements 
Figure 3-7 Strategic Choice and AIS Requirements 
Figure 3-8 Organisational. Structure and AIS Requirements 
Figure 3-9 IT Sophistication and AIS Capacity 
Figure 3-10 IT Sophistication and AIS Alignment 
Figure 3-11 CEO Commitment and AIS Alignment 
Figure 3-12 External Expertise and AIS Alignment 
Figure 3-13 Internal Expertise and AIS Alignment 
Figure 7-1 Scree plot 
Figure 7-2 Distribution of Sum of the Difference of AISR and AISC Variables 
Figure 7-3 Distribution of Sum of Products of AISR and AISC Variables 
Figure 9-1 AIS Alignment and Performance 
Figure 9-2 AIS Alignment and IS Success 
Figure 9-3 IS Success and Performance 
Figure 10-1 Environmental Uncertainty and AIS Requirement 
Figure 10-2 Strategic Choice and AIS Requirement 
Figure 10-3 Organisational. Structure and AIS Requirement 
Figure 10-4 IT Sophistication and AIS Capacity 
Figure 10-5 IT Sophistication and AIS Alignment 
Figure 10-6 CEO Commitment and AIS Alignment 
Figure 10-7 External Expertise and AIS Alignment 
Figure 10-8 Internal Expertise and AIS Alignment 
xix 
Introduction 
Chapter One 
INTRODUCTION 
1.1 BACKGROUND RESEARCH PROBLEMS 
Accounting information can help firms to manage short-term problems and to integrate 
operational considerations within long-term strategic plans (Mitchell et al., 2000). Alas, 
accounting information systems (AIS) have traditionally been viewed as having a narrow 
scope and focus on events within organisations, provide financial related information and 
have a historical orientation (Mia, 1993). Traditional AIS are far from being capable to 
adapt to change, to support critical business processes and models, and satisfy users' 
information requirements, which are constantly changing over time (Paul, 1994). In fact, the 
initial applications of information technology (IT) in accounting were based on transaction 
processing systems, which tended to mirror historically developed manual accounting 
processes (Mauldin and Ruchala, 1999). However, developments in the areas of accounting, 
IT and information systems (IS) over the last decade proffer new ways of looking at the 
roles of AIS. The evolution of database technology has enabled the implementation of new 
accounting models such as Resources-Events-Agents (REA) and Enterprise Resource 
Planning (ERP) (Hall, 2000). For example, the REA accounting model which is based on 
economic changes rather than debits and credits as in traditional accounting model 
(McCarthy, 1982), makes it possible for AIS to capture information beyond the historical 
financial-related data (Mauldin and Ruchala, 1999). As a result, accounting is now being 
viewed in a much broader perspective to also include non-financial, external, and future- 
oriented data (Abernethy and Guthrie, 1994), and with added emphasis on the economies of 
business operations and strategic management (Brecht and Martin, 1996). 
Although it has been argued that AIS users could now generate and use accounting 
information in a more strategic way, the revolution in IT and IS has also raised several 
issues that need to be carefully addressed, particularly in the context of small and medium 
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sized firms (SMEs). First, how well do SMEs managers understand and appreciate what the 
currently available accounting information can do to assist in making business decisions? 
This issue is important for SMEEs as the firms, perhaps more than larger organisations, face 
particularly turbulent and uncertain environments (Child, 1972; Blili and Raymond, 1993), 
and therefore require more information to make good decisions (EI Luoadi, 1998; NEtchell 
et al., 2000). For example, SMEs need to process external information to keep up with the 
occurrences, trends, and evolutions in their environment, whilst the management of internal 
information enables firms to stay informed about their resources and how these resources are 
used (El Louadi, 1998). 
Reviews of accounting literature indicate that there is considerable evidence to suggest that 
historical and financial related information, such as balance sheet and profit and loss 
statements, has remained the principle source of information for SMEs (e. g. Holmes and 
Nicholls, 1988; McMahon and Davies, 1994; Palmer, 1994; Mairead, 1997). Perren et al. 
(1998) identified that research into management accounting appears to be contradictory. 
Whilst some research suggest that SMEs have little management information, poor control, 
and decision-making is mostly based on ad hoc basis, other research suggests that SMEs 
acquire effective information and control through informal means and that decision-making 
can be more sophisticated than anticipated (Peffen and Grant, 2000: p. 393). Perren and 
Grant (2000) further argued that the contradictions stem from the researchers having 
different perspectives. Based on the results of a case study, Mitchell et al. (2000) revealed 
information handling in small firms was generally sophisticated, with computer software 
being extensively used, quite often for financial modelling or sensitivity analysis, as well as 
for routine data-storage tasks. Accounting researchers have also struggled to show that there 
is a direct impact of accounting information usage on performance (e. g. McMahon and 
Davies, 1994; Thomas and Evanson, 1997; McMahon, 2001 a). Consequently, there is a need 
to further understand how SMEs perceive the importance of accounting information 
particularly information beyond the narrow scope of traditional AIS. 
Another equally important issue is how well do the managers of SMEs understand the 
capabilities of various technologies available and how effectively can they use them? As 
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SMEs require more information to deal with higher uncertainties in competitive and market 
demand conditions, they also need to enhance their IS and thereby increase their information 
processing capabilities to match with higher information requirements (Van de Ven and 
Drazin, 1985). Despite the importance of aligning organisational information requirements 
and information processing capacity, Goldsworthy (1996) argued that many IT professionals 
were concerned only with getting systems designed and implemented. They often failed to 
see that the aspect they should have been concentrating on was actually the information 
itself. The situation is even more crucial within SMEs as there is often a lack of accounting 
and ITAS support (Mitchell et al., 2000). 
Goldsworthy's (1996) argument is reflected in the early trends of IS studies which focused 
on the issue of IT adoption such as factors determining the acquisition of computer systems 
(e. g. Igabria et al., 1997; Thong, 1999), attitudes and perceptions towards IT, problems and 
benefits of computerisation (e. g. Raymond, 1992; Cragg and Zinatelli, 1995), and the level 
of IT sophistication (e. g. Kagan et al., 1990; Cragg and King, 1992; Raymond and Pare, 
1992) among SMEs. Others report on issues and concerns of IS implementation facing 
SMEs (e. g. Yap et al., 1992; Lai, 1994; Magal and Lewis, 1995; Fuller, 1996; Foong, 1999). 
Recent studies are concerned with more strategic issues such as the alignment between 
business strategy and IT strategy (e. g. Ballantine et al., 1998; Levy et al., 2001; Cragg et al., 
2002). 
In general, results from previous studies indicate that IT adoption has grown tremendously 
within SMEs. In spite of this, there is considerable evidence to suggest that very few of the 
resulting systems have had significant impact on the way management makes decisions. For 
instance, King et al. (1991) and Shahrum et al. (1996) found limited evidence that IT is used 
to support decision-making. Earlier, Raymond and Magnenat-Thalman (1982) found that 
many SMEs used IT to support operational and adn-dnistrative tasks. IS researchers have 
also struggled to show a direct impact of IT on performance (e. g. Garsombke and 
Garsombke, 1989; Cragg, 1990; Cragg and King, 1992). On the contrary, results from 
several case studies and empirical research support the idea that IT helps SM[Es develop and 
implement business strategy (e. g. Levy and Powell, 2000; Lesjak, 2001a, 2001b; Levy et al., 
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1999 and 2001). Again, there is a need to further understand how IT is strategically used to 
support decision-making, which in this case, is how IT is used to support the demand for 
accounting information among SMEs. 
In line with the recent trends, Goldsworthy (1996) suggests that IT needs to be viewed with 
a broader focus on the business aspects of IT, rather than the technology itself. This is 
important as the misalignment between organisational infonnation requirements and its 
information processing capacity has the tendency to inflict unnecessary expenses on the 
organisation. In that case, not only are the costly IT resources wasted but also even more 
costly human resources are mismanaged (Gorry and Scott Morton, 1971). On the other hand, 
providing managers with unnecessary information would in turn cause information overload, 
which could eventually hamper the performance of the organisations (Gul, 1991). 
Based on the above discussions, a framework which allows SMEs to gain a broader 
perspective on the various types of information together with the roles of IT as an important 
information processing mechanism is essential and can be a powerful means of providing 
focus and improving the effectiveness of IS implementation in SMEs. Using Galbraith's 
(1973) information processing theory as a theoretical foundation, this study attempts to fill 
the gap of this important research area by suggesting a study of the alignment between 
organisational information requirements and information processing capacity. The central 
idea is that to have a significant impact on performance, organisational information 
processing capacity must match its information requirements. In addition, this study will 
explore the impact of the alignment between organisational information requirements and 
information processing capacity on the success of IS implementation, and also the 
relationship between IS success and organisational performance. However, instead of 
exploring the information in a broad sense, this research takes a more restricted view by 
choosing a narrower information class, that is, accounting information, in which accounting 
is an important component of a modem IS within SNIEs (Mitchell et al., 2000). 
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1.2 RESEARCH QUESTIONS 
From the previous section, it has become clear that, despite conceptual and empirical 
research efforts addressed at a wide variety of accounting and IS issues, several areas require 
further clarity and studies. The research problem that is envisaged in this study is especially 
focused on the following: 
What is the relationship between organisational accounting information requirements 
and information processing capacity and what is the impact of aligning accounting 
information requirements and information processing capacity on the performance of 
SMEs? 
The research problem is subdivided into the following research questions: 
u What are the requirements for accounting information in SMEs? 
u What are the factors that influence accounting information requirements in SMEs? 
u What is the impact of the different level of IT sophistication on information processing 
capacity in SMEs? 
u To what extent does information processing capacity match the accounting information 
requirements of SMEs? 
o What are the factors that influence the alignment between accounting information 
requirements and information processing capacity in SMEs? 
a What is the impact of the alignment between accounting information requirements and 
information processing capacity on the success of IS implementation of SMEs? 
u What is the impact of the alignment between accounting information requirements and 
information processing capacity on the overall performance of SMEs? 
o What is the relationship between IS success and performance of SMEs? 
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1.3 CONTEXT OF THE STUDY 
This study explores the alignment of accounting information requirements (AIS 
requirement) and information processing capacity (AIS capacity) among SMEs in Malaysia. 
The AIS domain is explored within the context of four dimensions: (1) broad scope 
accounting information, (2) aggregated accounting information, (3) integrated accounting 
information, and (4) timeliness of accounting information. On the other hand, the IT domain 
is explored within the context of the following four elements: (1) technological 
sophistication, (2) informational sophistication, (3) functional sophistication, and (4) 
managerial sophistication. Accounting and IT, studied together, should provide new insights 
into the roles of accounting in IS development, in which accounting is already the prime 
source of information of an organisation. 
Several compelling reasons justify the selection of SMEs for this research. Kaplan (1994) 
argued that contemporary accounting research is best served by studying the largest and 
most successful subjects. The reason is that smaller businesses are less likely to possess the 
expertise or resources to make significant breakthroughs or innovations in contemporary 
accounting techniques and IT sophistication. However, Nfitchell et al. (2000) argued that 
'much of the research potential of SMEs derives directly from the contrast which they 
provide with large organisation as a research setting' (p. 2). In fact, the absence of 
professional or even experienced accounting and IS supports within the SMEs means that 
AIS design and IT sophistication found within this type of firms will be derived purely from 
the managerial needs and demand. Nfitchell et al. (2000) further argued that the size of 
SMEs provides a relatively less complex research object compared with that of the large 
organisation and thus the nature, role and development of AIS design and IT are more 
visible to the researcher. Therefore the SNIEs setting will provide a relatively pure and 
focused insight into the management needs for accounting information and IT as an 
information processing mechanism. 
The context within which AIS and IT is investigated is the manufacturing sector, which is 
characterised as among the earliest to adopt IT for the SMEs (Raymond and Magnenat- 
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Thalman, 1982). The manufacturing sector is considered information-intensive (Chan et al., 
1997) and is expected to provide the widest usage of computer-based IS and accounting 
information due to the presence of all major business functions (Raymond and Magnenat- 
Thalman, 1982). The firms generally process high volumes of data and rely heavily on 
computer-related technologies for information handling (Chan et al., 1997). Hence, it is 
more likely that SMEs in this sector will have a higher level of maturity in terms of IT 
utilisation and accounting information usage. Therefore, manufacturing firms are more 
likely to be in a position to align their AIS requirement to AIS capacity. Further, developing 
economies like Malaysia rely heavily on manufacturing industries and also are very different 
from developed countries particularly in terms of IT development (Raman and Yap, 1996). 
1.4 SIGNIFICANCE OF THE STUDY 
One of the distinctive contributions of this study, to the field of accounting and IS, is the 
exploration of AIS alignment. Numerous studies have investigated the factors that determine 
the characteristics of AIS design and IS implementation. However, these studies focused on 
the integration between AIS design or IT sophistication and contingency factors such as 
environment, strategic choice, and organisational structure. No attempt has been made to 
examine the fit or alignment between organisational accounting information requirements 
and its information processing capacity, and more importantly its impact on performance. 
Therefore, this study attempts to fill this gap by giving insights into the requirements of 
various characteristics of accounting information and the capability of its IS to yield the 
information required in the specific context of SMEs. 
Second, results from previous studies relating to the relationship between accounting 
information usage (e. g. McMahon and Davies, 1994; Thomas and Evanson, 1997; Gorton, 
1999; McMahon, 2001 a and 200 lb) or IT utilisation (e. g. Cron and Sobol, 1983; Garsombke 
and Garsombke, 1989; Cragg and Ying, 1992; Raymond et al., 1995) and performance are 
inconclusive and in many instances contradictory. This study takes a different approach by 
examining the impact of aligning AIS requirement and AIS capacity on IS success and 
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organisational performance. In addition, this study will also examine the relationship 
between IS success and performance. Whilst many studies have investigated the factors 
determining the success of IS implementation in SMEs, very few have attempted to examine 
the relationship between IS success and performance. 
Third, the identification of factors that influence the level of AIS requirement, the 
investigation of the relationship between IT sophistication and AIS capacity, and the 
identification of factors that contribute most to the alignment between AIS requirement and 
AIS capacity will extend current understanding of how effective IT planning is carried out in 
these organisations. Such findings are a necessary foundation for the eventual development 
of effective IT strategies for the SMEs. 
Fourth, this research would further enrich the validation of measurement of the concept of fit 
in the SMEs context. Raymond et al. (1995) explore the alignment between IT sophistication 
and organisational structure. Bergeron et al. (2001) explore the alignment between strategic 
IT management and strategic orientation. Cragg et al. (2002) explore the alignment between 
IT strategy and business strategy. The findings of these studies provide support for past 
observation (e. g. Chan et al., 1997) that the moderation approach of measuring fit is more 
meaningful than the matching approach when the performance criterion is included in the 
research model. 
Fifth, there are few studies of accounting practices and IT adoption in Malaysia particularly 
in SMEs. Most of the existing studies were conducted in late 1980s' and 1990s' in western 
countries such as Australia, United Kingdom, United States and Canada. Tan (1997) uses 
the term 'matured leopard' for the various countries of Asia-Pacific comprising Australia, 
Japan and New Zealand, 'growing tigers' for countries comprising Hong Kong, Singapore, 
South Korea and Taiwan, and developing economies such as China, Malaysia, Philippines, 
and Thailand as 'young lions'. The pursuit of IT in various regional countries is diverse and 
use of IT also varies tremendously within these countries. Tan (1997) concludes that, 
comparatively, very little has been researched in the countries referred to as 'young lions'. 
Developing countries like Malaysia are also very different in many aspects from those of 
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developed economies and even newly industrialised economies such as Singapore (Thong, 
1999). Emerging economies are found to rely heavily on government assistance and 
incentives to accelerate the use of IT (Kraemer et al., 1992). Mc Intosh (1998) reveals that 
firms in different countries adopted IT in similar ways but derived different levels of 
competitive benefit due to cultural differences. Further, since such studies in this part of the 
world are relatively rare, it would be interesting to compare the findings with those of the 
more developed nations. 
Finally, the findings of this study might be of interest to relevant agencies in Malaysia such 
as The Small and Medium Industries Development Corporation (SMIDEQ, Federation of 
Malaysian Manufacturing (FMM), Ministry of International Trade and Industry (MITI), 
Malaysian Industrial Development Authority (MIDA), Malaysian Science and Technology 
Information Centre (MASTIC), Malaysian Technology Development Corporation Sdn Bhd 
(MTDC), Malaysian Administrative Modemisation and Management Planning Unit 
(MAMPU), and other relevant bodies with responsibilities for IT development in Malaysia. 
The information provided might assist policy makers in formulating strategies to encourage 
the effective use of IT among businesses, particularly SMEs. Moreover, the findings might 
have implications for larger businesses interested in encouraging computerisation among 
their strategic business alliances. It is particularly important as SMEs are seen to be one of 
the primary foundations for Malaysian future industrial thrust (Mahathir, 1991). 
1.5 ORGANISATION OF THE THESIS 
Chapter One gives an overview of the thesis, the identification of the research problems, the 
reasons for undertaking this research and the significance of the study. Chapter Two reviews 
the literature related to accounting, IT and IS, and SMEs. Chapter Three discusses the 
research model and descriptions of the research propositions to be tested. Chapter Four 
outlines the research method used in collecting data for analysis, as well as the process of 
refinement of the research instrument. Chapter Five discusses the content of the 
questionnaire which is the research instrument used for this study. Chapter Six reports on the 
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descriptive statistics related to the sample. Chapter Seven offers an in-depth discussion on 
the analysis and measurement of alignment between AIS requirement and AIS capacity. 
Two approaches to measurement of fit are discussed, namely, the matching approach and the 
moderation approach. Chapter Eight presents and discusses the results of cluster analysis. 
Cluster solutions for both approaches are discussed and analysed. Chapter Nine and Chapter 
Ten offer an in-depth discussion on the testing of research propositions as well as critical 
analysis of other findings. The final chapter, Chapter Eleven, summarises the results and 
concludes by offering recommendations for managers and suggestions for future research. 
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Chapter Two 
A REVIEW OF LITERATURE AND RELATED RESEARCH 
2.1 INTRODUCTION 
IS researchers have been advised repeatedly to ground their research in relevant reference 
disciplines. The focus of this study is to explore AIS alignment, which represents the fit 
between AIS requirement and AIS capacity, among SMEs. Hence, the relevant disciplines 
are accounting, IS, and small business research. The chapter begins with an overview of 
SMEs and recent IT development in Malaysia. In the discussion that follows, accounting 
literature provides an overview of AIS development among SMEs. This is followed by a 
review of IS literature related to the sophistication of IT utilisation and the level of IT 
success among SMEs. Finally, the last part of the chapter discusses different perspectives of 
fit. 
2.2 SMES AND IT DEVELOPMENT IN MALAYSIA 
Malaysia is rapidly shifting its orientation into an IT-based environment. For example, the 
National Information Technology Agenda (NITA) formulated in 1996, provides the 
framework for the orderly development of the country into information and knowledge 
based society by year 2020, with emphasis on the use of technology in processing and 
disseminating information. The key initiative was the establishment of the Multimedia Super 
Corridor (MSC) in 1996. The MSC is designed to spearhead the country into a borderless 
and paperless environment where the creation of sophisticated and advanced IT products 
will change the way people do businesses in the future. The effort of the Malaysian 
government is consistent with the increasing global demand and usage of IT as a 
competitive weapon to compete in a global environment. The information revolution is said 
to have rapidly changed the nature of business practices (Porter and Millar, 1985), creating 
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competitive advantages for those who appreciate its effect and potential (Chan and Kelvin, 
1990). 
The Malaysian economy has been one of the best performers among developing countries 
over the past two decades due to the effort made by the government to move from a 
primary-commodity sector to the manufacturing sector (FMM, 2001). The manufacturing 
sector, particularly SMEs, is seen as the main thrust in achieving the vision of a fully 
developed and industrialised country by the year 2020. In view of this, the government is 
constantly trying to promote and upgrade SMEs to provide a strong and competitive industry 
for the success of large industries. The establishment of the Small and Medium Industries 
Development Corporation (SMIDEC) in 1996 was in recognition of the need for a 
specialised agency to further promote the development of SMEs through the provision of 
advisory services, fiscal and financial assistance, infrastructure facilities, technologies 
enhancement, human resource development, market access and other support programmes 
(SMIs Handbook, 2001/2002). 
Based on the principal statistics of the manufacturing sectors in 1996, there are more than 
20,000 SMEs representing about 91% of the total manufacturing establishments in Malaysia 
(SMIs Handbook, 2001/2002). Therefore, SNIEs assume a significant role in the country's 
industrialisation programme. For example, the Second Industrial Master Plan or IMP2 
(1996-2005), which charted the strategic directions and strategies for industrial 
development, sets in place policies and programmes to further develop and integrate the 
domestic SMEs as the critical and strategic link in the development and strengthening of 
industry cluster formation, and increase domestic value-added. One of the main thrusts of 
the IMP2 is to meet the challenges of a global environment by encouraging the utilisation of 
information intensive and knowledge driven processes of high value-added manufacturing 
related activities. 
SMEs also play a vital role in the overall national economic development as they contribute 
significantly in terms of employment generation and income distribution. According to the 
SMIs Handbook (2001/2002), SN1Es' contribution to the manufacturing sectors output 
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growth increased to almost 19% in 1999 (1998: 15.8%). Its share of total employment was at 
29% (1998: 30%). The major contributor for the growth was from the resource-based 
sectors, namely, food processing, furniture fixture and wood product, and electrical and 
electronics sub-sectors. 
Competitive pressures in today's global economy increasingly demand that firms quickly 
create technologically advanced, custornised products at relatively low costs. In the light of 
this, businesses, particularly SMEs, need to recognise that IT has the potential to improve 
productivity, quality and performance, areas that are essential for the survival and success of 
their companies (Mc Intosh, 1998). In addition, SMEs need to rely more on non-financial 
and future-oriented information such as price changes, market trends, and customer 
behaviour, among others, to survive and grow (El Louadi, 1998). It is becoming increasingly 
difficult to make timely and informed decisions without the use of IT. It is even more critical 
where a strong SMEs base is needed to meet the challenges under ASEAN Free Trade Area 
(AFI'A) and World Trade Organisation (WTO). The maturing of other developing 
economies and those in transition, Vietnam for example, will also increase the intensity of 
global competition for Malaysia. 
While technological innovation including IT is well established in developed nations, 
emerging economies like Malaysia still rely on government assistances and incentives to 
accelerate the use of the technology (Kraemer et al., 1992; King et al., 1994). Despite 
various programmes established by the government, IT adoption among SMEs in Malaysia 
is still an issue of great concern. Ismail et al. (2001) surveyed manufacturing SMEs to 
determine the extent of IT use in accounting. They concluded that while a large majority of 
SMEs had computerised their accounting systems, the sophistication of IT adopted was still 
lagging the sophistication of those adopted in the developed nations. Sangaran (2001) noted 
that IT implementation among SMEs is still at a very basic level. While 90% of the 
community use computers, only 30% of the firms have some kind of Web presence and use 
IT in their daily operations. Earlier, Shahrum et al. (1996) found only 51% of small firms 
used computers. Fifty-three percent of the firms that use computers used them for financial 
and accounting purposes, whilst others used them for administrative activities. These authors 
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concluded lack of incentives from supporting agencies contribute to the low IT adoption rate 
among the firms. Another explanation is that the managers of SMEs are apprehensive of IT 
due to their unfamiliarity of the technology or not aware of the IT incentives offered by the 
relevant agencies (Soon, 1990; Peter, 1999). 
Raman and Yap (1996) criticised the approach adopted by the Malaysian government. These 
authors argued that the lack of coherent national plans and disintegrated trainings 
programmes at various levels is a major factor that contributes to the slow rate of IT 
adoption among SMEs in Malaysia. For example, while a mandate for developing a national 
IT plans has been given to several bodies and numerous committees have been formed, no 
definitive plan has actually emerged. In contrast, the government of Singapore sets clearer 
policy directions and phased programmes and established a single agency, named as the 
Small Enterprise Computerisation Programme (SECP) to encourage and assist SMEs to 
become more competitive through the application of IT in their operations (Gable and 
Raman, 1992). 
Thus, on grounds of both economic magnitude and importance in achieving Malaysia's 
aspiration to become a fully developed and industrialised nation by the year 2020, a strong 
case can be made for focusing on the SMEs. A comprehensive study on the information 
needs and the sophistication of IT utilisation may deepen current understanding of the 
effectiveness of IS implementation among the firms. By drawing comparisons with related 
studies on SMEs with developed nations such as the United Kingdom and North America, it 
may also highlight the effectiveness of the policies and directions set by the government and 
more importantly the desirable types of the government's interventions required. In addition, 
it will help gauge Malaysia's readiness towards globalisation. 
2.3 LITERATURE RELATED TO ACCOUNTING INFORMATION IN SMES 
This section discusses the extant literature relating to the practice of information provision in 
SM[Es. Initially information in SMEs is considered quite broadly, but progressively the 
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section focuses more closely on the accounting perspective. The section that follows 
discusses the literature relating to the IS implementation in SMEs. 
2.3.1 Information Needs in SMEs 
SMEs are under particular pressure to make accurate decisions given the competitive 
conditions under which they typically operate (Blili and Raymond, 1993). In addition, 
external forces such as changes in government regulations, tax laws and interest rates tend to 
have more impact on SMEs than on larger businesses (Welsh and White, 1981). Therefore, 
SMEs require more information to make good decisions (El Luoadi, 1998). Central to 
decision-making, especially if taken place under pressure, 'is the set of information on 
which decisions are predicated ... the scale, scope, quality and timeliness of information all 
have a crucial bearing on the decisions managers make' (Nfitchell et aL, 2000: p. 15). 
A number of studies have been carried out to identify the information needs in SMEs. First, 
Zhiyou (1990) reported results of a survey conducted by The Institute of Scientific and 
Technical Information of China (ISTIC). The author concluded that the information needs in 
SMEs are a collective concept which may be expressed by following the requirements of 
two types of personnel. Management personnel, comprising persons engaged in 
management and administration, are willing to have a clear understanding about the macro- 
information in areas of technology, and economy and management, such as recent 
developments, trends, market supply and demand, new products, and technology policies. 
On the other hand, technical staff, who are mostly engaged in concrete technological work, 
would prefer more practical, detailed and relevant information. 
Second, Fang (1990) reported results of a survey of 1,000 enterprises, mostly SMEs, in 
Shanghai, China. The survey revealed 85% of SMEs found information to be a valuable 
resource, but only 7% had systematic ways of handling information. Their information 
needs were found to be varied. Market information (85%) and technical information (70%) 
were ranked highest, but also significant were management information (34%), personnel 
information (13%) and financial information (18%). 
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Third, in reporting on a study commissioned by the European Community (EC) into IS 
development for small firms, Trindade (1990) concluded that the growth and success of 
SM[Es depended increasingly on reliable and timely information about market situations and 
opportunities, new technologies, and industrial and commercial processes. The author 
argued that SM[Es typically face a lack of in-house expertise in developing IS, which not 
only hampered the capacity to develop internally a system that can serve the firm's purpose, 
but also limited the capacity to evaluate and access available IS that can be adapted to meet 
the firm's unique internal needs. As an alternative, the author suggested the SMEEs use 
existing reliable and relatively low-cost information technologies to meet their needs. It was 
emphasised that such needs may have to be met by constraining the complexity of the 
information system, and above all by ensuring its cost-effectiveness. 
2.3.2 The accounting perspective 
Horngren and Sunden (1987: p. 3) defined AIS as 'a formal means of gathering and 
communicating data to aid and coordinate collective decisions in light of the overall goals or 
objectives of an organisations'. This definition gives a broad view of AIS, which highlights 
the process of communicating data to assist the management to make decisions. Reneau and 
Grabski (1987) noted that AIS encompasses systems that are used either by accountants, by 
other decision makers employing accounting information, or in tasks that involve the 
application of accounting data. The AIS is a subset of management information systems 
(MIS), which is a formal system that supports the management planning and control systems 
(Cushing and Romney, 1994). An effective AIS should therefore provide to both internal 
parties, that is, management accounting systems and external parties, that is, financial 
accounting systems, with relevant and timely information (Holmes et al., 1990). 
Basically, studies in AIS can be classified into two categories. First are studies that 
investigate AIS from the perspective of financial accounting. Second are studies that 
investigate AIS from the perspective of management accounting. The financial accounting 
systems reports standard historical financial-related information such as balance sheet and 
profit and loss statements mainly for external users, whereas the management accounting 
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systems prepares both financial and non-financial related information for internal users. 
Compared to the financial accounting systems, the management accounting systems is more 
future-oriented and varies according to specific requirements of the management. 
Management accounting systems is responsible for providing management with information 
for strategic, management and operational decision-making purposes (Hall, 2000). 
However, the existing literature provides little illustration of AIS development within the 
SMEs, in particular management accounting systems. Indeed, there is considerable evidence 
to suggest that within SMEs financial accounting has remained the principal source of 
information for its management. 
2.3.2.1 Financial accounting systems 
Holmes and Nicholls (1988) found the preparation of accounting information in small firms 
in Australia is limited to the basis of statutory accounts such as balance sheet and profit and 
loss statements, and to some extent budgets that are based on the statutory accounting 
information. Small firms are highly dependent on accounting firms to prepare and interpret 
the financial statements. The authors concluded that the amount and nature of accounting 
information prepared or acquired are dependent on firm size, age of firm, industrial types 
and the owner-manager's education. 
Palmer (1994) conducted interviews with 36 small independent retailers in the United States. 
The study found nearly all firms prepared profit and loss statements mainly for income tax 
purposes. The majority of firms also prepared a balance sheet but only a few firms prepared 
cash flow statements and forecasted financial statements. Although sales figures were the 
primary concern for most of the managers, most of them did not have any idea of the cost of 
goods sold and profit margin. In addition, accounting firms prepared about half of the firms' 
financial statements. The author argued that a lack of basic accounting knowledge among 
the managers lead to the low level of accounting information usage. The author suggested 
that managers of small firms need financial guidance for the firms' survival as the study 
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indicates that the success of the firm is positively related to the extent of accounting 
information usage. 
Mairead (1997) reported results based on a survey of small firms in Ireland. The study found 
most of the firms produced financial accounting information in order to comply with 
statutory requirements despite almost all the firms making use of computerised accounting 
system. The study also found no evidence on the use of management accounting methods or 
techniques in the decision-making process. Anonymous (1998) found statutory accounts are 
the most important sources of management information for small firms in the United 
Kingdom. However, the author suggested that the firms become less dependent on statutory 
and external sources as they grow and gradually develop their own IS for managing the 
company. 
A number of studies have also attempted to investigate the relationship between the extent 
of accounting information usage and organisational performance. For example, McMahon 
and Davies (1994) examined the relationships between historical financial reporting, 
analysis practices and the achieved rate of growth and financial performance of small firms 
in the United Kingdom. The study found firms that had more comprehensive reporting in 
terms of both the number of statements obtained and their frequency are more likely to 
employ financial analysis. However, the study found weak relationships between financial 
reporting practices and performance and the rates of growth and performance. 
Thomas and Evanson (1997) also found lack of associations between the use of financial 
ratios and performance of small independent retail pharmacies in the United States. The 
authors argued that a lack of sophistication in financial ratio interpretation on the part of the 
managers of small firms prevented usage from making a discernible difference to 
performance. 
Gorton (1999) examined the relationships between the use of computerised accounting 
systems and growth and the construction of financial plans, growth and financial plans, and 
educational achievement and financial plans among SMEs in the United Kingdom. The 
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study found the following relationships: firms using computerised accounting systems are 
more likely to experience high growth; firms which constructed a financial plan are more 
likely to also employ computerised, accounting systems than those that are not; those firms 
which fall into the high growth category are more likely to have constructed a financial plan; 
and those firms headed by owners-managers with higher educational achievement are more 
likely to have constructed a financial plan. 
More recently, McMahon (2001a) investigated financial reporting practices among SMEs in 
the manufacturing sector in Australia. Based on 11 financial reporting practice variables, the 
study found positive relationships between financial reporting practices and firm size, 
business growth and business performance. However, McMahon (2001b) found financial 
management characteristics are relatively unimportant compared to firm characteristics in 
influencing SMEs achievement. Gorton (1999) and McMahon (2001a, 2001b) warned that 
careful consideration should be taken in interpreting the results of the relationship between 
financial management practices and business performance since various other factors such 
as development orientation and external financial advice might collectively influence the 
performance. 
2.3.2.2 Management accounting systems 
The most prominent prescriptive guidance for management accounting in SMEs appears to 
be general in nature and comes in the form of monograph publications (Mitchell et al., 
2000). First, Snow (1967) as quoted in Mitchell et al. (2000: p. 22) focused on the 
generation of interim accounts for the smaller manufacturing concern. This represents a 
monthly reporting of the three key financial accounting statements (i. e. balance sheet, profit 
and loss account and cash flow statement). 
Second, the Association of Certified Accountants (ACA) publication by Perry (1963) quoted 
in Mitchell et al. (2000) is also restricted by an emphasis on a financial accounting 
framework where emphasis is placed on the generation of quarterly profit and loss accounts 
and cash flow statements. However, annual accounts and in general audited accounts, 
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prepared to meet statutory requirements, present no more than a formal, historical picture of 
a business. Only by using accounting data for positive management control can the benefits 
of higher productivity and profitability be generated (NEtchell et al., 2000). It should be 
noted that when these two monographs were published, the world was a very different place 
in an IT sense. SMEs typically did not have access to mainframe computers, personal 
computers had not been developed, and advanced accounting software and related software 
like spreadsheets and databases had also not been developed. 
More recently, the Chartered Institute of Management Accountants (CIMA) has collaborated 
with the International Federation of Accountants (IFAC) to produce a package of advice for 
small firms entitled Financial Management Fundamentals (IFAC/CIMA, 1998). This 
publication differs from the above two publications primarily in terms of its scope. While 
there is an acknowledgement of the value of regular internal management reporting based on 
conventional financial statements, the publication's orientation is to consider management 
accounting as a managerial component which must fit the overall business situation. Thus 
strategy, the market, firm capabilities, competencies and ambitions, are all key background 
factors which should influence management accounting. A general list of the types of 
information that might constitute the supply of management accounting is provided as a 
checklist for consideration in Table 2-1. 
Table 2-1: Possible types of management accounting information relevant to small firms 
Break-even point Performance by budget 
Analysis of costs 
Product costs 
Monthly earnings 
Actual revenue and expenditure 
Non-financial indicators 
Seasonal factors in sales, costs, purchases 
Order-book infonnation 
Key suppliers and customers 
Trade amounts owed and owing 
Borrowings 
Key financial ratios Investment in fixed assets 
IFAC recently published a booklet entitled Setting Strategic Directions in Small and 
Medium Enterprises: A Guide for Professional Accounting Advisors (IFAC, 2000). The 
guide provides a comprehensive document to assist those in management and management 
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accounting in their endeavours to assess, review and established strategic direction and 
focus. It encompasses a review of position, strengths, and opportunities for enhancement. It 
offers help on conducting a strategic audit, which addresses, among other things, a firm's 
product or service markets and competitive position. In addition, sections of the guide focus 
on key performance indicators, segment strategies, financial planning, performance 
measurement, and strategic business planning. 
Mitchell et al. (2000) reported results of a comprehensive study commissioned by the CIMA 
into the development, use and importance of management accounting in small firms. Based 
on a sample of over 80 Scottish small firms and three case studies, the study found extensive 
use of management accounting information in small firms. For example, budgets, costing, 
cost management techniques and financial performance indicators were all widely evident 
among the firms and were used to activate and direct operations and to influence a broad 
range of key decisions. The results of the study also suggested that the development of 
management accounting information in the small firms is influenced significantly by key 
events and contingencies such as the competitiveness of the market environment. Based on 
the results of their study, the authors argued that the idea of general prescriptions for the 
management accounting systems of small firms is inappropriate. Rather, they suggested that 
the sources of variation in organisation characteristics and circumstances such as size, 
performance, growth rates, managerial expertise and sectoral location should be considered 
as fundamental to management accounting systems design. 
Perren et al. (1998) showed that research into management information, control and 
decision-making in SMEs appears on the surface to be contradictory. First, there are studies 
that take an objective view of management accounting and focus on the formal systems that 
exist in SMEs. These studies often suggested that SMEs have little management 
information, poor control and decision-making is ad hoc. For example, Nayak and 
Greenfield (1994) revealed that, while a great majority (89%) of small manufacturing firms 
in the United Kingdom had not found accounting difficult, only 34% of the firms used any 
form of budgeting and 16% of firms with debtors kept no debtor records. On the other hand, 
studies that adopt a more subjective perspective found SMEs acquire effective information 
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and control through informal means and that decision-making can be sophisticated. For 
example, Curran et al. 's (1997) investigations of pricing in small firms found while the 
methods were informal they supported quite sophisticated decision-making. These studies 
mostly focus on management accounting that is created idiosyncratically in the owner- 
manager's business. Based on four case studies in the service sector in the United Kingdom, 
Perren and Grant (2000) concluded that the contradiction stems largely from the researchers' 
paradigm rather than any real contradiction. 
Marriot and Marriot (2000) investigated the management information needs, the type and 
frequency of information preferred in small firms. Based on the results of semi-structured 
interviews with 15 small firms in Wales, the authors concluded that financial awareness 
among the managers varied considerably. Whereas some firms prepared management 
accounts, they were often incomplete and inaccurate. The study also found that small firms 
used computers for the preparation of management accounting information, but usually not 
to their full potential. The authors suggested that accounting firms have an important role in 
increasing the financial awareness of smaller firm managers and can provide a management 
accounting service to meet their needs and abilities. 
Another category of management accounting studies which was largely carried out in 
medium and large sized organisations focuses on the relationships between contextual 
factors and management accounting systems design. These contingent-based studies 
generally focus on two broad dimensions of management accounting system: (1) the 
characteristics of management accounting information and systems; and (2) the use of 
management accounting techniques (Mak, 1989). For example, Gordon and Narayanan 
(1984) and Chenhall and Morris (1986) investigated the relationship between environmental 
uncertainty, organisational structure and management accounting systems design. Both 
studies provided strong empirical evidence to support the propositions that contingency 
factors such as environmental uncertainty and structure affect the characteristics of 
management accounting systems. Chenhall and Langfield-Smith (1998) examined the extent 
to which manufacturing firms in Australia have adopted certain traditional and recently 
developed management accounting practices. The study found that while the recently 
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developed techniques were more widely adopted than found in prior studies, the rates of 
adoption of traditional management accounting practices were higher than the new 
techniques. The authors suggested that the majority of firms, particularly larger ones, have 
adopted a range of management accounting techniques that emphasis non-financial 
information and take a more restricted focus. 
Others extended these studies by examining the impact of the interaction between contextual 
factors and management accounting systems design on organisational performance. For 
example, Govindarajan (1984) investigated the relationship between environmental 
uncertainty, performance evaluation style and business unit performance. Gul (1991) 
examined the interacting effects of the management accounting systems and environmental 
uncertainty on small businesses performance. Choe and Lee (1993) examined the 
interactions among the influence factors, the contextual variables, and the information 
characteristics of AIS. NIia (1993) investigated the relationship between environmental 
uncertainty and management accounting systems and eventually the role of management 
accounting systems in improving managers' performance and their job satisfaction. Mia and 
Chenhall (1994) examined the moderating effects that differentiation of activities had on the 
relationship between the extent to which managers use broad scope accounting information 
and performance. Gul and Chia (1994) investigated the interaction effects of environmental 
uncertainty, decentralisation and management accounting systems design and its impact on 
managerial performance. Chong (1996) examined the interactive effects of management 
accounting systems design and task uncertainty on managerial performance. Findings from 
these studies generally support the proposition that appropriate fit between contingency 
factors and management accounting systems design contributes to superior performance. 
Chong and Chong (1997) examined the intervening role of management accounting systems 
on the relationship between strategy and environmental uncertainty on organisational 
performance. The authors suggested that organisational strategy and environmental 
uncertainty are important antecedents of management accounting systems where 
sophisticated management accounting systems design will eventually lead to better 
performance. Earlier, Abernethy and Guthrie (1994) found the effectiveness of business 
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units is dependent on a match between management accounting systems design and 
organisational strategic choice. 
Mia and Clarke (1999) examined the mediating role of managers' use of management 
accounting information in the relationship between the intensity of market competition and 
business unit performance. Their study found increasing intensity of market competition is 
associated with use of the accounting information, while increasing use of the information is 
associated with improved business unit performance. Mak (1989) examined the relationships 
between perceived environmental uncertainty, sophistication of control systems (i. e. 
operational control systems, management control systems, and strategic planning), and 
financial performance. Using the interaction approach to fit, this study found very limited 
support that fit between environmental uncertainty and sophistication of control systems was 
related to financial performance. However, this study showed strong support that 
consistency among components of the control systems was related to financial performance, 
which suggests that internal consistency among organisational subsystems may be more 
important to organisational performance. 
More recently, Reid and Smith (2000) conducted a longitudinal study to investigate the 
impact of contingencies on management accounting systems development in small 
businesses. Results from the study support the propositions that the introduction of 
management accounting systems developments is related to the timing of contingent events 
such as cash flow crises, finance shortfalls and innovation particularly in the cases of cost 
management and computer applications. In addition, the study found that the sophistication 
of the management accounting systems is determined by market dynamics, sub-unit 
interdependence, and work methods. 
The above discussions indicate that, while management accounting practices are more 
widely adopted in SMEs, a majority of SMEs in particular small firms still prepared and 
relied on financial accounting system for its management. SMEs are also more likely to 
outsource their accounting works than larger firms due to the lack of accounting knowledge 
and support (Reid et al., 1999; Reid and Smith, 1999). Duncan (1993) argued that the 
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managers of SMEs tend to see accounting activity as a paperwork burden rather than an 
important component of the firm's IS that delivers relevant and timely information upon 
which decisions can be made. However, it should be noted that with the exceptions of 
Gorton (1999) and McMahon (2001a, 2001b), most of the financial accounting studies 
focused on small firms employing less than 50 employees, and thus cannot be generalised to 
SMEs. On the other hand, contingent-based studies focused largely on large organisations 
which cannot be generalised to smaller firms because of fundamental differences between 
larger and smaller firms (DeLone, 1988). Most of these studies also focused on the 
perceived importance or perceived usefulness of accounting information while neglecting 
the availability of the information. In addition, studies that investigated the relationship 
between the sophistication of accounting practices and performance produced inconclusive 
and in many instances contradictory results. Gorton (1999) suggested that varying 
definitions of SMEs and type of businesses covered contributed to the mixed results. 
2.3.3 Accounting and Information Technology 
Accounting has always been seen as a front-runner in IT usage (Xiao et al., 1996). Indeed, 
accounting is the first area to be computerised in most organisations (Carr, 1985; Macintosh, 
1985) where the application of IT in accounting has become all pervasive even to the 
smallest businesses (Clark and Cooper, 1985). Unfortunately, the use of IT in accounting is 
not always satisfactorily. For example, Raymond and Magnanet-Thalman (1982), King et al. 
(1991) and Chen and Williams (1993) found limited evidence that IT is used to support 
decision-making. In most organisations, IT is used mainly to automate routine manual 
accounting procedures with automated processes (Williams, 1991). King et al. (1991) 
argued that even though automation of accounting processes save time and made book- 
keeping more comprehensive, accurate, timely and frequent, it does not help produce more 
focused and tailored information. McCosh (1986) observed management accounting reports 
do not satisfy the information needs of management, while King et al. (1991) suggested that 
IT usage in accounting results in managers challenging the existing reports or demanding 
more information. These results were perhaps to be expected in an era which emphasised the 
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'number-crunching' advantages of software systems, to the neglect of their managerial 
implications (Mitchell et al., 2000). 
More positively, Wichmann et al. (1987) argued that the computer is not a substitute for 
good accounting and business knowledge. Rather, organisations should use computers to 
provide more timely and detailed information to assist in interpreting the financial position. 
Thus, IT is seen to provide many opportunities for accountants. For example, Clark and 
Cooper (1985) suggested that accountants have the opportunity to contribute their financial 
and business skills to the formulation of IT strategy and to the process of planning and 
implementing IS. Collier (1984) and King et al. (1991) argued that the IT revolution changes 
the roles of management accountants from accumulation, analysis and preparation toward 
interpretation, evaluation, control and involvement in decision-making. 
Honig (1999) classified computerised accounting system into three major tiers. The 
Enterprise resource planning (ERP) system dominates the highest tier. The next two tiers 
consist of the high-end and the low-end systems. The low-end and high-end accounting 
systems are distinguished by the ease and speed with which information is pulled from the 
accounting database, the quantity of information that can be stored in the database, the 
intensity of use, and the ease of modification and customisation. (Spivak and Honig, 1997), 
whilst the ERP system is an integrated software package design to provide complete 
integration of an organisation's business information processing systems and all related data. 
The ERP system is conceptually based on event-driven systems concept, which includes the 
capturing of both financial and non-financial data to facilitate access and ad-hoc analysis 
(Gelinas et al., 1999). Among the popular modules offered by ERP vendors are purchase and 
sales order management, inventory and materials management, production and assembly, 
transportation, service and maintenance, marketing and sales, warehouse management, 
financial accounting, and human resource management (Everdingen et al., 2000). 
Despite the fact that accounting is the most widely used IT applications in organisations, not 
many studies have attempted to investigate the sophistication of IT used in accounting and 
its impact on organisational performance, particularly SMIEs. Generally, studies into IT in 
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accounting are largely descriptive and focus on the impact of IT on accountants, accounting 
functions and accounting firms (e. g. Barras and Swann, 1984; Collier, 1984; Carr, 1985; 
Clark and Cooper, 1985; King et al., 1991; Wilson and Sangster, 1992). For example, 
Wilson and Sangster (1992) examined the use of computer technology by the United 
Kingdom accounting profession. The study found 64% of accountants made extensive use of 
computers, while 3% making no use of computers at all. More than half of the organisations 
made extensive use of computers for accounting purposes. However, only 7% of the 
accountants considered themselves as possessing high computer literacy. These studies are 
useful in bringing IT-related issues into focus and raising awareness of the opportunities and 
threats to the accounting profession. 
Chen and Williams (1993) conducted one of the few empirical studies regarding the extent 
of IT use in accounting. The study found only 55% of small firms in a rural county in 
Eastern England had adopted microcomputers, and a majority of the firms use them for 
operational activities. Further, the study found 60% of the firms that used computers had 
also computerised their accounting system. A more recent study by Duschinsky and Dunn 
(1998) found almost 90% of 800 SMEs in the United Kingdom had computerised their 
accounting system. Eighty-six percent of the firms used IT for invoicing, 73% for 
management reporting, and 66% for payroll. Ismail et a]. (2001) found 33 out of 36 SMEs in 
the northern region of Peninsular Malaysia had computerised their accounting systems. 
However, 19 (57%) of the firms were still using a combination of manual and computerised 
accounting systems. Only 5 (15%) of the firms that used computerised accounting systems 
were using them online and in real time. The most popular accounting modules were general 
ledger, accounts receivable and payable, inventory and payroll. The utilisation of more 
advance modules such as manufacturing, production planning and scheduling, financial 
planning, and forecasting were still minimal. 
Henry (1997) surveyed the nature of computerised accounting system among businesses in 
the United States. The study found a majority of businesses had computerised their 
accounting systems. About half of the firms used multi-user accounting systems. However, 
40% of the firms were still using a combination of manual and computers. Only 28% of the 
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systems used online and real-time processing, and more than half of the systems were 
running on a DOS based operating system. Tate (1999) found only 22% of accounting 
software users were running in Windows environment. 
Powell and Xiao (1996) investigated the extent, mode, and quality of IT use in accounting 
among major firms in the United Kingdom. The study found over 94% of the firms had 
computerised their accounting system. Almost all firms operated a transaction-based system, 
nearly 90% employed decision support tools such as spreadsheet or financial modelling 
systems, one-third applied executive information systems and 15% used expert systems. 
About half of the firms had also integrated their accounting system with other applications. 
Further, the study found the extent of computerisation was greater in large than small and 
medium sized firms. However, a slight difference existed between medium and small sized 
firms. 
Recent studies in the United States and Australia revealed that more than half of large 
organisations had implemented or were in the process of implementing ERP system (Mabert 
et al., 2000; Booth et al., 2000). SMEs are also increasingly finding it cost effective and a 
competitive necessity to follow the approach. For example, Everdingen et al. (2000) found 
about 27% of European mid-size companies had installed ERP software in one or more 
functional areas. Gable (1998) suggested that marketplace development, infrastructure 
technology improvement, and improvements in ERP system are all encouraging the SMEs to 
consider the system. 
Hunton and Flowers (1997) surveyed 229 listed companies in Canada and United States. 
The study used an expert panel opinion survey and assigns a relative degree of 
sophistication to each of twelve categories of software used by accountants and six 
categories of hardware used to support the applications. The study found positive 
relationships between IT sophistication and cultural innovativeness, and IT sophistication 
and IS success, particularly system quality, information quality and organisational impact. 
Surprisingly, the study found a negative correlation between IT sophistication and 
organisational size. The authors suggested that lower capital and risk barriers due to the 
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dramatic decrease of IT cost at which firms of all sizes can benefit from the latest 
technology might explain the finding. Another possible explanation is that medium 
companies may have expanded from small companies but their managers may have limited 
abilities, i. e. time and education to increase the sophistication of the system. 
Past studies also revealed that unlike larger organisations, SMEs are more likely to purchase 
ready-made accounting packages that are cheaper than custorn-tailored or internally 
developed package (e. g. Gray, 1991; Shahrurn et al., 1996; Henry, 1997). Another advantage 
of ready-made packages is that the owners-managers can select the software from a well- 
known and established vendor that should provide reliable after sales services. Furthermore, 
built-in custornisation tools, flexible reporting and other features available in these packages 
provide greater options to the SMEs to choose appropriate accounting package that suit their 
business needs at more affordable costs. However, Mattingly (2001) argued that there is no 
single best accounting product, even a well-designed system might handle only 85%-90% of 
users' needs. Further, custornisations made to a ready-made package might in turn impose 
drawbacks, as the product no longer could be upgraded without losing those modifications 
(Collins, 1999a). 
Collins (1999a, 1999b, 1999c) in his series of three articles highlighted nine important 
criteria that need to be considered to select the right accounting software: custornisation 
tools (i. e. financial reports, forms, input screen and source code); reliable and financially 
sound vendors; type of financial reporting (i. e. ability to integrate with third-party products, 
rating ratios, graphics, pivot table and event-triggered reporting); types of database (i. e. 
proprietary versus multiple), programming languages and account-number structure 
supported (i. e. characters and segments); Web-integration; multiple currency; easy to use 
(i. e. graphic guidance, default-rich settings, look and feel); and cost (i. e. software, hardware 
and consulting fees). 
Mattingly (2001) highlighted the issue of real-time versus batch processing. Although batch 
processing is preferable as financial and operations data is subject to review and posting 
prior to reporting, real-time processing enables the organisation to share all financial data 
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almost instantly and thus reduced the time necessary to close the accounts. In addition, real- 
time processing allows continuous measurement and reporting which is very important in 
today's competitive environment. 
Another important but often-neglected issue by organisations adopting computer-based 
information system is computer security (Wichmann et al., 1987). Software and hardware 
malfunction, destructive natural forces, human errors and computer viruses are examples 
that may cause a loss of information (Ontrack Computer, 1996). A study by Henry (1997) 
revealed that only 80% of companies backup their computerised accounting system. The 
study found only 74% of the companies secured their system with passwords, only 43% 
utilised anti-virus protection, and less than 40% employed physical security and 
authorisation for changes to the system. The possible explanation is that smaller 
organisations may be new to computer-based information system and thus could not fully 
appreciate the need for security. Further, the firms may not find the benefits of extensive 
security measures exceed their costs. However, the study found that companies using more 
sophisticated technologies such as networks, client/server, databases, and electronic data 
interchange employed a higher usage of security methods. 
In conclusions, studies of IT in accounting are found to be very descriptive. Most of the 
empirical studies take a simple approach to data analysis and lack rigorous statistical tests or 
sufficient data (Xiao et al., 1996). Though these studies provide insights into the nature and 
characteristics of computer-based accounting system, their exploratory nature fails to reveal 
other important areas such as the determinants of the sophistication and more importantly, 
its impact on performance. Rather more comprehensive studies have been conducted in large 
organisations (e. g. Powell and Xiao, 1996; Hunton and Flowers, 1997). Although these 
studies provide a basis for research in SMEs, their findings are unlikely to be generalised to 
smaller organisations. Another observation is that studies of IT in accounting tend to focus 
more on the technological aspect but often neglect other aspects of IT sophistication such as 
informational, functional and managerial (Raymond and Pare, 1992). Hence, a more 
comprehensive study of IT use in accounting is essential to assist relevant authorities to 
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formulate and design better strategies to stimulate the adoption and eventually increase the 
sophistication of computerised accounting system in SMEs. 
2.3.4 AIS design 
Yadav (1985) classified IS characteristics into three categories: (1) architectural 
characteristics, (2) information presentation structures, and (3) information characteristics. 
Of these three, information characteristics are considered key AIS design variables by many 
AIS researchers (e. g. Gordon and Narayanan, 1984; Chenhall and Morris, 1986; Gul, 1991; 
Mia, 1993; Choe and Lee, 1993; Gul and Chia, 1994; Mia and Chenhall, 1994; Abernethy 
and Guthrie, 1994; Chong, 1996; Chong and Chong, 1997). However, the characteristics of 
accounting information are not consistently defined in different studies (e. g. Gordon et al., 
1978; Ewusi-Mensah, 1981; Gordon and Narayanan, 1984; Chenhall and Morris, 1986). 
Among the characteristics of accounting information selected include focus, aggregation, 
orientation, time horizon, financial or non-financial, and quantitative or qualitative. 
One of the earliest studies into accounting information system designs was conducted by 
Gorry and Scott-Morton (1971). The authors classified the characteristics of information 
into seven categories: source, scope, level of aggregation, time horizon, currency, required 
accuracy, and frequency of use. Gorry and Scott-Morton's framework relates the 
characteristics of information to different levels of managerial activities such as strategic, 
management and operational, and different kind of decisions. 
A second study by Gordon and Miller (1976) proposed a contingency framework in which 
they relate environmental characteristics (i. e. dynamism, heterogeneity, hostility), 
organisational structure (i. e. decentralisation, differentiation, integration, bureaucratisation, 
resources), and decision-making styles (i. e. analysis, time horizons, multiplexity, 
adaptiveness, proactivity, consciousness) to certain characteristics of AIS. 
A third study by Macintosh (1981) proposed a model which combines both personal 
decision styles (i. e. decisive, flexible, hierarchic, integrative) and organisational technology 
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(i. e. routine, technical-professional, craft, research) to derive four distinct IS styles (i. e. 
concise, cursory, diffuse, elaborate), each of which is suited to a particular technology. The 
author suggested that accounting and IS should be designed to be congruent with the 
organisational contexts which they serve. More recently, Mauldin and Ruchala (1999) 
developed a model that links AIS design alternatives to technological, organisational and 
cognitive styles and to task performance. The model focuses on the accounting task (i. e. 
mental processes, complexity, task demands, frequency of occurrence) and suggests a 
matching process between task requirements and AIS design alternatives. However, none of 
these few studies set out clearly the types of accounting information proposed in their 
framework. 
Gordon et al. (1978) explored the need for an organisation's internal or managerial 
accounting systems to provide information for managerial decision-making. The authors 
divided the information characteristics of AIS into format, form, focus, orientation, time 
horizon, and frequency. In another study, Swanson (1978) classified organisational 
information according to whether it is inner-directed or outer-directed, internally-based or 
extemally-based, and self-referencing or outer-referencing. Based on these three 
dichotomies, the author further classed eight individual types of information. 
Ewusi-Mensah (1981) provided a list of information variables which reflect the 
requirements for different external organisational environment as information quality, 
information availability, information value, impact on decision-making, organisational 
interaction, organisational search, response time, time horizon, information source, and 
information type. The author further proposed effective strategies and methodologies that 
organisations can adopt for processing, evaluating and communicating information about the 
environment to satisfy decision-making requirements. Generally, all of these studies 
consider accounting information beyond the scope of traditional accounting framework. This 
contemporary view of accounting is that of an IS that facilitates decision-making (Gordon et 
al., 1978). 
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One of the first empirical studies that investigated the design of AIS was conducted by 
Gordon and Narayanan (1984). The authors considered external, non-financial and ex ante, 
in addition to internal, financial and ex post information to examine the relationships 
between organisational environments, organisational structure and AIS design. Another 
major study was conducted by Chenhall and Morris (1986). These authors characterised 
accounting information into four dimensions: (1) scope, (2) timeliness, (3) aggregation, and 
(4) integration. This classification made by Chenhall and Morris (1986) is the most popular 
and widely adopted by accounting information system researchers (e. g. Mia and Chenhall, 
1994; Gul and Chia, 1994; Abernethy and Guthrie, 1994; Chong, 1996; Chong and Chong, 
1997). 
2.4 LITERATURE RELATED TO INFORMATION SYSTEMS IN SMES 
Size has been recognised as one of the many factors that influence IT utilisation. Generally, 
larger organisations are more likely to adopt or make extensive use of IT. For example, 
Galbraith (1973) postulated that as organisations grow in size and complexity, they are more 
likely to invest in IT to process more information. DeLone (1981) found smaller firms use 
computer systems for shorter periods of time than larger firms. Ein-Dor and Segev (1978) 
and DeLone (198 1) argued that computerisation projects are less likely to succeed in smaller 
organisations than in larger ones because of lin-fited resources and lack of formalisation of 
organisational systems. Most SMEs do not have funds readily available to invest in IT. 
These firms are also highly susceptible to short-range planning in response to their highly 
competitive environment (Welsh and White, 1981). As an alternative, SM]Es adopt the 
lowest-cost of technology which might be inadequate for their purposes (Thong et al., 1996). 
In addition, SMEs are associated with a lack of technical expertise, managerial time, 
business strategy, and IS planning (Montazemi, 1987; Cragg and King, 1993; Palvia et al., 
1994; Thong, 1999). 
DeLone (1988) argued findings from studies in large organisations could not be generalised 
to smaller firms because of various fundamental differences between organisations of 
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varying sizes. For instance, SMEs are characterised by a simple, highly centralised structure 
(NEntzberg, 1979) and high level of environmental uncertainty (Blili and Raymond, 1993). 
Storey and Cressy (1995) quoted in Ballantine et al. (1998) characterised SMEs as having 
little ability to influence market price by altering output, small market shares and unable to 
create barriers to entry to their industry, difficulty to raise prices and tend to rely heavily on 
a small number of customers. 
Despite these limitations, SMEs possess many advantages compared to their larger 
counterparts. For example, the simple and centralised structure of SM[Es facilitates the tasks 
of identifying and tailoring the systems to the firm's strategy. Environmental uncertainty 
especially relating to the technology and competition also has the potential to stimulate the 
adoption of IT in SM[Es. Ettlie and Bridges (1982) argued competition and environmental 
uncertainty increase both the need for and the rate of innovation adoption. In addition, 
Zarowin (1998) and Thong (1999) argued that despite financial limitations that restrained 
SM[Es from adopting IT, the less complicated structure of the business, the continuous 
declining cost of computing, and the availability of more powerful and user-friendly 
packages provide an advantage to these firms when computerising compared to their larger 
counterparts and eventually will increase the number and sophistication of IT adoption. 
Due to the differences with their larger counterparts, research into IS in SMEs has received 
great attention from researchers over the last two decades. Early studies of IS in SMEs focus 
on the issues of IT adoption such as the determinants or reasons for acquiring computer 
systems, attitudes and perceptions toward computers, and problems and benefits of 
computerisation. Others report on the issues and concerns of IS facing SMEs. Another 
important issue is the success of IS implementation. Various indicators such as user 
satisfaction, system usage and perceived effectiveness have been used to measure the 
success. The issue of IT sophistication and its impact on performance has also received the 
attention from IS researchers. Following research in large organisations, SMEs researchers 
have recently focused on the issues of strategic IS and IT alignment. 
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2.4.1 IT Adoption in SMEs 
Many studies have been reported regarding the issue of IT adoption in SMEs. IT adoption is 
considered essential even where it provides no lasting competitive advantage and yields 
little or probably no return because the costs of not adopting are sufficiently high to justify 
the investment (Floyd and Wooldridge, 1990). One of the first studies was conducted by 
Raymond and Magnenat-Thalman (1982). The study found most of the SMEs adopting 
computers used them for operational purposes rather than for managerial decision-making 
support. Malone (1985) investigated the reasons for acquiring computer-based IS and the 
system use characteristics among small firms in the United States. Based on structured 
interviews conducted with owners-managers, the study found the most important 
applications among the firms were accounting and inventory control. Nickell and Seado 
(1986) investigated the attitudes of the managers of SMEs in the United States toward 
computers and how computers were used in SMEs. The study found managers with 
computer experience had a more positive attitude toward computers. 
Montazemi (1987) investigated IT assessment and adoption among SMEs in Canada. The 
study found a majority of end-users lacked computer literacy and very few firms had access 
to qualified systems analysts. The author suggested that SMEs often lacked information 
requirements analysis and IS planning which resulted in an incompatibility between the 
information requirements and the organisation's IS. Cragg (1989) investigated the usage, 
problems and benefits of microcomputer adoption among small firms in New Zealand. 
Results from the study suggested that despite the lack of computing expertise, small firms 
could benefit from computerisation in the form of time savings and better information. 
Similar to Raymond and Magnenat-Thalman (1982), studies by Malone (1985), Nickell and 
Seado (1986), Montazemi (1987) and Cragg (1989) also found that most of SMEs used 
computers mainly to support operational activities. 
Raymond (1992) found the most prevalent applications among young entrepreneurs in 
Canada are transactional in nature, with accounting application being implemented in a 
majority of the firms. A more recent study by Foong (1999) among SMEs in Malaysia 
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further confirmed the findings that computers are predominantly used to support accounting 
and finance tasks. Findings from these studies suggest that the characteristics of IS among 
SMEs appear not to change significantly for the past decade despite views on the potential 
that IT has in providing businesses with competitive advantage (Ives and Learmonth, 1984). 
However, Chen and Williams (1993: p. 96) noted that 'there is some evidence that the main 
use of microcomputers is moving from record keeping (i. e. word processing and book 
keeping) to decision making (i. e. financial modelling and data management)'. 
Raymond (1988) investigated the attitudes and usage patterns of IT by SMEs managers with 
and without formal computer education or training. Based on structured interviews with the 
managers of SMEs in Canada, Raymond concluded that computer education and training are 
important in influencing the managers to adopt more sophisticated systems. However, 
computer training appears to have no effect on user satisfaction. Palvia et al. (1994) 
examined the relationships between business characteristics, individual characteristics and 
the degree of computing among small firms in the United States. The study found computing 
skills, size and age of business were significant in determining computer use and number of 
software packages use, while size and age of business determine the amount of computer 
use. The authors concluded that computing skills were very important in influencing IT 
adoption but become less important once the technology begins to be used. 
Cragg and King (1993) conducted a longitudinal study to examine the evolution of 
computing among small firms in New Zealand. Based on interviews with the managers of 
the firms, the survey found the firms had experienced limited changes in their IS during the 
four years period (1984 to 1988). Further detailed interviews with 6 of the firms found 
owner's enthusiasm towards computing as the strongest motivating factor in IT growth. 
Other motivating factors were perceived relative advantage, competitive pressure, and 
consultant support. The study also identified that the lack of IS knowledge, lack of 
managerial time, limited financial resources, and poor technical support as inhibiting the 
growth of IT. Cragg and Zinatelli (1995) conducted similar studies but covered a longer 
period from 1983 to 1991. In contrast to Cragg and King (1993), the survey found 
computing efforts in many firms had become more sophisticated and evolved, particularly in 
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terms of hardware, software and end-user computing. Dramatic decreases in computing 
costs, especially personal computing which enabled firms of all sizes to benefit from the 
latest development in IT might explain the differences between these studies. 
Igbaria et al. (1997) used the technology acceptance model (TAM) to examine key factors 
affecting personal computing acceptance among small firms in New Zealand. The study 
found perceived usefulness and perceived ease of use had a direct effect on personal 
computing acceptance. Other factors such as internal computing training, management 
support, external computing training and external computing support also had a direct effect 
on either perceived usefulness or perceived ease of use. The importance of training on 
technology acceptance is consistent with the results found by Raymond (1988). 
Thong (1999) investigated the factors determining the adoption and extent of IS among 
small firms in Singapore. The study found CEO characteristics (i. e. innovative and IS 
knowledge), IS characteristics (i. e. relative advantage, compatibility and complexity) and 
organisational characteristics (i. e. size and employee's IS knowledge) were important in 
determining IS adoption. However, the extent of IS adoption was determined only by 
organisational characteristics (i. e. size, employee's IS knowledge and information intensity). 
Premkumar and Roberts (1999) investigated the factors determining the adoption of 
computer-mediated communications technologies (i. e. e-mail, online data access, Internet 
access and EDI) among small firms located in rural communities in the United States. Based 
on structured interviews with the managers of the firms, the study found relative advantage, 
top management support, organisational size, external pressure and competitive pressure 
were important in determining the adoption of the technologies. 
Other studies tend to report on the issues and concerns of IS facing SMEs. Alpar and Ein- 
Dor (1991) investigated major IS concerns among SMEs in the United States. Their study 
found the top five issues concerning SMEs were system reliability, system quality, coping 
with rate of technology change, cost effectiveness and system development. As the number 
of SMEs adopting IT has increased, the issues facing the firms are also changing. Based on a 
survey of SMEs in Canada, Pollard and Hayne (1997) revealed that the top ten issues facing 
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SMEs included using IS for competitive advantage, improving IS project-management 
practices, improving effectiveness of software development, building a responsive IT 
infrastructure, aligning the IS organisation enterprise, coping with degree and rate of 
technology change, planning and managing communication networks, facilitating and 
managing business process redesign, educating the user, recruiting and developing IS human 
resources. These authors argued that the rise of IS for competitive advantage as the current 
most critical issue. Compared to prior similar studies such as Niederman et al. (1990) and 
Alpar and Ein-Dor (1991), this findings appear to be indicative of the increased availability 
of IT to SMEs and the way in which SMEs compete. 
Earlier, Fuller (1996) argued that the key problem of the lack of strategic IS usage among 
SMEs relates to the relatively poor fit between what software tools are offered and what is 
needed, with neither users nor suppliers in a strong position to communicate with each other. 
Based on the idea of 'recursive learning' and 'needs fulfilment', the author proposed a 
holistic model of technology transfer as a device for identifying inefficiencies in the overall 
process of developing and absorbing IT in SMEs. The concept is of the client's needs being 
understood and fulfilled by the producer, while the rate of development and recursion of the 
overall model depends on the effectiveness of the linkages on the demand side and supply 
side. 
The above summary indicates that IT adoption has become prevalent in SMEs. The factors 
that influence IT adoption in SNIEs include organisational size, competitive pressure, 
information intensity, top management support, and IT training. In contrast, lack of IT 
knowledge, time, resources, and technical expertise are among the factors that inhibit IT 
adoption. However, the important issue is not whether SMEs use IT or not, but how well 
they use them. Results from past studies generally show that most of SMEs use IT to support 
operational rather than managerial or strategic activities. However, results from several 
studies have also indicated that the SMEs are beginning to acknowledge the potential of IT 
as a competitive weapon. 
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2.4.2 IT Sophistication in SMEs 
Many studies have been conducted to examine the sophistication of IT use in SMEs. One of 
the first that attempt to operationalise IT sophistication in the SMEs context was the study 
by Raymond (1987). The author adopted six sophistication criteria, i. e. software 
development, applications portfolio, rank of IS function, location of IS function, processing 
mode and computer operations to identify the specific patterns of IT sophistication among 
the firms. Except for the processing modes and computer operations, the other criteria were 
found to have positive relationships with firm size and computer experience. 
In a later study, Raymond (1990) used applications portfolio, size of EDP staff and location 
of IS function as measures of IT sophistication. The study found positive relationships 
between IT sophistication and organisational size, maturity, and resources. Further, the study 
found the level of IT sophistication was positively related to the level of IS success. The 
author suggested that IT sophistication mediates the relationship between organisational 
contexts and IS success. 
In another study, Raymond (1992) used the applications portfolio as a single measure of IT 
sophistication. The study found a positive relationship between IT sophistication and 
organisational development in young computerised firms. Similar studies on IT 
sophistication include Kagan et al. (1990) in the United States, Raymond and Pare (1992), 
Raymond et al. (1995) and El Louadi (1998) in Canada, Cragg and King (1992) and Hussin 
(1998) in the United Kingdom, Cragg and Zinatelli (1995) in New Zealand, and Thong 
(1999) in Singapore. Summaries of the IT sophistication measures used in these studies are 
presented in Table 2-2 below. 
39 
Literature Review 
Table 2-2: IT Sophistication Measures 
Researcher(s) Measure(s) 
Raymond (1987) a applications portfolio (number of administrative applications 
implemented) 
" processing mode (presence of online applications: batch or online) 
" software development (percentage of applications developed internally) 
" computer operations (site of computing operations: service bureau, 
parent firm, in-house) 
" rank of the MIS functions (organisational level of responsible executive) 
" location of the MIS functions (functional identification of responsible 
executive: accounting, other, MIS) 
Raymond (1990) applications portfolio (number of administrative applications 
implemented) 
size of EDP staff 
location of the individual responsible for the IS function 
Kagan et al. (1990) software sophistication index 
Raymond (1992) applications portfolio (number of administrative applications) 
Cragg and King (1992) 0 type of IS applications (number of administrative applications) 
0 diffusion of IS (number of functional areas covered) 
0 managerial decisions supported by IS (number of managerial 
applications) 
Raymond and Pare 0 technological sophistication 
(1992) * informational sophistication 
0 functional sophistication 
managerial sophistication 
El Louadi (1998) types of hardware 
types of network 
types of applications 
Hussin (1998) technical sophistication (types of technology, sources of software, 
decision level targeted) 
IT management (availability of IT staff, person in charge of IT, 
formalised IT strategy, number of years using computers, stage of IT 
development) 
Thong(1999) Number of personal computers 
Number of software applications 
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The above table shows that the concept of IT sophistication has been recognised as a multi- 
dimensional variable. The adoption of different measures of IT sophistication produces 
ambiguous results and makes it difficult for comparative analysis. Due to the lack of a 
recognised characterisation of IT for operationalisation purposes, Raymond and Pare (1992) 
took the initiative to develop a more comprehensive measure of IT sophistication designed 
specifically to be used in the SMEs context. The authors defined IT sophistication as 'a 
construct that refers to the nature, complexity and interdependence of information 
technology usage and management in an organisation' (p. 7). The construct includes aspects 
related to the technological support, information content, functional support, and 
management practices. Technological sophistication reflects the number or diversity of IT 
used. Informational context is characterised by the nature of its application portfolio, i. e. 
transactional and administrative applications, and the degree of integration of the 
applications. The functional dimension relates to both the structural aspects of the IS 
function and the implementation process. Finally, the managerial function relates to the 
mechanisms employed to plan, control and evaluate present and future applications. 
Kagan et al. (1990) adopted a different approach to measure IT sophistication. These authors 
assigned a different sophistication weight to different items using experts' opinion survey. 
The study found positive relationships between their software sophistication index and the 
types of business, size, and remote processing. The rationale behind this approach is that 
different applications are used for different purposes and thus produce different 
sophistication levels. For example, software used for managerial or strategic activities is 
assumed to have a higher sophistication level compared to software used for operational 
activities. The weakness of this study is that it considers only the sophistication of the 
software but neglects other aspects of IT sophistication such as informational, functional and 
managerial, and thus might not represent the overall IT sophistication of an organisation. 
In conclusions, the literature shows that IT sophistication is a multi-dimensional variable. 
The use of different measures however makes it difficult to make comparisons between 
studies particularly the impact of IT sophistication on the overall organisational 
performance. Further, most of these studies focus on the technical aspect and neglect other 
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important aspects of IT sophistication such as informational, functional and managerial as 
recommended by Raymond and Pare (1992). Summaries of the relationships between 
various variables and IT sophistication tested in past studies are presented in the Table 2-3. 
Table 2-3: A Summary of Relationships between Several Variables and IT Sophistication 
Researcher(s) Variable(s) Relationship 
Raymond (1987) 0 Organisational size 0 Positive 
0 Computer experience 0 Positive 
Raymond (1990) 0 Organisational size 0 Positive 
0 Organisational maturity 0 Positive 
0 Time frame 0 Not significant 
0 Resources 0 Positive 
0 IS success 0 Positive 
Kagan et al. (1990) * Types of business * Positive 
0 Organisational size 0 Positive 
0 Remote processing 0 Positive 
0 Hardware capacity 0 Not significant 
0 Software satisfaction 0 Not significant 
Raymond (1992) Organisational structure 0 Not significant 
Organisational functional 0 Positive 
Organisational effectiveness 0 Not significant 
Cragg and King (1992) Financial performance * Negative 
Raymond and Pare Stage of IS maturity 0 Positive 
(1992) Computer experience 0 Positive 
0 Organisational size 0 Positive 
0 CEO educational level 0 Not significant 
Raymond et al. (1995) 0 Organisational structure 0 Positive 
0 Organisational performance 0 Positive 
Thong (1999) 0 Innovativeness of the CEO 0 Not significant 
0 CEO's IS knowledge Not significant 
0 Relative advantage of IS Not significant 
0 Compatibility of IS Not significant 
0 Complexity of IS 0 Not significant 
0 Business size 0 Positive 
0 Employees' IS knowledge e Positive 
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Researcher(s) Variable(s) Relationship 
0 Information intensity 0 Positive 
0 Competition 
2.4.3 IS Success in SMEs 
0 Not significant 
Many studies have been reported on the issue of IS success and its relationship with 
organisational characteristics, particularly in large organisations. Ein-Dor and Segev (1981) 
provided one of the most comprehensive reviews of literature related to IS success. From 
their review, they proposed a model of IS, consisting of four major subsystems. Their model 
views IS in terms of behavioural subsystems (i. e. executives, users, implementers) and 
procedural subsystems (i. e. plan, strategies, projects) that interface, through the structure of 
IS, with organisational and extra-organisational environments. The structure of IS describes 
the physical system that is the end product, including data characteristics, user interface 
characteristics, mode of operation, and integration. The authors argued that the structure of 
IS is important in determining the success of its implementation. 
As ]in large organisations, many studies have been conducted to investigate IS success in 
SMEs. Most of the studies are based on prior research in large organisations (Cragg, 1990). 
Researchers have used various measures as a surrogate for IS success. For example, 
Raymond (1985,1987) used user information satisfaction and level of system utilisation as 
two indicators of success. Based on a sample of 464 SMEs in Canada, his study found IS 
success was positively correlated to the proportion of applications developed and run 
internally, number of administrative applications, implementation of interactive applications, 
and the structure of IS. However, contrary to expectations the study found a negative 
association between years of computer experience and user information satisfaction. Lees 
(1987) found IS success was positively correlated to user involvement, vendor involvement, 
length of time since computerisation, and prior experience with computers. However, the 
study found the use of consultants was negatively correlated with success, which is 
contradicted by the results of subsequent researchers such as Yap et al. (1992), Soh et al. 
(1992) and Shahrum et al. (1995). 
43 
Literature Review 
DcLonc (1988) measured success using actual reports used by CEOs and their rating impact 
of computer applications on business. Based on a sample of SMEs in the United States, the 
study found CEOs' knowledge of computers and their involvement in system 
implementation, and on-site computer use were positively related to success. However, the 
study found no support for IS planning, computer training, external programming, and 
employee acceptance. 
Montazemi (1988) tested some of the ambiguous relationships that exist between 
organisational characteristics and end-user satisfaction. Based on data collected from 83 
SMEs in Canada, the study found end-user satisfaction was positively correlated with the 
number of systems analyst present within the firm, the degree of analysis of information 
requirements, the level of participation, end-users' level of computer literacy, and interactive 
applications. Results from the study also revealed that IS success was higher in more 
decentralised firms. Schleich et al. (1990) investigated microcomputer implementation 
among small firms in the United States. The study found only 27% of the firms used 
microcomputers, and mostly to support accounting activities. Further, the study showed that 
planning, type of development and user knowledge to be important factors related to the 
success of IS implementation. In contrast to Raymond (1988), the study found the amount of 
computer training to be positively related to user satisfaction. 
Raymond (1990) proposed a contingency approach relating to selected organisational factors 
to IS success. Based on structured interviews with CEOs, accounting and production 
managers of small manufacturing firms in Canada, the study revealed that IS success was 
positively related to organisational size, organisational. maturity, and organisational time 
frame. However, the study found no support for organisational resources being important for 
IS success. 
Yap et al. (1992) extended prior studies on factors affecting IS success in SMEs. Using user 
information satisfaction as an indicator of success, the study tested eight hypotheses based 
on data collected from 96 SMEs in Singapore. The study found IS success was positively 
associated with consultant effectiveness, level of vendor support, experience with 
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computerised IS, sufficient financial resources, top management support, and level of user 
participation. However, contrary to Montazemi (1988), the study found no association 
between presences of system analyst and IS success. The authors argued that the differences 
might be attributed to the increase in the use of standard packages that require little 
programming works. Further, the study also showed no support for the number of 
administrative application being important for IS success. 
Replicating the work of Yap et al. (1992), Shahrum et al. (1995) tested the same hypotheses 
among SMEs in Malaysia. The study confirmed that effective consultant, strong vendor 
support, financial resources, and user's participation are positively associated with IS 
success. The study also found no association between the presence of system analysts and IS 
success. Contrary to Yap et al. (1992) but consistent with Raymond (1985), the study found 
the number of administrative applications implemented by SMEs was important for IS 
success. Differences in the objectives of IS implementation, i. e. transactional, managerial or 
strategic might explain the finding. 
Raymond and Bergeron (1992) investigated the relationship between the technical, 
individual and organisational factors and success of decision support system (DSS) using 
user satisfaction as indicator of system success. Based on data collected from 120 SMEs in 
Canada, their study found that a personal DSS would be more successful when the 
application is of the analysis rather than monitoring type, the application has been developed 
by the user rather than others, the application has been developed with a spreadsheet rather 
than a database management systems, the user has a higher level of task autonomy, and the 
user has more computer training. However, the study found no direct correlation between 
DSS success and microcomputer experience and level of task variety. 
Soh et al. (1992) measured IS success using project success, service success and economic 
success and compared the level of computerisation success between two groups of small 
businesses, those with and without consultants. The study found computerisation success 
was positively associated with the capability of the consultant, experience of the consultant, 
and effectiveness of the consultant. The study also found use of a consultant to be positively 
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correlated with the extent of computerisation project (i. e. time and budget) and systems 
usage. Lai (1994) investigated the perceptions of the impact of computer use on decision 
performance among small firms in the United States. The study found that success of 
computer use was positively associated with computer experience, ranking of IS function, 
and age of business. The author used user information satisfaction and computer usage as 
indicator of success. However, the study found development of in-house applications was 
only positively associated with user information satisfaction. 
Magal and Lewis (1995) surveyed factors affecting IS success among white and black 
owned SMEs in the United States. When taken separately, results form the study showed 
that both attitude and awareness were related to IT usage. When combined4 IT use was 
driven more by awareness than the attitude. However, the study found no support for race as 
a major determinant for IS success. 
Ballantine et al. (1998) discussed IS evaluation in the context of SMEs by identifying a 
number of issues relevant to such organisations. Based on the experience of four SMEs, the 
study identified lack of business and IT strategies, limited access to capital resources, 
emphasis on automation, influence of major customers, and limited information skills, as 
factors that influence the IS evaluation practices in SMEs. 
More recently, Foong (1999) investigated whether the personal characteristics of end-users 
and attributes of computer-based IS can affect the perceived success of the system. The 
survey uses user satisfaction, systems usage and perceived system effectiveness as indicators 
of success. Based on a sample of 49 SMEs in Malaysia, the study found user satisfaction, 
systems usage and perceived system effectiveness were significantly influenced by the 
extent of computerisation and access to computer facilities. Levels of user's IS education 
were found to be positively correlated with user satisfaction and perceived system 
effectiveness. User involvement was positively correlated with user satisfaction and systems 
usage, whereas top management support was only positively correlated with perceived 
system effectiveness. 
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In conclusions, many studies have attempted to identify determinant factors of IS success 
and offered advice to the SMEs on how to approach computerisation. However, the studies 
have utilised a variety of different measures of success. Furthermore, the studies had used 
various definitions of SMEs depending on the definition adopted by the country where the 
study was conducted. Thus, the results are somewhat ambiguous and contradictory. Another 
weakness associated with most of the studies is that they are very descriptive in nature and 
at best, a simple two variable correlation normally dominated the data analysis (Cragg, 
1990). 
2.4.4 Strategic IS in SMEs 
The issues of strategic IS and their use for competitive advantage have been investigated by 
IS researchers particularly in large organisations. For example, Ives and Learmonth (1984) 
used a customer resource life cycle (CRLC) as a model to explain new opportunities for the 
strategic applications of IT. 'ne model which consists of 13 stages of CRLC focuses on the 
firm's relationship with its customers and how this relationship can be changed or enhanced 
by the strategic application of IT. Earlier, McFarlan and McKenney (1983) developed a 
strategic grid framework which classifies firms on the basis of the criticality of existing 
applications and the potential criticality of applications under development. 
Porter and Nfillar (1985) discussed the way technology has changed organisation's internal 
operations and its relationships with suppliers, customers and competitors. ne authors 
outlined a five steps approach to assess the impact of IT revolution on organisations. The 
steps are assessing information intensity, determining the role of IT in industry structure, 
identifying and ranking the ways in which IT might create competitive advantage, 
investigating how IT n-dght spawn new business, and developing a plan for taking advantage 
of IT (p. 158-159). Sabherwal and King (1991) adopted an inductive approach to develop a 
theory towards the strategic applications of IT. The study offered several useful propositions 
for the strategic use of information resources. The propositions are based on a 
comprehensive analysis of existing frameworks on IT and competitive strategy and 
investigations of 34 information resource applications. 
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Most of the studies on IS strategies are based on the original work of Michael Porter on 
industry analysis and the formulation of competitive strategies. Porter's (1980) model 
identifies cost leadership, product or service differentiation and focus strategies as important 
determinants for firms to remain competitive. Although the analysis does not specifically 
address IT, it does provide a framework for investigating the role that IT can play in a firm's 
competitive strategy (Ives and Learmonth, 1984). 
Following studies in large organisations, there is a growing body of literature on strategic IT 
use in the SMEs context. Initially, the studies were conceptual and mostly based on case 
studies as researchers begin to recognise the potential of IT as a strategic tool for 
competitive advantage. For example, Bergeron and Raymond (1992) introduced a concept 
called 'information systems for competitive advantage' (ISCA) and proposed a methodology 
to identify their applications in SMEs. The methodology consists of the following five steps: 
creating a working group, familiarisation with the concept, analysis of the organisation, 
identification of opportunities for ISCAs, and evaluation of the opportunities. Based on case 
studies with five SMEs in Canada, the authors concluded that the concept could be used to 
identify opportunities for the strategic use of IS in SMEs. However, they suggested that in- 
depth investigations of actual implemented systems should be conducted to provide a truer 
test of the effectiveness of the methodology presented. 
Blili and Raymond (1993) argued that one of the major ambiguities that affect IT is 
concerned with the relevance or accessibility of the strategic application of IT in SMEs. 
They provided a comprehensive framework to analyse the threats and opportunities of the 
technological specificity of SMEs. Table 2-4 is a schematic summary of the environmental, 
organisational, decisional, psycho-sociological and IS aspects of SMEs specificity. These 
authors concluded that despite the sophistication of the technology and investment required 
in both financial and human terms, strategic applications of IT were already within the grasp 
of some innovative SMEs. 
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Table 2-4: Characteristics of the specificity of SMEs with respect to strategic information 
systems (Blili and Raymond, 1993) 
Environmental specificity 0 Uncertainty- with respect to technological environment 
0 Vulnerability: with respect to competitive forces (customers, 
suppliers, etc. ) 
Organisational specificity * Structure: mostly informal, minimal differentiation 
0 Resources: 'poverty' in terms of human and financial resources 
Decisional specificity 0 Strategic decision making cycle: short-term, reactive (versus 
proactive) 
* Decisional process: intuitive, based on experience, little use 
made of information and formal managerial techniques, focused 
on psychical flows (versus information flows) 
Psycho-sociological 0 Dominant role of the entrepreneur- limited information sharing, 
specificity limited delegation of decision making 
0 Psychological climate: favourable attitude towards IS, but few 
expectations 
IS specificity 0 IS function: not very advanced stage, subordinated to the 
accounting function, very little expertise, experience and 
training in IS management 
IS complexity-. emphasis on administrative applications (rather 
than managerial), based on package (rather than tailored) 
software, little technical expertise 
0 IS success: under-utilisation of IS, little impact on decisional 
and organisational effectiveness 
Lin et al. (1993) noted IT applications in SMIEs were unique in the sense that: its value is 
subject to limited resources, it is strategic in nature, and it plays a crucial role in corporate 
strategic. The authors argued that SMEs need to recognise IT as part of organisation's 
strategic resources rather than just an automating force. It is important for top managements 
to have appropriate knowledge of the business needs and also the capabilities and limitations 
of IT. Owners-managers should have the courage to create changes to the organisational 
culture required to support IT functions. The strategic approach, which advocates the design 
forces such as integration, information quality, information resources, organisational. factors, 
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and cost effectiveness requirements is important to effectively integrate all the IT functions 
into the organisations. 
Hagman and McCahon (1993) investigated IS planning and its impact on competitive 
activities among small firms in the United States. Their study adopted the Information 
Weapon model, which classifies IS applications into three categories, i. e. innovation 
strategy, information services, and productivity strategy. Ile study found transaction 
processing and customer service systems were the most utilised. In terms of strategic and 
tactical planning, only half of the firms plan their productivity strategy systems, while less 
than a quarter plan their information services and innovation strategy systems. Further, the 
study found competitiveness issues were not part of the main criteria in small firms planning 
activities. Results from this study suggested that despite the importance of IS strategy as an 
integral part of business strategy, very few small firms plan their IS strategically. 
Levy et al. (1999) evaluated the usefulness of IS strategy frameworks based on case studies 
of four SMEs in the United Kingdom. 'Ibe awareness framework is used to identify the 
suitable information strategies in the context of particular industries. The opportunity 
framework focuses on detailed analysis of the organisation and identifies suitable strategic 
opportunities from the use of IS. Finally, the positioning framework enables the organisation 
to review its current use of IS and determine their effectiveness. These authors concluded 
that the most relevant models to SMEs are the opportunity frameworks (i. e. refocusing and 
scoping) and the awareness frameworks (i. e. system analysis and business strategy), 
particularly in improving customer relationships and in keeping out new entrants. 
Bridge and Peel (1999) examined the relationship between strategic planning, computer use 
and types of business applications. Results from a survey of 174 SMEs in the United 
Kingdom revealed that computerised systems were used more extensively for administration 
and operational tasks rather than for planning and decision-making. The study also found 
that SMEs which could be considered as high planners used various packages other than 
accounting (i. e. spreadsheet, databases, integrated IS and statistical) to a significantly greater 
extent than those considered as low planners. The findings suggested that SMEs engaged in 
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more intensive strategic planning are more likely to utilise packages that were related to 
decision-making activities. 
Levy and Powell (2000) extended and refined the work of Blili and Raymond (1993) by 
addressing the information and organisational issues into their model. The approach is 
divided into three perspectives. The business context perspective provides the understanding 
of the business environment within which the SMEs operates. The business process 
perspective focuses on understanding the work processes in the SMEs to appreciate whether 
information flows inhibit business activities, and also to identify changes that might be made 
as a result of the introduction of IS. Finally, the strategic content perspective embodies the 
vision for change from the owner and the practicality of its introduction given organisational 
circumstances. The application of the model in 42 SMEs in the United Yingdom proved that 
the framework provided a useful guidance for SMEs to plan and use IS strategically. 
More recently, Lesjak (2001a, 2001b) investigated the strategic use of IT among small firms 
in Slovenia. The study found IT was used strategically when it was perceived as being 
integral to a firm's strategy. However, viewing IT as a strategic investment does not 
significantly contribute to the strategic use of IT. Interestingly, the results from this study 
suggested that neither viewing IT as a strategic investment nor perceiving it as integral to 
strategy significantly affected the financial performance. The study also found computing 
experience was important for the strategic use of IT. However, no support was found for the 
percentage of IT users and IT experts. Further, firms adopting a low-cost strategy were less 
likely to use IT strategically, whereas firms emphasising innovation used IT more 
strategically. 
Levy et al. (2001) developed a model of strategic IS investment in SMEs. The model 
basically views IS as a function of the firm's strategic context. Two dimensions of strategic 
focus, i. e. cost reduction versus value added, and market positioning, i. e. few versus many 
customers, define the strategic context, which in turn creates four competitive scenarios for 
IS investment, i. e. efficiency, coordination, collaboration and innovation. The so-called 
focus-dominance model, which consists of four quadrants, i. e. coordination, efficiency, 
51 
Literature Review 
innovation, and collaboration, can be used for aligning the IS to the business strategy. 
Results based on case studies of 27 SMEs in the United Kingdom proved that IT investment 
is strongly influenced by their strategic context. 
In conclusions, the literature shows that theoretically SMEs could also gain competitive 
advantage by using IT strategically as large firms do. Indeed, several case studies support 
the idea that IT helps firms develop and implement strategy. However, results from 
empirical studies suggest that strategic use of IS are of less importance to SMEs. The 
possible explanation is that most of the SMEs are at the early stage of computerisation and 
thus the concept is of less priority compared to their larger counterparts. Another 
observation is the insignificant impact of strategic IT use on performance. The following 
section which will discuss the fit between IT strategy and business strategy might explain 
the results. Further, most of previous studies are conceptual in nature, i. e. case-based. 
Though the use of case-based research provides rich and contextual data and is appropriate 
to gain understanding of new research area (Levy et al., 2001), the findings are more 
specific and often suffer from lack of generalisability (Hussin, 1998). Hence, further 
empirical research is needed in this area to test the applicability of the methods or 
instruments used in various business sectors and different countries. 
2.4.5 IT Alignment in SMEs 
Following the research trend in large organisations, some researchers now focus their 
attention on the concept of fit between IT and organisational factors and its implication on 
performance. The reason for the interest is perhaps due to the studies in large organisations 
which have shown that strategic IT alignment is able to enhance not only IS success but also 
organisational success (Hirschheim and Sabherwal, 2001). A review of recent IS literature 
shows that the alignment between IS strategy and business strategy (Chan et aL, 1997; 
Luftman and Brier, 1999; Hirschheim and Sabherwal, 2001), the linkage between business 
objectives and IT objectives (Reich and Benbasat, 1996,2000), and the integration between 
business planning and IS planning (Teo and King, 1997) are among the issues that have 
gained interest from IS researchers. 
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Following studies in large organisations, several IS researchers have investigated the 
concept of fit in the SMEs context. For example, Raymond et al. (1995) investigated the link 
between IT sophistication and organisational structure, and its impact on performance. The 
study found positive relationships between IT sophistication and structural sophistication, 
and IT sophistication and organisational performance. Following the work of Chan et al. 
(1997), Hussin (1998) investigated the alignment of business strategy and IT strategy among 
SMEs in the United Yingdom. The study found a positive relationship between IT alignment 
(i. e. business strategy and IT strategy) and SMEs performance. Firms with high IT 
alignment were found to achieve better organisational performance than firms with low IT 
alignment. 
El Louadi (1998) examined the interaction effect between organisation structure and IT on 
information provision (IP) among SMEs in Canada. The study found an interaction effect 
between structural organicity and IT adoption existed only on internal IP. The interaction 
effect on internal IP was such that increases in IT have a stronger association with IP when 
organicity was low, and the association between IT and internal IP was greatest when 
organicity was lowest. In the case of external IP, only the direct effect of IT adoption was 
significant. Therefore, this result suggests the possibility that organisation structure is not a 
significant information processing mechanism especially with regard to external 
information. 
More recently, Bergeron et a]. (2001) examined the contingency relationships between 
strategic orientation, strategic IT management, organisational structure, environmental 
uncertainty, and business performance using Venkatraman's (1989) six perspectives of fit. 
Results from the study suggest that the relationship between IT and contingency variables, 
and its implication on firm performance are depended on the types of fit adopted. 
Thus the literature has shown that the alignment between IS strategy and contextual 
variables is crucial in determining both IS success and organisational success. However, past 
studies reveal that SMEs still lag behind their larger counterparts in using IT for managerial 
and strategic purposes (e. g. Hagman and McCahon, 1993; Bridge and Peel, 1999). SMEs 
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also lack business plans (McMahon, 2001b) and rely mostly on financial-oriented data 
versus future-oriented data (Holmes and Nicholls, 1988,1989; Mairead, 1997). Further, very 
little research has been conducted in this area and it thus requires further exploration. 
2.4.6 IS and Organisational Performance 
Much has been written about the costs and benefits of IS particularly in large organisations 
(Mirani and Lederer, 1998). There also exists a large body of literature on the measurement 
of IS success. However, not many studies have considered the impact of IS on 
organisational performance. 
Cragg (1990) conducted one of the first studies that investigate the relationship between IT 
sophistication and small firms performance. Based on a sample of small engineering firms in 
the United Kingdom, the study found no support for the relationship between IT 
sophistication and financial performance. Earlier, Cron and Sobol (1983) found 
computerisation was positively related to the overall performance of medium and larger 
firms. This study, which also included some relatively small firms, revealed that firms which 
made extensive use of computers tended to be either very high or very low performers. The 
low performers tended to be rather small firms. The authors suggested that small firms 
should be cautious in estimating the potential for significant economies of scale from 
computerisation as computers may significantly increase the total operating expenses of the 
firms and thus limit the potential for significant cost savings. 
In contrast, Garsombke and Garsombke (1989) found robotisation and computerisation to be 
significant predictors of small manufacturing firms performance measured in terms of 
finance, marketing, production and operation variables. However, the use of automated 
technologies such as material cutting and welding showed negative correlations with 
performance. Raymond et a]. (1995) argued that unlike large manufacturers where ITF is used 
extensively, small manufacturers with more advanced technologies stood to make significant 
gains in production, sales and profits at the expense of their unsophisticated competitors. 
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Cragg and King (1992) tested the proposition that IS sophistication is one cause of small 
firm success. Return on sales and growth in sales were used to measure the financial 
performance, while the number of sophisticated applications, the number of functional areas 
covered and the number of managerial applications were used to measure IS sophistication. 
However, the study found firms with more sophisticated IS performed no better than firms 
with no or less sophisticated IS. 
In an attempt to further understand the issue, Raymond et al. (1995) adopted a contingency 
approach to investigate the fit between IT sophistication and organisational structure, and its 
impact on performance in the context of SMEs. Based on the subjective measures of 
organisational performance, and IT usage and IT management as two-dimensional 
constructs of IT sophistication, the study found IT sophistication was positively related to 
structural sophistication, and IT usage was positively related to organisational performance. 
Though less evidence was found for the relationship between IT management and 
performance, the findings suggested that the relationship between IT management and 
structural sophistication was stronger among better-performing firms than among the worst- 
performing firms. More recently, Cragg et al. (2002) examined IT alignment (i. e. business 
strategy and IT strategy) among small manufacturing firms in the United Kingdom. Based 
on the subjective measures of organisational performance, the study found the groups of 
firms with high IT alignment achieved better organisational performance than firms with 
low IT alignment. 
In conclusions the above discussions indicate that the impact of IT on performance may not 
be a direct one but may be intermediated by other factors. Sophisticated IT alone does not 
warrant an increase in organisational performance. Shin (2001) argued that IT is an essential 
tool, but not sufficient by itself, to be truly effective. Rather, IT needs to be coupled with 
organisational factors such as structural complexity (Raymond et al., 1995) and business 
strategy (Cragg et al., 2002) to have an impact on performance. This ambiguity warrants 
further exploration of the relationship between IT and SMEs performance. 
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2.5 THE CONCEPT OF FIT 
The need to develop a fit between information requirements and information processing 
capacity was advocated by Galbraith (1973,1977). The author suggested organisational 
information processing capacity must match its information requirements to have a 
significant impact on performance. Several different perspectives of fit or alignment exist. 
The focus can be on factors external to the company (i. e. environment), internal to the 
company (i. e. business strategy), or both. Depending on the investigation, the content of fit 
or the process of arriving at fit may be the subject of study (Venkatraman and Camillus, 
1984). 
The concept of fit has its root in the contingency theory (Otley, 1980) and was then adopted 
by researchers in other areas including accounting and IS. The application of contingency 
theory in accounting and IS will be discussed in greater detail in Chapter Three. The theory 
is based on the idea proposed by Bums and Stalker in 1961 that there is no best way to 
manage an organisation (Bergeron et al., 2001). Organisation theorists basically share the 
'underlying premise that context and structure must somehow fit together if the organisation 
is to perform well' (Drazin and Van de Ven, 1985: p. 514). Despite the extensive use of the 
approach, contingency theory has also been the subject to criticism (Schoohoven, 198 1). For 
example, Waterhouse and Tiessen (1978) and Otley (1980) argued that the definitions and 
measures of contingency variables often lack conceptual clarity and differ from study to 
study. Van de Ven and Drazin (1985) and Venkatraman (1989) confirm that researchers are 
not consistent in defining the concept of fit and in selecting the most suitable data analysis 
approach to a given definition of fit. 
Van de Ven and Drazin (1985) identified three different approaches of the concept of fit: 
13 The selection approach assumes that the design of an organisation must adapt to the 
characteristics of its context in order to survive or be effective, in which fit is achieved 
by natural or managerial selection. 
56 
, Uterature Review 
13 The interaction approach identifies fit as the interaction between pairs of organisational 
context-structure factors regarding performance or conformity to a relationship of 
context and design. 
C3 The systems approach specifies fit as the intemal consistency of multiple contingencies, 
structural and perfonnance characteristics. 
Van de Ven and Drazin (1985) concluded that the selection approach is useful for 
determining which contingency factors most significantly affect the design of organisational 
units. The interaction approach provides a basic understanding of how these context and 
design characteristics individually interact to explain performance. Finally, the systems 
approach focuses on multivariate pattern of fits among context and design characteristics 
and may yield the most meaningful information. The authors suggested researchers should 
test a number of different approaches to fit to obtain a more complete understanding of 
context-design-performance relationships of an organisation. In addition, the authors 
recommended the concept of fit should not be confined only to the structural contingency 
theory but should apply to any theory that postulates that organisational performance is a 
function of the match, congruence, intersection, or union of two or more factors. 
Venkatraman (1989) proposed a more refined classification for the concept of fit, in which 
he distinguished six interpretations of fit as follows: 
Table 2-5: Choice of anchoring the specification of fit-based relationships (Venkatraman, 1989) 
LOW 
Degree of specificity 
of the functional form 
of fit-based 
relationship 
HIGH 
Fit as Profile Fit as Gestalts 
Deviation 
Fit as Mediation Fit as Covariation 
Fit as Moderation Fit as Matching 
Criterion-specific Criterion-free 
MANY 
Number of 
variables in the fit 
equations 
FEW 
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According to the moderation perspective, the impact that a predictor variable has on a 
criterion variable is dependent on the level of a moderator variable (Venktraman, 1989: p. 
424). Venkatraman (1989) noted that a moderator can be viewed categorically or 
characteristically and it will affect the direction or the strength of the relation between a 
predictor variable and a dependent variable. Venkatraman (1989) then distinguished 
between the form and strength of moderation. 'If a researcher hypothesise that the predictive 
ability of certain strategies differs across different environments, this hypothesis reflects the 
strength of moderation ... if a researcher specifies that the performance outcome is jointly 
determined by the interaction of the predictor and the moderator, then this hypothesis 
reflects the form of moderation' (Venkatraman, 1989: p. 426). The mediation perspective 
specifies the existence of an intervening (indirect) variable between an antecedent variable 
and the consequent variable (p. 428). It differs from the moderation perspective in that the 
functional form of fit is viewed simply as indirect effects. A matching perspective defines fit 
as a match between two variables. Fit is specified without reference to a criterion variable, 
although, subsequently, its effect on a set of criterion variables could be examined (p. 430). 
Fit as covariation is defined as a pattern of covariation or internal consistency among a set 
of underlying theoretically related variables (p. 435). Fit as profile deviation is defined as 
the internal consistencies of multiple contingencies, and fit as gestalt is based on an internal 
congruence conceptualisation, whereby fit is seen as a pattern (Bergeron et al., 1995). In 
summary, Venkatraman's (1989) article focuses on the analytical issues and statistical 
methods for testing the fit and can be depicted in Table 2-6. 
livari (1992) compared the different perspectives of fit as viewed by Van de Ven and Drazin 
(1985) and Venkatraman (1989). livari (1992) criticised, Venkatraman's (1989) perspectives 
of fit as being characterised verbally only without defining them in more precise 
mathematical terms. Iivari (1992) argued that the moderation and matching perspectives 
reflect the interaction approach while mediation perspective corresponds to the selection 
approach. The gestalt as well as profile deviation types of fit reflect the system approach. 
The covariation perspective suggests fit as a second-order factor in a two-stage factor 
analysis and is not easily interpretable. 
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Table 2-6: Comparing Alternate Perspectives of the Concept of Fit (Venkatraman, 1989) 
Key Fit as Fit as Fit as Fit as Gestalts Fit as Profile Fit as 
characteristics Moderation Mediation Matching Deviation Covariation 
Underlying Interaction Intervention Matching Internal Adherence to a Internal 
conceptual isation congruence specific profile consistency 
No. of variables Two Two to Two Multiple Multiple Four to multiple 
multiple 
Analytical ANOVA Path- ANOVA Numerical The calculation Second-order 
Scheme Moderated analysis Derivation taxonomical of deviation as a factor analysis 
regression scores methods-cluster Eucledian (confu-matory) 
analysis Residual analysis, factor distance in an n- 
Subgroup analysis analysis multidimensional 
analysis space MDS 
Measures of fit Statistical Statistical Interval- OrdinaLlinterval Interval measure Interval measure 
derivation derivation level measure 
measure 
Of all these classification of fit, the matching and moderation perspectives are the most 
popular approaches among SMEs researchers (e. g. Raymond et al., 1995; Chan et al., 1997; 
Bergeron et al., 2001; Cragg et al., 2002). For example, Raymond et al. (1995) adopted the 
matching and moderation approaches to investigate the fit between structural sophistication 
and IT sophistication with organisational performance. Chan et al. (1997) used the 
interaction (i. e. matching and moderation) and systems approaches to investigate the fit 
between IS strategy and business strategy, and examine its impact on IS success and firm 
performance. Bergeron et al. (2001) adopted all Venkatraman's (1989) six perspectives, 
including the matching and moderation approaches, to investigate the concept of 
organisational fit of IS in the SMEs context. Based on their empirical investigation, 
Bergeron et a]. (2001) confirmed Venkatraman's (1989) argument that different 
conceptualisations, verbalisations, and methods of analysis of fit will lead to different 
results. Iberefore, the authors suggested future research should clearly specify the type of fit 
examined and to theoretically support their choice. More recently, Cragg et a]. (2002) 
adopted the matching and moderation approaches to investigate the fit between business 
strategy and IT strategy, and examine its impact on firm performance. Chan et a]. (1997) and 
Cragg et al. (2002) concluded that the moderation approach is superior to the matching 
approach. 
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These researchers (Raymond et al., 1995; Chan et al., 1997; Bergeron et al., 2001; Cragg et 
al., 2002) operationalised fit as matching based on the level of similarity between two 
measures (i. e. IS strategy and business strategy), whilst fit as moderation, similar to the 
interaction approach, is operationalised based on the interaction between the two measures. 
With the exception of Bergeron et al. (2001) who adopted the strength of moderation, other 
researchers used the form of moderation. 
2.5.1 CEO characteristics 
While past studies indicate contingency factors such as environmental conditions and 
organisational structure play an important role in shaping the design of accounting and IS, 
there are other factors that also contribute to the design of the system. Child (1972) 
emphasised the importance of top decision-makers who acted as the primary link between 
organisation and its enviromnent. Ofley (1980) argued contingency variables chosen by 
researchers actually account for only a small percentage of the variance in organisational 
performance. The author argued other factors such as CEO personality and market strategy 
also contribute to organisational performance. 
The impact of the CEO is stronger in SMEs than in larger organisations. In an SME, the 
CEO who is usually the owner of the business, tends to have more personal contact with 
other key managers and have to do more work by himself (NUller and Droge, 1986). As the 
main decision-maker, the characteristics of the CEO are crucial in determining the 
innovative attitude of the SME (Rizzoni, 1991). Jarvenpaa and Ives (1991) noted that hands- 
on management in IS project is more important in SMEs where the CEO commonly makes 
most key decision and is perhaps the only one who can harness IT to corporate Objectives 
and strategy. 
Many studies have empirically investigated how SMEs can be influenced by the personality 
of their leaders. For example, Miller and Droge (1986) examined the relationships between 
CEO needs for achievement, size, technology, and environmental uncertainty and 
organisational structure. 'Mis study found the CEO's need for achievement and size to have 
60 
Literature Review 
the strongest relationships to most structural constructs, whereas technology and 
environmental uncertainty had very little impact on structure. Nfiller and Toulouse (1986a, 
1986b) examined the relationship between the CEO's personality and the strategies, 
structures, decision-making methods, and performance. This study found CEO flexibility, 
need for achievement, and locus of control have very significant relationships with selected 
elements of organisational strategy, structure and decision-making styles. The CEO's 
personality is also associated with organisational performance in particular organisational 
settings. These authors suggested the relationship between personality and organisational 
characteristics is strongest in small firms and more significant in dynamic environment. 
Thong and Yap (1995) examined the effect of the CEO's characteristics and organisational 
characteristics on IT adoption. The findings suggested besides business size, individual 
characteristics were important determinants of the decision to adopt IT in small business. In 
addition, small businesses were more likely to adopt IT when CEOs are more innovative, 
have a positive attitude towards adoption of IT, and possess greater IT knowledge. Thong 
(1999) examined the effect of decision-maker characteristics, IS characteristics, 
organisational characteristics, and environmental characteristics on the decision to adopt IT 
and the extent of IT adoption. The study found besides business size, employees' IS 
knowledge, and IS characteristics, the CEO's innovativeness and IS knowledge were also 
important factors affecting IT adoption in small business. However, the study found no 
support for the relationship between the CEO's characteristics and the extent of IT adoption. 
Earlier, Thong et al. (1996) suggested that top management support is essential for effective 
IS implementation though not as critical as the quality of external expertise. Other studies 
such as Cragg and King (1993) and Igbaria et al. (1997) also found top management played 
an important role in determining the adoption and sophistication of IT in SMEs. 
The above discussions show that the CEO's personality is associated with organisational 
strategy and organisational design. The characteristics of the CEO are also crucial in the 
decision of small business to adopt IT. The results are in tandem with the suggestions made 
by Child (1972) and Otley (1980) that any contingency studies should also consider the 
characteristics of the decision-maker. However, the effect of CEO characteristics on IS 
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implementation particularly strategic IS is still under-research and requires further 
investigation. As more SMEs now adopt 17F, the relevant issue is not on whether they adopt 
IT or not but on how well they use it. 
2.6 SUMMARY 
This chapter has comprehensively reviewed literature relating to accounting information 
characteristics and IS implementation in SMEs. It also discusses different perspectives of fit. 
Despite extensive research conducted to examine the impact of accounting practices or IT 
utilisation on SMEs performance, no attempt has been made to investigate the relationship 
between accounting information characteristics and IT sophistication and examine its impact 
on performance. This study attempts to fulfil this gap. The next chapter presents a research 
framework which was developed based on information processing theory and discusses the 
research propositions to be investigated. 
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Chapter Three 
RESEARCH FRAMEWORK 
3.1 INTRODUCTION 
The previous chapter has thoroughly reviewed the literature related to accounting 
information and IT utilisation among small and medium sized businesses. This chapter 
presents a research framework to determine the relationships between the research variables. 
The research variables are classified as (1) variables relating to AIS requirement, (2) 
variables relating to AIS capacity, (3) variables relating to IT sophistication, (4) variables 
relating to contingency factors, i. e. environmental uncertainty, strategic choice, and 
structural complexity, (5) variables relating to influential factors, i. e. CEO's commitment, 
external expertise, and internal expertise, (6) variables relating to IS success, and (7) 
variables relating to organisational performance. The chapter finally discusses the research 
propositions to be investigated. 
3.2 RESEARCH MODEL 
The literature review in the previous chapter failed to find a model, which linked AIS 
requirement and AIS capacity, and its impact on performance. The ma ority of prior studies 
have either looked at the relationships between contingency factors and AIS design or the 
relationships between contingency factors and IT sophistication. No attempts have been 
made to investigate AIS alignment, i. e. the alignment or fit between AIS requirement and its 
AIS capacity, and its impact on organisational performance. Therefore, this study represents 
an attempt to explore AIS alignment and subsequently examine the impact of the alignment 
on IS success and organisational performance. It also investigates the relationship between 
IS success and organisational performance, the factors that influence AIS requirement, the 
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impact that IT sophistication might have on AIS capacity, and the factors that influence AIS 
alignment. 
The framework for this study was developed around Galbraith's (1973) information 
processing theory. Ile theory is one of several theories that can be classified as contingency 
theory (Bolon, 1998). Contingency theory was initially developed as a means of explaining 
observed differences in the structure of organisations (Mitchell et al., 2000). The theory is 
based on the conclusions that (1) 'there is not best way to organise, and (2) any way of 
organising is not equally effective' (Galbraith, 1973: p. 2). A variety of contingencies were 
assumed to constitute the conditions appropriate for a particular type of organisation 
structure. 
The contingency theory framework has been adopted as an important basis for accounting 
research since the 1970s. However, rather than focusing on organisational structure, 
accounting research focused on AIS design. In fact, organisational structure was considered 
as one of the many contingency variables (Nfitchell et al., 2000). Studies were designed to 
ascertain which contingencies best explained observed AIS design (Jones, 1985). Basically, 
the application of the theory is based on the premise that 'there is no universally appropriate 
AIS design that applies equally to all organisations in all circumstances ... a contingency 
theory must therefore identify specific aspects of AIS, which are associated with certain 
defined circumstances and demonstrate an appropriate matching' (Otley, 1980: p. 413). 
Early accounting research suggested environmental conditions, organisational structure, 
production technology, and management style as key contingent variables (e. g. Bums and 
Waterhouse, 1975; Gordon and Miller, 1976; Waterhouse and Tiessen, 1978; Otley, 1980; 
Gordon and Narayanan, 1984; Chenhall and Morris, 1986; Gul, 1991; Mia, 1993; Choe and 
Lee, 1993; Gul and Chia, 1994). More recent accounting research suggested that selected 
business strategy could also be an intervening variable, which influences the design of AIS 
(e. g. Abernethy and Guthrie, 1994; Chong and Chong, 1997; Chenhall and Langfield-Smith, 
2001). The identification of contingent variables is said to provide useful insights into the 
fundamental factors which shape and influence AIS design (Mitchell et al., 2000), and more 
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importantly the appropriate fit between contingent factors and AIS design would enhance 
organisational performance (Otley, 1980). 
In IS literature, the contingency approach is based on the premise that a better fit between 
contextual variables and the design and use of the IS would lead to greater IS success and 
eventually better organisational performance (Weill and Olson, 1989). Among the variables 
of interest to IS researchers include organisational structure, size, environment, technology, 
tasks and individual characteristics, and more recently business strategy (e. g. Weill and 
Olson, 1989; livari, 1992; Raymond et al., 1995; Bergeron et al., 2001; Cragg et al., 2002). 
The interest of this research is not to replicate previous contingent-based studies which 
examine the alignment between contingency factors and AIS design or the alignment 
between contingency factors and IT sophistication. Rather, this research attempts to explore 
the alignment of AIS design, which is between AIS requirement and AIS capacity, and 
examine its impact on IS success and organisational performance. The central idea to this 
research is based on Galbraith's (1973,1977) information processing framework which 
extends the contingency framework to explain why uncertainty should have such an effect 
on the structure and to relate uncertainty to the design policy variables. 'ne theory assumes 
that 'an organisation is a complex system whose primary problem of relating to its 
environment is the acquisition and utilisation of information' (Bolon, 1998: p. 212). The 
greater the uncertainty, the greater the amount of information that needs to be processed to 
achieve a given level of performance (Galbraith, 1977: p. 4). According to Galbraith, 
organisations would respond to the increasing information demand by increasing or reducing 
their information processing capabilities. The match between the information demanded and 
the information provided is considered to be an antecedent to organisational effectiveness. 
Based on this idea, this study proposed that a better fit between AIS requirement and AIS 
capacity would lead to a greater IS success and a better organisational performance. Ile 
proposition is in tandem with Van de Ven and Drazin's (1985) suggestion that 'the concept 
of fit or alignment should not be confined to structural contingency theory only but can be 
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applied to any theory that postulates that organisational performance is a function of the 
match, congruence, intersection, or union of two or more factors' (p. 361). 
Galbraith (1973,1977) identifies two mechanisms by which organisations may enhance 
their information processing capabilities. First, he discusses an investment in vertical IS. 
Vertical IS can receive, process, and distribute information up and down the organisational 
hierarchy to locations where it is needed most for effective decision-making (Bolon, 1998). 
Second, he exan-dnes the need for lateral relationships within organisations. Although 
Galbraith did not specifically focus this method on IS, Bolon (1998) argued that it can be 
applied in terms of integrating horizontal systems that provide information by cutting across 
organisational functional areas. 
Following Bolon's (1998) suggestion, this study reflects both mechanisms by considering IS 
implemented to provide information up and down and across the organisation. Galbraith 
(1973,1977) added if the two mechanisms are viewed as too costly relative to their benefit, 
the manager might reduce the need to process the information by creating slack resources or 
self-contained tasks. The first method involves reducing the required level of performance, 
whilst the second method focuses on minimising and concentrating on data relevant to own 
specific group or area. However, given the highly competitive environment under which the 
SMEEs operate, the application of both methods is thought to be less appropriate for the 
survival of the firms. At the time Galbraith (1973,1977) was writing, it might be appropriate 
to have the alternative solutions, as the computerisation project is a very costly and risky 
business even for large organisations. However, the less complicated structure of SMEs plus 
the continuous decline in computing costs and the availability of more powerful and user- 
friendly packages is more likely to give advantage to the SMEs towards IS implementation 
compared to their larger counterparts (Thong, 1999). Based on the above discussions, an 
outline research model for the study is illustrated in Figure 3-1. The research model will be 
discussed in details later in Section 3.4 after all the variables have been explained in Section 
3.3. 
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Figure 3-1: The Outline Research Model 
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3.3 MAJOR VARIABLES 
A major motivation for the research was to examine the importance of aligning AIS 
requirement and AIS capacity. Hence, the emphasis is on the variables AIS requirement, 
AIS capacity, AIS alignment, IS success and organisational. performance. Other variables 
explored are IT sophistication, perceived environmental uncertainty, strategic choice, 
organisational. structure, CEOs' commitment, internal expertise, and external expertise. A 
greater understanding of these variables could assist SMEs with many decisions related to 
AIS design and IT utilisation. 
3.3.1 AIS Design (AIS Requirement and AIS Capacity) 
The terms 'accounting information systems' and 'management accounting systems' are 
sometimes used interchangeably to refer to AIS design. According to Chenhall (2003), 
6management accounting systems' refers to the systematic use of management accounting 
practices to achieve some goals, whilst 'accounting information systems' is a broader term 
that encompasses both financial accounting and management accounting, and is used for the 
purpose of this study. 
Reviews of accounting literature indicated that information characteristics have been 
considered as key AIS design variables by many researchers (e. g. Ewusi-Mensah, 1981; 
Gordon and Narayanan, 1984; Chenhall and Morris, 1986; Choe and Lee, 1993; Abernethy 
and Guthrie, 1994; Chong and Chong, 1997). As discussed earlier in Chapter One, the 
definition of AIS has evolved over the years from one focusing on the provision of more 
formal, financially quantifiable information to assist in decision making processes to one 
that embraces a much broader scope of information (Chenhall, 2003). Among the 
dimensions used by previous researchers to reflect the design of AIS include focus, 
orientation, time horizon, aggregation, integration, timeliness, financial and non-financial, 
and quantitative and qualitative. The description of each dimension is summarised in Table 
3-1. 
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Table 3-1: Dimensions of AIS Design 
Dimension Descriptions Researchers 
Focus Addresses whether the data items are to be rather Gordon et a]. (1978) 
broad and diffuse or whether they are to be rather Chenhall and Morris (1986) 
specific and narrow Choe and Lee (1993) 
Orientation Determines whether the data items report primarily Gordon et al. (1978) 
internal facts (relates to the organisation itself) or Ewusi-Mensah (1981) 
facts with external origin (deals with events outside Choe and Lee (1993) 
the domain of the organisations) Gordon and Narayanan (1984) 
Time horizon Refers to whether the data items are ex-post, which Gordon et al. (1978) 
relates to past events, or ex-ante, which pertains to Gordon and Narayanan (1984) 
future events 
Timeliness Refers to the provision of information on request Chenhall and Morris (1986) 
and the frequency of reporting systematically 
collected information 
Aggregation Represents whether the reports contain too little Chenhall and Morris (1986) 
detail information or too much detail information Lederer and Smith (1989) 
Integration Refers to the information that needs to be generated Chenhall and Morris (1986) 
to reflect the impact of the interacting effects of the Gul (1991) 
various functions in the organisations and the 
formulation of targets 
Financial Financial information is expressed in monetary Gordon and Narayanan (1984) 
non-financial terms, whereas non-financial information is not 
expressed in monetary terms 
Quantitative / Quantitative information is expressed in numeric Ewusi-Mensah (1981) 
qualitative terms, but qualitative information is expressed in Choe and Lee (1993) 
nonnumeric terms 
Of all these dimensions, the classification made by Chenhall and Morris (1986) is the most 
popular and widely adopted by many accounting researchers (e. g. Gul, 199 1; Abernethy and 
Guthrie, 1994; Gul and Chia, 1994; Chong, 1996; Chong and Chong, 1997). Based on their 
review of past studies related to AIS design, these authors reclassified AIS design into 
scope, aggregation, integration and timeliness. These four dimensions include all the 
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dimensions of AIS design highlighted in Table 3-1. The description of each dimension is 
summarised in Table 3-2. 
Table 3-2: Information Characteristics (Chenhall and Morris, 1986) 
Dimensions Characteristics 
Scope External information, non-financial information, and future-oriented information 
Timeliness Frequency of reporting, and speed of reporting 
Aggregation Aggregated by time period, aggregated by functional areas, and analytical or 
decision models 
Integration Precise targets for activities and their interrelationship within organisation, and 
reporting on intra-sub-unit interactions 
According to Chenhall and Morris (1986: p. 19), the 'scope' of AIS refers to focus, 
quantification, and time horizon. Traditional AIS provides information which focuses on 
events within the organisation, is quantified in monetary terms, and relates to historical data. 
A broad scope AIS, on the other hand, provides information related to the external 
environment which may be economic or non-econom1c. It also includes non-monetary 
measurement of many of these external environmental characteristics and also provides 
estimates of the likelihood of future events occurring. Broad scope information was found 
to have direct relationship with perceived environmental uncertainty and organisational 
interdependence. The second dimension, 'timeliness', refers to the provision of information 
on request and the frequency of reporting systematically collected information. Timely 
information is expected to provide reports upon the most recent events and to provide rapid 
feedback on decisions, and is particularly important under uncertain environmental 
condition. 'Aggregate' information refers to the various forms of aggregation ranging from 
provision of basic raw, unprocessed data to a variety of aggregations around periods of time 
or areas of interest such as responsibility centers or functional areas (Chenhall and Morris, 
1986: p. 2 1). It also refers to summation in formats consistent with formal decisional models 
such as discounted cash flow analysis, cost- v ol ume-profi t analysis, and inventory control 
models. Finally, 'integration' refers to the coordination of the various segments within the 
organisation. AIS characteristics which may assist coordination would include the 
specification of targets which account for the effects of the interacting segments and 
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information on the impact that decisions in one area have on operations throughout the 
organisation (Chenhall and Morris, 1986: p. 22). Both aggregation and integration type of 
information were found to have direct relationships with decentralised structure and 
organisational interdependence. 
Previous studies adopted Chenhall and Morris' (1986) instrument used it to measure either 
usage of AIS information (e. g. Mia, 1993; Mia and Chenhall, 1994; Chong and Chong, 
1997), perceived usefulness of AIS information (e. g. Chenhall and Morris, 1986; Gul, 
1991), perceived importance of AIS information (e. g. Abernethy and Guthrie, 1994), or 
availability of AIS information (e. g. Gul, 1991; Gul and Chia, 1994). This study adapted the 
instrument to measure both perceived importance and availability of AIS information. Each 
dimension of AIS design is used to examine the importance of specific accounting 
information characteristics (i. e. AIS requirement) and the extent to which it is available for 
decision-making (i. e. AIS capacity) in pairs. 
3.3.2 AIS Alignment 
As discussed earlier in Chapter Two, the concept of alignment or fit has been debated in the 
literature. A number of approaches have been developed to operationalise the concept. For 
example, Van de Ven and Drazin (1985) classify fit into three different categories, namely 
selection, interaction and systems approaches. Of these three, interaction is the most popular 
and widely adopted approach among researchers (fivari, 1992). The simplicity of the 
interaction approach is more than compensates for its lack of completeness (Hussin, 1998). 
A selection approach is thought to be less appropriate for this study because of its lack of 
emphasis on performance outcomes (Van de Ven and Drazin, 1985; Iivari, 1992). The 
systems approach, while addresses the many contingencies in a simultaneous manner and is 
argued to provide the most meaningful information (Van de Ven and Drazin, 1985; Drazin 
and Van de Ven, 1985), it is not easily interpretable (livari, 1992) and the complexity it 
would have introduced is not thought to be justified (Hussin, 1998). 
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Venkatraman (1989) proposed six different perspectives from which fit could be defined and 
studied, namely moderation, matching, covariation, profile deviation, and gestalts. Different 
approaches require different mathematical models and have different theoretical 
implications (Bergeron et al., 2001). Of these six, the moderation and matching approaches 
have been adopted by a number of researchers in both accounting and IS literatures (e. g. 
Abernethy and Guthrie, 1994; Raymond et al., 1995; Chan et al., 1997; Chong and Chong, 
1997; Cragg et al., 2002). Other perspectives are still in their exploratory stages and thus 
require further development (Cragg et al., 2002). Chan et al. (1997) and Cragg et al. (2002) 
use a combination of moderation and matching approaches to investigate the fit between 
business strategy and IT strategy. Fit under the matching approach is commonly based on 
the level of similarity between two measures (Chan et al., 1997), which in this case is the 
level of similarity between AIS requirement and AIS capacity. On the other hand, the 
moderation perspective, similar to the interaction approach, assumes that fit reflects synergy. 
Therefore, fit is calculated as the interaction between two measures. For example, AIS 
capacity has a different impact on a high value for the AIS requirement compared with a low 
value. The greater the value of AIS capacity, the higher effect of AIS requirement on 
performance (Hussin et al., 2002: p. 109). For the purpose of this study, two approaches of 
fit have been modelled, fit as moderation and fit as matching, to examine the alignment of 
AIS requirement and AIS capacity. The complementary information obtained by attempting 
to utilise a number of approaches permitted measurement triangulation and a more complete 
understanding of the AIS requirement-AIS capacity relationship. 
3.3.3 Organisational Performance 
Organisational performance is the main dependent variable in this study. It has been 
suggested in both accounting (e. g. Otley, 1980) and IS literature (e. g. Weill and Olson, 
1989) that any comprehensive contingency studies should include performance. Although it 
is an important variable for most studies, unfortunately it is difficult to define the term 
clearly (Dess and Robinson, 1984) because there is ambiguity as to what organisational 
performance is and how it can be measured. Performance is viewed differently by different 
organisations and there are various approaches used to measure performance. Some view 
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performance from a financial standpoint or use objective measures, while others consider 
non-financial or subjective measures. 
In most IS studies, the measurement of performance has been based on the objective 
approach (Raymond et al., 1995), either using a set of financial ratios or volume measures. 
The more common indicators are return on investment, return on assets, revenue or sales 
growth (Weill and Olson, 1989). The main advantage of employing a financial-based 
performance is its objectivity (Hussin, 1998). However, use of accounting measures have 
been criticised because they focus only on the economic dimensions of performance, while 
neglecting other important goals of the firm (Raymond et al., 1995). The financial-based 
measures also concentrate on short-term and narrowly defined economic gains (Doswell, 
1990), and more susceptible to manipulation and changes in accounting policies (Mak, 
1989). 
In contrast, subjective measures are used to capture a wider concept of business performance 
not measured by static financial measures (Hussin, 1998). These measures are sometimes 
used as surrogates where it is difficult in getting primary data (Dess and Robinson, 1984). 
SMEs are often very reluctant to provide performance-related data (Dess and Robinson, 
1984). Further, such information is also not publicly available, making it impossible to 
check the accuracy of any reported financial performance figures (Covin and Covin, 1990; 
Miles et al., 2000). Even if access to such information is obtained, there is a greater risk of 
error attributable to varying accounting procedures in these firms (Dess and Robinson, 1984) 
and is also difficult to interpret (Mak, 1989, Miles et al., 2000). Moreover, absolute scores of 
financial performance criteria are affected by industry-related factors (Miller and Toulouse, 
1986a). As such, directly comparing the objective financial data obtained for firms in 
different industry could be misleading. 
Subjective measures have also been subject to criticism due to their lack of objectivity. 
Despite the criticism, the use of subjective assessment is gaining popularity as an alternative 
to an objective measure. Doswell (1990) for example suggests that the subjective measure, 
in the long run, would be as important as the more tangible, objective short-term financial 
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measure. Further, leading researchers such as Khandwalla (1977) have employed the 
subjective approach. 
This study focuses on subjective measures of organisational performance and adopted the 
instrument developed by Khandwalla (1977), who measured the index of subjective 
performance based on manager's assessment of the company's ability relative to its 
competitors. These measures are long-term profitability, availability of financial resources, 
sales growth, and image and client loyalty. Khandwalla found that these measures correlated 
fairly strongly with objective performance measures. Dess and Robinson (1984) support the 
argument that subjective measures of performance correlate strongly with objective 
measures, and recommend the use of subjective measures especially when accurate 
objective measures are unavailable. 
3.3.4 IS Success 
A large body of IS research has attempted to identify factors leading to the success of IS 
implementation. However, IS researchers encounter difficulty in isolating a definitive body 
of contributing factors since the meaning of IS success varies considerably among studies 
(Hunton and Flower, 1997). In an attempt to present an integrated view of the diverse 
approaches to defining IS success, DeLone and McLean (1992) synthesis a six-dimensional 
taxonomy based on a review of 180 published conceptual and empirical studies, namely, 
system quality, information quality, system use, user satisfaction, individual impact and 
organisational impact. DeLone and McLean's taxonomy basically addresses IS benefits at 
all three level - individual, system and organisational (Hunton and Flower, 1997). 
A number of models that attempt to represent IS success have been proposed both before 
and after DeLone and McLean's (1992) model. However, this model was ultimately chosen 
because, as Ballantine et al. (1996) suggest, the DeLone and McLean's model is a positive 
development in furthering research in IS success in several aspects. Among others, the 
model consolidates previous research, classifies the measures of IS success into plausible 
groupings and so has intuitive appeal, begins to identify different stakeholder groups in the 
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process, and a number of researchers have considered it to be a suitable foundation for 
further empirical and theoretical research and as such it has met with general acceptance. 
Furthermore, Ballantine et al. (1996) describe DeLone and McLean's model as 'one of the 
more complete and better known'. The model has been used as a basis for empirical research 
and has been refined and expanded by a number of researchers (Ballantine et al., 1996: p. 5). 
However, with the exception of Al-Mushayt (2000), no previous research has empirically 
examined the model as a whole. Al-Mushayt (2000) represents the first attempt to validate 
DeLone and McLean's model as a summated measure for the overall IS success. The results 
of the study indicated that the model is valid, unidimensional, and reliable and can be 
summated. 
In addition, all the new models that have been introduced (e. g. Ballantine et al., 1996; 
Seddon, 1997; Myers et al., 1997) are an extension of the original model, in that they 
included new variables and not omitted any of the original variables. For example, Myers et 
al. (1997) updated the existing model to include the emerging IS dimensions of 'service 
quality' and 'work group impact' and provide a comprehensive method for orgamsing the 
various measures of IS success. However, these extended models have not been tested 
empirically like DeLone and McLean's model or evaluated by other IS researchers. The 
description of each dimension of DeLone and McLean's model is summarised in Table 3-3. 
Table 3-3: IS Success Variables (DeLone and McLean, 1992) 
Dimensions Descriptions 
System quality Focuses on technical characteristics of the information processing system 
itself 
Information quality Refers to quantitative and qualitative characteristics of tile information 
systems output 
System use Reflects recipient consumption of the information systems output 
User satisfaction Indicates recipient response to the information systems 
Individual impact Refers to the effect of information on recipient attitude and behaviour 
Organisational impact Measures the effect of information on organisational performance indicators 
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3.3.5 IT Sophistication 
In identifying the impact of IT on organisations, a number of researchers have attempted to 
characterise this technology (e. g. Montazemi, 1987; Raymond, 1987,1990, and 1992; 
Kagan et al., 1990; Cragg and King, 1992). Most of these studies have used Nolan's 'stages 
of EDP growth' model (Nolan, 1973,1979) as a theoretical foundation. However, as 
discussed earlier in Chapter Two, this concept has been recognised as a multi -dimensional 
variable where researchers have selected various dimensions to reflect the sophistication of 
IT of an organisation. In an attempt to present an integrated view of the diverse approaches 
to characterising IT sophistication, Raymond and Pare (1992) develop a multi -dimensional 
construct which includes all aspects related to technological support, information content, 
functional support, and management practices in the specific context of SMEs. 
Table 3-4: Criterion Variables of IT Sophistication (Raymond and Pare, 1992) 
Perspective Dimension Criterion Variables 
IT usage Technological Variety of IT used, hardware characteristics, 
development tools, man-machine interface, processing 
mode, and type of operation 
Informational Applications portfolio, and integration of applications 
11' management Functional IS personnel specialisation, role of the IS function, 
decisional level, type of development, position of the 
IS function, and user participation 
Managerial Organisational objectives, top management 
implication, IT investment, IT adoption process, 
presence of consultants, 11' planning process, control 
of IT, evaluation of IT 
The concept integrates not only the aspects related to IT usage but also IT management. 
These authors defined IT sophistication as 'a construct which refers to the nature, 
complexity and interdependence of IT usage and management in an organisation' (p. 7). 
Technological sophistication reflects the number or diversity of' IT used. Informational 
context is characterised by the nature of its application portfolio. Functional dimension 
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relates to the structural aspects of the IS function and IT implementation process. Finally, 
managerial dimension of IT sophistication relates to the mechanisms employed to plan, 
control and evaluate present and future applications. The criterion variables for each 
dimension are summarised in Table 3-4. While the concept was developed more than a 
decade ago, it does provide a comprehensive characterisation of IT beyond the technological 
sophistication adopted by many researchers. For the purpose of this study, only criterion 
variables that are perceived as most important and reflect the most recent IT developments 
will be considered. 
3.3.6 Contingency Factors 
Among the dominant variables hypothesised by researchers in the theoretical development 
of contingency theories in accounting and IS literature include environment, organisational 
structure, and strategy. Therefore, this study will concentrate on these three variables to 
examine the impact of contingency factors on AIS requirement. 
3.3.6.1 Environmental Uncertainty 
Environment appears to be the most dominant variable in contingency studies. It has been 
argued that environmental uncertainty makes managerial planning and control more difficult 
(Duncan, 1972) due to the unpredictability of future events (Chenhall and Morris, 1986). 
Uncertainty of the environment even makes a well-formulated plan obsolete and impractical 
(Teo and King, 1997). According to Jones (1985), environmental uncertainty can arise from 
outside because of the action of competitors, rapid changing technology or the threat of 
government interventions. The environmental factor is even more critical in SMEs as 
smaller firms are more vulnerable to external forces than larger firms (Welsh and White, 
1981). 
A number of researchers have attempted to define and operationalise environmental 
uncertainty. For example, Duncan (1972: p. 314) defines environment 'as the totality of 
physical and social factors that are taken directly into consideration in the decision-making 
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behaviour of individuals in the organisation'. Duncan suggests that the internal environment 
consists of those relevant physical and social factors within the boundaries of the 
organisation, whilst external environment consists of those factors outside the boundaries. 
Three components of internal environment include organisational personnel, organisational 
functional and staff units, and organisational level. The external environment consists of 
customers, suppliers, competitors, socio-political, and technological. 
Gordon and Narayanan (1984) operationalise environmental uncertainty in terms of the 
managers' perceptions about the predictability and stability in various aspects of their 
organisation's industrial, economic, technological, competitive and customer environment. 
Govindarajan (1984) adopts the concept of task environment, which composed of four major 
components: customers; suppliers of material, labour and capital; competitors for both 
markets and resources; and regulatory groups such as governmental agencies. Earlier, 
Khandwalla (1977) operationalises environmental uncertainty in terms of the managers' 
perceptions about the degree of change and unpredictability in the firm's markets, 
competitors, and production technology. While the instrument was originally developed and 
tested in large organisations, it has also been adapted and validated in the SMEs context by 
many researchers (e. g. Miller and Droge, 1986; Raymond et al., 1995; Bergeron et al., 
2001). Therefore, it is considered appropriate to use the same instrument in this study. 
3.3.6.2 Strategic Choice 
Business strategy also appears to be one of the important variables in contingency studies 
(e. g. Abernethy and Guthrie, 1994; Chong and Chong, 1997). It has been argued to have a 
strong relationship with the environment. Organisational strategic choice would determine 
its environmental domain which in turn influence the scope of information required to cope 
with the uncertainty (Chong and Chong, 1997). 
Much of the original strategy measurement work involved the use of typologies. Two well- 
known strategy typologies that have been adopted by accounting as well as IS researchers 
were developed by Miles and Snow (1978) and Porter (1980). Porter's (1980) three overall 
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strategies are cost leadership, differentiation and focus. A cost leadership strategy aims to 
exploit scale, scope and other economies, producing a highly standardised, homogenous 
product, and using state of the art technology. A differentiation strategy aims to emphasise 
the uniqueness of a product as perceived by the customers. Neither of the above strategies is 
feasible for SMIEs because it is aimed at the industry as a whole. Perhaps more appropriate is 
a focus strategy, combining the elements of cost leadership and product differentiation, 
directed at a specific market segment in a unique way (Reid, 1993). 
Miles and Snow's (1978) typology of strategies divides organisations into prospector, 
defender, analyser, and reactor types. Finns following a prospector strategy frequently add 
and change their products and services, and are consistently attempting to be first in the 
market. They are innovators, flexible and entrepreneurial in their outlook and continually 
undertake a relatively high rate of new products and market development. A defender 
operates in relatively stable product areas and focus on maintaining market share through 
cost leadership, quality and service. Combining the strengths of the defender and the 
prospector, the analyser seeks to simultaneously minimise risk while maximising 
opportunities for growth. A reactor essentially lacks a consistent strategy. Its strategy has 
characteristics of each of the other type's strategies at different times and thus is difficult to 
categorise clearly. 
Miles and Snow's strategy typology is the most widely used typology in contingent-based 
accounting studies and has been found to be a useful means of classifying generic strategies 
across a wide range of industries (Shortell and Zajac, 1990). The typology also exhibits 
similar characteristics to strategy archetypes identified in other studies (Chong and Chong, 
1997). Therefore, Wes and Snow's strategy typology was chosen to investigate the impact 
that strategic choice may have on AIS requirement of the SMEs. 
3.3.6.3 Organisational Structure 
The relationships between AIS design, IT sophistication, and organisational structure has 
been an object of study, both by accounting (e. g. Gul and Chia, 1994; Choe and Lee, 1993; 
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Chenhall and Morris, 1986; Gordon and Narayanan, 1984) and IS researchers (e. g. 
Raymond et al., 1995; Bergeron et al., 2001). For example, Chenhall and Morris (1986) 
found that decentralisation is associated with a preference for aggregated and integrated 
accounting information, whilst Raymond et al. (1995) suggest that 'IT enables 
decentralisation of control and delegation of decision authority by facilitating the 
dissemination and sharing of information throughout all levels and units of the firm' (p. 4). 
Leifer (1988) quoted in Bergeron et al. (2001) concluded that a complex structure implies 
more elaborate coordination, control, and communication mechanisms which in turn 
requires enabling IT. 
According to Bergeron et al. (2001), 'the structure of a firm is the complex set of goals, 
functions and relationships among units that allow an organisation to react effectively to 
market demands' (p. 129). Five dimensions of structural variables that have emerged most 
consistently in the organisation literature are: (1) centralisation, (2) liaison (integration), (3) 
devices, (4) technocratisation, and (5) formalisation (Miller, 1991). Raymond et al. (1995) 
chose centralisation, formalisation and complexity when investigating the relationship 
between IT sophistication and structural sophistication among SMEs. More recently, 
Bergeron et al. (2001) argued that the complexity dimension is the most relevant surrogate 
for structure in the SMEs context. Structural complexity was measured by the size of the 
firm's managerial hierarchy, i. e. the ratio of managers to total employees, also known as the 
firm's administrative intensity. These authors argued that the ratio is particularly relevant in 
the context of SMEs because it indicates the delegation of decision-making authority from 
the owner-manager to professional managers who specialise in certain complex tasks. 
Indeed, Miller and Toulouse (1986a) found the performance of dynamic small firms to be 
higher among those that had recruited a proportionally higher number of professional 
managers. Therefore, it is reasonable to use complexity as a surrogate for structure in this 
study. 
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3.3.7 CEO's Commitment 
The IS literature has the notion that top management support in IS implementation leads to 
successful computer usage in both large and small organisations. For example, Galliers 
(1991) studied general management problems in implementing IT, and found lack of 
commitment and involvement of management are among the key factors inhibiting planning 
and implementation of computerisation projects. In the context of SMEs, DeLone (1988), 
Yap et al. (1992), Cragg and King (1993), Thong and Yap (1995), Foong (1999), 
Premkumar and Roberts (1999), and Thong (1999 and 2001) found that CEOs support in IS 
implementation leads to more successful IS. Furthermore, DeLone (1988) and Schleich et al. 
(1990) suggest that the involvement and understanding by the management is more 
important than delegating all of the IT decisions to an external expert because the CEO is 
the best person to understand the factors that are critical to the business and the areas where 
IT will have the best payoff. 
Many past studies have also shown that appropriate CEO's IT knowledge is essential if 
SMEs are to plan effectively their IS implementation (e. g. DeLone, 1988; Gable and Raman, 
1992; Cragg and King, 1993; Magal and Lewis, 1995; Thong, 2001). For example, Ettlie 
(1990) showed that CEOs with more knowledge of technological innovation are found to be 
significantly more likely to implement an aggressive technology adoption policy. As well as 
IT knowledge, CEO's accounting knowledge is also important in SMEs computerisation 
projects particularly at the information requirements stage. For example, Neidleman (1979), 
Lees (1987) and DeLone (1988) argue that lack of accounting knowledge is among the 
factors that inhibiting sophisticated IT adoption. This knowledge deficiency also hinders the 
firms from exploiting the full potential of the technology adopted. Carr (1987) found that ill- 
defined system requirements remained the major reason for IT failure. 
Prominent researchers like Child (1972) and Otley (1980) also suggest that the CEO plays a 
dominant role in SME business decisions. Child (1972) argues that CEOs are important as 
they served as the primary link between organisation and its environment. As the CEO is a 
major information user due to the many roles he or she plays, the CEO is also in a position 
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to identify organisational information requirements and critical business applications to 
computerise. Being the most influential person in small business, the CEO has a major 
influence on the alignment between organisational information requirements and 
information processing capacity. Hence, it is considered necessary to include the CEO's 
commitment to IT in this research. 
Cragg et al. (2002) measure CEO commitment to IT in three ways: personal IT use, 
familiarity or knowledge of common software, and participation in IT selection and 
implementation. Jarvenpaa and Ives (1991) differentiate between 'executive participation' 
and 'executive involvement'. According to Jarvenpaa and Ives (p. 206), 'executive 
participation refers to the CEO's activities or substantive personal interventions in the 
management of IT', whereas 'executive involvement is concerned with the psychological 
state of the CEO, reflecting the degree of importance placed on IT by the CEO'. Results 
from their study show that executive involvement is more strongly associated with the firms' 
progressive use of IT than executive participation. The argument is that participation of the 
CEO in large organisation is commonly delegated to others. However, it is anticipated that, 
due to the nature of the CEO roles in SM[Es, CEO's participation in IT planning, 
development, and implementation-related activities would contribute more to the successful 
implementation of IS projects than CEO involvement in SM[Es, and hence will be the focus 
of this study. Following the above discussion, this study attempts to measure CEO's 
commitment by considering three dimensions: (1) familiarity or knowledge of common 
accounting technique, (2) familiarity or knowledge of common software packages, and (3) 
participation in IT selection and implementation. 
3.3.8 External Expertise 
Lees and Lees (1987) and Gable and Raman (1992) argue that SMEs often have poor 
understanding of basic IT knowledge and lack sufficient internal computer expertise. SMEs 
are also associated with a lack of actual time and resources available to implement changes 
which can lead to a lack of fit between the system supplied and the tasks required to be 
done. Hence, SMEs have more problems with IS implementation and are more dependent on 
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external IT expertise, in the form of consultants and vendors, compared to larger firms 
(Thong et al., 1994). Thong et al. (1996) reveal that high quality external IT expertise is 
even more critical than top management support for SMEs operating in an environment of 
resource poverty. 
It is also argued that SMEs lack experienced accounting supports and thus rely on the 
traditional accounting information to make business decisions (Reid et al., 1999; Reid and 
Smith, 2000). Alternatively, SMEs prefer to hire bookkeepers or even outsource their 
accounting works to accounting firms rather than employing a highly paid accountant. For 
example, Davis (1997) argued that SMEs rely heavily on accounting firms as their most 
trusted business advisors. Besides vendors, consultants, and accounting firms, SMEs 
particularly in the emerging economies like Malaysia, rely on government agencies as their 
advisor. For example, Gable and Raman (1992), Yap et al. (1994) and Yap and Thong 
(1997) found that strong government commitment and support has lowered the barriers to 
computerisation and aided SMEs that lack the resources to computerise successfully. 
Based on the above discussion, this study has included the variable on external expertise 
related to vendors, consultants, accounting firms, and government to explore its link with 
AIS alignment. According to Thong et al. (1994), IT consultants provide consultancy 
services which include performing information requirements analysis of the business needs, 
recommending suitable computer hardware and software, and managing the implementation 
of IS, whilst IT vendors provide computer hardware, software packages, technical support, 
and user training. Accounting firms could use their knowledge about their client and client's 
business to advice them on the use of information and IS (Elliot, 1992), whilst government 
could provide supports and incentives in the form of subsidies, low interest loans, seminars, 
and technical expertise (Ein-Dor et al., 1997). Besides the sources of advice, the other 
dimension included in the study concerns the level of satisfaction with each of the sources 
sought. 
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3.3.9 Internal Expertise 
SM[Es are associated with a lack of experienced accounting and ITAS support (e. g. Lees and 
Lees, 1987; Gable and Raman, 1992; Reid et al., 1999; Reid and Smith, 2000). The firms 
also face difficulties in recruiting and retaining internal accounting and MIS experts due to 
scarce resources and limited career advancement (Gable, 1991). The situation often results 
in a lower level of awareness and understanding of the importance of accounting 
information and IT. These knowledge deficiencies may in turn raise barriers to the adoption 
of more contemporary accounting information and sophisticated technology. For example, 
many past studies have shown that SMEs rely on basic financial accounting information, 
such as balance sheet and profit and loss statements, to make business decisions (Holmes 
and Nicholls, 1988; Palmer, 1994; Mairead, 1997). This explains why SMEs are more likely 
to use IT for administrative and operational than strategic activities. Furthermore, the 
adoption of sophisticated IT would be meaningless if the firms do not have appropriate 
accounting knowledge to exploit the full potential of the technology. Based on the above 
discussion, one could posit that internal accounting and ITAS expertise would contribute to 
better alignment between AIS requirement and AIS capacity. Hence, this study has also 
included the variable on internal expertise related to accounting and IVIS support to explore 
its link with AIS alignment. 
3.3.10 Other Variables 
Besides the major variables discussed above, other variables explored in this study are 
variables relating to demographics. Among the variables included are company size, 
company ownership, company age and industry type. The inclusion of demographic factors 
in studies on SM[Es is very common as the SMEs sector is very diverse (Nooteboom, 1994). 
It is envisaged that some of these demographic factors may have an influence on the 
alignment between organisational information requirements and information processing 
capacity. 
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Based on the above discussion, the outline research model presented in Figure 3-1 can now 
be modified to incorporate all the specified dimensions and variables. The enhanced 
research model is presented in Figure 3-2. 
85 
Research Framework 
Environmental 
Uncertainty 
Action of Competitors 
Product Demand 
Marketing Practices 
Technological Change 
R4 
Strategic Choice 
" Prospector 
" Defender 
Organisational Structure 
9 Complexity 
CEO Commitment 
Accounting Knowledge 
IT Knowledge 
Participation 
External Expertise 
" Vendor/Consultant 
" Accounting Firm 
Internal Expertise 
Accounting Staff 
11' staff 
Demographic Variables 
Company Size 
Company Ownership 
Company Age 
Industry Type 
IT Sophistication 
, Fechnological 
Informational 
Functional 
Managerial 
R9 
RI 
AIS Requirement 
" Scope 
" Aggregation 
" Integration 
" Timeliness 
V 
RI 
Performance 
Long-term 
Profitability 
Financial Resources 
Sales Growth 
Image and Client's 
Loyalty 
R3 
R2\ Information Systems 
Success 
System Quality 
Information Quality 
S 0 ystem Use 
AIS Capacity 0 User Satisfaction 
" Scope 0 Individual Impact 
" Aggregation 0 Organisational 
" Integration Impact 
" Timeliness 
Figure 3-2 - The Enhanced Research Model 
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3.4 RESEARCH PROPOSITIONS 
Figure 3-2 shows that there are two tiers to the research model. The first tier (the right side 
of the model) represents the relationships between AIS alignment and IS success, AIS 
alignment and organisational performance, and IS success and organisational performance. 
The second tier (the left side of the model) represents the relationship between three 
contingency factors (i. e. perceived environmental uncertainty, strategic choice, and 
organisational structure) and AIS requirement, the relationship between IT sophistication 
and AIS capacity, and the relationship between three influential factors (i. e. CEO's 
accounting and IT commitment, internal expertise, and external expertise) and AIS 
alignment. A discussion of the research propositions is presented in the following sections. 
3.4.1 AIS Alignment and Organisational Performance 
Prior studies have suggested that extensive use of information is important to the survival of 
SMEs (e. g. Lybaert, 1998; Mitchell et al., 2000). While most of the contingent-based studies 
indicate a positive relationship between AIS design and performance of the large 
organisations (e. g. Mia and Chenhall, 1994; Abernethy and Guthrie, 1994; Chong and 
Chong, 1997), studies of the relationship between AIS design and performance of SMEs 
produce inconclusive and in many instances contradictory results (e. g. McMahon and 
Davies, 1994; Gorton, 1999; Perren and Grant, 2000; McMahon, 2001a and 2001b), and 
thus require further investigations. Reviews of IS literature also indicate that IT utilisation 
can bring many benefits to organisations including SMEs (e. g. Levy et al., 1999; Levy and 
Powell, 2000). However, IS researchers have also struggled to show a direct impact of IT on 
SMEs performance. Rather, results obtained from several empirical studies show 
inconclusive findings (e. g. Cron and Sobol, 1983; Garsornbke and Garsombke, 1989; Cragg 
and King, 1992; Raymond et al., 1995). Shin (2001) argued that IT needs to be coupled with 
organisational factors such as structural complexity and business strategy to have an impact 
on performance. Chan et al. (1997) and Cragg et al. (2002) confirmed Shin's argument when 
they found IT alignment, that is between IT strategy and business strategy, has an impact on 
performance. 
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Therefore, rather than continuing to examine the direct relationship between AIS design or 
IT sophistication on organisational performance, this study attempts to explore the impact of 
aligning AIS requirement and AIS capacity on performance. According to Galbraith (1977), 
the alignment between the information demanded and the information provided is an 
important antecedent to organisational effectiveness. El Luoadi (1998), in his study of the 
relationship between structure, IT and information processing in SMEs, re-emphasises 
Galbraith's idea that information processing capacity must be congruent with its information 
requirements for them to have an impact on performance. The alignment is also important as 
providing managers with unnecessary information may only cause infon-nation overload and 
eventually hamper performance (Gul, 1991), whilst providing less information than required 
would also impair decision-making processes. It is thus expected that firms that aligned their 
AIS requirement with AIS capacity are more likely to be successful than those that are not. 
This relationship is represented by Rl in Figure 3-2, and reproduced in Figure 3-3. 
AIS Alignment Organisational 
Performance 
Figure 3-3: AIS Alignment and Performance 
Proposition 1: 
Finns that align their AIS requirement and AIS capacity are more likely to be successful 
than thosefirms that are not 
3.4.2 AIS Alignment and IS Success 
The issue of IS success has long been a subject of study in IS literature (e. g. Ein-Dor and 
Segev, 1981; DeLone, 1988; Montazemi, 1988; Raymond, 1990; Yap et al., 1992; Magal 
and Lewis, 1995). Among the factors that have been identified to contribute to the 
successful implementation of computerisation projects include technical sophistication, 
owner-manager characteristics, external expertise, experience of computerisation, and end- 
user characteristics. 
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However, rather than continuing to investigate the factors that contribute to IS success, this 
study attempts to explore the impact of aligning AIS requirement and AIS capacity on IS 
success. Further, rather than using a piecemeal measure of IS success as in previous studies, 
this study adopts a comprehensive measure developed by DeLone and McLean (1992). It is 
expected that firms that aligned their AIS requirement AIS capacity are more likely to be 
successful in their IS implementation than those that are not. The relationship between AIS 
alignment and IS success is represented by R2 in Figure 3-2, and reproduced in Figure 3-4. 
AIS Alignment I 
__j 
IS Success 
Figure 3-4: AIS Alignment and IS Success 
Proposition 2: 
Firms that align their AIS requirement and AIS capacity are more likely to be successful in 
their IS implementation than thosefirms that are not 
3.4.3 IS Success and Organisational Performance 
IS implementation in SMEs has long been an issue of great concern for many IS researchers. 
Among the subjects investigated are: (1) factors motivating and inhibiting IT adoption (e. g. 
Malone, 1985; Nickell and Seado, 1986; Montazemi, 1987; Cragg, 1989; Raymond, 1988 
and 1992; Raymond and Magnenat-Thalman, 1992; Cragg and King, 1993; Palvia et al., 
1994; Cragg and Zinatelli, 1995; Igabria et al., 1997; Thong, 1999; Premkumar and Roberts, 
1999); (2) factors affecting the successful implementation of IS (e. g. DeLone, 1988; 
Montazemi, 1988; Schleich et al., 1990; Yap et al., 1992; Raymond and Bergeron, 1992; 
Lai, 1994; Magal and Lewis, 1995; Raymond, 1990 and 1995; Foong, 1999); (3) factors 
affecting the level of IT sophistication (e. g. Cron and Sobol, 1983; Garsornbke and 
Garsombke, 1989; Kagan et al., 1990; Raymond, 1987 and 1990; Cragg and King, 1992; 
Raymond and Pare, 1992; Raymond et al., 1995; Cragg and Zinatelli, 1995; El Louadi, 
1998; Thong, 1999); and more recently (4) the issue of strategic IS and IT alignment (e. g. 
Bergeron and Raymond, 1992; Lin et al., 1993; Hagman and McCahon, 1993; Ballantine et 
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al., 1998; Bridge and Peel, 1999; Levy et al., 1999; Levy and Powell, 2000; Lesjak, 2001a 
and 2001b; Levy et al., 2001; Cragg et al., 2002). 
Despite the many issues investigated, not many studies have considered the impact of IS 
implementation on organisational performance. Cron and Sobol (1983), Garsombke and 
Garsombke (1989) and Raymond et al. (1995) found a positive relationship between IT 
sophistication and performance. On the contrary, Cragg and King (1992) found that firms 
with more sophisticated IT perform no better than firms with no or less sophisticated IT. 
More recently, Cragg et al. (2002) found groups of firms with high IT alignment achieved 
better performance than firms with low IT alignment. This study has included variable 
relating to IS success to further understand how IT affects the performance level of SMEs. It 
is expected that firms that are more successful in their IS implementation are more likely to 
perform better than those that are less successful in their IS implementation. The 
relationship between IS success and organisational performance is represented by R3 in 
Figure 3-2, and reproduced in Figure 3-5. 
IS Success Organisational 
Performance 
Figure 3-5: IS Success and Performance 
Proposition 3: 
Finns that are more successful in their IS implementation are more likely to perform better 
than thosefirms that are less successful 
3.4.4 Perceived Environmental Uncertainty and AIS Requirement 
Gordon and Miller (1976: p. 60) hypothesise that as environmental dynamism increases, 
organisations would require more non-financial accounting information on such matters as 
competitors' actions and consumer tastes, increase the frequency of reporting and make 
greater use of forecasted information. More recently, Chong and Chong (1997) re-emphasise 
the importance of external, non-financial and future-oriented data in a turbulent and 
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uncertain environment. It is through the management of external information that businesses 
will be able to reduce the uncertainty that they perceive in their environment (Gordon and 
Narayanan, 1984). Therefore, SMEs would require more sophisticated accounting 
information to deal effectively with the problems that may arise as these firms face more 
uncertainty in their environment than larger firms. For example, broad scope, timely and 
frequent, aggregated and integrated accounting information would be particularly useful for 
managers to respond rapidly to changes in the competitive environment and market demand 
(Gul, 1991). However, Mia (1993) warned that sophisticated accounting information is only 
effective in terms of performance when the level of environmental uncertainty is high. When 
uncertainty of the environment is low, management is able to make relatively accurate 
predictions about the market and thus requires less sophisticated information (Gul and Chia, 
1994). Therefore, it is expected that firms that operate in a more turbulent and uncertain 
environment are more likely to have higher degree of AIS requirement than those that are 
not. The relationship between perceived environmental uncertainty and AIS requirement is 
represented by R4 in Figure 3-2, and reproduced in Figure 3-6. 
Environmental AIS Requirement I 
Unce 
I 
Figure 3-6: Perceived Environmental Uncertainty and AIS Requirement 
Proposition 4: 
Finns that operate in a more turbulent and uncertain environment are more likely to have 
higher degree of AIS requirement than those firms that operate in a more stable 
environment 
3.4.5 Strategic Choice and AIS Requirement 
Chong and Chong (1997) suggest that organisational strategic choice would determine its 
environmental domain, which in turn influence the scope of accounting information required 
to deal with the uncertainty. For example, firms pursuing a prospector-type strategy are 
associated with high levels of environmental uncertainty, whilst defender-type firms are 
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associated with relatively low levels of environmental uncertainty. As a result, external, non- 
financial and future-oriented information would be appropriate for managers pursuing 
prospector strategy. On the contrary, the narrow product domain of defender-type firms 
reduces the need for extensive monitoring of the external environment conditions and thus is 
congruous with narrow scope accounting information. Abernethy and Guthrie (1994) in their 
study of the relationship between strategic choice and AIS design concluded that broad 
scope accounting information was more effective in firms employing prospector-type 
strategy than in firms pursuing defender-type strategy. Tberefore, it is expected that firms 
pursuing prospector-type strategy are more likely to have higher degree of AIS requirement 
than those that are not. The relationship between strategic choice and AIS requirement is 
represented by R5 in Figure 3-2, and reproduced in Figure 3-7. 
Strategic Choice I AIS Requirement 
Figure 3-7: Strategic Choice and AIS Requirement 
Proposition 5: 
Firms pursuing prospector-type strategy are more likely to have higher degree of AIS 
requirement than thosefirms pursuing defender-type strategy 
3.4.6 Organisational Structure and AIS Requirement 
According to the information processing theory, organisational structure and IT are two 
organisational design that can be used as uncertainty-reduction mechanisms (Galbraith, 
1977). In fact, organisational structure has been suggested to reflect and store information 
about the organisation's perception of the environment (Galbraith, 1977; Tushman and 
Nadler, 1978). Therefore, some structural configurations might also affect organisational 
information requirements. El Luoadi (1998) suggested that there are substantial differences 
in information requirements and provision between simple and complex structures and 
between highly centralised and decentralised organisations. Although Gordon and 
Narayanan (1984) found no significant correlation between structural organicity and 
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information provision, Chenhall and Morris (1986) empirically support that decentralisation 
is associated with a preference for aggregated and integrated type of accounting information. 
Therefore, it is expected that firms with more complex organisational structure are more 
likely to have higher degree of AIS requirement than those that are not. The relationship 
between organisational structure and AIS requirement is represented by R6 in Figure 3-2, 
and reproduced in Figure 3-8. 
Organisational AIS Requirement 
Structure 
Figure 3-8: Organisational Structure and AIS Requirement 
Proposition 6. 
Finns with more complex organisational structure are more likely to have higher degree of 
AIS requirement than thosefirms with simple organisational structure 
3.4.7 IT Sophistication and AIS Capacity 
From the information processing perspective, IT is one of the mechanisms that can be used 
to increase organisational information processing capabilities (El Louadi, 1998). According 
to Huber (1990: p. 65), 'use of advanced IT leads to more available and more quickly 
retrieved information, including external information, internal information, and previously 
encountered information, and thus leads to increased information accessibility'. Daft and 
Lengel (1986) also placed particular emphasis on IT, especially computer-based information 
processing, as a means by which organisations reduce uncertainty. El Louadi (1998), based 
on the result of a survey of 244 small firms in Canada, confirmed that IT sophistication has a 
direct effect on the amount of external and internal information provided. Therefore, it is 
expected that firms with more sophisticated IT are more likely to have higher degree of AIS 
capacity than those that are not. The relationship between IT sophistication and AIS capacity 
is represented by R7 in Figure 3-2, and reproduced in Figure 3-9. 
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IT Sophistication I 
__j 
AIS Capacity 
Figure 3-9: IT Sophistication and AIS Capacity 
Proposition Z 
Finns that have more sophisticated IT will have higher degree of AIS capacity than those 
firms with less sophisticated IT 
Besides the possible relationship between IT sophistication and AIS capacity, previous 
studies have also revealed an association between the level of IT sophistication and the 
capability of aligning IT strategy and business strategy, i. e. IT alignment (e. g. Chan et al., 
1997; Cragg et al., 2002). The level of IT sophistication relates to the level of organisational 
learning of the firm (Hussin, 1998). Therefore, it is expected that as the firm moves higher 
on the IT organisational learning curve, it is also more likely that the firm will aligned its 
organisational information requirements and information processing capabilities, which in 
this case, is the alignment between AIS requirement and AIS capacity. The relationship 
between the level of IT sophistication and the degree of AIS alignment is represented by 
R1 I in Figure 3-2, and reproduced in Figure 3-10. 
IT Sophistication I 
-. -aj 
AIS Alignment 
Figure 3-10: IT Sophistication and AIS Alignment 
Proposition 8: 
Firms with higher level of IT sophistication are more likely to align their AIS requirement 
and AIS capacity than thosefinns with a low level of IT sophistication 
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3.4.8 CEO Accounting and IT Commitment and AIS Alignment 
The importance of executive involvement and top management support in IS 
implementation is well advocated by many IS researchers in both large and small business 
organisations (e. g. DeLone, 1988; Galliers, 1991; Cragg and King, 1992; Thong and Yap, 
1995; Thong, 1999 and 200 1). In the context of SMEs, CEOs' accounting and IT knowledge 
can determine the success or failure of computerisation projects as they play dominant roles 
in SMEs business decisions. Often, CEO is the only one in the firm that understand well the 
objectives and directions of the business. Hence, the CEO is in the best position to 
understand organisational information requirements and then determine IT deployment that 
matches the business information needs. Therefore, it is expected that in organisations 
wherein top management or CEO commitment and support is prevalent, there will be a 
higher degree of alignment between AIS requirement and AIS capacity. The relationship 
between CEO commitment and AIS alignment is represented by R8 in Figure 3-2, and 
reproduced in Figure 3-11. 
CEO Commitment I-I AIS Alignment 
Figure 3-11: CEO Commitment and AIS Alignment 
Propositions 9: 
Finns with high level of CEO's commitment are more likely to have their AIS requirement 
aligned with their AIS capacity than thosefirms that have low level of CEO's commitment 
3.4.9 External Expertise and AIS Alignment 
The importance of vendors and consultants to computerisation projects in SMEs has been 
highlighted by many IS researchers (e. g. Gable, 1991; Yap et al., 1992; Thong et al., 1996; 
Igbaria et al., 1997). Many studies have also provided empirical evidence of a positive 
relationship between the level of vendor's or consultant's effectiveness and IS effectiveness 
(e. g. Lees, 1987; Yap et al., 1992; Thong et al., 1994). According to Thong et al. (1994) and 
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Gable (1996), the primary duties of vendors and consultants are to provide consultancy 
services related to information requirements analysis of the business needs, recommending 
suitable hardware and software, providing technical support and user training, and managing 
IS implementation. Besides that, government assistance has also played a major role in 
accelerating the adoption of IT among SMEs (e. g. Gable and Raman, 1992; King et al., 
1994; Yap et al., 1994; Yap and Thong, 1997). Accounting firms has also been argued as a 
potential advisor to advice SMEs on the use of information and IS (e. g. Mednick, 1988; 
Elliot, 1992; Davis, 1997; Boritz, 1999). The assistances offered by vendor, consultant, 
government, and accounting firm enable the firms to gain a broader perspective of both the 
information and technology and therefore be more likely to align AIS requirement and AIS 
capacity. The relationship between external expertise and AIS alignment is represented by 
R9 in Figure 3-2, and reproduced in Figure 3-12. 
External Expertise I AIS Alignment 
Figure 3-12: External Expertise and AIS Alignment 
Proposition 10: 
Firms that engage external expertise are more likely to align their AIS requirement with 
their AIS capacity than thosefirms that do not engage external expertise 
3.4.10 Internal Expertise and AIS Alignment 
SM[Es are often associated with lack of experienced accounting and IS staff (e. g. Lees and 
Lees, 1987; Gable and Raman, 1992; Reid et al., 1999; Reid and Smith, 2000), which result 
in lower level of awareness and understanding of the importance of accounting information 
and IT. These knowledge deficiencies may inhibit the adoption of more contemporary 
accounting information and sophisticated technology. Therefore, it is expected that firms 
that employed internal accounting and IS staff are more likely to align their AIS requirement 
and AIS capacity. The relationship between internal expertise and AIS alignment is 
represented by RIO in Figure 3-2, and reproduced in Figure 3-13. 
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Internal Expertise I AIS Alignment 
Figure 3-13: Internal Expertise and AIS Alignment 
Proposition 11: 
Firms that employ internal expertise are more likely to align their AIS requirement with 
their AIS capacity than thosefirms that do not employ internal expertise 
3.5 SUMMARY 
This chapter has comprehensively discussed the research model and the research variables in 
the context of existing literature. The research variables are classified according to variables 
relating to AIS requirement, AIS capacity, organisational performance, IS success, IT 
sophistication, CEO commitment, external expertise, and internal expertise. The next 
chapter presents the details related to the design for this research. 
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Chapter Four 
RESEARCH DESIGN 
4.1 INTRODUCTION 
In the previous chapter, a theoretical framework upon which this study is based was 
developed in order to answer the research questions. Having identified the research variables 
and developed the research propositions, the next stage is to design a research method that 
constitutes the best way of gathering data in order to test the propositions. Therefore, the 
purpose of this chapter is to review some of the research designs that have been used in IS 
studies, followed by a discussion of the rationale for the particular design to be chosen for 
this study. The chapter then discusses the sampling frame, refinement of research 
instrument, and the data collection procedure that was followed. Finally, the chapter presents 
a discussion of non-response bias related to the survey. 
4.2 RESEARCH STRATEGIES 
By reviewing previous studies' methodologies, this section provides a guide to the research 
design and methodology employed in this study. Various types of research methods have 
been used in the IS field. For example, Farhoomand (1992) found 56.5% of the published IS 
related research for the period of 1977-1985 belongs to the empirical class. The majority of 
empirical studies are either case study or survey (25.4% each) and the remainder are divided 
between lab experiment and field test (4.1% and 1.7% respectively). The finding is greater 
than the 30% reported by Hamilton and Ives (1982) whose period of study was 1970-1979. 
Galliers (1992: p. 153-158) discussed eight major research strategies being undertaken in the 
IS field. Each of these strategies is reviewed to assess its applicability to the present study as 
follows: 
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u Laboratory Experiments: The key feature of the laboratory experiment method is the 
identification of the precise relationship between variables in a designed and controlled 
environment using quantitative analytical techniques. Using this approach, the researcher 
has the ability to isolate and control a small number of variables which may then be 
investigated intensively. The limitation of this approach is the limited extent to which 
identified relationships exist in the real world due to over-simplification of the 
experimental situation and the isolation of the situations from most of other variables. 
u Field Experiments: Field experiments are an extension of laboratory experiments into 
the real-life situations of organisations and/or society. The main idea of this approach is 
to construct an experiment in a more realistic environment than is possible in the 
artificial situation. Strengths and weaknesses of this approach are similar to those for 
laboratory experiments. 
Simulation: Simulation is a 'method used to solve problems which are difficult or 
impossible to solve analytically by copying the behaviour of the system by generating 
appropriate random variables' (Chatfield, 1988 quoted in Galliers, 1992: p. 156). Its 
limitations relate to the difficulties associated with devising a simulation that accurately 
reflects the real world situation. 
c3 Subjective/Argumentative Research: 
Subjective/argumentative research is based more on opinion and speculation than 
observation. Thus it places greater emphasis on the role or perspective of the researcher. 
Its advantage lies in the creation of new ideas and insights and therefore is useful in 
building theory that can subsequently be tested. Its disadvantages arise from the 
unstructured, subjective nature of the research process. 
C3 Forecasting and Futures Research: This approach is the systematic exploration of 
what might come to be. Its major advantage is to provide an early prediction about 
problems that might lie ahead and this can increase the probability of avoiding these 
problems. However, these insights are dependent on the precision of past data or the 
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expertise of the scenario builders. Another limitation is that validation criteria do not 
exist. 
a Case Studies: This approach is confined to one, or may be a few, detailed investigations 
and is commonly used in the study of less understood issues. It is a means of describing 
the relationships that exist in a specific situation, usually within a single organisation or 
organisational grouping. The strength of this approach is that it enables the capture of 
reality in considerably greater detail than is possible with the survey approach. 
Therefore, it is good at identifying new variables and possible relationships. As a result, 
this approach has been found to be very useful for theory building. Several weaknesses 
associated with the case study approach include the fact that its application is usually 
restricted to a few organisations or events, and the difficulty in acquiring similar data 
from a statistically meaningful number of similar organisations, and hence the problems 
associated with making generalisations from individual case studies. Therefore, its utility 
in theory testing is limited. 
u Action Research: The key features of this approach is that of applied research, where 
there is an attempt to obtain results of particular value to groups with whom the 
researcher is allied, while at the same time adding to theoretical knowledge. Its strength 
is that practical benefits are likely to accrue to client organisations as a result, and in 
addition, the researcher's biases are made overt in undertaking the research. Its 
limitations are similar to those identified in case study approach. 
Surveys: The survey method is the most popular and common technique in business and 
management research. It involves collecting a large amount of data from a sizable 
population in an economical way. The researcher has very clearly defined independent 
and dependent variables and a specific model of the expected relationships, which are 
tested against observations of the phenomenon. Based very often on a questionnaire, this 
approach gives the researcher more control over the research process. Its weakness is 
that it requires a lot of time and effort to be spent in designing and piloting the 
questionnaire. Pinsonneault and Kraemer (1993) highlighted three different 
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characteristics of a survey approach. First, the purpose of the survey is to produce 
quantitative descriptions of some aspects of the studied population. Second, the main 
way of collecting information is by asking people structured and predefined questions. 
Third, information is generally collected about a fraction of the study population (a 
sample), but it is collected in such a way as to be able to generalise the findings to the 
population. 
4.3 SELECTION OF RESEARCH STRATEGIES 
After reviewing the various types of research strategies discussed above, the survey 
approach is thought to be the most appropriate research strategy since the main objective is 
to compare performance across SMEs with different levels of alignment between AIS 
requirement and AIS capacity. The major feature of this approach is the collection of data 
from a large number of firms. Therefore, it allows quantitative analysis to be conducted in 
the testing of inferences and also the potential to generalise the findings to many types of 
SMEs (Cragg, 1991). One of the major disadvantages of the survey approach is that the 
important variables have to be known in advance. Therefore, it can only be used in a 
relatively well-understood situation. A comprehensive review of the literature shows that 
there are a large number of studies in the area of accounting and IS in large and small 
businesses which will provide a source of likely important variables. 
The various types of survey that are regularly used in social research are questionnaires, 
interviews, observation and content analysis. The questionnaire is the most widely used data 
collection technique in survey research (de Vaus, 1986). Therefore, this study will adopt the 
questionnaire method to obtain data from a large number of SMEs in Malaysia. 
There are many different ways in which the questionnaire can be administered: face-to-face 
interviews, telephone, mail (Dillman, 1978; Frankfort-Nachn-ýias and Nachmias, 1996; May, 
1997) and more recently the Internet, that is, via e-mail and the World Wide Web (Burton, 
2000b; Dillman, 2000): 
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Face-to-face interviews are best suited to the exploratory stages of research and the main 
advantage of this method is that the researcher can adapt the questions asked as 
necessary. The major disadvantages are the geographical limitations that may be 
imposed on the survey and the vast resources needed if such a survey is to be carried out 
nationally. Therefore, it is both time consurning and costly. 
a Telephone interviews are best suited for asking structured questions where responses 
need to be obtained quickly from a geographically spread sample. The main 
disadvantage of this method is that the respondent could unilaterally terminate the 
interviews without warning or explanation by hanging up the phone. Furthermore, in 
developing countries like Malaysia, telephone interviews can be very costly and time 
consun-fing. 
c3 The mail questionnaire survey is best administered if a substantial amount of 
information is to be obtained through structured questions from a geographically 
dispersed sample at minimal cost (Burton, 2000b). However, Jobber (1991: p. 176) 
warned that the disadvantage of this method is that too many questions that require effort 
on the part of the respondents will result in non-response. 
C3 The Internet survey is best suited for use with samples with e-mail and/or Web access. 
E-mail and Web surveys share much in common as they involve computer-to-computer 
communications over the Internet. However, Web surveys are superior to e-mail in that 
they have a more refined appearance and also provide a more dynamic interaction 
between respondents and questionnaire (Dillman, 2000). Despite several advantages of 
these methods such as low costs, high speed and early recognition of valid addresses 
(Burton, 2000b), recent research suggests that response rates particularly e-mail surveys 
are not as high as mail surveys (Schaefer and Dillman, 1998). Another issue of concern 
in the use of e-mail survey is respondent anonymity, particularly surveys which question 
respondents about sensitive issues. 
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In view of the research objectives, the mail questionnaire approach was thought to be the 
most appropriate data collection method. Besides allowing for data collection from widely 
dispersed locations, this method is less time consuming and less costly than others. 
According to Bourque and Fielder (1995), given the same length and objectives, it is 
estimated that self-administered questionnaire costs 50% less than one administered by 
telephone, and 75% less than one administered by personal interview. Furthermore, when 
the mail survey is used appropriately, it may be expected to produce results ranging from 
almost as good, to substantially better than can be obtained by more costly method (Sudman 
and Bradburn, 1984). 
Jobber (1991), Frankfort-Nachmias and Nachmias (1996), and May (1997) discuss the 
strengths and weaknesses of mail questionnaire and surnmarised as follows. First, the 
sample size can be increased compared to face-to-face interviews because the costs are 
reduced. Second, in order to be representative, a sample has to be dispersed all over the 
country. It is therefore economical and efficient to adopt the mail survey approach in the 
data collection. Third, the researcher can disguise his personality behind a well designed 
questionnaire, in order to avoid non-acceptance and rejection on the part of respondents 
during face-to-face interviews. Fourth, respondents can take their own time to fill in the 
questionnaire and consider their responses. Finally, mail questionnaire are less likely to bias 
than to face-to-face interviews because of the way questions are asked. 
However, as with other methods, there are some weaknesses of this approach (Jobber, 1991; 
Frankfort-Nachmias and Nachmias, 1996; May, 1997). First, the need to keep questions 
relatively simple and straightforward is paramount as the researcher has no control over how 
respondents will interpret the questions once it has been mailed. Second, there is no 
possibility of probing the answer given by respondents. Third, there is no control over who 
answers the questionnaire. Finally, the response rate may be low and it is possible that bias 
in the final sample cannot be checked. Poor response rates, as low as 20%, are not 
uncommon (Burton, 2000b) particularly in developing economies like Malaysia. Osman 
(2001) argues that Malaysian companies, particularly companies owned by entrepreneurs of 
Chinese ethnic origin, tend to see researchers as representatives of the government. 
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4.4 THE SAMPLING PROCESS 
Sampling is the 'process of selecting a sufficient number of elements from the population so 
that by studying the sample, and understanding the properties or the characteristics of the 
sample subjects, we will be able to generalise the properties or the characteristics of the 
population elements' (Sekaran, 1992: p. 226-227). Sampling is important as most of the time 
it is practically impossible to collect data from every element. Even if it were possible, it 
would be prohibitive in terms of time, costs, and other human resources. Burton (2000a) 
listed four advantages of sampling. First, data is often cheaper to collect because of smaller 
numbers involved. Second, fewer people are needed to collect and analyse data. Third, 
sample surveys are much quicker to administer, analyse and process. Finally, having fewer 
cases make it possible to collect more data about each. Further, studying a sample rather 
than the entire population is also likely to lead to more reliable results, mostly because there 
will be less fatigue, and hence fewer errors in collecting data (Churchill, 1999). In drawing a 
representative sample of the population, Churchill's (1999) six-step procedure was used as a 
guideline and is briefly described below to show how it was adopted in this study. 
Step 1: Define the popuIation: The population refers to the 'entire group of people, events, 
or things that the researcher wishes to investigate' (Sekaran, 1992: p. 225). In the present 
research, the population was defined as the small and medium sized manufacturing firms 
(SMEs) in the specific context of Malaysia. The manufacturing sector was selected because 
it was considered information-intensive (Chan et al., 1997) and was also expected to provide 
the widest usage of computer-based IS and accounting information due to the presence of all 
major business functions (Raymond and Magnenat-Thalman, 1982). According to Chan et 
al. (1997), manufacturing firms generally process high volumes of data and rely heavily on 
computer-related technologies for information handling. Moreover, prior works by Cragg 
and King (1992), Raymond and Pare (1992), Raymond et al. (1995), Cragg et al. (2002) and 
Hussin et al. (2002) had shown that manufacturing firms vary widely in their use of IT and 
therefore provide the desired range of levels of IT sophistication. Developing economies 
like Malaysia also rely heavily on manufacturing industries and are very different from 
developed countries particularly in terms of IT development (Raman and Yap, 1996). 
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Unfortunately, there is no generally accepted definition of SMEs. Three commonly used 
criteria for defining SMEs are number of employees, annual sales, and fixed assets (Ibrahim 
and Goodwin, 1986). Number of employees is the most common size criterion used by 
researchers (e. g. Raymond, 1985; DeLone, 1988; Montazemi, 1987,1988; Raymond and 
Pare, 1992; Raymond and Bergeron, 1992; Raymond et al., 1995; Cragg and King, 1993; El 
Louadi, 1998; Cragg et al., 2000). The reason is that most SMEs are often reluctant to 
disclose their annual sales or revenues (Montazemi, 1988). Robinson and Pearce (1984) 
indicated that SMEs owners-managers lack trust and openness. They are highly sensitive 
and guarded about their business and decisions that affect them. Thus most researchers 
chose number of employees as a criterion to differentiate between SMEs and large 
businesses. 
In the absence of a precise definition, SMEs are often defined in different context in various 
business cultures (Seyal et al., 2000). Even the number of employees often varies to what 
constitute small and medium size organisations. For example, organisations having less than 
250 employees in Canada and United States are categorised as medium (e. g. Raymond, 
1987; Raymond and Pare, 1992; Raymond and Bergeron, 1992 Raymond et al., 1995; Magal 
and Lewis, 1995). By contrast, those with less than 150 in the United Kingdom (e. g. Hussin 
et al., 2000; Cragg et al., 2000) and Malaysia (e. g. Foong, 1999) are considered as medium. 
The same situation applies to the definition of small business. Organisations having less than 
50 employees in the United Kingdom and Canada are known as small (e. g. Raymond, 1987; 
Chen and Williams, 1993; Cragg and King, 1993). In the United States, Singapore and New 
Zealand, those with less than 100 employees are included in the definition of small 
organisations (e. g. Malone, 1985; Yap et al., 1992; Igbaria et al., 1997; Thong, 1999). 
In Malaysia, the Small and Medium Industries Development Corporation (SMIDEC) defines 
SME as a company with full-time employees not exceeding 150 and annual sales turnover of 
not exceeding RM25 million. However, no cut off point is given to differentiate between 
small and medium scale businesses. Considering the focus of this study, which is on the 
alignment of organisational information requirements and information processing capacity, 
this study will target SMEs with the number of employees in the range of 20 and 250. SMEs 
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with more than 250 employees are expected to have their own IT function and thus will not 
be included in this study. Very small firms (less than 20 employees) will also be excluded to 
increase the probability of sampling of computerised organisations and organisations that to 
some degree adopted strategic accounting information. The exclusion of very small firrns in 
the studies of IT and SMEs is consistent with prior studies such as Raymond et al. (1995) 
and Cragg et al. (2002). Other studies that use the same size of companies are Raymond 
(1987), Raymond and Pare (1992), Raymond and Bergeron (1992), Raymond et al. (1995) 
and Magal and Lewis (1995). Table 4-1 presents a summary of the definition of SMEs. 
Table 4-1: A Summary of SMEs Derinition 
Author(s) SME Derinition 
Raymond (1985) S111,111 nianlfflkcturlluý firins in Canada ýwh 20 to 50 cniployces 
Malone (1985) Small firms in the US with employees between 15 and 100 
DeLone (1988) Small manufacturing firms in the US with less than 300 employees 
and less than $30m sales revenue 
Holmes et al. (1989), Holmes 
and Nicholls (1988,1989) 
Cragg (1989) 
Schleich et al. (1990) 
Gul (1991) 
Montazerni (1987), Raymond 
and Bergeron (1992) 
Bergeron and Raymond (1992) 
Chen and Williams (1993), 
Cragg and King (1993) 
Lai (1994) 
Small businesses in Australia with less than or equal to 20 
employees 
Small firms in New Zealand with employees less than 100 
Small firms in the US with employees less than 50 and gross sales 
less than $20m 
Small businesses in Australia with employees between 10 and 100 
Small manufacturing firms in Canada with less than 250 
employees 
Small manufacturing firms in Canada (small with employees less 
than 250 and medium with employees between 250 and 350) 
Small firms in the UK with employees less than 50 
Rural firms in the US with less than or equal to 50 employees and 
$3.5 million sales 
Palvia et al. (1994) Small firms in the US with less than 50 employees and less than 
$5 million sales 
Raymond (1987), Raymond et Small manufacturing firms in Canada with employees between 20 
al. (1995) and 250 
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Magal and Lewis (1995) Small businesses in the US with employees less than 250 and sales 
less than $5m 
Chau(1995) Small manufacturing business in HK with employees less than 50 
Mairead (1997) Small firms in Ireland with less than 50 employees 
Igabria et al. (1997) Small firms in New Zealand with employees between 20 and 100 
El Louadi (1998) Small firms in Canada with less than 300 employees 
Gorton (1999) SNIEs in the UK (small with employees less than 50 and medium 
with employees between 50 and 250) 
Yap et al. (1992), Soh et al. 
( 1992), Thong (1999,200 1) 
Foong (1999), Ismail et al. 
(2001) 
Bridge and Peel (1999) 
Levy and Powell (2000), Levy 
et al. (2001) 
McMahon (2001 a) 
Small business in Singapore with any two: less than or equal to 
100 employees, or S$8m assets, or S$15m turnover 
Small firms in Malaysia with employees less than or equal to 150 
and sales less than or equal to RM25 million 
Small and medium sized firms in the UK with employees between 
10 and 499 
Small firms in the UK with employees less than 500 
Small manufacturing firms in Australia with less than or equal to 
300 employees 
Lesjak (2001a, 2001b) 974 small firms in Slovenia with any two: less than or equal to 50 
employees, fixed assets 0.5m Euro, or sales Im Euro 
Flussin et al. (2002), Cragg et Small manufacturing firms in the UK with employees between 50 
al. (2002) and 150 
Step 2: Identify the sampling frame: A sampling frame is a list from which a sample can 
be taken and which leads to ultimately to the sample of units about which information is to 
be obtained. Hague and Harris (1993) outlined four characteristics of a good sampling 
frarne. First, the frame should contain a list of members of the defined population. Second, 
the frame should be a complete, up-to-date list of the population. Third, no population 
inernbers should be listed more than once. Finally, the list should contain information about 
each unit that could be used for stratifying the sample. 
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This study required a comprehensive list of small to medium sized manufacturing 
companies in Malaysia. However, it is anticipated that there would be problems in 
identifying the sampling frame since there is no convenient source, which contains a 
complete and updated list of the above companies. SMIDEC is an organisation responsible 
for the development of small and medium companies in Malaysia. Sadly, an effort made to 
obtain the cooperation from SMIDEC was unsuccessful. Furthermore, the database held by 
SMIDEC only contains list of companies with full time employees not exceeding 150. Also, 
the database had not been updated since 1996 and many small and medium sized companies 
were forced to cease their operations during the period of 1997 to 1999 when the financial 
crisis badly hurt the Malaysian economy. The best possible source is the directory of FMM. 
FMM is the largest private sector economic organisation in Malaysia representing over 
2,000 manufacturing and industrial services companies of varying sizes. The directory is 
updated yearly and is also available in the market. It provides complete trading addresses, 
names of Chief Executive Officers (CEOs) or Managing Directors (MDs), annual sales and 
number of employees of companies registered with the FMM, sorted alphabetically on 
company's names. A review of FMM's directory 2002 indicates that 1284 of 2008 or 64% 
of the companies listed in the directory belong to the category of SMEs as defined in this 
study. Therefore, this latest directory of FMM directory was identified as the sampling 
frame. 
Step 3: Select a sampling procedure: Selecting a sample procedure is inextricably 
intertwined with the identification of the sampling frame because the choice of sampling 
method depends largely on what the researcher can develop for a sampling frame (Churchill, 
1999: p. 500). However, considering the limited availability of a comprehensive and updated 
lists of SMEs, it was decided to include all companies within the sampling frame for the 
present research. 
Step 4: Determine the sample size: The fourth step is to determine the number of the 
sample selected. The size of sample refers to the number of units that need to be surveyed to 
get precise and reliable findings (Fink, 1995). After deducting the number of companies 
used for pre-testing and pilot survey, a total of 1230 SMEs listed in the FMM 2002 directory 
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were used in the main survey. As discussed in step 3, the decision was made after 
considering the limited availability of a comprehensive and updated lists of SMEs, and also 
the relatively poor response rates of survey questionnaires among SMEs as presented in 
Table 4-2. 
Step 5: Select the sample elements: The fifth step indicates that the researcher needs to 
choose the elements that will be included in the study. The step involved the compilation of 
the name of the Chief Executive Officer or the Managing Director and address of the SMEs 
with number of employees between 20 and 250. 
Step 6: Collect the data from the designated elements: Finally, the researcher needs to 
actually collect data from the designated respondents, as described in details in section 4.6. 
4.5 REFINEMENT OF THE QUESTIONNAIRE 
The measures used in this study were developed through an extensive review of literature. 
Standard instruments were used as much as possible. Bourque and Fielder (1995) 
highlighted three advantages of adopting standard questions. First, such questions are almost 
always closed ended, and the selection of possible answer categories has already been 
worked out and tested in prior studies. Second, instructions have also been developed and 
tested. Finally, using questions exactly as they were used in another study allows the data 
collected to be compared to the data collected in those prior studies. Adaptation may occur if 
some instruments are too long to be used in their entirety or the researcher needs to expand, 
reorder, or elaborate on items or change the procedure by which the data are collected. 
However, Bourque and Fielder (1995) warned that pilot testing should be repeated, and the 
instrument's reliability and validity must be re-evaluated if modifications are made in an 
instrument. 
Therefore, prior to actual data gathering phase, pre-testing and a pilot survey were carried 
out to further refine the questionnaire. The process of refining the questionnaire will also 
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serve as the validation purpose since some parts of the research instruments are developed 
uniquely for the research. These efforts are inline with Dillman's (1978) suggestion that the 
questionnaire needs to be refined before data collection is carried out. Dillman (1978) 
suggested that a questionnaire should be pre-tested by three different groups: colleagues, 
potential users of the data, and potential respondents. For the purpose of this study, the 
refinement of the questionnaire was done in three stages: pre-testing with academics and 
research students, pre-testing with SME managers, and pilot testing with SME managers. 
4.5.1 Pre-Test With Acadentics and Research Students 
The questionnaire was pre-tested with academic and research students in the areas of SMEs, 
accounting and IT. Generally, most of the reviewers emphasised the point that the 
questionnaire should be short, easy to answer, and very well guided. Those in the accounting 
and IT disciplines focused more on the content of the questionnaire particularly questions 
related to the accounting information characteristics and IT sophistication. Finally, the 
following inputs from six lecturers and four research students in Loughborough University 
Business School, and six lecturers in Universiti Utara Malaysia were incorporated: 
0 The options for Question 9 in Section B were modified. Instead of having five options, 
the question was modified to include four new options, namely computer-aided design, 
computer-aided manufacturing, local area network, and external network 
C3 Two questions related to systems integration were dropped. Instead of having two 
separate questions, these questions were modified and incorporated into Question 9 
Section B. 
13 The option 'modified package' for Question 12 in Section B were split into two options, 
namely 'standard package-modified externally' and 'standard package-modified 
intemally' 
The wording of the scales used for Question 14 in Section C were changed from 
'familiar but no knowledge', 'familiar with good knowledge' and 'familiar with 
extensive knowledge' to 'little knowledge but no experience', 'good knowledge' and 
'extensive knowledge' 
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a The words 'firm's computer-based systems' were used for Question 15 in Section C 
instead of 'firm's most important systems' 
c3 The same question was also reworded from 'implementation of major systems' to 
'implementation of systems' 
u The options for Question 17 in Section E were modified. Instead of having six options 
with wide ranges, the question was modified to include eight options with narrower 
ranges 
In addition to the questionnaire, the reviewers were also asked to review the cover letter, 
postcard reminder and second cover letter. Apart from few grammatical errors, no other 
alterations were done to the contents of the letters since the overall impression of the letters 
were considered satisfactory. 
4.5.2 Pre-Test With SMEs Owners/Managers 
Since parts of the instrument were developed in-house, it is thought necessary to obtain 
preliminary feedback from a few practitioners before conducting the pilot survey. Therefore, 
questionnaires were sent to four SMEs obtained from the directory of FMM with a cover 
letter indicating that their comments on the questions were sought instead of their response 
to the questions themselves. However, only companies in the vicinity of Universiti Utara 
Malaysia were considered, as the preference was to have follow-up face-to-face discussions. 
Three companies agreed to be interviewed, and the comments given by the managers of the 
companies were very useful in improving the content as well as the wording of the 
questions. 
Consequently, the following changes were made to the questionnaire to incorporate 
feedback obtained from these practitioners: 
u The instruction 'you may tick one or more boxes if appropriate' is added for Questions 
9,10,11,12 and 13 in Section B, as respondents commented that they were not sure 
whether they were allowed to tick more than one boxes 
ill 
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a The keywords for each of the infonnation characteristics in Question 16 Section D were 
highlighted (italic and bold) 
4.5.3 Pilot Survey 
The main purpose of the pilot survey was to achieve more clarification regarding the 
wording of both questionnaire instructions and questions. Oppenheim (1992) suggested that 
respondents in pilot survey should be as similar as possible to those in the main survey, as 
this would allow for the test of relevancy and sensitivity of the questions. Therefore, the 
questionnaires were sent to 50 SMEs obtained from the directory of FMM. A total of ten 
questionnaires were returned after a duration of about one month. This represents a response 
rate of 20%. Since no reminders had been issued, this return rate was considered sufficiently 
high to continue with a main survey. However, no alterations were made to the 
questionnaire since the overall impression from the answers given by the 10 respondents 
was that the questionnaire was satisfactory. The final version of the questionnaire is 
presented in Appendix A-1. 
4.6 DATA COLLECTION 
Data collection involved sending out the final questionnaires to CEOs or MDs of 1230 
companies. The CEOs/MDs were chosen to be the respondents of this study because they 
were more likely to have valid perceptions of the AIS design and IT approaches adopted by 
the companies. The reason is that CEO commonly makes most key decisions and is perhaps 
the only person who can harness IT to corporate objectives and strategy (Jarvenpaa and Ives, 
199 1; Rizzoni, 199 1). In addition, the CEOs/MDs were typically the owners/managers of the 
SMEs (Mintzberg, 1979; Miller et al., 1982). Thus it is also reasonable to assume the current 
CEO/MD is the same CEO/MD who decided on the AIS design and IT approaches of the 
companies (Thong, 1999). 
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In many aspects, this study attempted to use Dillman's Total Design Method (TDM) in 
carrying out the mail questionnaire survey. The questionnaires were mailed out during the 
last week of October 2002. Following Dillman's (1978) suggestion, personalised cover 
letters and addresses were used to increase the response rate. A copy of the cover letter is 
reproduced in Appendix A-2. The cover letter highlights the importance of the study as well 
as the benefits of participating in the survey. The respondents are promised anonymity and 
confidentiality to encourage response. In addition, respondents are also offered the 
opportunity to receive a free copy of the summary of the survey results. Respondents who 
want results are instructed to put their name and address on the front cover of the 
questionnaire. Finally, a pre-stamped returned envelope was provided with each 
questionnaire to facilitate the mailing process. 
Each questionnaire is stamped with an individual identification number so that follow up 
mailings can be sent to those not responding to earlier mailings. The number is placed in the 
bottom right hand comer of the cover page, a position in which it is easily visible and to 
avoid the impression that the researcher is attempting to hide it (Dillman, 1978). Following 
Dillman's suggestion, a week after the original mailing, a postcard reminder was sent to all 
respondents. This reminder serves as both a thank you for those who have responded and as 
a friendly and courteous reminder for those who have not. After a further two weeks, a 
second reminder and a replacement questionnaire were sent but only to the non-respondents. 
The cover letter informs non-respondents that their questionnaire has not been received, and 
appeals for its return. Copies of the postcard reminder and second cover letter are 
reproduced in Appendix A-3 and Appendix A-4 respectively. The TDM recommended that a 
third reminder be sent to all non-respondents after a further four weeks. However, no third 
reminder was sent, partly because a relatively satisfactory response had already been 
achieved, but mainly because of the resources constraints. 
According to Van Maanen and Kolb (1985), the 'rule of thumb' for gaining access to most 
organisations is to combine 'strategic planning, hard work and luck'. Therefore, as a 
supplement to the two reminders, a small and brief telephone survey was made to the non- 
respondents. As well as trying to increase the response rate, this effort also attempted to find 
113 
Research Design 
the reasons for not responding among the non -respondents. However, due to cost constraint, 
only companies located in the northern region of Peninsular Malaysia' were included in the 
follow-up telephone calls. The most frequent reasons for not responding include the CEO 
was not in the office or was overseas, the CEO was extremely busy, the topic was not 
relevant to the company, information sought was confidential, and a company policy of not 
responding to a questionnaire. However, several CEOs promised to return the questionnaire 
once they were free. 
Finally, of the 1230 questionnaires distributed, 394 were returned after duration of about 
three months. Further analysis of the returned questionnaires showed that only 310 (27%) 
were usable. Table 4-2 shows the breakdown of not usable responses. The table indicated 
that 60 of the questionnaires were returned unopened, stamped on the envelope 'addressee 
has moved' or 'ceased operation', whilst 12 of the responses were not usable due to the 
change of status from SMEs to very small or large companies, and thus were not considered 
in the calculation of the response rate (Churchill, 1999). 
Table 4-2: A Breakdown of Not Usable Questionnaires 
Reasons for not usable No. of questionnaires Percent 
Address changed / ceased operation 60 71.4 
Number of employees less than 20 6 7.1 
Number of employees more than 250 6 7.1 
Refusal to complete 4 4.8 
Non IT users 
Incomplete 
4 4.8 
4 4.8 
Total 84 100 
The 27 percent response rate was above the 25 percent response rate received during the 
pilot test. Foong (1999) also received a similar response rate (28%) when surveying IS 
success among Malaysian SMEs. Table 4-3 presents a summary of the type of respondents 
and response rates of survey questionnaire in SMEs. 
'Malaysia consists of West Malaysia or Peninsular Malaysia and East Malaysia. Peninsular Malaysia has 
thirteen states excluding the Federal Territory of Kuala Lumpur, Putrajaya and Labuan. East Malaysia has two 
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Holmes et al. (1989) 
Gul (199 1) 
Raymond and Pare (1992) 
Raymond and Bergeron (1992) 
Soh et a]. (1992) 
Chen and Williams (1993) 
Lai (1994) 
Palvia et al. (1994) 
Raymond et al. (1995) 
Magal and Lewis (1995) 
Chau(1995) 
Igabria et al. (1997) 
El Louadi (1998) 
Gorton (1999) 
Thong(1999) 
Foong(1999) 
Bridge and Peel (1999) 
Seyal et al. (2000) 
Thong (2001) 
McMahon (2001a, 2001b) 
Lesjak (2001a, 2001b) 
Hussin et al. (2002), Cragg et al. (2002) 
Owners-managers / 24% 
Owners-managers / 21 % 
Chief Executive Officers / 17% 
Not stated / 18% 
Chief Executive Officers / 45% 
Not stated / 31 % 
Not stated / 26% 
Owners-managers / 18% 
Chief Executive Officers and IT staff 18% 
Owners-managers / 15% 
Owners-managers / 24% 
Not stated / 60% 
Not stated / 24% 
Not stated / 33% 
Chief Executive Officers / 14% 
Not stated / 28% 
Managing Directors / 21% 
Chief Executive Officers / 38% 
Not stated / 43% 
Not stated / 32% 
Not stated / 15% 
Chief Executive Officers / 18% 
For comparison with several recent studies, it is observed that the response rate for this 
study was below the response rate received by Thong's (2001) study conducted in Singapore 
and Seyal et al. 's (2000) study conducted in Brunei, but well above Hussin et al. 's (2002) 
and Bridge and Peel's (1999) studies conducted in the United Kingdom, Thong's (1999) 
states of Sabah and Sarawak. Northern region covers the states of Kedah, Perlis, Penang and northern Perak. 
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study conducted in Singapore, El Luoadi's (1998) study conducted in Canada, and Lesjak's 
(2001) study conducted in Slovenia. 
The total number of usable response (310) is considered sufficient for meaningful data 
analysis which reflects the quality of the questionnaire and the approach taken in conducting 
the survey. Sekaran (1992; p. 253) and de Vaus (1996: p. 71) produced tables which 
indicated the sample sizes required to obtain samples of varying degrees of accuracy. Table 
4-4 shows the breakdown of usable responses by week. The table indicated that the second 
reminder, sent out on the first day of week 4, made a significant contribution to the total 
responses as returns picked up considerably in week 4 and 5 after declining in week 3. This 
pattern is consistent with Goulet (1977) who found that the third request mailing had 
substantially increased the number of responses. 
Table 4-4 A Breakdown of Types of Usable Responses by Week 
Week Usable returns Percentage 
I Initial mailings 76 24.5 
2 Thank you/reminder 
3 
68 21.9 
29 9.4 
4 Second reminder 61 19.7 
42 13.5 
6 Onwards 34 11.0 
Total 310 100 
4.7 NON-RESPONSE BIAS 
According to Dillman (2000), there are four possible sources of error in sample survey 
research. He calls them the 'cornerstones for conducting a quality survey' (p. 9). These four 
are sampling error, coverage error, measurement error, and non-response error and described 
as follows: 
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13 Sampling error is the result of surveying only some, and not all, elements of the survey 
population (Dillman, 2000). This type of error always exists at some level when a 
random sample is drawn. It can be reduced through larger samples but cannot be 
eliminated completely unless one conducts a census (Lindner et al., 2001) 
CI Coverage error is the result of not allowing all members of the survey population to have 
an equal or known nonzero chance of being sampled for population in the survey 
(Dillman, 2000) 
u Measurement error is the result of poor question wording or questions being presented in 
such a way that inaccurate or uninterpretable answers are obtained (Dillman, 2000). 
Researchers can reduce this type of error by using items that are valid, reliable, and 
unambiguous to the research subjects (Lindner et al., 200 1) 
Non-response error is the result of people who respond to a survey being different from 
sampled individual who did not respond, in a way relevant to the study (Dillman, 2000) 
Of these four types of error, non-response has received the least attention (Lindner et al., 
2001), possibly due to time and cost pressures (Lambert and Harrington, 1990). The most 
common protection against non-response bias is to attempt to increase the response rate. 
Among the methods that can be used include advance letters or telephone calls, first class 
outgoing mail and hand-stamped return envelope, personalisation of material for sensitive 
issues, assurance of confidentiality for sensitive issues, incorporation of the cover letter into 
the questionnaire, and follow-up questionnaires/letters (Lambert and Harrington, 1990; 
Diamontopolous and Schlegelmich, 1996). However, Oppenheim (1992) emphasised that 
non-response bias will occur in mail surveys despite increasing sophistication in the 
approaches to respondents. Diamontopolous and Schlegelmich (1996) confirmed non- 
response as the most serious problem of mail questionnaire as it has implication for both 
quantity and quality of the data obtained. 
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Lambert and Harrington (1990) suggested that potential non-response bias needed to be 
addressed when response rates fall below 40% after appropriate procedures have been 
carried out. However, various authors have stated that nonresponse error is a concern for 
response rate as high as 90% (Lindner et al., 2001). The present study received a response 
rate of 32%, and therefore it is important to estimate the effects of non-response bias as it 
might have affected the generalisability of the survey results. 
A variety of ways have been offered to deal with the potential problem of nonresponse bias. 
Amstrong and Overton (1977) and Lindner et al. (2001) discuss extrapolation methods for 
estimating the response of non-respondents. Extrapolation method is based on the concept 
that subjects who respond late (either by answering later or by requiring more prodding 
before answering) have similar characteristics to non-respondents. In this method, known 
characteristics of groups that respond readily and less readily are compared and 
extrapolated. If the groups do not differ in their characteristics, it is assumed that there are 
no systematic differences in their responses, suggesting that the non-response bias is not a 
significant factor. Lambert and Harrington (1990) recommended that a condensed version of 
the questionnaire that contains key variables be sent to a sample of the non-respondents for 
detection of bias. More recently, Lindner et al. (2001) while discussing the above methods, 
proposed an alternative approach using 'days to respond' as a regression variable for 
addressing non-response error. Using this approach, 'days to respond' is coded as a 
continuous variable, and used as an independent variable in regression equation in which 
primary variables of interest are regressed on the variable 'days to respond'. 
For the present study, the comparison of early to late respondents or 'extrapolation method' 
was adopted to analyse non-response bias. Lindner et al. (2001: p. 52) defined late 
respondents as those who respond in the last 'wave' of respondents in successive follow-ups 
to a questionnaire. To ensure that the number of late respondents is large enough to be 
meaningful practically and statistically, the respondents were divided into two groups 
comprising the first 30 and the last 30 responses received. The intermediate respondents 
were excluded to clearly demarcate early and late respondents. The groups were then 
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compared on major variables, namely AIS requirement, AIS capacity, IS success, and 
performance. 
The results of a Mann-Whitney test in Appendix B showed that, apart from the response for 
AIS capacity-temporal reports, none of the other variables tested produced significant 
differences (at 5% significance level) between early and late respondent. This suggests that, 
although bias in the response may exist in the sample of questions tested, they are not a 
significant factor which could affect the conclusions about the variables being studied. 
4.8 SUMMARY 
This chapter describes the overall approach taken to test the research propositions. Because 
of the extensive nature of information required in this large scale empirical work, data was 
collected via the mailed questionnaire survey research method. The sample consists of 1230 
manufacturing firms with the number of employees in the range of 20 to 250. Prior to data 
collection, the questionnaire was refined through the process of pre-testing and conducting a 
pilot survey. The next chapter discusses the content of the questionnaire used for the survey. 
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Chapter Five 
QUESTIONNAIRE DESIGN 
5.1 INTRODUCTION 
The research framework discussed in Chapter Three identified eleven major variables. This 
chapter describes the development of measures for each of the variables used in this thesis, 
and how these measures were incorporated in the questionnaire. 
5.2 THE DESIGN OF THE QUESTIONNAIRE 
The overall aims of the design exercise were to develop a questionnaire that was fit for the 
purpose of effectively addressing the research objectives, yet was as friendly as possible to 
avoid imposing too much time upon busy Chief Executive Officers. A number of questions 
used in the questionnaire were adopted from established research because they have been 
shown to possess high reliability and validity. Others, however, were developed specifically 
to meet the needs of this research. 
According to Berdie et al. (1986), the number and quality of responses is positively 
correlated with the format and the layout of the questionnaire. Therefore, several steps have 
been taken to ensure a satisfactory response rate. Following the suggestion of Dillman 
(1978,2000) and Sudman and Bradbum (1982), a booklet type questionnaire was used. 
Sudman and Bradbum (1982: p. 242) listed four reasons why the use of the booklet format 
in questionnaire is desirable: 
u It prevents pages from being lost or misplaced 
aA booklet makes it easier for the respondent to turn the pages 
C3 A booklet looks more professional and is easier to follow 
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uA booklet makes it possible to use a double page format for questions about multiple 
events or persons 
The questionnaire was printed on coloured' paper to make it more attractive. The 
questionnaire was also printed on both sides of the pages to reduce mailing costs and to 
conserve paper. The questions were deliberately structured for ease of answering. There is a 
variety of format of questions, but clear and consistent instructions are maintained 
throughout the questionnaire. For example, for questions which require only one response, 
the respondents were asked to circle the appropriate answer, while for multiple response 
questions, the respondents were asked to tick all relevant answers. Separate instructions 
were given for questions using a 5-point Likert scale. Finally, space was provided at the end 
of the questionnaire for respondents to make comments. 
5.3 THE STRUCTURE OF THE QUESTIONNAIRE 
In sequencing the order of the questionnaire, this study followed the four basic principles of 
ordering suggested by Dillman (1978: p. 123-125). The four principles were applied on the 
basis that they would increase the respondents' motivation for, and confidence, in 
completing the questionnaire. The four principles are: 
0 Questions are ordered in descending order of importance and usefulness 
a Group the questions that are similar in content together, and within areas, by type of 
question 
0 Take advantage of the cognitive ties that respondents are likely to make among the 
groups of questions in deciding the order of the questions involved 
C3 Position the questions that are most likely to be objectionable to respondents after the 
less objectionable ones 
1 The questionnaire was printed on blue papers for original mailing. For subsequent mailing (attached with 
second renidnder letter), the questionnaire was printed on green papers to differentiate it from the first mailing. 
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Conforming to Dillman's four principles, the questionnaire was structured with eleven main 
sections, each encompassing a different theme: 
1. Section A of the questionnaire consists of a series of questions designed to elicit 
background information about the company. This group of questions firstly focuses on 
the company background and elicits information regarding the ownership, legal status, 
industry type, year established, number of full time employees including managers, and 
number of full time employees at the managerial level. The second objective is to 
determine the structural complexity of the responding companies. The third objective is 
to determine whether or not the company is using computers. 
2. Section B of the questionnaire was designed to investigate the level of IT sophistication 
adopted by the responding companies. This section contains five distinct questions that 
are relevant to the four dimensions of IT sophistication measures, namely, technological 
sophistication, informational sophistication, functional sophistication, and managerial 
sophistication. The second objective is to gauge the level of IT experience of the 
responding companies. 
3. Section C of the questionnaire was designed to elicit information on the CEOs' 
commitment to accounting and IT: (a) CEO's accounting knowledge (b) CEO's IT 
knowledge and (c) CEO's participation in computerisation projects. Each of the 
variables is measured using a four-point scale. 
4. Section D consists of nineteen questions designed to elicit information relevant to the 
four dimensions of AIS design, namely, scope, aggregation, integration, and timeliness. 
This section was divided into two aspects, in which the scale on the left-hand side of the 
statements measures respondents' perception of the importance of each accounting 
inforination characteristics identified. The scale on the right-hand side of the statements 
measures the extent to which the respondents' computer-based IS are supporting each of 
the accounting information characteristics identified. Each of the items is measured 
using a five-point Likert scale. 
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5. Section E of the questionnaire was designed to investigate the business strategies 
adopted by the responding companies. This section used semantic differential scales. 
Statements on the left-hand side represent the characteristics of a prospector-type 
strategy, while statements on the right-hand side represent the characteristics of a 
defender-type strategy. Respondents were asked to indicate using a five-point scale the 
extent to which their firms' business strategies incline to one or other of each pair of 
statements. 
6. Section F consists of four questions designed to elicit information on the firm's 
relationship to its external environment. Each of the items is measured using a 5-point 
Likert scale. 
7. Section G of the questionnaire was designed to investigate the sources of IT advice of 
the responding companies. The second objective is to determine the level of satisfaction 
to each of the sources sought, using a 5-point Likert scale. 
8. Section H of the questionnaire was designed to elicit information on the strength of 
internal expertise of the responding companies in both areas of accounting and IT. 
9. Section I consists of four questions designed to elicit information that relates to the 
performance of the responding companies. Each of the items is measured using a 5-point 
Likert scale. 
10. Section J consists of six questions designed to measure the level of success of the 
responding companies' computer-based IS. Each of the items is measured using a 5- 
point Likert scale. 
11. Finally, Section K focuses on the background of the CEOs of the responding companies. 
In summary, the questionnaire is divided into eleven sections, each of which is critically 
reviewed in the following sections: 
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Table 5-1: Sections of the Questionnaire 
Section Theme 
A Company Profile and Structure 
B IT Sophistication 
C CEO Profile and IT Commitment 
D Information Processing 
E Business Strategy 
F Environmental Uncertainty 
G External Expertise 
H Internal Expertise 
I Company Performance 
i IS Success 
K Personal Information 
5.3.1 Company Profile and Organisational Structure Questions 
The purpose of the questions in this section is to understand the setting of the organisation 
and also to find out the structural complexity of the responding companies. The company 
profile questions include questions related to the company's age, ownership and legal status, 
industry type, number of full time employees, and number of full time employees at the 
managerial level. Regarding the type of industry, FMM classifies manufacturing companies 
into 30 categories of products descriptions or manufacturing indexes. For the purpose of this 
study, respondents were asked to indicate their type of industry according to eight categories 
only, namely, agro-based and food, electrical and electronics, materials, chemical, textiles 
and apparel, resource-based industry, machinery and equipment, and trail sportat ion. This 
approach is taken because the length of the questionnaire is considered more important in 
this case than the detailed information. 
The measure of structural complexity is based on Bergeron et al. (2001). Following their 
suggestion, this study used complexity as a surrogate measure for organisational structure. 
Structural complexity was measured by the size of the firm's managerial hierarchy, that is, 
the ratio of managers to total employees. Bergeron et al. (2001) argued that the ratio is 
124 
Questionnaire Design 
particularly relevant in the context of SMEs because it indicates the delegation of decision- 
making authority from the owner-manager to professional managers who specialise in 
certain complex tasks. 
5.3.2 IT Sophistication Questions 
The measure of IT sophistication is based mainly on Raymond and Pare (1992). Raymond 
and Pare developed and validated an instrument designed to measure the level of 
sophistication in the use and management of IT. The instrument was tested with a sample of 
small manufacturing firms (20 - 250 employees) in Canada, and was then adapted by other 
SMEs researchers like Raymond et al. (1995) and Hussin et al. (2002). The construct is 
multi-dimensional and includes all aspects related to technological support, information 
content, functional support, and management practices. However, it may not feasible to 
include the full version of the instrument in this study. IT sophistication is but one of several 
important parts of the instrument that has to be completed by the respondent in each 
organisation. Adopting the entire set will only result in a lengthy questionnaire, which may 
affect the response rate (Hussin, 1998). Further, several aspects of Raymond and Pare's 
measures were found to have insignificant relationships with IT alignment (Hussin et al., 
2002). Therefore, only five criterion variables from Raymond and Pare's (1992) instrument 
that are perceived as most important and reflect the recent IT developments are included in 
this study. The descriptions of each of the variables are presented in Table 5-2. 
In addition to these five variables, respondents were also asked to indicate the year their 
organisation first implement a computer-based information system. Cragg (1990), Raymond 
and Pare (1992) and Hussin et al. (2002) used this item to gauge the level of IT experience 
of the responding companies. 
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Table 5-2: IT Sophistication Items 
Perspective Dimensions Criterion Variables Source(s) 
IT Usage Technological Processing modes: batches, online batches, and Raymond and Pare 
online and real time (1992) 
Thong(1999) 
Variety of IT used: office support systems, Raymond and Pare 
decision support systems, database systems, (1992) 
accounting-based applications, computer- Xiao et al. (1996) 
assisted production management, computer- Cragg et al. (2002) 
aided design, computer-aided manufacturing, 
local area network, and external network 
Informational Applications portfolio: general ledger, accounts Raymond and Pare 
receivable, accounts payable, billing, order (1992) 
entry, purchasing, inventory, production Cragg and King 
planning and control, payroll, cost accounting, (1992) 
financial accounting, financial analysis, Xiao et al. (1996) 
budgeting, project management, production Hunton and 
variances, budget variances, modelling, and Flowers (1997) 
personnel management 
IT Functional Sources of software: standard package- Raymond and Pare 
Management unmodified, standard package-modified (1992) 
externally, standard package- modified Thong(1999) 
internally, externally custom-deve loped Cragg et al. (2002) 
package, and internally custom-deve loped 
package 
Managerial IT planning process: financial resources Raymond and Pare 
planning, human resources planning, (1992) 
information requirements analysis, Thong(1999) 
implementation planning, and post- Cragg et al. (2002) 
implementation planning 
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5.3.3 CEO Profile and Commitment Questions 
The purpose of the questions in this section is to measure the top management's 
commitment towards IS implementation. This study attempts to measure CEO's 
commitment by considering three dimensions as discussed below. 
1. IT knowledge 
Magal and Lewis (1995: p. 76) defined IT knowledge 'in terms of awareness of, familiarity 
with, exposure to, or a working knowledge of technology, rather than expertise'. They 
measure IT awareness by providing a representative list of software commonly used by 
SMEs and asked the respondent to indicate the extent to which he or she is familiar with the 
application or software. Hussin et al. (2002) has adapted and tested the measures with a 
sample of small manufacturing firms in the UK. This study has also adapted Magal and 
Lewis's instrument to cover the following software: (a) word-processing (b) spreadsheet (c) 
database (d) accounting (e) computer-assisted production management (f) e-mail and (g) 
Internet. The respondents were asked to indicate their level of familiarity with and 
knowledge of the software on a Likert-type 4-point scale, where a score of I represents 'not 
familiar' and a score of 4 represents 'extensive knowledge'. 
2. Accounting knowledge 
In addition to IT knowledge, respondents were also asked to indicate their level of 
familiarity with and knowledge of accounting techniques. However, instead of asking the 
many specific accounting techniques, this study only asked the respondents to broadly 
indicate their familiarity and knowledge of (a) financial accounting techniques and (b) 
management accounting techniques. The reason is that the length of the questionnaire is 
considered more important than the detailed information. 
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3. Participation 
Besides IT and accounting knowledge, past studies argued that top management support is 
also an important contributor to the successful implementation of IS in SMEs. Jarvenpaa and 
Ives (1991) divided top management support into 'involvement' and 'participation'. Based 
on their definition, this study focuses on CEO's participation, which refers to the CEO's 
activities or substantive personal interventions in the management of IT. Cragg (1990) and 
Hussin et al. (2002) measure CEO's involvement by considering five IT implementation 
areas. As it has been tested in the small business context, the same method of measuring IT 
involvement is adopted to measure IT participation in this study. The method covers: (a) 
definition of needs (b) hardware and software selection (c) implementation of systems (d) 
systems maintenance and (e) IT planning. 
5.3.4 AIS Requirement and AIS Capacity Questions 
Chenhall and Morris (1986) developed and tested an instrument designed to measure AIS 
design in large organisational context. They classified AIS design into four dimensions, 
namely, scope, aggregation, integration, and timeliness. The instrument was later adapted 
and tested in the small business context by Gul (199 1). As it has been tested and validated in 
the context of small business, the same instrument is adapted in this study to measure both 
AIS requirement and AIS capacity in SMEs. Each dimension of AIS design is used to 
examine the importance of specific accounting information characteristics and the extent to 
which it is available for decision making in pairs using the matching approach and 
moderation approach to fit. For AIS requirement variable, each type of information was 
measured using a 5-point Likert scale anchored at I with 'not important' and at 5 with 'very 
important'. For AIS capacity variable, each information characteristic was measured using a 
5-point Likert scale anchored at 1 with 'not available' and at 5 with 'extensively available'. 
The descriptions of each of the information characteristics are presented in Table 5-3. 
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Table 5-3: AIS Design Items 
Dimensions Information 
characteristics 
Example(s) 
Scope Future-oriented Future trends in sales, profits, expenses, cash flow etc. 
Non-economic Customer preferences, employee attitudes, attitudes of 
consumer bodies, competitive threats etc. 
External Economic conditions, population growth, technological 
changes etc. 
Nonfinancial-production Output rates, scrap levels, machine efficiency, 
employee absenteeism etc. 
Non financial -market Market size, growth share etc. 
----------------------------- Aggregation ------------------------------------------------------- Sectional reports ----------------------------------------------------------------------------------------------------------- Information provided on the different sections or 
functional areas such as marketing and production, or 
sales, cost or profit centres 
Temporal reports Information on the effect of events on particular time 
periods such as monthly/quarterly/annual summaries, 
trends, comparisons etc. 
Effects of events on Influence of events on different functions such as 
functions marketing or production associated with particular 
tasks or activities 
Summary reports-sections Information on the effect of different sections' 
activities on summary reports such as profit, cost, 
revenue reports for other sections 
Summary reports- Information on the effect of different sections' 
organisations activities on summary reports such as profit, cost, 
revenue reports for the overall firm 
What-if statements Information in forms that enable to conduct 'what-if 
analysis' 
Decision models Information in formats suitable for input into decision 
models such as discounted cash flow analysis, 
incremental or marginal analysis, inventory analysis, 
credit policy analysis etc. 
---- ----------------------- Integration -------------------------------------------------------- Sub-unit interaction ----------------------------------------------------------------------------------------------------------- Information on the impact that a decision will have 
throughout the firm, and the influence of other 
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Dimensions Information Example(s) 
characteristics 
individuals' decisions on other area of responsibility 
Precise target Targets for the activities of all sections within the firms 
Organisational effects Information that relates to the impact that decisions 
have on the overall performance of the firms 
Timeliness Speed of reporting Information to arrive immediately upon request 
Automatic receipt Information supplied automatically upon its receipt 
into IS or as soon as processing is completed 
Frequency of reporting Reports provided frequently on a systematic, regular 
basis such as daily reports, weekly reports etc 
Immediate reporting No delay between an event occurring and relevant 
information being reported 
5.3.5 Strategic Choice Questions 
The measure of strategic choice is based on the typology proposed by Miles and Snow 
(1978). They classified organisations into four categories, namely, prospector, defender, 
analyser, and reactor. Simons (1987) argued that Miles and Snow's typology provides the 
best basis to develop a theoretical framework, which is useful for identifying the 
characteristics of IS that would be appropriate in different strategic contexts. The typology 
has been widely adopted in accounting research and has been found to be a useful means of 
classifying generic strategies across a wide range of industries (Shortell and Zajac, 1990). 
Following other researchers (e. g. Abernethy and Guthrie, 1994; Chong and Chong, 1997), 
this study focuses on two strategic archetypes that represent the opposite ends of a 
continuum of different strategies. The classification of the prospector and defender-type of 
firms is based on the firm's product, market, technology, and administrative systems 
strategies as reflected in the typology. The descriptions of each strategic choice are 
presented in Table 5-4. The respondents were asked to indicate the extent to which their 
business strategies incline to one or the other pair of the statements. 
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Table 5-4: Strategic Choice Items 
Prospector Strategies Dimensions Defender Strategies 
By quality products rather than price Product By cheaper pricing of our products 
By introducing new products ahead of Product By focusing on improving existing 
others products 
By having a wider range of products Product By concentrating on a more limited range 
available of products 
------------------------------------------------------------------------------- By expanding into new markets ------------------------------- Market -------------------------------- -- ----------------- - --- - ----------------------- By focusing on an existing stable market 
By responding rapidly to new ideas in Market By moving cautiously on directly relevant 
the environment changes in the environment 
------------------------------------------------------------------------------- By adopting the latest technology ------------------------------ Technology ------------------------------------------------------------------------------------ By maintaining the existing cost-efficient 
regardless of costs technology 
By using flexible and multiple Technology By using a single core technology 
technologies 
------------------------------------------------------------------------------------------------------------------------------ ; -------------------------------------------------------------- By maintaining a dynamical and Administrative By maintaining a stable and simple 
flexible administrative system systems administrative system 
5.3.6 Perceived Environmental Uncertainty Questions 
Duncan (1972) suggests external environment consists of custorners, suppliers, competitors, 
socio-political, and technological factors. In this study, perceived environmental uncertainty 
measurement is developed to measure the responding companies' relationship to their 
external environment. In measuring perceived environmental uncertainty, the questions are 
adopted from Khandwalla (1977). Khandwalla operationalises environmental uncertainty in 
terms of the managers' perception about the degree of change and unpredictability in the 
firm's markets, competitors, and production technology. The original instrument was 
adapted and validated in the SME context by Miller and Droge (1987), Raymond et al. 
(1995) and Bergeron et al. (2001). Using similar questions as Raymond et al. (1995), the 
respondents were asked to assess the degree of change and unpredictability in terms of the 
action of their competitors, demand for their products, change of their marketing practices, 
and rate of technological change in their industry. Each of the items was measured using a 5- 
point Likert scale. 
131 
Questionnaire Design 
5.3.7 External Expertise Questions 
The purpose of the questions in this section is to identify the sources of advice used by the 
responding companies. Four sources of external expertise have been identified, namely, 
consultants, vendors, government agencies, and accounting/auditing firms. In addition, the 
respondents were also asked to rate the level of satisfaction to each of the sources sought 
using a 5-point Likert scale, where a score of I represents 'very dissatisfied' and a score of 5 
represents 'very satisfied'. 
5.3.8 Internal Expertise Questions 
This section asked the respondents to indicate whether they employ fulltime accounting and 
IS staff or not. If yes, they were also asked to indicate the number of the following IS staff- 
(a) system manager (b) system analyst (c) programmer; and accounting staff. (a) qualified 
accountant (b) accounting executive (c) accounting clerk. 
5.3.9 Performance Measure Questions 
In this study, performance measurement is taken as the perceived success of the organisation 
as viewed by respondents. In measuring performance, the questions are adopted from 
Khandwalla (1977) who measured the index of subjective performance based on the level of 
profitability, growth of sales, employee morale, financial strength, and public image relative 
to the industry average. Khandwalla found these subjective measures were fairly strongly 
correlated with objective financial measures, which suggests that the index of subjective 
performance can be used safely as a surrogate measure for an objective performance 
measure. The original instrument was adapted and tested in the SME context by Nfiller 
(1987), Raymond et al. (1995), Bergeron et al. (2001) and Cragg et al. (2002). Using similar 
questions, the respondents were asked to rate their organisation relative to the industry 
average or to comparable organisations in terms of long-term profitability, sales growth, 
financial resources (liquidity and investment capability), and public image and client loyalty. 
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Each performance measure was measured using a 5-point Likert scale anchored at I with 
'very weak' and at 5 with 'very strong'. 
5.3.10 IS Success Questions 
DeLone and McLean (1992) proposed an integrated view of the diverse approach to defining 
IS success. DeLone and McLean's taxonomy addresses IS benefits at the individual, system 
and organisational levels. Based on DeLone and McLean's six dimensional taxonomy, Al- 
Mushayt (2000) developed six questions to measure organisational IS success. Using similar 
questions, the respondents were asked to indicate the level of success of their computer- 
based IS in terms of systems quality, information quality, information use, user satisfaction, 
individual impact, and organisational impact. The descriptions of each of the dimension are 
presented in Table 5-5. 
Table 5-5: IS Success Items 
Dimensions Items 
Systems Quality E. g. system reliability, features and functions, and response time 
Information Quality E. g. information clarity, completeness, usefulness, and accuracy 
Information Use E. g. regularity of use, number of enquiries, duration of use, and frequency 
of reports requests 
User Satisfaction E. g. overall satisfaction, enjoyment, difference between information needed 
and received, and software satisfaction 
Individual Impact E. g. design effectiveness, problern identification, and improved 
individual productivity 
Organisational E. g. contribution to achieving goals, costibenefit ratio, overall productivity 
Impact gains, and service effectiveness 
5.4 RELIABILITY AND VALIDITY OF MEASUREMENT 
The reliability of a measure 'Indicates the stability and consistency with which the 
instrument is measuring the concept and helps to assess the "goodness" of a measure' 
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(Sekaran, 1992: p. 173). The ability to maintain stability over time, despite uncontrollable 
testing conditions and the state of respondents themselves indicate the stability and low 
vulnerability of the measure. Stability is commonly assessed in two forms: test-retest 
reliability and parallel-form reliability. Test-retest reliability is measured by applying the 
same scale a second time to the same subjects under conditions as similar as the investigator 
can make them (Peter, 1979). The drawbacks of this method are different results may be 
obtained depending on the length of time between measurement and remeasurement, and 
also the possibility of change in the phenomenon between the first and second 
administration. Alternatively, parallel-form reliability involves using differently worded 
items to measure the same attribute at separate time points to the same subjects (Litwin, 
1995). However, due to the lack of resources, i. e. time and costs, it was not possible to 
adniinister the same test in two different times. 
Internal consistency reliability is another commonly used psychometric measure in assessing 
survey instruments and scales. It is applied not to single item but to groups of items that are 
thought to measure different aspects of the same concept (Utwin, 1995). Internal 
consistency is an indicator of how well the different item measure the same issue. The 
popular test to check for the internal consistency within a single test is the Cronbach's 
coefficient alpha, the Kuder-Richardson (KR) formulas, or split-half reliability coefficient. 
Cronbach Alpha measures how well a set of items (or variables) measures a single 
unidimensional latent construct. It is often recommended over the other two as it can be used 
for both binary-type and large-scale data (Peter, 1979). On the other hand, KR can be 
applied to dichotomously-scored data only. The drawback of split-half reliability is that the 
outcome is determined by how the researcher groups the items. The default of SPSS is to 
divide the test into first half and second half. A more common practice is to group odd- 
number items and even-number items. Therefore, the reliability coefficient may vary due to 
different grouping methods and should be used to perform reliability test (Churchill, 1979). 
Based on the above discussions, it is thought appropriate to perform Cronbach's alpha to test 
the reliability of major research variables in this study. For the AIS requirement and AIS 
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capacity variables, in addition to the overall internal consistency, test was also conducted for 
each of the four dimensions. The result of reliability test is presented in Table 5-6. 
Table 5-6: Cronbach's Coefficient Alpha 
Variables Cronbach alpha (a) 
AIS reauirement (overall) 0.9354 
Scope 0.7868 
Aggregation 0.8621 
Integration 0.8323 
Timeliness 0.8821 
AIS capacity (overall) 0.9419 
Scope 0.8556 
Aggregation 0.8770 
Integration 0.8758 
Timeliness 0.8384 
Strategic choice 0.8192 
Perceived environmental uncertainty 0.3109 
Performance 0.8471 
IS success 0.8776 
Peter (1979) argued that there are no hard and fast rules for evaluating the magnitude of 
reliability coefficients. Nunnally (1967: p. 226) suggested that in early stages of research, 
modest reliability in the range of 0.5 to 0.6 would suffice. In his later book, Nunnally (1978: 
p. 245), however, suggested reliabilities of 0.7 and above as acceptable. Litwin (1995) also 
noted that levels of 0.7 or more are generally accepted as representing good reliability. On 
the other hand, in many applied settings, a reliability of 0.9 is the minimum that should be 
tolerated, and a reliability of 0.95 should be considered the desirable standard. Peter (1979: 
p. 15) however warned that Nunnally's guidelines are primarily concerned with the 
development of finely tuned measures of individual traits to be used for decisions about 
individual persons, and hence should not be interpreted as absolute standards. He further 
suggested that lower levels of reliability may be acceptable in other types of research, such 
as marketing. 
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As presented in Table 5-6, all variables except perceived environmental uncertainty show an 
adequate level of reliability in terms of their (x coefficient. Since perceived environmental 
uncertainty reliability is low ((x = 0.31) using all four items, it is thought appropriate to 
perform a factor analysis to check the dimensionality of the data. The factor analysis is 
conducted using principal component analysis (PCA) and varimax rotation with Kaiser 
normalisation (Hair et aL, 1998). The results indicate that there are two factors with an 
Eigenvalue of more than 1. The two-factor solution explained 68 percent of the variance. All 
of the items have a factor loading of more than 0.8, which implies that the items making up 
each of the factor are significantly correlated to the factor itself. 
The results of factor analysis suggest that the data are not unidimensional. That is, 
'marketing practices' and 'technological evolution' do not seemingly measure the same 
latent construct as 'actions of competitors' and 'product demand'. The results of separate 
reliability test on these two "subsets" of items are reproduced in Table 5-7. 
Table 5-7: Cronbach's Coefficient Alpha (Environmental Uncertainty) 
Factor Items Cronbach alpha (a) 
Factor I Actions of competitors 0.5111 
Product demand 
Factor 2 Marketing practices 0.5403 
Technological evolution 
The results show that both estimates of reliability are higher than when using all four items 
for measuring the same construct, and also within the acceptable range of reliability 
suggested by Nunnally (1967). The reliability of factor 2 is slightly higher than the 
reliability of factor 1, which implies that the correlation between iterns in factor 2 is higher 
than the correlation between items in factor 1. 
Reliability estimates are necessary but are not sufficient condition for validity when 
examining the psychometric properties of a survey instrument (Litwin, 1995). Validity tests 
how well an instrument that is developed measures the particular concept It is supposed to 
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measure (Sekaran, 1992). Several types of validity are typically measured when assessing 
the performance of a survey instrument: face, content, criterion, and construct. Face validity 
is normally based on a cursory review of items by untrained judges. Content validity is a 
subjective measure of how appropriate the items seem to a set of reviewers who have some 
knowledge of the subject matter. It typically involves an organized review of the survey's 
contents to ensure that it includes everything it should and does not include anything it 
should not. Both face and content validity are thought to have been justified through the pre- 
testing and pilot testing processes. 
Criterion validity is a measure of how well one instrument stacks up against another 
instrument or predictor, and can be broken into two components: concurrent and predictive. 
Concurrent validity requires that the survey instrument in question be judged against some 
other method that is acknowledged as a "gold standard" for assessing the same variable. On 
the other hand, predictive validity is the ability of a survey instrument to forecast future 
events, behaviour, attitudes, or outcomes. Construct validity is often determined only after 
years of experience with a survey instrument. It is a theoretical measure of how meaningful 
the scale or survey instrument is when in practical use. Most of the measures used in this 
study were based on previously widely accepted instruments, and therefore thought to have 
justified both the criterion and construct validity. 
5.5 SUMMARY 
This chapter has discussed the content of the questionnaire, which is used as the research 
instrument for data collection. The questionnaire has been designed to follow most of the 
recommendations given by Dillman (1978 and 2000), Sudman and Bradburn (1984) and de 
Vaus (1986). Finally, the chapter discusses the reliability and validity of the measurement. 
The next chapter presents the descriptive data obtained from the sample taken. 
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Chapter Six 
THE SAMPLE 
6.1 INTRODUCTION 
This chapter presents some of the descriptive statistics of the responding companies in the 
sample as a basis for understanding the characteristics of those companies which 
participated in the study. The profile of the responding companies is described, followed by 
some characteristics of the respondents themselves. Mann-Whitney and Kruskal-Wallis tests 
were then performed to investigate the impact of different companies characteristics and 
different respondents profiles on major research variables. Kruskal-Wallis test was also 
conducted to investigate the impact of different respondents' positions on the degree of 
accounting and IT knowledge, and participation in computerisation projects. The results of 
these tests would give important insights into the potential impact of demographic variables 
in subsequent analyses. In the last part of the chapter, the IT sophistication of the responding 
companies is described. 
6.2 PROFILE OF THE RESPONDING COMPANIES 
As explained in Chapter Four, a total of 3 10 usable responses were generated from a total of 
1230 mailings. This section provides background information on the SMEs that responded 
to the survey. The characteristics examined include type of ownership, type of company, 
type of industry, company age, and company size. 
6.2.1 Type of Ownership 
As SMEs are diverse, a question was included on the type of firm ownership. Table 6-1 
shows the breakdown of the sample based on the types of ownership. It is observed from 
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Table 6-1 that the sample is overwhelmingly made up of limited companies, only nine are 
partnership and six are sole proprietorships. This is a reflection of the dominance of that 
company form of organisation in the manufacturing sector. A profile of the FMM 
membership as at November 2000 also indicated the same pattern, in which 0.5% and 0.9% 
of the company categories belonged to the partnership and sole proprietorship categories 
respectively. The fact that the percentages of partnership and sole proprietorship are slightly 
higher for this study is not surprising as this study focused on small and medium sized 
business organisations, whilst the FMM membership also includes large organisations, i. e. 
firms with more than 250 employees. 
Table 6-1: Type of Ownership 
Ownership Frequency Percent 
Sole proprietorship 62 
Partnership 93 
Limited company 294 95 
Total 309 100 
6.2.2 Company Types 
Table 6-2 classifies the sample based on whether the company is ari independent company 
or a subsidiary of other organisations. 
Table 6-2: Company Types 
Company types Frequency Percent 
Indepeiidew firm 186 61 
SUbsidiary firm 121 39 
Total 307 100 
These figures show that slightly over a third (39%) of the companies ill the sample are 
subsidiaries of other companies. Since the proportion of subsidiary companies is quite large, 
it was decided to conduct a statistical test to find out whether there is any significant 
difference between the two groups of companies related to the major research variables (60 
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items). The detailed results are presented in Appendix C-1. Based on the results of Mann- 
Whitney test, it is found that apart from seven items, namely AISR-automatic receipt, AISC- 
temporal reports, AISC-summary reports-organisation, AISC-speed of reporting, AISC- 
frequency of reporting, long-term profitability, and financial resources, none of other 
variables tested produced significant differences at the 95% significance level between 
independent and subsidiary firms. Given 60 variables were tested at the 95% level, around 
10% appearing significant Is not much more than would be expected from randomness 
which suggests that although biases exist, they are not significant enough to affect the 
conclusion by treating them as one sample. Therefore, while most studies on SMEs exclude 
subsidiaries from their sample, the researcher is of the opinion that the inclusion of 
subsidiaries would not affect the achievement of the research objectives for this study. 
6.2.3 Type of Industry 
Instead of obtaining details of products descriptions or manufacturing indexes as classified 
by the FMM, this study asked the respondents to indicate the type of then- company 
according to the following eight categories. 
Table 6-3: Type of Industry 
Category Frequency Percent 
Agro-based and food 51 17 
Materials 54 17 
Machinery and equipment 53 17 
Chemical 50 16 
Electrical and electronic 35 11 
Resource-based 23 7 
Others 20 7 
Textiles and apparel 14 5 
Transportation 10 3 
Total 310 100 
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The results in Table 6-3 show that the sample includes manufacturing SMEs with a wide 
range of categories. It is observed that categories with larger percentages of companies are 
agro-based and food, materials, machinery and equipment, chemical, and electric and 
electronic. Since the proportion is relatively similar, it is thought necessary to test if there is 
any significant difference between the groups of companies related to major research 
variables (60 items). The detailed results are presented in Appendix C-2. Based on the result 
of Kruskal-Wallis' test, it is found that apart from two items, namely business strategy- 
new/existing product and IS success-organisational impact, none of the variables tested 
produced a significant difference at the 95% significance level between the nine categories 
of companies. This suggests that although some biases might exist, they are very minimal to 
affect the conclusion by treating them as one sample. 
To further enrich the analysis, the companies except in others category were classified into 
engineering-based and non-engineering-based companies (e. g. Cragg, 1990; Hussin, 1998). 
Table 6-4: Engineering vs. Non-engineering 
Category Frequency Percent 
Engineering (machinery and equipment, chemical, electric 148 51 
and electronic, and transportation) 
Non-engineering (agro-based and food, materials, resource- 142 49 
based, textiles and apparel) 
Total 290 100 
The results in Table 6-4 show that the proportion of engineering-based and non-engineering- 
based companies is quite similar. Therefore, it is thought necessary to find out whether there 
is any significant difference between the two groups of SMEs related to major variables (60 
iterns). The results of Mann-Whitney tests are shown in Appendix C-3. Based on the results, 
it is found that apart from six items, namely AISR-future events, AISR-non-economic 
1 Kruskall-Wallis one-way analysis of variance is an extension of the two-sample Mann-Whitney test based on 
ranks to a multiple comparison framework. It is an extremely useful test for deciding whether k independent 
samples are from different populations. The technique tests the null hypothesis that the k samples come from 
the same population of from identical populations with the same median. It assumes only that the variables 
undcr study have the same underlying continuous distribution requiring at least ordinal measurement of those 
variables (Cosh & Hughes, 2000). 
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information, AISR-external information, AISC-organisational effects, IS success-individual 
impact, and IS success-organisational impact, none of other variables tested produced 
significant differences at the 95% significance level between engineering and non- 
engineering based companies. Again, this suggests that although some biases might exist, 
they may not significant enough to affect the conclusion by treating them as one sample. 
Ideally, it would have been good to also test that the sample companies were representative 
of the types of industry in the Malaysian economy. To do this one needs a breakdown of all 
Malaysian manufacturing SMEs (with between 20 and 250 employees) split into the 
different type of industry or split between Engineering and Non-engineering. Given such 
splits the expected number of firms in the sample could easily be calculated and then a chi- 
squared goodness of fit test performed to see if the sample was significantly different from 
the expected based on the population. Unfortunately, there are no government statistics 
which break down manufacturing companies of this size (with between 20 and 250 
employees) into type of industry. So this test cannot be conducted. An alternative might be 
to use the FMM directory as representing the whole population but here again the FMM 
directory does not give the type of industry for the manufacturing SMEs that are listed. 
Hence, it is impossible to find the appropriate expected values necessary to conduct a test. 
However, there is no reason to think that the spread of sample companies across the type of 
industry is significantly different from the Malaysian economy as a whole. 
6.2.4 Company Age 
Company age is one of the most studied demographic factors for SMEs research, both in the 
accounting literature (e. g. Holmes and Nicholls, 1988; Reid and Smith, 2000) and in the IS 
literature (e. g. Raymond, 1990; Lai, 1994). This study included this variable as it is 
anticipated that age may influence the level of AIS requirement and AIS capacity and hence 
the degree of AIS alignment among the responding companies. Table 6-5 exhibits the 
breakdown of the age of companies in the sample. 
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Table 6-5: Company Age 
Company age Frequency Percent 
10 years or less 90 29 
11 - 20 years 120 39 
21 - 30 years 57 19 
31 - 40 years 32 10 
Above 40 years 10 3 
Total 309 100 
The results in Table 6-5 indicate that the sample includes manufacturing SMEs with a wide 
range of company age. It is observed that more than a third (39%) of the companies in the 
sample were founded between II and 20 years ago. Overall, the result shows that more than 
two-thirds (71%) of the sample companies are more than ten years old, only 29% were 
founded less than ten years ago. This implies that most of the responding companies are 
relatively mature companies that have accumulated a substantial amount of experience in 
manufacturing their products. 
A Kruskal-Wallis test was then performed to investigate whether there are significant 
differences between firms in five different age groups on the major research variables (60 
items). The results are presented in Appendix C-4. The results of the test for the five 
different groups of firms showed that fourteen of sixty items were significantly different. 
The results suggest that biases might exist regarding the age of firms and thus may need to 
be considered as an independent variable in subsequent analyses. 
6.2.5 Company Size 
The number of employees has been used in many studies to indicate the size of a firm. Table 
6-6 shows the breakdown of the sample based on the number of full-time employees. The 
data in Table 6-6 indicate that the sample includes manufacturing SMEs with a wide range 
of firm sizes. It is observed that slightly less than a third (29%) have 50 or fewer employees 
and can be considered as very small firrns. About half (46%) have a number of full-time 
employees in the range of 51 to 150 and can be considered as small firms. About a quarter 
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(25%) of the companies have more than 150 employees which can be considered as medium 
sized firms. 
Table 6-6: Number of Full-Time Employees 
Number of FT employees Frequency Percent 
20-50 89 29 
51-100 94 30 
101-150 49 16 
151-200 31 10 
201 -250 46 15 
Total 309 100 
The literature suggests that SMEs of varying sizes behave differently, particularly in terms 
of AIS design (e. g. Holmes and Nichols, 1989; Palmer, 1994; Maired, 1997) and IT 
utilisation (e. g. DeLone, 1981 and 1988; Palvia et al., 1994). Therefore, it is necessary to 
investigate whether there are significant differences between very small firms, small firms, 
and medium sized firms on the major research variables (60 items). The results are presented 
in Appendix C-5. Based on the results of Kruskall-Wallis test for the three groups of 
companies, it is found that fifteen of sixty items were significantly different. These results 
suggest that biases might exist regarding firm size and thus may need to be considered as an 
independent variable in further analysis. 
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6.3 PROFILE OF THE RESPONDENT 
The questionnaires were addressed to the Chief Executive Officers or Managing Directors of 
the sample companies. As most past studies on SMEs have suggested that CEO's 
characteristics influence SMEs' AIS design, IT utilisation and performance (e. g. Miller and 
Toulouse, 1986a, Holmes and Nichols, 1989; Cragg, 1990; Hussm, 1999; Thong, 1999), this 
study included questions on the number of years in the position, the number of years with 
the company, gender, age, and educational level. The results are presented and discussed 
below. 
6.3.1 Respondents' Position 
One of the weaknesses of mail questionnaire is that the researcher has no control over who 
answers the questionnaire (e. g. Jobber, 1991; Fran kfort-Nachmi as and Nachmias, 1996; 
May, 1997). Therefore, it is anticipated that this study would also face the same problem. 
Table 6-7 exhibits the breakdown of respondents' position in the sample. 
Table 6-7: Respondents' Position 
Position Frequency Percent 
Chief executive officer 110 35 
Senior manager 68 22 
Manager 93 30 
Others 39 13 
Total 310 100 
As anticipated, the result in Table 6-7 shows that only about a third (35%) of the 
respondents was actually the CEO of the firm. 
6.3.2 Number of Years With Firm 
The number of years employed reflects the length of time the respondent has been 
associated with the company, and hence the level of familiarity with the goals and 
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operations of the organisation. The familiarity is expected to influence the level of alignment 
between the company's AIS requirement and AIS capacity. Table 6-8 shows the details for 
respondent length of employment for the sample. 
Table 6-8: Years with Firms 
No. of years with firm Frequency Percent 
3 years or less 74 23.9 
4-6 years 72 23.3 
7- 10 years 78 25.2 
11 years and above 85 27.5 
Total 309 100 
From the Table 6-8, it appears that more than three-quarters (76.1 %) of the respondents have 
been with the company for more than three years and so have sufficient knowledge to 
respond properly. 
6.3.3 Number of Years in Position 
The number of years in position reflects the level of managerial experience, which is 
postulated by many SME researchers as a factor which might influences SME performance. 
Table 6-9 shows the breakdown for length in the position for SMEs in the sample. The data 
show that more than two-thirds (69.3%) of the respondents have been in their current 
position for more than three years and so have sufficient knowledge to respond properly. 
Table 6-9: Years in Position 
No. of years in position Frequency Percent 
3 years or less 95 30.7 
4-6 years 88 28.5 
7- 10 years 81 26.2 
11 years and above 45 14.6 
Total 309 100 
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6.3.4 Respondents' Age 
Table 6-10 presents the collected responses by age of the respondents. 
Table 6-10: Age of Respondents 
Age of respondents Frequency Percent 
20-29 40 13 
30-39 
40-49 
50 and above 
114 37 
107 34 
49 16 
Total 310 100 
The figures in Table 6-10 show that half of the respondents were 40 years of age or above. 
However, bearing in mind the fact that more than two-thirds of the responding companies 
are mature companies (i. e. more than 10 years of age) and over half the respondents had 
senior positions, it is quite surprising that 50% of the respondents were below the age of 40. 
A simple chi-square test was then performed to find out whether there is any significance 
difference between the age of respondents and the age of company. The results indicate that 
there is significant relationship between the age of respondents and the age of company for 
the study sample (degree of freedom = 12; p-value = 0.001). However, a chi-square test 
performed on the age of respondents and company sizes shows insignificant result (degree 
of freedom = 6; p-value = 0.069). This suggests that the younger respondents are related 
with younger and fast growing companies. 
6.3.5 Respondents' Education Level 
The respondents were also asked about their educational levels as this background is also to 
some degree reflective of the accounting and/or IT education received. Table 6-11 shows the 
breakdown related to the education level received by the respondents. 
147 
The Sample 
Table 6-11: Highest Education Level 
Education level Frequency Percent 
Masters or higher 38 12 
Degree 179 58 
Diploma 51 17 
High school (SIIM/STIIM) 41 13 
Total 309 100 
Table 6-11 shows that most of the respondents have had their formal education beyond the 
high school level. Seventy percent of the respondents had a University degree or higher, and 
so were sufficiently educated to provide reliable responses. 
6.3.6 Respondents' Gender 
Table 6-12 shows the breakdown of respondents in the sample by gender. The data in Table 
6-12 show that nearly three-quarters (74%) of the respondents were male. 
Table 6-12: Gender of Respondents 
Gender Frequency Percent 
Male 227 74 
Female 79 26 
Total 306 100 
To investigate the potential impact that different respondents profiles such as the position of 
respondents, number of years in position. number of years with firms, age of respondents, 
and educational level might have in subsequent analysis, it was decided to perform Kruskal- 
Wallis on major research variables. For gender, Mann-Whitney test was performed on major 
research variables. The results of the Kruskal-Wallis and Mann-Whitney tests are presented 
in Appendix C-6, C-7, C-8, C-9, C- 10, and C- 11. The results for position of respondents 
showed that eleven of sixty items were significantly different. For age of respondents, ten of 
sixty items were significantly different, whilst nine of sixty items were significantly 
different for gender. This suggests that biases might exist regarding the position of 
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respondents, age of respondents. and gender and thus may need to be considered as an 
independent variable in subsequent analysis. For number of years in position and number of 
years with firms, only three of sixty items were significantly different, whilst six of sixty 
items were significantly different for educational level. This suggests that although some 
biases might exist, they will not significantly affect the conclusion of further analyses 
relating to these three variables. 
6.3.7 Respondents' Accounting and IT knowledge 
Previous studies have shown that appropriate IT knowledge is essentials if SMEs are to plan 
effectively their IS implementation. In addition, it has also been suggested that appropriate 
accounting knowledge would stimulate the use of more sophisticated accounting 
information and hence the IT adopted. Therefore, this study includes accounting and IT 
knowledge as the combination of knowledge is expected to improve the alignment between 
AIS requirement and AIS capacity. Table 6-13 shows the frequency and percentage of each 
type of knowledge of the respondents in the sample. 
Table 6-13: Accounting and IT Knowledge 
Knowledge* NF LK GK EK 
E-mail 4(l) 26(8) 210(68) 68(22) 
Internet searching 9(3) 26(8) 217(71) 55 (18) 
Word-processing 18(6) 36(12) 213(69) 40(13) 
Spreadsheet 28(9) 37(12) 198(64) 45(15) 
FA techniques 16(5) 85(28) 181(59) 26(8) 
Accounting-based applications 29(9) 80(26) 162(53) 36(12) 
MA techniques 22(7) 99(32) 166(54) 21 (7) 
Database 46(15) 113(37) 135(44) 11(4) 
CAPM 98(32) 118(39) 81 (27) 7(2) 
#Number in bracket () refers to the percentage 
*NF= not familiar; LK=Iittle knowledge; GK=good knowledgeý EK=extensive knowledge 
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The results in Table 6-13 show very high percentages of the respondents that possess either 
good or extensive knowledge of e-mail (90%), Internet searching (89%), and word- 
processing (82%). About two-third of the respondents possess either good or extensive 
knowledge of spreadsheet (79%), financial accounting techniques (67%), management 
accounting techniques (61%), and accounting-based applications (65%). Compared to 
previous studies (e. g. Hussin et al., 1998), it is surprising that such a high percentage (48%) 
of the respondents possess either good or extensive knowledge of database. However, more 
than two-thirds (71%) of the respondents are either not familiar or have little knowledge of 
computer-assisted production management, possibly due to the low adoption of the 
technology. 
The fact that 65% of the respondents are non-CEO might reflect the high levels of 
accounting and IT knowledge among the respondents. Kruskal-Wallis test was again 
performed to find out whether there is any significant difference between the position of the 
respondents and the level of accounting and IT knowledge. The results of this test are 
available in Appendix C-12. It is found that there are significant differences between the 
groups of respondents and the level of four types of knowledge, i. e. management accounting 
techniques, word-processing, spreadsheet, and database. In addition, the Kruskal-Wallis test 
was also conducted for age of respondents on the levels of accounting and IT knowledge. 
The results in Appendix C-13 showed that there are significant differences between different 
age group of respondents and the level of four types of knowledge, i. e. spreadsheet, 
database, accounting applications, and Internet. For gender, Mann-Whitney test was 
performed on the level of accounting and IT knowledge. However, the results in Appendix 
C-14 showed that there are no significant differences between gender and the level of 
accounting and IT knowledge. Since the position of respondents and the age of respondents 
were found to have an impact on the levels of accounting and IT knowledge, further analysis 
involving accounting and IT knowledge should be treated with caution. 
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6.3.8 Respondents' Participation in Computerisation Projects 
Previous studies have established the importance of top management support in the 
successful implementation of IS, particularly in SMEs (e. g. Thong. 1999). This study 
includes participation in computensation projects to reflect the top management 
commitment towards IS planning and implementation. Table 6-14 shows the frequency and 
percentage of each activity of the respondents might participate in. 
Table 6-14: Respondents' Participation in Computerisation Projects 
Activities / Participation Not with Not Managerial Closely Highly 
firm involved role involved involved 
Further plans 25(8) 32(10) 105(34) 108(35) 38(12) 
Definition of needs 4505) 3100) 89(29) 89(29) 55(18) 
Implementation 38(12) 39(13) 98(32) 92(30) 42(14) 
Solving problems 26(8) 41(13) 110(36) 109(35) 23(7) 
Choice of hardware/software 44(14) 4505) 90(29) 85(28) 45(15) 
#Number in bracket () refers to percentage 
The results in Table 6-14 show that about a third of the respondents has at least participated 
in a managerial role in computerisation projects. About half of the respondents have either 
closely or highly participated in the planning of further IT developments (47%) and 
definition of needs (47%). As before, Kruskal-Wallis tests were also conducted to find out 
whether there is any significant difference between the position of respondents and their 
participation in the computerisation projects. The result of the test is available in Appendix 
C-15. The results show that only information requirement is significant between the groups 
of respondents. In addition, Kruskal-Wallis and Mann-Whitney tests were also conducted 
for age of respondents and gender respectively. The results in Appendix C-16 showed that 
infori-nation requirements and choice of hardware and software are significant between the 
different age group of respondents. However, the results in Appendix C-17 showed that only 
information requirement is significant between the male and female groups of respondents. 
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6.4 IT SOPHISTICATION OF THE RESPONDING COMPANIES 
This section describes the sophistication of IT adopted by the responding companies. IT 
sophistication in this study refers to the four dimensions of Raymond and Pare's (1992) IT 
sophistication measure, i. e. technological support, information content, functional support, 
and management practices. In addition, respondents were also asked to indicate the year 
their organisation first implement computer-based IS to gauge the level of IT experience of 
the responding companies. 
6.4.1 Number of Years Using Computers 
The length of time that the company has been using computers reflects the level of IT 
experience acquired. Table 6-15 exhibits the number and percentage of responses related to 
the number of years the company has been using computers. 
Table 6-15: Number of Years Computerised 
Number of years using computers Frequency Percent 
5 years of less 61 22 
6- 10 years 116 40 
11 - 15 years 75 27 
16 - 20 years 27 9 
More than 20 years 52 
Total 284 100 
The results in Table 6-15 show that there is a wide range of IT experience for the sample 
companies. It is observed that more than one-third (40%) of the responding companies have 
been using the computers for six to ten years, and just over a quarter (27%) have been using 
them for II to 15 years. Only 22% (less than a quarter) have 5 years or less experience of 
using computers. This result implies that the majority of the SMEs in the sample have 
relatively long experience in computing. 
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6.4.2 Types of Information Technologies 
Two types of criterion variables, i. e. variety of IT used and processing modes were used to 
measure the technological sophistication. Table 6-16 shows the breakdown of the type of IT 
adopted by the responding companies, arranged in descending order. 
'Fable 6-16: Type of Information Technology 
Types of IT Number of Positive 
positive (yes) responses as 
responses percentage 
Accounting-based applications 296 96 
Office support systems 260 84 
Local area network 224 72 
Decision support systems 216 70 
Database systems 203 66 
External network 182 59 
Computer Assisted Production Management (CAPM) 134 43 
Computer Assisted Design (CAD) 108 35 
Computer Aided Manufacturing (CAM) 47 15 
The important point emerge from an inspection of this data is that there is a high degree of 
variability in terms of the frequency with which the types of IT is adopted. For example, the 
most common technologies adopted by the responding companies are accounting-based 
applications (96%) and office support systems (84%). This finding is consistent with claims 
made by previous studies (e. g. Raymond and Thalman-Magnenat, 1982; Duchinsky and 
Dunn, 1988; Wilson and Sangster, 1992; Foong, 1999) that accounting was the most 
important and widely used application amongst SMEs. By contrast, about two-third of the 
responding companies adopted local area network (72%), decision support systems (70%), 
database systems (66%), and external network (59%). While the remaining three 
technologies are considered less frequently, they are all except CAM still adopted by at least 
one-third of the participating companies. 
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It is also interesting to find out the level of technological sophistication, i. e. number of 
technologies adopted by the responding companies. Consequently, a summated value was 
calculated, which is termed the 'technology score' as it is simply the number of technology 
that the respondent adopted. The distribution of these values, which range from I through 9. 
is presented in Table 6-17. The result suggests a relatively high level of technological 
sophistication among the responding companies as 83.5% of the respondents have adopted 
at least four of the technologies listed. 
Table 6-17: Distribution of Total Number of Information Technology Adopted 
No. of IT Adopted ('Technology Score') No. of Percentage Cumulative 
Responses percentage 
0 0 0 0 
1 9 2.9 2.9 
2 13 4.2 7.1 
3 29 9.4 16.5 
4 55 17.7 34.2 
5 57 18.4 52.6 
6 50 16.1 68.7 
7 48 15.5 84.2 
8 34 11.0 95.2 
9 15 4.8 100.0 
6.4.3 Types of Processing 
Another criterion of technological sophistication is the processing modes. Table 6-18 shows 
the breakdown of the types of processing adopted by the responding companies' computer- 
based IS. The results in Table 6-18 show about 40% of the responding companies indicated 
that their computer-based IS used batch-processing system, whilst about 21% and 24% used 
online batches and online and real time processing systems respectively. The rest (about 
12%) of the sampled companies used various combinations of batches, online batches, and 
online and real time processing systems. The finding is consistent with Ismail et al. (2001)'s 
study which reported that 85% of the Malaysian SMEs used either batches or online batches 
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processing systems, whilst only 15% used online and real-time processing system. The 
finding implies that periodic processing of data is still popular amongst Malaysian SMEs 
despite increasing availability of continuous or online and real time processing systems. The 
evidence also shows that Malaysian SMEs are still lagging behind their counterparts in the 
United Kingdom and United States (e. g. Duchinsky and Dunn, 1998; Powell and Xiao, 
1996; Henry, 1997). 
Table 6-18: Types of Processing 
Types of processing Frequency Percentage 
Batches only 131 42.3 
Online batches only 64 20.6 
Online and real time only 74 23.9 
Batches and online batches 16 5.2 
Batches and online real time 5 1.6 
Online batches and online real time 11 3.5 
Batches and online batches and online real time 6 1.9 
6.4.4 Types of Computer Applications 
The applications portfolio is the criterion variable used to measure the informational 
dimension of IT sophistication of the responding companies. Table 6-19 shows the 
breakdown of the types of computer applications by the responding companies. 
The results in Table 6-19 show that almost every firm maintains the three basic accounting 
modules available in most accounting packages, i. e. general ledger (93%), accounts 
receivable (93%), and accounts payable (91%). More than half of the companies also 
maintain payroll, billing, inventory, order entry, purchasing, and financial accounting 
modules. However, the utilisation of management accounting type of' modules such as cost 
accounting, budgeting, production planning and control, budget variances, production 
variances, and modelling is still minimal. The adoption of other optional modules such as 
financial analysis, personnel management, and project management modules are also 
minimal. Consistent with previous studies (e. g. Raymond and Magnenat-Thalman, 1982; 
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Malone, 1985; Montazemi, 1987; Cragg, 1989), this finding reveals that most of the 
companies in the sample adopted transaction-oriented systems to support operational and 
administrative tasks. 
Table 6-19: Computer Applications 
Computer applications Number of positive (yes) Positive responses as 
responses percentage 
Accounts receivable 289 93 
Accounts payable 288 93 
General ledger 282 91 
Payroll 254 82 
Billing 233 75 
Inventory 223 72 
Order entry 191 62 
Purchasing 188 61 
Financial accounting 173 56 
Cost accounting 116 37 
Financial analysis 101 33 
Budgeting 95 31 
Personnel management 30 30 
Production planning and control 80 26 
Budget variances 59 19 
Production variances 53 17 
Project management 40 13 
Modelling 12 4 
To find out the level of informational sophistication, an aggregate measure, referred to as the 
'application score' was created to represent the number of applications adopted by the 
responding companies. The distribution of these values, which range from I through 18, is 
presented in Table 6-20. The results suggest a moderate level of informational sophistication 
arriong the responding companies as only 38% of the respondents have adopted at least ten 
of the eighteen applications listed, but 89% had adopted at least five applications. 
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Table 6-20: Distribution of Total Number of Applications Adopted 
No. of Applications Adopted No. of Percentage Cumulative 
('Application Score') Responses percentage 
0 2 0.6 0.6 
1 0 0 0.6 
2 4 1.3 1.9 
3 12 3.9 5.8 
4 17 5.5 11.3 
5 23 7.4 18.7 
6 31 10.0 28.7 
7 16 5.1 33.8 
8 44 14.2 48.0 
9 44 14.2 62.2 
10 18 5.8 68.0 
11 21 6.7 74.7 
12 20 6.5 81.2 
13 20 6.5 87.7 
14 12 3.9 91.6 
15 10 3.2 94.8 
16 8 2.6 97.4 
17 5 1.6 99.0 
18 3 1.0 100.0 
6.4.5 Sources of Software 
Sources of software is the criterion variable used to measure the functional dimension of IT 
sophistication of the responding companies. Table 6-21 shows the number of positive (yes) 
responses to several sources of software listed in the questionnaire by the companies in the 
sample. 
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Table 6-21: Sources of Software 
Sources of software Number of positive (yes) Positive responses as 
responses percentage 
Standard-unmodified 173 56 
Standard-modified externally 126 41 
Externally custom-developed 67 22 
Standard-modified internally 58 19 
Internally custom-developed 26 8 
The results in Table 6-21 reveal that about half of the responding companies indicated that 
they used standard unmodified systems purchased from the vendors, which implies that the 
most popular method of implementation amongst SMEs is by utilising ready-made (off-the- 
shelf) packages. It is logical to assume that SMEs, unlike larger companies, could not afford 
large or even separate IT department and thus resort with packaged solutions. Another 
possibility is that the simplicity of the required applications might be sufficient to fulfil the 
requirements of the companies. The customisation, if required probably can be done with 
minimum training or with the support of the vendors. 
The figures in Table 6-21 also show about 40% and 20% of the sampled companies used 
external expertise to modify the purchased packages or custom-developed the systems 
respectively. Only 20% and 8% of the companies modified the purchased packages or 
custom-developed the systems internally respectively. This finding suggests the reliance of 
SMEs on external expertise such as vendors or consultants to assist them in modifying or 
developing their computer-based IS. 
6.4.6 Types of IT Planning 
The IT planning process is the criterion variable used to measure the managerial dimension 
of' IT sophistication of the responding companies. Table 6-22 shows the breakdown of the 
types of IT planning adopted by the responding companies. 
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Table 6-22: IT Planning 
Types of IT planning Number of positive (yes) Positive responses as 
responses percentage 
Financial resources 160 52 
Information requirements 154 50 
Post-implementation 108 35 
Implementation 105 34 
Human resources 92 30 
The results in Table 6-22 show that about half of the companies in the sample have 
conducted financial resources and information requirements analysis. The remaining three 
types of IT planning were each conducted by only about one-third of the respondents. These 
findings suggest that financial resources and definition of needs are two important issues 
commonly considered by the SMEs. The lack of implementation and post-implementation 
planning might be explained by the simplicity of the computer-based IS adopted by the 
companies as revealed in Table 6-19 and Table 6-21. Another possible explanation is the 
lack of internal IT expertise among the companies as implied by the percentage of human 
resources planning (30%) adopted by companies in the sample. 
'Fable 6-23 shows the distribution of the number of types of IT planning adopted by the 
responding companies. The data in the table reveal that only 8% of the companies adopted 
all types of planning listed, whilst 7% do not have plan at all. 
Table 6-23: Distribution of Total Number of Types of IT Planning Conducted 
No. of IT Planning Conducted No. of Percentage Cumulative 
('Planning Score') Responses percentage 
0 21 6.8 6.8 
1 118 38.1 44.9 
2 83 26.8 71.7 
3 43 13.9 85.6 
4 19 6.1 91.7 
5 26 8.4 100.1 
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6.4.7 IS Success 
In an attempt to understand the effectiveness of IS implementation amongst SMEs in the 
sample, the respondents were asked to assess the level of success of their computer-based 
IS. To simplify the data, the responses for point W and point '5' of the five-point scale were 
combined into one category called 'agree'. Similarly, point 'I' and point '2' were combined 
into one category called 'disagree'. The 'neutral' category, i. e. point '3' was left unchanged. 
Six dimensions of IS success were explored: (1) systems quality, (2) information quality, (3) 
information use, (4) user satisfaction, (5) individual impact, and (6) organisational impact. 
The results are shown in Table 6-24. 
Table 6-24: IS success 
Dimensions Disagree Neutral Agree 
Systems quality 12 53 35 
Information quality 10 43 47 
Information use 6 36 58 
User satisfaction 8 53 39 
Individual impact 14 46 40 
Organisational impact 10 46 44 
The figures in Table 6-24 show that at least 35% of the responding companies agree with the 
statements that their computer-based IS are being successful relating to systems and 
information quality, information use, user satisfaction, and individual and organisational 
impact. They are most positive about the statement that their computer-based IS have 
achieved high levels of information use. Only a small percentage of tile companies 
perceived that their computer-based IS are not being successful in achieving any of' those 
objectives, whilst the rest are being neutral about the success of their cornputer-based IS. 
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6.4.8 Other Variables 
The basic statistics for other questionnaire variables, i. e. external expertise, internal 
expertise, AIS requirement, AIS capacity, strategic choice, perceived environmental 
uncertainty, and organisational performance are shown in Appendix D. 
6.5 SUMMARY 
This chapter has provided an understanding on some of the characteristics of the companies 
that are included in the study sample, as well as the characteristics of the respondent 
themselves. It has also examined the impact that several demographic variables have on 
major research variables. This background sets the stage for further analysis of the sample, 
particularly for exploring the research objectives. 
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Chapter Seven 
ALIGNMENT OF AIS REQUIREMENT AND AIS CAPACITY 
7.1 INTRODUCTION 
One of the main aims of this research is to explore the alignment of AIS requirement and 
AIS capacity among the SM[Es in the manufacturing sector. First, this chapter presents the 
results of factor analysis that validates that AIS requirement and AIS capacity variables are 
different, and can be used for the assessment of alignment of each of the 19 AIS 
characteristics. Second, it presents a summary of the AIS requirement and the AIS capacity 
variables of the sample companies. Then, it discusses the results of cross-tabulation analysis 
to understand the alignment between AIS requirement and AIS capacity variables. Finally, 
this chapter presents two different ways of looking at AIS alignment based on the two 
different perspectives of the concept of fit used in contingency theory, that is, the matching 
approach and the moderation approach, and compares the results with the cross-tabulation 
technique. 
7.2 AIS REQUIREMENT AND AIS CAPACITY VARIABLES 
As explained in Chapter Five, four dimensions of AIS characteristics consisting of 19 items 
were used to measure both AIS requirement and AIS capacity variables. For AIS 
requirement, respondents were asked to measure their perception of the importance (to their 
business) of each characteristic of accounting information identified. Each question used a 
five-point scale, where the score of I was headed 'not important', and the score of 5 was 
headed 'very important'. AIS capacity variable was measured using the same 19 items as 
those used to measure the AIS requirement variable. Respondents were asked to measure the 
extent to which their computer-based IS supported each of the information characteristics. 
Again each question used a five-point scale, where the score of 1 was headed 'not available' 
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and the score of 5 was headed 'extensively available'. Since the AIS requirement and AIS 
capacity variables were measured using the same questions, it is important to validate that 
the two variables are different. 
7.2.1 Factor Analysis on AIS Requirement and AIS Capacity Items Combined 
This section discusses the results of factor analysis conducted for all 38 items that measured 
AIS requirement and AIS capacity variables to validate that respondents were clearly 
distinguishing between the two variables despite the similarity of the items questions. 
The main objective of factor analysis is to reduce the wide-ranging number of variables into 
more manageable groups of factors (Lehman, 1989). The technique assumes that there are 
only a few basic dimensions that underlie attributes of a certain construct to be measured 
and it then correlates the attributes to identify these basic dimensions (Churchill, 1999). 
Factor loadings produced from factor analysis are used to indicate the correlation between 
each attribute and each score, the higher the factor loading the more significant that 
attributes is in interpreting the factor matrix (Hair et al., 1998). 
To use factor analysis, a number of requirements need to be met. According to Sproull 
(1988), variables under study have at least to be of interval scale for factor analysis to be 
appropriately applied. In this study, most of the variables used were measured using an 
ordinal scale. However, this does not preclude the use of factor analysis because an ordinal 
scale can be treated as an interval scale if one assumes that the distortion introduced by 
assigning numeric values to ordinal categories is not very substantial (Kim, 1975). Kim and 
Mueller (1987) indicated that many ordinal variables may be given numeric values without 
distorting the underlying properties, particularly, as in this case, when numeric values are 
shown on the questionnaire to guide respondents. Therefore, in this study, it is also assumed 
that the distortion effect as a result of assigning numeric values to ordinal data is not 
significant. 
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The Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy test and the Bartlett test of 
sphericity can be used to test whether it is appropriate to proceed with factor analysis. A 
small value on the KMO test indicates that the factor analysis may not be a good option. 
Kinnear and Gray (1994) suggest that the KMO value should be greater than 0.50 for the 
factor analysis to proceed. Kaiser (1974) quoted in Norusis (1992) suggests that a KMO 
measure in the 0.90's is considered as 'marvellous' sample adequacy for factor analysis 
purposes, in the 0.80's as 'meritorious', in the 0.70's as 'Middling', in the 0.60's as 
'mediocre', in the 0.50's as 'miserable', and below 0.50's as 'unacceptable'. 
The Bartlett test of sphericity and its significance level indicate a relationship among 
variables in an identity matrix and it determines whether factor analysis is an appropriate 
technique to use. If the Bartlett test value is not significant (that is, its associated probability 
is greater than 0.05) then there is a danger that the correlation matrix is an identity matrix 
(where the diagonal elements are I and the off diagonal elements are 0) and is therefore 
unsuitable for further analysis (Kinnear and Gray, 1994). What is required is that the value 
for sphericity is large and the associated significance is small, that is, less than 0.05. When 
these criteria are present, further use of factor analysis is suitable. 
In testing whether factor analysis was appropriate for the AIS requirement and AIS capacity 
constructs, KMO and Bartlett tests were conducted. The result is reproduced in Table 7-1 
below. 
Table 7-1: KMO and Bartlett's Test Results for the 38 Items Combined 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 
. 865 
Bartlett's Test of Sphericity Approx. Chi-Square 8680.250 
df 703 
Sig. 
. 000 
From Table 7-1, the KMO measure for AIS requirement and AIS capacity items combined 
showed a value of 0.865. This indicates a 'meritorious' adequacy according to Kaiser (1974) 
scale and hence is appropriate for use in further factor analysis. The observed value of 
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Bartlett sphericity is also very large (8680.25) and its associated significance level is very 
low (0.0000). Combining the results of KMO measure and Bartlett test of sphericity, the 
items used in the AIS requirement and AIS capacity measures clearly met the conditions for 
subsequent tests of factor analysis. Overall, these results show that factor analysis can be 
applied for the AIS requirement and AIS capacity items. 
The factor analysis is conducted using principal component analysis (PCA) and varimax 
rotation with Kaiser normalisation (Hair et al., 1998). The varimax rotation criterion centres 
on simplifying the columns of the factor matrix and helps to make the pattern of the items 
associated with a given factor more distinct (Kim, 1975). The PCA is concerned with 
determining the number of factors to account for the maximum amount of variance in the 
data (Hair et al., 1998). PCA with an Eigenvalue of greater than 1.0 is considered significant 
(Everitt and Dunn, 1983) and can be used to determine the factors to extract. The results of 
the test reveal that there are seven factors with an Eigenvalue of more than 1. The scree plot 
in Figure 7-1 shows that the plot slopes steeply downwards from one factor to two factors, 
and more gently from two factors to three factors before slowly becomes an approximately 
horizontal line. 
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Figure 7-1: Scree Plot 
Considering the results of the scree test and the purpose of the factor analysis was to validate 
that respondents are distinguishing the AIS requirement and AIS capacity variables, the 
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factor analysis was re-run with the number of factors was pre-set at two. The two-factors 
solution explained 49 percent of the variance. The factor loadings and factor structure for all 
38 items are exhibited in Table 7-2. 
Table 7-2: Rotated Component Matrix 
Corr )onent 
1 2 
R-future events . 186 . 621 
R-non-econoinic 7.931E-02 . 
596 
R-extemal 
. 
146 
. 
514 
R-non-financial production 3.74413-02 Z39 
R-non-financial mai-ket 4.372E-02 . 567 
R-sectional reports . 136 . 640 
R-temporal reports . 117 . 648 
R-effects of events on functions . 193 . 635 
R-decisional models 9.951E-02 . 636 
R-what-if analysis 6.965E-03 . 702 
R-summary reports-section . 151 . 785 
R-surnmary neports-organisation . 197 . 728 
R-sub-unlt interaction 
. 133 . 
757 
R-precise targets . 143 . 785 
R-organisational effect . 231 . 
674 
R-speed of reporting 7.01013-02 . 695 
R-automatic receipt 3.48013-02 . 737 
R-frequency of reporting 7.57813,02 . 724 
R-immediate reporting 9.876M2 . 801 
C-future events . 680 . 
115 
C-non-econornic 
. 705 -2.865E-02 
C-cxtemal 
. 696 -5.567FA2 
C-non-financial production . 599 4.19813-02 
C-non-financial market . 710 -2.587E-02 
C-3ectional reports . 662 . 
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C-temporal reports . 590 . 108 
C-effects of events on functions . 822 6.633E-02 
C-decisional models . 715 9.47413-02 
C-what-if analysis . 732 . 123 
C-summary reports-section . 649 . 249 
C-summary reports-organ . 683 . 
203 
C-sub-unit interaction 
. 818 7.09SE-02 
C-precise targets . 775 . 134 
C-organisational effect . 787 . 144 
C-speed of reporting . 659 . 134 
C-automatic receipt . 516 . 
232 
C-frequency of reporting . 594 . 161 
C-immediate reporting . 644 . 208 
Extraction Method: Frincipal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 
a- Rotation converged in 3 iterations. 
The results in Table 7-2 show that all of the 38 AIS design items exhibit large factor 
loadings. A factor loading is a correlation between an item and a given factor (Norusis, 
1992). As a rule of thumb, Hair et al. (1998) suggest that if the factor loadings are +0.50 or 
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greater, they are considered very significant, loadings of +0.40 are considered more 
important and loadings greater than +0.30 are considered significant. In this case, the results 
showed that all the main items have a factor loading of more than 0.50, implying that the 
items making up each of the factors are very significantly correlated to the factor itself. The 
two-factor solution had all AIS requirement items loading on one factor, with factor 
loadings ranging from 0.51 to 0.80. No AIS capacity item loaded higher than 0.23 on this 
factor. All AIS capacity items also loaded on one factor, with factor loading ranging from 
0.52 to 0.82. The highest factor loading for any of the AIS requirement items on this second 
factor was 0.25. This analysis confirms that the two sets of items measured different things. 
7.2.2 Summary of AIS Requirement 
The results of factor analysis confirmed that the AIS requirement and AIS capacity variables 
were effectively different. This section presents a summary of the AIS requirement of the 
sample companies. 
The mean value of the responses for each of the 19 items for AIS requirement variable is 
shown in Table 7-3 with the items arranged in descending order of the mean. The results in 
Table 7-3 show that the mean value for AIS requirement items ranges from 3.45 to 4.21, 
which implies that most of the companies in the sample perceived all 19 accounting 
information characteristics as being important for their business. The highest mean value for 
the variables is future events, followed in descending order by speed of reporting, sectional 
reports, frequency of reporting, summary reports-sections, summary reports-organisation, 
and temporal reports. This finding suggests that future types of accounting information such 
as future trends in sales, profit, expenses, and cash flow are seen to be the most important 
information among the responding companies. Speed of reporting and frequency of 
reporting from timeliness dimension received the 2 nd and 4 th highest ranking, which implies 
that most companies agree that having requested information immediately upon request, and 
frequent and systematic reporting are very important for making informed and timely 
decisions. Sectional reports, summary reports-sections, summary reports-organisation, and 
temporal reports from aggregate dimension received the Yd, 5th, and 6d' highest ranking. This 
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finding reveals the importance of sectional/temporal reports and the effect of that 
information on other sections and organisation as a whole. 
Table 7-3: Mean Ratings for AIS Requirement Items 
AIS Requirement Items Mean Rating S. D. 
Future events 4.21 0.85 
Speed of reporting 4.10 0.90 
Sectional reports 4.09 0.83 
Frequency of reporting 4.09 0.77 
Summary reports-sections 4.07 0.88 
Summary reports-organisation 4.07 0.90 
Temporal reports 4.01 0.78 
Non-financial (production) 3.94 0.89 
Immediate reporting 3.85 0.95 
Decisional models 3.82 0.87 
Non-financial (market) 3.81 0.97 
Precise targets 3.78 0.95 
Organisational effect 3.78 0.97 
Automatic receipt 3.77 0.97 
Non-economic information 3.69 0.98 
What-if analysis 3.56 0.92 
Effects of events on functions 3.53 0.86 
Sub-unit interaction 3.52 0.92 
External information 3.45 0.98 
At the other end, external information, sub-unit interaction, effects of events on functions, 
what-If analysis, and non-economic information are perceived by most companies as 
relatively less important. Gordon and Narayanan (1984) and El Louadi (1998) suggested that 
SMEs should require more external and non-economic information, as they perceived more 
uncertainty in their environment. These authors argued that information about economic 
conditions, population growth, technological changes, consumer preferences, employee 
attitudes, attitudes of government and consumer bodies, and competitive threats would help 
SMEs formulate their business strategies more effectively. The recent economic and 
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political stability and the less aggressive employees and consumers' bodies in Malaysia 
might put less pressure on the SMEs and thus explain the findings. 
7.2.3 Summary of AIS Capacity 
This section presents a summary of the AIS capacity of the sample companies. The mean 
value of the responses for each of the 19 items for AIS capacity is shown in Table 7-4 with 
the items arranged in descending order of the mean. The results in Table 7-4 reveal that the 
mean value for AIS capacity items ranges from 2.29 to 3.47, which is lower than the mean 
value range for AIS requirement items (3.45 to 4.21). This suggests that most of the 
companies in the sample perceived their computer-based IS were not fully capable of 
generating all the information required. For example, future events, which was rated by the 
respondents as the most important information with a mean value of 4.21, received a mean 
value of only 2.95 for AIS capacity. 
The highest mean value for AIS capacity is frequency of reporting, followed in descending 
order by temporal reports, summary reports-organisation, speed of reporting, sectional 
reports, and summary reports-sections. This finding suggests that aggregated information 
(i. e. temporal reports, sectional reports, summary reports-organisation, summary reports- 
sections), and timely information (i. e. frequency of reporting and speed of reporting) 
received better support from their computer-based IS than broad scope and integrated 
information. At the other end, the least available information rated by the responding 
companies are sub-unit interaction, what-if analysis, non-economic information, and 
external information, which imply that these types of information received the least support 
from their computer-based IS. These four types of information were also perceived as less 
important by the respondents. 
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Table 7-4: Mean Ratings for AIS Capacity Items 
AIS Capacity Items Mean Rating S. D 
Frequency of reporting 3.47 1.08 
Temporal reports 3.29 1.00 
Summary reports-organisation 3.29 1.03 
Speed of reporting 3.28 0.98 
Sectional reports 3.25 1.05 
Summary reports-sections 3.25 1.06 
Future events 2.95 1.01 
Non-financial (production) 2.95 1.11 
Immediate reporting 2.95 1.02 
Automatic receipt 2.94 1.06 
Decisional models 2.86 1.08 
Organisational effect 2.75 1.08 
Precise targets 2.73 1.08 
Effects of events on functions 2.57 1.13 
Non-financial (market) 2.56 1.03 
Sub-unit interaction 2.48 1.04 
What-if analysis 2.41 1.06 
Non-economic information 2.29 1.01 
External information 2.29 1.09 
Table 7-5 summarises and compares the results in Table 7-3 and Table 7-4. The data in 
Table 7-5 show that the AIS capacity items always received a lower mean rating than the 
corresponding AIS requirement item, which indicates a lack of alignment between the two 
variables. Indeed, only one item (i. e. frequency of reporting) had a mean of AIS capacity 
(3.47) that was above the minimum of the means of AIS requirement (3.45). Table 7-5 also 
reveals that some items received around the same rankings in terms of AIS requirements and 
AIS capacity, while others are different. In particular the top seven ranking items, in 
aggregate, are the same in both lists, but the order in each list is different, and similarly for 
the nine items ranked tenth to eighteenth. This finding confirms the results of factor analysis 
and suggests that respondents were carefully differentiating between their scores to each 
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question related to the importance of each information (i. e. AIS requirement) and also the 
extent to which their computer-based IS support each of the information (i. e. AIS capacity). 
Table 7-5: A Summary of Mean Ratings and Rankings for AIS Requirement and AIS Capacity 
Items 
Items AIS Requirement AIS Capacity 
Mean Ranking Mean Ranking 
Future events 4.21 1 2.95 7 
Speed of reporting 4.10 2 3.28 4 
Sectional reports 4.09 3 3.25 5 
Frequency of reporting 4.09 4 3.47 1 
Summary reports-sections 4.07 5 3.25 6 
Summary reports-organisation 4.07 6 3.29 3 
Temporal reports 4.01 7 3.29 2 
Non-financial (production) 3.94 8 2.95 8 
Immediate reporting 3.85 9 2.95 9 
Decisional models 3.82 10 2.86 11 
Non-financial (market) 3.81 11 2.56 15 
Precise targets 3.78 12 2.73 13 
Organisational effect 3.78 13 2.75 12 
Automatic receipt 3.77 14 2.94 10 
Non-economic information 3.69 15 2.29 18 
What-if analysis 3.56 16 2.41 17 
Effects of events on functions 3.53 17 2.57 14 
Sub-unit interaction 3.52 18 2.48 16 
External information 3.45 19 2.29 19 
7.2.4 Exploring AIS Requirement and AIS Capacity Variables 
In an attempt to understand the relationship between AIS requirement variable and AIS 
capacity variable and their alignment, a cross-tabulation technique is used to explore how 
the values are distributed along the variables. The results for each pair of AIS requirement 
and AIS capacity items are discussed in the following sections. To simplify the data, the 
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responses for point '4' and point '5' of the five-point scale for the AIS requirement variable 
were combined into one category called 'important'. Similarly, point 'I' and point '2' were 
combined into one category called 'not important'. The same approach was applied to the 
AIS capacity. The responses for point W and point '5' were combined into one category 
called 'available'. Similarly, point 'I' and point '2' were combined into one category called 
I not available'. The 'neutral' category, that is, point 'Y was left unchanged. Bold and 
underlined-bold font is used to make it easy to identify large occurrences. The underlined- 
bold represents very high occurrences, that is, 100 or more occurrences, while the bold 
represents high occurrences, that is, 50 and above but less than 100 occurrences. 
Table 7-6: A Summary of AIS Requirement and AIS Capacity Variables 
AIS capacity 
AIS requirement Not available Neutral Available 
Future events 
Not important 7 3 0 
Neutral 14 21 1 
Important 66 99 89 
----- -------------------------------------------------------------------------- Non-econotnic information --------------------------------- ----------------------------------- ------------------------------------ 
Not important 30 3 0 
Neutral 52 30 3 
Important 85 64 33 
----------- -------- ---- -- ------------- ---- -- External injbrination --------------------------------- --- ----- ------------------------ ------------------------------------ 
Not important 34 9 0 
Neutral 67 41 5 
Important 61 52 32 
-------------------------------------------------------------------------------- Non-financial inji)rination (p, -()ýjjj(. tjo1, ) --------------------------------- ------------------------------- - -- ------------------------------------ 
Not important 13 2 0 
Neutral 23 40 3 
Important 52 68 100 
- ------------------------------------------------------------------------------ Nonfinancial infortnation (inarket) -------------------------------- ----------------------------------- ------------------------------------- 
Not important 20 8 0 
Neutral 28 42 5 
Important 85 62 50 
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capacity 
AIS requirement Not available Neutral Available 
----------------------------- ----- -------------------------------------------------------------- Sectional reports 
---------------------------------------------- --------------------------------- -------- 
Not important 13 1 0 
Neutral 14 27 7 
Important 40 79 
-- 
120 
-------------------------------------- -------------------------------------------------------------------- Temporal reports 
---------------------------------------------- ----------------------------- 
Not important 9 1 0 
Neutral 18 27 11 
Important 33 75 126 
------------------------------------- -------------------------------------------------------------------- Effects of events onfivich . oils ---------------------------------------------- 
-------------------------------- 
Not important 34 0 0 
Neutral 43 55 9 
Important 58 54 
- ----------- 
48 
------------------------------------- ---------- ---------------------------------------------------------- Decisional models ---------------------------------------------- 
------------------- - 
Not important 23 0 0 
Neutral 22 45 7 
Important 61 65 
------------- 
77 
-------------------------------------- -------------------------------------------------------------------- What-if analysis ---------------------------------------------- 
------------------- 
Not important 33 0 0 
Neutral 49 58 3 
Important 67 55 
---------- 
37 
------------------------------------- ------------------ ------------------------------------------------- Stiminary reports-secti . MIS ---------------------------------------------- 
----------------------- 
Not important 13 0 0 
Neutral 25 26 7 
Important 29 77 124 
- ------ --- -- ------------- - --- -------------- -------------------------- ------ ----------- Summary reports-organt . sah . Oil --------- ------------------- 
I ---------------- ------------------ ---------- 
Not important 13 1 0 
Neutral 18 31 4 
Important 24 78 130 
----------------------------------- -------------------------------------------------------------------- Sub-iiiii .t interactions ---------------------------------------------- -------------------------------- ---- 
Not important 32 1 0 
Neutral 63 55 3 
Important 54 51 41 
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AIS capacity 
AIS requirement Not available Neutral Available 
-------------------------------------------------------------- Precise targets --------------------------------------------------- --- - -- - ------- - ----------- -- ---- ---------------------------------- 
Not important 23 1 0 
Neutral 28 60 6 
Important 63 53 66 
-------------------------------------------------------------- Organisational effects --------------------------------------------------- --- - ------------------- -- - -------- ----------------------------------- 
Not important 29 0 0 
Neutral 32 44 3 
Important 47 77 67 
-------------------------------------------------------------- Speed of reporting --------------------------------------------------- ------------------------------------- ---------------------------------- 
Not important 7 6 0 
Neutral 18 35 4 
Important 26 84 122 
-------------------------------------------------------------- Automatic recet . pt --------------------------------------------------- ------------------------------------- ---------------------------------- 
Not important 24 1 0 
Neutral 37 49 7 
Important 38 64 81 
-------------------------------------------------------------- Frequency qj'reporv . ng --------------------------------------------------- ------------------------------------- ----------------------------------- 
Not important 3 1 0 
Neutral 18 32 14 
Important 21 74 138 
-------------------------------------------------------------- Immediate reporting -------------------------------------------------- ------------------------------------- ---------------------------------- 
Not important 18 4 0 
Neutral 28 44 10 
Important 47 78 72 
From Table 7-6, it is observed that three different patterns of AIS requirement-AIS capacity 
relationships emerged. The first pattern refers to a group of items with a very large number 
of occurrences (100 or more) for the category of i mportant-avai I able. These items include 
sectional reports, temporal reports, summary reports-sect ions, summary reports- 
organisation, speed of reporting, frequency of reporting, and non-financial (production). In 
this group, many companies perceived that these types of information are important for their 
organisations and at the same time they perceived that their computer-based IS provide the 
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information. Therefore, it is reasonable to label this group of variables as the 'aligned' 
group. 
The second pattern refers to a group of items with a very large number of occurrences (100 
or more) in total in categories of neutral-not available and important-not available. This 
group also has a higher number of occurrences in the category of neutral-not available and 
important-not available than the category of important-neutral and important-available. 
These items include non-economic information, external information, non-financial 
(market), effects of events on functions, what-if analysis, and sub-unit interaction. In this 
group, while many companies perceived that these types of information are important or 
being neutral about them, many of them also perceived that their computer-based IS are not 
providing the information. Therefore, it is reasonable to label this group of variables as the 
'non-aligned' group. 
The third and final pattern represents a group of items that received an important rating for 
AIS requirement but a mixture of responses for AIS capacity. These items include future 
events, decisional models, precise targets, organisational effects, automatic receipt, and 
immediate reporting. Result for these items suggests that while many of the companies 
perceived these information as being important, quite a similar proportion of the companies 
perceived that these information are either available, not available or being neutral about 
them. Therefore, it is reasonable to label this group of variables as the 'Mixed' group. 
In conclusion, the data in Table 7-6 indicates varying degrees of alignment between AIS 
requirement and AIS capacity for different types of information. While there is a high 
degree of alignment for some information, the mismatch is more apparent for other 
information. Table 7-6b surnmarises the three different groups of alignment for the 19 items. 
For the aligned group, the order of alignment is based on the value in the category of 
important-available. Table 7-6 shows that frequency of reporting has the highest value in 
that category and therefore the most aligned variable. At the other end, non-financial 
(production) appears to have the lowest value and therefore the least aligned variable in the 
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aligned group. For the mixed group, the order of alignment is based on percentage of the 
value in the important-available category divided by the total value in the AIS requirement 
important category. From Table 7-6, automatic receipt appears to have the highest 
percentage and therefore the most aligned variable in the mixed group, whilst future events 
has the lowest percentage and thus the least aligned variable in the group. Finally, the order 
of alignment in the non-aligned group is based on the difference of the sum of value in the 
neutral-not available and important-not available category and the sum of value in the 
important-neutral and important-available category. From Table 7-6, it appears that effect of 
events on functions has the lowest value and therefore the most aligned variable in the non- 
aligned group. At the other end, external information has the highest value and therefore the 
least aligned variable. 
Table 7-6b A Summary of Alignment Groups for the 19 Items 
Aligned Mixed Non-Aligned 
Frequency of reporting Automatic receipt Effects of events on functions 
Summary reports-organisation Decisional models 
Temporal reports Immediate reporting 
Summary reports-sections 
Speed of reporting 
Precise targets 
Organisational effects 
Sectional reports Future events 
Non-financial (market) 
What-if analysis 
Sub-unit interactions 
Non-economic information 
External information 
Non-financial (production) 
* Variables in each group are listed in descending order of alignment 
7.3 MATCHING AS ALIGNMENT MEASURE 
The previous discussion explored AIS alignment without employing a specific analytical 
scheme of measuring alignment. As explained in Chapter Three (Section 3.3.2) this research 
will use two analytical approaches for measuring AIS alignment, the matching approach and 
the moderation approach. This section describes the matching approach for measuring AIS 
alignment. According to Venkatraman (1989), one of the analytical schemes that can be 
used under the matching perspective is the deviation score analysis. This method is based on 
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a premise that the absolute difference between the standardised scores of two variables 
indicates a lack of fit. For the purpose of this study, the deviation score analysis is adopted 
and the measure of alignment is computed as the absolute difference between the rating for 
AIS requirement and the rating for AIS capacity. A low value for the difference indicates 
that the alignment between the two variables are high, whilst a high value for the difference 
implies that there is a high degree of misalignment. The mean difference for each type of 
information is calculated by summing up the absolute difference for all companies and 
divided by the number of companies. A mathematical representation of the above is shown 
below: 
Mean Difference = Y, ABS (AISR rating - AISC rating) /N 
The results for all 19 information characteristics are presented in Table 7-7 with items 
arranged in ascending order of the mean. A low mean indicates that there is a high degree of 
alignment between the paired AIS requirement-AIS capacity variables. From Table 7-7, it 
appears that the requirements for frequency of reporting, summary reports-organisation, 
temporal reports, summary reports-sections, sectional reports, and automatic receipt are 
most aligned with AIS capacity for the companies in the sample. The greatest mismatch is 
observed for external, future events, non-financial (market) and non-economic information. 
Table 7-7 also shows the categorisation from Table 7-6b (with A= Aligned, M= Mixed, N 
= Non-aligned) and these matches well with rank ordering of the variables. This is to be 
expected since the cross-tabulation considerations were effectively based on matching type 
considerations. 
In conclusion, the analysis using the matching approach as a measure of AIS alignment 
indicates the degree of alignment between AIS requirement variable and AIS capacity 
variable, but it is not clear whether the alignment is based on a positive or a negative view of 
the variable. For example, if the respondent perceived that AIS requirement #1 is important 
and AIS capacity support AIS requirement #1, there is a high degree of alignment. However, 
if instead the respondent perceived AIS requirement #1 as not important and AIS capacity 
does not support AIS requirement #1, then the alignment score is also high. These different 
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combinations of a high degree of alignment might have different impacts on organisational 
performance. Therefore, the matching results can give a misleading picture of alignment 
within the sample and need to be explored further. 
Table 7-7: Matching as Alignment Approach 
Items Mean Std. Dev N Table 7-6b 
Frequency of reporting 0.78 0.87 301 A 
Summary reports - organisation 0.83 0.90 300 A 
Temporal reports 0.83 0.88 300 A 
Summary reports - sections 0.88 0.92 301 A 
Sectional reports 0.90 0.96 301 A 
Automatic receipt 0.91 1.04 301 N! 
Speed of reporting 0.93 0.99 302 A 
Immediate reporting 0.99 0.99 301 M 
Decisional models 1.00 1.05 300 M 
Effects of events on functions 1.00 1.05 301 N 
Organisational effects 1.05 1.04 299 M 
Non-financial information (production) 1.06 1.10 301 A 
Sub-unit interaction 1.06 1.11 300 N 
Precise targets 1.09 1.13 300 M 
What-if analysis 1.16 1.14 299 N 
External information 1.25 1.10 301 N 
Future events 1.30 1.08 300 M 
Non-financial information (market) 1.34 1.19 300 N 
Non-economic information 1.42 1.16 300 N 
7.4 MODERATION AS ALIGNMENT MEASURE 
The alternative approach to measuring alignment discussed in Chapter Three (Section 3.3.2) 
is commonly known as the moderation approach and this section describes its application for 
measuring AIS alignment. According to Venkatraman (1989), a second analytical approach 
is to multiply the two relevant variables as this represents the interaction or synergy between 
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the two variables. Venkatraman (1989) developed this approach from the work of Van de 
Ven and Drazin (1985). Van de Ven and Drazin (1985) referred to it as the bivariate or 
interaction approach but Vankatraman (1989) renamed it the moderation approach along 
with several approaches. Since then the approach has been consistently referred to as the 
moderation approach (e. g. Chan et al., 1997; Cragg et al., 2002). 
Following the example of Chan et al. (1997) and Cragg et al. (2002), the moderation 
approach to AIS alignment, which is the interactive effect of AIS requirement and AIS 
capacity, has been measured by multiplying the ratings for AIS requirement and AIS 
capacity together. In this case, a high rating for AIS requirement and a high rating for AIS 
capacity will result in a high alignment measure. On the other hand, a low rating for AIS 
requirement and a low rating for AIS capacity will give a low alignment score. All other 
combination will lie between these two extremes on this alignment scale continuum. 
For each company, the rating for one type of AIS requirement is multiplied by the rating for 
the corresponding AIS capacity. The mean for each type of information is calculated by 
summing up the result of the multiplication for AIS requirement and AIS capacity variables 
for all companies and dividing by the total number of companies. A mathematical 
representation of the above is shown below: 
Mean Product =I (AISR * AISC) /N 
The mean product for each type of information is presented in Table 7-8. Results in Table 7- 
8 show that frequency of reporting, summary reports-organisation, speed of reporting, 
summary reports-sections, sectional reports, and temporal reports have high mean products, 
which imply that they have high alignment scores. At the other end, external, non-econon-tic, 
what-if analysis, and sub-unit interaction received low alignment scores. As before the 
categorisation from Table 7-6b is shown in the final column and matches well with the rank 
orders. 
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Table 7-8: Moderation as Alignment Approach 
Variables Mean Std. Dev N Table 7-6b 
Frequency of reporting 14.54 5.65 301 A 
Summary reports - organisation 13.93 6.09 300 A 
Speed of reporting 13.79 5.83 302 A 
Summary reports - sections 13.73 5.95 301 A 
Sectional reports 13.72 5.95 301 A 
Temporal reports 13.58 5.62 300 A 
Future events 12.78 5.94 300 M 
Non-financial information (production) 12.01 5.71 301 A 
Immediate reporting 11.80 5.76 301 M 
Automatic receipt 11.61 6.29 301 M 
Decisional models 11.29 5.65 300 M 
Organisational effects 10.89 5.83 299 M 
Precise targets 10.70 5.70 300 M 
Non-financial information (market) 10.00 5.31 300 N 
Effects of events on functions 9.42 5.18 301 N 
Sub-unit interaction 9.04 5.05 300 N 
What-if analysis 8.92 5.11 299 N 
Non-economic information 8.76 4.99 300 N 
External information 8.26 5.28 301 N 
7.5 A COMPARISON OF THE CROSS-TABULATION TECHNIQUE AND THE 
MATCHING AND MODERATION APPROACHES 
Section 7.2.4 discusses the results of cross-tabulation technique used to explore how tile 
values are distributed along the AIS requirement and AIS capacity variables, whilst sections 
7.3 and 7.4 describe and discuss two specific analytical scheme used to measure AIS 
alignment, that is, the matching and moderation approaches. This section compares the rank- 
order of alignment of the 19 variables under the matching and moderation approaches. It 
also compares and explains the rank-order of alignment of the cross-tabulation technique 
and the two alignment approaches. 
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Table 7-9 A: Comparison of the Rank-Order of Cross-Tabulation, Matching and Moderation 
Approaches 
Variables Cross-Tabulation Matching Moderation 
Frequency of reporting Aligned I I 
Summary reports - organisation Aligned 2 2 
Temporal reports Aligned 3 6 
Summary reports - sections Aligned 4 4 
Speed of reporting Aligned 7 3 
Sectional reports Aligned 5 5 
Non-financial (production) Aligned 12 8 
------------------------------------------ Automatic receipt --------------------------- Mixed ----------------------- 6 ------------------------- 10 
Decisional models Mixed 9 11 
Immediate reporting Mixed 8 9 
Precise targets Mixed 14 13 
Organisational effects Mixed 11 12 
Future events Mixed 17 7 
------------------------------------------ Effects of events on functions --------------------------- Non-aligned ----------------------- 10 ------------------------- 15 
Non-financial (market) Non-aligned is 14 
What-if analysis Non-aligned 15 17 
Sub-unit interaction Non-aligned 13 16 
Non-economic information Non-aligned 19 18 
External information Non-aligned 16 19 
From Table 7-9, it appears that the rank-order for frequency of reporting, summary reports- 
organisation, summary reports- sections, and sectional reports are consistent for both 
matching and moderation approaches. The rank-order for immediate reporting, 
organisational effects, precise targets, and non-economic information are also similar though 
less so, whilst other variables are less consistent. The most inconsistent variable is future 
events. Future events was ranked higher under the moderation approach (ranked 7 Ih) than 
under the matching approach (ranked 17 (h) . An 
inspection of the cross-tabulation data in 
Table 7-6 reveals a high percentage of respondents (85%) perceived the information as 
being important. However, quite a similar proportion of tile respondents felt that the 
information is either available (35%), not available (26%) or being neutral (39%) about it. 
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The situation can be considered as a high AIS requirement-low AIS capacity combination. 
Under the matching approach, this combination is considered to have a low degree of 
alignment, whereas the high mean rating for AIS requirement would neutralise the low mean 
rating for AIS capacity and thus would produce a moderate alignment score under the 
moderation approach. 
Table 7-9 also reveals that the rank-order of the variables under the moderation approach is 
more consistent to the rank-order of the variables using the cross-tabulation technique. With 
an exception of future events and non-financial production, the other variables belong to the 
same category of alignment as the cross tabulation technique. On the contrary, the rank- 
order of the variables under the matching approach is less consistent when compared to the 
rank-order of the variables using the cross-tabulation technique, particularly in the mixed 
and non-aligned variables groups. 
In conclusion, for the matching approach, AIS alignment is achieved when the AIS 
requirement and AIS capacity variables are coherent to one another. The degree of 
coherence is reflected in the value of the difference between the two ratings. For the 
moderation perspective, the degree of AIS alignment is reflected in the interactive effects of 
the AIS requirement and AIS capacity variables. The moderation approach distinguishes 
between the low-low, moderate-moderate and high-high combination of coherence. Whether 
this distinction has an effect on the criterion variable or performance is yet to be explored in 
Chapter Nine. However, based on the results of previous analysis, it is also thought 
necessary to explore further the AIS requirement and AIS capacity variables and their 
alignments to gain more understanding of the issue. 
7.6 FACTOR ANALYSIS ON AIS REQUIREMENT AND AIS CAPACITY 
The 19 AIS characteristics are considered distinct in the previous analysis. However, it is 
possible that some of the AIS characteristics are correlated with each other or there may be 
some underlying dimensions that relate to these variables. In an attempt to examine further 
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AIS requirement variable and AIS capacity variable, the technique of factor analysis is used 
to search for such dimensions. 
7.6.1 Factor Analysis on AIS Requirement Items 
In testing whether factor analysis was appropriate for the AIS requirement instrument, KMO 
and Bartlett tests were conducted. The result is reproduced in Table 7-10. 
Table 7-10: KMO and Bartlett's Test for the 19 AIS Requirement Items 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 
. 912 
Bartlett's Test of Approx. Chi-Square 3383.260 
Sphericity df 171 
Sig. . 000 
From Table 7-10, the KMO measure for AIS requirement items showed a value of 0.912. 
This indicates a 'marvellous' adequacy according to the Kaiser (1974) scale and hence is 
very appropriate for use in further factor analysis. The observed value for Bartlett sphericity 
is also very large (3383.260) and its associated significance level is very low (. 0000). 
Combining the results of the KMO measure and the Bartlett test of sphericity, the items used 
in the AIS requirement measure clearly meet the conditions for subsequent factor analysis. 
Overall, these results show that factor analysis can be applied for the AIS requirement 
variables. 
The factor analysis is conducted using principal component analysis (PCA) and varimax 
rotation with Kaiser normalisation. The result indicates that there are three factors with an 
Eigenvalue of more than 1. The three-factors solution explained 61 percent of the variance. 
The factor loadings and factor structure for each AIS requirement items are shown in Table 
7-11. 
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Table 7-11: Rotated Component Matrix 
Comr)onent 
1 2 3 
R-future events . 307 . 591 . 270 
R-non-economic . 333 . 733 -1.335E-02 
R-extemal . 146 . 762 . 111 
R-non-financial prod . 146 . 446 . 485 
R-non-financial market 6.042E-02 . 636 . 463 
R-sectional reports . 339 9.416E-02 . 806 
R-temporal reports . 325 . 113 . 824 
R-effects of events . 354 . 400 . 455 
R-decisional models . 481 . 296 . 317 
R-what-if analysis . 617 . 374 9.172E-02 
R-summary reports-sect . 696 . 393 . 175 
R-summary reports-organ . 667 . 269 . 242 
R-sub-unit interaction 
. 645 . 523 6.635E-02 
R-precise targets . 657 . 373 . 269 
R-organisational effect . 579 . 431 . 134 
R-speed of reporting . 725 6.580E-02 . 261 
R-automatic receipt . 787 2.441E-02 . 275 
R-freq of reporting . 706 . 157 . 251 
R-immediate reporting . 806 . 196 . 220 
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 
a- Rotation converged in 8 iterations. 
The data in Table 7-11 show that all of the AIS requirement items exhibit large factor 
loadings. All of the items have a factor loading of more than 0.4, which implies that the 
items making up each of the factor are significantly correlated to the factor itself. Based on 
the criterion of Eigenvalue of more than 1, three factors are identified: 
Factor 1: Decisional models, what-if analysis, summary reports - section, summary 
reports - organisation, sub-unit interaction, precise targets, organisational 
effects, speed of reporting, automatic receipt, frequency of reporting, 
immediate reporting 
Factor 2: Future events, non-economic, external, non-financial market 
Factor 3: Non-financial production, sectional reports, temporal reports, effects of 
events on function 
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7.6.2 Factor Analysis on AIS Capacity Items 
Since AIS capacity items were developed in parallel to AIS requirement items, it is thought 
to be useful to explore these items using the factor analysis technique as well. The purpose 
is to find out the underlying latent dimensions associated with the 19 AIS capacity items. 
In testing whether factor analysis was appropriate for the AIS capacity instrument, KMO 
and Bartlett tests were conducted. The result is reproduced in Table 7-12. 
Table 7-12: KMO and Bartlett's Test for the 19 AIS Capacity Items 
Kaiser-Meyer-Olldn Measure of Sampling Adequacy. 
. 926 
Bartlett's Test of Approx. Chi-Square 3848.693 
Sphericity df 171 
Sig. . 000 
From Table 7-12, the KMO measure for AIS capacity items showed a value of 0.926. This 
indicates a 'marvellous' adequacy according to the Kaiser (1974) scale and hence is very 
appropriate for use in further factor analysis. The observed value for Bartlett sphericity is 
also very large (3848.693) and its associated significance level is very low (. 0000). 
Combining the results of the KMO measure and the Bartlett test of sphericity, the items used 
in the AIS requirement measure clearly meet the conditions for subsequent factor analysis. 
Overall, these results show that factor analysis can be applied for the AIS capacity variables. 
Similar to previous analysis, the varimax rotation method is used. The result indicates that 
there are three factors with an Eigenvalue of more than 1. The three-factor solution 
explained 66 percent of the variance. The factor loadings and factor structure for each AIS 
capacity item are shown in Table 7-13. 
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Table 7-13: Rotated Component Matrix 
Component 
1 2 3 
C-ftiture events . 613 . 353 . 130 
C-non-econornic 
. 825 8.033E-02 . 136 
C-external 
. 868 2.899E-04 . 143 
C-non-financial prod . 529 -2.906E-02 . 600 
C-non-financial market . 788 2.877E-02 . 309 
C-sectional reports . 210 . 400 . 770 
C-temporal reports . 146 . 338 . 766 
C-effects of events . 720 . 
340 
. 
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C-decisional models . 555 . 461 . 154 
C-what4f analysis . 631 . 453 8.55913-02 
C-summary reports-sect . 290 . 491 . 493 
C-summary reports-organ . 222 . 650 . 445 
C-sub-unit interaction 
. 685 . 464 . 157 
C-precise targets 
. 
621 . 426 . 253 
C-organisational effect . 685 . 465 . 107 
C-speed of reporting . 219 . 669 . 344 
C-automatic receipt 8.143E-02 . 694 . 249 
C-ft, eq of reporting 8.869E-02 . 821 . 218 
C-immediate reporting . 368 . 733 
1 
-1.266E-02 
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 
a- Rotation converged in 10 iterations. 
The data in Table 7-13 show that all of the AIS capacity items exhibit large factor loadings. 
All of the items have a factor loading of more than 0.4, which implies that the items making 
up each of the factor are significantly correlated to the factor itself. It is observed that the 
item 'summary reports - section' has about the same factor loading on both Factor 2 and 
Factor 3, implying that this item is equally correlated to both factors. Similar to the result for 
AIS requirement items, three factors are identified for AIS capacity items: 
Factor 1: Future events, non-economic, external, non-financial market, effects of 
events on function, decisional models, what-if analysis, sub-unit interaction, 
precise targets, organisational effects 
Factor 2: Summary reports - organisation, speed of reporting, automatic receipt, 
frequency of reporting, immediate reporting 
Factor 3: Non-financial production, sectional reports, temporal reports, summary 
reports - section 
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7.6.3 A Comparison of Factor Analysis Results for AIS Requirement and AIS 
Capacity Items 
Table 7-14 compares the results of factor analysis for AIS requirement and AIS capacity 
variables. It is observed from Table 7-14 that 12 items appear to be similar for each factor, 
while 7 other items are different on the grouping of the factors. Decisional models, what-if 
analysis, sub-unit interaction, precise targets, and organisational effects are in Factor 2 of 
AIS capacity but in Factor I of AIS requirement, effect of events on functions is in Factor 2 
of AIS capacity but in Factor 3 of AIS requirement, and summary reports-section is Factor 3 
of AIS capacity but in Factor I of AIS requirement. 
While the results of factor analysis shows that some of the AIS requirement and AIS 
capacity items are correlated with each other, the grouping of items in each factor is not 
easily interpreted. Table 7-14 also compares the results of factor analysis with the original 
four dimensions developed by Chenhall and Morris (1986) (i. e. scope, aggregation, 
integration, and timeliness). Based on Table 7-14, only 10 items appear to be similar to the 
classification made by Chenhall and Morris. Since the results of factor analysis do not work 
well, it is decided to explore the AIS requirement and AIS capacity variables and their 
alignment based on Chenhall and Morris's four dimensions. 
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Table 7-14: A Comparison of AIS Requirement and AIS Capacity factors 
AIS Requirement AIS Capacity Chenhall and Morris (1986) 
Timeliness: 
Speed of reporting Speed of reporting Speed of reporting 
Automatic receipt Automatic receipt Automatic receipt 
Frequency of reporting Frequency of reporting Frequency of reporting 
Immediate reporting Immediate reporting Immediate reporting 
Summary reports -o rganisation Summary reports-organisation 
Summary reports-section 
Decisional models 
What-if analysis 
Sub-unit interaction 
Precise targets 
Organisational effects 
------------------------------------- -------------------------------------- -------------------------------------- Scope: 
Future events Future events Future events 
Non-economic Non-economic Non-economic 
External External External 
Non-financial market Non-f mancial market Non-financial market 
Effects of events on functions Non-financial production 
Decisional models 
What-if analysis 
Sub-unit interaction 
Precise targets 
Organisational effects 
------------------------------------- -------------------------------------- -------------------------------------- Aggregation: 
Sectional reports Sectional reports Sectional reports 
Temporal reports Temporal reports Temporal reports 
Non-financial production Non-financial production Effects of events on functions 
Effects of events on functions Summary reports-section Decisional models 
What-ifanalysis 
Summary reports-section 
Summary reports-organisation 
------------------------------------------------------------ ------------------------------------------------------------- ------------------------------------------------------------- Integration: 
Sub-unit interaction 
Precise targets 
Organisational effects 
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7.7 EXPLORING FOUR DIMENSIONS OF AIS REQUIREMENT AND AIS 
CAPACITY 
Whilst the previous analysis focused on the alignment between individual AIS requirement- 
AIS capacity pairs, this section will examine AIS alignment based on the four dimensions of 
AIS requirement and AIS capacity, that is, scope, aggregation, integration, and timeliness, as 
identified by Chenhall and Morris (1986). When addressing the issue of composite measures 
(indexes and scales), Singleton et al. (1993) suggested that the simplest and most common 
procedure to combine or aggregate separate measures is to just add or take an average of the 
scores of the separate items. Based on this view, this study takes the average (mean) of the 
respondents' rating of the separate variables that constitute that dimension to obtain the 
dimension scores. The aggregate score for each AIS requirement dimension is calculated by 
averaging the items in each dimension group, that is: 
AIS Requirement 'Scope' score = (Future Events rating + Non-Economic 
Information rating + External Information rating + Non-Financial Production 
Information rating + Non-Financial Market Information rating) /5 
AIS Requirement 'Aggregation' score = (Sectional Report rating + Temporal Report 
rating + Effects of Events on Functions rating + Decisional Model rating + What-If 
Analysis rating + Summary Report Organisation rating + Summary Report Sections 
rating) /7 
AIS Requirement 'Integration' score (Sub-Unit Interaction rating + Precise Target 
rating + Organisational Effect rating) 3 
AIS Requirement 'Timeliness' score = (Speed of Reporting rating + Automatic 
Receipt rating + Frequency of Reporting rating + Immediate Reporting rating) /4 
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A similar computation is done for AIS capacity dimensions scores: 
AIS Capacity 'Scope' score = (Future Events rating + Non-Economic Information 
rating + External Information rating + Non-Financial Production Information rating 
Non-Financial Market Infonnation rating) /5 
AIS Capacity 'Aggregation' score = (Sectional Report rating + Temporal Report 
rating + Effects of Events on Functions rating + Decisional Model rating + What-If 
Analysis rating + Summary Report Organisation rating + Summary Report Sections 
rating) /7 
AIS Capacity 'Integration' score = (Sub-Unit Interaction rating + Precise Target 
rating + Organisational Effect rating) /3 
AIS Capacity 'Timeliness' score = (Speed of Reporting rating + Automatic Receipt 
rating + Frequency of Reporting rating + Immediate Reporting rating) /4 
Similar to previous analysis for the 19 AIS requirement and AIS capacity items, the 
analytical scheme for measuring the alignment between AIS requirement dimensions and 
AIS capacity dimensions for the matching and moderation perspectives are presented in the 
following two sections. 
7.7.1 Matching as Alignment Measure for AIS Requirement-AIS Capacity 
Dimensions 
AIS requirement and AIS capacity dimensions are aligned when they are coherent with each 
other. The degree of coherence is measured by calculating the absolute difference between 
each pair of AIS requirement-AIS capacity dimensions as follows: 
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Scope Difference = Absolute (Scope AIS Requirement - Scope AIS Capacity) 
Aggregation Difference Absolute (Aggregation AIS Requirement - Aggregation AIS 
Capacity) 
Integration Difference Absolute (Integration AIS Requirement - Integration AIS 
Capacity) 
Timeliness Difference = Absolute (Timeliness AIS Requirement - Timeliness AIS 
Capacity) 
The mean dimension difference is computed by summing up the absolute difference for each 
dimension and divided by the number of responding companies: 
Mean Dimension Difference = IABS(AISR Dimension - AISC Dimension)/N 
The results for the four dimensions are shown in Table 7-15. 
Table 7-15: Mean Differences for Dimensions 
Dimension AISR AISC Mean Std. N 
(average mean) (average mean) ABS(AISR-AISC) Dev. 
Scope 3.82 2.62 1.22 0.92 298 
Aggregation 3.88 2.99 0.91 0.78 295 
Integration 3.69 2.65 1.05 0.99 298 
Timeliness 3.95 3.16 0.87 0.82 300 
Table 7-15 shows that 'timeliness' has the lowest mean difference, which implies that 
timeliness has the highest degree of AIS alignment for the sample. An inspection of Table 7- 
6b reveals that all four variables in the 'timeliness' dimension fall either in the aligned group 
(frequency of reporting and speed of reporting) or mixed groups (automatic receipt and 
immediate reporting). The second highest degree of alignment is 'aggregation'. At the other 
end, 'scope' has the highest mean difference and so the lowest degree of AIS alignment. 
Again, an inspection of Table 7-6b indicates that three of five variables in this dimension 
fall in the non-aligned groups (i. e. non-financial market, non-economic information, and 
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external information) of AIS alignment. The observations thus support the results in Table 
7-15. 
7.7.2 Moderation as Alignment Measure for AIS Requirement-AIS Capacity 
Dimensions 
Similar to the analysis done for the 19 AIS requirement-AIS capacity paired variables, the 
interaction of dimensions for AIS requirement and AIS capacity variables are explored. The 
product of the four sets of dimension scores are computed as follows: 
Scope = Scope AIS Requirement * Scope AIS Capacity 
Aggregation = Aggregation AIS Requirement * Aggregation AIS Capacity 
Integration = Integration AIS Requirement * Integration AIS Capacity 
Timeliness = Timeliness AIS Requirement * Timeliness AIS Capacity 
The mean dimension product is computed by summing up the product of each dimension for 
all companies divided by the number of companies in the sample, and mathematically 
represented as follows: 
Mean Dimension Product =I (AISR Dimension * AISC Dimension) /N 
The result for the four dimenslons I's shown in Table 7-16. 
Table 7-16: Mean Products for Dimensions 
DimerLsion AISR AISC Mean Std. N 
(average mean) (average mean) (AISR*AISC) Dev. 
SCope 3.82 2.61 10.16 4.27 298 
Aggregation 3.88 2.99 11.79 4.27 295 
Integration 3.69 2.65 10.09 4.90 298 
Timeliness 3.95 3.16 12.78 4.98 300 
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From Table 7-16, it appears that 'timeliness' and 'aggregation' have the highest degree of 
AIS alignment since the mean products are the highest. The result is consistent with the 
matching approach. It is also similar to the one found using the cross-tabulation technique in 
Table 7-6. At the other end, 'integration' has the lowest mean product and hence the lowest 
degree of AIS alignment, which was not the case in the matching approach. However, the 
mean value for 'integration' is only slightly lower than the mean value for 'scope'. An 
inspection of Table 7-6b reveals that many variables in the 'integration' and 'scope' 
dimensions fall in the mixed and non-aligned categories. The difference between the two 
approaches can be explained by the high-low combination of the non-financial (production) 
and future events variables in the 'scope' dimension, which would produce better alignment 
scores under the moderation approach than the matching approach. 
7.8 OVERALL ALIGNMENT MEASURES 
This section presents the distribution of the overall alignment measure for the matching 
approach and the moderation approach. The overall alignment measure is computed by 
summing up all the alignment scores for the 19 items. 
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Figure 7-2: Distribution of Sum of the Difference of AISR and AISC Variables 
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The graph in Figure 7-2 shows the distribution of the AIS alignment scores for the matching 
approach. The score represents the sum of the difference of the 19 AIS requirement-AIS 
capacity items. The graph indicates that the distribution of the overall AIS alignment 
measure based on the matching approach is skewed to the left with a mean of 4.04 and 
standard deviation of 3.11. A few companies on the far right of the curve suggest that they 
are most mis-aligned on the AIS requirement and AIS capacity. 
The graph in Figure 7-3 shows the distribution of the AIS alignment scores for the 
moderation approach. The score represents the sum of the products for the 19 AIS 
requirement-AIS capacity items. 
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Figure 7-3: Distribution of Sum of Products of AISR and AISC Variables 
The graph indicates that the distribution of the overall AIS alignment measure based on the 
moderation approach is an approximately normal curve with a mean of 44.8 and standard 
deviation of 15.76, which suggests that most of the companies in the sample are in the 
category of mixed group. A few companies on the far right of the curve suggest that they are 
most aligned on the AIS requirement and AIS capacity. 
Comparing the two graphs, it appears that the distribution of the overall alignment scores for 
the matching approach is skewed the left which implies that most of the scores are biased 
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towards high degree of alignment. The result suggests that most of the companies in the 
sample are in the aligned group. This is not surprising as the matching approach does not 
differentiate between the high-high combination, moderate-moderate combination and low- 
low combination. 
7.9 CONCLUSIONS 
Several conclusions can be drawn from the above analysis. 
First, the results of factor analysis conducted for all 38 items that measured AIS requirement 
and AIS capacity showed that respondents clearly distinguished between their perception of 
the importance of accounting information and their perception of the ability of their 
computer-based IS to provide the information despite the similarity of the items questions. A 
comparison of the mean ratings for AIS requirement and AIS capacity items further 
confirmed that the two variables were different. The validation that the two variables were 
effectively different is important as it enable the assessment of the alignment of each of the 
19 AIS characteristics. 
Second, the results of cross-tabulation analysis revealed three different patterns of AIS 
alignment. It was observed from the analysis that seven AIS characteristics can be classified 
as aligned, six AIS characteristics can be classified as mixed, and the remaining six AIS 
characteristics can be classified as non-aligned. This finding is important as it shows that 
there are varying degrees of alignment of the AIS characteristics among the SNEs. It also 
implies that the high alignment between some AIS requirement and AIS capacity items 
reflects to some degree the maturity of these firms in utilising the technology. 
Third, a comparison of the AIS alignment using the matching and moderation approaches 
showed reasonably consistent results. An inspection of the results of cross-tabulation 
technique revealed that the inconsistent results for some items were resulted from the 
differences in the approaches. For example, the matching approach does not distinguish 
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between the high-high combination, moderate-moderate combination and low-low 
combination of rating as they all have a high degree of coherence between the variables. In 
contrast, the high-high combination is distinguished from the moderate-moderate 
combination and low-low combination under the moderation approach because the 
interaction effect is higher for the high-high combination than for the moderate-moderate 
combination and low-low combination. The moderation approach would also produce a 
higher degree of alignment under the high-low and moderate-low combinations than the 
matching approach. Under these circumstances, the higher mean value of the AIS 
requirement would neutralise the lower mean value of the AIS capacity, and thus produce 
moderate alignment score. These combinations would produce a low alignment score under 
the matching approach. 
Interestingly, a comparison of the results of the matching and moderation approaches with 
the results of the cross-tabulation technique was reasonably consistent. The rank ordering of 
the items under the matching and moderation approaches matches well with the 
categorisation identified from the cross-tabulation analysis (i. e. aligned items, mixed items, 
and non-aligned items). However, it was observed that the moderation approach was more 
consistent than the matching approach, which suggests that the moderation approach is 
better than the matching approach in measuring alignment. 
Fourth, a comparison of the results of factor analysis for AIS requirement and AIS capacity 
variables showed that only 12 of 19 items were consistent in the grouping of the three 
factors identified. The grouping of items in each factor was also not easily interpreted. 
Furthermore, the results of factor analysis do not confirm Chenhall and Morris's (1986) four 
dimensions. 
Fifth, a comparison of AIS alignment using the matching and moderation approaches 
showed that Chenhall and Morris's four dimensions were more consistent under both 
approaches than the individual paired AIS requirement-AIS capacity items. However, an 
inspection of the data in Table 7-6 and Table 7-6b revealed that the items in each dimension 
have different combinations of AIS requirement-AIS capacity scores. For example, the 
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scope dimension has five items, in which non-financial (production) appeared in the aligned 
group of items, future events in the mixed group of items, and non-financial (market), non- 
economic information, and external information in the non-aligned group of items. The 
more aligned items would neutralise the less aligned items in the dimension and thus would 
finally produce a moderate score when averaged for the total dimension score. Therefore the 
results based on these four dimensions could be misleading. Considering the results of 
factors analysis that were not easily interpreted and the results based on Chenhall and 
Morris's four dimensions also do not make sense, it has been decided to use all 19 items 
instead for subsequent analysis. 
Finally, the distribution of the overall alignment measure based on the matching approach 
suggests that most of the companies in the sample are in the aligned group. For the 
moderation approach, the distribution of the overall AIS alignment measure suggests that 
most of the companies in the sample were moderately aligned. The differences can be 
attributed to the different methods of measuring AIS alignment. 
7.10 SUMMARY 
The chapter has explored two approaches in measuring AIS alignment, that is, the matching 
approach and the moderation approach. For the matching approach, AIS alignment is 
measured by computing the absolute difference between each of the AIS requirement and 
AIS capacity items. The moderation approach considers the interaction or synergy effect of 
the AIS requirement and AIS capacity items by multiplying the ratings for each pair of 
items. Three different groups of items, that is, aligned items, mixed items, and non-aligned 
items have also been identified using the cross-tabulation technique. The results from the 
cross-tabulation technique have also help explain the findings from the matching and 
moderation approaches. Whilst this chapter explains the alignment from the perspective of 
information, the next chapter will explore whether there exists grouping related to the 
practice of aligning AIS requirement to AIS capacity amongst SMEs in the manufacturing 
sector. 
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Chapter Eight 
IDENTIFYING AND INTERPRETING ALIGNMENT GROUPS 
8.1 INTRODUCTION 
The previous chapter identifies the extent to which SMEs in the manufacturing sector 
achieve AIS alignment, which is the degree of fit between AIS requirement and AIS 
capacity. The degree of variation in alignment between the items had not been predicted and 
clearly there was also considerable variation from firm to firm. The cross-tabulation also 
revealed there were different patterns of alignment apparent for different groups of the 19 
AIS characteristics. This raised the question of whether there were groups of SMEs with 
similar profiles in terms of AIS alignment. Maybe there were some with low alignment on 
all 19 items, some low on several items but highly aligned on other items and some with 
other combinations of alignment. Therefore, the main aim of this chapter is to see if the 
sample SMEs can be classified into groups with similar types or profiles of AIS alignment, 
so that differences between these groups can be explored later. The method of cluster 
analysis was selected as it is a statistical technique that has been designed to produce 
clusters or groups of highly similar entities. The chapter presents the results of cluster 
analysis for the matching approach and the moderation approach of measuring AIS 
alignment. Subsequently, the cluster solutions for both approaches are compared and 
consolidated. The chapter concludes that there are two distinct AIS alignment groups. 
8.2 THE CLUSTER ANALYSIS APPROACH 
Cluster analysis is 'a way of sorting items into a small number of homogeneous groups' 
(Saunders, 1994: p. 13). The primary goal of cluster analysis is to classify a set of objects 
into two or more groups based on the similarity of the objects with respect to some pre- 
determined selection criterion (Hair et al., 1998). The resulting clusters of objects should 
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exhibit high internal (within-cluster) homogeneity and high external (between-cluster) 
heterogeneity. In other words, if the classification is successful, the objects within each 
cluster will be close together and objects within different clusters will be far apart. 
Cluster analysis, like factor analysis, is 'an interdependence method where the relationships 
between objects and subjects are explored without a dependent variable being identified' 
(Saunders, 1994: p. 13). However, in contrast to factor analysis in which links between 
variables are studied, cluster analysis studies links between individual cases, i. e. between 
companies. 
The cluster analysis technique is extensively used in marketing particularly in market 
segmentation research (Punj and Stewart, 1983). It is also gaining popularity in strategic 
management research where the technique is used to identify organisational configurations 
which refer to sets of firms that share a common profile along conceptually distinct variables 
(Meyer et al., 1993). However, the technique is not widely used in accounting research, 
particularly in the context of SMEs. One exception is the study by Reid and Smith (2000). 
They used the technique to identify different types of small firms based on the form of 
management accounting systems adopted within the firm. 
Despite its popularity, the use of cluster analysis has also come under frequent attack. One 
cause of concern is the extensive reliance on researcher judgement that is inherent in cluster 
analysis (Ketchen and Shook, 1996). For example, the technique does not offer a test 
statistic such as an F-statistic in analysis of variance that provides a clear answer regarding 
the support or lack of support of a set of results for a hypothesis of interest. A second issue 
for critics is the perception that most applications of cluster analysis have lacked an 
underlying theoretical rationale. Without a theoretical foundation, the clusters that are 
identified may not reflect any real conditions but instead may simply be statistical artifacts 
(Thomas and Venkatraman, 1988). Despite the controversy surrounding cluster analysis, 
there has been no comprehensive assessment of the efficacy of its use (Ketchen and Shook, 
1996). 
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Ketchen and Shook (1996) suggested the adoption of multiple methods for each of the 
clustering process, namely, selection of clustering variables, selection of clustering 
algorithms, determining the number of clusters, and validating clusters. Earlier, Nfilligan and 
Cooper (1987) suggested seven steps in performing a cluster analysis: 
E3 The cases to be clustered need to be selected and they should be representative of the 
population. 
a The variables to be used in the analysis need to be selected and they must contain 
sufficient information to permit the clustering of the cases. 
13 The analyst must decide whether to standardise the data. 
u The similarity or dissimilarity measure needs to be selected. These measures assess the 
degree of closeness or separation between the cases. 
u The clustering method needs to be selected. Different clustering methods are designed to 
find different types of cluster structure. 
a The number of clusters needs to be determined. There are a large number of methods for 
deciding on the number of clusters, and none of the methods seem to be universally 
successful. 
t3 The cluster solution needs to be validated. For example, the researcher may wish to test 
the generalisability of the cluster structure by attempting to replicate it on another data 
set. 
8.2.1 Clustering Variables 
The most fundamental step in the application of cluster analysis is choosing the variables 
along which to group observations (Ketchen and Shook, 1996). The selection of variables to 
be included in the cluster variate will influence the result of cluster analysis. Hair et al. 
(1998: p. 482) suggested that only variables that characterise the objects being clustered and 
relate specifically to the objectives of the cluster analysis should be included. The reason is 
that the inclusion of an irrelevant variable increases the chance that outliers will be created 
on these variables, which can have a substantive effect on the results. 
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Ketchen et al. (1993) outlined three basic approaches to identifying appropriate clustering 
variables: inductive, deductive, and cognitive. The inductive approach focuses on 
exploratory classification of observations. In other words, neither the clustering variables 
nor the number and nature of the resultant groups are tightly linked to deductive theory. In 
contrast, the number and suitability of clustering variables, as well as the expected number 
and nature of groups in a cluster solution, are strongly tied to theory under deductive 
approach. The cognitive approach, while similar to the inductive approach, differs from the 
latter as it relies on the perceptions of expert informants to define clustering variables 
instead of what the researchers view as important. This study adopts the deductive approach 
in selecting the clustering variables. Instead of using as many variables as possible, the study 
focuses on the alignment scores as the clustering variables. This is in line with Ketchen et al. 
(1993) who suggested that studies designed to discern the nature and extent of links between 
key constructs (in this case, it would be between AIS alignment and performance) should 
rely on a deductive approach. 
Factor analysis is often applied prior to cluster analysis. Two benefits of doing this are that 
factor analysis reduces the number of variables that have to be analysed by the cumbersome 
cluster analysis process, and the result from the analysis can also help the interpretation of 
the clusters (Saunders, 1994: p. 16). An example of an author using this approach is Cragg et 
al. (2002). However, as explained in Chapter Seven, the factor analysis conducted in this 
research produces results that are not easily interpreted. When comparing the results of the 
factor analysis for AIS requirement and AIS capacity variables, there appear to be many 
differences between the items grouped for each factor identified. The results also do not 
support the original classification made by Chenhall and Morris (1986). Furthennore, the 
results do not support the items classification identified using the cross-tabulation technique. 
Therefore, it was decided not to adopt the results of the factor analysis but to use all the 19 
items instead for the cluster analysis purposes. This means there will be one alignment 
variable for each of the 19 items. Two separate sets of analyses will be done for the cases 
where these 19 variables are calculate first on the matching approach and second using the 
moderation approach. 
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Another initial decision that must be taken when carrying out cluster analysis is whether to 
standardise the data or not. There are two main situations in which standardising the data is 
appropriate. The first is when the variables used in the analysis are measured on different 
scales. The second is when the variables used have significantly different dispersions. 
Variables that have a larger dispersion than others will have a greater weight in the cluster 
analysis (Hair et al., 1998). The most common method of standardisation is the conversion 
of each variable used in the analysis by subtracting the mean and dividing by the standard 
deviation for that variable (Hair et al., 1998: p. 489). This process converts each variable 
into a standardised variable with a zero mean and a unit standard deviation. However, the 
alignment values used in this research was not standardised as all the basic variables are 
measured on the same five-point Likert scale, leading to alignment scores on the same scales 
and these scores had similar standard deviation as can be seen from Table 7-7 and Table 7-8 
in Chapter 7. 
8.2.2 Clustering Algorithms 
The concept of distance and similarity are fundamental to cluster analysis. Many methods 
have been used to calculate the distance between objects. According to Norusis (1994), the 
most commonly used method for measuring distances is the Squared Euclidean distance, 
which is the sum of the squared difference over all of the variables. The procedure used to 
place similar objects into groups or clusters is called the clustering method (Hair et al., 
1998). Two general categories of clustering algorithms are hierarchical and non-hierarchical. 
According to Norusis (1994), the popular method for forming clusters is agglornerative 
hierarchical cluster analysis, where clusters are formed by grouping cases into bigger and 
bigger clusters until all cases are members of a single cluster. 
Various methods can be used to decide which clusters should be combined at each step. 
These methods include single linkage or nearest neighbour, complete linkage or furthest 
neighbour, average linkage or centroid, and minimum variance or Ward's method. Doyle 
and Saunders (1985) suggested using Ward's hierarchical clustering method because this 
technique is consistently more accurate than others in recovering clusters. In Ward's method 
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the distance between two clusters is the sum of squares between the two clusters over all 
variables. At each stage in the clustering procedure, the within-cluster sum of squares is 
minimised over all partitions obtainable by combining two clusters from the previous stage. 
Following the suggestions above, this study used the cluster analysis routine in SPSS for 
Windows (release 11.0) to identify SMEs with similar AIS alignment. The classification 
method used was Ward's hierarchical clustering routine and the distances between objects 
were measured using the Squared Euclidean distance. 
83 CLUSTER ANALYSIS RESULTS FOR THE MATCHING APPROACH 
One of the most perplexing issues when using cluster analysis is to determine the final 
number of clusters to be used (Hair et al., 1998: p. 499). Unfortunately, no standard, 
objective selection procedure exists. Hence, researchers have developed many criteria and 
guidelines for approaching the problem. The most common approach is to observe the 
clustering process and note when the stress of bringing two clusters together becomes 
particularly large (Saunders, 1994). 'When a large increase occurs, the researcher selects the 
prior cluster solution on the logic that its combination caused a substantial decrease in 
similarity' (Hair et al., 1998, p. 499). Appendix E-I contains the result of the cluster analysis 
for the matching approach, including the cases being combined at each stage of the process, 
the clustering coefficients, and the dendrogram. The dendrogram indicates that three clusters 
are formed with little stress giving a cluster distance of approximately 3.5 units but this 
jumps up to approximately 11.0 units when two clusters are formed. The cluster distance 
further leaps up to 24.0 unit when one cluster is formed. Ibis suggests that the appropriate 
number of cluster is either two clusters or three clusters. 
The agglomeration coefficient provides another view to use in the stopping rule (Hair, 
1998). This approach evaluates the changes in the coefficient at each stage of the 
hierarchical process. Small coefficients indicate that fairly homogeneous clusters are being 
merged, whilst joining two very different clusters result in a large coefficient or a large 
percentage change in the coefficient (Hair, 1998, p. 503). The values are shown in Table 8-1 
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for the final ten clusters. The final column shows the percentage change in the clustering 
(agglomeration) coefficient for 10 to 2 clusters. 
Table 8-1: Analysis of Agglomeration Coefficient for Hierarchical Cluster Analysis 
Number of Agglomeration coefficient Change in coefficient Percentage change in 
clusters coefficient to next level 
10 2425.157 88.532 3.6 
9 2513.689 93.638 3.7 
8 2607.327 98.167 3.8 
7 2705.494 118.228 4.4 
6 2823.722 
5 2952.789 
4 3103.584 
3 3273.964 
2 4042.287 
1 5932.583 
129.067 4.6 
150.795 5.1 
170.380 5.5 
768.323 23.5 
1890.296 46.8 
From Table 8-1, it is observed that the largest increase occurs in going from two clusters to 
one cluster (47%), and the next noticeable change in the percentage increase occurs in 
combining three clusters into two clusters (24%). This procedure suggests that the two 
clusters or three clusters solution is appropriate, which supports the previous conclusion 
based on the graphical presentation given by the dendrogram. 
To decide whether to use a two-cluster or a three-cluster solution for subsequent analysis, a 
frequency analysis is conducted on both solutions. The frequency analysis of the two-cluster 
solution shows that 46 (16%) of the sample companies are in Cluster I and 242 (84%) 
companies in Cluster 2. However, it is thought inappropriate to have such a disproportionate 
number of companies in the clusters for further data analysis purposes. The result of 
frequency analysis of the three-cluster solution reveals a more proportionate ratio in which 
46 (16%) companies are in Cluster 1,135 (47%) companies are in Cluster 2, and 107 (38%) 
companies are in Cluster 3. Since the dendrogram and the agglomeration coefficient also 
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support the three-cluster solution, it was decided to use the three-cluster solution instead of 
the two-cluster solution. 
In an attempt to confirm that the three-cluster solution is statistically valid, an analysis of 
variance (ANOVA) for the three clusters was computed. ANOVA is a statistical technique 
used to test the null hypothesis that several population means are equal (Norusis, 1994). This 
technique examines the variability of the observations within each group as well as the 
variability between the group means. It will provide a significant result if at least two of the 
means are significantly different. 
Table 8-2 exhibits the essential information for the interpretation of the three-cluster 
solution. For each cluster, the mean value (centroid) for each of the 19 alignment scores (one 
for each AIS item) is provided. The result of the one-way ANOVA shows that the F-ratio is 
large and the observed significance level is less than 0.01 for all the variables. Therefore, we 
can reject the null hypothesis that the three clusters have the same mean for the 19 alignment 
scores. The finding that the three clusters are significantly different for all the 19 alignment 
items is very important as it confirms that three distinct clusters have been identified and 
therefore justified. 
From Table 8-2, it is obvious that Cluster 3 has the lowest group means in each clustering 
items compared to Cluster 2 and Cluster 1. It also appears that Cluster 2 has lower group 
means in each clustering items compared to Cluster 1. It is amazing that the patterns of the 
mean scores in the three clusters are consistent for all 19 items. Keeping in mind that for the 
matching approach, a low mean score implies that the degree of AIS alignment is high, 
Cluster 3 is clearly more aligned on the 19 items than Cluster 2 and Cluster 1, whilst Cluster 
2 is more aligned than Cluster 1. This implies that companies in Cluster 3 perceived that 
there is a high degree of 'rnatch' between their AIS requirement and AIS capacity variables. 
On this basis, it is reasonable to label Cluster 3 as 'aligned', Cluster 2 as 'moderate', and 
Cluster I as 'non-aligned'. Overall, the results from the matching approach suggest that 37'X) 
of the total sample of SMEs studied have aligned their AIS requirement and AIS capacity, 
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47% have moderately aligned their AIS requirement and AIS capacity, and 16"/c do not 
aligned their AIS requirement and AIS capacity. 
Table 8-2: Clustering Variable Profiles for the Three-Cluster Solution (Matching Approach) 
Alignment Cluster 1 
(46) 
Cluster 2 
(135) 
Cluster 3 
(107) 
F Ratio F Prob. 
Future events 2.6739 1.3481 . 6542 92.519 . 000 
Non-economic 3.0435 1.5852 . 5607 156.976 . 000 
External 2.4130 1.4148 . 5701 69.005 . 000 
Non-financial (production) 2.4348 1.1111 . 4112 85.503 . 000 
Non-financial (market) 2.7826 1.5259 . 4766 113.503 . 000 
---------------------------------------- Sectional reports ---------------- 2.0000 ---------------- 1.0148 ---------------- . 3084 
--------------- 77.335 ---------------- . 000 
Temporal reports 1.9348 . 8370 . 
3738 74.336 . 000 
Effects of events on functions 2.5217 1.0741 . 2430 164.064 . 
000 
Decisional models 2.3261 1.1333 . 2897 107.617 . 
000 
What-if analysis 2.7826 1.3481 . 2056 215.126 . 000 
Summary reports-sections 2.0217 1.0074 . 2430 109.283 . 000 
Summary reports-organisation 1.8913 . 9333 . 2336 91.616 . 
000 
- ---- - ------- - _Sýb 
-unit i nt eractio n 
------- 2.7609 ---- 11 481 ----- 1682 --------- 251.047 ---- 000 
Precise targets 2.8696 1.0593 . 3178 201.825 . 000 
Organisational effects 2.3913 1.1630 . 3551 109.049 . 
000 
_§pýed_of_reporti - ng ----------------- ----- 2. - 13 - 04 ---- ----- I- . 05 
-I-9 ---- ------- 26 -I-7 ----- ---- 98 -I- 56 ---- -------- 000 ----- 
Automatic receipt 2.1957 1.0000 . 2056 103.783 . 
000 
Frequency of reporting 1.7391 . 8963 . 2150 77.773 . 000 
immediate reporting 2.1087 1.1481 . 3364 84.697 . 000 
In an attempt to further understand AIS alignment for the three clusters, a one-way ANOVA 
is used to analyse the means of AIS requirement and AIS capacity variables for the three 
clusters. The results are summarised in Table 8-3 and Table 8-4. 
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Table 8-3: One-Way ANOVA Results for AIS Requirement 
Items Cluster I Cluster 2 Cluster 3F Ratio F Prob. 
N/aligned Moderate Aligned 
Future events 4.63 4.14 4.11 7.066 . 001 
Non-economic 4.41 3.73 3.35 21.705 . 000 
External 3.74 3.55 3.26 4.732 . 010 
Non-financial (production) 4.43 3.95 3.73 10.426 . 000 
Non-financial (market) 4.46 3.90 3.44 20.880 . 000 
----------------------------------------- Sectional reports ------------- 4.48 ---------------- 4.11 -------------- 3.93 ----------------- 7.632 -------------- . 001 
Temporal reports 4.43 3.98 3.88 9.297 . 
000 
Effects of events on functions 4.02 3.49 3.36 10.304 . 000 
Decisional models 4.39 3.79 3.60 14.456 . 000 
What-if analysis 4.35 3.57 3.21 30.079 . 000 
Summary reports-sections 4.72 4.05 3.80 19.881 . 000 
Summary reports-organisation 4.50 4.01 3.93 7.113 . 001 
------ --------------------------------- Sub-unit interaction ------------- 4.28 ---------------- 3.44 -------------- 3.24 ----------------- 24.623 -------------- . 000 
Precise targets 4.57 3.70 3.54 22.658 . 000 
Organisational effects 4.22 3.79 3.54 8.112 . 000 
---------------------------------------- Speed of reporting -------------- 4.76 --------------- 4.04 -------------- 3.93 ----------------- 16.782 -------------- . 000 
Automatic receipt 4.46 3.72 3.52 16.174 . 000 
Frequency of reporting 4.57 4.12 3.86 14.927 . 000 
Immediate reporting 4.48 3.86 3.56 16.091 . 000 
----------------------------------------- Average total -------------- 4.42 --------------- 3.84 -------------- 3.62 ----------------- 32.459 -------------- . 000 
The results in Table 8-3 show that the three clusters are significantly different on all AIS 
requirement items. It is observed that the non-aligned group has 'very high' mean values 
(4.00 and above) for all but one AIS requirement items. On the other hand, the moderate 
group and the aligned group have 'high' mean values for almost all requirements items 
except future events, sectional reports, summary reports, and speed of reporting, which have 
'very high' mean values. Overall, the group means for the non-aligned group are 
consistently higher than the moderate group and the aligned group for all types of AIS 
requirement items. 
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Table 8-4: One-Way ANOVA Results for AIS Capacity 
Items Cluster I Cluster 2 Cluster 3 F Ratio F Prob. 
N/aligned Moderate Aligned 
Future events 1.96 2.85 3.50 42.432 . 000 
Non-economic 1.37 2.17 2.86 47.536 . 000 
External 1.33 2.19 2.84 40.472 . 000 
Non-financial (production) 2.17 2.85 3.41 24.463 . 000 
Non-financial (market) 1.67 2.47 3.09 37.278 . 000 
--------------------------------------- Sectional reports ---------------- 2.48 --------------- 3.17 --------------- 3.69 --------------- 27.192 --------------- . 000 
Temporal reports 2.50 3.26 3.64 23.485 . 
000 
Effects of events on functions 1.59 2.46 3.20 52.294 . 000 
Decisional models 2.07 2.70 3.40 35.132 . 000 
What-if analysis 1.57 2.25 3.02 45.612 . 000 
Summary reports-sections 2.70 3.13 3.64 16.215 . 000 
Summary reports-organisation 2.61 3.17 3.75 24.093 . 000 
------ ------------------------------- Sub-unit interaction ---------------- 1.52 --------------- 2.33 --------------- 3.11 --------------- 62.892 -------- . 000 
Precise targets 1.70 2.67 3.30 48.034 . 000 
Organisational effects 1.83 2.63 3.26 36.955 . 000 
§j; eed -of reporti-ng ---------------- ------ 2.63 ------ ----- 3.07 ----- ----- 3.85 ----- ---- 36.5-52 ---- ------ 000 ----- 
Automatic receipt 2.26 2.78 3.43 22.296 . 000 
Frequency of reporting 2.83 3.39 3.85 21.081 . 000 
Immediate reporting 2.37 2.77 3.43 25.483 . 000 
--------------------------------------- Average total ---------------- 2.06 --------------- 2.75 --------------- 3.38 --------------- 91.109 --------------- . 000 
The results in Table 8-4 also show that the three clusters are significantly different on all 
areas of AIS capacity. However, contrary to the results of AIS requirement, the aligned 
group has mean values that are consistently greater than the moderate group and the non- 
aligned group on all 19 AIS capacity items. This implies that SMEs with a higher degree of 
AIS alignment have computer-based IS that provide the information required by the 
companies. 
Combining the results in Tables 8-3 and 8-4, it appears that while SMEs in the non-aligned 
group perceived AIS requirement as being more important than those with a higher degree 
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of AIS alignment, they are not receiving enough support from their existing computer-based 
IS to generate the information required. This perhaps contributes to the lower degree of AIS 
alignment for the group. On the other hand, SMEs in the moderate group and the aligned 
group received better support from their computer-based IS. 
8.4 CLUSTER ANALYSIS RESULTS FOR THE MODERATION APPROACH 
Using the same clustering method, cluster analysis was also carried out on the alignment 
measures for the 19 items using scores computed under the moderation approach. The 
dendrogram in Appendix E-2 shows that three clusters are formed with little stress giving a 
cluster distance of approximately 3.5 units but this jumps up to approximately 8.0 units 
when two clusters are formed. The cluster distance further leaps up to 24.5 unit when one 
cluster is formed. This suggests that the appropriate number of cluster is either two clusters 
or three clusters. 
Table 8-5: Analysis of Agglomeration Coefficient for Hierarchical Cluster Analysis 
Number of Agglomeration Change in coefficient Percentage change in 
clusters coefficients coefficient to next level 
10 78572.484 2918.907 3.7 
9 81491.391 2990.031 3.7 
8 84481.422 3314.508 3.9 
7 87795.930 4130.453 4.7 
6 91926.383 4759.062 5.2 
5 96685.445 7128.46 7.4 
4 103813.906 7667.86 7.4 
3 111481.766 13969.02 12.5 
2 125450.781 48795.09 38.9 
1 174245.875 - - 
An examination of agglomeration coefficient in Table 8-5 also shows that the largest 
increase occurs in going from two clusters to one cluster (39%), and the next noticeable 
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change in the percentage increase occurs in combining three clusters into two clusters 
(13%). Again, this procedure suggests that the two-cluster or three-cluster solution is 
appropriate, which supports the previous conclusion based on the graphical presentation 
given by the dendrogram. 
To decide whether to use a two-cluster or a three-cluster solution on subsequent analysis, a 
frequency analysis is conducted on both solutions. The frequency analysis of the two-cluster 
solution shows that 71 (25%) of the sample companies are in Cluster I and 217 (75%) 
companies in Cluster 2. The frequency analysis on the three-cluster solution reveals that 47 
(16%) companies are in Cluster 1,170 (59%) companies are in Cluster 2, and 71 (25%) 
companies are in Cluster 3. Therefore, it was decided to use the three-cluster solution 
instead of the two-cluster solution. 
Similar to previous analysis, a one-way ANOVA is used to analyse the group means of the 
19 moderation alignment scores for the three clusters. Table 8-6 shows that the mean values 
of all the centroid of each cluster are significantly different at the 0.01 level. The finding 
thus confirms that three distinct clusters have been identified and therefore justified. 
From Table 8-6, it is observed that Cluster 3 clearly has higher group means for all 19 AIS 
alignment scores than Cluster 2 and Cluster 1. At the same time, Cluster 2 has higher group 
means than Cluster 1. It is amazing that the patterns of the mean scores in the three clusters 
are consistent for all 19 items. For the moderation approach, this implies that SMEs in 
Cluster 3 have higher degree of AIS alignment than those in Cluster 2 and Cluster 1, whilst 
Cluster 2 has better AIS alignment than Cluster 1. Therefore, it is reasonable to label Cluster 
3 as the 'aligned' group, Cluster 2 as the 'moderate' group, and Cluster I as the 'non- 
aligned' group. Similar to the matching approach, result from the moderation approach 
suggests that 47 (16%) of the total sample of SMEs studied do not aligned their AIS 
requirement and AIS capacity, whilst the rest of the SMEs have either aligned or moderately 
aligned their AIS requirement and AIS capacity. However, the number of SMEs in the 
moderate group is bigger under the moderation approach (59%) than the matching approach 
(47%). The difference can be explained by the existence of companies with a moderate- 
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moderate combination. Under the matching approach, the combination falls in the category 
of aligned group, whilst under the moderation approach, the combination is considered as 
moderate. 
Table 8-6: Clustering Variable Profiles for the Three-Cluster Solution (Moderation Approach) 
Alignment Cluster I 
(47) 
Cluster 2 
(170) 
Cluster 3 
(71) 
F Ratio F Prob. 
Future events 7.6809 11.8882 18.0704 67.952 . 000 
Non-economic 6.0213 8.2765 11.7606 24.320 . 000 
External 6.1489 7.6647 11.3662 19.138 . 000 
Non-financial (production) 7.0426 11.6706 15.9859 46.253 . 000 
Non-financial (market) 5.6383 10.2118 12.5775 29.064 . 000 
--------------------------------------- Sectional reports ---------------- 7.3830 ---------------- 12.9471 ----------------- 19.6338 --------------- 112.941 ---------------- . 000 
Temporal reports 7.5957 13.1529 18.1549 78.898 . 000 
Effects of events on functions 5.2128 8.5588 14.5070 79.774 . 000 
Decisional models 8.0213 9.9765 16.4507 58.237 . 000 
What-if analysis 5.8936 7.7941 13.6620 60.245 . 000 
Summary reports-sections 7.2766 13.0235 19.3944 109.344 . 000 
Summary reports-organisation 7.2128 13.2471 19.7887 111.685 . 000 
------ ------------------------------- Sub-unit interaction ----------------- 5.2766 --------------- 7.8706 ----------------- 14.2394 --------------- 91.050 ---------------- . 000 
Precise targets 5.3617 9.6647 16.8732 114.891 . 000 
Organisational effects 4.9787 10.2000 16.0704 82.295 . 000 
- ----------------------------------- Speed of reporting ----------------- 6.5957 --------------- 13.5471 ----------------- 19.3521 --------------- 122.727 ---------------- . 000 
Automatic receipt 5.7447 10.2647 18.6479 124.654 . 000 
Frequency of reporting 8.5106 13.6647 20.3944 123.798 . 000 
Immediate reporting 6.6809 10.4529 18.1408 119.824 . 000 
Similar to the matching approach, a one-way ANOVA is performed on AIS requirement and 
AIS capacity variables separately in order to gain a clearer picture of AIS alignment. The 
results of the analysis are presented in Table 8-7 and Table 8-8. 
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Table 8-7: One-Way ANOVA Result for AIS Requirement 
Items Cluster I Cluster 2 Cluster 3F Ratio F Prob. 
N/aligned Moderate Aligned 
Future events 3.57 4.15 4.76 35.151 . 000 
Non-economic 3.30 3.64 4.08 10.219 . 000 
External 3.13 3.37 3.94 13.141 . 000 
Non-financial (production) 3.38 3.94 4.32 16.988 . 000 
Non-financial (market) 3.17 3.94 3.97 13.485 . 
000 
----------------------------------------- Sectional reports -------------- 3.47 --------------- 4.04 -------------- 4.66 ----------------- 39.090 -------------- . 
000 
Temporal reports 3.43 3.98 4.49 34.589 . 000 
Effects of events on functions 3.04 3.45 4.04 24.405 . 000 
Decisional models 3.49 3.69 4.32 18.859 . 000 
What-if analysis 3.30 3.40 4.11 19.698 . 000 
Summary reports-sections 3.34 3.98 4.76 53.962 . 000 
Summary reports-organisation 3.34 3.96 4.77 51.748 . 000 
------ --------------------------------- Sub-unit interaction -------------- 3.00 --------------- 3.35 -------------- 4.21 ----------------- 38.659 -------------- . 000 
Precise targets 3.04 3.67 4.52 49.634 . 000 
Organisational effects 2.85 3.75 4.41 47.338 . 000 
---------------------------------------- Speed of reporting -------------- 3.32 --------------- 4.11 -------------- 4.63 ----------------- 39.224 -------------- . 000 
Automatic receipt 3.02 3.66 4.49 43.379 . 000 
Frequency of reporting 3.40 4.08 4.58 42.242 . 000 
Immediate reporting 3.06 3.75 4.59 50.261 . 000 
__Xýýrag_e__t_otal ------------------------------------- ------- 3-. 2-5 --------- --------- 3.7-9 ------- ---------- 4-. -40- ------- -------- 80-. -907 ------- ---------- 000 
Table 8-7 shows that the three alignment groups are significantly different on all 19 AIS 
requirement items. However, contrary to the matching approach, SMEs in the aligned group 
appear to have 'very high' mean values (4.00 and above) for all AIS requirement items. On 
the other hand, none of the AIS requirement items in the non-aligned group has a mean 
value of 4.00 and above. Overall, the group means for the aligned group are consistently 
higher than the moderate group and the non-aligned group, whilst the moderate group has 
consistently higher group means than the non-aligned group. This implies that SMEs with a 
higher degree of AIS alignment perceived all AIS requirement items as being more 
important than SMEs with a lower degree of AIS alignment. 
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Table 8-8: One-Way ANOVA Results for AIS Capacity 
Items Cluster I Cluster 2 Cluster 3 F Ratio F Prob. 
N/aligned Moderate Aligned 
Future events 2.17 2.83 3.75 40.743 . 000 
Non-economic 1.77 2.22 2.83 18.306 . 000 
External 1.89 2.19 2.80 12.361 . 000 
Non-financial (production) 2.06 2.92 3.62 34.540 . 000 
Non-financial (market) 1.77 2.58 3.08 25.288 . 000 
--------------------------------------- Sectional reports ---------------- 2.15 --------------- 3.18 ---------------- 4.15 -------------- 86.648 --------------- . 000 
Temporal reports 2.21 3.28 3.97 60.461 . 000 
Effects of events on functions 1.72 2.44 3.54 64.917 . 000 
Decisional models 2.28 2.66 3.73 44.638 . 000 
What-if analysis 1.74 2.26 3.27 46.221 . 000 
Summary reports-sections 2.17 3.22 4.04 66.764 . 000 
Summary reports-organisation 2.15 3.26 4.13 77.200 . 000 
------ ------------------------------- Sub-unit interaction ---------------- 1.79 --------------- 2.32 ---------------- 3.37 -------------- 57.480 --------------- . 000 
Precise targets 1.77 2.62 3.70 72.830 . 000 
Organisational effects 1.70 2.68 3.56 59.919 . 000 
_: ýýee_d_of_reporting ------------- --- 2. _04 --- ---- 3.28 ----- ----- 4.14 --- - 105. _046 --- ------ 000 ----- 
Automatic receipt 1.89 2.75 4.08 96.754 . 000 
Frequency of reporting 2.47 3.35 4.41 97.540 . 000 
Immediate reporting 2.11 2.78 3.92 78.761 . 000 
-------------------------------------------------------- Average total ------------------------- 1.99 ------------------------ 2.78 ------------------------- 3.69 ------------------------ 176.227 ----------------------- . 000 
Table 8-8 shows the AIS capacity values for the three alignment groups. The table shows 
that the three groups are significantly different on all types of Information relating to the 
capability of their computer-based IS to generate the information. Similar to the matching 
approach, the group means for SMEs in the aligned group are consistently higher than those 
in the moderate group and the non-aligned group, and SMEs in the moderate group have 
consistently higher group means than SMEs in the non-aligned group. Again, this implies 
that SMEs with a higher degree of AIS alignment received better support from their 
computcr-based IS than SMEs with a lower degree of AIS alignment. 
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8.5 CLUSTER VALIDATION 
The results of cross-tabulation analysis discussed in Chapter Seven indicate varying degrees 
of alignment between AIS requirement and AIS capacity for different AIS characteristics. 
However, it is amazing to observe that the patterns of the mean scores in the three clusters 
based on the matching and moderation approaches discussed in section 8.3 and section 8.4 
are consistent for all 19 AIS characteristics. The cluster analysis technique is also somewhat 
subjective about selecting an optimal cluster solution (Hair et al., 1998). Hence, it is 
important to validate and examine the stability of the chosen final cluster solution. 
According to Hair et al. (1998), validation includes attempts to assure that the cluster 
solution is representative of the general population, and thus is generalisable to other objects 
and is stable over time. Initial validation of groupings is carried out by determining that the 
three clusters are significantly different from each other using a multivariate analysis of 
variance. In this case, each group's observed F statistics revealed that the differences are 
significant at the 95% level for both the matching approach and moderation approach. To 
gain further confidence in the chosen clusters, the following three validation methods 
suggested by Green et al. (1988) were considered. The three methods are as follows: 
1. Use a different clustering routine 
2. Split the data into halves and analyse each half separately 
3. Delete several variables from the original set of variables 
This study implemented the three ways suggested for validating the three-cluster solution. 
Validation of the cluster solution is carried out for both matching and moderation 
approaches. 
The purpose of the first method is to test the replicability of the cluster solution. A two-stage 
procedure where a hierarchical algorithm is used to define the number of clusters and cluster 
centroids, and use these results as the starting points for subsequent non-hierarchical 
clustering is advocated by many experts (e. g. Punj and Stewart, 1983; Hair et al., 1998). A 
non-hierarchical clustering technique called K-Means cluster analysis was used to examine 
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further the results from Ward's hierarchical cluster analysis. The first step in conducting a 
K-Means cluster analysis is to analyse the data using Ward's hierarchical cluster analysis to 
determine the number of clusters and the means of those clusters from Ward's hierarchical 
method (Hair et al., 1998). Using the K-Means method of cluster analysis with unspecified 
or random means can lead to very poor cluster solutions. The results of the cross-tabulation 
test for Ward's cluster and K-Means's cluster for the matching approach are shown in Table 
8-9. 
Table 8-9: A comparison of Ward method by K-Means routine (matching approach) 
K-Means 
1 
non-alic; ned 2 mixed 3 aligned Total 
Ward 1 non-aligned Count 46 46 
% within Ward 100.0% 100.0% 
% within K-Means 86.8% 16.0% 
2 mixed Count 7 106 22 135 
% within Ward 5.2% 78.5% 16.3016 100.0% 
% within K-Means 13.2% 106 18.0% 46.9% 
3 aligned Count 7 100 107 
1,1. within Ward 6.5% 93.5% 100.0% 
% within K-Means 6.2% 82.0% 37.2% 
Total Count 53 113 122 288 
% within Ward 18.4% 39.2% 42.4% 100.0% 
% within K-Means 100.0% 100.0% 100.0% , 100.0% 
From Table 8-9, it can be seen that 252 out of 288 cases (87.5%) were classified 
consistently. Using the matching approach, the results of clustering using the Ward's 
method and the K-Means method are similar. The results of the cross-tabulation for Ward's 
cluster and K-Means's cluster for the moderation approach are shown in Table 8- 10. 
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Table 8-10: A comparison of Ward method by K-Means routine (moderation approach) 
K-Means 
non-aligned 2 mixed 3 aligned Total 
Ward 1 non-aligned Count 47 47 
% within Ward 100.0% 100.0% 
% within K-Means 55.3% 16.30% 
2 mixed Count 38 127 5 170 
% within Ward 22.4% 74.7% 2.9% 100.0% 
% within K-Means 44.7% 96.2% 7.0% 59.0% 
3 aligned Count 5 66 71 
" within Ward 7.0% 93.0% 100.0% 
" within K-Means 3.8% 93.0% 24.7% 
Total Count 85 132 71 288 
% within Ward 29.5% 45.8% 24.7% 100.0% 
% within K-Means 1 100.0% 1 100.0% 1 10 . 
0% 1 100.0% 
From Table 8-10, it can be seen that 240 out of 288 cases (83.3%) were classified 
consistently. It is worth noting that almost all the misclassifications are in one cell but, 
nevertheless, it can be concluded that the results of clustering using Ward's method and the 
K-Means method are similar. 
The purpose of the second method is to check the stability of the clusters. This method 
necessitates the random splitting of the sample into halves, which in this case are 144 cases 
in each half. Subsequently, Ward's hierarchical clustering was performed for each half and 
the means for each cluster were examined. If the clustering process is stable, the means for 
the two halves of the sample should be similar. 
The data in Table 8-11 and Table 8- 12 show that using the same method of cluster analysis, 
both the first half and the second half of the data sets were classified into three groups. 
Similar to the results from the whole data set, all the clustering variables are significant for 
the two halves. 
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Table 8-11: A comparison of group means and significance levels for the three-cluster solution 
from splitting data into halves (matching approach) 
Cluster I Cluster 2 Cluster 3F Ratio Sig. 
Variables 1' half 2"d half I' half 2nd half 0 half 2"d half 1' half 2d half 1' half 2" hal 
Future events 2.0213 2.2609 1.4237 1.4333 . 5122 . 6379 25 . 
552 34 
. 467 . 
000 000 
Non-economic 2.6170 23478 1,2034 1.8500 . 6341 . 5000 67 . 970 48 . 515 . 000 000 
External 2.0638 2.4783 1.1525 1.6667 . 3902 . 4310 39 . 057 61 , 963 . 000 . 000 
Non-financial production 2.0213 2.2609 1.0508 1.2167 . 1463 . 3103 52 . 047 45 317 . 000 . 000 
Non-financial marketing 2.2979 2.7826 1.2034 1.8500 . 2439 . 3621 61 . 492 96 . 310 . 000 . 000 
Sectional reports 1.7234 2.0435 . 
8305 1.0833 . 0488 . 
3103 52 . 
023 51 . 477 . 
000 
. 
000 
Temporal reports 1.5532 2.3478 . 
7966 
. 
7667 
. 
1220 . 
2931 51 . 130 96 . 589 . 000 . 000 
Effects of events 2.0426 2.2609 . 7627 1.1833 . 1220 . 
3103 71 
. 
195 60 
. 
207 
. 
000 
. 
000 
Decisional models 1.6809 2.4783 . 
8475 1.2667 . 1951 . 3621 36 . 674 55 . 954 . 
000 . 000 
What-if analysis 2.1489 2.7391 . 
9492 1.3167 . 
0976 
. 
5000 68 . 955 61 . 492 . 000 . 000 
Summary reports-sections 1.7447 1.9130 . 6949 1.0000 . 2683 . 2931 52 . 728 42 . 347 . 
000 . 000 
Summary reports- 1.6596 2.0000 . 7119 . 8667 . 1220 . 
2586 67 . 730 48 . 250 
MO . 000 
organisation 
Sub-unit interaction 2.2553 2.3913 . 7797 1.1500 . 1463 . 
3103 11 1.90 53 . 
046 . 000 . 000 
Precise targets 2.2340 2.6087 . 
7966 L1333 . 2439 . 3276 70 . 803 77 . 
376 . 000 . 000 
Organisational effects 2.1489 2.3913 . 
8644 1.1833 . 1951 . 
3276 82 . 456 66 . 626 . 000 
000 
Speed of reporting 2,0000 1.9565 . 7627 . 9500 . 1951 . 3276 58 . 198 46 . 199 . 
000 000 
Automatic receipt 1.9787 2.0000 . 6780 . 8333 . 0488 . 4655 61 . 738 
33 . 266 . 000 . 000 
Frequency of reporting 1.7447 1.5652 . 
5932 . 8333 . 1220 . 2759 61 . 842 
35 . 562 . 000 . 000 
immediate reporting 2.0426 1.8261 . 8136 1.1333 . 
2439 . 4138 65 . 021 28 , 399 . 
000 . 000 
No. of members 47 23 59 60 41 58 
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Table 8-12: A comparison of group means and significance levels for the three-cluster solution 
from splitting data into halves (moderation approach) 
Cluster I Cluster 2 Cluster 3 F Ratio Sig. 
Variables I' half 2d half 1' half 2d half I' half 2"d half I" half 2"d half 1' half 2"' haFf- 
Future events 7.9091 10.2698 10.9740 12.6739 20.3243 19.0313 75.725 29.897 . 
000 
. 
000 
Non-economic 6.1515 5.8413 7.7662 10.6739 11.3784 13.8750 17.125 37.581 
. 000 000 
External 5.9697 6.2222 7.8182 8.1522 10.5946 13.7813 8.164 27.970 
. 000 . 000 
Non-financial production 6.5758 8.8095 13.1688 12.5870 15.0270 16.5313 26.021 32.743 . 000 . 000 
Non-financial marketing 6.6061 6.5079 10.6234 11.5870 12.1892 14.5000 11.000 49,102 . 000 . 000 
Sectional reports 7.5152 10.6190 14.1299 13.7609 18.7297 19.0938 45.848 36.325 
. 
000 
. 
000 
Temporal reports 9.6667 9.9048 13.7013 14.2391 17.2973 18.4063 23.324 34.458 . 000 . 000 
Effects of events 5.9697 5.9841 9.1818 9.7174 14.0811 15.0313 31.487 57.297 . 
000 
. 
000 
Decisional models 7.3636 7.4921 10.6494 12.4783 16.3784 16.4375 33.223 46.599 . 
000 
. 
000 
What-ifanalysis 5.8788 5.5079 8.8052 9.4565 12.2432 14.5313 19.488 49.562 . 000 . 000 
Summary-sections 6.8182 9.8095 14.7403 14.3478 17.8378 19.9438 60.410 54.252 
. 
000 
. 000 
Summary-organisation 6.2424 9.9048 15.3896 13.5217 19.2432 20.2188 97,338 56.079 . 000 000 
Sub-unit interaction 5.6667 5.7778 8,7403 7.8696 15.0270 14.2188 62.233 52.516 . 000 . 000 
Precise targets 6.5152 6.2063 10.6753 9.6739 17.3514 18.0625 71.756 100.48 . 000 . 000 
Organisational effects 6.4242 5.9841 10.1039 11.9783 16.0541 18.6563 50,313 105.22 . 000 . 000 
Speed of reporting 8.5455 10.6508 13.2857 14.7174 19.1081 19.5938 42.828 39.863 . 000 . 000 
Automatic receipt 7.0303 8.3492 10.5325 12.0435 18.5946 16.5000 43.597 29.470 . 000 000 
Frequency of reporting 8.7879 11.6032 14.1429 15.1087 20.4865 19.0000 61.154 30.024 . 000 . 000 
immediate reporting 6.6970 9.1429 10.6883 11.1739 19.1622 16,7500 75,662 32,844 . 000 . 000 
No. of members 33 63 77 46 37 32 
Further, cross-tabulation test was performed to compare the results from analysing the 288 
cases and the results from analysing the split halves. The results are shown in Table 8-13. 
From Table 8-13, it can be seen that 226 cases (total for the shaded areas) out of 288 cases 
(78.5%) were classified consistently. Therefore, it is reasonable to conclude that there is 
consistency between the results for cluster analysis using the whole data set and the results 
for cluster analysis using part of the data set for the matching approach. 
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Table 8-13: A comparison of the results from analysing all 288 cases and the results from 
analysing the two halves split (matching approach) 
split-halves 
1 
non-aligned 2 mixed 3 aligned Total 
Overall 1 non-aligned Count 43 3 46 
% within overall 93.5% 6.5% 100.0% 
% within spht-halves 61.4% 2.5% 16.0% 
2 mixed Count 27 96 12 135 
% within overall 20. Ooo 71.1% 8.9% 100.0% 
% within split-halves 38.6". 80.7% 1 12.11% 46.9% 
3 aligned Count 20 87 107 
" within overall 18.7% 81.3% 100.0% 
" within split-halves 16.8% 87.9% 37.2% 
Total Count 70 119 99 288 
% within overall 24.3% 41.3% 34.4% 100.0% 
% within split-halves 100.0% 100.0% 1 100.0% 100.0% 
Similarly, cross-tabulation test was performed to compare the results from analysing the 288 
cases and the results from analysing the two split halves for the moderation approach. The 
results are shown in Table 8-14. 
Table 8-14: A comparison of the results from analysing all 288 cases and the results from 
analysing the two halves split (moderation approach) 
split-halves 
1 
non-aligned 2 mixed 3 aligned Total 
Overall 1 non-aligned Count 47 47 
% within overall 100.0% 100.0% 
% within split-halves 49.0% 16.3% 
2 mixed Count 49 115 6 170 
% within overall 28.8,. 67.6% 3.5% 100.0% 
% within split-halves 51. Ooo 93.5% 8.7% 59.0% 
3 aligned Count 8 63 71 
% within overall 11.3% 88.7% 100.0% 
% within split-halves 6.59/o 91.3 . .o 
Total Count 96 123 69 288 
% within overall 33.3% 42.7% 24.0% 100.0% 
% within split-halves 100.0% 100.0% 100.0% 100.0% 
From Table 8-14, it can be seen that 225 cases (total for the shaded areas) out of 288 cases 
(78.1 %) were classified consistently. It is worth noting that almost all the misclassifications 
are in one cell but, nevertheless, it can be concluded that there is consistency between the 
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results for cluster analysis using the whole data set and the results for cluster analysis using 
part of the data set for the moderation approach. 
Finally, Green et al. (1988) suggested that researchers might delete various variables in the 
original profile data, compute dissimilarity measures across the remaining variables, and 
compares these results with the clusters found from using the full set of variables. However, 
no clear cut was given on how many and what variables should be deleted. For this purpose, 
was decided to delete nine even variables which left ten remaining odd variables. 
Subsequently Ward's hierarchical clustering was performed for the remaining variables for 
both the matching and moderation approaches. Further, cross-tabulation test was performed 
to compare the results from analysing the ten variables with the results from analysing the 
full set of variables. The results for the matching and moderation approaches are shown in 
Table 8-15 and Table 8-16 respectively. 
Table 8-15: A comparison of the results from analysing the full set of variables and the results 
from analysing the deleted variables (matching approach) 
delete variables 
non-aliqned 2 mixed 3 aligned Total 
Overall I non-aligned Count 45 1 46 
% within overall 97.8% 2.2% 100.0% 
% within delete var. 78.9% . 
7% 16.0% 
2 mixed Count 12 114 9 135 
% within overall 8.9oo 84.4% 6.7". 100.0% 
% within delete var. 21.1% 79.7% 10.2% 46.9% 
3 aligned Count 28 79 107 
% within overall 26.21. 73.8% 100.0% 
% within delete var. 19.6% 89.8% 37.2% 
Total Count 57 143 88 288 
% within overall 19.8% 49.7% 30.6% 100.0% 
% within delete var. 100.0% 100.0% 100.0% 100,0% 
From Table 8-15, it can be seen that 268 cases (total for tile shaded areas) out of' 288 cases 
(93.1(I'o) were classified consistently. Therefore, it is reasonable to conclude that there is 
consistency between the results for cluster analysis using the full set of variables and tile 
results for cluster analysis using only ten variables for the matching approach. 
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Table 8-16: A comparison of the results from analysing the full set of variables and the results 
from analysing the deleted variables (moderation approach) 
delete variables 
non-aliqned 2 mixed 3 al22ed Total 
Overall 1 non-aligned Count 43 4 47 
within overall 91.5% 8.5% 100.0% 
within delete var. 66.2% 
_3.0%_ 
16.3% 
2 mixed Count 22 125 23 170 
% within overall 12.9% 73.5% 13.5% 100.0% 
% within delete var. 33.8% 94.0% 25.6% 59.0% 
3 aligned Count 4 67 71 
% within overall 5.6% 94.4% 100.0% 
9o within delete var. 3.0% 74.4% 24.7% 
Total Count 65 133 90 288 
% within overall 22.6% 46.2% 31.3% 100.0% 
% within delete var. 100.0% 1 100.0% 1 100.0% 100.0% 
From Table 8-16, it can be seen that 235 cases (total for the shaded areas) out of 288 cases 
(81.6%) were classified consistently. Again, it is reasonable to conclude that there is 
consistency between the results for cluster analysis using the full set of variables and the 
results for cluster analysis using only ten variables for the moderation approach. 
Summarising the results of the three methods suggested for validating a cluster solution, it is 
reasonable to conclude that the data collected from 288 SMEs in the manufacturing sector 
can validly be clustered into three groups for the matching approach and moderation 
approach of measuring AIS alignment. The three groups differ in terms of the extent to 
which companies achieve AIS alignment. 
8.6 A COMPARISON OF CLUSTER SOLUTIONS FOR THE MATCHING 
APPROACH AND THE MODERATION APPROACH 
In an attempt to further understand AIS alignment among SMEs in the manufacturing sector, 
cluster solutions for the matching approach and the moderation approach are compared. The 
comparison is made for AIS alignment, average total AIS requirement, and average total 
AIS capacity, as shown in Table 8-17. 
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Table 8-17: A Comparison of Alignment Variables, AIS Requirement Variables, and AIS 
Capacity Variables for the Matching Approach and the Moderation Approach 
Approach Groups N AIS Alignment Average Total AIS 
Requirement* 
Average Total AIS 
Capacity* 
Matching Non-aligned 46 Low Very High (4.4 1) Moderate (2.06) 
Moderate 135 Moderate High (3.84) Moderate (2.75) 
Aligned 107 High High (3.62) High (3.38) 
--------------------------------- Moderation Non-aligned --------- 47 --------------------- Low -------------------------- High (3.24) -------------------------- Low (1.99) 
Moderate 170 Moderate High (3.78) Moderate (2.78) 
Aligned 71 High Very High (4.40) High (3.69) 
*Based on the cut-off point of group mean of 4.01-5.00 for very high, 3.01 - 4.00 for high, 2.01 - 3.00 for 
moderate, 1.01 - 2.00 for low, and up to 1.00 for very low 
The data in Table 8-17 show that SMEs in the studied sample perceived AIS requirement as 
being at least at the high level. However, their perception towards AIS capacity seems to be 
varied, ranging from low to high level. For the matching approach, the group of companies 
with a 'low' degree of AIS alignment is the one with 'very high' AIS requirement but 
'moderate' AIS capacity, whilst the group with a 'high' degree of AIS alignment is the one 
with 'high' AIS requirement and also with 'high' AIS capacity. Under the moderation 
approach, the group with a 'low' degree of AIS alignment is the one with 'high' AIS 
requirement but 'low' AIS capacity, whilst the group with a 'high' degree of AIS alignment 
is the one with 'very high' AIS requirement and 'high' AIS capacity. The group of 
companies with a 'moderate' degree of AIS alignment towards AIS requirement and AIS 
capacity are consistent under both approaches, that is, 'high' AIS requirement and 
'moderate' AIS capacity. Based on the above findings, it is reasonable to conclude that 
regardless of the level of AIS requirement, companies that have a high degree of AIS 
alignment are those that implement computer-based IS that to some extent support the AIS 
requirement. In other words, the degree of AIS alignment is dependent of the level of AIS 
capacity. The directions of the association are also consistent for both approaches. 
It is also observed from the results in Table 8-17 that there is inconsistency between the 
number of companies in the moderate group and the aligned group based on the two 
approaches of measuring AIS alignment. The number of companies in the aligned group 
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under the matching approach is higher than the number of companies in the aligned group 
under the moderation approach, whilst the number of companies in the moderate group 
under the moderation approach is higher than the number of companies in the moderate 
group under the matching approach. Since the three alignment groups for both approaches 
are statistically valid, the difference might be related to the approaches themselves. For 
example, alignment under the matching approach is based on the level of similarity between 
AIS requirement and AIS capacity. On the other hand, alignment under the moderation 
approach is calculated as the interaction between AIS requirement and AIS capacity. 
Therefore, in an attempt to further understand this difference, a cross-tabulation analysis is 
performed to identify the number of companies that are categorised consistently by the two 
approaches or otherwise. The result is shown in Table 8-18. 
Table 8-18: A Cross-Tabulation for the Three Cluster Solutions for Matching and Moderation 
Approaches 
Matching 3 Cluster 
non-aligned 2 mixed 3 aligned Total 
Moderation 1 non-aligned Count 11 27 9 47 
3 Cluster % within Moderation 23.4% 57.4% 19.1% 100.0% 
% within Matching 23.9% 20.0% 8.4% 16.3% 
2 mixed Count 30 81 59 170 
% within Moderation 17.6% 47.6% 34.7% 100.0% 
% within Matching 65.2% 60.0% 1 55.1% 59.0% 
3 aligned Count 5 27 39 71 
% within Moderation 7.0% 38.0% 54.9% 100.0% 
% within Matching 10.9% 20.0% 36.4% 24.7% 
Total Count 46 135 107 288 
% within Moderation 16.0% 46.9% 37.2% 100.0% 
% within Matching 1 100.0% 1 100.0% 1 100.0% 100. OLJ 
Table 8-18 shows that 39 companies are categorised as 'aligned' by both approaches, 81 
companies are categorised as 'moderate' by both approaches, and II companies are 
categorised as 'non-aligned' by both approaches. It is also observed that there is 
inconsistency in the grouping of another six groups as follows: 
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1.27 companies from the sample are considered as 'moderate' by the matching 
approach, but 'non-aligned' by the moderation approach 
2.9 companies from the sample are considered as 'aligned by the matching approach, 
but 'non-aligned' by the moderation approach 
3.30 companies from the sample are considered as 'non-aligned by the matching 
approach, but 'moderate' by the moderation approach 
4.59 companies from the sample are considered as 'aligned by the matching approach, 
but 'moderate' by the moderation approach 
5.5 companies from the sample are considered as 'non-aligned' by the matching 
approach, but 'aligned' by the moderation approach 
6.27 companies from the sample are considered as 'moderate' by the matching 
approach, but 'aligned' by the moderation approach 
In an attempt to understand the characteristics of the nine groups, a one-way ANOVA is 
carried out for the average total AIS requirement and the average total AIS capacity. Before 
the one-way ANOVA is performed, the two sets of three-cluster solutions are combined into 
nine-cluster solutions, numbered using the following formula: 
New Cluster Number = Cluster Number under Matching Approach + (3 * 
Cluster Number under Moderation Approach) -3 
The results of a one-way ANOVA between the nine groups and the average total AIS 
requirement and the average total AIS capacity are exhibited in Tables 8-19. 
From Table 8-19, it is clear that companies in group C7 (matching-not aligned, moderation- 
aligned), group C8 (matching-moderate, moderation-aligned), group C4 (matching-not 
aligned, moderation-moderate), and group C9 (matching-aligned, moderation-aligned) have 
very high mean scores (above 4.00) for AIS requirement. This implies that companies in 
these four groups perceived accounting information as being very important. The companies 
in group CI (matching-not aligned, moderation-not aligned), group C2 (matching-moderate, 
moderation-not aligned), group C5 (matching-moderate, moderation-moderate), and group 
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C6 (matching-aligned, moderation -moderate) also perceived accounting information as 
being important (mean scores between 3.00 and 4.00) for their business. At the other end, 
the companies in group C3 (matching-aligned, moderation-not aligned) had the lowest mean 
scores (2.54) for the variable. This implies that companies in this group (C3) perceived 
accounting information as being less important for them to make business decisions. 
Table 8-19: One-way ANOVA Result for the Average Total of AIS Requirement and the 
Average Total of AIS Capacity 
Clusters Matching 
Approach 
Moderation 
Approach 
Average Total 
AIS Requirement 
Average Total 
AIS Capacity 
CI (11) Not Aligned Not Aligned 3.88 1.55 
C2 (27) Moderate Not Aligned 3.22 2.03 
C3 (9) Aligned Not Aligned 2.54 2.42 
C4 (30) Not Aligned Moderate 4.54 2.13 
C5 (81) Moderate Moderate 3.79 2.75 
C6 (59) Aligned Moderate 3.40 3.15 
C7 (5) Not Aligned Aligned 4.85 2.78 
C8 (27) Moderate Aligned 4.62 3.47 
C9 (39) Aligned Aligned 4.20 4.00 
F Ratio 86.469 114.590 
F Prob. . 000 . 000 
Considering AIS capacity, it is observed that companies with the highest mean scores for 
AIS requirement (group C4, group C7, group C8, group C9) are different in terms of AIS 
capacity. Companies in group C9 (matching-aligned, moderation -a] i gned) have the highest 
mean scores (4.00) for AIS capacity. Companies in group C8 (matching-moderate, 
moderation-aligned) and group C6 (match i ng-al i gned, moderation -moderate) also received 
good supports from their computer-based IS but less so. This implies that tile companies in 
these three groups are gaining better support for their AIS requirement compared to 
companies in other groups. Companies in group C2, group C3, group C4, group C5, and 
group C7 received only moderate supports from their computer-based IS. The lowest mean 
scores for AIS capacity were received by companies in group CI (matching-not aligned, 
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moderation-not aligned). This implies that companies in this group are not receiving enough 
support from their computer-based IS. 
Comparing the mean scores for the average total AIS requirement and the average total AIS 
capacity in Table 8-19, we can conclude that the group of SMEs that are aligned under both 
approaches (group C9) emphasise the importance of accounting information the most and 
also receive the highest level of support from their computer-based IS. This match 
contributes to the high level of AIS alignment. At the other end, those companies that have 
low alignment under both approaches (group Cl), despite emphasising the importance of 
accounting information for their business, receive the least support from their computer- 
based IS. Hence, the low level of AIS alignment. Other groups of companies (group C2, 
group C4, group C5, group C6, group C7, group C8), despite placing the same high 
emphasis on accounting information, receive moderate support from their computer-based 
IS. The levels of alignment for these groups are dependent on the approach of measuring 
AIS alignment. The only group of companies that places lower emphasise on accounting 
information (mean score below 3.00) is group C3 (matching-aligned, moderation-not 
aligned). 
Based on the above findings, it can be concluded that, with the exception of companies in 
group C3, all companies in the sample study perceived AIS requirement variable as being 
important (mean score above 3.00) for their business. However, their perceptions towards 
AIS capacity are varied. This suggests that the levels of AIS alignment for the nine groups 
are very much determined by the level of supports received from their computer-based IS. 
Therefore, it is reasonable to regroup the companies according to their level of AIS capacity. 
For that purpose, the cut-off point of group mean of 3.00 for the average total AIS capacity 
is used to group the companies into the aligned group (mean score 3.00 and above) and the 
non-aligned group (mean score less than 3.00) as follows: 
Cluster 1 (Non-aligned) = C1, C2, C4, C5 
Cluster 2 (Aligned) = C6, C8, C9 
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Two alignment groups, that is, group C3 and group C7 are excluded from further analysis. 
Group C3 is excluded because it has a mean score of less than 3.00 for the average total AIS 
requirement, which is different from the rest of the groups. Group C7 is also excluded 
because of the very high mean score of AIS requirement compared to other groups. 
Therefore these two groups can be considered as anomalous. Moreover, the number of 
companies in these two groups (14 or 4.7% of the sample) is very small and therefore their 
exclusion would not significantly affect further analysis. It is also interesting to note from 
Table 8-19 that group C6, group C8 and group C9 have at least one reading of 'aligned' in 
either the matching or the moderation approach, whilst group Cl, group C2, group C4 and 
group C5 have either 'moderate' or 'non-aligned' reading. This observation further supports 
the above classification. 
Again, a one-way ANOVA is performed on the new two clusters to examine the differences 
between the groups. The results for average total AIS requirement and average total AIS 
capacity are shown in Table 8-20. 
Table 8-20: One-way ANOVA result for Average Total AIS requirement and Average Total 
AIS Capacity (Combined Approaches -2 Clusters) 
Variables Clusterl-- Cluster 2, -, ý, - FRatio 'JFProb. 
Non-aligneU Aligned, 
(125) 
Average Total AIS Requirement 3.8746 3.9133 1.075 . 301 
Average Total AIS Capacity 2.4204 3.4704 280.747 . 000 
From Table 8-20, it is observed that the mean score for average total AIS requirement 
between the non-aligned group and the aligned group is not significant. As anticipated, both 
groups appear to have placed high emphasis on the importance of accounting information. 
However, the mean score for average total AIS capacity is significantly different between 
the non-aligned group and the aligned group. The group of companies that has a high 
degree of AIS alignment receives better supports for their AIS requirement compared to the 
group of companies that has a low degree of AIS alignment. 
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In conclusion, the previous analysis has shown that using both the matching and moderation 
approaches to measuring AIS alignment scores, nine distinct groups exist for the SMEs in 
the study sample. These nine groups were later regrouped into two groups based on their 
level of AIS capacity. 
8.7 SUNMARY 
This chapter presents a discussion of how the groups of SMEs were identified using the 
cluster analysis technique. The results of cluster analysis done separately for the matching 
approach and the moderation approach each identify three distinct groups. In consolidating 
the cluster solutions for both approaches, the chapter finally presents the two groups of 
SMEs based on AIS alignment. The two groups are labelled as 'aligned' and 'non-aligned' 
to represents SMEs with a high degree of AIS alignment and SMEs with low degree of AIS 
alignment. The next chapter will examine the relationship between the AIS alignment 
groups and IS success, and AIS alignment and organisational performance. 
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Chapter Nine 
EXPLORING AIS ALIGNMENT, PERFORMANCE AND IS SUCCESS 
9.1 INTRODUCTION 
The previous chapter identified three distinct alignment groups of SMEs for each of the two 
approaches of measuring AIS alignment. The comparison of the three groups of the 
matching and moderation approaches using the cross-tabulation analysis resulted in nine 
alignment groups. These nine groups were later consolidated into two groups, namely the 
aligned and the non-aligned groups. Using these groups, this chapter focuses on testing the 
main research propositions. These propositions are related to: (1) the relationship between 
AIS alignment and organisational performance; (2) the relationship between AIS alignment 
and IS success; and (3) the relationship between IS success and organisational. performance. 
A one-way ANOVA is performed to compare the relationships between different alignment 
groups and performance and IS success. First, the analysis is performed on the two sets of 
three alignment groups and then followed by the two alignment groups. As an alternative 
approach to using the alignment group, a multiple regression analysis is conducted to 
examine the relationship between performance or IS success as the dependent variable and 
total AIS requirement, total AIS capacity and total AIS alignment as the independent 
variables. Finally, a Pearson correlation analysis is performed to examine the relationship 
between IS success and organisational performance. 
9.2 EXPLORING THE RELATIONSHIP BETWEEN AIS ALIGNMENT AND 
ORGANISATIONAL PERFORMANCE 
As explained in Chapter Five, four measures of organisational performance are employed in 
this research: (1) long-term profitability, (2) sales growth, (3) availability of financial 
resources, and (4) image and client loyalty. Respondents were asked to rate their 
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organisation relative to the industry average on each of the four measures. Each performance 
indicator was measured using a 5-point scale anchored at I with 'very weak' and at 5 with 
6very strong'. 
9.2.1 AIS Alignment and Performance Using A One-Way ANOVA 
This section presents an analysis and discussion of the relationship between AIS alignment 
and organisational performance using a one-way ANOVA. The main aim of conducting the 
one-way ANOVA is to compare the relationship between different alignment groups 
(independent variable) and firm performance (dependent variable). 
9.2.1.1 AIS Alignment and Performance for the Moderation Approach 
The results of the one-way ANOVA for the three-cluster solution for the moderation 
approach are presented in Table 9-1. The table summarises the mean value of each 
performance indicators for the three alignment groups and the statistical information of the 
one-way ANOVA to assist the researcher in deciding whether or not there is a significant 
difference between the performances of the alignment groups. 
Table 9-1 shows that the alignment groups differ significantly at the 90% level (three at 99% 
level) on all performance measures. This suggests that the three alignment groups are well 
separated and that the differences in performance recorded might be a direct result of the 
level of AIS alignment. Looking at the groups' means, it is observed that the aligned group 
clearly has higher means on all performance measures compared to the non-aligned group 
and the moderate group. At the same time, the moderate group has higher means than the 
non-aligned group. The finding strongly suggests that the group of companies with a higher 
degree of AIS alignment performs better than the group of companies with a lower degree of 
AIS alignment. More specifically, SMEs that align their AIS requirement with AIS capacity 
gain higher levels of performance in terms of long-term profitability, sales growth, 
availability of financial resources, and image and client loyalty compared to SMEs that less 
likely or fail to align their AIS requirement with AIS capacity. In other words, the result 
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implies that there is a positive relationship between AIS alignment and organisational 
performance. 
Table 9-1: One-way ANOVA between AIS alignment groups and performance 
(moderation approach) 
Performance N/Aligned Moderate Aligned F Ratio F Prob. Sig. 
(47) (169) (71) 
Long-term profitability 3.26 3.32 3.55 2.635 . 073 Sig. 
Sales growth 3.19 3.45 3.65 5.016 . 007 Sig. 
Financial resources 3.19 3.36 3.69 6.317 . 002 Sig. 
Image & client loyalty 3.57 3.63 3.96 7.017 . 001 Sig. 
9.2.1.1.1 Post Hoe Comparisons 
A significant F value in a one-way ANOVA tells the population means are probably not all 
equal. However, it does not tell which pairs of groups appear to have different means. 
Therefore, a Bonferroni post hoc comparison test is performed to investigate which means 
are significantly different from each other. The results of the test obtained with the one-way 
ANOVA procedure are available in Appendix F-1. The results show that the lion-aligned 
group and the aligned group differ significantly in terms of sales growth, availability of 
financial resources, and image and client loyalty. The moderate group and the aligned group 
are significantly different in terms of availability of financial resources, and image and client 
loyalty. The mean differences between the non-aligned group and tile model-ate group are 
not significant. Hence the results of the post hoc test show that some but not all of the 
groups are significantly different from each other, and taken overall the performance of' the 
aligned group is clearly better than the performance of the moderate group and similarly the 
moderate group performs better than the non-aligned group. 
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9.2.1.2 AIS Alignment and Performance for the Matching Approach 
Again, a one-way ANOVA procedure is carried out to examine the relationship between the 
firm performance and the alignment groups based on the matching approach. The mean 
values of the performance indicators for each alignment groups are presented in Table 9-2. 
Table 9-2: One-way ANOVA between AIS alignment groups and performance 
(matching approach) 
Performance N/Aligned Moderate Aligned F Ratio F Prob. Sig. 
(46) (135) (107) 
Long-term profitability 3.02 3.36 3.51 6.221 . 002 Sig. 
Sales growth 3.22 3.39 3.64 5.493 . 005 Sig. 
Financial resources 3.02 3.41 3.58 7.526 . 001 Sig. 
Image & client loyalty 3.57 3.67 3.79 2.022 . 134 N/Sig. 
From Table 9-2, it appears that the three alignment groups differ significantly at the 99% 
level in terms of long-term profitability, sales growth, and availability of financial resources. 
Looking at the groups' means, the aligned group clearly has a higher group mean on all 
performance measures compared to the non-aligned group and the moderate group. For 
image and client loyalty, although the two groups do not differ significantly, the more 
aligned group has better image and client loyalty than the less aligned group. The findings 
suggest that the group of companies with a higher degree of AIS alignment perfornis better 
than the group of companies with a lower degree of AIS alignment. 
9.2.1.2.1 Post Hoc Comparisons 
Again, a Bonferroni post hoc comparison test is carried out to determine which means are 
significantly different from each other. The results of the test obtained with the one-way 
ANOVA procedure are available in Appendix F-2. The results show that the three groups 
are most different related to long-term profitability, sales growth, and availability of 
financial resources. More specifically, the non-aligned group and the aligned group differ 
significantly in terms of long-term profitability, sales growth, and availability of' financial 
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resources. The non-aligned group and the moderate group differ significantly in terms of 
long-term profitability and availability of financial resources. The mean differences between 
the moderate group and the aligned group are not significant. Again, although the results of 
the post hoc test show that not all groups are significantly different from each other, the 
performance of the aligned group is clearly better than the performance of the moderate and 
the non-aligned groups. 
9.2.1.3 AIS Alignment and Performance for Different Combinations of Aligned 
Group 
It should be emphasised again that under the matching approach, the groups of high-high 
combination, moderate-moderate combination, and low-low combination for the AIS 
requirement and AIS capacity ratings, are not distinguished and considered as one under the 
aligned group. This is because there is a high degree of coherence between the two variables 
for the three cases. All other combinations of AIS requirement and AIS capacity ratings are 
considered as moderate or non-aligned. Therefore, it is necessary to explore whether the 
three combinations of aligned group differ significantly on the level of performance. The 
mean values of the performance indicators for each combination are presented in Table 9-3. 
Table 9-3: One-way ANOVA between different combinations of aligned group and 
performance (matching approach) 
Performance L-L (9) M-M (59) 1141 (39) IF Ratio IF Prob. Sig. 
Long-term profitability 3.22 3.47 3.64 1.305 . 275 N/Sig. 
Sales growth 3.44 3.56 3.79 1.620 . 202 N/Sig. 
Financial resources 3.56 3.47 3.74 1.693 . 189 N/Sig. 
Image & client loyalty 3.33 3.73 4.00 4.544 . 013 Sig. 
The results in Table 9-3 show that the three groups only differ significantly at tile 95% level 
in terms of image and client loyalty. The result of a Bonferroni test obtallied with the one- 
way ANOVA procedure further reveals that the difference exists between the low-low 
combination and the high-high combination. Therefore, tile finding suggests that the 
existence of the high-high, moderate-moderate, and low-low combinations in the aligned 
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group only partially contributes towards the diffused effect on performance. However, it is 
interesting to note that although the three combinations are not well separated in terms of 
performance, it can be observed that the high-high combination group has a higher mean 
values on all performance measures compared to the moderate-moderate combination and 
the low-low combination. This suggests that the performance of the aligned group with a 
high-high combination is better, though not significant, than the aligned group with a 
moderate- moderate combination and a low-low combination. 
9.2.1.4 AIS Alignment Under Combined Approach and Organisational Performance 
Comparing the results in Table 9-1 and Table 9-2, it is observed that for the matching 
approach, while the three alignment groups are different on the degree of AIS alignment, 
they only differ significantly in terms of three performance measures. For the moderation 
approach, not only that the three alignment groups are different on the degree of AIS 
alignment, they also differ significantly on all four perforrnance measures. The 
inconsistency in these findings might relate to the different approaches used to measure AIS 
alignment. For example, under the matching approach, the three groups of high-high, 
moderate- moderate, and low-low combinations are considered as one under the aligned 
group. On the other hand, for the moderation approach, the aligned group consists of a high- 
high combination as well as a high-moderate combination which have large product scores. 
The group with a high degree of alignment is the one with greater interactive effects 
between AIS requirement and AIS capacity, whilst the non-aligned group consists of SMEs 
with low interaction scores, which include the low-low combination. 
In an attempt to further understand the somewhat inconsistency findings in the previous 
section, it is necessary to explore the relationship between the two alignment groups and 
organisational performance. The identification of the two alignment groups was discussed 
earlier in Chapter Eight. As before, a one-way ANOVA is used to identify tile differences 
between these two groups, and tile results are presented in Table 9-4. 
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Table 9-4: One-way ANOVA for two alignment groups and performance 
Non-aligned (149) Aligned (125) F Prob. 
Long-term profitability 3.24 3.57 . 000 
Sales growth 3.32 3.64 . 001 
Financial resources 3.24 3.63 . 000 
Image & client loyalty 3.59 3.87 . 001 
The results in Table 9-4 show that the two groups are highly significantly different on all 
performance measures. In fact, the level of significance is improved when the number of 
groups is reduced from three to two. Looking at the groups' means, it is observed that the 
aligned group clearly has a higher group mean on all performance measures compared to the 
non-aligned group. This finding suggests that the group of companies with a higher degree 
of AIS alignment performs better than the group of companies with a lower degree of AIS 
alignment. A comparison of the results of the analyses between the three groups of AIS 
alignment for both the matching and moderation approaches and the two groups of' AIS 
alignment suggests that the two groups of AIS alignment provide the clearest evidence of a 
relationship with performance. 
9.2.2 AIS Alignment and Performance Using Multiple Regression 
While section 9.2.1 discussed the relationship between different AIS alignment groups and 
performance using a one-way ANOVA, this section presents an analysis and discussion of 
the relationship between performance as dependent variable, and AIS requirement, AIS 
capacity and AIS alignment as independent variables, using a multiple regression technique. 
Regression, in the form of multiple regression, is one of the most widely used techniques in 
the analysis of data in the social sciences (Bryman and Cramer, 2001). Multiple regression 
analysis is a statistical technique that can be used to analyse the relationship between a 
single dependent variable and several independent variables. The technique can be applied 
to a data set in which several independent variables are con-elated with one another and with 
dependent variable to varying degrees (Tabachnick and Fidell, 2001). The ob . jective of 
multiple regression analysis is to predict the changes in the dependent variable in response 
to changes in the independent variables. Each independent variable is weighted by the 
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regression analysis procedure to ensure maximal prediction from the set of independent 
variables (Hair et al., 1998). Regression techniques consist of standard multiple regression, 
sequential (hierarchical) regression, and statistical (stepwise) regression. Differences 
between these techniques involve the way variables enter the equation. 
Before performing the multiple regression procedure, a factor analysis is conducted on all 
four items that measured performance to find out whether they could be treated as a single 
measure. The test was conducted using principal component analysis and varimax. rotation 
with Kaiser normalisation. The output of the test is presented in Table 9-5. The results show 
that there is only one factor with an Eigenvalue of more than 1, which explained 69 percent 
of the variance. The scree plot also shows that the plot slopes steeply downwards from one 
factor to two factors before slowly becomes an approximately horizontal line. The 
cronbach's coefficient alpha for the overall performance measure is 0.8471. Cronbach alpha 
measures how well a set of items measures a single unidimensional latent construct. The 
results suggest that the four performance measures could be combined as a single measure. 
Therefore, for the purpose of simplifying the multiple regression analysis, the average 
performance instead of the individual performance measures will be used as a dependent 
variable. 
Table 9-5: The results of factor analysis on performance 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkm Measure of Samphng Adequacy. 
. 797 
Bardett's Test of Sphericity Approx. Chi-Square 528.374 
df 6 
Sig. 
. 000 
Total Variance Explained 
Initial Eigenval es Extraction Sums of Squ d Loadings 
Component Total I %ofVariance Cumulative % Total % of Variance Cumulative % 
1 2.743 68.584 68.584 2,743 68.584 68.584 
2 
. 571 14.264 82.848 
3 
. 407 10.187 93.035 
4 
. 279 6.965 100.000 
Extraction Method: Principal Component Analysis. 
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Component Matrix ' 
ConVonent 
perforra-profit . 875 
performsales . 837 
perform-financial . 854 
perform-irmge/loyalty . 740 
Extraction Method: Principal Coffiponent Analysis. 
2- 1 components extracted. 
Scree Plot 
10 
2J 
2.0 
Ii 
to 
0. 
Czarcueml Nunim 
9.2.2.1 AIS Alignment and Performance for the Moderation Approach 
This section presents the results of a standard multiple regression between three independent 
variables, total AIS requirement (sum of 19 AIS requirement items), total AIS capacity (sum 
of 19 AIS capacity items), and total moderation (sum of 19 AIS alignment items using the 
moderation approach) and average performance as the dependent variable. In standard 
multiple regression, all the available independent variables are entered in the equation 
simultaneously. The output of the multiple regression is presented in Appendix G-1. 
The results display the correlations between the variables, the unstandardised regression 
coefficient (B) and intercept, the standardised regression coefficient (0), R, R2 and adjusted 
R2. A useful statistical test that is related to R2 is the F ratio. The F ratio is based on the 
multiple correlation (R) for the analysis. The multiple correlation, which is the square root 
of the coefficient determination, expresses the correlation between the dependent variable 
and all the independent variables collectively. The multiple R under consideration is 0.357 
(R 2=0.127). The F test allows the researcher to test the null hypothesis that the multiple 
correlation is zero in the population from which the sample was taken. The F ratio is usually 
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significant if any of the correlations were statistically significant. In this case, F=13.651 and 
the significance level is 0.01 suggesting that it is extremely improbable that R in the 
population is zero. 
While the F ratio is useful as a test of statistical significance for the equation as a whole, at 
value for each coefficient and an associated two-tailed significant test represents a test of the 
statistical significance of the individual regression coefficients. The output indicates that 
only total AIS capacity contributes significantly to regression with t value of 2.212. Total 
AIS requirement and total moderation appear unimportant although these two variables are 
significantly correlated with average performance. 
In interpreting the regression variate, Hair et al. (1998) warned that the researcher must be 
aware of the impact of multicollinearity. Highly collinear variables can distort the results 
substantially or make them quite unstable and thus not generalisable. This implies that they 
are likely to be subject to considerable variability from sample to sample. According to 
Bryman and Cramer (2001), the Pearson's r between each pair of independent variables 
should not exceed 0.80, otherwise the independent variables that show a relationship at or in 
excess of 0.80 may be suspected of exhibiting multicollinearity. From the output in 
Appendix G-1, it is observed that the correlation between total AIS capacity and total 
moderation was 0.908, which indicate that multicollinearity might exist. Two common 
measures for assessing the multicollinearity are the tolerance and variance inflation factor 
(VIF) values. A common cut-off threshold is a tolerance value of 0.10, which corresponds to 
a VIF value above 10 (Hair et al., 1998). From the output, it is observed that the tolerance 
values for total AIS capacity and total moderation are below 0.10. Likewise the VIF values 
for both variables are more than 10, thus confirming that multicollinearity problem exists. 
To remedy the multicollinearity problem, the regression analysis was re-run, this time 
separately for total AIS capacity and total moderation. First, the regression analysis was 
performed between average performance as the dependent variable and total AIS 
requirement and total moderation as the independent variables. Then, the regression analysis 
was performed between average performance as the dependent variable and total AIS 
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requirement and total AIS capacity as the independent variables. A simple regression 
analysis was also performed between average performance and total moderation, and 
average performance against AIS capacity. The outputs of the regression analyses are 
presented in Appendix G-2,9-5,9-6 and 9-7 respectively. 
The output of multiple regression in Appendix G-2 shows that the k2 = 0.112 and the F ratio 
(17.784) is significant at the 99% level. It also reveals that only total moderation contributes 
significantly to regression with t value of 5.084, whilst total AIS requirement appears 
insignificant. The output in Appendix G-3 shows that the R2 = 0.123 and the F ratio (19.811) 
is significant at the 99% level. It also shows that only total AIS capacity contributes 
significantly to regression with t value of 5.456, whilst total AIS requirement appears 
insignificant. 
The output of simple regression in Appendix G-4 shows that the R2=0.108 and the F ratio 
(34.353) is significant at the 99% level, and the t value for total moderation is 5.861, whilst 
the output in Appendix G-5 shows that the R2 = 0.121 and the F ratio (39.49 1) is significant 
at the 99% level, with at value of 6.284 for total AIS capacity. 
Based on the outputs in Appendix G-1,9-4,9-5,9-6 and 9-7, it can be concluded that 
statistically there appears to be a significant positive relationship between AIS alignment 
(moderation) and performance. However, it is also evident that there is a significant positive 
relationship between AIS capacity and performance. 
9.2.2.2 AIS Alignment and Performance for the Matching Approach 
This section presents the results of standard multiple regression between three independent 
variables, total AIS requirement (sum of 19 AIS requirement items), total AIS capacity (sum 
of 19 AIS capacity items), and total matching (sum of 19 AIS alignment items using the 
matching approach) and average performance as the dependent variable. The output of the 
multiple regression is presented in Appendix G-6. 
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The output of the regression shows that the multiple R value is 0.355 (R 2=0.126) and the F 
ratio (13.512) is significant at the 99% level. However, an examination of the t value for 
each coefficient shows that none of the independent variables contributed significantly to the 
prediction of performance. An inspection of the correlations table in Appendix G-6 shows 
that the correlations between the variables are less than 0.70, which suggests that no 
multicollinearity problem exists. However, an inspection of the coefficients table shows that 
the tolerance values for all independent variables are below 0.10 and the VIF values for the 
independent variables are more than 10, which indicate the existence of multicollinearity 
problem. Again, to remedy the problem, the regression analysis was re-run separately for 
total matching and AIS capacity. The regression analysis was performed between average 
performance as the dependent variable and total AIS requirement and total matching as the 
independent variables. A simple regression analysis was also performed between average 
performance and total matching. The outputs of the regression analyses are presented in 
Appendix G-7 and 9-10. 
The output in Appendix G-7 shows that the R2 = 0.126 and the F ratio (20.339) is significant 
at the 99% level. It also shows that both total AIS requirement and total matching contribute 
significantly to regression with t values of 5.382 and -5.550 respectively. The output in 
Appendix G-8 shows that the R2=0.036 and the F ratio (10.658) is significant at the 99% 
level, with at value of -3.265 for the total matching. 
Similar to the output of multiple regression for the moderation approach, it can be concluded 
that statistically there appears to be a significant positive relationship between AIS 
alignment (matching) and performance. However, in this case the relationship is enhanced 
when AIS requirement is also included. 
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9.3 EXPLORING THE RELATIONSHIP BETWEEN AIS ALIGNMENT AND IS 
SUCCESS 
As discussed in Chapter Five, six dimensions of IS success are examined. Respondents were 
asked to assess the level of success of their computer-based IS regarding systems quality, 
information quality, information use, user satisfaction, individual impact, and organisational 
impact, using a 5-point scale anchored at 1 with 'strongly disagree' and at 5 with 'strongly 
agree'. 
93.1 AIS Alignment and IS Success Using A One-Way ANOVA 
This section presents an analysis and discussion of the relationship between AIS alignment 
and IS success using a one-way ANOVA. The aim of conducting the one-way ANOVA is to 
compare the relationships between different alignment groups (IV) and IS success (DV). 
9.3.1.1 AIS Alignment and IS Success for the Moderation Approach 
The results of the one-way ANOVA for the three-cluster solution for the moderation 
approach are presented in Table 9-6. The table summarises the mean values of each IS 
success indicators for the three alignment groups and the statistical information to decide 
whether or not there is a significant different between the success of the IS of the alignment 
groups. 
The results in Table 9-6 show that the three alignment groups differ significantly on all 
dimensions of IS success. The difference is significant at the 99% level. Looking at the 
groups' means, it is observed that the aligned group has higher means on all dimensions of 
IS success than the moderate group and the non-aligned group. At the same time, the 
moderate group has higher means than the non-aligned group. This suggests that, companies 
with a higher degree of AIS alignment perceived that their computer-based IS are more 
successful in all areas of IS than companies that have a lower degree of AIS alignment. In 
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other words, the results imply that there is a positive relationship between AIS alignment 
and IS success. 
Table 9-6: One-way ANOVA between alignment groups and IS success (moderation approach) 
IS Success N/aligned 
(47) 
Moderate 
(169) 
Aligned 
(71) 
F Ratio F Prob. 
Systems quality 2.77 3.20 3.69 21.846 . 000 
Information quality 3.04 3.42 3.76 13.353 . 000 
Information use 3.15 3.65 3.96 17.679 . 000 
User satisfaction 2.89 3.38 3.60 14.785 . 
000 
Individual impact 2.74 3.31 3.63 19.639 . 000 
Organisational impact 2.94 3.46 3.60 11.831 . 000 
A Bonferroni post hoc comparison test is then carried out to determine which means are 
significantly different from each other. The results of the test obtained with the one-way 
ANOVA procedure are available in Appendix H-1. The results show that the three groups 
differ significantly from each other on five dimensions of IS success, that is, systems 
quality, information quality, information use, user satisfaction, and individual impact. For 
organisational impact, the difference is observed between the non-aligned group and the 
moderate group, and the non-aligned and aligned group. Therefore, the findings suggest that 
the three alignment groups from the moderation approach are well separated in terms of IS 
success. It also supports the previous suggestions that companies with a higher degree of 
AIS alignment have more successful computer-based IS than companies with a lower degree 
ofAIS alignment. 
9.3.1.2 A IS Alignment and IS Success for the Matching Approach 
Again, a one-way ANOVA is used to explore the relationship between IS success and the 
three alignment groups based on the matching approach. The results are shown in Table 9-7. 
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Table 9-7: One-way ANOVA between alignment groups and IS success (matching approach) 
IS Success N/aligned Moderate Aligned F Ratio F Prob. 
Systems quality 2.98 3.17 3.46 7.112 . 001 
Information quality 3.26 3.43 3.54 2.236 . 109 
Information use 3.76 3.60 3.64 . 793 . 454 
User satisfaction 3.22 3.38 3.37 . 938 . 393 
Individual impact 3.13 3.34 3.30 1.230 . 294 
Organisational impact 3.22 3.44 3.45 1.628 1.98 
From Table 9-7, it appears that the three alignment groups are significantly different on only 
one area of IS success, that is, systems quality. The aligned group has better systems quality 
compared to the moderate group and the non-aligned group. The results of a Bonferroni post 
hoc comparison test in Appendix H-2 further reveal that the difference exists between the 
aligned group and the non-aligned group, and the aligned group and the moderate group. 
Therefore, the findings suggest that the three alignment groups from the matching approach 
are not well separated in terms of IS success. 
Similar to the relationship between AIS alignment and performance, the results in Table 9-6 
and Table 9-7 reveal that AIS alignment using the moderation approach provides better 
results than AIS alignment using the matching approach when tested with IS success. 
9.3.1.3 AIS Alignment Under Combined Approach and IS Success 
Whilst section 9.3.1.1 and section 9.3.1.2 explored the relationship between the three 
alignment groups for both the matching and moderation approaches and IS success, this 
section explores the relationship between the two alignment groups and IS success. As 
before, a one-way ANOVA is used to identify the differences between these two groups, and 
the results are depicted in Table 9-8. 
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Table 9-8: One-way ANOVA for AIS alignment groups and IS success 
(combined approach) 
IS Success Non-Aligned (149) Aligned (125) F Prob. 
Systems quality 3.03 3.60 . 000 
Information quality 3.31 3.66 . 000 
Information use 3.52 3.78 . 004 
User satisfaction 3.29 3.48 . 033 
Individual impact 3.23 3.47 . 012 
Organisational impact 3.32 3.57 . 008 
From Table 9-8, it is observed that the two groups differ significantly on all six dimensions 
of IS success. The difference is significant at the 95% level (or better). Looking at the 
groups' means, it is observed that the aligned group clearly has a higher group rnean on all 
dimensions compared to the non-aligned group. The finding suggests that SMEs with a 
higher degree of AIS alignment are more successful in their IS implementation than SMEs 
with a lower degree of AIS alignment. 
9.3.2 AIS Alignment and IS Success Using Multiple Regression 
This section presents an analysis and discussion of the relationship between IS success as 
dependent variable, and AIS requirement, AIS capacity and AIS alignment as independent 
variables, using a multiple regression technique. 
Before performing the multiple regression procedure, a factor analysis is conducted for all 
six items that measured IS success to find out whether they could be treated as a single 
measure. The output of the test is presented in Table 9-9. The results show that there is only 
one factor with an Eigenvalue of more than 1, which explained 62 percent of' the variance. 
The scree plot also shows that the plot slopes steeply downwards frorn one factor to two 
factors before slowly becomes an approximately horizontal line. The cronbach's coefficient 
alpha for the overall IS success measure is 0.8776. The results suggest that the six IS success 
measures could be combined as a single measure. Therefore, for the put-pose of'siniplifying 
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the multiple regression analysis, the average IS success instead of the individual success 
measures will be used as a dependent variable. 
Table 9-9: The results of factor analysis on IS success 
KMO and Butleft's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 
. 963 
Bartletes Test of Sphericity Approx. Chi-Square $91.690 
df 15 
Sig. 
. 000 
Total Variance ExplairmA 
Initial Eieenva es Extraction Sums of Squ d Loadings 
Component Total % of Variance Cumulative % Total 
I %of Variance Cumulative% 
1 3.738 62.293 62.293 3.738 62.293 62.293 
2 
. 649 10.800 73.093 
3 
. 572 9.538 82.631 
4 
. 418 6.966 99.597 
5 
. 379 6.317 95.914 
6 
. 245 4.086 IOOWO 
Extraction Mettiod: Principal Component Analysis. 
Component Matrix 6 
Component 
IS-system quality . 779 
IS-information quality . 860 
IS-information use . 762 
IS-user satisfaction . 901 
IS-individual impact 
. 723 
IS-organizational impact 
. 803 
Extraction Method: Principal Component Analysis. 
a- I components extracted. 
Scree Plot 
I 
Comporma Nuniý 
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9.3.2.1 AIS Alignment and IS Success for the Moderation Approach 
This section presents the results of a standard multiple regression between the three 
independent variables, total AIS requirement (sum of 19 AIS requirement items), total AIS 
capacity (sum of 19 AIS capacity items) and total moderation (sum of 19 AIS alignment 
items using the moderation approach), and average IS success as the dependent variable. 
The output of the multiple regression is presented in Appendix 1-1. 
The output shows that the R2 = 0.252 and the F ratio (31.498) is significant at the 99% level. 
It also reveals that total AIS requirement and total AIS capacity contribute significantly to 
regression with t values of 2.536 and 2.088 respectively, whilst total moderation appears 
insignificant. However, it can be observed that total AIS capacity correlate very highly with 
total moderation (0.905), which indicate the multicollinearity problem. It is also observed 
that the tolerance values for total AIS capacity and total moderation are below 0.10 and the 
VIF values for both variables are more than 10, thus confirming that multicollinearity 
problem exists. 
To remedy this problem, the regression analysis was re-run separately for total moderation 
and AIS capacity. The regression analysis was performed between average IS success as the 
dependent variable and total AIS requirement and total moderation as the independent 
variables. Then, the regression analysis was performed between average IS success as the 
dependent variable and total AIS requirement and total AIS capacity as the independent 
variables. A simple regression analysis was also performed between average IS success and 
total moderation, and average IS success and total AIS capacity. The outputs of the 
regression analyses are presented in Appendix 1-2,9-15,9-16 and 9-17. 
The output of multiple regression in Appendix 1-2 shows that the R2 = 0.240 and the F ratio 
(44.538) is significant at the 99% level. It also reveals that only total moderation contributes 
significantly to regression with at value of 6.006, whilst total AIS requirement appears 
insignificant. The output in Appendix 1-3 shows that the R2=0.250 and the F ratio (46.949) 
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is significant at the 99% level. Total AIS requirement and total AIS capacity both contribute 
significantly to regression with t values of 4.962 and 6.341 respectively. 
The output of simple regression in Appendix 1-4 shows that the R2=0.234, the F ratio 
(86.499) is significant at the 99% level, and the t value for total moderation is 9.300. The 
output in Appendix 1-5 shows that the R2 = 0.178, the F ratio (62.336) is significant at the 
99% level, with at value of 7.895 for total AIS capacity. 
Based on the outputs in Appendix 1-1,1-2,1-3,1-4 and 1-5, it can be concluded that that 
statistically there appears to be a significant positive relationship between AIS alignment 
(moderation) and IS success. However, it is also evident that there is a significant 
relationship between AIS capacity and IS success. 
9.3.2.2 AIS Alignment and IS Success for the Matching Approach 
This section presents the results of standard multiple regression between three independent 
variables, total AIS requirement (sum of 19 AIS requirement items), total AIS capacity (sum 
of 19 AIS capacity items), and total matching (sum of 19 AIS alignment items using the 
matching approach) and average IS success as the dependent variable. The output of the 
multiple regression is presented in Appendix 1-6. 
The output of the regression shows that the multiple R-value is 0.505 (R 2=0.255) and the F 
ratio (32.133) is significant at the 99% level. However, an examination of the t value for 
each coefficient shows that only total AIS capacity contribute significantly to the prediction 
of IS success. 
However, an inspection of the coefficients table shows that the tolerance values for all 
independent variables are below 0.10 and the VIF values for the independent variables are 
more than 10, which indicate the existence of multicollinearity problem. Again, to remedy 
the multicollinearity problem, the regression analysis was re-run separately for total 
alignment and AIS capacity. The regression analysis was performed between average IS 
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success as the dependent variable and total AIS requirement and total matching as the 
independent variables. A simple regression analysis was also performed between average IS 
success and total matching. The outputs of the regression analyses are presented in 
Appendix 1-7 and 9-20. 
The output in Appendix 1-7 shows that the R2 = 0.238 and the F ratio (44.037) is significant 
at the 99% level. Both total AIS requirement and total matching contribute significantly to 
regression with t values of 9.241 and -5.934 respectively. The output in Appendix 1-8 shows 
that the R2 = 0.007 and the F ratio (2.064) is not significant as well as the t value for the total 
moderation. 
Contrary to the output of multiple regression for the moderation approach, it can be 
concluded that statistically both AIS capacity and AIS requirement contribute significantly 
to IS success. AIS alignment (i. e. total matching) is only significantly related to IS success 
when considered in conjunction with AIS requirement. 
9.4 EXPLORING THE RELATIONSHIP BETWEEN ORGANISATIONAL 
PERFORMANCE AND IS SUCCESS 
The previous sections examine the relationships between AIS alignment and organisational 
performance, and AIS alignment and IS success. This section will explore the relationship 
between organisational performance and IS success. A Pearson correlation analysis was 
performed to examine the relationship between the two variables, and the results are 
presented in Table 9-10. 
248 
AIS Alignment, Performance and IS Success 
Table 9-10: A Pearson Correlation Between IS Success and Performance 
Variables ,, I-, ys Information Information User, Individual Organisational 
quality quality use satisfaction IM act impact p 
Profitability 0.313** 0.240** 0.059 0.016 0.152** 0.158** 
Sales growth 0.275** 0.227** 0.077 0.053 0.135* 0.117* 
Financial resources 0.337** 0.282** 0.062 0.089 0.209** 0.177** 
Image & client 0.241** 0.201** 0.045 0.071 0.161** 0.186** 
loyalty 
** Correlation is significant at the 0.01 level (2-tailed) 
* Correlation is significant at the 0.05 level (2-tailed) 
From Table 9-10, it is observed that all performance measures (long-term profitability, sales 
growth, availability of financial resources, and image and client loyalty) are significantly 
positively correlated with systems quality, infort-nation quality, individual impact, and 
organisational impact. Generally, the result implies that SMEs with better support from their 
computer-based IS would also experience better performance. However, the result does not 
support the contentions that higher levels of information usage and user satisfaction would 
contribute significantly towards better performance. Therefore, the finding suggests that the 
quality of the information processing itself, the quality of the IS output, the effect of 
information on the behaviour of the recipient and organisation, would have more significant 
impact on organisational performance than recipient consumption of the output of an IS and 
recipient response to the use of the output. Yap et al. (1992) consider organisational impact 
as one dimension of IS success in SMEs, and the result from their study also supported the 
positive relationship between IS success and performance. 
9.5 SUMMARY OF RESEARCH PROPOSITIONS TESTED 
This section presents a summary of the results of tests of research propositions relating to 
the first tier of the research model developed in Chapter Three. The results are based on the 
findings of the analysis presented in earlier sections. 
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9.5.1 AIS Alignment and Organisational Performance 
This section discusses findings relating to the relationship between AIS alignment and 
organisational performance. The model is reproduced in Figure 9- 1. 
AIS Alignment Organisational 
Performance 
Figure 9-1: AIS Aligmnent and Performance 
Proposition 1: 
Finns that align their AIS requirement and AIS capacity are more likely to be successful 
than thosefirms that are not 
Based on the findings in Section 9.2.1, there is enough evidence to support this research 
proposition. The result of the moderation approach reveals that SMIEs with a higher degree 
of AIS alignment perform better than SMIEs with a lower degree of AIS alignment. Under 
the matching approach, it is also found that SM[Es with a higher degree of AIS alignment 
perforrn better than SM[Es with a lower degree of AIS alignment but only in terms of long- 
term profitability, sales growth, and availability of financial resources. Finally, the result of 
the combined approach, which is based on two alignment groups, also shows a significant 
strong relationship on all measures of performance. 
9.5.2 AIS Alignment and IS Success 
This section discusses findings relating to the relationship between AIS alignment and IS 
success. The model is reproduced in Figure 9-2. 
AIS Alignment I-I IS Success 
Figure 9-2: AIS Alignment and IS Success 
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Proposition 2: 
Firms that align their AIS requirement and AIS capacity are more likely to be successful in 
their IS implementation than thosefirms that are not 
Based on the findings in Section 9.3.1, there is mixed support for this research proposition. 
Under the moderation approach, it is found that SMEs with a higher degree of AIS 
alignment have a higher level of IS success. The result of the combined approach, which is 
based on two alignment groups, also shows a significant relationship between AIS alignment 
and all dimensions of IS success. However, the result of the matching approach shows that 
the significant relationship only exists between AIS alignment and systems quality. 
9.5.3 IS Success and Organisational Performance 
This section discusses findings relating to the relationship between IS success and 
organisational performance. The model is reproduced in Figure 9-3. 
IS Success I Organisational 
I N- Performance 
Figure 9-3: IS Success and Performance 
Proposition 3: 
Finns that are more successful in their IS implementation are more likely to perform better 
than thosefirms that are less success/id 
Based on the findings in Section 9.4, it is reasonable to conclude that the above research 
proposition is partially supported. The result of a Pearson correlation analysis shows that 
there are significant positive relationships between organisational performance, measured in 
terms of long-term profitability, sales growth, financial resources, and image and client 
loyalty, and four dimensions of IS success, that is, systems quality, information quality, 
individual impact, and organisational impact. However, the relationship between 
performance and the level of information usage and user satisfaction are not significant. 
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9.6 SUNMARY 
This chapter has examined the relationships between AIS aligrunent and two dependent 
variables, that is, organisational performance and IS success. For the moderation approach, 
the results clearly support the positive relationships between AIS alignment and 
performance, and AIS alignment and IS success. However, for the matching approach, the 
results only partially support the positive relationships between AIS alignment and 
organisational performance, and AIS aligranent and IS success. The analysis suggests that 
the result for the moderation approach is more significant than the matching approach. The 
comparison of the results of the analyses between the three groups of AIS alignment for both 
the matching and moderation approaches and the two groups of AIS alignment suggests that 
the two groups of AIS alignment provide the clearest evidence of a relationship with 
performance. Then using a multiple regression analysis, the chapter examined the 
relationship between the two dependent variables and AIS alignment, AIS capacity and AIS 
requirement. Whilst there is good evidence of a positive relationship between AIS alignment 
and the two dependent variables, there is also evidence of a relationship between AIS 
capacity and the two dependent variables and even (to a lesser extent) a relationship between 
AIS requirement and the two dependent variables. The relative strength of the relationships 
varies between the methods and is linked to the connections between these independent 
variables. Finally, the results of the Pearson correlation analysis partially support the 
positive relationship between IS success and organisational performance. The next chapter 
explores the impact that contingency factors would have on AIS requirement. It also 
examines the relationship between IT sophistication and AIS capacity, and the relationships 
between the two groups of AIS alignment and IT sophistication, CEO commitment, external 
expertise, and internal expertise. 
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Chapter Ten 
EXPLORING AIS ALIGNMENT, AIS DESIGN, CONTINGENCY FACTORS AND 
IT SOPHISTICATION 
10.1 INTRODUCTION 
Chapter Nine examined the relationships between AIS alignment and organisational 
performance, AIS alignment and IS success, and organisational performance and IS success. 
This chapter will explore other important research propositions. These propositions are 
related to: (1) the relationship between contingency factors and AIS requirement; (2) the 
relationship between IT sophistication and AIS capacity; and (3) the relationship between 
AIS alignment and IT sophistication, CEO's commitment to IT, internal expertise, and 
external expertise. A Pearson correlation and a point-biserial correlation analyses are 
performed to examine the relationship between the contingency factors (i. e. perceived 
environmental uncertainty, structural complexity, and strategic choice) and AIS 
requirement. Similarly, a Pearson correlation and a point-biserial correlation analyses are 
performed to examine the relationship between IT sophistication and AIS capacity. Finally, 
the relationship between IT sophistication, CEO's commitment to IT, internal expertise, and 
external expertise and AIS alignment are examined by comparing the two alignment groups 
(i. e. the 'aligned' group and the 'non-aligned' group) for each variable using an independent 
sample Nest and a simple chi-square test. 
10.2 EXPLORING THE RELATIONSHIP BETWEEN AIS REQUIREMENT AND 
CONTINGENCY FACTORS 
The three contingency variables explored are perceived environmental uncertainty, strategic 
choice, and structural complexity of the organisation. These variables were chosen as there 
is evidence within accounting literature to suggest that they influence the demand for 
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accounting information (e. g. Chenhall and Morris, 1986; Gul, 1991; Abernethy and Guthrie, 
1994). While most of previous studies were conducted among large organisations, this 
research attempts to explore whether the same situation applies to the SMEs setting. 
The perceived environmental uncertainty variable was measured based on the action of 
competitors, product demands, marketing practices, and technological evolution using a 5- 
point Likert scale. The results of factor analysis discussed in Chapter Five suggest that the 
four items could be grouped into two factors, that is, 'actions of competitors' and 'product 
demand' in Factor I and 'marketing practices' and 'technological evolution' in Factor 2. 
The structural complexity variable was measured by the size of the firm's managerial 
hierarchy, that is, the ratio of managers to total employees. Finally, the strategic choice 
variable was measured based on the product, market, technology, and administrative 
systems using a semantic differential scale. A cluster analysis is performed on the eight 
strategic items to classify the prospector and defender-type of firms. The examinations of 
agglomeration coefficient and dendrogram in Appendix J suggest a two-cluster solution. In 
order to confirm that the two-cluster solution is statistically valid, an analysis of variance 
(ANOVA) is computed. 
Table 10-1: Clustering Variable Proriles for the Strategic Choice Items 
Strategy Cluster 1 Cluster 2F Ratio F Prob. 
(Prospector) (Defender) 
Quality/pricing 2.25 3.54 79.654 . 000 
New products 2.87 4.30 91.996 . 000 
Range of products 2.69 3.71 42.030 . 000 
New markets 2.19 3.94 164.783 . 000 
Responds to environment 2.50 4.18 203.135 . 000 
Latest technology 3.23 4.01 29.466 . 000 
Multiple technology 2.36 3.70 131.432 . 000 
Administrative systems 2.67 4.00 100.461 . 000 
The results of the one-way ANOVA in Table 10-1 show that the F-ratlo is large and the 
observed significance level is less than 0.01 for all items. It is obvious that Cluster I has 
254 
Contingency Factors, AIS Design and AIS Alignment 
lower group means in each clustering items compared to Cluster 2, and the patterns of the 
mean scores in the two clusters are also consistent for all eight items. On this basis, Cluster I 
is labelled as 'prospector' and Cluster 2 is labelled as 'defender'. Overall, the results suggest 
that 228 (74%) of the SMEs in the sample adopted the prospector-type of strategy and only 
79 (26%) adopted the defender-type of strategy. 
A Pearson correlation analysis was then performed on the association between AIS 
requirement and structural complexity and AIS requirement and environmental uncertainty, 
whilst a point-biserial correlation was performed on the association between AIS 
requirement and strategic choice (e. g. Abernethy and Guthrie, 1994; Chong and Chong, 
1997). The point-biserial correlation coefficient is designed to measure the degree of relation 
for two variables with quantitative (interval or ratio) and the other variable is binary (has 
only two values - also called dichotomous variable), and the technique has been adopted by 
a number of accounting researchers. The results are presented in Table 10-2. 
Table 10-2: Correlations between structural complexity, perceived environmental uncertainty, 
strategic choice, and AIS requirement 
Variables Scope Aggregation Integration Timeliness Average 
Total 
Structural complexity . 075 . 
039 . 088 . 
067 . 068 
Perceived environmental 
uncertainty: 
Factor I (action of competitors . 048 . 
039 -. 018 . 006 . 
029 
& product demand) 
Factor 2 (marketing practices & . 212* . 
189* . 225 . 
166* .226 
technological evolution) 
Strategic choice a . 019 . 
053 . 096 . 
017 . 039 
Correlation is significant at the 0.01 level (2-tailed) 
A point-biserial correlation was performed for the dichotomous variable 
The results in Table 10-2 show that a significant positive relationship exists between Factor 
2 of perceived environmental uncertainty, that is, marketing practices and technological 
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evolution, and AIS requirement. The relationships are significant on all dimensions of AIS 
requirement, that is, scope, aggregation, integration, and timeliness. However, the 
relationship between Factor 1, that is, action of competitors and product demand, and AIS 
requirement appears insignificant. Therefore, the findings partially support claims by 
previous studies that managers facing more uncertainty in their environment would require 
more information to improve their decision response time and environmental scanning (e. g. 
Chenhall and Morris, 1986; Gul, 1991). It suggests that SMEs are behaving similarly to their 
larger counterparts on the relationship between AIS requirement and perceived 
environmental uncertainty but only in terms of marketing practices and technological 
evolution. 
The results of the relationships between AIS requirement and two other variables, that is, 
strategic choice and structural complexity are not significant. These findings contradict 
previous studies, which suggested that ffrms employing a prospector-type strategy would 
require more information than firms pursuing a defender-type strategy (e. g. Abernethy and 
Guthrie, 1994). More complex structure is also associated with a preference for more 
sophisticated accounting information (e. g. Chenhall and Morris, 1986). Therefore, these 
findings suggest that the claims that strategic choice and structural complexity would 
influence AIS requirement could not be applied to the SMEs setting. 
10.3 EXPLORING THE RELATIONSIHP BETWEEN AIS CAPACITY AND IT 
SOPHISTICATION 
IT is one of the mechanisms that can be used to increase organisational information 
processing capacity (Galbraith, 1977). Therefore, this section attempts to explore the 
relationship between IT sophistication and AIS capacity. As discussed earlier in Chapter 
Five, four dimensions, that is, technological, informational, functional, and managerial, were 
used to measure the sophistication of IT adopted by the sample companies. The results for 
the set of measures referred to as technological sophistication are shown in Table 10-3a. 
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Table 10-3a: AIS Capacity and IT sophistication (Technological) 
IT SOPHISTICATION AIS Capacity 
r Sig. 
Technology: 
Office support system . 
037 . 
532 
Decision support system -. 042 . 
475 
Database system . 
106 . 072 
Accounting application . 
117 . 047 
CAPM . 
162 . 005 
CAD . 
112 . 056 
CAM . 
188 . 
001 
Local area network . 
025 . 
676 
External network . 
187 . 001 
Number of technologies used . 
192 . 001 
Types of processing: 
Batches -. 094 . 111 
Online batches -. 003 . 954 
Online and realtime . 192 . 
001 
(a) Significance levels are based on a two-tailed test. 
The number of technologies reported in use in each firm was totalled, so that a Pearson 
correlation analysis could be performed to measure the strength and direction of the 
association between AIS capacity and the number of technologies used. The results show 
that a significant positive relationship exists between these two variables. The specific 
technologies and processing modes were then each tested using a point-biserial correlation 
on the frequencies of use reported for that specific technology and processing mode. The 
results show that a significant positive relationship exists between AIS capacity and six 
technologies, that is, database systems, accounting application, computer- ass i sted 
production management (CAPM). computer-aided design (CAD), computer-aided 
manufacturing (CAM), and external network. For type of processing, only online and 
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realtime processing system was found to have a significant positive relationship with AIS 
capacity. 
Table 10-3b: AIS Capacity and IT sophistication (Informational) 
IT SOPHISTICATION AIS Capacity 
r Sig. 
Applications: 
General ledger . 145 . 
013 
Accounts receivable . 084 . 
150 
Accounts payable . 070 . 
235 
Billing . 126 . 
031 
Order entry . 148 . 
012 
Purchasing . 049 . 
401 
Inventory . 032 . 
588 
Production planning . 216 . 
000 
Payroll -. 009 . 876 
Cost accounting . 267 . 
000 
Financial accounting . 148 . 
012 
Financial analysis . 245 . 
000 
Budgeting . 311 . 
000 
Project management . 214 . 
000 
Production variances . 197 . 
001 
Budget variances . 331 . 
000 
Modelling . 169 . 
004 
Personnel management . 270 . 
000 
Number of applications used . 331 . 
000 
(b) Significance levels are based on a two-tailed test. 
A Pearson correlation analysis was also performed on the association between the number of 
applications used and AIS capacity. The results in Table 10-3b show that a significant 
positive relationship exists between these two variables. Again, the specific applications 
were then each tested using a point-biserial correlation on the frequencies of use reported for 
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that specific application. The results reveal that a significant positive relationship exists 
between AIS capacity and thirteen applications, that is, general ledger, billing, order entry, 
production planning, cost accounting, financial accounting, financial analysis, budgeting, 
project management, production variances, budget variances, modelling, and personnel 
management. 
A Pearson correlation analysis was then performed on the association between the number 
of IT planning used and AIS capacity. The results in Table 10-3c show that a significant 
positive relationship exists between these two variables. The specific IT planning was each 
tested using a point-biserial correlation on the frequencies of use reported for that specific 
planning. The results show that a significant positive relationship exists between AIS 
capacity and two IT planning, that is, human resources planning and post-implementation 
planning. 
Table 10-3c: AIS Capacity and IT sophistication (Managerial) 
IT SOPHISTICATION 
r 
AIS Capacity 
Sig. 
IT planning: 
Financial resources . 064 . 
278 
Human resources . 149 . 011 
Information requirements analysis . 083 . 
155 
Implementation 
. 037 . 
534 
Post-implementation 
. 232 . 000 
Number of IT planning used . 202 . 001 
(c) Significance levels are based on a two-tailed test. 
Finally, a point-biserial correlation was performed on the frequencies of use reported for the 
specific sources of software. The results in Table 10-3d show that a significant positive 
relationship exists between AIS capacity and three sources of software development, that is, 
standard unmodified software, standard but modified externally software, and extemally 
custom developed software. 
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Table 10-3d: AIS Capacity and IT sophistication (Functional) 
IT SOPHISTICATION AIS Capacity 
r Sig. 
Sources of software: 
Standard-unmodified -. 170 . 004 
Standard-modified externally . 203 . 000 
Standard-modified internally . 064 . 273 
Externally custom developed . 155 . 008 
Internally custom developed . 036 . 545 
(d) Significance levels are based on a two-tailed test. 
Based on the above discussion, it can be concluded that a positive relationship exists 
between AIS capacity and IT sophistication. The relationship appears to be more prominent 
for the type of technologies adopted, type of applications used, and some aspects of IT 
planning and type of software development. This finding is consistent with El Luoadi (1998) 
that IT sophistication has a direct effect on the amount of information provided by 
organisational computer-based IS. 
10.4 EXPLORING IT SOPHISTICATION AND AIS ALIGNMENT 
Having identified some factors that influence the demand for accounting information and the 
positive relationship between IT sophistication and the capability of computer-based IS to 
generate the information required, it is also necessary to test the variables that may influence 
AIS alignment, in particular: IT sophistication, CEO's commitment to accounting and IT, 
internal expertise, and external expertise. For that purpose, the two alignment groups 
identified earlier in Chapter Eight, that is, the 'aligned' group and the 'non-aligned' group 
were compared for each variable. 
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10.4.1 IT Sophistication and AIS Alignment 
10.4.1.1 Technological Sophistication and AIS Alignment 
The 'Technology' section in Table 10-4a shows the percentage of each group that reported 
using each of the nine specific technologies. The number of technologies reported in use in 
each firm were totalled, and then averaged over each group so that an independent-samples 
t-test could be performed on the difference of means. This was found to be highly 
significant, as shown in the final column. The results imply that the two alignment groups 
are well separated based on the number of technologies adopted, where SMEs in the aligned 
group use more technologies than SM[Es in the non-aligned group. 
The specific technologies were then each tested using a simple Chi-square test on the 
frequencies of use reported for that specific technology. Five technologies, that is, database 
systems, accounting applications, computer-assisted production management, computer- 
aided manufacturing, and external network differ significantly at the 95% level (or better), 
as can be seen from the final column of Table 10-4a. This implies that the two groups of 
SMEs are well separated based on these five technologies. It is also observed that the 
percentage of companies adopting these technologies is higher for the aligned group 
compared to the non-aligned group. This suggests that there are more companies adopting 
each type of technology in the aligned group than those in the non-aligned group. 
The results related to office support systems (word-processing, graphic and presentation 
packages), and decision support systems (spreads'heets package) are not surprising as the 
two technologies often come in one standard package such as Microsoft Office and Lotus 
Notes. Local area network (local e-mail, applications and data sharing) is adopted by over 
two-third of the companies in both groups, which suggests that, for this sample, this 
technology is becoming more essential for internal communications. The adoption of 
computer-aided design has not been widely used by both groups of companies. 
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Table 10-4a: Alignment groups and IT sophistication (Technological) 
IT SOPHISTICATION N/Aligned Aligned Sig. 
(149) (125) 
Technology (% of group indicating use): 
Office support system 
Decision support system 
Database system 
Accounting application 
CAPM 
CAD 
CAM 
Local area network 
External network 
Number of technologies used (average over group) 
Processing mode (% of group indicating use): 
Batches 
Online batches 
Online realtime 
83 86 . 590 
70 74 . 566 
58 75 . 003 
92 98 . 016 
34 57 . 000 
31 38 . 235 
11 21 . 021 
70 77 . 194 
54 65 . 063 
5.03 5.90 . 000 
53 46 . 200 
29 34 . 388 
27 36 . 132 
Relating the processing modes, the results in Table 10-4a show that the two alignment 
groups are not significantly different from each other. This is rather surprising, as in the 
previous section, online and realtime processing system was found to have a significant 
positive relationship with AIS capacity, and hence is more likely to be able to contribute 
towards better AIS alignment. This might be true for the case of large organisations as they 
have more resources to purchase computer-based IS with online and realtime processing 
system. It is also observed that the percentage of companies adopting the online batches and 
online and realtime processing systems is higher for the aligned group compared to the non- 
aligned group, whilst the number of companies adopting batch processing system is higher 
for the non-aligned group than the aligned group. 
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In conclusion, the results in Table 10-4a suggest that the aligned group consists of SNI[Es 
with a higher degree of technological sophistication than the non-aligned group. In other 
words, SMEs that implemented more sophisticated technologies are more aligned on their 
AIS requirement and AIS capacity than SM[Es that adopt less sophisticated technologies. 
10.4.1.2 Informational IT Sophistication and AIS Alignment 
The results for the set of measures referred to as informational sophistication are shown in 
Table 10-4b, with the significance probabilities from each test given in the final column. 
The number of applications reported in use in each firm were totalled, and then averaged 
over each group so that an independent-samples t-test could be performed on the difference 
of means. This was found to be highly significant. The results imply that the two alignment 
groups are well separated based on the number of applications used, where SMEs in the 
aligned group use more applications than SMEs in the non-aligned group. 
The specific applications were then each tested using a simple Chi-square test on the 
frequencies of use reported for that specific application. Fourteen applications, that is, 
billing, order entry, purchasing, inventory, production planning, cost accounting, financial 
accounting, financial analysis, budgeting, project management, production variances, budget 
variances, modelling, and personnel management, differ significantly at the 90% level or 
better. This implies that the two groups of SMEs are well separated based on these fourteen 
applications. It is also observed that the percentage of companies adopting these applications 
is higher for the aligned group compared to the non-aligned group. This suggests that there 
are more companies adopting each type of application in the aligned group than those in the 
non-aligned group. The results related to the general ledger, accounts receivable, accounts 
payable, and payroll are not surprising as these are the basic applications that often come in 
any standard accounting package. 
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Table 10-4b: Alignment groups and IT sophistication (Informational) 
IT SOPHISTICATION N/Aligned Aligned Sig. 
(149) (125) 
Applications (% of group indicating use): 
General ledger 89 93 . 311 
Accounts receivable 93 94 . 553 
Accounts payable 93 94 . 553 
Billing 70 81 . 037 
Order entry 56 72 . 005 
Purchasing 53 67 . 017 
Inventory 67 77 . 077 
Production planning 16 40 . 000 
Payroll 80 84 . 456 
Cost accounting 27 54 . 000 
Financial accounting 48 66 . 004 
Financial analysis 23 45 . 000 
Budgeting 19 49 . 000 
Project management 8 18 . 011 
Production variances 14 23 . 052 
Budget variances 12 30 . 000 
Modelling 2 7 . 037 
Personnel management 19 45 . 000 
Number of applications used (average over group) 7.91 10.39 . 000 
In conclusion, the results in Table 10-4b suggest that the aligned group consists of SMEs 
with a higher degree of informational sophistication than the non-aligned group. In other 
words, companies that implemented more sophisticated applications are more aligned oil 
their AIS requirement and AIS capacity than companies that adopted less sophisticated 
applications. 
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10.4.1.3 Managerial IT Sophistication and AIS Alignment 
The same procedures, an independent-samples t-test and a simple Chi-square were applied 
to the set of measures referred to as managerial sophistication as shown in Table 10-4c. 
Table 10-4c: Alignment groups and IT sophistication (Managerial) 
IT SOPHISTICATION N/Aligned Aligned Sig. 
(149) (125) 
11' planning (% of group indicating use): 
Financial resources 49 57 . 197 
Human resources 24 37 . 023 
Information requirements analysis 48 51 . 558 
Implementation 34 37 . 575 
Post-implementation 25 46 . 000 
Number of IT planning used (average over group) 1.80 2.27 . 003 
The results in Table 10-4c show that the two alignment groups differ significantly in terms 
of the number of IT planning adopted, where SMEs in the aligned group implemented more 
IT planning than SMEs in the non-aligned group. The specific IT planning was then each 
tested using a simple Chi-square test on the frequencies of IT planning reported. Two IT 
planning, that is, human resources and post-implementation are significantly different at the 
95% level or better. 
In conclusion, the results in Table 10-4c suggest that the aligned group consists of' SMEs 
with a higher degree of managerial sophistication than the non-aligned group. In other 
words, companies that implemented more IT planning are more aligned on their AIS 
requirement and AIS capacity than companies that implemented less IT planning. 
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10.4.1.4 Functional IT Sophistication and AIS Alignment 
Finally, a simple Chi-square test was performed on the frequencies of use reported for each 
sources of software. The results in Table 10-4d show that the two alignment groups are not 
significantly different except for externally custom-developed software. It appears that 
companies in the aligned group outsourced their software development to external expertise 
more than companies in the non-aligned group. Apart from this, both groups are quite 
similar on the sources of software acquired for the company. 
Table 10-4d: Alignment groups and IT sophistication (Functional) 
IT SOPHISTICATION N/Aligned (149) Aligned (125) Sig. 
Sources of software (% of group indicating use): 
Standard-unmodified 57 55 . 759 
Standard-modified externally 36 44 . 191 
Standard-modified internally 15 22 . 140 
Externally custom developed 15 30 . 003 
Internally custom developed 6 10 . 186 
10.4.2 CEO's Commitment and AIS Alignment 
The purpose of this section i's to explore the relationship between AIS alignment groups and 
the level of CEO's commitment to IT and accounting. As discussed earlier in Chapter Five, 
CEO's commitment is measured using the following indicators: (1) accounting knowledge, 
(2) IT knowledge, and (3) type of participation in IS implementation. An independent- 
samples t-test is used to examine the relationship between alignment groups and these 
variables. 
The results in Table 10-5 show that the two alignment groups differ significantly in terms of' 
CEO's knowledge of financial accounting and management accounting. The difference is 
significant at the 95% level. Table 10-5 also shows that the difference between the two 
groups is significant related to the CEO's knowledge of database, cornputer-assisted 
production management, and Internet. The results suggest that there is an association 
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between the degree of AIS alignment and the CEO's knowledge of more sophisticated 
software. A closer examination of the results reveals some very interesting patterns. It is 
observed that the group means of CEO's that are knowledgeable in accounting and IT for 
the aligned group is higher than that of the non-aligned group. In addition, the number of' 
responses indicating good or extensive knowledge of the software in each firm were totalled, 
and then averaged over group. However, the results of the independent t-test show that there 
is no significant difference between the mean score of the aligned group and non-aligned 
group 
Table 10-5: Alignment Groups and CEO's Commitment 
CEO's commitment to IT N/Aligned (149) Aligned (125) Sig. 
Accounting Knowledge (average over group): 
Financial accounting 2.60 2.79 . 034 
Management accounting 2.52 2.73 . 013 
IT knowledge (average over group): 
Word processing 2.84 2.95 . 216 
Spreadsheet 2.81 2.90 . 406 
Database 2.24 2.51 . 011 
Accounting applications 2.60 2.76 . 122 
CAPM 1.82 2.18 . 000 
E-mail 3.06 3.15 . 257 
Internet 2.93 3.15 . 004 
Number of software knowledge 5.01 5.70 . 201 
Type of participation (average over group): 
Information requirements 2.98 3.51 . 000 
Choice of hardware and software 3.01 3.29 . 063 
System implementation 2.98 3.37 . 006 
Solving problems 3.02 3.36 . 006 
Future plans 3.16 3.52 . 007 
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The results in Table 10-5 also provide evidence of an association between AIS alignment 
and CEO's participation in IS implementation. The two alignment groups differ significantly 
at the 90% level or better on all stages of IS development. CEOs in the aligned group are 
significantly more active in IS implementation than CEOs in the non-aligned group. This 
finding is consistent with previous studies that indicate the importance roles played by top 
management in the successful implementation of IS (e. g. Yap et al., 1992; Thong and Yap, 
1995; Thong et al., 1996). 
In conclusion, there is a positive relationship between CEO's commitment and AIS 
alignment. The relationship is most significant concerning the CEO's knowledge of 
accounting and CEO's participation in IS implementation. 
10.4.3 Sources of Advice and AIS Alignment 
Past literature on IT and SMEs pointed out the importance of engaging external experts in 
achieving IS success (e. g. Yap et al., 1992; Thong et al., 1996; Igbaria et al., 1997). This 
section explores the relationship between AIS alignment and the use of external expertise. A 
simple Chi-square test was performed on the frequencies of use reported for the specific 
expertise, that is, consultants, vendors, government agencies, and accounting firms. 
The results in Table 10-6 show that the relationship between AIS alignment and the use of 
each of external experts are not significant. An independent-samples t-ýest was further 
performed on the difference of means of the number of advices sought for each group. The 
results also show that the two alignment groups are not significantly different from each 
other in terms of the number of advices sought. This suggests that there is no significant 
relationship between AIS alignment and the sources of IT advice. 
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Table 10-6: Alignment groups and sources of advices 
Sources of advice N/Aligned Aligned Sig. 
(149) (125) 
External expertise (% of group indicating use): 
Consultants 58 62 . 589 
Vendors/dealers 81 80 . 801 
Government agencies 27 27 . 948 
Accounting firms 44 48 . 469 
Number of advices used (average over group) 2.10 2.17 . 631 
Internal expertise: 
Accounting staff (% of group indicating use) 94 98 . 062 
Number of qualified accountant (average over group) . 69 . 93 . 018 
Number of accounting executive (average over group) 1.30 1.61 . 026 
Number of accounting clerk (average over group) 2.04 2.02 . 923 
Information system staff (% of group indicating use) 21 37 . 003 
Number of system manager (average over group) . 61 . 
59 . 839 
Number of system analyst (average over group) . 97 . 96 . 
961 
Number of programmer (average over group) . 74 . 59 . 507 
This finding refutes the belief that gaining expert advice and assistance can help SMEs 
achieve better alignment between AIS requirement and AIS capacity. While tilany previous 
studies indicate that the use of external IT expert contributes towards the success of IS 
implementation, the success of the projects may not necessarily result in better AIS 
alignment. Merely engaging exterrial IT expert does not guarantee success (Thong et al., 
1994). For example, DeLone (1988) and Schleich et al. (1990) suggest that the involvement 
and understanding by top management is more crucial than delegating all ofthe IT decisions 
to an extemal expert. They further argued that CEO is the best person to understand the 
factors that are critical to the business and the areas where IT will have the best payoff. 
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Past literature also indicates that SMEs often suffer a lack of internal IT experts (e. g. Gable, 
1991; Gable and Raman, 1992) and accounting supports (e. g. Reid et al., 1999; Reid and 
Smith, 2000). Therefore, it is also necessary to explore the relationship between AIS 
alignment and the level of internal expertise. A simple Chi-square test was performed on the 
frequencies of staff reported for the specific expertise, that is, accounting staff and IT staff. 
The results in Table 10-6 show that the two alignment groups differ significantly in terms of 
the availability of accounting staff and IT staff. It is observed that the percentage of 
companies reported using accounting staff and IT staff is higher for the aligned group 
compared to the non-aligned group. In other words, companies that are hiring more 
accounting and IT staff are more aligned than companies that are hiring less accounting and 
IT staff. 
An independent samples West was further performed on the difference of means of the 
number of each specific accounting and IT staff. The results show that the two alignment 
groups are significantly different at the 99% level related to the number of qualified 
accountant and accounting executive hired. It appears that the aligned group hires more 
qualified accountant and accounting executive than the non-aligned group. This finding 
suggests the importance of accounting staff, particularly qualified accountant and accounting 
executive, in achieving AIS alignment. However, the two groups are not significantly 
different in terms of the number of system manager, system analyst, and programmer hired. 
The possible explanation for the non-significance of internal IT expertise is that IT staff 
might be important for the successful implementation of IS but may not necessarily 
contribute to better AIS alignment due to their lack of accounting knowledge. Goldsworthy 
(1996), for example, argued that many IT professionals were too concerned with getting the 
computer-based IS designed and implemented but often failed to see that the aspect they 
should have been concentrating on was the information itself. 
Based on the above discussion, it can be concluded that the use of internal accounting and IT 
experts are more important than the use of external experts in achieving AIS alignment. 
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10.5 EXPLORING OTHER VARIABLES AND AIS ALIGNMENT 
While there is strong evidence to suggest that certain IT sophistication variables have 
significant impact on AIS alignment, it would also be interesting to find out whether certain 
organisational variables have similar impact on AIS alignment. This is important as the 
results of Kruskal-Wallis test in Chapter Six showed that age of firms and size of firms were 
significantly different when tested on 60 major research variables, and therefore might have 
the potential impact on the alignment between AIS requirement and AIS capacity. This 
section presents an analysis and discussion of the relationship between AIS alignment and 
type of firms, category of firms, size of firms, age of firms, and years of IT adoption. A 
simple Chi-square test is used to examine the relationship as the independent variables are of 
nominal type. The results of the analysis are displayed in Table 10-7. 
The results in Table 10-7 shows that the two alignment groups only differ significantly in 
terms of size of the firms. The difference is significant at the 90% level. It is observed that 
about 80% of companies in the non-aligned group consists of very small and small size 
firms (between 20 and 150 employees), whereas the aligned group is more proportionate in 
terms of the firm size. The finding implies that companies of bigger size are more likely to 
achieve AIS alignment than companies of smaller size. However, type of firm, category of 
firm, age of firm, and years of IT adoption do not influence AIS alignment. None of these 
variables are found to have significant relationship with AIS alignment. 
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Table 10-7 Alignment groups and other variables 
Organisational variables Non-aligned (149) Aligned (125) Sig. 
Percentage Percentage 
Type of companies: 
Independent 60 61 
Subsidiary 40 39 
Category of firm: 
Engineering 52 53 
Non-engineefing 48 47 
Firm size: 
Very small (20 - 50) 26 31 
Small (51 - 150) 53 38 
Medium (151 - 250) 21 31 
Firm age: 
10 years and below 29 29 
11 - 20 years 37 44 
21 - 30 years 20 16 
31 - 40 years 11 9 
Above 40 years 3 2 
years of IT adoption: 
5 years and below 29 32 
6- 10 years 45 39 
11 - 15 years 23 27 
16 - 20 years 23 
Above 20 years -I 
811 
907 
. 051 
776 
. 686 
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10.6 SUMMARY OF RESEARCH PROPOSITIONS TESTED 
This section presents a summary of the results of tests of research propositions relating to 
the second tier of the research model developed in Chapter Three. The results were based on 
the findings of the analysis presented in earlier sections. The implications of the results will 
be discussed in greater details in Chapter Eleven. 
10.6.1 Environmental Uncertainty and AIS Requirement 
This section discusses findings relating to the relationship between enviromnental 
uncertainty and AIS requirement. The model is reproduced in Figure 10-1. 
Environmental AIS Requirement 
Uncertainty 
Figure 10-1: Environmental Uncertainty and AIS Requirement 
Proposition 4. - 
Finns that operate in a more turbulent and uncertain environment are more likely to have 
higher degree of AIS requirement than those firms that operate in a more stable 
environment 
Based on the finding in Section 10.2, it is reasonable to conclude that the above research 
proposition is partially supported. The finding indicates that there is a positive relationship 
between perceived environmental uncertainty in terms of marketing practices and 
technological evolution and AIS requirement. The significant relationships are found 
between perceived environmental uncertainty and all dimensions of AIS requirement, that is, 
scope, aggregation, integration, and timeliness. However, the relationship between perceived 
environmental uncertainty in terms of action of competitors and product demands appears 
insignificant. 
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10.6.2 Strategic Choice and AIS Requirement 
This section discusses findings relating to the relationship between strategic choice and AIS 
requirement. The model is reproduced in Figure 10-2. 
Strategic Choice I AIS Requirement 
Figure 10-2: Strategic Choice and AIS Requirement 
Proposition 5. 
Firms pursuing prospector-type strategy are more likely to have higher degree of AIS 
requirement than thosefirms pursuing defender-type strategy 
Based on the finding in Section 10.2, there is no evidence to support the research 
proposition. The finding indicates that there is no significant relationship between 
organisational strategic choice and any dimension of AIS requirement. Whilst the results of 
most studies in large firms found a significant positive relationship between strategic choice 
and the requirements for accounting information, the results of this study suggest that the 
impact of strategic choice on AIS requirement could not be applied to the SMEs setting. 
10.6.3 OrganisationaI Structure and AIS Requirement 
This section discusses findings relating to the relationship between organisational structure 
and AIS requirement. The model is reproduced in Figure 10-3. 
Organisational AIS Requirement 
Structure 
Figure 10-3: Organisational Structure and AIS Requirement 
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Proposition 6. 
Finns with more complex structure are more likely to have higher degree of AIS 
requirement than thosefirms with simple structure 
Based on the finding in Section 10.2, there is no evidence to support the research 
proposition. The finding indicates that there is no significant relationship between structural 
complexity and any dimension of AIS requirement. Whilst the results of most studies in 
large firms found a significant positive relationship between organisational structure and the 
requirements for accounting information (e. g. Gordon and Narayanan, 1984; Chenhall and 
Morris, 1986; Mia and Chenhall, 1994; Gul and Chia, 1994), the results of this study suggest 
that the impact of structure, measured by the size of the firm's managerial hierarchy, on AIS 
requirement could not be applied to the SMEs setting. It may be that the structure of the 
SMEs is not as complicated as it is for larger firms, and therefore there is no significant 
impact on the requirements for accounting information. 
10.6.4 IT Sophistication and AIS Capacity 
This section discusses findings relating to the relationship between IT sophistication and 
AIS capacity. The model is reproduced in Figure 10-4. 
IT Sophistication I AIS Capacity 
Figure 10-4: IT Sophistication and AIS Capacity 
Proposition 7. - 
Finns that have more sophisticated IT will have higher degree ofAIS capacity than those 
finns with less sophisticated IT 
Based on the finding in Section 10.3, it is reasonable to conclude that the above research 
proposition is partially supported. The finding indicates that there are significant positive 
relationships between AIS capacity and the number of technologies used, number of 
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applications used, and number of IT planning adopted. Regarding types of processing, the 
finding indicates that a significant positive relationship only exists between AIS capacity 
and the use of online and realtime processing. Significant positive relationships are also 
found between three types of software development, that is, unmodified standard software, 
externally modified standard software and externally custom developed software, and AIS 
capacity. 
10.6.5 AIS Alignment and IT Sophistication 
This section discusses findings relating to the relationship between AIS alignment and CEO 
commitment. The model is reproduced in Figure 10-5. 
IT Sophistication I 
_, 
j AIS Alignment 
Figure 10-5: IT Sophistication and AIS Alignment 
Proposition 8: 
Finns with higher level of IT sophistication are more likely to align their AIS requirement 
and AIS capacity than thosefirms with a low level ofIT sophistication 
Based on the finding in Section 10.4.1, there is enough evidence to partially support the 
research proposition. The finding indicates that there are significant positive relationships 
between AIS alignment and the number of technologies used, number of applications used, 
and number of IT planning adopted. The significant relationships also exist on almost all 
major technologies and applications. Regarding the sources of software, the finding 
indicates that a significant positive relationship only exists between AIS alignment and the 
use of externally custom developed software, whilst no significant relationship found 
between types of processing and AIS alignment. 
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10.6.6 AIS Alignment and CEO Commitment 
This section discusses findings relating to the relationship between AIS alignment and CEO 
commitment. The model is reproduced in Figure 10-6. 
CEO Commitment I 
_, 
j AIS Alignment 
Figure 10-6: CEO Commitment and AIS Alignment 
Propositions 9: 
Finns with high level of CEO's commitment are more likely to have their AIS requirement 
aligned with their AIS capacity than thosefirms that have low level of CEO's commitment 
Based on the finding in Section 10.4.2, there is enough evidence to partially support the 
research proposition. The finding indicates that there are positive relationships between AIS 
alignment and CEOs' participation in IS implementation and CEOs' accounting knowledge. 
Regarding CEOs' IT knowledge, the finding indicates that the positive relationships exist 
between AIS alignment and CEOs' knowledge relating to database, computer-assisted 
production management, and Internet. 
10.6.7 AIS Alignment and External Expertise 
This section discusses findings relating to the relationship between AIS alignment and 
external expertise. The model is reproduced in Figure 10-7. 
External Expertise I 
__j 
AIS Alignment 
Figure 10-7: External Expertise and AIS Alignment 
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Proposition 10: 
Firms that engage external expertise are more likely to align their AIS requirement with 
their AIS capacity than thosefirms that do not engage external expertise 
Based on the finding in Section 10.4.3, there is not enough evidence to support the research 
proposition. The finding indicates that there is no significant relationship between AIS 
alignment and the use of each external expertise, and AIS alignment and the number of 
external expertise used. However, the finding suggests that there are positive relationships 
between AIS alignment and the level of satisfaction relating to the use of consultants and 
vendors. The results of past studies relating the impact of external expertise, such as vendors 
and consultants, on IS success is inconclusive. Whilst some studies found the engagement of 
external expertise contributes to more successful IS implementation (e. g. Yap et al., 1992; 
Thong et al., 1996), others found a negative or insignificant relationship between external 
expertise and IS success (e. g. Lees, 1987; Soh et al., 1992). The results of this study suggest 
that the engagement of external expertise does not contribute to better AIS alignment. The 
absence of any significant relationship may be due to the external expertise lack the 
necessary understanding of their clients' business and AIS requirement. 
10.6.8 AIS Alignment and Internal Expertise 
This section discusses findings relating to the relationship between AIS alignment and 
internal expertise. The model is reproduced in Figure 10-8. 
Internal Expertise AIS Alignment 
Figure 10-8: Internal Expertise and AIS Alignment 
Proposition 11: 
Firms that employ internal expertise are more likely to align their AIS requirement with 
their AIS capacity than thosefirms that do not employ internal expertise 
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Based on the finding in Section 10.4.3, there is enough evidence to partially support the 
research proposition. The finding indicates that significant positive relationships exist 
between AIS aligm-nent and the percentage of group indicating use accounting and IS staff. 
There are also evidences to suggest the significant relationships between AIS alignment and 
the number of qualified accountants, and AIS alignment and the number of accounting 
executives employed by the firms. 
10.7 SUMMARY 
This chapter has examined the relationships between three contingency factors and AIS 
requirement, the relationship between IT sophistication and AIS capacity, and the 
relationship between IT sophistication, CEO commitment, external expertise and internal 
expertise, and AIS alignment. It is discovered that four of the research proposition are 
partially supported and three receive no support. 
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Chapter Eleven 
CONCLUSIONS AND IMPLICATIONS 
11.1 INTRODUCTION 
The previous four chapters discussed data analyses intended to test the research model for 
this study. In this final chapter, the results of the formal empirical tests are summarised and 
discussed from the perspective of their practical and theoretical implications, possible 
limitations, and future extensions. The chapter begins with a general summary of the study's 
findings and their contribution to existing knowledge. In the sections that follow, these 
findings are discussed in terms of their implications for researchers and practitioners in the 
field of accounting and IS. The chapter concludes by identifying possible limitations and 
outlining avenues of future inquiry within these areas. 
11.2 SUMMARY AND CONTRIBUTION OF RESEARCH FINDINGS 
In general, this research has focused on the following questions: (1) What are the 
requirements for accounting information in SNIEs? (2) What are the factors that influence 
AIS requirement in SMEs? (3) What is the impact of the different level of IT sophistication 
on AIS capacity in SMEs? (4) To what extent does AIS capacity match the AIS requirement 
of SMEs? (5) What are the factors that influence the alignment between AIS requirement 
and AIS capacity in SMEs? (6) What is the impact of aligning AIS requirement and AIS 
capacity on the success of IS implementation of SMEs? (7) What is the impact of aligning 
AIS requirement and AIS capacity on the overall performance of SMEs? and (8) What is the 
relationship between IS success and performance of SMEs? In the sections that follow, each 
of these issues is discussed in terms of existing knowledge and the contribution of this 
study's results in furthering understanding in the area. 
280 
Conclusions 
11.2.1 AIS requirement 
According to Mitchell et al. (2000), accounting information can help SMEs to manage short- 
term problems in areas such as costing, expenditure and cash flow, by appropriate 
monitoring and control. Further, it can help firms operating in a dynamic and competitive 
environment, to integrate operational considerations within long-term strategic plans. Whilst 
the works of Mitchell et al. (2000) and Perren and Grant (2000), which were largely based 
on case studies, suggested that information handling in SMEs could be sophisticated, results 
from other empirical studies indicated that strategic accounting information usage among 
these sorts of firms is still minimal. Accounting information produced by the firms is 
consistently based on a conventional financial statement framework (e. g. Holmes and 
Nicholls, 1988; McMahon and Davies, 1994; Palmer, 1994; Mairead, 1997), which presents 
no more than a formal, historical picture of a business. Therefore, rather than continuing to 
investigate the level of accounting information usage among the firms, this study explores 
how well SMEs managers understand and appreciate what the currently available accounting 
information can do to assist in making business decisions. It then examines how contextual 
factors such as environmental uncertainty, strategic choice and structural complexity relate 
to the level of AIS requirement. 
Based on a large sample of manufacturing-based SMEs, this study showed that most of the 
firins perceived all accounting information characteristics listed in the survey as being 
irnportant for their business. The importance of this finding is that it suggests that while the 
results of previous studies indicated that the level of strategic accounting information usage 
in SMEs is still minimal, the managers of SMEs are actually aware of what the currently 
available accounting information can do to assist them in making business decisions. 
However, SMEs often face a lack of resources to generate the required information, which 
explains why many of the firms still rely on the narrower scope of historical and financial- 
related accounting information to make business decisions. 
This study also showed a significant positive relationship between perceived environmental 
uncertainties, in particular changes of marketing practices and rate of technological change, 
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and AIS requirement. The finding is consistent with the results of previous studies, which 
suggests that SMEs operating in an uncertain environment are more likely to require more 
strategic accounting information than SMEs operating in a more stable environment. 
However, unlike larger organisations, strategic choice and structural complexity do not have 
significant effect on the level of AIS requirement in SMEs. 
11.2.2 AIS capacity 
IT is one of the mechanisms that can be used to increase information processing capacity of 
an organisation (Daft and Lengel, 1986; El Louadi, 1998). For instance, El Louadi (1998) 
found the level of IT sophistication has a direct effect on the amount of external and internal 
information provided. Results from prior studies have also shown that IT adoption has 
grown tremendously within SMEs. However, very few of the resulting systems have had 
significant impact on the way management makes decisions. Many of the firms used IT 
rnainly to support operational and administrative tasks (Raymond and Magnenat-Thalman, 
1982; King et al., 1991; Hagman and McCahon, 1993). Whilst the previous section provides 
empirical evidence of the importance of accounting information among SMEs, this section 
explores the extent to which computer-based IS support AIS requirement in SNI[Es. It also 
examines how IT sophistication level relates to the level of AIS capacity. 
This study showed the mean rating for the availability of accounting information (i. e. AIS 
capacity) is lower than the mean rating for the requirement of accounting information (i. e. 
AIS requirement), close to mid-scale value on all except four cases. Frequency of reporting 
was rated available, whilst what-if analysis, non-economic and external information were 
rated limited availability. 
Using a cross-tabulation technique, this study identified varying degrees of alignment 
between AIS requirement and AIS capacity for different information characteristics. 
]Frequency of reporting, summary reports-organisation, temporal reports, summary reports- 
sections, speed of reporting, sectional reports and non-financial production were the most 
aligned information, whilst effects of events on functions, non-financial marketing, what-if 
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analysis, sub-unit interactions, non-economic and external were the least aligned 
information. 
The importance of this finding is that it suggests that while companies in the sample 
perceived strategic accounting information as being important for their business, many of 
them felt that their computer-based IS were not fully capable of generating the information 
required. While there is a high degree of alignment for some information, the mismatch is 
more apparent for other information. 
This study also found a significant positive relationship between IT sophistication and AIS 
capacity. IT sophistication is conceptualised on four dimensions, namely, technological 
support, information content, functional support, and management practices. The finding 
suggests that SMEs with more sophisticated IT, particularly in terms of the number of 
technologies and applications used, and some aspects of IT planning and software 
development, have more available information than SMEs with less sophisticated IT. 
11.2.3 AIS alignment 
The previous two sections provide empirical evidence for the requirement for and 
availability of strategic accounting information in SNIEs. This section specifically focused 
on the alignment between AIS requirement and AIS capacity, or referred to as 'AIS 
alignment'. According to Galbraith (1977), the match between the information demanded 
and the information provided is considered to be an antecedent to organisational 
effectiveness. 
AIS alignment in SMEs 
This study has successfully distinguished groups of SMEs based on the alignment of 19 
accounting information characteristics using the matching and moderation approaches of 
measuring alignment. Using cluster analysis, this study found three groups of SMEs for both 
approaches, which are labelled as 'aligned', 'moderate' and 'non-aligned'. In each case, the 
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aligned group has a high degree of alignment between AIS requirement and AIS capacity on 
all 19 information characteristics. The moderate group has a moderate degree of alignment, 
whilst the non-aligned group has a mis-match on all 19 information characteristics. These 
groups have been thoroughly validated to ensure that they are distinct, stable and 
meaningful. 
The importance of this finding is that it provides empirical evidence of the alignment 
between the requirement for accounting information and the availability of that information 
in SMEs. Furthermore, the finding of this study indicates that less than half of the sample 
Malaysian SMEs in the manufacturing sector seems to achieve a high degree of alignment 
between AIS requirement and AIS capacity. Many of the firms either achieve a moderate 
degree of alignment or do not align their AIS requirement and AIS capacity. 
11.2.3.2 Measurement of AIS alignment 
According to Venkatraman (1989), there are various ways of measuring fit or alignment. 
Choosing the appropriate method depends on the specificity of the theoretical relationships 
and whether the concept of fit is anchored to a particular criterion. Cragg et al. (2002) 
rneasures fit between IT strategy and business strategy by using the matching and the 
moderation approach. 
Similar to Cragg et al. (2002), this study explores AIS alignment based on the matching and 
the moderation approaches. These simple approaches of measuring AIS alignment are 
adopted since both have been used by a number of researchers in both accounting and IS 
literatures, while other approaches are still in their exploratory stages and require further 
development (Cragg et al., 2002). The modelling of AIS alignment produced some 
interesting research insights. Empirical support was apparent for both approaches of 
measuring AIS alignment when tested with performance. However, when tested with IS 
success, only the moderation approach was significant. 
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11.2.4 The relationship between AIS alignment and organisational performance 
The main thrust of this study is to examine the relationship between the level of AIS 
alignment and organisational performance in the specific context of SMEs. This study 
adopts the Khandwalla's (1977) measures of subjective performance based on the firm's 
ability relative to its competitors related to long-term profitability, availability of financial 
resources, sales growth, and image and client loyalty. 
Based on the two sets of three distinct groups of SMEs derived from the cluster analysis 
using the matching and moderation approaches, this study found a significant positive 
relationship between AIS alignment and organisational performance. It is also observed that 
modelling AIS alignment as moderation (interaction between AIS requirement and AIS 
capacity) produces better results than modelling AIS alignment in terms of a simple match 
(difference between AIS requirement and AIS capacity). While causal links cannot be 
deduced from this research, the results indicate that SNIEs that are aligned on their AIS 
requirement and AIS capacity achieved better organisational performance than SMEs that 
are not aligned their AIS requirement and AIS capacity. This finding is consistent with Chan 
et al. (1997) and Cragg et al. (2002) who found companies with higher degree of IT 
alignment (alignment between IT strategy and business strategy) performed better than 
companies with lower degree of IT alignment. However, it should be noted that, while this 
study strongly supports the moderation approach and only partially supports the matching 
approach, Chan et al. (1997) and Cragg et al. 's (2002) findings only support the moderation 
approach when tested with performance. Chan et al. (1997) and Cragg et al. 's (2002) studied 
IT alignment where the synergy (measured by the moderation approach) rather than a simple 
match between business strategy and IT strategy was found to have linked with 
organisational performance. This study explored AIS alignment where not only the synergy 
but also the match between AIS requirement and AIS capacity were found to have linked 
with performance. This finding indicates that not only a high AIS requirement and a high 
AIS capacity combination would contribute to better performance but also a low AIS 
requirement and a low AIS capacity combination. The reason is that a mis-match between 
these two variables, either by having less information than required or more information 
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than required (information overload), would hamper the performance. However, the findings 
of this study also suggest that, while a match between AIS requirement and AIS capacity is 
also important, the synergy between these two variables is clearly more important in 
enhancing organisational performance. 
11.2.5 The relationship between AIS alignment and IS success 
Adopting DeLone and McLean's (1992) model of IS success, this study also examines the 
relationship between AIS alignment and IS success. Based on the two sets of three distinct 
groups of SMEs derived from the cluster analysis, this study found a significant positive 
relationship between AIS alignment modelled as moderation approach and all six 
dimensions of IS success. While causal links cannot be deduced from this research, the 
results indicate that SMEs that are aligned on their AIS requirement and AIS capacity felt 
their computer-based IS are more successful in terms of, systems quality, information 
quality, information use, user satisfaction, individual impact, and organisational impact, than 
SMEs that are not aligned their AIS requirement and AIS capacity. However, the result of 
the matching approach shows that the significant relationship only exists between AIS 
alignment and one dimension of IS success, that is, systems quality. Contrary to the impact 
of AIS alignment on performance discussed earlier, this finding suggests that the synergy 
between AIS requirement and AIS capacity is clearly more important than a simple match 
between AIS requirement and AIS capacity when tested with IS success. 
11.2.6 The relationship between IS success and organisational performance 
Past studies have struggled to show a direct impact of IT on performance. Many have 
suggested that the impact of IT on performance may not be a direct one but may be 
intermediated by other factors (e. g. Raymond et al., 1995; Shin, 2001; Cragg et al., 2002). 
This study has found a significant positive relationship between AIS alignment and IS 
success and AIS alignment and organisational performance. This section discusses the 
relationship between IS success and organisational performance. The results of a Pearson 
correlation analysis showed that significant positive relationships exist between 
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organisational performance and four dimensions of IS success, that is, systems quality, 
inforination quality, individual impact, and organisational impact. However, the relationship 
between performance and the level of information usage and user satisfaction are not 
significant. The importance of this finding is that it suggests that SMEs that aligned their 
AIS requirement and AIS capacity would achieve greater success in their IS implementation, 
in particular greater systems quality, information quality, individual impact, and 
organisational impact, which would subsequently achieve better organisational success. 
11.2.7 The relationship between IT context and AIS alignment 
This section summarises and discusses the results of analyses of the relationship between IT 
contextual factors and AIS alignment. For this purpose, two special alignment groups 
created in Chapter Eight, which are, the 'aligned' group and the 'non-aligned' group were 
compared for each variable. 
11.2.7.1 AIS alignment and IT sophistication 
This study has found a significant positive relationship between IT sophistication and AIS 
capacity. This section discusses the relationship between the level of IT sophistication and 
the degree of AIS alignment. The findings of this study indicate that there are positive 
associations between AIS alignment and the number of technologies employed, the number 
of applications used, and the number of IT planning adopted. It was found that SMEs which 
achieved a high level of AIS alignment are more likely to adopt technologies like database 
systems, accounting applications, computer-assisted production management, computer- 
aided manufacturing, and external network. The aligned firms are also more likely to use 
sophisticated applications like billing, order entry, purchasing, inventory, production 
planning, cost accounting, financial accounting, financial analysis, budgeting, project 
management, production variances, budget variances, modelling, and personnel 
management. More common applications like general ledger, accounts receivable, accounts 
payable and payroll were used by both aligned and non-aligned firms. 
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The importance of this finding is that it suggests that SMEs that achieve higher levels of 
alignment between AIS requirement and AIS capacity adopt certain approaches in IT 
utilisation. The aligned firms adopted more sophisticated technologies and applications, 
employed certain IT planning, used externally custom-developed software, and therefore are 
more able to meet organisational information requirement than the less aligned firms. 
However, the finding does not necessarily imply using more sophisticated technology would 
lead to alignment. 
AIS alignment and CEO commitment to IT 
Prior studies in both large and smaller organisations have found that top management is one 
of the critical factors that contribute to IS success. In SMEs setting, CEO is the best person 
to identify factors that are critical to the business and areas where IT will have the best 
payoff. The findings of this study suggest that there is a significant positive relationship 
between CEO's accounting knowledge and AIS alignment. This study also found a 
significant positive relationship between the degree of AIS alignment and the CEO's 
knowledge of software, particularly more sophisticated software such as database, 
computer-assisted production management, and Internet searching. Finally, this study found 
a significant positive relationship between CEO's participation in IS implementation and 
AIS alignment. Hussin et al. (2002) failed to find a significant relationship between CEO's 
involvement and IT alignment in SMEs. According to Jarvenpaa and Ives (1991), 'executive 
participation' refers to the CEO's activities or substantive personal interventions in the 
nianagement of IT, whereas 'executive involvement' is concemed with the psychological 
state of the CEO, reflecting the degree of importance placed on IT by the CEO. Results from 
Jarvenpaa and Ives's (1991) study, which are based on a sample of large organisation, 
showed that executive involvement is more strongly associated with the firms' progressive 
use of IT than executive participation. Therefore, the findings of this study suggest that, 
unlike larger organisation, CEO participation is more important than CEO involvement in 
the context of SMEs. 
288 
Conclusions 
11.2.7.3 AIS alignment and external expertise 
Many past studies have found that SMEs are more dependent on external experts for IT 
utilisation than their larger counterparts due to the resource poverty situation that most 
SMEs are generally in. Therefore, this study has included the variable on external expertise 
related to the advices sought from IT vendors, IT consultants, accounting firms, and 
government agencies to explore its link with AIS alignment. However, the evidence 
provided by this study suggests that there is no significant relationship between the degree 
of AIS alignment and the use of each of that external IT expertise. 
The importance of this finding is that it suggests that while the use of external IT expert may 
contribute towards greater IT adoption and more successful IS implementation, the success 
of the projects may not necessarily result in better AIS alignment. Merely engaging external 
IT expert does not guarantee success (Thong et al., 1994). It is not just the engagement of 
external expertise that is important but more the capability, experience and effectiveness of 
these experts in providing IT assistance to the SMEs (Soh et al., 1992). Furthermore, as 
DeLone (1988) and Schleich et al. (1990) suggested, top management's involvement and 
understanding is also a crucial factor that contributes towards the successful implementation 
of computerisation projects in SMEs. 
11.2.7.4 AIS alignment and internal expertise 
Other than external IT experts, this study has also included the variable on internal expertise 
related to accounting and IS support to explore its link with AIS alignment. The findings of 
this study suggest that there is a significant positive relationship between the degree of AIS 
alignment and the percentage of internal experts employed by SMEs. Firms that are hiring 
more accounting and IT staff are more aligned than firms that are hiring less accounting and 
IT staff. This study also found a positive relationship between AIS alignment and the 
number of qualified accountant and accounting executive employed by the firms. However, 
no significant relationship was found between AIS alignment and the number of system 
rnanagcr, system analyst, and programmer hired by the firms. 
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The importance of these findings is that it provides empirical evidence of the importance of 
internal experts in achieving AIS alignment in SMEs. The finding suggests that SMEs that 
rely on their own internal experts are more likely to be able to tailor their IT applications to 
the needs of the organisation. It also suggests that the number of senior internal accounting 
experts is more important than the number of internal IT experts in achieving AIS 
alignment. In conclusion, AIS alignment can be achieved with or without the assistance of 
external experts but certainly not without internal experts. 
11.3 IMPLICATIONS FOR RESEARCH 
The implications of this study for current and continuing research efforts within accounting, 
IS, and SMEs can be divided into methodological issues and theoretical issues. 
Methodological issues are concerned with the implications of the research design on future 
empirical efforts, while theoretical issues are concerned with the specific implications of the 
study's findings for existing theory related to accounting, IS, and SMEs. 
11.3.1 Methodological issues 
The contribution of this study related to methodological issues are discussed below: 
11.3.1.1 Validation of the measurement of AIS alignment 
Prior literature has encouraged researchers to examine alignment using many different 
perspectives of fit. It has also highlighted differences between the matching and the 
moderation perspectives. This study has successfully validated the measurement of AIS 
alignment using the moderation and the matching approaches in the context of SMEs. 
Similar to Chan et al. (1997) and Cragg et al. (2002), this study provided evidence of 
inconsistent results from the two measurement approaches. For example, the matching 
perspective indicated low alignment for future events information, while the moderation 
perspective rated its alignment as moderate. An inspection of cross-tabulation data for this 
290 
Conclusions 
information reveals a high requirement and a low capacity combination. This combination is 
treated as a low degree of alignment under the matching perspective, whilst the high 
requirement would neutralise the low capacity for future events under moderation 
perspective and thus produce a moderate alignment score. The findings of this study also 
showed that the moderation perspective is more consistent with the results of cross- 
tabulation technique than the matching perspective. 
11.3.1.2 Validation of the measurement of AIS design 
While instruments to measure AIS design in large organisations are available, such 
instruments in the context of SMEs are limited and often restricted to conventional financial 
statement frameworks. Gul (1991) represents a first attempt to validate a comprehensive AIS 
design instrument adapted from a large business study to the small business context. The 
instrument originally developed by Chenhall and Morris (1986) was modified and tested 
among 42 light engineering small business organisations with between 10 and 100 
employees in Canada. This study, which is based on a large sample of manufacturing-based 
SMEs in Malaysia with employees between 20 and 250, also used a modified version of the 
instrument developed by Chenhall and Morris. The modified instrument was pre-tested with 
academics, research students, SMEs managers, and also pilot tested with SMEs managers. 
The Cronbach alpha statistic for the overall scale for AIS requirement and AIS capacity was 
0.9354 and 0.9419 respectively. The result implies that Chenhall and Morris's instrument 
with some modifications can be applied to the SMEs setting. 
11.3.1.3 Validation of the measurement of strategic choice 
Many studies adopted Miles and Snow's (1978) typology used cases to identify 
organisational strategic choice where respondents were asked to choose a case that most 
reflect their strategy (e. g. Snow and Hrebiniak, 1980; Abernethy and Guthrie, 1994; Chong 
and Chong, 1997). Others used a likert-type or a semantic differential scale to identify the 
strategic choice (e. g. Segev, 1978; Shortell and Zajac, 1990; Croteau and Bergeron, 2001). 
This study chose a semantic differential scale to identify the two strategic choices of the 
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sample companies, which are, the defender and the prospector. This study has included 
various aspects of strategy measures as reflected in the typology. After pre-testing the 
instrument with SMEs managers, eight questions related to firm's product, market, 
technology, and administrative strategies are included. Statements on the left-hand side 
represent the characteristics of a prospector-type strategy, while statements on the right-hand 
side represent the characteristics of a defender-type strategy. Respondents were asked to 
indicate using a five-point scale the extent to which their firms' business strategies incline to 
one or other of each pair of statements. The Cronbach alpha statistic for the overall scale of 
the strategic choice variable was 0.8192, and generally accepted as representing good 
reliability (Nunnaly, 1978; Litwin, 1995). The instrument can be further validated in other 
SME settings by future research. 
11.3.1.4 Interaction of key variables 
In the past, contingent-based accounting studies focused on the alignment between AIS 
design and contextual factors such as environmental uncertainty, strategic choice and 
organisational structure, mostly in large organisations. Many have also investigated the 
impact of aligning AIS design and contextual factors on managerial performance. Similarly, 
contingent-based IS studies also focused on the impact of aligning IT and contextual factors 
on performance. None has attempted to investigate the alignment between AIS requirement 
and AIS capacity and its impact on organisational. performance. Using information 
processing theory, which is one of several theories that can be classified as a contingency 
theory as a theoretical foundation, this study has developed a comprehensive model for a 
study of accounting and IS. Using a quantitative approach in examining the interaction 
between variables, this study has empirically established the link between these factors in 
SMEs setting. 
11.3.2 Theoretical issues 
This study has expanded on the following theoretical issues: 
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Accounting and Information Technology 
Many previous studies have investigated the issues of accounting information usage and IT 
sophistication in SMEs but almost always separately. Using information processing theory 
as a theoretical foundation, this study represents a first attempt to investigate these two 
important issues in a single study. The findings of this study suggest that while companies in 
the sample perceived strategic accounting information as being important for their business, 
many of them felt that their computer-based IS are not capable of generating the information 
required. While there is a high degree of alignment for some information, the mismatch is 
more apparent for other information. This suggests that firms are putting different IT 
strategies on different information. Future studies could focus on specific accounting 
infon-nation to understand how each is supported by IT. Maybe some information is easier to 
support with IT or firms may be targeting IT at specific information. 
11.3.2.2 AIS alignment and SMIEs 
Most previous research on IT and SMEs suggests that SMEs lack strategic planning, 
particularly in the area of IT utilisation. The findings of this study have provided empirical 
evidence that more than a third of SMEs in the sample implement strategic planning to some 
extent, which is reflected in the high degree of alignment between AIS requirement and AIS 
capacity. However, the low and moderate AIS alignment of many firms implies different 
levels of IT planning. This suggests that firms are doing things differently, so the process of 
alignment between AIS requirement and AIS capacity deserves further study. 
11.3.2.3 AIS alignment and performance 
Cragg et al. (2002), which represents a first attempt to explore IT alignment in SMEs, found 
a positive association between alignment and organisational performance. This study 
explored the alignment between AIS requirement and AIS capacity and examined its impact 
on performance. Similar to Cragg et al. (2002), the findings of this study suggest a positive 
relationship between AIS alignment and organisational performance. However, whilst Cragg 
et al. 's (2002) study only supports the moderation approach, this study supports both the 
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moderation and matching approaches. Cragg et al. (2002) suggest that it is useful to view IT 
alignment as the interaction between business strategy and IT strategy, rather than the 
simple match between the two. The findings of this study suggest that this differences is not 
as obvious when aligning AIS requirement and AIS capacity. Therefore, further research is 
required to explain the somewhat contradictory findings. 
11.3.2.4 AIS alignment and IS success 
Whilst this study supports both the moderation and matching approaches of measuring AIS 
alignment when tested with performance, it only supports the moderation approach when 
tested with IS success. These findings suggest while the synergy and the match between AIS 
requirement and AIS capacity both contribute to better organisational performance, only the 
synergy between AIS requirement and AIS capacity contribute to the success of IS 
implementation. The different impact of AIS alignment on performance and IS success 
inight be attributed to the responses regarding IS success that were somewhat user specific, 
as opposed to company specific as in the case of organisational performance. 
11.3.2.5 Interaction of key variables 
An important aspect of this study is the establishment of an empirically based framework 
integrating contingency factors and AIS requirement, IT sophistication and AIS capacity, IT 
contextual factors and AIS alignment, AIS alignment and IS success, AIS alignment and 
organisational performance, and IS success and organisational performance in the context of 
small and medium sized organisations. This is important because the findings of the study 
can provide meaningful empirical input towards future effort to establish a theory to relate 
strategic use of accounting information, IT as an important information processing 
mechanism and organisational performance of SMEs. 
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11.4 IMPLICATIONS FOR PRACTICE 
The findings of this study present interesting implications for SMEs managers. The most 
important of these are highlighted below: 
11.4.1 The importance of AIS alignment 
This study demonstrates that alignment between AIS requirement and AIS capacity is 
clearly linked to organisational. performance. The findings imply that either high performing 
firms are good at aligning IT with their information needs, or that AIS alignment influences 
organisational performance. The latter possibility, that is, AIS alignment influences 
performance, suggests that SMEs can benefit from AIS alignment. Therefore, SMEs need to 
spent more time on analysing and scrutinising environmental changes to identify their 
accounting information requirement, and then give high priority to IT projects that could 
support their information needs. For example, growing firms operating in a dynamic and 
competitive environment would require more broad scope and strategic accounting 
information, and therefore more sophisticated IT to generate the information. On the other 
hand, mature firms operating in a stable environment would require less sophisticated IT, as 
they need less information. Misalignment between information needs and information 
processing capacity would only hamper performance. 
While this study supports both the moderation and matching approaches when tested with 
performance, the findings suggest that it is more useful to view AIS alignment as the 
interaction between AIS requirement and AIS capacity than the simple match between the 
two. This study also found that synergy rather than a simple match between AIS requirement 
and AIS capacity that contribute to the success of IS implementation. This suggests that 
SMEs should aim to support their critical information with IT, rather than attempt to support 
all information. For example, if aggregated and timely information are the critical 
information, then managers should make sure that their computer-based IS is capable to 
generate the information. 
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11.4.2 Technological development 
This study demonstrates that IT sophistication is positively associated with AIS capacity. As 
suggested by Huber (1990), the finding implies that use of advanced IT leads to more 
available and more quickly retrieved information, including external information, internal 
information, and previously encountered information, and thus leads to increased 
information accessibility. Therefore, to exploit strategic opportunities from IT, SMEs must 
be willing to invest in additional IT resources to realise changes. However, it should be 
emphasised that priority should be given not only to technological aspects but also 
informational, functional and managerial sophistication. It is very important that firms first 
understand their informational requirement, then how to deploy functional elements of the 
IT resources, as well as on how to manage the technological infrastructure within the firm in 
order to exploit the full potential of the technology. However, since SMEs are limited in 
their resources, the firms need only focus their attention on critical information rather than 
wasting their scarce resources to support all information. 
11.4.3 CEO commitment 
This study demonstrates that CEO accounting knowledge, CEO software knowledge, and 
CEO participation during IS implementation are associated with the ability to align AIS 
capacity with AIS requirement. Therefore, SMEs managers should equip themselves with 
proper knowledge of both financial accounting and management accounting, particularly 
information that is critical to the organisation. At the same time, they should also consider 
improving their knowledge of software, particularly more sophisticated software such as 
database, computer-assisted production management, and Internet searching. With proper 
accounting and software knowledge, the managers would be able to actively participate in 
the management of IT of their organisations. 
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11.4.4 Internal expertise 
Finally, this study also demonstrates that the percentage of internal experts employed by 
SMMs is positively associated with the ability to align AIS capacity with AIS requirement. 
Whilst many previous studies indicate that engagement of external IT expert contributes 
towards the success of IS implementation, the findings of this study demonstrate that 
engaging external experts does not necessarily result in better AIS alignment. This suggests 
that SMEs should give priority to in-house expertise, particularly accounting experts, as they 
know best the business than the external IT experts. Accounting staff can help identify 
organisational accounting information needs and then work together with IT staff to align 
the informational requirement with information processing capacity. 
11.5 LIMITATIONS AND SUGGESTIONS FOR FUTURE RESEARCH 
In appraising the findings of this study, it is important to interpret the results in the light of 
the following limitations: 
It is important to note that this study is based on a survey, which is cross-sectional in nature. 
This approach has its shortcoming as it captures a situation or an event at a point in time. 
This shortcoming may be embedded in the data gathered from the mail survey. For exarnple, 
the effect of AIS alignment on organisational performance was measured at a point in time, 
where the impact of aligning AIS capacity with AIS requirement may not have been fully 
realised in terms of performance unless the computer-based IS had been implemented well 
before the study. Future research could employ a more qualitative approach, such as a case 
study or a longitudinal study. In addition, the sample of this study was drawn from one 
industry, i. e. manufacturing sector in Malaysia, and generalising the results to other SMEs 
should be viewed with caution. 
Secondly, this study focused on subjective performance measures, where respondents were 
asked to compare their firm performance to similar ones in their industry or region. 
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However, managers' perception may not capture the actual performance of the firm. 
Therefore, where possible, future research could measure performance in terms of objective 
measures such as return on investment (ROI) or return on assets (ROA). Alternatively, 
future research could also employ both approaches for comparison. 
Thirdly, this study measured AIS alignment based on the matching and moderation 
perspectives, where AIS requirement variables are developed in parallel to AIS capacity 
variables. Future research could explore other ways of measuring fit, such as a profile 
deviation approach or a gestalt approach, which are more holistic, or incorporate various 
approaches so that it can provide a triangulation of the measures. 
Fourth, whilst the results of cluster analysis based on the two approaches of measuring fit 
clearly indicate that SMEs with a higher degree of AIS alignment performs better than 
SMEs with a lower degree of AIS alignment, it is surprising that the results of multiple 
regression show that the relationship AIS capacity and performance is stronger than the 
relationship between AIS alignment and performance. A comparison of the cluster solutions 
for the matching and moderation approaches indicates that regardless of the level of AIS 
requirement, companies that have a high degree of AIS alignment are those with high level 
of AIS capacity. The fact that most of the companies in the sample perceived all AIS 
requirement items as being important might explain the finding. Therefore, further research 
is required to further explore the impact of AIS alignment on performance. 
Another limitation of the study concerns the cause and effect relationship between AIS 
alignment and organisational performance. In this empirically-based study, the research 
rnodel developed provides a way of viewing the world, but at the same time makes the 
research feasible by simplifying things somewhat. In the complex real world of business, 
there are potentially other factors that could influence AIS alignment and organisational 
perfon-nance. A cross-sectional study such as this cannot prove cause and effect 
relationships. 
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The final limitation relates to the sample bias that might affect the generalisation of the 
findings. As discussed in Chapter Four, the sample was selected from the Federation of 
Malaysian Manufacturers (FMM) and thus may not represent all SMEs in Malaysia. There 
are potential differences in the levels of IT sophistication and accounting information 
practices between members and non-members of the FMM. The reason is that members of 
the FMM have access to many benefits and services offered by FMM. Another potential bias 
relates to the profiles of respondents, in particular the position of the respondents. As 
discussed in Chapter Six, despite the use of personalised cover letters and addresses, only 35 
percent of the respondents were the Chief Executive Officers of the firms. The remaining 65 
percent were divided between senior managers, managers, and other lower level positions 
(22%, 30% and 13% respectively). The results of Kruskal-Wallis test on sixty major 
research variables indicated no particular patterns of the significant variables. However, the 
results of Kruskal-Wallis test on the respondents' levels of accounting and IT knowledge 
indicated that there are significant differences between the groups on the knowledge of 
management accounting techniques, wordprocessing, spreadsheet, and database. Another 
potential bias relates to the age of respondents. As discussed in Chapter Six, 50 percent of 
the respondents were below 40 years old. The fact that only 57 percent of the respondents 
had senior positions explains the relatively young age of respondents. Similar to the 
positions of respondents, the results of Kruskal-Wallis test on sixty major research variables 
indicated no particular patterns of the significant variables. However, the results of Kruskal- 
Wallis test on the respondents' levels of accounting and IT knowledge indicated that there 
are significant differences between different age group of respondents and knowledge of 
spreadsheet, database, accounting applications, and the Internet. These differences might 
influence the respondents' answer to the questions relating to AIS design and IT 
sophistication. 
11.6 CONCLUDING REMARKS 
The evolution of IT over the last decades enables the implementation of new accounting 
models, which makes possible for AIS to capture information beyond the traditional 
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accounting data. Whilst results from recent IS studies indicate that strategic IT planning has 
gained wider acceptance in SMEs, results from accounting studies suggest that historical and 
financial related information remain the principle source of information for the firms. 
Therefore, research that measures AIS requirement and AIS capacity, and the alignment 
between the two important variables will deepen current understanding of the requirement 
for more strategic accounting information and how effective IT planning is carried out in 
SNMs. Reviews of accounting and IS literature indicate that many studies have examined 
the impact of aligning AIS design and contingency factors on performance or the impact of 
aligning IT and contingency factors on performance, but almost always in large 
organisations. Furthermore, none has attempted to examine the relationship between AIS 
requirement and AIS capacity, and its impact on performance. Using information processing 
theory as a theoretical foundation, this study is the first to propose and measure AIS 
alignment in SMEs. The findings of this study provide substantial contributions to our 
understanding of the requirement for strategic accounting information and the information 
processing capabilities in SMEs. Using two different perspectives of fit (matching and 
moderation), it also gains evidence of the importance of AIS alignment in SMEs. The 
findings could foster strategic planning for IT in SM[Es, and encourage researchers to further 
examine the links between AIS requirement and AIS capacity in SMEs. 
300 
References 
REFERENCES 
A 
Abernethy, M. A. and Guthrie, C. H. (1994). An empirical assessment of the "fie' between 
strategy and management information system design, Accounting and Finance, 34, p. 49-66. 
Al-Mushayt, O. S. (2000). An empirical investigation of factors influencing the successful 
treatment of organisational issues in information systems development, Unpublished PhD 
Theses, Loughborough University, UK. 
Alpar, P. and Ein-Dor, P. (1991). Major IS concerns of entrepreneurial organisations, 
Information & Management, 20, p. 1-11. 
Annstrong, J. S. and Overton, T. A. (1977). Estimating nonresponse bias in mail surveys, 
Journal of Marketing Research, 14, p. 396-402. 
Anonymous (1998). The statutory accounts of smaller companies: A burden or an aid to 
business? Management Accounting, February, p. 50-52. 
B 
Ballantine, J., Bonner, M., Levy, M., Martin, A., Munro, L. and Powell, P. L. (1996). The 3- 
D model of information systems success: the search for the dependent variable continues, 
Information Resources Management Journal, 9(4), p. 5-14. 
Ballantine, J., Levy, M. and Powell, P. (1998). Evaluating information systems in small and 
medium-sized enterprises: Issues and evidence, European Journal of Information Systems, 
7, p. 241-25 1. 
Barras, R. and Swann, J. (1984). ne Adoption and Impact of IT in the UK Accountancy 
Profession, The Technological Change Centre, London. 
Berdie, D. R., Anderson, J. F. and Neibuhr, M. A. (1986). Questionnaires: Design and Use, 
2 nd Ed., New Jersey: Scarecrow Press. 
Bergeron, F. and Raymond, L. (1992). Planning of information systems to gain a 
competitive advantage, Journal of Small Business Management, 30(l), p. 21-26. 
Bergeron, F. Raymond, L. and Rivard, S. (2001). Fit in strategic information technology 
management research: an empirical comparison of perspectives, OMEGA 77? e International 
Journal of Management Science, 29, p. 125-142. 
301 
References 
Blili, S., and Raymond, L. (1993). Information technology: Threats and opportunities for 
small and medium-sized enterprises, International Journal of Information Management, 
13(6), p. 439-448. 
Bolon, D. S. (1998). Information processing theory: Implications for health care 
organisations, International Journal of Technology Management, 15, p. 211-22 1. 
Booth, P., Matolcsy, Z., and Wieder, B. (2000). The impacts of enterprise resource planning 
systems on accounting practice - The Australian experience, Australian Accounting Review, 
10(3), p. 4-18. 
Boritz, J. E. (1999). The Accounting Curriculum and IT, 
http: //www. ifac. org/StandardsAndGuidance/Education/IEG1 1 -Undate. html 
Bourque, L. B. and Fielder, E. P. (1995). How To Conduct Self-Administered and Mail 
Surveys, London: SAGE Publications. 
Brecht, H. D. and Martin, M. P. (1996). Accounting information systems: The challenge of 
extending their scope to business and information strategy, Accounting Horizons, 10(4), p. 
16-22. 
Bridge, J. and Peel, M. J. (1999). Research note: A study of computer usage and strategic 
planning in the SME sector, International Small Business Journal, 17(4), p. 82-87. 
Bryman, A. and Cramer, D. (2001). Quantitative Data Analysis with SPSS Release 10for 
Windows: A guidefor social scientists, East Essex: Routledge. 
Bums, W. J., Jr. and Waterhouse, J. H. (1975). Budgetary control and organisation structure, 
Journal ofAccounting Research, Autumn, p. 177-203. 
Burton, D. (2000a). Sampling strategies in survey research. In Burton, D. (Ed. ) Research 
Trainingfor Social Scientists, London: SAGE Publications, p. 306-319. 
Burton, D. (2000b). Data collection issues in survey research. In Burton, D. (Ed. ) Research 
Trainingfor Social Scientists, London: SAGE Publications, p. 320-334. 
C 
Carr, J. G. (1985). Infonnation Technology and the Accountant, Grower Publishing 
Company Limited, England. 
Carr, J. G. (1987). IT and the Accountant, a Comparative Study, Certified Accountant 
Publications for ACCA, London. 
302 
References 
Chan, K. F. and Kelvin, A. (1990). Computer application by small and medium scale 
industry in Hong Kong, International Conferences on Small and Medium Scale Enterprises, 
Universiti Utara Malaysia, 1, (1) 255. 
Chan, Y. E., Huff, S. L., Barclay, D. W., and Copeland, D. G. (1997). Business strategic 
orientation, information systems strategic orientation, and strategic alignment, Information 
Systems Research, 8(2), p. 125-150. 
Chatfield, C. (1988). Problem Solving: A Statistician's Guide, London: Chapman & Hall. 
Chau, P. Y. K. (1995). Factors used in the selection of packaged software in small businesses: 
Views of owners and managers, Information & Management, 29, p. 71-78. 
Chen, J. C. and Williams, B. C. (1993). The impact of microcomputer systems on small 
business, Journal of Small Business Management, 31(3), p. 97-102. 
Chenhall, R. H. and Morris, D. (1986). The impact of structure, environment, and 
interdependence on the perceived usefulness of management accounting systems, The 
Accounting Review, LXI(I), p. 16-35. 
Chenhall, R. H. and Langfield-Smith, K. (1998). Adoption and benefits of management 
accounting practices: an Australian study, Management Accounting Research, 9, p. 1- 19. 
Chenhall, R. H. (2003). Management control 
Findings from contingency-based research 
Organisation and Society, 28, p. 127-168. 
systems design within organisational context: 
and directions for the future, Accounting, 
Child, J. (1972). Organisational structure, environment and performance-the role of strategic 
choice, Sociology, 6, p. 1-22. 
Choe, Jong-Nfin and Lee, Jinjoo. (1993). Factors affecting relationships between the 
contextual variables and the information characteristics of accounting information systems, 
Information Processing & Management, 29(4), p. 471-486. 
Chong, V. K. (1996). Management accounting systems, task uncertainty and managerial 
performance: a research note, Accounting, Organisations and Society, 21(5), p. 415-421. 
Chong, V. K. and Chong, K. M. (1997). Strategic choices, environmental uncertainty and 
SBU performance: a note on the intervening role of management accounting systems, 
Accounting and Business Research, 27(4), p. 268-276. 
Churchill Jr., G. A. (1979). A paradigm for developing better measures of marketing 
constructs, Journal of Marketing Research, XVI (February), p. 64-73. 
Churchill Jr., G. A. (1999). Marketing Research: Methodological Foundations, 7 th Ed., 
London: Harcourt College Publishers. 
303 
References 
Clark, F. and Cooper, J. (1985). Tfie Chartered Accountant in the IT Age, Coopers & 
Lybrand and ICAEW, London. 
Collier, P. A. (1984). 77? e Impact of IT on the Management Accountant, ICMA, London. 
Collins, J. C. (1999a). How to select the right accounting software, Journal of Accountancy, 
August, p. 61-69. 
Collins, J. C. (1999b). How to select the right accounting software, Journal of Accountancy, 
September, p. 31-38. 
Collins, J. C. (1999c). How to select the right accounting software, Journal of Accountancy, 
October, p. 67-77. 
Cosh, A. and Hughes, A. (2000). British Enterprise In Transition: Growth, Innovation and 
Public Policy In The Small and Medium Sized Enterprise Sector 1994-1999, Cambridge: 
ESRC Centre for Business Research. 
Covin, J. G. and Covin, T. J. (1990). Competitive aggressiveness, environmental context, and 
small firm performance, Entrepreneurship Theory and Practice, Summer, p. 35-50. 
Cragg, P. B. (1989). Research note: Microcomputers and small firms in New Zealand, 
International Small Business Journal, 5(l), p. 41-46. 
Cragg, P. B. (1990). Information technology and small firm performance, Unpublished PhD 
Theses, Loughborough University, UK. 
Cragg, P. B. (1991). Designing and Using Mail Questionnaires. In Smith, N. C. and Dainty, 
P. (Ed. ) The Management Research Handbook, London: Routledge, p. 181-189. 
Cragg, P. B. and King, M. (1992). Information system sophistication and financial 
performance of small engineering firms, European Journal of Information Systems, 1(6), p. 
417-426. 
Cragg, P. B. and King, M. (1993). Small-firm computing: Motivators and inhibitor, MIS 
Quarterly, March, p. 47-60. 
Cragg, P. B. and Zinatelli, N. (1995). The evolution of information systems in small firms, 
Information & Management, 29, p. 1-8. 
Cragg, P. B., King, M. and Hussin, H. (2002). IT alignment and firm performance in small 
manufacturing firms, Journal of Strategic Information Systems, 11, p. 109-132. 
Cron, W. L. and Sobol, M. G. (1983). The relationship between computerisation and 
performance: A strategy for maximising the economic benefits of computerisation, 
Information and Management, 6, p. 171-18 1. 
304 
References 
Croteau, A-M. and Bergeron, F. (2001). An information technology trilogy: business 
strategy, technological deployment and organisational performance, Journal of Strategic 
Information Systems, 10, p. 77-99. 
Curran, J., Jarvis, R., Kitching, J., and Lightfoot, G. (1997). The pricing decision in small 
firms: complexities and the deprioritising of economic determinants, International Small 
Business Journal, 15(2), p. 17-32. 
Cushing, B. E. and Romney, M. B. (1994). Accounting Information Systems, 6th Edition, 
Addison-Wesley Publishing Company. 
D 
Daft, R. L. and Lengel, R. H. (1986). Organisation information requirements, media richness 
and structural design, Management Science, 32(5), p. 554-57 1. 
Davis, M. (1997). Transfon-ning your firm: Tools for successful technology consulting, 71e 
Practical Accountant, Boston, 30(8), p. S-3. 
de Vaus, D. A. (1996). Surveys in Social Research, 4th Ed., London: UCL Press Ltd. 
DeLone, W. H. (1981). Firm size and the characteristics of computer use. MIS Quarterly, 
December, p. 65-77. 
DeLone, W. H. (1988). Determinants of success for computer usage in small business, MIS 
Quarterly, 12(l), p. 51-6 1. 
DeLone, W. and McLean, E. (1992). Information system success: The quest for dependent 
variables, Information Systems Research, 3(l), p. 60-95. 
Dess, G. G. and Robinson, R. B. Jr. (1984). Measuring organisational performance in the 
absence of objective measures: The case of the privately-held firm and conglomerate 
business unit, Strategic Management Journal, 5, p. 265-273. 
Diamantopolous, A. and Schlegelmilch, B. B. (1996). Determinants of industrial mail survey 
response: A survey-on-surveys analysis of researchers' and managers' views, Journal of 
Marketing Management, 12, p. 505-531 
Dillman, D. A. (1978). Mail and Telephone Surveys: The Total Design Method, New York: 
John Wiley & Sons. 
Dillman, D. A. (2000). Mail and Internet Surveys: 77ze Tailored Design Method, 2 nd Ed., 
New York: John Wiley & Sons. 
305 
References 
Doswell, A. (1990). Office Automation: Context, Experience and Future, Chichester: John 
Wiley and Sons. 
Doyle, P. and Saunders, J. (1985). Market-segmentation and positioning in specialised 
industrial-markets, Journal of Marketing, 49(2), p. 24. 
Drazin, R. and Van de Ven, A. H. (1985). An examination of the alternative forms of 
contingency theory, Administrative Science Quarterly, 30, p. 514-539. 
Duncan, R. B. (1972). Characteristics of organisational environments and perceived 
environmental uncertainty, Administrative Science Quarterly, 17, p. 313-327. 
Duncan, 1. (1993). Making the accounting system all that it can be, CMA Magazine, 67(5), 
p. 30. 
Duschinsky, P. and Dunn, P. (1998). Competitive advantage from IT, Chartech News, The 
Institute of Chartered Accountants, April, p. 7. 
E 
Ein-Dor, P. and E. Segev (1978). Organizational context and the success of management 
information systems, Management Science, 24(10), p. 1067-1077. 
Ein-Dor, P. and E. Segev (1981). A Paradigm for Management Information Systems, New 
York: Praeger. 
Ein-Dor, P. and E. Segev (1982). Organizational context and MIS structure: Some empirical 
evidence, MIS Quarterly, 6(3), p. 55-68. 
Ein-Dor, P., Myers, M. D. and Raman, K. S. (1997). Information technology in three small 
developed countries, Journal ofManagement Information Systems, 13(4), p. 61-89. 
El Louadi, M. (1998). The relationship among organisation structure, information 
technology and information processing in small Canadian firms, Canadian Journal of 
Administrative Sciences, 15(2), p. 180-199. 
Elliot, R. K. (1992). The third wave breaks on the shores of accounting, Accounting 
Horizons, 6(2), p. 61-85. 
Ettlie, J. E. (1990). What makes a manufacturing firm innovative? Academy of Management 
Executive, 4(4), p. 7-20. 
Ettlie, J. E., and Bridges, W. P. (1982). Environmental uncertainty and organizational 
technology policy, IEEE Transactions on Engineering Management, 29(l), p. 2- 10. 
306 
References 
Everdingen, Y. V., Hillegersberg, J. V., and Waarts, E. (2000). ERP adoption by European 
mi dsize companies, Communications of the ACM, April, 43, p. 27-3 1. 
Everitt, B. S., and Dunn, G. (1983). Advanced Method in Data Exploration and Modelling, 
London: Heinemann Educational Books. 
Ewusi-Mensah, K. (1981). The external organisational environment and its impact on 
management information systems, Accounting, Organizations and Society, 6(4), p. 301-316. 
F 
Fang, B. (1990). The user survey and design conception of information systems for the 
county of Chong Min (Shanghai). In K. Ganzhorn and S. Fautoferri (eds). Bridging the 
Information Gapfor Small and Medium Enterprises. Springer-Verlag: Berlin, p. 219-217. 
Farhoomand, A. F. (1992). Scientific progress of management information systems, in 
Information Systems Research - Issues, Methods and Practical Guidelines, Ed. By Robert 
Galliers, UK: Blackwell Scientific Publications. 
Federation of Malaysian Manufacturers (2001). Directory. 
Fink, A. (1995). How To Sample in Surveys, London: SAGE Publications. 
Floyd, S. W. and Wooldridge, B. (1990). Path analysis of the relationship between 
competitive strategy, information technology, and financial performance, Journal of 
Management Information Systems, 7(l), p. 47-64. 
Foong, S. Y. (1999). Effect of end-user personal and systems attributes on computer-based 
information system success in Malaysian SMEs, Journal of Small Business Management, 
July, p. 81-87. 
Frankfort-Nachmias, C. and Nachmias, D. (1996). Research Methods in The Social 
Sciences, 5th Ed. London: Arnold. 
Fuller, T. (1996). Fulfilling IT needs in small businesses; a recursive learning model, 
International Small Business Journal, 14(4), p. 25-44. 
G 
Gable, G. G. (1991). Consultant engagement for computer system selection: A pro-active 
client role in small businesses, Information & Management, 20(2), p. 83-93. 
307 
References 
Gable, G. G., and Raman, K. S. (1992). Government initiatives for IT adoption in small 
business: experiences of the Singapore small enterprise computerization programme, 
International Information Systems, 1 (1), p. 68-93. 
Gable, G. G. (1998). Large package software: A neglected technology? Journal of Global 
Information Management, 6(3), p. 3-4. 
Galbraith, J. R. (1973). Designing Complex Organisations, Addison-Wesley, Reading, Mass. 
Galbraith, J. R. (1977). Organisation Design, Addison-Wesley, Reading, Mass. 
Galliers, R. D. (1991). Strategic information systems planning: Myths, reality and guidelines 
for successful implementation, European Journal of Information Systems, 1, p. 55-64. 
Galliers, R. D. (1992). Choosing infon-nation systems research approaches, in Information 
Systems Research - Issues, Methods and Practical Guidelines, Ed. By Robert Galliers, UK: 
Blackwell Scientific Publications. 
Garsombke, T. W. and Garsombke, D. J. (1989). Strategic implications facing small 
manufacturers: The linkage between robotisation, computerisation, automation and 
performance, Journal of Small Business Management, 27(4), p. 34-44. 
Gelinas, U. J., Sutton, St. G., and Oram, A. E. (1999). Accounting Information Systems, 4tb 
Edition. South-Westem Publishing. 
Goldsworthy, A. W. (1996). The IT professional: The I, the T or neither? Australian 
Accountant, 66(9), p. 68-71. 
Gordon, L. A. and Miller, D. (1976). A contingency framework for the design of accounting 
information systems, Accounting, Organizations and Society, 1 (1), p. 59-69. 
Gordon, L. A., Larcker, D. F. and Tuggle, F. D. (1978). Strategic decision processes and the 
design of accounting information systems, Accounting, Organizations and Society, 6(4), p. 
203-213. 
Gordon, L. A. and Narayanan, V. K. (1984). Management accounting systems, perceived 
envirom-nental uncertainty and organisation structure: an empirical investigation, 
Accounting, Organisations and Society, 9(l), p. 33-47. 
Gorry, G. A. and Scott Morton, M. S. (1971). A framework for management information 
systems, Sloan Management Review, 13 (1), p. 55-70. 
Goulet, W. M. (1977). Efficacy of a third request letter in mail surveys of professional, 
Journal of Marketing Research, XIV (Feb), p. 112-114. 
308 
References 
Govindarajan, V. (1984). Appropriateness of accounting data in performance evaluation: an 
empirical examination of environmental uncertainty as an intervening variable, Accounting, 
Organisations and Society, 9(2), p. 125-135. 
Gorton, M. (1999). Use of financial management techniques in the U. K. -based small and 
medium sized enterprises: Empirical research findings, Journal of Financial Management 
and Analysis, 12(l), p. 56-64. 
Gray, G. L. (1991). Accounting information systems selection in small organizations: 
Incongruence between accounting professionals, Journal of Information Systems, p. 17-35. 
Green, P. E., Tull, D. S. and Albaum, G. (1988). Research for Marketing Decisions, 5 th Ed., 
New Jersey: Prentice Hall 
Gul, F. A. (1991). The effects of management accounting systems and environmental 
uncertainty on small business managers' performance, Accounting and Business Research, 
22(85), p. 57-61. 
Gul, F. A. and Chia, Y. M. (1994). The effects of management accounting systems, perceived 
environmental uncertainty and decentralisation on managerial performance: a test of three- 
way interaction, Accounting, Organisations and Society, 19(4/5), p. 413-426. 
H 
Hagman, C. and McCahon, C. S. (1993). Strategic information systems and competitiveness: 
are firms ready for an IST-driven competitive challenges? Information & Management, 25, 
p. 183-192. 
Hague, P. and Harris, P. (1993). Sampling and Statistics, London: Kogan Page 
Hair, J. F., Anderson, R. E., Tatham, R. L. and Black, W. C. (1998). Multivariate Data 
Analysis, 50'Ed., London: Prentice Hall. 
Hall, J. A. (2000). Accounting Information Systems, Yd Ed., United Kingdom: South-Western 
Publishing. 
Hamilton, S. and Ives, B. (1983). The journal communication systems for MIS research, 
Data Base, 15(2), p. 3-14. 
Henry, L. (1997). A study of the nature and security of accounting information systems: The 
case of Hampton Roads, Virginia, Yhe Mid-Atlantic Journal of Business, 33(3), p. 171-189. 
Hirschheim, R. and Sabherwal, R. (2001). Detours in the path toward strategic information 
systems alignment, California Management Review, 44(l), p. 87-108. 
309 
References 
Holmes, S. and Nichols, D. (1988). An analysis of the use of accounting information by 
Australian small business, Journal of Small Business Management, 26(2), p. 57-68. 
Holmes, S. and Nichols, D. (1989). Modelling the accounting information requirements of 
small businesses, Accounting and Business Research, 19(74), p. 143-150. 
Holmes, S., Lindsay, N. J. and Shepherd, B. (1990). Computerised accounting systems and 
the performance of small business, in The Growing Small Business: Proceedings of the 5 th 
National Small Business Conference. In Renfrew, K. M. and McCosker, C. Newcastle, New 
South Wales: Institute of Industrial Economics, University of Newcastle, p. 325-343. 
Hongren, C. L. and Sunden, G. L. (1987). Introduction to Management Accounting, Prentice- 
Hall, New Jersey. 
Honig, S. A. (1999). The changing landscape of computerized accounting systems, The CPA 
Journal, 69(5), p. 14-20. 
Huber, G. P. (1990). A theory of the effects of advanced information technologies on 
organisational design, intelligence, and decision making, Academy of Management Review, 
15 (1), p. 47-7 1. 
Hunton, J. E., and Flowers, L. (1997). Information technology in accounting: Assessing the 
impact on accountants and organizations, Advances in Accounting Information Systems, 5, p. 
3-34. 
Hussin, H. (1998). Alignment of business strategy and IT strategy in small businesses, 
Unpublished PhD 77teses, Loughborough University, UK. 
Hussin, H., King, M. and Cragg, P. B. (2002). IT alignment in small firms, European 
Journal of Information Systems, 11, p. 108-127. 
I 
Ibrahim, A. B., and Goodwin, J. R. (1986). Perceived causes of success in small business, 
American Journal of Small Business, 11 (2), p. 41-50. 
IFAC/CIMA (1998). Financial Management Fundamentals. London 
IFAC (2000). Setting Strategic Directions in Small and Medium Enterprises: A Guide for 
Professional Accounting Advisors. 
Igbaria, M., Zinatelli, N., Cragg, P. B., and Cavaye, A. L. M. (1997). Personal computing 
acceptance factors in small firms: A structural equation model, MIS Quarterly, September, 
21(3), p. 279-305. 
310 
References 
Ismail, N. A., Tayib, M. and Abdullah, S. N. (2001). The extent of IT use in accounting 
among SMEs, Akauntan Nasional, 14(7), 44-47. 
livari, J. (1992). The organisational fir of information systems, Journal of Information 
Systems, 2, p. 3-29. 
Ives, B., and Learmonth, G. P. (1984). The information system as a competitive weapon, 
Communications of the ACM, 27(12), p. 1193-120 1. 
i 
Jarvenpaa, S. L. and Ives, B. (1991). Executive involvement and participation in the 
management of information technology, MIS Quarterly, 15(2), p. 205-227. 
Jobber, D. (1991). Choosing a Survey Method in Management Research, in Smith, N. C. and 
Dainty, P. (eds. ) The Management Research Handbook, London: Routledge, p. 174-180. 
Jones, C. S. (1985). An empirical study of the evidence for contingency theories of 
management accounting systems in conditions of rapid change, Accounting, Organisations 
and Society, 10(3), p. 303-328. 
K 
Kagan, A., Lau, K. and Nusgart, K. R. (1990). Information system usage within small 
business firms, Entrepreneurship: Theory and Practice, 14(3), p. 25 -38. 
Kaiser, H. F. (1974). An Index of Factorial Simplicity, Psychometrika, 39, p. 31-36. 
Kaplan, R. S. (1994). The evolution of management accounting, The Accounting Review, 
LIX(3), p. 390-418. 
Ketchen, D. J., Thomas, J. B. and Snow, C. C. (1993). Organisational configurations and 
performance: A comparison of theoretical approaches, Academy of Management Journal, 
36, p. 1278-1313. 
Ketchen, D. J. and Shook, C. L. (1996). The application of cluster analysis in strategic 
management research: An analysis and critique, Strategic Management Journal, 17, p. 441- 
458. 
Khandwalla, P. N. (1977). The Design of Organisations, New York: Harcourt Brace 
Jovanovich, Inc. 
Kim, J. (1975). Factor Analysis ed. In Norman, H. Statistical Package for the Social 
Science, 2 nd Ed., New York: McGraw Hill. 
311 
References 
Kim, J. and Mueller, C. W. (1978). Factor Analysis Statistical Method and Practical Issues, 
Beverly Hill, CA: Sage University Press. 
King, M., Lee, R. A., Piper, J. A. and Whittaker, J. (1991). Information technology and the 
changing role of management accountants, in Issues in Management Accounting, Ashton, 
D., Hopper, T. and Scapens, R. W. (eds). Prentice Hall International, Hemel Hempstead, p. 
294-311. 
King, J. L., Gurbaxani, V., Kraemer, K. L., McFarlan, F. W., Raman, K. S., and Yap, C. S. 
(1994). The institutional factors in information technology innovation, Information Systems 
Research, 5(2), p. 139-169. 
Kinnear, P. R. and Gray, C. D. (1994). SPSSjor Windows Made Simple, UK: Lawrence 
Erlbaum Associates Publishers. 
Kraemer, K. L., Gurbaxani, V., and King, J. L. (1992). Economic development, government 
policy, and the diffusion of computing in Asia Pacific industries, Public Administration 
Review, March/April, 52(2). P. 146-156. 
L 
Lai, V. S. (1994). A survey of rural small business computer use: Success factors and 
decision support, Information & Management, 26, p. 297-304. 
Lambert, D. M. and Harrington, T. C. (1990). Measuring nonresponse bias in customer 
service mail surveys, Journal of Business Logistics, 11 (2), p. 5-25. 
Lederer, A. L. and Smith, G. L., Jr. (1989). Individual differences and decision making using 
various levels of aggregation of information, Journal of Management Information Systems, 
5(3), p. 53-69. 
Lees, J. D. (1987). Successful development of small business information systems, Journal 
of Systems Management, 25(3), p. 32-39. 
Lees, J. D. and Lees, D. D. (1987). Realities of small business information system 
implementation, Journal of Systems Management, 38(8), p. 6-13. 
Lehman, D. R. (1989). Market Research and Analysis, Singapore: Richard D. Irwin Inc. 
Leifer, P. (1988). Matching computer-based information systems with organisational 
structures, MIS Quarterly, 12(l), p. 63-74. 
Lesjak, D. (2001a). Are Slovene small firms using information technology strategically? 
Journal of Computer Information Systems, 41(3), p. 74-8 1. 
312 
References 
Lesjak, D. (2001b). Is information technology leveraged strategically in Slovene small 
firms? Journal of Computing and Information Technology - CIT, 9(2), p. 143-15 1. 
Levy, M. Powell, P. and Galliers, R. (1999). Assessing information systems strategy 
development frameworks in SM[Es, Information & Management, 36, p. 247-261. 
Levy, M and Powell, P. (2000). Information systems strategy for small and medium sized 
enterprises: an organisational perspective, Journal of Strategic Information Systems, 9, p. 
63-84. 
Levy, M. Powell, P. and Yetton, P. (2001). SMEs: aligning IS and the strategic context, 
Journal of Information Technology, 16, p. 133-144. 
Lin, B., Vassar, J. A. and Clark, L. S. (1993). Information technology strategies for small 
businesses, Journal ofApplied Business Research, 9(2), p. 25- 
Lindner, J. R., Murphy, T. H. and Briers, G. E. (2001). Handling nonresponse in social science 
research, Journal ofAgricultural Education, 42 (4), p. 43-53. 
Litwin, M. S. (1995). How To Measure Survey Reliability and Validity, London: SAGE 
Publications. 
Luftman, J. and Brier, T. (1999). Achieving and sustaining business-IT alignment, 
California Management Review, 42(l), p. 109-122. 
Lybaert, N. (1998). The information use in a SME: Its importance and some elements of 
influence, Small Business Economics, 10, p. 171-191. 
IN4 
Mabert, V. A., Ashok Soni, and Venkataramanan, M. A. (2000). Enterprise resource planning 
survey of U. S. manufacturing firms, Production and Inventory Management Journal, 2 nd 
Quarter, p. 52-58. 
Macintosh, N. B. (1981). A contextual model of information systems, Accounting, 
Organisations and Society, 6(l), p. 39-53. 
Macintosh, N. B. (1985). 77ze Social Software of Accounting and Information Systems, John 
Wiley & Sons Ltd, New York, 
N4agal, S. R. and Lewis, C. D. (1995). Determinants of information technology success in 
small businesses, Journal of Computer Information Systems, 35(3), p. 75-83. 
l, v4ahathir Mohamad (1991). Malaysia: 77ie wayforward, Kuala Lumpur: National Printing 
Department. 
313 
References 
Mairead, T. (1997). Accounting information and small firms, a paper presented at the 
20th/SBA National Conference, Belfast. 
Mak, Y. T. (1989). Contingency fit, internal consistency and financial performance, Journal 
of Business Finance & Accounting, 16(2), p. 273-300. 
Malone, S. C. (1985). Computerising small business information systems, Journal of Small 
Business Management, April, p. 10-16. 
Marriot, N. and Marriot, P. (2000). Professional accountants and the development of a 
management accounting service for the small firm: Barriers and possibilities, Management 
Accounting Research, 11, p. 475-492. 
Mattingly, T. (2001). How to select accounting software, The CPA Journal, November, p. 
49-53. 
Mauldin, E. G. and Ruchala, LN. (1999). Towards a meta-theory of accounting information 
systems, Accounting, Organizations and Society, 24, p. 317-33 1. 
May, T. (1997). Social Research: Issues, Method and Process, Buckingham: Open 
University Press 
N4cCarthy, W. E. (1982). The REA accounting model: A generalised framework for 
accounting systems in a shared data environment, The Accounting Review, 57, p. 554-578. 
N4cCosh, A. M. (1986). Management accountancy in the information technology age. In 
Bromwich and A. G. Hopwood (Eds) Research and Current Issues in Management 
Accounting, London: Pitman, p. 192-204. 
N4cFarlan, F. W. and McKenney, J. L. (1983). Corporate Information Systems Management, 
Richard D. Irwin, Homewood, Illiois. 
N4c: Intosh, J. C. (1998). A comparison of patterns of information technology use among 
American, Korean, and Swedish global manufacturers, 4th Americas Conference on 
Information Systems, Baltimore. 
N4, cMahon, Richard G. P. and Davies, L. G. (1994). Financial reporting and analysis practices 
in small enterprises: Their association with growth rate and financial performance, Journal 
of Small Business Management, 32(l), p. 9-17. 
N4cMahon, Richard G. P. (2001a). Business growth and performance and financial reporting 
practices of Australian manufacturing SMEs, Journal of Small Business Management, 39(2), 
p. 152-164. 
314 
References 
McMahon, Richard G. P. (2001b). Growth and performance of manufacturing SMEs: The 
influence of financial management characteristics, International Small Business Journal, 
19(3), p. 10-28. 
Mednick, R. (1988). Our profession in the year 2000: A blueprint of the future, Journal of 
Accountancy, August, p. 54-58. 
Meyer, A. D., Tsui, A. S. and Hinings, C. R. (1993). Configurational approaches to 
organisational analysis, Academy of Management Journal, 36, p. 1175-1195. 
Mia, L. (1993). The role of MAS information in organisations: an empirical study, British 
Accounting Review, 25, p. 269-285. 
Mia, L. and Chenhall, R. H. (1994). The usefulness of management accounting systems, 
functional differentiation and managerial effectiveness, Accounting, Organisations and 
Society, 19(l), p. 1-13. 
Mia, L. and Clarke, B. (1999). Market competition, management accounting systems and 
business unit performance, Management Accounting Research, 10, p. 137-158. 
Miles, R. E. and Snow, C. C. (1978). Organisational strategy, structure and process, New 
York, McGraw Hill. 
Miles, M. P., Covin, J. G. and Heeley, M. B. (2000). The relationship between environmental 
dynamism and small firm structure, strategy, and performance, Journal of Marketing Theory 
and Practice, Spring, p. 63-74. 
Miller, D. (1987). Strategy making and structure: Analysis and implications for 
performance, Academy of Management Journal, 30(l), p. 7-32. 
Miller, D. (1991). Stale in the saddle: CEO tenure and the match between organisation and 
environment, Management Science, 37(l), p. 34-52. 
Miller, D. and Droge, C. (1986). Psychological and traditional determinants of structure, 
Administrative Science Quarterly, 3 1, p. 539-560. 
Miller, D. and Toulouse, J. M. (1986a). Strategy, structure, CEO personality and 
performance in small firms, American Journal of Small Business, 10(6), p. 47-62. 
Miller, D. and Toulouse, J. M. (1986b). Chief executive personality and corporate strategy 
and structure in small firms, Management Science, 32(11), p. 1389-1409. 
Miller, D., Kets De Vries, M. F. R., and Toulouse, J. M. (1982). Top executive locus of 
control and its relationship to strategy, environment and structure, Academy of Management 
journal, 25(2), p. 237-253. 
315 
References 
N4illigan, G. W. and Cooper, M. C. (1987). Methodology review: Clustering methods, 
Applied Psychological Measurement, 11, p. 329-354. 
Mintzberg, H. (1979). The Structuring of Organizations. Englewood Cliffs, NJ: Prentice 
Hall. 
Mirani, R. and Lederer, A. L. (1998). An instrument for assessing the organisational benefits 
of IS projects, Decision Sciences, 29(4), p. 803-838. 
Mitchell, F., Reid, G. and Smith, J. (2000). Information system development in the small 
fir7n: the use of management accounting, CIMA Publishing. 
N4ontazemi, A. R. (1987). An analysis of information technology assessment and adoption in 
small business environments, INFOR, 25(4), p. 327-340. 
Montazemi, Ali R. (1988). Factors affecting information satisfaction in the context of the 
small business environment, MIS Quarterly, 12(2) p. 239-256. 
N4yers, B. L., Kappelman, L. A. and Prybutok, V. R. (1997). A comprehensive model for 
assessing the quality and productivity of the information systems function: Toward a theory 
for information systems assessment, Information Resources Management Journal, 10(l), p. 
6-25. 
N 
Nayak, A. and Greenfield, S. (1994). The use of management accounting information for 
managing micro businesses, in Hughes, A., Storey, D. J. (eds), Finance and the Small Firm, 
London, Routledge. 
Nickell, G. S. and Seado, P. C. (1986). The impact of attitudes and experience on small 
business computer use, American Journal of Small Business, 10(l), p. 37-48. 
Niederman, F., Brancheau, J. and Wetherbe, J. (1991). Information systems for the 1990s, 
MIS Quarterly, 15(4), p. 475-500. 
Neidleman, L. D. (1979). Computer usage by small and medium sized European firms: An 
empirical study, Information & Management, 2(2), p. 67-77. 
Nolan, R. L. (1973). Managing the computer resource: A stage hypothesis, Communications 
of the ACM, 16(7), p. 399-405. 
Nolan, R. L. (1979). Managing the crisis in data processing, Harvard Business Review, 
57(2), p. 115-126. 
316 
References 
Nooteboom, B. (1994). Innovation and diffusion in small firms: Theory and evidence, Small 
Business Economics, 6, p. 327-347. 
Norusis, M. J. (1992). SPSS For Windows Professional Statistics, Release 5, Michigan: SPSS 
Inc., Michigan. 
Norusis, M. J. (1993). SPSS For Windows, Base System User's Guide, Release 6.0, SPSS 
Inc., Michigan. 
Nunnally, J. C. (1967). Psychometric Methods, New York: McGraw-Hill Book Co. 
Nunnally, J. C. (1978). Psychometric Theory, London: McGraw-Hill Book Co. 
0 
Ontrack Computer Systems. (1996). Data Protection Guide, Minneapolis, MN: Ontrack 
Computer Systems. 
Oppenheim, A. N. (1992). Questionnaire Design, Interviewing and Attitude Measurement, 
New Ed. London: Printer Publishers 
Osman, M. H. M. (2001). High Technology Small and Medium Sized Enterprises (HTSMEs): 
An Assessment Of The Determinants Of Growth And Constraints Faced By HTSMEs in 
N4alaysia, Unpublished PhD Vieses, Loughborough University, UK. 
Otley, D. (1980). The contingency theory of management accounting: achievement and 
prognosis, Accounting, Organisations and Society, 5(4), p. 413-428. 
P 
Palmer, K. N. (1994). Financial information used by small independent retailers, The CPA 
journal, April, p. 70-72. 
palvia, P., Means, D. B., and Jackson, W. M. (1994). Determinants of computing in very 
snriall businesses, Information & Management, 27, p. 161-174. 
paul, R. J. (1994). Why users cannot get what they want, International Journal of 
Afanufacturing Systems Design, 1(4), p. 389-394. 
perrcn, L. J., Berry, A. and Partridge, M. (1998). The evolution of management information, 
control and dccision-making processes in small growth oriented service sector businesses: 
C, xploratory lessons from four cases of success, Journal of Small Business and Enterprise 
Development, 5 (4), p. 351-362. 
317 
References 
Perren, W. and Grant, P. (2000). The evolution of management accounting routines in small 
businesses: A social constructive perspective, Management Accounting Research, 11, p. 
391-411. 
Perry, C. A. (1963). Management Accounting for the Small Business. The Association of 
Certified Accountants: London. 
Peter, J. P. (1979). Reliability: a review of psychometric basics and recent marketing 
practices, Journal of Marketing Research, XVI (February), p. 6-17. 
Peter, S. (1999). Technology trends crucial for small business, Inside Tucson Business, 
8(48), p. 5. 
Pinsonneault, A. and Kraemer, K. L. (1993). Survey research methodology in management 
information systems: An assessment, Journal of Management Information Systems, 10, p. 
75-105 
Pollard, C. E. and Hayne, S. C. (1997). The changing face of information system issues in 
s1nall firms, International Small Business Journal, 16(3), p. 70-87. 
Porter, M. (1980). Competitive Strategy, The Free Press, New York. 
porter, M. and Millar, V. E. (1985). How information gives you competitive advantage, 
, Harvard Business Review, 63(4), p. 149-160. 
Powell, P., and Xiao, ZZ (1996). The extent, mode and quality of IT use in accounting, 
Journal ofApplied Management Studies, 5(2), p. 143-158. 
premkumar, G. and Roberts, M. (1999). Adoption of new information technologies in rural 
srnall businesses, OMEGA International Journal of Management Science, 27, p. 467-484. 
punj, G. and Stewart, D. W. (1983). Cluster Analysis in Marketing Research: Review and 
Suggestions for Application, Journal of Marketing Research, 20, May, p. 134-148. 
R 
Raman, K. S., and Yap, C. S. (1996). From a resource rich country to an information rich 
society: an evaluation of information technology policies in Malaysia, Information 
7echnologyfor Development, 7, p. 109-13 1. 
Raymond, 1. (1985). Organizational characteristics and MIS success in the context of small 
business, MIS Quarterly, 9(l), p. 37-52. 
Raymond, L. (1987). An empirical study of management information systems sophistication 
in small business, Journal of Small Business and Entrepreneurship, 5(l), p. 38-47. 
318 
References 
Raymond, L. (1988). The Impact of Computer Training on the Attitudes and Usage 
Behaviour of Small Business Managers, Journal of Small Business Management, July, p. 8- 
13. 
Raymond, L. (1990). Organisational context and information systems success: A 
contingency approach, Journal of Management Information Systems, 6(4), p. 5-18. 
Raymond, L. (1992). Computerisation as a factor in the development of young 
entrepreneurs, International Small Business Journal, I1 (1), p. 23-34. 
Raymond, L. and Magnenat- Thalman, N. (1982). Information systems in small business: 
are they used in managerial decisions? American Journal of Small Business, VI(4), p. 20-26. 
Raymond, L. and Pare, G. (1992). Measurement of information technology sophistication in 
small manufacturing businesses, Information Resources Management Journal, 5(2), p. 4-16. 
Raymond, L. and Bergeron, F. (1992). Personal DSS success in small enterprises, 
information & Management, 22, p. 301-308. 
Raymond, L., Pare, G. and Bergeron, F. (1995). Matching information technology and 
organisational structure: An empirical study with implications for performance, European 
Journal of Information Systems, 4, p. 3-16. 
Reich, B. H. and Benbasat, L (1996). Measuring the linkage between business and 
information technology objectives, MIS Quarterly, 20(l), p. 55-8 1. 
Reich, B. H. and Benbasat, 1. (2000). Factors that influence the social dimension of 
alignment between business and information technology objectives, MIS Quarterly, 24(l), p. 
SI-113. 
Rci d, G. C. (1993). Small business enterprises: An economic analysis, London-Routledge. 
Reid, G. C. and Smith, J. A. (1999). Information system development in the small firm: tests 
of contingency, agency and market & hierarchies approaches, Discussion Paper Series No. 
9905, CRIEFF, University of St. Andrews. 
Reid, G. C., Mitchell, F. and Smith, J. A. (1999). A framework for addressing hypotheses 
concerning information system development in small firms, Discussion Paper Series No. 
9908, CRIEFF, University of St. Andrews. 
Reid, G. C. and Smith, J. A. (2000). The impact of contingencies on management accounting 
system development, Management Accounting Research, 11, p. 427-450. 
Rcncau, J. H. and Grabski, S. V. (1987). A review of research in computer-human interaction 
and individual differences within a model for research in accounting information systems, 
journal of Information Systems, 2, p. 33-53. 
319 
References 
Rizzoni, A. (1991). Technological innovation and small firms: A taxanomy, International 
Small Business Journal, 9(3), p. 31-42. 
Robinson, R. B. Jr. and Pearce, J. A. 11 (1984). Research thrusts in small firm strategic 
planning, Academy of Management Review, 9(l), p. 128-137. 
S 
Sabherwal, R, and King, W. R. (1991). Towards a theory of strategic use of information 
resources, Information & Management, 20, p. 191-212. 
Sangaran, S. (2001). ICT adoption to ensure competitiveness of SMIs, Computimes 
Malaysia, June, 1. 
Saunders, J. (1994). Cluster analysis, Journal ofMarketing Management, 10, p. 13-28. 
Schaefer, D. R. and Dillman, D. A. (1998). Development of a standard e-mail methodology, 
public Opinion Quarterly, 62, p. 378-397. 
Schleich, J. F., Corney, W. J. and Boe, W. J. (1990). Microcomputer implementation in small 
business: Current status and success factors, Journal of Microcomputer Systems 
Management, Fall, p. 2-10. 
Schoonhoven, C. B. (1981). Problems with contingency theory: Testing assumptions hidden 
within the language of contingency "theory", Administrative Science Quarterly, 26, p. 349- 
377. 
Seddon, P. B. (1997). A respecification and extension of the DeLone and McLean Model of 
information systems success, Information Systems Research, 8(3), p. 240-253. 
Segev, E. (1978). Strategy, strategy-making, and performance in a business game, Strategic 
Management Journal, 8, p. 565-577. 
Sekaran, U. (1992). Research Methods for Business: A Skill Building Approach, 2 nd Ed., 
Singapore: John Wiley & Sons, Inc. 
Seyal, A. H., Rahim, M. M. and Rahman, M. N. A. (2000). An empirical investigation of use 
of information technology among small and medium business organisations: A Brunei 
scenario, The Electronic Journal of Information Systems in Developing Countries, 2(7), p. 1- 
16. 
Shahrum, H, Leng, A. C., Nor Iadah, Y., Rafidah, A. R., Zulkhairi, M. D, and Zurinah, S. 
(1995). Information system success factors in the small-medium enterprises in the northern 
region of Peninsular Malaysia, IRPA Project, Universiti Utara Malaysia. 
320 
References 
Shahrum, H., Sharifah Soa'ad, S. Y., Engku, A. B., Kamran, S., Sabri, A., and Zumi, 0. 
(1996). IT adoption among the small and medium enterprises in the northern region of 
peninsular Malaysia, IRPA Project, Universiti Utara Malaysia. 
Shin, N. (2001) The impact of information technology on financial performance: the 
importance of strategic choice, European Journal of Information Systems, 10, p. 227-236. 
Shortell, S. M. and Zajac, E. J. (1990). Perceptual and archival measures of Miles and Snow's 
strategic types: A comprehensive assessment of reliability and validity, Academy of 
Afanagement Joumal, 33(4), p. 817-832. 
Simons, R. (1987). Accounting control systems and business strategy, Accounting, 
Organisations and Society, 12(4), p. 357-374. 
Singleton, R. A., Straits, B. C. and Straits, M. M. (1993). Approaches to Social Sciences, 2 nd 
Ed. Oxford: Oxford University Press. 
SMIs Handbook 2001/2002, Federation of Malaysian Manufacturers (2001). 
Snow, A. B. (1967). 77ze preparation of interim accounts for management in the smaller 
manufacturing concern. The General Education Trust of the Institute of Chartered 
Accountants in England and Wales: London 
Snow, C. C. and Hrebiniak, L. G. (1980). Strategy, distinctive competence, and organisational 
performance, Administrative Science Quarterly, 25, p. 317-336. 
Soh, Charlie P. P., Yap, C. S., and Raman, K. S. (1992). Impact of consultants on 
cornputerisation success in small business, Information & Management, 22, p. 309-319. 
Soon, T. T. (1990). Current issues of supporting industries, International Conference on 
Small and Medium Scale Enterprises, Universiti Utara. Malaysia, 1,174-175. 
Spivak, W. and Honig, S. (1997). PC-based client-server accounting systems, CPA Journal, 
67(l 1), P. 14-2 1. 
Sproull, N. L. (1988). Handbook of Research Method., A Guide for Practitioners and 
Students in the Social Sciences, New Jersey: The Scarecrow Press. 
Storey, D. J. and Cressy, R. (1995). Small Business Risk: A Firm and Bank Perspective, 
Working Paper. SME Centre. Warwick Business School. 
Sudman, S. and Bradburn, N. M. (1982). Asking Questions: A Practical Guide to 
Questionnaire Design, I"' Ed., London: Jossey-Bass Publishers 
321 
References 
Sudman, S. and Bradburn, N. A (1984). Improved Mailed Questionnaire Design, in 
Lcwkart, D. (ed. ) Making Effective Use of Mailed Questionnaire, San Francisco: Jossey-Bass 
Inc. , 
Swanson, E. B. (1978). The two faces of organisational information, Accounting, 
Organisations and Society, 3(3/4), p. 237-246. 
T 
Tabachnick, B. G. and Fidell, L. S. (2001). Using Multivariate Statistics, 40'Ed., London: A 
Pearson Education Company. 
Tan, M. (1997). Information technology research in Asia Pacific: Riding its diversity for 
prosperity, Information Technology and People, 10(4), p. 273-274. 
Tate, J. (1999). An overview of accounting software packages, Management Accounting, 
March, p. 50-53. 
Teo, Thompson S. H. and King, W. R. (1997). Integration between business planning and 
information systems planning: An evolutionary-contingency perspective, Journal of 
Management Information Systems, 14(l), p. 185-214. 
Thomas, J. and Evanson, RN. (1997). An empirical investigation of association between 
financial ratio use and small business success, Journal of Business Finance and Accounting, 
14(4), p. 555-571. 
Thomas, H. and Venkatraman, N. (1988). Research on strategic groups: Progress and 
prognosis, Joumal ofManagement Studies, 25(6), p. 537-555. 
Thong, J. Y. L., Yap, C. S., and Raman, K. S. (1994). Engagement of external expertise in 
information systems implementation, Joumal ofManagement Information Systems, 11(2), p. 
209-231. 
Thong, J. Y. L. and Yap, C. S. (1995). CEO characteristics, organisational characteristics and 
information technology adoption in small businesses, OMEGA International Journal Of 
Afanagement Science, 23(4), p. 429-442. 
Thong, J. Y. L., Yap, C. S. and Raman, K. S. (1996). Top management support, external 
cxpertise and information systems implementation in small businesses, Information Systems 
Research, 792), p. 248-267. 
Thong, J. Y. L. (1999). An integrated model of information systems adoption in small 
business, Journal ofManagement Information Systems, 15(4), p. 187-214. 
322 
References 
Thong, J. Y. L. (2001). Resource constraints and information systems implementation in 
Singaporean small business, OMEGA International Journal of Management Science, 29, p. 
143-156. 
Trindade, S. C. (1990). Preface. In K. Ganzhorn and S. Faustoferri (eds). Bridging the 
Information Gapfor Small and Medium Enterprises. Springer-Verlag: Berlin, p. v-vi. 
Tushman, M. L. and Nadler, D. A. (1978). Information processing as an integrating concept 
in organisational design, Academy of Management Review, 3, p. 613-624. 
V 
Van de Ven, A. H. and Drazin, R. (1985). The concept of fit in contingency theory, Research 
in Organisational Behavior, 7, p. 333-365. 
Van Maanen, J. and Kolb, D. (1985). The professional apprentice: observations on fieldwork 
roles in two organisational settings. In Bacharach, S. B. and Mitchells, S. M. (Eds. ) 
Research in the Sociology or Organisation, Vol. 4, Connecticut: JAI Press. 
Venkatraman, N. (1989). The concept of fit in strategy research: toward verbal and 
statistical correspondence, Academy ofManagement Review, 14(3), p. 423-444. 
Venkatraman, N. and Camillus, J. C. (1984). Exploring the concept of 'fit' in strategic 
rnanagement, Academy ofManagement Review, 9(3), p. 513-525. 
w 
Waterhouse, J. H. and Tiessen, P. (1978). A contingency framework for management 
accounting systems research, Accounting, Organisations and Society, 3(l), p. 65-76. 
Weill, P. and Olson, M. H. (1989). An assessment of the contingency theory of management 
information systems, Journal of Management Information Systems, 6(l), p. 59-85. 
Welsh, J. A., and White, J. F. (1981). A small business is not a little big business, Harvard 
Business Review, 59(4), p. 18-32. 
Wichmann, H. Jr., Robinson, T. E. and Gifford, J. A. (1987). Seven easy steps to 
cornputerising a business, The National Public Accountant, January, p. 28-3 1. 
Williams, B. C. (1991). The impact of IT on basic accounting concepts and accountancy 
education: An overview, p. 1-16 in Williams, B. C., and Spaul, B. J. (1991). IT and 
Accounting: The Impact of Information Technology, London: Chapman and Hall. 
323 
References 
Wilson, R. A., and Sangster, A. (1992). The automation of accounting practice, Journal of 
Information Technology, 7, p. 66-75. 
x 
Xiao, Z., Dyson, J. R. and Powell, P. L. (1996). The impact of information technology on 
corporate financial reporting: A contingency approach, British Accounting Review, 28, p. 
203-227. 
Y 
Yadav, S. B. (1985). Classifying an organisation to identify its information requirements: A 
comprehensive framework, Journal of Management Information Systems, 2(l), p. 39-60. 
Yap, C. S., Soh, C. P., and Raman, K. S. (1992). Information systems success factors in small 
business, OMEGA International Journal of Management Science, 20(5/6), p. 597-609. 
Yap, C. S., Thong, J. Y. L., and Raman, K. S. (1994). Effect of government incentives on 
computerization in small business, European Journal of Information Systems, 3(3), p. 191- 
206. 
yap, C. S. and Thong, J. Y. L. (1997). Programme evaluation of a government information 
technology programme for small businesses, Joumal of Information Technology, 12, p. 107- 
120. 
z 
7-arowin, S. (1998). Accounting software: The road ahead, Joumal ofAccountancy, January, 
p. 67-69. 
Zhiyou, Z. (1990). Information needs of small and medium enterprises. In K. Ganzhorn and 
S. Fautoferri (eds). Bridging the Information Gap for Small and Medium Enterprises. 
Springer-Verlag: Berlin, p. 23-34. 
324 
Appendix A 
Appendix A-1: Questionnaire 
-at. 
institute for Accounthig Studies 
School of Accountwicy 
Universiti Utara Malaysia 
Sintok UUM 06010 
Kedah Darul Aman 
e-mail: azizi833@uuin. edu. my 
QUESTIONNAIRE 
THE ALIGNMENT BETWEEN IT SOPHISTICATION AND 
ACCOUNTING INFORMATION SYSTEM DESIGN AMONG 
MALAYSIAN MANUFACTURING FIRMS 
J he purpose of this study is to gain better understanding of the sophistication of Information 
Technology (IT) and the various characteristics of accounting information among 
manufacturing firms in Malaysia. Therefore, we would like you to spend a little time 
iapproximately 30 minutes) answering questions related to the sophistication of' IT and the 
various characteristics of accounting information adopted by your company. Your answers are 
very important to the accuracy of our study. 
Would you like a copy of the summary of the results of this research'? 
Ll Yes Li No 
If YES, please supply a name and address below (or attach a business card): 
Name .......................................................................................... 
Position ....................................................................................... 
Address 
....................................................................................... 
INFORMATION GATHERED WILL BE KEPT STRICTLY CONFIDENTIAL 
please return the completed questionnaire using the self-addressed envelope enclosed at your 
earliest possible convenience. 
Thank you for your help 
The sequoice inimber will he used 
for data validation purposes only 
SECTION A: COMPANY PROFILE 
We would like some information about your company so that we can understand better your 
decisions related to information systems implementation and accounting systems design. 
(Please tick an appropriate box) 
What is the legal status of your firm? 
Lj Sole Proprietorship 
Li Partnership 
j Limited Company 
2. is the firm a subsidiary of another firm or an independent firm? 
o An independent firm 
Lj A subsidiary firm 
3. in which year was the firm established? 
. 4. How many full-time employees, including managers, does your firm employ? 
5. How many full-time employees at the managerial level does your firm employ? = 
6. in which category does your firm belong? 
Li 
L) 
j 
Ll 
Li 
Agro-based and food 
Electrical and electronic 
Materials 
Chemical industry 
Other (please specify): 
7. I)oes your firm use computers? 
Li Yes If your answer is YES, please continue with the next section. 
L: j No If your answer is NO, you may stop now and please return the questionnaire in the 
self addressed envelope. 
Li Textiles and apparel 
ý: ) Resource-based industry 
Lj Machinery and equipment 
Li Transportation 
2 
SECTION B: IT SOPHISTICATION 
We would like some information about your computer-based information systems so that we 
can understand better your decisions related to information systems implementation. 
8. In what year did your firm first implement a computer-based system? FTT-T-] 
9. included below is a list of information technologies which can be found in the manufacturing 
sector. Please tick the technologies presently used by your firm. 
(You may tick one or more boxes if appropriate) 
:j Office Support Systems 
(These applications include wordprocessing, graphics, and presentation packages) 
Lj Decision SUDDort Systems 
(These applications include spreadsheets and similar) 
ýj Database Systems 
(These applications include personnel and other non-accounting systems) 
j Accounting-Based Applications 
(These applications include payroll, receivables, payables, general ledger, order entry and billing) 
Ca Computer- Assisted Production Management 
(These applications are related to inventory management, raw materials purchasing, production 
planning and control, e. g. MRP) 
j Computer-Aided Design 
(This system facilitate the creation and manipulation of industrial drawings, e. g. CAD) 
j Computer-Aided ManufactqLiýng 
(This system automates production by computer operation of numerically controlled machine tools, 
e. g. robotics, CAM) 
.j Local Area Network (LAN) 
(Communication system which interconnects computers within an organisation, e. g. local e-inail, 
application anddata sharin 9 
External Network 
(Communication system that interconnects computers at geographicall 
'v 
dispersed locations. Aese 
include Internet, Electronic Data Interchange and emernal data sources) 
10. Which types of processing does your computer-based accounting systern currently use? 
(You may tick one or more boxes if appropriate) 
C3 13 atc hes (periodic processing of data) 
Li Online batches (entered as transaction occurs but processed later) 
Lj Online and real time (entered as transaction occurs andprocessed inunediatelv) 
3 
'11. Among the following computer apWications, please tick the applications presently 
implemented in your firm. 
(You may tick one or more boxes if appropriate) 
[I General ledger 
0 Accounts receivable 
C) Accounts payable 
C3 Billing 
C3 Order entry 
ri Purchasing 
C3 Inventory 
C) Production planning and control 
C3 Payroll 
u Cost accounting 
a Financial accounting 
u Financial analysis 
u Budgeting 
u Project management 
u Production variances 
" Budget variances 
" Modeling 
" Personnel management 
12. What sources of software does your fIrm currently use? 
(You may tick one or more boxes if appropriate) 
C3 Standard package, unmodified 
(Refers to a package that you simply install and use without any modification) 
r] Standard package, modified externally 
(Refers to a package that has been modified by external expertise to suit your needs) 
C3 Standard package, modified internally 
(Refers to a package that has been modified by your IT staff to suit your needs) 
D Externally custom-developed package 
(Refers to an application developedfrom scratch by external expertise) 
C) Internally custom-developed package 
(Refers to an application developedfrom scratch by your IT staffi 
13. What types of IT planning were taken by your organisation before the implementation of 
your most recent computer-based systems? 
(You may tick one or more boxes if appropriate) 
D Financial resources planning 
C3 Human resources planning (e. g. manpower and training) 
C3 Information requirement analysis 
0 Implementation planning (e. g. software development, installation and conversion) 
C3 Post-implementation planning (e. g. operation, maintenance, future computer needs) 
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SECTION C: CEO PROFILE AND COMMITMENT 
14. Please indicate the level of your familiarity and knowledge of the following accounting 
techniques and IT packages: 
Little 
knowledge 
Not but no Good Extensive 
familiar experience knowledge knowledge 
Financial accounting techniques ................ 1 2 3 4 
Management accounting techniques ............ 1 2 3 4 
Word-processing package ........................ 1 2 3 4 
Spreadsheet package .............................. 1 2 3 4 
Database package ................................. 1 2 3 4 
Accounting-based applications ............... 1 2 3 
4 
Computer- as si sted production management ... 1 2 3 4 
E-mail ............................................... 1 2 3 4 
Internet searching ................................. 1 2 3 4 
15. How involved have you been in the acquisition and implementation of your firm's 
cornputer-based systems? For each of the various stages of the process of computerisation, 
please select from the following 5 statements, the one statement which best describes your 
personal role. 
I= Not with the firm at that time 
2= Not involved 
3=A managerial/Overseeing role only 
4= Closely involved - Sharing the responsibility with others 
5= Highly involved - You took full responsibility 
a. Definition of needs (information requirements) 12345 
b. Choice of hardware and software ....................... 12345 
c. Implementation of systems .............................. 12345 
d. Solving problems since implementation ............... 12345 
e. Planning of further developments ...................... 12345 
5 
SECTION D: INFORMATION PROCESSING 
16. The following statements help us understand the importance and availability of information 
in your organisation. Scales on the left-hand side attempt to measure your perceptions 
toward the importance of each characteristic of information identified. Scales oil tile Light- 
hand side attempt to measure the extent to which your computer-based systems provide 
each of the characteristics of information identified. 
(Please circle an appropriate number on each side of the statement) 
Not Very Not Extensively 
important important Information Characteristics available available 
12345 Information that relates to possiblefuture events such as 12345 
future trends in sales, profits, expenses, cash flow etc. 
12345 Non-economic information such as customer 12345 
preferences, employee attitudes, attitudes of government 
and consumer bodies, competitive threats etc. 
2345 Information on broad factors external to your firm such 12345 
as economic conditions, population growth, technological 
changes etc. 
2345 Non-financial information that relates to production 12345 
information such as output rates, scrap levels, machine 
efficiency, employee absenteeism etc. 
2345 Non-financial information that relates to market 12345 
information such as market size, growth share etc. 
2345 Sectional reports, information provided on the different 12345 
sections or functional areas in your firm such as 
marketing and production, or sales, cost or profit centres. 
2345 Temporal reports, information on the effect of events on 12345 
particular time periods such as month I y/quarterl y/an n ual 
summaries, trends, comparisons etc. 
2345 Effects of events on functions, information that has been 12345 
processed to show the influence of events on different 
functions, such as marketing or production associated 
with particular activities or tasks. 
2345 Decisional models, information in formats suitable for 12345 
input into decision models such as discounted cash flow 
analysis, incremental or marginal analysis, inventory 
analysis, credit policy analysis etc. 
6 
Not Very Not Extensively 
hnportant Important Information Characteristics available available 
12345 Information in forms that enable you to conduct "what- 12345 
if'analysis. 
12345 Summary reports-sections, information on the effect of 12345 
different sections' activities on summary reports such as 
profit, cost, revenue reports for other sections. 
12345 Summary reports-organisation, information on the effect 12345 
of different sections' activities on summary reports such 
as profit, cost, revenue reports for the overall firm. 
1 2345 Sub-unit interaction, information on the impact that a 12345 
_ decision will have throughout the firm, and the influence 
of other individuals' decisions on other area of 
responsibility. 
12345 Precise targets for the activities of all sections within the 12345 
firm. 
12345 Organisational effect, information that relates to the 12345 
impact that decisions have on the overall performance of 
the firm. 
12345 Speed of reporting, i. e. requested information to arrive 12345 
immediately upon request. 
12345 Automatic receipt, i. e. information supplied 12345 
automatically upon its receipt into information systems or 
as soon as processing is completed. 
12345 Frequency of reporting, i. e. reports are provided 12345 
frequently on a systematic, regular basis such as daily 
reports, weekly reports etc. 
12345 Immediate reporting, i. e. there is no delay between an 12345 
event occurring and relevant information being reported. 
7 
SECTION E: BUSINESS STRATEGY 
17. Please indicate, using the scales below, the extent to which your firm's business strategy 
inclines to one or other of each pair of statements. (Please tick only ONE box per line). 
We attempt to be ahead of our competitors.... 
12345 
By quality products rather than El El El D F-I By cheaper pricing of our products 
price 
By introducing new products 
ahead of others 
By having a wider range of 
products available 
By expanding into new markets 
By responding rapidly to new 
ideas in the environment 
By adopting the latest 
technology regardless of costs 
By using flexible and multiple 
technologies 
El El El El M By focusing on improving existing products 
El El El F-I F-I By concentrating on a more limited range of products 
El El El F-I F-I By focusing on an existing stable 
market 
El F-I F-I El F-I By moving cautiously on directly relevant changes in the 
environment 
El 1: 11: 1 El El By maintaining the existing cost- efficient technology 
[: ] [: ] [: ] RR By using a single core technology 
13y maintaining a dynamical and El D El F-1 0 By maintaining a stable and simple flexible administrative system administrative system 
SECTION F: ENVIRONMENTAL UNCERTAINTY 
18. We are interested in your firm's relationship to its external environment. Please rate the 
characteristics or behaviour of various sectors on the following 5-point scale. 
Unpredictable easy to predict 
I'lle actions of you competitors ai-e ........................... 12345 
Unpredictable easy to predict 
The demand for your product is .................................. 12345 
To remain competitive, your firm must change its marketing very rarely very frequently 
practices ............................................................. 12345 
very slow very rapid 
j-he rate of tech nol ogical evolution in your industry is ....... 
12345 
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SECTION G: EXTERNAL EXPERTISE 
19. Please indicate the following expertise you normally seek on matters regarding 
cornputerisation of your firm? If your answer is YES, please rate your level of satisfaction 
to each of the sources. 
Very Very 
dissatisried satisfied 
Consultants ..................... o No Li Yes--) 
if YES 1 23 45 
Vendors/Dealers ............... L) No Li Yes--) 
if YES 1 23 45 
Government agencies ......... Li No zi 
Yes 4 if YES 1 23 45 
Accounting/auditing firms .... Li 
No j Yes-) if YES 1 23 45 
SECTION H: INTERNAL EXPERTISE 
20. Does your organisation employ full-time accounting staff? 
j Yes Li No 
If YES, please indicate the NUMBER of the following staff: 
Qualified Accountant(s) 
Accounting Executive(s) 
Accounting Clerk(s) 
21. Does your organisation employ full-time information systems personnel? 
j Yes Li No 
If YES, please indicate the NUMBER of the following staff: 
Systems Manager(s) 
System Analyst(s) 
programmer(s) 
9 
SECTION 1: COMPANY PERFORMANCE 
22. Relative to your industry's average or to comparable organisations, what is, in your 
opinion, the performance of your organisation in regard to the following criteria? 
Very Weak Same Strong Very 
weak level strong 
Long term profitability ................................. 12345 
Sales growth ............................................. 12345 
Financial resources (liquidity and investment 
capacity) .................................................. 12345 
Public image and client loyalty ........................ 12345 
SECTION J: INFORMATION SYSTEMS EFFECTIVENESS 
23. The following statements aim to assess the level of success of your computer-based systems. 
(Please circle the most appropriate number on the scale rangingfroyn I= strongly disagree to 
5= strongly agree). 
Strongly Strongly 
Our computer-based system achieves Disagree Neutral Agree 
High levels of Systems Quality (e. g. system reliability, features and 
functions, response time) .................................................... 12345 
High levels of Information Quality (e. g. information clarity, 
completeness, usefulness, accuracy) ....................................... 12345 
High levels of Information Use (e. g. regularity of use, number of 
enquiries, duration of use, frequency of reports requests) .............. 12345 
High levels of User Satisfaction (e. g. overall satisfaction, 
enjoyment, difference between information needed and received, 
software satisfaction) ......................................................... 12345 
High degree of positive Individual Impact (e. g. design 
effectiveness, problem identification, improved individual 
productivity) .................................................................. 12345 
1 ligh levels of positive Organisational Impact (e. g. contribution to 
achieving goals, cost/benefit ratio, overall productivity gains, 
service effectiveness) ........................................................ 12345 
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SECTION K: PERSONAL INFORMATION 
24. What is your current position in the company? 
zi Chief Executive Officer La Senior manager 
j Manager Li Other (please specify): 
25. How long have you been in the current position? FI-] Years 
26. How long have you been with the company? FT] Years 
27. Your gender: L-j Mate u Female 
28. Your age range is: 
ci 20 - 29 J 30-39 
c: j 40 - 49 u 50 and above 
29. Your highest level of education is: 
j Masters or higher Li Degree 
ci Diploma u SPM/STPM 
Please use this space to write any comments you wish to make 
................................................................................................................................. 
................................................................................................................................. 
................................................................................................................................. 
Thank you for spending your precious time answering the questionnaire. Your contribution to 
this study is highly appreciated. 
II 
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Appendix A-2: Cover letter 
Mr Ng Chok Tung 
Chief Executive Officer 
Alumac Industries Sdn Bhd 
Lot 8463 Kampung Jaya Industrial Area 
47000 Sungai Buloh 
Selangor Darul Ehsan 
30 November 2002 
Dear Mr Ng Chok Tung, 
R, ESEARCH ON ACCOUNTING INFORMATION SYSTEM DESIGN AND 
INFORMATION TECHNOLOGY SOPHISTICATION 
We are conducting a survey to explore how the sophistication of Information Technology 
(IT) and the various characteristics of accounting information might lead to better 
financial success of manufacturing firms. Our research unit has undertaken this study 
because of the belief that these information should be taken into account in the formation 
of policies for the planning and development of manufacturing firms in Malaysia. The 
findings for example will help those who provide advice on information systems 
implementation to give more effective assistance to manufacturing firms such as yours. 
Therefore, we would like to ask you to spend a small amount of your valuable time to 
complete the questionnaire which is enclosed with this letter. Your answers are very 
important to the accuracy of this study. The utmost confidentiality will be observed in 
using the information given. We will not use your name or the name of your company 
when compiling the report on the research findings. 
When the study has been completed, a copy of the report can be made available to you. If 
you would like a copy, please write your company name and address on the first page of 
the questionnaire. 
Thank you for your assistance. 
yours sincerely, 
NOOR AZIZI ISMAIL, CMA 
Project Director 
Institute for Accounting Studies 
Universiti Utara Malaysia 
Email: azizi833@uum. edu. my 
Tel: 019-9228630 
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Appendix A-3: Postcard reminder 
Last week a questionnaire seeking information about your firm's accounting information 
system design and information technology sophistication was mailed to you. Your firm 
was drawn in a random sample of manufacturing firms in Malaysia. 
If you have already completed and returned it to us please accept our sincere thanks. If 
no, please return it as soon as possible. Your answers are very important to the accuracy 
of this study. The utmost confidentially will be observed in using the information given. 
if by some chance you did not receive the questionnaire, or it got misplaced, please email 
or call me (email: azizi833@uum. edu. my; mobile: 019-9228630) and I will get another 
one in the mail to you today. 
Sincerely, 
NOOR AZIZI ISMAIL, CMA 
Project Director 
institute for Accounting Studies 
Universiti Utara Malaysia 
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Appendix A-4: Second cover letter 
Mr Ng Chok Tung 
Chief Executive Officer 
Alumac Industries Sdn Bhd 
Lot 8463 Kampung Jaya Industrial Area 
47000 Sungai Buloh 
Selangor Darul Ehsan 
December 2002 
Dear Mr Ng Chok Tung, 
About a month ago I wrote to you seeldng your opinion on the types of accounting 
information and information technology employed by your firm. As of today we have not 
yet received your completed questionnaire. 
Our research unit has undertaken this study because of the belief that manufacturing 
firrns' opinions should be taken into account in the formation of policies for the planning 
and development of manufacturing firms in the information age. The results of this study 
will be made available to the relevant government and private agencies such as FMM, 
SMIDEC, MITI. 
I am writing to you again because of the significance each questionnaire has to the 
usefulness of this study. Your firm was drawn through a scientific sampling process in 
which every firm has an equal chance of being selected. In order for the results of this 
study to be truly representative of all manufacturing firms in Malaysia it is essential that 
each firm in the sample return their questionnaire. As mentioned in our last letter, the 
utrnost confidentiality will be observed in using the information given. 
in the event that your questionnaire has been misplaced, a replacement is enclosed. 
your cooperation is greatly appreciated. 
yours sincerely, 
NOOR AZIZI ISMAIL, CMA 
project Director 
Institute for Accounting Studies 
Universiti Utara Malaysia 
F_mail: azizi833@uum. edu. my 
Tel: 019-9228630 
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Appendix B: Result of Mann-Whitney test between early and late respondents 
Major Variables Mann-WhitneY U 2-tailed Are they 
significance significant at 95% 
level? 
AISR-Future events 430.5 0.941 Not significant 
AISR-Non-economic information 432.0 0.961 Not significant 
AISR-External information 355.5 0.218 Not significant 
AISR-Non-financial (production) 357.5 0.202 Not significant 
AISR-Non-financial (market) 377.5 0.356 Not significant 
AISR-Sectional reports 361.5 0.226 Not significant 
AISR-Temporal reports 434.0 0.987 Not significant 
AISR-Effects of events on functions 413.5 0.723 Not significant 
AISR-Decisional models 358.5 0.208 Not significant 
AISR-What-if analysis 373.0 0.311 Not significant 
AISR-Summary reports-sections 342.0 0.128 Not significant 
AISR-Summary reports-organisation 383.5 0.405 Not significant 
AISR-Sub-unit interaction 320.0 0.059 Not significant 
AISR-Precise targets 329.5 0.086 Not significant 
AISR-Organizational effect 392.5 0.649 Not significant 
AISR-Speed of reporting 364.5 0.252 Not significant 
AISR-Automatic receipt 378.5 0.368 Not significant 
AISR-Frequency of reporting 387.0 0.572 Not significant 
AISR-Immediate reporting 371.5 0.427 Not significant 
AISC-Future events 363.5 0.355 Not significant 
AISC-Non-economic information 364.5 0.369 Not significant 
AISC-External information 382.5 0.542 Not significant 
AISC-Non-financial (production) 411.0 0.884 Not significant 
AISC-Non-financial (market) 337.0 0.177 Not significant 
AISC-Sectional reports 379.5 0.510 Not significant 
AISC-Temporal reports 281.0 0.021 Significant 
AISC-Effects of events on functions 407.0 0.831 Not significant 
AISC-Decisional models 401.0 0.757 Not significant 
AISC-What-if analysis 385.0 0.568 Not significant 
AISC-Surnmary reports-sections 391.5 0.640 Not significant 
AISC-Surnmary reports -organ i sati on 397.5 0.710 Not significant 
AISC-Sub-unit interaction 397.5 0.712 Not significant 
AISC-Precise targets 370.0 0.415 Not significant 
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Major Variables Mann-Whitney U 2-tailed Are they 
significance signif icant at 95 % 
level? 
AISC-Organizational effect 368.0 0.533 Not signific. ini 
AISC-Speed of reporting 418.0 0.973 Not significant 
AISC-Automatic receipt 401.5 0.763 Not significant 
AISC-Frequency of reporting 366.5 0.516 Not significant 
AISC-Immediate reporting 389.0 0.784 Not significant 
Long term profitability 386.5 0.416 Not significant 
Sales growth 415.0 0.740 Not significant 
Financial resources 387.5 0.427 Not significant 
Public image and client loyalty 441.5 0.889 Not significant 
Systems quality 349.0 0.111 Not significant 
information quality 370.5 0.208 Not significant 
Information use 436.5 0.827 Not significant 
User satisfaction 422.0 0.653 Not significant 
Individual impact 448.0 0.974 Not significant 
Organisational impact 417.5 0.601 Not significant 
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Appendix C-1: Mann-Whitney Test for Type of Firms 
(Independent vs. Subsidiary) 
Mann-Whitney U Wilcoxon Wz Sig. 
(2-tailed) 
R-future events 10816.500 17956.500 -. 191 . 848 
R-non-economic 10463.500 17603.500 -. 602 . 547 
R-external 10591.500 17731.500 -. 421 . 674 
R-non-financial production 10467.500 27487.500 -. 688 . 491 
R-non-financial market 9850.500 16990.500 -1.393 . 104 
R-sectional reports 10612.000 17752.000 -. 485 . 628 
R-temporal reports 10644.500 27480.500 -. 358 . 720 
R-effects of events 9775.000 26611.000 -1.600 . 109 
R-decisional models 10557.000 17578.000 -. 347 . 728 
R-what-if analysis 9428.000 25899.000 -1.807 . 071 
R-summary reports-sections 10094.500 27114.500 -1.222 . 222 
R-summary reports-organisation 10614.000 17754.000 -. 395 . 693 
R-sub-unit interaction 10557.500 17697.500 -. 389 . 697 
R-precise targets 10227.500 17248.500 -. 809 . 418 
R-organisational effect 10693.000 27713.000 -. 101 . 919 
R-speed of reporting 10028.000 27048.000 -1.439 . 150 
R-automatic receipt 9501.500 16641.500 -2.035 . 042 
R-freq of reporting 10554.000 17694.000 -. 567 . 570 
R-immediate reporting 10546.500 17686.500 -. 484 . 628 
C-future events 10492.000 17513.000 -. 268 . 789 
C-non-economic 10479.000 26950.000 -. 412 . 681 
C-external 10262.500 26915.500 -. 801 . 423 
C-non-financial production 10120.000 26591.000 -. 921 . 357 
C-non-financial market 9964.500 17104.500 -1.141 . 254 
C-sectional reports 9947.500 26418.500 -1.166 . 243 
C-temporal reports 9078.500 25549.500 -2.415 . 016 
C-effects of events 9623.000 26276.000 -1.700 . 089 
C-clecisional models 10469.500 27122.500 -. 507 . 612 
C-what-if analysis 10047.500 26518.500 -. 901 . 367 
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Mann-Whitney U Wilcoxon W Z Sig. 
(2-tailed) 
C-summary reports-sections 9659.500 26130.500 -1.575 . 115 
C-summary reports-organisation 9046.500 25336.500 -2.381 . 017 
C-sub-unit interaction 9435.000 25906.000 -1.897 . 058 
C-precise targets 10065.500 26718.500 -. 953 . 341 
C-organisational effect 9716.000 26187.000 -1.256 . 209 
C-speed of reporting 9146.000 25617.000 -2.446 . 014 
C-automatic receipt 10671.500 17811.500 -. 139 . 890 
C-freq of reporting 9242.500 25713.500 -2.184 . 029 
C-immediate reporting 10273.000 17413.000 -. 791 . 429 
Quality/pricing 10964.000 18345.000 -. 230 . 818 
New products 10389.500 17770,500 -1.009 . 313 
Range of products 11035.500 28055.500 -. 132 . 895 
New markets 11130.500 28150.500 -. 002 . 998 
Respond to environ 10383.500 17764.500 -1.024 . 306 
Techno-latest/cost 10497.500 17878.500 -. 872 . 383 
Techno-single/multiple 9893.000 26913.000 -1.711 . 087 
Administrative system 9986.500 27006.500 -1.450 . 147 
Competitors 10808.500 18189.500 -. 640 . 522 
Product 9294.500 26685.500 -2.777 . 005 
Marketing 10865.000 18246.000 -. 550 . 583 
Technology 11132.500 18513.500 -. 174 . 862 
perform-profit 9536.500 26927.500 -2.325 . 020 
Perform-sales 10500.000 27891.000 -. 948 . 343 
Perform-financial 9564.000 26955.000 -2.298 . 022 
Perform-image/loyalty 9994.500 27385.500 -1.852 . 064 
IS-system quality 10293.500 27684.500 -1.262 . 207 
IS-information quality 9733.000 27124.000 -2.044 . 041 
IS-information use 10369.000 17629.000 -1.143 . 253 
IS-user satisfaction 10996.500 28387.500 -. 240 . 810 
IS-individual impact 11018.000 18278.000 -. 203 . 839 
IS-organizational impact 10966.000 18226.000 -. 278 . 781 
a Grouping Variable: Firm Status 
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Appendix C-2: Kruskal-Wallis Test for Category of Firrus 
Chi-Square df Sig. 
R-future events 8.221 8 . 412 
R-non-economic 11.250 8 . 188 
R-external 10.199 8 . 251 
R-non-financial production 5.450 8 . 709 
R-non-financial market 4.395 8 . 820 
R-sectional reports 11.881 8 . 157 
R-temporal reports 9.104 8 . 334 
R-effects of events 5.508 8 . 702 
R-decisional models 13.223 8 . 104 
R-what-if analysis 9.204 8 . 325 
R-summary reports-sections 3.406 8 . 906 
R-summary reports-organisation 6.139 8 . 632 
R-sub-unit interaction 1.716 8 . 989 
R-precise targets 5.539 8 . 699 
R-organisational effect 9.071 8 . 336 
R-speed of reporting 7.033 8 . 533 
R-automatic receipt 7.654 8 . 468 
R-freq of reporting 7.181 8 . 517 
R-immediate reporting 4.496 8 . 910 
C-future events 5.538 8 . 699 
C-non-economic 14.469 8 . 070 
C-external 11.999 8 . 151 
C-non-financial production 6.299 8 . 614 
C-non-financial market 8.056 8 . 428 
C-sectional reports 10.010 8 . 264 
C-temporal reports 5.893 8 . 659 
C-effects of events 2.658 8 . 954 
C-decisional models 8.544 8 . 382 
C-what-if analysis 4.978 8 . 760 
('-summary reports-sections 5.754 8 . 675 
(, -summary reports-organisation 3.604 8 . 891 
C-sub-unit interaction 6,406 8 . 602 
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Chi-Square df Sig. 
C-precise targets 7.175 8 . 518 
C-organisational effect 9.015 8 . 341 
C-speed of reporting 6.288 8 . 615 
C-automatic receipt 6.903 8 . 547 
C-freq of reporting 7.827 8 . 451 
C-immediate reporting 10.401 8 . 238 
Quality/pricing 10.513 8 . 231 
New Products 19.886 8 . 011 
Range of products 10.878 8 . 209 
New markets 12.360 8 . 136 
Respond to environ 9.721 8 . 285 
Techno-latest/cost 3.794 8 . 875 
Techno-single/mu I ti pie 8.578 8 . 379 
Administrative system 15.184 8 . 056 
Competitors 8.499 8 . 386 
Product 3.851 8 . 870 
Marketing 6.502 8 . 591 
Technology 5.396 8 . 715 
Perform-profit 10.186 8 . 252 
Perform-sales 6.299 8 . 614 
Perform-financial 5.704 8 . 680 
Perform-image/loyalty 2.366 8 . 968 
IS-system quality 12.570 8 . 128 
IS-information quality 9.052 8 . 338 
IS-information use 14.533 8 . 069 
IS-user satisfaction 8.028 8 . 431 
IS-individual impact 12.333 8 . 137 
IS -organizational impact 30.968 8 . 000 
a Kruskal WallisTest 
b Grouping Variable: Firm's Category 
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Appendix C-3: Mann-Whitney Test for Category of Firms 
(Engineering vs. Non-Engineering) 
Matin-Whitney U Wilcoxon W z Sig. 
(2-tailed) 
R-future events 8977.500 18847.500 -2.026 . 043 
R-non-economic 8253.500 17983.500 -2.955 . 003 
R-extemal 8791.500 18521.500 -2.147 . 032 
R-non-financial production 10261.000 21139.000 -. 044 . 965 
R-non-financial market 9365.000 20096.000 -1.181 . 238 
R-sectional reports 9834.500 20712.500 -. 696 . 487 
R-temporal reports 9955.000 20833.000 -. 408 . 683 
R-effects of events 10167.500 19897.500 -. 075 . 941 
R-decisional models 9722.500 20600.500 -. 646 . 518 
R-what-if analysis 9919.000 19372.000 -. 126 . 900 
R-summary reports-sections 9175.000 19045.000 -1.690 . 091 
R-summary reports-organisa tion 10111.000 19981.000 -. 166 . 868 
R-sub-unit interaction 10004.500 20882.500 -. 211 . 833 
R-precise targets 9316.500 18907.500 -1.245 . 213 
R-organisational effect 9150.500 18880.500 -1.503 . 133 
R-speed of reporting 9720.500 19731.500 -. 969 . 333 
R-automatic receipt 9863.000 19733.000 -. 637 . 524 
R-freq of reporting 10240.500 20251.500 -. 080 . 936 
R-immediate reporting 9489.500 19359.500 -1.097 . 273 
C-future events 9986.500 20571.500 -. 028 . 978 
C-non-economic 9110.500 18980.500 -1.461 . 144 
C-external 8987.000 18857.000 -1.744 . 081 
C-non-financial production 10012.000 20597.000 -. 099 . 921 
C-non-financial market 9318.000 19188.000 -1.147 . 251 
C-sectional reports 9373.000 19958.000 -1.064 . 288 
C-temporal reports 9269.500 19854.500 -1.225 . 220 
C-effects of events 10033.500 19903.500 -. 175 . 861 
C-decisional models 10071.000 20656.000 -. 118 . 906 
C-what-if analysis 9336.000 19066.000 -1.021 . 307 
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Mann-Whitney U Wilcoxon W Z Sig. 
(2-tailed) 
C-summary reports-sections 9542.500 19272.500 -. 806 . 420 
C-summary reports-organisation 10003.000 20443.000 -. 008 . 994 
C-sub-unit interaction 9430.000 20015.000 -. 977 . 328 
C-precise targets 9925.500 19655.500 -. 228 . 819 
C-organisational effect 8404.000 17995.000 -2.347 . 019 
C-speed of reporting 10123.000 19993.000 -. 041 . 967 
C-automatic receipt 9584.500 20169.500 -. 740 . 459 
C-freq of reporting 9843.500 20283.500 -. 360 . 719 
C-immediate reporting 9872.000 19883.000 -. 424 . 671 
Quality/pricing 9758.000 19769.000 -. 983 . 326 
New Products 10206.000 20217.000 -. 329 . 742 
Range of products 10334.000 20345.000 -. 145 . 885 
New markets 9930.000 19941.000 -. 729 . 466 
Respond to environ 9981.000 19992.000 -. 658 . 511 
Techno-latest/cost 10323.500 20334.500 -. 161 . 872 
Techno-single/multiple 10266.500 20277.500 -. 245 . 806 
Administrative system 10276.000 20287.000 -. 128 . 899 
Competitors 10340.500 20493.500 -. 260 . 795 
Product 10272.500 20425.500 -. 356 . 722 
Marketing 10064.000 21090.000 -. 671 . 502 
Technology 9851.500 20004.500 -1.008 . 313 
Perform-profit 9385.000 19538.000 -1.605 . 108 
Perform-sales 10222.000 21100.000 -. 329 . 742 
Perform-financial 10310.000 20463.000 -. 195 . 845 
Perform-image/loyalty 10132.500 20285.500 -. 587 . 557 
IS-system quality 9197.500 19350.500 -1.927 . 054 
IS-information quality 9513.000 19666.000 -1.407 . 159 
IS-information use 9934.500 20087.500 -. 773 . 439 
IS-user satisfaction 9936.000 20089.000 -. 781 . 435 
IS-individual impact 8776.500 18929.500 -2.518 . 012 
IS -organizational irnpact 7929.000 18082.000 -3.821 . 000 
a Grouping Variable: Firm's Category2 
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Appendix C-4: Kruskal-Wallis Test for Age of Firms 
R-future events . 
965 4 . 
915 
R-non-economic 12.875 4 . 
012 
R-extemal 4.797 4 . 
309 
R-non-financial production 8.933 4 . 
063 
R-non-financial market 3.330 4 . 
504 
R-sectional reports 6.663 4 . 
155 
R-temporal reports 3.956 4 . 
412 
R-effects of events 20.436 4 . 
000 
R-decisional models 2.459 4 . 
652 
R-what-if analysis 4.935 4 . 
294 
R-summary reports-sections 8.069 4 . 
089 
R-summary reports-organisation 4.632 4 . 
327 
R-sub-unit interaction 9.340 4 . 
053 
R-precise targets 6.416 4 . 
170 
R-organisational effect 12.882 4 . 
012 
R-speed of reporting 4.375 4 . 
358 
R-automatic receipt 3.742 4 . 
442 
R-frequency of reporting 11.036 4 . 
026 
R-irnmediate reporting 5.080 4 . 
279 
C-future events 2.457 4 . 
652 
C-non-economic 10,448 4 . 
034 
C-external 8.858 4 . 
065 
C-non-financial production 5.253 4 . 
262 
C-non-financial market 8.935 4 . 
063 
C-sectional reports 9.961 4 . 
041 
C-temporal reports 8.384 4 . 
078 
C-effects of events 20.509 4 AM 
C-decisional models 2.337 4 . 
674 
C-what-if analysis 5.669 4 . 
225 
C-summary reports-sections 5.910 4 . 
206 
c-summary reports-organisation 5.795 4 . 
215 
C-sub-unit interaction 
. 
955 4 
. 
917 
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C-precise targets 8.286 4 . 082 
C-organisational effect 8.517 4 . 074 
C-speed of reporting 5.757 4 . 218 
C-automatic receipt 7.379 4 . 117 
C-frequency of reporting 10.841 4 . 028 
C-immediate reporting 6.506 4 . 164 
Quality/pricing 5.629 4 . 229 
New products 7.829 4 . 098 
Range of products 28.352 4 . 000 
New markets 3.200 4 . 525 
Respond to environ 5.752 4 . 218 
Techno-latest/cost 10.172 4 . 038 
Techno-single/muldple 1.758 4 . 780 
Administrative system 4.786 4 . 310 
Competitors 10.365 4 . 035 
Product 8.909 4 . 063 
Niarketing 5.746 4 . 219 
Technology 4.405 4 . 354 
perform-profit 6.157 4 . 188 
Perform-sales 4.354 4 . 360 
Perform-financial 9.257 4 . 055 
Perform-image/loyalty 12.925 4 . 012 
IS-system quality 13.050 4 . 011 
IS-information quality 7.643 4 . 106 
IS-information use 19.126 4 . 001 
IS-user satisfaction 6.630 4 . 157 
IS-individual impact 2.764 4 . 598 
IS-organizational impact 6.020 4 . 198 
a Kruskal Wallis Test 
b Grouping Variable: Company Age 
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Appendix C-5: Kruskal-Wallis Test for Size of Firms 
Chi-Square df Sig. 
R-future events 1.927 2 . 382 
R-non-economic 2.979 2 . 226 
R-external 1.540 2 . 463 
R-non-financial production 7.439 2 . 024 
R-non-financial market . 974 2 . 615 
R-sectional reports 2.543 2 . 280 
R-temporal reports 6.361 2 . 042 
R-effects of events 2.234 2 . 327 
R-decisional models 1.585 2 . 453 
R-what-if analysis 6.995 2 . 030 
R-summary reports-sections 2.851 2 . 240 
R-summary reports-organisation 3.636 2 . 162 
R-sub-unit interaction 2.701 2 . 259 
R-precise targets 13.055 2 . 001 
R-organisational effect 5.556 2 . 062 
R-speed of reporting 7.057 2 . 029 
R-automatic receipt 3.132 2 . 209 
R-freq of reporting 1.241 2 . 538 
R-immediate reporting 2.014 2 . 365 
C-future events . 371 2 . 831 
C-non-economic 2.138 2 . 343 
C'-external 2.888 2 . 236 
C-non-financial production 10.087 2 . 006 
C-non-financial market 5.286 2 . 071 
C'-sectional reports 1.369 2 . 504 
C-temporal reports . 904 2 . 636 
C-effects of events 4.954 2 . 084 
C-decisional models . 645 2 . 724 
C'-what-if analysis 8.408 2 . 015 
C'-summary reports-sections 2.104 2 . 349 
(1-summary reports-organisation 1.817 2 . 403 
('-sub-tinit interaction 2.376 2 . 305 
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Chi-Square df Sig. 
C-precise targets 11.847 2 
. 
003 
C -organ i sational effect 4.156 2 . 
125 
C-speed of reporting 2.388 2 . 
303 
C-automatic receipt 12.687 2 . 
002 
C-freq of reporting 1.259 2 . 
533 
C-immediate reporting 1.547 2 . 
461 
Quality/pricing 8.225 2 
. 
016 
New products . 
251 2 
. 
882 
Range of products 3.482 2 . 
175 
New markets 1.964 2 . 
375 
Respond to environ 1.636 2 . 
441 
Tech no-latest/cost 1.093 2 . 
579 
Techno-single/multiple 
. 
783 2 
. 
676 
Administrative system 5.522 2 . 
063 
Competitors 3.851 2 
. 
146 
Product 2.586 2 . 
274 
Marketing 9.763 2 
. 
008 
Technology 1.449 2 
. 
485 
perform-profit 11.808 2 . 
003 
Perform-sales 4.947 2 . 
084 
Per-form-financial 7.528 2 
. 
023 
perform-image/loyalty 14.394 2 
. 
001 
IS-system quality 6.182 2 . 
045 
IS-information quality 1.996 2 . 
369 
IS-information use 4.056 2 . 
132 
IS-user satisfaction . 
821 2 
. 
663 
IS-individual impact 
. 
917 2 . 632 
IS-organizational impact 
. 
084 2 . 
959 
a Kruskal Wallis Test 
b Grouping Variable: size 
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Appendix C-6: Kruskal-Wallis Test for Respondents' Position 
R-future events 3.454 3 . 327 
R-non-economic 1.407 3 . 704 
R-extemal 4.614 3 . 202 
R-non-financial prod . 702 3 . 873 
R-non-financial market 6.159 3 . 104 
R-sectional reports 4.140 3 . 247 
R-temporal reports 2.010 3 . 570 
R-effects of events 2.945 3 . 400 
R-decisional models . 989 3 . 804 
R-what-if analysis 6.751 3 . 
080 
R-summary reports-sect 3.085 3 . 379 
R-summary reports-organ 2.661 3 . 447 
R-sub-unit interaction 2.053 3 . 561 
R-precise targets 1.406 3 . 704 
R -organ i sational effect 3.271 3 . 352 
R-speed of reporting . 638 3 . 888 
R-automatic receipt . 684 3 . 877 
R-freq of reporting 2.735 3 . 434 
R-immediate reporting . 999 3 . 802 
C-future events 2.659 3 . 447 
C-non-economic 4.630 3 . 201 
C-external 8.690 3 . 034 
C-non-financial prod 5.309 3 . 151 
C-non-financial market 9.964 3 . 019 
C-sectional reports 4.661 3 . 198 
C-temporal reports 3.247 3 . 355 
C-effects of events 4.250 3 . 236 
C-decisional models 2.189 3 . 534 
C-what-if analysis 10.494 3 . 015 
C-summary reports-sect 10.329 3 . 016 
C-summary reports-organ 12.293 3 . 006 
C-sub-unit interaction 5.269 3 . 153 
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C-precise targets 7.359 3 . 061 
C-organisational effect 10.260 3 . 016 
C-speed of reporting 1.222 3 . 748 
C-automatic receipt 3.685 3 . 298 
C-freq of reporting . 448 3 . 930 
C-immediate reporting 2.850 3 . 415 
quality/pricing 3.610 3 . 307 
new products 9.923 3 . 019 
range of products 2.836 3 . 418 
new markets 5.089 3 . 165 
respond to environ 12.144 3 . 007 
techno-latest/cost 1.110 3 . 775 
techno-single/multiple 4.209 3 . 240 
administrative system 7.310 3 . 063 
competitors 9.086 3 . 028 
product 9.442 3 . 024 
rnarketing 1.127 3 . 770 
technology 1.539 3 . 673 
perform-profit 4.446 3 . 217 
perform-sales 1.210 3 . 751 
perform-financial 3.238 3 . 356 
perform-image/loyalty 5.179 3 . 159 
IS-system quality 6.790 3 . 079 
IS-information quality 6.850 3 . 077 
IS-information use . 708 3 . 871 
IS-user satisfaction 4.334 3 . 228 
IS-individual impact 6.569 3 . 087 
IS-organizational impact 15.125 3 . 002 
a Kruskal Wallis Test 
b GrouPing Variable: personal-position 
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Appendix C-7: Kruskal-Wallis Test for Number of Years in Position 
R-future events 7.410 3 . 
060 
R-non-economic 5.280 3 . 
152 
R-external 2.534 3 . 
469 
R-non-financial prod 1.711 3 . 
635 
R-non-financial market 2.318 3 . 
509 
R-sectional reports 1.261 3 . 
738 
R-temporal reports 7.463 3 . 
059 
R-effects of events 4.969 3 . 
174 
R-decisional models 1.473 3 . 688 
R-what-if analysis 4.260 3 . 
235 
R-summary reports-sect 4.291 3 . 
232 
R-summary reports-organ 1.470 3 . 
689 
R-sub-unit interaction 2.866 3 . 
413 
R-precise targets 1.717 3 . 
633 
R-organisational effect 5.728 3 . 
126 
R-speed of reporting 7.429 3 . 
059 
R-automatic receipt 1.544 3 . 
672 
R-freq of reporting 1.658 3 . 646 
R-immediate reporting 4.043 3 . 
257 
C-future events 1.737 3 . 
621) 
C-non-economic 
. 
947 3 . 
814 
C-external 
. 
520 3 
. 
915 
C-non-financial prod 3.525 3 . 
317 
C-non-financial market 4.822 3 . 
185 
C-sectional reports 3.016 3 . 
389 
C-temporal reports 3.101 3 . 
376 
C-effects of events . 
673 3 . 
880 
C-decisional models . 
941 3 
. 
816 
C-what-if analysis 1.265 3 . 
737 
(7-summary reports-sect 1.531 3 . 
675 
C-summary reports-organ . 
925 3 
. 
811) 
C-sub-unit interaction 1.846 3 
. 605 
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C-precise targets 2.739 3 . 434 
C-organisational effect 1.095 3 . 778 
C-speed of reporting 5.098 3 . 165 
C-automatic receipt 3.128 3 . 372 
C-freq of reporting 3.410 3 . 333 
C-immediate reporting 4.475 3 . 214 
quality/pricing 13.436 3 . 004 
new products 2.513 3 . 473 
range of products 4.425 3 . 219 
new markets 8.383 3 . 039 
respond to environ 4.362 3 . 225 
techno-latest/cost 1.521 3 . 678 
techno-single/multiple 4.386 3 . 223 
administrative system 9.115 3 . 028 
competitors 1.648 3 . 649 
product 5.538 3 . 136 
nwketing . 258 3 . 968 
technology 5.539 3 . 136 
perform-profit 3.602 3 . 308 
perform-sales 2.562 3 . 464 
perform-financial . 724 3 . 868 
perform-image/loyalty . 779 3 . 854 
IS-system quality 1.506 3 . 681 
IS-information quality . 788 3 . 852 
IS-information use 1.751 3 . 626 
IS-user satisfaction . 461 3 . 927 
IS-individual impact . 251 3 . 969 
IS-organizational impact 1.885 3 . 597 
a Kruskal Wallis Test 
b Grouping Variable: personal-years post 
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Appendix C-8: Kruskal-Wallis test for Number of Years With Company 
R-future events 2.775 3 . 428 
R-non-economic 3.567 3 . 312 
R-external 1.107 3 . 775 
R-non-financial prod 3.515 3 . 319 
R-non-financial market 1.324 3 . 724 
R-sectional reports 2.367 3 . 500 
R-temporal reports 6.720 3 . 081 
R-effects of events 6.807 3 . 078 
R-clecisional models . 487 
3 . 922 
R-what-if analysis 6.930 3 . 074 
R-summary reports-sect 6.745 3 . 080 
R-summary reports-organ 1.891 3 . 595 
R-sub-unit interaction 3.829 3 . 281 
R-precise targets 2.646 3 . 450 
R-organisational effect 4.537 3 . 209 
R-speed of reporting 4.838 3 . 184 
R-automatic receipt 5.105 3 . 164 
R-freq of reporting 1.468 3 . 690 
R-immediate reporting 3.489 3 . 322 
C-future events 3.154 3 . 369 
C-non-economic 1.905 3 . 592 
C-external 2.030 3 . 566 
C-non-financial prod 2.073 3 . 557 
C-non-financial market 5.369 3 . 147 
C-sectional reports 3.367 3 . 338 
C-temporal reports . 700 
3 . 873 
C-effects of events 1.909 3 . 591 
C-decisional models 3.489 3 . 322 
C-what-if analysis 1.517 3 . 678 
C-summary reports-sect . 278 
3 . 964 
C-summary reports-organ 1.409 3 . 703 
C-sub-unit interaction 2.999 3 . 392 
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C-precise targets 3.798 3 . 284 
C-organisational effect 1.906 3 . 592 
C-speed of reporting 8.102 3 . 044 
C-automatic receipt 5.517 3 . 138 
C-freq of reporting 3.753 3 . 289 
C-immediate reporting 9.048 3 . 029 
quality/pricing 6.316 3 . 097 
new products 1.433 3 . 698 
range of products . 060 3 . 
996 
new markets 8.474 3 . 037 
respond to environ 7.724 3 . 052 
techno-latest/cost 2.459 3 . 483 
techno-single/multiple 5.097 3 . 165 
administrative system 3.752 3 . 289 
competitors . 863 3 . 
834 
product 1.773 3 . 621 
marketing 1.638 3 . 651 
technology 4.472 3 . 215 
perform-profit 1.567 3 . 667 
perform-sales 1.052 3 . 789 
perform-financial 1.743 3 . 628 
perform-image/loyalty 2.655 3 . 448 
IS-system quality 5.330 3 . 149 
IS-information quality 2.041 3 . 564 
IS-information use 2.356 3 . 502 
IS-user satisfaction 1.812 3 . 612 
IS-individual impact . 304 3 . 
959 
IS-organizational impact 5.046 3 . 168 
a Kruskal Wallis Test 
b Grouping Variable: personal-years co 
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Appendix C-9: Kruskal-Wallis Test for Age of Respondents 
R-future events 1.256 3 . 740 
R-non-economic 1.088 3 . 780 
R-external 10.154 3 . 017 
R-non-financial prod 2.795 3 . 424 
R-non-financial market 8.051 3 . 045 
R-sectional reports . 340 
3 . 952 
R-temporal reports 2.286 3 . 515 
R-effects of events 2.051 3 . 562 
R-decisional models 6.784 3 . 079 
R-what-if analysis 1.333 3 . 721 
R-summary reports-sect . 390 
3 . 942 
R-summary reports-organ 4.388 3 . 222 
R-sub-unit interaction 5.356 3 . 148 
R-precise targets 5.191 3 . 158 
R-organisational effect 1.829 3 . 609 
R-speed of reporting 5.038 3 . 169 
R-automatic receipt 4.316 3 . 229 
R-freq of reporting 7.427 3 . 059 
R-irnmediate reporting 8.304 3 . 040 
C-future events 5.603 3 . 133 
C-non-economic . 575 3 . 
902 
C-external 2.201 3 . 532 
C-non-financial prod 2.792 3 . 425 
C-non-financial market 1.752 3 . 625 
C-sectional reports 2.979 3 . 395 
C-temporal reports . 734 
3 . 865 
C-effects of events 1.415 3 . 702 
C-decisional models 9.652 3 . 022 
C-what-if analysis 4.457 3 . 216 
C-summary reports-sect 6.500 3 . 090 
C-summary reports-organ 7.459 3 . 059 
C-sub-unit interaction 3.682 3 . 298 
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C-precise targets 1.757 3 . 624 
C -organ i sational effect . 422 3 . 936 
C-speed of reporting 2.077 3 . 557 
C-automatic receipt 13.018 3 . 005 
C-freq of reporting 1.709 3 . 635 
C-immediate reporting 4.081 3 . 253 
quality/pricing . 555 3 . 907 
new products 5.304 3 . 151 
range of products 1.669 3 . 644 
new markets 9.065 3 . 028 
respond to environ 3.731 3 . 292 
techno-latest/cost 5.374 3 . 146 
techno-single/multiple 6.947 3 . 074 
administrative system 15.651 3 . 001 
competitors 2.436 3 . 487 
product 9.827 3 . 020 
marketing . 401 3 . 
940 
technology . 879 3 . 830 
perform-profit 4.506 3 . 212 
perform-sales 4.516 3 . 211 
perform-financial 13.507 3 . 004 
perform-image/loyalty 1.295 3 . 730 
IS-system quality 3.735 3 . 292 
IS-information quality 2.940 3 . 401 
IS-information use 5.455 3 . 141 
IS-user satisfaction 1.928 3 . 588 
IS-individual impact 4.143 3 . 246 
IS-organizational impact 8.348 3 . 039 
a Kruskal Wallis Test 
b Grouping Variable: personal-age 
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Appendix C-10: Kruskal-Wallis Test for Educational Level 
R-future events 1.694 3 . 638 
R-non-economic 7.116 3 . 068 
R-external 8.193 3 . 042 
R-non-financial prod . 144 
3 . 986 
R-non-financial market 2.044 3 . 563 
R-sectional reports 2.236 3 . 525 
R-temporal reports 4.721 3 . 193 
R-effects of events 2.138 3 . 544 
R-decisional models 1.916 3 . 590 
R-what-if analysis 3.044 3 . 385 
R-summary reports-sect . 565 
3 . 
904 
R-summary reports-organ 4.591 3 . 204 
R-sub-unit interaction 1.388 3 . 708 
R-precise targets 4.752 3 . 191 
R-organisational effect . 932 
3 . 818 
R-speed of reporting 1.671 3 . 643 
R-automatic receipt 7.100 3 . 069 
R-freq of reporting 10.782 3 . 013 
R-immediate reporting 3.535 3 . 316 
C-future events 5.500 3 . 139 
C-non-economic . 971 
3 . 808 
C-external 2.627 3 . 453 
C-non-financial prod 5.034 3 . 169 
C-non-financial market 3.819 3 . 282 
C-sectional reports 2.537 3 . 469 
C-temporal reports . 736 
3 . 965 
C-effects of events 1.823 3 . 610 
C-decisional models 4.983 3 . 173 
C-what-if analysis . 473 
3 . 925 
C-summary reports-sect 6.007 3 . 111 
C-summary reports-organ 2.825 3 . 419 
C-sub-unit interaction 4.134 3 . 247 
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C-precise targets . 263 3 . 967 
C-organisational effect . 934 3 . 817 
C-speed of reporting 6.884 3 . 076 
C-automatic receipt 5.695 3 . 127 
C-freq of reporting . 398 3 . 941 
C-immediate reporting 2.501 3 . 475 
quality/pricing 2.753 3 . 431 
new products 6.027 3 . 110 
range of products 3.204 3 . 361 
new markets 3.550 3 . 314 
respond to environ 10.111 3 . 018 
techno-latest/cost 5.218 3 . 157 
techno-single/multiple 1.156 3 . 764 
administrative system 4.516 3 . 211 
competitors 18.110 3 . 000 
product 9.212 3 . 027 
rxwketing 1.765 3 . 623 
technology 1.994 3 . 574 
perform-profit 6.588 3 . 086 
perform-sales 3.848 3 . 278 
perform-financial 4.598 3 . 204 
perform-image/loyalty 1.672 3 . 643 
IS-system quality . 762 3 . 859 
IS-information quality 1.909 3 . 591 
IS-information use 4.091 3 . 252 
IS-user satisfaction 6.909 3 . 075 
IS-individual impact 2.557 3 . 465 
IS-organizational impact 9.158 3 . 027 
a Kruskal Wallis Test 
b Grouping Variable: personal-education 
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Appendix C-1 1: Mann-Whitney Test for Gender 
Mann-Whitney 
U 
Wilcoxon W z Sig. 
(2-Wiled) 
R-future events 8086.000 33286.000 -1.061 . 
289 
R-non-economic 7287.500 32487.500 -2.130 . 
033 
R-external 6610.000 31810.000 -3.214 . 
001 
R-non-financial production 8351.500 33551.500 -. 617 . 
537 
R-non-financial market 7305.000 32281.000 -2.052 . 
040 
R-sectional reports 8547.000 33747.000 -. 306 . 760 
R-temporal reports 8024.500 33000.500 -1.109 . 268 
R-effects of events 7788.000 32988.000 -1.353 . 176 
R-decisional models 7711.500 32687.500 -1.422 . 155 
R-what-if analysis 7793.000 32324.000 -1.160 . 246 
R-summary reports-sections 8559.000 11640.000 -. 284 . 776 
R-summary reports-organisation 8214.500 33414.500 -. 664 . 507 
R-sub-unit interaction 7935.000 32911.000 -1.050 . 294 
R-precise targets 8243.000 11246.000 -. 547 . 584 
R-organisational effect 8589.500 33342.500 -. 109 . 913 
R-speed of reporting 8612.500 11693.500 -. 260 . 795 
R-automatic receipt 8067.500 33267.500 -1.055 . 292 
R-freq of reporting 8166.500 33591.500 -. 804 . 422 
R-immediate reporting 7573.000 32998.000 -1.564 . 118 
C-future events 7752.500 32283.500 -1.383 . 167 
C-non-economic 7839.500 32592.500 -1.294 . 196 
C-external 8190.000 32943.000 -. 910 . 363 
C-non-financial production 8249.500 11330.500 -. 646 . 518 
C-non-financial market 8495.000 33026.000 -. 369 . 712 
C-sectional reports 8426.000 33179.000 -. 367 . 713 
C-temporal reports 8532.500 33285.500 -. 200 . 842 
C-effects of events 8680.500 33433.500 -. 139 . 890 
C-clecisional models 7904.000 32657.000 -1.355 . 175 
C-what-Ifanalysis 8065.500 11225.500 -988 . 323 
C-summary reports-sections 8649.500 33402.500 -. 0 1.1 . 989 
C-summary reports-organisation 8314.000 33067.000 -. 3 73 . 701) 
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Mann-Whitney 
U 
Wilcoxon W Z Sig. 
(2-tailed) 
C-sub-unit interaction 8101.500 11261.500 -. 992 . 321 
C-precise targets 7866.500 11026.500 -1.358 . 175 
C-organisational effect 8391.000 11472.000 -. 302 . 762 
C-speed of reporting 8613.500 33589.500 -. 133 . 894 
C-automatic receipt 8225.500 32978.500 -. 681 . 496 
C-freq of reporting 8408.500 33384.500 -. 283 . 777 
C-immediate reporting 8562.000 11643.000 -. 215 . 830 
Quality/pricing 5923.500 31348.500 -4.554 . 000 
New products 6239.000 31664.000 -4.034 . 000 
Range of products 6416.000 31841.000 -3.777 . 000 
New markets 7654.500 33079.500 -1.883 . 060 
Respond to environ 6191.000 31616.000 -4.136 . 000 
Techno-latest/cost 8815.500 11975.500 -. 111 . 912 
Techno-single/multiple 7658.000 33083.000 -1.903 . 057 
Administrative system 6483.000 31908.000 -3.689 . 000 
Competitors 8032.000 11192.000 -1.512 . 131 
Product 8609.000 34487.000 -. 570 . 569 
Marketing 8939.500 34817.500 -. 043 . 966 
Technology 7468.500 33346.500 -2.425 . 015 
perform-profit 8419.500 34070.500 -. 814 . 416 
perform-sales 8114.000 33765.000 -1.311 . 190 
perform-financial 7940.000 33591.000 -1.592 . 111 
Perform-image/loyalty 8744.500 11904.500 -. 367 . 714 
IS-system quality 8667.000 34318.000 -. 425 . 671 
IS-information quality 8172.000 33823.000 -1.213 . 225 
IS-information use 8566.500 34217.500 -. 585 . 558 
IS-user satisfaction 7995.500 33646.500 -1.533 . 125 
IS-individual impact 7860.500 33511.500 -1.707 . 088 
IS -organizational impact 7787.500 33438.500 -1.830 . 067 
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Appendix C-12: Kruskal-Wallis Test Between Respondent's Position and 
Level of Accounting and IT Knowledge 
Chi-Square df Sig. 
Financial Accounting 6.972 3 . 073 
Management Accounting 10.088 3 . 018 
Word Processing 8.129 3 . 043 
Spreadsheet 11.685 3 . 009 
Database 16.437 3 . 001 
Accounting Applications 4.607 3 . 203 
CAPM 6.867 3 . 076 
Ernail 7.226 3 . 065 
Internet 2.352 3 . 503 
a Kruskal Wallis Test 
b Grouping Variable: personal -posi ti on 
Appendix C-13: Kruskal-Wallis Test Between Age of Respondent and 
Level of Accounting and IT Knowledge 
Financial Accounting 3.847 3 . 278 
Management Accounting 1.824 3 . 610 
Word Processing 1.784 3 . 618 
Spreadsheet 15.631 3 . 001 
Database 10.397 3 . 015 
Accounting Applications 10.558 3 . 014 
CAPM 7.694 3 . 053 
Email 4.478 3 . 214 
Internet 12.335 3 . 006 
a Kruskal Wallis Test 
b Grouping Variable: personal-age 
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Appendix C-14: Mann-Whitney Test Between Gender and Level ol'Accounting and 
IT Knowledge 
Mann-Whitney 
U 
Wilcoxon W z Sig. (2-tailed) 
Financial Accounting 8472.000 33897.000 -. 700 . 484 
Management Accounting 8728.500 34153.500 -. 262 . 793 
Word Processing 8187.000 11347.000 -1.212 . 225 
Spreadsheet 8619.000 11779.000 -. 466 . 641 
Database 8017.000 11098.000 -1.109 . 268 
Accounting Applications 8231.000 33431.000 -1.008 . 313 
CAPM 8496.000 33249.000 -. 261 . 794 
Ernail 8872.500 12032.500 -. 027 . 978 
Internet 8448.500 33648.500 -. 748 . 455 
a Grouping Variable: personal-gender 
Appendix C-15: Kruskal-Wallis Test Between Respondent's Position and 
Participation in Computerisation Projects 
Chi-Square df Sig. 
Information Requirements 9.513 3 . 023 
Choice-Hardware/Software 5.427 3 . 143 
System's Implementation 3.779 3 . 286 
Solving Problems 5.627 3 . 131 
Future Plans 6.626 3 . 085 
a Kruskal Wallis Test 
b Grouping Variable: personal -position 
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Appendix C-16: Kruskal-Wallis Test Between Age of Respondent and Particil)atioll 
in Computerisation Projects 
Chi-Square df Sig. 
Information Requirements 8.089 3 . 044 
Choice-Hardware/Software 8.820 3 . 032 
. Svstem's 
Imolementation 6.513 3 . 089 
Solving Problems 5.633 3 . 131 
Future Plans 4.740 3 . 192 
a Kruskal Wallis Test 
b Grouping Variable: personal-age 
Appendix C-17: Mann-Whitney Test Between Gender and Participation in 
Cornputerisation Projects 
Mann-Whitney Wilcoxon Wz Sig. (2-tailed) 
U 
Information Requirements 7208.000 10368.000 -2.623 . 009 
Choice-Hardware/Software 8176.500 11336.500 -1.143 . 253 
System's Implementation 8853.000 34504.000 -. 113 . 910 
Solving Problems 8150.000 33801.000 -1.208 . 227 
Future Plans 8212.500 11293.500 -. 939 . 347 
a Grouping Variable: personal-gender 
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Appendix D-1: AIS Design 
A. AIS Requirements: 
Importance Not important Neutral Important 
Items Percentage 
Future events 3.3 12.7 84.0 
Non-economic 10.8 28.5 60.7 
External 14.1 37.4 48.5 
Non-financial (production) 4.9 22.2 72.9 
Non-financial (market) 9.2 25.3 65.5 
Sectional reports 4.9 16.0 79.1 
Temporal reports 3.6 18.7 77.7 
Effects of events on functions 11.1 35.4 53.4 
Decisional models 7.6 24.7 67.8 
What-if analysis 10.9 37.1 52.0 
Summary reports-sections 4.2 19.3 76.5 
Summary reports-organisation 4.9 17.7 77.4 
Sub-unit interaction 10.9 40.5 48.7 
Precise targets 8.2 31.3 60.5 
Organisational effects 9.5 26.3 64.1 
Speed of reporting 4.2 19.2 76.5 
Automatic receipt 8.2 31.0 60.8 
Frequency of reporting 1.3 21.6 77.1 
immediate reporting 7.2 27.5 65.2 
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B. AIS Capacity: 
Capacity Not available Neutral Available 
Items Percentage 
Future events 29.1 41.1 29.8 
Non-econornic 55.8 32.3 11.9 
External 53.9 33.9 12.2 
Non-financial (production) 29.4 36.3 34.3 
Non-financial (market) 44.9 37.0 18.2 
Sectional reports 22.4 35.6 41.9 
Temporal reports 20.1 34.3 45.5 
Effects of events on functions 45.1 36.2 18.8 
Decisional models 35.5 36.8 27.6 
What-if analysis 50.3 36.4 13.2 
Summary reports-sections 22.4 34.3 43.2 
Summary reports-organisation 18.9 36.8 44.4 
Sub-unit interaction 49.8 35.6 14.5 
Precise targets 38.6 37.6 23.8 
Organisational effects 36.5 40.2 23.3 
Speed of reporting 17.4 41.1 41.4 
Automatic receipt 33.0 38.0 29.0 
Frequency of reporting 14.2 35.6 50.2 
immediate reporting 31.6 41.4 27.0 
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Appendix D-2: Perceived Environr 
Items Unpredictable 
Action of competitors 20.3 
Unpredictable 
Demand for product 17.7 
nental Uncertainty 
Percentage 
Neutral Predictable 
52.9 26.8 
Neutral Predictable 
41.3 41.0 
Rare Neutral Frequent 
Changes of marketing practices 18.4 47.7 33.9 
Slow Neutral Rapid 
Rate of technological evolution 27.7 53.2 19.0 
Appendix D-3: Strategic Choice 
Strategy Prospector Neutral Defender 
Items Percentage 
Product: Quality vs. Price 51.9 27.9 20.1 
Product: New vs. Existing 30.2 24.2 45.8 
product: Many vs. Limited 42.5 17.5 39.9 
N4arket: New vs. Existing 46.4 26.3 27.3 
Environment: Respond vs. Cautious 35.4 31.5 33.1 
Technology: Latest vs. Existing 19.2 30.2 50.6 
Technology: Multiple vs. Single Core 41.6 36.6 21.8 
Administrative: Dynamic vs. Stable 33.6 33.2 33.2 
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Appendix D-4: Sources of Advice 
A. External Expertise: 
Expert Percentage of use 
Consultants 60.5 
Vendors/Dealers 81.9 
Government agencies 26.2 
Accounting firm 45.3 
Satisfaction Not satisfied Neutral Satisfied 
Expert Percentage 
Consultants 9.6 59.9 30.5 
Vendors/Dealers 11.5 63.6 24.9 
Government agencies 30.9 42.0 27.1 
Accounting firm 10.7 48.6 40.8 
B. Internal Expertise: 
Expert Percent indicating use 
Accounting staff 95.2 
Information systems staff 27.4 
Staff Mean S. D. 
Qualified accountant 0.80 0.82 
Accounting executive 1.43 1.11 
Accounting clerk 2.01 1.60 
System manager 0.55 0.55 
System analyst 0.91 0.95 
Programmer 0.67 0.97 
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Appendix D-5: Firm Performance 
Performance Weak Same level Strong 
Items Percentage 
Long-term profitability 12.6 40.8 46.6 
Sales growth 10.7 38.8 50.5 
Financial resources 13.3 35.0 51.8 
Public image and client loyalty 2.9 33.9 63.2 
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Appendix E-1: Cluster Analysis - Matching Approach 
-** *HIERARCHICAL CLUSTER ANALYSIS**** 
1)endrogram using Ward Method 
Rescaled Distance Cluster combine 
CASE05 10 15 20 25 
Label Num --------------------------------------------------- 
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85 
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39 
37 
62 
33 
58 
140 
298 
135 
18 
45 
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21 
48 
205 
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10 
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6 
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93 
303 
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38 
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63 
162 
181 
88 
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24 
46 
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84 
143 
268 
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238 
98 
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101 
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259 
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15 
42 
290 
8 
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254 
156 
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175 
154 
173 
145 
164 
266 
283 
35 
91 
17 
139 
265 
264 
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5 
247 
AppendLx E 
222 
261 
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281 
204 
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211 
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55 
79 
82 
272 
14 
41 
219 
242 
113 
128 
67 
73 
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282 
159 
178 
9 
251 
112 
127 
279 
94 
116 
131 
186 
195 
99 
103 
76 
255 
300 
70 
77 
193 
292 
40 
65 
306 
269 
275 
196 
217 
240 
199 
220 
151 
170 
23 
50 
226 
260 
26 
53 
182 
190 
274 
AppendLx E 
80 
83 
66 
72 
297 
213 
236 
106 
120 
68 
74 
27 
54 
148 
167 
114 
129 
287 
1 
243 
2 
244 
19 
51 
117 
132 
157 
176 
7 
248 
209 
232 
16 
43 
203 
225 
137 
142 
286 
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Appendix E-2: Cluster Analysis - Moderation Approach 
*HIERARCHICAL CLUSTER ANALYSIS 
Dendrogram using Ward Method 
Rescaled Distance Cluster Combine 
CASE05 10 15 20 25 
Label Num --------------------------------------------------- 
222 
261 
79 
82 
107 
121 
6 
249 
101 
105 
68 
74 
272 
7 
248 
154 
173 
303 
203 
225 
209 
232 
159 
178 
22 
49 
24 
46 
186 
195 
182 
190 
267 
99 
AppendLx E 
103 
300 
40 
65 
39 
64 
185 
194 
196 
19 
51 
136 
141 
274 
306 
113 
128 
34 
59 
106 
120 
16 
43 
81 
84 
28 
275 
153 
172 
263 
269 
199 
220 
149 
168 
85 
202 
224 
291 
268 
14 
41 
71 
AppendLx E 
78 
13 
294 
36 
61 
276 
287 
280 
26 
53 
262 
33 
58 
8 
250 
213 
236 
290 
226 
260 
205 
228 
217 
240 
160 
179 
193 
158 
177 
23 
50 
270 
293 
135 
140 
212 
235 
38 
63 
20 
47 
214 
237 
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37 
62 
97 
152 
171 
183 
192 
21 
48 
218 
241 
114 
129 
211 
234 
265 
2 
244 
30 
56 
191 
143 
288 
301 
146 
165 
296 
310 
243 
156 
175 
25 
52 
264 
94 
12 
283 
207 
230 
91 
139 
278 
AppendLx E 
254 
161 
180 
188 
197 
145 
164 
119 
134 
201 
223 
15 
42 
204 
227 
118 
133 
281 
286 
289 
304 
137 
142 
258 
117 
132 
125 
174 
210 
233 
116 
131 
157 
176 
271 
3 
245 
219 
242 
27 
54 
148 
167 
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206 
229 
76 
282 
86 
92 
67 
73 
17 
35 
279 
108 
123 
208 
231 
69 
75 
189 
198 
32 
57 
115 
130 
147 
166 
273 
80 
83 
66 
72 
10 
252 
297 
200 
221 
98 
102 
100 
104 
70 
77 
216 
239 
AppendLx E 
122 
4 
246 
ill 
126 
255 
292 
305 
9 
251 
29 
55 
31 
298 
112 
127 
302 
87 
93 
150 
169 
89 
96 
238 
5 
247 
18 
45 
11 
253 
266 
162 
181 
259 
124 
151 
170 
88 
95 
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Appendix F-1: Post Hoc Comparisons between AIS Alignment Groups and 
Performance (Moderation) 
Multiple Comparisons 
Bonferroni 
Mean 95% Confid nce Interval 
_ 
Eý = v jr)c vident Variable Moderation 3 Cluster eration 3 Cluster m EV E Difference (T-1) Std Error Sig Lower Bound I Ipper Round f 
O Pro l to t orm-P 1, -ijigned -. 06 . 131 1.000 -. 38 . 25 
aligned 29 . 149 . 150 -. 65 . 07 
mixed non-aligned . 06 . 131 1.000 25 . 38 
aligned -. 23 . 112 1 . 125 -. 50 . 04 
aligned non-aligned . 29 . 149 . 150 -. 07 . 63 
mixed . 23 . 112 . 125 . 04 . 50 
perform-sales non-aligned mixed -. 26 . 127 . 127 -. 56 . 05 
aligned -. 46- . 144 . 005 -. 90 11 
mixed non-aligned . 26 . 127 . 127 -. 05 . 56 
aligned 20 . 109 . 207 -. 46 . 06 
aligned non-aligned . 46- . 144 . 005 . 11 . 80 
mixed . 
20 . 109 . 
207 (K . 46 
perform-financuil non-aligned mixed -. 16 . 134 . 669 -. 49 . 16 
aligned -. 50* 1 53 OD4 -. 97 1 ,3 
mixed Don-aligned . 16 . 134 . 669 '16 . 49 
aligned 340 . 115 . 011 -. 61 -. 06 
aligned non-aligned . 50* . 153 
OD4 . 13 . 87 
mixed . 34- . 115 . 
011 . 06 1 . 61 
perform-image. 1loyalty non-aligned mixed -. 05 . 110 1.000 -. 32 . 21 
aligned ,0 . 126 . 009 -. 
69 -. 09 
mixed non-Wigned . 05 . 
110 LOW 21 . 32 
aligned 33- . 095 1 . 002 -. 56 -. 
10 
aligned Don-aligned . 38- . 126 008 * . 08 . 69 
I mixed . 33- 
1 
002 1 . 10 . 56 
0- MW nitan diffejence is sioricant at the . 05 level. 
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Appendix F-2: Post Hoc Comparisons between AIS Alignment Groups and Performance 
(Matching) 
Muldple CA)mparisons 
Bonfeffoni 
Mean 95% Confidence Inteival 
REMdent Vairiable 3 Cluster tching 3 Cluster M 2 2 DifkTence (1-1) Std Error Sig. Lower Bound Upper Flotind 
pt &dorm- rofl ;d 
W- 
-. 34* . 135 . 037 -. 67 -. 02 
aligned -. 49* . 139 . 001 -. 93 16 
mixed non-aligned . 34* . 135 . 037 . 02 . 67 
aligned -. 15 . 102 . 414 -. 40 . 09 
aligned non-aligned . 49* . 139 . 001 . 16 . 93 
mixed . 15 . 102 . 414 -. 09 --I;; rF(; ýsales ýno_wafignod mixed 17 . 132 . 593 -. 49 . 15 
aligned -. 41* . 136 . 008 -. 74 -. 09 
mixed non-aligned . 17 . 132 . 593 is . 49 
aligned -. 241, . 099 . 045 -. 49 . 00 
aligned non-aligned . 41: . 136 . 008 . 09 . 
74 
mixed . 24 . 099 . 045 . 
00 . 48 
pcrform-financial non-aligned mixed -. 39* - . 139 . 018 -. 72 -. 05 
aligned "56* . 144 . 000 -. 90 . -. 
21 
mixed non-aligned . 39* . 139 . 018 . 05 . 72 
aligned -. 17 . 105 . 304 42 . 09 
aligned non-aligned . 56* 
J44 . 000 . 
21 . 90 
mixed . 17 . 
105 . 304 -. 
08 A 
perform-iniage/loyalty non-aligned mixed -. 11 . 116 1.000 -. 
39 . 17 
aligned 23 . 120 . 
173 -. 52 . 06 
mixed son-aligned . 11 . 
116 1.000 -. 17 . 39 
aligned 12 . 088 . 
521 -. 33 . 09 
aligned non-aligned . 23 . 
120 173 ' -. 06 . 
52 
mixed . 12 
521 -. 09 . 33 
*- I'lie mean difference is significant at the . 05 level. 
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Appendix G-1: The output of multiple regression between average performance 
(DV) and total AIS requirement, total AIS capacity and total moderation (lVs) 
CormWons 
Total 
sveraZe pe! Loffn total Rise total Rise Moderation 
Pearson Correlation average perfo- 
E 
. 175 . 345 . 329 
total aim . 175 1.000 . 
331 . 670 
total site . 345 . 331 
1.000 . 908 
Total Modemon . 329 . 670 . 
909 1.000 
Sig. (1-taled) average perfonnance . 002 . 000 
total aisr . 002 . 
000 . 000 
total aiSC . 000 . 000 . 
000 
Total Moderation . 000 . 000 
ODO 
average perfonnance 285 285 285 285 
total aisr 285 285 285 285 
total site 285 285 285 
285 
Total Moderation 285 285 295 295 
Model SWnrnary 
I 
a iti" t L al eS g 
Model 
I 
Id R R Square Adjumed R Square 
SuL Error of 
the Esthmte 3tSmweChange 
I 
FChma e dfl 
I 
L 
df2 Sis! FChange 
I . 357' 
1 
. 127 . 118 
58634 . 127 13 651 1 -1 1 - 
281 O(X) 
a- Predictom (Constant), Total Moduation. total aisrý total sisc 
bI Dependent Variable: average perfbmmwe 
ANOVJO 
Sum of 
Model Squares df_ Mean Square F Sig 
I Regression 14.080 3 4.693 13.651 OU(r 
Residual %. 606 281 . 344 
Total 110686 284 
a- Predicton: (Constantl Total Moderation, total aisr. total aisc 
b- Dependent Variable: average perfortnance 
coeffickm4 
Unstandardized 
C f5 i 
Standardized 
Coefficiem 
I 
95% Cmfide Im"Vall fbr a Collimarity Statistics 
Mod. 1 
- c 
B 
nts 
Std Beta t Sig Lovetr B-nd 
I UfferBM'd 'ro VII, 
(Lolots") 1.701 . 690 
UJ4 3.059 
total aisr 1.309E-02 . 009 . 
245 1.475 . 141 
OD4 . 031 
1.11 
3 115 1* 2 
total aim 2.907E-02 . 013 . 
649 2.212 
1 
. 026 . 
003 . 055 , . 
036 . 03,6 27.700 
Total Modemation -1 672E-02_ 015 15 -424 -1 137 . 
257 -046 . 012 
022 022 44781 
9- Dependat Voiable: ovane pufonna= 
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Appendix G-2: The output of multiple regression between average performance 
(DV) and total AIS requirement and total moderation (IVs) 
Model Swnnwyb 
Adju, ted RI St& ft 
Model RR Squam Square timate 
. 5904 
a- Predictom (Constant)ý Total Moderation, total aisr 
b- Dependent Variable: average performance 
ANOVAý 
Sum of 
Model Squares df Mean Square F Sig 
1 12.397 2 6.199 17.784 . 000. 
Residual 98.289 282 . 349 
Total 110686 284 
'L Predictors: (Constant), Total Moderation, total aisr 
b- Dependent Variable: average perronnance 
Coefricientsa 
Unstandardized Coefficients 
Standardized 
Coefficients Collinearit , Statistics 
I, Aodel 
- 
B Sid Error 
- 
Bets t Sip Tolerance VIF 
(C.. s7tt ) 3.140 . 2.31 13598 . 
000 
total aisr 4.41613-03 
. 004 -. 083 . 1.092 . 
276 . 551 1.815 
Total Moderation 15 1611-02 . 003 . 
384 5084 . 000 . 
551 1 Ills 
a- Dependent Variable: average perfonnanee 
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Appendix G-3: The output of multiple regression between average performance 
(DV) and total AIS requirement and total AIS capacity (IVs) 
Model Sunmuyb 
Adjusted R Std. of the 
Model RR Square Square te 
2* Predictors: (Constant). total aisr, total aisr 
b* Delrendent Variable: averap performame 
ANOVAý 
Stan of 
Model Squares df Mean Square P Sig 
13.636 2 6.818 19.811 OU()a 
Residual 97.050 292 . 344 
Total 110686 284 
a- Predictors: (Constantý total aisc, total aisr 
b, Delmmient Variable: average performance 
coefficiente 
thmandardized Coefficients 
Standstdized 
Coefficients Collinearity Statistics 
Model B Std Ermr Bets I Sig Toletance VTF 
(Coustaut)- 1440 . 231 
- 10.566 . 000 
total " 3.66311-03 
. 003 . 068 1.158 . 
248 . 891 1.123 
total Aisc I 4"E-02 . 003 . 322 5456 . 000 . 991 1.123 
" DePendeM Variable: aveMe perfornm= 
Appendix G 
Appendix G4: The output of multiple regression between average performance 
(DV) and total moderation (IV) 
Model Summaryb 
Adjusted R SUL Effor of the 
Model R Square Square 
I 
Estimate. 
. 329 5906 
IL Predictom (Cmstawý Total Moderation 
b, Dq)endent Variable: average perfortnance 
ANOVAý 
Sum of 
Model Squares df Mean Square F Sig 
11.982 1 11.982 34.353 . 0001 
Residual 98.7(9 283 . 349 
Total 110686 284 
2* Predictors: (ConstanO, Total Moderation 
b, Dependent Variable: average perfonnance 
Coefficient? 
Siandattized 
Unstandardized Coefficients, Coefficients Coll nea6ty tatistics C. 
Model RI Std Effor Bets Sir T. T,. e 
I VIP VIP 
] 
I (Constant) 1916 . 105 
27.703 . 000 
TOW Moderation 
1 
129813-02 002 . 329 
5 961 . 000 1000 
1 
i n' 
a- DePendent Variable. average perforinance 
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Appendix G-5: The output of multiple regression between average performance 
(DV) and total AIS capacity (IV) 
Model SunmWy 
Adjusted R Std. Emor of the 
Modelý RR Square Square Estimate 
III I 
. 348a 
1 . 121 1 .5 
815 
q2 
L PrediCt(XT 
, (Congantý toW aiSC 
b- Dependent Variable: average perforniance 
ANOVAb 
Sum of Model Squares df Mean Square IF Sig 
I Regression 13.525 1 13.525 39.492 . 000, 
Residual 99.288 287 . 
342 
Total 111912 288 
IL Predictors: (Constantý total aisc 
b- Dependent Variable: average perfonnance 
Coefficiente 
I Standardized 
Unstandardized Coefficients Coefficients Collinearitv tatistics 
L4odel B I Std Error Beta 
1 
Si T. 1, anctl vtp 
I (Cons Lant) 2.656 . 139 1 19.171 . 
000 :f 
total aisc 154313-02 . 002 - 349 6 284 
000 I. M) 1000 
IL Dependent Variable: average perfannance 
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Appendix G-6: The output of multiple regression between average performance 
(DV) and total AIS requirement, total AIS capacity and total matching (IVs) 
Coffelations 
Total 
average performance, total aisr total aisc Matching 
Pearson Coffeiauou average perfornance 1.000 . 175 345 -. 191 
total aisr . 175 
1.000 331 . 470 
total aisc . 345 . 
331 1.000 -. 665 
Total Matching 1191 . 470 -. 665 
1.000 
Sig. (1-mled) average peff- . 002 . 000 . 001 
total aisr . 002 . 000 . 000 
total aisc . 000 . 000 . 000 
Total Matching . 001 . 000 . 000 
N average perf-ce 285 285 285 285 
total aisr 285 285 295 285 
total aisc 285 285 285 285 
Total Matching 285 285 285 285 
Model Sunuvary 
' 
- I I I 
Std E or of 
I 
Chy Stafisfics 
L 
M odef R R Square Adiusted R Squam 
n 
the Estimate 
, 
RSquareChange I 
f 
FCh; '" dn 
I - df2 I Sig! FC liange 
I 1 . 3551 . 126 . 117 . 126 
1 13.512 31 281 000 
2- Predictors: (ConMant), Total MZIChMg, WW AW, IDW aiSC 
b- Dependent Variable: average perfortnance 
ANOVAb 
Surn-of 
Model Squares 
I 
Cff 
I 
Mean Square F 
I Regression 
1 
13.954 3 4.651 13.512 Oucr 
Residual 98.732 281 
Total 110686 204 
a. Predictors: (Constant). Total Matching. total aisr, lotal aisc 
b. Dependent VariaWe: average performance 
coefficiente 
Stalvdar 
dized 
ungnAardized Coew 
Coefficients ents 95% Confidence Tritervall fbT B Collinearity Statistics 
I'viodef B Std Enw Bets t Sit Loý Bound Up=Bmnd Tolenince 
I VIP 
(CORP, ") 2.456 . 232 10-607 . 000 
2.000 2.912 
total aiw 1.775E-02 . 015 332 1.194 . 237 
012 . 047 . 040 
25.244 
tow sise 4.14813-04 . 015 . 009 . 028 . 978 -. 
029 . 030 . 028 
35.228 
Total Matching -6 947E-02 . 072 
1 -340 1 -961 1 . 337 -212 . 
073 . 025 40 22J 
& DePend= Variable rmne perfonname 
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Appendix G-7: The output of multiple regression between average performance 
(DV) and total AIS requirement and total matching (IVs) 
Model Summary 
I Adjusted R Std. of the 
Model RR Square Square te 
1 
. 355' . 126 . 
120 I'll I 
a- Predictors: (Constant), Total Matching, total aisr 
b- Dependent Variable: average performance 
ANOVAb 
Sum of 
Model Squares df Mean Square F Sig 
Regression 13.953 2 6.977 20.339 . 000, 
Residual %. 732 282 . 343 
Total 110686 284 
a- Predictors: (Constant), Total Matching, total aisr 
b- Dependent Variable: average perfomiancc 
CoefficientO 
Unstaridardized Coefficients 
Standardized 
Coefficients Collinearit f Statistics 
Model 
- 
8 Std Error Beta t Sig Tolerance VIP 
I (consmi ) 2.457 . 229 10.714 . 000 
total aisr 1.816E-02 . 003 . 339 5.382 . 000 . 
779 1.283 
Total Matching -7.146E-02 . 013 -. 350 -5550 . 
000 . 779 1293 
a- Dependent Variable: average perfbrrný 
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Appendix G-8: The output of multiple regression between average performance 
(DV) and total matching (IV) 
ModelSwnmuyb 
Adjusted R Std. Enwaftk 
Model RR Square Square 
-Etýý 1 191. . 036 . 033 
1 
a- Predictorr. (Constant)ý Total Matching 
b- Dependent Variable: average performance 
ANOVA" 
Stun of 
Model Squares df MemSquare F Sig 
Regression 4.017 1 _ 4.017 10.659 . 001, 
Residual 106.668 283 . 377 
Total 110686 284 
2- Predictors: (Constant), Total Matching 
b- Dependent Variable: average performance 
Coefficientsa 
Standardized 
Unstandardized Coefficients Coefficients Collinearit f StatistiSs 
Model B Std Error Beta t Sig Tolernner VIP 
(Constarit) 3.652 . 060 61. 104 . 000 
Total Matching 
-3 990E-02 012 -. 191 2 -3 65 . 001 1.000 1 Ow 
IL Dependent Variable: average performance 
AppendLx 11 
Appendix H-1: Post Hoc Comparisons between AIS Mignment Groups and IS 
Success (Moderation) 
MWtiple Comparisons 
Bonferroni 
Mean 95% Conridence Interval 
Mt V' able (1) Moderation 3 Cluster (J) Moderation 3 Cluster E Difference (W) Std Error Sig Lower Bound 
-- Upper Round 
, q y non-aligned mixed -. 43* . 124 . 002 73 -. 14 
aligned -. 920 . 142 . 000 -1.26 58 
mixed non-aligned . 43* 
_ 
. 124 . 002 . 14 . 73 
aligned -. 49* . 107 . 000 74 23 
aligned non-aligned . 92* . 142 . 000 . 58 1.26 
mixed . 49* . 107 . 000 . 23 . 74 
IS-information quality non-aligned mixed 39* . 121 . 006 67 .. ()9 
aligned 710 . 139 . 000 -1.05 -. 39 
mixed non-aligned . 
38* . 121 . 
006 . 09 . 67 
aligned 33* . 105 . . 
005 -. 59 -. 09 
aligned non-aligned . 71 * . 139 . 000 . 38 1.03 
mixed . 330 . 105 . 005 - . 
08 , . 59 
IS-information use non-aligned mixed -. 50* . 119 
z 78 %21 
aligned -. 81* . 136 . 000 -1.14 49 
mixed non-aligned . 50* . 119 . 000 . 21 . 78 
aligned -. 31 * . 102 . . 
008 -. 56 -. 06 
aligned non-aliped . 810 . 136 . 000 . 48 1.14 
mixed . 310 . 102 . 0og . 06 . 56 
IS-user satisfaction non-aligned mixed -. 48* . 115 . 000 -. 76 -. 21 
aligned -. 710 . 131 . 000 . 1.02 %39 
mixed non-aligned . 48* . 115 . 000 . 21 . 76 
aligned -. 22 . 099 . 073 -. 46 . 01 
aligned non-aligned . 71* . 131 . 000 . 39 1.02 
mixed . 22 . 099 . 073 -. 01 46 
IS-individual impact non-aligned mixed -. 56* . 123 . 000 -. 96 ý26 
aligned -. 890 . 141 . 000 . 1.22 __ 
-. 54 
-. 
mixed non-aligned . 560 . 123 . 000 . 26 . 86 
aligned -. 320 . 106 . 009 -. 59 -. 07 
aligned non-aligned . 88* . 141 . 000 . 54 1.22 
mixed . 320 . 106 . 008 . 07 . 59 
IS-organizational impact non-aligned mixed -. 52* . 124 . 000 -. 82 -. 22 
aligned -. 66* .1 42 . 000 -1.01 %32. 
mixed non-alignod . 520 . 124 . 000 22 . 82 
aligned 14 .1 07 40 . 12 
aligned non-aligned . 660 . 142 . 000 . 32 1.01 
mixed 1 . 14 . 107 . 567 1 -. 12 . 40 
*, The mean difference is significant at the . 05 level. 
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Appendix H-2: Post Hoc Comparisons between AIS Alignment Groups and IS 
Success (Matching) 
Muldple compaTisons 
Bonferroni 
Mean 95% Confidence Interval 
anable Matching 3 Cluster (J) Matching 3 Cluster ! Mý _v 
Diffemnee 04) Std. Error Sig Lower Bound Upper PCAMd 
u it q 711 y non-aiigned Fruxed -. 19 . 135 . 457 -. 52 . 13 
aligned -. 48* . 139 . 002 -. 91 '14 
mixed non-aligned . 19 . 135 . 457 -. 13 . 52 
aligned -. 29* . 102 . 016 -. 53 -. 04 
aligned non-aligned . 48* . 139 . 002 . 14 . 91 
mixed . 29* . 102 . 016 . 04 . 53 
IS-information quality non-aligned mixed 16 . 131 . 628 -. 48 . 13 
aligned 28 . 135 . 114 -. 61 . 04 
mixed non-aligned . 16 . 131 . 628 -. 15 . 48 
aligned 12 . 099 . 721 -. 36 . 12 
aligned non-aligned . 28 . 135 . 114 -. 04 . 61 
mixed . 12 . 099 . 721 12 . 36 
IS-informiation use non-aligned mixed . 16 . 130 . 629 '13 . 48 
aligned . 12 . 134 1.000 N21 
mixed non-aligned 16 . 130 . 629 48 . 15 
aligned .. 05 . 099 1.000 -. 29 . 19 
aligned non-aligned -. 12 . 134 1.000 -. 44 . 21 
mixed . 05 . 099 1.000 -. 19 . 29 
IS-user satisfaction non-aligned mixed -. 16 . 124 . 572 46 . 14 
aligned 116 . 128 . 672 47 . 15 
mixed non-aligned . 16 . 124 . 572 -. 14 . 46 
aligned . 01 . 094 . 
1.000 -. 22 . 23 
aligned non-aligned . 16 . 129 . 672 -. 15 . 47 
mixed -. 01 . 094 1.000 -. 23 . 22 
IS-individual impact non-aligned mixed -. 21 . 136 . 356 54 . 11 
aligned -. 17 . 140 . 691 -. 51 . 17 
mixed non-aligned . 21 . 136 . 356 -. 11 . 54 
aligned . 04 . 103 1 1.000 
20 1 . 29 
aligned non-aligned . 17 . 140 . 691 -. 17 . 51 
mixed -. 04 . 103 1.000 -. 29 . 20 
IS-organizational impact non-aligned mixed -. 22 . 133 . 288 -. 54 . 10 
aligned -. 23 . 138 . 283 56 . 10 
mixed non-aligned . 22 . 133 . 288 -. 10 . 54 
aligned -. 01 . 101 1.000 -. 25 . 24 
aligned non-aligned . 23 138 . 283 -. 10 . 56 
mixed . 01 . 101 1 . 000 ., 24 . 
25 
0 . 7be mew difference is significant at the . 05 level. 
Appendix I 
Appendix 1-1: The output of multiple regression between average information 
systems success (DV) and total AIS requirement, total AIS capacity and total 
moderation (IVs) 
Commons 
average IS Total 
effectiveness total aisr total sisc Moderation 
Pearson Correlation average IS effacuveness 1.000 . 378 . 429 A84 
total aisr 378 1.000 . 314 . 662 
total aisc . 429 . 
314 1.000 . 905 
Total Moderation . 494 . 
662 . 905 
1.000 
Sig. (1-tailed) average IS effectiveness . 000 . 
000 . 000 
total aisr . 000 . 
000 W) 
total aisc . 000 . 
000 . 000 
Total Moderation . 000 . 
000 . 000 .I 
N average IS effecavene 285 285 295 285 
total aisr 285 285 285 295 
total aisc 285 285 285 285 
Total Moderation 285 285 285 211 
Model Suninary 
I Adjusted RI Std. Error of the 
Model 
=Square 
- 
Squ-Te 
- 
Estirmue 
52 1 . 244 
1 
q52 
L Predictors: (Constant), Total Moderation, total aisr, total aisc 
b. Dependent Variable: averap IS cffectiveness 
ANOVAb 
Sum of 
Model Squares df Mean S(mare F Sig 
I Regression 25.671 3 8357 31.498 Am), 
Residual 76.337 281 . 272 
Total 102008 284 
IL Predictors: (Constant), Total Moderation, total aisr. total aisc 
b- Dependent Variable: average IS effectiveness 
CDCffiCiCnUa 
Unstamimilized Coefficients 
Stancludized 
Cýoeffkirnts collinewit, statimics 
a SO Error Beta t Sig Tolemnee VIP 
(Conswm) 1.119 . 610 
1.836 . 067 
total aisr 1.97713-02 . 008 . 
390 2.536 . 012 . 
113 8.963 
total Aisc 2.43713-02 . 012 . 
567 2.088 . 038 . 
036 27.658 
Total Moderation -108811-02 013 -. 287 1 -. 935 . 
404 1 . 023 
" 321 
IL Depewlent VwMle: avmge is emcmmu 
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Appendix 1-2: The output of multiple regression between average information 
sYstents success (DV) and total AIS requirement and total moderation (IVs) 
Model Stuninaryb 
Adjusted R Std. Effor of the 
Model RR Square Square Estimate 
I 
. 49(r 1 . 240 . 111 
L predictors: (Constant), Total Moderation. total aisr 
b- Dependent Variable: average IS effectiveness 
ANOVAb 
Surn of 
Model Squares df Mean SquaTe 
- 
F Sig 
1 24.487 2 12.243 44.538 . 00(r 
Residual 77.521 282 . 275 
Total 102009 284 
a- Predictors: (Constant), Total Moderation, total aisr 
b- Dependent Variable: average IS effectiveness 
Coefficiente 
Unstartlardized Coefficients 
Stmoilardired 
Coefficients Collineirrit r Statistics 
Modell B Sid Enw Beta Sill Tolenvice VTP 
I (Cons 2.321 . 202 11.482 . 000 
total aisr i- 5.220E-03 . 004 . 103 1.486 . 
138 ý562 1.779 
Total Modemion 1.577M2 . 003 . 416 6 ODIS . 
000 . 562 1.778 
8, DePendent Vadable: awrage IS effectimwa 
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Appendix 1-3: The output of multiple regression between average information 
systems success (DV) and total AIS requirement and total AIS capacity (IVs) 
Model Sununayyb 
Adjusted RI Std. EnDroftlic 
Model RR Square Squam Estimate 
1 . 244 1 . 
52 
a- Predictors: (Constant)i total aisc, total aisr 
b- Dependent Variable: average IS effectiveness 
ANOVAb 
Sum of 
Model Squares df Mean Square P Sig 
I Regression 25.481 2 12.741 46.949 Ow 
Residual 76-527 282 . 271 
Total 102008 284 
a- Predictors: (Constant), total aisc, total aisr 
b- Dependent Variable: average IS effectiveness 
Coefficient? 
Unstandardized Coefficients 
Standardized 
Coefficients Collinearim Statistics_ 
Model B Std EnDr Beta t Sig Tolerance VTF 
I (Const; 7t)- 1.599 5 . 204 
7.830 . 000 
total aisr 1.368E-02 . 003 . 270 
4.962 . 000 . 
901 1.110 
total aisc 148213-02 . 002 . 
345 6.341 . 000 
901 1110 
IL Dependent Variable: average IS effectiveness 
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Appendix 1-4: The output of multiple regression between average information 
systems success (DV) and total moderation (IV) 
Model SUMnffyb 
Adjumed R Std= die 
Model RR Square Square te 
L-1 
. 4841 1 . 234 . 231 . 53 
a- Predictors: (Constant), Total Moderation 
b- Dependent Variable: average IS effectiveness 
ANOVAb 
Sum of 
Model Squares df Mean Square IF Sig. 
-Regression 23.880 1 23.880 86.499 . 0001 
Residual 78.128 293 . 276 
Total 102008 284 
' Predictors: (CDn3tant), Total Moderation 
b* Dependent Variable: average IS effectiveness 
CoefficientO 
Standardized 
Unstandardized Coefficients Coefficients Collinearity Statistics 
Model 
- 
B Std Beta t Sip Tolerance 
I VTF 
1 (Conam7t ) - 2.587 . 094 27.662 . 000 
, 
Total Moderation 
1 
I 935E-02 
. 002 . 484 9.300 . 
000 1000 1000 
a- Dependent Variable: average IS effectiveness 
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Appendix 1-5: The output of multiple regression between average information 
systems success (DV) and total AIS capacity (IV) 
Model Sumnwy 
Adjumed RI SuL f the 
Model RR Squý Squam te 
. 54 . 176 
1 
a- Pmdictom (Comt=), tDud aiw 
b- Dependent Vwiable: average IS effleutiveneu 
ANOVAb 
Surn of 
Model Squares df Mean Square IF EL 
I Regression 18.265 1 18.265 62.336 -- - . 00(), 
Residual 94.094 287 . 293 
Total 102.359 288 
L Predictom (Con3tant), Mal aisc 
b- Dependent Variable: average IS effectiveness 
Coefficient$4 
Standardized 
UnstandaTdized Coefficients Coefficients Collinearit P Statistics 
Model B Std Error Beta t Sig Tolerance VIP 
(Constant) 2.429 
. 128 19.025 . 000 
total aisc 1-794E-02 
. 002 . 422 7895 . 
000 1000 1000 
IL Dependent Variable: average is effectivems3 
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Appendix 1-6: The output of multiple regression between average information 
systems success (DV) and total AIS requirement, total AIS capacity and total 
matching (IVs) 
Coffelations 
average IS Total 
effectiveness total aisr total aisc atc, Ing 
Carson Con-clau0n average IS CffOCUVCDCSS 1.000 . 378 . 429 -. 085 
total aisr -378 1.000 . 314 . 488 
total aisc: . 429 . 314 1.000 -. 662 
Total Matching -. 085 A88 -. 662 1.000 
Sig. (1-tailed) average IS effectiveness . 000 . 000 . 076 
total &W . 000 . 000 . 000 
total aisc . 000 . 000 . 000 
Total Matching . 076 . 000 . 000 
N average IS effectiveness 285 285 285 285 
total aisr 285 285 285 285 
total aisc 285 285 285 285 
Total Matching 285 285 285 285 
Model Summaryb 
Adjusted R Std. Enor of the 
Model RR Square 
I 
square Estimate 
1 
. 505.1 . 255 . 
52 
a. Predictom (Constant), Total Matching, total aisr, total aisc 
b- Dependent Variable: average IS effectiveness 
ANOVAb 
Sum of 
Model Squares df Mean Square IF 
I Regression 26.056 3 8.685 32,133 
Residual 75.952 281 . 270 
Total 102009 294 
2- Predictors; (ConstantX Total Matching, total aisr, total aisc 
b' Dependent Variable- average IS effectiveness 
Coefficients' 
Unstandardized Coefficients 
Standardized 
Coefficients Collinearit , Statistics 
Model B Std Error Beta t 
- - 
Sig Tolerance VIF 
I (Constant) 1379 . 204 
5 177 3 . 000 
total aisr -5 24IB-0 3 . 013 -. 
103 395 . 693 . 
039 25.799 
total aise 3: 363B-0 2 . 013 . 782 
2.565 . 011 . 
029 35.037 
Total Matching 9 293E-02 w 483 1459 . 146 . 
024 41419 
11' DePendent Vadable: averap IS effecdveness 
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Appendix 1-7: The output of multiple regression between average Information 
systems success (DV) and total AIS requirement and total matching (lVs) 
Model SummiLryb 
A4jusled RSL 
,d 
;u- LE 
Mndel RR Square Square pF., l!!!:: 
. 488- . 248 ,I 
IL Pmdictors: (Constantý Total Matching, twal sla 
b- Dq)endent Vviablo: average IS effectiveneas 
ANOVkb 
Sum of Model Squares df Mean Square P qi? 
I Regression 24.277 2 ILIJ& ". 037 OOU4 
Residual 77.731 282 . 276 
Total 102009 294 
L Predictors: (Constant), Total Matching, total aisr 
b- Dependent Variable: average IS effectiveness 
Coefficients' 
Unstandardized Coefficients 
Stand"zod 
Coefficients follinearity. tatistics 
Model B SO Emw Beta Sit Tok-nanev VIP 
I (Consuint) 1.642 - . 205 6.020 ()Uu 
WW aisr 2.792E-02 . 003 . 350 9.241 OW . 762 1313 
Total Matching -6,799E. 02 . 011 -. 353 . 
5914 162 1312 
L Dependent Variable: average IS effectiveness 
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Appendix 1-8: The output of multiple regression between average Information 
systems success (DV) and total matching (IV) 
Model Sunvrwy 
Adjumed R 
Model R Squmv S. 111"m 
AM 
L Predictors: (Constant), Total Match4 
b. Dependent Varialge: average IS effcctiverkm 
ANOVA6 
Sum of 
Model Squares df Mean Sclijare F Sir 
I Kesmssion . 739 1 . 
739 100,4 . 15r 
Residual 101.270 283 . 358 
Total 102008 284 
L Predictors: (Constantý Total Matchint; 
b. Dependent Variable: averap IS effectiveness 
Coefficients* 
Standardized 
Unstandardized Coefficients Coefricients nea f, latistics 
Model BI Sfd Emw pets Sif Tolemnev VIP 
(Constant) 3.474 1 058 . 59. W OLK) 
Total Matching . 163713-02 011 . 081 . 1437 
112 1 Ow I" 
Dependent Variable: averap IS effectiveness 
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Appendix J-1: Cluster Analysis - Strategic Choice 
**** IERARCHICAL CLUSTER ANALYSIS**** 
Dendrogram using Ward Method 
CASE0 
Label Num +--- 
305 
308 
67 
223 
263 
139 
201 
73 
144 
163 
122 
155 
174 
71 
78 
13 
ill 
126 
25 
52 
258 
301 
30 
56 
185 
194 
304 
284 
288 
276 
202 
224 
89 
96 
Rescaled Distance Cluster Combine 
5 10 15 20 25 
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230 
286 
207 
16 
43 
5 
247 
214 
237 
28 
271 
146 
165 
113 
128 
117 
132 
277 
184 
274 
38 
63 
280 
211 
234 
138 
143 
2 
244 
119 
134 
151 
170 
289 
290 
79 
82 
20 
47 
306 
99 
103 
200 
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221 
86 
92 
27 
54 
182 
190 
159 
178 
100 
104 
90 
97 
217 
240 
206 
229 
209 
232 
297 
80 
83 
203 
225 
268 
287 
81 
84 
300 
136 
141 
33 
58 
222 
261 
135 
140 
21 
48 
148 
167 
34 
59 
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64 
265 
218 
241 
293 
210 
233 
275 
153 
172 
160 
179 
273 
26 
53 
256 
114 
129 
295 
147 
166 
36 
61 
37 
62 
270 
106 
120 
283 
108 
123 
88 
95 
69 
75 
9 
251 
213 
236 
87 
93 
219 
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242 
188 
197 
238 
298 
85 
177 
215 
91 
158 
145 
164 
1 
243 
302 
115 
130 
112 
127 
55 
299 
29 
70 
77 
161 
180 
281 
199 
220 
278 
291 
31 
216 
239 
11 
253 
269 
101 
105 
266 
150 
169 
107 
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121 1 
4 
246 
162 
181 
252 
1, 
124 
12 
254 
23 
50 
8 
250 
94 
32 
57 
98 
102 
116 
131 
303 
18 
45 
22 
49 
259 
285 
208 
231 
189 
198 
110 
125 
66 
72 
68 
74 
76 
282 
40 
65 
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42 
296 
212 
235 
191 
183 
192 
7 
248 
262 
187 
196 
149 
168 
264 
152 
171 
35 
60 
24 
46 
294 
118 
133 
19 
51 
3 
245 
17 
44 
137 
142 
193 
6 
249 
292 
226 
260 
157 
176 
255 
257 
156 
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175 
14 
41 
205 
228 
272 
154 
173 
267 
310 
309 
204 
227 
186 
195 
