In this work, we generalized and unified two recent completely different works of [15] and [4] respectively into one by proposing the cyclic incremental Newton-type gradient descent with cubic regularization (SingCubic) method for optimizing non-convex functions. Through the iterations of SingCubic, a cubic regularized global quadratic approximation using Hessian information is kept and solved. Preliminary numerical experiments show the encouraging performance of the SingCubic algorithm when compared to basic incremental or stochastic Newton-type implementations. The results and technique can be served as an initiate for the research on the incremental Newton-type gradient descent methods that employ cubic regularization. The methods and principles proposed in this paper can be used to do logistic regression, autoencoder training, independent components analysis, Ising model/Hopfield network training, multilayer perceptron, deep convolutional network training and so on. We will open-source parts of our implementations soon.
Introduction and Problem Statement
We consider the problem of finding a vector x ∈ R p which minimizes a non-convex function † F (x), where F (x) is a sum of n sub-functions f i (x) each is a smooth loss function associated with a sample in a training set min x∈R p F (x) := 1 n n i=1 f i (x).
(1.1)
The extension work of SGD includes [7, 2] . However the stationary point found by these methods is not necessarily the optimal value, it may also be the saddle point or the local maximum. Besides the first order method, there is another category of methods, called second-order or Newton type methods, which converge much faster, but need more memory and computation to obtain the curvature information about the objective function. These methods are always employed to escape strict saddle points for non-convex optimization and to find a local minima x satisfying ∇F (x ) = 0 and ∇ 2 F (x ) 0, (1.4) not necessarily unique. Here strict saddle points are characterized by having negative eigenvalue. In practice the target is always reduced to find a local -solution ∇F (x ) ≤ and λ p (∇ 2 F (x )) ≥ − √ , (1.5) where λ p (H) is the smallest eigenvalue of H. At a local -solution, the gradient is guaranteed to be close to zero and the Hessian is guaranteed to be almost positive semidefinite. These second order methods construct a local model of the objective function. Among these algorithms the cubic-regularized Newton's method first considered by [9] and more recently by [13] as means for providing the first-and second-order guarantees for the obtained solution. At each iteration, the model used to compute the step from one iterate to the next by solving a sub-problem that approximates the objective function (1.1) with a cubic-regularized (CR) second-order overestimation at the current iterate x k :
It has been shown that the CR methods posses the best known iteration complexity to solve (1.1) within O( −3 ) number of iterations for generating a stationary point and O( −3/2 ) number of iterations for generating a local -solution. Unfortunately, the CR Newton's method can be unappealing when n is large or huge, for example in machine learning problems, since its iteration cost scales linearly in n. When the number of components n is very large, then each iteration of (1.6) will be very expensive since it requires computing the gradients and Hessian matrix for all the n component functions f i . More recently [4] presented an inexact cubic-regularized Newton's method (ARC) achieves the same order of theoretical guarantee as the original CR method. ARC relaxed the local model with an inexact Hessian H k (while the gradient is exact):
where H k is sufficiently close to ∇ 2 F (x k ) in the following way
In order to further relax the requirement of exact gradient in (1.7), [11] propose a pratical sub-sampling scheme (SCR) to implement the inexact cubic-regularized Newton's method:
, here the two index set S g and S h are sampled uniformly from {1, ..., n} at random (please refer to the complete algorithm in the appendix).
Based on the related background introduced above, now we can describe our approaches and findings. The primary contribution of this work is the proposal and analysis of a novel algorithm that we call the cyclic incremental Newton-type gradient descent with cubic regularization (SingCubic) method, a cyclic incremental variant of the CR, ARC and SCR method. The SingCubic method has the low iteration cost as that of SGD methods, but achieves the convergence rates like the ARC and SCR method stated above. The SingCubic iterations take the form x k+1 ← x k + ∆x k , where ∆x k is obtained by
H i k , and at each iteration, a index j is chosen following a fixed order, and the corresponding g j k+1 = ∇f j (x k+1 ),
That is, like the ARC and SCR methods, the steps incorporates a gradient and a Hessian with respect to each function; but, like the SGD method, each iteration only computes the gradient and Hessian with respect to a single example (or a single batch of samples) and the cost of the iterations is independent of n.
Besides SingCubic, there are some approaches available to make the CR and ARC methods piratical, and a full review of this literature would be outside the scope of this work. Several recent work considered randomized variants for stochastic optimization [11, 16, 8] . It can be seen that as all these algorithms converge, the required number of gradients and Hessians grows polynomially fast to full data of n samples. Different from above related methods, the principle behind our SingCubic is similar to that of PROXTONE [15] , which kept a global quadratic approximation model of the objective, while in each iteration only use the information of one sample or one batch of samples to update the model. Furthermore the worst-case iteration complexity of SingCubic match those of SCR [11] , which is the state-of-the-art.
We now outline the rest of the study. Section 2 presents the main algorithm and gives an equivalent form in order for the ease of analysis. Section 2.6 states the assumptions underlying our analysis and gives the main results. We report some experimental results in Section 3, and provide concluding remarks in Section 4.
Notations and Assumptions
In this paper, we assume each f i (x), for i = 1, . . . , n, is differentiable on the whole space R p , and their gradients are Lipschitz continuous, that is, there exist L i > 0 such that for all x, y,
(1.11)
Then from the Lemma 1.2.3 and its proof in Nesterov's book [12] , for i = 1, . . . , n, we have
Similar with the second-order information, it is assumed that the Hessian of each f i is Lipschitz continuous:
It is easy to show that
For a symmetric matrix H, its spectrum is denoted by
. We assume that the eigenvalues numbered in decreasing order:
The SingCubic Method
In this section, we present the novel cyclic incremental Newton-type gradient descent with cubic regularization (SingCubic) algorithm for solving problems of the form (1.1). There are three key steps in the algorithm: (step 2) the cubic-regularized quadratic model (1.10) is solved to give a search direction; (step 5) update the adaptive weight σ of cubic-regularization; (step 6) the component function f j (x) is sampled cyclically and the cubic regularized quadratic model (1.10) is updated using this selected function. Once these key steps have been performed, the current point x k is updated to give a new point of x k+1 , and the process is repeated.
We summarize the SingCubic method of (1.10) in Algorithm 1, while a thorough description of each of the key steps in the algorithm will follow in the rest of this section.
The SingCubic algorithm may not be understood and reasonable at first glance, however, we can write it in a form as in Algorithm 2 that is easier to understand. In each iteration, we construct a cubic-regularized quadratic approximation of the original objective. In fact, a quadratic approximation is constructed for each component objective f i associated with a sample or a batch of samples, however, only one quadratic approximation is updated in each iteration. To better understand this method, we make the following illustration and observations.
The Cubic-Regularized Quadratic Model in Algorithm 2
There are two methods in construction the cubic regularized quadratic models.
For fixed x ∈ R p in kth iteration, we define a piecewise cubic-regularized quadratic approximation of F (x) as follows:
here k i is a random variable which have the following conditional probability distribution in each iteration:
Then at each iteration the search direction is found by solving the subproblem (2.5).
Algorithm 1 SingCubic: A generic stochastic incremental Newton-type gradient descent with cubic regularization Input and initialization: Start point x 0 ∈ dom F ; let k = 0, for i ∈ {1, 2, .., n},
and η 1 = 0.1, η 2 = 0.9, γ 1 = 2.0, γ 2 = 2.0, σ = 1.0, g = 1e − 6, λ k = 0. 1: Repeat 2: Solve the subproblem for a search direction:
3: Compute F (x k + ∆x k ) and
Sample a index j fowlling a fixed order and corresponding g j
7: k ← k + 1. 8: Until stopping conditions are satisfied.
Output: x k .
We can express the derivatives of the cubic-regularized the quadratic model f i,k (x) as
and
4)
One of the crucial ideas of this algorithm is that the component function to be used for updating the search direction at each iteration is chosen randomly. This allows the function to be selected very quickly. After the component function f j (x) selected and updated by (2.7), while leaving all other f j,k+1 (x) unchanged.
Algorithm 2 SingCubic in an equivalent form Input and initialization: Start point
n n i=1 f i,k (x); and η 1 = 0.1, η 2 = 0.9, γ 1 = 2.0, γ 2 = 2.0, σ = 1.0, g = 1e − 6, λ k = 0. 1: Repeat 2: Solve the subproblem for new approximation of the solution:
., n} in a fixed order, and update the quadratic models:
while leaving all other f i,k+1 (x) unchanged:
Until stopping conditions are satisfied.
The Subproblem
The subproblem (2.5) or (2.2) is a unconstrained cubic regularized quadratic optimization problem, and several methods have been proposed to solve it more efficiently. [4] proposed to approximately solve it in Krylov space. [1] proposed an alternative fast way to solve it. [3] proposed a method based on gradient descent. In order for completeness, an exact solver based on trust region methods [5] is included in this paper, and it is summarized in Algorithm 3.
(2.8)
That means for each gradient, we need to use several iterations of computing approximated Hessian to forming a lasso problem, which also needs several iterations to solve. Thus typically SingCubic needs much more time for each iteration than that of the first-order method.
The Weight σ of Cubic-Regularization
As the Algorithm 2 shows, σ changes following the similar principle as [4] , that is, if the cubic-regularized the quadratic approximation model is very close to the original function, σ will not change or decrease; if the approximation model is far away from the original function, it will increase.
The Update of g, H, c
The derivation of SingCubic: Let
Find the second derivative with respect to x on both sides of (2.9), we have
Take the first derivative with respect to x on both sides of (2.9), we have 12) and set x = x k , that is
Do some simplification we have
Set x = x k directly at both sides of the expression (2.9), we have (2.14) that is
Algorithm 3 Solving subproblem (2.5)
Input: k = 0, starting point g ∈ R p , H, λ k , tol = 0.1, = 2 √ 2.22e-16. 1: Compute the bounds of λ.
1.1: By using Gershgorin Circle Theorem, the lower and upper bounds of the eigenvalue can be computed as 
The Inexact SingCubic Method
Each iteration of the SingCubic method requires the calculation of the special cubical proximity operator cuprox H,M (y) = arg min
16)
This cuprox operator has no analytic solution, and it is very expensive to compute the solution exactly. Despite the difficulty in computing the exact cuprox operator, efficient methods have been developed to compute approximate the cuprox operator. In this work, we show in several contexts that, provided the error in the cuprox operator calculation is controlled in an appropriate way, inexact SingCubic achieve the same convergence rates as the exact SingCubic algorithm. We use ε k to denote the error in the calculation of cuprox operator achieved by x k , meaning that
The inexact version of SingCubic algorithm is obtained by simply replacing (2.5) by finding a x k+1 satisfying
(2.18)
Convergence Analysis
The techniques provided in [11, 15] can be smoothly adapted to prove the convergence of SingCubic, and theoretically has the same convergence speed as SCR in [11] . But in experiments, it can be seen that SingCubic is faster and it is more efficient in using gradients.
(a) (b) Figure 1 : A comparison of SingCubic to competing optimization techniques in solving convex logistic regression for two datasets, (a) is a9a; (b) is covertype.
Experimental Results
Here present the results of some numerical experiments to illustrate the properties of the SingCubic method. Five algorithms are evaluated and compared:
• SingCubic: Penalty increase multiplier is 2.0, penalty decrease multiplier is 2.0, the initial penalty parameter is 0.01, initial tr radius is 1.0, the successful threshold is 0.1, the very successful threshold is 0.9, the batch size is set as 0.001*n.
• SCR: Penalty increase multiplier is 2.0, penalty decrease multiplier is 2.0, the initial penalty parameter is 0.01, initial tr radius is 1.0, the successful threshold is 0.1, the very successful threshold is 0.9.
• TR: Penalty increase multiplier is 2.0, penalty decrease multiplier is 2.0, the initial penalty parameter is 0.01, initial tr radius is 1.0, the successful threshold is 0.1, the very successful threshold is 0.9.
• SGD: Learning rate 0.1, batch size is set as 0.001*n.
• SAGA: Learning rate 0.01, initial weights are set to 0.
(a) (b) Figure 2 : A comparison of SingCubic to competing optimization techniques in solving nonconvex logistic regression for two datasets, (a) is a9a; (b) is covertype.
We focus on the convex/nonconvex logistic regression problem for binary classification: given a set of training examples (x 1 , y 1 ), . . . , (x n , y n ) where x i ∈ R p and y i ∈ {0, 1}, we find the optimal predictor w ∈ R p by solving the convex L2-regularized convex problem where α and α are the regularization parameters. The X and Y are from the popular a9a and covertype datasets. For a9a, n = 32561, p = 123, and Y ∈ {0, 1}; for covertype, n = 581012, d = 54, and Y ∈ {1, 2}.
The results of the different methods are plotted for the effective epochs for a9a and covertype respectively through the data in Figure 1 and Figure 2 for convex and nonconvex problems respectively. The iterations of SingCubic seem to achieve the best of all.
Conclusions
This paper introduces a novel cyclic incremental Newton-type gradient descent with cubic regularization method called SingCubic for minimizing non-convex finite sums. In the algorithm description and empirical study, we make clear the implementation details of SingCubic and do the numerical evaluations to both convex and nonconvex problems. We show that SingCubic can make full use of gradients and Hessians, converges much faster than state-of-the-art second-order methods in the number of epochs.
