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Abstract
We consider averaging operators over curves and surfaces satisfying the rotational
curvature condition of Phong and Stein. Using combinatorial arguments restricted weak-type
versions of the standard estimates are obtained under weaker assumptions on the regularity of
these surfaces. We also consider maximal functions over circles in the plane and obtain a
simpler proof of Wolff’s endpoint result.
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1. Introduction
The purpose of this note is to put some recent work in harmonic analysis involving
combinatorics of circles and spheres in perspective. A review of some of this work
was given by Wolff [24], and we will not duplicate what is said there. On the other
hand, Wolff’s recent paper [25] allows for some simpliﬁcations beyond [24]. More
precisely, the difﬁcult argument in [23] can be considerably simpliﬁed using an
inequality from [25]. We present a detailed argument in Section 4. Furthermore, in
order to illustrate the use of combinatorial arguments dealing with circles (or
spheres), we present some simple cases where these arguments are very transparent,
but do not appear to be known. One such case is the standard estimate
jjs  f jjL3ðR2Þtjj f jj
L
3
2ðR2Þ
; ð1Þ
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where s is the surface measure on the circle, and similarly in higher dimensions. We
show how to obtain restricted weak-type versions of these bounds in a very direct
way without the Fourier transform. Another proof of this fact that does not rely on
the Fourier transform was found by Oberlin [15], using a multilinear interpolation
scheme that originates in [4]. The argument that is used in this paper is rather
different, and it also extends easily to families of surfaces satisfying the rotational
curvature condition of Phong and Stein [17]. The new feature here is that only two
derivatives are needed on the deﬁning function of the family of surfaces (in all
dimensions), whereas all previous methods require a large number of derivatives that
goes to inﬁnity with the dimension of the ambient space. Another case we discuss is
the classical Strichartz estimate for the wave-equation, namely
jjujjL6ðR2xRtÞtjj f jj ’H12ðR2Þ
provided &u ¼ 0; uð0; Þ ¼ f ; @tuð0; Þ ¼ 0: ð2Þ
It turns out that a weaker version of the estimate can be derived without using the
Fourier transform at all, see Section 3. There has been some recent interest in proofs
of the Strichartz estimates that do not rely on the Fourier transform, see [11,20].
Hence it might be of some value to give further instances where this can be done. The
point of our method, based on Marstrand’s work [13] and Kolasa, Wolff [12], is to
recast (2) as a statement about a certain multiplicity function for a large collection of
annuli in the plane and then to bound this multiplicity by means of geometric-
combinatorial arguments. One possible advantage of this approach is that it carries
over to a variable coefﬁcient setting. More precisely, one can replace circles by curves
satisfying Sogge’s cinematic curvature condition from [21]. As pointed out in [24,25],
some questions about tangent circles remain open that appear to be quite difﬁcult. In
the ﬁnal section of this paper we present examples that show why a conjecture of
Wolff (and possibly others) would be best possible. These examples are quite
standard, but it is not clear to the author if they have appeared in print before.
2. Averages over hypersurfaces with nonvanishing rotational curvature
We now turn to (1). Note that no such estimate can hold for the boundary
measure of a square. Estimate (1) is usually proved by means of complex
interpolation, see [22]. In [15] Oberlin, however, found a proof of the restricted
weak-type bound that does not rely on the Fourier transform using an idea of
multilinear interpolation of Christ [4]. Recently, there has been a lot of activity
around smoothing properties of averages with respect to curves and surfaces. In
particular, we would like to point out the work by Christ [5], Oberlin [16], and Bak
et al. [1]. Here we develop another argument that is quite different from the approach
of these works.1 We ﬁrst present the argument for circles in two dimensions, and
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then generalize it to higher dimensions and surfaces obeying the rotational curvature
condition of Phong and Stein.
Let Cðx; rÞ be a circle centered at xAR2 with radius rA½1; 2	: Denote the d-
neighborhood of Cðx; rÞ by Cdðx; rÞ: Fix any small d40 and let EC½0; 1	2 (it sufﬁces
to consider that case). Fix l40 and deﬁne
F ¼ fxAR2 j ðwE  sdÞðxÞ4lg: ð3Þ
Here sd is the normalized measure on Cdð0; 1Þ: We need to show that
jF jpC l3jEj2 ð4Þ
with some absolute constant C: This is precisely the restricted weak-type form of (1).
We ﬁrst discretize E on scale d: Partition ½0; 1	2 into squares Qj of side length d
and let
Ec ¼
[
j:2cd2ojQj-Ejp2cþ1d2
Qj-E
for cX1: Clearly, E ¼ Sc Ec and we deﬁnefEc ¼ [
j:2cd2ojQj-Ejp2cþ1d2
Qj:
Note that
2cjEcjojfEcjp2cþ1jEcj: ð5Þ
In view of (3) one has
FC
[N
c¼1
fxAR2 j ðwEc  sdÞðxÞ\c2 lg
C
[N
c¼1
fxAR2 j ðweEc  s3dÞðxÞ\2cc2lg ¼: [N
c¼0
Fc: ð6Þ
Now ﬁx an arbitrary cX1 and pick a d-net fxjgMj¼1CFc: Then
FcC
[M
j¼1
Bðxj; dÞCfxAR2 j ðweEc  s4dÞðxÞ\2c c2lg: ð7Þ
Set lc :¼ 2c c2l: Since we can assume that Fca|; one concludes from (7) that lc\d:
By construction,fEc is discrete on scale d; i.e., there is a d-net fykgNk¼1CfEc with NX1
so that
jfEcjBNd2:
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By (7), every xj has the property that
jC4dðxj; 1Þ-fEcj4c0lcd ð8Þ
with some absolute constant c0: We will prove that
jFcjtl3c jfEcj2 or Mtl3c d2N2; ð9Þ
which implies (4) by summation over c: This is a relatively immediate consequence of
the fact that two distinct points have at most two unit circles passing through them.
Indeed, consider the set
Q ¼ ðxj; yk; yiÞ jjxj  ykj  1jod; jjxj  yij  1jod; jyk  yij4c0
10
lc  d
 on : ð10Þ
Then
cardðQÞtN2l1c ; ð11Þ
cardðQÞ\Mðlcd1Þ2: ð12Þ
The upper bound here comes from the fact that there are at most l1c many choices
of d-annuli of radius one passing through two given points at a distance lc (this is
where curvature is used). The lower bound follows from (8) (here recall that lc\d;
or in other words, that there is at least one choice of yk for every xj). Comparison of
(11) and (12) yields (9), which in turn yields by summing in c;
jF jp
XN
c¼1
jFcjt
XN
c¼1
l3c jfEcj2tXN
c¼1
l323cc622cjEj2tl3jEj2:
This is the desired restricted weak-type form of (1) (by interpolation it leads to (1)
with an e-derivative loss).
This argument generalizes to higher dimensions and surfaces fSxgxAO; with some
domain OCRd ; obeying the rotational curvature condition of Phong and Stein [17],
see also [22], which we now recall.
Deﬁnition 1. Let OCRd be a region and suppose FAC1ðO OÞ; @2xyFACðO OÞ:
We require that the Monge–Ampere determinant of F satisﬁes
det
Fðx; yÞ @yFðx; yÞ
@xFðx; yÞ @2xyFðx; yÞ
" #
a0 whenever Fðx; yÞ ¼ 0; ðx; yÞAO2: ð13Þ
The hypersurfaces
Sx ¼ fyAO jFðx; yÞ ¼ 0g 8xAO
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are then said to have nonvanishing rotational curvature. We also impose the
following condition on fSxgxAO: There exists K ¼ KðFÞ such that
cardfxAO jFðx; yjÞ ¼ rj; 1pjpdgtK ð14Þ
for a.e. frjgdj¼1ARd :
Note in particular that (13) implies that minxAO;yASx j@yFðx; yÞj40 so that every Sx
is a submanifold of dimension d  1 in O: Two examples of such families of surfaces
are the unit spheres
FSðx; yÞ ¼ jx  yj  1
and the planes
FPðx; yÞ ¼ x  y  1;
see [22]. The examples of spheres is a special case of the translation invariant setting,
where Sx ¼ x þ S0: In that case nonvanishing rotational curvature is easily seen to
be equivalent to nonvanishing Gaussian curvature of S0: For details see [22, p. 494].
It is also shown there that nonvanishing rotational curvature is a property of
fSxgxAO; and does not depend on the deﬁning function F: It is also invariant under
smooth changes of coordinates in x and y separately. Restricting to compact subsets
of O and changing coordinates we may therefore assume that O ¼ ½0; 1	d with the
understanding that all bounds hold uniformly up to the boundary. We shall make
this assumption for the remainder of this section. Note that in contrast to previous
works we only require the minimal regularity under which (13) makes sense. It is
conceivable that Theorem 1 holds in even less regular situations, but we do not
explore this issue here.
We will use the following notation: For any points yjASx; 1pjpd; the simplex
inside the hypersurface Sx deﬁned by these points is denoted by DSxðy1;y; ydÞ: This
is well deﬁned as long as fyjgdj¼1 all belong to one coordinate chart, since one can
then deﬁne the simplex using coordinates. This of course depends on the choice of
coordinates, but the area of DSxðy1;y; ydÞ (which is the quantity we are most
interested in) does not change by more than a constant under a change of
coordinates. For the case of spheres, i.e., FSðx; yÞ ¼ jx  yj  1; our DSxðy1; y2; y3Þ is
the spherical triangle spanned by the points y1; y2; y3; whereas for the planes given by
FPðx; yÞ ¼ x  y  1 the simplex DSxðy1; y2; y3Þ is the Euclidean triangle in the plane
deﬁned by y1; y2; y3: The main goal of this section is to prove the following theorem.
Theorem 1. Let fSxgxAO be a family of hypersurfaces in Rd ; dX2; as in Definition 1.
Define the averaging operators
Af ðxÞ :¼
Z
Sx
f ðyÞsxðdyÞ;
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where sx is surface measure on Sx: Then one has the restricted weak-type bound
jjAf jjLdþ1;NðOÞpCjj f jj
L
dþ1
d
;1ðOÞ
;
where C depends only on F and the dimension d:
The proof of the theorem will follow the outline of the previous argument for
circles in the plane. We will require two auxiliary lemmas, the ﬁrst of which is the
higher-dimensional analogue of the fact that two points have at most two unit circles
passing through them (which was used in the previous argument to obtain the upper
bound on cardðQÞ), see the following Lemma 1. The second lemma then shows that
the condition that we impose in Lemma 1 can be made to hold generically (this is the
analogue of the fact that the separation condition on yi; yk in (10) is harmless). The
formulation of the following lemma might appear unnecessarily complicated, due to
the presence of the minimum in (15). But it is in fact essential for the proof that we
deﬁne the set in (15) by means of this minimization, see the remark after the proof.
Lemma 1. Let F be as in Definition 1. There exist a small constant r0 and a large
constant C depending on F such that for any fyjgdj¼1AO with max2pjpd jyj  y1jor0
one has
xAO j max
1pipd
distðSx; yiÞod; min
y0iASx; jy0iyi joCd
1pipd
jDSxðy01;y; y0dÞj4l
8><>:
9>=>;

pCddl1 ð15Þ
for all d40:
Proof. Fix Y :¼ fyjgdj¼1 as above and denote the set on the left-hand side of (15) by
LðY Þ: Consider the map
VY : LðY Þ-Bð0;C1dÞCRd ; VY ðxÞ :¼ fFðx; yjÞgdj¼1; ð16Þ
where Bð0;C1dÞCRd is a ball, and C1 minx;yAO j@yFðx; yÞjX1: The goal is to estimate
jLðYÞj: This will be accomplished by means of the change of variables formulaZ
LðY Þ
jdet½DVY ðxÞ	j dx ¼
Z
Rd
cardfxALðYÞ j VY ðxÞ ¼ ðr1;y; rdÞg dr1ydrd ;
see [9, Theorem 3.2.3]. In view of (16) and (14), the right-hand side is
tjBð0;C1dÞjtdd :
Therefore, we need to prove that
jdet½DVY ðxÞ	j\l ð17Þ
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on LðY Þ: One has
det½DVY ðxÞ	 ¼ det
@xFðx; y1Þ
@xFðx; y2Þ
yyyyy
@xFðx; ydÞ
26664
37775: ð18Þ
To prove (17), one invokes the following two well-known consequences of the
rotational curvature condition. For all xAO; yASx:
(i) @2xyFðx; yÞ has maximal rank d  1 on the tangent space TyðSxÞ:
(ii) @xFðx; yÞ is transverse to the space Wxy :¼ spanf@2xyFðx; yÞ~v j~vATyðSxÞg:
These properties follow from the identity
Fðx; yÞ @yFðx; yÞ
@xFðx; yÞ @2xyFðx; yÞ
" #
a
~v
" #
¼ 0
a@xFðx; yÞ þ @2xyFðx; yÞ~v
" #
; ð19Þ
which holds for all yASx and~vATyðSxÞ: Indeed, if (i) were to fail, then for a ¼ 0 and
some~vATyðSxÞ; ~va0; the right-hand side of (19) would vanish, contradicting (13). If
(ii) were to fail, then for a ¼ 1 and some ~vATyðSxÞ a contradiction would result.
Condition (i) implies that for r040 small (depending only on F) and any xAO;
y1ASx; the map
Ex;y1 : yABðy1; r0Þ-Sx/@xFðx; yÞ
deﬁnes a diffeomorphism onto its image, which we denote by Px;y1 : Moreover,
by (ii), the vector @xFðx; y1Þ is transverse to Px;y1 provided r0 is sufﬁciently
small.
We now use this fact to show that the absolute value of the determinant in (18) can
be bounded from below by means of a similar determinant in which the yj are
replaced with y0jASx and jyj  y0jjoCd: Indeed, let y00j ASx with 1pjpd be such that
jyj  y00j j ¼ distðyj;SxÞod (the latter inequality being part of the deﬁnition of LðYÞ).
Then
j@xFðx; yjÞ  @xFðx; y00j Þjpmax
O2
j@2xyFðx; yÞj jyj  y00j jtd:
It follows from the properties of Ex;y00
j
that for a large constant C (depending only on
F) there exist y0jABðy00j ;CdÞ-Sx for all 1pjpd so that
@xFðx; y0jÞ is parallel to @xFðx; yjÞ:
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Since the lengths of these vectors are comparable, one concludes that
jdet½DVY ðxÞ	j\ det
@xFðx; y01Þ
@xFðx; y02Þ
yyyyy
@xFðx; y0dÞ
26664
37775

; ð20Þ
where y0jASx with max1pjpd jyj  y0jjoCd: This is precisely the situation in which we
can invoke the condition on the volume of the simplex DSxðy01;y; y0dÞ that was included
into the deﬁnition of the set LðY Þ: To do so, recall that the vector @xFðx; y01Þ is
transverse toPx;y0
1
: Therefore, the volume of the simplex with vertices 0 and @xFðx; y0jÞ;
1pjpd (which is the same as the determinant in (20) up to a constant factor), is
comparable to the volume of the simplex determined by the points @xFðx; y0jÞ; 1pjpd
inside the hypersurface Px;y0
1
(see the comments preceding Lemma 1). Finally, under the
diffeomorphism Ex;y0
1
this volume remains comparable to the volume of the simplex
DSxðy01;y; y0dÞ; which is assumed to be at least l; and we are done. &
Remark. The reader might wonder if it is necessary to deﬁne the set LðY Þ in terms of
the minimum of all y0i rather than one ﬁxed choice of y
0
i; say the closest point on Sx to
yi: This is in fact not so, as can be seen from the example of the planes, i.e., with
FPðx; yÞ ¼ x  y  1: Indeed, take d ¼ 3 and x ¼ ð0; 0; 1Þ; say. Then it is clear that
DVY ðxÞ ¼
y1
y2
y3
264
375;
so that det DVY ðxÞ ¼ 0 if y1; y2; y3 are coplanar. It is evident that one can make such
a choice of y1; y2; y3 that are d-close to the horizontal plane p at height one, but such
that the triangle that is obtained by projecting the points onto p has nonzero area.
On the other hand, minimizing over all y01; y
0
2; y
0
3 as in the lemma produces a triangle
in p with zero area, as desired. Thus it is necessary to state the condition as in (15) if
one wishes to have the lower bound (17) on jdet DVY j:
The following lemma is needed to ensure that the lower bound on the volume of
the simplex required in (15) holds for a typical choice of fyjgdj¼1: The reader should
think of the set S in the following lemma as lying in a single coordinate patch of the
hypersurface Sx for an arbitrary xAO: This explains the appearance of Rd1 in the
following lemma.
Lemma 2. Let SCRd1 have positive and finite measure. Let P ¼ jSj1wS dx be
normalized Lebesgue measure restricted to S: Then for all E40;
P½ðy1;y; ydÞASd j jDðy1;y; ydÞjpEjSj	pCdE; ð21Þ
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where Cd is a purely dimensional constant. In particular, for a random choice (relative
to P) of yjAS for 1pjpd the simplex Wðy1; y2;y; ydÞ spanned by these points
satisfies
jWðy1; y2;y; ydÞj4c0jSj
with probability at least 1
2
: Here c0 is a constant that depends only on the dimension.
Proof. Clearly,
P½ðy1;y; ydÞASd j jDðy1;y; ydÞjpEjSj	
¼ jSjd
Z
Sd
w½jðy2y1Þ4ðy3y1Þ4?4ðydy1ÞjpEjSj	 dy1ydyd : ð22Þ
Intuitively, one might guess that the case of S being a ball (or equivalently, an
ellipsoid since the events we are considering are afﬁnely invariant) is the worst.
Indeed, if the set is very fragmented, then typically the volume of a simplex with
vertices chosen at random from the set will be much larger. This suggests using a
rearrangement inequality. The most general of its kind is the Brascamp, Lieb,
Luttinger rearrangement inequality [3]. Recall that this inequality states that for
linear transformations Aj : ðRnÞk-Rn and functions fjX0 deﬁned on Rn for
1pjpm; one hasZ Ym
j¼1
fjðAjðx1;y; xkÞÞ dx1ydxkp
Z Ym
j¼1
f j ðAjðx1;y; xkÞÞ dx1ydxk; ð23Þ
where f j is the nonincreasing rearrangement of fj; see [3]. In this form, it does not
apply to (21) because of the indicator function inside the integral. However, as
observed by Christ [4, Theorem 4.2], the proof from [3] carries over verbatim if an
indicator function of a Steiner convex set is inserted on both sides of (23). More
precisely, we say that KCðRnÞm is Steiner convex (see Deﬁnition 4.1 in [4]) if for
every orthonormal basis ðn1; n2;y; nnÞ of Rn and every tAðRn1Þm the subset
fðx1;y; xmÞAK j ð/xj; n1S;y;/xj; nn1SÞ ¼ tj for 1pjpmg
is convex, and balanced in the sense that it is invariant under the mapping
ðx1;y; xmÞ ¼
Xn
i¼1
ti1 ni;y;
Xn
i¼1
tim ni
 !
-
Xn1
i¼1
ti1ni  tn1nn;y;
Xn1
i¼1
timni  tnmnn
 !
:
The proof in [3] then implies that for such a Steiner convex set K one hasZ Ym
j¼1
fjðxjÞwKðxÞ dx1ydxmp
Z Ym
j¼1
f j ðxjÞwKðxÞ dx1ydxm; ð24Þ
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where x ¼ ðx1;y; xmÞ and fjX0 are deﬁned on Rn: For the proof of this see
Theorem 4.2 in [4]. It follows from the multilinearity of the determinant and the
invariance of the volume under orthogonal transformations that the set
KA :¼ fy ¼ ðy1;y; ydÞAðRd1Þd j  Apðy2  y1Þ4ðy3  y1Þ4?4ðyd  y1ÞpAg
is Steiner convex for every A: Thus (24) implies that
jSjd
Z
wKAðyÞ
Yd
i¼1
wSðyiÞ dy1ydydpjSjd
Z
wKAðyÞ
Yd
i¼1
ðwSÞðyiÞ dy1ydyd ð25Þ
for every A: But ðwSÞ ¼ wS ; where S is the ball centered at the origin with the
same volume as S: In particular, setting A ¼ EjSj shows that the probability in (22) is
largest for a ball. For the ball it is an easy matter to prove the lemma. Firstly, one
can take the radius of the ball to be equal to 1: In other words, w.l.o.g. S ¼ Bð0; 1Þ:
Secondly, recall the formula (see [4,8])
dy1ydyd1 ¼ cd jðy2  y1Þ4?ðyd1  y1Þj lpðdy1Þylpðdyd1Þ dp; ð26Þ
where dp is Haar measure on the hyperplanes pAMd1;d2 in Rd1; and lp is
Lebesgue measure on the plane p: Therefore, the second integral in (25) is equal to
(kd being another dimensional constant)
cd
Z
Md1;d2
Z
ðBð0;1Þ-pÞd1
Z
Bð0;1Þ
w
distðyd ;pÞokd E jBð0;1Þjjðy2y1Þ4yðyd1y1Þj
h i dyd
 jðy2  y1Þ4yðyd1  y1Þjlpðdy1Þylpðdyd1Þ dp
tE
Z
Md1;d2
Z
ðBð0;1Þ-pÞd1
lpðdy1Þylpðdyd1Þ dp;
tE:
as desired. The lemma is proved. It is natural to ask whether one can give a proof
that does not rely on the rearrangement inequalities. We have worked out such an
argument for the case of d ¼ 3 that is quite short, but of course it does not show that
the ball is the extremal case. The idea is to work with (26) directly on the set SCR2;
which is completely arbitrary (up to having ﬁnite and positive measure). Clearly,
M2;1 is just the space L of lines c in the plane parameterized by c ¼ ðf; hÞ; where
0pfop is the angle the line cmakes with the horizontal, and with h being the signed
distance from c to the origin. Thus (26) now becomes
dy1dy2 ¼ c2jt2  t1jdlcðt1Þdlcðt2Þ dc ¼ c2jt2  t1jdlcðt1Þdlcðt2Þ dpp dh:
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We shall write yðc; tÞ to denote the point yAc at position t on c: The choice of origin
t ¼ 0 on c can be made unique by setting it equal to closest point on c to the origin in
R2: We will use the following notation. With projðw; vÞ being the projection of the
vector v onto the unit vector w; deﬁne
stripðy;f; aÞ :¼ fxAR2 j jprojðx  y; ieifÞjoag:
Thus, stripðy;f; aÞ is just the strip around a line passing through y with angle f and
width 2a: We will make use of the following elementary property of triangles
Wðy1; y2; y3Þ: There is always a pair of sides, say y1y2 and y1y3; so that
y1y2p2y1y3p4y1y2:
Now proceed as follows:
PðjWðy1; y2; y3ÞjpEjSjÞp3PðjWðy1; y2; y3ÞjpEjSj; y1y2p2y1y3p4y1y2Þ
¼ jSj33c2
Z
L
Z
S-c
Z
S-c
y3AS j distðy3; cÞo 2EjSjjt1  t2j; jy3  y1ðt; cÞjB

 jt1  t2j
jt1  t2j dt1dt2 dc
tjSj3
X
jAZ
22j
Z
L
Z
S-c
y3AS j distðy3; cÞo2jþ2EjSj; jy3  y1ðt; cÞjB2 j
 !  dt1dc
tjSj3
X
jAZ
22j
Z p
0
Z
S
Z
S
w½jy1y3jB2 j 	wstripðy3;f;2jþ2EjSjÞðy1Þ dy1dy3 df
tjSj3
X
jAZ
22j
Z
S
Z
S
w½jy1y3jB2 j 	 1þ
jy1  y3j
2jþ2EjSj
" #1
dy3 dy1
tjSj3
X
jAZ
22j
Z
S
Z
S
w½jy1y3jB2 j 	 1þ
22j
EjSj
" #1
dy3 dy1
tjSj3
X
jAZ
sup
kAZ
22k 1þ 2
2k
EjSj
" #1Z
S
Z
S
w½jy1y3jB2 j 	 dy3 dy1
tjSj3EjSj
Z
S
Z
S
dy3 dy1 ¼ E
as desired. &
The previous lemma is insufﬁcient for our purposes because of the mini-
mization condition that appears in (15). However, the following corollary to
Lemma 2 addresses this issue. It is formulated for sets which are discrete
on scale d; which is precisely the situation that arises in the proof of
Theorem 1.
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Corollary 1. There exists a dimensional constant cd40 such that the following holds:
Suppose S ¼ SNj¼1 Bðxj; dÞCRd1: Then with probability at least cd ; a simplex
Dðy1;y; ydÞ with vertices fyjgdj¼1 chosen at random from the set S has the property
that
min
jyieyi jocdd; 1pipd jDð ey1;y; eydÞj4cd jSj: ð27Þ
Proof. For the purposes of this proof we use the symbol \ to denote X up to a
multiplicative dimensional constant. Moreover, cd40 will stand for a suitable
dimensional constant that can change from line to line. We ﬁrst note that one can
assume that the balls Bðxj; dÞ are disjoint. Indeed, one can pass to a subset of
pairwise disjoint balls whose union has measure at least cd jSj: Deﬁne S0 ¼SN
j¼1 Bðxj ; d=2Þ and apply Lemma 2 to the set S0: Then with probability at least 12;
a simplex Dðy01;y; y0dÞ with vertices chosen at random from the set S0 has the
property that
jDðy01;y; y0dÞj4c0jS0j4cd jSj; ð28Þ
where c0 is the constant from Lemma 2. We ﬁrst argue that—at the cost of reducing
the probability—we can choose the simplex Dðy01;y; y0dÞ to also satisfy the following
nondegeneracy condition, provided dX4:X
fAðd2Þ-dimensional faces
Areað f Þ\
X
1pkpd2
X
fAðdk2Þ-dimensional faces
dk Areað f Þ; ð29Þ
where the sums run over all the faces in the simplex of their respective speciﬁed
dimensions (we deﬁne the area of a zero-dimensional face to be equal to one). This is
fairly evident, and can be seen by repeated conditioning. Indeed, condition ﬁrst on
the choice of balls Bðxj; d=2Þ from which the points are chosen (each ball having
probability 1=N of being chosen). Now consider the face f0 :¼ Dðy1;y; yd1Þ as well
as f1 :¼ Dðy1;y; yd2Þ: If Areað f0ÞpbdAreað f1Þ; then conditioning on the choice of
y1;y; yd2; one concludes that yd1 would have to belong to a tbd neighborhood
of the afﬁne subspace spanned by the points y1;y; yd2: Thus the (conditional)
probability of choosing such a point yd1 is tb2: Inductively, one can compare
Areað f0Þ to the areas of smaller-dimensional subfaces of f0: If b is small enough (but
only depending on the dimension), then one can exclude these various bad events
simultaneously, and (29) follows. For the purposes of this proof only we deﬁne a
cone to be any rotation and translation of the set Rd1þ (this of course does not mean
a half-space, but the ‘‘positive quadrant’’ of vectors all of whose entries are positive).
Moreover, if G is such a cone, then we denote the truncated cone by
Gd :¼ fxAG : Ed=2ojxjoEdg;
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where E40 is a purely dimensional constant that will be speciﬁed below. Our goal is
to show that under condition (29), for each 1pjpd there exists a truncated cone
GdjCR
d1 with vertex at y0j such that
infeyjAGj ; 1pjpd jDð ey1;y; eydÞjXjDðy01;y; y0dÞj: ð30Þ
To see this, write eyj ¼ y0j þ oj where oj belongs to a truncated cone with vertex at 0:
LetFj denote the j-dimensional subfaces of the simplex Dðy01;y; y0dÞ: Recall that the
area of the simplex spanned by the points y01;y; y
0
k satisﬁes
ðk  1Þ!2 jvol Dðy01;y; y0kÞj2 ¼
X
c
M2c;k1;
where the sum runs over all ðk  1Þ  ðk  1Þ-minors of the matrix with rows
y02  y01;y; y0k  y01: Hence, expanding the determinant that gives the volume of
Dð ey1;y; eydÞ in terms of the oj shows that
jDð ey1;y; eydÞjXjDðy01;y; y0dÞj þ cd X
fAFd2
Edjvol f j  Cd
Xd1
k¼2
ðEdÞk
X
fAFd1k
jvol f j;
provided the cones Gj are oriented in such a way that the linear terms are all positive
(the point here is that one orients the cone at y0j so that its axis is perpendicular to the
plane spanned by the other points and it is oriented away from the simplex). In view
of (29) one obtains (30) for small E depending only on the dimension. All that
remains is to choose yj to be the center of a ball of radius cdd contained inside the
truncated cone. Switching from the random choice of y0j to that of a random choice
of yj reduces the probability by some multiplicative dimensional constant, and we
are done. &
Proof of Theorem 1. We need to show that there exists a constant C only depending
on F and the dimension d such that for any ECO ¼ ½0; 1	d one has
jfxAO j ðAwEÞðxÞ4lgjpClðdþ1ÞjEjd
for all l40: This is equivalent to showing that
jfxAO j ðAdwEÞðxÞ4lgjpClðdþ1ÞjEjd ð31Þ
uniformly in d40 where
ðAdf ÞðxÞ ¼
Z
O
f ðyÞ dsdxðyÞ;
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sd being normalized measure on a d-neighborhood of the hypersurface Sx; which we
denote by Sdx: Fix some small d40; as well as some ECO and l40: Deﬁne
F :¼ fxAO j ðAdwEÞðxÞ4lg: ð32Þ
As in the argument dealing with circles, we discretize on scale d: More precisely,
partition O into squares fQjg of side length d and let
Ec ¼
[
j : 2cddojQj-Ejp2cþ1dd
Qj-E and fEc ¼ [
j : 2cddojQj-Ejp2cþ1dd
Qj
for cX1: Clearly, E ¼ Sc Ec and jfEcjB2cjEcj: By (32) one has
FC
[N
c¼1
fxAO j ðAd wEcÞðxÞ\c2 lg
C
[N
c¼1
fxAO j ðAC3dweEcÞðxÞ\2cc2lg ¼: [N
c¼0
Fc; ð33Þ
where C3 is some constant depending on the dimension and F (one can take
C3B1þ
ﬃﬃﬃ
d
p
). Now ﬁx an arbitrary cX1 and pick a d-net fxjgMj¼1CFc: Then
FcC
[M
j¼1
Bðxj; dÞCfxAO j ðAC4dweEcÞðxÞ\2cc2lg; ð34Þ
where C4 is a constant that depends only on F and d: Set lc :¼ 2c c2l: Since we can
assume that Fca|; one concludes from (34) that lc\d
d1: By construction, fEc is
discrete at scale d; i.e., there is a d-net fykgNk¼1CfEc with NX1 so that jfEcjBNdd : By
(34), every xj has the property that
jSC4dxj -fEcj4c5lcd ð35Þ
with some (small) constant c5: We will prove that
jFcjtld1c jfEcjd or Mtld1c ddðd1ÞNd ; ð36Þ
which implies (31) by summation over c: To prove (36) we need to apply Corollary 1.
In order to do so it will be convenient to ‘‘fatten up’’ the setfEc as follows. With every
yAfEc include the entire ball Bðy;CdÞ in fEc where C is the constant from Lemma 1.
This means, of course, that with every point yk in the net of fEc we include all its
Cd-neighbors into the net as well. Clearly, this only has the effect of loosing another
constant in (36), but otherwise everything remains unchanged. With this in mind
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consider the set
Q ¼ ðxj; yk1 ;y; ykd Þ distðSxj ; ykiÞod; 1pipd;

8><>:
min
y0
ki
ASxj ; jy0kiyki joCd
1pipd
jDSxðy0k1 ;y; y0kd Þj4c6lc
9>=>;;
where c6 is a small constant that depends on c5 and the constants from Corollary 1
(see also the remark following Corollary 1). Then
cardðQÞtNdl1c ; ð37Þ
cardðQÞ\Mðlcdðd1ÞÞd : ð38Þ
The upper bound is an immediate consequence of Lemma 1. The lower bound
follows from (35), Corollary 1 and the remark following it (apply those with Cd
instead of d). Comparison of (37) and (38) yields (36), which in turn implies by
summation in c;
jF jp
XN
c¼1
jFcjt
XN
c¼1
ld1c jfEcjdtXN
c¼1
ld12ðdþ1Þcc2ðdþ1Þ2dcjEjdtld1jEjd ;
and the theorem is proved. &
3. A geometric proof of a Strichartz estimate
Let sd be the normalized measure on the d neighborhood of the cone
G-f1ojtjo2g: For given l40 and EC½0; 1	2; let
F ¼ fðx; tÞAR2x  Rt j ðsd  wEÞðx; tÞ4lg;
where  stands for convolution in R2x: We will show below that for any Z40 there
exists a constant CZ so that
ljF j16pCZdZjEj
1
2: ð39Þ
In other words, one has the restricted weak-type bound
jjsd  f jjL6;NðR2½1;2	ÞpCZdZjj f jjL2;1ðR2Þ:
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As usual, this implies the strong-type bound
jjsd  f jjL6ðR2½1;2	ÞpCZdZjj f jjL2ðR2Þ
by means of interpolation with an easy 2-6 bound with a loss d1; say. It is now
clear that one also has the bound
jjsG  f jjL6ðR2½1;2	ÞpCE jj f jjW 2;EðR2Þ; ð40Þ
where sG is the surface measure on the cone segment G ¼ fjxj ¼ t j 1ptp2g:
For the sake of completeness, we show that (40) implies a Strichartz-type bound of
the form
jjujjL6ðR½1;2	ÞpCe jj f jj
W
2;
1
2
þEðR2Þ
ð41Þ
for solutions of the wave equation
&u ¼ 0; ujt¼0 ¼ f ; @tujt¼0 ¼ 0:
Arguments of this type appear in [12,23], but here we proceed somewhat differently.
Firstly, one writes
ðsG  f Þð; tÞ ¼ ðmtfˆ Þ3ðÞw½1;2	ðtÞ
with
mtðxÞ ¼ oþðtjxjÞeitjxj þ oðtjxjÞeitjxj:
This latter representation comes of course from the Fourier transform of the surface
measure of the circle. Thus,
dk
drk
o7ðrÞ
 pCk ð1þ rÞ12k; kX0; limr-N ﬃﬃrp o7ðrÞ ¼ c7a0: ð42Þ
Let R1;R2 be the usual Riesz transforms on R
2 with multipliers ix1jxj; and ix1jxj;
respectively. Then one has the identity (with F denoting the Fourier transform)
FR1½ðix1sGÞ  f 	 þFR2½ðix2sGÞ  f 	 ¼ t½oþðtjxjÞeitjxj  oðtjxjÞeitjxj	w½1;2	ðtÞfˆ ðxÞ
 it½o0þðtjxjÞeitjxj þ o0ðtjxjÞeitjxj	w½1;2	ðtÞfˆ ðxÞ:
Hence Z
ei½xxþtjxj	oþðtjxjÞfˆ ðxÞ dxw½1;2	ðtÞ ¼ 12 ðsG  f Þð; tÞ þ Ttfð Þ þ Etf ; ð43Þ
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where
Ttf ¼ 1
t
R1½ðix1sGÞ  f 	 þ 1
t
R2½ðix2sGÞ  f 	;
cEtf ðxÞ ¼ 12i½o0þðtjxjÞeitjxj þ o0ðtjxjÞeitjxj	w½1;2	ðtÞ:
Then, using this representation and the Sobolev embedding theorem to control the
‘‘error term’’ Et;Z
eiðxxþtjxjÞoþðtjxjÞw½1;2	ðtÞ fˆ ðxÞ dx
  
L6x;t
tjjsG  f jjL6x;t þ jjðx1sGÞ  f jjL6x;t þ jjðx2sGÞ  f jjL6x;t þ sup
1ptp2
jjðWÞ13ðEtf ÞjjL2 ;
and similarly for ei½xxtjxj	: It is easy to see from (40) that for functions f with
suppð f ÞC½0; 1	2 all the terms on the right-hand side are no larger than jj f jjW 2;EðR2Þ:
Invoking the Mikhlin theorem to remove oþ yieldsZ
R2
eixx cosðtjxjÞfˆ ðxÞ dx
  
L6x;tðR2½1;2	Þ
pCEjj f jj
W
2;
1
2
þEðR2Þ
;
provided suppð f ÞC½0; 1	2: This latter condition is now eliminated by means of the
ﬁnite propagation speed for the wave equation.
We will give two different purely geometric-combinatorial proofs of (39), see
Corollary 2 and Lemma 5 below. The setup is the same as in [24]. Let Cðx; rÞ be as in
the previous section with xA½0; 1	2; and deﬁne
DðCðx; rÞ;Cðy; sÞÞ ¼ jjx  yj  jr  sjj; dðCðx; rÞ;Cðy; sÞÞ ¼ jx  yj þ jr  sj:
D measures the extent to which Cðx; rÞ;Cðy; sÞ are internally tangent. As always, we
will need to know the area of intersection of two annuli, as well as the diameter of
their intersection. Writing D and d without arguments for simplicity,
jCdðx; rÞ-Cdðy; sÞjt d
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðDþ dÞðd þ dÞp ;
diamðCdðx; rÞ-Cdðy; sÞÞt
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dþ d
d þ d
r
; ð44Þ
see Lemma 3.1 in [24], for example. A central role is played by the multiplicity
function
mCd ¼
X
CAC
wCd :
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Given a family C of circles, we use the notation
CCet ¼ fCAC j E dpDðC;CÞp2E; t=2pdðC;CÞpt; Cd-C
d
a|g: ð45Þ
Thus, CCet is the collection of circles that are E-tangent to C and have distance t from
C: We will always assume that C is d-separated in the sense that dðC;C0Þ4d for any
distinct C;C0AC: Notice that if CACCet ; then jx  %xjBt: The following lemma shows
how to reduce (39) to a bound on the multiplicity function, cf. [18,19] for similar
statements.
Lemma 3. The following are equivalent:
(i) Let Z40 be arbitrary. Then for d40 sufficiently small depending on Z; the
estimate (39) holds for all EC½0; 1	2 and 0olo1:
(ii) Given a d-separated three parameter family of circles C; one has: For any Z40
and d sufficiently small depending on Z; there exists ACC such that jAj41
2
jCj
and
jfCd j mAd 4dZl1jAj
2
3gjpljCdj ð46Þ
for all CAA; 0olo1:
(iii) Same statement as in (ii) but with jAj4cZ jCj for some small constant cZ:
Proof. We ﬁrst deal with (iii) implies (i). Let fðxj; tjÞgNj¼1 be a maximally d-separated
set of points inside F : It is easy to see that jF jBNd3: Denote the family fCðxj ; tjÞgNj¼1
of circles by C: Then for all CAC
jCd-Ej4ljCdj
by deﬁnition. Take a small Z and pass toACC as in Corollary 2. Fix any 0olo1:
On the one hand, Z
E:mAd od
Zl1jAj
2
3
mAd ðxÞ dxpdZl1N
2
3jEj:
On the other hand, by (62) with l
2
;
Z
E:mAd od
Zl1jAj
2
3
mAd ðxÞ dxXjAj
l
2
d:
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Thus,
dZjEj\l2N13dBl2jF j13
as desired.
To show that (i) implies (ii) we use an argument from [18,19]. First note that the
dual statement to (the strong form of) (39) is
XN
j¼1
ajwCdðxj ;tjÞ




L2ðR2Þ
tdZ
ﬃﬃﬃ
d
p XN
j¼1
jaj j
6
5
 !5
6
ð47Þ
for any d-separated three parameter family of circles. Now suppose that for at least
half the circles in a given family C one has
jfCd j mC4dZl1jCj23gj4ljCdj
for some choice of 0olo1: Pigeonholing as usual we may assume that l is ﬁxed for
all circles CAB with jBj\jlog dj1jCj: Then set
E ¼ fmC4dZl1jCj23g:
Applying both our assumption (i) (in strong form, say) and dual (47) with this choice
of E and N ¼ jCj yields
lðNd3Þ16td
Z
10jEj12;
dZl1N
2
3jEj12td
Z
10
ﬃﬃﬃ
d
p
N
5
6;
which are incompatible. &
Since the Strichartz estimate (2) assures that (i) holds, this lemma proves that (ii),
(iii) also hold. It is common knowledge that the Strichartz estimate under
consideration is (only) optimal for the so-called Knapp example, i.e., a slab of
dimensions 1 d ﬃﬃﬃdp that lies on a light cone. In our setting this would correspond
to a family of circles C with jCjBd32: Note that in this case the bound in (46) is
optimal with l ¼ ﬃﬃﬃdp ; as expected.
In what follows, we give two different direct proofs of (ii) and (iii). The ﬁrst one is
based on Marstrand’s three circle lemma [13]. This is a continuum analogue of the
circles of Appolonius. We will not repeat the heuristics for these ideas, as they can be
found in [24]. For the convenience of the reader we do however reproduce the
statement of the three circle lemma from [24].
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Lemma 4. With some sufficiently large numerical constant a0; assume that
e; t; lAð0; 1Þ satisfy a0eptl2: Fix three circles Cðxi; riÞ; 1pip3: Then for dpE
the set
%Oetl :¼ fðx; rÞAR2  R j DðCðx; rÞ;Cðxi; riÞÞoe 8i;
dðCðx; rÞ;Cðxi; riÞÞ4t 8i; Cdðx; rÞ-Cdðxi; riÞa| 8i;
distðCdðx; rÞ-Cdðxi; riÞ;Cdðx; rÞ-Cdðxj; rjÞÞXl 8i; j : iajg
is contained in the union of two ellipsoids in R3 each of diameter t E
l2
and
volume tE3
l3
:
We now show how this lemma immediately leads to the desired multiplicity
bound. The case distinction that arises in the proof has to do with the degenerate
conﬁguration where three circles are tangent at one point.
Lemma 5. Let C be a d-separated three parameter family of circles. If d is sufficiently
small, then there exists ACC such that jAj41
2
jCj and
jfCd j mCd4jlog dj5l1jCj
2
3gjpljCdj ð48Þ
for all CAA; 0olo1:
Proof. Suppose for at least half the circles in C one has
jfCd j mCd4jlog dj5l1jCj
2
3gj4ljCdj
for some choice of l: Pigeonholing yields dpEttp1; 0olo1; and BCC with
jBj\jlog dj3jCj such that
jfCd j mCCetd 4jlog dj2l1jCj
2
3gj4ljCdj ð49Þ
for all CAB: We now distinguish two cases. For convenience we denote the set on
the left-hand side of (49) by HðCdÞ (the ‘‘high multiplicity part’’ of Cd).
Case 1: For all CAB and all xAR2 one has
jHðCdÞ-Bðx; a0
ﬃﬃﬃﬃﬃﬃ
E=t
p
Þjp l
100
jCdj; ð50Þ
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a0 being the constant from Lemma 4. Let RXa0
ﬃﬃﬃﬃﬃﬃ
E=t
p
be maximal with the property
that (50) holds with R instead of
ﬃﬃﬃﬃﬃﬃ
E=t
p
; i.e., for all CAB and all xAR2 one has
jHðCdÞ-Bðx;RÞjp l
100
jCdj: ð51Þ
Consider the set
Q :¼ fðC;Ci1 ;Ci2 ;Ci3Þ j CAB; Ci1 ;Ci2 ;Ci3ACCet ;
distðC-Cic ;C-CikÞXR for all 1pkocp3g:
In that case one can apply the three circle lemma to conclude that
jBj jlog dj2l1jCj23 l
ﬃﬃﬃﬃ
Et
p
d
" #3
tE
3
d3
R3jCj3:
The upper bound follows from Lemma 4, whereas the lower bound follows from
(51), (49) and (44) (apply the latter with D ¼ E; d ¼ t and conclude that the number
of curvilinear rectangles of area d2=
ﬃﬃﬃﬃ
Et
p
that are each hit by about m ¼ jlog dj2l1jCj23
annuli is ld
d2=
ﬃﬃﬃ
Et
p ). Simplifying the previous inequality yields
jlog dj3ðEtÞ32tE3R3;
which contradicts RXa0
ﬃﬃﬃﬃﬃﬃ
E=t
p
:
Case 2: For one C0AB there is an x0AR2 for which (50) fails. In that case, we
simply compare the number of circles that actually do intersect Cd0 inside the ball
Bðx0; a0
ﬃﬃﬃﬃﬃﬃ
E=t
p Þ because of our multiplicity assumption to the largest possible number
that can intersect it there. With m ¼ jlog dj2l1jCj23 this yields
ml
ﬃﬃﬃﬃ
Et
p
d
tminðjCj; ﬃﬃﬃﬃtEp tEd3ÞtjCj23 ﬃﬃﬃﬃEtp
d
; ð52Þ
which implies mtl1jCj23; a contradiction. The right-hand side of (52) comes from
the fact that the centers of the circles contributing to m belong to a rectangle of
dimension t  ﬃﬃﬃﬃEtp ; the freedom in the radius then giving another E: &
We would like to emphasize that this argument carries over verbatim to the case of
averages over d-neighborhoods of curves satisfying Sogge’s cinematic curva-
ture condition. This is due to the fact that Lemma 4 was shown to hold in this
context by Kolasa and Wolff [12]. Consequently, the proof of Lemma 5 yields the
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estimate (cf. (40))
jjAf jjL6ðR2½1;2	ÞpCEjj f jjW 2;EðR2Þ;
where
Af ðx; rÞ ¼
Z
f ðyÞ dsgx;rðyÞ
and gx;r is a family of curves with cinematic curvature.
We now present a different proof of (39) that does not rely on the three-circle
lemma. Rather, it relies on a ‘‘two-circle’’ lemma from [19]. This is a device to control
the number of d-separated circles that are tangent to two given ones. In contrast to
the situation of Lemma 4 all circles that are tangent to two given ones form a one
parameter family. Note that in a purely combinatorial setting it is meaningless to
work with such a two circle lemma, as all circles could belong to this family. It turns
out, however, that in our context in which d-separateness is imposed, such a device
turns out to be useful. Hence this is an example of a method that works only for
continuum incidence problems, but has no analogue in incidence geometry per se.
We start be recalling this two-circle lemma from [19].
Lemma 6. Suppose C2AC
C1
bt : Then
jCC1et -CC2et jt
Et2
d3
min
ﬃﬃ
e
t
r
;
eﬃﬃﬃﬃﬃ
bt
p
" #
: ð53Þ
Proof. As the details are exactly the same as in [19], we do not repeat them. Bound
(53) is actually proved there implicitly, see Lemma 2.5 in that paper. The main
difference is that [19] works with a two-parameter family of circles in the plane,
whereas here we need to consider a three parameter family. This, however, only
requires changing various bounds in [19] by a factor of Ed: More precisely, since
Cðx; rÞ is the same as a light cone with vertex at the point ðx; rÞ; the bounds in [19]
were obtained for families fðxj; rjÞgNj¼1 with d-separated xj and a unique rj for every
xj: But the method was to estimate the three-dimensional measure of various sets of
ðx; rÞAR3 and then to project this bound onto the plane. The latter is always based
on the fact that there is a ﬁxed ‘‘slack’’ in the vertical direction, which is precisely the
variable corresponding to the radius. For example, for the case of (53) it is clear that
the amount of freedom in the set on the left hand side in the radial direction is E;
which explains the factor of Ed: Hence the measure estimate in Lemma 2.5 of [19],
which is
jCC1et -CC2et jt
t2
d2
min
ﬃﬃ
e
t
r
;
eﬃﬃﬃﬃﬃ
bt
p
" #
for the two-parameter situation, needs to be multiplied by Ed; and we are done. &
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The following lemma is our main technical lemma. Observe that (54) holds with
A ¼ d3; say. The desired Strichartz bound will then follow easily be iterating this
lemma, see Corollary 2 below.
Lemma 7. Suppose with some constant AX1 (which may depend on d but nothing else)
jfCd j mCCetd 4Al1jCj
2
3gjpljCdj ð54Þ
for all CAC; dpEpt; 0olo1: Then there exists ACC; jAjX1
2
jCj; so that
jfCd j mACetd 4jlog dj5C0
ﬃﬃﬃﬃ
A
p
l1jAj23gjpljCdj ð55Þ
for all CAA; dpEpt; 0olo1: Here C0 is some absolute constant.
Proof. Let N ¼ jCj: Suppose that for at least half the circles in CAC one has (with
b ¼ 5; say)
jfCd j mCCetd 4jlog djbC0
ﬃﬃﬃﬃ
A
p
l1jCj23gj4ljCdj ð56Þ
for some choice of E; t and l: Then pigeonhole to get BCC and ﬁxed dpEttp1;
0olo1 such that jBj\jlog dj3jCj and (56) holds for all CAB: We ﬁrst claim that
lX
dﬃﬃﬃﬃ
Et
p : ð57Þ
The point here is that the lower bound is comparable to the area of intersection of Cd1
and Cd2 with D ¼ E and d ¼ t; see (44). Indeed, for any ﬁxed xAR2 and CAC;
mC
C
et
d ðxÞtminð
ﬃﬃﬃﬃ
tE
p
tEd3;NÞtð ﬃﬃﬃﬃtEp tE=d3Þ13N23: ð58Þ
The
ﬃﬃﬃﬃ
tE
p
tEd3 term derives from the fact that the centers of the circles have to lie in a
rectangles of dimensions
ﬃﬃﬃﬃ
tE
p
t; whereas the radius has a freedom of E: If lp dﬃﬃﬃ
Et
p and x
belongs to the set in (56), then
mC
C
et
d ðxÞXjlog djb C0
ﬃﬃﬃﬃ
A
p ﬃﬃﬃﬃEtp
d
N
2
3;
which contradicts the a priori bound (58). Hence (57) holds as claimed. This allows
one to run a counting argument. More precisely, deﬁne
S :¼ fðC;C1;C2Þ j CAB; C1;C2ACCet ; sgnðr  r1Þ ¼ sgnðr  r2Þ;
bBDðC1;C2Þ; jx1  x2jBtg;
ARTICLE IN PRESS
W. Schlag / Journal of Functional Analysis 201 (2003) 480–521502
where C1 ¼ C1ðx1; r1Þ; C2 ¼ C2ðx2; r2Þ; and b; t are chosen by means of pigeonholing
so that
cardðSÞ\jlog dj2jBj m0l
ﬃﬃﬃﬃ
Et
p
d
" #2
\C20 jlog dj5þ2bANN
4
3
Et
d2
; ð59Þ
cf. our assumption (56). Here
m0 ¼ C0jlog djb
ﬃﬃﬃﬃ
A
p
l1N
2
3:
The reason for including the condition sgnðr  r1Þ ¼ sgnðr  r2Þ in the deﬁnition of
the set S is to ensure that for most ðC;C1;C2ÞAS one has C1-C2a|: More
precisely, it follows immediately from Lemma 2.6 in [19] that
cardfðC;C1;C2ÞAS j Cd1-Cd2 ¼ |gtN2
ﬃﬃﬃﬃ
Et
p
tE
d3
tN2ð ﬃﬃﬃﬃEtp =dÞ2N135jlog dj10N m0l ﬃﬃﬃﬃEtpd
" #2
:
Hence
S0 :¼ fðC;C1;C2ÞAS j Cd1-Cd2a|; DðC1;C2ÞBb; dðC1;C2ÞBtg
has a lower bound on its cardinality that is comparable to the one in (59). For
simplicity, we will henceforth write S but mean S0: Suppose toE: Then, since
bttþ Ep2E;
cardfC2AC j DðC1;C2ÞBb; jx1  x2jBtgtðE=dÞ3:
In this case we bound the cardinality of S from about by ﬁxing C;C1 and then
choosing C2: This can be done in no more than N
2min ðN; ðE=dÞ3Þ many ways. Thus,
jlog dj5N m0l
ﬃﬃﬃﬃ
tE
p
d
" #2
tcardðSÞtN2N13ðE=dÞ2
) m0tjlog dj
5
2l1N
2
3
ﬃﬃﬃﬃﬃﬃ
E=t
p
jlog dj52l1N23; ð60Þ
which is a contradiction. Hence we may assume that tXE so that dðC1;C2ÞBjx1 
x2j: Furthermore, suppose NoðEtÞ
3
2
d3
: Then as in (60) one obtains
jlog dj5N m0l
ﬃﬃﬃﬃ
tE
p
d
" #2
tcardðSÞtN2N13 Et
d2
) m0tjlog dj
5
2l1
dﬃﬃﬃﬃ
Et
p N23
ﬃﬃﬃﬃ
Et
p
d
¼ C0jlog dj
5
2l1N
2
3;
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which is again a contradiction. So we can assume that N4ðEtÞ32d3: We are now in a
position to bound the cardinality of S from above. To do so, we ﬁx one of at most N
choices of C1: It follows easily from our hypothesis (54) that
cardfC2ACC1bt j C1-C2a|gtjlog djAN
2
3
ﬃﬃﬃﬃﬃ
bt
p
d
:
Indeed, use (44), (54) and sum over d\l ¼ 2jt1: This controls the number of
choices of C2: Finally, for a ﬁxed pair ðC1;C2Þ we bound the number of choices for C
by means of Lemma 6. The details are as follows:
Case 1: If boE; then by Lemma 6
cardðSÞtNjlog djAN23
ﬃﬃﬃﬃﬃ
bt
p
d
Et2
d3
ﬃﬃ
E
t
r
pNjlog djAN23 E
2t2
d4
tNjlog djAN43 Et
d2
; ð61Þ
where the ﬁnal inequality uses our assumption Etod2N
2
3: This is a contradiction
to (59).
Case 2: If bXE; then again by Lemma 6
cardðSÞtNjlog djAN23
ﬃﬃﬃﬃﬃ
bt
p
d
Et2
d3
Eﬃﬃﬃﬃﬃ
bt
p
tNjlog djAN23 E
2t2
d4
;
which is the same as (61) and we are done. &
Iteration of the previous lemma leads to the following corollary. It proves that
condition (iii) of Lemma 3 holds, and also thus the restricted weak type form of
Strichartz.
Corollary 2. Given a d-separated three parameter family of circles C; one has: For any
Z40 and d sufficiently small depending on Z; there exists ACC such that jAj4ZjCj
and
jfCd j mAd 4d4Zl1jAj
2
3gjpljCdj ð62Þ
for all CAA; 0olo1:
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Proof. Note that (54) holds with A ¼ d3: Applying Lemma 7 repeatedly, say K
times, produces a subset ACC of cardinality at least 2K jCj so that
jfCd j mACetd 4jlog dj10C20d3:2
K
l1jAj23gjpljCdj
for all CAA; dpEpt; 0olo1: Hence
jfCd j mAd 4jlog dj12C20d3:2
K
l1jAj23gj
t
X
E;t
jfCd j mACetd 4jlog dj10C20d3:2
K
l1jAj23gj
tjlog dj2ljCdj
for all CAA; 0olo1: The sum here is over dyadic E; t: Absorbing the jlog dj2-factor
into l and taking K sufﬁciently large ﬁnishes the proof. &
4. A simpliﬁed proof of Wolff’s L3r ðLNx Þ bound
The bound considered in the previous section is only one out of many estimates
dealing with circular averages. More precisely, one can ask about exponents p; q; s so
that
jjsrS1  f jjLpr ðLqxÞtjj f jjLsðR2Þ; ð63Þ
jjsrS1  f jjLqxðLpr Þtjj f jjLsðR2Þ; ð64Þ
where srS1 is the normalized measure on the circle rS1 of radius r: The correct range
of exponents for these bounds can be found by means of the usual examples, namely,
the focusing, Knapp, and scaling examples. These refer to setting f ¼ wCdð0;1Þ; f ¼ wR;
where R is a d ﬃﬃﬃdp -rectangle, and f ¼ wBð0;dÞ; respectively. We will completely
ignore the second class of estimates, i.e., (64), in this paper. Let it sufﬁce to say that
the endpoint p ¼N; s ¼ q42 is Bourgain’s circular maximal theorem, see [2,14]. As
far as the ﬁrst class (63) is concerned, it is easy to check that one endpoint is estimate
(1), i.e., p ¼N; q ¼ 3; s ¼ 3
2
: The other is the case q ¼N; p ¼ s ¼ 3: In fact, in [23]
Wolff proved that for every E40
sup
xAR2
ðsrS1  f ÞðxÞ




L3r ð½1;2	Þ
pCEjj f jjW 3;EðR2Þ ð65Þ
by means of a combinatorial device originating in [7] called the method of cell
decomposition. It is not our intention to review this method, as the paper [7] is highly
readable, and because Wolff explains his adaptation of it in [23] and to lesser extent
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also in [24,25]. Note that the E is necessary in (65) since there exist sets of measure
zero that contain a circle of every radius, see [24].
The paper [23] is rather complicated, but [25] allows for some signiﬁcant
simpliﬁcations. It is pointed out in [25] that the main estimate from Section 1 of that
paper allows for a simpliﬁed proof of (65) be means of ‘‘fairly standard arguments’’.
While this is true on a heuristic level, it is perhaps less true on the level of a rigorous
argument. We therefore hope that the proof of this fact presented here is of some
value.
We start by recalling some terminology from [25]:
* Let W and B be families of circles which are each d-separated. We refer to the
pair W;B as t-bipartite provided tpdðw; bÞp100t if wAW and bAB;
dðw1;w2Þpt for w1;w2AW; and dðb1; b2Þpt for b1; b2AB:
* A ðd; tÞ-rectangle is a d-neighborhood of an arc of length
ﬃﬃ
d
t
q
on some circle. It
follows from (44) that two annuli Cd1 ;C
d
2 with DðC1;C2Þpd and tpdðC1;C2Þp2t
intersect in a set that can be covered by a ﬁnite number (some absolute constant)
of ðd; tÞ-rectangles.
* We say that two ðd; tÞ-rectangles are comparable, if there is an ða0d; tÞ-rectangle
that contains them both where a0 is some absolute constant. A circle C is said to
be tangent to a ðd; tÞ-rectangle R if the a1d-neighborhood of C contains R; where
a1 is some ﬁxed constant. A ðd; tÞ-rectangle R is said to be of type ðXm;XnÞ
relative to a t-bipartite pair W;B as above provided there are at least m circles
from W and at least n circles from B that are tangent to R:
We refer the reader to Section 1 of [25] for more details. We will need the following
estimate which is Lemma 1.4 in that paper.
Bound on high multiplicity rectangles: Let W;B be a t-bipartite pair. If E40 then
there is a constant CE such that the cardinality of any set of pairwise incomparable
ðd; tÞ-rectangles of type ðXm;XnÞ relative to W;B is bounded by
CEðmnÞE mnmn
" #3
4þm
m
þ n
n
0@ 1A; ð66Þ
where m ¼ jWj and n ¼ jBj:
It is evident that (66) allows one to control the number of pairs ðw; bÞAWB
which are d-tangent (which means that Dðw; bÞtd). Indeed, by the second item
above, counting pairs of d-tangent circles (i.e., counting incidences) is the same as
counting incomparable ðd; tÞ-rectangles which are obtained as intersections of at
least one d-annulus fromW with another fromW: Of course, one has to keep track
of multiplicity here. For example, if no two circles inW orB are d-tangent, then (66)
with m ¼ n ¼ 1 gives
#fðw; bÞAWB j Dðw; bÞpd; tpdðw; bÞp2tgtðjmjjnjÞ34þE:
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This is the analogue of a bound which is implicit in [7] (see also [24]) that says that
for any collection of N circles in the plane so that no three are tangent at the same
point the total number pairs of exactly tangent circles is at most N
3
2
þE: If, on the
other hand, m ¼ m and n ¼ n which is the case where all are tangent to a single
rectangle, then the bound in (66) is dE:
We now start with the proof that (66) implies (65). Firstly, the same
technique that was used in Lemma 3 shows that (65) is equivalent with
the statement of the following lemma, which is the ‘‘main lemma’’ in [25], see
page 998.
Lemma 8. Given Z40 the following holds for sufficiently small d: Suppose C is a
family of circles with d-separated radii. Then there exists ACC; jAj41
2
jCj such that
jfCd j mCd4dZl2gjpljCdj ð67Þ
for all CAA and 0olo1:
Proof using (66). Heuristically speaking, this is very simple. Indeed, suppose that a
typical annulus Cd from C contains about A many d ﬃﬃﬃdp -rectangles each of which
has about l2 many circles tangent to it (assuming tB1 here). Then (66) implies the
following bound on the number of pairs of tangent circles, with N ¼ jCj and
m ¼ l2:
NAl2t N
m
" #3
2
m2 ¼ N32l1:
Hence AtN
1
2l and since Ntd1 one obtains
jfCd j mCd4l2gjtAd
3
2t
ﬃﬃﬃﬃ
N
p
ld
3
2tld:
To make this argument rigorous, we shall use induction in d: I.e., let d40 be small
and assume that the statement holds for 2 jd; jX1 (the case of dB1 being trivial).
Now suppose that at least half the circles CAC satisfy
jfCd j mCd4dZl2gj4ljCdj ð68Þ
for some 0olo1 (depending on C). Then there exist ﬁxed choices of dpEttp1 and
0ol0o1 such that
jfxACd j mCCetd ðxÞBm0; mCd ðxÞtm0jlog dj2gj4l0jCdj ð69Þ
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for all CAA where
jAj4jlog dj3jCj and m0\d
Z
2l20 : ð70Þ
Assume ﬁrst that dpEo2d: In what follows let
BCd :¼
[
s
BCds W
C
d :¼
[
s
WCds:
We now show that there exist W;BCC so that
(i) W;B is a t
4
-bipartite pair,
(ii) for all CAW one has,
jfxACd j mB
C
d
d ðxÞBm2; m
WCd
d ðxÞtm1gj4l0jCdj; ð71Þ
where m2\d
Z
2l20 and 1pm1tjlog dj2m2:
(iii) jWj\jlog dj4jBjb1:
Strictly speaking, in (ii) one needs to write l0jlog dj1 on the right-hand side, but
we can absorb the jlog dj-factor into l0: Let A ¼ fCðxj; rjÞgMj¼1: Then set
W ¼fCðxj; rjÞAA j ðxj; rjÞAQg;
B ¼ Cðxj; rjÞAC j 11t
20
odistððxj; rjÞ;QÞo19t
20
 
; ð72Þ
where Q is a ball of size t
20
in R3 for which (iii) holds. To see that such a ball exists,
consider a covering on R3 by balls Q of this size which have overlap bounded by
some absolute constant. Simultaneously, consider a covering by balls Q with the
same centers as the Q’s but 10 times their size. In view of (70) there has to exist one
such ball Q so that
jA-Qj\jlog dj3jC-Qj ð73Þ
which implies (iii) with jlog dj3: By construction, if CAW and CABCd ; then
t
2
pdðC;CÞpt: Thus (69) implies that
jfCd j mB
C
d
d \m0; m
W
d tm0jlog dj2gj4l0jCdj; ð74Þ
see (45). Pigeonholing again one obtains (71) at the cost of replacing l0 with
l0jlog dj1; see the comment above, as well as with a loss of another factor of
jlog dj1 in (iii). Finally, satisfying (i) requires one more application of the
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pigeonhole principle, but only with ﬁnitely many cases. Indeed, cover B with a ﬁnite
number (some absolute constant) of balls of size t
4
and replaceB with the intersection
of itself with one of these balls for which (ii) remains true.
We now distinguish two cases, namely l0b
ﬃﬃ
d
t
q
and l0t
ﬃﬃ
d
t
q
:
Case 1: l0b
ﬃﬃ
d
t
q
: In this case we count pairs of d-tangent circles ðC1;C2ÞAWB:
By (71) every Cd with CAW contains at least A many ðd; tÞ-rectangles,
A\l0
ﬃﬃﬃ
t
d
r
; ð75Þ
each of which is d-tangent to about m2 many circles from B and to at most about m1
many circles from W (but clearly, tangent to at least one circle from W). Thus,
from (66),
jWjAm2td
Z
100
X
2 jtm1
jWjjBj
2 j m2
" #3
4
2 j m2
t d
Z
90jWj32ðm1m2Þ
1
4td
Z
80jWj32m
1
2
2:
Hence, since jWjotd1;
Atd
Z
80jWj12m
1
2
2 td
1
2þ
Z
5l0
ﬃﬃ
t
p
;
which contradicts (75).
Case 2: l0t
ﬃﬃ
d
t
q
: Fix any CAW and let x be a point from the left-hand side of (71).
Then
t
d
\jBjXmB
C
d
d ðxÞ\m2\d
Z
2
t
d
;
which is impossible. Hence we are done with the case dpEp2d:
To treat the case EX2d we will need to ‘‘thin’’ the setsW;B at scale E in order to
apply (66) to E-tangencies. More precisely, deﬁne W and B as in (72), (73). In
particular, (74) holds. It will be convenient to pass to subsets of W;B that are
homogeneous at scale E in the radial variable. Partition R3 into disjoint slabs of
size E; i.e., R3 ¼ ScAZ Sc where
Sc ¼ fðx; tÞAR3 j cEotpðcþ 1ÞEg:
For every Sc one has cardðSc-WÞBrc for some
1prct
E
d
ð76Þ
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provided the intersection is not empty (since the circles inW have d-separated radii).
Thus, there exists tW such that
[0
c:rctWB1
Sc-W

\jlog dj1jWj;
where
S0 means that c is required to be either even or odd, depending on which
choice leads to the larger set. This ensures that the separation between points in
different slabs is bigger than E: Denote the set on the left-hand side by Whom:
Similarly, there exists tB so that (71) remains correct (up to logarithmic factors) if B
is replaced with Bhom; the latter being[0
c:rctBB1
Sc-B:
Notice that (iii) above only changes by another jlog dj-factor. For simplicity, we will
ignore logarithmic factors altogether from now on. Moreover, in view of the
preceding, conditions (i)–(iii) above remain valid with a suitable choice of m1; m2 if we
replaceW withWhom and B with Bhom; and we will drop the ‘‘hom’’ from now on.
Deﬁne fWCW by randomly selecting one point from each nonempty Sc-W; and
similarly eBCB: By the homogeneity property,
jfWjBtWjWj and jeBjBtBjBj: ð77Þ
This holds for every choice of points in fW and eB—the reason for choosing the
points randomly rather than deterministically will become clear only later on. As
before, we will count pairs ðC1;C2ÞAfW eB that are E-tangent by means of (66).
Such pairs meet in ðE; tÞ-rectangles of which a typical one is tangent to about em2
circles from B; and no more than em1 circles from W; respectively. We will need to
determine em1 and em2; more precisely, we will bound em1 from above, and em2 from
below. By the induction hypothesis applied to fW (a set of circles with E-separated
radii), at least half the circle CAfW satisfy (with a ﬁxed choice of small Z40)
jfCE j meWE 4E Z100l2gjpljCEj ð78Þ
for all 0olo1: We now replace eW with this subcollection of circles; for
convenience, we again denote it by fW; which then satisﬁes (78) a fortiori. In what
follows, R denotes an ðE; tÞ-rectangle which is E-tangent to a pair ðC1;C2ÞAfW eB:
Note that on such a rectangle the functions
m
eWC1E
E and m
eBC2E
E
are basically constant.
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Case 1: l0b
ﬃE
t
p
: Deﬁne
S :¼ fðC1;C2ÞAfW eB j C1;C2 are E-tangent to R and meWC1EE p em1; meBC2EE B em2 on Rg;
where
em1 :¼ d Z50l20 and em2\m2n Ed tB ð79Þ
for some positive integer n: To understand these values, ﬁx any CAfW: From (ii)
above and another application of the pigeonhole principle one concludes that there
exist
AXnl0
ﬃﬃ
t
E
r
ð80Þ
many ðE; tÞ-rectangles R with the property that each one of them is hit by about
m2
n
d
ﬃE
t
p
d2=
ﬃﬃﬃﬃ
Et
p ¼ m2
n
E
d
ð81Þ
many annuli in BCd : Denote the collection of these ðE; tÞ-rectangles by RðCÞ: Recall
that the set eB is deﬁned by random selection of points from B; see (77). In what
follows, ‘‘probability’’ refers to this random selection.
We now claim the following: With high probability, at least half the circles CAfW
have the property that all the rectangles in RðCÞ are hit by
\
m2
n
E
d
tB ð82Þ
annuli in eBCE (which explains the choice of em2 in (79)). This follows from an
elementary large deviation estimate for Bernoulli variables, see Lemma 9 below.
Firstly, observe that (80) and At
ﬃ
t
E
p
imply
ntl10 :
Since tB\d=E; the right-hand side of (82) is \m2=n\d
Z
2: If RARðCÞ is ﬁxed, then
we say that R is good, provided the number of circles from eBCE that intersect R is at
least d
Z
100 times the expected number of circles hitting it. But in view of (81) the latter
is at least
m2
n
E
d
tB\d
Z
2:
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Thus a good rectangle is hit by at least
d
Z
100d
Z
2Xd
Z
3:
many circles from eBCE : It follows from Lemma 9 that for every RARðCÞ
P½R is bad	texpðcd
Z
3Þ:
Thus also, for every CA eW ;
P½there exists a bad RARðCÞ	texpðcd
Z
3Þ;
and so the claim under (82) holds. For any CAfW it follows from (78) above that at
most half of the rectangles RARðCÞ satisfy maxxARm
eWCE
E ðxÞ4E
Z
100l20 : In other
words, at least 1
2
A many rectangles are E-tangent to at most E
Z
100l20 circles from fW:
Therefore,
cardðSÞ\jfWjA em2BtWjWjA em2; ð83Þ
cardðSÞtd
Z
100
jfWjjeBjem1 em2
 !3
4 em1 em2
t d
Z
100
tWjWjjBj
m2
n
E
d
" #3
4ðd
Z
50l20 Þ
1
4 em2: ð84Þ
Recall that m2\d
Z
2l20 ; see (ii) above. Using that
t
d\jWj\jBj (see (iii) above) as
well as dEttWt1 (see (76)), comparison of (84) with (83) thus leads to
Atd
Z
50t
1
4
W jWj
1
2l
1
2
0
m2
n
E
d
- .3
4
t d
Z
4
E
d
- .1
4 t
d
- .1
2
l
1
2
0 l
3
2
0n
3
4
d
E
" #3
4
t d
Z
4
t
E
- .1
2
l0n
3
4; ð85Þ
which contradicts (80).
Case 2: l0t
ﬃE
t
p
: In this case there are at least
AXnX1
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many ðE; tÞ-rectangles with the property that each one of them is hit by
\
m2
n
l0d
d2=
ﬃﬃﬃﬃ
Et
p ¼ m2
n
l0
ﬃﬃﬃﬃ
Et
p
d
\d
Z
2l10
ﬃﬃﬃﬃ
Et
p
nd
\d
Z
2
t
nd
:
many annuli in BCd : But then,
t
d
\jBCd j\nd
Z
2
t
nd
;
a contradiction. &
The following lemma is a standard large deviation estimate for Bernoulli variables.
Lemma 9. Let X1;X2;y;XN be independent Bernoulli with
P½X1 ¼ 1	 ¼ p and P½X1 ¼ 0	 ¼ 1 p
for some 0ppp1
2
: Then there exist absolute constants c;C so that
P
XN
j¼1
XjoaNp
" #
pC expðcNpÞ ð86Þ
for any 0oap1
2
:
Proof. Using Stirling, the probability in (86) is estimated by
X
coaNp
N!
c!ðN  cÞ! p
cð1 pÞNc
t
X
coaNp
c
N
" #c
1 c
N
" #ðNcÞ
exp N
c
N
log p þ N  c
N
logð1 pÞ
/ 0" #
t
X
coaNp
expðN½Hðc=NÞ  gpðc=NÞ	Þ; ð87Þ
where HðxÞ ¼ x log x  ð1 xÞ logð1 xÞ and gpðxÞ ¼ x log p  ð1 xÞ log
ð1 pÞ: Let fpðxÞ ¼ HðxÞ  gpðxÞ: Then fp is increasing on ½0; p	; fpðpÞ ¼ 0;
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f0pðpÞ ¼ 0; and f00ðpÞ ¼  1pð1pÞ: Finally, one checks that f000ðxÞ ¼ 12xx2ð1xÞ240 if
0oxo1
2
: It follows that f00ðxÞpf00ðpÞ for 0pxpp so that
fpðxÞp
1
2
ðx  pÞ2f00pðpÞ ¼ 
ðx  pÞ2
2pð1 pÞ
for those x: In particular, if 0pxpap; then
fpðxÞp
ð1 aÞ2p
2ð1 pÞ :
Hence, the expression in (87) is no larger than
N exp pN ð1 aÞ
2
2ð1 pÞ
 !
texpðcpNÞ;
since ap1
2
and pp1
2
: The lemma follows. &
5. A lower bound for the tangency problem
Wolff remarks that it is an interesting problem to decide whether the exponent 3
4
in
(66) can be replaced by a smaller one. He also suggests that 23 seems the most
reasonable conjecture for a sharp bound. This exponent is the same as the
conjectured optimal exponent for the Erdo¨s unit distance problem in R3; see [7,24].
In this section we present examples that show why 4
3
would be optimal for the
tangency problem (the distinction between 2
3
and 4
3
comes from bipartite vs.
nonbipartite). These examples are simple and most likely standard, see [24], but we
present them nevertheless. We start with the exact tangency problem, i.e., given a
collection of circles in the plane, decide how many pairs of tangent circles there can
be at most. Needless to say, we are interested in tangencies at those points where only
a small number of circles are tangent (low multiplicity).
Consider lattice points ðx; y; rÞA½1;N	2  ½N; 2N	: The distinct circles Cðx; y; rÞ
and Cðx0; y0; r0Þ are tangent iff
jðx; yÞ  ðx0; y0Þj ¼ jr  r0j:
So ða; b; cÞ :¼ ðx  x0; y  y0; r  r0Þ is an integer vector such that
jaj; jbj; jcjpN and a2 þ b2 ¼ c2a0: ð88Þ
The following lemma is a well-known representation of Pythagorean triples.
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Lemma 10. All integer solutions ða; b; cÞ to
a2 þ b2 ¼ c2; b; c40; gcdðjaj; b; cÞ ¼ 1 ð89Þ
are given by
a ¼ 1
2
ða2  b2Þ; b ¼ ab; c ¼ 1
2
ða2 þ b2Þ;
a ¼ 2 j a2  b2; b ¼ 2
jþ2
2 ab; c ¼ 2 ja2 þ b2;
a ¼ a2  2 jb2; b ¼ 2
jþ2
2 ab; c ¼ a2 þ 2 j b2; ð90Þ
where a; b40 are odd integers, gcdða; bÞ ¼ 1; and jX2 is even. Moreover, this
representation is unique.
Proof. Let ða; b; cÞ be as stated. Then b2 ¼ ðc  aÞðc þ aÞ; and c  aa0; c þ aa0:
Suppose p42 is prime and pjc  a: Then p2jb2 ¼ ðc  aÞðc þ aÞ: If pjc þ a; then
also pja and pjc contradicting gcdðjaj; b; cÞ ¼ 1: Hence p2jc  a: In other words,
c  a ¼ 2kb2 for some odd integer b40 and kX0: Similarly, c þ a ¼ 2ca2 for some
odd integer a40 and cX0: It follows that
2a ¼ 2ca2  2kb2; 2c ¼ 2ca2 þ 2kb2
and thus
b2 ¼ 2kþc a2b2:
Clearly, one needs 2jk þ c; and minðk; cÞp1 (otherwise 2ja; b; c). If minðk; cÞ ¼ 0;
then in fact k ¼ c ¼ 0 (otherwise a; b are not integers). Thus,
a ¼ 12ða2  b2Þ; b ¼ ab; c ¼ 12ða2 þ b2Þ: ð91Þ
In order to assure that a; b; c are relatively prime, one needs gcdða; bÞ ¼ 1:
Conversely, for any such a; b it follows that representation (91) indeed gives a
solution of (89). If minðk; cÞ ¼ 1; then
a ¼ 2c1a2  2k1b2; c ¼ 2c1a2 þ 2k1b2; b ¼ 2kþc2 ab: ð92Þ
If k ¼ c ¼ 1; then a; b; c would be even which is impossible. On the other hand, if
kac; then a; b are odd whereas b is even. The necessary condition gcdða; bÞ ¼ 1
remains valid in this case as well. Conversely, under this condition and the
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restrictions minðk; cÞ ¼ 1; kac; k þ c even, one checks that gcdðjaj; b; cÞ ¼ 1 and
that (92) does indeed give a solution of (89). The solutions under (92) can be written
as follows:
a ¼ 2 ja2  b2; b ¼ 2
jþ2
2 ab; c ¼ 2 j a2 þ b2; ð93Þ
a ¼ a2  2 jb2; b ¼ 2
jþ2
2 ab; c ¼ a2 þ 2 j b2; ð94Þ
with jX2 even. To check uniqueness, consider ﬁrst b odd. Then only (91) applies,
and b; c together with the sign of a determine a2; b2 from a quadratic equation. Since
a; b40; they are uniquely determined. If b even, then (93) or (94) apply. In fact, j is
clearly determined uniquely, and depending on whether 4ja þ c or 4jc  a exactly
one of representations (93) or (94) holds (note that one cannot have both 4ja þ c and
4jc  a). It is now clear that a; b are unique. &
We now use this lemma to estimate the number of solutions of (88).
Lemma 11. The number of integer solutions of (88) is no larger than k1N log N;
and no smaller than k2N log N; where k1; k2 are absolute multiplicative constants.
Under the additional restriction that N=2oc the number of solutions to (88) is at
least k2N:
Proof. We ﬁrst deal with the upper bound. Notice that by symmetry it sufﬁces to
bound the number of solutions of (88) for which b; c40: Consider ﬁrst the number of
solutions of (88) under the additional restriction
gcdðjaj; b; cÞ ¼ 1: ð95Þ
In that case, Lemma 10 applies. Since 1pcpN; representation (91) requires that
1pa; bp
ﬃﬃﬃﬃﬃﬃﬃ
2N
p
: Hence, (91) cannot generate more than 2N many solutions. Similar
considerations show that (93) and (94) cannot produce more than N solutions each.
Indeed, by symmetry it sufﬁces to treat (93). Then
1pbp
ﬃﬃﬃﬃ
N
p
; 1pap2
j
2
ﬃﬃﬃﬃ
N
p
so that the contribution from (93) does not exceed
X
jX2
j even
2
j
2 NpN:
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To remove (95), consider all solutions of (88), b; c40; with
gcdðjaj; b; cÞ ¼ D where 1pDpN:
Then by the previous case D ¼ 1; one concludes that there are no more than
t
XN
D¼1
N
D
tN log N
many solutions of (88), as desired.
For the lower bound, we need to count how many pairs ða; bÞA½1; ﬃﬃﬃﬃNp 	2 there are
with a; b odd and relatively prime. But it is a well-known property to the Euler f
function that there are \N such pairs. Indeed, for any positive integer M;
XM
k¼1
fð2ð2k þ 1ÞÞp#fðn;mÞA½1; 2ð2M þ 1Þ	2 j gcdðn;mÞ ¼ 1; 2[n; 2[mg: ð96Þ
The same technique that is used to show that
PM
m¼1 fðmÞ ¼ 3M
2
p2 þ OðM log MÞ; see
Section 18.5 in [10], yields a lower bound \M2 for the left-hand side, as desired.
This shows that the number of solutions of (88) under the additional restriction (95)
is at least\N: Hence, summing over 1pDpN where D ¼ gcdðjaj; b; cÞ; leads to the
lower bound
XN=2
D¼1
N=D\N log N;
as claimed. The ﬁnal claim of the lemma follows by taking a; bA½ ﬃﬃﬃﬃNp =2; ﬃﬃﬃﬃNp 	 odd
and relatively prime. One checks that the same arguments based on (96) as before
apply and we are done. &
Deﬁne a m-fold point to be a point at which between m and 10m circles are tangent. In
what follows, we will count m-fold points together with their multiplicity, i.e., if k
lines c1;y; ck meet at a point Q and each line contains between m and 10m points
that are the centers of circles that have Q as common point of tangency, then we
count Q as k points.
Lemma 11 now yields the following.
Lemma 12. Let d40 be small and consider the family of circles
C :¼ fCð jd; kd; cdÞ j 1pj; kpN; N=2pcpNg; ð97Þ
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where N ¼ ½d1	: Then
jCj43 logjCjBcardfðC;C0ÞAC2 j C;C0 are tangentg;
jCj43 logjCjtcardfðC;C0ÞAC2 j C;C0 are tangent; dðC;C0ÞB1g: ð98Þ
Moreover, the number of 1-fold points for the family C is \jCj43:
Proof. Rescaling by 1=d yields the family of circles with integer lattice points in
½1;N	2 as centers and integer radii between N=2 and N considered above. We now
work with this rescaled family. Given C ¼ Cðx; y; rÞAC arbitrary, it follows that the
number of circles C0AC; C0aC which are tangent to C is larger than the number of
integer solutions ða; b; cÞ of
a2 þ b2 ¼ c2a0; jaj; jbj; jcjpN
2
and no larger than the number integer solutions ða; b; cÞ of
a2 þ b2 ¼ c2a0; jaj; jbj; jcjpN;
see (88). Since jCjBN3; estimates (98) follows from Lemma 11. By deﬁnition, a
m-fold point is the same as
fCj ¼ Cðxj; yj; rjÞAC j 1pjpM; C1;y;CM tangent at one pointg; ð99Þ
where mpMp10m; and M is maximal (in the sense that one cannot enlarge the set in
(99)). It is therefore enough to show that the number of M-tuples as in (99) with
MB1 is at least jCj43: For this it sufﬁces to show that the number of solutions to
a2 þ b2 ¼ c2a0; N=4pcpN=2; gcdðjaj; b; cÞ ¼ 1
is \N (note that if Cðxj; yj; rjÞ are tangent to Cðx; y; rÞ at a common point for
1pjpJ; then ðxj  x; yj  y; rj  rÞ are linearly dependent for 1pjpJ). But that is
precisely the ﬁnal assertion of Lemma 11, so we are done. &
The example from Lemma 12 does not lend itself to ‘‘fattening’’ up the circles in
any reasonable way. More precisely, it is easy to see that
jCj53tcard ðC;C0ÞAC2 j DðC;C0Þo d
100
; dðC;C0ÞB1
 
; ð100Þ
and the same holds for any other small absolute constant instead of 1
100
:
It is, however, a simple matter to produce a random example with the desired
properties (and without using any of the arithmetic considerations from before): Let
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C0 be a collection of d-separated circles fCðxj ; yj; rjÞgNj¼1 which is maximal, i.e., the
points ðxj; yj; rjÞA½0; 1	2  ½1=2; 1	 form a d-net. Clearly, NBd3: Moreover, each
circle in this family is 10d-tangent to about d2 others, and the multiplicity of each d-
rectangle (of which there are about d2 many) is about d
3
2: Hence the total number
of d-incidences is BN
5
3: The idea is now to choose each circle with probability
p ¼ Ad32; with A some large absolute constant. To obtain a bipartite situation, we
break up C0 into two pieces at a distance B1 from one another. This leads to two
random sets W and B of circles at a mutual distance B1: Choosing d sufﬁciently
small one obtains that
P½jWjod32 or jBjod32	oed1 ; ð101Þ
see Lemma 9 above. Denote the complement of the event in (101) by G0: Deﬁne a d-
rectangle to be good provided it has multiplicity ðX1;X1Þ; but not ðXA2;X1Þ or
ðX1;XA2Þ: The number of circles tangent to a given d-rectangle is Poissonian with
mean
Bpd
3
2BA:
Thus for sufﬁciently large A the probability that a given rectangle is good is at least 1
2
:
It follows that the conditional expectation of good rectangles relative to the event G0
satisﬁes
E½# good rectangles jG0	\d2: ð102Þ
This already provides an example for the sharpness of the tjCj43 bound on the
number of ðd; 1Þ-rectangles of multiplicity ðX1;X1Þ in the bipartite setting. Indeed,
d2 ¼ ðd32Þ43: One can also achieve in addition that the total number of incidences
does not exceed jCj43þe: To see this, let A be ﬁxed and set
Tij ¼ w½Ci ;Cj are 5d-tangent	
for every iaj: Then E
P
iaj TijBp
2 N
5
3; and one also checks that
E
X
iaj
Tij
 !s
pCsNs
5
3p2s:
Hence
P
X
iaj
Tij4KN
5
3p2
" #
pCsKs:
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Let the complement of the event on the left-hand side be G1 where we have set
K ¼ de for some arbitrary but ﬁxed e40: Then one has
P½Gc1	pCsdse;
and therefore also
E½# good rectangles jG0-G1	\d2
provided se43; say, and d sufﬁciently small. Thus, (with positive probability) there
exist W and B so that jWjBjBjBd32;
# incidences ¼
X
iaj
Tijod2e and # good rectangles\d2:
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