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Cap´ıtulo 1
O´ptica Geome´trica
1.1 O´ptica Geome´trica Paraxial
1.1.1 Postulados de la O´ptica Geome´trica
Deﬁnimos el ı´ndice de refraccio´n de un medio n como el cociente n = c/v, donde c es la velocidad de la
luz en el vac´ıo y v es la velocidad de la luz en el medio considerado. Los cinco postulados de la O´ptica
Geome´trica se enuncian as´ı:
1. Las trayectorias en los medios homoge´neos e iso´tropos son rectil´ıneas.
2. Sea una superﬁcie que separa dos medios de ı´ndices n y n′. El rayo incidente, el reﬂejado, el
transmitido o refractado y la direccio´n normal a la superﬁcie en el punto de incidencia esta´n en el
mismo plano (plano de incidencia).
3. Sean , ′ y ′′ los a´ngulos que forman el rayo incidente, el refractado y el reﬂejado con la normal,
respectivamente. El rayo incidente y el transmitido veriﬁcan la ley de Snell: n sin() = n′ sin(′).
4. El rayo incidente y el reﬂejado veriﬁcan la ley de la reﬂexio´n:  = ′′.
5. Las trayectorias de la luz a trave´s de diferentes medios son reversibles.
1.1.2 Principio de Fermat
Sea un medio homoge´neo e iso´tropo de ı´ndice n. La luz viaja entre los puntos A y B, siguiendo una
trayectoria rectil´ınea. Deﬁnimos el camino o´ptico ∆AB como el producto entre el ı´ndice de refraccio´n y
la distancia s que recorre la luz entre los dos puntos, ∆AB = nsAB . Si la luz atraviesa diferentes medios,
el camino o´ptico sera´
∆ = Σnisi. (1.1)
Si el medio es heteroge´neo y el ı´ndice de refraccio´n var´ıa de punto a punto, la deﬁnicio´n de camino o´ptico
se convierte en la siguiente integral
∆ =
∫
c
nds (1.2)
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Figura 1.1: Ley de Snell Figura 1.2: Ley de la reﬂexio´n
El principio de Fermat dice que para ir de A a B, la luz sigue un camino extremal (es decir, un camino
ma´ximo o mı´nimo):
δ∆ = δ
∫
c
nds = 0. (1.3)
Teorema de Malus-Dupin
Si sobre cada rayo que sale de un foco emisor de luz tomamos caminos o´pticos iguales, los puntos que
limitan estos caminos generan una superﬁcie que es normal a todos los rayos. Esta superﬁcie se denomina
frente de onda.
1.1.3 Conceptos. Convenio de signos
Sistema o´ptico
Denominamos sistema o´ptico a un conjunto de superﬁcies que separan medios con ı´ndices de refraccio´n
diferentes. Si las superﬁcies son de revolucio´n, y sus centros esta´n alineados, la recta que los une se
denomina eje o´ptico. El punto emisor de donde salen los rayos se denomina objeto; el punto donde se
juntan los rayos, una vez pasado el sistema o´ptico es la imagen. Si los rayos pasan f´ısicamente por un
punto se denomina real. El punto es virtual si llegan o salen las prolongaciones de los rayos. El conjunto
de puntos objeto forma el espacio objeto mientras que el conjunto de puntos imagen conforma el espacio
imagen.
Sistema o´ptico perfecto
Un sistema o´ptico es perfecto si se puede establecer una relacio´n de semejanza entre todo el espacio objeto
y todo el espacio imagen. Se puede demostrar que esta condicio´n no es f´ısicamente viable. Podemos
determinar unas nuevas condiciones menos restrictivas (condiciones de Maxwell):
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1. A un plano normal en el eje o´ptico en el espacio objeto le corresponde otro plano normal al eje
o´ptico en el espacio imagen.
2. Todos los rayos que entran en el sistema partiendo de un punto pasan a la salida por otro punto
(real o virtual).
3. Toda ﬁgura contenida en un plano perpendicular al eje, se representa como una ﬁgura semejante
contenida tambie´n en un plano perpendicular al eje, en el espacio imagen.
Deﬁnicio´n de Condicio´n de stigmatismo: Un sistema se comporta stigma´ticamente entre dos puntos
cuando todos los rayos que salen de un punto objeto van a parar a un punto imagen (real o virtual).
Convenio de signos
Figura 1.3: Convenio de signos. Variables geome´tricas
Valor positivo Valor negativo
Distancias a lo largo s, s′ Derecha de la superﬁcie Izquierda de la superﬁcie
del eje
Radios de curvatura r Centro a la derecha de la superﬁcie Centro a la izquierda de la superﬁcie
Distancias normales y, y′, h Sobre el eje o´ptico Bajo el eje o´ptico
al eje
A´ngulos de incidencia, , ′, ′′, Sentido horario Sentido antihorario
refraccio´n y reﬂexio´n ω, ω′ (girando hacia la normal) (girando hacia la normal)
A´ngulos con el eje σ, σ′, ϕ Sentido antihorario Sentido horario
(girando hacia el eje o´ptico) (girando hacia el eje o´ptico)
Tabla 1.1: Convenio de signos. Norma europea
O´ptica paraxial. Deﬁnicio´n
Muchas de las situaciones que se estudian en la O´ptica Geome´trica presentan como particularidad que
los a´ngulos con los cuales se trabaja son pequen˜os. Cuando se trabaja en estas condiciones se habla de
O´ptica de primer grado o bien O´ptica Paraxial. En estos casos, la aproximacio´n del seno o la tangente
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del a´ngulo por su arco es va´lida: sin() ≈ , tan() ≈ . En estas condiciones, la ley de la refraccio´n se
escribe n = n′′.
1.1.4 El Invariante de Abbe
El invariante de Abbe da la posicio´n de la imagen a partir de la posicio´n de un punto objeto (emisor)
cuando se produce una refraccio´n a trave´s de una superﬁcie esfe´rica de radio r que separa dos medios
de ı´ndices n y n′; s y s′ son las distancias del objeto a la superﬁcie y de esta superﬁcie a la imagen,
respectivamente. La fo´rmula del invariante de Abbe indica que cualquier par de puntos objeto-imagen
veriﬁca la relacio´n de stigmatismo. Esta relacio´n es va´lida en condiciones paraxiales.
n
(
1
r
− 1
s
)
= n′
(
1
r
− 1
s′
)
. (1.4)
Esta fo´rmula se puede aplicar repetidamente para varias superﬁcies aplicando la fo´rmula de paso:
si+1 = s′i − di,i+1, (1.5)
que relaciona las distancias imagen y objeto de superﬁcies consecutivas.
Figura 1.4: Fo´rmula de paso entre dos superﬁcies
Si la superﬁcie es un espejo, entonces n′ = −n y la fomula se escribe
1
s
+
1
s′
=
2
r
. (1.6)
1.1.5 Aumentos. Planos focales y principales
Aumento lateral
Se deﬁne el aumento como la relacio´n de taman˜o entre la imagen y el objeto: β′ = y′/y. Para un sistema
con k superﬁcies que separan k + 1 medios, el aumento se puede calcular como
β′ =
n1
nk+1
k∏
y=1
s′i
si
(1.7)
donde si y s′i son las distancias objeto e imagen parciales referidas a la superﬁcie i.
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Planos focales y planos principales
1. El punto del eje o´ptico donde se cortan los rayos que provienen del inﬁnito y que son paralelos al
eje o´ptico se denomina foco imagen. De forma ana´loga, el punto del eje o´ptico que tiene por imagen
el inﬁnito se denomina foco objeto.
2. El plano perpendicular al eje o´ptico que contiene el foco o punto focal se denomina plano focal. Los
rayos que provienen del inﬁnito y que entran en el sistema o´ptico formando un cierto a´ngulo con el
eje o´ptico se cruzan en un punto del plano focal.
3. Denominamos planos principales a dos planos conjugados perpendiculares al eje con aumento lateral
β′ = 1 entre ellos. El punto de interseccio´n entre las prolongaciones del rayo procedente del inﬁnito,
y que es paralelo al eje o´ptico, y del rayo que a la salida va a buscar el foco, marca la posicio´n del
plano principal imagen H ′. El plano principal objeto H se encuentra de forma ana´loga, considerando
un rayo que pasa por el foco objeto. El conocimiento de los planos principales y focales nos da toda
la informacio´n necesaria para el estudio de un sistema o´ptico en primer orden con independencia
de su complejidad.
4. La distancia entre los planos principales y focales se denomina distancia focal o simplemente focal.
Las focales objeto y imagen veriﬁcan la relacio´n
f
f ′
= − n
n′
. (1.8)
5. En una superﬁcie esfe´rica, los planos principales H y H ′ se confunden con propia superﬁcie esfe´rica
(ﬁje´monos que estamos en aproximacio´n paraxial). Las focales se pueden calcular utilizando el
invariante de Abbe:
f ′ = r
n′
n′ − n f = −r
n
n′ − n (1.9)
6. El inverso de la distancia focal imagen se denomina potencia de un sistema o´ptico φ = 1/f ′ y se
mide en dioptr´ıas (1 D = 1 m−1).
1.1.6 Ley de las lentes
En un sistema o´ptico deﬁnido por las posiciones de los planos principales y focales, se veriﬁcan las
relaciones siguientes
zz′ = ff ′ − n
s
+
n′
s′
=
n′
f ′
, (1.10)
donde z es la posicio´n del objeto referidada al foco objeto y z′ es la posicio´n de la imagen referidada al
foco imagen. Si los ı´ndices extremos son iguales, caso habitual en las lentes y los instrumentos o´pticos,
f = −f ′,
zz′ = −f ′2 − 1
s
+
1
s′
=
1
f ′
. (1.11)
En este caso, el aumento lateral es β′ = s′/s.
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Figura 1.5: Ley de las lentes
1.1.7 Sistemas compuestos
Tenemos dos sistemas o´pticos bien deﬁnidos por sus planos principales y focales, dispuestos segu´n se indica
en la ﬁgura 1.6. Se puede demostrar que es posible determinar un u´nico sistema (sistema compuesto)
de planos principales y focales conjuntos, calculados a partir de los de cada sistema. Por lo general,
cualquier sistema o´ptico, independientemente de su complejidad, puede ser reducido a un u´nico par de
planos principales y focales. Esto supone una notable simpliﬁcacio´n en el estudio paraxial de sistemas
o´pticos complejos, es decir, formados por muchas lentes o espejos.
H'1H1 H2 H'2
n1 n'1 = n 2 n'2
f1 f'1 t f2 f'2
e
F1 F'1 F2 F'2
Figura 1.6: Sistemas compuestos
A continuacio´n se indican las fo´rmulas que permiten obtener la focal conjunta del sistema compuesto, as´ı
como las posiciones de sus planos principales y focales:
Caso general, n1, n2, n′2 n1 = n2 = n
′
2
f ′ = − f ′1f ′2e−f ′1+f2 f
′ = f
′
1f
′
2
f ′1+f
′
2−e
H1H = ef1e−f ′1+f2 H1H =
ef ′1
f ′1+f
′
2−e
H ′2H
′ = ef
′
2
e−f ′1+f2 H
′
2H
′ = − ef ′2f ′1+f ′2−e
Tabla 1.2: Fo´rmulas de acoplamiento de sistemas
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1.1.8 Lentes
Las lentes son la base de los instrumentos o´pticos. Esta´n formadas por dos superﬁcies refractivas (que
aqu´ı tomaremos esfe´ricas de radios r1 y r2), separadas una distancia e, que encierran un medio de ı´ndice
n. Podemos estudiar su funcionamiento considera´ndolas como sistemas compuestos, puesto que a cada
superﬁcie esfe´rica le podemos asignar sus planos principales y focales asociados. Aplicando las fo´rmulas
de los sistemas compuestos podemos determinar estos valores. Sean n1 y n′2 los ı´ndices de los medios
inicial y ﬁnal y n, el ı´ndice del material del cual esta´ hecha la lente:
Caso general, n1, n, n′2 diferentes I´ndices extremos aire n1 = n
′
2 = 1
1
f ′ =
n−n1
n′2
1
r1
+ n
′
2−n
n′2
1
r2
+ (n−n1)(n−n
′
2)
nn′2
e
r1r2
1
f ′ = (n− 1)
[
1
r1
− 1r2
]
+ (n−1)
2
n
e
r1r2
H1H = − en1r1/(n−n1)e−nr1/(n−n1)−nr2/(n′2−n) H1H =
er1
n(r1−r2)−e(n−1)
H ′2H
′ = en
′
2r2/(n
′
2−n)
e−nr1/(n−n1)−nr2/(n′2−n) H
′
2H
′ = er2n(r1−r2)−e(n−1)
Tabla 1.3: Fo´rmulas de disen˜o de lentes
Lentes delgadas
Si el grosor de la lente es pequen˜o frente a los radios de curvatura y n1 = n′2 = 1, se veriﬁca que
1
f ′
= (n− 1)
[
1
r1
− 1
r2
]
H1H = 0 H ′2H
′ = 0. (1.12)
1.1.9 Formacio´n de ima´genes en una lente
Fo´rmula de formacio´n de ima´genes en las lentes (´ındices extremos iguales): −1s + 1s′ = 1f ′ . Ver ﬁguras
1.7 a 1.14.
1.1.10 Formacio´n de ima´genes en un espejo esfe´rico
Fo´rmula de formacio´n de ima´genes en espejos esfe´ricos: 1s +
1
s′ =
2
r =
1
f ′ . Ver ﬁguras 1.15 a 1.22.
1.1.11 Limitaciones de luz y campo en sistemas o´pticos
• Diafragma de apertura. Dado un sistema o´ptico, el elemento que limita la cantidad de luz que
atraviesa el sistema (montura de lente, diafragma intercalado, . . . ) se denomina diafragma de
apertura. Su imagen en el espacio objeto que indica la medida de la apertura por donde penetra
la luz, recibe el nombre de pupila de entrada. La imagen del diafragma de apertura en el espacio
imagen que indica la medida de la apertura por donde sale la luz, recibe el nombre de pupila de
salida.
• Diafragma de campo. Dado un sistema o´ptico, el elemento que limita el taman˜o del objeto se
denomina diafragma de campo. Su imagen en el espacio objeto recibe el nombre de lucarna de
entrada. La imagen del diafragma de campo en el espacio imagen recibe el nombre de lucarna de
salida.
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Figura 1.7: Gra´ﬁca s′(s) para una lente convergente de f ′ = 1 m
Figura 1.8: Lente convergente. Objeto real e imagen real
Figura 1.9: Lente convergente. Objeto real e imagen virtual
Figura 1.10: Lente convergente. Objeto virtual e imagen real
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Figura 1.11: Gra´ﬁca s′(s) para una lente divergente de f ′ = −1 m
Figura 1.12: Lente divergente. Objeto real e imagen virtual
Figura 1.13: Lente divergente. Objeto virtual e imagen real
Figura 1.14: Lente divergente. Objeto virtual e imagen virtual
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Figura 1.15: Gra´ﬁca s′(s) para un espejo esfe´rico convexo de f ′ = 1 m
Figura 1.16: Espejo esfe´rico convexo. Objeto real e imagen virtual
Figura 1.17: Espejo esfe´rico convexo. Objeto virtual e imagen real
Figura 1.18: Espejo esfe´rico convexo. Objeto virtual e imagen virtual
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Figura 1.19: Gra´ﬁca s′(s) para un espejo esfe´rico co´ncavo de f ′ = −1 m
Figura 1.20: Espejo esfe´rico co´ncavo. Objeto real e imagen real
Figura 1.21: Espejo esfe´rico co´ncavo. Objeto real e imagen virtual
Figura 1.22: Espejo esfe´rico co´ncavo. Objeto virtual e imagen real
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1.2 Instrumentos de proyeccio´n
1.2.1 Introduccio´n a los instrumentos de proyeccio´n
Los instrumentos de proyeccio´n esta´n disen˜ados para formar la imagen de un objeto sobre un plano de
referencia. Normalmente esta´n constituidos por un sistema convergente, de manera que se obtiene una
imagen real a partir de un objeto tambie´n real. La f´ısica asociada a este problema puede ser explicada a
partir de la fo´rmula de formacio´n de imagen:
−1
s
+
1
s′
=
1
f ′
, (1.13)
donde s y s′ son las distancias entre el sistema o´ptico y el objeto y el sistema o´ptico y la imagen,
respectivamente; f ′ es la distancia focal del sistema. El aumento geome´trico β′ es la relacio´n entre
distancias s′ y s:
β′ =
s′
s
. (1.14)
El aumento es negativo en los sistemas proyectores (es decir, la imagen obtenida esta´ invertida). Si
|β′| < 1, la imagen es ma´s pequen˜a que el objeto mientras que si |β′| > 1 la imagen es ma´s grande que
el objeto. Por ejemplo, habitualmente las ca´maras fotogra´ﬁcas proyectan un objeto en una imagen que
debe tener las dimensiones del negativo fotogra´ﬁco. Esto corresponde al caso |β′| < 1. A diferencia de
esto, en un proyector de diapositivas lo que interesa es ver la imagen ampliada de una diapositiva sobre
una pantalla, y por lo tanto |β′| > 1.
1.2.2 El ojo humano
El estudio del ojo humano desde el punto de vista de los instrumentos o´pticos tiene un intere´s doble.
Por una parte, se trata de un instrumento de proyeccio´n. Por otro lado, el disen˜o de algunos aparatos,
como los telescopios y los microscopios, debe realizarse teniendo en cuenta el funcionamiento del ojo.
Destaquemos sus partes ma´s importantes (ve´ase la ﬁgura 1.23):
• El cristalino. Es una lente convergente de focal variable. La distancia s′ esta´ ﬁjada, mientras que el
ojo enfoca a diferentes distancias. Recue´rdese que debe veriﬁcarse la ley de las lentes, −1s + 1s′ = 1f ′ .
Este feno´meno se denomina acomodacio´n; una persona puede ver n´ıtidamente desde el inﬁnito hasta
un punto pro´ximo situado, por te´rmino medio, a 25 cm del ojo.
• La retina y la fo´vea. La retina es la parte del ojo donde se forma la imagen. La retina esta´ llena de
ce´lulas nerviosas sensibles a la luz que env´ıan la informacio´n de la sen˜al luminosa hacia el cerebro.
La zona de la retina donde la imagen se forma con mayor nitidez se denomina fo´vea.
• El iris. Se comporta como un diafragma. Se cierra cuando hay un exceso de luz y se abre cuando
las condiciones de luz son deﬁcientes.
• Un ojo miope es aquel que enfoca la imagen del inﬁnito en un plano situado antes de la retina. Este
defecto visual se corrige con el uso de lentes divergentes. Si la imagen del inﬁnito se forma detra´s
de la retina, el ojo es hiperme´trope. Para corregir este defecto se utilizan lentes convergentes.
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Figura 1.23: Esquema del ojo humano
1.2.3 La ca´mara fotogra´ﬁca
Figura 1.24: Esquema de la ca´mara fotogra´ﬁca
Desde el punto de vista o´ptico, la ca´mara fotogra´ﬁca es muy parecido al ojo. Consiste en un sistema
mo´vil de lentes convergentes (objetivo). En el plano donde se forma la imagen, se coloca la pel´ıcula.
La posicio´n de este plano esta´ ﬁjada. La ca´mara enfoca un objeto situado a una cierta distancia s del
mismo; modiﬁcando la posicio´n de la lente, se modiﬁca la distancia s′, de manera que se veriﬁque la ley
de formacio´n de ima´genes. −1s + 1s′ = 1f ′ , haciendo coincidir el plano de formacio´n de imagen con la
posicio´n del plano que contiene la pel´ıcula.
El objetivo incorpora un diafragma (pupila de entrada) que regula la cantidad de luz que penetra en
el sistema. El ma´ximo a´ngulo de campo ω que puede entrar en el sistema esta´ condicionado por las
dimensiones del negativo (24 x 36 mm para pel´ıcula esta´ndar) y por la distancia objetivo-pel´ıcula.
La apertura relativa se deﬁne como el cociente entre el dia´metro de la pupila de entrada y la focal del
sistema, y es una medida de la cantidad de luz que llega a la pel´ıcula. Por otra parte, se deﬁne el nu´mero
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de diafragma N como el valor inverso de la apertura relativa N = f ′/φPE . Los valores de N esta´n
estandardizados (2, 2.8, 4, 5.6, 8, 11, 16, 22). Estos valores siguen una progresio´n geome´trica de razo´n√
2. De esta manera, al aumentar N en un valor, la cantidad de luz se reduce a la mitad.
En condiciones paraxiales, la imagen de un punto es un punto. Sin embargo, la pel´ıcula fotogra´ﬁca esta´
constituida de tal modo que al incidir luz sobre un punto de la pel´ıcula, se registra en el negativo una
mancha de dimensiones ﬁnitas. Esta zona se denomina grano de la pel´ıcula. Las pel´ıculas ma´s sensibles
(es decir, aquellas que necesitan menos luz para grabar una escena) presentan menos deﬁnicio´n (el taman˜o
del grano es ma´s grande). Por otra parte, las pel´ıculas de ma´s deﬁnicio´n requieren buenas condiciones de
luz por trabajar adecuadamente. El hecho que las pel´ıculas presenten una resolucio´n limitada se traduce
en los feno´menos de la profundidad de foco y la profundidad de campo.
Figura 1.25: Concepto de profundidad de foco
Un objeto situado a distancia s delante de una lente de focal f ′ forma su imagen a distancia s′. Sea 2r
el dia´metro del grano de la pel´ıcula, supuesto circular. Segu´n resulta de la ﬁgura 1.25, el plano de la
pel´ıcula podr´ıa estar situar en cualquier sitio dentro la ‘zona de ima´genes enfocadas’ (2∆z′). Si enfocamos
un objeto al inﬁnito, se veriﬁca ∆z′ = 2rN . Por lo tanto, cuanto ma´s cerrado este´ el objetivo (N ma´s
grande), ma´s aumentara´ la profundidad de foco.
Este concepto puede ser trasladado al espacio objeto: al ﬁjar la distancia s moviendo el objetivo ase-
guramos que en el plano a distancia s′ de la lente se forma imagen siguiendo la fo´rmula de las lentes.
Ahora bien, todos los planos en un entorno del plano que se encuentra a distancia s de la lente tambie´n
quedara´n enfocados a consecuencia de las dimensiones ﬁnitas del grano de la pel´ıcula. Este feno´meno se
denomina profundidad de campo.
1.2.4 Objetivos fotogra´ﬁcos
De la ﬁgura 1.24 se deduce que el a´ngulo ma´ximo de campo con el que puede penetrar la luz en la
ca´mara fotogra´ﬁca esta´ condicionado por el taman˜o de la pel´ıcula fotogra´ﬁca y por la distancia imagen
s′ lente-pel´ıcula. Si interesa fotograﬁar a´reas muy extensas, el a´ngulo de campo ma´ximo debe ser muy
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grande. Para que pase esto, la distancia focal del objetivo tiene que ser pequen˜a. Estos dispositivos se
denominan gran angulares, trabajan con a´ngulos grandes, y por lo tanto, han de estar muy bien corregidos
de aberraciones (distorsio´n, coma, astigmatismo).
Por otra parte, si fotograﬁamos con detalle un objeto lejano, el a´ngulo ma´ximo de campo es pequen˜o.
Esto implica que la distancia focal del objetivo tiene que ser grande por poder resolver el objeto. Existen
problemas pra´cticos para utilizar lentes de focales muy grandes. Por ejemplo, utilizar una lente de 500
mm, supone que entre la lente del objetivo y el negativo debe haber una distancia de unos 50 cm.
Figura 1.26: Sistema teleobjetivo . Trazado de rayos y posicio´n del plano principal y focal
Para construir sistemas compactos, se utilizan los teleobjetivos, que consisten en una lente convergente
y otra divergente separadas una distancia e. A partir del trazado de rayos, tal y como se indica en la
ﬁgura 1.26, se puede ver que el plano principal imagen se aleja y la distancia focal se hace grande. Esto
se consigue, con dimensiones razonables de la ca´mara. Recue´rdese que la focal conjunta de un sistema
de dos lentes se calcula a partir de la relacio´n
f ′ =
f ′1f
′
2
f ′1 + f
′
2 − e
(1.15)
Por lo tanto, con dos lentes, una convergente y el otra divergente, se puede obtener un rango de focales
modiﬁcando la distancia e. El zoom es un teleobjetivo especial donde la distancia e es ajustable por el
usuario. De este modo se consigue una variacio´n continua de la focal y, en consecuencia, el foto´grafo
puede encuadrar la escena de la forma ma´s adecuada.
1.2.5 Sistemas de iluminacio´n de proyectores
Los proyectores constan de un objetivo (sistema de lentes convergente), que proyecta una transparen-
cia sobre una pantalla. Normalmente interesa que el aumento lateral sea grande. El problema en los
proyectores es conseguir que la transparencia este´ uniformemente iluminada.
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Figura 1.27: Sistema de iluminacio´n cr´ıtica
Una posibilidad consiste en utilizar una bombilla y, mediante una lente denominada condensador, proyec-
tar el ﬁlamento de la bombilla sobre la transparencia. En este sistema de iluminacio´n, denominado ilu-
minacio´n cr´ıtica, el ﬁlamento aparece sobre la pantalla, la iluminacio´n es poco uniforme y las zonas de la
transparencia que son iluminadas directamente por la bombilla pueden deteriorarse como consecuencia
de la temperatura.
Figura 1.28: Sistema de iluminacio´n Ko¨hler
El sistema de iluminacio´n Ko¨hler consiste en formar la imagen del ﬁlamento sobre el objetivo con la
ayuda de la lente condensadora. La transparencia se coloca junto al condensador. As´ı, el ﬁlamento no se
proyecta sobre la pantalla y la transparencia recibe una luz ma´s uniforme.
1.3 Telescopios
1.3.1 Introduccio´n
Los telescopios son instrumentos disen˜ados por observar objetos muy alejados. Se trata de sistemas afo-
cales. Esto quiere decir que la imagen del inﬁnito a trave´s del telescopio esta´ tambie´n en el inﬁnito. De
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igual manera que el microscopio, los telescopios se disen˜an de forma que los rayos emergentes del instru-
mento salgan paralelos, es decir, hacia el inﬁnito. De este modo, el ojo puede trabajar sin acomodacio´n,
y por lo tanto no se fuerza la vista mientras se utiliza el instrumento. Finalmente, la imagen del inﬁnito
se proyecta sobre la retina.
Los telescopios y los microscopios esta´n formados ba´sicamente por dos sistemas o´pticos: objetivo y ocular.
El ocular del telescopio y del microscopio funcionan de manera ana´loga. Se trata de un sistema de lentes,
que tiene un plano focal objeto donde se forma la imagen producida por el objetivo y, por lo tanto, e´sta
se proyecta de nuevo hacia el inﬁnito a trave´s del ocular.
1.3.2 Anteojo astrono´mico
El anteojo astrono´mico es el telescopio ma´s simple. Consiste en dos sistemas de lentes convergentes: el
objetivo, de focal f ′obj , y el ocular, con focal f
′
oc. El plano focal imagen del objetivo y el plano focal objeto
del ocular son coincidentes. As´ı, los rayos que provienen del inﬁnito forman una imagen intermedia en el
plano focal comu´n. El ocular proyecta de nuevo esta imagen al inﬁnito. La ﬁgura 1.29 muestra el trazado
de rayos a trave´s de un telescopio astrono´mico. Los rayos que entran paralelos al eje o´ptico se cruzan en
el punto focal imagen del objetivo; al atravesar el ocular vuelven a salir paralelos al eje o´ptico. El rayo
que entra por el extremo superior del objetivo sale ahora por debajo, indica´ndonos de forma gra´ﬁca que
este instrumento tendra´ un aumento negativo. Los rayos que entran en el sistema, formando un cierto
a´ngulo ω con el eje o´ptico, se cruzara´n en un cierto punto del plano focal comu´n. Para determinar este
punto debe recordarse que el rayo que pasa por el centro de la lente no se desv´ıa. Al pasar los rayos
a trave´s del ocular, estos salen paralelos formando un a´ngulo ω′ con el eje o´ptico. Para determinar la
direccio´n de salida, se ha indicado con l´ınea discontinua un rayo auxiliar que pasa por el punto del plano
focal donde se han cruzado los rayos que entran en el sistema formando un a´ngulo ω con el eje o´ptico y
que pasa sin desviarse por el centro del ocular.
En el plano focal comu´n, se suele colocar el diafragma de campo. El taman˜o de la imagen del inﬁnito
que se forma en este plano esta´ limitada por las dimensiones de este diafragma. El taman˜o de este objeto
intermedio es una medida directa del a´ngulo ma´ximo que puede penetrar en el telescopio. Por otra parte,
la limitacio´n sobre la cantidad de luz que penetra en el sistema (diafragma de apertura, DA) se encuentra
en el objetivo. Como que no tenemos ningu´n sistema o´ptico previo al objetivo, e´ste se comporta como
la pupila de entrada (PE) del sistema. Al calcular la imagen del DA a trave´s del ocular, se obtiene la
posicio´n y las dimensiones de la pupila de salida (PS). Este es el plano donde se debe colocar el ojo para
observar a trave´s del anteojo (plano de emergencia de pupila). Si nos ﬁjamos en el trazado de rayos
en eje, se podr´ıa pensar que cualquier plano a partir del ocular ser´ıa adecuado para colocar el ojo. Sin
embargo, al hacer el trazado en campo puede verse que la u´nica manera de no perder rayos es colocar el
ojo en la PS.
En los telescopios, el aumento viene dado por la relacio´n entre lo que se ve a trave´s del instrumento
respecto el que se ver´ıa a ojo desnudo. El aumento obtenido con este sistema es
Γ =
tan(ω′)
tan(ω)
= −f
′
obj
f ′oc
= −φPE
φPS
(1.16)
No´tese que este aumento es negativo. La fo´rmula del aumento se puede demostrar fa´cilmente a partir de
equivalencias de tria´ngulos en la ﬁgura 1.29.
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Figura 1.29: Anteojo astrono´mico
1.3.3 Anteojo de Galileo
El anteojo de Galileo es un instrumento con un disen˜o muy parecido al anteojo astrono´mica. Este u´ltimo
presenta un aumento negativo y por lo tanto genera un problema de orden pra´ctico al utilizarlo para
observar objetos en la Tierra, ya que se ven las cosas invertidas. Para conseguir un aumento positivo, se
utiliza una lente o sistema divergente como ocular. El plano focal imagen del objetivo y el plano focal
objeto del ocular son tambie´n coincidentes. Las ﬁguras 1.30 y 1.31 muestran el trazado de rayos en eje
y en campo. Es fa´cil demostrar que aqu´ı el aumento tambie´n se describe por
Γ =
tan(ω′)
tan(ω)
= −f
′
obj
f ′oc
> 0. (1.17)
Como el valor de f ′oc es negativo, ya que la lente es divergente, el aumento visual del instrumento es
positivo.
Para encontrar la posicio´n de la pupila de salida, se calcula la posicio´n de la imagen de la montura del
objetivo a trave´s del ocular. Esta se encuentra en el interior del telescopio,y en consecuencia el objetivo
no actu´a de diafragma de apertura. El ojo se debera´ acercar al ma´ximo al ocular y mirar a trave´s. La
imagen del objetivo limitara´ el campo que vera´ el ojo, por lo tanto, el objetivo hace de diafragma de
campo del conjunto telescopio-ojo y su imagen, de lucarna de salida.
1.3.4 Anteojo terrestre
El anteojo terrestre es una alternativa para conseguir telescopios con aumento visual positivo sin que se
generen los problemas de vin˜eteo propios del anteojo de Galileo. Se trata de un anteojo astrono´mico al
que se ha an˜adido una lente denominada inversora. La imagen del inﬁnito se forma en el plano focal
imagen del objetivo. Esta imagen se proyecta a trave´s de la lente inversora, forma´ndose una nueva imagen
intermedia. El plano de formacio´n de esta imagen es coincidente con el plano focal objeto del ocular, y
por lo tanto los rayos salen paralelos del sistema. Puesto que el aumento de la proyeccio´n a trave´s de la
lente inversora es negativo, el aumento total es positivo.
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Figura 1.30: Anteojo de Galileo (trazado de rayos en eje)
Figura 1.31: Anteojo de Galileo (trazado de rayos en campo)
Se puede demostrar que el anteojo terrestre tiene un aumento visual que es igual a
Γat =
tan(ω′)
tan(ω)
= −f
′
obj
f ′oc
.
s′
s
= Γaaβ′inv (1.18)
El aumento visual en este caso es igual al aumento visual correspondiente al anteojo astrono´mico Γaa
que podr´ıamos construir sin inversora, multiplicado por el aumento lateral de la proyeccio´n de la imagen
intermedia a trave´s de la lente inversora. Puesto que ambos aumentos parciales son negativos, el aumento
total es positivo.
En este instrumento, el objetivo actu´a como pupila de entrada. La posicio´n de la imagen de esta a trave´s
de la inversora y el ocular, indica donde se debe poner el ojo. El diafragma de campo en este instrumento
se encuentra situado equivalentemente en el plano focal imagen del objetivo o en plano focal objeto del
ocular, aunque normalmente se coloca en el segundo.
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Figura 1.32: Anteojo terrestre
1.3.5 Telescopios de espejos
Basa´ndose en el telescopio astrono´mico, se pueden disen˜ar telescopios en los cuales el objetivo es un
sistema de espejos en vez de lentes. Estos sistemas pueden presentar valores de f ′obj muy grandes, lo
que supone grandes aberturas, y por lo tanto el instrumento es muy luminoso. Adema´s, los espejos no
presentan aberracio´n croma´tica. Los grandes telescopios presentan arquitecturas de este tipo. La ﬁgura
1.33 muestra un ejemplo de telescopio de espejos: al determinar la posicio´n del plano principal objeto
obtenemos que la focal del objetivo es muy grande, lo que supone un valor del aumento muy elevado.
Figura 1.33: Telescopio de Cassegrain
1.4 Microscopios
1.4.1 La lupa. El objetivo del microscopio
Un microscopio es un sistema o´ptico disen˜ado por observar objetos pequen˜os. Si queremos observar un
objeto de reducidas dimensiones, lo que haremos sera´ acercarnos a e´l cuanto sea posible, hasta la distancia
mı´nima en la que ojo sea capaz acomodar. Esta distancia se denomina distancia del punto pro´ximo y se
toma, en promedio, de 250 mm.
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El microscopio esta´ basado en el funcionamiento de la lupa. Al mirar un objeto de altura y0 a ojo desnudo,
situaremos el ojo a 250 mm del objeto. La tangente del a´ngulo ω (ve´ase ﬁgura 1.34) es tan(ω) = −y0/250.
Si visualizamos ahora el objeto a trave´s de una lente convergente, podemos verlo con un cierto aumento.
Colocamos el objeto en al plano focal objeto de esta lente (ve´ase ﬁgura 1.35) y observamos. Los rayos
saldra´n paralelos despue´s de atravesar la lente. El rayo que pasa por el centro de la lente y el extremo
del objeto formara´n un a´ngulo ω′ respeto al eje o´ptico. La tangente de este a´ngulo sera´ tan(ω′) = y0/f .
Por lo tanto, el aumento visual sera´
Γ =
tan(ω′)
tan(ω)
=
250
f ′
(la focal se ha de expresar en mm.) (1.19)
Comprue´bese que este aumento es positivo.
Figura 1.34: Observacio´n de un objeto sin instrumento
Figura 1.35: Observacio´n de un objeto con lupa
1.4.2 El microscopio compuesto
El microscopio se disen˜a an˜adiendo una etapa proyectora (objetivo) previa a la lente que actuara´ de forma
equivalente a una lupa (ocular). El objeto a observar se coloca a distancia s del objetivo. La imagen a
trave´s del objetivo se forma a distancia s′ de esta lente. El plano donde se forma esta imagen intermedia
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es coincidente con el plano focal objeto de la lente que actu´a como lupa (ocular). Los rayos salen paralelos
despue´s de atravesar el ocular y as´ı el ojo puede observar en condiciones de no acomodacio´n.
Figura 1.36: Microscopio
Sea t la distancia entre el plano focal imagen del objetivo y el plano focal objeto del ocular. Se puede
demostrar que el aumento visual de este instrumento es
Γ =
tan(ω′)
tan(ω)
= − t
f ′obj
250
f ′oc
= β′objΓoc, (1.20)
es a decir, el aumento del instrumento se calcula multiplicando los aumentos del objetivo β′obj por los
aumentos del ocular Γoc. Como en el telescopio, el objetivo hace de diafragma de apertura. La imagen
del objetivo a trave´s del ocular es la pupila de salida, donde se coloca el ojo. El diafragma de campo se
encuentra situado en el plano focal objeto del ocular.
Figura 1.37: Microscopio con iluminacio´n Ko¨hler
Un aspecto importante en el disen˜o de un microscopio es la iluminacio´n de la muestra. Por ejemplo, se
puede utilizar un sistema de iluminacio´ Ko¨hler. La muestra se coloca en contacto con el condensador y
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por lo tanto, queda iluminada uniformemente. El esquema de este instrumento se puede observar en la
ﬁgura 1.37.
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Cap´ıtulo 2
O´ptica Electromagne´tica
2.1 Ondas electromagne´ticas
2.1.1 Ecuaciones de Maxwell
El formalismo ba´sico para describir los feno´menos electromagne´ticos relacionados con la o´ptica ondulatoria
son las ecuaciones de Maxwell. En el sistema CGS Gauss se escriben como:
∇∧ H = 4π
j
c
+
1
c
∂ D
∂t
∇∧ E = −1
c
∂ B
∂t
∇ D = 4πρ
∇ B = 0, (2.1)
donde H es el campo magne´tico, E es el campo ele´ctrico, D es el vector desplazamiento, B es el vector
induccio´n magne´tica, j es la densidad de corriente, ρ es la densidad de carga y c es una constante de
proporcionalidad.
Las ecuaciones de Maxwell se complementen con las denominadas relaciones constitutivas:
D =  E B = µ H j = σ E, (2.2)
donde  es la constante diele´ctrica, µ es la permeabilidad magne´tica y σ es la conductividad ele´ctrica. En
un medio diele´ctrico homoge´neo, iso´tropo y sin carga, ρ = 0, σ = 0,  y µ = constantes. Las ecuaciones
se simpliﬁcan:
∇∧ H = 
c
∂ E
∂t
∇∧ E = −µ
c
∂ H
∂t
∇ E = 0
∇ H = 0. (2.3)
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Cuando un campo electromagne´tico cambia de medio, las componentes normales y tangenciales de e´ste
veriﬁcan las relaciones siguientes:
Componentes normales: n( D2 − D1) = 4πρs n( B2 − B1) = 0
Componentes tangencials: n ∧ ( E2 − E1) = 0 n ∧ ( H2 − H1) = 4π
c
js, (2.4)
donde n es el vector normal a la superﬁcie, y ρs y js son las densidades superﬁciales de carga y de
corriente, respectivamente. Los sub´ındices 1 y 2 hacen referencia a los campos en el medio original y en
el medio en el que se transmiten los campos, respectivamente. Si las densidades de carga y corriente son
cero, ρs = 0 y js = 0, entonces se veriﬁcan las relaciones de continuidad siguientes:
Componentes normales: Dn2 = D
n
1 B
n
2 = B
n
1
Componentes tangenciales: Et2 = E
t
1 H
t
2 = H
t
1. (2.5)
Los super´ındices n y t hacen referencia a las componentes normales o tangenciales.
2.1.2 La ecuacio´n de ondas. Soluciones
En un medio homoge´neo e iso´tropo, al combinar las ecuaciones de Maxwell se obtiene el par de ecuaciones
siguiente:
∆ H =
µ
c2
∂2 H
∂t2
∆ E =
µ
c2
∂2 E
∂t2
. (2.6)
Estas expresiones son formalmente ecuaciones de ondas. As´ı, la velocidad de propagacio´n puede rela-
cionarse con los para´metros c,  y µ
1
v2
=
µ
c2
v =
c√
µ
. (2.7)
En el vac´ıo,  = µ = 1 y, por lo tanto, v = c. Es decir, c es la velocidad de la luz en el vac´ıo. El ı´ndice
de refraccio´n se puede escribir en funcio´n de los para´metros µ y , n = c/v =
√
µ.
Sean r = (x, y, z) el vector posicio´n de un punto y s = (α, β, γ) el vector unitario (‖s‖ = 1) que indica la
direccio´n de propagacio´n de la onda. Se puede comprobar fa´cilmente que una funcio´n f del tipo f(vt±rs)
es solucio´n de la ecuacio´n de ondas. Esta solucio´n de la ecuacio´n de ondas se denomina onda plana. En
el caso unidimensional, escribiremos la ecuacio´n de ondas como
∂2 E
∂x2
=
1
v2
∂2 E
∂t2
. (2.8)
En este caso particular, s = (1, 0, 0), y la solucio´n se escribe como f(vt + x) o f(vt− x).
De las relaciones entre la pulsacio´n ω, el periodo T , T = 2π/ω, la longitud de onda λ, el nu´mero de onda
k, k = 2π/λ, la frecuencia ν y la velocidad, λν = v, podemos escribir el argumento de la funcio´n de onda
plana como:
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vt± rs = 1
k
(ωt± krs). (2.9)
Dependiendo del caso que se estudie, la funcio´n f puede ser complicada de describir. El ana´lisis de Fourier
aﬁrma que cualquier funcio´n puede ser descrita como una combinacio´n lineal de funciones armo´nicas. Por
esta razo´n, tomaremos funciones de onda armo´nicas para describir los campos ele´ctrico y magne´tico, por
ejemplo:
E = E0 cos(ωt− krs) H = H0 cos(ωt− krs), (2.10)
donde los mo´dulos ‖ E0‖ y ‖ H0‖ son las amplitudes ma´ximas de los campos ele´ctrico y magne´tico, re-
spectivamente. El argumento de estas funciones es adimensional. Por comodidad, a la hora de hacer
manipulaciones matema´ticas, escribiremos los campos en notacio´n compleja, aunque u´nicamente la parte
real (o la imaginaria) tiene sentido f´ısico, es decir:
E = E0 exp(i(ωt− krs)) H = H0 exp(i(ωt− krs)), (2.11)
E0 es la amplitud de la onda y exp(i(ωt − krs)) su fase, que tambie´n se puede escribir en te´rminos del
ı´ndice de refraccio´n. Si deﬁnimos p = ω/c, tendremos que
E = E0 exp(ip(ct− nrs)) H = H0 exp(ip(ct− nrs)). (2.12)
Deﬁnimos el concepto de frente de onda como el lugar geome´trico de los puntos que tienen la misma fase,
en un momento dado. En el caso de ondas planas, el frente de onda es el plano krs = C donde C es
una constante. Es posible establecer una relacio´n entre los conceptos de fase y camino o´ptico (∆ = nl,
donde n es el ı´ndice de refraccio´n y l la distancia recorrida por la onda). Sea una onda de pulsacio´n ω y
direccio´n de propagacio´n s. La diferencia de fase entre dos planos ‘1’ y ‘2’ del frente de onda, distantes l
entre si, es
(ωt− kr2s)− (ωt− kr1s) = k(r2 − r1)s = kl. (2.13)
Si la onda se propaga en un medio de ı´ndice n, kl = (k/n)nl = (k/n)∆ = 2πλn∆ =
λ0
n ∆. Este resultado se
utilizara´ ma´s adelante en el estudio de los sistemas interferenciales. Otra solucio´n de la ecuacio´n de onda
que presenta un gran intere´s es aquella en la que el valor de la amplitud de la onda so´lo depende de la
distancia al punto en que se genera. En este caso (onda esfe´rica), es conveniente escribir la ecuacio´n en
coordenadas esfe´ricas y quedarnos solo con la parte radial, es decir, E = E(r, t):
∆ E =
1
r
∂2r E
∂r2
=
1
v2
∂2 E
∂t2
. (2.14)
As´ı podemos escribir
∂2r E
∂r2
=
1
v2
∂2r E
∂t2
(2.15)
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Esta u´ltima expresio´n es formalmente ide´ntica a la ecuacio´n de ondas en una dimensio´n escrita en coor-
denadas cartesianas. Por lo tanto, la solucio´n en este caso sera´ del tipo
E =
f(vt± r)
r
. (2.16)
Aqu´ı el frente de ondas es una esfera.
Figura 2.1: Diferencia de fase
Figura 2.2: Diferencia de fase (esquema
transversal)
2.1.3 Energ´ıa. Vector de Poynting
Introduciendo las soluciones de la ecuacio´n de ondas para los campos ele´ctrico y magne´tico en las ecua-
ciones de Maxwell, podemos deducir las relaciones siguientes:
s ∧ H = −nE s ∧ E =
H
n
, (2.17)
relaciones que indican que los vectores campo ele´ctrico, campo magne´tico y el vector s son ortogonales
entre si. Los vectores campos ele´ctrico y magne´tico vibran en un plano que se propaga segu´n la direccio´n
s, tal y como se muestra en la ﬁgura 2.3. La energ´ıa electromagne´tica almacenada en un diferencial de
volumen se escribe
du =
[
1
8π
(‖ E‖2 + µ‖ H‖2)
]
dv, (2.18)
y, por lo tanto, la variacio´n por unidad de tiempo de energ´ıa electromagne´tica almacenada en un volumen
V cerrado por una superﬁcie S es
∂u
∂t
=
∂
∂t
[∫
V
[
1
8π
(‖ E‖2 + µ‖ H‖2)
]]
dv. (2.19)
Consideremos un material diele´ctrico ideal (σ = 0). Utilizando las ecuaciones de Maxwell podemos
demostrar que la variacio´n de energ´ıa puede expresarse como
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S
Figura 2.3: Transversalidad de los campos ele´ctrico y magne´tico
∂u
∂t
= − c
4π
∫
S
E ∧ Hds. (2.20)
Deﬁnimos el vector de Poynting como
S =
c
4π
E ∧ H. (2.21)
El vector de Poynting expresa la variacio´n de energ´ıa radiada por unidad de tiempo y de superﬁcie
perpendicular a la direccio´n de propagacio´n. En los medios homoge´neos e iso´tropos el vector de Poynting
y el vector s tienen la misma direccio´n. La direccio´n del rayo (concepto propio de la O´ptica Geome´trica)
y S (asociado a la propagacio´n de la energ´ıa de la onda) coinciden. Si la longitud de onda corresponde
al espectro visible (400-700 nm) el periodo de vibracio´n es del orden de 10−14 s. Cuando colocamos un
detector (ce´lula fotoele´ctrica, ca´mara de v´ıdeo, ojo, etc.) ante una onda electromagne´tica, e´ste no es
capaz de seguir las oscilaciones y por lo tanto detecta un promedio temporal de la sen˜al. As´ı, deﬁnimos
la intensidad del campo ele´ctrico como la media temporal del vector de Poynting.
I =< ‖S‖ >= lim
τ→∞
1
τ
∫ τ
0
‖S‖dt. (2.22)
Resolviendo la integral anterior, la intensidad detectada, para ondas planas es
I =
cn
8π
‖E0‖2, (2.23)
mientras que para ondas esfe´ricas tenemos
I =
cn
8π
‖E0‖2
r2
, (2.24)
resultado conocido como la ley del cuadrado de la distancia.
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2.2 Polarizacio´n
2.2.1 La elipse de polarizacio´n
Consideremos la curva que se genera en z = 0, a partir de la composicio´n de dos campos ele´ctricos de la
misma frecuencia y que vibran con un cierto desfase δ entre ellos, que viajan en la misma direccio´n - se
toma por conveniencia s = (0, 0, 1) - y cuyas direcciones de vibracio´n son ortogonales, es decir:
Ex = A1 cos(ωt) Ey = A2 cos(ωt + δ). (2.25)
al eliminar el para´metro t de las fo´rmulas anteriores, obtenemos la ecuacio´n cartesiana siguiente
E2x
A21
+
E2y
A22
− 2ExEy
A1A2
cos(δ) = sin2(δ), (2.26)
que corresponde a una elipse con centro en su origen de coordenadas, pero con el eje mayor formando un
cierto a´ngulo ψ con el eje x. Este a´ngulo se puede encontrar a partir de la expresio´n
tan(2ψ) =
2A1A2 cos(δ)
A21 −A22
. (2.27)
Figura 2.4: Luz polarizada el´ıpticamente. En la ﬁgura de la izquierda, los ejes de la elipse presentan una rotacio´n
respecto a los ejes de coordenadas. En ambos casos, la elipse se encuentra en el interior de un recta´ngulo de
dimensiones 2A1 × 2A2
El campo ele´ctrico combinacio´n de los dos campos anteriores se escribe como
E =


A1 exp(i(ωt− kz))
A2 exp(i(ωt− kz + δ))
0

 . (2.28)
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Este campo, al propagarse, genera una espiral de paso el´ıptico. Esta onda se denomina luz polarizada
el´ıptica. El campo magne´tico tiene un comportamiento equivalente, y se determina a partir de la relacio´n
H = ns ∧ E.
Si ahora colocamos un detector normal a la direccio´n de propagacio´n, la intensidad que detectaremos
sera´ la media temporal del vector de Poynting. En estas condiciones, como Hy = nEx y Hx = −nEy,
entonces
S =
c
4π
E ∧ H ‖S‖ = cn
4π
(A21 cos
2(ωt) + A22 cos
2(ωt + δ)). (2.29)
Calculando la media temporal se obtiene
I =
cn
8π
(A21 + A
2
2) (2.30)
y, por lo tanto, la intensidad es la suma directa de las contribuciones a la intensidad del campo ele´ctrico
segu´n la direccio´n x y del campo ele´ctrico segu´n la direccio´n y.
2.2.2 Polarizacio´n: casos particulares
Fijemos ahora, un plano cualquiera z = z0 donde analizar la elipse de polarizacio´n. El vector campo
ele´ctrico cambia de direccio´n en funcio´n del tiempo y la ﬁgura que genera el extremo de este vector se
describe por la ecuacio´n 2.26. Considerando los diferentes valores que puede tomar δ, obtenemos los
diferentes casos de polarizacio´n (ve´ase la ﬁgura 2.5).
Algunos casos de especial intere´s:
1. Luz polarizada lineal: δ = 0 o bien δ = π
2. Ejes de la elipse coincidentes con los ejes de coordenadas: δ = π/2 o bien δ = 3π/2. La luz sera´
polarizada circular si adema´s, A1 = A2
3. El sentido de giro de la elipse sera´ dextro´giro si 0 < δ < π, mientras que el sentido de giro sera´
levo´giro: si π < δ < 2π. Esto se puede deducir, analizando la evolucio´n de las componentes del
vector E en t = 0.
2.2.3 Polarizadores
Para la luz natural (monocroma´tica), todos los estados de δ, A1 y A2 son equiprobables, es decir que
< cos(δ) >= 0, < A21 >=< A
2
2 >. Los polarizadores son unos dispositivos que permiten obtener luz
polarizada lineal a partir de luz natural. Los polarizadores se caracterizan por la presencia de un eje de
polarizacio´n, que indica la direccio´n en que la luz sale linealmente polarizada. Si enviamos luz polarizada
lineal tal que el vector campo ele´ctrico vibre en una direccio´n que forme un a´ngulo α con el eje de
polarizacio´n, la intensidad que se detectara´ a la salida sera´ I ∝ ‖E0‖2 cos2(α), resultado conocido como
la ley de Malus.
Cualquier dispositivo que modiﬁque activamente el estado de polarizacio´n de la luz puede ser descrito
por una matriz de 4x4 elementos (matriz de Mueller, M). La luz se describe mediante un vector de
cuatro componentes (vector de Stokes, S). La luz resultante (S′) se relaciona con la inicial a partir de la
expresio´n S′ = MS. El vector de Stokes S = (I,M,C, S) se deﬁne como
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Figura 2.5: Polarizacio´n: casos particulares
S =


I
M
C
S

 =
1
A21 + A
2
2


A21 + A
2
2
A21 −A22
2A1A2 cos(δ)
2A1A2 sin(δ)

 . (2.31)
Algunos ejemplos:
Figura 2.6: Polarizacio´n: ley de Malus
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1. Luz polarizada lineal segu´n eje x: (1, 1, 0, 0).
2. Luz polarizada lineal segu´n eje y: (1,−1, 0, 0).
3. Luz polarizada circular dextro´gira: (1, 0, 0, 1).
4. Luz polarizada circular levo´gira: (1, 0, 0,−1).
5. Luz natural: (1, 0, 0, 0).
Un polarizador lineal, cuyo eje de polarizacio´n forma un a´ngulo α con el eje y, se describe como


1 cos(2α) sin(2α) 0
cos(2α) cos2(2α) sin(2α) cos(2α) 0
sin(2α) sin(2α) cos(2α) sin2(2α) 0
0 0 0 0

 . (2.32)
2.3 Propagacio´n, reﬂexio´n y refraccio´n
2.3.1 Deduccio´n de las leyes de la O´ptica Geome´trica
Una onda incide sobre una superﬁcie que separa dos medios diele´ctricos iso´tropos de ı´ndices n y n′ (ve´ase
la ﬁgura 2.7). Al interaccionar con la superﬁcie de separacio´n, parte de la energ´ıa vuelve al primer medio y
parte se transmite al segundo medio. Puesto que en la superﬁcie de separacio´n se veriﬁcan las condiciones
de contorno (ecuacio´n 2.4), y en el caso particular que estamos considerando la densidad superﬁcial de
carga y las corrientes superﬁciales son nulas, podemos escribir la continuidad de las componentes del
campo:
Componentes normales: Dn2 = D
n
1 B
n
2 = B
n
1 (2.33)
Componentes tangenciales: Et2 = E
t
1 H
t
2 = H
t
1. (2.34)
Si tomamos, por ejemplo, la continuidad de la componente tangencial y de los campos ele´ctricos en
la superﬁcie de separacio´n de medios (que por comodidad tomaremos en z = 0); podremos escribir:
Ey + E′′y = E
′
y. Desarrollando esta expresio´n tenemos
Aye
ip(ct−n(αx+βy)) + A′′ye
ip′′(ct−n(α′′x+β′′y)) = A′ye
ip′(ct−n′(α′x+β′y)), (2.35)
donde Ay, A′y y A
′′
y son las amplitudes tangenciales de los campos incidente, transmitido y reﬂejado
y p = ω/c, p′ = ω′/c y p′′ = ω′′/c. El punto considerado (x, y, 0) es un punto de la superﬁcie de
separacio´n de los medios. Los vectores que indican la direccio´n de propagacio´n de la fase son s = (α, β, γ),
s′ = (α′, β′, γ′), s′′ = (α′′, β′′, γ′′).
La expresio´n de continuidad se debe veriﬁcar en cualquier momento y para cualquier punto. Por lo tanto,
no puede depender de las variables espaciales o temporales. La u´nica manera de que las variables no
este´n presentes en la ecuacio´n es que las tres fases sean iguales y, en consecuencia, se puedan cancelar.
Esto pasa si se veriﬁca:
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Figura 2.7: Deduccio´n de las leyes de la reﬂexio´n y de la refraccio´n
pc = p′c = p′′c : La frecuencia no cambia al cambiar de medio la onda, ni al producirse una reﬂexio´n.
Sin embargo, dado que la velocidad de la luz es dependiente del medio, la longitud de onda cambia,
al cambiar de medio. La longitud de onda de un campo propaga´ndose en un medio de ı´ndice n se
relaciona con la longitud de onda en el vac´ıo (λ0), mediante la relacio´n λ = λ0/n.
nβ = n′β′ = nβ′′ : Si se hace una rotacio´n de ejes de manera que β = 0, esto implica necesariamente
que β′ = β′′ = 0, con lo que se prueba que el rayo incidente, el reﬂejado y el transmitido esta´n en
el mismo plano.
nα = n′α′ = nα′′ : Como la luz que se reﬂeja vuelve al primero medio (n = n′′), obtenemos que α = α′′.
Proyectando esta componente sobre el eje x, tenemos que  = ′′ (ley de la reﬂexio´n). Por otra parte,
como se veriﬁca que nα = n′α′, entonces tenemos que n sin() = n′ sin(′) (ley de la refraccio´n).
2.3.2 Fo´rmulas de Fresnel
En esta seccio´n estudiaremos los valores que toma la amplitud del campo al cambiar de medio o reﬂejarse,
en funcio´n de la amplitud incidente. Sea un frente de onda que avanza segu´n la direccio´n s. Consideremos
un campo ele´ctrico polarizado linealmente, que vibra en el plano deﬁnido por el frente de onda. Para
hacer que el planteamiento del problema sea ma´s claro, proyectaremos el vector campo ele´ctrico sobre
dos ejes: un eje en el plano xz (eje paralelo) y un eje perpendicular al anterior, que es paralelo al eje y
(eje perpendicular) y analizaremos cada caso por separado. El plano xz es el plano de incidencia.
Campo E paralelo al plano de incidencia E||
Consideremos el primero caso, indicado en la ﬁgura 2.8. Tomemos la proyeccio´n del campo ele´ctrico
sobre el plano zx. La direccio´n del campo magne´tico queda deﬁnida por la relacio´n H = ns ∧ E. Puesto
que no hay otros campos presentes en el problema que puedan modiﬁcar la direccio´n de los campos, las
direcciones de e´stos son las que se muestran en la ﬁgura 2.8. El sentido del campo ele´ctrico es tal que la
componente x sea positiva. Los campos se escriben:
E|| = A|| exp(ip(ct− nrs))
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Figura 2.8: Fo´rmulas de Fresnel. Campo E paralelo al plano de incidencia
E′′|| = A
′′
|| exp(ip
′′(ct− n′′rs′))
E′|| = A
′
|| exp(ip
′(ct− n′rs′′)). (2.36)
Para simpliﬁcar la nomenclatura escribiremos los mo´dulos de la siguiente manera A|| = ‖ A||‖, A′|| = ‖ A′||‖
y A′′|| = ‖ A′′||‖. Para deducir la relacio´n entre las amplitudes, operaremos de la manera siguiente:
1. Se proyecta la componente tangencial x del campo ele´ctrico y se aplica la condicio´n de continuidad.
2. Se proyecta la componente tangencial y del campo magne´tico y se aplica la condicio´n de continuidad.
3. Se escribe el campo magne´tico en te´rminos del campo ele´ctrico. De esta manera se obtiene un
sistema de ecuaciones lineal con dos inco´gnitas (A′|| y A
′′
||), la solucio´n del cual es
A′|| = A||
2 sin(′) cos()
sin(′ + ) cos(′ − ) (2.37)
A||′′ = A|| tan(
′ − )
tan(′ + )
. (2.38)
Campo E perpendicular al plano de incidencia E⊥
El segundo caso a considerar es ana´logo al anterior, pero ahora el campo ele´ctrico es perpendicular al
plano zx, segu´n se indica en la ﬁgura 2.9. El campo ele´ctrico se ha tomado en el sentido positivo del
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eje y. Operando de la misma forma que en el caso anterior, se obtiene la relacio´n entre la amplitud
de los campos ele´ctricos transmitido y reﬂejado en funcio´n del incidente, para el caso de polarizacio´n
perpendicular.
Figura 2.9: Fo´rmulas de Fresnel. Campo E perpendicular al plano de incidencia
A′⊥ = A⊥
2 sin(′) cos()
sin( + ′)
(2.39)
A′′⊥ = A⊥
sin(′ − )
sin( + ′)
. (2.40)
Las ecuaciones 2.37-2.40 reciben el nombre de fo´rmulas de Fresnel. Habitualmente se trabaja con los
coeﬁcientes de reﬂexio´n y transmisio´n, que se deﬁnen
r|| =
A′′||
A||
t|| =
A′||
A||
r⊥ =
A′′⊥
A⊥
t⊥ =
A′⊥
A⊥
. (2.41)
2.3.3 Ana´lisis de los coeﬁcientes de transmisio´n y reﬂexio´n
A continuacio´n se muestra la variacio´n de los cuatro coeﬁcientes de Fresnel en funcio´n del a´ngulo de
incidencia . Algunos casos de particular intere´s son:
• Incidencia normal ( = 0):
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t|| = t⊥ =
2n
n + n′
(2.42)
r|| = r⊥ =
n− n′
n + n′
. (2.43)
• A´ngulo de Brewster. Tenemos incidencia con a´ngulo de Brewster cuando A′′|| = 0. En este caso, la
componente reﬂejada presenta exclusivamente polarizacio´n perpendicular. Esto pasa cuando
tan(B) =
n′
n
(2.44)
• A´ngulo l´ımite. A´ngulo de incidencia para el que ′ = π/2:
sin(l) =
n′
n
. (2.45)
Este a´ngulo so´lo tiene sentido cuando n′ < n.
Figura 2.10: Coeﬁcientes de transmisio´n y reﬂexio´n.
Caso n = 1 y = 1.5
Figura 2.11: Coeﬁcientes de transmisio´n y reﬂexio´n.
Caso n = 1.5 y = 1
Cuestiones interesantes que podemos extraer del ana´lisis de las ﬁguras:
• En incidencia normal y para valores pequen˜os del a´ngulo de incidencia, los coeﬁcientes de reﬂexio´n
paralelo y perpendicular son iguales. Lo mismo pasa con los coeﬁcientes de transmisio´n.
• Valores negativos. La presencia de estos valores en los coeﬁcientes indica que el sentido arbitrario
que atribuimos a los campos al hacer la deduccio´n de las fo´rmulas de Fresnel no es apropiado en
este caso.
• Para a´ngulos superiores al l´ımite, no existe onda transmitida.
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• La amplitud transmitida puede superar el valor de la incidente. Esto no viola ningu´n principio de
conservacio´n, ya que no debe confundirse la amplitud de la onda con su energ´ıa, la cual, obviamente,
se conservara´.
Adema´s se puede veriﬁcar que
r|| = −r′|| r⊥ = −r′⊥
t||t′|| = 1− r2|| t⊥t′⊥ = 1− r2⊥, (2.46)
donde los coeﬁcientes r||, t||, r⊥ y t⊥ se calculan pasando la luz del medio de ı´ndice n al de n′, mientras
que los coeﬁcientes r′||, t
′
||, r
′
⊥ y t
′
⊥ se calculan haciendo el paso en sentido inverso, es decir, de n
′ a n.
Estudio de los casos de incidencia rasante y normal
El estudio de los cambios de signo en el factor de reﬂexio´n paralelo debe ser realizado con atencio´n.
Analizaremos los casos extremos de incidencia rasante ( = π/2) e incidencia normal ( = 0). Es
necesario tener presente las ﬁguras 2.8 y 2.9.
• CASO A: n < n′:
– Incidencia normal. Los coeﬁcientes de reﬂexio´n paralelo y perpendicular son negativos; el
vector campo ele´ctrico reﬂejado apunta siempre en sentido contrario al del dibujo (ve´anse las
ﬁguras 2.8 y 2.9). Observamos que entre el campo incidente y el reﬂejado hay un cambio de
fase π para los casos || y ⊥.
– Incidencia rasante. El coeﬁciente paralelo es positivo; por lo tanto, el sentido del vector es
correcto. En el caso perpendicular el sentido no es correcto. Por lo tanto, el campo incidente y
el reﬂejado esta´n siempre en oposicio´n de fase. Si extrapolamos estos argumentos para a´ngulos
de incidencia intermedios, se puede inferir que siempre se tiene un cambio de fase π en la
reﬂexio´n.
– Transmisio´n. Los coeﬁcientes son siempre positivos. No hay ningu´n cambio en la orientacio´n
arbitraria de los vectores y, por lo tanto, podemos asegurar nunca hay cambio de fase π.
• CASO B: n > n′: Haciendo el mismo razonamiento que en el caso anterior, podemos asegurar que,
en estas condiciones, nunca se produce un salto de fase π, ni en reﬂexio´n ni en refraccio´n.
2.3.4 Factores de transmisio´n y reﬂexio´n en intensidad
Deﬁnimos los factores de transmisio´n como el cociente entre la intensidad transmitida y la incidente. Es
necesario deﬁnir un factor para la componente paralela y otro para la perpendicular. Recordemos que la
intensidad se deﬁne como la media temporal de la energ´ıa radiada por unidad de tiempo y de superﬁcie.
La deﬁnicio´n de intensidad exige que la deteccio´n se realice con un detector situado normalmente a la
direccio´n de propagacio´n Recordemos que la intensidad detectada vale I = cn8πA
2.
Consideremos la situacio´n de la ﬁgura 2.12. Una onda plana incide sobre una superﬁcie de separacio´n de
medios con un a´ngulo  respecto a la normal y se refracta formando un a´ngulo ′. La comparacio´n entre
los vectores de Poynting se hara´ en la superﬁcie de separacio´n de los medios, aplicando el principio de
conservacio´n de la energ´ıa. ‖S‖ cos() es la energ´ıa que incide en la superﬁcie de separacio´n por unidad
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Figura 2.12: Obtencio´n de los factores de transmisio´n en intensidad
de superﬁcie. Ana´logamente, ‖S′‖ cos(′) es la energ´ıa transmitida. Por lo tanto, el factor de transmisio´n
en intensidad de la componente paralela sera´
T|| =
I ′||
I||
=
< ‖S′||‖ > cos(′)
< ‖S||‖ > cos() =
A||′2n′ cos(′)
A||2n cos() (2.47)
y, para la componente perpendicular,
T⊥ =
A′2⊥n
′ cos(′)
A2⊥n cos()
. (2.48)
Si consideramos el factor de reﬂexio´n,  = ′′ y n = n′, y por lo tanto, se puede escribir
R|| =
A′′2||
A2||
R⊥ =
A′′2⊥
A2⊥
. (2.49)
Como es natural, se debe veriﬁcar que
R|| + T|| = 1 R⊥ + T⊥ = 1 (2.50)
y, para el caso de incidencia normal,
T|| = T⊥ =
4nn′
(n + n′)2
R|| = R⊥ =
(
n− n′
n + n′
)2
. (2.51)
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2.3.5 Estudio de la Reﬂexio´n Total
Cuando la luz llega a una superﬁcie de separacio´n de medios (n′ < n) con un a´ngulo superior al a´ngulo
l´ımite, toda la luz vuelve al primer medio. Recordemos que el a´ngulo l´ımite se obtiene cuando se veriﬁca
que n sin(l) = n′ sin(π/2). Deﬁnamos N como, N = sin(l) = n′/n.
La ley de Snell tiene un claro signiﬁcado geome´trico cuando trabajamos con medios diele´ctricos y en las
condiciones habituales. Podemos hacer la hipo´tesis siguiente: la ley de la refraccio´n tiene una validez
formal ma´s alla´ de su signiﬁcado intuitivo. Consideremos una onda plana incidente sobre una superﬁcie
de separacio´n de medios con un a´ngulo  > l y n > n′. Aceptando la validez formal de la ley de Snell
podremos escribir sin(′) = sin()/N . En el estudio que estamos realizando, sin(′) > 1, y el valor de
cos(′) sera´, por tanto:
cos(′) = ± i
N
√
sin2()−N2, (2.52)
donde cos(′) es una magnitud imaginaria. Ma´s adelante, por consideraciones de conservacio´n de la
energ´ıa, se despreciara´ el signo +. Conociendo el valor de sin(′) y de cos(′) podemos aplicar ahora
las fo´rmulas de Fresnel. Analizando la ﬁgura 2.11, puede comprobarse que los factores de reﬂexio´n
perpendicular y paralelo toman el valor 1 y −1 respectivamente, para a´ngulos de incidencia superiores al
l´ımite. Podemos estudiar con mayor detalle estos valores del a´ngulo de incidencia: las fo´rmulas del factor
de reﬂexio´n para los dos casos de polarizacio´n son:
r′′|| =
tan(′ − )
tan(′ + )
r′′⊥ =
sin(′ − )
sin(′ + )
.
Puesto que conocemos los valores de sin(), cos(), sin(′) y cos(′), podemos escribir las fo´rmulas de
Fresnel en te´rminos de valores conocidos. Despue´s de hacer unas cua´ntas operaciones obtenemos que
r′′|| = −eiφ(,n,n
′) r′′⊥ = e
iθ(,n,n′). (2.53)
E´ste es un resultado interesante: los coeﬁcientes de reﬂexio´n son complejos y de mo´dulo 1. El valor de la
amplitud no var´ıa pero la onda incidente y reﬂejada este´n desfasadas. La onda reﬂejada paralela tendra´
por ecuacio´n
E′′|| = A||r|| exp(ip(ct− nrs′′)) = A|| exp(ip(ct− nrs′′) + iφ), (2.54)
mientras que la componente perpendicular sera´
E′′⊥ = A⊥r⊥ exp(ip(ct− nrs′′)) = − A⊥ exp(ip(ct− nrs′′) + iθ). (2.55)
La onda reﬂejada estara´ polarizada elipt´ıcamente y sus componentes estara´n desfasadas φ − θ. Este
desfase depende de n y n′ y puede variarse en funcio´n del a´ngulo de incidencia .
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Figura 2.13: Reﬂexio´n total Figura 2.14: Reﬂexio´n total frustrada
¿Tiene sentido hablar de luz transmitida? A simple vista, puesto que toda la luz vuelve al primero medio,
parece una pregunta sin sentido. No obstante, intentemos escribir la onda en el segundo medio:
E′ = A′ exp(ip(ct− rs′)) = A exp(ip(ct− n′(x sin(′) + z cos(′))). (2.56)
Tambie´n podemos escribir el valor de sin(′) y cos(′) en te´rminos del sin(),
E′ = A exp
(
ip
(
ct− n′
(
x
sin()
N
+ z(
±i
N
√
sin2()−N2
)))
(2.57)
y operando,
E′ = A exp

±pn′
√
sin2()−N2
N
z

 exp(ip(ct− x sin()
N
n′)
)
. (2.58)
La interpretacio´n de esta ecuacio´n es la siguiente:
• El te´rmino de amplitud presenta una ca´ıda exponencial a medida que se penetra en el segundo
medio. Despreciamos el signo + de la exponencial real ya que se trata de una solucio´n sin sentido
f´ısico, que dar´ıa lugar a una onda que aumentar´ıa indeﬁnidamente su amplitud.
• La direccio´n del vector de fase es s = (1, 0, 0): la onda se propaga en la interfase de los dos medios.
El modelo demuestra la existencia de una onda que penetra unas pocas longitudes de onda en el segundo
medio. Esto se corrobora experimentalmente mediante un feno´meno denominado Reﬂexio´n total frustrada
o Efecto Tu´nel O´ptico: cuando el segundo medio es una la´mina de grosor muy pequen˜o, y se env´ıa
una onda con un a´ngulo superior al l´ımite, se puede observar que e´sta se transmite completamente sin
reﬂejarse. La explicacio´n satisfactoria de este feno´meno debe buscarse en la F´ısica Cua´ntica, que elimina
las inconsistencias de nuestro razonamiento: la onda de la interfase es la misma que despue´s se detecta
como reﬂejada.
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2.4 O´ptica de medios conductores
2.4.1 Propagacio´n en medios conductores
Consideremos un medio que presenta conductividad σ = 0. Los metales tienen valores de σ muy altos,
pero los diele´ctricos reales tambie´n pueden tener conductividades diferentes de cero. Si este medio es,
adema´s, no magne´tico (µ = 1) y sin densidad volume´trica de carga (ρ = 0), las ecuaciones de Maxwell se
escriben
∇∧ H = 4π
c
σ E +

c
∂ E
∂t
∇∧ E = −µ
c
∂ H
∂t
∇ E = 0
∇ H = 0, (2.59)
donde j = σ E.
Podemos ensayar el uso de una onda armo´nica, E = E0ei(ωt−k
r
s), como solucio´n de las ecuaciones de
Maxwell en medios con conductividad. La derivada temporal de una onda armo´nica es proporcional a
ella misma,
∂ E
∂t
= iω E0ei(ωt−k
r
s) = iω E. (2.60)
La primera ecuacio´n de Maxwell se puede escribir como:
∇∧ H = (−4πσ
ω
i + )
1
c
∂ E
∂t
, (2.61)
que es formalmente ide´ntica a la ecuacio´n de Maxwell que se aplica en el caso de medios diele´ctricos. Es
necesario hacer la identiﬁcacio´n de la permeabilidad diele´ctrica  con una funcio´n de la permeabilidad
generalizada ˆ =  − 4πσc i. Si σ = 0, obtenemos de nuevo la permeabilidad ordinaria de los medios
diele´ctricos ideales. Podemos calcular tambie´n el ı´ndice de refraccio´n generalizado nˆ, a partir de la
relacio´n nˆ2 = ˆ. El ı´ndice complejo es nˆ = n − iκ, donde n es el ı´ndice de refraccio´n ordinario y κ es el
denominado coeﬁciente de extincio´n. Identiﬁcando te´rminos y aislando n y κ podemos escribir
n =
[

2
+
√
2
4
+
4π2σ2
ω2
]1/2
κ =
[
− 
2
+
√
2
4
+
4π2σ2
ω2
]1/2
. (2.62)
En el caso particular en que σ/ω >> , entonces
n ≈ κ ≈
√
2πσ/ω, (2.63)
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fo´rmula conocida como la relacio´n de Drude.
La solucio´n a la ecuacio´n de ondas en un medio con σ = 0 sera´
E = E0eip(ct−nˆ
r
s) = E0e−κp
r
seip(ct−n
r
s) (2.64)
Vemos que es una ecuacio´n similar a la que se obtiene cuando las ondas se propagan libremente en un
medio diele´ctrico. Sin embargo, la amplitud decae exponencialmente a medida que la onda se propaga.
Analicemos como se transmite una onda electromagne´tica desde un medio diele´ctrico a un medio meta´lico.
En esta seccio´n utilizaremos los a´ngulos θ y θ′ para referirnos a los a´ngulos de incidencia y refraccio´n,
para evitar confusiones con la permeabilidad diele´ctrica . Aplicando las condiciones de contorno en un
cambio de medio, podr´ıamos deducir de nuevo la fo´rmula de Snell de la refraccio´n, para este caso. Lo
que obtendr´ıamos es una expresio´n de aspecto familiar,
n sin(θ) = nˆ′ sin(θˆ′), (2.65)
aunque notablemente diferente en cuanto a su interpretacio´n. Ahora, el ı´ndice del segundo medio es
complejo y θˆ′ es tambie´n complejo. El producto nˆ′ sin(θˆ′) es real, pero nˆ′ cos(θˆ′) = a− bi, en general no
lo sera´. La onda en el segundo medio se escribira´
E′ = E0eip(ct−nˆ
′
r
s) = E0 exp(ip(ct− nˆ′(x sin(θˆ′) + z cos(θˆ′)))), (2.66)
y operando obtendremos
E′ = E0eip(ct−nˆ
′
r
s) = E0eip(ct−(xn sin(θ)+za))e−pbz. (2.67)
La onda se amortigua ra´pidamente a medida que penetra en un medio conductor. Adema´s, la onda se
propaga en la direccio´n s′ = (n sin(θ), 0, a). Por lo tanto, el a´ngulo de refraccio´n (con sentido f´ısico) es
tan(θ′) =
n sin(θ)
a
. (2.68)
Por otra parte, la mayor parte de la luz se reﬂeja. Por ejemplo, si calculamos el factor de reﬂexio´n R
para incidencia normal desde el aire a un metal, se obtiene
R = ‖1− nˆ
1 + nˆ
‖2 ≈ 1− 2√
σT
. ≈ 1 (2.69)
Esto explica la razo´n por la que se utilizan recubrimientos meta´licos para fabricar espejos.
50 CAPI´TULO 2. O´PTICA ELECTROMAGNE´TICA
2.5 O´ptica de medios aniso´tropos
2.5.1 Nomenclatura
Los medios aniso´tropos se caracterizan por presentar propiedades o´pticas diferentes segu´n la direccio´n
considerada. Esto es t´ıpico de los materiales cristalinos. En general, el vector campo ele´ctrico E y el vector
desplazamiento D esta´n relacionados por la relacio´n D =  E donde  se un tensor de 3x3 elementos. Es
posible demostrar que este tensor se sime´trico y, por lo tanto, diagonaliza en una cierta base de vectores
ortogonales.
 =


x 0 0
0 y 0
0 0 z

 . (2.70)
Podemos deﬁnir el tensor de ı´ndices,


nx 0 0
0 ny 0
0 0 nz

 =


√
x 0 0
0 √y 0
0 0
√
z

 , (2.71)
as´ı como las velocidades principales,
vx =
c√
x
vy =
c√
y
vz =
c√
z
. (2.72)
Estas variables contienen informacio´n de la f´ısica del problema y ma´s adelante sera´n analizadas con mayor
detalle.
2.5.2 Ecuaciones de Maxwell. Soluciones
Consideramos un medio diele´ctrico aniso´tropo, no magne´tico (µ = 1), sin conductividad (σ = 0) ni
densidad de carga (ρ = 0). En estas condiciones, las ecuaciones de Maxwell se escriben:
∇∧ H = 1
c
∂ D
∂t
∇∧ E = −1
c
∂ H
∂t
∇ D = 0
∇ H = 0. (2.73)
La solucio´n de ondas planas armo´nicas para estas ecuaciones sera´
E = E0 exp(ip(ct− nrs))
H = H0 exp(ip(ct− nrs))
D = D0 exp(ip(ct− nrs)), (2.74)
donde n = cvn es el ı´ndice de refraccio´n y vn es la velocidad de fase. Introduciendo estas soluciones en las
ecuaciones de Maxwell, y calculando las derivadas espaciales y temporales correspondientes, obtenemos
las siguientes condiciones:
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n( H ∧ s) = D
n(s ∧ E) = H
Hs = 0
Ds = 0. (2.75)
De cada ecuacio´n se deduce una condicio´n:
1. D es perpendicular al plano formado por H y s.
2. H es perpendicular al plano formado por s y E.
3. H y s son perpendiculares.
4. D y s son perpendiculares.
Combinando estas cuatro ecuaciones y haciendo desaparecer el campo magne´tico podemos escribir,
D = n2( E − s( Es)) (2.76)
Manipulando esta ecuacio´n, podemos escribir las componentes del vector D,
Di =
c2 Es
v2i − v2n
si, (2.77)
de donde se deduce que la direccio´n del vector D es constante, y por lo tanto, que la luz esta´ linealmente
polarizada. Multiplicando D por s se deduce la siguiente relacio´n:
s2x
v2x − v2n
+
s2y
v2y − v2n
+
s2z
v2z − v2n
= 0. (2.78)
Como podemos ver a la izquierda de la ﬁgura 2.15, los vectores E, H, D, s y S se disponen de la manera
que se indica. El vector de Poynting es proporcional al producto vectorial E ∧ H. La direccio´n del rayo,
y por lo tanto, la direccio´n de la propagacio´n de la energ´ıa no coincide con la direccio´n del vector normal
al frente de onda s.
La ecuacio´n 2.78 aporta mucha informacio´n: s = (sx, sy, sz) es el vector normal al frente de onda e
indica su direccio´n de propagacio´n. Por otra parte, vx, vy y vz son para´metros que vienen ﬁjados por
el medio, puesto que se expresan directamente en te´rminos de las componentes del tensor diele´ctrico, y
vn es la velocidad que puede tomar el frente de onda. Fijado el medio y la direccio´n de propagacio´n s,
la fo´rmula 2.78 resulta una ecuacio´n cuya inco´gnita es vn. Se puede comprobar que esta ecuacio´n tiene
dos soluciones para vn, que denominaremos vn1 y vn2. Por lo tanto, para una posible direccio´n del frente
de onda, se pueden propagar dos ondas que viajan con velocidades diferentes. Se puede comprobar que
las polarizaciones de estas ondas ( D1 y D2), veriﬁcan D1 D2 = 0. Por otra parte, aunque la direccio´n
de propagacio´n de la fase sea comu´n, la direccio´n del rayo de cada onda es diferente. Estos resultados
se muestran gra´ﬁcamente en la ﬁgura 2.15. Deﬁnicio´n: Las direcciones s que veriﬁcan que vn1 = vn2 se
denominan Ejes O´pticos.
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Figura 2.15: Campos propaga´ndose en un medio aniso´tropo
x = y = z Sistema equivalente a un medio homoge´neo
x = y = z Sistema uniaxial (un eje o´ptico)
x = y = z Sistema biaxial (dos ejes o´pticos)
Podemos distinguir tres casos:
En el primer caso considerado, los valores de la diagonal del tensor diele´ctrico son iguales y, por lo tanto,
es como si  fuera un escalar; se puede asimilar este caso a la propagacio´n en un medio homoge´neo. Esto es
lo que pasa con los materiales que cristalizan en el sistema cu´bico. El segundo caso se da en determinados
materiales que cristalizan segu´n los sistemas hexagonal, tetragonal o trigonal. Desde el punto de vista
o´ptico presentan la caracter´ıstica de tener un eje o´ptico. Los cristales que no tienen ninguna direccio´n
de simetr´ıa y los tres elementos del tensor diele´ctrico son diferentes, tienen dos ejes o´pticos.
2.5.3 Medios uniaxiales
Ahora estudiaremos con ma´s detalle los medios uniaxiales. Partimos de la ecuacio´n 2.78. En los medios
uniaxiales se veriﬁca que x = y o, lo que es el mismo, vx = vy. Denominaremos vx = vy = vo (velocidad
ordinaria). En los medios uniaxiales la ecuacio´n 2.78 toma la forma
(v2o − v2n)
(
(v2z − v2n) sin2(α) + (v2o − v2n) cos2(α)
)
= 0, (2.79)
donde hemos escrito el vector s en coordenadas esfe´ricas:
sx = sin(α) cos(β)
sy = sin(α) sin(β)
sz = cos(α), (2.80)
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α es el a´ngulo que forma el vector s con el eje z y β es el a´ngulo que forma la proyeccio´n del vector s en
el plano xy con el eje x. Recordemos que la base de vectores que se esta´ utilizando es aquella en la que el
tensor diele´ctrico diagonaliza. Esta ecuacio´n tiene, como ya comentamos anteriormente, dos soluciones,
que en este caso son
vn1 = vo
v2n2 = v
2
o cos
2(α) + v2z sin
2(α). (2.81)
La primera de las soluciones para la velocidad de fase no depende de la direccio´n s considerada y es igual
a vo. Por lo tanto, la velocidad de fase de una de las ondas sera´ siempre vo (de igual manera que se
propagar´ıa una onda en el interior de un diele´ctrico homoge´neo e iso´tropo). Como consecuencia de esto,
un emisor puntual en el interior de un medio aniso´tropo uniaxial generar´ıa una onda esfe´rica.
La segunda de las soluciones indica que la onda se propaga con velocidades diferentes segu´n la direccio´n
considerada. vn2 es la velocidad extraordinaria. La direccio´n del eje o´ptico la encontraremos igualando
las dos velocidades de fase obtenidas, vn1 = vn2. Esta relacio´n se veriﬁca cuando α = 0, es decir, cuando
el eje o´ptico coincide con la direccio´n ‘z’ (direccio´n del vector propio del tensor diele´ctrico correspondiente
al valor propio z).
La solucio´n vn2 es la ecuacio´n de una elipse, lo que indica que los frentes de onda asociados son el´ıpticos.
Por lo tanto, un emisor puntual en el interior de este medio generar´ıa un frente de onda con forma de
elipsoide de revolucio´n.
Figura 2.16: Eje o´ptico y frentes de onda
La ﬁgura 2.16 muestra los dos frentes de onda generados. Existe una direccio´n (eje z) en la que los dos
frentes de onda se han propagado a la misma velocidad: es el eje o´ptico. Un problema interesante que
podemos estudiar es el comportamiento de una onda plana que incide normalmente sobre una la´mina
planoparalela de material aniso´tropo uniaxial, como por ejemplo, la calcita.
La ﬁgura 2.17 ilustra el experimento. Una onda plana incide normalmente, y por lo tanto, el vector normal
al frente de onda s no se desv´ıa al cambiar de medio (a´ngulo de incidencia, 00, a´ngulo de refraccio´n 00).
En el interior del medio uniaxial viajara´n dos ondas, las polarizaciones de las cuales sera´n normales entre
si. La direccio´n de la energ´ıa vendra´ dada por el vector de Poynting S = c4π E∧ H. En un medio uniaxial,
una de las ondas se comporta como si se propagara en un medio ordinario, por lo tanto, la direccio´n del
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Figura 2.17: Onda ordinaria y extraordinaria en un medio uniaxial
vector de fase s y la del vector de Poynting son coincidentes. En cambio, para la onda extraordinaria
estos dos vectores tendra´n direcciones diferentes. Adema´s, estas dos ondas se propagan con velocidades
de fase vn1 y vn2 y, por lo tanto existira´ un desfase entre ellas.
Cuando los frentes de onda llegan al segundo plano de separacio´n de medios, se producira´ una nueva
refraccio´n. En el caso de la onda ordinaria, el vector de fase incide normalmente y por lo tanto la
onda no se desv´ıa. En cuanto a la onda extraordinaria, la direccio´n del rayo forma un cierto a´ngulo
con la superﬁcie de separacio´n. En cambio, el vector de fase incide normalmente sobre esta superﬁcie.
Como vimos anteriormente, al deducir la ley de la refraccio´n, e´sta se aplica sobre la direccio´n del vector
de fase s y no sobre la direccio´n del rayo S (que en el caso de los medios diele´ctricos ordinarios son
coincidentes). Por lo tanto, se trata tambie´n de incidencia normal y, en consecuencia las dos ondas,
ordinaria y extraordinaria, salen con direcciones del vector de Poynting paralelas.
Visualmente, si observamos un objeto interponiendo un cristal de calcita con caras planoparalelas, obser-
varemos que la imagen se desdobla. Una imagen aparece justo en la misma posicio´n donde esta´ el objeto
(onda ordinaria) y la otra sale desplazada (onda extraordinaria). Utilizando un polarizador veriﬁcar´ıamos
que estas dos ondas esta´n polarizadas linealmente y sus direcciones de polarizacio´n son normales entre
s´ı.
2.5.4 La´minas retardadoras
Un ejemplo interesante de dispositivo o´ptico basado en los materiales aniso´tropos uniaxiales son las
la´minas retardadoras. Para cualquier direccio´n de propagacio´n de la fase pueden viajar dos ondas con
polarizaciones perpendiculares entre s´ı. Consideremos una la´mina planoparalela de un material uniaxial,
de grosor d y cortada de manera que el eje o´ptico sea paralelo a las caras de la la´mina. Al incidir
normalmente un haz de luz sobre e´sta, en el interior de la la´mina se propagara´n dos ondas: como se
trata de un medio uniaxial, la onda ordinaria viajara´ sin cambiar de direccio´n. Sin embargo, como que
el eje o´ptico es paralelo a las caras, el rayo asociado a la onda extraordinaria tambie´n se propagara´ en
2.5. O´PTICA DE MEDIOS ANISO´TROPOS 55
Figura 2.18: Propagacio´n segu´n una direccio´n nor-
mal al eje o´ptico
Figura 2.19: Propagacio´n segu´n el eje o´ptico
la misma direccio´n, segu´n se indica en la ﬁgura 2.18. Ahora bien, los dos rayos llegara´n desfasados a la
segunda cara de la la´mina, puesto que el ı´ndice de refraccio´n es diferente para cada uno. Por lo tanto,
tenemos dos ondas desfasadas con polarizaciones ortogonales entre s´ı y que viajan en la misma direccio´n.
En general, tendremos luz polarizada el´ıptica. El desfase entre las dos componentes se calcula haciendo:
δ =
2π
λ
ned− 2π
λ
n0d. (2.82)
donde n0 = c/v0 y ne = c/ve. Por lo tanto, tomando d de forma apropiada, podemos obtener la´minas
que generen, por ejemplo, un desfase de π/2 entre ambas componentes tomando d = λ/4(ne − n0)
(denominadas la´minas λ/4). Las la´minas que generan un de desfase π se denominan la´minas λ/2. Con
una la´mina λ/4 y polarizadores lineales se puede obtener fa´cilmente luz polarizada circular.
Un u´ltimo comentario: si el eje o´ptico fuese perpendicular a las caras de la la´mina, no apreciar´ıamos
ningu´n desfase entre las dos componentes ya que las dos ondas se propagan a la misma velocidad (ve´ase
la ﬁgura 2.19).
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Cap´ıtulo 3
Interferencias
3.1 Coherencia
3.1.1 Coherencia temporal y monocromaticidad
Un sistema f´ısico aislado (pie´nsese en un a´tomo, por ejemplo). con sus niveles energe´ticos perfectamente
deﬁnidos es una idealizacio´n que permite explicar la existencia de ondas monocroma´ticas. Si este sistema
se encuentra en el nivel de energ´ıa W2 y pasa a un estado de energ´ıa W1 tal que W2 > W1, la f´ısica
cuantica predice que se genera un foto´n cuya longitud de onda veriﬁca λ0 = hc/(W2 −W1), donde h
es la constante de Planck. Si el sistema considerado no es ideal sus niveles energe´ticos pueden estar
degenerados, y los fotones que se emitan tendra´n una longitud de onda que ﬂuctuara´ en el intervalo
[λ0 −∆λ, λ0 +∆λ]. Adema´s, las transiciones energe´ticas posibles entre la banda de energ´ıa 2 y la banda
1 no tienen que ser equiprobables. Podemos deﬁnir, por lo tanto, una distribucio´n P (λ) que indique la
probabilidad de generar un foto´n con una cierta longitud de onda. Algunas causas que hacen que los
niveles energe´ticos este´n degenerados pueden ser el efecto Doppler como consecuencia de la agitacio´n
te´rmica o bien las colisiones entre las part´ıculas que formen el material. En estos casos, la forma de P (λ)
es aproximadamente como la que muestra la ﬁgura 3.1, mientras que en el caso ideal P (λ) = δ(λ− λ0).
Figura 3.1: Distribucio´n P (λ)
El campo ele´ctrico asociado a una onda plana ideal es E = a exp(i(wt − kx)), donde la amplitud |a|
sera´ constante, en valor y direccio´n. En el caso no ideal, la onda que obtendremos se escribira´ como
superposicio´n (suma) de ondas monocroma´ticas, es decir:
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E =
λ0+∆λ∑
λ0−∆λ
a(λ) exp(i(w(λ)t− kx)), (3.1)
donde |a(λ)| se relaciona directamente con P (λ) y, si la longitud de onda en el sumatorio anterior es
una variable continua, la ecuacio´n anterior se convertira´ en una integral. Un ana´lisis en profundidad de
las matema´ticas involucradas en la expresio´n anterior nos aportara´ un resultado muy interesante: una
onda real, suma de diferentes contribuciones monocroma´ticas, esta´ limitada en el espacio y constituye lo
que se denomina un paquete de ondas. La longitud f´ısica del paquete de ondas se denomina longitud de
coherencia, lc (ve´anse las ﬁguras 3.2 y 3.3). Cuando ma´s monocroma´tica es la onda (cuando ma´s estrecha
sea la distribucio´n P (λ) de la ﬁgura 3.1), mayor es lc: en el l´ımite, una onda plana es perfectamente
monocroma´tica y su longitud de coherencia es inﬁnita.
Figura 3.2: Longitud de coherencia ﬁnita Figura 3.3: Longitud de coherencia inﬁnita: onda
plana
Cuando se genera un paquete de ondas, se introduce una fase inicial aleatoria φ. Dos paquetes de ondas
tendra´n fases iniciales diferentes. Es necesario utilizar iluminacio´n la´ser en los experimentos de interfer-
encias para evitar los problemas derivados de la coherencia. Los la´seres presentan una alta monocromati-
cidad, y por lo tanto, sus longitudes de coherencia son muy elevadas.
3.1.2 Condiciones para obtener ima´genes de interferencia estables
En general, cuando dos ondas E1 y E2 se encuentran en el espacio, no interaccionan de forma apreciable.
Ahora bien, si se veriﬁcan unas determinadas condiciones, estas ondas pueden generar una distribucio´n de
intensidad con zonas donde la energ´ıa se potencia y otras en las que la energ´ıa disminuye. Las condiciones
para obtener ima´genes de interferencia estables son cuatro:
1. Las ondas que interﬁeren deben ser coherentes.
2. Las ondas deben tener la misma frecuencia.
3. Los campos ele´ctricos deben ser paralelos.
4. Las amplitudes de los campos deben ser iguales.
Tomamos dos ondas planas de polarizacio´n, amplitud, frecuencia, fase inicial y direccio´n de propagacio´n
diferentes, que se superponen en un punto del espacio P :
E1 = A1 exp(i(w1t− k1rPs1 + φ1)) E2 = A2 exp(i(w2t− k2rPs2 + φ2)). (3.2)
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Si captamos la intensidad en este punto P tendremos
I ∝
∣∣∣ E1 + E2∣∣∣2 = ∣∣∣ A1 exp(i(w1t− k1rPs1 + φ1)) + A2 exp(i(w2t− k2rPs2 + φ2))∣∣∣2 , (3.3)
y desarrollando,
I ∝
∣∣∣ A1∣∣∣2 + ∣∣∣ A2∣∣∣2 + ∣∣∣ A1∣∣∣ ∣∣∣ A2∣∣∣ ei(w1t−k1
rP
s1+φ1)e−i(w2t−k2
rP
s2+φ2) cos(θ12) +∣∣∣ A1∣∣∣ ∣∣∣ A2∣∣∣ e−i(w1t−k1
rP
s1+φ1)ei(w2t−k2
rP
s2+φ2) cos(θ12), (3.4)
donde θ12 es el a´ngulo formado por los dos vectores campo ele´ctrico. Esta intensidad es funcio´n del tiempo.
Las variaciones que presenta esta funcio´n sera´n muy ra´pidas en el rango de las frecuencias o´pticas. Por
lo tanto, la magnitud que se detectara´ sera´ la media temporal de la intensidad. Para apreciar feno´menos
interferenciales deben cumplirse las condiciones expuestas anteriormente:
Las ondas que interﬁeren deben ser coherentes entre si . Si los dos haces de luz que interactu´an
son incoherentes, las fases iniciales asociadas a cada onda ira´n cambiando aleatoriamente. Por
lo tanto, la diferencia φ1 − φ2 que aparece en los te´rminos cruzados de la ecuacio´n 3.4 variara´
aleatoriamente. Puesto que la media temporal de una fase que var´ıa al azar es nula, los te´rminos
cruzados de la ecuacio´n 3.4 tambie´n sera´n nulos. Este problema se evita cuando la diferencia φ1−φ2
es constante en el tiempo, es decir, cuando los paquetes de onda son coherentes. Esto se consigue
a partir de un u´nico haz de luz, dividie´ndolo en dos y haciendo que cada uno acumule un camino
o´ptico diferente. Los dos haces resultantes llegara´n con un determinado desfase. Si la diferencia de
camino o´ptico es inferior a la longitud de coherencia, durante una fraccio´n de tiempo se veriﬁcara´
la condicio´n φ1 − φ2 = constante y los dos paquetes de onda se superpondra´n parcialmente (ve´ase
ﬁgura 3.4). Los paquetes de onda que vengan a continuacio´n tambie´n se superpondra´n. Cuanto ma´s
largos sean los paquetes de onda y ma´s se superpongan, los feno´menos interferenciales se observara´n
con mayor facilidad.
Figura 3.4: Superposicio´n parcial de a dos paquetes de onda
Las ondas deben tener la misma frecuencia . Si w1 y w2 son diferentes, la intensidad dependera´
del tiempo y, en este caso, la media temporal tambie´n sera´ cero.
Los campos ele´ctricos deben ser paralelos . Si los campos ele´ctricos no son paralelos, el te´rmino
cos(θ12) actuara´ haciendo que los te´rminos cruzados tengan una importancia menor respeto a los
te´rminos constantes
∣∣∣ A1∣∣∣2 + ∣∣∣ A2∣∣∣2. En particular, cuando las polarizaciones esta´n en cuadratura,
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los te´rminos cruzados desaparecen. E´ste es el caso que corresponde al estudio de la luz polarizada.
Si 0 < θ12 < π/2, se superpone luz polarizada a las interferencias. La visualizacio´n de feno´menos
interferenciales se optimiza cuando los campos ele´ctricos son estrictamente paralelos.
La ecuacio´n 3.4 de la intensidad, se escribe ahora (se veriﬁca la condicio´n de coherencia, la igualdad
de frecuencias y el paralelismo de los campos)
I ∝ A21 + A22 + 2A1A2 cos(krP (s1 − s2)). (3.5)
Se ha prescindido del cara´cter vectorial de los campos para escribir las amplitudes. Esto es posible ya
que se ha impuesto que los campos ele´ctricos deben tener todos la misma direccio´n. La polarizacio´n
es una informacio´n que no aporta nada a la f´ısica del problema. Los planteamientos en o´ptica donde
la direccio´n de polarizacio´n no es una informacio´n relevante conforman una parte de la o´ptica que
se denomina teor´ıa escalar de la luz.
Las amplitudes de los campos deben ser iguales . Si, adema´s, la amplitud los campos es la misma,
(A1 = A2 = A), entonces la distribucio´n de intensidad se escribe
I ∝ 4A2 cos2
(
krP (s1 − s2)
2
)
. (3.6)
Cuando se veriﬁcan las dos primeras condiciones, la ﬁgura de interferencia es estable. Si adema´s se
asegura el paralelismo de los campos, se puede observar claramente el comportamiento interferencial.
La distribucio´n de intensidad tiene un contraste o´ptimo cuando, adema´s, las amplitudes de las dos
ondas que interaccionas son iguales.
3.2 Interferencias de Young
3.2.1 Descripcio´n del experimento
Consideremos el experimento siguiente: dos emisores puntuales S1 y S2, coherentes entre s´ı, emiten ondas
esfe´ricas con igual frecuencia y polarizacio´n: a1/r exp(ikr−ωt) y a2/r exp(ikr−ωt). Sea d la separacio´n
entre las dos fuentes. Sea z = −D el plano que contiene las dos fuentes. Consideramos un punto de
observacio´n P situado en (x, y, 0). Supongamos, sin perder generalidad, que el ı´ndice del medio es n = 1.
La intensidad que detectaremos en este punto vendra´ dada por la ecuacio´n 3.6. Aunque las distancias
S1P y S2P son diferentes, si D es lo suﬁciente grande, las amplitudes de las ondas en el punto P se pueden
considerar iguales. Intentemos reescribir esta ecuacio´n de forma que resulte ma´s co´moda de utilizar. El
producto escalar rP (s1 − s2) no es ma´s que d1 − d2, donde d1 y d2 son las distancias entre las fuentes S1
y S2 respectivamente y el punto de observacio´n P (d1, por ejemplo, es la proyeccio´n del vector rp segu´n
la direccio´n ﬁjada por la fuente S1 y el punto P ). d1 − d2 es la diferencia de camino o´ptico ∆, mientras
que k(d1 − d2) = 2πλ (d1 − d2) es la diferencia de fase. Las fuentes S1 y S2 se encuentran en los puntos
(−d/2, 0,−D) y (d/2, 0,−D), respectivamente. Aplicando la deﬁnicio´n de distancia, tenemos que
d1 − d2 =
√
(x + d/2)2 + y2 + D2 −
√
(x− d/2)2 + y2 + D2. (3.7)
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Figura 3.5: Interferencia de dos ondas esfe´ricas
En el experimento de Young se toma la distancia de observacio´n D mucho ma´s grande que la distancia
entre las fuentes d. Si se veriﬁca esta condicio´n d << D, entonces d1 + d2 ≈ 2D y la diferencia d1 − d2
puede escribirse
d1 − d2 = d
2
1 − d22
d1 + d2
=
2xd
d1 + d2
≈ xd
D
. (3.8)
y por lo tanto, la ecuacio´n de la intensidad se escribira´
I ∝ 4A cos2
(
kxd
2D
)
= 4A cos2
(
πxd
λD
)
, (3.9)
donde A es la amplitud en el plano de observacio´n, A = a1/d1 = a2/d2
Ana´lisis de la ﬁgura de franjas de Young
• Una vez se ha ﬁjado la geometr´ıa (d, D) y la longitud de onda, la intensidad que se registra es so´lo
una funcio´n de la variable x, I(x): por lo tanto, todos los puntos con la misma intensidad estara´n
en rectas paralelas al eje y.
• El perﬁl de la intensidad segu´n el eje x varia como un coseno al cuadrado. Se trata de una funcio´n
que se hace ma´xima cuando xd/D = mλ (m entero), y se hace cero cuando xd/D = 2m+12 λ. El
ma´ximo de orden m se encontrara´ en la posicio´n
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xm = mλ
D
d
, (3.10)
y la distancia entre dos ma´ximos (interfranja) sera´
xm − xm−1 = λD
d
. (3.11)
3.2.2 Dispositivos por obtener franjas de Young
Existen algunos dispositivos experimentales que permiten reproducir con facilidad el experimento de
Young. Se trata de conseguir que los dos emisores puntuales sean coherentes entre s´ı, es decir, que la
fase aleatoria sea la misma de manera que la diferencia de camino o´ptico ∆ sea inferior a la longitud de
coherencia lc. La u´nica posibilidad para conseguir esto es generar ima´genes geome´tricas de un u´nico foco
puntual de luz.
• Por ejemplo, el biprisma de Fresnel consiste en un dispositivo como el que se muestra en la ﬁgura
3.6. El a´ngulo α es muy pequen˜o. S´ı colocamos una fuente de luz a distancia a del prisma, se puede
demostrar que un observador situado al otro lado del prisma (a su derecha segu´n la ﬁgura) vera´ dos
fuentes de luz (coherentes entre si) correspondientes a las ima´genes geome´tricas de la fuente de luz
a trave´s del biprisma.
Figura 3.6: Biprisma de Fresnel
• Otra posibilidad es utilizar el espejo de Lloyd. Se trata de colocar una fuente delante de un espejo.
La imagen virtual de la fuente a trave´s del espejo actuara´ como segunda fuente coherente con la
primera. Si se trata de un espejo diele´ctrico, el rayo reﬂejado tiene un cambio de fase π adicional. Se
puede comprobar que esto implica que la ﬁgura de interferencias sea complementaria a la deducida
anteriormente: alla´ donde hab´ıa ma´ximos tendremos mı´nimos y viceversa.
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Figura 3.7: Espejo de Lloyd
3.2.3 Coherencia espacial
En el apartado anterior hemos considerado que la fuente de luz original es puntual. En cambio, las
fuentes de luz reales tienen unas determinadas dimensiones. Deﬁnimos el contraste de las franjas (tambie´n
denominado factor de visibilidad, V ) como el cociente
V =
IM − Im
IM + Im
, (3.12)
donde IM e Im son las intensidades ma´xima y mı´nima en una distribucio´n de interferencias. Para un
experimento de Young ideal, Im = 0, y por lo tanto, el contraste de las franjas sera´ siempre o´ptimo,
V = 1. En cambio, si las amplitudes de las dos ondas que interﬁeren son diferentes, Im = 0 y, en este
caso, V < 1. Si no se aprecian interferencias, Im = IM , entonces V = 0.
Si la fuente de luz que ilumina el sistema no es puntual, el factor de visibilidad tambie´n puede ser inferior
a 1, incluso veriﬁca´ndose estrictamente las cuatro condiciones para obtener ima´genes de interferencias
estables. El feno´meno de la pe´rdida de contraste en las franjas a consecuencia de las dimensiones de
la fuente esta´ relacionado con el concepto de Coherencia espacial. El estudio de este feno´meno se hace
considerando que cada punto de la fuente es un emisor puntual que genera su sistema de franjas de
interferencia. Se puede demostrar que cada uno de estos emisores elementales genera un sistema de
franjas con un origen diferente (posicio´n del ma´ximo m = 0). La superposicio´n de los diferentes te´rminos
cos2 de la ecuacio´n 3.9, con un pequen˜o desplazamiento entre ellas, provoca la pe´rdida de contraste.
3.3 Dispositivos intereferome´tricos
3.3.1 Interferencias en la´minas diele´ctricas
Consideremos el siguiente problema: sea una la´mina diele´ctrica planoparalela de grosor d. El ı´ndice de
refraccio´n del material es n y el medio externo a la la´mina tiene un ı´ndice n = 1. Sobre esta la´mina incide
una onda electromagne´tica plana polarizada linealmente y de amplitud a, con la direccio´n de propagacio´n
que forma una a´ngulo  con la direccio´n normal a las caras de la la´mina. Al llegar a la primera cara de
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la la´mina, parte de la luz se reﬂeja y parte se transmite. Las amplitudes transmitida y reﬂejada vienen
dadas por at y ar, donde t = t(n, n′, ) y r = r(n, n′, ) son los coeﬁcientes de transmisio´n calculados
a partir de las fo´rmulas de Fresnel. La luz que se transmite viaja por el medio diele´ctrico hasta que se
encuentra de nuevo con la superﬁcie de separacio´n de medios. Parte de la luz se reﬂeja internamente y
parte se transmite al medio exterior. La luz que se reﬂeja internamente genera, a su vez, nuevos te´rminos
que se transmiten y reﬂejan. La ﬁgura 3.8 muestra los diferentes rayos y los valores de la amplitud. El
coeﬁciente de reﬂexio´n calculado, cuando la reﬂexio´n se produce desde un medio de ı´ndice n sobre un
material de ı´ndice n′ o al reve´s, tiene el mismo valor en mo´dulo, |r| = |r′|. Esto no es va´lido para la
transmisio´n, puesto que t = t′ (recue´rdese que aqu´ı se veriﬁca tt′ = 1− r2).
Figura 3.8: Haz de ondas emergiendo de una la´mina diele´ctrica
El paso siguiente en el estudio de este problema consiste en sumar todas las contribuciones de los rayos
que emergen o bien de la primera cara (luz reﬂejada) o bien de la segunda (luz transmitida). Todos
los rayos salen paralelos, y por lo tanto, mediante una lente convergente podemos concentrar todas las
contribuciones en un punto del plano focal de la lente. Para poder realizar la suma es necesario conocer
el desfase entre ellas y escribir as´ı los te´rminos de la serie. Recordemos que el desfase δ es proporcional
a la diferencia de camino o´ptico ∆, δ = 2πλ ∆. Nos podemos ﬁjar en la ﬁgura 3.9.
El camino o´ptico del rayo que viaja por el interior de la la´mina pasa por los puntos I1, I ′1 y I2. Por lo
tanto, la diferencia de camino o´ptico entre la onda que pasa por el interior de la la´mina y la que se reﬂeja
directamente es:
∆ = (I1I ′1 + I
′
1I2)− I1E = 2d cos(′). (3.13)
Es importante observar que se resta la cantidad I1E: como se trabaja con ondas planas, a partir del
plano deﬁnido por los puntos I2 y E, el camino o´ptico sera´ ide´ntico. Finalmente, el desfase es
δ =
4π
λ
d cos(′) (3.14)
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Figura 3.9: Ca´lculo del camino o´ptico
Consideremos ahora todas las contribuciones que se han transmitido a trave´s de la la´mina. Los campos
se escriben de la manera siguiente:
1. E1 = att′ exp(i(wt− krs + δ0))
2. E2 = att′r2 exp(i(wt− krs + δ0 + δ))
3. E3 = att′r4 exp(i(wt− krs + δ0 + 2δ))
4. E4 = att′r6 exp(i(wt− krs + δ0 + 3δ))
5. . . .
6. En+1 = att′r2n exp(i(wt− krs + δ0 + nδ)) = E1r2neinδ
δ0 hace referencia a una cierta fase constante inicial en relacio´n al origen de coordenadas. Las diferentes
contribuciones se pueden sumar con facilidad puesto que se trata de una serie geome´trica de razo´n r2eiδ.
El campo total transmitido sera´
ET =
∑
i
Ei = E1
1
1− r2eiδ = att
′ exp(i(wt− krs + δ0)) 11− r2eiδ . (3.15)
La intensidad se obtendra´ haciendo
IT =
c
8π
ETE
∗
T =
c
8π
∣∣∣∣att′ 11− r2eiδ
∣∣∣∣
2
. (3.16)
Calculando, y recordando que tt′ = 1− r2, se obtiene ﬁnalmente que
IT =
c
8π
a2
1 + 4r2(1−r2)2 sin
2(δ/2)
(3.17)
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Por lo que hace referencia a la luz que se reﬂeja en la la´mina, no es necesario repetir todo el ca´lculo. Se
debe tener en cuenta que la intensidad total de la luz incidente vale (c/8π)a2 y por lo tanto,
IR =
c
8π
a2 − IT = c4π
a2 sin2(δ/2)
(1−r2)2
4r2 + sin
2(δ/2)
. (3.18)
Las expresiones de la intensidad transmitida y reﬂejada presentan ma´ximos y mı´nimos cuando se veriﬁcan
las condiciones descritas en la tabla siguiente:
Caso Extremo Desfase Valoro del extremo
Luz transmitida Ma´ximo δ = 2πm, m entero a2
Luz transmitida Mı´nimo δ = (2m + 1)π, m entero c8π
a2
1+ 4r
2
(1−r2)2
Luz reﬂejada Ma´ximo δ = (2m + 1)π, m entero c8π
a2
1+
(1−r2)2
4r2
Luz reﬂejada Mı´nimo δ = 2πm, m entero 0
Antes de continuar es necesario hacer algunos comentarios sobro como se ha hecho la deduccio´n de la
ecuacio´n de la intensidad en funcio´n del desfase:
• No se han tenido en cuenta los efectos de la polarizacio´n, cuando es conocido que los coeﬁcientes
de reﬂexio´n y transmisio´n r y t son diferentes si hacen referencia a la polarizacio´n perpendicular
o paralela. Para a´ngulos de incidencia pequen˜os,  ≈ 0, r|| ≈ r⊥. Como veremos ma´s adelante,
los dispositivos o´pticos basados en interferencias de ondas en la´minas diele´ctricas trabajan con
incidencias casi normales.
• Adema´s, en algunos dispositivos, como el interfero´metro de Fabry-Perot, las caras del diele´ctrico
esta´n semiespejadas, o bien tienen un recubrimiento multicapa. As´ı se consigue un coeﬁciente de
reﬂexio´n pro´ximo a la unidad y pra´cticamente constante para todos los a´ngulos de incidencia y
longitudes de onda.
• El grueso de la la´mina no puede ser arbitrariamente grande. Para que se produzcan interferencias es
necesario que la diferencia de caminos o´pticos de los rayos que interﬁeran sea inferior a la longitud
de coherencia. Cuando ma´s gruesa sea la la´mina, con ma´s diﬁcultad se veriﬁcara´ esta condicio´n.
• En los dispositivos experimentales se suele trabajar con fuente extensa y, por lo tanto,  puede
tomar un rango continuo de valores. Como resultado, se observaran anillos de intensidad constante
para cada valor de , puesto que existe simetr´ıa de revolucio´n alrededor de la incidencia normal.
En la ﬁgura 3.10, podemos ver la dependencia de la intensidad transmitida y reﬂejada en funcio´n de
δ = 2d cos(′).
La ﬁgura 3.11 muestra un espectro real de transmisio´n: se trata de un experimento en el cual la incidencia
es normal, cos(′) = 1. En este caso, una la´mina diele´ctrica es iluminada en el rango de longitudes de
onda del visible y se analiza la transmitancia de la misma, es decir, representamos I(λ) (en este caso,
n′ = n′(λ), d y r son constantes).
IT (λ) ∝ 1
1 + 4r2(1−r2)2 sin
2( 2πn(λ)dλ )
. (3.19)
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Figura 3.10: Intensidad en funcio´n del desfase
En este ejemplo tenemos un diele´ctrico real (la conductividad no es nula). Por lo tanto, no todos los
ma´ximos tienen la misma altura.
Figura 3.11: Espectro real de transmisio´n de una la´mina diele´ctrica
3.3.2 La´minas antirreﬂejantes
Los recubrimientos antirreﬂejantes se utilizan para conseguir que la mayor parte de la luz incidente se
transmita y no se pierda por reﬂexio´n. Por ejemplo, en caso de incidencia normal en una interfase aire-
vidrio, el 4% de la energ´ıa se reﬂeja. As´ı, en un sistema o´ptico formado por muchas lentes, las pe´rdidas de
luz acumuladas pueden hacer que el sistema sea inviable. En esta seccio´n demostraremos que al recubrir
el vidrio de una la´mina delgada de material diele´ctrico y grosor apropiado, la energ´ıa que vuelve al primer
medio por reﬂexio´n se hace cero.
Consideremos un sistema como el que muestra la ﬁgura 3.12. Se trata de un material transparente, de
68 CAPI´TULO 3. INTERFERENCIAS
ı´ndice de refraccio´n nv, sobre el que se ha depositado un diele´ctrico de grosor d e ı´ndice n. Adema´s,
impondremos la condicio´n 1 < n < nv. Consideremos que la luz incide sobre el sistema con un a´ngulo
muy pro´ximo a cero,  ≈ 0. La amplitud inicial de la onda es a, y los coeﬁcientes de reﬂexio´n y transmisio´n
en las interfases se encuentran indicados a la ﬁgura 3.12.
Figura 3.12: La´mina antirreﬂejante
En las reﬂexiones en las que el ı´ndice del primero medio es menor que el segundo, debe an˜adirse +π a la
fase de la onda. Segu´n esto, todos los rayos reﬂejados, incluyendo el que se reﬂeja directamente desde el
aire sobre el medio de ı´ndice n, incorporan un factor +π a su fase. La luz reﬂejada sera´ la suma de todas
las contribuciones que vuelven al primer medio. Puesto que se desea que la luz no se reﬂeje, la suma de
todas estas contribuciones tiene que ser cero. Escribiendo los diferentes te´rminos, igual que lo hicimos a
la ecuacio´n 3.15:
1. E1 = ar exp(i(wt− krs + δ0 + π))
2. E2 = att′rv exp(i(wt− krs + δ0 + δ + π))
3. E3 = att′r2vr exp(i(wt− krs + δ0 + 2(δ + π)))
4. E4 = att′r3vr
2 exp(i(wt− krs + δ0 + 3(δ + π)))
5. . . .
6. En = att′rn−1v r
n−2 exp(i(wt− krs + δ0 + (n− 1)(δ + π))),
donde δ0 hace referencia a una cierta fase constante inicial en relacio´n al origen de coordenadas y δ = 4πλ nd
es la diferencia de fase, tal y como se ha visto a la ecuacio´n 3.14. Si se impone que todas los te´rminos
salgan en fase entre s´ı a partir del segundo rayo, se debe veriﬁcar que
4π
λ
nd + π = 2mπ. (3.20)
lo que nos da una condicio´n para el grosor de la la´mina. Si m = 1, el grosor es d = λ/4n. Con este grosor
se consigue que todas las contribuciones al campo reﬂejado a partir de la segunda este´n en fase y todas
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ellas en oposicio´n de fase con la primera. Para sumar las diferentes contribuciones basta con comprobar
que los te´rminos de la suma siguen una progresio´n geome´trica de razo´n rrv,
ER = (−ar + att′rv(1 + rrv + r2r2v + . . .)) exp(i(wt− krs + δ0)). (3.21)
Esta suma se hace cero cuando r = rv. Recordando que r = (1− n)/(1 + n) y rv = (n− nv)/(n+ nv), se
llega a
n =
√
nv. (3.22)
Segu´n esto, con una la´mina de grosor λ/4n y un material adecuado es posible disen˜ar una la´mina an-
tirreﬂejante. Sin embargo, este resultado ha sido deducido en condiciones de incidencia muy cercana a
la normal y para una u´nica longitud de onda. Se puede hacer un ana´lisis equivalente y ma´s general uti-
lizando sistemas multicapas con diferentes grosores y materiales. As´ı, se pueden disen˜ar recubrimientos
antirreﬂejantes utilizables en una banda del espectro ma´s amplio y para diferentes a´ngulos de incidencia.
3.3.3 El interfero´metro de Fabry-Perot
El interfero´metro de Fabry-Perot es un dispositivo de gran precisio´n utilizado en espectroscop´ıa. Su
principal ventaja es su elevado poder resolutivo (capacidad de discriminar dos longitudes de onda muy
pro´ximas). La f´ısica que describe este aparato es muy similar al experimento de interferencias en la´minas
diele´ctricas. El esquema del interfero´metro es el de la ﬁgura 3.13.
Figura 3.13: El interfero´metro de Fabry-Perot
Se trata de dos soportes de vidrio de caras planoparalelas enfrentados entre si una distancia d (en aire,
n = 1) que puede ser ajustable. Las caras internas esta´n tratadas de manera que el factor de reﬂexio´n sea
pro´ximo a la unidad, para as´ı obtener un buen contraste. Un rayo de luz que llegue al sistema, con un
a´ngulo  respeto a la normal de la cara de vidrio, se refractara´ en la cara anterior y posterior del vidrio e
incidira´ tambie´n con a´ngulo  sobre la primera cara del segundo vidrio. La luz que salga del sistema por
la cara posterior lo hara´ de nuevo con a´ngulo .
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Figura 3.14: Sistema interferencial
El interfero´metro funciona de la siguiente manera: utilizamos una fuente extensa de radio Rf . Esta luz
emite unas ciertas longitudes de onda que son las que queremos conocer. La fuente se situ´a en el plano
focal de una lente colimadora de focal f ′c y, por lo tanto, los rayos salen paralelos con direcciones angulares
comprendidas entre [0, c] respecto al eje o´ptico, donde tan(c) = Rf/f ′c. Los rayos que incidan con un
a´ngulo  se reﬂejara´n mu´ltiplemente en el interior del dispositivo y se ira´n transmitiendo las diferentes
contribuciones. Todos estos rayos transmitidos salen con un a´ngulo . Una segunda lente de focal f ′ los
focalizara´ en un punto de su plan focal. Esto quiere decir que en este punto se hara´ la suma coherente
de todos los rayos. La intensidad que tendremos en este punto, segu´n lo que dedujo en la ecuacio´n 3.17,
sera´
IT (λ, ) ∝ 1
1 + 4r2(1−r2)2 sin
2( 2πd cos()λ )
. (3.23)
Como que el problema presenta simetr´ıa de revolucio´n respeto el eje o´ptico de la segunda lente, todos
los puntos del plano focal que se encuentren a una distancia R del eje de colimacio´n (tan() = R/f ′)
presentara´n la misma conﬁguracio´n interferencial y, por lo tanto, su intensidad sera´ la misma. Es decir,
en el plano de observacio´n visualizaremos anillos.
Podemos determinar cuando se hace ma´xima la ecuacio´n anterior. Esto pasa si sin2( 2πd cos()λ ) = 0, o lo
que es el mismo, cuando se veriﬁca
2d cos() = mλ m natural. (3.24)
En el centro, el orden interferencial m (m entero) con el que identiﬁcamos un anillo concreto, toma su
valor ma´ximo (m = 2d/λ); m es cero para  = π/2. Si la fuente de luz tiene radio Rf , existe un a´ngulo
ma´ximo c con el que los rayos pueden entrar en el sistema. Por lo tanto, m variara´ entre un valor
ma´ximo en el centro y un valor mı´nimo en el extremo del campo iluminado.
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Poder resolutivo de un interfero´metro Fabry-Perot
Una de las aplicaciones ma´s importantes del interfero´metro de Fabry-Perot consiste en la determinar las
longitudes de onda en las cuales emite una fuente de luz. Adema´s, gracias a la elevada precisio´n del
interfero´metro, es posible determinar valores muy pro´ximos de longitud de onda. Puesto que cada λ
genera su propio sistema de anillos independiente, se visualizan parcialmente superpuestos.
Consideramos que dos anillos se pueden distinguir (se resuelven), si en el punto medio de la distancia
entre dos ma´ximos, el valor de la energ´ıa es inferior en mitad de la energ´ıa ma´xima. Tomamos una luz
mezcla de dos longitudes de onda, λ1 = λ y λ2 = λ+∆λ. Deﬁnimos el poder resolutivo como el cociente
|λ/∆λ|. Tomando el criterio de resolucio´n anterior se puede demostrar que
∣∣∣∣ λ∆λ
∣∣∣∣ = πmr1− r2 . (3.25)
La capacidad de resolver longitudes de onda muy pro´ximas aumenta cuando observamos el centro de la
imagen de interferencia (m grande) y cuando el factor de reﬂexio´n r es alto (tendiendo a la unidad).
3.3.4 Filtros interferenciales
El feno´meno de las interferencias en la´minas delgadas puede ser utilizado para la construccio´n de disposi-
tivos de transmitancia muy selectiva con la longitud de onda. La utilizacio´n de estos dispositivos permite
obtener luz muy monocroma´tica. Consideremos una la´mina de grosor d de un material de ı´ndice n. Esta
la´mina se encuentra entre dos vidrios planoparalelos que hacen de soporte. Hacemos incidir normalment
luz blanca,  = 0. En estas condiciones, la ecuacio´n del desfase 3.14 para los ma´ximos se escribe,
4π
λ
nd = 2mπ (3.26)
es decir, 2nd = mλ. Si el factor de reﬂexio´n interno de las caras r es lo suﬁciente alto, los ma´ximos de
interferencia IT (λ) (ve´ase la ﬁgura 3.10 y la ecuacio´n 3.19) se hacen muy estrechos, de manera que so´lo
pasan las longitudes de onda que veriﬁcan la relacio´n 2nd = mλ. Por ejemplo, con un grosor d = 150 nm
y un ı´ndice n = 1.7, solamente pasara´n las longitudes λ = 510/m nm: 510, 255, 170, . . . . En la zona del
visible se transmite con intensidad ma´xima una u´nica longitud de onda (λ = 510 nm).
3.3.5 Interfero´metros de Michelson y de Mach-Zehnder
El interfero´metro de Michelson
Consideremos un dispositivo o´ptico como el que se muestra a la ﬁgura 3.15, que utiliza una fuente de
luz extensa. Por simplicidad, consideraremos que e´sta se encuentra en el plano focal objeto de una lente
colimadora. As´ı conseguimos luz con iluminacio´n paralela en todas las direcciones permitidas por las di-
mensiones de la fuente. Delante del sistema de iluminacio´n se encuentra un sistema divisor de haz (la´mina
semitransparente): la mitad de la energ´ıa atraviesa la la´mina y la otra mitad se reﬂeja. Puesto que la
la´mina forma un a´ngulo de 45o respecto el plano que contiene la lente colimadora, los dos haces resul-
tantes salen formando entre s´ı un a´ngulo de 90o. Estos haces de luz viajan en sus respectivas direcciones
hasta llegar a los espejos, cambian de sentido y se reencuentran de nuevo en la la´mina semitransparente.
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Figura 3.15: El interfero´metro de Michelson
Parte de la luz vuelve hacia la fuente y parte se dirige hacia un plano de observacio´n donde se analiza la
luz.
Los espejos no tienen porque encontrarse a la misma distancia de la la´mina semiespejada. Sea la la
distancia de la la´mina hasta el espejo situado normalmente al brazo horizontal y lb, la distancia de
la la´mina hasta el espejo dispuesto normalmente al brazo vertical. La diferencia de camino o´ptico es
∆ = 2(la − lb) = 2d (n = 1, puesto que el dispositivo se encuentra en el aire). Si el haz de luz toma una
direccio´n que forma un a´ngulo θ con el eje de la lente colimadora, se puede comprobar que, en este caso, la
diferencia de camino o´ptico es ∆ = 2d cos(θ). El sistema presenta simetr´ıa de revolucio´n respeto a un eje
normal al plano de observacio´n y, por lo tanto, en este plano se obtendra´n anillos; adema´s, como se trata
de la interferencia de dos ondas que recorren caminos o´pticos diferentes, la intensidad sera´ proporcional
a
I ∝ cos2(2π
λ
∆); (3.27)
y los ma´ximos de interferencia se dispondra´n siguiendo la ley siguiente:
2d cos(θ) = mλ, (3.28)
con m natural. Si consideramos justo el centro de la ﬁgura de interferencia, cos(θ) = 1 y, en consecuencia,
en el centro se veriﬁcara´ 2d = mλ. Esto quiere decir que si la diferencia de caminos o´pticos 2d no es
mu´ltiplo exacto de λ, en el centro no tendremos un ma´ximo de intensidad. Adema´s, si la − lb = 0
(diferencia de caminos o´pticos es cero), entonces estamos en m = 0.
Algunos comentarios ma´s
• Desde el punto de vista histo´rico es necesario hacer notar que este instrumento fue utilizado en
1887 por Michelson y Morley en su intento de medir la velocidad de la luz respecto de la Tierra.
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• En el interfero´metro de la ﬁgura 3.15 se puede observar un elemento denominado la´mina compen-
sadora. Se trata de una la´mina de material transparente que tiene exactamente el mismo grosor que
la la´mina semitransparente (dst). La luz que hace el camino vertical (segu´n la ﬁgura 3.15) atraviesa
tres veces la la´mina semitransparente an˜adiendo el factor 3nstdst al camino o´ptico (la la´mina esta´
semiespejada en el lado derecho de la la´mina, segu´n el dibujo), mientras que la luz que toma la otra
direccio´n so´lo atraviesa la la´mina una vez. Para compensar este efecto y hacer que las diferencias
de camino sea atribuibles exclusivamente a la diferencia geome´trica de los brazos 2(la − lb) = 2d,
se incluye la la´mina compensadora. As´ı, la luz que sigue el camino horizontal compensa el exceso
de camino o´ptico que se realiza siguiendo el camino vertical.
• Longitud de coherencia. Para que el feno´meno interferencial sea visible, se tiene que veriﬁcar que la
diferencia de caminos o´pticos 2d sea inferior a la longitud de coherencia de la luz analizada (lc). Esto
indica un me´todo por determinar experimentalmente lc: al aumentar la diferencia 2d, el contraste
de los anillos ira´ disminuyendo hasta que estos desaparezcan.
• Si en vez de trabajar con una fuente extensa lo hacemos con una puntual, la intensidad de la
ﬁgura de interferencia sera´ constante. Al modiﬁcar la diferencia de longitud de los dos brazos 2d,
esta intensidad ira´ variando pasando por ma´ximos cuando se veriﬁque la relacio´n 2d = mλ. Esta
conﬁguracio´n del interfero´metro de Michelson se denomina interfero´metro de Twyman-Green.
El interfero´metro de Mach-Zehnder
Existen otros interfero´metros de doble haz. Cabe destacar el interfero´metro de Mach-Zehnder, por su
amplia utilizacio´n en metrolog´ıa o´ptica (ver ﬁgura 3.16).
Figura 3.16: El interfero´metro de Mach-Zehnder
Consiste en un sistema de iluminacio´n que genera un haz de ondas planas. Un sistema divisor del haz
hace que la luz siga dos caminos diferentes. Mediante espejos se consigue que la luz siga una trayectoria
como la que se muestra en la ﬁgura, y mediante un segundo cubo divisor de haz se suman las dos
contribuciones, que, obviamente, han seguido caminos o´pticos diferentes. En el plano de observacio´n se
analizan los resultados.
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Cap´ıtulo 4
Difraccio´n
4.1 Teor´ıa escalar
4.1.1 Introduccio´n a la Teor´ıa Escalar de la Difraccio´n
Sommerfeld deﬁnio´ la difraccio´n como la propagacio´n no rectil´ınea de la luz que no se puede interpretar
a partir de las leyes de la reﬂexio´n y de la refraccio´n. Grimaldi, en el siglo XVII, fue el primero que
observo´ feno´menos difractivos: al hacer pasar un haz de luz a trave´s de una abertura practicada sobre
una pantalla observo´ que, al proyectar el haz sobre otra pantalla, el paso de la zona iluminada a la zona
de sombra no era abrupto (como indica la propagacio´n rectil´ınea). An˜os despue´s, Fresnel realizo´ el primer
intento serio de explicar los feno´menos de difraccio´n (1818), basa´ndose en unas modiﬁcaciones arbitrarias
del principio de Huygens. En 1882, Kirchhoﬀ propuso la explicacio´n de los feno´menos de difraccio´n en
te´rminos de la teor´ıa escalar. Su teor´ıa tiene inconvenientes formales de orden matema´tico, que fueron
solucionados por Sommerfeld en 1894, introduciendo algunas modiﬁcaciones en la teor´ıa anterior.
La teor´ıa escalar es suﬁcientemente rigurosa para explicar la mayor parte de los resultados experimentales
macrosco´picos. Pese a que se trata de una simpliﬁcacio´n que no tiene en cuenta el cara´cter vectorial de
los campos electromagne´ticos, la teor´ıa escalar funciona con e´xito cuando las aberturas son ma´s grandes
que la longitud de onda de la luz y cuando las distancias de observacio´n son suﬁcientemente grandes. En
estas condiciones, la polarizacio´n del campo electromagne´tico no es una informacio´n relevante y, por lo
tanto, se puede prescindir del formalismo vectorial.
4.1.2 Ondas escalares. El teorema de Green
Una onda escalar perfectamente monocroma´tica, U(r, t) = U(r)e−iwt que se propaga en el vac´ıo, veriﬁca
la ecuacio´n de ondas:
∆U(r, t) =
1
c2
∂2U(r, t)
∂t
. (4.1)
En consecuencia, la amplitud compleja (parte espacial) U(r) veriﬁca la ecuacio´n de Helmholtz:
∆U(r) = −k2U(r), (4.2)
r es el vector de posicio´n, k es el nu´mero de onda, w = 2πν, y k = 2π/λ.
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La formulacio´n de la teor´ıa escalar de la difraccio´n se basa en el uso del teorema de Green: Sean U(P ) y
G(P ) dos funciones que toman valores complejos, continuas y con primera y segunda derivadas continuas
en el interior de un recinto V cerrado por la superﬁcie S. En estas condiciones se veriﬁca:
∫
V
[G∆U − U∆G] dv =
∫
S
[
G
∂U
∂n
− U ∂G
∂n
]
ds. (4.3)
P
S
V G=exp(ikr)/r
Sε
Figura 4.1: Teorema de Green. Geometr´ıa
En el problema que abordaremos, U sera´ la parte espacial de la ecuacio´n de ondas, y G, una funcio´n
auxiliar denominada funcio´n de Green. La eleccio´n de e´sta, solamente esta´ condicionada por el propio
teorema de Green; no obstante, es necesario escogerla de forma que el problema se pueda abordar con el
mı´nimo de complicaciones matema´ticas posible. La notacio´n ∂∂n hace referencia a la derivada de G o U
segu´n la direccio´n normal de la superﬁcie S. A partir de ahora, no se tendra´ en cuenta la parte temporal
de la onda. Sea P ∈ V , el punto donde haremos la observacio´n del campo. Deﬁnimos una posible funcio´n
de Green como
G =
eikr
r
. (4.4)
En el punto P (r = 0) esta funcio´n no esta´ deﬁnida. Para evitar la discontinuidad en r = 0, se excluye el
punto P del recinto V deﬁniendo una superﬁcie esfe´rica S alrededor de P con un radio  inﬁnitesimal.
As´ı, la nueva superﬁcie de integracio´n S′ sera´ S′ = S + S y el nuevo volumen V ′, V ′ = V − V; V es el
volumen deﬁnido por S. La funcio´n G es una onda esfe´rica de amplitud unidad y, por lo tanto, veriﬁca
tambie´n la ecuacio´n de Helmholtz: ∆G = −k2G. Aplicando el Teorema de Green al nuevo recinto de
integracio´n V’ obtenemos
∫
V ′
[G∆U − U∆G] dv = −
∫
V ′
[
k2GU − k2UG] dv = 0 (4.5)
y, en consecuencia,
∫
S′
[
G
∂U
∂n
− U ∂G
∂n
]
ds = 0; (4.6)
adema´s, como S′ = S + S, entonces
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−
∫
S
[
G
∂U
∂n
− U ∂G
∂n
]
ds =
∫
S
[
G
∂U
∂n
− U ∂G
∂n
]
ds. (4.7)
4.1.3 Teorema integral de Helmholtz-Kirchhoﬀ
La evaluacio´n de la integral deﬁnida sobre S es sencilla. Se trata de calcular el l´ımite siguiente,
lim
→0
∫
S
[
G
∂U
∂n
− U ∂G
∂n
]
ds. (4.8)
Al ser S es una superﬁcie esfe´rica, las derivadas normales de la ecuacio´n anterior pasan a ser derivadas
en la direccio´n radial . La derivada normal en la superﬁcie S apunta hacia P ; por lo tanto, ∂∂n = − ∂∂ .
Puesto que la funcio´n G sobre la superﬁcie S se puede escribir como exp(ik)/, la derivada es
∂G
∂n
=
[
1

− ik
]
eik

. (4.9)
El diferencial de superﬁcie es ds = 2dΩ, donde dΩ es el diferencial de a´ngulo so´lido. Substituyendo en
la integral,
lim
→0
∫
S
[
G
∂U
∂n
− U ∂G
∂n
]
ds = lim
→0
∫
S
[
∂U
∂n
eik

− U
[
1

− ik
]
eik

]
2dΩ. (4.10)
Las funciones y las derivadas presentes en la integral esta´n acotadas y, por tanto, de los tres te´rminos
contenidos en ella, u´nicamente el segundo sera´ diferente de cero. Considerando, adema´s, la continuidad
de U ,
lim
→0
−
∫
S
U
1

eik

2dΩ = −U(P )
∫
S
dΩ = −4πU(P ); (4.11)
y ahora la ecuacio´n 4.7 se escribira´
U(P ) =
1
4π
∫
S
[
G
∂U
∂n
− U ∂G
∂n
]
ds = U(P ) =
1
4π
∫
S
[
∂U
∂n
eikr
r
− U ∂
∂n
[
eikr
r
]]
ds, (4.12)
resultado que se conoce como el teorema integral de Helmholtz-Kirchhoﬀ.
4.1.4 Aplicacio´n del teorema de Helmholtz-Kirchhoﬀ a la difraccio´n
En esta seccio´n, se aplica el teorema integral de Helmholtz-Kirchhoﬀ al problema de la difraccio´n de
una onda escalar a trave´s de una abertura contenida en una superﬁcie plana. Consideramos la superﬁcie
S que rodea el punto de observacio´n P . La tomaremos subdividida en dos secciones S = S1 + S2: S1
corresponde al plano que contiene la abertura Σ y S2 es una superﬁcie esfe´rica centrada en P y de radio
suﬁcientemente grande. Lo primero que debe hacerse es evaluar la integral 4.12 en la superﬁcie S2. Al
estar trabajando con iluminacio´n monocroma´tica, y por lo tanto, de longitud de coherencia inﬁnita, una
vez la onda se haya propagado a velocidad c hasta S2, la contribucio´n de la integral sobre S2 puede no
ser despreciable. Para aclarar este aspecto, calculamos el l´ımite siguiente,
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U(P ) = lim
r→∞
1
4π
∫
S2
[
G
∂U
∂n
− U ∂G
∂n
]
ds. (4.13)
La derivada en la direccio´n normal (radial) de G sobre S2 vale
∂G
∂n
=
[
1
r
− ik
]
eikr
r
≈ ikG, (4.14)
si r 
 λ. Por lo tanto, la integral anterior vale
U(P ) = lim
r→∞
1
4π
∫
S2
G
[
∂U
∂n
− ikU
]
ds = lim
r→∞
1
4π
∫
S2
eikr
[
∂U
∂n
− ikU
]
r2dΩ, (4.15)
donde ds = r2dΩ. Esta integral tiende a cero si se veriﬁca
lim
r→∞
[
∂U
∂n
− ikU
]
= 0. (4.16)
Esta condicio´n es cierta si U es una onda esfe´rica, es decir, U = Aeikr/r. Dado que una onda cualquiera
puede ser expresada en te´rminos de una combinacio´n lineal de ondas esfe´ricas, en la pra´ctica este resultado
se veriﬁca siempre. Por lo tanto, la contribucio´n a U(P ) de la integral sobre S2 puede ser despreciada.
Condiciones de contorno de Kirchhoﬀ
Evaluemos ahora la integral sobre S1. Para ello, Kirchhoﬀ impuso las siguientes condiciones para poder
realizar el ca´lculo:
1. El campo U y su derivada normal toman los mismos valores en la abertura Σ, en presencia o no de
la superﬁcie S1.
2. Sobre la superﬁcie S1 y fuera de Σ, U y su derivada normal valen cero. Esta condicio´n permite
realizar la integral extendida so´lo a la geometr´ıa de Σ.
S
S1
2
Σ
n
R
r
P
P2
U=A exp(ikR)/R
G=exp(ikr/r)
Figura 4.2: Geometr´ıa. Fo´rmula de Fresnel-Kirchhoﬀ
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Fo´rmula de Fresnel-Kirchhoﬀ
Para acabar, consideremos ahora la forma en que se ilumina la abertura. Concentre´monos en el caso en
que la abertura esta´ iluminada por una onda esfe´rica que proviene de un punto P2: A e
ikR
R . Las derivadas
normales a Σ de G y U valen
∂G
∂n
= cos(n,r)(ik − 1
r
)
exp(ikr)
r
≈ ikG cos(n,r) (4.17)
∂U
∂n
≈ ikU cos(n, R), (4.18)
donde cos(n,r) y cos(n, R) son los cosenos de los a´ngulos formados por el vector normal a Σ y los vectores
posicio´n r y R respectivamente. Por lo tanto la integral de difraccio´n en este caso es
U(P ) =
A
2iλ
∫
Σ
exp(ik(r + R))
r + R
[
cos(n,r)− cos(n, R)
]
ds, (4.19)
conocida como la fo´rmula de Fresnel-Kirchhoﬀ. Esta fo´rmula nos da la expresio´n del campo escalar
difractado a trave´s de una abertura cualquiera iluminada por una onda esfe´rica. Esta fo´rmula es sime´trica
respecto a la fuente o el punto de observacio´n (teorema de reciprocidad).
Consideraciones ﬁnales sobre la Fo´rmula de Fresnel-Kirchhoﬀ
1. Si la abertura es pequen˜a frente a las distancias R y r, los factores cos(n,r) y cos(n, R) son
pra´cticamente constantes. Se denomina factor de oblicuidad a la semidiferencia (cos(n,r)−cos(n, R))/2
2. Si la onda que ilumina la abertura no es esfe´rica, es posible describir cualquier campo en te´rminos
de ondas esfe´ricas, pudie´ndose aplicar la fo´rmula deducida.
3. Para a´ngulos pequen˜os ( distancias axiales mucho mayores que las dimensiones de la abertura), el
factor de oblicuidad se hace pro´ximo a la unidad, ya que cos(n,r) ≈ 1 y cos(n, R) ≈ −1.
4. La expresio´n 4.19 se ha deducido utilizando una onda esfe´rica A exp(ikR)R para iluminar la abertura.
Si la fuente de luz esta´ en el inﬁnito, la abertura se ilumina con una onda plana de amplitud A′:
U(P ) =
A′
iλ
∫
Σ
A
exp(ikr))
r
ds. (4.20)
5. Si el sistema se ilumina con una onda cualquiera, cuya amplitud compleja en el plano de la abertura
Σ es U(Σ), la expresio´n puede generalizarse a
U(P ) =
1
iλ
∫
Σ
U(Σ)
exp(ikr))
r
ds. (4.21)
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4.2 Aproximaciones de la Teoria Escalar
4.2.1 Fo´rmula de exacta
x
y
x
y
z=0 z
U(x,y,z)
plano de difracción plano de observación
0
0
G(x,y)
U(x,y,0)
G(x,y) geometría de la abertura
U(x,y,z) campo en el plano z
U(x,y,0) campo en el plano z=0
Figura 4.3: Difraccio´n de Fresnel
A partir de ahora ﬁjaremos unos ejes coordenados (x0, y0) en la pantalla que contiene la abertura. El eje
z es el eje normal al plano de la abertura, que consideraremos en z = 0. Los puntos del plano normal al
eje z que contiene el punto de observacio´n P tendra´n coordenadas (x, y, z). La distancia de observacio´n z
sera´ mucho mayor que las distancias transversales involucradas y, por lo tanto, podemos considerar que el
factor de oblicuidad es cercano a la unidad. Escribiendo la fo´rmula de Fresnel-Kirchhoﬀ en coordenadas
cartesianas tenemos
U(P ) =
1
iλ
∫
Σ
U(Σ)
exp(ikr)
r
=
=
1
iλ
∫
Σ
U(x0, y0, 0)
exp(ik
√
((x− x0)2 + (y − y0)2 + z2)√
((x− x0)2 + (y − y0)2 + z2)
dx0 dy0. (4.22)
4.2.2 Difraccio´n de Fresnel
La distancia entre un punto de la abertura (x0, y0, 0) y el punto de observacio´n P (x, y, z) es
r =
√
(x− x0)2 + (y − y0)2 + z2 = z
√
1 +
(x− x0)2
z2
+
(y − y0)2
z2
. (4.23)
Si se veriﬁca que (x−x0)2+(y−y0)2  z2, se puede aproximar r por z en el denominador. Sin embargo,
el te´rmino de la exponencial compleja presente en la integral var´ıa muy ra´pidamente (debido al factor
2π/λ), y por lo tanto un pequen˜o error en la evaluacio´n de r, puede suponer un error muy grande en la
estimacio´n del a´ngulo. Para simpliﬁcar correctamente la expresio´n del interior de la integral de difraccio´n,
desarrollamos r en serie de Taylor,
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r = z
√
1 +
(x− x0)2
z2
+
(y − y0)2
z2
≈ z
[
1 +
(x− x0)2
2z2
+
(y − y0)2
2z2
]
. (4.24)
Esto equivale a aproximar una superﬁcie esfe´rica por una superﬁcie parabo´lica. La fo´rmula de difraccio´n
toma ahora la forma siguiente (fo´rmula de difraccio´n de Fresnel):
U(x, y, z) =
exp(ikz)
iλz
∫
Σ
U(x0, y0, 0) exp(
ik
2z
((x− x0)2 + (y − y0)2))dx0 dy0. (4.25)
Los l´ımites de integracio´n corresponden a abertura Σ. Puesto que el campo ele´ctrico es cero a fuera de
la abertura, podemos extender los l´ımites de integracio´n de −∞ a +∞, haciendo que
ψ(x, y) = U(x, y, 0)G(x, y), (4.26)
donde G(x, y) es la funcio´n que describe la geometr´ıa de Σ.
4.2.3 Difraccio´n de Fraunhofer
Tomemos la fo´rmula de difraccio´n de Fresnel:
U(x, y, z) =
exp(ikz)
iλz
∫ ∞
−∞
ψ(x0, y0) exp(
ik
2z
((x− x0)2 + (y − y0)2))dx0 dy0. (4.27)
Desarrollando los binomios ((x− x0)2 + (y − y0)2),
U(x, y, z) =
eikz
iλz
exp(
ik
2z
(x2 + y2))
∫ ∞
−∞
ψ(x0, y0)e
ik
2z (x
2
0+y
2
0)e−
ik
z (xx0+yy0)dx0 dy0 =
=
eikz
iλz
exp(
ik
2z
(x2 + y2))
∫ ∞
−∞
ψ(x0, y0)e
ik
2z (x
2
0+y
2
0)e−2πy(
x
λz x0+
i
λz y0)dx0 dy0.
(4.28)
Cuando la distancia de observacio´n z es muy grande, la exponencial exp( ik2z (x
2
0 + y
2
0)) en el interior de
la integral tiende a la unidad. Es necesario tener en cuenta que las dimensiones de la abertura Σ sera´n
pequen˜as en comparacio´n con z, aunque esto no es necesario que se veriﬁque en el plano de observacio´n.
Por esta razo´n el te´rmino exponencial cuadra´tico de fuera de la integral no desaparece. Cuando se veriﬁcan
estas condiciones, decimos que trabajamos en condiciones de difraccio´n de Fraunhofer. La integral de
difraccio´n se escribe ahora
U(x, y, z) =
eikz
iλz
e
ik
2z (x
2+y2)
∫ ∞
−∞
ψ(x0, y0) exp(−2πi( x
λz
x0 +
y
λz
y0))dx0 dy0 =
=
eikz
iλz
exp(
ik
2z
(x2 + y2))T Fλz[ψ(x0, y0)], (4.29)
donde T F representa el operador transformada de Fourier. La intensidad que captar´ıa un detector en
estas condiciones es
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I(x, y, z) ∝ |T Fλz[ψ(x0, y0)]|2. (4.30)
Es decir, en condiciones de difraccio´n de Fraunhofer, la distribucio´n de intensidad es proporcional a la
transformada de Fourier a escala λz del campo ele´ctrico en el plano que contiene la abertura.
4.3 Estudio de casos particulares en aproximacio´n de Fraun-
hofer
4.3.1 Onda plana a trave´s de un objeto rectangular
Para calcular la difraccio´n de Fraunhofer de un objeto utilizaremos la siguiente ecuacio´n:
U(x, y, z) =
eikz
iλz
e
ik
2z (x
2+y2)T Fλz[ψ(x0, y0)]. (4.31)
Supongamos que el objeto es iluminado por una onda plana Aeikz. En z = 0, la onda plana es A.
Escribiremos la transformada de Fourier de una funcio´n f(x, y) como F (u, v), donde (u, v) son las fre-
cuencias espaciales. Es necesario recordar que la Transformada de Fourier de una abertura rectangular
de dimensiones lx × ly vale
T F
[
rect(
x
lx
)rect(
y
ly
)
]
= lxlysinc(lxu)sinc(lyv); (4.32)
y por lo tanto, el campo ele´ctrico escalar a distancia z mucho mayor que lx o ly se escribe
U(x, y, z) = A
eikz
iλz
e
ik
2z (x
2+y2)T Fλz[rect( x
lx
)rect(
y
ly
)] =
= A
eikz
iλz
lxlye
ik
2z (x
2+y2)sinc(
lxx
λz
)sinc(
lyy
λz
), (4.33)
donde se han sustituido las variables (u,v) por xλz y
y
λz . La intensidad grabada por un detector sera´ el
mo´dulo al cuadrado de la expresio´n anterior,
I(x, y, z) = A2
l2xl
2
y
λ2z2
sinc2(
lxx
λz
)sinc2(
lyy
λz
). (4.34)
4.3.2 Onda plana a trave´s de un objeto circular
La fo´rmula para calcular la difraccio´n de Fraunhofer se puede escribir en coordenadas polares cuando el
objeto tiene simetr´ıa circular, ψ(r, θ) = ψ(r):
U(x, y, z) =
eikz
iλz
e
ik
2z r
2T Fλz[ψ(r0)]. (4.35)
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Figura 4.4: Difraccio´n de Fraunhofer de un recta´ngulo cuyo lado vertical es menor que el horizontal
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Figura 4.5: Perﬁl de la funcio´n que describe la intensidad de la difraccio´n de Fraunhofer de un recta´ngulo
La transformada de Fourier de una funcio´n con simetr´ıa circular es
∫ ∞
−∞
f(x, y)e−2πi(xu+yv) dx dy =
∫ 2π
0
dθ
∫ ∞
0
f(r0)e−2πirr0 cos(θ0−θ)r0dr0 = F (r, θ). (4.36)
Se ha aplicado el cambio x = r0 cos θ0, y = r0 sin θ0 y u = r cos θ, v = r sin θ. Utilizando la igualdad,
J0(a) =
1
2π
∫ 2π
0
e−ia cos(θ−φ)dθ (4.37)
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se obtiene que
F (r) = 2π
∫ ∞
0
f(r0)J0(2πrr0)r0 dr0 (4.38)
Para calcular la difraccio´n de Fraunhofer cuando una onda plana Aeikz atraviesa una abertura circular
de radio R, circ( rR ) en z = 0, tenemos que calcular la integral anterior (f(r0) = 1 entre 0 i R). Aplicando
ahora la relacio´n
R
a
J1(aR) =
∫ R
0
J0(ar)r dr, (4.39)
se puede demostrar que
T F
[
circ(
r0
R
)
]
= R
J1(2πRr)
r
; (4.40)
y, por lo tanto, el campo ele´ctrico escalar vale
U(x, y, z) = A
eikz
iλz
e
ik
2z (x
2+y2)T Fλz[circ(r0
R
)] =
A
eikz
iλz
Re
ik
2z (r
2) J1(
2πRr
λz )
r
λz
= −iAReikze ik2z (r2) J1(
2πRr
λz )
r
, (4.41)
mientras que la intensidad,
I(r) = A2
R2
r2
J21 (
2πRr
λz
). (4.42)
Se conoce como el radio del disco de Airy al radio del primero mı´nimo de la funcio´n anterior. La funcio´n
J1(πx)
πx se anula en x = 1.22 y, por lo tanto
rA = 1.22
λz
2R
. (4.43)
4.3.3 Onda plana a trave´s de una estructura perio´dica unidimensional
Sea un objeto de transmitancia f(x, y) repetido perio´dicamente N veces, con periodo P . La funcio´n
matema´tica que modeliza este objeto se escribe
ψ(x, y) =
N−1∑
m=0
f(x−mP ). (4.44)
La transformada de Fourier a escala λz de la expresio´n anterior es
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Figura 4.6: Difraccio´n de Fraunhofer de un c´ırculo
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Figura 4.7: Perﬁl de la funcio´n que describe la intensidad de la difraccio´n de Fraunhofer de un c´ırculo. El primer
cero de la funcio´n esta´ en r=1.22
TFλz[ψ(x0, y0)] = F (
x
λz
,
y
λz
)
(
1 + exp(−2πixP
λz
) + exp(−2πix(2P )
λz
) + . . . exp(−2πix(n− 1)P
λz
)
)
;
(4.45)
y por lo tanto, cuando una onda plana atraviesa este objeto, el campo ele´ctrico escalar es
U(x, y, z) = A
eikz
iλz
e
ik
2z (x
2+y2)F (
x
λz
,
y
λz
)
N−1∑
m=0
exp(−2πixmP
λz
). (4.46)
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Figura 4.8: Perﬁl de la funcio´n que describe la intensidad de las interferencias para N=4
Los te´rminos de la suma de la ecuacio´n anterior siguen una progresio´n geome´trica cuya razo´n es r =
exp(− 2πixmPλz ). Puesto que se veriﬁca
1 + r + r2 + r3 + . . . + rN−1 =
1− rN
1− r , (4.47)
entonces,
U(x, y, z) = A
eikz
iλz
e
ik
2z (x
2+y2)F (
x
λz
,
y
λz
)
1− exp(− 2πix(N−1)Pλz )
1− exp(− 2πixPλz )
. (4.48)
Puede comprobarse que
∣∣∣∣∣1− exp(−
2πix(N−1)P
λz )
1− exp(− 2πixPλz )
∣∣∣∣∣
2
=
sin2(πNPx/λz)
sin2(πPx/λz)
; (4.49)
y por tanto, la intensidad se escribe como
I(x, y, z) ∝ A2
∣∣∣∣F ( xλz , yλz ) sin
2(πNPx/λz)
sin2(πPx/λz)
∣∣∣∣ . (4.50)
Algunos comentarios adicionales:
• La expresio´n de la intensidad nos indica que la distribucio´n de luz que detectaremos es el producto
de la difraccio´n del objeto por un te´rmino interferencial.
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• El numerador del te´rmino de interferencial se anula cuando se veriﬁca que NPx = nλz donde n es
un natural. Por tanto, cuando x = nλz/NP , la intensidad se anula (pasa por un mı´nimo). Entre
dos mı´nimos tenemos un ma´ximo secundario (ve´ase la ﬁgura 4.8).
• El denominador del te´rmino de interferencial se anula cuando se veriﬁca que Px = nλz donde n es
un natural. Es fa´cil comprobar que en estos puntos donde el denominador se anula, tambie´n lo hace
el numerador. Deshaciendo la indeterminacio´n puede comprobarse que el te´rmino interferencial
vale N2 (ma´ximo principal) (ve´ase la ﬁgura 4.8).
• Si el nu´mero de franjas es N, entre dos ma´ximos principales tenemos N − 1 mı´nimos y N − 2
ma´ximos secundarios.
• Si N = 2, el te´rmino interferencial se escribe
I(x, y, z) ∝ 4 cos2(πPx
λz
), (4.51)
que corresponde a la intensidad de las interferencias generadas por dos fuentes puntuales de luz
(experimento de Young).
• Por ejemplo, la intensidad de la difraccio´n de Fraunhofer que generan dos objetos cuadrados de
lado l separados una distancia P se escribe
I(x, y, z) ∝ 4A2sinc2( lx
λz
)sinc2(
ly
λz
) cos2(
πPx
λz
). (4.52)
