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Resumen
En este trabajo hemos estudiado los efectos de la interacción electrón-electrón
y campos magnéticos en gases cuasi-bidimensionales de electrones (q2DEGs). Para
estos sistemas, con un campo magnético aplicado en la dirección de cuantización,
se estudiaron los efectos de las interacciones electrónicas en el régimen del efecto
Hall cuántico entero. En una primera etapa, se usó la aproximación de Hartree-Fock
variacional para estudiar los posibles cruces de niveles de Landau en un sistema
de tres láminas semiconductoras acopladas. A partir de este estudio se determinó
en que situaciones los niveles de Landau se ¨anti-cruzan¨ (estados ¨easy-axis¨) o se
mezclan (estados ¨easy-plane¨), al coincidir sus energías con el potencial químico
µ. Se demuestra que este comportamiento es una consecuencia de la competencia
entre las interacciones de Hartree e intercambio.
Para el estudio de los q2DEGs dentro del marco de la teoría de funcional den-
sidad (DFT), se desarrolló el formalismo de intercambio exacto para estos sistemas
con campo magnético aplicado. Se obtuvo un funcional para la energía de inter-
cambio que se minimiza de manera no analítica en los valores enteros del factor de
llenado ν. Se encontró una solución analítica para el potencial de intercambio exacto
en el régimen de una subbanda ocupada. Este potencial presenta discontinuidades
en los valores entero de ν, que pueden ser inducidas incluso a densidad constante,
variando el campo magnético. Estos funcionales de intercambio exacto presentan
notables diferencias con los correspondientes en la aproximación de densidad local.
Por último, dentro de la DFT, utilizando el esquema de Kohn-Sham (KS) y res-
puesta lineal se calculó la resistividad longitudinal ρxx para dos sistemas de interés
desde el punto de vista experimental. Se evidenció en los cálculos la importancia de
las interacciones, principalmente en las regiones donde se cruzan varios niveles de
Landau. Los resultados obtenidos son bastante cercanos a los experimentos.
Palabras clave: EFECTO HALL CUÁNTICO, TEORÍA DE FUNCIONAL DENSI-
DAD, INTERCAMBIO EXACTO, POZOS CUÁNTICOS.
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Abstract
In this work we have studied the effects of electron-electron interaction and mag-
netic fields in quasi-two-dimensional electron gases (q2DEGs). For these systems
with an applied perpendicular magnetic field, the effects of electronic interactions
on the integer quantum Hall effect regime were studied. In a first stage, a varia-
tional Hartree-Fock approximation was used to study the possible crossings of Lan-
dau levels in a system of three coupled semiconductor layers. We has determined
in which situations the Landau levels present a "anti-crossing" behavior (easy-axis
states) or they are mixed (easy-plane states), when their energies coincide with the
chemical potential µ. It is shown that this behavior is a consequence of the competi-
tion between Hartree and exchange interactions.
For the study of q2DEGs within the framework of the density functional the-
ory (DFT), the exact exchange formalism was developed for these systems with an
applied magnetic field. A functional for the exchange energy was obtained that is
minimized non-analytically at the integer values of the filling factor ν. We found
an analytical solution for the exact exchange potential in the one occupied subband
regime. This potential has discontinuities at the integer values of ν, which can be
induced even at constant density, varying the magnetic field. These exact exchange
functionals show notable differences with the corresponding ones in the local den-
sity approximation.
Finally, within the DFT framework, using the Kohn-Sham (KS) scheme and linear
response, the longitudinal resistivity ρxx was calculated for two systems of interest
from the experimental point of view. The importance of interactions was evidenced
in the calculations, mainly in the regions where several Landau levels cross. The
results obtained are quite close to the experiments.
Keywords: QUANTUM HALL EFECT, DENSITY FUNCTIONAL THEORY, EXACT
EXCHANGE, QUANTUM WELLS.
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Capítulo 1
Introducción general
1.1. Introducción
Las extraordinarias propiedades de los dispositivos electrónicos modernos y los
nuevos materiales son a menudo una consecuencia del comportamiento complejo
del gran números de electrones que forman lo que se conoce como gas de electro-
nes. La determinación del estado fundamental del gas de electrones interactuantes
es uno de los problemas más interesantes y desafiantes dentro de la física de la ma-
teria condensada. En este trabajo estudiaremos el estado fundamental de los gases
de electrones cuasi-bidimensionales (q2DEG) cuando se les aplica un campo mag-
nético en la dirección de confinamiento. Bajo estas condiciones el sistema entra en el
régimen conocido como efecto Hall cuántico (QHE).
El efecto Hall cuántico se manifiesta en gases cuasi-bidimensionales de electro-
nes con movilidades relativamente altas [1], a los que se le aplican campos magné-
ticos fuertes (B ∼ (1, 10)T ). La inclusión de un campo magnético perpendicular al
q2DEG cuantifica la componente de energía cinética en el plano, formando los nive-
les de Landau (LL). La degeneración de cada nivel de Landau se escribe usualmente
como Nφ = AB/Φ0, donde A es el área del sistema y Φ0 = ch/e es el cuanto de flujo
magnético. El parámetro más utilizado para caracterizar estos sistemas es el factor
de llenado
ν = N/Nφ, (1.1)
donde N es número total de electrones. Es decir, cuando los niveles de Landau es-
tán suficientemente separados, ν es una medida del número de LLs ocupados.1 A
valores enteros de ν, el potencial químico queda en la brecha de energía (gap) entre
dos niveles de Landau y el sistema presenta un comportamiento no trivial, con una
1Como veremos más adelante, esta imagen se modifica cuando tenemos varios niveles con ener-
gías cercanas al potencial químico.
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Figura 1.1: Resistencia longitudinal Rxx y resistencia transversal o de Hall RH = Rxy como
función del campo magnético para una heteroestructura de GaAs/AlxGa1−xAs a T = 0.5K. La
resistividad y la resistencia están relacionados por Rxx = ρxxLx/Ly y Rxy = ρxy. Note que en
muestras cuadradas la resistividad y la resistencia coinciden. Figura tomada de la referencia [3].
resistividad longitudinal ρxx igual a cero y una resistividad de Hall ρxy cuantificada.
Éstas son las características principales del efecto Hall cuántico entero (IQHE), ob-
servado por primera vez por Klitzing, Dorda y Pepper in 1980 [2]. Este régimen se
caracteriza mediante mediciones de magnetotransporte con cuatro terminales (ver
Fig. 1.1) . En estas mediciones se observa que ρxy presenta plateaus en múltiplos
enteros de h
e2
(una constante universal), es decir, ρxy = 1ν
h
e2
, siendo ν el factor de
llenado definido anteriormente. Por otra parte, la resistencia ρxx presenta oscilacio-
nes, conocidas como oscilaciones de Shubnikov-de Haas, con máximos de ρxx en las
transiciones entre plateaus de ρxy.
La alta precisión obtenida (mejor que una parte en 108) en los plateaus fue inespe-
rada. Los resultados no dependían de las características particulares de las muestras
como dimensiones, bordes e imperfecciones del material como impurezas. Son tan
robustas y precisas las mediciones de la resistencia de Hall que desde el 1ro enero
de 1990 se convirtió en el estándar para la determinación de la resistencia eléctrica
[4].
A campos magnéticos aún más altos, el aumento en la degeneración de los ni-
veles de Landau lleva a factores de llenado menores que uno y el q2DEG entra en
el régimen del efecto Hall cuántico fraccionario, con una fenomenología similar al
IQHE, pero a determinados valores fraccionarios del factor de llenado [5].
Muchos experimentos en el IQHE [6–16] se pueden explicar normalmente por
modelos no interactuantes que capturan la física de los niveles de Landau llenos
en términos de un factor giromagnético efectivo g [6], más una descripción feno-
menológica de los estados localizados inducidos por el desorden [17]. Si bien esto
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es correcto en muchas situaciones, en esta tesis demostraremos que existen situa-
ciones particularmente relevantes en el cruce entre dos niveles de Landau, donde
los efectos de la interacción electrón-electrón son relevantes. Para el estudio de la
interacción electrón-electrón tenemos como objetivo extender el formalismo de la
teoría de la funcional densidad en la aproximación de intercambio exacto a sistemas en el
régimen del IQHE.
La Teoría de la Funcional Densidad (DFT) es una de las herramientas compu-
tacionales más utilizadas para el estudio teórico de sistemas interactuantes no ho-
mogéneos, como átomos, moléculas y sólidos [18–20]. La idea fundamental para
construcción de la teoría de la funcional densidad, introducida en 1964 por Hohen-
berg y Kohn [21], es escribir el estado del sistema cuántico en términos de la den-
sidad electrónica, en lugar de usar la función de onda del sistema interactuante.
Hohenberg y Kohn demostraron que la energía del estado fundamental de un siste-
ma cuántico se puede determinar minimizando la energía como una funcional de la
densidad. Una característica interesante de esta funcional es que es universal, en el
sentido de que es la misma para todos los sistemas de N electrones con interacción
de Coulomb.
El esquema de minimización es propuesto en 1965 por Kohn y Sham [22], donde
sugieren un método para obtener la densidad del estado fundamental de un sistema
de muchos cuerpos a través de unas ecuaciones efectivas, conocidas en la actualidad
como ecuaciones de Kohn-Sham (KS). La principal ventaja que ofrece este esquema es
su bajo costo computacional, que crece como una potencia del número de electrones
en el sistema, mientras que la solución de la ecuación de Schrödinger para el sistema
de N electrones tiene un costo que crece exponencialmente con N.
En la implementación de KS, al sistema interactuante real se le hace corresponder
un sistema no interactuante auxiliar, con la misma densidad que el sistema interac-
tuante, donde todas las interacciones están incluidas en un potencial efectivo de una
partícula VKS(r). El ingrediente crucial de este potencial es su contribución de inter-
cambio y correlación, que es obtenido a partir de la funcional energía de intercambio
y correlaciónExc[ρ(r)], donde ρ(r) es la densidad electrónica. Si bien se suele afirmar
que Exc no se conoce, esto no es completamente correcto: Exc se puede dividir en sus
contribuciones de intercambio (Ex) y correlación (Ec), donde solo esta última con-
tribución es la que realmente se desconoce. A partir de la expresión de Fock para
la energía Ex se puede obtener el potencial local de intercambio exacto (EE) corres-
pondiente, que se utilizará en las ecuaciones efectivas de una sola partícula [23, 24].
A lo largo de los años, se han logrado muchas ventajas con el formalismo de EE.
Por citar solo algunas: correcto comportamiento asintótico de VKS(r) para átomos
y moléculas [23] y para superficies sólidas [25], la cancelación completa del error
de autointeracción entre la energía de Hartree y las aproximaciones convencionales
4 Introducción general
para la energía de intercambio [24] y la mejora significativa de las estimaciones de
la brecha de energía de semiconductores [26].
El método EE también proporciona una solución natural al problema de los siste-
mas electrónicos de dimensionalidad reducida. A diferencia de las funcionales habi-
tuales basadas en aproximaciones de densidad local, en el esquema de EE Ex es una
funcional explícita de los orbitales KS, por lo que la dimensionalidad del sistema se
incluye de forma automática y rigurosa. Un buen ejemplo de esto es la gran mejora
conseguida en el cálculo de los efectos de muchos cuerpos sobre las propiedades
electrónicas de los q2DEG, usando el formalismo de EE [27, 28].
Posibles generalizaciones del formalismo de la DFT a campos magnéticos gran-
des en el régimen del efecto Hall cuántico fraccionario han sido propuestas por Fer-
coni, Geller y Vignale[29] y por Heinonen, Lubin y Johnson[30]. En ambos casos,
propusieron una funcional ad-hoc Exc(ν) con discontinuidades en las derivadas (res-
pecto a ν) para los principales valores de ν. Sin embargo, aplicaciones de la DFT en
el régimen del efecto Hall cuántico entero han sido mucho menos consideradas, y
reducidas a la aproximación de densidad local [31, 32] o a casos límites [33, 34].
En esta tesis haremos un estudio de los efectos de la interacción electrón-electrón
en gases cuasi-bidimensionales de electrones. En una primera etapa estudiaremos el
estado fundamental sobre un modelo simplificado para estos sistemas en la aproxi-
mación de Hartree-Fock variacional. Más adelante realizaremos una extensión del
formalismo de intercambio exacto a sistemas q2DEG con un campo magnético apli-
cado. Dentro de este formalismo, estudiaremos las interesantes propiedades de las
funcionales energía de intercambio y simularemos mediciones de resistividad eléc-
trica.
1.2. Organización de la tesis
Esta tesis contiene ocho Capítulos (incluyendo la Introducción). En los Capítulos
2 y 3 hacemos una presentación teórica general de los dos principales ejes de la tesis:
efecto Hall cuántico (Capítulo 2) y Teoría de la funcional densidad (Capítulo 3). En
el Capítulo 4 obtenemos las principales ecuaciones que definen el potencial de inter-
cambio exacto en q2DEGs con campo magnético aplicado. En el Capítulo 5, usando
el método de Hartree-Fock variacional, hacemos un estudio del estado fundamental
para un sistema de tres gases de electrones acoplados a campo magnético cero. En
el Capítulo 6, agregamos un campo magnético sobre el sistema estudiado en el Ca-
pítulo 5 y hacemos un estudio del estado fundamental del sistema en las situaciones
donde se cruzan dos niveles de Landau, en el régimen del efecto Hall cuántico ente-
ro. En el Capítulo 7 estudiamos las propiedades de la funcional energía y potencial
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de intercambio exacto para sistemas con solo una sub-banda ocupada. Finalmente,
en el Capítulo 8 estudiamos los efectos de la interacción electrón-electrón sobre la
resistividad longitudinal ρxx, tanto en la aproximación de densidad local como en la
de intercambio exacto.

Capítulo 2
Gases de electrones y el efecto Hall
cuántico
2.1. Introducción a los q2DEG
Para el estudio experimental del efecto Hall cuántico se necesitan sistemas de
electrones aproximadamente bidimesionales. Éste es el caso de los gases cuasi-bi-
dimensionales de electrones (q2DEG), donde los electrones pueden moverse libre-
mente en dos dimensiones, mientras se encuentran confinados en la tercera [35, 36].
Estas capas de electrones han sido creadas en muchos sistemas, por ejemplo, en
transistores de efecto de campo metal-óxido-semiconductor (MOSFET) y en hete-
rojunturas semiconductoras. Uno de los sistemas más utilizados para la formación
de estos q2DEG son las heteroestructuras semiconductoras deGaAs/AlxGa1−xAs ya
que las constantes de red del GaAs y el AlxGa1−xAs son muy parecidas y la inter-
faz queda esencialmente libre de desorden. Por otra parte, los portadores de carga
(electrones de conducción) en estos sistemas están espacialmente separados de las
impurezas ionizadas a través el dopaje modulado; lo que lleva a movilidades de los
portadores altas [1, 35]. El estudio teórico de estos sistemas lo haremos en el marco
de la aproximación de la masa efectiva [35]. En esta aproximación, la dinámica de
los electrones en el sólido se aproxima por la dinámica de electrones libres con una
masa renormalizada por la curvatura de la relación de dispersión del fondo de la
banda de conducción del semiconductor. Teniendo esto en cuenta, podemos escri-
bir el espectro de energía de los electrones en estos q2DEG en ausencia de campo
magnético, de la forma
Ei (k) =εi +
~2|k|2
2m∗
, (2.1)
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donde m∗ es la masa efectiva de los electrones (por ejemplo, para el GaAs m∗ =
0.067m0, m0 es masa del electrón libre), k = (kx, ky) es el vector de onda en el plano
xy y εi es la energía de la sub-banda (i = 1, 2, 3, ...). Por su parte, la función de onda
en el plano tiene forma de ondas planas
φ(x, y) =
eik·ρ√
A
, (2.2)
donde A es el área del sistema y ρ = (x, y) es la coordenada en el plano. Si con-
sideramos que el área A = Lx × Ly es macroscópica e imponemos condiciones de
contorno periódicas, los valores permitidos para k son de la forma k = ( 2pi
Lx
nx,
2pi
Ly
ny),
con nx, ny enteros, por lo que el área ¨ocupada¨ en el espacio k por un estado es 4pi
2
A
.
Entonces el número de estados con energía E (considerando el espín) es
NT (E) =
m∗A
pi~2
∑
i
(E − εi), (2.3)
de donde obtenemos que la densidad de estados (DOS) es de la forma
g(E) =
dNT (E)
dE
=
m∗A
pi~2
∑
i
θ(E − εi), (2.4)
donde θ(x) es la función escalón de Heaviside. Es decir, la densidad de estados es
constante para todos los valores de energía distintos a las energías de sub-banda,
donde presenta un salto. Un dibujo esquemático de la dependencia de la densidad
de estados con la energía en ausencia de campo magnético se muestra en la Fig.
2.1(a).
En muchas ocasiones, principalmente para simplificar los modelos, se considera
que la región de confinamiento es infinitesimal, de forma tal que tenemos un gas de
electrones 2D estricto (2DEG). En este límite, las energías εi se tornan infinitamente
grandes, y todos los electrones se ubican en el nivel fundamental ε1 (régimen de una
sub-banda).
2.2. Estados de un electrón en un campo magnético per-
pendicular al quasi-2DEG
A partir de aquí estudiaremos cómo se modifican los estados del q2DEG con la
aplicación de un campo magnético perpendicular en la dirección z. Para ello, con-
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Figura 2.1: Densidad de estados para el q2DEG: (a) Campo cero, (b) campo magnético aplicado
y (c) campo magnético aplicado considerando impurezas. (d) Dibujo esquemático de la hipótesis
de Prange.
sideremos un sistema semiconductor cuasi-bidimensional de electrones en el plano
xy, confinados en la dirección z por un potencial V (z). En el plano xy considerare-
mos que el sistema es infinito y tiene simetría de traslación, es decir, potencial cons-
tante y sin impurezas ni defectos. Si aplicamos un campo magnético B = Bzˆ en la
dirección z, el hamiltoniano no interactuante para los electrones puede ser escrito
como
Hˆ =
(pˆ− e
c
A)2
2m∗
+ V (z) +
1
2
gµBB · σ, (2.5)
donde p es el operador momento lineal, A es el potencial vector correspondien-
te al campo magnético B = ∇ × A, m∗ es la masa efectiva de los electrones en
el semiconductor, g es el factor giromagnético efectivo (g = −0.44 para el GaAs),
µB es el magnetón de Bohr y σ = (σx, σy, σz) son las matrices de Pauli. Teniendo
en cuenta que nuestro sistema tiene simetría de traslación en el plano xy, la me-
dida (¨gauge¨) más adecuada para la elección del potencial vector es la medida de
Landau, A = (0, Bx, 0), que mantiene la simetría de traslación en la dirección y.
Entonces el hamiltoniano nos queda de la forma
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Hˆ = − ~
2
2m∗
∂2
∂x2
+
1
2m∗
(
−i~ ∂
∂y
+
e
c
Bx
)2
− ~
2
2m∗
∂2
∂z2
+ V (z) +
1
2
gµBB σz. (2.6)
Dado que el hamiltoniano no depende explícitamente de y y no hay términos que
acoplen las componentes x y z, podemos escribir la solución de la ecuación de Schrö-
dinger HˆΨσi,n,ky(x, y, z) = E
σ
i,n,ky
Ψσi,n,ky(x, y, z) como
Ψσi,n,ky(x, y, z) =
eikyy√
Ly
φn,ky(x)λ
σ
i (z), (2.7)
y de esta forma podemos separar el hamiltoniano en dos contribuciones. La primera
para la componente x de la función de onda, de la forma
[
− ~
2
2m∗
∂2
∂x2
+
mω2c
2
(x− x0)2
]
φn,ky(x) =εn,kyφn,ky(x) (2.8)
y la segunda para la componente z
[
− ~
2
2m∗
∂2
∂z2
+ V (z)
]
λσi (z) = ε
σ
i λ
σ
i (z) =
(
Eσi,n,ky − εn,ky −
1
2
gµBBσ
)
λσi (z), (2.9)
donde ωc = eBm∗c es la frecuencia ciclotrónica, x0 = −l2Bky, σ = ±1 describe la com-
ponete en z del espín del electrón (σzΨσi,n,ky = σΨ
σ
i,n,ky
) y lB =
√
c~
eB
es la longitud
magnética. La ecuación para la componente x de la función de onda es la ecuación
de Schrödinger para el oscilador armónico unidimensional, cuya función de onda
se escribe de la forma
φn,ky(x) =
exp
[
−(x−l
2
Bky)
2
2l2B
]
[
√
pi lB 2n (n!)]
1/2
Hn
(
x− l2Bky
lB
)
, (2.10)
donde Hn(x) son los polinomios de Hermite de orden n. Por su parte, las autoener-
gías quedan de la forma
εn,ky ≡ εn = ~ωc
(
n+
1
2
)
. (2.11)
Finalmente vemos que la energía total del electrón se puede escribir como
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Eσi,n,ky ≡ Eσi,n =εσi + ~ωc
(
n+
1
2
)
+
1
2
gµBBσ (2.12)
donde el primer término εσi es la energía de sub-banda, proveniente de los autova-
lores de la ecuación de Schrödinger en z, el segundo es el término orbital, asociado
a los niveles de Landau y el tercero ∆Ez = 12gµBBσ es el término de Zeeman.
El estado representado por la autofunción de la Ec.(2.10) con energía dada por
la Ec.(2.11) es lo que se conoce como nivel de Landau. Podemos ver además que
estos niveles de Landau son degenerados, ya que estados con diferentes valores
de ky en la Ec.(2.10) tienen la misma energía (2.11 ). Para calcular la degeneración,
podemos suponer que la partícula está confinada en el plano xy en una región ma-
croscópica de dimensiones Lx × Ly e imponer condiciones de contorno periódicas
en la dirección y, obteniendo que los posibles valores que puede tomar ky están se-
parados en ∆ky = 2pi/Ly. Si observamos (2.10) vemos que la función de onda en la
dirección x representa estados exponencialmente localizados, con centro en l2Bky y
longitud de localización del orden de lB. Teniendo en cuenta los posibles valores de
ky, obtenemos que la separación entre los centros de localización de los estados es
l2B∆ky = 2pil
2
B/Ly; de donde se obtiene que la cantidad de estados contenidos en la
región de dimensiones Lx × Ly es
Nφ =
LxLy
2pil2B
= A
eB
hc
, (2.13)
donde A = Lx × Ly. Dado que la energía no depende de ky, la densidad de estados
g(ε) para un 2DEG con un campo magnético perpendicular aplicado viene dada por
distribuciones tipo delta de Dirac, centradas en los niveles de Landau Eσi,n,
g(E) =
∑
i,n,σ,ky
δ(E − Eσi,n) = Nφ
∑
i,n,σ
δ(E − Eσi,n), (2.14)
de donde vemos que la aplicación del campo magnético modifica el comportamien-
to constante de la densidad de estados y la convierte en un conjunto de funciones
deltiformes centrados en los niveles de Landau (Fig. 2.1(b)).
2.2.1. Inclusión de impurezas y ensanchamiento
En presencia de impurezas y defectos, se rompe la degeneración de los LLs, por
lo que se ensancha la densidad de estados alrededor de las energías Eσi,n. Esta carac-
terística de la densidad de estados g(E) es esencial para que se manifieste el IQHE.
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Son muchos los trabajos que se han concentrado, tanto teórica como experimental-
mente, en estudiar el comportamiento de la densidad de estados en presencia de
un potencial de desorden [1]. Los principales resultados de estos trabajos se pueden
resumir de la siguiente manera: el ancho de cada nivel de Landau Γ es proporcio-
nal a
√
B. Los estados en los extremos de la densidad de estados están localizados,
mientras que los estados en la región de máximo de g(E) son no-localizados (exten-
didos); estos últimos son los que contribuyen a la conductividad longitudinal σxx y
a la corriente de Hall. A la región de los estados localizados se le conoce como gap
de movilidad (en inglés, mobility gap) y a su frontera con la región de estados exten-
didos se le conoce como borde de movilidad. El problema de determinar la frontera
entre estados localizados y extendidos no está resuelto y actualmente es un tema de
investigación activo. Si bien no hay una forma precisa para la densidad de estados
en presencia de desorden, existen varias propuestas semi-empíricas [35], aunque la
más popular por su cercanía a los resultados numéricos es la siguiente:
g(E) =Nφ
∑
i,n,σ
1√
2pi Γ
exp
[
−(E − E
σ
i,n)
2
2Γ2
]
, (2.15)
donde Γ es una medida del ensanchamiento de la densidad de estados. En esta te-
sis, basados en los resultados de la referencia [31], usaremos la relación Γ = Γ0
√
B,
donde Γ0 es un parámetro libre. En la Fig. 2.1(c) se muestra esquemáticamente como
se modifica la densidad de estados en un q2DEG: primero con la inclusión del cam-
po magnético, se forman funciones deltiformes centradas en los LLs y luego con la
presencia de las impurezas estas funciones se ensanchan.
2.2.2. Cálculo de los coeficientes de magneto-transporte
La cuantización de los plateaus de resistividad (Fig. 1.1) puede ser explicada por
varios modelos, aquí comentaremos las ideas principales. Para más detalles reco-
mendamos ver la referencia [1]. En primer lugar, tenemos el modelo de Laughlin
[37], donde se obtiene la cuantización como una consecuencia de la invariancia de
medida de la ecuación de Schrödinger. Esta invariancia sobrevive en presencia de
impurezas, de forma tal que se preserva la cuantización. Por otra parte, está el mo-
delo de Prange [38], donde los estados localizados no contribuyen directamente a
la corriente. Sin embargo, en la región de los plateaus, los electrones en los estados
extendidos son impulsados por un campo efectivo creado por los electrones locali-
zados. Otros modelos consideran los estados de borde [39, 40], donde los electrones
se mueven por los extremos diferentes de la muestra en sentidos opuestos, de forma
tal que producto de la separación espacial se reduce el apantallamiento entre estos.
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Todas estas descripciones se unifican en el modelo de invariantes topológicos [41],
donde se demuestra que cuando el potencial químico se encuentra en un gap, los
coeficientes de magneto-transporte se pueden escribir como invariantes topológicos
que no dependen de las condiciones de contorno.
Los modelos mencionados anteriormente ofrecen una buena descripción de la
resistividad de Hall ρxy, pero no explican completamente la transición entre los pla-
teaus de ρxy y los máximos en ρxx correspondientes. En la referencia [42] proponen
un modelo fenomenológico para obtener los coeficientes de magneto-transporte. En
la misma, para calcular las componentes del tensor de conductividad σxx y σxy, uti-
lizan las expresiones derivadas por Ando a través del formalismo de Kubo [43]. En
lugar de la densidad de estados g(E), utilizan una densidad de estados gext(E), que
considera los estados extendidos a través del modelo de Prange:
gext(E) =Nφ
1√
2pi Γext
exp
[
−(E − E
σ
i,n)
2
2Γ2ext
]
, (2.16)
donde Γext < Γ, es el ancho efectivo de la región de estados extendidos. Esta dis-
tribución de estados extendidos se puede entender como una distribución efectiva,
donde los estados extendidos tienen las velocidades incrementadas producto del
campo efectivo de los electrones localizados.
Teniendo en cuenta lo mencionado anteriormente, se obtiene [42]
σxx =
e2pi2l4BΓ
2
ext
~
∑
i,n,σ
(
n+
1
2
)∫
dE
(
−dfFD(E)
dE
)
[gext(E)]
2 , (2.17)
σxy =
e
B
∑
i,n,σ
∫
fFD(E)gext(E)dE =
e
B
next, (2.18)
donde next puede interpretarse como la densidad efectiva de electrones que contri-
buyen a la conductividad. fFD(E) = [1 + e(E−µ)/(kBT )]−1 es la distribución de Fermi-
Dirac y µ es el potencial químico. La presencia del término −dfFD(E)
dE
en la Ec.(2.17)
indica que la conductividad longitudinal σxx depende principalmente de los esta-
dos cercanos al potencial químico µ, mostrando valores distintos de cero solo para
valores de µ cercanos a la zona de los estados extendidos. A temperaturas bajas
(T  1) −dfFD(E)/dE ' δ(E − µ), de modo que la resistividad longitudinal depen-
de solamente de los estados en el potencial químico, σxx ∼ [gext(µ)]2. Por su parte,
el término σxy depende de todos los estados extendidos por debajo de µ, es decir,
σxy ¨cuenta¨ el número de estados extendidos ocupados, lo que explica el compor-
tamiento de los plateaus. Estas dos últimas expresiones describen bastante bien el
comportamiento de los plateaus en la componente transversal de la conductividad
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y las oscilaciones en la componente longitudinal.
Para calcular la resistividad podemos usar la relación entre los tensores de con-
ductividad y resistividad ρˆ = σˆ−1, obteniendo
ρˆ =
1
σ2xx + σ
2
xy
(
σxx −σxy
σxy σxx
)
. (2.19)
En la ecuación anterior se puede notar una característica interesante del efecto Hall
cuántico: siempre que σxy 6= 0, la conductividad σxx y la resistividad ρxx se anulan
al mismo tiempo. En muchas ocasiones diremos que se ¨destruye¨ el IQHE cuando
se cruzan dos niveles de Landau, con esto nos referimos a que la conductividad
longitudinal deja de ser cero producto de que el potencial químico deja de estar en
un gap de movilidad. Es decir, cuando el factor de llenado ν es entero podemos usar la
resistividad (conductividad) longitudinal ρxx (σxx) para identificar los cruces entre
niveles de Landau. Esta idea será tratada con más detalle en el Capítulo 8.
Cabe aclarar que en los cálculos numéricos desarrollados en esta tesis usamos
dos densidades de estados: en los cálculos de la estructura electrónica y potencial
químico usamos g() con ancho Γ dada por la Ec.(2.15), mientras que para los cálcu-
los de transporte usamos gext() con ancho Γext dada por la Ec.(2.16). De esta manera
logramos que se cumpla la hipótesis de Prange usando valores de ensanchamiento
para la DOS tales que Γext < Γ (Fig. 2.1(d)).
Capítulo 3
Teoría de la funcional densidad
En este Capítulo presentaremos de manera simple (y no rigurosa) las principales
ideas y teoremas de la DFT, no necesariamente siguiendo el orden cronológico. Para
más detalles, puede consultar el libro de Parr y Yang [18] o el libro de Dreizler y
Gross [44]. Para un recorrido rápido, pero a la vez amplio de la DFT, más enfocado
en los gases de electrones, recomendamos el libro de Giuliani y Vignale [45].
3.1. Principio variacional para la densidad
Consideremos un sistema con N electrones, que se mueven bajo la influencia
de un potencial externo V (r) y la interacción de Coulomb repulsiva entre ellos. El
hamiltoniano correspondiente tiene la forma
Hˆ =Tˆ + Uˆ + Vˆ , (3.1)
donde Tˆ y Uˆ representan a la energía cinética y la interacción de Coulomb respecti-
vamente, Vˆ representa a la energía potencial asociada a determinado potencial local
externo V (r), que contiene la interacción de los electrones con los núcleos.1 La ener-
gía potencial puede ser escrita como
Vˆ =
∫
V (r)ρˆ(r)d3r, (3.2)
donde ρˆ(r) =
∑N
i=1 δ(r − rˆi) es el operador densidad.
Un paso crucial en la construcción de la DFT es transformar el principio varia-
cional de Rayleigth-Ritz para la función de onda en un principio variacional para la
1Para esto se hace uso de la aproximación de Born-Oppenheimer [46], donde se considera que la
dinámica de los electrones es mucho más rápida que la de los núcleos.
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densidad. A continuación mostraremos la manera más elegante de hacer esta trans-
formación, propuesta por Levy [47, 48].
El principio variacional de Rayleigth-Ritz plantea que podemos encontrar la
energía del estado fundamental a partir de la minimización del valor esperado del
hamiltoniano respecto a la función de onda:
E = mı´n
ψ
〈ψ| Hˆ |ψ〉 , (3.3)
donde la función de onda ψ debe ser antisimétrica ante el intercambio de dos elec-
trones. En un primer paso fijamos una densidad ρ(r) (tal que
∫
ρ(r)d3r = N ) y
minimizamos (3.3) sobre el subconjunto de funciones de onda que producen esta
densidad. De aquí obtenemos un mínimo condicionado
Ev[ρ] = mı´n
ψ→ρ(r)
〈ψ| Hˆ |ψ〉
= F [ρ] +
∫
V (r)ρ(r)d3r, (3.4)
donde hemos definido
F [ρ] = mı´n
ψ→ρ(r)
〈ψ| Tˆ + Uˆ |ψ〉 . (3.5)
El segundo paso es minimizar Ev[ρ] respecto a la densidad. Esto nos lleva al
principio variacional para la densidad
E = mı´n
ρ(r)
{
F [ρ] +
∫
V (r)ρ(r)d3r
}
. (3.6)
Mirando hacia atrás vemos que toda la complejidad del principio variacional origi-
nal queda incluida en la definición de la funcional F [ρ] (Ec.(3.5)). Esta funcional es
universal, ya que representa una propiedad intrínseca del sistema interactuante, es
el mismo para todos los sistemas de electrones que interactúen coulombianamente,
independiente de cual sea el potencial externo V (r). El esquema de minimización
presentado en la Ec.(3.6) se puede escribir como
δEv[ρ]
δρ(r)
=0. (3.7)
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Es decir, la densidad del estado fundamental que minimiza la energía debe satisfacer
la ecuación
δF [ρ]
δρ(r)
=− V (r). (3.8)
En caso que la Ec.(3.8) tenga más de una solución, nos quedamos con la de menor
energía.
En este punto es conveniente dejar claras algunas cosas. En primer lugar, de la
definición de la funcional F [ρ] (3.5) se ve que éste es muy difícil (o imposible) de
calcular: no en vano el estudio riguroso de las propiedades matemáticas de F [ρ] es
en la actualidad un área de investigación activa. En segundo lugar, note que hasta
este punto la funcional F [ρ] solo está definida para densidades tales que
∫
ρ(r)d3r =
N , donde N es entero. Es decir en (3.8) sólo podemos considerar variaciones de la
densidad que no cambien N , tales que
∫
δρ(r)d3r = 0.
3.2. Teorema de Hohenberg-Kohn
Se dice que una densidad electrónica ρ(r) es V-representable si puede ocurrir en
el estado fundamental de Hˆ con un potencial local apropiado V (r). En esta sección
demostraremos que este potencial es único.
La idea que marcó el nacimiento de la DFT, propuesta en la referencia [21] , plan-
tea que el potencial V (r) está únicamente determinado, salvo una constante, por la densidad
electrónica ρ(r) del estado fundamental. Es decir, no es posible encontrar dos potencia-
les que difieran en más de una constante a los que corresponda la misma densidad
del estado fundamental. Esta afirmación, conocida actualmente como teorema de
Hohenberg-Kohn (HK), se puede considerar como el inicio de la DFT. Como im-
plicación del teorema podemos ver que el conocimiento de la densidad del estado
fundamental, determina (en principio) el hamiltoniano, las funciones de onda y por
tanto todos los observables del sistema.
El teorema de HK se puede demostrar por reducción al absurdo, como vere-
mos a continuación. Supongamos que tenemos dos potenciales V (r) y V ′(r) que
difieren en más de una constante, tales que los hamiltonianos Hˆ = Tˆ + Uˆ + Vˆ y
Hˆ ′ = Tˆ + Uˆ + Vˆ ′ tienen la misma densidad del estado fundamental ρ(r). Sean |ψ〉
y |ψ′〉 los autoestados fundamentales correspondientes a Hˆ y Hˆ ′, con energías E y
E ′ respectivamente. Observemos que |ψ〉 no puede ser autoestado de Hˆ ′ y |ψ′〉 tam-
poco puede ser autoestado de Hˆ ya que esto implicaría que los potenciales difieren
solamente en una constante. De acuerdo al principio variacional de Rayleigth-Ritz,
el estado fundamental tiene mínima energía, entonces
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E = 〈ψ| Hˆ |ψ〉 < 〈ψ′| Hˆ |ψ′〉 = 〈ψ′| Hˆ ′ + Vˆ − Vˆ ′ |ψ′〉 = E ′ +
∫
[V (r)− V ′(r)] ρ(r)d3r.
(3.9)
Intercambiando las variables primadas y no primadas obtenemos
E ′ <E +
∫
[V (r)− V ′(r)] ρ(r)d3r, (3.10)
y sumando las desigualdades (3.9) y (3.10), obtenemos finalmente la siguiente con-
tradicción
E + E ′ <E + E ′. (3.11)
Se concluye que la suposición inicial es falsa y que la densidad del estado fundamen-
tal define unívocamente el potencial externo V (r). Por tanto, el potencial externo es
una funcional unívoca de la densidad del estado fundamental, V (r) = V [ρ(r)].
Dado que V [ρ(r)] determina Hˆ[ρ(r)] y éste a su vez los autoestados, podemos
escribir las autofunciones como funcionales de la densidad del estado fundamental,
|ψ〉 [ρ(r)]. Lo cual implica que, en principio, cualquier observable puede ser escrito
como una funcional de la densidad del estado fundamental.
3.3. Ecuaciones de Kohn-Sham
El principio de mínimo para la energía (3.6) y su versión variacional (3.8) repre-
sentan un formalismo elegante para la descripción del estado fundamental en tér-
minos de la densidad, pero al no conocer F [ρ] no contamos con un esquema compu-
tacional con fines prácticos. En 1965, Kohn y Sham (KS) propusieron una ingeniosa
estrategia para resolver este problema [22]. Ellos plantearon que la densidad del
estado fundamental de un sistema interactuante puede ser representada como la
densidad del estado fundamental de un sistema no-interactuante en algún poten-
cial local VKS(r). Entonces, la densidad puede ser obtenida minimizando la energía
para el sistema no-interactuante
EVKS [ρ] =Ts[ρ] +
∫
VKS(r)ρ(r)d
3r, (3.12)
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donde
Ts[ρ] = mı´n
ψ→ρ(r)
〈ψ| Tˆ |ψ〉 , (3.13)
es la funcional de energía cinética del sistema no-interactuante. Escribiendo en for-
ma variacional, obtenemos la siguiente ecuación para la densidad del estado funda-
mental del sistema no-interactuante
δTs[ρ]
δρ(r)
=− VKS(r), (3.14)
que es completamente análoga a la Ec.(3.8).
Por otra parte, podemos descomponer F [ρ] como sigue
F [ρ] =Ts[ρ] + EH[ρ] + Exc[ρ], (3.15)
donde EH [ρ] es la funcional para la energía de Hartree
EH[ρ] =
e2
2
∫
d3r
∫
d3r′
ρ(r)ρ(r′)
|r − r′| , (3.16)
yExc[ρ] se define como la funcional para la energía de intercambio y correlación (xc),
definido a partir de la Ec.(3.15). Sustituyendo (3.15) en (3.8) obtenemos
δTs[ρ]
δρ(r)
=− V (r)− VH(r)− Vxc(r), (3.17)
donde VH(r) = e2
∫
d3r′ ρ(r
′)
|r−r′| es el potencial de Hartree y
Vxc(r) =
δExc[ρ]
δρ(r)
, (3.18)
es el potencial de intercambio y correlación. Comparando (3.14) y (3.17) obtenemos
finalmente la expresión para el potencial de Kohn-Sham
VKS(r) =V (r) + VH(r) + Vxc(r). (3.19)
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Podemos ver que minimizar EVKS [ρ] (3.12) es equivalente a encontrar la energía
del estado fundamental de un sistema electrónico no-interactuante en presencia del
potencial de Kohn-Sham VKS(r). Para esto resolvemos la ecuación
[
− ~
2
2m
∇2 + V (r) + VH(r) + Vxc(r)
]
φi(r) =iφi(r) (3.20)
para los orbitales φi(r). Entonces, sumando sobre los estados ocupados, obtenemos
la densidad del estado fundamental
ρ(r) =
N∑
i=1
|φi(r)|2 . (3.21)
La Ec.(3.20) es lo que se conoce como ecuación de Kohn-Sham. Hasta este pun-
to todo el esquema planteado es exacto, hemos logrado acotar lo ¨desconocido¨ y
agruparlo dentro del término de intercambio y correlación. Si bien encontrar una
expresión para Exc[ρ] parece tan complicado como el problema original de encon-
trar una expresión para F [ρ], dado que usualmente Exc < EH, aproximar solamente
Exc debería tener mucho menor impacto en los resultados.
Suponiendo que contamos con una aproximación para Vxc(r), la Ec.(3.20) puede
ser resuelta iterativamente. Partiendo de una densidad de prueba, que determina
VH(r) y Vxc(r), se resuelve (3.20) y se calcula la densidad con (3.21). Con la nueva
densidad actualizamos VH(r) y Vxc(r), y repetimos el ciclo hasta que las densidades
en dos iteraciones consecutivas coincidan con determinada precisión. Esto define el
esquema auto-consistente propuesto por Kohn y Sham.
Una vez conocida la densidad, podemos calcular la energía del estado funda-
mental. Para esto, se tiene en cuenta el problema auxiliar no-interactuante (3.20) y
su energía (3.12)
EVKS [ρ] =Ts[ρ] +
∫
VKS(r)ρ(r)d
3r =
N∑
i=1
i, (3.22)
de donde obtenemos
Ts[ρ] =
N∑
i=1
i −
∫
VKS(r)ρ(r)d
3r, (3.23)
entonces, sustituyendo en (3.15) y ésta a su vez en (3.4), obtenemos
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E =
N∑
i=1
i − e
2
2
∫
d3r
∫
d3r′
ρ(r)ρ(r′)
|r − r′| −
∫
Vxc(r)ρ(r)d
3r + Exc[ρ]. (3.24)
Dado que el potencial de KS es local, las ecuaciones de KS son más simples que
las ecuaciones de Hartree-Fock, además de incluir los efectos de la correlación no in-
cluidos en Hartree-Fock. Esto ha convertido a la teoría de KS en el método más usa-
do [20] para el cálculo de la energía del estado fundamental, diferencias de energía,
densidades electrónicas, estructuras de banda en sólidos y estructuras en el equili-
brio de moléculas y sólidos. También, mediante la denominada Density Functional
Perturbation Theory (DFPT), es el método de cálculo más usado para calcular las
constantes elásticas y relaciones de dispersión de los fonones en sólidos, y la cons-
tante de acoplamiento electrón-fonón.
3.4. Sistemas con número de partículas variable
Hasta este punto hemos considerado la energía del sistema como una funcional
de la densidad, manteniendo constante el número de partículasN =
∫
ρ(r)d3r, don-
de además, N es un número entero. Sin embargo, en física de la materia condensada
muchas veces es necesario considerar sistemas muy grandes (N  1) e incluso, por
conveniencia matemática, sistemas infinitos. En estos casos mucha veces es conve-
niente tratar a N como una variable continua.
En 1982 Perdew, Parr, Levy y Balduz extienden el formalismo de la DFT a una
densidad ρ(r) que integra a un número de partículas N = M + ω [49], donde M es
un entero no negativo y 0 ≤ ω < 1. Usando el esquema de búsqueda restringida de
Levy se define
F [ρ] = mı´n
Γ→ρ(r)
〈
Tˆ + Uˆ
〉
Γ
, (3.25)
donde mı´n
Γ→ρ(r)
significa que la minimización de F [ρ] se realiza sobre todas las mezclas
estadísticas Γ (del tipo permitido), que producen la densidad ρ(r). Se entiende por
tipo de mezcla permitido a la que se realiza entre un estado de M electrones |ψM〉
y un estado de M + 1 electrones |ψM+1〉. Las probabilidades respectivas deben ser
1− ω y ω, ya que (1− ω)M + ω(M + 1) = M + ω. Con esta extensión de la funcional
universal, la ecuación variacional (3.8) sigue siendo válida, ahora con F [n] dado por
(3.25). Note que cuando N es entero se recupera el resultado original. Minimizando
Ev[ρ] = F [ρ] +
∫
V (r)ρ(r)d3r se obtiene la energía mínima
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E =(1− ω)EM + ωEM+1, (3.26)
donde EM y EM+1 son las energías del estado fundamental de los sistemas con M
y M + 1 electrones respectivamente, bajo la influencia de un potencial V (r). De
acuerdo a la ecuación anterior la energía vs N se compone de un conjunto de líneas
rectas. Si bien la función es continua, su derivada ∂E/∂N presenta discontinuidades
para valores enteros de N .
Para estos sistemas más generales, la ecuación variacional (3.8) se puede reescri-
bir como
δF [ρ]
δρ(r)
=µ− V (r), (3.27)
donde
µ =
∂E
∂N
. (3.28)
El factor µ viene de exigir que la minimización se efectúe considerando densidades
tales que
∫
ρ(r)d3r = N , a través de los multiplicadores de Lagrange. La similitud
entre (3.28) y la ecuación que define el potencial químico en un sistema abierto lleva
a identificar a µ como el potencial químico.
A partir de la ecuación variacional (3.8) se puede ver que una discontinuidad en
µ = ∂E/∂N se traduce en una discontinuidad en la derivada funcional δF [ρ]/δρ(r)
para valores enteros
∫
ρ(r)d3r. Estas discontinuidades en la derivada tienen par-
ticular importancia dentro de la materia condensada por sus implicaciones en la
determinación de la brecha de energía de semiconductores o aislantes [50].
Consideremos las densidades ρ±M(r) = ρM(r)±η(r), donde ρM(r) es la densidad
del estado fundamental del sistema deM partículas y η(r) es una pequeña variación
positiva en la densidad, que cambia el número de partículas en una pequeña canti-
dad
∫
η(r)dr = η  1. Entonces, la brecha de energía en el espectro de excitación
de una partícula viene dada por [50]
∆ = I − A = l´ım
η→0
[
δF [ρ(r)]
δρ(r)
∣∣∣∣
ρ+M (r)
− δF [ρ(r)]
δρ(r)
∣∣∣∣
ρ−M (r)
]
(3.29)
donde I = E[M − 1] − E[M ] es la energía de ionización y A = E[M ] − E[M + 1]
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es la energía de electroafinidad.2 La discontinuidad en la derivada se puede escribir
como la suma de dos contribuciones ∆ = ∆KS + ∆XC, provenientes de la energía
cinética no-interactuante (∆KS) y del término de intercambio y correlación (∆XC). Sin
embargo las funcionales locales y semi-locales, que son las más usadas, no presentan
en general discontinuidad en la derivada de la funcional de xc, ∆XC = 0. Esto trae
consigo la subestimación de la brecha de energía en muchos cálculos de estructura
de banda [50, 51].
3.5. Funcionales de intercambio y correlación
Como vimos anteriormente, la formulación de Hohenberg y Kohn establece una
descripción exacta de la energía del estado fundamental en términos de funcionales
de la densidad electrónica. Con la formulación de Kohn-Sham se logra un método
auto-consistente para minimizar la energía y encontrar la densidad del estado fun-
damental. Todo este procedimiento se puede considerar exacto siempre y cuando
contemos con una expresión para la funcional de la energía de intercambio y co-
rrelación. En la práctica esta funcional no es conocida y es necesario llevar a cabo
aproximaciones. Por tanto, el éxito dentro de la DFT dependerá de cuán buena sea
la aproximación que usemos para la funcional de xc.
Anteriormente habíamos definido la funcional de xc a partir de la Ec.(3.15), en la
forma
Exc[ρ] = F [ρ]−Ts[ρ]− EH[ρ] (3.30)
o usando la expresión inicial para F [ρ]
Exc[ρ] =(T [ρ]− Ts[ρ]) + (U [ρ]− EH[ρ]) (3.31)
donde T [ρ] es la energía cinética interactuante y definimos U [ρ] como la energía de
Coulomb total. Teniendo en cuenta esto podemos escribirExc[ρ]=Ex[ρ]+Ec[ρ], donde
Ex[ρ] es la energía de intercambio y Ec[ρ] es la energía de correlación. La ventaja
de separar así estas contribuciones es que para muchos sistemas podemos conocer
Ex[ρ] de manera exacta y solo nos quedaría por aproximar el término de correlación.
En este caso, el término de intercambio solo contiene contribuciones de la energía
de Coulomb producto de la anti-simetría de la función de onda. Por otra parte, el
2La brecha de energía de una partícula en general difiere de la brecha de energía óptica (¨optical
gap¨), que está determinada por la mínima energía de excitación electrón-hueco.
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término de correlación contendría las contribuciones de interacción de Coulomb
restantes y las contribuciones de la energía cinética interactuante.
La funcional de intercambio se describe a partir de la expresión para la energía
de intercambio definida en el método de Hartree-Fock (integral de Fock),
Ex[ρ] =− e
2
2
ocupados∑
i,j,σ
∫
d3r
∫
d3r′
φσi (r)
∗φσj (r
′)∗φσj (r)φ
σ
i (r
′)
|r− r′| , (3.32)
donde φσi (r) son los orbitales electrónicos u orbitales de KS en el contexto de la
DFT. Note que esta funcional no depende explícitamente de la densidad, por lo que
la determinación del potencial Vx = δEx/δρ(r) puede ser complicada. Es por ello
que usualmente se utilizan aproximaciones para la energía de intercambio, explíci-
tamente dependientes de la densidad, en lugar de la Ec.(3.32).
La aproximación más usada para la energía de intercambio es la aproximación
de densidad local (LDA). Aquí mostraremos su extensión a sistemas polarizados
en espín, la aproximación de densidad de espín local (LSDA), utilizada en los ca-
sos donde el espín juega un papel importante. Esta aproximación supone que la
densidad varía lentamente en una pequeña región del espacio, de forma tal que la
energía de intercambio puede ser aproximada localmente por la energía del sistema
de electrones homogéneo,3
Ex[ρ↑(r), ρ↓(r)] =
∑
σ
∫
ρσ(r)x[ρσ(r)]d
3r (3.33)
donde
x[ρσ(r)] = −3e
2
4
[
6
pi
ρσ(r)
] 1
3
(3.34)
es la funcional de energía de intercambio por partícula con espín σ para el sistema de
electrones homogéneo tridimensional. Haciendo la derivada funcional, obtenemos
Vx[ρσ(r)] =
σ
x [ρσ(r)] + ρσ(r)
δσx [ρσ(r)]
δρσ(r)
= −e2
[
6
pi
ρσ(r)
] 1
3
. (3.35)
Por su parte, para la energía de correlación c[ρ↑(r), ρ↓(r)] existen varias para-
3Podemos obtener esta expresión sustituyendo φσi (r) por φ
σ
k(r) =
1√
V
exp(−ik·r) |σ〉 en la integral
de Fock.
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metrizaciones, estas extrapolan a valores arbitrarios de densidades los resultados
obtenidos usando métodos numéricos de Monte Carlo por Ceperley y Alder [52] en
sistemas no polarizados y totalmente polarizados en espín. Particularmente, en esta
tesis, para los cálculos dentro de la aproximación LSDA incluiremos la correlación a
través de la parametrización propuesta por Perdew y Wang en 1992 , conocida en la
jerga de DFT como PW92.

Capítulo 4
Gases de electrones y aproximación de
intercambio exacto
4.1. Esquema de KS para un q2DEG con un campo mag-
nético aplicado
En el Capítulo 2 introdujimos los sistemas q2DEG, y para su descripción teórica
usamos la aproximación de masa efectiva, en la que se consideran los efectos del po-
tencial periódico del sólido sobre los electrones de conducción a través de una masa
renormalizada m∗. Por otro lado, la interacción entre los electrones en la banda de
conducción del material queda también renormalizada por la constante dieléctrica
del medio  (por ejemplo, para el GaAs  = 12.85). Teniendo esto en cuenta, los térmi-
nos de interacción quedan como si los electrones tuvieran una carga efectiva e/
√
.
Es por esto que consideramos conveniente escribir las ecuaciones para estos siste-
mas en unidades atómicas efectivas (radio de Bohr efectivo a∗0 = ~2/e2m∗ y Hartree
efectivo Ha∗ = m∗e4/2~2).
Como vimos anteriormente, para un q2DEG el potencial externo V (r) se puede
separar como
V (r) =v(x, y) + v(z), (4.1)
aunque siempre tomaremos v(x, y) = 0.1 En el caso del sistema con un campo mag-
nético perpendicular al plano del q2DEG, usando las soluciones obtenidas en el Ca-
pítulo 2 y teniendo en cuenta que la densidad en el plano xy es constante, podemos
1Cabe aclarar que aunque tomamos v(x, y) = 0, consideraremos implícitamente en forma efec-
tiva la presencia de impurezas en el plano a través del ensanchamiento de la densidad de estados
electrónicos.
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escribir los orbitales de KS como
Ψσi,n,ky(x, y, z) = φn,ky(x)e
ikyyλσi (z)/
√
L, (4.2)
donde φn,ky(x) está dado por la Ec.(2.10) y λσi (z) es una solución auto-consistente de
la ecuación de KS efectiva en una dimensión[
−1
2
∂2
∂z2
+ vσKS(z)
]
λσi (z) = γ
σ
i λ
σ
i (z) . (4.3)
Los autovalores asociados a Ψσi,n,ky(x, y, z) están dados por
εσi,n = γ
σ
i + (n+ 1/2)~ωc/Ha∗ + gµBBσ/(2Ha∗), (4.4)
donde ωc = eB/m∗c es la frecuencia ciclotrónica y el último término es el aco-
plamiento Zeeman, con σ = ±1 [53]. El conjunto de niveles de energía εσi,n son
los niveles de Landau del q2DEG. λσi (z) son las autofunciones de KS efectivas en
1D para los electrones en las sub-bandas i (= 1, 2, ...), con espín σ y autovalores
γσi . Este potencial de KS dependiente del espín es la suma de tres contribuciones:
vσKS(z) = vext(z) + vH(z) + v
σ
xc(z), donde vext(z) representa el potencial de barrera del
semiconductor más el potencial externo (que puede ser el campo eléctrico generado
por las láminas de dopaje en el semiconductor). vH(z) = −2pi
∫∞
−∞ |z − z′|ρ(z′)dz′ es
el potencial de Hartree, donde ρ(z) es la densidad electrónica . vσxc(z) es el potencial
de intercambio y correlación.
Usando la expresión (3.32) para la energía de intercambio y las funciones de onda
Ψσi,n,k(x, y, z), podemos escribir la energía de intercambio a temperatura finita [54] de
la forma
Ex =− 1
2
∑
σ
∑
i,j
∑
ni,nj
∑
ki,kj
fFD(ε
σ
i,ni
)fFD(ε
σ
j,nj
)
×
∫
d3r
∫
d3r′
Ψσi,ni,ki(r)
∗Ψσj,nj ,kj(r
′)∗Ψσj,nj ,kj(r)Ψ
σ
i,ni,ki
(r′)
|r− r′| , (4.5)
donde fFD(ε) = [1+e(ε−µ)/(kBT )]−1 es la distribución de Fermi-Dirac y µ es el potencial
químico.
Sustituyendo las autofunciones Ψσi,n,ky(r) dadas por (4.2) en la expresión ante-
rior y usando la representación de Fourier quasi-2D de la interacción Coulomb [35],
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obtenemos
Ex =− Nφ
2lB
∑
i,j,σ
∫
dz
∫
dz′ λσi (z)λ
σ
i (z
′)λσj (z)λ
σ
j (z
′)
∑
n,m
n2Di,n,σn
2D
j,m,σI
m
n (z − z′) . (4.6)
Aquí n2Di,n,σ =
∫
g(ε− εσi,n)fFD(ε)dε/Nφ es el factor de ocupación del LL con números
cuánticos i, n, σ, tal que 0 ≤ n2Di,n,σ ≤ 1. g(ε) es la densidad de estados dada por
la Ec.(2.15). Bajo estas condiciones,
∑
i,n,σ n
2D
i,n,σ = ν es una constante que define µ.
Finalmente,
Imn (z − z′) =
n<!
n>!
∫ ∞
0
dx e−x
2/2(x2/2)n>−n<
[
Ln>−n<n< (x
2/2)
]2
e−x|z−z
′|/lB , (4.7)
donde Lmn (x) son los polinomios generalizados de Laguerre, n< = mı´n(n,m) y
n> = ma´x(n,m). La Ec.(4.6) representa la energía de intercambio de un q2DEG con
un campo magnético perpendicular; depende explícitamente de los orbitales de KS
efectivos en 1D λσi (z) y será el punto de partida para la derivación del potencial de
intercambio exacto. Cabe aclarar que la Ec.(4.6) es válida para todo valor de ν, pues
para poder considerar valores fraccionarios de ν hemos reemplazado
∑
ky
fFD(ε
σ
i,ni
)
por n2Di,n,σ =
∫
g(ε− εσi,n)fFD(ε)dε, y de esta forma tenemos en cuenta la pérdida de la
degeneración de los LLs producto de las impurezas.
Por otra parte, usando (3.21) podemos escribir la densidad de electrones para
una componente de espín en la forma
ρσ(r) ≡ ρσ(z) =
∑
i
∑
n
∑
ky
fFD(ε
σ
i,ni
)
∣∣∣Ψσi,n,ky(r)∣∣∣2 = ∑
i
f¯σi |λσi (z)|2, (4.8)
donde f¯σi = Nφ (a∗0)
2∑
n n
2D
i,n,σ, y la densidad electrónica total es la suma de las dos
contribuciones por espín, ρ(z) = ρ↑(z) + ρ↓(z). Para obtener (4.8) se usa la Ec.(4.2)
para la función de onda y se sustituye la suma sobre los ky por una integral de la
densidad de estados como se mostró más arriba.
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Como habíamos comentado anteriormente, el éxito dentro de la teoría de la fun-
cional densidad depende de cuán buena sea la aproximación para la energía de in-
tercambio y correlación que estamos usando. Dentro del esquema de KS, adaptado
para sistemas q2DEG, el potencial de intercambio se define como
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vσx (z) =
δEx[ρ]
δρσ(z)
, (4.9)
donde Ex[ρ] es la energía de intercambio del sistema. Usualmente, en las aplicacio-
nes prácticas de DFT se emplean aproximaciones para la funcionalEx[ρ], que son ex-
plícitamente dependientes de la densidad. Sin embargo, aunque nuestra funcional
de intercambio (4.6) no depende explícitamente de la densidad, podemos derivar el
potencial de intercambio de manera exacta usando la regla de la cadena para deri-
vadas funcionales. Primeramente notemos que la energía de intercambio dada por
(4.6) depende de los orbitales λσi (z) y autovalores γσi de KS, es decir, Ex[{λσi }, {γσi }].
Entonces, a partir de la definición del potencial de intercambio (4.9) podemos escri-
bir
vσx (z) =
δEx[{λσj }, {γσj }]
δρσ(z)
=
∑
σ′
∑
i
∫
dz1
{∫
dz2
(
δEx[{λσj }, {γσj }]
δλσ
′
i (z2)
δλσ
′
i (z2)
δvσKS(z1)
+ c.c.
)
(4.10)
+
δEx[{λσj }, {γσj }]
δγσ
′
i
δγσ
′
i
δvσKS(z1)
}
χ−1KS,σ(z1, z),
donde χ−1KS,σ(z1, z) es la inversa de la función respuesta del sistema no-interactuante
auxiliar
χKS,σ(z, z1) =
δρσ(z)
δvσKS(z1)
(4.11)
En la Ec.(4.10) hemos tenido en cuenta la dependencia de la energía de intercambio
con los orbitales (segunda línea) y con los autovalores (tercera línea) de KS. Multi-
plicando por la función respuesta en ambos lados de la Ec.(4.10) e integrando, obte-
nemos
∫
dz1v
σ
x (z1)χKS,σ(z1, z) =
∑
σ′
∑
i
{∫
dz1
(
δEx[{λαj }, {γαj }]
δλσ
′
i (z1)
δλσ
′
i (z1)
δvσKS(z)
+ c.c.
)
(4.12)
+
δEx[{λαj }, {γαj }]
δγσ
′
i
δγσ
′
i
δvσKS(z)
}
.
Solo nos faltaría calcular las derivadas funcionales de los orbitales y autovalores
respecto al potencial de KS. Para esto, usando teoría de perturbaciones de primer
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orden, tenemos
δλσ
′
i (z1)
δvσKS(z)
=
∑
k = 1
k 6= i
λσ
′
k (z1)λ
σ′
k (z)
∗
γσ
′
i − γσ′k
λσ
′
i (z)δσ′,σ = Giσ′(z1, z)λ
σ′
i (z)δσ′,σ, (4.13)
donde
Giσ′(z1, z) =
∑
k = 1
k 6= i
λσ
′
k (z1)λ
σ′
k (z)
∗
γσ
′
i − γσ′k
, (4.14)
es la función de Green de la ecuación de KS y
δγσ
′
i
δvσKS(z)
=|λσ′i (z)|2δσ′,σ. (4.15)
Usando las Ecs.(4.13-4.15), la definición de la función respuesta (4.11) y la Ec.(4.8)
para la densidad, obtenemos
χKS,σ(z, z1) =
∑
j
{
∂f¯σj
∂γσj
|λσj (z1)|2|λσj (z)|2 +
[
f¯σj Gjσ(z, z1)λ
σ
i (z1)λ
σ
j (z)
∗ + c.c
]}
. (4.16)
Sustituyendo en (4.12) y usando nuevamente las Ecs.(4.13-4.15), obtenemos fi-
nalmente la ecuación integral que determina el potencial de intercambio exacto
∑
j
f¯σj
∫
dz1
{
[vσx (z1)− uj,σx (z1)]λσj (z)λσj (z1)∗Gσj (z1, z) + c.c.
}
=
∑
j
|λσj (z)|2
∂f¯σj
∂γσj
[ηj,σx − v¯σxj], (4.17)
donde
uj,σx (z) =
1
f¯σj λ
σ
j (z)
δEx
δλσj (z)
, (4.18)
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ηj,σx =
δEx/δγ
σ
j
∂f¯σj /∂γ
σ
j
, (4.19)
y
O¯σj =
∫ ∣∣λσj (z)∣∣2O(z)dz. (4.20)
El término uj,σx (z) (Ec. (4.18)) representa de manera explícita la dependencia de la
energía con los orbitales λσj (z). Por su parte, el término η
j,σ
x (Ec. (4.19)), que proviene
de la derivada de la energía de intercambio respecto a los autovalores de KS, re-
presenta en cierto sentido la dependencia de la energía respecto a la densidad en el
plano xy.
La Ec.(4.17) puede ser reescrita en la forma más compacta
∑
j
f¯σj ψ
σ
j (z)
∗λσj (z) + c.c. =
∑
j
|λσj (z)|2Cσx,j, (4.21)
donde hemos definido los corrimientos (¨shift¨) ψσj (z) como
ψσj (z)
∗ =
∫
dz1 ∆v
σ
x,j(z1)λ
σ
j (z1)
∗Gσj (z1, z) (4.22)
y
Cσx,j =
∂f¯σj
∂γσj
[ηj,σx − v¯σxj], (4.23)
además, ∆vσx,j(z1) = vσx (z1) − uj,σx (z1). Se le llama corrimiento (¨shift¨ en inglés) a
ψσj (z), ya que se pueden interpretar como el cambio, a primer orden, de los orbitales
de KS λσj (z) causado por la perturbación ∆vσx,j(z) [55].
Dado que los orbitales de KS forman un conjunto ortonormal, integrando la
Ec.(4.22) obtenemos que ψσi (z) es ortogonal a λσi (z):
∫
dz ψσi (z)
∗λσi (z) =0. (4.24)
Integrando (4.21) por z y usando la ortogonalidad de ψσi (z) con los orbitales de
KS, obtenemos la regla de suma
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∑
i
Cσx,i =0. (4.25)
Esta condición será de ayuda más adelante para definir la aproximación KLI [56].
Dado que Gσj (z1, z) es la función de Green de la ecuación de KS
(
hˆσKS (z)− γσj
)
Gσj (z1, z) = −
[
δ(z1 − z)− λσj (z1)λσj (z)∗
]
, (4.26)
donde hˆσKS (z) = −12 ∂
2
∂z2
+ vσKS(z). Si aplicamos el operador
[
hˆσKS (z)− γσi
]
en ambos
lados de (4.22), tenemos
[
hˆσKS (z)− γσi
]
ψσj (z)
∗ =− (∆vσx,j(z)−∆v¯σx,j)λσj (z)∗. (4.27)
Esta última ecuación aporta una gran ventaja en la determinación numérica del
potencial de intercambio, pues su uso en el esquema iterativo numérico para la ob-
tención de los corrimientos ψσj (z) evita la inclusión de los estados de KS no ocu-
pados, presentes en la definición original (4.22) a través de las funciones de Green
Gσj (z1, z) (4.14). Es importante destacar que en esta aproximación es necesario contar
inicialmente con los orbitales λσj (z) y autovalores γσj de KS. Para resolver este pro-
blema usualmente se usa como ¨condición de arranque¨ las soluciones del sistema
convergido en la aproximación de densidad local. Los cálculos dentro de la aproxi-
mación de intercambio exacto son muy costosos computacionalmente ya que para
encontrar el potencial vσx (z) se necesita realizar un esquema de iteraciones extra por
cada iteración de KS. Sin embargo, existe una aproximación donde se puede obte-
ner una solución más directa de esta ecuación integral, conocida como aproximación
KLI, que se explica a continuación.
4.3. Aproximación KLI
Luego de varias manipulaciones a partir de la Ec.(4.21), el potencial de intercam-
bio exacto se puede escribir en forma equivalente como la suma de tres términos
(vea Apéndice A.1)
vσx (z) = v
σ
x1(z) + v
σ
x2(z) + v
σ
x3(z), (4.28)
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donde vσx1(z), vσx2(z) y vσx3(z) están dados por las Ecs.(A.4, A.9 y A.10) respectivamen-
te.
Ahora utilizaremos una variante de la aproximación KLI, propuesta original-
mente por Krieger, Li e Iafrate en la referencia [56]. En nuestro caso, esta aproxima-
ción consiste en no considerar el segundo y tercer término en la ecuación anterior,
obteniendo así un potencial de intercambio aproximado de la forma
vσ,KLIx (z) = v
σ
x1(z) =
1
ρσ(z)
∑
j
|ξσj (z)|2f¯σj
[
uj,σx (z) + ∆v¯
σ
x,j
]
, (4.29)
y además se debe cumplir la condición
∑
j C
σ
x,j = 0. Esta aproximación podría pare-
cernos hasta cierto punto arbitraria, sin embargo, puede ser interpretada como una
aproximación de campo medio, ya que el promedio sobre la densidad ρσ(z) de los
términos que despreciamos (vσx2(z) y vσx3(z)) es cero.
Multiplicando la Ec.(4.29) por |λi(z)|2 e integrando por z, tenemos
∫
vσ,KLIx (z)|λσi (z)|2dz = v¯σxi =
∫
dz
|λσi (z)|2
ρσ(z)
∑
j
|λσj (z)|2f¯σj
[
uj,σx (z) + ∆v¯
σ
x,j
]
. (4.30)
Llamando
Nσi =
∫
dz
|λσi (z)|2
ρσ(z)
∑
j
f¯σj |λσj (z)|2uj,σx (z), (4.31)
Mσi,j =f¯
σ
j
∫
dz
|λσj (z)|2|λσi (z)|2
ρσ(z)
, (4.32)
podemos escribir la ecuación anterior en forma matricial
v¯σxi =N
σ
i +
∑
j
Mi,j∆v¯
σ
x,j (4.33)
o
←→
A ~x =~y, (4.34)
donde Ai,j = δi,j −Mi,j , xi = v¯σxi− u¯i,σx y yi = Nσi − u¯i,σx . El sistema lineal anterior está
indeterminado ya que
∑
j Ai,j = 1 −
∫
dz|λσi (z)|2 = 0, pero la ecuación
∑
j C
σ
x,j = 0
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(4.25) resuelve este problema, añadiendo una condición extra al sistema. Sumando∑
j
∂f¯σj
∂γσj
u¯j,σx en ambos lados de la Ec.(4.25), obtenemos
∑
j
∂f¯σj
∂γσj
∆v¯σxj =
∑
j
∂f¯σj
∂γσj
(
ηj,σx − u¯j,σx
)
, (4.35)
y añadiendo esta última ecuación al sistema lineal (4.34), obtenemos finalmente que
la aproximación KLI se reduce a resolver
←→
A ~x = ~y∑
j
∂f¯σj
∂γσj
xj =
∑
j
∂f¯σj
∂γσj
(
ηj,σx − u¯j,σx
)
.
(4.36)
La principal ventaja de la aproximación KLI es que podemos obtener directa-
mente el potencial de intercambio sin necesidad de un esquema iterativo para resol-
ver la ecuación integral (4.17). Además, el sistema convergido en la aproximación
KLI representa una buena ¨condición de arranque¨ para el cálculo dentro de la apro-
ximación de intercambio exacto.
Sistema con solo una sub-banda ocupada
Cuando el sistema tiene solo una sub-banda ocupada, las ecuaciones para el po-
tencial de intercambio se simplifican y es posible encontrar una expresión analítica
para este. Como habíamos visto anteriormente, si integramos según z la Ec.(4.21),
obtenemos la condición
∑
j C
σ
x,j = 0 (Ec.(4.25)), que en el caso de solo una sub-banda
ocupada se reduce a Cσx,1 = 0, o
v¯σx1 = η
1,σ
x . (4.37)
Teniendo esto en cuenta y observando (4.21), podemos ver que el corrimientoψσ1 (z) =
0. Entonces, en (4.28) solo el primer término es distinto de cero y el potencial de in-
tercambio queda de la forma
vσx (z) =v
σ
x1(z) = u
1,σ
x (z) + η
1,σ
x − u1,σx (z), (4.38)
y note que en este límite la aproximación de intercambio exacto (EE) y KLI son
equivalentes. Cabe aclarar que se puede hacer una derivación directa de esta última
ecuación, aprovechando que en este caso se puede escribir la energía de intercambio
como una funcional explícita de la densidad. Para ello hay que retornar a la Ec.(4.6)
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y particularizarla para el caso de solo una sub-banda ocupada (i = j = 1). Esto se
puede encontrar en las referencias [57, 58].
4.4. Una sub-banda ocupada
Cuando el sistema solo tiene ocupada la sub-banda i = 1, la Ec.(4.6) se simplifica
drásticamente a
ex(ν) =
−1
2νlB
∑
σ
〈ρσ|Sνσ1 |ρσ〉
(νσNφ)2
, (4.39)
donde ex(ν) = Ex/N es la energía de intercambio por partícula , 〈ρσ|Sνσ1 |ρσ〉 repre-
senta las integrales sobre z y z′ de las densidades ρσ(z) y ρσ(z′) multiplicadas por
Sνσ1 (z − z′) y
Sνσ1 (z − z′) =
∑
n,m
n2D1,n,σ n
2D
1,m,σ I
m
n (z − z′) . (4.40)
En este caso hemos usado ρσ(z) = Nσ|λσ1 (z)|2 = νσNφ|λσ1 (z)|2 y que νσ =
∑
n n
2D
1,n,σ
es el factor de llenado de la componente de espín σ. Dado que
∫
ρσ(z)dz = νσNφ,
podemos definir νNφ/A∗ = (pir2s)−1, donde rs es el parámetro adimensional que
caracteriza la densidad 2D en el plano y A∗ es el área del sistema en unidades de
a∗0. Usando estas relaciones, obtenemos ν = 2(lB/rs)2. Este régimen de una sub-
banda (1S) es relevante tanto teórica como experimentalmente. Los sistemas q2DEG
pueden ser llevados a este régimen a través de un dopaje modulado, la aplicación
de un bias, cambiando la distancia entre los pozos cuánticos o la altura de la barrera
[35]. Desde el punto de vista teórico, hace ya algunos algunos años se obtuvieron
considerables simplificaciones en las ecuaciones que definen el intercambio exacto
a campo magnético cero en este régimen [27, 28, 59–62].
La expresión para ex(ν) puede ser simplificada aún más si suponemos que el
ancho Γ de los picos de la densidad de estados es menor que la diferencia de ener-
gía entre niveles de Landau consecutivos con el mismo espín (~ωc > Γ). Entonces,
denotando por [νσ] la parte entera de νσ, los factores de ocupación están dados apro-
ximadamente por
n2D1,n,σ ≡ n2Dn,σ =

1 n < [νσ]
pσ n = [νσ]
0 n > [νσ] ,
(4.41)
donde pσ = νσ − [νσ], y 0 < pσ < 1 es el factor de ocupación del LL ocupado con
espín σ de mayor energía. Esto nos permite simplificar la suma en la Ec.(4.40) como
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sigue,
Sνσ1 (t) = a
νσ(t) + 2 pσ b
νσ(t) + p2σ c
νσ(t) , (4.42)
con aνσ(t) =
∑[νσ ]−1
n,m=0 I
m
n (t), bνσ(t) =
∑[νσ ]−1
n=0 I
[νσ ]
n (t), cνσ(t) = I
[νσ ]
[νσ ]
(t) y t = z − z′.
Cada término en (4.42) y por tanto en ex(ν) admite una interpretación física cla-
ra. El primer término representa la energía de intercambio de los electrones en los
[νσ]−1 niveles de Landau llenos con espín σ. El segundo término, lineal en pσ, corres-
ponde a la energía de intercambio entre los electrones en el LL parcialmente lleno
n = [νσ] con los electrones en los niveles de menor energía (llenos). Por último, el
tercer término, proporcional a p2σ, representa la interacción de intercambio entre los
electrones en el nivel parcialmente ocupado n = [νσ]. Aclaramos que los resultados
que presentaremos más adelante fueron obtenidos utilizando la expresión original
para Sνσ1 (t) en la Ec.(4.40), sin embargo la aproximación (4.42) será muy útil para
entender los resultados numéricos.
Anteriormente habíamos obtenido una expresión analítica para el potencial de
intercambio en el régimen 1S (Ec.(4.38)) a partir de la ecuación integral para el caso
general. Como se ve en la Ec.(4.39), en este caso la energía se puede escribir ex-
plícitamente como una funcional de la densidad y podemos obtener directamente
el potencial sin pasar por todo el aparato algebraico de las ecuaciones EE. Enton-
ces, obtenemos el potencial de intercambio exacto de la forma vσx (z) = Nδex/δρσ(z);
usando (4.39) tenemos
vσx (z) =
−1
lBNφν2σ
∫
dz′ρσ(z′)Sνσ1 (z − z′)
− 1
2lBNφ
∫
dz
∫
dz′ρσ(z)ρσ(z′)
∂ (Sνσ1 (z − z′)/ν2σ)
∂γσ1
∂γσ1
∂ρσ(z)
. (4.43)
donde el primer (segundo) término viene de la dependencia explícita (implícita)
de ex en ρσ(z). La dependencia implícita es fácil de entender: cambiando ρσ(z), se
cambia vH(z) y vσx (z) a través de la ecuación de KS, que a su vez produce un cambio
en γσ1 . Después de unos cálculos engorrosos, la Ec.(4.43) se convierte en
vσx (z) = u
σ
x (z) + ∆v
σ
x , (4.44)
donde uσx (z) es el primer término en (4.43), ∆v
σ
x = η
νσ
x − u¯σx , u¯σx =
∫
λσ1 (z)
2uσx (z)dz y
ηνσx = −〈ρσ|Sνσ2 |ρσ〉 / (ν2σ(Nφ)2lB). Además,
Sνσ2 (t) =
∑
n,m
(
∂n2Dn,σ/∂γ
σ
1
)
n2Dm,σ I
m
n (t)∑
n
(
∂n2Dn,σ/∂γ
σ
1
) . (4.45)
Finalmente tenemos la Ec.(4.39) y la Ec.(4.44) como la energía y potencial de in-
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tercambio exacto respectivamente, para un q2DEG con un campo magnético B apli-
cado. Note que la ecuación no es invariante ante la suma de una constante al poten-
cial vσx (z) → vσx (z) + C, dado que estamos considerando el sistema gran-canónico,
donde el número de partículas no está fijo. En otras palabras, el potencial de inter-
cambio vσx (z) está totalmente determinado por la Ec.(4.44) y no es necesario agre-
garle una constante fijada por la imposición de condiciones de contorno asintóticas,
como es usual en sistemas cerrados similares [61, 63]. Note también que la Ec.(4.44)
es igual a la Ec.(4.38) obtenida como caso particular de las ecuaciones EE generales.
Capítulo 5
Tres gases de electrones acoplados
En este Capítulo se presenta un estudio teórico exhaustivo de las configuraciones
del estado fundamental, a campo magnético cero, para un sistema de tres 2DEGs
acoplados usando una aproximación de Hartree-Fock variacional. Consideraremos
los 2DEGs como láminas metálicas, que están acopladas tanto por el efecto túnel
como por la interacción de Coulomb entre los electrones en distintas láminas. El
estudio presentado en este Capítulo fue publicado en la referencia [64].
5.1. Introducción
Varios 2DEGs acoplados como los sistemas tricapa ofrecen nuevas posibilidades
para el estudio teórico [65–67] y experimental [15, 68–73] de la física involucrada,
incluso a campo magnético cero, más allá de los 2DEG simples. Nuevos efectos de
una partícula como la energía de lámina (sitio), el acoplamiento entre las láminas
a través del ¨tunelaje¨ (hopping) y efectos de muchos cuerpos como el acoplamiento
tipo Coulomb inter-lámina deben ser incluidos, donde los últimos dos efectos son
fuertemente dependientes de la separación entre las láminas.
La aproximación de Hartree-Fock variacional que emplearemos, ha sido usada
anteriormente para sistemas bicapa [74] y también en una versión simplificada del
sistema tricapa considerado aquí [66]. El modelo, esquemáticamente ilustrado en la
Fig. 5.1, incluye términos de energía cinética intra-lámina e inter-lámina (hopping),
no considerados en la referencia [66]. Incluye además el término de energía de inter-
cambio intra-lámina e inter-lámina y la usualmente dominante energía electrostática
(Hartree). Un parámetro externo adicional es la densidad electrónica total del siste-
ma. Como veremos, a medida que la densidad eletrónica disminuye, el sistema es
llevado a un régimen dominado por efectos de una partícula como el hopping.
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5.2. Modelo
Típicamente, un sistema tricapa semiconductor es obtenido experimentalmente
confinando tres pozos cuánticos de GaAs con barreras de AlxGa1−xAs con tamaño
y altura variables, de modo tal que se pueda controlar el acoplamiento t entre las
láminas. Usualmente el pozo central es diseñado con un ancho mayor que los dos
laterales con el objetivo de compensar su ocupación, ya que tiende a estar menos
ocupado que los pozos laterales [75, 76]. En nuestro modelo, podemos simular esta
característica imponiendo, por ejemplo, que ε2 < ε1 = ε3 (vea Fig. 5.1) .
El modelo para nuestro sistema de tres láminas acopladas está representado en
la Fig. 5.1 y definido a través del correspondiente hamiltoniano en la Ec.(5.1). Con-
siste en tres láminas metálicas bidimensionales separadas una distancia d.Otras dos
láminas, localizadas en z = ±h (h  d) proveen las densidades de carga positiva
de modo que se asegura la neutralidad de carga. Las láminas metálicas consecuti-
vas están acopladas a través del hopping t , mientras que todas las láminas están
acopladas a través de la interacción de Coulomb inter-lámina.
x 
y 
z 
d d 
t t 
ε𝟏 ε𝟐 ε𝟑 
Figura 5.1: Vista esquemática del sistema de tres láminas ubicadas en z = 0, ±d. Cada lámina
de área A tiene una densidad electrónica bidimensional dada por n1, n2,y n3. La neutralidad de
carga está provista por dos láminas cargadas positivamente ubicadas en z = ±h (no mostradas),
con h  d. Las láminas están acopladas por el hopping t y la interacción de Coulomb. ε1, ε2 y
ε3 son las energía de lámina o de sitio.
En detalle, en el lenguaje de segunda cuantización, el hamiltoniano de nuestro
sistema está dado por
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Hˆ =
∑
jkσ
εjkc
†
jkσcjkσ − t
∑
〈j1,j2〉kσ
(c†j1kσcj2kσ + c
†
j2kσ
cj1kσ)−
∑
jkσ
∑
m
Vjm(0) pm c
†
jkσcjkσ
+
A
2
∑
mn
Vmn(0)pmpn +
∑
j1k1σ1
j2k2σ2
q
Vj1j2(q)
2A
c†j1k1+qσ1c
†
j2k2−qσ2cj2k2σ2cj1k1σ1 , (5.1)
donde A es el área de cada lámina, c†jkσ (cjkσ) es el operador de creación (aniqui-
lación) para un electrón en la lámina j (j = 1, 2, 3), con momento k = (kx, ky) y
proyección de espín σ (↑ o ↓). Cada uno de los cinco términos en el hamiltoniano
representa una contribución diferente a la energía total: el primero corresponde a
la suma de la energía de lámina y la energía cinética de los electrones en cada lá-
mina, εjk = εj + ~2k2/2m∗ (m∗ es la masa electrónica efectiva). El segundo término
representa el hopping de los electrones entre las láminas, con una amplitud t (> 0);
j1 6= j2 y la suma solo actúa entre láminas adyacentes. Los últimos tres términos
representan la interacción atractiva ion (láminas positivas) - electrón, la interacción
ion- ion y la interacción electrón- electrón, respectivamente. pm (m = L,R) represen-
tan las densidades (uniformes) de las dos láminas ubicadas a la izquierda (z = −h)
y derecha (z = h) de las tres láminas centrales. El sistema cumple con la condición
de neutralidad global de carga, N = n1 + n2 + n3 = pL + pR, donde N representa
la densidad bidimensional total y nj (j = 1, 2, 3) son las densidades de cada una de
las láminas metálicas. Finalmente, Vij(q) = 2pie2e−qdij/q, donde dij es la distancia
entre las láminas i, j;  es la constante dieléctrica del semiconductor. Para t = 0 y
ε1 = ε2 = ε3, el modelo se reduce al estudiado previamente en la referencia [66].
Las energías de las láminas pueden ser modificadas en muestras reales cambiando
los voltajes de compuerta, que en nuestro caso está representado por las dos lámi-
nas positivas situadas en±h. En este Capítulo solo consideraremos configuraciones
simétricas, es decir , pL = pR y ε1 = ε3 > ε2.
La presencia en el hamiltoniano del último término de interacción electrón-elec-
trón implica que no hay solución exacta para el modelo, esto nos fuerza a buscar una
solución aproximada. Para ello utilizamos la aproximación de Hartree-Fock varia-
cional, usada con frecuencia en sistemas de dos láminas, tanto a campo magnético
cero [74] como a campo magnético finito [77–79], y también empleada en el estudio
previo [66]. Pero antes es conveniente hacer una transformación exacta del hamilto-
niano, definiendo los siguientes operadores:
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a†kσ = cos
2
(
θ
2
)
e−iφ c†1kσ +
√
2 sin
(
θ
2
)
cos
(
θ
2
)
c†2kσ + sin
2
(
θ
2
)
eiφ c†3kσ ,
b†kσ = −
sin θ√
2
e−iφ c†1kσ + cos θ c
†
2kσ +
sin θ√
2
eiφ c†3kσ ,
c†kσ = sin
2
(
θ
2
)
e−iφ c†1kσ −
√
2 sin
(
θ
2
)
cos
(
θ
2
)
c†2kσ + cos
2
(
θ
2
)
eiφ c†3kσ , (5.2)
con 0 ≤ θ ≤ pi y 0 ≤ φ < 2pi. Los nuevos operadores satisfacen relaciones de
anticonmutación fermiónicas {αkσ, α†k′s′} = δk,k′δσ,σ′ , mientras todos los otros anti-
conmutadores son cero. La transformación de la base de ¨láminas¨ c†1kσ, c
†
2kσ, c
†
3kσ a
la base de ¨sub-banda¨ a†kσ, b
†
kσ, c
†
kσ está definida por dos ángulos θ y φ. Para θ = 0,
ambas bases son iguales.
La transformación canónica de la Ec.(5.2) puede ser considerada como una ro-
tación en el espacio de Hilbert de un pseudo-espín apuntando en la dirección nˆ =
(sin θ cosφ, sin θ sinφ, cosφ), con el índice de lámina j jugando el papel de las com-
ponentes del pseudo-espín. En el estado fundamental, la dirección de nˆ está deter-
minada por el mínimo en la energía total. Los coeficientes en la matriz de transfor-
mación (5.2) se obtienen de los autovectores de la matriz nˆ(φ, θ) · S = nx(φ, θ)Sx +
ny(φ, θ)Sy+nz(φ, θ)Sz, donde Sx, Sy y Sz son las componentes de las matrices de mo-
mentos angulares de 3×3 correspondientes a un pseudo-espín unitario (o momento
angular) [80].
Después de expresar el hamiltoniano (5.1) en la nueva base, hemos tomado el va-
lor de expectación del hamiltoniano transformado con el siguiente ¨ansatz¨ Hartree-
Fock variacional para el estado fundamental
|Ψ0〉 =
k6≤kc↓∏
k6
c†k6↓
k5≤kc↑∏
k5
c†k5↑
k4≤kb↓∏
k4
b†k4↓
k3≤kb↑∏
k3
b†k3↑
k2≤ka↓∏
k2
a†k2↓
k1≤ka↑∏
k1
a†k1↑|0〉 . (5.3)
Aquí, kaσ, kbσ y kcσ son los vectores de onda de Fermi bidimensionales para los
electrones con espín σ en las sub-bandas a, b y c, respectivamente. Si alguno de
los seis kασ = 0, significa que la sub-banda correspondiente está vacía. Luego de
algunos cálculos obtenemos
〈Ψ0|Hˆ|Ψ0〉
Ry∗ N
=
2
r2s
[
E0(ηa↑, ηa↓, ηb↑, ηb↓, ηc↑, ηc↓, θ, φ)
]
=
2
r2s
[
E K0 + E
T
0 + E
H
0 + E
X-intra
0 + E
X-inter
0
]
, (5.4)
donde rs = r0/a∗0 = 1/(a∗0
√
piN) es el radio de Wigner Seitz, que lo usamos como pa-
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rámetro adimensional para caracterizar la densidad bidimensional, a∗0 = ~2/e2m∗ es
el radio de Bohr efectivo para el semiconductor y Ry∗ = m∗e4/(22~2) es el Rydberg
efectivo. Además, ηα =
∑
σ ηασ, ηασ =
∑
k〈α†kσαkσ〉/AN (α = a, b, c) son los factores
de ocupación de sub-banda discriminados en espín (para α = c1, c2, c3 se definen los
factores de ocupación de láminas). Hemos normalizado la Ec.(5.4) de manera que
0 ≤ ηασ ≤ 1 y
∑
ασ ηασ = 1.
El primer término en la Ec.(5.4),
E K0 =
∑
ασ
η2ασ +
r2s
2
{
ε∗2
[
(ηa + ηc)
sin2 θ
2
+ ηb cos
2 θ
]
+ ε∗1
[
ηa cos
4
(
θ
2
)
+ ηb
sin2 θ
2
+ ηc sin
4
(
θ
2
)]
+ ε∗3
[
ηa sin
4
(
θ
2
)
+ ηb
sin2 θ
2
+ ηc cos
4
(
θ
2
)]}
, (5.5)
corresponde a la suma de los términos cinéticos intra-lámina y la energía de las
láminas,
E T0 = −
r2s√
2
t∗ (ηa − ηc) sin θ cosφ (5.6)
es el término de hopping o energía cinética inter sub-banda y es el único donde
aparece el ángulo φ,
E H0 = −2d∗
{
ηb(ηa + ηc) + 2ηaηc +
sin2 θ
2
[
(ηa − ηc)2 + 2η2b − ηb(ηa + ηc)
]
− sin
4 θ
8
(ηa − 2ηb + ηc)2
}
(5.7)
es la energía electrostática (Hartree), mientras que
E X-intra0 = −
8 rs
3pi
∑
ασ
η3/2ασ , (5.8)
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y
E X-inter0 = rs sin
2 θ
∑
σ
∞∫
0
dq
(
1− e−2d∗q/rs) (Iaaσ + 2Ibbσ + Iccσ − 2Iabσ − 2Icbσ)
− rs sin
4 θ
8
∑
σ
∞∫
0
dq
(
3− 4e−2d∗q/rs + e−4d∗q/rs) (5.9)
× (Iaaσ + 4Ibbσ + Iccσ + 2Iacσ − 4Iabσ − 4Icbσ) .
son las contribuciones intra sub-banda e inter sub-banda a la energía de intercambio,
respectivamente. d∗ = d/a∗0 es la distancia entre la lámina central y las dos laterales
(en unidades de radio de Bohr efectivo a∗0), t∗ = t/Ry
∗ y ε∗i = εi/Ry
∗. La expresión
para Iαβσ(q) está dada en el Apéndice A.2.
Para una combinación dada de parámetros (rs, d∗, t∗, ε∗1, ε∗2, ε∗3), la energía del
estado fundamental E0 depende de ocho parámetros ηa↑, ηa↓, ηb↑, ηb↓, ηc↑, ηc↓, θ, φ. Sin
embargo, la condición de neutralidad de carga ηa + ηb + ηc = 1 nos permite elimi-
nar unos de los seis factores de ocupación de sub-banda. En el caso del término de
hopping, ya que sin θ ≥ 0 para 0 ≤ θ ≤ pi, para tener ET0 ≤ 0, se debe cumplir
que (ηa − ηc) cosφ ≥ 0. Se puede ver que la Ec.(5.4) para la energía es invariante
ante el intercambio de “a” y “c”. Entonces, como el ángulo φ solo interviene a través
del término de hopping ET0 , su valor está determinado por el signo de ηa − ηc. Por
ejemplo, si consideramos que estamos restringidos a las configuraciones ηa > ηc, el
valor óptimo es φ = 0. En caso contrario, ηa < ηc, el valor óptimo es φ = pi. Ambas
elecciones son equivalentes y hemos adoptado aquí la primera: ηa ≥ ηc, φ = 0.1 Bajo
estas condiciones, la energía E0 ha sido minimizada numéricamente con respecto a
los restantes seis parámetros variacionales: cinco factores de ocupación y el ángulo
θ. Los resultados correspondientes se muestran en las Figs. (5.2)-(5.4).
La forma en que dependen las diferentes contribuciones a la energía con los pa-
rámetros rs y d∗ merece algunos comentarios. En el límite de bajas densidades, rs
es grande ya que es inversamente proporcional a la raíz cuadrada de la densidad,
entonces la física es dominada por el hopping y las contribuciones de las energías de
las láminas, que son efectos de una partícula. Por otro lado en el límite de altas den-
sidades rs es pequeño, y la principal contribución a la energía total viene del término
cinético intra-lámina y el término de Hartree, que favorecen configuraciones bicapa
efectivas con el pozo central vacío y los electrones distribuidos equitativamente en-
tre los dos pozos laterales [75, 76]. La interacción de intercambio intra-lámina (5.8)
depende linealmente con rs, es siempre negativa y favorece configuraciones del es-
tado fundamental polarizadas en espín. Con respecto a la interacción de intercambio
1Note que si ηa = ηc el valor de φ es irrelevante
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inter-lámina, su dependencia con rs y d∗ es menos trivial, principalmente debido a
la presencia del término d∗/rs en las exponenciales. Como se discute en el Apéndice
A.2, en el límite d∗/rs  1, desarrollando las exponenciales, este término se com-
porta de manera lineal en d∗, como la contribución de Hartree. En el límite opuesto
d∗/rs  1, los términos exponenciales son pequeños y el término de intercambio
depende linealmente con rs. De acuerdo a nuestra evidencia numérica, este término
es siempre positivo por lo que su configuración óptima es θ = 0 o el caso balanceado
ηaσ = ηbσ = ηcσ, ya que en ambos casos E X-inter0 = 0.
5.3. Resultados
La energía total de la Ec.(5.4) como función de los seis parámetros variacionales
presenta muchos mínimos locales, esto convierte el problema de encontrar un mí-
nimo global en un problema numérico complicado. Además de esto, tenemos que
minimizar la energía total manteniendo la condición 0 ≤ ηi ≤ 1, con el mínimo glo-
bal situado en algunos casos sobre la frontera. Para llevar a cabo la minimización
hemos particionado el espacio 6-dimensional de parámetros en (típicamente) 106 re-
giones. Comenzando por el punto central de cada región, se busca un mínimo local
usando el algoritmo Simplex [81]. Entonces tomamos el mínimo global como el mí-
nimo entre todas la regiones. Este procedimiento es fácil de paralelizar, en particular
lo hemos implementado usando MPI (Message Passing Interface)[82].
Antes de discutir los resultados numéricos es conveniente analizar algunos lí-
mites particulares del sistema tricapa, que admiten soluciones analíticas y semi-
analíticas. Muchas de las configuraciones del estado fundamental que aparecen en
estos límites ayudan al entendimiento de los casos más generales que discutiremos
más adelante.
5.3.1. Límite d∗ = 0
En el límite de distancias pequeñas entre las láminas, la expresión (5.4) para la
energía del estado fundamental se simplifica notablemente,
E0(d
∗ = 0)
2/r2s
=
∑
ασ
(
η2ασ −
8 rs
3pi
η3/2ασ
)
− t
∗ r2s√
2
(ηa − ηc) sin θ
+
ε∗2 r
2
s
2
[
(ηa + ηc)
sin2 θ
2
+ ηb cos
2 θ
]
(5.10)
donde hemos tomado ε∗1 = ε∗3 = 0, ε∗2 6= 0. Este límite idealizado será útil para
entender las fases que apararen más adelante en el caso general.
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Figura 5.2: Estado fundamental en el espacio de parámetros: (a) rs − ε∗2 , para d∗ = t∗ = 0, (b)
rs − t∗, para d∗ = ε∗2 = 0. El significado de los diferentes símbolos en las figuras (a) y (b) está
dado en la 5.1 y 5.2 respectivamente.
Tabla 5.1: Configuraciones del estado fundamental para d∗ = t∗ = 0. En todos los casos θ = 0.
Note que para θ = 0, los factores de ocupación de sub-banda son los mismos que que los factores
de ocupación de láminas. El símbolo ¨sp¨ identifica los estados polarizados en espín, mientras
que ¨ml¨, ¨bl¨ y ¨tl¨ identifican las configuraciones monocapa, bicapa y tricapa, respectivamen-
te. Los parámetros x, y caracterizan las configuraciones con factores de ocupación que toman
valores continuos.
Configuración ηa↑ ηa↓ ηb↑ ηb↓ ηc↑ ηc↓
A: sp, ml 0 0 1 0 0 0
B: ml 0 0 1
2
1
2
0 0
C: sp,bl 1− 2x 0 x x 0 0
D: bl 1−2x
2
1−2x
2
x x 0 0
E: sp,tl y y x x 1− 2x− 2y 0
F: tl 1−2x
4
1−2x
4
x x 1−2x
4
1−2x
4
En la Fig. 5.2(a) se muestra el diagrama de fases para el estado fundamental que
resulta de la minimización numérica de la Ec.(5.10), para el caso t∗ = 0 . Lo más
notable en el gráfico es el crecimiento de la configuración B (ηb↑ = ηb↓ = 1/2) con
respecto a las demás, para valores pequeños de rs, a medida que −ε∗2 aumenta. Esto
es claro físicamente: como θ = 0, la configuración B es equivalente a η2↑ = η2↓ = 1/2
y para valores negativos de ε∗2 favorece el llenado del pozo central. La frontera entre
las configuracionesA yB no depende de ε∗2, ya que la energía del término proporcio-
nal a ε∗2 es la misma en ambas configuraciones (ver Ec.(5.10)). El valor rs = 2.011, que
representa la frontera entre A y B, está determinado por el balance entre la energía
cinética intra-lámina y la energía de intercambio intra-lámina. Para t∗ = 0 (el caso
analizado en la Fig. 5.2(a)), existe la simetría ηa ↔ ηc. Esto significa, por ejemplo, que
la configuración C, correspondiente a ηb↑ = ηb↓ = x y ηa↑ = 1−2x, es degenerada con
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la configuración ηa↓ = 1 − 2x, o ηc↑ = 1 − 2x, o ηc↓ = 1 − 2x. Para t∗ finito, veremos
cómo se rompen algunas de estas degeneraciones. Las configuraciones A y B son
las únicas donde todos los electrones están en una sola lámina, en este caso, la lámi-
na central. Debido a la interacción de intercambio, que favorece las configuraciones
polarizadas en espín, la configuración totalmente polarizada en espínA es preferida
sobre la configuración no polarizada B para densidades tales que rs ≥ 2.011. Como
en la mayoría de la transiciones mostradas en este Capítulo, en la frontera entre las
configuraciones A y B, los factores de ocupación cambian abruptamente.
Tabla 5.2: Configuraciones del estado fundamental para d∗ = ε∗2 = 0. En todos los casos θ =
pi/2. Los parámetros x, y caracterizan las configuraciones con factores de ocupación que toman
valores continuos.
Configuraciones ηa↑ ηa↓ ηb↑ ηb↓ ηc↑ ηc↓
α: sp, tl 1 0 0 0 0 0
β: tl 1
2
1
2
0 0 0 0
γ: sp,tl x x 1− 2x 0 0 0
δ: tl x x 1−2x
2
1−2x
2
0 0
:sp, tl x x y y 1− 2x− 2y 0
ζ : tl x x y y 1−2x−2y
2
1−2x−2y
2
A modo de entender el efecto de parámetro de hopping t∗, en la Fig. 5.2(b) se
muestran las configuraciones del estado fundamental en el espacio de parámetros
rs − t∗, para d∗ = ε∗2 = 0. De la Ec.(5.10) para ε∗2 = 0, podemos ver que la energía
de hopping alcanza su óptimo valor cuando θ = pi/2, ηa > ηc. En el límite de bajas
densidades rs  1, el término de hopping es la contribución dominante y todos
los electrones están en la sub-banda a (configuraciones α y β). En el límite de altas
densidades rs  1, la física es dominada por el término de energía cinética intra sub-
banda, que alcanza su óptimo valor cuando los electrones se distribuyen entre todas
las sub-bandas a, b y c. La energía de intercambio intra sub-banda, que depende
linealmente con rs, tiene el rol dominante a densidades intermedias favoreciendo
configuraciones polarizados en espín y pseudo espín sobre las no polarizadas, a
medida que rs aumenta (i.e., β → α, δ → γ, ζ → ). Aumentando t∗, la configuración
β se vuelve más estable y gana estabilidad en el espacio de parámetros.
A primera vista no queda claro porqué las configuraciones del estado fundamen-
tal d∗ = t∗ = ε∗2 = 0 mostradas en las Figs. 5.2(a) y 5.2(b) no son las mismas. El punto
aquí es que en la Fig. 5.2(a) (Fig. 5.2(b)) se muestran las configuraciones para valo-
res finitos de ε∗2 (t∗). El caso donde los tres parámetros d∗, t∗ y ε∗2 son estrictamente
nulos está de alguna manera indefinido, puesto que la energía total se reduce al pri-
mer término en la Ec.(5.10), y el ángulo θ queda indeterminado. Ya que cualquier
valor de θ está permitido, la configuración del estado fundamental no es única. Este
misma consideración vale también para el resultado mostrado en la Figura 2 de la
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[66].
5.3.2. Resultados numéricos para el modelo general
En la Fig. 5.3 se muestran las configuraciones del estado fundamental en el plano
rs−d∗, con un hopping dependiente de la distancia t∗(d∗) = exp (−β∗d∗2 ), donde β∗ '
2.97 [64]. Para d∗  1, el hopping es considerable (t∗(0) ' 1) y las configuraciones
del estado fundamental son las mismas que en la 5.2(b). Para d∗  1, el término de
Hartree pasa a ser el predominante y se obtienen las configuraciones para t∗ = ε∗2 =
0 de la referencia [66]. Como el término ET0 depende cuadráticamente en rs, para
valores suficientemente grandes de rs el sistema entra en un régimen dominado
por el hopping. La configuración P2’, que es diferente del estado con coherencia
espontánea inter-lámina P1 encontrada previamente (ηb↑ = 1, θ = pi/2) [66], resulta
de una competencia entre los términos de hopping e intercambio inter sub-banda.
a)
α
β
γ
δ
ǫ
ζ
P2’
P2
P4
P5
P6
b)
α A
β
γ
δ
ǫ
ζ
P3’
P3”
P3’
P5
P6
Figura 5.3: Estado fundamental en el espacio de parámetros rs − d∗, para: (a) ε∗2 = 0, (b)
ε∗2 = − 0.8, con el parámetro de hopping t∗(d∗) dependiente de la distancia. El significado de
los diferentes símbolos está dado en 5.3. La línea recta en (a) corresponde a la aproximación
dada en la 5.11 para la frontera entre las configuraciones α y β. Los dos círculos vacíos en (b)
corresponden a la muestra experimental de la referencia [70] (ver texto).
Otra característica interesante en las Figs. 5.3 ((a) y (b)) es el comportamiento
de la frontera entre configuraciones α (polarizada en espín) y β (no polarizada en
espín). Para d∗ = 0, el límite está en el valor esperado rs = 2.011 (como en la Fig.
5.2(b)). Sin embargo, cuando d∗ aumenta y t∗(d∗) disminuye, la frontera entre con-
figuraciones polarizadas y no polarizadas en espín se mueve a densidades bajas.
Incluso para la densidad más baja considerada (rs = 3.0), es posible encontrar situa-
ciones donde el sistema se estabiliza en una fase paramagnética. Esto es debido a
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Tabla 5.3: Configuración del estado fundamental para ε∗2 = 0, con el parámetro de hopping
t∗(d∗) dependiente de la distancia. La configuración P3 está presente entre P4 y P5, pero no es
visible en la Fig. 5.3(a) porque es muy estrecha. El símbolo “sp*” se usa para indicar que esta
configuración es degenerada con la configuración no-polarizada obtenida de invertir el espín de
una componente. Los parámetros x, y caracterizan las configuraciones con factores de ocupación
que toman valores continuos.
Configuración ηa↑ ηa↓ ηb↑ ηb↓ ηc↑ ηc↓ θ
P2’: sp, tl x 0 1− x 0 0 0 pi/2
P2: sp*, bl 1
2
0 0 0 1
2
0 0
P3: bl x 1− 2x 0 0 x 0 0
P3’:tl x 0 1− 2x 0 x 0 0
P3”:tl x 0 y 0 1− x− y 0 pi/2
P4: bl 1
4
1
4
0 0 1
4
1
4
0
P5: tl x x 1− 4x 0 x x 0
P6: tl x x 1−4x
2
1−4x
2
x x 0
la dependencia con d∗ del término de intercambio inter sub-banda. Como se explica
en el Apéndice A.2, en el límite d∗/rs → 0 se obtiene una dependencia lineal con
d∗ para este término, como se ve en la Ec.(A.18). Considerando que las energías de
hopping y Hartree son las mismas en las configuraciones α y β, la frontera entre
ambas puede ser obtenida igualando la suma de las contribuciones cinética intra
sub-banda e intercambio en ambas fases. En el límite d∗/rs → 0, usando el desa-
rrollo en la Ec.(A.18) para el término de intercambio inter sub-banda, obtenemos la
ecuación para la frontera
rαβs (d
∗) =
3pi
8
(
1 +
1√
2
)(
1 +
3d∗
4
)
' 2.011
(
1 +
3d∗
4
)
, (5.11)
válida a primer orden en d∗. La estabilización de la fase β está inducida por la op-
timización del término de intercambio inter sub-banda, cuando el ángulo θ 6= 0. A
su vez este ángulo θ 6= 0 es una consecuencia de que el hopping entre las láminas
es finito. Para valores más grandes de d∗, el sistema pasa de la fase β a la P2’. Cuan-
do las láminas están más separadas, el ángulo θ pasa de pi/2 a 0, el sistema pierde
energía de hopping y la configuración con mínima energía pasa a ser P2.
La única diferencia entre la Fig. 5.3(a) y la Fig. 5.3(b) es que en la primera ε∗2 = 0,
mientras que en la segunda ε∗2 = − 0.8. Las principales consecuencias son, en pri-
mer lugar, la desaparición de las configuraciones P2, P2’ y P4 de la Fig. 5.3(a) en
la Fig. 5.3(b), siendo reemplazadas por las configuraciones P3’ y P3”, y en segundo
lugar, el crecimiento de la estabilidad de la fase inducida por el hopping en el lado
izquierdo del diagrama. Esta última característica es fácil de entender: puesto que
ε∗2 < 0, la ocupación de la lámina central aumenta y esto favorece particularmente la
estabilidad de las configuraciones α y β. Este efecto también se refleja en las confi-
guraciones γ, δ, , ζ , aunque con menos intensidad, debido a la menor influencia del
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término de hopping y las energías de la lámina para valores menores de rs. Respecto
a la desaparición de las configuraciones P2 y P4 que están presentes en la Fig. 5.3(a)
pero no en la Fig. 5.3(b), podemos decir que esto es debido a que ambas configu-
raciones tiene la lámina central vacía, entrando en conflicto directo con el hecho de
que ε∗2 < 0. Por otra parte las nuevas ocupaciones P3’ y P3” sí tienen el pozo central
ocupado.
Como en el caso ε∗2 = 0, la configuración no polarizada en espín β está aún
presente a bajas densidades (rs > 2.0) cuando la distancia entre las láminas no es
grande. Sin embargo cuando d∗aumenta (el hopping disminuye) la configuración
A es estabilizada. Esta configuración implica que todos los electrones están en la
lámina central con la misma proyección del espín. Para valores aún mayores de d∗,
la energía de Hartree pasa a ser importante y configuraciones con las tres láminas
ocupadas, como P3’, presentan menor energía.
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Figura 5.4: Factores de ocupación de láminas para d∗ = 2, ε∗2 = − 0.8 y t∗(d∗ = 2) = 0.05. En el
panel superior (inferior) se muestran los factores de ocupación discriminados (indiscriminados)
en espín. Las líneas finas verticales muestran la zona donde hay un cambio en la configuración
del estado fundamental.
Finalmente, mostramos en la Fig. 5.4 la ocupación de las láminas como función
de rs, para valores fijos de d∗ (' 2), t∗ (' 0.05) y ε∗2 (' − 0.8) [70]. Para rs → 0, la
ocupación de las láminas en la figura son cercanos a los estimados analíticamente
en referencia [66], de acuerdo a la cual los factores de ocupación por lámina en la
configuración P6 están dados por
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ηa = ηc =
1
3
(
1 +
ξ
2
)
ηb =
1
3
(1− ξ) , (5.12)
con ξ(d∗) = (1 + 3/4d∗)−1. Evaluando estas expresiones para d∗ = 2, obtenemos que
ηa = ηc = 5/11 ' 0.45, ηb = 1/11 ' 0.09, muy cercanos a los valores a rs = 0 en la
Fig. 5.4. Estos estimados analíticos se obtienen considerando solamente las interac-
ciones cinética intra-lámina y de Hartree. La redistribución abrupta de carga entre
las láminas recuerda la transferencia abrupta de electrones entre el estado funda-
mental y el primer estado excitado de un pozo cuántico semiconductor, observado
experimentalmente en referencia [83] y discutido teóricamente en referencia [60].
Aumentando rs, las secuencias de transiciones son como sigue: P6→ P5→ P3’
→ P3” → P3’ → A. Las transiciones P6 → P5 y P5 → P3’ son claramente disconti-
nuas. Por su parte, en la secuencia ¨reentrante¨ P3’→ P3”→ P3’, solo hay pequeños
cambios de ocupaciones en las fronteras. Esta secuencia ¨reentrante¨ es interesante,
ya que refleja una vez más la importancia de la energía de intercambio inter-lámina
EX-inter0 y su competencia con el término de hopping ET0 . En la configuración P3’,
θ = 0, que es una de las formas posibles en los que se cancela la contribución posi-
tiva en EX-inter0 , aunque esto lleva a una pérdida en la energía de hopping también.
Pero para 1.68 . rs . 2.05, la configuración ¨balanceada¨ P3” se convierte en la de
menor energía; ya que η1↑ ' η2↑ ' η3↑, EX-inter0 se minimiza usando la segunda forma
de optimizarse: igual ocupación de las sub-bandas. Esto permite que θ 6= 0 y lleva
a una ganancia en la energía de hopping. Aumentando aún más rs, la condición de
igual ocupación no puede mantenerse y el sistema regresa a la fase no ¨balanceada¨
P3’, pero ahora con la lámina central más ocupada.
Los parámetros d∗, t∗ y ε∗2 usados en la Fig. 5.4 fueron obtenidos directamente
del triple pozo cuántico semiconductor estudiado experimentalmente en la referen-
cia [70], como se explica en la referencia [64]. Después de ajustar estos parámetros,
nuestro modelo reproduce cualitativamente las principales características de cálcu-
los más elaborados reportados en la referencia [70], usando Teoría de la Funcional
Densidad en la aproximación LDA. En particular, en la referencia [70] se reporta que
η1 ' η2 ' η3 ' 1/3 cuandoN ' 10.8×1010 cm−2 (rs ' 1.74, que corresponde al círcu-
lo vacío de arriba en la 5.3(b)), y que η1/η2 ' η3/η2 ' 2 cuando N ' 16.7×1010 cm−2
(rs ' 1.4, correspondiente al círculo vacío de abajo en la 5.3(b)). Estos resultados en
la aproximación LDA coinciden cualitativamente con los resultados de nuestro mo-
delo, como se muestra en la Fig. 5.4. Esto nos da cierta confianza en nuestro modelo
simple, ya que puede reproducir resultados de cálculos más complicados. También
podría ser útil en el diseño de muestras reales y para el entendimiento de la física
de sistemas semiconductores tricapa.
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5.4. Conclusiones
Se han determinado las principales configuraciones del estado fundamental de
un sistema semiconductor tricapa en el marco de la aproximación de Hartree-Fock
variacional. Las láminas metálicas están acopladas a través del hopping y coulom-
bianamente por la interacción de Hartree e intercambio. A densidades altas el sis-
tema se hace simple, ya que los únicos términos que contribuyen a la energía total
son el término de energía cinética intra-lámina y el término de Hartree. El límite de
bajas densidades está determinado por dos efectos de una partícula introducidos
en este trabajo: el hopping entre láminas y la energía de láminas. Se obtuvo que la
interacción de intercambio inter-lámina juega un papel fundamental, ayudando en
la estabilización de configuraciones balanceadas, en cuya vecindad son diseñadas
muchas de las muestras experimentales. Se espera que los resultados presentados
en este Capítulo, para un amplio rango de parámetros, puedan servir como una
guía cualitativa en el diseño de muestras experimentales, y que además sean úti-
les en el entendimiento de la física de los sistemas de tres capas semiconductoras a
campo magnético cero.
Capítulo 6
Anisotropía de pseudo-espín para un
semiconductor tricapa
Cuando dos niveles del Landau están cercanos a coincidir en energía cerca del
potencial químico en el IQHE, éstos pueden: a) mostrar comportamiento tipo ¨anti-
cruce¨ o b) mantenerse cercanos en una situación de cuasi-degeneración mientras
variamos alguno de los parámetros que los indujo a cruzarse. En este Capítulo,
estudiaremos teóricamente todos los posibles cruces de LLs en un sistema tricapa
semiconductor, usando una aproximación de Hartree-Fock variacional similar a la
empleada en el Capítulo anterior. El modelo que utilizamos incluye hopping entre
láminas vecinas, efectos del campo eléctrico externo (bias) e interacción de Coulomb
intra e inter-lámina. El estudio presentado en este Capítulo fue publicado en la refe-
rencia [84].
6.1. Introducción
Como habíamos mencionado anteriormente, el efecto Hall cuántico entero es
esencialmente un fenómeno de una partícula [85, 86]. Sin embargo, efectos de mu-
chos cuerpos pueden ser aún importantes para la física en este régimen, principal-
mente en las regiones donde se cruzan dos LLs. La aparición de estados con ruptura
espontánea de simetría similares a los estados eje-fácil (easy-axis de aquí en adelan-
te) o plano-fácil (easy-plane de aquí en adelante) del ferromagnetismo ha llevado a
nombrar estas situaciones de cruce entre niveles de Landau como ferromagnetismo
Hall cuántico (QHF, del inglés Quantum Hall Ferromagnetism) [87]. En las vecinda-
des del cruce entre LLs en un campo magnético inclinado respecto a la normal al
plano del gas de electrones, la resistividad longitudinal ρxx como función del valor
de la componente de campo magnético perpendicular al plano presenta picos con
histéresis, que indican la ocurrencia de QHF [88]. Los picos en la resistividad fueron
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discutidos teóricamente en las referencias [89, 90], usando un esquema de cálcu-
lo auto-consistente basado en RPA/Hartree-Fock (RPA del inglés Random Phase
Approximation). En sistemas bicapa o monocapas con dos sub-bandas, podemos
tener cruces entre LLs sin necesidad de inclinar el campo magnético, como se ha ob-
servado experimentalmente [11, 91, 92] y discutido teóricamente [78, 79, 93–95] en
muchos trabajos previos. En particular, en la referencia [79], basados en un método
de HF variacional, se hace una clasificación exhaustiva de las posibles anisotropías
ferromagnéticas: dependiendo de los números cuánticos de los LLs el sistema pue-
de presentar estados ferromagnéticos tipo isotrópico (I), eje-fácil (EA) o plano-fácil
(EP).
6.2. Modelo y estados de una partícula
Teniendo en cuenta lo discutido en el Capítulo 2 para un q2DEG con un campo
magnético aplicado según la dirección z, podemos escribir los estados electrónicos
en la forma:
Ψσi,n,k(x, y, z) = φn,ky(x)
eiyk√
Ly
λξ(z) ησ , (6.1)
donde φn,ky(x) está dada por la Ec.(2.10), ξ es el índice de sub-banda y σ es el índice
de espín, que puede tomar valores ± 1. ησ es un espinor, tal que
η+ =
[
1
0
]
, η− =
[
0
1
]
. (6.2)
En este modelo simple, como se ilustra en la Fig. 6.1, la función de onda de la
sub-banda i según z se escribe como
λξ(z) = aξ
√
δ (z + d) + bξ
√
δ (z) + cξ
√
δ (z − d) , (6.3)
donde ξ = −1, 0, 1 y los coeficientes ai, bi, ci son los autovalores de la matriz de 3 ×
3  ε1 −t 0−t ε2 −t
0 −t ε3
 . (6.4)
ε1, ε2 y ε3 son las energías de los electrones en las láminas 1, 2 y 3, respectivamente.
En el presente modelo, igual que en Capítulo previo, hemos considerado gases de
electrones 2D estrictos, por lo que en adelante hablaremos de 2DEG (en lugar de
q2DEG). Cada uno de los tres 2DEG es representado por una lámina metálica estric-
tamente bidimensional, ésta es la aproximación expresada detrás de la Ec.(6.3).
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λ−1γ−1
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Δ
t
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Figura 6.1: Vista esquemática del sistema tricapa. γ−1 (λ−1(z)), γ0 (λ0(z)) y γ1 (λ1(z)) son
los autovalores (autovectores) de la matriz de 3× 3 en (6.4). t y ∆ representan el hopping y bias
entre láminas vecinas, respectivamente. d es la distancia entre los centros de los pozos cuánticos.
Un campo magnético de intensidad B es aplicado a lo largo del eje z (flecha gruesa).
Llamando γξ(ε1, ε2, ε3, t) a los autovalores correspondientes a la matriz definida
en (6.4) (γ−1 ≤ γ0 ≤ γ1), la solución asociada a la función de onda en la Ec.(6.1) tiene
energía Eσξ n = γξ + (n+ 1/2) ~ωc + gµBBσ/2 (Ec.(2.12)).
La interacción de Coulomb entre los electrones, cuyo efecto será analizado aho-
ra, mezcla (en principio) todos los niveles de Landau, por lo que los índices ξ, n, σ
pierden la propiedad de ser los ¨buenos¨ números cuánticos. En este Capítulo, es-
tamos interesados en analizar los estados de muchos cuerpos que pueden ocurrir
cuando dos niveles de Landau están cerca de alinearse, mientras se mantienen su-
ficientemente alejados del resto de los LLs. Siguiendo la estrategia de la referencia
[79] para el caso de un sistema bicapa, simplificaremos el sistema totalmente inter-
actuante descripto anteriormente considerando explícitamente solo la interacción
de Coulomb entre los dos niveles de Landau que se encuentran cerca del potencial
químico, mientras incluimos los efectos de los niveles de menor energía (totalmen-
te llenos) en la forma de un campo efectivo de una partícula. Denotaremos con el
símbolo p =↑, ↓ a cada uno de los niveles de Landau que se alinean y nos referire-
mos a éste como el índice de pseudo-espín. Estos dos niveles que se alinean tendrán
números cuánticos ξ(↑), n(↑), σ(↑) y ξ(↓), n(↓), σ(↓).
Dentro de este modelo truncado, el conjunto total de funciones de una partícula
se reduce a las siguientes funciones de onda,
ψp,ky(r) = λξ(p)(z)φn(p),σ(p),ky(x)
exp(iyky)√
Ly
, (6.5)
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donde φn(p),σ(p),ky(x) = φn(p),ky(x) × ησ(p). Debido a la presencia del término ησ(p),
ψp,ky(r) es un espinor de dos componentes.
En el formalismo de segunda cuantización, el operador que crea una partícula en
un estado con orientación de pseudo-espín arbitraria mˆ = (sin θ cosϕ, sin θ sinϕ, cos θ)
esta dado por
cˆ†mˆ,ky = cos
(
θ
2
)
cˆ†↑,ky + sin
(
θ
2
)
eiϕcˆ†↓,ky , (6.6)
donde cˆ†p,k crea una partícula en el estado cuya función de onda está dada por la
Ec.(6.5). Como veremos, el valor de mˆ en el cruce entre dos niveles de Landau nos
permitirá establecer un esquema general de clasificación para todos los posibles cru-
ces de niveles en sistemas tricapa. Note que para θ = 0 (mz = +1) o θ = pi (mz = −1),
el electrón está en un estado puro de pseudo-espín ↑ o ↓, mientras que para cualquier
otro valor de θ el electrón estará en un estado mezclado.
6.3. Hamiltoniano de muchos cuerpos
El hamiltoniano de muchos cuerpos que describe la interacción entre los niveles
de Landau que se cruzan, teniendo en cuenta a los niveles llenos como una contribu-
ción de campo medio, puede ser escrito en el espacio de Hilbert 2D de la siguiente
forma compacta:
Hˆ =−
∑
i=1,x,y,z
Nφ∑
k=1
2∑
α,α′=1
bi σ
α′,α
i cˆ
†
p(α′),kcˆp(α),k
+
1
2
∑
i,j=1,x,y,z
Nφ∑
k1,k′1
k2,k′2=1
2∑
α1,α′1
α2,α′2=1
W
k′1,k
′
2,k1,k2
i,j σ
α′1,α1
i σ
α′2,α2
j cˆ
†
p(α′1),k
′
1
cˆ†p(α′2),k′2 cˆp(α2),k2 cˆp(α1),k1 ,
(6.7)
donde p(1) = ↑, p(2) = ↓, σx, σy, σz son las matrices de Pauli y σ1 es la matriz identi-
dad de 2 × 2. bi son los términos de un cuerpo, que incluyen las contribuciones no
interactuantes presentes en la ecuación para la energía de los LLs Eσξ n, además de
las interacciones con los electrones en los LLs llenos. El potencial Wi,j representa di-
ferentes combinaciones (ver Ec.(6.13)) de los elementos matriciales de la interacción
de Coulomb Vp′1,p′2,p1,p2
V
k′1,k
′
2,k1,k2
p′1,p
′
2,p1,p2
=
∫
d3r1
∫
d3r2 ψ
∗
p′1,k
′
1
(r1)ψ
∗
p′2,k
′
2
(r2)
e2
|r1 − r2|ψp1,k1(r1)ψp2,k2(r2). (6.8)
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 es la constante dieléctrica del semiconductor. Aproximando el estado de muchos
cuerpos como un determinante de Slater con orientación de pseudo-espín mˆ, tene-
mos,
|ψ [mˆ]〉 =
Nφ∏
k=1
c†mˆk |0〉 , (6.9)
donde cˆ†mˆ,k está definido por la Ec.(6.6). Podemos así encontrar la energía por partí-
cula en la aproximación de Hartree-Fock como,
eHF (mˆ) ≡ 〈ψ [mˆ]| Hˆ |ψ [mˆ]〉
Nφ
(6.10)
= −
∑
i=x,y,z
(
bi − 1
2
U1,i − 1
2
Ui,1
)
mi +
1
2
∑
i,j=x,y,z
Ui,jmimj , (6.11)
donde
Ui,j =
1
Nφ
NΦ∑
k1,k2=1
(
W k1,k2,k1,k2i,j −W k2,k1,k1k2i,j
)
. (6.12)
Las cantidades W k
′
1,k
′
2,k1,k2
i,j en la Ec.(6.12) están relacionadas con los V
k′1,k
′
2,k1,k2
p′1,p
′
2,p1,p2
a
través de la siguiente ecuación,
W
k′1,k
′
2,k1,k2
i,j =
∑
p′1,p
′
2,p1,p2
α
p′1,p
′
2,p1,p2
i,j V
k′1,k
′
2,k1,k2
p′1,p
′
2,p1,p2
, (6.13)
donde los coeficientes αp
′
1,p
′
2,p1,p2
i,j están definidos en la Tabla 6.1. Reemplazando esta
relación en la Ec.(6.12), tenemos
Ui,j =
1
Nφ
∑
p′1,p
′
2,p1,p2
α
p′1,p
′
2,p1,p2
i,j
NΦ∑
k1,k2=1
(
V k1,k2,k1,k2p′1,p′2,p1,p2
− V k2,k1,k1,k2p′1,p′2,p1,p2
)
=
∑
p′1,p
′
2,p1,p2
α
p′1,p
′
2,p1,p2
i,j
1
2pi
(
vp′1,p′2,p1,p2(0)−
∫ ∞
0
qe−q
2/2vp′1,p′2,p1,p2(q)dq
)
. (6.14)
Al pasar de la primera a la segunda línea en la ecuación anterior hemos usado la
representación de Fourier quasi-2D para la interacción de Coulomb, así obtenemos
la relación [79]
V
k′1,k
′
2,k1,k2
p′1,p
′
2,p1,p2
=
1
A
∑
q
δqy ,k′1−k1δ−qy ,k′2−k2e
iqx(k′1+k1)/2e−iqx(k
′
2+k2)/2vp′1,p′2,p1,p2(q),
entonces
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1
Nφ
Nφ∑
k1,k2=1
(
V k1,k2,k1,k2p′1,p′2,p1,p2
− V k2,k1,k1k2p′1,p′2,p1,p2
)
=
∫
d2q
(2pi)2
e−q
2/2
[
vp′1,p′2,p1,p2(0)− vp′1,p′2,p1,p2(q)
]
=
1
2pi
(
vp′1,p′2,p1,p2(0)−
∫ ∞
0
qe−q
2/2vp′1,p′2,p1,p2(q)dq
)
.
(6.15)
vp′1,p′2,p1,p2(q) es el producto de dos términos,
vp′1,p′2,p1,p2(q) = v
‖
p′1,p
′
2,p1,p2
(q)v⊥ξ(p′1),ξ(p′2),ξ(p1),ξ(p2)(q) . (6.16)
v⊥p′1,p′2,p1,p2(q) es el factor de sub-banda y v
‖
p′1,p
′
2,p1,p2
(q) es el factor en el plano. Este
último factor depende solamente de las funciones de onda en el plano 2D que son
las mismas en sistemas bicapas y tricapas. Por esta razón el único término que di-
ferencia respecto a los sistemas bicapas es el factor de sub-banda. A partir de aquí
usaremos lB (longitud magnética) como unidad de longitud y e2/lB como unidad
de energía. El primer factor en (6.14), a q = 0, representa la contribución de Hartree
y el segundo factor corresponde al intercambio.
El factor de sub-banda está definido por
v⊥ξ(p′1),ξ(p′2),ξ(p1),ξ(p2)(q) =
∫ ∞
−∞
dz1
∫ ∞
−∞
dz2 e
−q|z1−z2|λξ(p′1)(z1)λξ(p′2)(z2)λξ(p1)(z1)λξ(p2)(z2).
(6.17)
De las Ecs. (6.3) y (6.17) tenemos
v⊥ξ(p′1),ξ(p′2),ξ(p1),ξ(p2)(q) = aξ(p′1)aξ(p′2)aξ(p1)aξ(p2) + bξ(p′1)bξ(p′2)bξ(p1)bξ(p2) + cξ(p′1)cξ(p′2)cξ(p1)cξ(p2)
+
[
aξ(p′1)bξ(p′2)aξ(p1)bξ(p2) + bξ(p′1)aξ(p′2)bξ(p1)aξ(p2)
]
e−qd
+
[
bξ(p′1)cξ(p′2)bξ(p1)cξ(p2) + cξ(p′1)bξ(p′2)cξ(p1)bξ(p2)
]
e−qd
+
[
aξ(p′1)cξ(p′2)aξ(p1)cξ(p2) + cξ(p′1)aξ(p′2)cξ(p1)aξ(p2)
]
e−2qd. (6.18)
Note que (6.18) reproduce todos los casos del sistema bicapa si tomamos bξ = 0
y aξ, cξ como los definidos en la Ec.(1) de la referencia [79].
El factor en el plano está dado por
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v
‖
p′1,p
′
2,p1,p2
(q) =
eq
2/2
q
∫
dΩ
∞∫
−∞
dx1 e
iqxx1φ†n(p′1),σ(p′1),qy/2(x1)φn(p1),σ(p1),−qy/2(x1)
×
∞∫
−∞
dx2 e
−iqxx2φ†n(p′2),σ(p′2),−qy/2(x2)φn(p2),σ(p2),qy/2(x2)
=δσ(p′1),σ(p1)δσ(p′2),σ(p2)δn(p′1)−n(p1),n(p2)−n(p′2)
(
n<1 !n
<
2 !
n>1 !n
>
2 !
)1/2
× 2pi
q
(
q2
2
)n>1 −n<1
L
n>1 −n<1
n<1
(
q2
2
)
L
n>2 −n<2
n<2
(
q2
2
)
, (6.19)
donde dΩ es el ángulo sólido 2D. Lmn (x) son los polinomios de Laguerre genera-
lizados, n<i ≡ mı´n[n(pi), n(p′i)] y n>i ≡ ma´x[n(pi), n(p′i)]. Cuando m = 0, tenemos
L
(0)
n (x) = Ln(x) que son los polinomios de Laguerre.
Es importante dejar claro el contenido físico del estado de Hartree-Fock en la
Ec.(6.9): representa un determinante de Slater de Nφ electrones, donde todos tienen
el mismo valor de mˆ. Como los ángulos θ y ϕ no están fijos, nos proveen de pa-
rámetros para minimizar la energía. Es importante remarcar que en los resultados
derivados hasta este punto hemos usado la expresión general para la función de
onda ψp,ky(r) en la Ec.(6.5); solo en la Ec.(6.18) hemos usado la expresión particular
dada por (6.3) para la función de onda de sub-banda λξ(z). En particular, la factori-
zación en la Ec.(6.16) es válida mientras se pueda factorizar también la Ec.(6.5). El
uso de otras aproximaciones para λξ(z) solo impactará en v⊥ξ(p′1),ξ(p′2),ξ(p1),ξ(p2)(q), que
como veremos más adelante solo llevaría a cambios cuantitativos en los resultados.
6.4. Anisotropía magnética
Los resultados de la sección anterior llevan naturalmente al concepto de aniso-
tropía magnética en ferromagnetos bidimensionales. En nuestro caso de QHF, la
Ec.(6.11) es fundamental y los posibles tipos de anisotropías magnéticas están in-
corporados en los coeficientes cuadráticos Ui,j . En esta sección obtendremos las ex-
presiones generales para los coeficientes de anisotropía Uij , incluyendo todos los
posibles cruces entre niveles de Landau. Para calcular estos coeficientes usaremos
la Ec.(6.14), Ec.(6.16) y la Tabla 6.1. Comenzaremos considerando el cruce de niveles
de Landau que pertenecen a la misma sub-banda.
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1 x y z
1
↑↑↑↑=↓↓↓↓
=↑↓↑↓=↓↑↓↑
↑↑↑↓=↑↓↑↓
=↓↑↓↑=↓↓↓↑
↑↑↑↓= − ↑↓↑↑
=↓↑↓↑= − ↓↓↓↑
↑↑↑↑= − ↓↓↓↓
= − ↑↓↑↓=↓↑↓↑
(−i)
x
↑↑↓↑=↓↑↑↑
=↑↓↓↓=↓↓↑↓
↑↓↓↑=↓↑↑↓
=↑↑↓↓=↓↓↑↑
↑↓↓↑= − ↓↑↑↓
= − ↑↑↓↓=↓↓↑↑
↑↑↓↑=↓↑↑↑
= − ↑↓↓↓= − ↓↓↑↓
(−i)
y
↑↑↓↑= − ↓↑↑↓
=↑↓↓↓= − ↓↓↑↓
↑↓↓↑= − ↓↑↑↓
=↑↑↓↓= − ↓↓↑↑
↑↓↓↑=↓↑↑↓
= − ↑↑↓↓= − ↓↓↑↑
↑↑↓↑= − ↓↑↑↑
= − ↑↓↓↓=↓↓↑↓
(−i) (−i) (−i)
z
↑↑↑↑= − ↓↓↓↓
=↑↓↑↓= − ↓↑↓↑
↑↑↑↓=↑↓↑↑
= − ↓↑↓↓= − ↓↓↓↑
↑↑↑↓= − ↑↓↑↑
= − ↓↑↓↓=↓↓↓↑
↑↑↑↑=↓↓↓↓
= − ↑↓↑↓= − ↓↑↓↑
(−i)
Tabla 6.1: Cada elemento en la tabla define el coeficiente 4αp
′
1,p
′
2,p1,p2
ij . Solo se muestran los
cuatro índices de pseudo-espín como flechas hacia arriba y hacia abajo, estos deben ser multi-
plicados por −i cuando se indique. Por ejemplo, para i = j = z, los únicos coeficientes distintos
de cero son α↑↑↑↑zz = α↓↓↓↓zz = 1/4 y α↑↓↑↓zz = α↓↑↓↑zz = −1/4. Los restantes 12 coeficientes (para este
ejemplo) son nulos.
6.4.1. Cruce de niveles de Landau provenientes de la misma sub-
banda : ξ(↓) = ξ(↑)
En este caso solo se pueden alinear niveles de Landau con espín opuesto.1 De la
6.19 vemos que se debe cumplir que p′1 = p1 = ± p y p′2 = p2 = ± p. Esta condición
se deriva de las deltas de Kronecker, que imponen la conservación del espín en el
proceso de ¨scattering¨, mientras que las otras funciones delta, relacionadas con los
números cuánticos orbitales se cumplen automáticamente: n(p′1)− n(p1) = n(±p)−
n(±p) = 0 = n(±p)− n(±p) = n(p′2)− n(p2). Finalmente obtenemos que
v‖p,p,p,p(q) =
2pi
q
[
Ln(p)
(
q2
2
)]2
, (6.20)
v
‖
p,−p,p,−p(q) =
2pi
q
Ln(p)
(
q2
2
)
Ln(−p)
(
q2
2
)
, (6.21)
mientras que para el resto de los casos v‖p′1,p′2,p1,p2(q) = 0. Usando ahora la Ec.(6.14)
y la Tabla 6.1, es fácil llegar a la conclusión de que el único término de anisotropía
distinto de cero es
Uzz =− 1
4
∫ ∞
0
dq e−
q2
2 v⊥ξ,ξ,ξ,ξ (q)
[
Ln(p)
(
q2
2
)
− Ln(−p)
(
q2
2
)]2
. (6.22)
1Esta alineación puede ser inducida por la energía de intercambio, que en general es distinta para
ambos niveles.
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Si los dos LLs tienen el mismo número cuántico orbital (n(p) = n(−p)), entonces
Uzz = 0 y el estado ferromagnético en el cruce es isotrópico. Un ejemplo de esta
situación es cuando ν = 1 con ξ(↓) = ξ(↑) = −1, n(↓) = n(↑) = 0, σ(↓) 6= σ(↑). Por
otra parte, ya que v⊥ξ,ξ,ξ,ξ (q) > 0, para n(↑) 6= n(↓) la Ec.(6.22) implica que Uzz < 0 y
el sistema presenta una anisotropía con el eje z como easy-axis (mz = ±1). Este es el
caso, por ejemplo, del cruce a ν = 2, donde ξ(↓) = ξ(↑) = −1, n(↓) = 0, n(↑) = 1, σ(↓
) = −1
2
, σ(↑) = 1
2
. En este caso, la única diferencia respecto al caso bicapa es el factor
v⊥ξ,ξ,ξ,ξ(q), que sin embargo en ambas situaciones es positivo.
2
6.4.2. Cruce de niveles de Landau provenientes de distintas sub-
bandas: ξ (↓) 6= ξ (↑)
Analizaremos ahora el cruce entre LLs pertenecientes a distintas sub-bandas. En
este caso, tenemos varias posibilidades:
Espín y número cuántico orbital iguales: σ(↓) = σ(↑), n(↓) = n(↑)
En esta situación se satisfacen las tres condiciones impuestas por las deltas de
Kronecker en la Ec.(6.19), entonces
v
‖
p′1,p
′
2,p1,p2
(q) =
2pi
q
[
Ln
(
q2
2
)]2
, (6.23)
para todos las posibles elecciones de los cuatro índices de pseudo-espín. Usando
nuevamente la Ec.(6.14) y la Tabla 6.1, obtenemos cuatro términos de anisotropía
distintos de cero,
2Note que v⊥ξ,ξ,ξ,ξ(q) > 0 siempre, más allá de la aproximación 2D estricta para la función de onda
de sub-banda λξ(z).
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Uzz =
d
2lB
[(
a2ξ(↑) − a2ξ(↓)
)2
+
(
c2ξ(↑) − c2ξ(↓)
)2]− 1
4
∫ ∞
0
dq e−
q2
2
[
Ln
(
q2
2
)]2
× (v⊥ξ(↑),ξ(↑)ξ(↑)ξ(↑) + v⊥ξ(↓),ξ(↓)ξ(↓)ξ(↓) − 2v⊥ξ(↑),ξ(↓)ξ(↑)ξ(↓)) (6.24)
Uxx =
2d
lB
(
a2ξ(↑)a
2
ξ(↓) + c
2
ξ(↑)c
2
ξ(↓)
)− ∫ ∞
0
dq e−
q2
2
[
Ln
(
q2
2
)]2
v⊥ξ(↑),ξ(↓),ξ(↑),ξ(↓)(q), (6.25)
Uxz =
d
2lB
[
aξ(↑)aξ(↓)
(
a2ξ(↑) − a2ξ(↓)
)
+bξ(↑)bξ(↓)
(
b2ξ(↑) − b2ξ(↓)
)
+ cξ(↑)cξ(↓)
(
c2ξ(↑) − c2ξ(↓)
)]
− 1
2
∫ ∞
0
dq e−
q2
2
[
Ln
(
q2
2
)]2 (
v⊥ξ(↑),ξ(↑),ξ(↑),ξ(↓)(q)− v⊥ξ(↓),ξ(↓)ξ(↓)ξ(↑)(q)
)
, (6.26)
Uzx =Uxz. (6.27)
En este caso, la contribución cuadrática en la Ec.(6.11) se reduce a
∑
i,j=x,y,z
Ui,jmimj = Uxxm
2
x + 2Uxzmxmz + Uzzm
2
z . (6.28)
Esta última ecuación puede ser minimizada bajo la condición m2x +m2y +m2z = 1,
usando multiplicadores de Lagrange. Si se cumple que a) U2xz − UxxUzz ≤ 0 y b)
Uxx, Uzz > 0, el sistema tendrá un mínimo cuando c) Uxxmx+Uxzmz = 0 y d) Uzzmz+
Uxzmx = 0. Dado que las condiciones c) y d) definen cada una un plano en el espacio
mx,my,mz, estas se satisfacen simultáneamente solo en la línea de intersección entre
ambos planos, que es justamente el ejemy. Suponiendo que se cumplen las restantes
condiciones, el sistema presentará en este caso una anisotropía con el eje y como
easy-axis: mx = mz = 0,my = ±1. La aparición de este tipo de anisotropía, con el
eje y como easy-axis, es nueva respecto a los resultados previos en sistemas bicapa.
En este caso tenemos dos estados degenerados que son combinaciones lineales fijas
(θ = pi/2, ϕ = ±pi/2) de los estados de pseudo-espín up y down.
El caso U2xz = UxxUzz es particular, ya que la Ec.(6.28) se puede simplificar a
∑
i,j=x,y,z
Ui,jmimj =
(√
Uxxmx +
√
Uzzmz
)2
, (6.29)
cuyo mínimo está dado por la ecuación
√
Uxxmx +
√
Uzzmz = 0. Esta ecuación defi-
ne un plano, por lo que el sistema presenta una anisotropía easy-plane. Geométrica-
mente, este caso se produce cuando los dos planos del caso anterior se alinean for-
mando un único plano. Hemos chequeado numéricamente que siempre se cumplen
las condiciones a) y b), por lo que el sistema en este caso ( σ(↓) = σ(↑), n(↓) = n(↑))
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manifestará una anisotropía tipo easy-axis o easy-plane.
Número cuántico orbital igual y espín diferente: n(↓) = n(↑), σ(↓) 6= σ(↑)
Cuando el cruce es entre niveles de Landau con igual número cuántico orbital
y espín diferente tenemos, siguiendo los mismos argumentos que en el cruce entre
niveles de la misma sub-banda, que la única componente de anisotropía distinta de
cero es Uzz, con el mismo valor que en la Ec.(6.24). Uzz es siempre no-negativa, por lo
que tendremos una anisotropía tipo easy-plane cuando Uzz > 0. Cuando Uzz = 0, el
estado es isotrópico, ya que todas las direcciones del pseudo-espín son equivalentes.
Espín igual y número cuántico orbital diferente: σ(↓) = σ(↑), n(↓) 6= n(↑)
Aplicando una vez más la Ec.(6.19) y conociendo que los niveles que se cruzan
tienen el mismo espín, las deltas de Kronecker para los espines se satisfacen auto-
máticamente. Teniendo en cuenta la condición para los números cuánticos orbitales,
obtenemos que solamente los factores v‖p,p,p,p(q), v
‖
p,−p,p,−p(q) y v
‖
p,−p,−p,p(q) son dife-
rentes de cero. Anteriormente habíamos encontrado las expresiones para los dos
primeros, mientras que el tercero queda de la forma
v
‖
p,−p,−p,p(q) =
2pi
q
n<!
n>!
(
q2
2
)n>−n< [
Ln>−n<n<
(
q2
2
)]2
. (6.30)
De la Ec.(6.14) y la Ec.(6.1), tenemos únicamente tres términos cuadráticos distintos
de cero:
Uzz =
d
2lB
[(
a2ξ(↑) − a2ξ(↓)
)2
+
(
c2ξ(↑) − c2ξ(↓)
)2]
− 1
4
∫ ∞
0
dq e−
q2
2
{[
Ln(↑)
(
q2
2
)]2
v⊥ξ(↑),ξ(↑),ξ(↑),ξ(↑)(q)
+
[
Ln(↓)
(
q2
2
)]2
v⊥ξ(↓),ξ(↓),ξ(↓),ξ(↓)(q)2Ln(↓)
(
q2
2
)
Ln(↑)
(
q2
2
)
v⊥ξ(↑),ξ(↓)ξ(↑),ξ(↓))(q)
}
,
(6.31)
Uxx = Uyy = −1
2
n<!
n>!
∫ ∞
0
dq e−
q2
2
(
q2
2
)n>−n< [
Ln>−n<n<
(
q2
2
)]2
v⊥ξ(↑),ξ(↓)ξ(↓),ξ(↑)(q).
(6.32)
Usando m2x + m2y = 1 − m2z, la contribución cuadrática a la energía queda de la
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forma ∑
i,j=x,y,z
Ui,jmimj = (Uzz − Uxx)m2z + Uxx . (6.33)
Si Uzz − Uxx < 0 el sistema presenta anisotropía easy-axis mientras que para Uzz −
Uxx > 0 tendrá anisotropía tipo easy-plane. La condición Uzz = Uxx define la frontera
entre los dos posibles cruces. En la siguiente sección haremos un estudio numérico
de este caso, ya que corresponde a ν = 3, relevante desde el punto de vista experi-
mental.
Número cuántico orbital y espín diferentes: n(↓) 6= n(↑), σ(↓) 6= σ(↑)
Para n(↑) 6= n(↓) y σ(↑) 6= σ(↓), la única diferencia con el caso anterior es que
v
‖
p,−p,−p,p(q) = 0. El único termino cuadrático distinto de cero es Uzz y viene dado por
la Ec.(6.31). Analizando el signo de Uzz se determina el tipo de anisotropía: Uzz > 0
representa anisotropía tipo easy-plane, Uzz < 0 representa anisotropía con el eje z
como easy-axis, mientras que Uzz = 0 corresponde al caso isotrópico. Este tipo de
cruce es el que se manifiesta a ν = 4, y en la siguiente sección haremos un estudio
detallado de este caso debido a su relevancia experimental.
6.4.3. Resultados numéricos para el caso general
Para valores arbitrarios de ε1, ε2, ε3 y t, los autovalores y autovectores de la Ec.(6.4)
deben ser obtenidos numéricamente. Esto implica que las funciones de onda de sub-
banda en la Ec.(6.3) también tienen que se manipuladas numéricamente. Un caso
particular con solución analítica para la Ec.(6.4) es cuando no hay campo eléctri-
co aplicado sobre el sistema (cero bias), puesto que entonces ε1 = ε3. Analicemos
primeramente este caso, considerando que es una situación experimental estándar.
Sistema a cero bias: ε1 = ε3 = 0
Para las energías de sub-banda (autovalores) γξ , tenemos γ0 = 0 y
γ±1 =
1
2
{
ε∗2 ±
[
(ε∗2)
2 + 8
]1/2}
, (6.34)
con ε∗i = εi/t. Los autovectores asociados normalizados son
a−1 = c−1 =
1
(γ2−1 + 2)1/2
, b−1 =
γ−1
(γ2−1 + 2)1/2
, (6.35)
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para ξ = −1 (estado fundamental de sub-banda),
a0 = − c0 = 1√
2
, b0 = 0 , (6.36)
para ξ = 0 (primer estado excitado de sub-banda), y
a1 = −c1 = 1
(γ21 + 2)
1/2
, b1 = − γ1
(γ21 + 2)
1/2
, (6.37)
para el último estado excitado (ξ = 1).
Usando estas expresiones, podemos evaluar analíticamente el potencial de sub-
banda v⊥ξ(p′1),ξ(p′2),ξ(p1),ξ(p2)(q) en la Ec.(6.18). A modo de ejemplo, mostramos en la Fig.
6.2(a) el diagrama de fases de anisotropías magnéticas a ν = 3, correspondiente al
cruce entre los niveles con números cuánticos ξ(↓) = −1, n(↓) = 1, σ(↓) = +1
2
y
ξ(↑) = 0, n(↑) = 0, σ(↑) = +1
2
, como se muestra esquemáticamente en el inset.
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Figura 6.2: Diagrama de fases de anisotropía magnética para: (a) ν = 3, (b) ν = 4, en el plano
ε∗2 − d/lB . La línea isotrópica (I) separa la región easy-axis (EA) a la izquierda de la región easy-
plane (EP) a la derecha. Inset: vista esquemática del cruce de los niveles de Landau. µ representa
el potencial químico. Los símbolos ↑, ↓ representan los dos estados de pseudo-espín. Los puntos
verdes en (b) corresponden a la aproximación analítica dada por la 6.39, valida para d/lB  1.
Como se discutió anteriormente en la Ec.(6.33), el balance energético indica que
el sistema presenta anisotropía EA (EP) si Uzz < (>)Uxx, con Uzz y Uxx dados por las
Ecs. (6.31) y (6.32), respectivamente, particularizada en el caso ξ(↓) = −1, ξ(↑) = 0,
n(↓) = 1, n(↑) = 0. El diagrama de fase resultante puede ser entendido como una
competencia entre la energía de Hartree presente en el primer término de Uzz y la
contribución de intercambio contenida en el segundo término de Uzz y en Uxx. Cuan-
do el bias es cero (como en el caso presente), la contribución de Hartree, correspon-
diente al primer término en la Ec.(6.31), puede ser evaluada analíticamente,
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UHzz =
d
2lB
[(
a20 − a2−1
)2
+
(
c20 − c2−1
)2]
,
=
d
8lB
(
1− 4
(ε∗2)2 + 8
− ε
∗
2√
(ε∗2)2 + 8
)
. (6.38)
Como función de ε∗2, esta contribución alcanza su máximo valor d/4lB para valores
negativos de ε∗2, mientras que tiende a cero para ε∗2  1; siendo siempre positivo,
es quien estabiliza la configuración con anisotropía EP. Esto explica porqué para
valores suficientemente grandes de d/lB, la anisotropía EP domina el diagrama de
fases. Por el contrario, para valores pequeños de d/lB, el balance energético es do-
minado por la contribución de intercambio, que induce anisotropía tipo EA en la
región izquierda del diagrama de fases. Para valores grandes de ε∗2 , el sistema se
mueve gradualmente a una región donde se comporta efectivamente como un siste-
ma bicapa y recuperamos el valor crítico para d/lB encontrado en la referencia [79]
a cero bias, después de considerar que en nuestro caso la distancia entre las láminas
ocupadas es 2d.
La gran estabilidad de la anisotropía EA para ε∗2 ∼ 0 puede ser entendida como
sigue. Si separamos Uzz dado por la Ec.(6.31) en las contribuciones de Hartree (UHzz)
e intercambio (UXzz),3 la condición Uzz < Uxx se reescribe como UHzz − Uxx < −UXzz ,
los signos aquí son UHzz ,−UXzz ,−Uxx > 0. Por otro lado, aumentando ε∗2, UHzz(−Uxx)
decrece (crece) de forma monótona, mientras−UXzz muestra decrecimiento leve , con
un pequeño mínimo cerca de ε∗2 ∼ 0. Lo importante aquí es que UHzz − Uxx tiene un
mínimo cuando ε∗2 ∼ 0, lo que explica el comportamiento reentrante en el diagrama
de fase de la Fig. 6.2(a).
En la Fig. 6.2(b) se muestra el diagrama de fases de anisotropía magnética para
ν = 4. En este caso los dos LLs que se cruzan tiene números cuánticos ξ(↓) = −1, n(↓
) = 1, σ(↓) = +1
2
y ξ(↑) = 0, n(↑) = 0, σ(↑) = −1
2
, como se muestra en el inset. Siendo
diferentes los espines, el balance energético dice que cuando Uzz < (>) 0 el sistema
estará en una situación EA (EP). Una vez más la estabilidad de la fase EP es inducida
por el término de Hartree (6.38). Aumentando d, la región EP crece a expensas de la
región EA. Para valores suficientemente grandes de d/lB, la frontera entre las fases
EA e EP, correspondiente a la condición de anisotropía Uzz = 0 o UHzz = −UXzz , puede
ser obtenida analíticamente.
3Para esto recordemos que en la Ec.(6.14) para Ui,j el primer término (independiente de q) se
origina de la interacción de Hartree, mientras que el segundo término (dependiente de q) proviene
de la interacción de intercambio.
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d(ε∗2)/lB =
√
pi
2
8
(
13− 36
8+(ε∗2)2
− 7ε∗2√
8+(ε∗2)2
)
(
1− 4
8+(ε∗2)2
− ε∗2√
8+(ε∗2)2
) . (6.39)
Esta ecuación es un ejemplo explícito del delicado ajuste en los parámetros ne-
cesarios para estabilizar la fase isotrópica. Para valores suficientemente grandes de
ε∗2, recuperamos nuevamente el límite del sistema bicapa a bias cero de la referencia
[79], donde d(ε∗2) diverge y el sistema muestra una anisotropía EA para todos los
valores de d/lB.
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Figura 6.3: Diagrama de fases de anisotropía para: (a) ν = 3, (b) ν = 4, en el plano r∆-d/lB ,
para algunos valores de ε∗2. De izquierda a derecha, ε∗2 = 0.8, 0.6, 0.4, 0.2, 0, - 0.2, - 0.4, - 0.6, - 0.8.
Los dos insets muestran esquemáticamente el sistema tricapa a bias pequeño (r∆ ∼ 0) y grande
(r∆ ∼ 1).
Sistema con bias aplicado
Mientras el caso donde ε∗1 + ε∗3 = 0, ε∗2 = 0 también permite una diagonalización
analítica de la matriz (6.4) en presencia de bias, para entender un poco mejor las
posibles anisotropías hemos resuelto numéricamente el caso ε∗1 = −ε∗3 = ∆ para
valores arbitrarios de ε∗2. ∆ 6= 0 significa que el sistema tiene un bias aplicado de
valor 2∆ (vea Fig. 6.1). Los resultados correspondientes se muestran en la Fig. 6.3.
Para la discusión del sistema tricapa con bias hemos introducido un nuevo pa-
rámetro adimensional r∆, definido como
r∆ =
∆∗√
(∆∗)2 + 2
, (6.40)
con ∆∗ = ∆/t. r∆ = 0 cuando el bias es cero, mientras que r∆ → ±1 cuando |∆∗| 
1.
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El diagrama de fases para ν = 3 está dado en la Fig. 6.3(a). Como antes, para va-
lores suficientemente grandes de d/lB, el aumento de la energía de Hartree estabiliza
la fase EP. Por otra parte, para valores pequeños de d/lB, el término de intercambio
en Uxx estabiliza la fase EA. Es interesante que la frontera entre ambas fases mues-
tra un comportamiento no trivial como función de ε∗2. En particular, para ε∗2 < 0 (la
situación común en muestras reales) y d/lB ∼ 1, el sistema muestra anisotropía tipo
EP a bias pequeños, luego entra en un régimen EA aumentando el bias y finalmente
vuelve a tener anisotropía EP aumentando aún más el bias. Una situación similar,
aunque menos pronunciada se observa para ε∗2 > 0. Se puede ver que UHzz , para
ε∗2 < 0 presenta un mínimo para valores intermedios de r∆, que se convierte cada
vez más profundo a medida que ε∗2 se hace más negativo.
En la Fig. 6.3(b) se muestra el diagrama de fases para ν = 4. Se observa el mismo
comportamiento reentrante que en el caso a ν = 3, pero más pronunciado aún: para
valores intermedios de r∆, el sistema muestra anisotropía EA para valores grandes
de d/lB, y también para valores negativos de ε∗2 como en la Fig. 6.3(a). La física es la
misma que en el caso anterior: UHzz(r∆) tiene un mínimo en algún r∆ 6= 0 y estabiliza
la anisotropía EA. Sin embargo, dado que para ν = 4 solo importa el signo de Uzz, el
impacto de este comportamiento no monótono de UHzz(r∆) tiene más impacto en la
estabilidad de la anisotropía EA que para el caso ν = 3.
Tomando el límite apropiado, nuestro sistema tricapa se puede reducir al sistema
bicapa, esto se muestra explícitamente en la Fig. 6.4. Para hacer la comparación más
directa hemos cambiado el parámetro r∆ por
rB∆ =
∆B√
(∆B)2 + 4
, (6.41)
donde ∆B = ∆∗+ε∗2. La idea aquí es que ∆B puede ser pequeño, incluso en el límite
∆∗,−ε∗2  1. En este límite una de las láminas estará vacía (ya que tendrá una ener-
gía ∆∗  1), mientras que las otras dos láminas estarán más o menos igualmente
ocupadas, si ambas tienen energías similares. De esta manera recreamos la física de
los sistemas bicapa a partir del modelo tricapa, en el límite de bias grande.
La evolución tricapa→ bicapa es fácil de seguir en el caso ν = 3. En particular, se
ve bastante claro como la frontera entre las anisotropías EA y EP se mueven desde
valores para el sistema tricapa tales que d/lB < 1 al valor del sistema bicapa d/lB '
1.25, a medida que ε∗2 se hace negativo.
En el caso ν = 4, la evolución tricapa→ bicapa no es tan directa. La región donde
hay comportamiento reentrante mostrada en la Fig. 6.3(b) se extiende a valores muy
grandes de d/lB, si ε∗2 es suficientemente negativo. Esto se observa en la Fig. 6.3(b) y
aún más en la Fig. 6.4, para los casos ε∗2 = −10 y ε∗2 = −80, para los cuales el punto
de retorno en el comportamiento reentrante se va más allá de d/lB = 5.
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Figura 6.4: a) Límite bicapa para el modelo tricapa, cuando ν = 3 y ν = 4 . Note que el eje
y (rB∆) no es el mismo que en las dos figuras anteriores (r∆). b) Energía de Hartree-Fock como
función de el campo de pseudo-espín b∗z : panel superior, caso isotrópico; panel intermedio, caso
easy-plane; panel inferior, caso easy-axis.
6.5. Términos de una partícula
En la sección anterior hemos analizado el cruce entre dos LLs suponiendo la
ausencia de términos lineales en la Ec.(6.11). En el caso general algunos términos
lineales estarán presentes por lo que se modifica el esquema de minimización simple
de la sección anterior. En esta sección mostraremos la influencia de estos términos
de una partícula en los casos donde ν = 3 y ν = 4.
Cuando ν = 3, el cruce es entre niveles de Landau provenientes de distintas sub-
bandas, con número cuántico orbital diferente e igual espín. Podemos seleccionar
el estado ξ = 0, n = 0, σ = 1/2 como pseudo-espín up y ξ = −1, n = 1, σ = 1/2
como pseudo-espín down (vea Inset en Fig. 6.2(a)). Entonces podemos escribir los
términos lineales en la Ec.(6.11) como
bz = −1
2
(
γ0 − γ−1 − ~ωc + ∆Hz + ∆Xz
)
, (6.42)
bx =
1
2
∆Hx , (6.43)
y by = 0. γ0 − γ−1 > 0 es la diferencia entre las energías de sub-banda y ∆Xz es
la diferencia entre las energías de intercambio de los estados pseudo-espín up y
down con los electrones en los niveles de menor energía (totalmente llenos), en este
caso con el nivel ξ = −1, n = 0, σ = 1/2. Para calcular esta energía de intercambio
podemos usar (6.21) y (6.23), obteniendo
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∆Xz =
∫ ∞
0
dq e−
q2
2
[
q2
2
v⊥−1,−1,−1,−1 (q)− v⊥0,−1,−1,0 (q)
]
. (6.44)
Siguiendo una idea similar, la diferencia de energía electrostática (Hartree) entre
láminas causada por los electrones en los niveles de menor energía (ξ = −1, n =
0, σ = ±1/2) son V12 = (2d/lB)
(
a2−1 − b2−1 − c2−1
)
, V23 = (2d/lB)
(
a2−1 + b
2
−1 − c2−1
)
y
V13 = V12 +V23 = (4d/lB)
(
a2−1 − c2−1
)
. Esta diferencia de energía electrostática puede
ser incluida como un bias efectivo (∆Hz ) y un hopping efectivo (∆Hx ) que actúan
sobre los estados con pseudo-espín up y down. La expresión resultante para estas
contribuciones de Hartree son
∆Hx =
8d
lB
[
a0 a−1(c2−1 − a2−1)− b0 b−1(a2−1 + b2−1 − c2−1)/2
]
, (6.45)
y
∆Hz =
4d
lB
[
(a20 − a2−1)(c2−1 − a2−1)− (b20 − b2−1)(a2−1 + b2−1 − c2−1)/2
]
. (6.46)
Es importante notar que ∆Hx es cero en los límites de hopping y bias cero. En el caso
t = 0, esto pasa ya que en este límite las sub-bandas y las láminas son equivalentes,
entonces productos como a0 a−1 y b0 b−1 son cero. Cuando el bias es cero, a2−1 =
c2−1 y b0 = 0, por lo que ∆Hx es cero. Sin embargo, en general este parámetro de
hopping efectivo será distinto de cero, aunque se puede hacer pequeño aumentando
la distancia entre láminas [64]. Por su parte, el término ∆Hz , que es finito incluso en el
caso de bias cero, es una función par del bias y alcanza su mínimo valor cuando hay
una sola lámina mayormente ocupada (por ejemplo, cuando ε∗2 < 0 o en el límite de
bias grande).
La Ec.(6.11) para la energía también incluye contribuciones a los términos linea-
les que vienen de la interacción de Coulomb entre los electrones en los dos LLs que
se cruzan. Cuando ν = 3 solo U1,z y Uz,1 son distintos de cero:
U1,z = Uz,1 = −1
4
∫ ∞
0
dq e−
q2
2
[
v⊥0,0,0,0 (q)− v⊥−1,−1,−1,−1 (q)
(
1− q2 + q
4
4
)]
. (6.47)
Entonces, la energía por electrón (6.11) cuando ν = 3 puede ser escrita sin incluir
los términos constantes en la forma:
eHF (mˆ) = − bxmx − b∗zmz +
1
2
(Uzz − Uxx)m2z , (6.48)
donde b∗z = bz − U1,z.
El comportamiento de la energía de HF alrededor de un campo de pseudo-espín
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perfectamente alineado, b∗z = 0, depende del tipo de anisotropía. En la Fig. 6.4(b)
mostramos este comportamiento para los diferentes tipos de anisotropía. El panel
superior corresponde al caso isotrópico Uxx = Uzz. La Ec.(6.48) queda eHF (mˆ) =
− bxmx − b∗zmz y la minimización con respecto a mx y mz se puede hacer analítica-
mente, obteniendo m0x = sign(bx)
√
1/[1 + (b∗z/bx)2], m0z = sign(b∗z)
√
1/[1 + (bx/b∗z)2]
y
eHF (m
0
x,m
0
z) = −
|bx|√
1 + (b∗z/bx)2
− |b
∗
z|√
1 + (bx/b∗z)2
. (6.49)
En el límite |b∗z/bx|  1, eHF (m0x,m0z) → −|b∗z|, note que este límite incluye el caso
bx = 0. En el límite opuesto |b∗z|/bx  1, la energía de HF tiene un comportamiento
cuadrático con el campo de pseudo-espín b∗z alrededor de la región de alineación
perfecta, eHF (m0x,m0z)→ −|bx| − |b∗z|2/(2|bx|). Para cualquier valor bx 6= 0, el pseudo-
espín rota en el plano x−z, de acuerdo a la ecuación tan θ = sign(bx) sign(b∗z) |bx/b∗z|1/2
y el cruce isotrópico lleva a una ¨transición¨ suave desde m0z ' −1 a m0z ' +1. Esta
situación corresponde a un ¨colapso¨ de los LLs en el cruce.
El panel intermedio corresponde a la anisotropía EP (Uzz − Uxx > 0) y en este
caso la energía siempre muestra un comportamiento cuadrático en b∗z, alrededor del
punto de máxima alineación. En el límite b∗z → 0 , obtenemos
eHF (m
0
x,m
0
z)
Uzz − Uxx = −b
∗
x −
[b∗z/(Uzz − Uxx)]2
2(1 + b∗x)
, (6.50)
con b∗x = bx/|Uzz − Uxx|. A medida que b∗x aumenta, la curvatura disminuye como se
observa en la figura.
Finalmente en el panel inferior se muestra el comportamiento de la energía de
HF cuando tenemos anisotropía EA. Interesantemente, en este caso cuando b∗x es me-
nor que cierto valor crítico, la energía pasa de tener un comportamiento cuadrático
en b∗z a un comportamiento lineal. Una vez más en el límite de perfecto alineamiento
b∗z → 0,m0x → b∗x−ε ym0z → ±
√
1− (b∗x)2. Reemplazando en la Ec.(6.48) se obtiene un
comportamiento lineal en b∗z, dado aproximadamente por −b∗zm0z ∼ −|b∗z|
√
1− (b∗x)2.
Al valor crítico b∗x = 1, la energía pasa de una dependencia lineal en b∗z a una cua-
drática.
Cuando ν = 4 el cruce es entre LLs de distintas sub-bandas, diferentes números
cuánticos orbitales y diferentes espines. Eligiendo ξ = 0, n = 0, σ = −1/2 como
pseudo-espín up y ξ = −1, n = 1, σ = 1/2 como pseudo-espín down (vea Inset en
Fig. 6.2(b)), podemos obtener los términos de una partícula análogamente al caso
donde ν = 3. La única diferencia en este caso es que como los LLs tienen espín
diferente aparece el término de Zeeman |g|µBB dentro del paréntesis de la Ec.(6.42).
Teniendo esto en cuenta obtenemos un comportamiento similar al mostrado en la
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Fig. 6.4(b) alrededor de b∗z = 0, considerando en este caso que Uxx = 0.
En la Fig. 6.5 se muestra esquemáticamente la clasificación de las anisotropías
obtenidas en este Capítulo. Las principales diferencias respecto al sistema bicapa
están resaltadas.
σ(↑) 6= σ(↓)σ(↑) = σ(↓) σ(↑) 6= σ(↓)σ(↑) = σ(↓)
n(↑) = n(↓) n(↑) 6= n(↓)
ξ(↑) 6= ξ(↓)
ξ(↑) = ξ(↓)
σ(↑) 6= σ(↓),n(↑) = n(↓) σ(↑) 6= σ(↓),n(↑) 6= n(↓)
isotropic z easy-axis
easy-plane
y easy-axis
isotropic
easy-plane d < d∗(r∆, ε∗2): z easy-axis
d = d∗(r∆, ε∗2): isotropic
d > d∗(r∆, ε∗2): easy-plane
Figura 6.5: Clasificación general de las anisotropías magnéticas para los diferentes casos de
cruce entre niveles de Landau. d∗(r∆, ε∗2) denota la frontera entre las fases EA y EP en las figuras
anteriores.
6.6. Conclusiones
Usando la aproximación de Hartree-Fock variacional, se han estudiando teórica-
mente todos los posibles cruces de niveles de Landau en la vecindad del potencial
químico, para un sistema semiconductor tricapa, en el régimen del efecto Hall cuán-
tico entero. El sistema fue modelado por tres gases estrictamente bidimensionales
de electrones, acoplados a través del hopping entre los gases vecinos e interacción
de Coulomb intra e inter-lámina entre los electrones del sistema. El sistema de tres
láminas está bajo los efectos de un campo magnético perpendicular a los planos de
estas y bajo los efecto de un bias externo que simula el efecto de las compuertas de
potencial en los experimentos reales.
Hemos encontrado que el esquema de clasificación general encontrado para sis-
temas bicapa también puede ser extendido a sistemas tricapa, donde el simple cruce
entre niveles corresponde a una anisotropía tipo easy-axis y el colapso entre niveles
corresponde a una anisotropía easy-plane. Si bien nuestros resultados son válidos
para cualquier factor de llenado ν (=1,2,3,...), hemos analizado en detalle los casos
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donde ν = 3 y 4, donde hemos dado claras predicciones que pueden ayudar en la
búsqueda experimental. Por ejemplo, hemos encontrado que aumentando el bias
aplicado sobre el sistema, éste puede mostrar primero anisotropía tipo easy-plane,
luego easy-axis y nuevamente easy-plane, tanto a ν = 3 como a ν = 4.
Dado que una de las principales técnicas usadas en sistemas bicapa para caracte-
rizar los posibles tipos de anisotropías magnéticas ha sido la medición de la energía
de activación en la región de cruce, aquí también hemos obtenido una energía de
Hartree-Fock en la región de perfecta alineación entre los niveles, a ν = 3 y ν = 4.
Mientras la energía de HF en los estados easy-plane siempre presenta un comporta-
miento cuadrático con el campo de pseudo-espín, los estados easy-axis tienen una
dependencia lineal solo si la energía de Hartree que mezcla ambos pseudo-espines
es menor que cierto valor. Por su parte, en los estados isotrópicos, la energía de
Hartree puede tener un comportamiento lineal o cuadrático alrededor de la región
de alineación, dependiendo del factor de llenado y de los números cuánticos de los
niveles que se alinean.

Capítulo 7
Teoría de la funcional densidad e
intercambio exacto en el efecto Hall
cuántico
En este Capítulo, aprovechando las simplificaciones que brinda el régimen de
solo una sub-banda ocupada, estudiamos el potencial de intercambio exacto para
distintos valores del factor de llenado ν. En una primera parte del Capítulo nos con-
centramos en el sistema quasi-2D. Como caso particular estudiamos un pozo cuánti-
co semiconductor cuya ocupación electrónica es regulada por dos láminas positivas
(dopaje) en cada extremo del sistema. En la segunda parte obtenemos el potencial
exacto para un sistema 2D estricto. Aprovechando la ventaja de este límite se obtie-
nen expresiones analíticas más compactas. Además, se obtiene de manera analítica
el potencial de intercambio para el gas homogéneo en el límite de campo cero. Los
resultados presentados en este Capítulo fueron publicados en las referencias [57, 58].
7.1. Intercambio exacto para sistemas quasi-2D
El presente esquema de DFT- EE está formulado de modo que se pueda aplicar
a cualquier sistema electrónico con simetría de traslación en el plano xy. En esta
sección, desarrollamos los resultados para un q2DEG confinado en un pozo cuántico
semiconductor con dopaje tipo delta y con un campo magnético B perpendicular al
plano, como se muestra en la Fig. 7.1.
En el presente Capítulo aplicaremos la aproximación de intercambio exacto, su-
poniendo que los efectos de correlación son despreciables alrededor de los valores
enteros de ν (IQHE), ya que los niveles de Landau llenos están en una situación de
bloqueo del espacio de fases que impide la existencia de efectos de baja energía in-
ducidos por correlación. En otras palabras, como el número de electrones en los LL
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−γ1
↑+∆Ez
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µ
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Γ
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dopaje δ dopaje δ
dv↑KS(z)
B
z [Å]
Figura 7.1: Vista esquemática del sistema q2DEG para un pozo cuántico de GaAs con d =
240 Å, y dos láminas de dopajes tipo delta ubicadas en las barreras de AlxGa1−xAs. vσKS(z)
es el potencial auto-consistente de KS, εσi,n es la energía en el centro de un nivel de Landau
ensanchando y ∆Ez es el desdoblamiento de Zeeman. Solo la sub-banda fundamental i = 1
está ocupada. µ es el potencial químico.
está cerca de su completa ocupación, solo unos pocos determinantes de Slater con-
tribuirían a la función de onda, por lo que la energía de intercambio domina sobre
los efectos de correlación
7.1.1. Resultados y discusión
Recordamos que en general la ecuación de KS debe ser resuelta numéricamente
y autoconsistentemente: cada ν, vH(z) y vσx (z) determinan y son determinados por
λσ1 (z) y γσ1 , lo que nos lleva a un ciclo auto-consistente. Para las simulaciones nu-
méricas usamos los siguientes parámetros: m∗ = 0.067m0 (m0 es masa del electrón
libre),  = 12.85, g = −0.44, correspondientes alGaAs. La temperatura T = 340 mK y
Γ(B) = 0.150
√
B meV. La altura de la barrera en la banda de conducción para GaAs
- AlxGa1−xAs relativo al GaAs la hemos tomado igual a 228 meV, que corresponde a
x ' 0.3 [35].
Analizaremos ahora la dependencia en ν de ex(ν) y vσx (z), manteniendo la densi-
dad electrónica total constante. Por tanto, el factor de llenado ν = NΦ0/B sólo de-
penderá (de manera continua) del campo magnético. En la Fig. 7.2 se muestran los
resultados para ex(ν) dada por (4.39). ex(ν) se aproxima asintóticamente a un valor
constante en el límite de ν grandes (B pequeños). Esto se puede entender fácilmen-
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Figura 7.2: (a) Factor de llenado por espín νσ (escala de la izquierda) y polarización de espín
relativa ∆ν/ν (escala derecha) para diferentes valores del factor de llenado ν; ∆ν = ν↑ − ν↓. (b)
Energía de intercambio por partícula ex(ν) vs ν, para una densidad fija rs = 2.5 (∼ 10−10cm−2).
Se muestran también las componentes de energía e↑x(ν) y e
↓
x(ν) discriminadas en espín. La líneas
rectas a ν = 2 y ν = 3 representan las aproximaciones analíticas asociadas con las discontinui-
dades en las pendientes de e↓x(ν) y e
↑
x(ν), respectivamente. Se muestran además los resultados
del potencial en la aproximación x-LSDA para comparar.
te: cuando B → 0, a densidad fija, los electrones se redistribuyen entre un número
creciente de niveles de Landau, de tal manera que el solapamiento entre muchas
DOS tipo gaussianas provocan asintóticamente una DOS constante del q2DEG en el
límite de campo cero.
Sin embargo, la característica más interesante son las oscilaciones en ex(ν): a cada
valor entero de ν, ex(ν) alcanza un mínimo local de forma no analítica, formando un
cúspide invertida. Además, a cada valor impar de ν (= νo), e↑x(ν) tiene un mínimo
local mientras e↓x(ν) tiene un máximo, pero la suma de ambos resulta en un mínimo
ex(ν). Una situación equivalente pasa a valores pares de ν (= νe), pero con el rol
de e↑x(ν) y e↓x(ν) intercambiados. El comportamiento cualitativo de e↑x(ν) y e↓x(ν) al-
rededor de cada νo y νe se puede entender de una manera sencilla. Por ejemplo, en
cada νo la polarización relativa de espín (panel superior) alcanza su máximo valor
∆ν/ν = 1/νo y esto optimiza la componente de energía con espín up. Sin embargo,
para e↓x(ν) ésta es la peor configuración y exhibe entonces un máximo local. Por otra
parte, en cada valor νe se cumple que ∆ν/ν = 0, que corresponde a una situación
con los espines compensados y esto optimiza la componente down de la energía en
detrimento de la up. Independientemente de las consideraciones cualitativas, pode-
mos obtener los mismos resultados analíticamente a partir de (4.39), expandiendo
alrededor de νo y νe. De esta forma obtenemos un comportamiento lineal e↑x(ν) y
e↓x(ν) alrededor de cada valor entero de ν, estas aproximaciones analíticas se repre-
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Figura 7.3: Potencial de intercambio exacto v↑x (z) y v↓x (z) como función de z para algunos va-
lores de ν (panel superior) alrededor del intervalo 2 . ν . 3, y como función de z y ν (panel
inferior). La escala de colores en el plano z − ν corresponde a la proyección bidimensional del
potencial. Ambos potenciales de EE presentan discontinuidades abruptas en los valores enteros
de ν. La densidad está fija en rs = 2.5.
sentan por líneas rectas en la Fig. 7.2 cuando νe = 2 y νo = 3. En la Fig. 7.2 se muestra
también el resultado usando la aproximación x-LSDA. La energía por partícula en
esta aproximación se obtiene a través de la Ec.(7.23).
Para valores grandes de ν (B pequeños), la aproximación x-LSDA sobrestima
la energía de intercambio, pero esto no es un comportamiento general. En el límite
B → 0 para este sistema se recupera el resultado de campo cero correspondiente,
obtenido en las referencias [27, 28]. Es interesante notar que la energía de intercam-
bio en la aproximación x-LSDA también presenta cúspides con comportamiento no
analítico, pero solo a valores impares de ν, donde la polarización del espín es mayor
Fig. 7.2(a).
El comportamiento de v↑x(z) y v↓x(z) como función de z para algunos valores de
ν se muestra en la Fig. 7.3. La característica crucial a notar en la Fig. 7.3 es el salto
abrupto (rígido) de v↑x(z) y v↓x(z) cuando ν pasa por valores enteros. Después del sal-
to y a medida que se comienza a llenar el LL correspondiente, v↑x(z) y v↓x(z) comien-
zan a descender nuevamente. Como se muestra en el panel superior, para ν = 2.99
ambos potenciales de EE están nuevamente cerca del valor que tenían a ν = 1.99,
justo antes del salto. Sin embargo, debemos notar aquí, que solo cuando pσ → 0, la
diferencia vσx (z)[ν = [ν] + pσ]− vσx (z)[ν = [ν]− pσ] es una constante que no depende
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Figura 7.4: Vista esquemática de los LLs cerca de valores enteros de ν: a) cerca de ν = 2 y
b) cerca de ν = 3. Las líneas rectas horizontales corresponde a las diferentes posiciones del
potencial químico µ.
de z. Para valores finitos de pσ, la diferencia consiste en una función que depende
de z.
La discontinuidad a valores entero de ν tiene su origen en una discontinuidad
en S[νσ ]2 (t), que a su vez induce una discontinuidad en η
[νσ ]
x (vea las Ecs.(4.43)-(4.45)).
Para explicar esto debemos retornar a la expresión para S[νσ ]2 (t) en (4.45), suponiendo
que ν esta cerca de algún valor entero, entonces solo un factor de ocupación n2Dn,σ
contribuye a la derivada respecto a γσ1 . Esa situación se muestra esquemáticamente
en (7.4), para valores del factor de llenado cercanos a ν = 2 (panel izquierdo) y
ν = 3 (panel derecho). Bajo estas condiciones, la derivada respecto a γσ1 la podemos
escribir como ∂n2Dn,σ/∂γσ1 ' δn,[νσ ] (∂n2D[νσ ],σ/∂γσ1 ), y la Ec.(4.45) se simplifica
S
[νσ ]
2 (t) '
∑
n
n2Dn,σ I
[νσ ]
n (t) . (7.1)
Enfatizamos que (7.1) es válida solo para ν cercanos a valores enteros, mientras
que (4.45) es válida para valores arbitrarios del factor de llenado. Para la disconti-
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Figura 7.5: Potenciales de intercambio x-LSDA v↑x (z) y v↓x (z) como función de z para valores
seleccionados de ν (panel superior) alrededor de ν = 3 y como función de z y ν (panel inferior).
La escala de colores en el plano z − ν corresponden a la proyección del potencial. Los resulta-
dos dentro de la aproximación x-LSDA son continuos cuando ν pasa por valores enteros. La
densidad está fija en rs = 2.5.
nuidad en S[νσ ]2 obtenemos entonces
∆S
[νσ ]
2 (t) ≡ l´ım
pσ→0
[
S
[νσ ]+pσ
2 (t)− S[νσ ]−pσ2 (t)
]
=
[νσ ]−1∑
n=0
(
I [νσ ]n (t)− I [νσ ]−1n (t)
)
< 0. (7.2)
De esta última expresión obtenemos la discontinuidad en η[νσ ]x ,
∆η[νσ ]x ≡ l´ım
pσ→0
[
η[νσ ]+pσx − η[νσ ]−pσx
]
= −〈ρσ|∆S
[νσ ]
2 |ρσ〉
ν2σ(Nφ)
2lB
> 0 ,
=
−1
rs
√
ν/2
∫∫
dz dz′(λσ1 (z)λ
σ
1 (z
′))2∆S[νσ ]2 (z − z′), (7.3)
con un signo positivo, de acuerdo con los resultados numéricos mostrados en la Fig.
7.3.
El caso más simple a analizar es la discontinuidad a ν = 1. En este caso, [ν↑] = 1,
[ν↓] = 0 y la Ec.(7.2) se reduce a
∆S
[ν↑]=1
2 (t) = I
1
0 (t)− I00 (t) , (7.4)
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que admite una simple interpretación física. I00 (t) es proporcional a la energía de
intercambio entre los electrones en el nivel del Landau lleno (intercambio intra-LL),
mientras I10 (t) es proporcional a la interacción entre los electrones en el nivel de
Landau fundamental y los del primer excitado (intercambio inter-LL). Dado que la
interacción intra-LL es mayor que la inter-LL, I00 (t) > I10 (t) para todos los valores de
t, se obtiene un signo negativo de ∆S[ν↑]=12 , que a su vez provoca un salto positivo en
v↑x(z) mostrado en la Fig. 7.3 para ν = 1. El próximo caso simple es la discontinuidad
a ν=2. Aquí [ν↑] = [ν↓] = 1, por tanto ∆S
[ν↑]=1
2 (t) = ∆S
[ν↓]=1
2 (t) = I
1
0 (t) − I00 (t), al
igual que antes. Esto implica que las discontinuidades de v↑x(z) y v↓x(z) son iguales a
ν = 2, como se observa en la Fig. 7.3. Sin embargo, note que como ∆η[νσ ]x depende
de la forma ν−1/2 a rs fijo (vea la Ec.(7.3) ), la discontinuidad a ν = 2 en v
↑
x(z) y v↓x(z)
es aproximadamente un factor 1/
√
2 más pequeña que la discontinuidad en v↑x(z) a
ν = 1. El próximo caso interesante es cuando ν = 3. Aquí [ν↑] = 2 y [ν↓] = 1, entonces
∆S
[ν↑]=2
2 (t) = I
2
0 (t) + I
2
1 (t)− I10 (t)− I11 (t) , (7.5)
mientras que ∆S[ν↓]=12 (t) está dado por la Ec.(7.4). Cuando reemplazamos en (7.3)
obtenemos distintas discontinuidades para v↑x(z) y v↓x(z) a ν = 3, como se puede
apreciar en el panel superior de la Fig. 7.5; donde también se muestra una compa-
ración entre los potenciales EE y x-LSDA. Mientras los potenciales de EE presentan
claras discontinuidades, la diferencia entre los potenciales de intercambio en la apro-
ximación x-LSDA para ν = 2.99 y ν = 3.01 no se puede distinguir. Otra diferencia
importante está en el comportamiento asintótico del potencial en ambas aproxima-
ciones: mientras en el potencial x-LSDA decae exponencialmente, el potencial EE
decae mucho más lentamente, de la forma −1/z que es el comportamiento físico co-
rrecto. En el panel inferior de la Fig. 7.5 se muestra el potencial de intercambio exac-
to como función de z y ν. Ya que el potencial x-LSDA es proporcional a (ρσ(z))4/3,
no presenta discontinuidades en los valores enteros de ν, mostrando en su lugar
cambios de pendiente en estos puntos.
En retrospectiva, es importante remarcar que la discontinuidad se origina del
término ηνσx , que a su vez viene de la derivada implícita de la energía de intercambio
respecto a la densidad. Éste es el término que incluye la dependencia de la energía
de intercambio con la densidad en el plano (νσNφ/A∗). La inclusión de la derivadas
implícitas es también muy importante para recuperar el límite correcto en el caso
2D-estricto a campo magnético cero (ver sección 7.2.2.2).
En la Fig. 7.6 se muestran las energías de los primeros seis LLs εσ1,n(ν)(≡ εσn(ν))
como función de ν. Las discontinuidades presentes en los potenciales de EE v↑x(z) y
v↓x(z) en los valores enteros de ν inducen cambios abruptos en la energía de los nive-
les de Landau y el potencial químico µ. Estos resultados numéricos auto-consistentes
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Figura 7.6: Primeros seis niveles de Landau como función del factor de llenado ν. a) Aproxi-
mación de intercambio exacto y b) Aproximación x-LSDA. El potencial químico µ se representa
con una línea roja más gruesa. rs = 2.5 (densidad constante).
validan la fuerte renormalización que sufre la estructura de los LLs, esquematizada
en la Fig. 7.4. Por ejemplo cuando ν ' 2, la ¨pareja¨ de LLs {ε↑n ε↓n} se puede observar
fácilmente en la Fig. 7.6 y se muestra esquemáticamente en el panel izquierdo de la
Fig. 7.4. Estas ¨parejas¨ de LLs cambian drásticamente cuando ν ' 3, en este punto
los pares son de la forma {ε↓n ε↑n+1} (ver Fig. 7.6), como se muestra esquemáticamen-
te en el panel derecho de la Fig. 7.4. ¿Cómo el q2DEG pasa de una configuración
cerca de ν par a una cerca de ν impar? La respuesta está en la evolución de v↑x(z) y
v↓x(z) para 2.01 ≤ ν ≤ 2.99 mostrada en el panel superior de la Fig. 7.3. Se ve como
la disminución continua de v↑x(z) es mayor que en v↓x(z), provocando un corrimiento
hacia abajo de los niveles con espín up respecto a los de espín down.
La energía de los LLs en la aproximación x-LSDA se muestra en la Fig. 7.6(b),
siendo su comportamiento bastante diferente respecto a la aproximación EE. En pri-
mer lugar, dado que el potencial de intercambio x-LSDA es continuo como función
de ν, los respectivos autovalores no presentan discontinuidad. Sin embargo, el po-
tencial químico µ sí presenta cierta discontinuidad, proporcional al ¨gap ciclotróni-
co¨ ~ωc cuando ν es par o proporcional al ¨gap de espín¨ ε↓n(ν) − ε↓n(ν) cuando ν es
impar.
7.1.2. Conclusiones
Se ha obtenido la funcional de intercambio exacto en el efecto Hall cuántico ente-
ro (IQHE). Ésta presenta mínimos locales con discontinuidades en la derivada para
cada valor entero del factor de llenado ν. En el régimen de una sola sub-banda,
cuando solo la sub-banda fundamental del gas electrónico cuasi-bidimensional está
ocupada, se ha encontrado una expresión analítica para el potencial de intercambio
dependiente del espín. Su característica más sorprendente es que presenta un salto
abrupto, constante y positivo, cada vez que ν toma valores enteros. Esto es análogo
a las discontinuidades en sistemas finitos y sólidos cuando el número de electro-
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nes pasa por valores enteros; solo que en este caso las discontinuidades pueden
ser inducidas manteniendo el número de partículas fijo y variando el campo mag-
nético. Este potencial presenta notables diferencias con el potencial x-LSDA usado
comúnmente, sobre todo alrededor de valores enteros de ν, y propone una potencial
aproximación para el tratamiento de sistemas inhomogéneos, superior en principio
a la x-LSDA.
7.2. Intercambio exacto en un sistema 2D estricto
En la sección anterior estudiamos el potencial de intercambio exacto para un gas
cuasi-bidimensional de electrones. Debido a su riqueza conceptual, en esta sección
nos concentraremos en el límite 2D estricto del q2DEG, que puede ser obtenido re-
emplazando |λσ1 (z)|2 → δ(z) en las expresiones para energía (4.39) y potencial (4.43)
de intercambio, obteniendo
ex(rs, ν) ≡ Ex
N
= − 1√
2 rs ν3/2
∑
σ
Sνσ1 (0) ,
= e↑x(rs, ν) + e
↓
x(rs, ν) , (7.6)
y
vσx (z) =
−1
rsνσ
√
2
ν
[Sνσ1 (|z|) + νσSνσ2 (0)− Sνσ1 (0)] . (7.7)
Además,
uσx (z) =
−1
rsνσ
√
2
ν
Sνσ1 (|z|), (7.8)
u¯σx =u
σ
x (0) =
−1
rsνσ
√
2
ν
Sνσ1 (0), (7.9)
ησx =−
1
rs
√
2
ν
Sνσ2 (0). (7.10)
En las últimas expresiones hemos usado que lB = rs
√
ν/2, donde rs es el parámetro
adimensional que caracteriza la densidad electrónica N/A∗ = (pir2s)−1. Note que las
Ecs.(7.7-7.10) son equivalentes a la Ec.(4.38), obtenida a partir de la aproximación
KLI. En este límite 2D, los autovalores γσ1 se convierten en las energías de referencia.
Podemos suponer además que el ensanchamiento de los niveles de Landau Γ es
menor que el desdoblamiento de Zeeman ∆Ez entre LLs con espines opuestos y que
∆Ez < ~ωc (es decir, ~ωc > ∆Ez > Γ kBT ). De esta manera los niveles de Landau
se llenarán de forma secuencial (n = 0, ↑) → (n = 0, ↓) → (n = 1, ↑) → (n = 1, ↓)...,
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como consideraremos más adelante. Por otra parte, podemos escribir Sνσ1 (0) y S
νσ
2 (0)
de una manera más simple e intuitiva:
Sνσ1 (0) =
[νσ ]−1∑
ni,nj=0
Injni (0) + 2pσ
[νσ ]−1∑
ni=0
I [νσ ]ni (0) + p
2
σI
[νσ ]
[νσ ]
(0) ,
≡ I1([νσ]) + 2pσI2([νσ]) + p2σI3([νσ]) , (7.11)
y
Sνσ2 (0) =
[νσ ]−1∑
ni=0
I [νσ ]ni (0) + pσI
[νσ ]
[νσ ]
(0) ,
≡ I2([νσ]) + pσI3([νσ]) . (7.12)
Aquí
I1(n+ 1) =
∫ ∞
0
e−x
2/2
[
L1n
(
x2
2
)]2
dx ,
=
√
pi (2)n(3/2)n√
2 (n!)2
3F2(−n, 1
2
,−1
2
; 2,−n− 1
2
; 1) . (7.13)
Además,
I2(n) =
∫ ∞
0
e−x
2/2L1n−1
(
x2
2
)
L0n
(
x2
2
)
dx ,
=
√
pi (1)n(3/2)n−1√
2 n!(n− 1)! 3F2(−n,
1
2
,−1
2
; 1,−n+ 1
2
; 1) , (7.14)
y
I3(n) =
∫ ∞
0
e−x
2/2
[
L0n
(
x2
2
)]2
dx ,
=
√
pi (1)n(1/2)n√
2 (n!)2
3F2(−n, 1
2
,
1
2
; 1,−n+ 1
2
; 1) . (7.15)
Al pasar de la primera a la segunda línea en las Ecs.(7.13-7.15) hemos usado el re-
sultado dado en la referencia [96]. Los coeficientes (a)n son los símbolos de Poch-
hammer [97] y entonces 3F2(a, b, c; d, e; z) es la función hipergeométrica generalizada
(3,2) [97] evaluada en z = 1, para diferentes valores de los parámetros a, b, c, d, e. Es-
tas expresiones analíticas para las cantidades I1(n), I2(n) e I3(n) son muy útiles para
analizar el límite de campo magnético cero, donde n  1. Además, en las últimas
expresiones hemos utilizado las identidades
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[νσ ]−1∑
ni,nj=0
Injni (0)=
∫ ∞
0
e−x
2/2
[
L1[νσ ]−1
(
x2
2
)]2
dx, (7.16)
[νσ ]−1∑
ni=0
I [νσ ]ni (0) =
∫ ∞
0
e−x
2/2L1[νσ ]−1
(
x2
2
)
L0[νσ ]
(
x2
2
)
dx. (7.17)
La identidad (7.16) se obtiene de igualar el resultado para la energía de intercam-
bio obtenido anteriormente (7.6) y la energía de intercambio obtenida a partir de la
matriz densidad de una partícula [45], para valores enteros del factor de llenado ν.
Por otra parte, la identidad (7.17) se obtiene utilizando el principio de inducción
matemática suponiendo que se cumple la identidad (7.16).
En la Ec.(7.11) para Sνσ1 (0) podemos identificar el primer término como corres-
pondiente a la energía de intercambio entre electrones en LLs llenos, el segundo
término como la energía de intercambio entre los electrones en LLs llenos y en el LL
parcialmente lleno y el último término representa la energía de intercambio entre
los electrones en el LL parcialmente lleno.
Como observación interesante, se debe tener en cuenta que el potencial de EE en
la ubicación del gas de electrones 2D estricto viene dado por
vσx (z = 0) = −
1
rs
√
2
ν
Sνσ2 (0) = η
σ
x . (7.18)
Como veremos más adelante, vσx (z = 0) tiene una dependencia con el campo mag-
nético no trivial a través de la función Sνσ2 (0).
Como otra pieza de información útil en este contexto, la matriz densidad de una
partícula para un gas de electrones 2D estricto en un campo magnético perpendicu-
lar se puede definir como
ρσ1 (ρ,ρ
′) =
[νσ ]−1∑
n=0
Nφ∑
k=1
ψn,k(ρ)
∗ψn,k(ρ′) +
occ.∑
k
ψ[νσ ],k(ρ)
∗ψ[νσ ],k(ρ
′), (7.19)
donde ψn,k(ρ) = φn,k(x)eiky/
√
L. El primer término en (7.19) viene de la contribu-
ción de todos los LLs completamente ocupados, mientras que el segundo término
representa la contribución del último LL, cuya ocupación puede ser fraccionaria.
Con respecto a este último término y considerando que dentro de un LL dado todos
los valores de k son igualmente probables, reemplazamos la suma sobre k por un
promedio sobre todas las Nc configuraciones posibles {k}:
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occ.∑
k
fk(σ)⇒ 1
Nc
Nc∑
{k}
∑
k∈{k}
fk(σ) = pσ
Nφ∑
k=1
fk(σ), (7.20)
donde pσ es el factor de ocupación del LL parcialmente ocupado, definido anterior-
mente. Sustituyendo la suma sobre k en (7.19) tenemos
ρσ1 (ρ,ρ
′) =
[νσ ]−1∑
n=0
NΦ∑
k=1
ψn,k(ρ)
∗ψn,k(ρ′) + pσ
NΦ∑
k=1
ψ[νσ ],k(ρ)
∗ψσ[νσ ],k(ρ
′). (7.21)
Finalmente, sumando sobre todos los k y n, tenemos
ρσ1 (ρ,ρ
′) =
Nφ
A∗
e
i
(x′+x)(y′−y)
2l2
B e
− |ρ−ρ′|2
4l2
B
[
L1[νσ ]−1
( |ρ− ρ′|2
2l2B
)
+ pσL
0
[νσ ]
( |ρ− ρ′|2
2l2B
)]
.
(7.22)
Podemos ver de esta última ecuación que la densidad electrónica ρσ1 (ρ,ρ) = (Nφ/A∗)νσ
= nσ, ya que L1[νσ ]−1(0) = [νσ] y L
0
[νσ ]
(0) = 1. Note que la densidad electrónica es cons-
tante, es decir, el gas electrónico es homogéneo aún en presencia de campo magnéti-
co. Sin embargo, veremos a continuación que existen diferencias entre la energía de
intercambio y el potencial del gas de electrones homogéneo con y sin campo mag-
nético aplicado. La Ec.(7.22) generaliza una expresión equivalente para la matriz de
densidad de una partícula dada en la referencia [45], restringido al caso pσ = 0.
7.2.1. La aproximación x-LSDA para un gas de electrones estricta-
mente 2D
La energía de intercambio por partícula para un gas bidimensional homogéneo
a campo magnético cero es [45],
eLSDAx (rs, p) = −
2
√
2
3pirs
[
(1 + p)3/2 + (1− p)3/2] , (7.23)
donde p = (n↑−n↓)/(n↑+n↓) es la polarización de espín. Para un gas 2D inhomogé-
neo en presencia de un campo magnético B, en la aproximación x-LSDA, se supone
que la misma expresión es válida, pero con las densidades n↑(ρ) y n↓(ρ) dependien-
tes explícitamente de la posición e implícitamente del campo magnético, a través
de las densidades. Uno de los objetivos de esta sección es analizar la validez de la
aproximación x-LSDA en el caso de un gas 2D homogéneo en el régimen del IQHE,
a través de su comparación con nuestros resultados para el EE.
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Por su parte, el potencial para un gas 2D homogéneo a campo magnético cero
puede ser obtenido a partir de la expresión para la energía (7.23), de la forma
vσ,LSDAx ≡ ∂(neLSDAx )/∂nσ = −4
√
nσ/pi = −2
√
2
pirs
√
1± p , (7.24)
donde deberíamos tomar el signo + para la componente de espín up y el signo −
para la componente de espín down. Suponiendo nuevamente que rs y p son cantida-
des dependientes de la posición y del campo magnético a través de su dependencia
con la densidad, entonces la Ec.(7.24) define el potencial de intercambio para un gas
2D estricto en la aproximación x-LSDA. Las ecuaciones (7.6) y (7.7) no están obvia-
mente relacionadas con sus contrapartes de x-LSDA dadas por (7.23) y (7.24). Más
adelante, mostraremos analítica y numéricamente que las expresiones x-LSDA son
las contribuciones principales en las expresiones rigurosas correspondientes de EE,
en el límite del campo magnético pequeño.
7.2.2. Resultados y discusiones
7.2.2.1. Comparación entre intercambio exacto y x-LSDA a campo magnético fi-
nito
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Figura 7.7: Energía de intercambio exacto por partícula ex(rs, ν) y en la aproximación x-LSDA
eLSDAx (rs, p(ν)) vs ν, para rs = 2.5. La línea horizontal en −4
√
2/(3pirs) ' − 0.24 corresponde
al límite ν  1 de ex(rs, ν) y eLSDAx (rs, p(ν)). Se muestran también las componentes de energía
discriminadas en espín e↑x(rs, ν) y e
↓
x(rs, ν).
La Fig. 7.7 muestra la energía de EE por partícula vs ν, para rs = 2.5. El resulta-
do de x-LSDA también se muestra para comparación, usando (7.23) y haciendo el
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reemplazo p → p(ν) = [ν↑(ν) − ν↓(ν)]/ν. Las diferencias entre ambos resultados au-
mentan cuando se incrementa el campo magnético (límite de ν pequeño). La energía
de intercambio exacto muestra discontinuidades en las derivadas en cada factor de
llenado ν entero, mientras que este tipo de discontinuidad está presente en la energía
x-LSDA solo en valores impares de ν. En la aproximación x-LSDA, la derivada de
la energía de intercambio se puede escribir como deLSDAx /dν = deLSDAx /dp× dp(ν)/dν
y las discontinuidades ingresan a través de dp/dν que es discontinua en cada valor
entero de ν (ver Fig. 7.2, panel superior). Por otra parte, en los valores de ν pares
deLSDAx /dp = 0, se pierde el efecto de dp(ν)/dν y la derivada es continua en estos
puntos. Esta diferencia entre la x-LSDA y la EE está centrada en el hecho de que la
x-LSDA es una aproximación de campo magnético cero, reflejada en la propiedad de
paridad que eLSDAx (rs, p) = eLSDAx (rs,−p). Esto significa que su expansión en el límite
p → 0 solo involucra potencias pares de p. Esto lleva a la propiedad deLSDAx /dp = 0
para ν pares. Por otra parte, ex(rs, ν) incluye completamente el efecto del campo
magnético. Otra diferencia interesante entre estas dos aproximaciones para la ener-
gía de intercambio es que el resultado de EE presenta mínimos locales en todos los
valores enteros ν, mientras que la energía de intercambio x-LSDA tiene mínimos lo-
cales solo en ν impares y máximos locales en ν pares. En la aproximación x-LSDA, la
energía de intercambio solo depende (a densidad constante) de la polarización p y
la polarización presenta mínimos locales a ν pares (perdiendo energía de intercam-
bio) y máximos locales a ν impares (ganando energía de intercambio). Sin embargo,
el comportamiento de la energía de EE es más complicado: además de p, también
depende del factor de ocupación del último LL ocupado. Las energías EE discrimi-
nadas por espín también se muestran en la Fig. 7.7. e↑x(rs, ν) se hace más negativa
cuando [ν] < ν < [ν] + 1, con [ν] = par, mientras que se hace menos negativa para
[ν] < ν < [ν] + 1 cuando [ν] = impar. e↓x(rs, ν) muestra el comportamiento opuesto.
Tanto e↑x(rs, ν) como e
↓
x(rs, ν) tienen apreciables discontinuidades en las derivadas,
de signos opuestos en cada ν entero, que casi se compensan para dar las disconti-
nuidades de pendiente mucho más pequeñas, pero aún finitas de ex(rs, ν).
En la Fig. 7.8 mostramos los potenciales de intercambio de EE y x-LSDA para
ambas componentes de espín. v↑x(0) tiene discontinuidades marcadas en cada ν par,
mientras que v↓x(0) tiene las discontinuidades ubicadas en valores impares de ν, ex-
ceptuando ν = 1. Todos estos saltos bruscos están relacionados con el llenado de un
nuevo LL, como veremos más adelante. Por otro lado, ambas componentes del po-
tencial de intercambio de x-LSDA son continuos y solo exhiben discontinuidades en
las derivadas para valores enteros de ν. v↑,LSDAx es constante para 0 < ν < 1, ya que
para este régimen de campo magnético grande todos los electrones están completa-
mente polarizados en el LL fundamental, es decir, p = 1. Las discontinuidades en
las derivadas de vσ,LSDAx son solo una consecuencia de su dependencia de p(ν), que
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también tiene una derivada discontinua en cada entero ν. Como ya se ha señala-
do, las discontinuidades en vσx (0) en ν entero se deben al comportamiento no trivial
con el campo magnético de la función Sνσ2 (0) en (7.7) o equivalentemente la función
ησx en (7.18). Partiendo de esta última ecuación, el salto abrupto en el potencial de
intercambio exacto en cada ν entero se puede escribir como
∆vσx =
−1
rs
√
2
ν
[
S
[νσ ]+
2 (0)− S[νσ ]
−
2 (0)
]
,
=
−1
rs
√
2
ν
[I2([νσ])− I2([νσ]− 1)− I3([νσ]− 1)] ,
=
1
rs
√
2
ν
∫ ∞
0
e−XL1[νσ ]−1 (X)
[
L0[νσ ]−1 (X)− L0[νσ ] (X)
]
dx , (7.25)
con X = x2/2. Hemos comprobado numéricamente que la última integral es finita
y positiva, para valores de [νσ] finitos. Por otro lado, para [νσ]  1, la diferencia
entre los dos polinomios de Laguerre generalizados dentro de la integral es cada
vez más pequeña por lo que la discontinuidad también desaparece asintóticamente
en el límite del campo bajo. Sin embargo, note el comportamiento bastante diferen-
te de ex(rs, ν) y de vσx (0) en el límite de ν grande: mientras para ν ∼ 10 ex(rs, ν) y
eLSDAx (rs, p(ν)) son esencialmente indistinguibles en la escala del dibujo en la Fig.
7.7, la diferencia entre vσx (0) y v
σ,LSDA
x aún se pueden distinguir claramente en la Fig.
7.8 para valores grandes de ν. Este punto se tratará con más detalle en la siguiente
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sección. Se debe enfatizar que el salto dado por ∆vσx anteriormente también se aplica
a todo el potencial de intercambio vσx (z) y no solo a su valor en el 2DEG vσx (0), dis-
cutido anteriormente. Este tema se analiza más a fondo en la discusión que rodea a
la Fig. 7.10.
7.2.2.2. Límite de campo magnético cero
De los resultados anteriores, podemos ver que al disminuir el campo magnéti-
co (o aumentar ν) los resultados de EE en cierto modo se vuelven similares a los
resultados de x-LSDA. Ahora demostraremos que podemos obtener los resultados
de x-LSDA analíticamente como el límite de campo magnético pequeño de nuestras
expresiones EE. Esto puede considerarse como una prueba crítica y rigurosa sobre
la consistencia del formalismo actual. En primer lugar, la energía EE en la Ec.(7.6)
debe reducirse a la expresión (7.23). Para probar esto, podemos escribir la energía
EE por partícula en la forma,
ex(rs, ν) = −2
√
2
3pirs
{
[1 + p(ν)]3/2S¯
ν↑
1 + [1− p(ν)]3/2S¯ν↓1
}
, (7.26)
donde p(ν) = [ν↑(ν)−ν↓(ν)]/ν y S¯νσ1 = (3pi/8
√
2)Sνσ1 (0)/ν
3/2
σ . La motivación para esto
es simplemente que para S¯νσ1 = 1 se recupera la expresión eLSDAx (rs, p) (7.23). Usando
que (vea Apéndice A.3, Ec.(A.26))
l´ım
νσ→∞
S¯νσ1 →1 , (7.27)
tenemos
l´ım
ν→∞
ex(rs, ν) = e
LSDA
x (rs, p) . (7.28)
Este último resultado es la energía de intercambio del gas de electrones 2D a campo
magnético cero presentado anteriormente.
Por otro lado, el límite ν  1 del potencial de EE en z = 0, es decir, el potencial en
la posición del gas de electrones debe coincidir también con el resultado x-LSDA a
campo cero. Para el potencial de EE podemos trabajar de manera similar a la energía,
reescribiendo la Ec.(7.18)
vσx (z = 0) = −
2
√
2
pirs
[1± p(ν)]1/2 S¯νσ2 , (7.29)
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con S¯νσ2 = (pi/2
√
2)Sνσ2 (0)/ν
1/2
σ . Usando ahora que (vea Apéndice A.3, Ec.(A.27))
l´ım
νσ→∞
S¯νσ2 → 1 , (7.30)
obtenemos
l´ım
ν→∞
vσx (z = 0) = v
σ,LSDA
x , (7.31)
la misma expresión que en el caso de campo cero. Estas dos cantidades, S¯νσ1 y S¯
νσ
2 ,
pueden considerarse entonces como una especie de factor de "corrección" para ν
finito, cuya inclusión¨convierte¨ los resultados de x-LSDA hacia las expresiones de
EE.
En la Fig. 7.9, mostramos cómo estos dos factores de "corrección" se aproximan
al límite de x-LSDA a medida que aumenta ν para el caso del espín up. Mientras
S¯
ν↑
1 se aproxima a la unidad, en el límite de ν grande, con bastante rapidez, la apro-
ximación de S¯ν↑2 al límite es mucho más lento, lo que explica la persistencia de dis-
continuidades considerables en v↑x(0) en la Fig. 7.8, incluso para valores grandes de
ν.
El salto abrupto en la expresión para ∆vσx (Ec.(7.25)) puede ser analizado también
usando el desarrollo asintótico para I2(n) y I3(n) dado en el Apéndice A.3. Dado
que I2([νσ]) ∼ ([νσ])1/2 e I3([νσ]) ∼ ln([νσ])/([νσ])1/2 para valores grandes de νσ, en
el límite de campos pequeños ∆vσx decrece asintóticamente como ln([νσ])/[νσ], que
tiende a cero cuando [νσ] 1. Esto es consistente con el hecho de que el potencial de
intercambio x-LSDA, que corresponde al límite νσ → ∞, no tiene discontinuidades
en los factores de llenado enteros.
Remarcamos una vez más la importancia de la inclusión del término ησx , que
proviene de la derivada implícita de la energía de intercambio con respecto a la
densidad. Este término es el origen de la discontinuidad en la derivada (Ec.(7.3)) y
sin él no podemos obtener el límite de campo magnético cero correcto.
7.2.2.3. Dependencia en z de vσx (z)
Hasta este punto, solo hemos considerado el potencial de EE en la posición pre-
cisa del gas de electrones z = 0. Pero como ya hemos discutido, el presente procedi-
miento tiene la ventaja de que también proporciona de forma natural su dependen-
cia en z.
La Fig. 7.10 muestra el potencial de EE obtenido en la Ec.(7.7), como una función
de z, para varios valores de ν, acercándose a un factor de llenado par desde valores
superiores (ν+), o desde valores inferiores (ν−). Algunas características interesantes
de la Fig. 7.10 merecen ser comentadas: i) ofrece una perspectiva más completa sobre
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Figura 7.9: S¯ν↑1 y S¯
ν↑
2 como función del factor de llenado ν. El límite x-LSDA , ν  1, está
representado por una línea horizontal S¯ν↑i = 1. S¯
ν↑
2 tiene saltos abruptos en los valores pares de
ν.
cómo la discontinuidad del potencial de EE presente en cada entero ν en z = 0, y
que se muestra en la Fig. 7.8; ii) mientras que los potenciales de EE correspondientes
a ν+ se aproximan al límite de campo cero desde arriba para valores crecientes de
ν, los correspondientes a ν− se aproximan al mismo límite desde abajo; y iii) en el
límite asintótico |z|/lB  1, el potencial de EE se aproxima a un valor constante no
negativo, que depende de la densidad y el campo magnético.
Este último punto no se obtiene directamente de la Fig. 7.10, pero se puede desa-
rrollar analíticamente: el límite |z|/lB  1 para vσx (z) viene dado por el límite pa-
ra |z|/lB  1 de Sνσ1 (|z|) en la Ec.(7.7). Ahora, según (4.40), lo que importa pa-
ra este límite es cómo se comportan las funciones Imn (t) para valores grandes de
su argumento. Inspeccionando la Ec.(4.7) vemos que para |z − z′|/lB  1 el in-
tegrando decrece rápidamente al aumentar x, por tanto su límite para valores pe-
queños de x representa la principal contribución a la integral. Considerando que
Ln>−n<n< (0) = n>!/n<!(n> − n<)!, podemos aproximar
Imn
( |z|
lB
 1
)
→ n>!
n<![(n> − n<)!]2
∫ ∞
0
(
x2
2
)n>−n<
e−x|z|/lBdx
=
n>![2(n> − n<)]!
n<![(n> − n<)!]2
1
2(n>−n<)
(
lB
|z|
)1+2(n>−n<)
.
(7.32)
De esta última expresión queda claro que la contribución dominante en Imn (|z|/lB 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1) corresponde a n> = n<, entonces para n = m: Imn (|z|/lB  1)→ Inn (|z|/lB  1) =
lB/|z|. Dado que
∑[νσ ]−1
n I
n
n (|z|/lB  1) = [νσ] obtenemos
vσx (|z|/lB  1)→ C(rs, ν)−
[νσ] + p
2
σ
zνσ
, (7.33)
donde
C(rs, ν) =
1
rsνσ
√
2
ν
[Sνσ1 (0)− νσSνσ2 (0)] . (7.34)
Hemos chequeado numéricamente que el término C(rs, ν) es siempre no-negativo;
además, es igual a cero solo cuando 0 < νσ < 1. Es interesante notar que obtenemos
el comportamiento asintótico universal 1/z [61] solo cuando pσ → 0+, 1−. En la Fig.
7.10 comparamos este comportamiento asintótico con el potencial de EE para ν = 2+
y se observa cómo se alcanza este límite asintótico para |z|/lB ∼ 10.
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Figura 7.10: Potencial de intercambio exacto vs z para diferentes factores de llenado. El poten-
cial de EE para el gas de electrones 2D no polarizado por espín a campo magnético cero también
se muestra para comparación. El resultado para ν = 2+ se compara con el comportamiento asin-
tótico esperado para z grande. Los límites asintóticos para el mismo potencial se dan en el eje
vertical derecho y se marcan con flechas.
En esta metodología para la obtención del potencial de intercambio exacto apa-
rece de manera natural su dependencia en z. Ésta puede resultar muy útil en el
estudio de sistemas de 2DEG acoplados como sistemas bicapas y tricapas, de modo
tal que la dependencia en z aparece como un término de intercambio inter-láminas,
no considerado en la aproximación x-LSDA.
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7.2.3. Conclusiones
Partiendo de un formalismo cuasi-2D general de intercambio exacto que descri-
be un gas de electrones confinado en un pozo cuántico semiconductor en el régimen
del efecto Hall cuántico entero, hemos obtenido su límite 2D estricto. Los corres-
pondientes cálculos en 2D estrictos son mucho más simples que los asociados con
el caso cuasi 2D, ya que en esta última situación los orbitales Kohn-Sham autocon-
sistentes que describen la física de sub-bandas deben obtenerse numéricamente. En
cambio, en nuestra evaluación estricta en 2D, estos orbitales de Kohn-Sham se reem-
plazan por las funciones delta de Dirac, que restringen la dinámica de los electrones
a un plano. A medida que avanza el llenado de los niveles de Landau emergen-
tes, surgen dos características principales: i) la energía de EE se minimiza con una
discontinuidad en la derivada en cada factor de llenado entero ν; y ii) el potencial
de EE muestra discontinuidades agudas en cada ν entero. Se debe enfatizar que es-
tas diferencias importantes entre x-LSDA y EE en campos magnéticos finitos están
presentes incluso cuando ambos se basan en la misma densidad, que permanece ho-
mogénea en el campo magnético finito. Más concretamente, las diferencias se deben
al hecho de que la forma funcional de la energía EE incluye completamente el efecto
del campo magnético a través de los orbitales Landau, mientras que la x-LSDA es
una aproximación de campo cero, y por tanto sin niveles de Landau.
El presente trabajo sugiere, de manera muy natural, cómo ir más allá del x-LSDA
2D-estricto en el régimen de campo magnético fuerte de sistemas de electrones bidi-
mensionales no homogéneos: reemplazar vσ,LSDAx (7.24) por vσx(0) (7.29). En la aproxi-
mación x-LSDA estándar, la expresión de campo magnético nulo para el gas de elec-
trones 2D homogéneo, vσ,LSDAx , se aplica a campo magnético finito y al caso no homo-
géneo haciendo la aproximación de densidad local, que equivale a los reemplazos
rs → rs(ρ) = 1/
√
pin(ρ) y p → p(ρ) = (n↑(ρ) − n↓(ρ))/n(ρ). Bajo estas hipótesis,
vσ,LSDAx se convierte en un potencial dependiente de la posición vσ,LSDAx → vσ,LSDAx (ρ).
Aquí sugerimos que un procedimiento más fundado será hacer la misma aproxi-
mación de densidad local, pero para nuestro potencial de EE: vσx (0) → vσx (ρ, 0). La
diferencia crucial entre vσ,LSDAx (ρ) y vσx (ρ, 0) es que mientras que en el primero el
efecto del campo magnético entra indirectamente a través de los cambios inducidos
por el campo en la polarización de espín, en vσx (ρ, 0) el impacto del campo es directo,
ya que la forma funcional del EE contiene completamente los efectos del campo mag-
nético. En otras palabras, mientras vσx (ρ, 0) es exacto en el caso del gas 2D uniforme
en un campo magnético arbitrario, vσ,LSDAx (ρ) solo es exacto para el caso del gas 2D
homogéneo a campo magnético cero. La nueva aproximación para vσx (ρ, 0) podría
tener su aplicación inmediata al estudio de los estados de borde del IQHE (Avalos y
Proetto, en curso), en muestras finitas.
Capítulo 8
Efectos de muchos cuerpos en mapas
de resistividad
Una de las principales ventajas que ofrecen los sistemas de varias sub-bandas pa-
ra el estudio del efecto Hall cuántico, es que aumentan la posibilidad de que ocurran
cruces de niveles de Landau sin necesidad de inclinar el campo magnético respec-
to al q2DEG. En este Capítulo estudiaremos el comportamiento de la resistividad
longitudinal ρxx en las regiones alrededor del cruce entre dos niveles de Landau en
sistemas de varias sub-bandas. En una primera sección estudiaremos el sistema for-
mado por tres pozos cuánticos semiconductores usando la aproximación LSDA para
el potencial de intercambio y correlación. En la segunda parte del Capítulo estudia-
remos el sistema de un pozo cuántico con dos sub-bandas como el mostrado en la
Fig. 7.1. En esta ocasión, a modo de continuación del trabajo realizado en la referen-
cia [31], utilizaremos el potencial de intercambio y correlación en la aproximación
de intercambio exacto.
8.1. Sistema de tres pozos cuánticos en la aproximación
LSDA
En esta sección estudiaremos el comportamiento de la resistividad longitudinal
ρxx para un sistema formado por tres pozos cuánticos semiconductores de GaAs/
AlxGa1−xAs como se muestra en la Fig. 8.1(a). Este trabajo se ha realizado en co-
laboración con Pablo G. Bolcatto. Los parámetros utilizados en las simulaciones se
corresponden al sistema experimental estudiado por Shinichi Amaha y colaborado-
res en Japón [98]. Para la simulación del sistema hemos usado el esquema iterativo
presentado en la sección 4.1, con el potencial del intercambio en la aproximación
LSDA. La contribución de correlación la incluimos a través de la parametrización
PW92 [99] al igual que en la Ref. [31]. Presentaremos resultados para la resistividad
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longitudinal en el plano (∆p,B) (∆p = pL−pR, donde pL, pR son la densidades de las
láminas de dopaje), de modo tal que se mantenga el factor de llenado ν constante,
que es la situación experimental más relevante. Al mapa de colores que se origi-
na al hacer el gráfico de resistividad en el espacio de dos parámetros se le conoce
como mapa de resistividad. Debido a su relevancia experimental nos concentraremos
en los casos donde ν = 3, 4. El cálculo de ρxx se hará a través de la Ec.(2.19), y pa-
ra los parámetros que caracterizan el ensanchamiento de los LLs consideraremos
Γext = 170
√
B [T ]meV < Γ = 200
√
B [T ]meV .
Cuando un q2DEG está en el régimen del IQHE, en general tenemos un núme-
ro entero LL llenos, y la resistividad longitudinal ρxx = 0. A modo de ejemplo, la
Fig. 8.2(a) muestra una situación típica a ν = 3, donde tenemos tres LL llenos y
el potencial químico cae en una región donde no hay estados extendidos. En este
caso, considerando las expresiones (2.19) y (2.17) a temperaturas bajas (kBT  Γ),
obtenemos que ρxx = 0. Variando alguno de los parámetros externos del sistema
(∆p,B), de modo tal que se mantiene el factor de llenado ν constante, se puede ob-
tener un cruce entre el último LL ocupado y el primero vacío (Fig.8.2(b)). En esta
situación, el potencial químico puede caer en una zona donde hay estados extendi-
dos y obtenemos una resistividad longitudinal ρxx 6= 0, puesto que gext(µ) 6= 0. Es
decir, como habíamos mencionado en el Capítulo 2, estos cruces se pueden identifi-
car experimentalmente a través de los valores distintos de cero en las mediciones de
resistividad. En estas situaciones decimos que hay una ¨ruptura¨ del IQHE.
Para entender la influencia de la interacción electrón-electrón en los mapas de
resistividad agregaremos los diferentes términos de interacción de uno en uno. Las
siguientes secciones están organizadas como sigue: en la sección 8.1.1 presentamos
los resultados de los cálculos sin considerar la interacción electrón-electrón. En la
sección 8.1.2.1 incluimos la interacción de Hartree y en la sección 8.1.2.2 incluimos
finalmente la contribución de intercambio y correlación. Para entender de una ma-
nera más simple la física involucrada en estos mapas de resistividad, en la sección
8.1.3 se introduce un modelo 2D estricto, similar al usado en los Capítulos 5 y 6.
8.1.1. Sistema no interactuante
En este caso, el potencial de KS solo incluye al potencial externo, vσKS(z) = vext(z),
donde vext(z) contiene los efectos del potencial de barrera del semiconductor más
el potencial electrostático producido por las láminas de dopaje tipo delta (ver Fig.
8.1(a)). En la Fig. 8.3 se muestran los resultados para el sistema no interactuante en
las situaciones donde ν = 3, 4. En la Fig. 8.3(b), donde ν = 4, los dos cruces corres-
pondientes a los campos magnéticosBc1 yBc2 (vea Fig. 8.1(b)) están tan cerca que no
es posible distinguirlos. Esto se debe a que el desdoblamiento de Zeeman es mucho
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Figura 8.1: Vista esquemática de: a) los tres pozos semiconductores estudiados, y b) los dife-
rentes cruces entre niveles de Landau, en la región de los cruces correspondiente a ν = 3, ν = 4,
y ν = 5.Bc1 yBc2 son los campos magnéticos correspondientes a los dos cruces posibles cuando
ν = 4, mientras que Bc denota el campo magnético correspondiente al cruce cuando ν = 3.
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Figura 8.2: Vista esquemática de la densidad de estados en el IQHE a ν = 3, cuando : a) no hay
cruces de niveles en el potencial químico, b) hay cruce de niveles en el potencial químico.
más pequeño que la energía cinética. A modo de ejemplo, para el GaAs el desdo-
blamiento Zeeman a un campo magnético de 1T es aproximadamente 0.01meV ,
mientras que ~ωc ' 1.73meV .
8.1.2. Sistema interactuante
8.1.2.1. Contribución de Hartree
En este caso, el potencial de KS está dado por vσKS(z) = vext(z) + vH(z), donde
hemos agregado el término de Hartree vH(z) = −2pi
∫∞
−∞ |z − z′|ρ(z′)dz′. Al intro-
ducir la contribución de Hartree obtenemos los resultados presentes en la Fig. 8.4.
Vemos que la inclusión del término Hartree aumenta considerablemente la región
de mezcla entre los niveles de Landau (zona donde ρxx 6= 0). Este resultado con-
cuerda con el obtenido en el Capítulo 6 utilizando la aproximación de Hartree-Fock,
donde la interacción de Hartree favorecía la mezcla de los niveles de Landau (con-
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a) b)
Figura 8.3: Mapas de resistividad no-interactuante para: a) ν = 3 y b) ν = 4 , en el plano (B
[T],∆p[(a∗0)−2])(∆p = pL − pR ). Para el caso donde ν = 3 hemos reajustado el ancho Γ de los
LLs de modo que sea menor que el desdoblamiento Zeeman.
figuraciones ¨easy-plane¨, Capítulo 6). Note que hasta este punto aún no es posible
distinguir entre los dos posibles cruces a ν = 4. Como se ha mencionado, esto es
debido a que el único término dependiente del espín, entre los incluidos hasta aho-
ra, es el término de Zeeman, que para los campos magnéticos típicos es mucho más
pequeño que los restantes. Esto provoca que en el caso ν = 3 la resistividad no llega
a ser estrictamente cero (vea Fig. 8.4(a)), producto de que el término de Zeeman no
es suficientemente grande para separar estados con proyección de espín up y down.
Un efecto importante de la interacción es que la región de cruce entre niveles se co-
rre a campos magnéticos más bajos (seis veces menores), cercanos a los resultados
experimentales [98].
a) b)
Figura 8.4: Mapas de resistividad en la aproximación de Hartree para: a) ν = 3 y b) ν = 4, en
el plano (B [T],∆p[(a∗0)−2]).
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8.1.2.2. Contribución de Hartree e intercambio y correlación
En este caso, el potencial de KS está dado por vσKS(z) = vext(z) + vH(z) + v
σ
xc(z),
donde hemos agregado el término de intercambio y correlación vσxc(z) = vσx (z) +
vσc (z). El término de intercambio se considera en la aproximación LSDA, vσx (z) =
− [6ρσ(z)/pi]
1
3 , y para el potencial de correlación vσc (z) se utiliza la parametrización
PW92 [99].
Introduciendo la interacción de intercambio y correlación obtenemos los resulta-
dos mostrados en la Fig. 8.5. La interacción de intercambio y correlación es funda-
mental para separar las dos líneas presentes a ν = 4, que aparecen como una sola
línea en el caso no-interactuante y en la aproximación de solo Hartree. Estos resul-
tados teóricos están en muy buen acuerdo con los resultados experimentales de S.
Amaha y colaboradores [98].
a) b)
Figura 8.5: Mapas de resistividad para: a) ν = 3 y b) ν = 4, en el plano (B [T],∆p[(a∗0)−2]). El
potencial de KS aquí incluye las contribuciones de Hartree, intercambio y correlación.
8.1.3. Modelo estrictamente 2D
Para aclarar la física involucrada en los "mapas de resistividad" anteriores gene-
rados a partir de un formalismo de LSDA, proponemos aquí un cálculo simplificado,
utilizando un modelo 2D-estricto, convirtiendo el sistema de tres pozos cuánticos en
un sistema de tres láminas separadas una distancia d. El modelo es muy similar al
empleado en los Capítulos 5 y 6. Esencialmente equivale a reemplazar los autova-
lores de KS γσi (ν) en la Ec.(4.4) por los autovalores de una matriz "tight-binding" de
3× 3
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 ε
σ
1 −t 0
−t εσ2 −t
0 −t εσ3
, (8.1)
donde t es la amplitud de ¨tunelaje¨ (hopping) para los electrones entre capas veci-
nas, εσ1 , εσ2 y εσ3 son las energías de "sitio" o de lámina definidas como
εσ1 = 2pid [(n1 − n3)−∆p] + vx(nσ1 ),
εσ2 = εb + 2pidn2 + vx(n
σ
2 ),
εσ3 = 2pid [(n3 − n1) + ∆p] + vx(nσ3 ), (8.2)
donde nσi es la densidad de electrones con proyección de espín σ en la lámina i
(i = 1, 2, 3), y ni = n
↑
i + n
↓
i es la densidad total de electrones en la lámina i. ∆p =
pL − pR es la diferencia entre las densidades de las láminas de dopaje, ubicadas en
ambos lados del sistema. El sistema cumple con la condición de neutralidad global
de carga, N = n1 + n2 + n3 = pL + pR, donde N representa la densidad bidimensio-
nal total. El modelo incluye las interacciones de Hartree1 (término proporcional a d
en las energías de sitio), el intercambio dentro de la capa a través de los potencia-
les de intercambio dependientes del espín para el gas bidimensional de electrones
vx(n
σ
i ) = −4
√
nσi /pi (Ec.(7.24)), y el hopping entre láminas a través de t. A través del
término εb estamos considerando que el pozo central es distinto de los dos laterales.
Cabe aclarar que en este caso no estamos incluyendo términos de correlación, cuyo
efecto en el modelo cuasi-2D de la sección anterior era principalmente estabilizar
numéricamente el sistema y mejorar el proceso de convergencia.
Como veremos, esta aproximación 2D estricta solo conduce a pequeñas discre-
pancias cuantitativas en comparación con los cálculos de LSDA más elaborados.
Ambos cálculos pueden hacerse coincidir ajustando los parámetros εb, t. Para ello,
establecemos una correspondencia entre el modelo tricapa no interactuante de la
Ec.(8.1) y el triple pozo cuántico no interactuante mostrado en la Fig. 8.1. Como
primera aproximación, tomamos la distancia d entre capas como la distancia entre
los centros de pozos cuánticos consecutivos. Luego, calculamos numéricamente la
diferencia entre la energía de la primera sub-banda y la sub-banda del estado fun-
damental en el triple pozo cuántico para los valores de ∆p en el intervalo [0, 0.2]
y finalmente ajustamos los parámetros εb, t. Los valores obtenidos son d = 1.99 a∗0,
1El potencial de Hartree se puede obtener a través de la expresión vH(z) = −2pi
∫∞
−∞ |z−z′|ρ(z′)dz′,
considerando ρ(z) = n1δ(z+ d) +n2δ(z) +n3δ(z− d) o calculando el potencial electrostático en cada
una de las láminas.
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εb = −0.83Ha∗ y t = 0.016Ha∗. Para explotar las soluciones analíticas para este
modelo, consideraremos en las siguientes dos subsecciones el caso de hopping ce-
ro (t = 0), que parece razonable ya que de acuerdo a la parametrización t/εb  1.
Cuando t = 0 las energías de lámina y sub-banda son equivalentes, es decir, la ener-
gía de la sub-banda fundamental es la de la lámina con menor energía, y la energía
de la primera sub-banda excitada será la de la segunda lámina con menor energía.
8.1.3.1. Mapa de resistividad a ν = 3
Cuando ν = 3 el cruce es entre LLs con números cuánticos (ξ, n, σ) iguales a (-
1,1,↑) y (0,0,↑) (vea Fig. 8.1(b)). En el punto de intersección se cumple que ε↑−1,1(ν =
3) = ε↑0,0(ν = 3), es decir, según la Ec.(4.4)
γ↑−1 +
3
2
~ωc − 1
2
|g|µBB = γ↑0 +
1
2
~ωc − 1
2
|g|µBB , (8.3)
que después de simplificar se convierte en ~ωc = γ↑0 − γ↑−1 [100]. Cuando t = 0,
γ↑−1 y γ
↑
0 son las energías de la sub-banda fundamental y primera excitada, respec-
tivamente, entre las enumeradas en (8.2). Para |∆p| < − εb/(2pid), no es difícil ver
en (8.2) que en la configuración del estado fundamental todos los electrones están
en la lámina central para campos magnéticos bajos: n2 = N , n1 = n3 = 0. Ade-
más, el primer estado excitado (vacío en este caso) es ε↑1 para ∆p → 0+ y ε↑3 para
∆p→ 0−. Luego, al aumentar el campo magnético, un LL desde la sub-banda funda-
mental cruza un LL de la primera sub-banda excitada, y en el punto de intersección
(ε↑−1,1(ν = 3) = ε
↑
0,0(ν = 3) = µ) una fracción de los electrones (que estimamos co-
mo la mitad de la degeneración de un LL) se ha transferido a la primera sub-banda
excitada (lámina 1 para ∆p > 0 y lámina 3 para ∆p < 0).2 Por ejemplo, si ∆p > 0
tenemos: n2 = 5N/6, n1 = N/6, n3 = 0.
En consecuencia, a partir de (8.2) obtenemos que γ↑−1 ' ε↑2 = εb + 2pid(5N/6) +
vx(N/2), mientras γ
↑
0 ' 2pid(N/6− |∆p|) + vx(N/6).
Reemplazando en la condición de cruce ~ωc = γ↑0 − γ↑−1, teniendo en cuenta que
se cumple ν = N/Nφ = NΦ0/B = 3 y resolviendo para Bc(ν,∆p), llegamos a la
ecuación
Bc(3,∆p) =

√
2α1
pi
(
√
3− 1) +
√
2α1
pi
(
√
3− 1)2 − (α + 4piα1d)(εb + 2pid|∆p|)
(α + 4piα1d)

2
,(8.4)
donde Bc(3,∆p) es el campo magnético donde ocurre el cruce entre niveles cuando
2Esta idea simple no es general, puede que ambos niveles nunca compartan la mitad de los elec-
trones. Un ejemplo son los cruces tipo ¨easy-axis¨ del Capítulo 6.
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ν = 3 y el bias es ∆p. α = ~ωc/B = ~e/m∗c y α1 = (a∗0)2/Φ0. Es interesante notar que
Bc(3,∆p) disminuye a medida que aumenta |∆p| (pendiente negativa en |∆p|), como
ocurre en el cálculo más complejo en la aproximación LSDA (Fig. 8.5(a)). También
vale la pena señalar que el caso no interactuante (sin interacción Hartree e inter-
cambio y correlación) equivale a considerar α1 = 0 (que es equivalente a ¨apagar¨
los términos de interacción), entonces Bc(3,∆p) = −(εb + 2pid|∆p|)/α. Como conse-
cuencia, los valores de Bc(3,∆p) para el caso sin interacción son aproximadamente
seis veces mayores que los que incluyen la interacción, en gran desacuerdo con la
evidencia experimental y teórica disponible. En otras palabras, los efectos de apan-
tallamiento mediados por Hartree son cruciales para la comprensión de la física más
allá de estos mapas de resistividad. Por otra parte, la interacción de intercambio es
importante para ¨distinguir¨ entre estados con proyecciones de espín diferentes, por
lo que su efecto es más notable en las situaciones donde ν = 4, donde los cruces son
entre LLs con espín distinto.
Para |∆p| > −εb/(2pid) un análisis análogo es factible, cuando el campo magné-
tico es pequeño (B  Bc(3,∆p)), todos los electrones están ubicados en la lámina 1:
n1 = N , n2 = n3 = 0. Procediendo como antes, podemos estimar que en el punto de
cruce γ↑−1 ' ε↑1 = 2pid(5N/6 − ∆p) + vx(N/2) y γ↑0 ' ε↑2 = εb + 2pid(N/6) + vx(N/6).
Reemplazando en la ecuación de cruce ~ωc = γ↑0 − γ↑−1, usando N = 3Bc(3,∆p)/Φ0,
y resolviendo para Bc, obtenemos una ecuación similar a (8.4), pero sin el segundo
signo menos dentro de la raíz cuadrada. Ahora a medida que aumentamos ∆p, el
campo magnéticoBc(3,∆p) también aumenta (pendiente positiva en ∆p), como se
observa en los resultados de LSDA (Fig. 8.5(a)). Para ∆p < 0, la lámina 3 desem-
peña el papel de la lámina 1 y obtenemos un resultado similar al anterior pero con
signo opuesto en ∆p. Podemos resumir el resultado general para el caso ν = 3 en la
siguiente expresión:
Bc(3,∆p) =

√
2α1
pi
(
√
3− 1) +
√
2α1
pi
(
√
3− 1)2 + (α + 4piα1d)|εb + 2pid|∆p||
(α + 4piα1d)

2
.(8.5)
Cabe aclarar que la Ec.(8.5) es válida para todos los valores de ∆p, y contiene como
caso particular la Ec.(8.4).
En la Fig. 8.6(a) se muestra la comparación de estos resultados con los mapas de
resistividad mostrados anteriormente en la aproximación LSDA.
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a) b)
Figura 8.6: Mapas de resistividad para a) ν = 3, b) ν = 4, en el plano (B [T],∆p[(a∗0)−2]). Com-
paración con el modelo 2D estricto a t = 0. En a) la línea roja corresponde a la Ec.(8.5), mientras
que en b) la líneas roja, negra y verde corresponden a las Ecs.(8.8, 8.10 y 8.11), respectivamente.
8.1.3.2. Mapa de resistividad a ν = 4
Para ν = 4 son posibles dos cruces diferentes (vea Fig. 8.1(b)). El primero, a
campos magnéticos inferiores (Bc1) corresponde a dos LLs con números cuánticos (-
1,1,↓) y (0,0,↑). La diferencia principal con el caso ν = 3 ya está clara: el cruce incluye
un cambio de espín, dando el primer indicio de una mayor influencia del término
de intercambio en este caso. El segundo punto de cruce a ν = 4 (Bc2) es entre LLs
con números cuánticos (-1,1,↑) y (0,0,↓). Para un voltaje aplicado o ¨bias¨ dado ∆p,
llamamos Bc1(4,∆p) al campo magnético donde ocurre el primer cruce y Bc2(4,∆p)
para el segundo cruce (vea Fig. 8.1(b)).
Para comprender el comportamiento del sistema, mostramos en la Tabla 8.1 los
perfiles de ocupación estimados para diferentes combinaciones de ∆p,B; conside-
rando, por simplicidad, un bias no-negativo. El perfil para bias negativo se puede
obtener simplemente intercambiando n1σ y n3σ. Por ejemplo, para B  Bc1 y ∆p >
−εb/2pid, según la Tabla 8.1 el perfil de ocupación está dado por n1↑ = n1↓ = p/2,
n2 = n3 = 0. Si cambiamos el signo del bias, para estos mismo valores de campo
magnético, intercambiando n1↑ ←→ n3↑ y n1↓ ←→ n3↓, obtenemos la configuración
equivalente n3↑ = n3↓ = p/2, n2 = n1 = 0. Para estimar las ocupaciones de las
láminas hemos usado los resultados numéricos para el sistema de tres pozos cuán-
ticos en la aproximación LSDA, haciendo una correspondencia entre la cantidad de
electrones en el pozo i-ésimo y la lámina i-ésima (i = 1, 2, 3). La cantidad de elec-
trones en el pozo i-ésimo se aproxima por la integral de la densidad a lo largo de la
extensión del pozo.
Para campos magnéticos bajos, B  Bc1, solo hay una sub-banda ocupada, es
decir, todos los electrones están en la sub-banda del estado fundamental en una
configuración no polarizada en espín. A medida que aumentamos el campo magné-
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∆p ∼ 0 ∆p∗ < ∆p < −εb/2pid ∆p > −εb/2pid
B  Bc1
n2↑ = n2↓ = N/2
n1 = n3 = 0
n2↑ = n2↓ = N/2
n1 = n3 = 0
n1↑ = n1↓ = N/2
n2 = n3 = 0
B = Bc1
n2↑ = N/2, n2↓ = 3N/8
n1↑ = N/8
n1↓ = n3 = 0
n2↑ = N/2, n2↓ = 3N/8
n1↑ = N/8
n1↓ = n3 = 0
n1↑ = N/2, n1↓ = 3N/8
n2↑ = N/8
n2↓ = n3 = 0
Bc1  B  Bc2
n2↑ = N/2, n2↓ = N/4
n1↑ = N/4
n1↓ = n3 = 0
n2↑ = N/2, n2↓ = N/4
n1↑ = N/4
n1↓ = n3 = 0
n1↑ = N/2, n1↓ = N/4
n2↑ = N/4
n2↓ = n3 = 0
B = Bc2
n2↑ = 3N/8, n2↓ = N/4
n1↑ = N/4, n3↓ = N/8
n1↓ = n3↑ = 0
n2↑ = 3N/8, n2↓ = N/4
n1↑ = N/4, n1↓ = N/8
n3 = 0
n1↑ = 3N/8, n1↓ = N/4
n2↑ = N/4, n2↓ = N/8
n3 = 0
B  Bc2
n2↑ = n2↓ = n1↑ =
n3↓ = N/4
n1↓ = n3↑ = 0
n2↑ = n2↓ = n1↑ =
n1↓ = N/4
n3 = 0
n1↑ = n1↓ = n2↑ =
n2↓ = N/4
n3 = 0
Tabla 8.1: Configuraciones estimadas para las ocupaciones de las láminas cuando ν = 4. ∆p∗es
un parámetro que caracteriza el semi-ancho de la zona alrededor de bias cero donde aparecen
las configuraciones tipo antiferromagnéticas.
tico, los niveles (-1,1,↓) y (0,0,↑) se acercan, y en cierto B comienza la transferencia
de carga desde el nivel de energía baja. Cuando B = Bc1 los dos LLs coinciden en
energía (Fig. 8.1(b)) y ambos están medio llenos. Aumentando B, el sistema deja la
región de cruce y luego Bc1  B  Bc2, en esta región el sistema tiene cuatro LLs
llenos y una polarización de espín p = (n↑ − n↓)/(n↑ + n↓) = 1/2. Si continuamos
aumentando B, los LLs (-1,1,↑) y (0,0,↓) se aproximan entre sí, y de manera análoga
al cruce anterior comienza una transferencia de carga. Cuando B = Bc2 los dos LLs
coinciden (Fig. 8.1(b)) y ambos están medio llenos. Al aumentar B, el sistema deja
de nuevo la región de cruce y se vuelve no polarizado en espín nuevamente.
En el primer punto de cruce, que define Bc1(4,∆p), ε
↓
−1,1(ν = 4) = ε
↑
0,0(ν = 4), lo
que nos lleva a
γ↓−1 +
3
2
~ωc +
1
2
|g|µBBc1 = γ↑0 +
1
2
~ωc − 1
2
|g|µBBc1 . (8.6)
Simplificando, obtenemos
~ωc + |g|µBBc1 = γ↑0 − γ↓−1 . (8.7)
La única diferencia con la ecuación de cruce para ν = 3 es que ahora tenemos el
término adicional |g|µBB, como consecuencia de la energía de Zeeman asociada a la
diferencia de espín. Como se hizo anteriormente, solo queda encontrar las expresio-
nes adecuadas para γ↓−1 y γ
↑
0 en los diferentes regímenes de |∆p|. Para este primer
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punto de cruce, se aplican las mismas hipótesis que para ν = 3 con respecto a las
configuraciones fundamental y primera excitada, y al usar el perfil de ocupación de
la Tabla 8.1 paraB = Bc1, se llega fácilmente a la siguiente expresión paraBc1(4,∆p)
Bc1(4,∆p) =

√
2α1
pi
(
√
3− 1) +
√
2α1
pi
(
√
3− 1)2 + (α + 6piα1d)|εb + 2pid|∆p||
(α + 6piα1d)

2
,(8.8)
donde α = ~ωc/B + |g|µB. Para el segundo cruce, que define Bc2(4,∆p), obtenemos
la ecuación
~ωc − |g|µBBc2 = γ↓0 − γ↑−1 . (8.9)
Las dos ecuaciones de cruce para ν = 4 difieren en los números cuánticos de espín,
lo que conduce a diferentes contribuciones de Zeeman. Por otra parte la diferencia
entre los perfiles de ocupación conduce a diferencias en la energía de Hartree e in-
tercambio. Haciendo las mismas hipótesis que arriba y utilizando nuevamente el
perfil de ocupación de la Tabla 8.1 para B = Bc2, no es difícil llegar a la expresión
Bc2(4,∆p) =

√
2α1
pi
(
√
3− 1) +
√
2α1
pi
(
√
3− 1)2 + 4(α + 2piα1d)|εb + 2pid|∆p||
2(α + 2piα1d)

2
,
(8.10)
donde α = ~e/m∗c − |g|µB. Dado que |g|µBB  ~ωc para el GaAs, tomamos α =
~e/m∗c en todos los casos.
Con respecto a la característica en forma de "M", aún sin explicación para |∆p|
pequeño en la Fig. 8.5(b), ésta es provocada por un sutil efecto de la interacción de
Hartree en una configuración inducida por intercambio. Cuando ∆p = 0, el sistema
es simétrico con respecto a la lámina central, en este caso n1 = n3. Ahora bien,
si se aumenta el bias, es conveniente (energéticamente) ocupar la lámina 1 (ver la
expresión para εσ1 en la Ec.(8.2)). Para mantener la energía de sitio de la lámina 3
mayor que la de la lámina 1, una pequeña fracción de carga se mueve a la lámina 1,
de manera que cumpla la condición n1 − n3 < ∆p.
En otras palabras, a una densidad de electrones suficientemente alta (que favo-
rece a la interacción de Hartree), la disminución en la energía de Hartree puede más
que compensar el aumento de la energía de sitio en la lámina 3 relacionada con el
bias. Es por ello que los electrones en el LL (0,0,↓) estarán en la lámina 3, en lugar
de la 1 como en los casos anteriores. Entonces, teniendo en cuenta que γ↓0 = ε
↓
3 en la
Ec.(8.9) y usando las ocupaciones de la Tabla 8.1 para B = Bc2 y ∆p ∼ 0, se obtiene
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la siguiente expresión:
B∗c2(4,∆p) =

√
2α1
pi
(
√
3− 1) +
√
2α1
pi
(
√
3− 1)2 + 4(α + 6piα1d)|εb − 2pid|∆p||
2(α + 6piα1d)

2
,
(8.11)
donde B∗c2(4,∆p) es el campo magnético donde ocurre el segundo cruce alrededor
de ∆p = 0. De esta manera podemos explicar naturalmente el cambio en el signo de
la pendiente en la Fig. 8.5(b) alrededor de |∆p| → 0, que explica la característica rela-
cionada con la ¨M¨. Para describir esta configuración de tres capas cerca de bias cero,
debemos considerar la contribución de intercambio. Su efecto es interesante ya que
estabiliza una configuración tipo anti-ferro en la que las polarizaciones de espín de
las lámina 1 y 3 son opuestas. Esta configuración se obtiene numéricamente a partir
de los cálculos en la aproximación DFT-LSDA y está representada en los perfiles de
ocupación de la Tabla 8.1. En estas configuraciones el pozo central tiende a estar no
polarizado en espín mientras los dos laterales tienen polarizaciones de espín opues-
tas. Como mencionamos, este efecto es inducido por el término de intercambio, que
se optimiza si se separan los espines entre las láminas laterales.
Por supuesto, aumentando aún más el bias |∆p|, éste será lo suficientemente
grande como para obligar a los electrones a moverse de la lámina central a la iz-
quierda si ∆p es positivo o a la lámina derecha si ∆p es negativo. Recuperamos
entonces, para un bias finito dado, las mismas pendientes negativas que para el ca-
so ν = 3 y para el primer cruce, a densidades más bajas, para ν = 4. Este análisis
cualitativo del mapa de resistividad para ν = 4 está más allá del modelo 2D estricto,
pero como se discutió anteriormente, las características generales se obtienen fácil-
mente a partir de algunas consideraciones simples y motivadas físicamente. La Fig.
8.6(b) muestra la comparación entre el mapa de resistividad en ν = 4 y el cruce de
niveles de Landau en un sistemas de tres láminas 2D estrictas. Mostramos en dife-
rentes colores las ramas correspondientes a la Ec.(8.8) (rojo), la Ec.(8.10) (negro) y la
Ec.(8.11) (verde).
Nuestros estudios en este sistema están motivados por los experimentos en sis-
temas de tres pozos cuánticos semiconductores realizados por investigadores de Ja-
pón [98]. Los resultados obtenidos presentan gran semejanza con los experimentos.
En estos momentos estamos trabajando en la elaboración de un trabajo conjunto
(teórico-experimental) para su posterior publicación.
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Figura 8.7: a)Vista esquemática de los diferentes cruces entre niveles de Landau para un so-
lo pozo cuántico. b) Resistividad longitudinal ρxx en el plano densidad vs campo magnético.
Aproximación LSDA.
8.1.3.3. Conclusiones
Se ha demostrado que la inclusión de la interacción (Hartree + xc) en el régimen
del efecto Hall cuántico entero modifica considerablemente los mapas de resistivi-
dad de sistemas de tres pozos cuánticos semiconductores. Además, se ha utilizado
un modelo simple, capaz de explicar cualitativamente la topología de estos mapas.
En la región de bias pequeño (región de más simetría) se obtuvo una configuración
tipo antiferromagnética, inducida por el intercambio. Cuando el bias es nulo, esta
configuración manifiesta una ruptura espontánea de simetría, ya que presenta me-
nos simetría que el sistema.
8.2. Un pozo cuántico con dos sub-bandas ocupadas
Como habíamos mencionado anteriormente, en un pozo cuántico con dos sub-
bandas, los niveles de Landau pueden cruzarse sin necesidad de inclinar el campo
magnético respecto a la dirección de crecimiento. Estos cruces pueden formar ci-
clos cerrados, como se muestra en la Fig. 8.7(a). Dichos ciclos se manifiestan en la
resistividad como estructuras tipo anillo (vea Fig. 8.7(b)), que se pueden ¨destruir¨
bajando la temperatura [8].
En la referencia [31], Gerson J. Ferreira y colaboradores investigaron desde el
punto de vista teórico estas estructuras tipo anillos formadas en los mapas de re-
sistividad longitudinal ρxx (en el plano campo magnético-densidad) para un pozo
cuántico semiconductor con dos sub-bandas. Para ello usan el formalismo de la DFT
dentro de la aproximación LSDA. Sus hallazgos teóricos son consistentes con los re-
sultados experimentales [9, 10] para el caso de cruces entre LLs de espín opuesto
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Figura 8.8: Resistividad longitudinal ρxx en la aproximación KLI en el plano densidad vs
campo magnético. Aproximación KLI.
(zonas A y C en la Fig. 8.7(c)), pero no para el caso de cruces entre LLs del mismo
espín (zonas B y D en la Fig. 8.7(a)). Para este último caso, los autores sugirieron
que puede ser necesario un tratamiento más preciso que la aproximación de densi-
dad de espín local (LSDA) para la funcional de intercambio. En particular sugieren
el uso del formalismo de intercambio exacto como el usado en sistemas similares a
campo cero por Rigamonti y Proetto en la referencia [60]. A partir de esto, se inició
una colaboración con Gerson J. Ferreira con el objetivo de explicar la ruptura de los
anillos en los cruces de niveles con el mismo espín.
En la Fig. 8.8 se muestra el resultado de la resistividad usando el potencial de
intercambio en la aproximación KLI. Como se observa, la inclusión del intercambio
exacto (en la aproximación KLI) no corrige el problema de la aproximación LSDA
cuando el cruce es entre niveles con el mismo espín. Aunque comparando la Fig.
8.7(b) y la Fig. 8.8 se ve que la ruptura obtenida usando la aproximación de KLI es
más robusta que la correspondiente en LSDA. Cálculos preliminares usando inter-
cambio exacto (sin aproximación), en esta zona, tampoco muestran una ruptura en
los puntos B y C de la Fig. 8.7(b). Es decir, el uso de un potencial de intercambio
aproximado no parece ser la causa de la diferencia con los resultados experimenta-
les. Sin embargo, para estar más seguros de esto último nos faltaría incluir el poten-
cial de correlación en alguna aproximación compatible con el intercambio exacto y
entonces analizar la resistividad en estas regiones. Esto está justificado en el hecho
de que cuando dos LLs se cruzan en el potencial químico ambos están semillenos,
entonces los efectos de la correlación pueden ser importantes.
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Otros efectos que pueden provocar esta diferencia y que no estamos conside-
rando son la interacción espín-órbita, la no-uniformidad del sistema en el plano xy,
la modificación de la densidad de estados con la interacción electrón-electrón y la
no-colinealidad de los espines con la dirección de campo magnético. Actualmente
estamos trabajando en esta última línea, también en colaboración con Gerson J. Fe-
rreira. Para considerar espines no-colineales, estamos trabajando en el formalismo
de DFT no colineal (non-colinear DFT), donde el espín deja de ser un buen número
cuántico [101, 102].

Conclusiones y perspectivas
En una primera etapa de esta tesis, a modo de continuación de un trabajo previo
[66], se realizó un estudio detallado de las diferentes configuraciones del estado fun-
damental en un sistema de tres gases de electrones confinados en pozos cuánticos
semiconductores y acoplados en el marco de una aproximación de Hartree-Fock va-
riacional. Se modeló el sistema como tres láminas metálicas infinitas. Para hacer el
modelo más realista, se consideró además que los tres gases están acopladas a través
del efecto túnel y que la energía de sitio de las láminas es distinta. Se obtuvo que
a densidades altas los únicos términos que contribuyen a la energía total son el tér-
mino de energía cinética intra-lámina y el término de Hartree. Por otro lado, el límite
de bajas densidades está determinado por los efectos de una partícula introducidos
en este trabajo: el hopping entre láminas y la energía de láminas. Se obtuvo que
la interacción de intercambio inter-lámina juega un papel fundamental, ayudando
en la estabilización de configuraciones balanceadas (con ocupaciones similares en
cada una de las láminas), que es una característica muy frecuente en las muestras
de interés experimental. Se espera que los resultados presentados para este sistema
en un rango amplio de parámetros puedan servir como una guía cualitativa en el
diseño de dichas muestras experimentales, además, se espera que sean útiles en el
entendimiento de la física de los sistemas de varias capas semiconductoras a campo
magnético cero.
En una segunda etapa, se añadió un campo magnético perpendicular al sistema y
usando una variante similar de la aproximación de Hartree-Fock variacional, se es-
tudiaron teóricamente los posibles cruces de niveles de Landau en las cercanías del
potencial químico, en el régimen del efecto Hall cuántico entero. Además del campo
magnético se consideró que el sistema tenía un voltaje externo o ¨bias¨ aplicado, de
manera tal que incluyera el efecto de las compuertas de potencial presentes en los
experimentos reales. Se obtuvo que el esquema de clasificación general encontra-
do para sistemas bicapa también puede ser extendido a sistemas tricapa, donde el
simple cruce entre niveles corresponde a una anisotropía magnética tipo eje-fácil o
¨easy-axis¨ y el colapso entre niveles corresponde a una anisotropía magnética tipo
plano-fácil o ¨easy-plane¨. Si bien los resultados obtenidos son válidos para cual-
quier factor de llenado ν (=1,2,3,...), se analizaron en detalle los casos donde ν = 3
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y 4, dando claras predicciones que pueden ayudar en la exploración e indetificación
experimental. Por ejemplo, se encontró que aumentando el bias aplicado sobre el
sistema, este puede mostrar primero anisotropía tipo plano-fácil, luego eje-fácil y
nuevamente plano-fácil, tanto a ν = 3 como a ν = 4. Esta característica ¨reentrante¨
es mucho más marcada en el caso ν = 4.
Dado que una de las principales técnicas usadas en sistemas bicapa para caracte-
rizar los posibles tipos de anisotropías magnéticas ha sido la medición de la energía
de activación en la región de cruce, se obtuvo también una energía de Hartree-Fock
en la región de cuasi-degeneración entre los niveles, a ν = 3 y ν = 4. Mientras la
energía de HF en los estados plano-fácil siempre presenta un comportamiento cua-
drático con el campo de pseudo-espín, los estados eje-fácil tienen una dependencia
lineal solo si la energía de Hartree que mezcla ambos pseudo-espines es menor que
cierto valor. Por su parte, en los estados isotrópicos, la energía de Hartree puede
tener un comportamiento lineal o cuadrático alrededor de la región de alineación,
dependiendo del factor de llenado y de los números cuánticos de los niveles que se
alinean.
La tercera etapa de la tesis estuvo concentrada en la extensión del formalismo de
intercambio exacto, dentro de la teoría de la funcional densidad, a sistemas cuasi-
bidimensionales de electrones en el régimen del efecto Hall cuántico entero. Pri-
meramente, aprovechando las ventajas analíticas y simplificaciones del régimen de
una sub-banda ocupada, se obtuvo la funcional de intercambio exacto para el efecto
Hall cuántico entero (IQHE). Dicha funcional presenta un comportamiento intere-
sante, puesto que se minimiza localmente con discontinuidades en la derivada en
cada valor entero del factor de llenado ν. Se encontró una expresión analítica para el
potencial de intercambio dependiente del espín. Su característica más sorprenden-
te es que presenta un salto abrupto, constante y positivo, cada vez que ν pasa por
valores enteros. Esto es análogo a las discontinuidades en sistemas finitos y sólidos
cuando el número de electrones pasa por valores enteros, solo que en este caso las
discontinuidades pueden ser inducidas manteniendo el número de partículas fijo y
variando el campo magnético. Este potencial presenta notables diferencias con el po-
tencial x-LSDA usado comúnmente para estudiar el comportamiento de electrones
en campos magnéticos intensos, sobre todo alrededor de valores enteros de ν.
Partiendo del formalismo cuasi-2D general de intercambio exacto obtenido an-
teriormente, se obtuvo su límite 2D estricto. Los cálculos correspondientes en este
límite son mucho más simples que los asociados con el caso cuasi 2D, ya que en esta
última situación los orbitales Kohn-Sham autoconsistentes que describen la física de
sub-bandas deben obtenerse numéricamente. En cambio, en nuestra evaluación es-
tricta 2D, estos orbitales Kohn-Sham se reemplazan por las funciones delta de Dirac,
que restringen la dinámica de los electrones a un solo plano. En este límite, se en-
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contraron también diferencias importantes entre LSDA y EE en presencia de campos
magnéticos, a pesar de que ambas aproximaciones se basan en la misma densidad,
que permanece homogénea cuando el campo magnético es finito. Concretamente,
las diferencias se deben al hecho de que la forma funcional de la energía EE incluye
de forma rigurosa el efecto del campo magnético a través de los orbitales Landau,
mientras que la LSDA es una aproximación de campo cero. Se demostró además
que en este límite 2D estricto la funcional del EE se reduce en forma rigurosa a la de
x-LSDA en el límite de B → 0.
Este último resultado para el potencial de intercambio sugiere, de manera na-
tural, cómo ir más allá del LSDA 2D-estricto en el régimen de campo magnético
fuerte de sistemas de electrones bidimensionales no-homogéneos: reemplazar vσ,LSDAx
por vσx(0). En la aproximación LSDA estándar, la expresión de campo cero para el
gas de electrones 2D homogéneo, vσ,LSDAx se utiliza a campo magnético finito y al
caso no-homogéneo haciendo la aproximación de densidad local, que equivale a los
reemplazos rs → rs(ρ) = 1/
√
pin(ρ) y p → p(ρ) = [n↑(ρ) − n↓(ρ)]/n(ρ). Bajo estas
hipótesis, vσ,LSDAx se convierte en un potencial dependiente de la posición y el campo
magnético vσ,LSDAx → vσ,LSDAx (ρ). Aquí sugerimos que un procedimiento más preciso
será hacer la misma aproximación de densidad local, pero para nuestro potencial de
EE: vσx (0) → vσx (ρ, 0). La diferencia crucial entre vσ,LSDAx (ρ) y vσx (ρ, 0) es que mien-
tras que en el primero el efecto del campo magnético entra indirectamente a través
de los cambios inducidos por el campo en la polarización de espín, en vσx (ρ, 0) el
impacto del campo magnético es directo, ya que la forma funcional del EE contiene
completamente los efectos del mismo. En otras palabras, mientras vσx (ρ, 0) es exacto
en el caso del gas 2D uniforme en un campo magnético arbitrario, vσ,LSDAx (ρ) solo es
exacto para el caso del gas 2D homogéneo a campo magnético cero.
En la cuarta y última etapa de la tesis estuvimos enfocados en los cálculos de la
resistividad longitudinal ρxx. En primer lugar, estudiamos un sistema de tres pozos
cuánticos semiconductores. Se demostró que la inclusión de la interacción (Hartree
+ XC) en el efecto Hall cuántico entero modifica considerablemente los mapas de
resistividad de estos sistemas. Para explicar cualitativamente la topología de estos
mapas, se utilizó un modelo simple, que logra explicar satisfactoriamente las predic-
ciones del cálculo más sofisticado dentro de DFT-LSDA. Aunque no está mostrado
explícitamente en esta tesis, podemos afirmar que los resultados obtenidos reprodu-
cen muy bien mediciones experimentales en este sistema. Al momento de escribir
la tesis nos encontramos trabajando en conjunto con el grupo encargado de reali-
zar los experimentos, tratando de obtener una comprensión cabal de los resultados
experimentales, para su posterior publicación.
En esta misma línea, realizamos simulaciones de los mapas de resistividad para
un sistema de un pozo cuántico con dos sub-bandas. Este sistema había sido estu-
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diado anteriormente en la referencia [31] dentro de la formulación DFT-LSDA. En
este trabajo, se incluyó el potencial de intercambio en la aproximación KLI para ver
si era el responsable de la aparición de un comportamiento tipo ¨anti cruce¨ entre
niveles de Landau con el mismo espín, como había sido sugerido por los autores
de la referencia [31]. Los resultados hasta el momento indican que este comporta-
miento no puede ser reproducido usando la aproximación KLI. En estos momentos,
estamos buscando una explicación para este comportamiento dentro del formalis-
mo de la DFT no-colineal, donde la dirección del espín de un estado electrónico no
es necesariamente la misma en todo el espacio. A futuro seguiremos trabajando en
esta línea, estudiando los efectos de la interacción espín-órbita, la correlación y la no
homogeneidad del sistema en el plano xy.
Apéndice A
Apéndices
A.1. Potencial de intercambio como suma de tres térmi-
nos
Primeramente reescribamos el potencial de intercambio en la forma
vσx (z) =(v
σ
x (z)− uj,σx (z)) + uj,σx (z) + ∆v¯σx,j −∆v¯σx,j, (A.1)
considerando que ∆vσx,j(z) = vOEPxσ (z)− uj,σx (z), tenemos
vσx (z) =
[
uj,σx (z) + ∆v¯
σ
x,j
]
+
[
∆vσx,j(z)−∆v¯σx,j
]
. (A.2)
Multiplicando el lado derecho de la ecuación anterior por
∑
j |λσj (z)|2f¯σj
ρσ(z)
, tenemos
vσx (z) = v
σ
x1(z) +
1
ρσ(z)
∑
j
|λσj (z)|2f¯σj
{[
∆vσx,j(z)−∆v¯σx,j
]}
, (A.3)
donde
vσx1(z) =
1
ρσ(z)
∑
j
|λσj (z)|2f¯σj
[
uj,σx (z) + ∆v¯
σ
x,j
]
. (A.4)
Ahora transformemos el segundo término
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1
ρσ(z)
∑
j
|λσj (z)|2f¯σj
{[
∆vσx,j(z)−∆v¯σx,j
]}
=
1
2ρσ(z)
∑
j
f¯σj
(
λσj (z)ψ
σ ′′
j (z)− λσ ′′j (z)ψσj (z)
)
(A.5)
usando la segunda derivada de la Ec.(4.21):
∑
j
fσj ψ
σ ′′
j λ
σ
j =
∑
j
[(
λσ ′j
)2
+ λσj λ
σ ′′
j
]
Cσx,j −
∑
j
f¯σj (2ψ
σ ′
j λ
σ ′
j + ψ
σ
j λ
σ ′′
j ) (A.6)
tenemos
1
ρσ(z)
∑
j
|λσj (z)|2f¯σj
{[
∆vσx,j(z)−∆v¯σx,j
]}
=
1
2ρσ(z)
[∑
j
λσ ′′j (z)
(
λσjC
σ
x,j − 2f¯σj ψσj (z)
)−∑
j
(
2f¯σj ψ
σ ′
j λ
σ ′
j −
(
λσ ′j
)2
Cσx,j
)]
. (A.7)
Finalmente usando la ecuación de KS, obtenemos
1
ρσ(z)
∑
j
|λσj (z)|2f¯σj
{[
∆vσx,j(z)−∆v¯σx,j
]}
=vσx2(z) + v
σ
x3(z), (A.8)
donde
vσx2(z) =
∑
j
γσjK
σ
j (z)
ρσ(z)
, (A.9)
vσx3(z) =−
∑
j
T σj (z)
ρσ(z)
, (A.10)
con Kσj (z) y T σj (z) dados por
Kσj (z) =2f
σ
j ψ
σ
j λ
σ
j − Cσx,j(λσj )2, (A.11)
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T σj (z) = f
σ
j ψ
σ ′
j λ
σ ′
j −
1
2
Cσx,j(λ
σ ′
j )
2. (A.12)
Es decir, podemos escribir el potencial de intercambio como
vσx (z) = v
σ
x1(z) + v
σ
x2(z) + v
σ
x3(z), (A.13)
con vσx1(z), vσx2(z) y vσx3(z) dados por (A.4), (A.9) y (A.10) respectivamente.
A.2. Algunos resultados analíticos para la integral de
intercambio inter-lámina
Considerando que EX-inter0 es la única contribución a la energía total cuya depen-
dencia con rs y d∗ no es totalmente explícita, consideramos conveniente analizar
algunos límites, donde podemos obtener resultados analíticos. En primer lugar, las
integrales Iαβσ(q) en (5.10) están dadas por
Iαβσ(q) = ηασΘ(
√
ηβσ −√ηασ − q) + ηβσΘ(√ηασ −√ηβσ − q)
+ pi−1Θ(
√
ηασ +
√
ηβσ − q)Θ(q − |√ηασ −√ηβσ|)
×
ηασ
cos−1(q +K0
2
√
ηασ
)
−
(
q +K0
2
√
ηασ
)√
1−
(
q +K0
2
√
ηασ
)2
+ ηβσ
[
cos−1
(
q −K0
2
√
ηβσ
)
−
(
q −K0
2
√
ηβσ
)√
1−
(
q −K0
2
√
ηβσ
)2]}
,
(A.14)
donde Iαβσ(q) = Iβασ(q). Aquí, K0 = (k¯2ασ − k¯2βσ)/q, con k¯ασ = kασ/kF y kF =
√
4piN .
Para α = β, la expresión se simplifica a
Iαασ(q) =
2ηασ
pi
Θ(2
√
ηασ − q)
[
cos−1
(
q
2
√
ηασ
)
−
(
q
2
√
ηασ
)√
1−
(
q
2
√
ηασ
)2]
.(A.15)
En el límite d∗/rs → 0 y a primer orden en d∗/rs, el término E X-inter0 puede ser calcu-
lado explícitamente:
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E X-inter0
(
d∗
rs
→ 0
)
'− 2d∗ sin2 θ
∑
σ
∞∫
0
dq q (Iaaσ + 2Ibbσ + Iccσ − 2Iabσ − 2Icbσ)
− d
∗ sin4 θ
2
∑
σ
∞∫
0
dq q (Iaaσ + 4Ibbσ Iccσ + 2Iacσ − 4Iabσ − 4Icbσ) .
(A.16)
Usando la relación [74]
2
∞∫
0
(Iαασ + Iββσ − 2Iαβσ) dq q = (ηασ − ηβσ)2 , (A.17)
tenemos de (A.16) que
E X-inter0
(
d∗
rs
→ 0
)
'd∗ sin2 θ
(
1− sin
2 θ
2
)∑
σ
[
(ηaσ − ηbσ)2 + (ηcσ − ηbσ)2
]
+
d∗ sin4 θ
4
∑
σ
(ηaσ − ηcσ)2 . (A.18)
De la ecuación anterior es fácil ver que dado que en este límite E X-inter0 es siempre
positiva, ésta se minimiza para θ = 0 o cuando las sub-bandas están igualmente ocu-
padas. Suponiendo que estamos en el caso θ 6= 0, la situación igualmente ocupada
puede darse de varias maneras: i) polarizado en espín, con ηa↑ = ηb↑ = ηc↑ = 1/3 y
todas las ocupaciones down cero, ii) situación no polarizada en espín con todas las
ocupaciones de sub-banda igualmente ocupadas, teniendo un valor de 1/6. Debido
a la presencia de las contribuciones restantes a la energía total, la situación polariza-
da en espín es más estable en el límite de baja densidad, mientras que la situación
no polarizada en espín es estable en el límite de alta densidad.
A.3. Límite de campo cero para integrales de intercam-
bio
El análisis del límite de campo magnético cero nos lleva a analizar el límite de n
grande en las funciones I1(n), I2(n) e I3(n), definidas en las Ecs.(7.13-7.15) respecti-
vamente.
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Comenzando con I1(n), tenemos para valores grandes de n, que
3F2
(
−n, 1
2
,−1
2
; 2,−n− 1
2
; 1
)
=
∞∑
k=0
(−n)k(12)k(−12)k
k!(2)k(−n− 12)k
,
'
∞∑
k=0
(1
2
)k(−12)k
(2)k
1
k!
= 2F1
(
1
2
,−1
2
; 2; 1
)
.
(A.19)
Usando entonces la relación [97]
2F1 (a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , (A.20)
obtenemos que 2F1
(
1
2
,−1
2
; 2; 1
)
= 8
3pi
. Recopilando todos los resultados hasta el mo-
mento,
I1(n+ 1) ' 8
3
√
2pi
(2)n(3/2)n
(n!)2
. (A.21)
Finalmente, dado que los símbolos de Pochhammer admiten un desarrollo asintóti-
co de la forma
(a)n '
√
2pi
Γ(a)
e−nna+n−1/2 [1 +O(1/n)] , (A.22)
y usando la aproximación de Stirling n! ' √2pinn+1/2e−n, obtenemos que
I1(n+ 1) ' 8
√
2
3pi
n3/2 +O (n1/2) . (A.23)
Para calcular el límite de n grande para I2(n), tenemos que trabajar con el límite
asintótico de
3F2
(
−n, 1
2
,−1
2
; 1,
1
2
− n; 1
)
=
∞∑
k=0
(−n)k(12)k(−12)k
k!(1)k(
1
2
− n)k ,
'
∞∑
k=0
(1
2
)k(−12)k
(1)k
1
k!
= 2F1
(
1
2
,−1
2
; 1; 1
)
=
2
pi
.
(A.24)
En el paso hemos utilizado nuevamente la Ec.(A.20). Finalmente tenemos
I2(n) '
√
2
pi
(1)n(3/2)n−1
n!(n− 1)! '
2
√
2
pi
n1/2 +O
(
1
n1/2
)
. (A.25)
Respecto al límite de n grandes para I3(n), tenemos evidencia numérica de que
I3(n) ∼ ln(n)/n1/2 para n 1.
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Poniendo todos los resultados juntos,
l´ım
νσ→∞
S¯νσ1 =
3pi
8
√
2
l´ım
νσ→∞
I1([νσ]) + 2pσI2([νσ]) + p
2
σI3([νσ])
ν
3/2
σ
→ 1 . (A.26)
De manera similar se puede mostrar que
l´ım
νσ→∞
S¯νσ2 =
pi
2
√
2
l´ım
νσ→∞
(I2([νσ]) + pσI3([νσ])
ν
1/2
σ
→1. (A.27)
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