Cognitive interviewing and usability testing share techniques and have similar origins in cognitive psychology. However, cognitive interviewing often precedes usability testing in survey pretesting, and each test yields different results. While it seems that administering the tests concurrently saves time and effort, there is little evidence that researchers test concurrently. In this study, we coordinated concurrent cognitive and usability testing. By concurrently testing the same survey with different participants (respondents and interviewers), issues with question wording and design were more efficiently addressed, leading to an improved questionnaire for both respondents and interviewers.
cognitive interview findings or survey methodology literature, could yield alternate wording recommendations that tested poorly in previous studies.
In this study, we coordinated concurrent cognitive and usability testing. By concurrently testing the same survey with different participants (respondents and interviewers), issues with question wording and design were more efficiently addressed, leading to an improved questionnaire for both respondents and interviewers.
method
The Census Bureau's Center for Survey Measurement Cognitive Lab and Usability Lab usually work separately; thus, similar work that could be conducted jointly is often conducted independently. For this study, researchers from the two labs worked together on the protocols, findings, and recommendations, but different participants were recruited for each test.
The cognitive interviews focused on comprehension, accuracy, and the ability to answer questions, given participants' own situations -participants were respondents. Cognitive Lab researchers administered the survey, playing the part of interviewers. Moderators asked respondents to pretend they were at home, and moderators stood in front of respondents -simulating a doorstep interview. Moderators asked respondents to report any difficulty while attempting to answer the questions. Otherwise, interviews proceeded without interruption. Following interviews, a retrospective debriefing interview occurred, in which the moderator reviewed each of the previously administered survey questions and responses and probed about the meaning of terms and questions. Cognitive interviews examined accuracy at each of the four stages of survey response -comprehension, retrieval, judgment, and response. Usability sessions focused on interviewers' experiences -participants were interviewers. Each session began with a brief training session. A trainer read an abbreviated training script, taken from the actual interviewer training manual. Then participants completed two practice exercises, and the trainer corrected participants as necessary, as would be done in actual training. Next participants conducted four interviews. Participants stood facing a "respondent" (Usability Lab staff) in a small room; tape on the floor marked where to stand, and participants held a notebook binder, the survey, and supporting materials. Participants asked the questions and recorded the answers. Respondents used pre-scripted scenarios that were based on prior experience with the questions (Childs 2008; Olmsted 2004; . For example, prior research (Childs 2008) revealed that scenarios with unrelated housemates are problematic for interviewers, so one of the prescripted scenarios was an unrelated household. After completing each scenario, participants answered retrospective probes about that scenario. Following all scenarios, participants completed a satisfaction questionnaire about the survey. Then a Usability Lab researcher (who had observed the session through oneThe Efficiency of Conducting Concurrent Cognitive Interviewing and Usability Testing on an Interviewer-Administered Survey Survey Practice way glass) asked participants debriefing questions about their experiences with the survey. Usability sessions measured accuracy (whether participants could complete each question per scenario), satisfaction (self-rated satisfaction ratings about using the questionnaire) and efficiency (minutes to complete each interview). In the cognitive interview, respondents understood the Information Sheet and were able to use it for all relevant questions. In the usability sessions, interviewers properly administered the Information Sheet and read the associated questions. Based on results from both tests, we found that the information sheet worked well, overall. We still had several recommendations that focused specifically on interviewer training. For example, in cognitive interviewing, respondents reported that there was not enough time to read List A. Consequently, we recommended adding a note to training that the interviewer should allow the respondent time to read List A after the Information Sheet is handed to him/her.
relationship question
Joint testing allowed us to see how respondents answered questions about their households and how interviewers dealt with responses that did not map onto the response categories. For example, the Census question on relationship uses a list on the Information Sheet to display all 13 response categories to the respondent (Figures 1 and 2 ). The question was: "Please look at List B on the Information sheet. How is (NAME) related to (PERSON 1)?" In the cognitive interviews, many respondents reported "son" or "daughter," and the interviewer probed about whether the child was biological, adopted, or a stepchild. Some respondents could not find response categories that matched household members (e.g., a daughter's fiancé, a common law partner, a foster child). Although most respondents chose a category, it was not always the correct category that the Census Bureau uses.
In the usability tests, participants were given three test scenarios. We calculated accuracy based on how the Census Bureau would categorize relationships. Respondents were better able to classify a nanny as an "other nonrelative" (68 percent of the time) than a foster daughter (who fits into the same category and was only accurately classified 21 percent of the time). The half-sister relationship was also often misclassified (only accurately classified in 37 percent of cases).
Based on problems identified through joint testing, we recommended that training should reinforce that interviewers must ask respondents to pick the most appropriate category from List B and should then probe for "biological, adopted or stepson/daughter." We recommended that training also include examples like those that were problematic in testing (e.g., foster child).
hispanic origin question
The Hispanic origin question asks respondents to look at the Information Sheet (List C, Figure 1 ) and answer: "Are you of Hispanic, Latino, or Spanish origin?" In cognitive interviews, some Hispanic respondents answered with "Latino" or "Spanish" without providing their countries of origin (as List B suggests). Other respondents described both their race and their origin, and some were unable to respond unassisted. With interviewer probing in the cognitive interviews, respondents were able to provide an answer that fit the Census Bureau's expectations. In the usability sessions, the test scenarios provided several different responses that respondents often give to this question, and the participants (the interviewers) were remarkably accurate (95 percent-100 percent across scenarios) in their reporting of respondents' answers.
Because respondents had difficulty in the cognitive interviews but participants playing the role of interviewers in usability testing were able to successfully navigate the question, we focused on interviewer training, which covers how to deal with respondents' problems. As usability testing suggested that the training was sufficient in this area, we had only very minor recommendations for improvement.
conclusion
Joint testing allowed us to determine that the Information Sheet worked for both interviewers and respondents. If we had only conducted usability testing, we would not have realized that respondents merely needed additional time to process the information on the sheet. If we had only conducted cognitive interviews, we may not have known if the new format worked well for interviewers. By developing recommendations jointly, we were able to use information from both tests to help solve the respondent problem of not having enough time to process information.
For the Relationship Question, we observed where respondents had difficulty mapping their household onto response categories and where interviewers had difficulty making that assessment. The combination of these problems allowed us to conclude that interviewer training should include problematic examples and directions for probes.
For the Hispanic Origin Question, we demonstrated that respondents had difficulty with a concept, and interviewers were able to deal with that difficulty and accurately record the response. Thus, the presence of the interviewer could solve some of the problems that respondents have with this question. If we had only conducted cognitive interviewing, we might have made significant changes to the question to assist respondents, which could have gone into the field untested because of the fast-approaching deadline. Conducting these tests concurrently allowed us to see the entire picture, from both the interviewer's and the respondent's perspectives, before recommending any changes.
Concurrent cognitive and usability testing afforded benefits beyond those provided by traditional separate testing. We gained a better understanding of how respondents and interviewers react to questions, and how interviewers react to real respondent situations. We were also able to offer suggestions to improve interviewer training based on how respondents reacted to these questions in cognitive interviews and how interviewers dealt with these issues in usability testing. If we had conducted these tests separately, suboptimal recommendations would have been generated, as the cognitive researchers would have focused mainly on the respondent, and the usability researchers would have focused on the interviewer. While we did not have time to empirically test with control groups, earlier versions of the NFRU survey underwent separate usability and cognitive tests (Childs 2008; , and findings were inefficient: The usability findings primarily focused on issues with data entry, navigation and interviewer tasks and mentioned some instances of problematic question wording; the wording problems were later replicated in cognitive interviewing.
Although the study had a very limited time for testing, the combined resources of the Cognitive and Usability Labs demonstrate how a joint process could work. Based on the quality and quantity of data gathered, we recommend concurrent cognitive and usability testing on early versions of surveys. The Census Bureau has continued to conduct combined usability and cognitive testing on a number of projects (e.g., a joint cognitive/usability test of the Puerto Rico Community Survey, see Leeman et al. 2012 ; a usability test of the 2012 National Census Test with extended debriefing and vignettes to get at cognitive aspects of user interpretation of residence rules, and targeted screens, see Ashenfelter et al. 2013 ). More combined projects are planned, but we have noticed that without conscious decisions and planning, the old practice of conducting cognitive testing separately from usability testing continues to occur. However, with more joint studies planned, and the clients' interests to streamline the pretesting process, we see this process occurring more easily and frequently into the future. As with successful website development (Romano Bergstrom et al. 2011) , iterative testing should begin early in the process, with any type of survey -self-or interviewer-administered and computerized or paper (e.g., Ashenfelter et al. 2011 ), when time is not a constraint, and continue until optimal usability is achieved (Bailey 1993; Nielsen 1993; Willis 2005) .
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