Abstract. In the context of microarray data analysis, biclustering aims to identify simultaneously a group of genes that are highly correlated across a group of experimental conditions. This paper presents a Biclustering Iterative Local Search (BILS) algorithm to the problem of biclustering of microarray data. The proposed algorithm is highlighted by the use of some original features including a new evaluation function, a dedicated neighborhood relation and a tailored perturbation strategy. The BILS algorithm is assessed on the well-known yeast cell-cycle dataset and compared with two most popular algorithms.
Introduction
With the fast advances of DNA Microarray technologies, more and more gene expression data are made available for analysis. In this context, biclustering has been recognized as a remarkably effective method for discovering several groups of subset of genes associated with a subset of conditions. These groups are called biclusters. Biclusters can be used for various purposes, for instance, they are useful to discover genetic knowledge, such as gene annotation or gene interaction, and to understand various genetic diseases.
Formally, DNA microarray data is usually represented by a data matrix M (I, J), where the i th row, i ∈ I={1, 2, . . . , n}, represents the i th gene, the k th column, k ∈ J={1, 2, . . . , m}, represents the k th condition and the cell M [i, k] represents the expression level of the i th gene under the k th condition. A bicluster of M is a couple (I ′ , J ′ ) such that I ′ ⊆ I and J ′ ⊆ J. The biclustering problem consists in extracting from a data matrix M (I, J) a group of biclusters that maximize a given evaluation function. The biclustering problem is known to be NP-hard [10, 22] . In the literature there are two main approaches for biclustering: the systematic search approach and the stochastic search or metaheuristic approach. Notice that most of these approaches are approximate methods.
The systematic search approach includes greedy algorithms [6, 9, 10, 29] , divideand-conquer algorithms [17, 26] and enumeration algorithms [4, 20] . The metaheuristic approach includes neighbourhood-based algorithms [8] , GRASP [12, 13] and evolutionary algorithms [15, 16, 23] . A recent review of various biclustering algorithms for biological data analysis is provided in [3] .
In this paper, we present a first adaptation of Iterative Local Search (ILS) to the biclustering problem. The resulting algorithm, called BILS, integrates several original features. BILS employs a new evaluation function for the assessment of biclusters. In BILS, we introduce a dedicated neighborhood relation which allows the search to improve gradually the quality of bicluters. To allow the search to escape from local optima, BILS uses a randomized, yet guided perturbation strategy.
To assess the performance of BILS, we applied BILS to the well-known yeast cell-cycle dataset and validated the extracted biclusters using external biological information by determining the functionality of the genes of the biclusters from the Gene Ontology database [2] using GOTermFinder tool 3 . Genes belonging to our biclusters were found to be significantly enriched with GO terms with very small p-values. We also use the web tool FuncAssociate [7] to compute the adjusted p-values. Our biclusters were found to be statistically significant with adjusted p-values < 0.001. We also compared our algorithm with two popular biclustering algorithms of Cheng and Church (CC) [10] and OPSM [6] .
The remainder of the paper is organized as follows: In section 2, we describe our new biclustering algorithm. In section 3, we carry out an experimental study of BILS and assess its results using the above cited web-tools. Finally, in the last section, we present our conclusion and perspective.
The BILS algorithm

Iterated local search
Iterated Local Search can be described by a simple computing schema [19] . A fundamental principle of ILS is to exploit the tradeoff between intensification and diversification. Intensification focuses on optimizing the objective function as far as possible within a limited search region while diversification aims to drive the search to explore new promising regions of the search space. The diversification mechanism of ILS-perturbation operator-has two aims: one is to jump out of the local optimum trap; the other is to lead the search procedure to a new promising region.
From the operational point of view, An ILS algorithm starts with an initial solution and performs local search until a local optimum is found. Then, the current local optimum solution is perturbed and another round of local search is performed with the perturbed solution.
Our BILS algorithm follows this general ILS schema. It uses a Hill-climbing (HC) algorithm as its local search procedure. In the rest of this section, we explain the main ingredients of this HC algorithm as well as the perturbationbased diversification strategy.
Preprocessing step: construction of the Behavior Matrix
Prior to the search step using ILS, our method first uses a preprocessing step to transform the input data matrix M to a Behavior Matrix M ′ . This preprocessing step aims to highlight the trajectory patterns of genes. Indeed, according to [21, 24, 27] , in microarray data analysis, genes are considered to be in the same cluster if their trajectory patterns of expression levels are similar across a set of conditions. In our case, each column of M ′ represents the trajectory of genes between a pair of conditions in the data matrix M . The whole M ′ matrix provides useful information for the identification of related biclusters and the definition of a meaningful neighborhood and perturbation strategy.
Formally, the Behavior Matrix M ′ is constructed progressively by merging a pair of columns (conditions) from the input data matrix M . Since M has n rows and m columns, there is m(m − 1)/2 distinct combinations between columns, represented by J ′′ . So, M ′ has n rows and m(m − 1)/2 columns. M ′ is defined as follows:
.m] and q > k + 1. Using M ′ , we can observe the behavior of each gene through all the combined conditions. In our case, the combination of all conditions gives useful information since a bicluster may contains a subset of non contiguous conditions.
Initial solutions and basic search process
Given the Behavior Matrix M ′ , our BILS algorithm explores iteratively different biclusters. To do this, BILS needs an initial bicluster (call it s 0 ) as its starting point. This initial bicluster can be provided by any means. For instance, this can be done randomly with a risk of starting with an initial solution of bad quality. A more interesting strategy is to employ a fast greedy algorithm to obtain rapidly a bicluster of reasonable quality. We use this strategy in this work and adopt two well-known algorithms: one is presented by Cheng and Church [10] and the other is called OPSM which is introduced in [6] .
Starting from this initial solution, BILS will try to find iteratively biclusters of better and better quality. Basically, the improvement is realized by removing a "bad" genes from the current bicluster and adding one or more other "better" genes. Each application of this dual drop/add operation generates a new bicluster from the current bicluster. The way of identifying the possible genes to drop and to add defines the so-called neighborhood which is explained in detail in section 2.6.
Solution representation and search space
A candidate solution is simply a bicluster and represented by s = (I ′ , J ′ ). As explained in the next section, our algorithm explores different biclusters with variable number of genes and a fixed number of conditions. The search space is thus determined by the number k of genes in the initial bicluster and has size of 2 g where g = n − k.
Evaluation function
For a given solution (bicluster), its quality is assessed by an evaluation function. One of the most popular evaluation functions in the literature is called Mean Squared Residue (MSR) [10] . MSR has been used by several biclustering algorithms [9, 13, 23 ]. Yet MSR is known to be deficient to assess correctly the quality of certain types of biclusters like multiplicative models [1, 25, 29, 9] . Recently, Teng and Chan [29] proposed another function for bicluster evaluation called Average Correlation Value (ACV). However, the performance of ACV is known to be sensitive to errors [9] . Both MSR and ACV are designed to be applied to the initial data matrix M . In our case, since M is preprocessed to obtain M ′ , the above mentioned evaluation functions cannot be applied. For these reasons, we propose a new evaluation function S to evaluate a bicluster.
Given a candidate solution (a bicluster) s = (I ′ , J ′ ), the quality of s is assessed via the following score function S(s):
with F ij (., .) being defined by:
where -T (F unc) is true, if and only if F unc is true, and T (F unc) is false otherwise.
-i ∈ I ′ , j ∈ I ′ and i = j, when F is used by S and, i ∈ I, j ∈ I and i = j otherwise.
In fact, each F score assesses the quality of a pair of genes (g i , g j ) under the subset of conditions of s. A high (resp. low) F ij (g i , g j ) value, close to 1 (resp. close to 0), indicates that the genes (g i , g j ) (under the given conditions) are strongly (resp. weakly) correlated.
Given two pairs of genes (g i , g j ) and (g
, it is then possible to compare them:
. Furthermore, S(s) is an average of F ij (g i , g j ) for each pair of genes in s. So, 0 ≤ S(s) ≤ 1. As F ij (g i , g j ), a high (resp. low) S(s) value, close to 1 (resp. close to 0), indicates that the solution s is strongly (resp. weakly) correlated. Now given two candidate solutions s and s ′ , s is better than s ′ if S(s) > S(s ′ ).
Move and neighborhood
One of the most important features of a local search algorithm is its neighborhood. In a local search algorithm, applying a move operator mv to a candidate solution s leads to a new solution s ′ , denoted by s ′ = s ⊕ mv. Let Γ (s) be the set of all possible moves which can be applied to s, then the neighborhood N (s) of s is defined by: N (s) = {s ⊕ mv|mv ∈ Γ (s)}.
In our case, the move is based on the drop/add operation which removes a gene {g i |i ∈ I ′ } from the solution s and add another gene {g v |v ∈ I ′ } or several other genes {g v , . . . , g w |v ∈ I ′ , . . . , w ∈ I ′ } to s. The move operator can be defined as follows. Let s = (I ′
Such a pair of genes shows that they contributes negatively to the quality of the bicluster when they are associated. Now we look for another pair of genes (g j , g r ) satisfying F jr (g j , g r ) ≥ λ. By this choice, we know that g j contributes positively to the quality of the bicluster when it is associated with g r . Notice that for both choices, ties are broken at random in order to introduce some diversification in the move operator.
Finally, we remove g i which is a bad gene among the genes belonging to I ′ and we add all the genes {g v , . . . , g w |v ∈ I ′ , . . . , w ∈ I ′ } such that the values F rv (g r , g v ), . . . , F rw (g r , g w ) are higher than or equal to λ. Such an operator clearly help improve the quality of a bicluster, but also maximize the bicluster size [14, 23] .
Applying the move operator to a solution s leads to a new bicluster s ′ , called neighboring solution or simply neighbor. For a given bicluster s, all possible neighbors define its neighborhood N (s). It is clear that a neighboring solution s ′ has at least as many genes as in the original solution s.
The general BILS procedure
The general BILS procedure is given in Algorithm 1. Starting from an initial solution (call it current solution s, see section 2.3), our BILS algorithm uses the Hill-climbing strategy to explore the above neighborhood. At each iteration, we move to an improving neighboring solution s ′ ∈ N (s) according to the evaluation function S(s). This Hill-climbing based intensification phase stops when no improving neighbor can be found in the neighborhood. So, the last solution is the best solution found and corresponds to a local optimum. At this point, BILS triggers a diversification phase by perturbing the best solution to generate a new starting point for the next round of the search.
Our perturbation operator changes the best local optimum by deleting randomly 10% of genes of the best solution and adding 10% of genes among the best genes that are not included in the best solution. This perturbed solution is used by BILS as its new starting point.
The whole BILS algorithms stops when the best bicluster reaches a fixed quality or when the best solution found is not updated for a fixed number of perturbations. Choose a pair of genes (gi, gj) belonging to s such that Fij(gi, gj) < λ 9:
Choose a pair of genes (gj, gr) belonging to s such that Fjr(gj, gr) ≥ λ 10:
Identify all genes gv, v / ∈ I ′ such that Frv(gr, gv) ≥ λ 11:
Generate neighbor s ′ by dropping gi from s and adding all gv 12:
until (no improving neighbor can be found in N (s)) 15:
Generate a new solution s by perturbing randomly 10% of the best solution 16: until (stop condition is verified) 17: Return s
Experimental Results
Dataset and experimental protocol
In order to analyze the effectiveness of the proposed algorithm, we used the well-known yeast cell-cycle microarray dataset. The yeast cell-cycle dataset is described in [28] . It is processed in [10] and publicly available from [11] . It contains the expression profiles of more than 6000 yeast genes measured at 17 conditions over two complete cell cycles. In our experiments we use 2884 genes selected by [10] .
The obtained results have been compared with two popular biclustering algorithms: the one proposed by Cheng and Church (CC) [10] and OPSM described in [6] . For these reference algorithms, we have used Biclustering Analysis Toolbox (BicAT) which is a recent software platform for clustering-based data analysis that integrates these biclustering algorithms [5] .
For this experiment, the λ threshold of BILS is experimentally set to 0.7. In fact, for each experiment ten values are tested between 0.1 and 1 with a stepwise of 0.1. With λ = 0.7, we have obtained the lowest p-values. The threshold δ of CC is selected as 300 like used in [10] and the default parameter setting is used for OPSM. With these algorithms, we have obtained 10 biclusters for CC and 14 biclusters for OPSM. Post-filtering was applied in order to eliminate insignificant biclusters like Cheng et al. [9] . This led to 8 biclusters CC and for 10 biclusters for OPSM. These biclusters are used as initial solutions for BILS and we compare the outputs of BILS with these initial biclusters.
The two web tools Funcassociate [7] and GoTermFinder 4 are used to evaluate statistically and biologically the biclusters.
Our algorithm is run on a PC with 3.00GHz CPU and 3.25Gb RAM. Computing time is not reported, but let us mention that to improve one bicluster it takes between 3 and 11 minutes.
Statistical and biological significance evaluation
Statistical significance of the biclusters is obtained by using the Funcassociate [7] web tool to compute the p-values and the adjusted p-values.
First, we asses the quality of the group of 18 biclusters obtained by BILS when it is applied to the 8 initial biclusters provided by CC and 10 initial biclusters given by OPSM. Funcassociate is used to compute the adjusted p-values of each of our 18 biclusters, leading always to an adjusted p-values < 0.001. This indicates that all these biclusters are statistically significant. Now we turn our attention to the interpretation of results using the p-values. In fact, the p-values show how well they match with the known gene annotation. The closer the p-value is to zero, the more significant is the association of the particular Gene Ontology (GO) with the group of genes. For this purpose, we decide to examine for each algorithm only two biclusters: the bicluster having the maximum p-value and the one having the minimum p-value. Let B xx M axP (resp. B xx M inP ) denote these biclusters for algorithm xx = CC or xx = OPSM. Table 1 summarizes the largest (column 2) and the smallest (column 3) pvalues of the eight biclusters obtained from CC and the ten biclusters obtained from OPSM. The obtained biclusters from these algorithms with largest/smallest p-values are improved with BILS (row 3 for CC and 5 for OPSM). For instance, the element 0.000010 at row 2 and column 2 is the p-value of the bicluster B CC M axP of CC while the element 2.220e-17 at row 3 and column 2 is the p-value of the improved bicluster B CC M axP by BILS.
From the table, we see that BILS successfully improves the biclusters of CC and OPSM. In fact, both the maximum and minimum p-values of BILS are always better than those of CC and OPSM. This demonstrates that BILS is able to replace bad genes of the candidate solution by good genes by applying our move operator. Thus we can say that the biclusters of BILS are more statistically significant than those of CC and OPSM. In addition to the above statistical significance validation, we also apply the GoTermFinder web tool on the biclusters used at the Table 1 to evaluate their biological significance, i.e., to show significant enrichment with respect to a specific GO annotation, in terms of associated biological processes, molecular functions and cellular components respectively compared to CC and OPSM.
For this, Table 2 and 3 describe the top GO terms of the three categories with the lowest p-values. The value within parentheses after each GO term, e.g., Table  2 second column third line, such as (4.54e-05) indicates the statistical significance which is provided by the p-value. We observe that BILS can obtain improved biclusters not only in terms of p-values, i.e., quality of biclusters, but also in terms of GO annotation. For example Table 2 (resp. Table 3) shows that CC (resp. OPSM) can not identify any biological process and molecular functions (resp. biological process and cellular component) for the bicluster B CC M axP (resp. B OP SM M inP ). However, BILS can produce biclusters with all categories, i.e., biological processes, molecular functions and cellular components. This shows that our algorithm is able to identify biological significant biclusters. (3.78e-12) cytosolic part oxidoreductase activity (7.35e-22) (2.36e-05) Table 3 . Most significant shared GO terms (biological process, molecular function, cellular component) of OPSM and BILS for two biclusters on yeast cell-cycle dataset.
Conclusion and future work
In this paper, we have presented a new biclustering algorithm using Iterative Local Search (BILS). BILS combines a dedicated Hill-climbing based local search procedure and a perturbation strategy. For the intensification purpose, BILS employs a new evaluation function and a dedicated neighborhood relation. We have tested and assessed our algorithm on the yeast cell-cycle dataset. The experimental results show that the BILS algorithm can successfully improve all biclusters of CC and OPSM according to statistical and biological evaluation criteria.
The work reported in this paper correspond in fact to an ongoing study. Several improvements to the proposed work can be envisaged. One immediate possibility would be to study alternative neighborhoods to introduce more biological knowledge to provide more effective guidance of the local search process. Another natural extension would be to reinforce the basic local search procedure by more powerful metaheuristics such as Tabu Search. Moreover, BILS explores the space of biclusters by changing only the subset of genes of a bicluster without changing the conditions of the initial bicluster. It is natural to design similar strategies to optimize the subset of conditions of a bicluster or eventually to optimize simultaneously both the set of genes and conditions. Finally, another possible experimentation is to assess the algorithm on a synthetic data.
