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Abstract
The combination of inducing point methods
with stochastic variational inference has en-
abled approximate Gaussian Process (GP)
inference on large datasets. Unfortunately,
the resulting predictive distributions often
exhibit substantially underestimated uncer-
tainties. Worse still, in the regression case
the predictive variance is typically dominated
by observation noise, yielding uncertainty es-
timates that make little use of the input-
dependent function uncertainty that makes
GP priors attractive. In this work we pro-
pose a simple inference procedure that by-
passes posterior approximations and instead
directly targets the posterior predictive dis-
tribution. In an extensive empirical compar-
ison with a number of alternative inference
strategies on univariate and multivariate re-
gression tasks, we find that the resulting pre-
dictive distributions exhibit significantly bet-
ter calibrated uncertainties and higher log
likelihoods—often by as much as half a nat
or more per datapoint.
1 Introduction
Machine learning is finding increasing use in applica-
tions that make autonomous decisions based on pre-
dictive models. For example, machine learning can be
used to drive dynamic load balancing in critical elec-
trical systems, and autonomous vehicles use machine
learning algorithms to detect and classify objects in
unpredictable weather conditions and decide whether
to brake. As machine learning models increasingly be-
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Figure 1: We depict GP regressors fit to a het-
eroscedastic dataset using two different inference al-
gorithms. Solid lines depict mean predictions and 2-σ
uncertainty bands are in blue. In the lower panel, fit
with the Predictive approach described in Sec. 3, sig-
nificant use is made of input-dependent function un-
certainty (dark blue), while in the upper panel, fit with
variational inference (see Sec. 2.3.1), the predictive un-
certainty is dominated by the observation noise σ2obs
(light blue) and the kernel scale σk is smaller.
come deployed as components in larger decision mak-
ing pipelines, it is essential that models be able to
reason about uncertainty and risk. Techniques drawn
from probabilistic machine learning offer the ability to
deal with these challenges by offering predictive mod-
els with simple and interpretable probabilistic outputs.
Recent years have seen extensive use of variational
inference (Jordan et al., 1999) as a workhorse infer-
ence algorithm for a variety of probabilistic models.
The popularity of variational inference has been been
driven by a number of different factors, including: i)
its amenability to data subsampling (Hoffman et al.,
2013); ii) its applicability to black-box non-conjugate
models (Kingma and Welling, 2013; Rezende et al.,
2014); and iii) its suitability for GPU acceleration.
The many practical successes of variational inference
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notwithstanding, it has long been recognized that vari-
ational inference often results in overconfident uncer-
tainty estimates (see e.g. (Turner and Sahani, 2011)).
This problem can be especially acute for Gaussian Pro-
cess (GP) models (Bauer et al., 2016). In particular
GP regressors fit with variational inference tend to ap-
portion most of the predictive variance to the input-
independent observation noise, making little use of the
input-dependent function uncertainty that makes GP
priors attractive in the first place. For a concrete
demonstration of this phenomenon see the upper panel
in Fig. 1. As we explain in Sec. 3.1, this tendency can
be understood as resulting from the the asymmetry
with which variational inference—through its reliance
on Jensen’s inequality—treats the various contribu-
tions to the uncertainty in output space, in particular
its asymmetric treatment of the observation noise.
In this work we propose a simple solution that cor-
rects this undesirable behavior. By directly targeting
the posterior predictive distribution—bypassing poste-
rior approximations entirely—we formulate an objec-
tive function that treats the various contributions to
predictive variance on an equal footing. The benefits
of this approach are illustrated in the lower panel of
Fig. 1, where the predictive uncertainty is much better
at modelling heteroscedastic noise. The resulting pre-
dictive distributions, as we show empirically in Sec. 5,
exhibit better calibrated uncertainties and higher log
likelihoods than those obtained with variational infer-
ence.
2 Background
In Sec. 2.1-2.2 we review the basics of Gaussian Pro-
cesses and inducing point methods. Then in Sec. 2.3
we review various approaches to GP inference that will
serve as the baselines in our experiments. We also use
this section to establish our notation.
2.1 Gaussian Process Regression
In probabilistic modeling Gaussian Processes offer
powerful non-parametric function priors that are use-
ful in a variety of regression and classification tasks
(Rasmussen, 2003). For a given input space Rd GPs
are entirely specified by a covariance function or kernel
k : Rd × Rd → R and a mean function µ : Rd → R.
Different choices of µ and k allow the modeler to en-
code prior information about the generative process.
In the prototypical case of univariate regression the
joint density takes the form1
p(y, f |X) = p(y|f , σ2obs)p(f |X, k, µ) (1)
1In the following we will suppress dependence on the
kernel k and the mean function µ.
where y are the real-valued targets, f are the latent
function values, X = {xi}Ni=1 are the N inputs with
xi ∈ Rd, and σ2obs is the variance of the Normal likeli-
hood p(y|·). The marginal likelihood takes the form
p(y|X) =
∫
df p(y|f , σ2obs)p(f |X) (2)
This marginal likelihood can be computed analytically,
but doing so is computationally prohibitive for large
datasets. This is because the cost scales asO(N3) from
the terms involving K−1NN and logdet KNN in Eqn. 2,
where KNN = k(X,X). This necessitates approxi-
mate methods when N is large.
2.2 Sparse Gaussian Processes
Over the past two decades significant progress has
been made in scaling Gaussian Process inference to
large datasets. The key technical innovation was
the development of inducing point methods (Snelson
and Ghahramani, 2006; Titsias, 2009; Hensman et al.,
2013), which we now review. By introducing inducing
variables u that are conditioned on variational param-
eters {zm}Mm=1, where M = dim(u)  N and with
each zm ∈ Rd, we augment the GP prior as follows
p(f |X)→ p(f |u)p(u)
where we have suppressed the dependence on X and Z
in p(f |u,X,Z) and p(u|Z). We then appeal to Jensen’s
inequality and lower bound the log joint density over
the targets and inducing variables:
log p(y,u|X,Z) = log
∫
dfp(y|f)p(f |u)p(u)
≥ Ep(f |u) [log p(y|f) + log p(u)]
=
N∑
i=1
logN (yi|kTi K−1MMu, σ2obs)− 12σ2obsTrK˜NN + log p(u)
(3)
where ki = k(xi,Z), KMM = k(Z,Z) and K˜NN is
given by
K˜NN = KNN −KNMK−1MMKMN (4)
with KNM = KTMN = k(X,Z). The essential char-
acteristics of Eqn. 3 are that: i) it replaces expen-
sive computations involving KNN with cheaper com-
putations like K−1MM that scale as O(M3); and ii) it
is amenable to data subsampling, since the log likeli-
hood and trace terms factorize as sums over datapoints
(yi,xi).
2.3 Approximate GP Inference
We now describe how Eqn. 3 can be used to construct
a variety of algorithms for scalable GP inference. We
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limit ourselves to algorithms that satisfy two desider-
ata: i) support for data subsampling;2 and ii) the re-
sult of inference is a compact artifact that enables fast
predictions at test time.3 The rest of this section is
organized as follows. In Sec. 2.3.1 we describe SVGP
(Hensman et al., 2013)—currently the most popular
method for scalable GP inference. In Sec. 2.3.2 we
describe how Eqn. 3 can be leveraged in the context
of MAP (maximum a posteriori) inference. Then in
Sec. 2.3.3 we briefly review how ideas from robust vari-
ational inference can be applied to the GP setting.
2.3.1 SVGP
SVGP proceeds by introducing a multivariate Normal
variational distribution q(u) = N (m,S). The param-
eters m and S are optimized using the ELBO (evi-
dence lower bound), which is the expectation of Eqn. 3
w.r.t. q(u) plus an entropy term term H[q(u)]:
Lsvgp = Eq(u) [log p(y,u|X,Z)]−KL(q(u)|p(u))
=
N∑
i=1
logN (yi|kTi K−1MMm, σ2obs)− 12σ2obsTr K˜NN
− 1
2σ2obs
N∑
i=1
kTi K
−1
MMSK
−1
MMki −KL(q(u)|p(u))
(5)
where KL denotes the Kullback-Leibler divergence.
Eqn. 5 can be rewritten more compactly as
Lsvgp =
N∑
i=1
{
logN (yi|kTi K−1MMm, σ2obs)−
σf (xi)
2
2σ2obs
}
−KL(q(u)|p(u)) (6)
where σf (xi)2 ≡ Var[fi|xi] denotes the latent function
variance
σf (xi)
2 = K˜ii + k
T
i K
−1
MMSK
−1
MMki (7)
Lsvgp, which depends on m,S,Z, σobs and the vari-
ous kernel hyperparameters, can then be maximized
with gradient methods. Below we refer to the result-
ing inference procedure as SVGP, with β-SVGP re-
ferring to the variant in which the KL divergence term
in Eqn. 6 is scaled by a positive constant βreg > 0.
2.3.2 MAP
In contrast to SVGP, which maintains a distribu-
tion over the inducing variables u, MAP is a particle
2For this reason we do not consider the method in (Tit-
sias, 2009). Note that all the inference algorithms that we
describe that make use of Eqn. 3 automatically inherit its
support for data subsampling.
3Consequently we do not consider MCMC algorithms
like the Stochastic gradient HMC algorithm explored in
the context of deep gaussian processes in (Havasi et al.,
2018), and which also utilizes Eqn. 3.
Input : optim(): gradient-based optimizer
D = {xi, yi}Ni=1: training data
m,S,Z: initial inducing point parameters
θk: initial kernel hyperparameters
Output: m,S,Z, θk.
while not converged do
Choose a random mini-batch Dmb ⊂ D
Form an unbiased estimate Lˆ(Dmb)
m,S,Z, θk ← optim
(
Lˆ(Dmb)
)
end
Algorithm 1: Scalable GP Inference. All of the in-
ference algorithms considered in this work follow the
same basic pattern and only differ in the form of the
objective function, e.g. Lsvgp in Eqn. 6 and Lpred in
Eqn. 12. Similarly for all methods the predictive mean
and variance are as in Eqn. 15 and Eqn. 13.
method in which we directly optimize a single point
u ∈ RM rather than a distribution over u. In partic-
ular we simply maximize Eqn. 3 evaluated at u. Note
that the term log p(u) serves as a regularizer. In the
following we refer to this inference procedure asMAP.
To the best of our knowledge, it has not been consid-
ered before in the sparse GP literature.
2.3.3 Robust Gaussian Processes
Knoblauch et al. (2019); Knoblauch (2019) con-
sider modifications to the typical variational objective
(e.g. Eqn. 5), which consists of an expected log likeli-
hood and a KL divergence term. In particular, they
replace the expected log likelihood loss with an alter-
native divergence like the gamma divergence. This
divergence raises the likelihood to a power
log p(y|f)→ p(y|f)γ−1 (8)
where typically γ ∈ (1.0, 1.1).4 Empirically Knoblauch
(2019) demonstrates that this modification can yield
better performance than SVGP on regression tasks.
We refer to this inference procedure as γ-Robust.
3 Regularized Predictive
Distributions
We now describe the inference procedure that is the
focus of this work. Crucially, unlike the inference
strategies outlined in Sec. 2.3, our approach does not
make use of the lower-bound energy surface in Eqn. 3.
4See (Cichocki and Amari, 2010) for a detailed discus-
sion of this and other divergences.
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To set the stage for our approach, we briefly review
how SVGP arrives at a posterior predictive distribu-
tion. First, SVGP introduces a variational distribution
q(f ,u) = p(f |u)q(u) and minimizes the KL divergence
between q(f ,u) and the posterior p(f ,u|X,y). The
posterior predictive can be formed using the marginal
q(f) =
∫
du q(f ,u) of the approximate posterior:
p(y∗|x∗) =
∫
df∗dfp(y∗|f∗)p(f∗|f ,x∗)q(f) (9)
Any deficiencies in the posterior approximation—
e.g. overconfident uncertainty estimates in q(f)—will
be inherited by the posterior predictive distribution
p(y∗|x∗). A natural alternative is to directly target
the posterior predictive distribution in Eqn. 9 from
the outset.
In more detail, we introduce a parameterized fam-
ily of distributions q(f), form the predictive distribu-
tion p(y∗|x∗) via Eqn. 9, and then choose a proce-
dure to match p(y∗|x∗) to the empirical distribution
pdata(y
∗|x∗). There are several ways to realize this ba-
sic recipe. In the following we describe a simple variant
that keeps the departure from SVGP to a minimum.
First, we use the same family of distributions q(f)
that are used in SVGP. That is we introduce pa-
rameters {m,S} and form the distribution q(f) =∫
du p(f |u)q(u) with q(u) = N (m,S). Second, we de-
fine an objective function based on the KL divergence
between p(y∗|x∗) and pdata(y∗|x∗):
Lpred = −Epdata(x∗) KL(pdata(y∗|x∗)||p(y∗|x∗))
→ Epdata(y∗,x∗) [log p(y∗|x∗)]
(10)
where pdata(y∗,x∗) is the empirical distribution over
training data. In the second line we have dropped
the entropy term −Epdata(y∗|x∗) [log pdata(y∗|x∗)], since
it is a constant w.r.t. to the maximization problem.
We obtain our final objective function by adding an
optional regularization term modulated by a positive
constant βreg ≥ 0:
Lβregpred = Epdata(y∗,x∗) [log p(y∗|x∗)]−βregKL(q(u)||p(u))
(11)
This objective can be expanded as
Lβregpred =
N∑
i=1
logN (yi|kTi K−1MMm, σ2obs + σf (xi)2)
− βregKL(q(u)||p(u)) (12)
where σf (xi)2 = Var[fi|xi] is the latent function vari-
ance defined in Eqn. 7. The parameters m, S, Z, as
well as the observation noise σobs and kernel hyperpa-
rameters can then be optimized by maximizing Eqn. 11
using gradient methods (see Algorithm 1). In our ex-
periments we refer to this approach—which employs a
Normal distribution for q(u)—as N -Pred.
When βreg = 1 the form of the objective in Eqn. 11 can
be motivated by a connection to Expectation Propa-
gation (Minka, 2004); see Sec. D in the supplementary
materials and (Li and Gal, 2017) for further discussion.
3.1 Discussion
What are the implications of directly fitting posterior
predictive distributions? It is helpful to compare the
objective function in Eqn. 11 to the SVGP objective
in Eqn. 6. In both approaches the predictive variance
Var[y∗|x∗] at an input x∗ is given by the formula
Var[y∗|x∗] = σ2obs + σf (x∗)2 (13)
where σf (x∗)2 is the latent function variance at x∗ (see
Eqn. 7). In Eqn. 11 this leads to a data fit term
Lβregpred ⊃ − 12 1σ2obs+σf (x∗)2 |y∗ − µf (x
∗)|2 (14)
where µf (x∗) is the predictive mean function given by
µf (x
∗) = k∗K−1MMm (15)
In contrast in SVGP the corresponding data fit term
takes the form
Lsvgp ⊃ − 12 1σ2obs |y∗ − µf (x
∗)|2 (16)
with σ2obs in the denominator. Thus SVGP—and,
more generally, variational inference for any regression
model with a Normal likelihood—makes an arbitrary5
distinction between the observation variance σ2obs and
the latent function variance σf (x∗)2, even though both
terms contribute symmetrically to the total predictive
variance in Eqn. 13. Moreover, this asymmetry will
be inherited by any method that makes use of Eqn. 3,
e.g. the MAP procedure described in Sec. 2.3.2.
If one is primarily interested in predictive
performance—the typical case in machine learning—
this asymmetric treatment of the two contributions to
the predictive variance is troubling. As we will see in
experiments (Sec. 5), the difference between Eqn. 14
and Eqn. 16 has dramatic consequences. In particular
the data fit term in SVGP does nothing to encourage
latent function variance σf (x∗). The consequence
of this is that for many datasets σf (x∗)  σobs;
i.e. most of the predictive variance is explained by the
input-independent observation noise.
5Arbitrary from the point of view of output space. De-
pending on the particular application and structure of the
model, distinctions between different contributions to the
predictive variance may be of interest.
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In contrast, the data fit term in Eqn. 14 directly en-
courages large σf (x∗), typically resulting in behavior
opposite to that of SVGP, i.e. σf (x∗)  σobs. This
is gratifying because—after having gone to the effort
to introduce an input-dependent kernel and learn an
appropriate geometry on the input space—we end up
with predictive variances that actually make use of the
input-dependent kernel.
3.2 Variants
A number of variants to the simple approach outlined
above immediately suggest themselves. One possibil-
ity is to take the formal limit S → 0 in q(u). In this
limit q(u) is a Dirac delta distribution, the predic-
tive latent function variance σf (x∗)2 → K˜∗∗, and the
number of parameters is now linear in M instead of
quadratic.6 Below we refer to this variant as δ-Pred.
Another possibility is to restrict the covariance matrix
S in q(u) to be diagonal; below we refer to this ‘mean
field’ variant as N -Pred-MF.
A number of other variants are also possible. For
example we might replace the regularization term
KL(q(u)|p(u)) in Eqn. 11 with another divergence, for
example the forward KL diverence KL(p(u)|q(u)) or a
Rényi divergence (Li and Turner, 2016). Alternatively
we could use another divergence measure in Eqn. 10—
e.g. the gamma divergence used in Sec. 2.3.3—to con-
trol the qualitative features of pdata(y∗|x∗) that we
would like to capture in p(y∗|x∗). Another possibil-
ity is to use larger families of q(u) distributions, e.g. a
mixture of Dirac delta or Normal distributions. We
leave the exploration of these and other variants to
future work.
4 Related Work
The use of pseudo-inputs and inducing point methods
to scale-up Gaussian Process inference has spawned a
large literature, especially in the context of variational
inference (Csató and Opper, 2002; Seeger et al., 2003;
Quiñonero-Candela and Rasmussen, 2005; Snelson and
Ghahramani, 2006; Titsias, 2009; Hensman et al.,
2013, 2015a; Cheng and Boots, 2017). While varia-
tional inference remains the most popular inference
algorithm in the scalable GP setting, researchers have
also explored different variants of Expectation Prop-
agation (Hernández-Lobato and Hernández-Lobato,
2016; Bui et al., 2017) as well as Stochastic gradient
Hamiltonian Monte Carlo (Havasi et al., 2018) and
other MCMC algorithms (Hensman et al., 2015b). For
a recent review of scalable methods for GP inference
6Additionally in the regularizer we make the replace-
ment −βregKL(q(u)|p(u))→ βreg log p(u).
we refer the reader to (Liu et al., 2018).
Our focus on the predictive distribution recalls (Snel-
son and Ghahramani, 2005), in which the authors con-
struct parsimonious approximations to Bayesian pre-
dictive distributions. Their approach differs from the
approach adopted here, since the posterior distribution
is still computed (or approximated) as an intermediate
step, whereas we completely bypass the posterior.
5 Experiments
In this section we compare the empirical performance
of the Predictive approach described in Sec. 3 (N -
Pred, N -Pred-MF, and δ-Pred) to the baseline infer-
ence strategies described in Sec. 2.3. All our models
use a prior mean of zero and a Matérn kernel with
independent length scales for each input dimension.
5.1 Univariate regression
We consider a mix of robotics datasets in a multivari-
ate regression task, with the input dimension in the
range dim(x) ∈ [10, 23] and
First we consider a mix of univariate regression
datasets from the UCI repository (Dua and Graff,
2017), with the number of datapoints ranging from
N ∼ 104 to N ∼ 106 and the number of input dimen-
sions in the range dim(x) ∈ [3, 380]. For all but the
two largest datasets we also compare to Exact GP
inference, leveraging the conjugate gradient approach
described in (Wang et al., 2019).
We summarize the results in Fig. 2-4. All three Predic-
tive models yield consistently lower negative log like-
lihoods (NLLs) than the scalable inference baselines.
In general it is the case that N -Pred outperforms N -
Pred-MF which outperforms δ-Pred. Indeed on most
datasets the Predictive methods outperform Exact GP
inference. We hypothesize that this is at least partially
due to the ability of inducing point methods to model
heteroscedasticity, a “bonus” feature that was already
noted in (Snelson and Ghahramani, 2006). Perhaps
surprisingly, we also note that on most datasets MAP
yields comparable log likelihoods to SVGP.
The results for root mean squared errors (RMSE) ex-
hibit less divergence (see Fig. 3). Exact GP infer-
ence yields the lowest RMSEs for most datasets, with
β−SVGP the best among the approximate inference
methods. While the Predictive methods are compet-
itive on RMSE, they perform somewhat less well on
average than the scalable inference baselines. The best
Predictive RMSE (usually δ-Pred) is within 3.4% (rel-
ative) of the best baseline method RMSE (usually β-
SVGP) for 11 of the 12 datasets. We note that even
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Figure 2: We depict test negative log likelihoods (NLL) for twelve univariate regression datasets (lower is better).
Results are averaged over ten random train/test/validation splits. See Sec. 5.1 for details.
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Figure 3: We depict test root mean squared errors (RMSE) for twelve univariate regression datasets (lower is
better). Results are averaged over ten random train/test/validation splits. See Sec. 5.1 for details.
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Figure 4: We depict the mean fraction of the predictive variance that is due to the observation noise (as measured
on the test set). Results are averaged over ten random train/test/validation splits. See Sec. 5.1 for details.
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Figure 5: We depict test negative log likelihoods (NLL) for ten multivariate regression datasets normalized by
the number of output dimensions (lower is better). Results are averaged over ten random train/test/validation
splits. Note that we were unable to obtain reasonable results with γ-Robust on the inverted pendulum dataset.
See Sec. 5.2 for details.
when the Predictive RMSE is somewhat high, the cor-
responding NLL is still substantially lower than the
scalable inference baselines. We hypothesize that this
can be understood from the form of the Predictive ob-
jective function in Eqn. 11, which explicitly targets
predictive log likelihoods. In particular Predictive GP
models prefer large predictive uncertainty in regions
of input space where good data fit is hard to achieve.
Consequentially, there is less incentive to move the pre-
dictive mean function away from the prior in those re-
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Figure 6: We depict test root mean squared errors averaged over output dimension (MRMSE) for ten multivariate
regression datasets (lower is better). Results are averaged over ten random train/test/validation splits. See
Sec. 5.2 for details.
gions, which can then result in higher RMSEs. Among
the three Predictive methods, we note that N -Pred-
MF strikes a good balance, yielding low NLLs without
sacrificing much on RMSE.
Strikingly, the Predictive GPs yield predictive vari-
ances that are in a qualitatively different regime than
those resulting from the scalable inference baselines.
Fig. 4 depicts the fraction of the overall predictive
variance Var[y∗ | x] due to the observational noise
σ2obs. The predictive variances from the baseline meth-
ods make comparatively little use of input-dependent
function uncertainty, instead relying primarily on the
observation noise. By contrast the variances of Pre-
dictive GPs are dominated by latent function uncer-
tainty. This substantiates the discussion in Sec. 3.1.
Additionally, this observation explains the similar log
likelihoods exhibited by SVGP and MAP: since nei-
ther method makes much use of latent function uncer-
tainty, the uncertainty encoded in q(u) is of secondary
importance.7
Finally we note that for most datasets the Predictive
GPs prefer small values of βreg. This suggests that
choosingM  N is largely sufficient for ensuring well-
regularized models and that overfitting is not much of
a concern in practice.
5.2 Multivariate regression
We consider a mix of robotics datasets in a multi-
variate regression task, with the input dimension in
the range dim(x) ∈ [10, 23] and the output dimen-
sion in the range dim(y1:D) ∈ [7, 18]. Our multi-
variate regressor is a simple generalization of Eqn. 1,
with independent GPs for each output dimension; see
the supplementary materials for details. Each dataset
has N ∼ 104 to N ∼ 105 datapoints, with three of
the datasets collected from real-world robots and the
rest generated using the MuJoCo physics simulator
(Todorov et al., 2012). We exclude MAP from our
comparison, since it yielded the worst log likelihoods
7Note that MAP can be viewed as a degenerate limit of
SVGP in which q(u) is a Dirac delta function.
on the univariate regression tasks in the previous sec-
tion.
We summarize the results in Fig. 5-6. The perfor-
mance of the Predictive GPs on these datasets largely
mirrors the results of the univariate experiments. That
is, the Predictive GPs yield consistently lower NLLs
than the scalable inference baselines, with mean root
mean squared errors (MRMSEs) that are generally
worse, especially for N -Pred. Strikingly, on 6 out of 10
datasets the best Predictive method yields a NLL that
is at least 0.5 nats lower than the scalable baselines.
See Table 1 for a summary of the results for both the
univariate and multivariate regression tasks. For ad-
ditional results on both sets of experiments see the
Supplementary Materials.
5.3 Calibration in DKL Regression
In this section, we demonstrate that the Predictive
approach offers an effective mechanism for calibrat-
ing deep neural networks for regression. To evaluate
the potential of this approach, we utilize a real-world
dataset of vehicular trip durations in two large cities.
In this setting, uncertainty estimation is critical for
managing risk when estimating transportation costs.
We compare three methods: i) deep kernel learning
(Wilson et al., 2016) using SVGP (SVGP+DKL); ii)
deep kernel learning using regularized predictive dis-
tributions (N -Pred+DKL; this paper); and iii) MC-
Dropout (Gal and Ghahramani, 2016), a popular
method for calibrating neural networks that does not
rely on Gaussian Processes.
In Fig. 7 we visualize how well each of the three
methods is calibrated as compared to the best pos-
sible calibration for a model with Normal predictive
distributions. Overall N -Pred+DKL performs the
best, with MCDropout outperforming SVGP+DKL.
Using regularized predictive distributions has a num-
ber of additional advantages over MCDropout. In
particular, because the predictive variances can be
computed analytically for Gaussian Process models,
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Table 1: Average ranking of methods (lower is better). NCRPS is the (negative) Continuous Ranking Probability
Score, a popular calibration metric for regression (Gneiting and Raftery, 2007). Rankings are averages across
datasets and splits. See Sec. 5.1-5.2 for details.
MAP SVGP β-SVGP γ-Robust δ-Pred N -Pred-MF N -Pred
Datasets Metric
Univariate
NLL 6.47 5.50 4.54 5.48 3.00 1.98 1.02
RMSE 4.15 2.67 1.80 4.17 3.98 4.92 6.33
NCRPS 6.53 5.44 4.35 4.65 3.18 1.99 1.86
Multivariate NLL — 5.66 4.71 4.47 3.02 1.77 1.23MRMSE — 2.04 1.26 3.29 4.01 4.28 5.84
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Figure 7: We visualize the calibration of three probabilistic deep learning models fit to trip data in two cities.
For each method we depict the empirical CDF of the z-scores z = (y∗ − µf (x∗))/σ(x∗) computed on the test set
{(x∗k, y∗k)}. The “Ideal CDF” is the Normal CDF, which corresponds to the best possible calibration for a model
with a Normal predictive distribution. See Sec. 5.3 for details.
the N -Pred+DKL model is significantly faster at test
time than MCDropout, which requires forwarding data
points through many sampled models (here 50). This
is impractically slow for many applied settings, espe-
cially for large neural networks.
6 Discussion
Gaussian Process regression with a Normal likelihood
represents a peculiar case in that: i) we can give an
analytic formula for the exact posterior; but ii) it is im-
practical to compute for large datasets. In this work
we have argued that if our goal is high quality predic-
tive distributions, it is sensible to bypass posterior ap-
proximations and directly target the quantity of inter-
est. While this may be a bad strategy for an arbitrary
Bayesian model, in the case of GP regression inducing
point methods provide a natural family of paramet-
ric predictive distributions whose capacity can be con-
trolled to prevent overfitting. As we have shown em-
pirically, the resulting predictive distributions exhibit
significantly better calibrated uncertainties and higher
log likelihoods than those obtained with variational in-
ference, which tend to yield overconfident uncertainty
estimates that make little use of the kernel.
An interesting question for future work is whether this
approach can be applied to other likelihoods, especially
those used in classification. On the face of it the clas-
sification setting seems challenging, since closed form
expressions for predictive distributions are no longer
available. One interesting strategy could be to define
adaptive quadrature rules that yield high precision ap-
proximations of the pointwise predictive density.
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A Experimental Details
We use zero mean functions and Matérn kernels with
independent length scales for each input dimension
throughout. All models and experiments are im-
plemented using the GPyTorch framework (Gardner
et al., 2018) and the Pyro probabilistic programming
language (Bingham et al., 2019).
A.1 Heteroscedastic dataset
The training dataset used to generate Fig. 1 has N =
100 datapoints. The top panel depicts a regressor fit
with SVGP, and the lower panel depicts a regressor fit
with N -Pred. We used M = 25 inducing points and
did 400 epochs of training with a mini-batch size of
B = 20. For both methods we used βreg = 1.0. Other
details are as in Sec. A.2.
A.2 Univariate regression
We use the Adam optimizer for optimization with an
initial learning rate of ` = 0.01 that is progressively
decimated over the course of training (Kingma and
Ba, 2014). We use a mini-batch size of B = 104 for
the Buzz, Song, 3droad and Houseelectric datasets and
B = 103 for all other datasets. We train for 400 epochs
except for the Houseelectric dataset where we train
for 200 epochs. Except for the Exact results, we do
10 train/test/validation splits on all datasets (always
in the proportion 15:3:2, respectively). In particular
for the Exact results we do 3 train/test/validation
splits on the smaller datasets and one split for the
two largest (3Droad and Song). All datasets are stan-
dardized in both input and output space; thus a pre-
dictive distribution concentrated at zero yields a root
mean squared error of unity. We use M = 1000 in-
ducing points initialized with kmeans. We use the
validation set to determine a small set of hyperpa-
rameters. In particular for β-SVGP we search over
βreg ∈ {0.1, 0.3, 0.5, 1.0}. For γ-Robust we search over
{1.01, 1.03, 1.05, 1.07}. For both β-Pred and δ-Pred we
search over βreg ∈ {0.01, 0.05, 0.2, 1.0}.
A.3 Multivariate regression
We consider a model specified by its joint density
p(y1:D, f1:D|X) =
D∏
i=1
p(yi|fi, σ2obs,i)p(fi|X, ki) (17)
where D is the output dimension and each fi is an in-
dependent GP with its own kernel ki, its own inducing
locations Zi, and its own parameters mi and Si. The
likelihood factorizes along the D dimensions, and each
dimension is endowed with its own observation noise
σ2obs,i.
Many of the robotics datasets we used are available
online.8 Note that some of these datasets have been
used in a number of papers, including references (Vi-
jayakumar and Schaal, 2000; Meier et al., 2014; Cheng
and Boots, 2017; Salimbeni et al., 2019).
We use the Adam optimizer for optimization with an
initial learning rate of ` = 0.01 that is progressively
decimated over the course of training (Kingma and
Ba, 2014). We use a mini-batch size of B = 1000
for the three datasets collected from real-world robots
(Sarcos, Kuka, Baxter) and B = 2000 for all other
datasets. We train for 400 epochs for all datasets
and do 10 train/test/validation splits on all datasets
(always in the proportion 15:3:2, respectively). All
datasets are standardized in both input and out-
put space; thus a predictive distribution concentrated
at zero vector yields a root mean squared error of
unity along each dimension. We use M = 500 in-
ducing points initialized with kmeans. We use the
validation set to determine a small set of hyperpa-
rameters. In particular for β-SVGP we search over
βreg ∈ {0.1, 0.3, 0.5, 1.0}. For γ-Robust we search over
{1.01, 1.03, 1.05, 1.07}. For both β-Pred we search over
βreg ∈ {0.01, 0.05, 0.2, 1.0}.
A.4 DKL calibration
MC-Dropout has two hyperparameters that must be
set by hand: a dropout proportion p and a prior
variance inflation term τ . These were set by tem-
porarily removing a portion of the training data as
a validation set and performing a small grid search
on each dataset over p ∈ [0.05, 0.1, 0.15, 0.2, 0.25] and
τ ∈ [0.05, 0.1, 0.25, 0.5, 0.75, 1.0]. For the Predictive
model, β ∈ [0.05, 0.2, 0.5, 1.0] was chosen in a similar
fashion. The datasets for each of the two cities contain
30 features that encode various aspects of a trip like
origin and destination location, time of day and week,
as well as various rudimentary routing features.
For all three methods, we use the same five layer fully
connected neural network, with hidden representation
sizes of [256, 256, 128, 128, 64] and ReLU nonlineari-
ties. We use the Adam optimizer and use an initial
learning rate of ` = 0.01, which we drop by a factor
of 0.1 at 100 and 150 epochs. We train for 200 epochs
for all three methods. For the GP methods, we use
M = 1024 inducing points, initialized by randomly se-
lecting training data points and passing them through
the initial feature extractor.
8See http://www.gaussianprocess.org/gpml/data/
http://github.com/hughsalimbeni/bayesian_benchmarks
Manuscript under review by AISTATS 2020
.055 .065
MAP
SVGP
β-SVGP
γ-Robust
δ-Pred
N -Pred-MF
N -Pred
Exact
Pol
(N=11250)
.19 .2
Elevators
(N=12449)
.02 .04
Bike
(N=13034)
.07 .08
Kin40K
(N=30000)
.3 .325
Protein
(N=34297)
.03 .04
Keggdir.
(N=36620)
.04 .06
Slice
(N=40125)
.04 .06
Keggundir.
(N=47706)
.15 .175
3Droad
(N=326155)
.42 .44
Song
(N=386508)
.135 .14
Buzz
(N=437437)
.024 .026
Houseelectric
(N=1536960)
NCRPS
Figure 8: We depict (negative) test continuous ranked probability scores (NCRPS) for twelve univariate regression
datasets (lower is better). Results are averaged over ten random train/test/validation splits. See Sec. 5.1 for
details.
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Figure 9: We depict the mean fraction of the predictive variance that is due to the observation noise for ten
multivariate regression datasets (as measured on the test set and averaged over output dimensions). Results are
averaged over ten random train/test/validation splits. See Sec. 5.2 for details.
B Additional Experimental Results
In Fig. 8 we plot mean (negative) Continuous Ranked
Probability Scores (Gneiting and Raftery, 2007) for
the 12 univariate regression datasets. We see that
the Predictive models achieve the lowest score on all
datasets. Fig. 9 displays what fraction of the multi-
output models’ variance comes from the likelihoods’
observation noise. Similarly to the univariate results,
the SVGP variants make little use of the latent func-
tion variance. Conversely, the Predictive models rely
less on the observation noise for predictive uncertainty.
C Whitened Sparse Gaussian Process
Regression
The hyperparameters and variational parameters of
the models can be learned by directly optimizing the
objective functions in Eqn. 3 (for MAP), in Eqn. 5 (for
SVGP), and Eqn. 11 (for the Predictive methods). In
practice, we modify these optimization objectives us-
ing a transformation proposed by (Matthews, 2017).
The “whitening transformation” is a simple change of
variables:
u′ = Λ−1MMu
where ΛZZ is a matrix such that ΛZZΛ>ZZ = KZZ .
(Typically, ΛZZ is taken to be the Cholesky factor of
KZZ .) Intuitively, this transformation is advantageous
because it reduces the number of changing terms in the
objective functions. In whitened coordinates the prior
p(u′) is constant: p(u′) = N (0,Λ−1ZZKZZΛ−>ZZ ) =
N (0, I). Incorporating this transformation into Eqn. 3
gives us
log p(y,u′|X,Z) ≥ Ep(f |u′) [log p(y|f) + log p(u′)]
=
n∑
i=1
logN (yi|kTi Λ−1ZZu′, β−1)− β2Tr K˜NN
− 12‖u′‖22 − M2 log(2pi).
Importantly, the prior term p(u′) in the modified ob-
jective does not depend on the inducing point loca-
tions Z or kernel hyperparameters. In all experiments
we use similarly modified objectives for better opti-
mization. For MAP and δ-Pred, we directly optimize
the whitened variables u′. For N -Pred, SVGP, and its
variants, the whitened variational distribution is given
as q(u′) = N (Λ−1ZZm,Λ−1ZZSΛ−1ZZ). We parameterize
the mean with a vector m′ = Λ−1ZZm and we param-
eterize the covariance with a lower triangular matrix
LL> = Λ−1ZZSΛ
−1
ZZ .
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D Connection to stochastic EP and
the BB-α objective
Suppose we want to approximate the distribution
p(ω) =
1
Z
p0(ω)
N∏
i=1
fn(ω) (18)
where Z is an unknown normalizer. In the prototypical
context of Bayesian modeling p0(ω) would be a prior
distribution and fn(ω) would be a likelihood factor for
the nth datapoint. Expectation propagation (EP) is a
broad class of algorithms that can be used to approxi-
mate distributions like that in Eqn. 18 (Minka, 2004).
In the following we give a brief review of a few vari-
ants of EP and describe a connection to the Predictive
objective defined in Eqn. 11 in the main text.
Li et al. (2015) propose a particular variant of EP
called Stochastic EP that reduces memory require-
ments by a factor of N by tying (i.e. sharing) factors
together. In subsequent work Hernández-Lobato et al.
(2016) present a version of Stochastic EP that is for-
mulated in terms of an energy function, the so-called
BB-α objective Lα, which is given by
Lα = − 1
α
N∑
i=1
logEq(ω)
[(
fn(ω)p0(ω)
1/N
q(ω)1/N
)α]
(19)
where q(ω) is a so-called cavity distribution and α ∈
[0, 1]. As shown in (Li and Gal, 2017), this can be
rewritten as
Lα = Rξ(q˜||p0)− 1α
N∑
i=1
logEq˜ [fn(ω)α] (20)
where q˜(ω) is defined by the equation
q(ω) =
1
Zq
q˜(ω)
(
q˜(ω)
p0(ω)
) α
N−α
(21)
and where ξ ≡ NN−α and Rξ(q˜||p0) is a Rényi diver-
gence. Li and Gal (2017) then argue that, under suit-
able conditions, we have that as αN → 0 this becomes
Lα → KL(q||p0)− 1α
N∑
i=1
logEq [fn(ω)α] (22)
For the particular choice α = 1 (so that we require
N →∞) this then becomes
Lα=1 → KL(q||p0)−
N∑
i=1
logEq [fn(ω)] (23)
The similarity of Eqn. 23 and Eqn. 11 is now manifest.
For further discussion of EP methods in the context of
Gaussian Process inference we refer the reader to (Bui
et al., 2017).
