Many three-dimensional models of seismic velocity structure in Eurasia have been developed in recent years by the seismic nuclear monitoring community. Most of these models are not accompanied by quantitative estimates of uncertainty, either in the model velocities themselves or in geophysical observables predicted by the models (e.g., body-wave travel times). Moreover, the various 3D models produced by these studies have not been compared to one another for their predictive capabilities in any meaningful way. We have recently begun a new effort to address these issues, which will culminate in a comprehensive evaluation of the current generation of 3D seismic velocity models. In this paper we show the results of applying two familiar validation techniques, or model evaluation metrics, to three seismic velocity models. The evaluation metrics are regional travel-time prediction and event relocation, each using a ground-truth (GT) dataset that includes events with epicenters known to 7 km or better and regional P and S arrivals within the footprint of the model region. The models include the Joint Weston/MIT (JWM) crust and upper-mantle velocity model for south-central Asia, which was derived by jointly inverting a large set of body-wave travel times and surface-wave group velocities in a coupled nonlinear procedure. We also derived models from the body-wave and surface-wave datasets separately, using the same initial model, inversion grids, constraints and regularization employed in the joint inversion. To make comparisons with the JWM model possible, we applied the Poisson's ratio of the initial model to convert the P velocity model constructed with travel times to an S velocity model (and vice versa). The results of these exercises reveal many factors that complicate the straightforward evaluation of the models.
OBJECTIVES
The main objective of our research project is to develop and apply meaningful measures of the predictive capabilities of 3D Earth models. We will specifically focus on seismic velocity models, although our general approach should be applicable to models of other geophysical parameters such as attenuation and density.
Our project will consist of two major elements. First, we will perform a comprehensive and methodical evaluation of a set of regional 3D velocity models for Asia based on data misfit and event mislocation metrics which we and other investigators have used in previous work. These metrics are already generally accepted as informative, if not complete, measures of the prediction capability of Earth models. The models will include our joint inversion model JWM, which will serve as the main test bed for the project. Metrics will be evaluated for each model based on a common ground-truth dataset comprising GT5 events and their arrival picks. A large part of this effort will be to establish rigorous validation tests employing standardized methods for model parameterization, forward modeling (e.g., ray tracing), and event relocation. The tools we need for these tests are available to us in-house from our previous tomography and location projects.
The second major element of our project will be the investigation of a new approach for estimating the predictive capability of 3D velocity models. Our approach will convert the uncertainty in the parameters of a 3D velocity model, as a function of position in the Earth, into the uncertainty in travel-time or other geophysical predictions. To do this requires covariance modeling capabilities we have developed for travel times in an earlier project (Rodi and Myers, 2007) and which can be extended to other observables given appropriate model sensitivities.
In this paper we show the results of applying two familiar validation techniques, or model evaluation metrics, to three seismic velocity models. The evaluation metrics are regional travel-time prediction and event relocation, each using a GT dataset that includes events with epicenters known to 7 km or better and regional P and S arrivals within the footprint of the model region. The results show that there are many factors that complicate the straightforward evaluation of the models.
RESEARCH ACCOMPLISHED
In previously funded work we applied a nonlinear joint inversion of body-wave travel times and surface-wave group velocities to data from a broad region in south-central Asia (Reiter and Rodi, 2009 ). The forward modeling incorporated in our inversion utilizes fully 3D ray tracing for the body-wave travel times, and a two-step procedure for the surface-wave dispersion data that includes 1D dispersion modeling at a geographic point followed by 2D ray tracing in the phase velocity maps. We numerically solved the inverse problem using a set of iterated inversion steps. Consistency between the P and S velocities was achieved by imposing bounds on Poisson's ratio and by invoking a regularization constraint that correlates variations in P and S velocity from an initial, or prior, model. We constructed the prior model as a composite of the CRUST2.0 model (Bassin et al., 2000) in the crust and the 1D AK135 reference model (Kennett et al., 1995) in the mantle. The resulting inversion model, dubbed JWM (for Joint Weston/MIT), shows good agreement with the persistent features seen in previous seismic velocity models produced from separate body-or surface-wave datasets, as well as some intriguing differences between the compressional and shear-wave structure.
Our primary goal in developing the new inversion approach and the JWM model was to improve regional seismic event location capability in a strongly heterogeneous crust and upper mantle. In our new work we will develop and apply a robust set of location metrics to compare the behavior of seismic velocity models. For this paper we have applied two standard metrics to our JWM model and two additional 'in-house' seismic velocity models: the direct comparison of predicted Pn and Sn travel times to the ground-truth observations; and relocation of the ground-truth events using regional arrivals. In the next sections we discuss the velocity models and ground-truth data used in our evaluation, as well as the results of applying the two metrics.
3D Seismic Velocity Models
JWM was derived by applying our joint inversion procedure to the combined P-wave travel-time and Rayleighwave group-velocity datasets. In contrast, the other two 3D models considered in this paper were derived from inverting each dataset separately, using the same initial model, grid parameters, constraints and regularization employed in the joint inversion. To make comparisons with the JWM model, we used a simple scaling relationship to convert the final P-velocity model constructed with travel times to an S-velocity model. Conversely, the Svelocity model constructed from group velocities was converted to a P-velocity model. The scaled velocities were computed using the prior model's velocity ratio. For the separate surface-wave inversion the scaling relationship was employed at each iteration of our nonlinear inversion procedure, since group velocities depend on both P and S velocity. We also note that the crustal thickness was held to the values in the CRUST2.0 model in the body-wave only inversion, but was allowed to vary in the surface-wave only inversion.
Each inversion for the joint (JWM), body-wave only (BWo), and surface-wave only (SWo) models comprised ten iterations. The first five of these iterations were completely nonlinear, including the calculation of updated raypaths in the current P velocity model and group-velocity dispersion maps. Raypaths were held constant for the last five iterations, although the nonlinear dependence of the group-velocity maps on S velocity and crustal thickness was still accounted for. We chose the fifth iteration to stop calculating new ray-path sensitivities based on the insignificant changes that occurred in the ray paths between the 4 th and 5 th iterations.
We summarize the fit to the inversion datasets for the three models in Table 1 , which shows the root-mean-square (RMS) residual from the observed the travel times and group delays achieved by each model. For comparison purposes we also included the fits to the initial and AK135 models. Table 1 shows that the JWM inversion model lowers the variance for both datasets with respect to the initial and AK135 models, which both illustrates the success of the inversion method and reveals how well we constructed our initial model.
With respect to the other 3D models, JWM fits the travel times nearly identically to the BWo model and significantly better than the SWo model. The fit to the group delays presents a more complicated story. The JWM model fits the group delays better than the BWo model, but not as well as the SWo model. In the joint inversion the influence of the P model (derived with travel times) has an effect on the predicted group-velocity curves that are inverted for shear velocities, even though the sensitivity of the group velocities is predominantly to the shear velocity. The SWo inversion used simple scaling to produce a P model at each inversion step, which resulted in the best fit to the group-velocity data, but a very poor fit to the P travel times (worse than the AK135 and initial models). 
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We applied our evaluation metrics to these three 3D inversion models to determine the merits of each model in relation to both the AK135 reference model as well as to one another. This represents an ideal comparison case in many ways, since the models were derived using identical datasets and methodologies.
Validation Data: Ground-Truth Explosions and Earthquakes
To show that 3D models improve regional travel-time prediction and event locations, we require a high-quality set of GT events whose locations, including depth and origin time, are known precisely. We used a subset of the reference events developed by the Group-2 Location Calibration Consortium (Bondár et al., 2004a) . This valuable database includes nearly 2000 explosions and shallow earthquakes across the Middle East, North Africa, Europe, and Western Eurasia whose epicentral location accuracy is 10 km or less. The Group-2 Reference Event List (REL) was used effectively by Yang et al. (2004) to demonstrate the validity of a set of regional and teleseismic travel-time models. We filtered the Group-2 REL to include events with epicentral ground-truth accuracies between 0 (GT0) and 7 (GT7) km in our study region (10-50° N, 40-110° E). We supplemented this list with some additional GT events from the EHB event bulletin (Engdahl et al., 1998 ) and a small list developed for an IASPEI location workshop (Engdahl, 2006) . Within the boundaries of our study region there were 404 GT0-GT7 earthquakes and explosions, 319 of which fall into named event clusters. We note that we segregated the GT event database from the data used to develop the inversion models, so that we could use the events and arrivals in independent validation testing. This did not significantly impact the inversion dataset because the EHB bulletin provided a large amount of travel-time data from other well-located events. Figure 1 shows the distribution of the GT events, and Table 2 provides some details about the numbered events or clusters shown in the figure, including the numbers of events and phase arrivals that were used in our model evaluation tests. Table 1 . 
Nuclear Explosions
Earthquakes † N total = total number of events in each geographic area; N relocate = events used in relocation exercise; N relocate S>10% = events with S arrivals making up > 10% of their arrival set
The Group-2 REL does not contain a large number of regional readings, so we cross-referenced our event list to the EHB bulletin to retrieve a larger set of defining regional P and S observations. We include the S arrivals in the validation database because we would like to know whether the new 3D models can predict these observations because of the potentially high value S arrivals have for locating small events with sparse networks. However, it is important to bear in mind that S travel times are more likely to suffer from picking errors, and we excluded S travel times from the inversions.
We groomed the resulting set of arrivals by eliminating observations with residuals relative to AK135 greater than ±8.0 seconds or with clearly misidentified phase arrivals in crossover distances between various travel-time branches. With these criteria we derived a validation dataset of 7,819 regional P-wave arrivals and 2,230 regional S-wave arrivals observed at stations within a latitude-longitude box defined by (0-60° N, 30-120° E). The greatcircle raypath coverage for these P and S GT observations is shown in Figure 2 . The region of the inversion model that is sampled by the GT data raypaths is limited, which illustrates the difficulty of validating a model with travel times alone. However, the Group-2 REL database is currently the best available resource we have to definitively demonstrate the validity of an inversion model. 
Model Evaluation Metric 1: Fits to Regional Travel Times
We follow other researchers in assessing our model for improvement in regional travel-time prediction and event location accuracy (c.f. Ritzwoller et al., 2003 , Flanagan et al., 2007 . The first assessment of the 3D models involves measuring their ability to accurately model the regional travel-time data. As noted by other authors, improved travel-time prediction is the most direct way to estimate the quality of a 3D model, because it eliminates the effects of network geometry and variable pick quality.
One of the more difficult questions we will address in our new project is how to present the model fits in a coherent and meaningful fashion. There are many ways to examine residuals; for example, on a station-by-station or event cluster basis (e.g. Flanagan et al., 2007) , or through spatial patterns as a function of distance and station (e.g., Murphy et al. 2005) , or by the fits to empirical phase path anomalies (e.g., Ritzwoller et al., 2003) . Figure 3 represents a rudimentary attempt at presenting travel-time fits to the regional P data in the GT database relative to the AK135 and 3D inversion models. For this figure we binned the data as a function of event-to-station distance and the absolute value of the residual. By defining a visually distinct color scale and the bin sizes (here set to 0.25° in distance and 0.5 seconds in residual size), we can examine a distance-based measure of the fit; however, we remove any sense of the spatial/geographic variation or dependence of the model fits. Nevertheless, we can make some general observations about the models from these plots. The P residuals with respect to the AK135 model ( Figure 3a) show a distinct pattern that is due to the tectonics of the study region. As noted in Ritzwoller et al. (2003) , the increase in spread at the longer regional distances is likely due to some ray paths bottoming well below the bottom of the crust and encountering low velocity zones. The JWM and BWo models produce nearly identical plots (Figure 3b,c) , although detailed analysis of the differences between the two plots shows that JWM performs slightly better than BWo at most distances. The SWo model does as well as the other 3D inversion models at the shorter distances, but fits less well at distances greater than approximately 8°. As mentioned earlier, we are also interested in the performance of the 3D models with respect to regional S arrivals. S arrival data represent a crucial source of information in the regional recordings of a moderate-sized event, and we believe that increasing the attention paid to them for location purposes is worthwhile. Figure 4 shows the same information as Figure 3 , but summarizes the travel-time prediction results from the significantly smaller and noisier GT S database. In this case we used nearly the same color scale, and the bin sizes were enlarged to 0.5° in distance and 1.0 seconds in residual size to eliminate poorly populated bins. It is clear from Figure 4 that the S GT observations exhibit much higher scatter and have no distinctive pattern in their variation compared to the P observations. There are significantly fewer S observations in the GT bulletin, particularly for the explosion events, which makes statistical conclusions more difficult. However, there are several features worth noting.
All of the models fit the data fairly well at distances less than about 5°, mainly because the paths are too short to generate large travel-time differences, no matter which velocity model is involved. It is also clear that picking error still dominates the S travel-time residuals, especially at the crossover distances. The residuals with respect to the AK135 model have an artificial cutoff of 8 seconds imposed on them (Figure 4a ) that is not respected with the other models. In our study region, where crossover distances vary considerably, misidentified S phases that belong on later travel-time branches appear regularly, depending on the locations of low-velocity zones in the upper mantle of each respective S model. However, in spite of all these difficulties, the JWM model produces a slightly better fit to the S travel-time residuals, judging by the high bin counts at lower residuals across the entire distance range. Detailed analysis (not shown here) shows that JWM has a slight edge over BWo and does even better in comparison to SWo, in terms of having more hits at lower residual values. 
Model Evaluation Metric 2: Locations Using Regional Travel Times
In the second assessment of the 3D inversion models we used a grid-search location method to estimate the epicenters of a subset of the events in the GT database using the arrivals at stations within the footprint of our models. In this exercise we fix the depth to the value in the GT database, because it trades off with origin time and has little effect on the epicenter. We filtered the GT data to include only those events whose regional station distribution within our model has a secondary azimuthal gap less than 270°; we included events with high secondary azimuth gaps to look at the abilities of the models when the network geometry is very poor. We also removed stations that were within 2.5° of the event and retained events with greater than 5 regional P arrivals. Table 2 shows the numbers of events that were relocated in each geographic location in the column labeled N relocate .
This filtering reduced the testing dataset to a list of 35 explosions and 207 earthquakes within our region, with 7,041 regional P-wave arrivals and 1,826 regional S-wave arrivals. We used the Grid-search Multiple-Event Location (GMEL) algorithm (Rodi, 2006) to relocate the events in single-event mode, setting the arrival-time errors to 1.0 s for P and 2.0 s for S observations. Figure 5 compares the mislocations for the AK135, BWo and SWo models versus JWM for the case when we locate using regional P arrivals. Events to the left of the unity line in these subplots are located better by the JWM model; we included overall JWM win percentages for explosions (red stars) and earthquakes (blue squares) in the bottom right of the plots. The results in Figure 5 indicate that JWM produces smaller mislocations than AK135 and the SWo model, which is no surprise; however, JWM also produces slightly better locations than the BWo model, even though the BWo model was generated from P travel times. One reason for this is that the JWM model locates the Bhuj cluster (No. 10 in Table 2 ) and the Lop Nor explosions (No. 5 in Table 2 ) better than the BWo model; these clusters account for a large component of the earthquake and explosion events in the exercise. Table 2 . Events to the left of the unity line indicate that JWM located the event better than the other model. Figure 6 shows the results from locating with the P predictions from the 3D inversion models in a different manner, by displaying the difference in epicenter mislocation between JWM and the other models as a function of the secondary azimuth gap. All events in the gray-shaded areas below the zero line indicate smaller mislocations when JWM predictions were used. These plots demonstrate that as the network geometry degrades, JWM performs better than the other models. We note that this does not mean that the absolute mislocation is small for JWM, just that it is smaller than the mislocation produced by the BWo and SWo models. We performed another relocation exercise to examine the influence of the S data and predictions from the 3D inversion models. In this case we further filtered those events designated N relocate to extract those for which the total regional bulletin had at least 10% S arrivals. This extra criterion significantly decreased the number of explosions, since nuclear tests typically do not have many S arrivals in the bulletin. This relocation exercise comprised 18 explosions and 190 earthquakes, listed as the column labeled N relocate S>10% in Table 2 , with 5,225 regional P-wave arrivals and 1,573 regional S-wave arrivals. Figure 7 shows the results of relocating the N relocate S>10% events, displaying them as the percentage improvement found when both P and S arrivals are included in the relocation compared to using the P arrivals alone, as a function of secondary azimuth gap. Events that are in the gray-shaded region below the zero line are the events for which the combined P and S arrivals resulted in an improved location. The total wins for the combined P and S relocation cases are shown plot insets. The results for JWM are shown on the left, BWo in the middle, and SWo on the right. The results show that the JWM model predicts the S data well enough to benefit the P and S locations over the P-only locations. Adding the BWo S predictions to the locations produces better locations for the explosions but not for the earthquakes. Conversely, the SWo model predicts the S data well for the earthquakes, but not as well for the explosions. There is no strong correlation in percent improvement with secondary azimuth gap. However, for the cases in which the P and S combined bulletins produce smaller mislocations, JWM does a significantly better job of improving the results over BWo and SWo. In other words, when using both P and S, JWM has a stronger beneficial effect compared to the other two inversion models. 
CONCLUSIONS AND RECOMMENDATIONS
The main objective of our new research project is to develop and apply meaningful measures of the predictive capabilities of 3D Earth models. As part of this work, we will perform a comprehensive and methodical evaluation of a set of regional velocity models for Asia based on data misfit and event mislocation metrics. These metrics are already generally accepted as informative, if not complete, measures of the prediction capability of Earth models. In this paper we applied two of these metrics to three inversion models that we derived from a 3D nonlinear inversion approach and a large database of P-wave travel times and Rayleigh-wave group velocities.
The primary motivation for computing the three different models, even though we plan to publish only JWM, was to explore the effects of a joint inversion approach under highly controlled conditions. When we hold out either the body-wave or surface-wave data from the inversion and use simple scaling relations to convert P to S, or S to P, the models that result differ in significant ways. It is clear from our analysis that using a simple scaling method will not yield the most successful model with respect to predicting travel times. This is especially true when converting an S model constructed with surface-wave data to a P model. Using our chosen constraints and velocity bounds, the group velocities produced an S model (and consequently a P model) that is too slow in the upper mantle.
A second motivation behind this work was to examine the regional S data available in the Group2 REL and EHB bulletin. We found that the scatter in the S data is significantly stronger than in the P data, which is disappointing but not unexpected. We also found that the GT S residuals with respect to the 3D models often reveal what seem to be phase identification errors. This phenomenon could be used to help identify incorrect associations and outliers along particular paths, if there are enough high-quality observations available. A subsequent benefit would be reduced picking errors in the S data, and further, their more successful incorporation into the location of small, regionally observed events.
