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Resumo
Atendendo à crescente utilização dos dispositivos móveis que estão a mudar o paradigma
de acesso a informação, sendo algumas dessas informações sensíveis ou confidenciais, podendo
estes dispositivos substituir sistemas computacionais de maior porte e menos ubíquos, é necessário
implementar novas formas de controlar esses acessos.
Tirando partido do conjunto de sensores que equipam os dispositivos móveis e da sua capa-
cidade de processamento pretendem-se implementar formas confiáveis no acesso a recursos e a
registo de quem acedeu.
Para implementar a solução desejada, desenvolveram-se aplicações para o sistema operativo
Android de reconhecimento facial, leitura de QR-Codes e de tags NFC, criando uma solução de
suporte de backoffice através de um webservice RESTful.
A solução desenvolvida mostrou uma boa fiabilidade e performance, apresentando o reconhe-
cimento facial desenvolvido uma sensibilidade de 80%, enquanto o método complementar tem um
valor para o mesmo parâmetro de 70%. Há a destacar o facto de a solução de reconhecimento fa-
cial desenvolvida não necessitar de imagens numa base de dados, o que vem reforçar a segurança
e garantia de confidencialidade dos utilizadores.
Utilizando a solução desenvolvida nos dispositivos móveis permite uma maior mobilidade no
acesso a informações sensíveis e soluções de controlo de acessos e registos de assiduidade com
custos mais reduzidos que as soluções convencionais para, além de constituir um desenvolvimento
tecnológico no sentido de oferecer soluções de segurança baseadas na integração das várias formas
de reconhecimento de indivíduos.
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Abstract
With the growing use of mobile devices, that are changing the access to information paradigm.
Being most of that information sensitive or confidential, in order to these devices can replace larger
and less ubiquitous computational systems, it is necessary to implement new ways to control these
accesses.
Taking advantage on the several sensors existente in the mobile devices and its processing
capacity it is intended to implement reliable forms of access to resources and a log of who had
accessed.
To implement the desired solution, applications were developed for the Android operating
system for facial recognition, QR-Codes and NFC tags reading, creating a back-office support
solution through a RESTful webservice.
The developed solution showed good reliability and performance, presenting the facial recog-
nition developed a sensitivity of 80%, while the complementary method have a value for the same
parameter of 70%. It should be highlight the fact that the developed face recognition solution does
not require images in a database, which will strengthen the confidentiality of users and overallsa-
fety and security of the system.
Using the developed solution on mobile devices allows greater mobility on access to sensi-
tive information, stronger access control solutions and attendance records with lower costs than
conventional solutions. In addition, it is a technological development towards offering security
solutions based on the integration of various forms of individual recognition.
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Capítulo 1
Introdução
1.1 Enquadramento
Este trabalho de dissertação surge no âmbito do Mestrado Integrado em Engenharia Eletrotéc-
nica e de Computadores (MIEEC), major de Automação, da Faculdade de Engenharia da Univer-
sidade do Porto (FEUP). Foi realizado parcialmente em ambiente laboratorial no Departamento
de Engenharia Mecânica, com a supervisão do Professor Doutor Ricardo Ângelo Rosa Vardasca e
co-supervisão do Professor Doutor Joaquim Gabriel Magalhães Mendes.
1.2 Motivação
Nos últimos anos temos testemunhado uma adoção generalizada dos dispositivos móveis. Os
serviços oferecidos servem para aceder a uma gama cada vez maior de informações, tornando-se
uma necessidade a existência de métodos cada vez mais confiáveis de autenticação [3].
Quando precisamos de usar dispositivos móveis para nos ligar a redes empresariais, os concei-
tos de utilizador e de sistemas de autenticação ganham um papel fundamental para prevenir más
utilizações, abusos e ataques [4].
Esta investigação começa com um estudo das técnicas de autenticação existentes, sendo iden-
tificadas as abordagens biométricas como as de maior potencial e já com um desenvolvimento
em grande escala [5]. É seguro admitir que a autenticação por biometria está ao nosso redor há
muito tempo e os dispositivos de hoje estão equipados com mais sensores do que nunca, mas não é
razoável pensar que esses sensores serão optimizados ao ponto de serem capazes de reconhecer a
nossa identidade nos próximos anos com 100% eficácia. Porém é seguro assumir que a biometria
será vista como uma camada de segurança.
Pode-se igualmente esperar que a autenticação multimodular (dois métodos complementares)
irá desempenhar um papel maior, seja através de um serviço que forneça um único segundo código
para um segundo dispositivo para que o utilizador digite, ou o segundo dispositivo em si, ser a
verificação.
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2 Introdução
Irão ser introduzidas as várias estratégias e na Revisão Bibliográfica será efetuado um estudo
aprofundado das tecnologias.
1.2.1 Sistemas de autenticação
A autenticação verifica que os utilizadores ou sistemas são quem dizem ser, baseados em
identidades (por exemplo, nome de utilizador) e credenciais (por exemplo, senha). A maioria das
falhas de segurança conhecidas são atribuídas a autenticações fracas ou ausência das mesmas (por
exemplo de computadores portáteis a redes sem fio desprotegidas). Muitos incidentes dispendiosos
e embaraçosos poderiam ser evitados exigindo-se uma autenticação robusta para os dispositivos
móveis e as redes que utilizam.
Os dispositivos móveis são facilmente perdidos ou roubados, sendo necessário uma proteção
extra contra o acesso não autorizado de dados, aplicações e conexões. No entanto, normalmente
os utilizadores de dispositivos móveis exigem acessos frequentes e por breves períodos de tempo,
tornando inconveniente as repetidas reposições das credenciais. Enquanto a maioria dos com-
putadores portáteis são definidos para exigir logins, na maioria dos dispositivos móveis isso não
acontece, apesar de ser um recurso disponível e amplamente diversificado que pode ser facilmente
integrado em aplicações para o mesmo.
Ao programar-se uma estratégia de autenticação móvel, os esforços são dirigidos para se com-
binar a força/segurança com a usabilidade. Considerando ambos, o dispositivo móvel e as creden-
ciais de acesso à rede, cada método deve satisfazer as necessidades requeridas da plataforma, de
segurança e do utilizador.
1.3 Finalidade
Após uma reflexão sobre o projeto, definiu-se como premissa principal a implementação de
um sistema de controlo de acessos automático usando dispositivos móveis e tirando partindo das
tecnologias biométricas e com recurso a métodos complementares de autenticação.
1.4 Objetivos Gerais
De forma a atingir a finalidade anteriormente referida definiram-se os seguintes objetivos:
• Definição de uma interface simples e a requerer a mínima interação do utilizador;
• Implementação das soluções de reconhecimento facial convencionais num dispositivo mó-
vel;
• Desenvolvimento de uma nova forma de reconhecimento facial sem recurso a uma base de
dados de imagens;
• Desenvolvimento de uma forma de autenticação complementar com recurso a códigos QR-
Codes e tags NFC;
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• Implementação de uma interface de back-office com recurso a webservices Restful;
• Comparação de performance entre o método de reconhecimento facial desenvolvido e os
métodos convencionais de reconhecimento facial.
1.5 Resultados Esperados
Pretende-se desenvolver uma solução com boa fiabilidade e performance apresentando os mé-
todos de autenticação uma boa sensibilidade reforçando a segurança no controlo de acessos e
autenticação.
1.6 Estrutura da Dissertação
Para além da introdução, esta dissertação contém mais 4 capítulos. No capítulo 2, é descrito o
estado da arte. Aí é explicada a arquitetura e o funcionamento de um sistema típico de reconhe-
cimento biométrico. Bem como identificados e expostos os métodos e algoritmos mais relevantes
nesta matéria. Será também alvo de estudo vários sistemas de reconhecimento auxiliares. Por fim
a última parte é dedicada à arquitetura web que será necessária para o envio das informações.
O capítulo 3 inicia-se com os métodos e estratégias utilizados durante o desenvolvimento da
dissertação, seguindo-se as seguintes secções:
• Na secção 3.1 são descritos os vários métodos de reconhecimento facial, onde inclui um
conjunto de algoritmos desenvolvidos;
• Nas secções 3.2 e 3.3 são dedicados aos métodos de reconhecimento auxiliar desenvolvi-
dos, nomeadamente por QR-Code e NFC;
• Por fim na secção 3.4 é apresentado o trabalho desenvolvido para que as aplicações de reco-
nhecimento enviassem os detalhes para uma base de dados externa através de um webservice
e seguindo um conceito Restful.
No capítulo 4 são apresentados os resultados do trabalho desenvolvido com base nos testes
realizados e analisados em tabelas e gráficos demostrativos.
No capítulo 5 são discutidos os resultados obtidos e as dificuldades encontradas tal como uma
reflexão sobre todo o trabalho desenvolvido, se foi de acordo com as expectativas e possibilidades
de trabalho futuro.
No diagrama presente na secção seguinte, Figura 1.1, podemos observar a constituição e
organização desta dissertação
4 Introdução
1.7 Diagrama de organização da dissertação
Figura 1.1: Diagrama de navegação do conteúdo da dissertação
Capítulo 2
Estado da Arte
Nesta secção do relatório é feito o enquadramento teórico do tema do projeto, indicando o
estado da arte da tecnologia envolvida.
2.1 Sistemas Operativos Móveis
2.1.1 iOS
O sistema operativo iOS é um sistema desenvolvido e criado inteiramente pela Apple Inc para
dispositivos móveis [6]. Este sistema operativo tem a particularidade de ser desenvolvido de
forma a apenas ser utilizado em dispositivos Apple, como iPhones, iPads e iPods.
Este sistema operativo surgiu em 2007 e, desde então, teve um grande crescimento . Através
da figura 2.1 podemos ver o crescimento de novas aplicações para este sistema operativo tornando
assim evidente o crescimento exponencial destas desde o seu aparecimento [7].
Tal como outros sistemas operativos para dispositivos móveis, o iOS baseia a sua navegação
através de uma interface multi toque tentando manter a interface entre o dispositivo e o utilizador
o mais simples possível. Parte da interação com o utilizador é baseada no movimento através de
acelerómetros e giroscópios embutidos no dispositivo de forma a tornar a usabilidade do mesmo
mais atrativa (um exemplo é a passagem do modo de retrato para o modo de paisagem apenas
rodando o aparelho).
O desenvolvimento de aplicações para este sistema operativo baseia-se na linguagem C, sendo
o seu desenvolvimento em Objective-C.
A Apple disponibiliza aos seus utilizadores a possibilidade de produzir aplicações próprias
através de um Software Development Kit (SDK) proprietário, contudo, de forma a disponibilizar
as suas aplicações o programador tem de pagar uma taxa, a iPhone Developer Program fee e a
aplicação desenvolvida passar pela certificação da Apple Store, sendo estes os principais inconve-
nientes no que toca ao desenvolvimento de aplicações para iOS.
5
6 Estado da Arte
Figura 2.1: Gráfico do crescimento do número de aplicações disponíveis para iOS
2.1.2 Android
O sistema operativo Android é baseado no núcleo do Linux (sendo dessa forma também open
source) e é desenvolvido e suportado pela Google Inc [8].
À semelhança do que acontece com o sistema operativo iOS, o foco de desenvolvimento An-
droid são os dispositivos móveis tácteis, ou seja, os smartphones e os tablets. Contudo, atualmente
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verificamos um alargar de horizontes e aparecem interfaces para televisões (AndroidTV), auto-
móveis (Android Auto) e para relógios de pulso (Android Wear). Os movimentos também são
baseados na manipulação de objecto no ecrã táctil.
A principal característica deste sistema operativo é o facto do seu desenvolvimento ser aberto
a qualquer utilizador, sendo a subsequente comercialização do produto desenvolvido também gra-
tuito. Atualmente este sistema operativo é o que tem maior quota de mercado, Figura 2.2, possui
várias ferramentas de desenvolvimento, no entanto a recomendada como oficial pela Google Inc
tratasse da "Android Studio", que é desenvolvida pelos próprios [9], com a utilização do Android
SDK [10].
Figura 2.2: Quotas de mercado dos sistemas operativos móveis
2.1.3 Windows Phone
O sistema operativo Windows Phone é a opção da Microsoft Inc para dispositivos móveis.
Apareceu de forma a substituir o Windows Mobile (WM) e o Zune, aliando o melhor que cada um
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destes sistemas operativos tinha para oferecer. Ou seja, aliando as capacidades executivas do WM
às capacidades multimédia do Zune, apareceu o Windows Phone [11].
O seu primeiro lançamento foi em 2010 tornando-o o último, com grande maturação, a apare-
cer neste mercado e, por essa mesma razão, o que tem a menor quota de mercado quando compa-
rado com os principais concorrentes [12], Figura 2.3.
A versão mais recente é a denominada 10 e a sua grande vantagem são os vários poderes de
sincronização com os vários computadores que utilizam sistemas operativos Windows, permitindo
uma melhor gestão de ficheiros e aplicações quando comparados com os outros dois concorrentes.
Figura 2.3: Previsão das quotas de mercado para 2016
2.2 Biometria em dispositivos móveis
A palavra Biometria tem origens nas palavras gregas bios(vida) e metrikos(medida) [13]. É
do senso comum que os seres humanos usam características como a face e a voz como forma de
reconhecimento. Tal como anteriormente referido, hoje em dia muitas aplicações requerem esque-
mas confiáveis de identificação de um indivíduo e reconhecer características humanas começa a ser
cada vez mais interessante devido à tecnologia emergente nas novas aplicações. Tradicionalmente,
senhas e cartões de identificação são usados para restringir o acesso e proteger os sistemas, mas as
senhas e cartões de identificação podem ser roubados/adulterados ou até perdidos. Ganhando por
este motivo a Biometria destaque, uma vez que é impossível, ou praticamente impossível, perder
ou roubar uma característica biométrica.
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2.2.1 Técnicas
Biometria é uma técnica utilizada para reconhecer características e comportamentos de forma
eletrónica [14]. Identificam-se vários atributos do corpo humano, tais como: a voz, impressões
digitais, retina, íris e parâmetros da mão. Uma técnica biométrica baseada em características fi-
siológicas é geralmente mais confiável do que uma que adote características comportamentais,
mesmo que esta possa ser mais fácil de integrar em determinadas aplicações. Nas técnicas bio-
métricas, um indivíduo pode ser reconhecido através da utilização dos métodos de identificação e
verificação. A verificação confirma ou nega a identidade de um indivíduo que diz ser quem é, com
uma correspondência padrão de 1-1. A identificação é uma comparação entre os vários modelos
armazenados numa base de dados para um indivíduo em particular. Contêm uma correspondência
de 1:N. Isto implica que a identificação e verificação são dois problemas que devem ser tratados
separadamente.
Uma técnica biométrica tem quatro partes:
• 1) Sensor aquisição dos dados biométricos,
• 2) Extração de recursos com os dados adquiridos, extração dos vetores de características,
• 3) Comparação os vetores de características estão prontos para comparação com os dados
adquiridos,
• 4) A tomada de decisão se um utilizador realiza um login com um ID válido ou não.
Para as técnicas biométricas são necessários avaliar os seguintes requisitos [1], Figura 2.4:
• Universalidade - todas os utilizadores que usem o sistema biométrico devem possuir a
característica medida;
• Singularidade - medida de como a característica consegue discriminar indivíduos;
• Permanência - como a característica resiste ao envelhecimento;
• Coletável - facilidade de ser medida quantitativamente, sem causar inconvenientes para o
utilizador;
• Desempenho - precisão, velocidade e robustez da tecnologia utilizada;
• Admissibilidade - grau de aprovação da tecnologia biométrica pelos utilizadores;
• Permeabilidade - grau de sujeição a fraude que pode comprometer o sistema.
Nenhuma técnica é perfeita. Nenhuma vai satisfazer em 100% as características referidas em
cima. Dependendo da aplicação, a tomada de decisão deve analisar as características e determinar
qual/quais são a melhor escolha para a sua organização.
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Figura 2.4: Requisitos de um sistema Biométrico
2.2.2 Panorama das técnicas biométricas mais usadas
Existem vários métodos biométricos em utilização (livres e comerciais) atualmente, em se-
guida é apresentado um resumo das características biométricas mais usadas [15]:
Biológicas:
• Impressões digitais;
• Reconhecimento facial;
• Reconhecimento da retina;
• Reconhecimento da íris;
• Geometria da orelha;
• Geometria da mão;
• Impressão da palma da mão;
• Padrão vascular da mão;
• ADN;
Comportamentais:
• Reconhecimento de voz;
• Reconhecimento de escrita;
• Reconhecimento de padrão de teclar;
• Reconhecimento do equilíbrio;
• Reconhecimento de gestos;
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• Reconhecimento do batimento cardíaco;
Químicas:
• Odor
• Padrão termográfico da face
• Padrão termográfico do dorso da mão
Em seguida apresentam-se algumas das características biométricas normalmente utilizadas e
cujas tecnologias apresentam um estado avançado de implementação, indicando as suas particula-
ridades.
2.2.2.1 Geometria da mão
O reconhecimento da geometria da mão resulta de uma análise de características como a forma,
o comprimento dos dedos e as suas linhas características [13]. Podemos ter diferentes níveis de
segurança neste sistema consoante se utilizem as características em si, a sua posição relativamente
a um ponto fixo, ou a fixação de vários pontos e as suas distâncias relativas (Figura 2.5 ).
Figura 2.5: Sensor para a geometria da mão
De realçar que a geometria da mão não é uma característica própria de cada indivíduo, mas tem
a vantagem de facilmente ser combinada com outras biometrias como, por exemplo, a impressão
digital.
A geometria da mão, comparada com outras biometrias, produz uma quantidade reduzida de
informação. Portanto, se um grande número de registos for usado, a geometria da mão pode
não ser capaz de distinguir um indivíduo de outro com características da mão semelhantes. Esta
propriedade pode ser analisada usando a mão toda, ou apenas parte da mão, como por exemplo
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analisar apenas dois dedos. Tem a vantagem de ser invariante com a idade e de ser bastante
útil para ambientes exteriores. O uso de templates facilita o peso computacional de comparação
entre os dados extraídos da mão de forma a poder identificar um indivíduo. São poucos os dados
técnicos relativos a sistemas biométricos baseados na geometria da mão. Quando combinada com
outros fatores inerentes à mão, como as linhas da palma, os valores melhoram consideravelmente,
não pela precisão da representação mas por fatores ligados aos algoritmos de decisão.
2.2.2.2 Impressões Digitais
As Impressões Digitais são formadas por dobras na pele encontradas nos dedos das mãos e dos
pés que resultam numa representação geométrica formada pelas papilas (elevações da pele), pre-
sentes na região distal dos dedos, passíveis de serem marcadas numa superfície lisa. As impressões
digitais são únicas em cada indivíduo, sendo distintas inclusive entre gémeos monozigóticos. A
sua formação depende do desenvolvimento embrionário e de fatores genéticos e ambientais [13].
São datadas desde o período pré-histórico, mas foi em 1667, no período científico, que se
iniciaram os primeiros estudos das suas características, altura em que apareceu a Dactilosscopia
(Médicos de Portugal: Dactiloscopia). O primeiro sistema científico de identificação foi o sistema
antropométrico, lançado em Paris por Alfonse Bertillon (1853-1914), em 1882. Em 1888, o inglês
Francis Galton (1822-1911) estabeleceu as bases científicas da impressão digital. Foram usadas
para identificação pessoal por muitos séculos e a precisão de correspondência é muito alta. Pri-
mariamente eram extraídas criando uma versão de tinta num papel, hoje em dia, há tecnologias
compactas que as tornam passíveis de ser adquiridas por digitalização (Figura 2.6).
Figura 2.6: Exemplo Impressão digital
Há vários benefícios da utilização de sistemas de reconhecimento de impressões digitais, entre
eles: é fácil de usar e de instalar, e é normalmente passível de ser usado com equipamentos baratos
e com baixo consumo de energia.
Contudo existem sempre questões que se colocam em sistemas baseados nesta propriedade
biométrica como: que dedo se deve usar ou em que posição deve o dedo estar. Problemas como
artrites, unhas compridas, presença de cremes, disfunção circulatória e exposição a radiação con-
dicionam bastante a aquisição de impressões digitais.
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2.2.2.3 Reconhecimento Facial
O reconhecimento facial é um método de identificação simples, rápido, não intrusivo e facil-
mente aceite pelos indivíduos, sendo o modo natural de reconhecimento humano. Baseia-se na
recolha e análise de uma imagem da face do indivíduo para estabelecimento da identidade. Esse
reconhecimento pode ser feito de duas formas, aplicando uma transformada ou baseada na loca-
lização dos atributos que caracterizam a face. Existem uma série de factores que influenciam o
reconhecimento facial tais como: o disfarce facial, as expressões faciais, as condições de ilumi-
nação, a distância à câmara e a pose. Este tipo de identificação biométrica está sujeito a ataques
simples (uso de uma foto, óculos ou boné), ou complexos (com o auxílio de uma máscara) [13].
Sendo que existem três soluções que se destacam pela sua utilização ser mais comum e que
já são amplamente estudadas: PCA - Principal Component Analysis, LDA - Linear Discriminant
Analysis e PBLH - Local Binary Pattern Histogram que irão ser descritas em seguida.
Para reconhecer rostos quando o conjunto de imagens de treino é pequeno, os métodos Ei-
genfaces (PCA) e Fisherfaces (LDA) não devem ser usados. Para o melhor funcionamento destes
modelos, quantas mais imagens, melhor. Precisa-se de dados para trabalhar com estes modelos
uma vez que são baseados na estimativa das variâncias nos dados, por isso quantos mais dados,
mais completo o modelo fica. Uma análise muito detalhada dos métodos PCA (Eigenfaces) e LDA
(Fisherfaces) para pequenos conjuntos de dados, pode ser consultada no artigo [16], Foi feita a
comparação destes dois métodos usando a AT&T Facedatabase, usando a framework facerec, que
mostra o desempenho destes métodos com um número variável de imagens por pessoa, Figura 2.7:
Figura 2.7: Eficácia dos métodos por número de imagens
Eigenfaces (PCA)
Esta técnica de utilizar eigenfaces para reconhecimento de faces foi desenvolvido por Sirovich
e Kirby (1987) [17]. Foi considerado o primeiro exemplo bem-sucedido da tecnologia de reconhe-
cimento facial. Eigenfaces tem vantagens em relação às outras técnicas disponíveis, Fisherfaces e
PBLH, tais como a velocidade e a eficiência do sistema. É um método rápido em comparação e
capaz de funcionalmente operar em muitos rostos em pouco tempo.
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Este método de reconhecimento facial, um dos mais intuitivos para classificar uma face, con-
siste na extração e codificação de toda a informação da imagem facial e posterior comparação da
imagem codificada com a base de dados.
Parte de um príncipio semelhante á FT (Transformada de Fourier) [17], frequentemente usada
em aplicações ligadas com o processamento de sinais, Figura 2.8. Esta operação matemática
pega numa função e decompõe a mesma em várias funções oscilatórias com parâmetros bem
conhecidos. De forma análoga, cada imagem facial é decomposta numa série de componentes,
ou vetores próprios da matriz de covariância, definido por um conjunto de faces de referência.
Basicamente, cada face pode ser representada como a combinação linear de diversas Eigenfaces.
Figura 2.8: Transformada de Fourier
Para ilustração do método, usou-se a seguinte base de dados, Figura 2.9.
Figura 2.9: Imagens da base de dados
As eigenfaces podem ser calculadas nos seguintes 6 passos:
• Passo 1: Assume-se uma imagem facial que pode ser vista como uma matriz A de n*m
pixeis, ou seja um espaço bidimensional. Uma imagem com 184*224 pixeis passa a ser
considerada um vector de dimensão 41,216, ou então um ponto num espaço com 41,216
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dimensões. Para relacionar um conjunto de imagens, necessita-se de um “espaço de faces”
no qual se processa o cálculo de similaridade entre duas faces. Assim, ao invés de repre-
sentar as imagens como matrizes, estas são representadas como pontos. Num espaço de
grandes dimensões como este, a distribuição não é feita de forma aleatória. Sabendo que
todas as faces partilham as mesmas características (ex: dois olhos, nariz, boca) e aprovei-
tando essa similaridade, consegue-se descrever recorrendo a um subespaço relativamente
pequeno. Procura-se encontrar os vectores que melhor representam a distribuição das faces
estudadas em todo o espaço da imagem. Para isso, todas as linhas da matriz A são unidas
num único vetor linha G com n*m coordenadas, desta forma obtêm-se um “espaço de faces”
nxm. Uma vez que esses vectores são os vectores próprios (eigenvectors) da matriz cova-
riância correspondente às imagens faciais originais, e uma vez que se assemelham a faces,
são designados eigenfaces.
• Passo 2: Em seguida, a face média (Y) do conjunto é determinada através da expressão
seguinte, que representa o centro de gravidade do conjunto de faces. Um exemplo do tipo
de resultado obtido pode ser observado na Figura 2.10.
Y = 1M ∑
M
i=1 Gi
Figura 2.10: Face média Y do conjunto de treino
• Passo 3: Para todo vetor G calcula-se o vetor F: F = Gi−Y
A Figura 2.11 apresenta o resultado deste passo.
Figura 2.11: Faces subtraídas da média
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• Passo 4: Constrói-se a matriz A tal que cada i-ésima coluna da matriz é a transposta do
vetor linha Fi. Portanto, nesta experiência, a matriz A possui a dimensão de 41216x16.
• Passo 5: Calcula-se a matriz de covariância C: C = AAT
• Passo 6: Para se obter as eigenfaces é preciso apenas processar os autovetores da matriz
AA
T
. Entretanto, a matriz AA
T
possui a dimensão 41216x41216, o que faz com que o
cálculo de seus autovetores seja computacionalmente inviável. Para contornar este problema
considera-se a matriz A
T
A de dimensão 20x20 e seus autovetores v tais que:
A
T
Aνi = λνi
Multiplicando ambos os lados por A, tem-se:
AA
T
Aνi = Aλνi
Desta forma pode-se observar que Aλνi são os autovetores de C = AA
T
associados aos 20
maiores autovalores da matriz.
A Figura 2.12 apresenta as eigenfaces obtidas com as imagens usadas.
Figura 2.12: Eigenfaces
Para se calcular a proximidade entre duas faces, é necessário projetar a imagem do rosto no
“espaço de faces”, o que pode ser facilmente processado considerando as M eigenfaces u:
ωk = µTk F
Para k = 1,..., M. Desta forma os pesos ω formam o vector::
ΩT = [ω1,ω2, ...,ωM]
Que representa a imagem projetada no “espaço de faces”. Após o cálculo do vetor Ω para
todos os rostos armazenados no banco, inicia-se a etapa de reconhecimento facial.
A etapa de reconhecimento facial recebe como entrada uma imagem capturada e efetua-se nos
seguintes 4 passos seguintes:
• Passo 1 - Para a nova face calcula-se o vetor F.
• Passo 2 - Projeta-se no “espaço de faces” o vetor obtido no passo anterior.
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• Passo 3 - Utilizando a projeção Ω obtida no passo 2 calcula-se a distância entre Ω e todas as
projeções obtidas na passo 5 da construção das eigenfaces, selecionando a menor distância
d entre as projeções:
d = min‖Ω−Ωk‖
• Passo 4 - Se d for menor que um limiar preestabelecido, então a nova face pertence ao
indivíduo cujo rosto armazenado no banco apresenta uma distância d da nova face. Caso
contrário, trata-se de uma face desconhecida.
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Fisherfaces (LDA)
Outro método de análise de faces é o de fischerfaces, do tipo discriminante linear de Fisher
(FLD), também conhecido com análise de discriminantes linear (ADL), foi desenvolvido por R. A.
Fisher na década de 1930, porém, apenas recentemente tem sido utilizado para o reconhecimento
de pessoas e objetos. É um método específico à classe, pois, ele trabalha com o uso de “rótulos”,
uma vez identificados os rostos, indicando qual a face que pertence a que indivíduo, os mesmos
são agrupados por indivíduo, e cada agrupamento desses é conhecido como classe. O método tenta
modelar a dispersão dos pontos visando maior confiabilidade para a classificação. O ADL busca
otimizar a melhor linha em uma superfície que separa satisfatoriamente as classes [18].
Inicia-se o algoritmo obtendo as matrizes de dispersão entre classes, interclasse, e dentro das
classes, intraclasse. A projeção é feita maximizando a dispersão interclasse e minimizando a in-
traclasse, formulado pela razão entre as determinantes de ambas as matrizes, com isso diferindo
do ACP, que maximiza o espalhamento, dispersão, dos padrões no espaço de características, inde-
pendente da classe a que esses pertencem [19]. As duas medidas citadas, matematicamente são
definidas como:
• 1. matriz de dispersão intraclasses, within class:
SW =
c
∑
j=1
|Tj|
∑
i=1
(x ji −µ j).(x ji −µ j)T
em que x ji é o i-ésimo exemplo da classe j,µ j é a média da classe j, c é o número de classes,
e |Tj| o número de exemplos na classe j
• 2. matriz de dispersão interclasses, between class:
Sb =
c
∑
j=1
(µ j−µ).(µ j−µ)T
,em que µ representa a média de todas as classes.
A maximização da medida inter-classes e a minimização da intra-classes são obtidas ao maxi-
mizar a taxa det(Sb)det(Sx) O espaço de projeção é então encontrado resolvendo a equação SbW = λSWW ,
onde W é a matriz com autovetores generalizados associados com λ , que é a matriz diagonal
com autovalores. Essas matrizes estão limitadas à ordem c-1, em que c é o i número de classes,
limitação devido à comparação ser realizada entre duas classes diferentes.
Para identificar uma imagem de teste, o algoritmo funciona da mesma forma que o Eigenfaces.
A imagem de teste é projetada e comparada com cada uma das faces de treino também projetadas,
identificando-a com a de treino que mais se aproxima. A comparação, é de novo feita utilizando
um classificador específico ou a combinação de dois ou mais.
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Padrão Binário Local do Histograma (LBPH)
Método utilizado para a extração de características globais, descrito pela primeira vez por T.
Ojala, M. Pietikäinen e D. Harwood [18]. Devido ao poder discriminativo que possui e à sua
simplicidade computacional, este operador de texturas tem sido utilizado em diversas aplicações,
principalmente como classificador de características humanas [19].
Em oposição aos algoritmos descritos antes, o LBPH num problema de reconhecimento facial
faz uma extração das características da imagem através de uma abordagem local, não necessitando
de projetar as imagens num subespaço.
As imagens faciais podem ser vistas como uma composição de pequenas regiões que são bem
descritas pelo LBP. Neste método cada pixel de uma imagem é substituído por um valor binário.
Este valor é determinado pela comparação de uma matriz quadrada contendo os pixeis vizinhos,
onde cada vizinho é comparado com o valor central, conforme a seguinte condição:
bi j =
{
0 ,vi j < vc1,vi j ≥ vc}
Os valores obtidos para cada vizinho são concatenados e o número binário gerado é convertido
na base decimal para substituir o valor central vc. A figura 2.13 exemplifica este processo para
cada pixel, multiplica-se os valores da vizinhança por uma máscara de pesos, e somando-se obtém-
se o resultado (1+2+4+8+128 =143), resultado que se considera como sendo um número binário.
Após se obter o resultado em binário de todos os pixéis, será calculado o histograma com 28 =
256 valores que vai ser usado como descritor. para uma matriz 3*3 de pixeis vizinhos. Contudo, o
tamanho e o formato da vizinhança podem variar.
Figura 2.13: PBLH de cada píxel
A imagem gerada é dividida em regiões e são extraídos os descritores PBLH de cada região
independentemente. Entretanto, é possível empregar outras formas com, ou sem, sobreposição.
Os descritores de textura são extraídos de cada região isoladamente, calculando-se o histograma
de intensidade dos pixeis. Os descritores são depois concatenados e formam um descritor global
da face, como mostrado na Figura 2.14:
20 Estado da Arte
Figura 2.14: Descritores PBLH
Para calcular as semelhanças entre imagens diferentes vamos usar a distância euclidiana entre
os diferentes descritores PBLH.
Comparação entre os 3 algoritmos Uma experiência realizada em 2014 por Ahmet Özdil e
Metin Mete Özbilen e apresentada no artigo "A Survey on Comparison of Face Recognition Al-
gorithms " [2] e reconhecido pelo The Ministry of Science, Industry and Technology Turkiye,
onde apresentam uma comparação dos métodos Eigenfaces, Fisherfaces e Padrão Binário Local
do Histograma em termos de desempenho em diferentes plataformas de desenvolvimento com
processadores ARM e Intel.
A biblioteca utilizada para o processamento de imagem dentro das experiências foi a OpenCV
[20]. O Microsoft Visual C ++ 2010 Express Edition foi utilizado para codificar e compilar no
sistema operativo Windows. No caso do ARM o sistema g++ do Linux é usado para compilar o
código.
Executaram os mesmos algoritmos em diferentes plataformas, para mostrar como os algorit-
mos podem beneficiar do hardware em termos de desempenho. Os resultados permitem orientar
qualquer indivíduo que queira construir um sistema de reconhecimento facial. As duas diferentes
plataformas utilizadas são: a primeira é baseada num Intel de 2,7 GHz com 4 GB de RAM, a
segunda é baseada num ARM de 1 GHz com 512 MB de RAM.
Foram feitas duas experiências com diferentes configurações. São utilizadas 3 faces, em que
uma é masculina (os algoritmos de reconhecimento apresentam melhores resultados com indiví-
duos do sexo masculino). O objetivo do estudo é comparar os desempenhos dos três métodos nas
duas configurações e nas duas plataformas.
A diferença entre as configurações é que na primeira experiência, um conjunto de imagens
de uma face é escolhido como conjunto de treino e o resto como conjunto de teste. Na segunda
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experiência, 60% das imagens são escolhidas como conjunto de treino e 40% como conjunto de
teste, Tabela 2.1.
Tabela 2.1: Configuração das Experiências [2]
Experiência 1 Experiência 2
Indivíduos Treino (n
o de
imagens da face)
Teste (no de
imagens da face)
Treino (no de
imagens da face)
Teste (no de
imagens da face)
Indivíduo 1
(Feminino)
14 739 451 302
Indivíduo 2
(Feminino)
18 606 375 249
Indivíduo 3
(Masculino)
13 192 123 82
Em termos temporais, os resultados para cada processador nas duas experiências são apresen-
tados em s, na Tabela 2.2.
Tabela 2.2: Duração das experiências [2]
Experiência 1 Experiência 2
Métodos Intel(segundos)
ARM
(segundos)
Intel
(segundos)
ARM
(segundos)
Eigenfaces 1.91 30.65 432.08 3600
Fisherfaces 5.96 8.3 549.84 3360
LBPH 55.02 136.52 143.61 907.02
Como visto na Tabela 2.2, na experiência 1, o método Eigenfaces fez o melhor tempo, parti-
cularmente em relação ao LBPH. Porém o Fisherfaces também apresentou bons resultados. Mas
no geral o método LBPH é o mais robusto a alterações na arquitetura do hardware. Especialmente
na plataforma ARM, o método LBPH apresentou os melhores resultados.
De seguida, na Tabela 2.3 são apresentados os resultados obtidos em termos de eficiência para
cada processador nas duas experiências:
Tabela 2.3: Eficiência das Experiências [2]
Experiência 1 Experiência 2
Métodos Corretos Incorretos Percentagem(%) Corretos Incorretos
Percentagem
(%)
Eigenfaces 509 1028 33 586 47 93
Fisherfaces 519 1018 34 540 93 85
LBPH 679 858 44 594 39 94
Na experiência 1, apenas é utilizado um conjunto de treino baseado apenas numa face, o que
provoca uma diminuição no sucesso do reconhecimento de forma dramática para um nível de se-
leção aleatória, não é prático/eficiente. Mas na segunda experiência, onde 60% das imagens totais
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são utilizadas, e o conjunto de treino é selecionado a partir de todas faces, apresenta resultados
convincentes.
Conclusão O artigo permite concluir que o método Fisherfaces é o mais rápido globalmente,
porém não apresenta a melhor eficiência. Ao contrário do LBPH que é o mais eficiente mas denota
uma maior despesa em termos temporais.
2.2.2.4 Reconhecimento da Retina
A retina é a camada mais interna do olho humano, é a parte do olho sensível a luz, sendo
responsável pela formação de imagens, possibilitando a visão [13]. A sua vasculatura tem uma
estrutura elaborada (Figura 2.15). O padrão de distribuição desses vasos é único para cada pessoa,
sendo tão complexo que até gémeos monozigóticos possuem configurações diferentes. Esta não
se altera durante toda vida do indivíduo, excepto em caso de mutilação ou condições médicas que
alterem o olho de alguma forma. O fato de a retina possuir uma configuração única e ser muito
estável ao longo da vida faz dela uma das biometrias mais confiáveis conhecidas.
Figura 2.15: Exemplo Retina
A captura da imagem da retina requer a cooperação do indivíduo a ser identificado, o que por
vezes não é bem aceite, pois requer que a pessoa se ajuste a um óculo e se concentre num ponto
específico. Uma parte pré-determinada da vascularização da retina é imaginada para simplificar o
processo de captura de informação. Este método de reconhecimento biométrico pode ser revelador
de condições médicas como hipertensão ou diabetes.
2.2.2.5 Reconhecimento da Íris
O reconhecimento da íris é outro sistema de reconhecimento biométrico capaz de reconhecer
positivamente a identidade dos indivíduos sem contato físico [13].A íris é a parte colorida do olho
humano que envolve a pupila e a sua leitura pode ser feita mesmo que hajam lentes de contacto ou
óculos. A forma de funcionamento deste sistema baseia-se num feixe de luz na gama near infrared
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(resolução 320x480 pixéis posicionada a menos de 1 m) enviado através de uma câmara que incide
sobre o olho e regista os contornos e padrões geométricos, criando o padrão biométrico. A leitura
deve ser feita num ambiente bem iluminado. As imagens recolhidas são então segmentadas e
codificadas.
Figura 2.16: Exemplos Irís
O reconhecimento leva geralmente apenas um ou dois segundos para ser concluído. É uma
das técnicas biométricas mais precisas de autenticação de utilizadores. Um exemplo mediático
baseado no reconhecimento de íris são as Indian Technologies, Inc de Moorestown. No entanto
nesta propriedade biométrica existem algumas nuances, tais como qual o olho a usar, os riscos
inerentes à saúde (danificar os olhos ou despoletar epilepsia).
Pode também fornecer informação clínica de diagnóstico (hipertensão, diabetes, gravidez e
uso de substâncias dopantes). É de alta precisão porque a íris é diferente de pessoa para pessoa,
mesmo entre gémeos monozigóticos, e raramente muda (acidentes). Quanto a vulnerabilidades de
segurança, este método é suscetível de ataques simples ou complexos (uso de lentes de contacto).
2.2.2.6 Reconhecimento de Voz
A voz é uma combinação de dados de várias origens, tais como: biométricas, fisiológicas e
comportamentais. As características da voz de um indivíduo são baseados no tamanho e forma
dos apêndices (trato vocal, boca, fossas nasais e lábios) que são usados para a síntese do som.
Estas características fisiológicas da fala humana são invariantes para um indivíduo, mas a parte
comportamental do discurso de uma pessoa muda ao longo do tempo devido à idade, condições
médicas (constipação, tosse), estado emocional, entre outros. A voz também não é muito distinta,
e pode não ser apropriada para a identificação em larga escala [13].
Um sistema de reconhecimento de texto dependente da voz é baseado na emissão de uma frase
fixa pré-determinada, enquanto um sistema de reconhecimento de voz independente de texto re-
conhece a pessoa independente do que ela fala. Um sistema de texto independente é mais difícil
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de conceber que um sistema de texto dependente, mas oferece maior proteção contra a fraude. A
grande desvantagem do reconhecimento de voz é este ser baseado nas características do discurso,
e estas serem sensíveis a uma série de fatores como o ruído de fundo. O reconhecimento de voz
é mais adequado para aplicações baseadas no sinal telefónico, mas o sinal de voz por telefone é
também afetado por uma degradação na qualidade, pelo microfone e/ou pelo canal de comunica-
ção.
A análise de sistemas biométricos baseados em reconhecimento de voz é feita com base na
forma de onda e de pressão do ar quando o indivíduo fala, usando normalmente características
individuais da voz ou algumas palavras padrão. Este parâmetro apresenta uma baixa fiabilidade
causada pela baixa assertividade.
2.2.2.7 Geometria da orelha
A identificação de um indivíduo baseado na geometria da orelha, consiste no uso de uma
câmara digital para a recolha de uma imagem da orelha a uma certa distância e ângulo. Este
método tem como grande vantagem registar à distância particularidades do membro, como lóbulo
e as formações dentro da concha auricular. Além de ser pouco intrusivo ao corpo humano, a
biometria por reconhecimento da geometria de orelha apresenta como outra grande vantagem: a
baixa alteração na dimensão da orelha no decorrer da vida do indivíduo [13].
A geometria da orelha é analisada com base em 2 vetores característicos do mesmo contorno
(Figura 2.17), método que tem uma eficiência de cerca de 90% e é invariante à escala e rotação,
apresenta ainda uma baixa complexidade computacional sendo um método recomendado para
identificação passiva.
Figura 2.17: Análise de geometria da orelha
A distância e o tamanho do indivíduo são condicionantes à suscetibilidade a erros, é um sis-
tema facilmente comprometido por fraude através de um molde de orelha falsa. Esta falta de
segurança poderia ser ultrapassada caso se pudesse adicionar um sistema que monitorizasse o
padrão de circulação sanguínea da orelha.
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2.2.3 Impressão da palma da mão
A palma da mão contêm um padrão de irregularidades (rasgos e vales) que são semelhantes
à impressão digital (Figura 2.18). Também dependem de fatores genéticos e ambientais. Porém,
a área da palma é muito maior, pelo que é esperado que sejam ainda mais distintas do que a
impressão digital. Porém como os digitalizadores da palma necessitam abranger uma área maior,
tem uma dimensão e custo superior que os de impressão digital. Ainda assim, como as palmas têm
características distintas como as linhas principais e as rugas isso permite que a captura seja feita
numa resolução menor o que torna esses sensores mais baratos [13].
Figura 2.18: Exemplo de impressão digital da palma da mão
Este método poderá ter problemas com feridas e cicatrizes, e também é suscetível de fraude
por molde. A análise das características da palma da mão e comparação com os valores presentes
numa base de dados para verificação é computacionalmente pesado.
2.2.4 Padrão vascular da mão
O padrão das veias da mão é uma característica única de cada indivíduo e invariante ao longo
da vida. A digitalização desse padrão pode ser feita através da utilização de luz projetada contra
a mão de modo a criar uma comparação de alto contraste dos padrões de veias nos dedos, ou na
mão (Figura 2.19). A medição das características que estão por baixo da pele faz com que sejam
mais difíceis de observar pelos outros, tornando assim a característica biométrica do padrão das
veias, um método de verificação especialmente seguro [13].
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Figura 2.19: Exemplo do padrão vascular da mão
O dispositivo de digitalização é composto por uma matriz de LEDs e uma câmara CCD, não
pressupondo contacto (Figura 2.20). Trata-se de um parâmetro de alta aceitação, podendo ser
utilizado em sistemas de verificação biométrica múltipla.
Figura 2.20: Digitalização da vasculatura da mão
2.2.5 ADN
O ADN é um composto orgânico, cujas moléculas contêm as instruções genéticas que coorde-
nam o desenvolvimento e funcionamento de todos os seres vivos, transmitindo as características
hereditárias de cada ser vivo. O seu principal papel é armazenar as informações necessárias para a
construção das proteínas e ácido ribonucleico [13]. Trata-se de um código unidimensional único
para indivíduos, exceção feita aos gémeos monozigóticos, em que o ADN é idêntico. Contudo,
este parâmetro biométrico apresenta certas limitações, tais como:
• Contaminação e sensibilidade - com relativa facilidade pode-se furtar um pedaço de ADN
de outra pessoa sem que esta se aperceba;
• Problemas no que diz respeito ao reconhecimento automático em tempo real - a tecno-
logia existente requer o uso de alguns produtos químicos, bem como competências de um
perito, não estando orientada para o reconhecimento não invasivo em tempo real;
• Problemas de privacidade - a informação acerca da suscetibilidade da pessoa ter uma
doença, pode ser obtida através do padrão de ADN e, essa é uma preocupação pois a infor-
mação do código genético pode ser usada com o intuito discriminatório, como por exemplo,
em práticas de contratação.
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2.2.6 Reconhecimento de escrita
A forma como um indivíduo assina o seu nome é conhecido por ser uma característica relati-
vamente única. Embora nas assinaturas seja necessário o contacto com o instrumento de escrita
e um esforço por parte do utilizador, existem soluções com auxílio de esferográficas digitais que
digitalizam a assinatura, ou escrita do sujeito. As assinaturas são um comportamento biométrico
que muda ao longo de um período de tempo e são influenciados pelas condições físicas e emo-
cionais dos signatários. As assinaturas de algumas pessoas variam substancialmente: até mesmo
as impressões sucessivas de sua assinatura são significativamente diferentes. Estes métodos são
permissivos à reprodução de assinaturas, o que consequentemente comprometeria o sistema [13].
2.2.7 Reconhecimento do padrão de teclar
Cada utilizador tem um perfil de interagir com um ecrã táctil. Essa característica pode ser
entendida como um comportamento biométrico, contudo não deverá ser único para cada indivíduo,
mas oferece informações discriminatórias suficientes para permitir a verificação de identidade. A
dinâmica de digitação é um comportamento biométrico, podendo-se esperar grandes variações
em padrões típicos (velocidade, pressão e latência) de digitação (Figura 2.21). Além disso, esta
verificação poderia ser facilmente feita, de uma forma discreta quando alguém digita informações
via teclado digital. Contudo é um método de fraca assertividade [13].
Figura 2.21: Exemplo de proteção por padrão de teclar em dispositivo móvel
2.2.8 Reconhecimento de equilíbrio
Trata-se uma forma peculiar de reconhecimento, pois é um dado biométrico complexo tanto
no espaço, como no tempo, consiste em analisar a locomoção humana, que pode ser feita através
de imagens vídeo (com recurso a câmara) ou por sensores, como acelerómetros e giroscópios que
registam a velocidade e ângulos do movimento. O andar pode não ser notoriamente diferente,
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no entanto é diferente o suficiente para que seja discriminante num sistema que necessite uma
segurança pouco complexa (menos confiável e possivelmente com mais falhas). Contudo, se a
captura do andar for feita através da recolha de um vídeo, para captar diversos movimentos de
cada articulação, irá tornar o sistema computacionalmente complexo [13]. Há ainda a salientar
que a forma de andar é temporalmente variável, depende de fatores externos, como o piso e estado
de saúde do indivíduo e qualquer que seja a escolha para recolha de dados, a análise dos mesmos
será sempre complexa.
2.2.9 Reconhecimento de gestos
O reconhecimento de gestos é realizado utilizando uma câmara de vídeo e técnicas da área de
visão computacional na qual se utiliza um conjunto de técnicas de processamento de imagens e de
análise de séries temporais para fazer com que o dispositivo com poder de processamento identifi-
que o gesto capturado [13]. Apesar de ser possível o reconhecimento de gestos envolvendo mãos,
braços, corpo ou cabeça, são mais comuns a deteção de gestos e padrões das mãos (Figura 2.22).
Estes gestos podem ser estáticos (imagens captadas) ou dinâmicos (movimentos pré-definidos).
Figura 2.22: Exemplos de gestos passíveis de ser reconhecidos
Os padrões gestuais servem como uma chave gestual (token) para confirmar a identidade de
uma pessoa. Cada sujeito será relacionado com um determinado padrão gestual, que irá servir
como uma forma de poder aumentar a precisão e confiabilidade de outro sistema de reconheci-
mento biométrico. Tratando-se de um método de fácil aceitação por parte do público, o mesmo
requer um sistema de suporte com alguma complexidade para análise e processamento de imagens
com recurso a inteligência artificial, no entanto usando apenas reconhecimento gestual não garante
só por si a identificação univocamente um indivíduo.
2.2.10 Reconhecimento de batimento cardíaco
O electrocardiograma (ECG) é o registo do sinal elétrico produzido pelo coração durante a
sua atividade (Figura 2.23). Cada pessoa apresenta um sinal ECG distinto, que pode servir como
característica biométrica. Existem fortes evidências de que este sinal é suficientemente discri-
minativo para identificar um indivíduo num vasto grupo populacional. A própria medição deste
sinal possui inerentemente a verificação de que a pessoa está viva. Outras informações podem ser
obtidas deste sinal, tais como, diferentes estados de emoção ou stress [11].
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Figura 2.23: Exemplo de um sinal ECG
Na área do reconhecimento biométrico, o sinal ECG pode ser classificado de acordo com a
abordagem seguida, em fiducial ou não-fiducial. Na abordagem fiducial usam-se pontos de refe-
rência a partir dos quais se mede o tempo ou a diferença de amplitude entre esses pontos para a
criação de um modelo (template). Por outro lado, a abordagem não-fiducial trata o sinal ECG ou
os vários segmentos do batimento cardíaco como um todo, obtendo características de base esta-
tística relativas à morfologia geral do sinal. Ambas as abordagens têm vantagens e desvantagens.
Enquanto que o risco da abordagem fiducial é a perda de informação escondida por de trás da
morfologia da biometria, na abordagem não-fiducial lida-se com uma grande quantidade de in-
formação redundante que precisa de ser eliminada. O desafio está em remover essa informação
de forma a minimizar a variação entre amostras do mesmo sujeito e maximizar a variação entre
sujeitos diferentes.
Uma das características fundamentais dos sistemas biométricos é a capacidade de não intrusão
na aquisição dos sinais biométricos. Os sistemas biométricos baseados no sinal ECG tendem cada
vez mais a seguir este objetivo, diminuindo o número de elétrodos utilizados e até mesmo o local
onde estes são aplicados (junto ao peito, mãos, etc.).
As grandes condicionantes deste método são a necessidade de utilizar um sensor no corpo e
numa posição específica, existência de alguma complexidade na análise dos dados recolhidos e a
possibilidade do sinal poder variar com o tempo e com condições clínicas.
2.2.11 Odor
Cada indivíduo emana um odor que é característico da sua composição química e isso poderia
ser utilizado para o identificar. Uma lufada de ar em torno de um indivíduo é soprado através de
uma variedade de sensores químicos, cada um sensível a um determinado grupo (aromático) de
compostos. Um componente do odor emitido pelo corpo de um ser humano é distinto de indivíduo
para indivíduo.
Não está claro se a invariância no odor do corpo poderia ser detectada, apesar da existência de
desodorizantes de cheiros, e da variância da composição química do meio ambiente [13].
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Os químicos presentes no odor são conhecidos como compostos orgânicos voláteis e são obti-
dos através de sensores de forma não invasiva em regiões do corpo humano como a palma da mão,
sendo depois transformados em templates, cada um desses templates corresponde a um único
cheiro humano virtual. Este método tem como limitações o facto dos sensores estarem limitados
a recolher uma pequena gama de odores, hábitos dos indivíduos como o uso de desodorizantes
afetam o odor natural, a análise dos templates é complexa e computacionalmente exigente e pode
vir a demonstrar informação sensível sobre o indivíduo, como o uso de substâncias proibidas.
2.2.12 Padrão termográfico da face
O padrão de energia irradiada pela superfície da pele do corpo humano é uma das caracte-
rísticas de um indivíduo que pode ser captada e registada por uma câmara de infravermelhos de
uma forma discreta, muito parecida com uma foto normal (no espectro visível). Deste modo, esta
tecnologia poderia ser usada sem que o alvo de reconhecimento tivesse conhecimento do fato.
Um sistema baseado num termograma não requer contacto e é não-invasivo, mas a aquisição das
imagens é um desafio em ambientes não controlados, onde pode haver reflexão e interferências
térmicas que condicionariam a medição das temperaturas superficiais. Um sistema de avaliação
térmica da face permitia identificar o padrão microvascular da mesma (Figura 2.24) , sendo este
único para cada indivíduo. Este método tem como grande inconveniente o custo do equipamento
necessário e a complexidade no processamento das imagens recolhidas, mas seria um bom método
complementar ao reconhecimento facial em imagem digital pois permitia atestar que é uma pessoa
que está presente e não uma foto ou máscara, evitando fraudes [13].
Figura 2.24: Exemplo de uma imagem térmica da face
2.2.13 Padrão termográfico do dorso da mão
À semelhança do método anterior, cada indivíduo tem um padrão único de vascularização da
mão, fator que influencia a microcirculação cutânea da mão que é passível de ser registada com
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recurso a termografia (Figura 2.25) [13].
Contudo as condicionantes são as mesmas, o custo do equipamento, a complexidade da análise
das imagens e a necessidade de ambiente de captura controlado (temperatura ambiente, umidade
relativa e fluxo de ar). Seria um ótimo método complementar de biometria para situações onde a
exigência de segurança seja crítica.
Figura 2.25: Exemplo de uma imagem térmica do dorso das mãos
2.2.14 Desempenho das técnicas de biometria
Devido às várias posições sobre o sensor de aquisição, condições de imagem imperfeitas, mu-
danças ambientais, deformações, ruído e má interação do utilizador com o sensor, os sistemas
biométricos não conseguem ter dois padrões da mesma propriedade biométrica, adquiridos em di-
ferentes sessões, exatamente colineares. Por esta razão, a resposta dos sistemas de reconhecimento
é normalmente um resultado s, que é avaliado com os dados guardados numa base de dados. Uma
pontuação de semelhança é comparada com um limiar t e caso seja maior ou igual as amostras
comparadas pertencem à mesma pessoa. Caso s seja menor que t trata-se de um impostor 2.26.
Figura 2.26: Taxas de erro em Sistemas Biométricos
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As seguintes regras de desempenho são utilizadas para medir esses erros [13]:
• Falsos Positivos(FMR - False match rate) - mede a percentagem de entradas inválidas que
incorretamente correspondem ao padrão.
• Falsos negativos (FNMR - False non-match rate) - mede a percentagem de entradas válidas
que são incorretamente rejeitadas.
As funções básicas do limiar são o FNMR e FMR. Quando o arquitecto do sistema torna o sistema
mais tolerante às entradas, o valor de t diminui, o que aumenta o FMR. Quando torna o sistema
mais seguro, então o valor de t aumenta. FMR e FNMR são juntos numa curva característica de
operação do receptor (ROC- receiver operating characteristic) que traça o FMR contra FNMR (ou
1-FNMR) em diferentes limiares 2.27
Figura 2.27: Receiver operating characteristic (ROC)
2.2.14.1 Técnicas Individuais
Considerando uma técnica de biometria como única forma de autenticação, estas têm as se-
guintes limitações [21]:
• O ruído nos dados adquiridos: por exemplo uma impressão digital com uma cicatriz.
Dados com ruído podem também resultar da acumulação de sujidade num sensor ou das
condições ambientais.
• Variações internas: estas variações são normalmente causadas por um utilizador que está
a interagir com o sensor (por exemplo, postura facial incorreta).
• Distinção: num sistema que compreende um grande número de utilizadores, pode haver
semelhanças (sobreposição) nos vetores de característica de múltiplos utilizadores.
• Não universal: o sistema biométrico pode não ser capaz de realizar a aquisição de dados
biométricos significativos num subconjunto de utilizadores.
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Figura 2.28: Técnicas de biometria e o seu desempenho em cada requisito [1]
2.2.14.2 Técnicas Multimodulares
O próprio nome indica uma fusão de diferentes tipos de informações (por exemplo: impres-
sões digitais e face da mesma pessoa, ou impressões digitais de dois dedos diferentes) [22]. Estas
técnicas multimodulares foram feitas para combater alguns dos problemas das técnicas individu-
ais [23] [21]:
• Não-universalidade ou uma insuficiente cobertura populacional.
• Torna-se cada vez mais difícil para um impostor para falsificar múltiplas características
biométricas de uma pessoa.
• Sistemas multimodulares tratam eficazmente o problema dos dados ruidosos (doença que
afeta a voz, cicatriz numa impressão digital).
34 Estado da Arte
Sistemas multimodulares podem oferecer uma melhoria substancial na correspondência e pre-
cisão de um sistema biométrico, dependendo da informação que está a ser combinada e a metodo-
logia usada [24].
2.3 Métodos alternativos de identificação em dispositivos móveis
2.3.1 QR-Code
O termo "QR-Code"é uma abreviação para "Quick Response Code", e consiste num tipo de
código de barras, mais complexo que os típicos que se veem normalmente nos artigos de loja.
Os códigos de barras padrão são usados para controlo de inventário, facilitando a tarefa de con-
trolar o inventário que é vendido ou retornado. Um QR-Code é geralmente usado para fins mais
tecnológicos, pois podem armazenar muita mais informação que um código de barras padrão e
podem também armazenar praticamente todo o tipo de informações. Normalmente usam símbolos
alfabéticos, numéricos ou mesmo Kanjii [25].
O QR-Code é um código de barras bidimensional, Figura 2.29, que pode ser facilmente digi-
talizado usando a câmara de um dispositivo móvel [26]. Esse código é convertido em texto, um
endereço URI, um número de telefone, uma localização geográfica, um e-mail, um contato ou um
SMS.
Figura 2.29: Exemplo QR-Code
O padrão visual de um QR-Code é preto e branco, com um padrão disposto num formato
quadrado. Este é o aspecto mais básico, embora recentemente estejam a ganhar popularidade QR-
Codes personalizados. Tornando-se cada vez mais comum o uso de um logotipo de uma marca ou
cores brilhantes para ajudar a agarrar a atenção e atrair potenciais clientes para digitalizar o código
e receber mais informações.
2.3.2 Passado, Presente
Os QR-Codes são um conceito relativamente novo no mundo da tecnologia, foram original-
mente desenhados pela Toyota Motor Corporation em 1994 [27] para rapidamente identificar as
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partes do veículo durante o processo de montagem, de forma a garantir que todas estavam nos sí-
tios corretos. Começaram portanto a ser usadas no Japão mas rapidamente ganharam popularidade
pelo mundo. Expandiram-se naturalmente para fora da indústria automóvel devido à rapidez, ca-
pacidade de armazenar informação e pela facilidade de acesso à mesma. Como referido, qualquer
smartphone pode ser preparado como um leitor de QR-Codes, bastando fazer download de uma
das muitas aplicações disponíveis. Podem ser colocados em qualquer sítio, t-shirts por exemplo,
bastando tirar uma foto e instantaneamente a informação ligada ao QR-Code é apresentada no
ecrã.
2.3.2.1 Padrões
O padrão japonês para um QR-Code, JIS X 0510, foi lançado em janeiro de 1999 e corresponde
ao padrão internacional ISO/IEC 18004, tendo sido aprovado em junho de 2000.
Segundo o site da Denso-Wave, o "QR-Code é aberto para uso e sua patente, pela Denso-Wave,
não é praticada".
Existem diversos padrões de codificação QR [25]:
• Janeiro de 1999 — JIS X 0510
• Junho de 2000 — ISO/IEC 18004:2000 [28] (presentemente retirado) Define símbolos QR-
Code Model 1 e QR-Code Model 2.
• 1 de setembro de 2006 — ISO/IEC 18004:2006 [26] (Define QR-Code 2005 symbols, uma
extenão do QR-Code Model 2. Não especifica como ler QR-Code Model 1 symbols, ou
requer o mesmo para aderência ao padrão.)
O projeto de código aberto "ZXing"mantém uma lista de tipo de QR-Code [29]
2.3.2.2 Capacidade de armazenamento
Quanto à capacidade de armazenamento num QR-Code [30], este indica o tipo de conteúdo
que foi armazenado, por exemplo, apenas um número, ou um conjunto de caracteres. Para tal, o
padrão estabelece diferentes modos de entrada no armazenamento.
Possíveis caracteres conforme modo (e respectiva taxa de ocupação):
• Somente numérico (3 13 bits/char): 0, 1, 2, 3, 4, 5, 6, 7, 8, 9
• Alfanumérico (5 12 bits/char): 0–9, A–Z (maiúsculas apenas), espaço, $, %, *, +, -, ., /, :
• Binário (8 bits/char): padrão ISO 8859-1
• Kanji/kana (13 bits/char): padrão Shift JIS X 0208
A "capacidade em número de caracteres"depende das capacidades da versão ("resolução"em nú-
mero de módulos), do modo (tipo de caractere), e do nível de correção de erro.
Capacidade da versão 1 (imagem com 21x21 módulos):
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• Numérica - máx. 41 caracteres no nível L, 17 no nível H
• Alfanumérica - máx. 25 caracteres no nível L, 10 no nível H
• Binário (8 bits) - máx. 17 bytes no nivel L, 7 no nivel H
• Kanji/Kana - máx. 10 caracteres no nivel L, 4 no nivel H
Capacidade máxima, versão 40 nível L (imagem com 177x177 módulos) :
• Numérica - máx. 7089 caracteres
• Alfanumérica - máx. 4296 caracteres
• Binário (8 bits) - máx. 2953 bytes
• Kanji/Kana - máx. 1817 caracteres
De forma a ser possível interpretar o código e efetuar correções, assim como verificar a posição
do mesmo, é utilizada a análise apresentada pela Figura 2.30.
Figura 2.30: Interpretação de um QR-Code
2.3.3 RFID
A Identificação por radiofrequência, ou RFID, é um método de identificação automática atra-
vés de sinais de rádio, recuperando e armazenando dados remotamente através de dispositivos
denominados etiquetas RFID [31].
De acordo com Roy Want em [31] , “Radio Frequency IdentificationTechnology (RFID) pas-
sou da obscuridade para as principais aplicaçõe atuais que ajudam a manter o inventário de pro-
dutos manufaturados e materiais". O código de barras continua a ser a tecnologia dominante nas
indústrias de cadeias de abastecimento e nos departamentos de lojas, no entanto o RFID está a
substituir a tecnologia do código de barras e possui a grande vantagem de não ter problemas de
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leitura a certas distâncias. Baseia-se numa premissa de níveis reduzidos de trabalho, maior visibi-
lidade e melhor gerenciamento de inventário. As etiquetas RFID têm uma capacidade de memória
de 16 - 64 Kbytes, que é muito mais do que os códigos de barras (1 - 100 bytes) [32] e pode
armazenar dados adicionais, como o nome do fabricante e as especificações do produto.
As primeiras utilizações da tecnologia RFID foram durante a Segunda Guerra Mundial, quando
o exército britânico a usou para identificar os aviões, "amigos ou inimigos". Alguns problemas
técnicos resultaram no abate de aviões aliados, e desde então o uso da tecnologia RFID foi limi-
tado. Novos avanços na ciência e na tecnologia têm permitido o uso em aplicações comerciais.
As grandes instituições, como o Departamento de Defesa dos EUA, desde que implementaram o
RFID permitiram que se espalhasse para outras organizações e indústrias [31]. A Walmart tem
sido um dos líderes na adoção em larga escala da tecnologia RFID [31] [33].
Os problemas de segurança ainda prevalecem sobre a tecnologia RFID, existe o medo que
as pessoas possam facilmente construir leitores de RFID com custos mais baixos e que possam
ler dados de um chip RFID sem conhecimento e talvez até mesmo alterar dados. Por exemplo,
alguém poderia usar o leitor RFID num produto barato e fazer o upload dos dados para um chip
que está num produto caro, ficando assim o último por um preço menor. Outro exemplo é sobre a
recuperação dos dados RFID num dispositivo móvel habilitado.
Os padrões NFC - Near Field Communication (tipo de RFID) inovaram o processo de des-
coberta, passando endereços de controlo de acesso ao meio sem fio e chaves de criptografia de
canal entre rádios através do canal de uma união de campo-próximo, que, quando limitado a 20
cm, permite que os utilizadores reforcem a sua própria segurança física usando troca de chaves de
criptografia. O padrão NFC, que opera na banda dos 125 kHz) é compatível com a etiqueta RFID
ISO 15693 que opera na banda de 13.56 MHz [28].
Figura 2.31: Exemplo RFID
As vantagens da tecnologia RFID podem ser explicadas resumidamente como se segue:
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• Um leitor pode ler e gravar dados em tags RFID sem contato direto e sem uma linha de
visão livre.
• Os dados das várias tags RFID são acessados através de ondas de rádio.
• Sem custos de manutenção, o RFID pode trabalhar sob diferentes ambientes e pode ser
utilizada de forma eficaz durante mais 10 anos.
• Lê e escreve rápido, alguns milissegundos.
• As etiquetas RFID modernas são feitas com boas capacidades que variam de 16 - 64 Kbytes,
que é muitas vezes superior a um código de barras típico.
• Etiquetas RFID podem funcionar com GPRS e usadas para rastreamento.
• As etiquetas RFID também podem ser integradas com outras tecnologias. Por exemplo, é
usada com redes de sensores sem fio para uma melhor conectividade.
2.3.4 Smart Cards
Um cartão de chip também conhecido como smart card é um cartão que geralmente assemelha-
se em forma e tamanho a um cartão de crédito convencional de plástico com um chip dourado de
aproximadamente 1,27 cm embutido que possui capacidade de armazenamento de dados, Figura
2.32.
Figura 2.32: Exemplo de um Smart Card de contato
Os smart cards podem fornecer a documentação de identificação, autenticação, armazena-
mento de dados e processamento de aplicações [34]. Podem fornecer autenticações fortes para
sistemas de segurança que utilizam single sign-on (SSO) [35] dentro de grandes organizações.
Os smart cards de contacto têm uma área de contacto de aproximadamente 1 centímetro qua-
drado, que possui várias almofadas de contacto banhadas a ouro. Estas almofadas proporcionam
ligações eléctricas quando inserido num leitor, e que são utilizadas como um meio de comunicação
entre o cartão e por exemplo um computador ou um dispositivo móvel. Estes cartões não possuem
baterias, a alimentação é fornecida pelo leitor de cartão.
As normas ISO/IEC 7816 e ISO/IEC 7810 definem, para esta categoria de smart cards, os
seguintes requisitos:
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• O formato físico;
• A posição e o formato dos conectores elétricos;
• As características elétricas;
• Os protocolos de comunicação;
• O formato dos comandos enviados ao cartão e as respostas retornadas por ele;
• A robustez do cartão;
• A funcionalidade;
Um segundo tipo de cartão é o smart card sem contato, Figura 2.33. Este comunica e é alimentado
pelo leitor através da tecnologia de indução RF (com taxas de dados de 106-848 kbit/s). Estes
cartões exigem apenas uma certa proximidade com uma antena para conseguir comunicar. Como
os smart cards com contactos, não possuem uma fonte de alimentação interna. Em vez disso, eles
capturam uma parte do sinal de rádio frequência incidente e usa-o para alimentar o cartão.
Figura 2.33: Exemplo de Smart Card sem contacto
O cartão sem contato mais utilizado hoje em dia é o MIFARE nas suas diversas especificações,
baseado em vários níveis da ISO / IEC 14443 dependendo da sua finalidade, sendo os modelos
existentes os seguintes [36]:
• Cartão MIFARE ISO 14443-A com chip EEPROM 1K de memória;
• Cartão MIFARE ISO 14443-A com chip EEPROM 4K de memória, usado em grandes ope-
rações;
• Cartão MIFARE DESFIRE ISO 14443-A com chip EEPROM 4K de memória, usado em
grandes operações;
• Cartão MIFARE ISO 14443-A com chip Ultralight de 512 bites, usado para pequenas tran-
sações;
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2.4 Bibliotecas de Suporte a processamento de imagens para An-
droid
2.4.1 OpenCV
A Computer Vision Open Library (OpenCV) [20] é uma biblioteca originalmente criada no
ano 1999, em laboratórios de pesquisa da Intel e foi escrito em C. Desde essa época, ele mudou
de distribuidor várias vezes, tornou-se open source e chegou agora à terceira versão, sob a licença
BSD e agora apoiado pela Willow Garage e Itseez [37]. É uma biblioteca de programação com
funções de visão computacional em tempo real.
Esta biblioteca não está disponível apenas para os três principais sistemas operativos mais
comuns (Windows R©, Linux e Mac OS R©), mas também para sistemas operacionais de dispositivos
móveis como o Android R© e iOS R©. No presente o núcleo da biblioteca é escrito em C ++ com
a interface pública em Python e um número de wrappers (invólucros) para outras linguagens de
programação.
O OpenCV para Android R© é composto por 10 módulos:
• Android: contém utilitários para a interação entre a plataforma Android R© e estrutura do
OpenCV. Possui as funções necessárias para a conversão entre o tipo de variável OpenCV
Mat e Bitmap, o formato de imagem utilizado no Android R©;
• Camera Calibration and 3D Reconstruction: contém as classes relacionadas com a cali-
bração da câmara para corrigir os principais desvios do modelo pinhole simples que o uso
de lentes impõe. Ele também compreende as funções relativas à reconstrução 3D;
• Core: abrange as funcionalidades fundamentais da estrutura do OpenCV, tais como as es-
truturas básicas, como o Mat e o tipo Point;
• 2D features: cobre as classes e métodos relacionados com extratores descritor e correspon-
dências e possui o detetor de ponto, incluindo algoritmos como SIFT ou SURF;
• High-level GUI: é o módulo que permite a interação entre OpenCV e o sistema operativo,
o sistema de ficheiros e hardware como câmaras. Ele fornece uma interface para ler e
gravar imagens de/para o disco ou memória e ler o vídeo de uma câmara ou gravá-lo em um
ficheiro;
• Image processing: fornece os algoritmos fundamentais em visão computacional, desde
filtragem de imagem, transformação de imagens geométricas, o cálculo e equalização do
histograma, análise estrutural e descritores de forma e de detecção de características, como
o algoritmo de extração de contornos de Canny. Também permite o cálculo de momentos
de imagens;
• Machine Learning: a visão computacional e a aprendizagem de máquina são muitas vezes
relacionadas, o OpenCV oferece um módulo de aprendizagem de máquina de propósito
geral. Este módulo é focado no reconhecimento de padrões estatísticos e clustering;
2.4 Bibliotecas de Suporte a processamento de imagens para Android 41
• Utilities: fornece conversores para os diferentes tipos de variáveis e estruturas de dados;
• Vídeo: oferece um conjunto de algoritmos que proporciona métodos para a estimativa de
movimento e controle de vídeo, por exemplo, por rastreamento de pontos-chave visualmente
significativos. O OpenCV fornece dois métodos para a estimativa de movimento: o Lucas-
Kanade e as técnicas de Horn-Schunck muitas vezes referido como fluxo óptico espaçado
ou denso, respetivamente.
Para um sistema de reconhecimento biométrico, os módulos recomendados são: Core, Android,
High-level GUI, Image Processing e Utilities.
2.4.2 JavaCV
JavaCV é um wrapper para a linguagem Java [38]. Assim, quando se executa um programa
com JavaCV, na maioria dos casos vamos usar OpenCV também, basta chamá-la através de outra
interface.
Mas a biblioteca JavaCV fornece mais do que apenas um invólucro em torno da OpenCV. Na
realidade empacota várias bibliotecas de processamento de imagem, incluindo FFmpeg, OpenKi-
nect entre outros (em C++ pode-se igualmente ligar essas bibliotecas) e fornece classes de utilitá-
rios para tornar as funcionalidade mais fáceis de usar na plataforma Java, incluindo Android.
Além disso também vem com uma aceleração de hardware para exibição de imagem em
fullscreen (CanvasFrame e GLCanvasFrame), métodos de fácil utilização para executar código
em paralelo em múltiplos núcleos (Parallel), calibração geométrica e de cor user-friendly para
câmeras e projetores (GeometricCalibrator, ProCamGeometricCalibrator , ProCamColorCalibra-
tor), detecção e correspondência de pontos característicos (ObjectFinder), um conjunto de classes
que implementam o alinhamento direto de imagem para sistemas de projetor-câmera (principal-
mente GNImageAligner, ProjectiveTransformer, ProjectiveColorTransformer, ProCamTransfor-
mer, e ReflectanceInitializer), um pacote de análise de blob (BLOBs), bem como funcionalidades
diversas na classe JavaCV. Algumas destas classes também têm um OpenCL e OpenGL, os seus
nomes terminam com CL ou começam com GL, como: JavaCVCL, GLCanvasFrame, etc.
2.4.3 Zxing
O ZXing (“Zebra Crossing”), é um software open-source [29] que implementa em Java uma
biblioteca de processamento de código de barras em vários formatos 1D/2D, incluindo o QR-
Code, com funcionalidades para outras linguagens de programação [39]. O foco é sobre como
usar a câmara embutida nos dispositivos para ler e descodificar códigos de barras no aparelho, sem
ser necessário comunicar com um servidor. No entanto, o projeto pode ser usado para codificar e
descodificar códigos de barras em dispositivos móveis, computadores desktops e servidores.
Esta biblioteca oferece suporte para sistema operativo Android R©.
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2.5 HTTP e conceito Restful
Hypertext Transfer Protocol (HTTP) é o protocolo principal de comunicação utilizado na web.
É usado todas as vezes que se transfere um documento ou se faz um pedido. Porém o HTTP é
surpreendentemente desconhecido entre muito programadores web.
Existe um conjunto de princípios de design, conhecidos como REST [40], baseados em HTTP
e permitem alcançar o seu poder máximo com a criação de interfaces, que podem ser utilizadas a
partir de praticamente qualquer dispositivo ou sistema operacional.
2.5.1 Porquê um Serviço REST ("REpresentational State Transfer")?
REST é uma forma simples de organizar as interações entre dois sistemas independentes. Tem-
se tornado cada vez mais popular desde 2005 e serve de inspiração aos modelos de serviços como
a API da Twitter.
Isto deve-se ao facto que um serviço REST permite interagir, com sobrecarga mínima, com
clientes tão diversos como dispositivos móveis e outros websites. Teoricamente, REST não está
ligado à web, mas é quase sempre implementado como tal e foi inspirado por HTTP. Como resul-
tado, REST pode ser utilizado sempre que o HTTP é invocado.
A alternativa é a construção de convenções relativamente complexas por cima do HTTP. O que
muitas vezes se torna em linguagens baseadas em XML totalmente novas, o exemplo mais ilustre
é o SOAP. Tem que se aprender um novo conjunto de convenções e nunca se usa o HTTP nas suas
máximas funcionalidades. Como o REST foi inspirado em HTTP e foca-se nos pontos fortes, é a
melhor maneira de aprender como funciona HTTP.
De seguida serão examinados cada um dos blocos de construção HTTP: URLs, métodos HTTP
e códigos de resposta, todos usados de uma maneira RESTful.
2.5.2 HTTP
HTTP é o protocolo que permite o envio de documentos pela web. Um protocolo é um con-
junto de regras que determina que mensagens podem ser trocadas e que mensagens são respostas
adequadas para os outros. Outro protocolo comum é POP3, usado para obter o e-mail no disco
rígido.
Em HTTP existem dois personagens diferentes: o servidor e o cliente. Em geral, o cliente
inicia sempre a comunicação e o servidor responde. HTTP é baseado em texto, as mensagens são
essencialmente bits de texto, embora o corpo da mensagem possa conter também outros meios de
comunicação. Mas o uso de texto torna mais fácil a monotorização numa troca HTTP.
As mensagens HTTP são constituídas por um cabeçalho e um corpo. O corpo pode usualmente
permanecer vazio, mas pode conter os dados que se querem transmitir através da rede e que serão
usados de acordo com as instruções presentes no cabeçalho. O cabeçalho contém metadata, como
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codificação de informações, mas caso seja feito um pedido contém também métodos HTTP im-
portantes. Num estilo REST descobre-se facilmente que o cabeçalho normalmente possui dados
mais importantes que o corpo.
2.5.3 URL
URL é a forma de identificar os endereços a que se quer aceder. Cada URL identifica um
recurso, e é exatamente assim que os URL são atribuídos ás paginas web, de facto uma página
web é um tipo de recurso.
Não se deve usar um URL para descrever uma ação, por exemplo adicionar alguma coisa.
Este é um ponto bastante fundamental na distinção de sistemas RESTful e não-RESTful. Isso
é feito através dos métodos HTTP.
Os URL devem ser muito precisos de acordo com a necessidade, tudo o que seja necessário
para identificar exclusivamente um recurso deve ser explícito no URL. Não se deve precisar de
incluir dados de identificação do recurso no pedido. Assim os URL funcionam como um mapa
completo de todos os dados que uma aplicação manipula.
2.5.4 Métodos HTTP
Cada pedido especifica um determinado método HTTP no cabeçalho do pedido. Esta é a
primeira palavra com letras maiúsculas no cabeçalho do pedido. Por exemplo,
GET / HTTP / 1.1 significa que o método GET é usado, enquanto
DELETE/ clientes / ana HTTP / 1.1 significa que o método delete é usado.
O pedido pode conter opcionalmente informação adicional no corpo, necessária para executar
a operação, por exemplo, alguns dados que se desejam armazenar.
Normalmente está-se familiarizado com dois dos mais importantes métodos HTTP: GET e
POST. Mas há muito mais métodos HTTP disponíveis. Os mais importantes para a construção de
uma API RESTful são: GET, POST, PUT, PATCH e DELETE (a fonte oficial é IETF [41]).
2.5.4.1 GET
Trata-se do método HTTP mais simples, usado pelo browser sempre que se carrega num link
ou se acede a um URL através da barra de endereços. Dá instruções ao servidor para transmitir os
dados identificados pelo URL para o cliente. Um pedido GET é apenas de leitura, mas uma vez
que o cliente recebe os dados, é livre de fazer operações no seu lado. Os dados nunca devem ser
modificados no lado do servidor como resultado de um pedido GET.
2.5.4.2 POST
Este método é usado quando se deseja enviar dados para o servidor, o processamento que
acontece no lado do servidor é repetido, sempre que se repete o pedido POST (trata-se de um
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método não idempotente, descrição em seguida). Um pedido POST deve processar o corpo do
pedido como um subordinado do URL.
Em palavras simples:
POST / clientes /
não deve fazer com que o recurso clientes , em si seja modificado, mas sim um recurso cujo
URL começa com /clientes/. Por exemplo, pode acrescentar um novo cliente para a lista, com um
ID gerado pelo servidor.
/ clientes / some-unique-id
Muitas vezes os pedidos POST são usados para desencadear as operações no servidor que não
se encaixam no paradigma Create/Update/Delete, mas isto no entanto, está fora do âmbito REST.
2.5.4.3 PUT
Este método é usado quando se deseja adicionar ou atualizar um recurso identificado pelo
URL, por exemplo:
PUT /clients/joao
pode criar um cliente chamado João no servidor. REST é agnóstico em relação ao back-end.
Não há nada no pedido que informe o servidor sobre como os dados devem ser criados, apenas que
devem. Isso permite trocar facilmente a tecnologia back-end em caso de necessidade. Os pedidos
PUT contém no corpo do pedido os dados para atualizar ou criar o recurso.
2.5.4.4 DELETE
Este método realiza o contrário do PUT, deve ser usado quando se pretende apagar um recurso
identificado pelo URL.
DELETE /clients/joao
vai apagar todos os dados associados ao recurso.
2.5.5 Classificação dos Métodos HTTP
2.5.5.1 Métodos seguros e inseguros
Métodos seguros são aqueles que nunca modificam recursos. O único método seguro dos
listados é o GET. Os outros não são seguros, uma vez que podem resultar em modificações dos
recursos.
2.5.5.2 Métodos idempotentes
Estes métodos permitem alcançar o mesmo resultado, não importa quantas vezes se repetem.
O único método não idempotente é o POST.
Destacam-se os seguintes: GET, PUT e DELETE. PUT e DELETE serem considerados idem-
potentes pode parecer surpreendente, mas na verdade é bastante fácil de explicar: repetindo um
método PUT com exatamente o mesmo corpo, deve modificar um recurso da mesma forma que o
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pedido PUT anterior, ou seja nada vai mudar. Da mesma forma, não faz sentido excluir um recurso
duas vezes. Não importa quantas vezes um pedido PUT ou DELETE é repetido, o resultado deve
ser o mesmo que se tivesse sido feito apenas uma vez.
2.5.6 Representações
O pedido e a resposta contém uma representação do recurso, por representação entenda-se
informação num certo formato sobre o estado do recurso ou como esse estado deve ser no futuro.
Tanto o corpo como o cabeçalho são partes da representação.
Os cabeçalhos HTTP, que contêm metadata, são rigorosamente definidos pelas especificações
HTTP, podem apenas conter texto simples e devem ser formatados de uma certa maneira.
O corpo pode conter dados em todo o tipo de formatos, e é neste aspeto onde todo o poder do
HTTP é demonstrado. Sabe-se que se pode enviar texto simples, fotografias, HTML e XML.
Através da metadata do pedido ou por diferentes URLs, pode-se escolher entre diferentes
representações para o mesmo recurso. Por exemplo pode-se mandar uma página web para um
browser e objetos JSON para uma aplicação.
A resposta HTTP deve especificar o formato do corpo, isto é feito no cabeçalho no campo
Content-Type, por exemplo:
Content/Type: application/json
2.5.7 Códigos de Resposta
Os cabeçalhos devem ser a primeira coisa na resposta, não se deve imprimir mais nada en-
quanto houver cabeçalhos para se processar. Às vezes, o servidor HTTP pode ser configurado
para adicionar outros cabeçalhos, além daqueles especificados no código.
Os cabeçalhos contêm todo o tipo de informação meta, por exemplo, a codificação do texto
usado na mensagem do corpo ou o tipo de MIME do conteúdo do corpo. Os códigos de resposta
HTTP uniformizam uma maneira de informar o cliente sobre os resultados do pedido. Por defeito o
servidor retorna um código de resposta 200, que significa que a resposta ao pedido é bem sucedida.
O servidor deve retornar o código de resposta mais apropriado, desta maneira o cliente pode
tentar reparar os seus erros, assumindo que existem. Normalmente a maior parte das pessoas
está familiarizado com o código de resposta "404 Not Found", mas existem muitos mais para
corresponder a uma larga quantidade de situações.
O código de resposta não é muito preciso, isto resulta como consequência do próprio HTTP
ser bastante genérico. Deve-se usar o código de resposta que mais se assemelha à situação em
mão.
Aqui estão alguns códigos de resposta HTTP, que são muitas vezes utilizados com REST:
• 200 OK - Indica que o pedido foi bem sucedido.
• 201 Created - Indica que o pedido foi bem sucedido e o recurso criado. É usado para
confirmar o sucesso num pedido PUT ou POST.
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• 400 Bad Request - Indica que o pedido foi mal formado. Acontece essencialmente com
os pedidos PUT e POST quando os dados não passam na validação, ou estão no formato
errado.
• 404 Not Found - Indica que o recurso pedido não pode ser encontrado. É retornado este
erro sempre que um pedido aponta para um URL sem recurso correspondente.
• 401 Unauthorized - Indica que é necessário realizar uma autenticação antes de aceder ao
recurso.
• 405 Method Not Allowed - Indica que o método usado não é suportado pelo recurso.
• 409 Conflict - Indica um conflito, por exemplo, usar um pedido PUT para criar o mesmo
recurso duas vezes.
• 500 Internal Server Error - Quando todos os outros falham, este código é usado nor-
malmente quando o processamento falha devido a circunstâncias inesperadas no lado do
servidor.
2.6 Bibliotecas REST
2.6.1 A maneira antiga: AsyncTasks
Uma rápida pesquisa mostra rapidamente os vários problemas com esta abordagem, entre
eles: nenhum apoio em caso de mudanças na orientação, sem capacidade para cancelar chamadas
à rede, bem como nenhuma maneira intuitiva de fazer chamadas API em paralelo. Com a exceção
das versões Android Froyo e Gingerbread, as AsyncTasks (por padrão) executam de uma forma
serializada. Por outras palavras, isto significa que apenas uma chamada AsyncTask está a correr
em determinado período de tempo. Aplicações que requiram várias chamadas API (por exemplo
o DashBoard precisa de pelo menos 7 [42]) correm de forma extremamente lenta, demorando por
vezes vários segundos a carregar.
2.6.2 Volley e Retrofit
Existem atualmente algumas bibliotecas de suporte que fornecem suporte para várias threads
simultâneas em segundo plano, network cashing, bem como outras funcionalidades que permitem
limpar o código.
Destacando-se duas bibliotecas:
• Volley, uma biblioteca open source escrita pela Google [43]. Atualmente é usada em AOSP
(Android Open Source Project) bem como na grande parte das aplicações desenvolvidas pela
Google. Foi introduzida na Google IO 2013, ela oferece grandes características como: so-
licitações síncronas, solicitações assíncronas, priorização, várias solicitações simultâneas,
ordenação de pedidos e cache. Mas um dos principais problemas enfrentados por desenvol-
vedores que usam esta biblioteca é que ela não possui documentação oficial detalhada.
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• Retrofit, também uma biblioteca open source escrita pela Square, Inc [44]. Retrofit é
um cliente REST para Android, através do qual você pode construír interfaces fáceis de
usar que permitem tornar qualquer aplicação Android mais poderosa. A grande vantagem
e diferença, é se que com pode executar solicitações assíncronas e síncronas com análise
automática do JSON sem qualquer esforço. Este recurso sozinho é uma razão suficiente
para o tornar num forte candidato.
À primeira vista elas são em tudo semelhantes em termos de usabilidade. Ambas permitem "Call-
back", uma interface com dois métodos que se devem substituir: sucesso e falha. Um dos métodos
deve ser chamado na Thread principal após a realização da chamada assíncrona à rede. A grande
diferença está na forma de especificar o endpoint da API e no que é recebido como resposta.
Com a biblioteca Volley, especificamos a totalidade do endpoint dinamicamente (parâmetros
e o resto) no momento de realizar a chamada API. O retorno depende do tipo de solicitação, um
JSONObject ou um JSONArray, definido por padrão.
Por outro lado, na biblioteca RetroFit, especificamos um URL base para todas as chamadas
à API, construindo depois interfaces estáticas para especificar o endpoint através de anotações
em Java. Podemos de forma limpa e dinâmica substituir alguns segmentos, variáveis POST/GET,
entre outros no endpoint na altura de realizar a chamada API. Para se realizar uma chamada API
com a RetroFit, chama-se o método na interface, onde passamos todos os parâmetros, e recebemos
como resposta um objeto padrão em java. Por defeito, RetroFit parcela o JSON automaticamente
usando uma biblioteca de apoio GSON, que é muito rápida, mas caso se queira podemos ligar
outro JSON parser.
Mesmo que a configuração seja um pouco diferente, as chamadas à API são feitas de uma
forma similar.
Vamos apontar as principais diferenças:
2.6.2.1 Tipos de Solicitação incorporados
Os dados devolvidos por um serviço web complicam sempre a implementação, mas com o
apoio destas bibliotecas quase todos os tipos de respostas podem ser facilmente capturados e ana-
lisados.
Com o Volley podemos capturar automaticamente 4 tipos de pedidos:
• StringRequest - A resposta é convertida e guardada como uma String.
• JsonObjectRequest - Converte a resposta num JSONObject.
• JsonArrayRequest - Converte a resposta num JSONArray.
• ImageRequest - Converte automaticamente a resposta num bitmap descodificado.
Por outro lado Retrofit pode analisar muitos outros tipos de respostas automaticamente como:
• Boolean - A resposta Web API tem de ser uma String booleana.
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• Integer - A resposta Web API tem de ser um Inteiro.
• Date - A resposta Web API deve ser do tipo Long format date.
• String - A resposta Web API tem de ser no formato String.
• Object - A resposta Web API tem de ser um objecto Json.
• Collections - A resposta Web API tem de ser no formato String.
Volley possui análise de imagens ao contrário do RetroFit, mas não pode converter um objeto
JSON diretamente em um POJO, como o RetroFit.
2.6.2.2 Mecanismo de repetição e Cache
Só o Volley possui estes dois mecanismos já incorporados, podendo ser incorporados facil-
mente através de terceiros no RetroFit.
Quanto ao mecanismo que suporta uma repetição de um pedido em resposta a um limite de
tempo, podemos definir uma política de repetição usando o método setRetryPolicy, por defeito
o limite de tempo está definido em 5 segundos, mas pode ser alterado. Pode-se especificar os
seguintes parâmetros para melhor satisfazer as necessidades:
• Timeout
• Número de repetições
• Back Off Multiplier
Quando um pedido é feito através de volley é primeiro verificado no cache. Se uma resposta
apropriada está já presente na cache, ela é analisada e enviada diretamente para thread principal.
Toda a funcionalidade pode ser personalizada, para satisfazer as necessidades.
2.6.2.3 Complexidade do Código
Não há muito para personalizar no Retrofit, é uma biblioteca simples mas poderosa. No Volley,
por outro lado, é consideravelmente personalizável mas tem uma maior complexidade de código.
2.7 Sumário
Perante todos os métodos de autenticação descritos nesta secção decidiu-se optar pelo reco-
nhecimento facial e utilização de métodos complementares tais como: o uso de QR-Codes e de
tags NFC. Alguns dos métodos descritos seriam dispendiosos em termos de hardware motivo pelo
qual não foram considerados. Os métodos de reconhecimento facial convencionais requerem para
além de grande poder computacional, uma base de dados de imagens da face o que de facto pode
trazer preocupações de segurança, nomeadamente na garantia de confidencialidade dos utilizado-
res. Sendo desta forma necessário investigar uma forma de implementar o reconhecimento facial
sem recurso a imagens armazenadas.
Capítulo 3
Metodologia
A realização do projeto de investigação dividiu-se em três passos. Em primeiro lugar, a iden-
tificação dos problemas, em segundo lugar a seleção das soluções possíveis para cada problema
e em terceiro lugar a implementação das soluções adotadas e os motivos que levaram à escolha
dessas soluções.
Como o tema se encontra diretamente ligado a tecnologias computacionais, toda a pesquisa foi
realizada sobre recursos eletrónicos. O foco da investigação baseou-se sobretudo nas tecnologias
a utilizar, em tutoriais sobre as regras dessas tecnologias e das bibliotecas auxiliares escolhidas. A
escolha da ferramentas e tutoriais foi realizada através de fontes seguras e fidedignas de forma a
obter informação relevante para o trabalho desenvolvido.
De forma resumida é possível definir três problemas centrais, sendo que o segundo ponto
apresenta o maior grau de dificuldade:
• 1o Escolha das tecnologias e linguagens de programação para o trabalho.
• 2o Escolha dos métodos de identificação facial e de outros métodos de identificação.
• 3o Envio da informação da autenticação por Web Service.
O passo mais importante foi a implementação dos aplicativos, quando os objetivos são bem
definidos e as ferramentas completamente dominadas. Este passo é longo devido ao processo
complexo de debugging.
Para a realização deste projeto usaram-se os seguintes equipamentos, Tabela 3.1 e apli-
cações, Tabela 3.2 :
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Tabela 3.1: Equipamento utilizado
Quantidade Tipo Modelo
1 Computador Portátil
Toshiba Satellite A500-148 16,0"HD 4GB DDR2-800
320GB Intel R© CoreTM2 Duo P8700 2,53GHz
1 Tablet
Asus Google Nexus 7 Wi-Fi - 32GB HDD
1GB RAM NVIDIA R© Tegra R© 3 quad-core 1.2 GHz
1 Mobile Phone
Motorola Moto G (2nd Gen.) (5", 8GB)
1GB RAM Quad-core 1.2 GHz Cortex-A7
Tabela 3.2: Software Utilizado
Software Tipo Versão
Android R© Sistema Operativo >4.2 Jelly Bean
Windows Sistema Operativo >8
Android Studio Ambiente Desenvolvimento >1.0
OpenCV Biblioteca >2.4.8
JavaCV Biblioteca >0.8
ZXing Biblioteca 2.2
RetroFit Biblioteca 1.9
3.0.1 Arquitetura da Solução
O desenvolvimento da dissertação foi dividido na implementação das seguintes aplicações:
• Reconhecimento Facial, Secção 3.1;
• Reconhecimento por QR-Code, Secção 3.2;
• Reconhecimento por NFC, Secção 3.3;
• Webservice, Secção 3.4.
Para cada uma das funcionalidades será apresentada uma base teórica e a especificação de re-
quisitos, Tabela 3.3 (de acordo com a norma a IEEE Std 830-1998, "IEEE Recommended Practice
for Software Requirements Specifications") tendo em conta o registo da forma de identificação e
o futuro reconhecimento, no âmbito deste relatório denominado por registo de entrada/saída.
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Tabela 3.3: Especificação de Requisitos
Requisitos
Funcionais
- O sistema deve permitir registar um(a) Face/QRCode/NFC.
- O sistema deve permitir reconhecer um(a) Face/QR-Code/NFC.
- O sistema deve permitir se o/a Face/QR-Code/NFC identificado já se
encontra registado na base de dados.
- O sistema no registo de um novo indivíduo deve pedir o seu “id” e “nome”.
- O sistema deve armazenar os dados dos indivíduos e das entradas/saídas
em bases de dados dinâmicas XML.
- O sistema deve enviar as entradas/saídas para uma base de dados através de um
webservice restful.
- Deve ser realizado o tratamento de exceções de forma a evitar que o sistema
encerre subitamente e devem ser dadas mensagens ao utilizador no caso de erros.
Requisitos
Ambientais
Plataforma
Hardware & Software:
- Ecrã >= 7”; - Resolução >= 640x480
- Memória >= 1GB RAM - Câmera frontal >= 1MP
- Sistema Operativo Android >= 4.2; - Zxing >= 2.2
- Retrofit >= 1.9; - OpenCV >= 2.4.8; - JavaCV >= 0.8
Linguagens de
programação Java >= 1.7
Normas Java Code Conventions
http://www.oracle.com/technetwork/java/codeconvtoc-136057.html
Requisitos de
Qualidade
Desempenho
- Capacidade de desempenho: o registo e a picagem devem
ser inferiores a 1 segundo.
- Capacidade de resposta: a resposta a uma ação do utilizador
deve ser inferior a 1 segundo.
- Capacidade de armazenamento: cada novo registo de indivíduo
ou de picagem deve ser inferior a 1024 bytes.
Disponibilidade
- Fiabilidade: o tempo médio entre uma falha deve ser superior a
24 horas.
- Manutenibilidade: O tempo médio de recuperação de uma falha
deve ser inferior a 4 horas.
- Integridade: o sistema deve estar isento de “ataques” intencionais
ou premeditado a 99%.
Adaptabilidade
- Extensibilidade: Possibilidade de duplicar o número de
registo na base de dados, sem prejuízo para a disponibilidade,
fiabilidade e integridade do sistema como o custo de 2 homens dia.
- Portabilidade: O sistema deve ser 99.9% portável para qualquer
tablet com os requisitos especificados.
Usabilidade
- Facilidade de aprendizagem: o tempo necessário para aprender
a usar um sistema até um nível aceitável de desempenho diário
é de 30 minutos.
- Eficiência de utilização: o registo de um novo individuo deve
ser realizado em menos de 1 minuto, o registo de uma picagem
deve ser realizado em menos de 10 segundos.
- Satisfação de utilização: a percentagem de utilizadores que após
4 semanas de utilização que preferem utilizar este sistema ao
anterior deve ser de 65%, o grau médio de satisfação de utilização
do sistema, após 3 semanas de uso regular do mesmo deve ser de
3,5 (0-5).
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Recursos - O sistema não pode custar mais de 500 euros.
- O sistema a cada utilização deve apenas ser operado por um indivíduo.
Riscos potenciais e
alterações futuras
- Há o risco de não identificar um indivíduo.
- Há o risco de erradamente identificar outro indivíduo.
- Há o risco da câmara não funcionar.
- Há o risco de fraude.
A arquitetura da solução apresentada foi desenvolvida e assente de acordo com as seguintes
características:
• Duas aplicações por método, uma para registo de utilizadores e outra para registar entra-
das/saídas;
• Uma base de dados local em XML por método de identificação para o registo;
• Uma base de dados local em XML com as entradas/saídas;
• Integração dos métodos com o webservice para registo das entradas/saídas no servidor.
3.0.2 Interface gráfica
Desenvolveram-se 3 interfaces gráficas para contacto com o utilizador: Normal 3.1, Registo
entradas/saídas 3.2 e Registo 3.3. O ecrã para captura da imagem em Live Feed tem as dimensões
de 683x645 pixéis.
Figura 3.1: Interface Normal para o utilizador da solução
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Figura 3.2: Interface após Registo entrada/saída para o utilizador da solução
Figura 3.3: Interface de Registo para o utilizador da solução
Apesar de uma das aplicações não precisar da Câmara mas sim do Leitor de NFC, o layout é
idêntico nas três, pois pretende-se integrar todas as aplicações numa só.
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3.0.3 Funcionamento da Aplicação
Na Figura 3.4 é apresentado o fluxo de dados do registo para os três métodos. Todos os méto-
dos vão seguir o mesmo fluxo, estando as diferenças assinaladas no diagrama. Sendo identificado
um dos três métodos, o seu conteúdo é lido e analisado, seguidamente são pedidos ao utilizador a
identificação e nome do indivíduo, sendo estes registados na classe correspondente e armazenados
numa base de dados dinâmica .XML de acordo com o esquema definido pelo fluxo seguinte.
Figura 3.4: Diagrama de fluxo de dados para o registo
O processo de reconhecimento (entradas/saídas), é definido pelo diagrama de fluxo de dados
representado na 3.5, sendo semelhante ao do registo, o fator de decisão de reconhecimento depende
do método (String QR-Code, parâmetros da face, tag NFC). O resultado da operação é armazenado
na base de dados dinâmica picagem.XML definido pelo fluxo:
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Figura 3.5: Diagrama de fluxo de dados do reconhecimento (entradas/saídas)
Os modelos entidades-relação bem como detalhes mais específicos de cada método, vão ser
discutidos nas secções seguintes referentes aos métodos de identificação.
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3.1 Reconhecimento Facial
Como referido na secção 3.0.2, começou-se com o desenvolvimento do sistema de reco-
nhecimento facial, tendo sido objetos de estudo, quatro métodos de reconhecimento facial em
Android R© usando as funcionalidades do OpenCV através do JavaCV.
• Reconhecimento Baseado na Localização de Caraterísticas da Face (RBLCF)
• Análise de Componentes Principais (ACP)
• Análise Discriminante Linear (ADL)
• Padrão Binário Local do Histograma (PBLH)
Sendo que as três últimas soluções já são amplamente estudadas (PCA, LDA e PBLH), exis-
tindo vários trabalhos e dissertações sobre esses métodos. Fez-se um estudo aprofundado de cada
um desses métodos e adaptaram-se à nossa interface e requisitos pretendidos, porém todos neces-
sitam de imagens guardadas na base de dados para efetuar o reconhecimento, sendo que vão ser
usados apenas para comparação de performance com o método RBLCF.
Esta secção vai ser organizada da seguinte forma:
• Criação da aplicação para a detecção das Faces;
• Método de detecção das Faces - Viola-Jones;
• Reconhecimento Baseado na Localização de Características da Face;
• Métodos de Comparação;
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3.1.1 Criação da aplicação para a detecção das Faces
No início foi usado como base o código de uma aplicação básica fornecida gratuitamente para
uso livre pela bytedeco [38], que consiste numa fusão entre a função facedetect da OpenCV e as
funções CameraPreview da Android, usando JavaCV+JavaCpp para realizar a interface entre elas.
Apresenta-se de seguida o código com as alterações efetuadas no código inicial e muitas fun-
cionalidades implementadas.
Preview é uma classe que permite exibir no ecrã o que a câmera está a visualizar. Estende
uma SurfaceView, que é a ferramenta básica que permite exibir as coisas no ecrã do dispositivo.
Também implementa um SurfaceHolder.Callback. Isso permite que a classe receba todas as infor-
mações sobre as mudanças da superfície (rotação do dispositivo, final da aplicação, etc). A classe
Preview é apresentada parcialmente de seguida:
Figura 3.6: Classe Preview
O método surfaceCreated() é automaticamente chamado quando a classe Preview é criada.
A função openFrontFacingCamera() foi definida para retornar a câmara da frente, que é um dos
requisitos da interface do programa proposto. Existem mais funções na classe Preview de menor
relevo, mas que podem ser consultadas nos anexos.
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Figura 3.7: Função para a Câmara frontal
É importante saber como esta classe está ligada com a classe principal FacePreview.
A classe FacePreview inicializa tanto a classe Preview como a classe FaceView (onde todo o
processamento é feito) e é a responsável pela construção do Layout.
Figura 3.8: Classe Preview
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Sabendo como a aplicação é criada e a câmara iniciada, passa-se ao processamento que se faz
ao longo da classe FaceView. Como dito anteriormente, a detecção da face é feita por HaarCasca-
des, a aquisição da imagem é feita em escala de cinza, pois a HaarCascade foi assim preparada,
neste caso: "haarcascade_frontalface_alt.xml".
Anteriormente definiu-se usar a câmara da frente, que vem por omissão com um efeito espe-
lho integrado no software da câmera, sendo por isso necessário contrariar esse efeito espelho na
imagem que se vai trabalhar. Começa-se por extrair a imagem da câmera e convertendo-a numa
IplImage de escala cinza com o mesmo tamanho da original.
Figura 3.9: Converter Frame para escala cinza para reconhecimento
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3.1.2 Método de deteção das Faces - Viola-Jones
A existência de elementos de fundo numa imagem produz um impacto significativo nos re-
sultados obtidos por sistemas de reconhecimento facial automático, pelo que a detecção da zona
de uma imagem onde se encontra representada a face a identificar é fundamental para um bom
desempenho do sistema criado.
A detecção facial é efetuada com recurso a um classificador em cascata, designado de boosted
cascade classifier, treinado especificamente para a detecção de faces.
É um método eficaz de detecção de objetos proposto por Paul Viola e Michael Jones no artigo,
"Rapid Object Detection using a Boosted Cascade of Simple Features"em 2001 [45]. É uma
abordagem baseada em machine learning onde uma função cascata é treinada a partir de muitas
imagens positivas (imagens de faces) e negativas (imagens sem faces). Em seguida, é utilizada
para detectar objetos em outras imagens.
O método de Viola-Jones é utilizado como a base de detecção de faces. Inicialmente, o al-
goritmo é alimentado com imagens positivas e imagens negativas para treinar o classificador.
Posteriormente são retiradas as características resultantes das imagens de treino. Para isto, as
caraterísticas haar mostrados na Figura 3.10 são usadas. Que são semelhantes ao kernel convolu-
cional. Cada recurso é um valor único obtido subtraindo a soma de pixeis sob retângulo branco da
soma de pixeis sob retângulo preto.
Figura 3.10: Características haar
Todos os tamanhos e locais possíveis de cada núcleo são usado para calcular as muitas carac-
terísticas (mesmo uma janela 24x24 resulta em 160.000 características). Para o cálculo de cada
característica, precisamos encontrar a soma de pixeis sob retângulos brancos e pretos.
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A solução abordada implementa imagens integrais que simplificam o cálculo da soma de pixeis
independente do número de pixeis, para uma operação que envolve apenas quatro pixeis.
A maior parte das características calculadas são irrelevantes, considerando a Figura 3.11, A
linha de cima mostra duas boas características. A primeira característica selecionada centrar-se
na propriedade que a região dos olhos é muitas vezes mais escura do que a região do nariz e
bochechas. A segunda característica selecionada baseia-se na propriedade que os olhos são mais
escuros do que a ponta do nariz. Porém aplicando a mesma janela nas bochechas ou em qualquer
outra parte é irrelevante, usando-se o Adaboost para selecionar as melhores características.
Figura 3.11: Características Faciais
Aplicando-se todas as características em todas as imagens de treino. Para cada característica,
ele encontra o melhor treshold que irá classificar as faces de positivas ou negativas. Isto acarreta
erros de classificação, selecionando-se os recursos que apresentam uma taxa mínima de erro. A
todas as imagens é dado o mesmo peso de início. Depois de cada classificação, os pesos são
aumentados nas imagens erroneamente classificadas . Repete-se o processo, novas taxas de erro
são calculadas, também novos pesos. O processo continua até se chegar à precisão necessária, ou
a taxa de erro é alcançada ou são encontradas as características requiridas.
O classificador final é uma soma ponderada desses classificadores fracos (sozinhos não podem
classificar uma imagem, mas em conjunto constituem um classificador forte. No artigo [45]
refere que mesmo 200 características permitem uma detecção com precisão de 95%, mas na sua
configuração final tinham cerca de 6000 recursos (redução de 160000+ características para 6000
características). Porém aplicar numa janela de 24*24 cerca de 6000 características, continua a
consumir muito tempo e recursos.
A solução reside no facto de numa imagem a maior região de imagem não faz parte da face.
Com um método simples, verifica se uma janela é ou não uma região da face. Se não for, descarta-
o imediatamente, não se processando novamente. Em vez disso, tenta focar uma região onde pode
haver uma face. Desta forma, podemos encontrar mais tempo para verificar uma possível região
com face.
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Introduziu-se então o conceito de Cascade of Classifiers, que consiste em formar grupos clas-
sificadores de características em diferentes fases e aplicar um por um (normalmente as primeiras
fases contêm um número muito menor de características). Se uma janela falhar na primeira fase,
é descartada imediatamente, não se aplicando as restantes fases naquela região. Se passar, aplicar
a segunda fase de características e continuar o processo. A janela que passa todas as fases é uma
região de face. O detector dos autores do artigo [45] tinham 6000+ características em 38 etapas
(com 1, 10, 25, 25 e 50 características nas cinco primeiras etapas).
Figura 3.12: Cascade of Classifiers
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3.1.3 Reconhecimento Baseado na Localização de Características da Face
Este método pretende localizar numa face já identificada as suas características (localização
dos olhos, nariz e boca). Assim que a face é identificada, é passível de ser redimensionada ou
normalizada a um tamanho fixo de 160*160 pixeis. Será nessa face de tamanho normalizado que
são identificadas as características definidas anteriormente. A interface encontra-se modificada de
forma a avaliar de forma mais clara o processo de caracterização, Figura 3.13
Figura 3.13: Interface RBLCF
A fase de detecção de uma face fica assim concluída, temos neste momento uma imagem em
escala cinza que contém apenas a face, fazemos uma cópia dessa imagem uma vez que vamos
trabalhar dois métodos que vão efetuar alterações nas imagens. Ilustraremos primeiro a detecção
das características da face (localização dos olhos, nariz e boca) e de seguida o método da métrica
dos contornos.
3.1.3.1 Detecção e localização das características da face
Para conseguirmos automaticamente a detecção e localização, utilizamos de novo o método
descrito por Viola-Jones 3.1.2, devido à sua elevada fiabilidade, tanto em termos de processamento
como de taxas de erro. De forma a otimizar o algoritmo o olho esquerdo será apenas procurado
no quadrante superior direito da imagem da face normalizada, da mesma forma o olho direito será
procurado no quadrante superior esquerdo, o nariz será procurado numa região central de cerca
de 70% do tamanho da imagem da face e a boca na metade inferior da mesma, como ilustrado na
Figura 3.14.
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Figura 3.14: Regiões de Interesse
Existe a limitação de apenas se considerar a face detetada como válida quando são encon-
tradas todas as características, Figura 3.15. Pois só assim se consegue guardar todos os valores
necessários.
Figura 3.15: Detecção das Características
Para a detecção de cada uma dessas características usa-se um ficheiro adaptado de Haar Cas-
cade começando pelo olho direito, depois o olho esquerdo, o nariz, e em seguida a boca. Foi usada
apenas uma função que recebia como parâmetros: a imagem da face em escala cinza, a HaarCas-
cade da característica a ser encontrada e as coordenadas das regiões de interese (todas as faces são
normalizadas para 160*160), Figura 3.16. Sobre cada uma das características é desenhado um
quadrado envolvente e retorna os valores das coordenadas do centro (x,y) e os valores de desvio
no eixo xx e yy.
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Figura 3.16: Funções ROI
3.1.3.2 Métrica dos Contornos
Neste método a imagem sofre alterações ao longo de quatro métodos de forma a ser possível
extrair os contornos, aplicados na seguinte sequência:
• 1o A imagem em escala cinza é suavizada com um filtro gaussiano (redução do ruído),
Figura 3.17;
Figura 3.17: Suavização
A função suaviza uma imagem utilizando um de vários métodos, como referido em cima
usou-se o gaussiano uma vez que é o recomendado para a extração de contornos numa
imagem cinza, uma vez que torna a imagem mais lisa retirando o reticulado da imagem
original.
3 - O primeiro parâmetro da operação corresponde à largura da abertura.
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0 -O segundo parâmetro da operação, a altura da abertura. No caso do filtro gaussiano se
este parâmetro é zero, é considerado igual ao primeiro parâmetro. Neste caso resulta numa
convolução num núcleo de tamanho 3x3, centrada no pixel a ser processado.
0 - O terceiro parâmetro caso se trate do filtro gaussiano significa o valor de sigma (desvio
padrão). Se for zero, é calculado a partir do tamanho do núcleo, sendo mais rápido desta
forma para tamanhos padrão como 3x3.
0 - O quarto e último parâmetro nos casos em que o núcleo gaussiano não é quadrado,
o parâmetro pode ser usado para especificar o sigma no sentido vertical do parâmetro 3
diferente.
• 2o De seguida a imagem é equalizada segundo o método de equalização do histograma
(contraste), Figura 3.18;
Figura 3.18: Equalização do Histograma
• 3o A imagem é binarizada usando o limiar do valor médio, Figura 3.19;
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Figura 3.19: Binarizada
• 4o Finalmente são encontrados os contornos da face usando o operador canny, Figura 3.20.
Figura 3.20: Contornos
127, 130 - limiar de 127 e 130 (valores em escala cinza), qualquer contorno com uma in-
tensidade do gradiente superior a 130 é considerado um contorno. Aqueles abaixo de 127
são descartados. Aqueles que ficam entre esses dois limites são classificados como con-
torno ou não com base na conectividade. Se eles estão ligados pixeis de contorno, eles são
considerados como sendo parte do contorno. Caso contrário, eles também são descartados.
5 - tamanho do núcleo igual 5.
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Como se pode ver na Figura 3.20 a luminosidade e o fundo são dois aspetos a ter em conta
para a coerência dos resultados. Existe a obrigação de haver um fundo branco e luminosidade
constante. No fundo da imagem, da parte superior em branco os contornos da face são bem feitos,
na parte inferior o fundo existe um elemento perturbador, visivelmente mais escuro que resulta em
contornos mal feitos, influenciando o score.
São contabilizados todos os pixeis dos contornos assim como a soma destes por linha e coluna,
um valor de score é calculado pela razão da soma das multiplicações do valor de pixeis de contorno
da linha i com a coluna i pelo número total de pixeis do contorno.
Cálculo do Score:
score = (npe(Xi)∗npe(Yi))∗10npe
De forma a garantir as funcionalidades especificadas, usaram-se as interfaces presentes na
secção 3.0.2, nomeadamente as Figura 3.1 e Figura 3.3 apresentam as interfaces de registo de
uma face e a Figura 3.2, a interface de reconhecimento (entrada/saída) com face.
Na secção 3.0.3 são apresentados os fluxos de dados do registo de entrada/saída da face. Sendo
identificada uma face pela câmara do dispositivo, esta é processada de acordo com o algoritmo
apresentado no gráfico da Figura 3.21. Onde são calculados os parâmetros de identificação da
face, seguidamente são pedidos ao utilizador a identificação e nome do individuo, sendo estes
registados na classe Face (Figura 3.4) e armazenados na base de dados dinâmica faces.XML de
acordo com o esquema definido pelo DTD seguinte, Figura 3.22 e Tabela 3.4.
Figura 3.21: Método Reconhecimento Completo
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Figura 3.22: Entidade Face
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Tabela 3.4: face.XML
<?xml version="1.0"encoding="UTF-8"?>
<!ELEMENT faces (reX, reY, redx, redy, leX, leY, ledx, ledy, nX,
nY, ndx, ndy, mX, mY, mdx, mdy, hms, npe, fs, id)>
<!ELEMENT reX (#PCDATA)>
<!ELEMENT reY (#PCDATA)>
<!ELEMENT redx (#PCDATA)>
<!ELEMENT redy (#PCDATA)>
<!ELEMENT leX (#PCDATA)>
<!ELEMENT leY (#PCDATA)>
<!ELEMENT ledx (#PCDATA)>
<!ELEMENT ledy (#PCDATA)>
<!ELEMENT nX (#PCDATA)>
<!ELEMENT nY (#PCDATA)>
<!ELEMENT ndx (#PCDATA)>
<!ELEMENT ndy (#PCDATA)>
<!ELEMENT mX (#PCDATA)>
<!ELEMENT mY (#PCDATA)>
<!ELEMENT mdx (#PCDATA)>
<!ELEMENT mdy (#PCDATA)>
<!ELEMENT hms (#PCDATA)>
<!ELEMENT npe (#PCDATA)>
<!ELEMENT fs (#PCDATA)>
<!ELEMENT id (#PCDATA)>
reX - coordenada x do olho direito;
reY - coordenada y do olho direito;
redx - distância em x do centro do quadrado ao limite do mesmo para o olho direito;
redy - distância em y do centro do quadrado ao limite do mesmo para o olho direito;
leX - coordenada x do olho esquerdo;
leY - coordenada y do olho esquerdo;
ledx - distância em x do centro do quadrado ao limite do mesmo para o olho esquerdo;
ledy - distância em y do centro do quadrado ao limite do mesmo para o olho esquerdo;
nX - coordenada x do centro detetado do nariz;
nY - coordenada y do centro detetado do nariz;
ndx - distância em x do centro do quadrado ao limite do nariz;
ndy - distância em y do centro do quadrado ao limite do nariz;
mX - coordenada x do centro detetado da boca;
mY - coordenada y do centro detetado da boca;
mdx - distância em x do centro do quadrado ao limite da boca;
mdy - distância do centro do quadrado ao limite da boca;
hms - soma das multiplicações dos pixeis de contorno da linha i pela coluna j;
npe - número total de pixeis do contorno da face normalizado;
fs - score da face calculado pela divisão inteira do hms pelo npe;
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id - identificador do individuo no ficheiro XML.
De forma a poder efetuar o reconhecimento (entrada/saída) por face, o processo é definido
pelo diagrama de fluxo de dados da Figura 3.5, semelhante ao do registo.
Usando como fator de decisão de reconhecimento o valor do score da face com a tolerância
mínima de 5%.
Outro fator consiste na procura na face normalizada das características, guardando-se as posi-
ções centrais dos olhos, nariz e boca, assim como o deslocamento em x (dx) e y (dy). À boca é
dada uma tolerância de 10%, por causa das expressões.
Sendo estes pontos coincidentes e o score dos contornos coincidente em 95%, pode indicar-se
que é a pessoa que existe na base de dados.
Esta forma de reconhecer não necessita de guardar imagens da face na base de dados, ao
contrário dos 3 métodos posteriormente enunciados, reduzindo o espaço necessário de armazena-
mento, aumentando a rapidez e reforçando a segurança (por não existirem imagens de faces na
base de dados Sendo representado pelo diagrama de entidades e relacionamento da Figura 53 e
o seu resultado armazenado na base de dados dinâmica picagem.XML de acordo com o esquema
definido pelo DTD seguinte, Figura 3.23 e Tabela 3.5.
Figura 3.23: Entidade-Relação Face-Picagem
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Tabela 3.5: picagem.XML
<?xml version="1.0"encoding="UTF-8"?>
<!ELEMENT picagem (id, idf, name, time, estado)>
<!ELEMENT id (#PCDATA)>
<!ELEMENT idf (#PCDATA)>
<!ELEMENT name (#PCDATA)>
<!ELEMENT time (#PCDATA)>
<!ELEMENT estado (#PCDATA)>
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3.1.4 Métodos de Comparação
3.1.4.1 Eigenfaces (PCA)
Neste método utilizou-se passo a passo a descrição efetuada na secção do Estado da Arte,
2.2.2.3, vamos ilustrar alguns dos passos intermédios realizados para implementar.
Para ilustração do método, usou-se a seguinte base de dados, Figura 3.24.
As imagens armazenadas para este método possuem a dimensão de 160x160 pixeis.
Figura 3.24: Imagens da base de dados
A face média (Y) do conjunto é determinada, que representa o centro de gravidade do conjunto
de faces. Um exemplo do tipo de resultado obtido pode ser observado na Figura 3.25.
Figura 3.25: Face média Y do conjunto de treino
A Figura 3.26 apresenta as eigenfaces obtidas com as imagens usadas.
Figura 3.26: Eigenfaces
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3.2 Reconhecimento por QR-Code
O QR-Code utiliza também a câmara frontal do dispositivo móvel, porém ao contrário dos
métodos de reconhecimento facial, a câmara não é iniciada em conjunto com a biblioteca JavaCV,
sendo normalmente pelas funções CameraPreview da Android. O QR-Code já foi descrito na
secção anterior (Estado da Arte), para a sua implementação usou-se a biblioteca ZXing, criando-
se uma extensão para evitar o ident que impedia o reconhecimento contínuo em tempo real e de
acordo com a interface definida para o projeto.
Após a inicialização da aplicação, a câmara é também imediatamente iniciada. A cada frame
captada será verificado se existe um QR-Code, caso exista é descodificado e verifica-se se a string
já existe na base de dados, identificando se se trata de uma entrada/saída e regista a hora da
ocorrência.
De forma a garantir as funcionalidades especificadas, usaram-se as interfaces presentes na
secção 3.0.2, nomeadamente as Figuras 3.1 e 3.3 apresentam as interfaces de registo de um QR-
Code e a Figura 3.2 a interface de reconhecimento (picagem) com QR-Code. Em baixo podemos
ver um exemplo do funcionamento previsto, Figura 3.27.
Figura 3.27: Exemplo da aplicação QR-Code
Na secção 3.0.3 são apresentados os fluxos de dados do registo e registo entradas/saídas de
um QR-Code. Para o registo Figura 3.4, sendo identificado um QR-Code pela câmara da frente
do dispositivo, é lido o seu conteúdo, seguidamente são pedidos ao utilizador a identificação e
nome do indivíduo, sendo estes registados na classe QR-Code, Figura 3.28, e armazenados na
base de dados dinâmica qrcodes.XML, Tabela 3.6, de acordo com o esquema definido pelo DTD
e diagrama de entidade e relacionamento.
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Figura 3.28: Entidade e Relacionamento QR-Code
Tabela 3.6: qrcode.XML
<?xml version="1.0"encoding="UTF-8"?>
<!ELEMENT qrcodes (id, idf, name)>
<!ELEMENT id (#PCDATA)>
<!ELEMENT idf (#PCDATA)>
<!ELEMENT name (#PCDATA)>
O processo de reconhecimento (entradas/saídas) por QR-Code, é definido pelo diagrama de
fluxo de dados representado na Figura 3.5, sendo semelhante ao do registo, usando como fator de
decisão de reconhecimento a string do QR-Code. O resultado da operação é armazenado na base
de dados dinâmica picagem.XML definido pelo DTD e de acordo com o diagrama de entidades e
relacionamento na Figura 3.29.
Figura 3.29: Entidade-Relação QR Code-Picagem
Na secção dos resultados será demonstrado o funcionamento da aplicação desenvolvida.
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3.3 Reconhecimento por NFC
O reconhecimento por NFC inicializa também a câmara frontal do dispositivo móvel apesar
de não ser necessária, apenas por uma questão de interface. Para a leitura de cartões NFC, uma
situação particular de RFID como discutido na revisão da literatura, é necessário que o dispositivo
móvel tenha um sensor para essa tecnologia. Normalmente este está localizado na parte posterior
do mesmo.
De forma a garantir as funcionalidades especificadas, usaram-se as interfaces presentes na
secção 3.0.2, nomeadamente as Figuras 3.1 e 3.3 apresentam as interfaces de registo de uma tag
NFC e a Figura 3.2, a interface de reconhecimento (entrada/saída) com NFC. Em baixo pode-se
ver um exemplo do funcionamento previsto, Figura 3.30.
Figura 3.30: Exemplo da aplicação NFC
Na secção 3.0.3 são apresentados os fluxos de dados do registo e registo entrada/saída de um
NFC. Para o registo Figura 3.4, é apresentado o fluxo de dados do registo de uma tag NFC, sendo
identificada uma tag NFC pelo sensor na parte posterior do dispositivo, é lido o seu conteúdo,
seguidamente são pedidos ao utilizador a identificação e nome do individuo, sendo estes registados
na classe NFCTag, Figura 3.31, e armazenados na base de dados dinâmica nfc.XML, Tabela 3.7
de acordo com o esquema definido pelo DTD seguinte.
Figura 3.31: Entidade NFC
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Tabela 3.7: nfc.XML
<?xml version="1.0"encoding="UTF-8"?>
<!ELEMENT tagsnfc (id, idf, name)>
<!ELEMENT id (#PCDATA)>
<!ELEMENT idf (#PCDATA)>
<!ELEMENT name (#PCDATA)>
O processo de reconhecimento (entrada/saída) por NFC, é definido pelo diagrama de fluxo de
dados representado na Figura 3.5, sendo semelhante ao do registo, usando como fator de decisão
de reconhecimento a tag NFC. O resultado da operação é armazenado na base de dados dinâmica
picagem.XML definido pelo DTD e de acordo com o diagrama de entidades e relacionamento na
Figura 3.32. .
Figura 3.32: Entidade-Relação NFC-Picagem
Na secção dos resultados será demonstrado o funcionamento da aplicação desenvolvida.
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3.4 Serviço Web RestFul
Os conceitos de um serviço Web RestFul (HTTP e conceito Restful) já foram descritas no
capitulo 2. Para a sua implementação podia-se optar por duas bibliotecas auxiliares RetroFit ou
Volley.
A escolha incidiu na biblioteca RetroFit, uma vez que, apesar de a biblioteca Volley oferecer
mais recursos, todos os recursos essenciais estão presentes na RetroFit, exceptuando o mecanismo
de cache que é facilmente adaptado. Revelou-se o meio mais fácil e eficaz para os objetivos
da dissertação, além de ser mais leve em tamanho e complexidade, tem ainda a funcionalidade
para análise automática das respostas, para os respectivos tipos de dados. O que resulta numa
maior rapidez para pedidos simples como podemos ver pelos resultados dos testes efetuados pela
Instructure Tech Blog [46], na Figura 3.33.
Figura 3.33: Volley vs RetroFit
A biblioteca Retrofit é um cliente REST seguro para aplicações Android/Java criado pela
Square Open Source [44]. Através dela podemos solicitar webservices a uma API REST atra-
vés de pedidos GET, POST, PATCH entre outros. É uma biblioteca muito útil, mas precisa de ser
construída com uma boa arquitetura e boas práticas de programação para se poder usar da melhor
forma possível.
As funcionalidades implementadas nesta dissertação vão ser exploradas em seguida.
3.4.1 Funcionalidades
Começamos então por adicionar esta biblioteca às dependências do programa Android, Figura
3.34.
Há uma quantidade mínima de classes a escrever para solicitar uma API REST, sendo preciso
pelo menos uma interface para escrever a consulta, um modelo para recuperar a resposta da API e
um restclient para fazer as chamadas.
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Figura 3.34: Dependências
3.4.1.1 Pojo’s (Plain Old Java Object)
Foram necessários objetos preparados para receber os dados JSON retornados pelo servidor.
Criou-se POJOs, Figura 3.35, os campos com os nomes devem ser os mesmos da resposta JSON,
mas é possível utilizar nomes diferentes com a anotação "SerializedName", onde se especifica o
nome do campo JSON.
Figura 3.35: POJO para resposta ao Login
3.4.1.2 Serviços
Criou-se uma atividade de nome Restapi, onde se pode gerir as chamadas URL, Figura 3.36.
Aqui especificou-se o tipo de pedido, como POST, GET, PATCH, entre outros, existe um URL
base definido na classe Restclient (URL comum para todas as solicitações), e em cada método
especificou-se o que adicionar ao fim do URL, os respectivos argumentos URI, endpoint.
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Figura 3.36: Interface RetroFit
Para facilidade e boa prática de programação recomenda-se que o URL base termine sem
a respetiva "/", sabendo-se então que o URI presente em cada método tem obrigatoriamente de
começar com uma "/".
Manipulação do URL
Em algumas chamadas para o webservice pretende-se enviar alguns parâmetros, temos dois
casos implementados como visto na 3.36 , @Path e @Body.
Uma chamada URL pode ser atualizada dinamicamente, com o uso de blocos de substituição
e dos parâmetros dentro do método. Um bloco de substituição é uma sequência alfanumérica
cercada por {}. O parâmetro correspondente deve ser anotado com @Path usando a mesma String.
Um objeto pode ser especificado para fazer parte do corpo da solicitação HTTP com a anotação
@Body.
POST
O método POST envia os dados colocando-os no corpo da mensagem, neste caso os dados
do LOGIN. Ele deixa a URI separada dos dados que são enviados e com isso podemos enviar
qualquer tipo de dados por este método de forma segura.
PATCH
O método PATCH é usado para uma atualização parcial de um recurso. Ao contrário do
método PUT, o método PATCH não exclui nenhuma propriedade do recurso local que não esteja
incluída na solicitação. Usado para a inserção das picagens.
Sync. vs Async
Os métodos que retornarem "DummyContent" significam que as chamadas são sincronizadas
e que a execução é bloqueada quando a chamada termina. Para se criar chamadas assíncronas tem
que se adicionar um "Callback"nos métodos e retornar void.
Com os pedidos assíncronos tem que se adicionar uma chamada de retorno em cada um dos
pedidos para lidar com o sucesso ou erro da resposta.
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3.4.1.3 RestClient
A classe de nome RestClient.java, contém um objeto restclient com os seus serviços e um
restAdapter, Figura 3.37. O restAdapter é usado para criar nossos serviços. O URL base é definido
aqui também. Em vez de usar o cliente aconselhado para a biblioteca Retrofit, o okhttp, usou-se
um cliente da Apache "HttpClient client = configureClient();"para lidar com os certificados.
Figura 3.37: Classe RestClient
3.4.1.4 Header
Quando é necessário adicionar um cabeçalho para alguns pedidos, esta abordagem é útil caso
seja preciso uma autenticação para enviar um pedido. Intercepta-se cada solicitação e adiciona-
se um cabeçalho. Verifica-se se uma sessão de utilizador é aberta e adiciona-se neste caso um
"Session ID", que é um parâmetro da resposta do servidor a um Login bem sucedido para a resposta
ao login, Figura 3.35.
Adicionando uma classe chamada "SessionRequestInterceptor.java"que implementa "Reques-
tInterceptor"onde se implementou o método de intercepção, Figura 3.38.
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Figura 3.38: Classe SessionRequestInterceptor
Depois na atividade principal onde é chamado o Login adiciona-se a seguinte linha de có-
digo: SessionRequestInterceptor.setCookies(getCookieString(response)); onde a função getCoo-
kieString(response), Figura 3.39
Figura 3.39: Função getCookieString
3.4.1.5 Erros
A biblioteca permite apenas respostas com códigos de erro 20*, caso a resposta seja um có-
digo 40* ou outro qualquer o Callback vai resultar num erro, não sendo fácil aceder ao corpo do
pedido/chamada. Para se poder aceder e tratar dos dados em caso de erro, deve-se criar um POJO
que consiga controlar esse erro. Os erros vão ser todos no seguinte formato, Figura 3.40, e o
POJO correspondente, Figura 3.41:
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Figura 3.40: Formato de um erro
Figura 3.41: POJO para um erro
De seguida criou-se a classe RestCallback para lidar corretamente com as mensagens de erros.
Que implementa uma Callback, Figura 3.42.
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Figura 3.42: Classe RestCallback
3.4.1.6 Integração com os métodos
Após a autenticação dos métodos feita remotamente é necessário enviar os registos de en-
trada/saída para um webservice, pois os registos e as leituras serão feitas numa base de dados
externa MySQL.
Para comunicar com um servidor HTTPS que exigia certificados de cliente, neste caso um
certificado self-signed. A aplicação foi preparada para comunicar através de certificados.
Caso a autenticação do método (NFC, QR-Code ou Facial) seja bem sucedida, é feito o Login
no respetivo webservice, para que a aplicação seja portável e facilmente configurável, criamos
um ficheiro “config.xml”, Tabela 3.8 que tem de ser copiado para uma pasta no dispositivo, esse
ficheiro contem o URL do webservice, o utilizador, a password e o nome da base de dados.
Tabela 3.8: config.XML
<?xml version="1.0"encoding="UTF-8"standalone="yes"?>
<configs>
<config ID="1»
<URL>URL DA BASE DE DADOS</URL>
<username>USERNAME</username>
<password>PASSWORD</password>
<BD>BASE DE DADOS</BD>
</config>
</configs>
O login é feito através do método POST, que envia o username, a password e o BD num objeto
JSON para o URL especificado. É recebida a seguinte mensagem de sucesso, Figura 3.43, que
abre uma sessão de 30 segundos para o SessionID recebido.
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Figura 3.43: Mensagem de Login em caso de sucesso
De seguida é realizada a inserção do registo de entrada/saída através do método Patch, onde são
enviados os seguintes dados num objeto JSON, Figura 3.44, de acordo com o esquema definido
pela Figura 3.45.
Figura 3.44: JSON Picagem
Figura 3.45: Entidade-Relação picagem.XML-Picagem.JSON
Que em caso de Sucesso não retorna nenhuma resposta.
3.5 Base de Dados
A base de dados de testes foi construída em MySQL e vai precisar de ser acedida através de
um dispositivo móvel e de uma página web.
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O dispositivo móvel comunicará com a base de dados através do cliente descrito na secção
3.4 onde efetuará o login e as picagens, enquanto a página web será um meio para se aceder ás
picagens efetuadas que será apresentada na secção dos resultados.
A Arquitetura REST utilizada para construir aplicações cliente/servidor de rede na Figura
3.46.
Figura 3.46: Arquitetura REST
3.5.1 Comunicação Android
Foram escolhidas várias ferramentas OpenSource para se poder construir uma base de dados
acessível a partir do Android, a comunicação segue a estrutura da Figura 3.47:
Figura 3.47: Comunicação Android - Base de dados
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3.5.1.1 Slim PHP Micro Framework
Em vez de começar a desenvolver uma framework REST a partir do zero, escolhi esta fra-
mework com provas dadas e as seguintes características:
• É muito leve e de fácil compreensão para quem inicia;
• Suporta todos os métodos HTTP: GET, POST, PUT e DELETE que são necessários para
uma API REST;
• Fornece uma arquitetura com uma camada intermédia útil para filtrar as chamadas.
3.5.1.2 WAMP
Instalando apenas o WAMP consegue-se instalar Apache, PHP e MySQL com um único
instalador. Fornece juntamente a plataforma phpMyAdmin para interagir facilmente com a base
de dados MySQL.
Através desta plataforma posso comunicar com um dispositivo Android externo mas ligado à
mesma rede.
3.5.2 Contrução da Base de Dados e do Servidor PHP
3.5.2.1 REST API para a inserção das picagens
Esta API REST necessita apenas de funcionalidades muito mínimas.
• As operações relacionadas ao utilizador, como registo e login;
• As operações de picagens, apenas a criação das mesmas.
3.5.2.2 Criação da Base de Dados MySQL
Para esta aplicação não precisamos de uma base de dados complexa. Tudo o que precisamos,
é de apenas duas tabelas, cliente 3.9 e picagem 3.10.
Tabela 3.9: Tabela Cliente
Cliente Tipo Chave
Nome VARCHAR(20)
Code CHAR(2) Única
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Tabela 3.10: Tabela Picagem
Picagem Tipo Chave
CUST_ID INT Única & Auto-Incrementa
Code CHAR(2) Estrangeira
U_DATA DATE
U_HORA TIME
U_TIPO CHAR(1)
U_MACADDR CHAR(17)
U_SO CHAR(1)
3.5.2.3 Estrutura do projecto PHP
O diagrama seguinte, Figura 3.48, contém a estrutura do projeto desenvolvido.
Figura 3.48: Estrutura projecto PHP
• libs - Todas as bibliotecas externas ficam aqui. No nosso caso, a biblioteca Slim;
• include - Todas as classes para controlo da aplicação;
• index.php - Trata de todas as solicitações da API
• .htaccess - Regras para a estrutura url e outras regras apache.
Normalmente a framework Slim funciona com o index.php incluído no URL, o que torna o
URL mal construído. Então, usando as regras Htacess podemos fazer URL mais amigáveis, Figura
3.49.
Figura 3.49: Ficheiro .htacess
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3.5.2.4 Preparação das classes de ajuda
Começou-se por escrever um conjunto de classes auxiliares necessárias neste projeto. Estas
classes auxiliares fornecem funções necessárias exigidas para interagir com a base de dados.
Config.php Este ficheiro contém toda a configuração do projeto, parâmetros de ligação à base
de dados e outras variáveis, Figura 3.50.
Figura 3.50: Ficheiro Config.php
DbConnect.php Este ficheiro trata da conexão à base de dados, Figura 3.51.
Figura 3.51: Ficheiro DbConnect.php
90 Metodologia
DbHandler.php Esta classe é um dos ficheiros mais importantes no projeto, fornece as funções
necessárias para executar operações CRUD na base de dados, Figura 3.52.
Figura 3.52: Ficheiro DbHandler.php
3.5.2.5 Resolver Chamadas API
Após se ter todas as classes necessárias para o API REST. Começou-se o código para lidar
com todas as chamadas individuais da API.
index.php Nesta classe são incluidas as bibliotecas necessárias e outras funções auxiliares, Fi-
gura 3.53.
verifyRequiredParams () - Esta função verifica os parâmetros obrigatórios na chamada.
echoRespnse () - Esta função irá juntar à resposta JSON, um código de status.
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Figura 3.53: Ficheiro index.php
Resposta JSON Cada solicitação de API emitirá uma resposta JSON com um código de status
HTTP. No lado do cliente tem que se verificar o código de status http da resposta. Se o status for
200, o pedido é processado com êxito.
Criar nova Picagem O seguinte método mostra como adicionar uma picagem, é integrado no
ficheiro index.php, Figura 3.54.
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Figura 3.54: Inserir picagem php
Capítulo 4
Resultados
Neste capítulo são apresentados o desempenho dos métodos de reconhecimento expostos an-
teriormente, tal como do webservice e a sua integração conjunta.
4.1 Reconhecimento facial
Todos os métodos de reconhecimento facial usaram o mesmo conjunto de 20 indivíduos. Como
dito anteriormente, os três métodos convencionais eram apenas para servir de comparação com o
método de Reconhecimento Baseado na Localização de Caraterísticas da Face, porém apenas se
conseguiu completar com sucesso o método Eigenfaces.
4.1.1 Eigenfaces
Após vários testes realizados, concluiu-se que para a eficiência deste método ser a melhor
possível seria necessário cumprir as seguintes condições:
• São necessárias pelo menos 5 fotos por pessoa;
• Todas as fotos tem de ter a mesma dimensão, 160x160;
• As fotos devem ser tiradas com um fundo limpo, por exemplo usou-se uma parede clara;
• A luminosidade do local deve ser constante;
• As fotos são guardadas em escala cinza e equalizadas;
• O dispositivo móvel deve estar o mais estável possível durante o reconhecimento;
Para tirar as fotos, desenvolveu-se um programa que usa o mesmo método de detecção facial
que o programa de reconhecimento. O seu funcionamento consiste em clicar-se num botão, sendo
guardada a face que está a ser detectada, já em escala cinza, equalizada e com um tamanho de
160x160 num ficheiro de imagem "jpg". Pode-se consultar o código integral em anexo.
A base de dados usada é a seguinte:
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Tabela 4.1: Base de Dados Eigenfaces
1 Filipe IMG_11.jpg 11 Rita IMG_121.jpgg
1 Filipe IMG_12.jpg 11 Rita IMG_122.jpgg
1 Filipe IMG_13.jpg 11 Rita IMG_123.jpgg
1 Filipe IMG_14.jpg 11 Rita IMG_124.jpg
1 Filipe IMG_15.jpg 11 Rita IMG_125.jpg
2 Rui IMG_21.jpg 12 Joana IMG_141.jpg
2 Rui IMG_22.jpg 12 Joana IMG_142.jpg
2 Rui IMG_23.jpg 12 Joana IMG_143.jpg
2 Rui IMG_24.jpg 12 Joana IMG_144.jpg
2 Rui IMG_25.jpg 12 Joana IMG_145.jpg
3 Fernando IMG_31.jpg 13 Diana IMG_151.jpg
3 Fernando IMG_32.jpg 13 Diana IMG_152.jpg
3 Fernando IMG_33.jpg 13 Diana IMG_1531.jpg
3 Fernando IMG_34.jpg 13 Diana IMG_154.jpg
3 Fernando IMG_35.jpg 13 Diana IMG_155.jpg
4 Monica IMG_41.jpg 14 Nelson IMG_161.jpg
4 Monica IMG_42.jpg 14 Nelson IMG_162.jpg
4 Monica IMG_43.jpg 14 Nelson IMG_163.jpg
4 Monica IMG_44.jpg 14 Nelson IMG_164.jpg
4 Monica IMG_45.jpg 14 Nelson IMG_165.jpg
5 Antonio IMG_51.jpg 15 Marco IMG_171.jpg
5 Antonio IMG_52.jpg 15 Marco IMG_172.jpg
5 Antonio IMG_53.jpg 15 Marco IMG_173.jpg
5 Antonio IMG_54.jpg 15 Marco IMG_174.jpg
5 Antonio IMG_55.jpg 15 Marco IMG_175.jpg
6 Jorge IMG_61.jpg 16 Brochado IMG_111.jpg
6 Jorge IMG_62.jpg 16 Brochado IMG_112.jpg
6 Jorge IMG_63.jpg 16 Brochado IMG_113.jpg
6 Jorge IMG_64.jpg 16 Brochado IMG_114.jpg
6 Jorge IMG_65.jpg 16 Brochado IMG_115.jpg
7 Fabio IMG_71.jpg 17 Ana IMG_131.jpg
7 Fabio IMG_72.jpg 17 Ana IMG_132.jpg
7 Fabio IMG_73.jpg 17 Ana IMG_133.jpg
7 Fabio IMG_74.jpg 17 Ana IMG_134.jpg
7 Fabio IMG_75.jpg 17 Ana IMG_135.jpg
8 Lopes IMG_81.jpg 18 Teixeira IMG_181.jpg
8 Lopes IMG_82.jpg 18 Teixeira IMG_182.jpg
8 Lopes IMG_83.jpg 18 Teixeira IMG_183.jpg
8 Lopes IMG_84.jpg 18 Teixeira IMG_184.jpg
8 Lopes IMG_85.jpg 18 Teixeira IMG_185.jpg
9 G3 IMG_91.jpg 19 Pacheco IMG_191.jpg
9 G3 IMG_92.jpg 19 Pacheco IMG_192.jpg
9 G3 IMG_93.jpg 19 Pacheco IMG_193.jpg
9 G3 IMG_94.jpg 19 Pacheco IMG_194.jpg
9 G3 IMG_95.jpg 19 Pacheco IMG_195.jpg
10 Luis IMG_101.jpg 20 Pintor IMG_201.jpg
10 Luis IMG_102.jpg 20 Pintor IMG_202.jpg
10 Luis IMG_103.jpg 20 Pintor IMG_203.jpg
10 Luis IMG_104.jpg 20 Pintor IMG_204.jpg
10 Luis IMG_105.jpg 20 Pintor IMG_205.jpg
4.1 Reconhecimento facial 95
Para um dispositivo móvel começa a tratar-se de uma operação muito pesada, 20 indiví-
duos resulta numa base de dados com 100 imagens, com mais indivíduos demoraria mais tempo,
demonstra-se assim à partida não ser uma solução ideal para identificação em tempo real, sobre-
tudo em dispositivos móveis.
As distâncias euclidianas entre as coordenadas da imagem de teste e as coordenadas das ima-
gens de treino são calculadas, sendo escolhida a imagem de treino mais próxima . Um threshold
é fixado de tal modo que se a distância mais próxima está acima do threshold, a face é conside-
rada não reconhecida. Caso esteja abaixo, é reconhecida a identidade da face mais próxima. O
resultado é assim dividido em quatro casos:
• Falsa Rejeição (FR): se a face está associada com a imagem correcta, mas a distância é
maior do que o treshold.
• Falsa Aceitação (FA): se a face está associada com a imagem errada, mas a distância é
menor do que o treshold.
• Rejeição Correta (CR): se a face está associada com a imagem errada e a distância é maior
do que o treshold.
• Aceitação Correta (CA): se a face está associada com a imagem correcta e a distância é
menor do que o treshold.
Os resultados da tabela 4.2 foram conseguidos de acordo com os seguintes testes: um total de
15 indivíduos, em que 10 pertenciam à base de dados e 5 não pertenciam, foram identificados pelo
programa de reconhecimento facial. Cada indivíduo foi testado duas vezes, perfazendo um total
de 30 resultados, expostos na Tabela. Em caso de reconhecimento aparece a seguinte interface da
Figura 4.1.
Figura 4.1: Interface pessoa reconhecida
Tabela 4.2: Resultado Eigenfaces para 20 indivíduos
Método Treshold CA CR FA CR Corretas %
Eigenfaces 125 15/20 7/10 4 4 22 73.33
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Tempo de execução para a etapa de detecção da face num dispositivo móvel, neste caso o Moto
G é em média 0.48s e o tempo de execução para a etapa de reconhecimento facial é 2.5s. Assim,
o processo global de detecção de rosto e reconhecimento leva cerca de 3s.
4.2 Reconhecimento baseado na Localização de Características da
Face
Este método difere no modo de reconhecimento, não necessitando de imagens na base de
dados. A comparação é feita através da detecção das características da face (localização dos
olhos, nariz e boca) guardando coordenadas de referência e a detecção normalizada dos contornos
da face, a partir do qual o score é obtido. O funcionamento detalhado está na secção 3.1.3.
Os testes realizados com um grupo reduzido de pessoas foi possível identificar em cada uma
delas todas estas características. O uso de técnicas de normalização como o redimensionamento
da imagem da face a um tamanho fixo, o normalizar os contrastes da imagem em escala de cinza
através da equalização de histograma, faz com que os efeitos de iluminação e variabilidade do
mesmo individuo sejam reduzidos.
De forma a implementar a funcionalidade de reconhecimento facial em dispositivos móveis,
foi necessário criar duas aplicações, uma para registar a face e outra para fazer o reconhecimento
(picagem). A Figura 4.2 apresenta a interface da aplicação regista face onde, se uma for detetada,
é ouvido um sinal sonoro e é mostrada a interface de registo (Figura 4.3) da mesma face pedindo
ao utilizador o identificador e o nome do indivíduo, na parte superior podem-se ver os valores que
vão ser guardados no ficheiro xml.
Figura 4.2: Interface de registo de face
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Figura 4.3: Interface de registo de informação de indivíduo após a detecção da face
No processo de determinação das características da face são usadas as operações de processa-
mento de imagem: conversão para escala de cinza, equalização de histograma, binarização pelo va-
lor médio e detecção de contornos usando um operador de gradiente Sobel (semelhante ao Canny
mas de mais leve processamento para dispositivos móveis), secção 3.1.3.
Nesta interface, como a face registada anteriormente é mostrada numa vista de imagem no lado
direito após se ouvir o sinal sonoro, ficando durante alguns segundos até a atividade de registo ser
aberta, se essa imagem satisfizer o utilizador e estiver centrada pressionando o botão registar ela
é inserida na base de dados local (faces.xml), numa pasta no dispositivo denominada ‘eb’. Caso
essa pasta não exista, é criada, e caso ainda não tenha havido nenhum registo o ficheiro da base de
dados local também é criado.
A Figura 4.4 mostra a interface com a mensagem “Face registada com sucesso!”, caso haja
um erro de registo, essa mensagem de erro também é mostrada ao utilizador.
Figura 4.4: Interface com mensagem de sucesso no registo de uma face
Caso se pretenda registar um individuo já registado a mensagem presente na Figura 4.5 é
apresentada.
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Figura 4.5: Mensagem de tentativa de registar uma face com um id já existente
Um exemplo de ficheiro com o registo de um indivíduo é apresentado em seguida, Tabela 4.3.
Tabela 4.3: Ficheiro XML com face
<?xml version=’1.0’ encoding=’ISO-8859-1’ ?>
<faces>
<face ID="1»
<reX>114</reX>
<reY>63</reY>
<redx>94</redx>
<redy>50</redy>
<leX>50</leX>
<leY>63</leY>
<ledx>30</ledx>
<ledy>50</ledy>
<nX>78</nX>
<nY>97</nY>
<ndx>58</ndx>
<ndy>80</ndy>
<mX>78</mX>
<mY>135</mY>
<mdx>50</mdx>
<mdy>118</mdy>
<npe>9149.00</npe>
<score>7.36</score>
<idf>fil</idf>
<name>filipe</name>
</face>
</faces>
Na aplicação de reconhecimento (entrada/saída) da face a interface é semelhante, o utilizador
segura o dispositivo e aproxima-o da face até que ela seja detetada, sendo então acionada uma
notificação sonora. Pode-se também ter o dispositivo móvel num local fixo. Primeiro é verificado
se existem faces registadas, caso não existam é apresentada a mensagem presente na Figura 4.6.
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Caso não seja reconhecida a face, é apresentada a mensagem mostrada na Figura 4.7; na situação
de ser reconhecida a face e identificado o individuo, caso não tenha ainda nenhuma entrada ou a
última ocorrência tenha sido uma saída, é apresentada a interface da Figura 4.8; caso a última
ocorrência tenha sido uma entrada, é apresentada a interface de saída (Figura 4.9).
Figura 4.6: Notificação da não existência de faces registadas
Figura 4.7: Notificação de face desconhecida
Figura 4.8: Notificação de entrada
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Figura 4.9: Notificação de saída
Um exemplo de um ficheiro resultante do registo de entrada/saída é apresentado em seguida.
Tabela 4.4: Ficheiro XML com registos de entrada/saída
<?xml version=’1.0’ encoding=’ISO-8859-1’ ?>
<picagens>
<picagem ID="1»
<idf>fil</idf>
<nome>Filipe</nome>
<tempo>02-09-2015 22:05:12</tempo>
<estado>1</estado>
</picagem>
<picagem ID="2»
<idf>fil</idf>
<nome>Filipe</nome>
<tempo>02-09-2015 22:05:36</tempo>
<estado>0</estado>
</picagem>
</picagens>
Contudo, existem ainda falhas no reconhecimento, ocorrências de não reconhecimento de uma
face registada e de reconhecimento errado de faces registadas. Nesse sentido e após a realização de
vários testes, concluiu-se que para a eficiência deste método ser a melhor possível seria necessário
cumprir as seguintes condições:
• O dispositivo móvel deve estar fixo;
• O registo e reconhecimento deve ser feito com um fundo limpo, por exemplo usou-se uma
parede clara;
• A luminosidade do local deve ser constante;
• Em caso de roupa com golas (camisas, polos) o score é levemente influenciado;
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• O registo e reconhecimento foram efetuados no mesmo dia;
• O registo e reconhecimento foram efetuados com o indivíduo à mesma distância do dispo-
sitivo móvel, cerca de 50cm.
Foram testadas três versões do programa:
• Apenas usando a detecção e localização das características da face (dois olhos, nariz e boca),
secção 4.2.1;
• Apenas usando o cálculo de um score através dos contornos, secção 4.6;
• A sua versão completa com a integração conjunta dos dois métodos citados anteriormente,
secção 4.7.
A base de dados utilizada contém os mesmos indivíduos do que a usada no método Eigenfaces.
Os resultados para as 3 versões foram conseguidos de acordo com os seguintes testes: um total
de 15 indivíduos, em que 10 pertenciam à base de dados e 5 não pertenciam, foram identificados
pelo programa de reconhecimento facial. Cada indivíduo foi testado duas vezes, perfazendo um
total de 30 resultados.
Os resultados são assim dividido em quatro casos:
• Falsa Rejeição (FR): se uma face está registada mas não é reconhecida.
• Falsa Aceitação (FA): se uma face não está registada mas é reconhecida ou está registada
mas é reconhecida como outra.
• Rejeição Correcta (CR): se a face está não está registada e não é reconhecida.
• Aceitação correcta (CA): se a face está registada e é reconhecida.
4.2.1 Resultados: Detecção e Localização das Características da Face
Tabela 4.5: Resultado: Detecção e Localização das Características da Face para 15 indivíduos
Método Tolerância CA CR FA FR Corretas 5%
RBDLCF 5% 13/20 4/10 9 4 17 56.66
4.2.2 Resultados: Contornos da face
Tabela 4.6: Resultado: Contornos da face
Método Tolerância CA CR FA FR Corretas 10%
Score 5% 11/20 7/10 6 6 18 60.00
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4.2.3 Resultados: Detecção e Localização das Características da Face + Contornos
da face
Tabela 4.7: Resultado: Detecção e Localização das Características da Face + Contornos da face
Método Tolerância CA CR FA FR Corretas %
RBDLCF + Score 5%/10% 17/20 8/10 4 8 20 83.33
4.3 Reconhecimento com QR-Code
Para o reconhecimento por QR-Code foram desenvolvidas duas aplicações, uma de registo e
outra de reconhecimento (entrada/saída).
Na aplicação desenvolvida é lida uma imagem onde é verificado se existe um QR-Code. No
caso de existir, são mostrados os resultados de leitura independentemente da sua orientação e é
ouvido um sinal sonoro para assinalar o reconhecimento, Figura 4.10.
Figura 4.10: Exemplo de QRcode
A aplicação utiliza a câmara da frente do dispositivo móvel, interface apresentada pela Figura
4.11, ficando a aguardar a identificação de um QR-Code em qualquer uma das orientações. Assim
que o QR-Code é identificado, é lida a sua informação, um sinal sonoro é emitido e é mostrado na
interface o registo (Figura 4.12), pedindo ao utilizador o identificador e o nome.
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Figura 4.11: Interface de registo de QRCode
Nesta interface, é mostrado um texto superior com o conteúdo do QR-Code, pressionando o
botão registar o QR-Code é inserido na base de dados local (qrcodes.xml), numa pasta no disposi-
tivo denominada ‘eb’. Caso essa pasta não exista, é criada, e caso ainda não tenha havido nenhum
registo, o ficheiro da base de dados local também é criado.
Figura 4.12: Interface de introdução de informação do indivíduo no registo de QRCode
No caso de sucesso no registo é apresentada a notificação da Figura 4.13; caso ocorra algum
erro, será apresentada a respetiva mensagem. Na situação do utilizador tentar adicionar um QR-
Code com o mesmo identificador de outro já existente, isso não será possível e será apresentada
uma notificação. O tempo de registo e detecção do QR-Code é bastante rápido, demorando menos
de 1 segundo.
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Figura 4.13: Interface com mensagem de sucesso no registo de QR-Code
Um exemplo de ficheiro com o registo de um indivíduo por QR-Code é apresentado em se-
guida.
Tabela 4.8: Ficheiro XML com QR-Code
<?xml version=’1.0’ encoding=’ISO-8859-1’ ?>
<qrcodes>
<qrcode ID="1»
<qrcode>211256</qrcode>
<idf>fil</idf>
<name>Filipe</name>
</qrcode>
</qrcodes>
Na aplicação de reconhecimento (picagem) por QR-Code, a interface é semelhante à do re-
gisto, o procedimento usado foi o mesmo, de apresentar um QR-Code na frente da câmara frontal
do dispositivo, sendo acionada uma notificação sonora assim que este é reconhecido, primeiro
é verificado se existem QR-Codes registados, caso não existam é apresentada uma mensagem a
notificar o utilizador dessa ocorrência. Caso não seja reconhecida o QR-Code é apresentada a
mensagem mostrada na Figura 4.14, na situação de ser reconhecida o QR-Code e identificado o
individuo, caso não tenha ainda nenhuma entrada ou a ultima ocorrência fosse uma saída, é apre-
sentada a interface da Figura 4.15, caso a última ocorrência fosse uma entrada, é apresentada a
interface de saída (Figura 4.16).
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Figura 4.14: Notificação de identificação de QR-Code desconhecido
Figura 4.15: Notificação de entrada de um indivíduo com um QR-Code reconhecido no sistema
Figura 4.16: Notificação de saída de um indivíduo com um QR-Code reconhecido no sistema
Um exemplo de um ficheiro resultante do registo de entrada/saída é apresentado em seguida.
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Tabela 4.9: Ficheiro XML com picagens
<?xml version=’1.0’ encoding=’ISO-8859-1’ ?>
<picagens>
<picagem ID="1»
<idf>fil</idf>
<nome>Filipe</nome>
<tempo>02-09-2015 22:05:12</tempo>
<estado>1</estado>
</picagem>
<picagem ID="2»
<idf>fil</idf>
<nome>Filipe</nome>
<tempo>02-09-2015 22:05:36</tempo>
<estado>0</estado>
</picagem>
</picagens>
O tempo de resposta é rápido, menos de 1 segundo, assim que o QR-Code é detetado, desde
que o QR-Code esteja registado há uma taxa de sucesso no reconhecimento de 100%, caso não
esteja a taxa de rejeição é de igual grandeza.
4.4 Reconhecimento com NFC
A aplicação de controlo de acesso por NFC foi desenvolvida para dispositivos móveis, esta
divide-se em duas, à semelhança das anteriores, a de registo e a de reconhecimento (entrada/saída).
No dispositivo móvel é usado o sensor de leitura de NFC, localizado na parte posterior do
dispositivo, a interface com o utilizador é a apresentada pela Figura 4.18, ficando a aguardar que
o utilizador passe um cartão NFC na zona do sensor, para a tag ser lida por este. Assim que a
tag NFC é identificado é lida, um sinal sonoro é emitido e é mostrada interface de registo (Figura
4.17), pedindo ao utilizador o identificador e o nome do indivíduo. Quando o botão de registo é
selecionado, é inserido na base de dados local (nfc.xml), numa pasta no dispositivo denominada
‘eb’. Caso essa pasta não exista, é criada, e caso ainda não tenha havido nenhum registo, o ficheiro
da base de dados local também é criado.
Após o registo com sucesso é mostrada a notificação presente na Figura 4.19, caso ocorra
alguma falha a mensagem sobre ela também seria apresentada.
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Figura 4.17: Interface de registo de tag NFC
Figura 4.18: Interface de introdução de informação do indivíduo no registo da tag NFC
Figura 4.19: Notificação do registo de tag NFC com sucesso
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Na situação do utilizador tentar adicionar uma tag NFC já existente, isso não será possível
e será apresentada a notificação. O tempo de registo e detecção da tag NFC é bastante rápido,
demorando menos de 1 segundo.
Um exemplo de ficheiro com o registo de um indivíduo por tag NFC é apresentado em seguida.
Tabela 4.10: Ficheiro XML com tag NFC
<?xml version=’1.0’ encoding=’ISO-8859-1’ ?>
<tagsnfc>
<tagnfc ID="1»
<tagnfc>AC42CB33</tagnfc>
<idf>fil</idf>
<name>Filipe</name>
</tagnfc>
</tagsnfc>
Na aplicação de reconhecimento (entrada/saída) por tag NFC, a interface é semelhante à do
registo, o procedimento usado foi o mesmo, de apresentar um cartão NFC na zona posterior do
dispositivo, onde se encontra o sensor NFC, sendo acionada uma notificação sonora assim que
este é reconhecido, primeiro é verificado se existem tags NFC registadas, caso não existam é
apresentada uma mensagem a notificar o utilizador dessa ocorrência. Caso não seja reconhecida a
tag NFC é apresentada a mensagem mostrada na Figura 4.20, na situação em que é reconhecida
uma tag NFC e identificado o indivíduo, caso não tenha ainda nenhuma entrada, ou a última
ocorrência seja uma saída, é apresentada a interface da Figura 4.21, caso a última ocorrência
fosse uma entrada, é apresentada a interface de saída (Figura 4.22).
Figura 4.20: Notificação que a NFC lida não está registada no sistema
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Figura 4.21: Notificação de entrada de um indivíduo com uma NFC reconhecida no sistema
Figura 4.22: Notificação de saída de um indivíduo com uma NFC reconhecida no sistema
Um exemplo de um ficheiro resultante do registo de entrada/saída é apresentado em seguida.
Tabela 4.11: Ficheiro XML com registos de entrada saída
<?xml version=’1.0’ encoding=’ISO-8859-1’ ?>
<picagens>
<picagem ID="1»
<idf>fil</idf>
<nome>Filipe</nome>
<tempo>02-09-2015 22:05:12</tempo>
<estado>1</estado>
</picagem>
<picagem ID="2»
<idf>fil</idf>
<nome>Filipe</nome>
<tempo>02-09-2015 22:05:36</tempo>
<estado>0</estado>
</picagem>
</picagens>
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O tempo de resposta é reduzido, menos de 1 segundo, assim que a tag NFC é detectada, desde
que esteja registada no sistema há uma taxa de sucesso no reconhecimento de 100%; caso não
esteja, a taxa de rejeição é total.
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4.5 Webservice
Este serviço necessita de ligação à internet para efetuar as suas operações, sendo que só está
operacional se aparecer como na figura 4.23, caso esteja como na figura 4.24 não é possível
guardar as picagens na base de dados externa.
Figura 4.23: Sistema com ligação à internet
Figura 4.24: Sistema sem ligação à internet
Após o reconhecimento ser efetuado, o programa de forma automática, efetua o login e o
registo de entrada/saída na base de dados externa através do webservice. Caso acha algum erro
aparece uma mensagem "Erro de Conexão", Figura 4.25 podendo dever-se ao login mal configu-
rado ou caso o servidor esteja ocupado.
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Figura 4.25: Sistema sem ligação à internet
O funcionamento do webservice ficou totalmente operacional, sendo que todas as picagens
efetuadas foram guardadas na base de dados.
4.5.1 Consulta das Picagens
Para se consultar as picagens, construiu-se uma página web de interface muito simples, onde
se podiam consultar os utilizadores (clientes) e as picagens efetuadas, realizaram-se apenas seis
picagens para consulta, todas do mesmo utilizador, Filipe.
A interface inicial era a seguinte, Figura 4.26, onde à esquerda se escolhia qual a tabela a
consultar:
Figura 4.26: Interface Inicial
Após se escolher uma tabela, corria-se o comando GET, sendo mostrados os utilizadores
presentes, Figura 4.27, e as picagens efetuadas por um dos utilizadores, Figura 4.28:
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Figura 4.27: Interface com os utilizadores
Figura 4.28: Interface com as picagens de um utilizador
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Capítulo 5
Discussão e Conclusão
No presente capítulo são discutidos os resultados obtidos e apresentados no capítulo 4, conclu-
sões finais da dissertação e são sugeridos alguns desenvolvimentos futuros que permitem adicionar
valor ao trabalho realizado.
5.1 Discussão
Nesta secção do documento são apresentados os comentários sobre os resultados obtidos e se
foram de acordo com os objetivos definidos inicialmente.
A interface definida para as aplicações de registo dos utilizadores e controlo de acesso e assi-
duidade é simples e requer a miníma interação do utilizador, no entanto podem ser aperfeiçoadas
em termos de aspeto visual. O mesmo optou-se por não se fazer de forma a garantir a simplicidade
e a funcionalidade da mesma.
Dos métodos convencionais de reconhecimento facial com recurso a uma base de dados com
imagens apenas se conseguiu implementar com a totalidade de sucesso as Eigenfaces. Tanto o
método Fisherfaces como o LBPH não foram completamente implementados, devido sobretudo
a alguma falta de organização em termos temporais, não podendo nenhum deles servir de com-
paração. Sabe-se porém através do Estado da Arte que são semelhantes em termos de eficácia e
eficiência quando comparados com o método Eigenfaces.
Foi desenvolvido um método de reconhecimento facial baseado nas caraterísticas da face de-
tetada, primeiro tendo em conta uma métrica dos contornos da face, sendo complementada em
seguida com a posição do olho esquerdo, olho direito, nariz e boca. O método desenvolvido
provou-se eficaz e garantiu o reconhecimento de indivíduos podendo futuramente a ser melhorado
com a adição de mais características.
O desenvolvimento de autenticação com recurso à leitura de QR-Code foi implementado na
totalidade com uma taxa de sucesso de 100%.
A aplicação desenvolvida para a autenticação com tag NFC, apenas corre nos dispositivos
móveis que possuem este sensor de leitura, foi também implementado na totalidade e a fiabilidade
da sua utilização é também de 100%.
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Foi desenvolvida uma interface de webservice restful que permite o armazenamento do re-
gisto de acesso (entrada/saída) numa base de dados remota permitindo a gestão dos acessos numa
aplicação de back office.
A sensibilidade do método Eigenfaces implementado é de 73%, o método desenvolvido com
apenas os contornos da face é de 60%, o método desenvolvido apenas com as características da
face é de 57%, enquanto que o método desenvolvido combinando os contornos e as caraterísticas
da face apresentou um valor de 83%. Podemos então entender que o método desenvolvido tem
uma discriminação superior ao método convencional revelando melhor performance e garantindo
a segurança dos utilizadores protegendo a sua confidencialidade ao não usar uma base de dados de
imagens.
5.2 Conclusão Final
A finalidade de implementação do sistemas de controlo de acessos usando um dispositivo mó-
vel usando características biométricas com recurso a métodos complementares de autenticação foi
implementado com sucesso e o mesmo apresentou performance e fiabilidade superior aos métodos
tipicamente convencionais de reconhecimento facial.
Perante isto pode dizer-se que os objetivos definidos para este projeto foram atingidos na to-
talidade. A execução deste projeto possibilitou a aprendizagem e o aumento de conhecimentos
no domínio da biometria e dos dispositivos móveis, nomeadamente no que diz respeito ao reco-
nhecimento facial, uso de bibliotecas de QR-Code e NFC e no desenvolvimento de interfaces para
webservices Restful.
5.3 Proposta de Trabalho Futuro
Como desenvolvimentos futuros propõe-se o seguinte:
• Melhorar a interface com o utilizador sem reduzir a simplicidade e funcionalidade da mesma;
• Implementar os métodos convencionais de reconhecimento facial de fisherfaces e LBPH;
• Estabelecer uma comparação entre os vários métodos de reconhecimento facial numa popu-
lação mais alargada;
• Adicionar mais caraterísticas da face ao método desenvolvido no âmbito desta dissertação;
• Combinar numa única aplicação o reconhecimento facial com as restantes soluções de
acesso já implementadas;
• Por o sistema operacional em modo offline, sendo o registo de entradas/saídas enviadas para
a base de dados remota quando a ligação for restabelecida, permitindo assim uma tolerância
a falhas de rede.
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