Abstract. Let C be a full dimensional, closed, pointed and convex cone in a nite dimensional real vector space E with an inner product hx; yi of x; y 2 E, and M a maximal monotone subset of E 2 E. This paper studies the existence and continuity of centers of the monotone generalized complementarity problem associated with C and M: Find (x; y) 2 M \ (C 2 C 3 ) such that hx; yi = 0. Here C 3 = fy 2 E : hx; yi 0 for all x 2 Cg denotes the dual cone of C. The main result of the paper unies and extends some results established for monotone complementarity problems in Euclidean space and monotone semidenite linear complementarity problems in symmetric matrices.
1
Introduction.
The central trajectory or the path of centers is known to be an important concept which plays a substantial role in the development of interior-point methods for various problems such as linear programming problems (LPs) [11, 16, etc.] , monotone linear and nonlinear complementarity problems (LCPs and NLCPs) [4, 9, 10, etc.] , semidenite programming problems (SDPs) [1, 19, etc.] and monotone semidenite linear complementarity problems (SDLCPs) [12] . A more fundamental concept, the method of centers was introduced by Huard [7] for convex constrained sets and by Sonnevend [18] for polytopes, in connection with optimization problems. It was extended by Megiddo [15] to the central trajectory of an LP and to the central trajectory of a monotone LCP. In his paper [15] , Megiddo showed that the central trajectory runs through the interior of the primal-dual feasible region of the LP (or the interior of the feasible region of the monotone LCP) and converges to a pair of primal-dual optimal solutions of the LP (or a solution of the LCP, respectively). Numerous interior-point algorithms are based on the idea of \numerically tracing the central trajectory;" on the theoretical side, many papers have studied the existence and continuity of the central trajectory for various problems ( [4, 10, 12, 13, 15, etc.] ). The aim of this paper is a unication and a further extension of some of these theoretical studies on the central trajectory for the monotone generalized complementarity problem (GCP). Let (1) This problem is also called a monotone complementarity problem associated with a convex cone C.
Our succeeding discussion relies much on a -logarithmically homogeneous self-concordant barrier for a cone, which was originally introduced by Nesterov and Nemirovskii [17] . Let R denote the set of real numbers. Consider the problem; minimize f (x; y) := hx; yi + (F (x) + F + (y)) subject to (x; y) 2 M:
f(x; y) 2 C 2 C 
Then:
(i) For every 0, the set M \ H() is the set of global minimizers of (2), and is nonempty.
(ii) The set M \ H() is upper semi-continuous as a point-to-set map from R + ! E 2 E, where R + denotes the set of nonnegative real numbers. Especially, for every > 0, the set M \ H () consists of a single point (x(); y()) 2 Int C 2 Int C 3 , and hence is continuous w.r.t. .
(iii) The solution set of the GCP (1) is nonempty, compact and convex.
For every > 0, we call (x(); y()) a center, and f(x(); y()) : > 0g the central trajectory. Theorem 1.2 generalizes some results on the existence and continuity of certain trajectories in the monotone LCP [15] , the monotone NLCP [4, 13] and the monotone SDLCP [12] . Assertion (ii) implies that the central trajectory is a continuous path in the interior of the feasible region and that as & 0 every accumulation point lies in the solution set of the GCP (1).
It should be noted that the assumption (4) which was imposed in most of the literature on the central trajectory ( [9, 12, 13, 15, etc.] ). But assertion (ii) implies (4)'. Hence, we know as a corollary of the theorem that (4)' and (4) are equivalent. See also [4] . In assertion (iii), the nonemptiness and compactness of the solution set of the GCP (1), which is equal to the set M \ H (0), is easily derived by assertion (i) and the proof of (ii).
See also [8] . For the interesting relation between the feasibility and the solvability for the GCP (1), see for example [3, Theorems 3.1, 7.1 and Example 5.1] and [14] . Our proof of Theorem 1.2 given in the next section is substantially based on the proofs of Theorems 2.1 and 3.1 of the paper [4] by G uler. If we dene a point-to-set mapping T : E ! 2 E by T (x) fy 2 E : (x; y) 2 Mg for every x 2 E, then T is a maximal monotone operator on E and we can rewrite the GCP (1) as:
Find (x; y) 2 C 2 C 3 such that y 2 T (x) and hx; yi = 0:
(1)' Thus we can describe the monotone GCP in terms of a maximal monotone operator T on E as well as a maximal monotone subset M of E 2 E. The GCP of the form (1)' might be more convenient to utilize G uler's proofs of Theorems 2.1 and 3.1 of [4] eectively because he dealt with the monotone NLCP of the form:
Find (x; y) 2 R n + 2 R n + such that y 2 T (x) and hx; yi = 0; where T is a maximal monotone operator on R n and R n + the nonnegative orthant of R n .
However, the monotone operator is often not explicitly given in practice, e.g., the primaldual pair of an LP and the Karush-Kuhn-Tucker condition for a convex program. Therefore, we translate G uler's proof in terms of a maximal monotone set M of E 2 E and adapt it to the GCP (1). 2 Proof of Theorem 1.2
In this section, we shall prove the main result (Theorem 1.2) of this paper.
The following lemmas are keys to the existence of the center.
Lemma 2.1. For any > 0, the derivative of the objective function f (x; y) of (2) By (6) and (7), we see that the condition (5) is satised. . Supposing > 0, we will show that x 2 Int C. In this case, we may assume that q > 0 for every q for some positive constant > 0, i.e., the sequence f q g is bounded and bounded away from zero. Then y q = 0 q F 0 (x q ) for every q. We assume that x lies on the boundary of C.
Then the sequence fF(x q )g diverges to 1 as q ! 1 by the denition of the logarithmically homogeneous self-concordant barrier F . Note that f q g is bounded and bounded away from zero, fx q g converges to x and F is a strictly convex function on Int C. Therefore, (10) . By (8) , (9) and (10), we conclude that (x 1 + (1 0 )x 2 ; y 1 + (1 0 )y 2 ) is a solution of the the GCP (1). 3 Concluding Remarks.
The papers [4, 10, 
