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Abstract 
Most of time series model are usually investigated and implemented by ARIMA and Neural Networks (NNs) model. 
However, ARIMA model may not be adequate for complex patterned problem while NNs model can well reveal the correlation 
of nonlinear pattern. Since, over-fitting due to a learning process is the main advantage of NNs as well as local trapped of 
parameters due to the large structure of the networks. To improve the forecast performance of both ARIMA and NNs for high 
accuracy, hybrid ARIMA and NNs model is alternate selected and employed to examine the Chiangmai city moat’s PM-10 time 
series data. The experimental results demonstrated that the hybrid model outperformed best over NNs and ARIMA respectively.  
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1. Introduction 
People in Northern Thailand and nearby country such as Lao and Burma has annually faced and suffered from 
severe pollution related to particulate matter up to 10 micrometer or PM-10. Especially during the high season on 
February to April, the PM-10 level is exceed above mean PM-10 standard of 120 μg/m3, specify by Thai 
government for daily PM-10 threshold monitoring [1]. The statistical of daily PM-10 during 2012-2014 is monitored 
in Chiangmai city moat area, which exhibit PM-10 level up to nearly 300 μg/m3 and was illustrated in fig. 2. Wood 
burning is still the major evident on such time as was also found in Indonesia. Other factors normally come from 
increasing of private transport using in the city and industry also was found in Beijing, China.  
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The measurement of PM-10 usually announces in the daily morning to warn people. However, like a weather 
forecast, the PM-10 forecast model should be implemented to predict PM-10 in advance. Traditional, most of the 
forecast model frequently used the historical values of PM-10 to estimate the current PM-10 value e.g. ARIMA 
(linear model) [2]-[3] and Neural Networks (NNs) (nonlinear model) [4]–[5]. Our previous work [4] has already 
done to predict PM-10 in the Chiangmai city moat area by using various NNs model. The accuracy resulted well, 
however the complexity of the model is the main problem which makes the model lack of efficiency learning and 
easy to saturate. The reliable of the forecast model not depends only on an accuracy result but suitable model 
structure. Further, forecast of PM-10 is not the easy task due to various statistically factors affected this value. 
    In this work, to solve the problem mentioned above, PM-10 forecast model is basically designed by ARIMA 
model to capture a suitable number of the historical values which are referred to the input of the model. Using this 
input number for a guideline of input node number of NNs, the task remains only tune the number of hidden node to 
yield the minimum mean square error (MSE). To improve the predictive performance of both ARIMA and ANN for 
high accuracy result, the theoretical and empirical findings have suggested an effective way by combining different 
models. The combining strategy of ARIMA and NNs is done to generate the hybrid model as hARIMA-NNs. The 
performance of the propose hybrid forecast model will be also assessed relative to an ARIMA and the NNs model.  
 
2. Methodology and Method 
2.1. An ARIMA Model 
    An ARIMA model typically consists of three parts i.e. auto regression AR(order p), moving average MA(order q) 
and differencing in order to strip off the integration of the series (order d) and then form ARIMA(p, d, q): 
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Where =(1-B), B refers to the backward shift operator for B(Yt)=Yt-1, Yt is the observation data at time t,  is the 
constant, 1, 2, …, p are the autoregressive parameter, t  is the randomly error at time t and N(0, 2), and 1, 2, 
…, q are the moving average parameters.  
     A practical approach to building ARIMA model includes three iterative steps i.e. identification, parameter 
estimation, and diagnostic checking. By this approach, PM-10 data is nonstationary using preliminary investigarion 
by ACF (auto correlation function) and PACF (partial ACF) and unit root test by augmented Dickey-Fuller (ADF) 
test and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test. In the identification step, the differencing and power of 
data transformation is used to make the time series data stationary. The ACF and PACF of PM identified the order 
q and p to 5 and 5 respectively, which yields ARIMA(5,1,5) model. After tentative models are identified, the set of  
and  parameters are numerically estimated such that an overall measure of error is minimized and expressed in (2) 
at a 99% confidence interval level of statistics test. Diagnostic  checking  by several statistics assumption of the 
residuals such as Box-Pierce Chi-Square test verified that (2) is sufficient since no correlation of the residuals. 
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2.2 A Neural Networks Model (NNs) 
An NNs is regarded as multivariate, nonlinear and nonparametric method which can well reveal the correlation 
of nonlinear time series in delay state space. In this work, a feed-forward neural network type of Multi-layer 
perceptron (MLP) was selected to use as the forecast model. It typically consists of a three-layer i.e an input layer, a 
hidden layer and an output layer, and is shown in dash line box of fig. 1. The output of  NNs is refered as predicting 
PM-10 at current time t and is weighted summation of each hidden layer neuron’s output which can be expressed as  
 
                                                          
  (2) (1) (1) (2)approxtPM f g b    W W PM b ,                                            (3) 
where the number of input node corresponds with parameter p in ARIMA(p,d,q), D is the number of hidden node in 
the hidden layer, W(1) and b(1)  is weight matrix and bias vector between input and hidden layer respectively, W(2) 
and b(2) is the weight vector and bias value between hidden and output layer respectively, and PM is the input matrix 
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of the historical PM-10. In the test, the sigmoid function yielded MSE less than hyperbolic tangent and is selected as 
an activation function of g and f is a linear transfer function. The parameter of NNs i.e. weights and biases are 
searched by the well-known back-propagation algorithm.  From the computer simulation, the optimized hidden node 
corresponds with 10 input nodes is 5. Then the NNs model can be represented by NNs(10,5,1) which 10, 5 and 1 
refers to number input, hidden and output node respectively. The NNs(10,5,1) explicitly expressed as 
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2.3 The Hybrid ARIMA-NN Model 
 
     Even if the ARIMA model has passed the diagnostic check for the residuals, it’s not guarantee the sufficient 
condition since the limitation of nonlinear pattern still not reveal. Therefore, the residuals can be modeled by the 
NNs to discover nonlinear pattern which is composed to hARIMA-NNs. It can reduce the unstable and trace the 
change of data pattern that frequently occurred in such time series data [6]. In this work, the PM-10 series data is 
assumed to be a composition between a linear autocorrelation (Lt) structure and nonlinear component (Nt) as, 
 
                                                      Yt = Lt + Nt +et,                                      (5) 
 
where and et is the residuals at time t. This hybrid model has the structure like the NNs model except for the joint 
between the residual (et) resulted from the ARIMA(p,d,q) model with the first difference data (PMt) as  
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     This kind of model observed that both linear and nonlinear relationship still existed in both residuals (et) and 
original data (PMt) where PMt = (1-B)(PMt) and h is a nonlinear function determined by NNs. The model 
configuration is shown in fig. 1. The residuals was generated from the ARIMA(5,1,5) in section 2.1) which are used 
as the partial input altogether with PMt. The input node number (M and R) are determined by the test as well as the 
number of hidden node (D) of NNs which denoted hARIMA(p,d,q)N([M,R],D). From the test, all the optimized 
value of M, R and D is 5. The nonlinear mapping function can be expressed as, 
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where w(1), w(2) denoted the weight element and b(1), b(2) denoted the bias between input and hidden layer and 
between hidden and output layer, respectively. 
 
 
Fig. 1. The hybrid ARIMA(p,d,q)-NNs([M,R],D) model. 
 
3. Results and Discussion 
     In the experiment design, a total 4 years data during 2011-2014 were used to examine in this work, the preceding 
1 years data of 2012 were used to train while remain data were used to test the validation. The forecast model 
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established in this work includes an ARIMA(5,1,5), the NNs(10,5), and the hARIMA(5,1,5)NNs([5,5],5) model will 
be determined the best one performance. The experimental results were compared and illustrated in fig. 2. 
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Fig. 2. Performance of forecast model with the residual of (a) ARIMA(5,1,5), (b) NNs(5,5), and  
(c) hARIMA(5,1,5)NNs([5,5],5) during Jan. 2012-Feb. 2014. 
 
     For an ARIMA(5,1,5) model, due to the inconsistency of data pattern and various factors affect the PM-10 data 
not only for the historical data, it worked better in the beginning period than the last period. The performance of this 
model quite low corresponds with the high average error result. For the NNs(10,5) model, due to it’s capability of 
learning the patterns, it can forecast well through all the considering time. However, the error severely occurred and 
out controlled at the high season period since the external factors e.g. the wind speed and direction, the humidity, the 
climate temperature, etc influent direct to PM-10 level. The performance of this model is moderate and better than 
ARIMA(5,1,5) model. For the hARIMA(5,1,5)NNs([5,5],5) model, the forecast performance is better than the 
previously two models while the number of input is kept equally to 10 for all models. However, the error at the high 
season period is still higher than the other period like the other two models.  
 
4. Summary 
     The complex PM-10 model of Chiangmai city moat area is used to test the perfomance of the various forecast 
models. An ARIMA, NNs, and hybrid model were design and optimized to estimate the current PM-10 by using 
historical data. The designed experiment resulted ARIMA(5,1,5), NNs(10,5), and hARIMA(5,1,5)NNs([5,5],5) for 
optimized model. By comparison, hARIMA-NNs is the optimal model and performs better than single NNs and 
ARIMA model by average 65% and 50% respectively. To improve the performance of the forecast models, the 
exogenous variable may be considered as well as the modified of the hybrid algorithm. 
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