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Abstract. Ordered Binary Decision Diagrams (OBDDs) are a data
structure for Boolean functions which supports many useful operations.
It ﬁnds applications in CAD, model checking, and symbolic graph algo-
rithms. We present an application of OBDDs to the problem of schedul-
ing N independent tasks with k diﬀerent execution times on m identical
parallel machines while minimizing the over-all ﬁnishing time. In fact,
we consider the decision problem if there is a schedule with makespan
D. Leung’s dynamic programming algorithm solves this problem in time
O
 
logm · N
2(k−1)
 
.I nt h i sp a p e r ,as y m b o l i cv e r s i o no fL e u n g ’ sa l g o -
rithm is presented which uses OBDDs to represent the dynamic program-
ming table T. This heuristical approach solves the scheduling problem
by executing O(k logmlog(mD)) operations on OBDDs and is expected
to use less time and space than Leung’s algorithm if T is large but well-
structured. The only known upper bound of O
 
(m · D)
3k+2 
on its re-
source usage is trivial. Therefore, we report on experimental studies in
which the symbolic method was applied to random scheduling problem
instances.
1 Introduction
The problem of nonpreemptively scheduling N independent tasks with integral
execution times on m identical and parallel machines while minimizing the over-
all ﬁnishing time (the makespan) is one of the most fundamental and well-studied
problems of deterministic scheduling theory. It is known to be NP-hard in the
strong sense [5]. In this paper, we consider the restricted case that the tasks
have only a constant number k of diﬀerent execution times. Moreover, we are
interested in the decision problem if there is a schedule with makespan not larger
than D. This restricted problem is simply referred to as scheduling problem
throughout this paper.
Deﬁnition 1 (Scheduling Problem). A scheduling problem P consists of
k execution times t1,...,t k ∈ IN, corresponding demands N1,...,N k ∈ IN,a
  Supported by the Deutsche Forschungsgemeinschaft (DFG) as part of the Research
Cluster “Algorithms on Large and Complex Networks” (1126).
S.E. Nikoletseas (Ed.): WEA 2005, LNCS 3503, pp. 277–289, 2005.
c  Springer-Verlag Berlin Heidelberg 2005278 D. Sawitzki
number m of machines, and a makespan bound D.T h eover-all demand of P
is deﬁned by N :=
 
1≤i≤k Ni.
A schedule S: {1,...,k}×{ 1,...,m}→IN for a scheduling problem P is
called valid if
 m
j=1 S(i,j) ≥ Ni for every i ∈{ 1,...,k} and
 k
i=1 ti·S(i,j) ≤ D
for every j ∈{ 1,...,m}.
A scheduling algorithm has to decide if there is a valid schedule S for P.
Leung [13] presents a scheduling algorithm with time O
 
logm · N2(k−1) 
and
space O
 
logm · N(k−1) 
. Following a dynamic programming approach, it com-
putes a table T of O
 
logm · Nk−1 
partial solution values. The author considers
the algorithm as polynomial for constant k because the input size of general
scheduling problems is Ω(N). However, due to the restriction to k diﬀerent exe-
cution times, the input can be represented by 2k+2 numbers of length log(mD).
The idea behind the symbolic scheduling algorithm presented in this paper
is to use Ordered Binary Decision Diagrams (OBDDs) [3,4,22] to represent the
dynamic programming table T. OBDDs are a data structure for Boolean func-
tions oﬀering eﬃcient functional operations, which is well-established in many
areas like CAD, model checking [8,14], and symbolic graph algorithms [9,18,17,
20,23]. It is known to be a compact representation for structured and regular
functions and allows to compute many table entries in parallel by few operations
applied to the corresponding OBDDs. On the one hand, we expect this approach
to require essentially less space than Leung’s method; on the other hand, this
implies also less runtime, because the eﬃciency of OBDD operations depends on
the size of their operands.
In order to analyze the behavior of symbolic OBDD-based heuristics, we have
to analyze the OBDD size of all Boolean functions occurring during their exe-
cution. This is known to be a diﬃcult task in general and has been done only
in a few pioneer works so far [18,20,21,23]. So in most papers the usability of
symbolic algorithms is just proved by experiments on benchmark inputs from
special application areas [9,10,12,15,24]. In other works considering more gen-
eral graph problems, mostly the number of OBDD operations (often referred to
as “symbolic steps”) is bounded as a hint on the actual runtime [2,6,7,16].
To evaluate the usefulness of the presented scheduling method, it has been
implemented and applied to random input instances for k = 3 due to three pop-
ular distributions of execution times. On these instances, the symbolic algorithm
was observed to beat Leung’s scheduling algorithm w.r.t. time and space if the
product P := Π
k−1
j=1 Nj of task quantities is suﬃciently large.
The paper is organized as follows: Section 2 introduces OBDDs and the op-
erations oﬀered by them. Then, Sect. 3 gives some preliminaries on symbolic
algorithms and their notation. After a brief description of Leung’s algorithm
in Sect. 4, we present the symbolic scheduling method in Sect. 5. The exper-
iments’ setting and results are documented in Sects. 6 and 7. Finally, Sect. 8
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2 Ordered Binary Decision Diagrams (OBDDs)
We denote the class of Boolean functions f : {0,1}n →{ 0,1} by Bn.T h eith
character of a binary number x ∈{ 0,1}n is denoted by xi and |x| :=
 n−1
i=0 xi2i
identiﬁes its value.
A Boolean function f ∈ Bn deﬁned on variables x0,...,x n−1 can be repre-
sented by an Ordered Binary Decision Diagram (OBDD) [3,4]. An OBDD G
is a directed acyclic graph consisting of internal nodes and sink nodes.E a c h
internal node is labeled with a Boolean variable xi, while each sink node is
labeled with a Boolean constant. Each internal node is left by two edges one
labeled by 0 and the other by 1. A function pointer p marks a special node
that represents f. Moreover, a permutation π ∈ Σn called variable order must
be respected by the internal nodes’ labels on every path from p to a sink. For
a given variable assignment a ∈{ 0,1}n, we compute the function value f(a)
by traversing G from p to a sink labeled with f(a) while leaving a node xi via
its ai-edge.
An OBDD with variable order π is called π-OBDD. The minimal-size π-
OBDD G for a function f ∈ Bn is known to be canonical. Its size size(G)i s
measured by the number of its nodes and will be denoted by πG[f]. We adopt
the usual assumption that all OBDDs occurring in symbolic algorithms have
minimal size, since all essential OBDD operations produce minimized diagrams.
On the other hand, ﬁnding an optimal variable order leading to the minimum
size OBDD for a given function is known to be NP-hard. There is an upper
bound of
 
2+o(1)
 
2n/n for the OBDD size of every f ∈ Bn.
The satisﬁability of f can be decided in time O(1). The negation f as well
as the replacement of a function variable xi by a constant ai (i.e., f|xi=ai)
is obtained in time O
 
size(πG[f])
 
without enlarging the OBDD. Whether
two functions f and g are equivalent (i.e., f = g) can be decided in time
O
 
size(πG[f])+size(πG[g])
 
. These operations are called cheap. Further essential
operations are the binary synthesis f⊗g for f,g ∈ Bn, ⊗∈B2 (e.g., “∧”o r“ ∨”),
and the quantiﬁcation (Qxi)f for a quantiﬁer Q∈{ ∃ ,∀}. In general, the result
πG[f ⊗g]h a ss i z eO
 
size(πG[f])·size(πG[g])
 
, which is also the general runtime
of this operation. The computation of πG
 
(Qxi)f
 
can be realized by two cheap
operations and one binary synthesis in time and space O
 
size
2(πG[f])
 
.
The book of Wegener [22] gives a comprehensive survey on diﬀerent types of
binary decision diagrams.
3 Preliminaries on Symbolic Algorithms
The functions used for symbolic representations are typically deﬁned on a num-
ber of m subsets of Boolean variables, each having a certain interpretation within
the algorithm. We assume w.l.o.g. that all arguments consist of the same num-
ber of n Boolean variables. If there is no confusion, both a function f ∈ Bmn
deﬁned on x(1),...,x (m) ∈{ 0,1}n as well as its OBDD representation πG[f]280 D. Sawitzki
will be denoted by f in this paper. Quantiﬁcations
 
Qx
(i)
0 ,...,x
(i)
n−1
 
over all n
variables of argument i will be denoted by
 
Qx(i) 
.
Argument reordering. Assume that each of the m function arguments
x(1),...,x (m) ∈{ 0,1}n has its own variable order τi ∈ Σn. The global
order π ∈ Σmn is called m-interleaved if it respects each τi while
reading variables x
(i)
j with same bit index j en bloc, that is, π :=  
x
(1)
τ1(0),x
(2)
τ2(0),...,x
(m)
τm(0),x
(1)
τ1(1),...,x
(m)
τm(n−1)
 
.
Let ρ ∈ Σm and f ∈ Bmn be deﬁned on variables x(1),...,x (m) ∈{ 0,1}n.
A function g ∈ Bmn is called the argument reordering of f w.r.t. ρ if
g
 
x(1),...,x (m) 
= f
 
x(ρ(1)),...,x (ρ(m)) 
. Computing argument reorderings is
an important operation of symbolic algorithms and is possible in linear time and
space O(n)i fa nm-interleaved variable order is used and m is constant (see [19]).
Multivariate threshold and modulo functions. The symbolic scheduling
algorithm contains comparisons of weighted sums with threshold values like
f(x,y,z): =( a·|x|+b·|y|≥T), a,b,T ∈ Z Z, which can be realized by multivariate
threshold functions.
Deﬁnition 2 (Woelfel [23]). Let f ∈ Bmn be deﬁned on variables
x(1),...,x (m) ∈{ 0,1}n.T h e n ,f is called m-variate threshold function iﬀ there
are W ∈ IN, T ∈ Z Z,a n dw1,...,w m ∈{ − W,...,W} such that
f
 
x(1),...,x (m)
 
=
 
m  
i=1
wi ·
     x(i)
      ≥ T
 
.
Clearly, the relations >, ≤, <, and = can be composed of multivariate threshold
functions. For constant W and m, such comparisons have π-OBDDs of size
O(n) for an m-interleaved variable order π with increasing bit signiﬁcance (i.e.,
τi = id) [23]. These OBDDs can be computed eﬃciently in linear time.
Moreover, the symbolic scheduling algorithm makes use of multivariate mod-
ulo functions.
Deﬁnition 3 (Woelfel [23]). Let f ∈ Bmn be deﬁned on variables
x(1),...,x (m) ∈{ 0,1}n.T h e n ,f is called m-variate modulo function iﬀ there
are M ∈ IN, T ∈ Z Z,a n dw1,...,w m ∈ Z Z such that
f
 
x(1),...,x (m)
 
=
 
m  
i=1
wi ·
   
 x(i)
   
  mod M = T
 
.
For constant M and m, m-variate modulo functions have π-OBDDs of size O(n)
using an m-interleaved variable order π with increasing bit signiﬁcance (i.e.,
τi = id) [23]. These OBDDs can be computed eﬃciently in linear time.
We conclude that all essential functional operations are realized eﬃciently by
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used. Therefore, this property is assumed in the following. This is also crucial
for threshold and modulo functions to have compact OBDDs, which will be the
building blocks of all Boolean functions computed by the symbolic scheduling
algorithm.
4 The Scheduling Algorithm of Leung
Let P be a scheduling problem according to Def. 1. and assume that log2(m) ∈
IN. Leung’s algorithm [13] computes a k-dimensional table T with entries
T( ,i1,...,i k−1)f o r  =0 ,...,log2 m, ij =0 ,...,N j,a n dj =1 ,...,k− 1.
Such an entry contains the maximum number I of tasks of type k that can
be scheduled onto 2  machines together with ij tasks of type j for all types
j =1 ,...,k− 1.
We deﬁne upper bounds Bj := min{Nj, D/tj }, j =1 ,...,k, for the maxi-
mum number of tasks of type j that can be scheduled onto one machine. Let us
consider the case   =0 :I f0≤ ij ≤ Bj for j =1 ,...,k−1a n dD ≥
 k−1
j=1 tj ·ij,
it is I =
  
D −
 k−1
j=1 tj · ij
 
/tk
 
; else, we deﬁne I := −1.
Having computed all Π
k−1
j=1 (Nj +1 ) e n t r i e s T( ,i1,...,i k−1) for some ma-
chine count 2 , the entries for 2 +1 machines are obtained by
T(  +1 ,i 1,...,i k−1) := max
 
−1,T ( ,i 
1,...,i  
k−1)+T( ,i  
1,...,i   
k−1)
|∀ j ∈{ 1,...,k− 1}: i 
j,i   
j ∈{ 0,...,N j},i j = i 
j + i  
j,
T( ,i 
1,...,i  
k−1)  = −1  = T( ,i  
1,...,i   
k−1)
 
. (1)
This procedure can be easily modiﬁed to cope with values m that are
not powers of 2. Finally, there is a valid schedule for P if and only
if T(log2 m,N1,...,N k−1) ≥ Nk. Altogether, O
 
logm · Π
k−1
j=1 (Nj +1 )
 
=
O
 
logm · Nk−1 
table entries are computed, each one as maximum over
O
 
Π
k−1
j=1 (Nj +1 )
 
= O
 
Nk−1 
vectors
 
i 
1,...,i  
k−1
 
implying the runtime com-
plexity O
 
logm · N2(k−1) 
.
The minimal makespan can be found by a binary search using
O(logmax{t1,...,t k}) executions of Leung’s algorithm (see [13]). By storing
the optimal partition vector
 
i 
1,...,i  
k−1
 
for each table entry, the algorithm
can easily be extended to compute an optimal schedule if one exists.
5 The Symbolic Scheduling Algorithm
We again assume that log2(m) ∈ IN. Moreover, it is reasonable to require ti ≤ D
and Ni ≤ mD for i =1 ,...,k. Then,  log2(mD +1 )   =: n Boolean variables
suﬃce to represent the number arguments of all Boolean functions occurring
during the algorithm.282 D. Sawitzki
The symbolic scheduling algorithm works with characteristic Boolean func-
tions χT,  ∈ Bkn of Leung’s dynamic programming table T deﬁned by
χT, 
 
x(1),...,x (k)
 
=1: ⇔ T
 
 ,
 
   x(1)
 
   ,...,
 
   x(k−1)
 
   
 
=
 
   x(k)
 
   
for   =0 ,...,log2 m and vectors x(j) ∈{ 0,1}n, j =1 ,...,k. The binary value
of x(j) corresponds to the number ij of tasks in Sect. 4. Because
 
 x(k) 
  is non-
negative, χT,  is false for table entries −1.
In order to compute the initial function χT,0, we express the conditions for
  = 0 stated in Sect. 4 in terms of Boolean equations using multivariate threshold
and modulo functions as building blocks. At ﬁrst, we state a function g for the
condition
   x(k)    =
  
D −
 k−1
j=1 tj ·
   x(j)   
 
/tk
 
, which is equivalent to
D −
k−1  
j=1
tj ·
     x(j)
      =
     x(k)
      · tk +
⎛
⎝D −
k−1  
j=1
tj ·
     x(j)
     
⎞
⎠ mod tk .
This leads to the following symbolic formulation for g which can be computed by
subsequent applications of OBDD operations starting with multivariate thresh-
old and modulo functions. It uses two vectors y,z ∈{ 0,1}n of intermediate
helping variables.
g
 
x(1),...,x (k)
 
:= (∃y,z)
⎡
⎢
⎣
⎛
⎝|y| = D −
k−1  
j=1
tj ·
 
   x(j)
 
   
⎞
⎠
∧(|z| <t k) ∧ (|y|−| z| mod tk =0 )∧
 
|y| =
     x(k)
      · tk + |z|
 
⎤
⎥
⎦
Altogether, the initial function χT,0 is obtained by
χT,0
 
x(1),...,x (k)
 
:=
k−1  
j=1
      x(j)
      ≤ Bj
 
∧
⎛
⎝D ≥
k−1  
j=1
tj ·
 
   x(j)
 
   
⎞
⎠ ∧ g
 
x(1),...,x (k)
 
.
At next, the iterative step (1) is realized in terms of OBDD operations
using 2k + 1 vectors y,u(1),v(1),...,u (k),v(k) ∈{ 0,1}n of intermediate help-
ing variables. Assume that χT,  has already been computed for some   ∈
{0,...,log2 m − 1}. We deﬁne h +1 ∈ Bk,n asOn Symbolic Scheduling Independent Tasks 283
h +1
 
x(1),...,x (k)
 
:=
 
∃u(1),v(1),...,u (k−1),v(k−1)
 
⎡
⎣
k−1  
j=1
      x(j)
      =
     u(j)
      +
     v(j)
     
 
∧ χT, 
 
u(1),...,u (k)
 
∧ χT, 
 
v(1),...,v(k)
 
⎤
⎦ .
That is, h +1 represents load vectors
    x(1)   ,...,
   x(k)    
that can be partitioned
into loads
    u(1)   ,...,
   u(k)    
and
    v(1)   ,...,
   v(k)    
each ﬁtting onto 2  ma-
chines while respecting makespan bound D.
Finally, we have to guarantee the maximality of the number of type-k-tasks:
χT, +1
 
x(1),...,x (k)
 
:= h +1
 
x(1),...,x (k)
 
∧ (∃y)
  
|y| >
   x(k)    
∧ h +1
 
x(1),...,x (k−1),y
  
.
That is, there is no number |y| of type-k-tasks greater than
   x(k)    that can also
be distributed onto 2 +1 machines according to h +1.
Having computed χT,log2 m this way, we replace each variable vector
x(j) by the binary representation of Nj for j =1 ,...,k − 1. Then, the
unique satisfying assignment of the remaining variables x(k) correspond to
T(log2 m,N1,...,N k−1) which is compared to Nk. The correctness follows from
the correctness of Leung’s algorithm. We have solved scheduling problem P
following Leung’s approach by using a symbolic OBDD representation for the
dynamic programming table T.
Similar to Leung’s algorithm, the symbolic scheduling methods can be easily
modiﬁed to handle arbitrary numbers m of machines as well as to compute
concrete schedule S.
Theorem 1. The symbolic scheduling algorithm solves a scheduling problem P
with task execution times t1,...,t k, task demands N1,...,N k, machine count m,
and makespan bound D by executing O(klogmlog(mD)) operations on OBDDs
deﬁned on (3k +2 ) n Boolean variables with n :=  log2(mD +1 )  .
Proof. We compute log2 m + 1 Boolean functions χT,  with   =0 ,...,log2 m.
Each function occurring during the algorithm is deﬁned on no more than
(3k +2 ) n variables and computed by a constant number of binary syntheses
and quantiﬁcations over variable vectors of length n. Altogether, each χT,  takes
O(klog(mD)) OBDD operations.    
The upper bound of
 
2+o(1)
 
2n/n for the OBDD size of every f ∈ Bn
implies a maximum OBDD size of O
 
(mD)3k+2 
. Hence, each OBDD operation
takes time O
 
(mD)6k+4 
in the worst case. After having computed χT, +1 we
may discard χT, . Therefore, O
 
(mD)3k+2 
is also an upper bound on the over-
all space usage. Of course, these theoretical bounds cannot compete with the
complexity of Leung’s algorithm.
Nevertheless, we hope that heuristical methods like the symbolic scheduling
algorithm perform much better than in the worst case when applied on practical284 D. Sawitzki
problem instances or in the average case. Then, they are expected to beat known
algorithms with better worst-case behavior. Hence, we applied the presented al-
gorithm to randomly generated instances hoping that structures and regularities
of table T lead to compact OBDDs for the functions χT,  and, therefore, to an
eﬃcient over-all time and space usage.
6 Experimental Setting
The symbolic scheduling algorithm was implemented1 in C++ using the gcc
2.95.3 and the OBDD package CUDD 2.3.1 by Fabio Somenzi.2 Initially, an
interleaved variable order with increasing bit signiﬁcance is used for the Boolean
variables of each function argument. After quantiﬁcation operations, the actual
variable order π is heuristically optimized by permuting three adjacent variables
while keeping π interleaved. This is iterated until a local optimum is reached
(see [11]).
The scheduling problem instances P generated for the experiments have a
load sum L :=
 k
j=1 tj · Nj with mean E[L]=M := (mD)/1.2. That is, the
eﬀective capacity mD is 20% larger than the expected load. This is achieved by
ﬁrst drawing a uniformly distributed fraction Fj of M such that
 k
j=1 Fj = M
for each task type j =1 ,...,k. Then, the number Nj of tasks of each type j is
drawn uniformly due to a mean parameter E[Nj]. Finally, the execution times
tj are drawn due to the uniform, exponential, or Erlang distribution (shape
parameter 2) with mean E[tj]: =Fj/Nj, which are common distributions in
modeling synthetic scheduling instances (see, e.g. [1]).
E[L]=
k  
j=1
E[tj · Nj]=
k  
j=1
E[tj] · Nj =
k  
j=1
Fj = M
This random procedure has parameters m, D,a n dE[Nj]f o rj =1 ,...,k.
The values tj and Nj are rounded randomly to integers. Moreover, only those
instances are accepted that fulﬁll the conditions tj ≤ D, Nj ≤ mD,a n dtj  = tj
for 1 ≤ j<j   ≤ k.
The experiments consist of three series with mD = 800,1600,3200 and k =3 .
Within each series, m was chosen to be 2, 4, 8, 16, and 32. For each setting,
20 instances have been generated due to the three execution time distribution
mentioned above. Moreover, 10 diﬀerent values of E[Nj] between (mD)/6t o
(mD)/3 have been used per series (E[N1]=···= E[Nk]).
The experiments took place on a PC with Pentium 4 3GHz processor and 1
GB of main memory running Linux 2.4.21. The runtime has been measured by
seconds of process time, while the space usage is given as the maximum number
1 Implementation and experimental data are available at http://thefigaro.
sourceforge.net/.
2 CUDD is available at http://vlsi.colorado.edu/.On Symbolic Scheduling Independent Tasks 285
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(e) Space comparison for mD = 3200
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Fig.1. Experimental results on random instances with exponentially distributed exe-
cution times. P denotes Π
k−1
j=1 Nj, S denotes the symbolic algorithm’s space, T denotes
the symbolic algorithm’s time286 D. Sawitzki
of OBDD nodes present at any time during an algorithm execution. The latter
is of same magnitude as the over-all space usage and independent of the used
computer system.
7 Experimental Results
In order to compare Leung’s algorithm to the symbolic approach, we have to
take a closer look at the resources used by the former one. Because we exclu-
sively consider values m with log2(m) ∈ IN, each subtable T( ,...) due to some
machine count can be discarded after having computed the subtable for   +1
machines. Moreover, we assume that Nk = min{N1,...,N k}. Then, Leung’s
algorithm needs space Ω
 
Π
k−1
j=1 Nj
 
and time Ω
 
Π
k−1
j=1 N2
j
 
.
We consider the experimental results for exponentially distributed execution
times: Figures 1(a), 1(c), and 1(e) show plots of the ratios P/S for P := Π
k−1
j=1 Nj
and the symbolic algorithm’s space usage S for growing P using logarithmic
scales. Analogue, Figs. 1(b), 1(d), and 1(f) show plots of the ratios P2/T and
the symbolic algorithm’s time usage T for growing P2. We observe the symbolic
method to beat Leung’s algorithm w.r.t. both time and space for inputs with
high task demand products P.
Concretely, the presented plots for exponentially distributed execution times
as well as the omitted plots for the other two distributions hint to a linear
dependence of log(P/S) of logP resp. log
 
P2/T
 
of logP2. Therefore, a least
squares method has been used to ﬁt parameters a1 and b1 for log(P/S)=
a1 · logP + b1 resp. a2 and b2 for log(P2/T)=a2 · logP2 + b2. Table 1 shows
the ﬁtting results for all three values of mD and the three considered distribu-
tions. The gradients’ a1 and a2 asymptotic standard errors never exceed 1.4%.
Table 1. Fits of a1 and b1 for P/S (Tab. 2(a)) resp. a2 and b2 for P
2/T (Tab. 2(b))
Distribution / mD 800 1600 3200
Uniform 1.28270 / -13.21930 1.32832 / -14.21380 1.36477 / -15.22760
Exponential 1.21732 / -12.77160 1.28701 / -13.93220 1.34987 / -15.22830
Erlang 1.26583 / -13.11690 1.37385 / -14.63660 1.44698 / -16.14440
(a) Fits for the symbolic algorithm’s space usage
Distribution / mD 800 1600 3200
Uniform 1.06093 / -0.47254 1.08898 / -1.35841 1.12353 / -2.51579
Exponential 1.05560 / -0.43123 1.09418 / -1.55419 1.11825 / -2.50760
Erlang 1.06234 / -0.52043 1.11002 / -1.82228 1.15972 / -3.31591
(b) Fits for the symbolic algorithms time usageOn Symbolic Scheduling Independent Tasks 287
The Erlang distribution seems to result in slightly higher absolute values a
and |b|.
The hypothesed linear dependencies imply P/S = Pa1·2b1 ⇔ S = P1−a1·2−b1
resp. T = P2(1−a2) · 2−b2. Due to 1 <a 1,a 2 < 1.5 (see Tab. 1), we conclude the
symbolic scheduling algorithm to have space usage 2−b1/
c1 √
P for c1 =1 /(a1 −
1) > 2 resp. time usage 2−b2/
c2 √
P for c2 =1 /(2a2 − 2) > 1.
That is, the a-a n db-parameters seem to depend only on mD and k while be-
ing independent of m. For ﬁxed mD and k, the OBDD sizes shrink proportional
to
c1 √
P leading to essentially smaller time and space than Leung’s algorithm.
Although only experiments with k = 3 are documented, these results have been
also observed for higher values k.
8 Conclusions
We presented a symbolic algorithm for the decision problem of scheduling in-
dependent tasks with restricted execution times. It solves the problem by per-
forming O(klogmlog(mD)) OBDD operations, while its ﬁnal runtime and space
usage depends on the size of the OBDDs it generates. Therefore, it was applied
to random scheduling instances whose execution times were generated due to the
uniform, exponential, and Erlang distribution. On these instances, the symbolic
algorithm was observed to beat Leung’s scheduling algorithm w.r.t. time and
space if the product P := Π
k−1
j=1 Nj is suﬃciently large. For ﬁxed mD and k,
the symbolic time and space usage is observed to grow as Θ
 
1/
c √
P
 
for some
constant c>1 depending on mD and the measured quantity.
Hence, we consider the application of OBDDs to Leung’s scheduling method
as a useful way to compress its dynamic programming table, which succeeds in
savings of runtime and space on inputs with large demand N. Future research
could address experiments on real world instances as well as several heuristics
like diﬀerent strategies for OBDD variable reordering.
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