Introduction
By an orthomodular structure we mean a poset with (partially) defined operations 0, © such that a < b b = aQ(bQa), which can be considered as a generalized form of orthomodular law. Orthomodular structures as partial algebras have been studied in [B,M] and [P] . We study connections between the following orthomodular structures.
Difference posets (effect algebras, alternatively), have been found a useful tool into pursuit of quantum mechanical constructions. Difference posets have been introduced in [K,Ch 1] as a generalization of orthoalgebras (see also [F,B] , [G,G] for an alternative notion of an effect algebra). An important example of a D-poset is the set of all effects (i.e., s.a. operators A with 0 < A < I on a Hilbert space), which play an important role in unsharp quantum measurements ( [B,L,M] ).
The notion of a commutative minimal clan as a common abstraction of Boolean rings and commutative lattice-ordered groups was introduced by Schmidt [S] . A similar notion appears also in [Wy] ,
The notion of an MV-algebra was introduced by Chang [Ch] in 1957, where MV is supposed to suggest many-valued logic (see also [M] , [Mu] , [K, Ch 2] for alternative definitions of MV-algebras).
In [B,F] and [R] , the notion of a phi-symmetric effect algebra has been introduced and studied. It turns out that it coincides with the notion of an M V-algebra.
According to Abbott [A] , a meet semi-Boolean algebra is a meet semilattice in which every principal ideal is a Boolean algebra. Abbott has shown that meet semi-Boolean algebras are equationally defined as subtraction algebras.
In [L,H 1] , a close relation between manuals (hence orthoalgebras) and semi-Boolean algebréis with special properties was shown. In what follows we bring a generalization of of the latter result replacing orthoalgebras by effect algebras, and semi-Boolean algebras by semi-MV-algebras. It has been shown in [H,P] that every poset P with a difference can be written as a disjoint union of posets with a difference, each of which contains a smallest element. Therefore we may assume that a smallest element is contained in P. A poset P with a difference is called a generalized difference poset ([H,P]) (a GDP or a GDL if P is a lattice) if (GDI) There is a smallest element 0 in P (zero existence).
Posets with a difference
(GD2) If a,6, c 6 P,a < b, a < c and bQa = cQa, then b = c (cancellation property). In a GDP, a partial binary operation © can be defined as follows:
(S) a © 6 is defined and a©fe = c iff a < c and cQ a = b.
(GD2) guarantees that c is well-defined. We say that a,b are orthogonal (a _L 6) if a © 6 exists. In [H,P] , Corollary 1.3, the following result was obtained. Let (P, <, 9) be a poset with difference and let 0 and 1 be the smallest and greatest elements in P, respectively. The structure (P,<, ©) is called a difference poset (D-poset, DP) , or a difference lattice (D-lattice, DL) if P is a lattice. In every D-poset, the cancellation property (GD2) is always satisfied by Proposition 2.2 (vi). Proof. First observe that a<-»-6iffl0a«-<-l©&. Indeed, v < a < u, v < b < u are equivalent with l©u<l©a<l©u, 19« < 10i»< I8f, and
The ©-orthogonal triple in (4) is called a Mackey decomposition. We note that the definition of compatibility makes sense also in a generalized difference poset, and the equivalence of (1) and (4) of Theorem 2.11 holds true. We introduce the following strengthening of the definition of compatibility. DEFINITION 2.12. Let P be a GDP. We say that a,b e P are strongly compatible if there exists a ©-orthogonal triple {ai,6i,c} in P such that a = «i © c, b = &i © c, and a\ A b\ = 0. THEOREM 2.13. If a,b are strongly compatible elements of a GDL P, then a A 6 = c, a
Similarly we prove the second statement.
•
We note that in orthomodular posets, compatibility coincides with strong compatibility, and Mackey decompositions are uniquely defined as in Theorem 2.13. In orthoalgebras compatibility coincides with strong compatibility too, but several Mackey decompositions may occur [L,H 2] . In more general D-posets strong compatibility and compatibility need not coincide, as we can see from the following simple example. Let P be a chain 0 < a\ < <12 < a 3 < a 4 < a 5i where a, © ctj = at-+j, iff it is defined. For 02,04 we have two Mackey decompositions, 02 = a-i © 0, a^ = ai © ai (strong compatibility), and ct2 = aj © ay, = a\ © 03. In [K, Ch3] , there has been proved that in a D-lattice P, a *-> b if and only if a © (a A b) = (a V b) © 6, and the proof can be transferred also to a GDL. This enables to obtain the following result. PROPOSITION 2.14. In a GDL P, if two elements are compatible, they are also strongly compatible.
Minimal clans
A minimal clan is a set E with a relation 5 C E x E, a map © : 5 -• E, and an order relation < such that (MC-1) there exists an element 0 in E satisfying (0,x) G 5, (x,0) G S, and 0 © x = x = x © 0 for all x G E\ for all x,y,z G E, (x,y) G S and (x © y, z) G S if and only if (y, z) e S and (x, y(Bz) G S, and in this case (x© j/)©z = x©(i/ffiz); (MC-3) x = y holds for all x,y G E satisfying u©x©v = u©j/©r for some u,veE
holds for all x, y G E satisfying x < y and and for all u, v G E satisfying (u,x) G 5, (u@x,u) G 5, (u,y) G S, and u © y, v) G 5; (MC-5) iVji and x Ay exist for all x, y G E;
Throughout this section, let (E,S, ©,<) be a minimal clan. Two elements x,y G E are summable if (x, y) G S, and the map © : S -• E is called (partial) addition, and the (unique) element 0 G E satisfying (MC-l)is said to be the zero element of E. Axiom (MC-3) is the cancellation property, and axiom (MC-6) is referred as the difference property, it may be used to define partial left and right subtractions.
An element x G E is called invertible if there exist u,v G E satisfying u©x = 0 = x©u, this is equivalent with the existence of some w G E satisfying u)$i = 0or0 = i$w, and this is in turn equivalent with the existence of a (unique) element x* G E satisfying x*©x = 0 = x©x*, which is said to be the inverse of x. The set of all invertible elements will be denoted by E 0 . An element x G E is positive if 0 < x. The set of all positive elements of E will be denoted by E+. A minimal clan is positive if E = E + . Two elements x,y G E are disjoint if x A y = 0. The set of all pairs of disjoint elements of E will be denoted by V. A minimal clan is commutative if (x, y) G 5 if and only if (y,x) G 5 and x © y = y © x. The following lemma collects some simple results that are satisfied in minimal clans.
LEMMA 3.1 [S] . Let (E,S,(B,<) be a minimal clan. We have (i) If u < x,v < y, and (x, y) It is easy to see that every commutative, positive minimal clan is a GDL. Indeed, (SI) is satisfied by commutativity, (S2) by (MC-2), (S3) by (MC-3), (S4) by (MC-1) and (S5) by positivity and Lemma 3.1 (vii), lattice structure is guaranteed by (MC-5). Moreover, every minimal clan is a distributive lattice ([S],Th. 1.1.14). for all î G {1,2,..., m -1} and j G {1,2,..., n -1}. Interchanging the role of m and n in the inductive step completes the proof.
(v)=>-(i). It is easy to see that in any GDL P, the axioms (MC-1) -(MC-5) are satisfied, together with the positivity condition. It remains to prove condition (MC-6) which, in fact, coincides with our condition (ii). Therefore, it suffices to prove the implication (v)=>(ii). We have iVy = (iAy)0(ie(iAy))©((iVj)0 x) Relations between D-lattices and MV-algebras were found in [K,Ch 2]: A D-lattice P is an MV-algebra if and only if for any u,v,w 6 P, (4.1)
The following simple example shows that not every distributive D-lattice is an MV-algebra. Let P = {0,a, 6,1} and let the domain of the operation © be the binary relation S = {(0,0),(0,a),(0,6),(a,a),(6,6)} (so-called diamond, see [G,F,P] ). Indeed, we have (1 -a) -6 = a ^ b = (1 -6) -a. We note that in [G,F,P], there was proved that every finite, distributive D-lattice can be written as a direct sum of diamonds and finite chains. This implies that a finite, distributive D-lattice is an MV-algebra iff it does not contain a diamond as a direct summand.
For our purposes, another characterization of MV-algebras is more appropriate (see also [K, Ch 3] ). For the convenience of readers, we include the proof. The following proposition puts into relation MV-algebras and minimal clans. We have x + y = x © (x* A y) = x © ((a © x) A y) < x © (a © x) = a, a Q x < a. By Theorem 3.2 (ii), condition (4.2) of Lemma 4.1 is satisfied, therefore ([0, a],+,* ) is an MV-algebra.
To prove the remaining statement, assume x < y < z. Then yQx < zQx, and 20i = (j/0x)©(2©2/). This implies yA(z©x) < {yQx)®(yA(zQy)), the last inequality holds by [S] , Cor. 1.1.16. Taking into account that yQx < y A (z © x) we obtain the desired result. •
COROLLARY 4.3. A D-lattice is an MV-algebra if and only if one of the equivalent conditions of Theorem 3.2 is satisfied.
In [H,P], there was shown that every generalized difference poset is an order ideal of a difference poset. Similar results have been already obtained for particular structures: generalized orthomodular lattices (which are order ideals of orthomodular lattices) [J] , [Be] and (weak) generalized orthomodular posets (which are order ideals of orthomodular posets) [M-I] .
Let (P, < 0, ©) be a generalized difference poset. Let P 11 be a set disjoint from P with the same cardinality. Consider a bijection a a" from P onto P i and let us denote P U P" = P. Define a partial binary operation ©* on P by the following rules (a, b € P):
(i) b Q* a is defined iff 6 © a is defined and b Q* a = b © a.
(ii) b* e* a is defined iff a © 6 is defined and b l 0* a = (a © 6)». (iii) 6" 6* a" is defined iff a © b is defined and 6" 6* a" = a 9 b. Define a binary relation <* on P as follows: x <* y if and only if y Q* x is defined. In [H,P] , it was shown that (P, <*, 0,0", 0*) is a difference poset. Moreover, P is a proper order ideal closed under ©* in P.
It follows that every minimal clan can be embedded into a D-poset.
EXAMPLE 4.4. Let R + denote the set of all positive real numbers. With the natural order and operation © defined as the usual addition, R + becomes a commutative, positive minimal clan. Moreover, the © operation is totally defined. From the construction of R+ it follows that a < 6" for any a, b £ R + . We obtain that R+ is a D-lattice. Moreover, it is an MV-algebra. Indeed, it suffices to check (4.2). We have
, the remaining cases are left to the reader.
It is easily seen that the latter example can be generalized as follows.
PROPOSITION 4.5. Let (E,S,®) be a positive, commutative minimal clan such that S = E. Then E can be embedded as an order ideal into an MValgebra.
In [B,F] , the notion of a ^symmetric effect algebra has been introduced: an effect algebra is (^-symmetric if it is lattice-ordered and 4> (p,q) = <fr(q,p) , where <f>(p, q) = pQ(pAq'). It appears that these effect algebras are identical with MV-algebras. Indeed, a one-to one correspondence between D-posets and effect algebras has been proved by several authors (e.g., [F,B] , [H,P] ). Comparing Theorem 3.11 in [B,F] containing similar results as Theorem 3.2, with Lemma 4.1 resp. Corollary 4.3 gives the desired result. In [R] , there has been proved, by an interesting application of the method of [Wy] , that a ^-symmetric effect algebra can be realized as an interval in a lattice-ordered group, which is a known result in MV-algebras (cf. [Mu] , Theorem 3.8).
Semi-MV-algebras
The following definition is a generalization of the notion of a semiBoolean algebra [A] . Observe that a semi-MV-algebra is a positive, commutative minimal clan iff it is a lattice. Let us denote by M the set of all maximal elements in F{L). We say that F,G 6 F{L) are local complements of each other if there is H 6 M such that F + G = H. Observe that ffi(F + G) = ®F © G = 1. We will say that F and G are perspective (written F ~ G) if they share a common local complement. Observe that F ~ G iff ©F = ©G. It follows that if F and G share one local complement then they share all local complements (i.e., they are strongly perspective).
Let us recall that a function / : L -> P from a GDP I toa GDP P is a From this we may conclude that there is a one-to-one relation between effect algebras and semi-MV-algebras with properties (1) and (2). We note that these semi-MV-algebras are not lattices, hence not minimal clans.
