INTERPRETATIVE SUMMARY 1
INTRODUCTION 1

LogY t = a (b -Logt)
2 + c 1 1 2 where LogY t is the log e transformed test-day milk yield, Logt is the log e -transformed time t in 3 days, weeks or months in milk and a ≠ 0, b and c are parameters of the model. Parameter a 4 controls the rate of incline to the peak and the rate of post-peak decline, b is the log-transformed 5 day at peak milk yield and c is the log-transformed peak milk yield. Parameter b not only is the 6 value of Logt at which maximum milk production occurs, it is also the axis of symmetry of the 7 parabola. 8 9
To facilitate equivalent comparison of the LQ with and the IG and modified gamma (MG, 10 Morant and Gnanasakthy 1989) models the LQ was also fitted to test-day milk yield directly (i.e., 11 in an untransformed form) as 12
13
Y t = exp (a (b -Logt) 2 
+ c) 14
Insert Table 1 of l th calving year (l = 1, 2, 3), P m of m th parity (m = 1, 2, 3) and AGE n (n = 1…7). The lactation 3 effect (L) was treated as a random effect nested within herd and e ijklmno is a random sampling 4 effect of the lactation with mean zero and variance σ
The EXP model (Wilmink 1987 ) was fitted as a three-parameter model with the constant 1 parameter (k) set at 0.46, this being the best fitting value for average mean yield in a preliminary 2 analysis of the data sets, during which the starting values of the non-linear (NLIN) procedures 3 were also determined. The parameters of the PT and DJ models were constrained using the bound 4 statement in SAS (bound > 0), otherwise the models failed to converge. 5
Insert Table 2 here 6
In all the models Y t is test-day milk yield in litres per day, at time t (DIM), a, b, c, d, e, i α and φ 7 are parameters that define the scale and shape of the curve, t΄ (MG and MG n ) = (DIM -150) / 8 100, t 1 and t 2 (PL) are t / 305 and 305 / t respectively, n (PT, and PT 2 ) = t -150 and k is a 9 constant. In all PT models, parameter a is the maximum milk secretion potential, b and d are 10
proportions of milk yield potential and milk yield loss at parturition respectively, while c and e 11 are the growth and death rate parameters of the two logistic curves respectively. On the other 12 Other lactation parameters of the AL such as the peak milk yield (PY), day at peak yield, total 18 milk yield to 305 day (TMY) and lactation persistency were estimated from the curve parameters 19 for each model (Table 4) . In order to obtain a uniform and comparable value of persistency across 20 models, persistency was defined here as the ratio of the difference in daily milk yield millilitre 21 per day at DIM 60 and 270 to the number of days during that same period using the formula 22 These days were chosen because for most pasture-based dairy cows peak milk yield occurs 6 before or at 60 th day post-partum, while lactations would last 270 days or more in typical annual 7 calving systems. where M rPD and M rHC were the predicted and AL lactation yields on each DIM, respectively, n 2 was the number of test-day milk records (30) in the lactation and N was the number of parameters 3 in the model (see Table 3 ). The resulting RMS W was used to rank the models in order of best to 4 worst goodness of fit. The log-transformed models (LQ, MG and IG L ) were compared separately 5 from the other models. This ranking, and the number of parameters in the models were used in 6 selecting five models which were used in the further analysis of individual cows' lactations. 7 8
Individual Cow's Lactation 9
The entire test-day milk yields of individual cows from DATA1 and DATA2 were fitted to the 10 five best-fitting models using the NLIN procedures in SAS as described in the previous section 11 on model evaluation for average lactation. The objective was to determine how each model 12 performs with diverse lactation data. In order to determine the effect of data availability on the 13 goodness of fit of the five models both data sets were partitioned according to the number of 14 post-partum days before the first test-day and the number of test-days. 15 There were two groups, determined by whether the first test day was less than or greater than 60 16 days, respectively. Within each of these groups, the data were further sub-divided into three 17 classes, based upon whether there were 5, 6 -7 or > 7 available lactation records. Peak milk yield 18 in our data occurred on or before day 60 post partum. Thus, DATA1 had six partitions, viz. L60A 19 (first test day <60, number of records = 5), G60A (first test day >60, number of records = 5), 20 L60B (first test-day < 60 and number of records = 6 or 7), and so on down to the sixth partition 21 G60C (first test-day > 60 and number of records > 7). All available data were used in all but the 22 L60B and L60C groups (DATA1) in which a random sample of 500 lactations was taken from 23 into three groups namely L60C, G60B and G60C. The interval between recorded test-days was 1 not considered, as neither of the data sets had records for all test days (1-305) or had uniform 2 test-days intervals. The number of lactations per group, and the mean and standard deviation of 3 milk yield, are shown in Table 2 . 4 5
Model Evaluation for Individual Cow's Lactation 6
The following criteria were used to compare the goodness of fit of the models fitted to individual 7 lactations and the partitioned data (Tables 6 and 7) . 0.16% (DATA2). Predicted milk yield values were examined for yield ≤ 0, which is not expected 7 biologically, or > 40, an expectation higher than observed. In either case the model is considered 8 less reliable. Criteria a), b), and d) were calculated across all records, whereas criteria c) was 9 calculated within lactations. (Tables 6 and 7) . 10 11 12
13
RESULTS
1
Average Lactation 2
Model parameter estimates, residual mean square (RMS) and Bayesian Information Criteria 3 (BIC) of all the fitted models are shown in Table 4 . The goodness of fit as determined by the 4 RMS did not differ significantly among the three models fitted with log-transformed milk yield 5
i.e. the modified gamma (MG), the incomplete gamma (IG L ) and the log-quadratic (LQ). 6
However, RMS was significantly higher (p<0.05) in the parabolic exponential (PE), and 7 quadratic polynomial (QP) compared with the other empirical models. Similarly, the RMS did 8 not differ among the mechanistic models except the modified Pollott (PT 2 ), which had lower 9 value. Among the semi-parametric models, the Legendre polynomial (LG) fitted the AL with less 10 error bias than the cubic spline (SPL). The BIC was lower in the log-transformed empirical and 11 the mechanistic models compared with the other models except the EXP and PL. Table 5 shows the predicted AL initial, peak and nadir milk yield (L/d), and 305d milk yield, 5 lactation persistency and days to peak milk yield values. The MG and LQ models gave initial 6 milk yield values closest to the AL while the IG L over-predicted initial milk yield by 2.4 litres 7 compared with 0.65 to 0.67 in the MG n and the LQ n models respectively. Of the other models 8 only the PL unpredicted initial milk yield. All the models under-predicted peak milk yield by 9 between 0.6 to 1.4 litres per day. The EXP and LEG models most accurately predicted the day on 10 which peak yield occurred. Except the EXP and PT 2 all the modes gave accurate prediction of 11 TMY although predictions were best in both forms of the LQ and MG models (Table 4 ). All the 12 models predicted lactation persistency within 1.5 to 9.6 mL per day but the LQ, MG, EXP and 13 PL models gave the most accurate prediction. 14 15
Individual Cow's Lactation 16
All the tested models were ranked in order of best to worst goodness of fit based on the 17 comparison of RMS w values obtained from equation 5. The order was LQ , MG and IG L for the 18 log-transformed models and MG n , PL, LQ n , IG, PE, SPL, QP, BC, DJ, LEG, PT, EXP and PT 2 , 19 respectively for the other models. Based on this ranking, number of parameters in the model and 20 the magnitude and distribution of the residuals (Table 4 and Figure 2 ), three models and the two 21
forms of the LQ model were selected for further tests with individual cow's lactation and for the 22 evaluation of day at first test-day and number of observations on the goodness of fit. Additional 23 consideration for model selection was to include at least one log-transformed, one non-linear and 1 one mechanistic model among the models to be compared with the LQ. The selected models were 2 the LQ and MG, fitted to log-transformed test-day milk yield and the LQ n , IG, and BC models 3 fitted directly to test-day milk yield. The five models were first fitted to all available data ( Table  4 6) and then to data partitioned on the basis of restricted data. 5 6
Comparison of Models fitted to Individual Cow's Lactation 7 Table 6 shows the results for the error criteria used in assessing the goodness of fit of the five 8 models fitted to the individual cow's lactation (DATA1 and DATA2). Mean error, RMS and their 9 standard errors showed similar trends in the goodness of fit of patterns of all models in both data 10 sets, although as expected the margin of errors was higher in the more variable DATA1. Higher 11 variation in DATA1 was also reflected in the correlation between observed and predicted values. 12
Mean errors were lowest in the LQn and MG models compared to the IG in DATA1. In contrast, 13 RMS was lower for the IG compared to the BC and LQn in DATA2, suggesting that the IG may 14 be more suited to fitting data from a more uniform production pattern. 15 
16
All the models except MG (DATA1) showed a non-random distribution of errors (W) suggesting 17 longer than expected runs of negative or positive residuals. The proportion of zero or negative 18 test-day milk yields (EXLO) was highest (3.1%) for the IG while the observed milk yields were 19 generally lower than the expectation > 40 (EXHI). The correlation between observed and 20 predicted milk yield as measured by R 2 among models was lower in DATA1 compared to 21 DATA2 and lowest for the IG compared with the other models, except in DATA2 where BC had 22 the lowest R 2 values. Mean error, RMS, EXLO and R 2 were similar for the MG and LQ n models 23 in both data sets. The randomness of residuals (W) was also similar for both models in DATA2 1 although the MG had a slightly lower value. The percentage estimated milk yield higher than 2 expectation (EXHI) was higher in DATA2 compared to DATA1 for all models. The results of the goodness of fit criteria of the five models fitted to the sampled data are shown 8 in Table 7 . The IG model was the most affected by the sampled data irrespective of the group or 9 sub-group. Using IG, lactations were better predicted in the L60 compared with the G60 group, 10 mean error = 0.26 -0.43 vs. 0.47 -0.57 and RMS = 13.6 -14.9 vs. 17.1 -20.7, respectively. 11
Similarly, within the L60 sub-groups, mean error was highest in L60A and declined with more 12 available data, whereas mean error increased irrespective of number of observations in the G60 13 group. Mean error tended to remain stable at 0.005 ± 0.03 and 0.002 ± 0.04 for BC and LQ n , 14 respectively. Prediction error as determined by RMS was highest for IG and lowest for LQ n 15 although large standard deviations, 24 -55 (IG), 10 -27 (BC) and 8 -16 (LQ n ), suggest 16 prediction bias in all the models. Correlation between observed and predicted milk yield (R 2 ) for 17 IG also declined with fewer data in both L60 and G60 groups, declined for BC in the L60D and 18 G60C sub-groups and remained stable for LQ n . However, the number of lactations with a random 19 distribution (W) had similar effects in all models. Significant p -values of the Wald-Wolfowitz 20 test was highest for the L60A and the G60A sub-groups and smallest for the L60C and G60C 21 sampled sub-groups. Non-randomness of error was similar in all data partitioned groups although 22 the pattern was lower in the G60D group. The mean error of the BC and LQn was lower than that 23 for the IG partition group. Both models were equally affected by smaller data size irrespective of 1 day and first test-day. LQ tended to have the least variation (lower SD) than the other models. 2
The number of available test-day records also affected the R 2 value more severely for IG than for 3 the BC and LQn which tended to maintain stable correlation between observed and predicted 4 values partition groups. 5 6
The LQ had higher mean error (0.18 -0.24) ± 0.17 compared with the MG (-0.03 -0.22 ± 1.40. 7
In the LQ mean error increased with more available data in the GT group whereas the reverse 8 was observed for the MG. Residual mean square was similar in both models across sampled data. 9
For LQ, RMS increased with more available data for the L60 group but increased for MG in the 10 same direction of the G60 group. The Wald-Wolfowitz run test for the LQ was similar to those 11 observed in the other models. None of the lactations showed a non-random error distribution for 12 the MG model. The highest correlations between observed and predicted values were observed 13 for both forms of the LQ and MG models. 
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