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Re´sume´ – Le sujet de ce papier est la restauration d’images pour un mode`le Poisson Gamma Gaussien, mode`le le plus ade´quat
pour des images astrophysiques faible flux acquises avec des came´ras L3CCD. Apre`s avoir de´veloppe´ la distribution de probabilite´
pour les donne´es L3CCD, un algorithme ite´ratif de de´convolution est construit pour estimer au sens du MAP l’objet observe´.
Des re´sultats de simulation mettent en e´vidence l’inte´reˆt des capteurs L3CCD pour l’imagerie tre`s faible flux.
Abstract – The subject of this paper is the restoration of Poisson Gamma Gaussian images, the most realistic model for
images acquired with L3CCD cameras. Once the probability density of L3CCD data has been derived, an iterative algorithm for
MAP estimation of the object is developed. Some simulation results point out the interest of using L3CCD cameras for very low
intensity images.
1 Introduction
Le proble`me traite´ dans ce papier est la restauration d’images
astrophysiques acquises avec des capteurs L3CCD (Low
Light Level CCD), une technologie tre`s re´cente de cap-
teurs CCD. Jusqu’a` pre´sent, l’acquisition de donne´es as-
trophysiques se faisaient graˆce a` des capteurs CCD intro-
duisant un bruit de lecture non ne´gligeable dans le cas
de donne´es faible ﬂux. La motivation principale et com-
mune´ment admise pour l’utilisation de capteurs L3CCD
est l’ampliﬁcation importante des donne´es avant lecture,
permettant de ne´gliger le bruit de lecture. Cependant, des
travaux re´cents ont mis en e´vidence le caracte`re stochas-
tique du gain d’ampliﬁcation, ne´cessitant une e´tude ap-
profondie de son eﬀet dans le cas de donne´es avant am-
pliﬁcation tre`s faibles. Nous proposons dans ce papier
de donner un mode`le probabiliste complet des donne´es
L3CCD et de de´velopper un algorithme de reconstruction
pour un tel mode`le. Un re´sultat de simulation permettra
de comparer une reconstruction CCD versus L3CCD pour
des donne´es tre`s faible ﬂux.
2 Mode`le Poisson-Gamma-Gaussien
de l’image
On utilisera des lettres capitales pour des tableaux N×N ,
des caracte`res gras pour les vecteurs N ×1, l’indice i pour
le pixel i de l’image, ordonne´e lexicographiquement.
Les diﬀe´rentes e´tapes du processus physique conduisant
aux donne´es L3CCD peuvent eˆtre sche´matise´es comme
suit:
x convolution→ Hx Poisson→ n Gamma→ y Gaussien→ z (1)
avec:
z = y+b, y ∼ G(n, 1/G), n ∼ P(Hx), b ∼ N (0, σ2)
(2)
L’e´tape de convolution est la mode´lisation de l’observation
de la lumie`re issue du ciel se propageant a` travers l’atmos-
phe`re et observe´e par un te´lescope. Cette premie`re trans-
formation est note´e Hx sous forme matricielle ou` H est
une matrice Toeplitz bloc Toeplitz. Chaque ligne de H
comporte les valeurs ”de´plie´es” du tableau de la PSF (Point
Spread Function) de l’ensemble te´lescope/atmosphe`re, on
se placera toujours dans le cas ou` l’on peut calculer ce
produit de convolution par une transforme´e de Fourier
discre`te.
Les deux e´tapes suivantes sont la photo conversion re´ali-
se´e par le capteur puis l’ampliﬁcation stochastique lie´e
au capteur L3CCD. En eﬀet la structure d’un capteur
L3CCD est la meˆme que celle d’un capteur CCD mais avec
un nombre de registre e´tendu, a` chaque e´tage, un e´lectron
produit un e´lectron supple´mentaire avec une probabilite´
p, p est tre`s faible mais le nombre de registres N est tre`s
grand, ce qui donne un gain moyen G pour le capteur e´gal
a` (1 − p)N , il est tre`s diﬃcile d’obtenir la loi exacte des
processus d’avalanche, type ”branching processes” et pour
l’instant des recherches sont en cours. Basden et al. [3]
ont montre´ l’ade´quation par simulations nume´riques entre
les donne´es issues d’un capteur L3CCD et une loi Gamma
de parame`tres n et 1/G. Nous nous proposons d’utiliser
ce re´sultat dans la suite.
Enﬁn un bruit de lecture Gaussien s’ajoute (read out
noise), inde´pendant du processus de Poisson, de moyenne
nulle et dont la valeur nume´rique de la variance est typique
du capteur L3CCD conside´re´. Comme dit en introduction
ce bruit est ne´glige´ aussi bien pour l’acquisition CCD que
pour l’acquisition L3CCD ce que nous avons fait dans [7].
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Nous nous proposons de l’inclure ici dans le mode`le.
La densite´ de probabilite´ de zi conditionnellement a` x
est alors:
p(zi|x) =
∑
yi
p(zi|yi)p(yi|x) (3)
p(yi|x) se de´compose suivant:
p(yi|x) =
∑
n
p(yi|n)p(n|x) (4)
=
∑
n≥0
p(yi|n)p(n|x) + p(yi|n = 0)p(n = 0|x)(5)
soit en conside´rant les relations 1 et 2:
exp(−(Hx)i) exp(−yi/G)
∞∑
n=1
(Hx)ni
n!
yn−1i
Γ(n)Gn
+
exp(−Hx)iδyi,0. (6)
Le premier terme de l’e´q. 6 est l’approximation propose´e
dans [2], le second terme est rajoute´ pour comple´ter la
densite´ en ni = 0, c’est a` dire pas de photons dans le pixel
i avant avalanche, cas non mode´lisable par une loi Gamma.
Dans ce cas, il est e´vident qu’il n’y aura pas de photons
en sortie, soit yi = 0, c’est donc la probabilite´ d’avoir
ni = 0 a` la sortie du processus de Poisson soit exp(−Hx)i.
Il est important de noter que la loi Gamma est une loi
continue et que la variable ale´atoire en sortie du processus
d’avalanche est une variable discre`te, il faut donc calculer
le coeﬃcient de normalisation de la loi Gamma, on aboutit
a` une expression probablement non exhaustive qui est:
∑
y≥0
exp(−y/G) y
n−1
Γ(n)Gn
=
1
Γ(n)Gn
Polylog(1− n, exp(−1/G)) (7)
ou` Polylog(x, y) =
∑∞
k=1
yk
kx , cette expression n’a pas a`
notre connaissance de simpliﬁcation pour des variables z
re´elles et entie`res. Cependant des simulations nume´riques
donnent 1 quelque soient les valeurs de n ≥ 1 et G en-
tiers re´els positifs, nous conside`rerons dans la suite que
la densite´ Gamma discre`te telle que nous l’utilisons est
norme´e.
La probabilite´ de la donne´e zi conditionnellement a` yi
est donne´e par la densite´ de probabilite´ Gaussienne de
moyenne yi et de variance σ2 et ﬁnalement:
p(zi|x) = 1
σ
√
2π
exp(−(Hx)i)
∞∑
n=1
(Hx)ni
n!Γ(n)Gn
(
∑
yi
exp(− (zi − yi)
2
2σ2
)yn−1i exp(−yi/G)+
exp(−Hx)iδyi,0) (8)
Pour donner une ide´e du comportement de cette loi que
nous noterons en abre´ge´ PGG, on conside`re le cas sim-
ple ou` H = I, la matrice identite´, c. a` d. le cas ou` la
valeur de zi de´pend uniquement de la valeur de xi and
p(zi|x) = p(zi|xi). Des parame`tres physiques re´alistes ont
e´te´ donne´s pour G et σ soit 400 et 25 respectivement. La
log vraisemblance log p(zi|xi) est trace´e sur la ﬁgure 2. La
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Figure 1: log p(zi|xi) pour H = I
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Figure 2: log p(zi|xi) pour H = I
ﬁgure de gauche pour des valeurs de zi positives, celle de
droite pour deux valeurs ne´gatives de zi illustrant deux
”tendances”:
• Pour des valeurs de zi supe´rieures a` G, correspon-
dant a` des valeurs les plus probables de xi supe´rieurs
a` 1, pre´ponde´rance du phe´nome`ne d’ampliﬁcation.
• Pour des valeurs de zi infe´rieures a` G, correspon-
dant a` une valeur la plus probable de xi e´gale a` 1,
pre´ponde´rance du bruit additif Gaussien.
3 Algorithme de de´convolution
Le proble`me est de retrouver x a` partir de y, c’est un
proble`me mal pose´ car la matrice H est mal conditionne´e,
ce qui est le re´sultat du fait que l’observation de x a` travers
le te´lescope a supprime´ l’information ou tout du moins
l’a fortement diminue´ en dehors de la bande passante du
te´lescope. Dans ce cas une solution du type maximum
de vraisemblance, si on peut la calculer, n’est pas sat-
isfaisante et une approche classique est de re´gulariser la
solution en ajoutant un a priori de douceur sur la solution
et de faire une estimation au sens du MAP (Maximum
A Posteriori), de plus l’utilisation d’un algorithme ite´ratif
de descente (dans ce cas on minimisera l’inverse du log de
la densite´ a posteriori note´ J ) est impe´ratif pour inclure
des contraintes d’ine´galite´ sur la solution, en l’occurrence
ici la contrainte de positivite´ sur x et la contrainte de
conservation de l’e´nergie, i.e
∑
i xi =
∑
i yi.
La fonction J a` minimiser s’e´crit alors:
J(x, γ) = J1(x) + γJ2(x). (9)
Ou` J1(x) = −
∑
i log p(zi|x) est le terme d’attache aux
donne´es, J2(x) le terme d’a priori et γ, le facteur de re´gu-
larisation.
En e´crivant le lagrangien correspondant a` la minimisa-
tion de J(x) sous la contrainte x ≥ 0, [5, 6], on obtient la
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condition de Kuhn Tucker:
[∇J(x, γ)]igi(x) = 0 ∀i (10)
Ou` x est la valeur qui minimise J(x, γ) et g toute fonction
qui exprime la contrainte x ≥ 0 , i.e g(x) ≥ 0 quand x ≥ 0,
contrainte inactive, et g(x) = 0 quand x = 0, le choix le
plus simple consiste a` prendre g(x) = x. On propose
d’utiliser alors un algorithme de minimisation base´ sur les
proprie´te´s des me´thodes de descente, on peut alors e´crire
l’e´quation de re´actualisation de xˆi:
xk+1i = x
k
i + α
k
i x
k
i (−(∇J(xk, γ))i (11)
L’estime´ initial xˆ0 est choisi de manie`re a` satisfaire les
contraintes, αki > 0 est le facteur de relaxation choisi de
manie`re a` garantir la convergence, k est le nume´ro de
l’ite´ration, −(∇J(xk, γ))i) est la direction de descente,
la multiplication par xki re´sulte des conditions de Kuhn
Tucker, voir plus haut. Un she´ma ite´ratif de ce type con-
verge vers le minimum global de J(x) si ce dernier est
convexe et si le pas de descente est choisi de manie`re a` min-
imiser J . La recherche de pas se fera suivant une me´thode
e´conomique de recherche de pas (Armijo, [1]).
Il est important de noter qu’il faudrait faire une e´tude
de la convexite´ du crite`re J , ce qui implique le calcul du
hessien de J , calcul complexe. Dans les exemples choisis
dans les simulations, on peut cependant observer que J
ne posse`de qu’un minimum, en tout cas sur l’espace con-
side´re´; la de´monstration fera l’objet d’un autre papier.
Si l’on rajoute la contrainte de conservation de l’e´nergie
en appelant P l’ope´rateur de projection sur l’espace des
solutions de meˆme e´nergie, on a alors:
xk+1i = P (x
k+1
i ) (12)
La convergence est maintenue si l’ope´rateur P est un ope´-
rateur de contraction, [8], ce qui est le cas ici. La con-
servation de l’e´nergie se fera donc a` chaque ite´ration par
projection sur l’espace des solutions de meˆme e´nergie, i.e
en normalisant la reconstruction a`
∑
i yi.
Le gradient de J1 pour le pixel i, calcule´ a` partir de (8)
est:
(∇J1(x))i =
∑
j
(hji − hjirj), (13)
avec
rj =
pj
qj
, (14)
pj = exp(−Hx)j
∑
yi
(exp(− (zj − yi)
2
2σ2
− yi
G
)
∑
n
n(Hx)n−1j y
n−1
i
n!Γ(n)Gn
) (15)
et
qj = exp(−Hx)j
∑
yi
(exp(− (zj − yi)
2
2σ2
− yi
G
)
∑
n
(Hx)n−1j y
n−1
i
n!Γ(n)Gn
+ exp(−Hx)j exp(− (zj)
2
2σ2
)δyi,0 (16)
On remarque que lorsque σ2 → 0, on retrouve l’expression
du gradient sans bruit de lecture, [7]. A ce jour, des ex-
pressions analytiques pour les se´ries pj et qj sont a` l’e´tude,
on peut tout de meˆme ve´riﬁer aise´ment qu’elles conver-
gent, des simulations nume´riques ont permis de ve´riﬁer
qu’une sommation sur yi allant jusqu’a` max(zi) est suﬀ-
isante. On se propose d’utiliser un terme de re´gularisation
J2 de type L1 soit:
J2(x) =
N∑
i=1
|xi − pi| (17)
ou` pi est une constante. Ce terme d’a priori pre´sente
l’avantage d’eˆtre moins sensible aux valeurs aberrantes des
donne´es, donc plus robuste au bruit.
Le gradient de J2 pour le pixel i s’e´crit:
(∇J2(x))i =
N∑
i=1
sgn(xi − pi),∀xi = pi (18)
ou` la fonction sgn(x) vaut 1 pour x > 0, −1 pour x < 0.
Le proble`me de la non diﬀe´rentiabilite´ de J2 en xi = pi
peut eˆtre contourne´, par exemple, en “faisant un raccord”
L2¿¿ en xi = pi pour rendre la fonction diﬀe´rentiable en
tout point.
4 Application a` des donne´es astro-
physiques faible ﬂux
Cet algorithme est illustre´ sur une image provenant du
te´lescope spatial Hubble (HST), ﬁg. 3(a). Ces donne´es
ont e´te´ convolue´es avec une re´ponse physiquement re´aliste
d’un te´lescope terrestre incluant l’eﬀet de la turbulence
atmosphe´rique, ﬁg. 3(b) donnant l’image convolue´e, ﬁg.
3(d). La ﬁgure 4 compare la reconstruction d’une image
CCD avec celle d’une image L3CCD dans le cas de donne´es
tre`s faible ﬂux, soit 1000 photons pour toute l’image. Figs.
4(a) et 4(c) sont respectivement les donne´es bruite´es CCD
et la meilleure reconstruction (sans re´gularisation) au sens
de la distance euclidienne entre l’objet re´el x et l’objet re-
construit xˆk, la reconstruction e´tant re´alise´e avec l’algorithme
propose´ dans [4]. Figs. 4(b) et 4(d) sont respectivement
les donne´es bruite´es L3CCD et la meilleure reconstruc-
tion obtenue graˆce a` l’algorithme propose´ ici. La ﬁg. 5
donne la moyenne et la variance de l’erreur d’estimation
en fonction du nombre de photons dans l’image pour 3
algorithmes non re´gularise´s. Les re´sultats RL sont ceux
obtenus en utilisant le standard algorithme de Richarson
Lucy sur des donne´es CCD, les re´sultats GP sont ceux
obtenus en utilisant l’algorithme prenant en compte le
bruit Gaussien des donne´es CCD, enﬁn les re´sultats GGP
sont ceux obtenus avec l’algorithme propose´ ici sur des
donne´es LLLCCD. On peut remarquer, entre autre, que
les re´sultats sont tre`s distincts pour que pour une image
tre`s faible ﬂux, on notera la tre`s faible variance de l’erreur
GGP pour 1000 photons. Il est e´galement important de
signaler que le crite`re d’erreur quadratique est un grossier
crite`re quantitatif et que si l’on regarde les images corre-
spondant a` des erreurs apparemment assez proches, il y a
une diﬀe´rence qualitative tre`s importante.
Enﬁn la ﬁg. 6 compare les objets reconstruits pour
l’algorithme re´gularise´ L1 ou non re´gularise´. Les ﬁg 6(a)
et 6(b) sont les donne´es respectivement avant et apre`s
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Figure 3: (a) Image HST, (b) PSF, (c) objet se´lectionne´,
(d) re´sultat de la convolution
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Figure 4: (a) Donne´es CCD, 1000 photons, σ2 = 4 (b)
Donne´es LLLCCD, 1000 photons, σ2 = 625 (c) Meilleure
reconstruction CCD, (d) Meilleure reconstruction LLL-
CCD
ampliﬁcation Gamma, la ﬁg. 6(c) est la meilleure recon-
struction sans re´gularisation et la ﬁg. 6(d) la meilleure
reconstruction avec re´gularisation, obtenue en re´glant “a`
la main” le parame`tre de re´gularisation. On voit nette-
ment l’inte´reˆt de la re´gularisation L1 sur cet exemple, qui
permet d’aﬃner de manie`re signiﬁcative le re´sultat.
5 Conclusion
Nous avons de´veloppe´ un algorithme de reconstruction
d’images pour des capteurs L3CCD, les re´sultats de simu-
lation montrent que l’on peut faire de l’imagerie avec ces
nouveaux capteurs et leur inte´reˆt non contestable pour
l’imagerie tre`s faible ﬂux, de plus l’utilisation d’un terme
de re´gularisation de type L1 ame´liore nettement la recon-
struction dans cette situation “tre`s bruite´e”.
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Figure 5: Moyenne et variance de l’erreur quadratique
moyenne sur 50 re´alisations
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Figure 6: (a) Donne´es avant ampliﬁcation - 3000 photons
(b) Donne´es apre`s ampliﬁcation (c) γ = 0,  = 0.44653
(d) γ = 0.3,  = 0.42363
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