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ABSTRACT
Surrogate models have become a popular choice to enable the inclusion of high-dimensional, physics-based
computational models in time-critical processes such as design, optimization and uncertainty quantification.
Among the vast amount of different surrogate modeling strategies Kriging is one of the most promising
offering accurate and rapid predictions between given sample points. However, to capture the underlying
high-dimensional system behavior for complex engineering tasks, such as computational fluid dynamics,
thousands to millions of sample points might be necessary. Thus, the computational cost for constructing the
Kriging model can no longer be neglected since it requires iteratively solving linear systems – each of
complexity cubic proportional to the number of samples – during the so-called hyperparameter tuning.
In this work an efficient method for constructing Kriging models is proposed to mitigate the computational
bottleneck caused by large data sets. Instead of working on the whole data set at once the samples are
divided into subsets and a Bayesian learning strategy [1] is applied. Samples are partitioned in subsets each
of them retaining the uniformity (low-discrepancy) of the initial data sets. The achieved reduction in
computational cost is at least square proportional to the number of partitions and offers the potential of
being cubic proportional when additionally solving the arising smaller linear systems in a parallel fashion.
Results are presented for an analytical test case and for a large aerodynamic data set which was computed
using the DLR-TAU code [2]. After partitioning the data a drastic reduction of computational cost is
achieved without barely any impact on the prediction accuracy. Moreover, the developed method can be
extended for other kernelized regression models such as Radial Basis Function, Co-Kriging and gradient-
enhanced Kriging (GEK) [3,4]. Especially GEK shows excellent compatibility with the proposed method
once an adjoint solver [2] is available. Overall, the bottleneck of the huge computational cost needed during
the model construction for the hyperparameter tuning can be drastically decreased by the presented Bayesian
learning strategy.
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