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Using a statistical correlation analysis, we compute evolution of the magnetic Kubo number
during an edge pedestal collapse in nonlinear reduced magnetohydrodynamic simulations. The
kubo number is found not to exceed the unity in spite of performing the simulation with a highly
unstable initial pressure profile to the ideal ballooning mode. During the edge pedestal collapse, the
Kubo number is within the values of 0.2 and 0.6 suggesting that the quasilinear diffusion model is
sufficient to explain the energy loss mechanism during the pedestal collapse. Temporal evolution of
poloidal correlation lengths of pressure fluctuations resembles with that of the Chirikov parameter
and the Kubo number; while radial correlation lengths of the pressure fluctuations are strongly
correlated with the radial width of the magnetic stochastic layer.
I. INTRODUCTION
The abrupt edge pedestal collapse due to the onset
of type-I edge localized modes (ELMs) must be miti-
gated or suppressed as they can damage plasma facing
components in reactor-grade fusion experiments. During
the last decade, experimental techniques to mitigate[1–
3] and/or suppress[4–8] ELMs have been developed. To-
gether with such a progress in experiments, many the-
oretical works have been reported. Regarding the on-
set of type-I ELMs, the popular idea is based on the
destabilization of the linear ideal peeling ballooning
modes.[9, 10] Recently, nonlinear magnetohydrodynam-
ics (MHD) simulations[11–13] have been carried out to
enhance our physical understanding of the ELM crash
and the subsequent energy loss mechanism.
A recent study carried out at MAST (Mega-Amp
Spherical Tokamak) suggested that energy (particle) loss
through the filament structures[14, 15] accounts for only
15 (25) % of the total loss during an ELM crash.[16] A
question then arises as to which process can account for
the major part of the energy release. Many nonlinear
simulations such as JOREK,[12] BOUT++[17–19] and
M3D[13, 20] indicate that stochastic (or ergodized) mag-
netic fields are generated during an abrupt edge pedestal
collapse. Quite naturally, one is led to consider the possi-
bility of the energy loss through the stochastic magnetic
fields.[21]
One way to identify a transport mechanism due to
stochastic magnetic fields is based on the magnetic Kubo
number[22, 23] defined as
R = δB
B0
l‖
l⊥
, (1)
∗ ijwkim@kaist.ac.kr
† ycghim@kaist.ac.kr
where δB and B0 are magnitudes of perturbed and equi-
librium magnetic fields, respectively. l‖ and l⊥ are
the correlation lengths of parallel and perpendicular,
with respect to the equilibrium magnetic field, compo-
nents of the perturbed magnetic fields, respectively. For
0.2 . R . 1.0, cross-field transport approximately fol-
lows quasilinear Gaussian diffusion, whereas the perco-
lation theory must be used if R  1(R & 10).[22–24]
If R . 0.2, then turbulence driven anomalous transport
dominates the cross-field diffusion.[22, 23]
In this work we carry out a correlation analysis with
the aim of investigating how the magnetic Kubo number
evolves during and after an abrupt edge pedestal collapse,
thereby we may suggest a transport mechanism during
the collapse. We use the simulation results reported in
Rhee et al. [18] and Jhang et al. [19]. Based on our
analysis, R is found to be within the values of 0.2 and
0.6 during the collapse, and becomes less than 0.1 as
the collapse is completed. This result suggests that the
percolation theory may not be necessary to describe the
process of ELM-induced energy release.
A direct experimental validation of our work is hin-
dered due to lack of diagnostic systems capable of mea-
suring spatially localized fine-scale (possibly ion-scale)
stochastic magnetic fields. We suggest that temporal
evolutions of poloidal and radial correlation lengths of
pressure fluctuations may be used as circumstantial evi-
dences of the existence of stochastic magnetic fields and
the evolution of R. We find that the evolution of the
poloidal correlation length resembles strikingly close to
that of both Kubo number and Chirikov parameter, while
the radial correlation length is strongly correlated with
the radial width of the stochastic layer.
We first describe our numerical model and present fea-
tures of the pedestal collapse simulation with general re-
sults in Sec. II. Then, we discuss how various correlation
lengths of perturbed magnetic fields as well as the esti-
mated Kubo number evolve during and after an abrupt
edge pedestal collapse in Sec. III and Sec. IV followed
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2by behavior of correlation lengths of pressure fluctua-
tions. For the readers who are interested in how we have
estimated various statistical quantities such as parallel,
poloidal and radial correlation lengths of perturbed quan-
tities, we provide a detailed description of the technique
we have employed in this work in Sec. III and Appendix
A. Our conclusion is stated in Sec. V.
II. SIMULATION MODEL
The main objective of this paper is to evaluate vari-
ous correlation lengths (parallel, radial and poloidal) of
stochastic magnetic fields and the magnetic Kubo num-
ber using the simulation resutls reported in Rhee et al.
[18] and Jhang et al. [19]. For completeness, we provide
a brief summary of the numerical model and main results
of the simulation.
A. Numerical model
The edge pedestal collapse simulations have been per-
formed using a three-field reduced MHD model. Evolu-
tion equations for these three fields are given by,
min
[
∂
∂t
+ ~VE · ∇
]
U = B20∇‖
(
J‖
B0
)
+ 2~b0 × ~κ0 · ∇P,
(2)
[
∂
∂t
+ ~VE · ∇
]
P = fKv
2
eDRR
∂2P0
∂r2
−10
3
P0
1 + 5β0/6
~b0 × ~κ0 · ∇Φ
B0
, (3)
and
∂A‖
∂t
= −∇‖Φ + η
µ0
∇2⊥A‖ −
ηH
µ0
∇4⊥A‖, (4)
where U =
(
1/B0)(∇2⊥Φ + (1/en)∇2⊥P
)
is the vortic-
ity, P the pressure and A‖ the vector potential. B0
is the magnitude of the equilibrium magnetic field, Φ
the total electric static potential, n the plasma density,
~VE = ~b0×∇Φ/B0, ~b0 = ~B0/B0, and J‖ = J‖0−∇2⊥A‖/µ0
is the total (both equilibrium and perturbed) parallel
current density with the vacuum permeability µ0. e is
the charge of a proton, mi the ion mass, η the resistiv-
ity, and ~κ0 = ~b0 · ∇~b0 and β0 = 2µ0P0/B20 denote the
magnetic curvature vector and the normalized plasma
pressure, respectively. The subscript 0 (1) indicates the
equilibrium (perturbed) quantity, while a quantity with-
out a subscript means the total quantity, i.e., equilibrium
plus perturbed.
All simulations are performed using the BOUT++
framework[25] with the following equilibrium parameters:
Figure 1. Initial profiles of (a) the pressure and (b) the safety
factor q (blue line) with the magnetic shear sˆ (red dashed
line) at the low field side of a model tokamak being used in
simulations.
R0 = 3.5 m (major radius), a = 1.0 m (minor radius),
B0 = 1.94 T at the magnetic axis, the Lundquist number
S = µ0R0VA/η = 10
9, and the hyper-Lundquist number
SH = µ0R
3
0VA/ηH = 10
12. Here, VA is the Alfve´n speed.
The role of ηH is extensively discussed elsewhere.[17, 26]
The first term of the right-hand side (RHS) in the
pressure evolution equation, Eq. (3), acts as a paral-
lel heat loss due to stochastic magnetic fields based on
the Rechester-Rosenbluth model[21] taking a kinetic ef-
fect into account.[27] The second term of the RHS in Eq.
(3) is introduced to include the compressibility effect of
E×B drift[19] and is responsible for the GAM (geodesic
acoustic mode) generation via a linear coupling between
Φm=0, n=0 and Pm=1, n=0 discussed elsewhere,[28] where
m and n denote the poloidal and toroidal mode num-
bers, respectively. As we will evaluate the magnetic Kubo
numbers with and without zonal flows, the difference be-
tween the two is whether or not to include this term, i.e.,
simulation result with the zonal flow includes this term.
B. Simulation results
The simulation initiates with a strong equilibrium pres-
sure gradient and an initial perturbation on the vorticity
U . We set the value of the normalized pressure profile
defined as α = −2µ0q2R0(dP0/dr)/B20 to be 3.87 at the
location of the largest pressure gradient (R = 4.59 m).
Here, q is the safety factor. This value is much greater
than the critical value αc = 2.75 beyond which the
ideal ballooning mode becomes unstable.[29, 30] Con-
sequently, the initially seeded most unstable ballooning
mode n = 20 grows exponentially during the linear state,
develops a series of tearing mode activities via nonlinear
interactions, and eventually creates stochastic magnetic
fields with a rapid collapse of the edge pedestal.[18]
Figure 1 shows the initial profiles of (a) the pressure
and (b) the safety factor q (blue line) with the mag-
netic shear sˆ = (r/q)(dq/dr) (red dashed line) used in
the simulation. Figure 2 shows poloidal cross-sections of
total pressure contours at different simulation times, i.e.,
3Figure 2. Poloidal cross-sections of total pressure contours at
t = 40, 60, 80, 100 τA.
Figure 3. (a) Equilibrium pressure profiles and (b) normalized
pressure gradient, i.e., ∇ lnP0 at t = 40, 60, 80, 100, 150 τA
with (dashed lines) and without (lines) zonal flows. An abrupt
edge pedestal collapse occurs in between 60 < τA < 80.
t = 40, 60, 80, 100 τA, where τA is the Alfve´n time.
Figure 3 shows the evolutions of (a) the equilibrium
pressure profile and (b) the normalized pressure gradient,
i.e., ∇ lnP0, with (dashed lines) and without (solid lines)
zonal flows at t = 40, 60, 80, 100, 150 τA. Pressure
profiles at t = 40, 60τA are quite similar, while an abrupt
edge pedestal collapse occurs in between 60 < τA < 80.
We soon show that the non-linear state develops around
τA ≈ 60. Note that for t = 40 and 60τA, solid and dashed
lines are indistinguishable as they overlap each other in
the figure.
Since we are interested in obtaining the magnetic Kubo
number based on the correlation lengths of perturbed
magnetic fields, we need to distinguish between the lin-
ear and non-linear states within the simulation duration.
We note that the estimated correlation lengths from the
linear state do not capture a significant physical meaning,
i.e., wavenumber, frequency and/or phase information
are more relevant for the linear state, because correla-
tion is, by definition, statistically estimated as described
in Sec. III.
During the linear state any perturbed (scalar) physical
quantities as a function of space x and time t denoted as
ξ(x, t) can be expressed as
ξ(x, t) ∼ ei(kx−ωt+δ)eγt, (5)
where k, ω and δ are the wavenumber, the frequency and
the phase of the perturbed quantity ξ, respectively, with
the linear growth (or damping) rate of γ. Owing to the
fact that ξ(x, t) in our simulation has a well defined wave-
like structure on a magnetic flux surface, the standard
deviation of ξ along the poloidal direction within a flux
surface can be used as a fluctuation level of ξ denoted as
||ξ||:
||ξ||(t) = 1
2pi
[∫ 2pi
0
dx {Re [ξ(x, t)]}2
]1/2
∼ eγt, (6)
where Re( ) returns the real part of the argument, and x
is taken as the poloidal direction here. We expect that
the quantity ξ(xi, t)/||ξ||(t) ∼ ei(kxi−ωt+δ) at a fixed spa-
tial position of x = xi during the linear state, resulting
in a clear wave-like feature as a function of time.
Figure 4(a) shows ξ(xi, t) where the perturbed pressure
P1 is used as ξ with (red dashed line) and without (blue
line) zonal flows. As the level of perturbation grows, it
hardly shows any well defined wave-structures; while it
is evident in (b) showing ξ(xi, t)/||ξ||(t) that τA . 60
is the linear state followed by the non-linear state later
on. Thus, our method is useful to distinguish between
linear and non-linear states. Figure 4(c) and (d) are the
contours of the same quantity as in (b) for all poloidal
positions on a flux surface. They do also show a clear
development of the non-linear state approximately after
τA ≈ 60. Furthermore, these contours manifest poloidal
rotation of the m = 40 ballooning mode during the linear
state, and its phase speed is found to be 14 km/s using
the cross-correlation time delay method,[31] where the
diamagnetic drift velocity due to the pressure gradient
is estimated to be 18 km/s. Our simulation during the
linear state is consistent with the physical picture of the
linear ballooning mode.[32]
As shown in Figure 3(a), the pressure profile hardly
changes during τA . 60, while an abrupt pedestal col-
lapse is observed after τA ≈ 60. This also indicates
that the development of the non-linear state during
τA & 60, causing the stochastization of the magnetic
field and a subsequent sudden increase of cross-field dif-
fusion. For this reason, we also estimate the Chirikov
parameter[21, 33, 34] denoted as C:
C = Wm +Wm+1
∆ψm,m+1
, (7)
4Figure 4. (a) P1(xi, t) with (red dashed line) and without
(blue line) zonal flows at a fixed spatial position x = xi;
while (b) P1(xi, t)/||P1||(t) clearly showing wave-like struc-
ture when τA . 60. (c) and (d) are the contours of the same
quantity as in (b) at all poloidal positions on a flux surface
with (d) and without (c) zonal flows. As we expect the clear
wave-like structure during the linear state, τA . 60 corre-
sponds to the linear state, and the non-linear state is followed
in all cases. (c) and (d) also show advection of m = 40 bal-
looning mode during the linear state due to the diamagnetic
drift.
where Wm (m+1) is the size of magnetic islands for the
mode number m (m + 1), and ∆ψm,m+1 is the distance
between the two neighboring rational surfaces. If C > 1,
then the neighboring magnetic islands overlap and the
magnetic field stochastization occurs. We show the es-
timated (at the location of the maximum pressure gra-
dient) Chirikov parameter C in Figure 5 both with (red
dashed line) and without (blue line) zonal flows. It is
clear that C becomes larger than one (green horizontal
line) around τA ≈ 60 corresponding to the time entering
the non-linear state.
Figure 6 shows the evolutions of widths (in radial direc-
tion) of the observed stochastic layers with (red dashed
line) and without (blue line) zonal flows showing a rapid
increase of the layer widths while C increases abruptly,
i.e., 60 . τA . 80, then the layer widths slowly increase
as C falls down to a plateau region, i.e., τA & 130. Note
that we have set the stochastic layer width to zero for
τA < 60 since there is no stochastic magnetic field dur-
ing the linear state as attested by C in Figure 5, i.e.,
C < 1 for τA < 60.
Figure 5. Evolutions of the Chirikov parameter C at the loca-
tion of the maximum pressure gradient with (red dashed line)
and without (blue line) zonal flows. C > 1 during τA & 60,
indicating stochastization of the magnetic fields. The green
horizontal line indicates C = 1.
Figure 6. Evolutions of stochastic layer width in radial di-
rection with (red dashed line) and without (blue line) zonal
flows.
III. CORRELATION LENGTHS OF
STOCHASTIC MAGNETIC FIELDS
Experimental measurements of correlation lengths in
fusion-grade hot plasmas are typically performed by re-
placing the ensemble average operator with a temporal-
domain average operator assuming that the data are er-
godic, stationary and homogeneous.[35–37] Since we only
have 201 points in time in the simulation data, i.e.,
τA = [0, 1, 2, ..., 199, 200], the temporal-domain average
is not suitable to obtain statistically valid results. Fur-
thermore, running tens of the same simulation to obtain
the ensemble average is computationally too expensive.
Therefore, we perform an ensemble average by obtain-
ing data within a flux surface but following many differ-
ent field lines with separation distance of ∼ 44 cm be-
tween the neighboring field lines in toroidal direction.
We use 64 different field lines, allowing us to perform
an ensemble average over 64 samples. It also naturally
5provides us uncertainties as we can create a distribution
function with 64 samples. In doing so, we assume that
the statistical properties of perturbed quantities on a flux
surface are same while the instantaneous realization of
perturbed quantities on different field lines are indepen-
dent to each other. Correlation functions and their en-
velopes (using the Hilbert transform) are generated, and
we define the correlation length to be the half width at
half maximum (HWHM)[38] of the envelope of the cor-
relation function in this work.
We provide a detailed description of our method how
we obtain correlation functions and correlation lengths.
All the reported correlation lengths in this work are esti-
mated at the location of the highest equilibrium pressure
gradient. As the perturbed (fluctuating) quantities such
as the pressure P1 and the radial component of the mag-
netic fields B1r are calculated within the simulation sep-
arately from the equilibrium ones, i.e., P0 and B0, we do
not need to remove ‘mean’ quantities from the numerical
data to calculate correlation functions. Note that such a
‘mean’ quantity must be removed first when dealing with
experimentally obtained data as they are likely to contain
both equilibrium (mean) and perturbed quantities.
Our data are generated on a field-aligned coordinate
system. To explain the coordinate system with an exam-
ple, let us denote a spatial position ~r as ~r = ψxˆ + θyˆ +
(φ−φshift)zˆ, where ψ is the usual flux-surface label with
xˆ being in the radial direction. θ denotes the poloidal lo-
cation while yˆ is in the parallel direction with respect to
the background magnetic field. φ stands for the toroidal
position, while φshift(ψ, θ) =
∫ θ
θ0
ν(ψ, θ)dθ with zˆ being
in the toroidal direction. Here, ν(ψ, θ) is the local field
line pitch.[25, 39] In this coordinate system, spatial posi-
tions with the same ψ and the same φ−φshift are within
a same magnetic field line.
To generate a correlation function, we first build a
three-dimensional array of data D[is, jt, ke] from the
simulation data set, where three indices is, jt and ke
represent space (radial, poloidal or parallel), t ime and
ensemble, respectively. To get a radial correlation func-
tion, for instance, we select the data as a function of ψ
at a fixed time, and fixed θ and φ − φshift providing us
an one-dimensional data set, i.e., D[is, j0, k0], where j0
and k0 represent the selected time and a specific mag-
netic field line φ− φshift while is now contains the radial
direction information. By retrieving data from differ-
ent time and the magnetic field lines, we obtain a set of
three-dimensional data D[is, jt, ke]. We, then, obtain a
correlation function by shifting the index is and perform-
ing an ensemble average over ke, which is a radial cor-
relation function, in this example, as a function of time
jt. Likewise, to obtain poloidal and parallel correlation
functions, we change our choice of is so that the data set
D[is, jt, ke] contains poloidal and parallel information.
By forcing data points in is to be evenly spaced (see
Appendix A) with the distance of neighboring data points
Figure 7. Time evolutions of ensemble averaged parallel (top),
poloidal (middle) and radial (bottom) correlation functions of
B1r, i.e., C¯env (ι∆s) [jt]. Left (right) panels are without (with)
zonal flows.
∆s, we calculate a correlation function C(ι∆s) as
C (ι∆s) [jt, ke] = 1
n− ι
is=n−ι∑
is=1
D[is, jt, ke]
×D[is + ι, jt, ke], (8)
where ι is the ‘lag’ index, and n is the total number of
data points in is. If the estimated correlation function
exhibits a wave-like structure, then we find the envelope
of the function using the well-known Hilbert transform:
Cenv (ι∆s) =
√
C2 (ι∆s) +H2 [C (ι∆s)], (9)
where H[·] is the Hilbert transform operator.
Ensemble average is performed over different magnetic
field lines, i.e., over the index ke, by assuming that statis-
tical properties of perturbed quantities over different field
lines within a flux-surface are similar while individual re-
alization is independent. We have selected 64 different
field lines for this purpose, and the ensemble averaged
correlation function C¯env is, then,
C¯env (ι∆s) [jt] = 1
64
64∑
ks=1
Cenv (ι∆s) [jt, ks]. (10)
Figure 7 shows examples of ensemble averaged parallel
(top), poloidal (middle) and radial (bottom) correlation
functions as a function of lag distance ι∆s in the unit
of meter and time in the unit of Alfve´n time τA. Left
(right) panels are without (with) zonal flows.
Once we have a correlation function, we obtain the en-
semble averaged correlation length l and its uncertainty
6Figure 8. An example of the radial correlation function (blue
line) and its envelope (red dashed line) at a fixed time be-
fore an ensemble average. Yellow horizontal line indicates the
correlation value of 0.5, i.e. half maximum.
σl as following:
l[jt] =
1
64
64∑
ks=1
HWHM{Cenv(ι∆s)[jt, ks]},
(11)
σ2l [jt] =
1
64
64∑
ks=1
[HWHM{Cenv(ι∆s)[jt, ks]} − l[jt]]2 ,
(12)
where HWHM{·} returns the half-width at half-
maximum.[38] Figure 8 is an example of radial correlation
function (blue line) and its envelope (red dashed line) at
a fixed time (τA = 99) before the ensemble average. 64
of such functions are used to estimate the ensemble av-
eraged radial correlation length and its uncertainty.
All the reported radial, poloidal and parallel correla-
tion lengths and their uncertainties in this work are esti-
mated based on the described procedure in this section.
We have estimated parallel, poloidal and radial corre-
lation lengths of B1r based on the corresponding corre-
lation functions shown in Figure 7. Figure 9 shows tem-
poral evolutions of (a) parallel, (b) poloidal and (c) ra-
dial correlation lengths with (red dashed line) and with-
out (blue line) zonal flows. During the nonlinear state
(and stochastic region) parallel correlation lengths are
typically 10− 20 m; while poloidal and radial correlation
lengths are about a factor of ten smaller. τA < 60 (yellow
shaded area) is the linear state, therefore the correlation
lengths in this area should not be given any significant
physical meaning.
Figure 9. Temporal evolutions of (a) parallel, (b) poloidal and
(c) radial correlation lengths of radial component of the per-
turbed magnetic fields B1r with (red dashed line) and with-
out (blue line) zonal flows. Shades around the lines represent
the uncertainties of the correlation lengths. τA < 60 (yellow
shaded area) is the linear state.
IV. MAGNETIC KUBO NUMBER AND
CORRELATION LENGTH OF PRESSURE
PERTURBATIONS
For the sake of the readers, we provide the definition
of the magnetic Kubo number, i.e., Eq. (1), once again
here:
R = δB
B0
l‖
l⊥
,
which states that estimation of R requires information
of the fluctuation level and correlation lengths in parallel
and perpendicular directions (with respect to the equilib-
rium magnetic field) of stochastic magnetic fields along
with the knowledge of equilibrium magnetic fields.
We estimate the fluctuation level as a spatial (poloidal
and toroidal) standard deviation of B1r on the flux sur-
face where α = 3.87. As for the perpendicular correla-
tion lengths, we have two options: radial vs. poloidal
correlation lengths. Even though the radial correlation
length will be more relevant as it is associated with the
radial cross-field diffusion process in magnetically con-
fined plasmas, we provide the temporal evolution of the
Kubo number with (a) poloidal and (b) radial correla-
tion lengths with (red dashed line) and without (blue
line) zonal flows in Figure 10. The linear state (τA < 60)
is shaded in yellow.
Figure 10 is the key result of this paper. One can im-
mediately find that the Kubo number R is always less
than one regardless of using radial or poloidal correla-
7Figure 10. Temporal evolutions of the magnetic Kubo number
using (a) poloidal and (b) radial correlation length as a mea-
sure for the perpendicular one, l⊥ in Eq. (1) with (red dashed
line) and without (blue line) zonal flows. Kubo number is
found to be always less than one during the edge pedestal
collapse. Shades around the lines represent the uncertainties
of the Kubo number. τA < 60 (yellow shaded area) is the
linear state.
tion lengths as a measure for perpendicular correlation,
l⊥ in evaluating the Kubo number. Also, it does not
depend much on the presence of zonal flows. In more
detail, we have 0.2 < R < 1.0 when the Chirikov pa-
rameter C is much larger than unity shown in Figure
5, i.e., 60 . τA . 80; whereas R . 0.2 when C ≈ 1,
i.e., τA & 80. Therefore, our result suggests that during
the abrupt edge pedestal collapse (60 . τA . 80) the
cross-field diffusion could be explained by the quasilinear
Gaussian diffusion process.[22, 23, 40–43] The fact that
R < 1 in all the time implies that the percolation theory
may not be applicable to describe the radial transport
process during an edge pedestal collapse.[24] This justi-
fies, in some sense, the usage of the modified Rechester-
Rosenbluth model[21] described in Sec. II. Note that the
initial pressure profile being used in simulations is highly
unstable to the ideal ballooning mode. Therefore, in ac-
tual experiments where α & αc is satisfied, the strength
of stochastic fields will be weaker than the simulation re-
sult. This implies that the actual Kubo number will be
smaller than that given in Figure 10.
Concerning actual experiments in magnetic fusion
plasmas, it is difficult to have a direct measurement of
the magnetic Kubo number, if not impossible. Such a
task would require performing the fine (probably ion-
scale) structure current tomography based on measure-
ments of magnetic fields and fluxes. There exists a high
performance current tomography technique based on a
Bayesian approach,[44] but it is not as fine as the required
Figure 11. (a) Poloidal and (b) radial correlation lengths with
(red dashed line) and without (blue line) zonal flows. Tem-
poral evolutions of the poloidal correlation length resembles
those of the Chirikov parameter and the Kubo number. Evo-
lution of the radial correlation length could be explained by
the widening of the stochastic layer width. τA < 60 (yellow
shaded area) is the linear state.
ion-scale tomography. On the contrary, diagnostic sys-
tems for ion-scale fluctuations of density or temperature
are well developed. For instance, KSTAR is equipped
with beam emission spectroscopy (BES)[45, 46], mi-
crowave imaging reflectometry (MIR)[47] and electron
cyclotron emission imaging (ECEI)[48] which are capable
of measuring such fluctuations of density or temperature.
Many other magnetic confinement devices do have simi-
lar diagnostic systems. Thus, we provide characteristics
of pressure fluctuations observed in the simulation which
may potentially be used as a circumstantial (or indirect)
evidence for the onset of stochastic magnetic fields, if
similar characteristics are observed in real experiments
during an edge pedestal collapse.
We have filtered out the (m,n) = (1, 0) component
of pressure fluctuations as it corresponds to the geodesic
acoustic mode (GAM)[49] when we perform correlation
analyses on our simulation data. Figure 11 shows (a)
poloidal and (b) radial correlation lengths with (red
dashed line) and without (blue line) zonal flows. The
poloidal correlation length increases suddenly and falls
down to a certain plateau value whose behavior resembles
the temporal evolutions of Chirikov parameter (Figure 5)
and the Kubo number (Figure 10).
The radial correlation length slowly increases which
may be explained by the widening of the stochastic layer
width shown in Figure 6. Figure 12 clearly shows such
a correlation between the two. We find that during the
abrupt edge pedestal collapse (60 . τA . 80) stochas-
tic layer width increases faster than that of the radial
8Figure 12. Radial correlation lengths lP1r vs. stochastic layer
width with (red) and without (blue) zonal flows showing that
they are well correlated to each other. Data points on the left
of the purple vertical line correspond to lP1r during the abrupt
edge pedestal collapse (60 . τA . 80), and those on the right
part are taken after the collapse (τA & 80).
correlation length (left part of the purple vertical line),
whereas once the collapse is completed (τA & 80) their
growth rates become comparable.
In actual experiments, the poloidal and radial corre-
lation lengths of density fluctuations can be easily mea-
sured by an appropriate arrangement of the diagnostic
devices. Therefore, we suggest that a sudden drop of
poloidal correlation lengths of density fluctuation accom-
panied with the increase of radial correlation length could
be an indirect indicator of the magnetic field stochasti-
zation during an pedestal collapse.
V. CONCLUSION
We perform a correlation analysis to find out how the
magnetic Kubo number R evolves during and after an
edge pedestal collapse. Results of numerical simulation
reported in Rhee et al. [18] and Jhang et al. [19] are used
in the analysis. Our analysis shows that R never exceeds
the unity even if we have initiated the simulation with
a highly unstable plasma. R is found to be within 0.2
and 0.6 during the collapse, while it becomes less than
0.1 once the collapse is completed. Based on our results,
we suggest that the quasilinear Gaussian diffusion pro-
cess could be adequate to model the cross-field diffusion
process during the collapse. In all cases, the percolation
theory may not be necessary to describe the transport
process during and after the collapse. We note that the
effect of zonal flows on Kubo number is minimal in this
work.
Since experimental identification of stochastic mag-
netic fields and the estimation of Kubo number are chal-
lenging tasks, we have discussed how pressure fluctua-
tions evolve during and after the edge pedestal collapse.
Ion–scale pressure fluctuation measurements are rou-
tinely available in modern magnetic confinement devices.
We find that the poloidal correlation length abruptly in-
creases during the collapse, drops quickly to a lower value
and stays there whose temporal evolution is close to that
of both Chirikov parameter and Kubo number. The ra-
dial correlation length is found to be strongly correlated
with the stochastic layer width. If such behavior is ob-
served in experiments, then it may be used as a circum-
stantial evidence of stochastic magnetic fields. This is
planned as a future work.
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Appendix A: A method to obtain evenly spaced
data points in BOUT++
We have described the coordinate system of the
BOUT++ framework in Sec. III, where a spatial position
~r is written as ~r = ψxˆ+θyˆ+(φ−φshift)zˆ with xˆ, yˆ and zˆ
denoting radial, parallel and toroidal directions, respec-
tively. For clarity and simplicity, let us define new vari-
ables here: xi = ψi, yj = θj and zk = φk − φshift(ψi, θj)
where subscripts i, j and k select the spatial position
of interest. The domains of the simulation used in this
work are −0.4824 < x < 0.2573, 0 < y < 1.95pi and
0 < z < 2pi/5 with 516(i)× 64(j)× 64(k) data points. A
black box in Figure A.1 shows the simulation domain.
By extracting the data with fixed values of xi and zk
with varying yj , we obtain a data set from a certain equi-
librium field line allowing us to estimate a parallel cor-
relation length; while estimating radial and poloidal cor-
relation lengths require data sets from a fixed toroidal
position φk = zk + φshift(xi, yj) with varying xi or yj .
Since φshift(xi, yj) changes its value as we vary xi or yj ,
it is difficult to fix the value of φk in the original simula-
tion domain. For this reason, we represent the numerical
data in the Fourier domain for z-component, resulting in
9Figure A.1. A cartoon picture of the simulation domain (black
box) in a θ − φ flux surface coordinate. Yellow dashed boxes
show periodic boundary conditions in toroidal directions re-
sulting from the Fourier transform in toroidal direction.
a periodic boundary condition in the toroidal direction
as shown in Figure A.1 with yellow dashed boxes.
The original BOUT++ data, s(xi, yj , zk), in z direc-
tion are evenly spaced with the spatial resolution of
∆z = zk+1 − zk = pi/160, i.e., 64 data points cover-
ing 2pi/5 radians, and its Fourier representation with the
corresponding data points N = 64 can be written as
Sˆ(xi, yj , κ) =
63∑
k=0
s(xi, yj , zk)e
−iκ 2piN
zk
∆z
=
63∑
k=0
s(xi, yj , zk)e
−iκ5zk , (A1)
where κ is the index of the toroidal wavenumber. Then,
to obtain a data set with a fixed value of φk, for instance
φk = φ0, we perform an inverse Fourier transform as
s(xi, yj , z(φ0)) =
1
64
63∑
κ=0
Sˆ(xi, yj , κ)e
iκ 2piN
φ0−φshift(xi,yj)
∆z
=
1
64
63∑
κ=0
Sˆ(xi, yj , κ)e
iκ5(φ0−φshift(xi,yj)).
(A2)
Thus, if we wish to obtain a radial correlation function
at a fixed poloidal (yj = y0) and toroidal (φk = φ0)
position, we use a data set s(x, y0, z(φ0)); or to ob-
tain a poloidal correlation function at a fixed radial
(xi = x0) and toroidal (φk = φ0) position, we use
a data set s(x0, y, z(φ0)). For ensemble averaging of
the correlation functions described in Sec. III, we ob-
tain 64 samples from different toroidal locations of φ =
0, pi/32, 2pi/32, ..., 63pi/32 on a flux surface.
As the (x, y) coordinate with a fixed φ = φ0 can
be readily transformed into a cylindrical coordinate sys-
tem R(x, y;φ0) and Z(x, y;φ0) in our numerical simula-
tion data, we can approximate the distance between the
neighboring spatial data points to
Lri,j→i+1,j ≈{[R(xi, yj ;φ0)−R(xi+1, yj ;φ0)]2
+[Z(xi, yj ;φ0)− Z(xi+1, yj ;φ0)]2}1/2 (A3)
where Lri,j→i+1,j denotes the radial distance be-
tween the two points of (R(xi, yj ;φ0), Z(xi, yj ;φ0))
and (R(xi+1, yj ;φ0), Z(xi+1, yj ;φ0)). Then, the dis-
tance between any two radially separated spatial posi-
tions, i.e., between (R(xi1 , yj1 ;φ0), Z(xi1 , yj1 ;φ0)) and
(R(xi2 , yj1 ;φ0), Z(xi2 , yj1 ;φ0)), can be estimated as a
sum of the distance between the neighboring points from
the start to the end positions:
Lri1,j1→i2,j1 ≈
i=i2−1∑
i=i1
Lri,j1→i+1,j1 . (A4)
Estimation of the poloidal separation distance can be
done similarly. A parallel distance between the two
neighboring spatial positions, i.e. between (xi, yj ; z0) and
(xi, yj+1; z0) with a fixed field line z0, can be estimated
as
L
‖
i,j→i,j+1 ≈ [φshift(xi, yj ; z0)− φshift(xi, yj+1; z0)]
×R(xi, yj ; z0). (A5)
As for the case of radial and poloidal distance between
any two arbitrary positions, we estimate such parallel
distance by summing over all the neighboring distances
from the start to the end positions. Once we have all the
distance information from one position to another, we
use an interpolation scheme to generate evenly spaced
data sets to calculate correlation functions as described
in Sec. III.
For radial data sets, we have 0.058 cm as a spatial res-
olution with the radial domain of ∼ [4.39, 4.81] m. For
poloidal (parallel) data sets, we have a spatial resolution
of 0.67 (35) cm with the domain size of 6.81 (44.3) m.
The reference position for all the correlation functions is
set to be at R = 4.59 m and Z = 0.047 m correspond-
ing to the position of the largest pressure gradient with
approximately 5 cm away from the midplane.
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