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We give an exposition of Ocneanu’s theory of double triangle
algebras for subfactors and its application to the classiﬁcation
of irreducible bi-unitary connections on the Dynkin diagrams
An, Dn , E6, E7 and E8. More precisely, we give a detailed proof of
the complete classiﬁcation of irreducible K2L bi-unitary
connections up to gauge choice, where K and L represent the
two horizontal graphs which are among the A2D2E Dynkin
diagrams. The result also provides a simple proof of the ﬂatness
of D2n , E6 and E8 connections as well as an easy computation of
the ﬂat part of E7 as an application.
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The classiﬁcation of subfactors of the hyperﬁnite II1 factor is one of the most important and
stimulating problems in the theory of operator algebras since Jones initiated his celebrated index
theory for subfactors in [29]. The strongest form of the classiﬁcation has been obtained by Popa
based on his notion of strong amenability in [45]. In the early stage it was known that hyperﬁnite II1
subfactors with index less than four has one of the Dynkin diagrams An, Dn, E6, E7 and E8 as their
principal graphs. For the complete classiﬁcation of subfactors of the hyperﬁnite II1 factor Ocneanuevier GmbH. All rights reserved.
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subfactors of the hyperﬁnite II1 factor with ﬁnite index and ﬁnite depth is reduced to the
classiﬁcation of ﬂat bi-unitary connections on the (dual) principal graphs.
The paragroup theory as well as its importance are now widely spread and more and more people
have become to work on the theory. The importance of paragroup theory is not only because it is
complete invariant for subfactors of the hyperﬁnite II1 factor with ﬁnite index and ﬁnite depth but
also because it has deep relations to many other theories in mathematics and mathematical physics.
Actually it has been revealed that there are striking relations between the paragroup theory and
other theories such as exactly solvable integrable lattice models, quantum groups, topological
quantum ﬁeld theories (TQFT) both in the sense of Turaev–Viro [52] based on triangulation and in
the sense of Reshetikhin–Turaev [46] based on surgery, and rational conformal ﬁeld theories (RCFT)
in the sense of Moore–Seiberg [32] and so on. (See for example [6,18,20,21,36,37,47,53,54]. All of
these relations are explained in [23].)
In 1995 Ocneanu gave a series of lectures on subfactor theory at The Fields Institute from April 19
to 25. In his lectures [38] he introduced a new algebra called double triangle algebra by using the
notion of essential paths and extension of Kauffman–Lins’ Temperley–Lieb recoupling theory. He
also gave many applications of his result. Among their applications he raised particularly ﬁve
problems in his talks at Aarhus in June 1995, which consists of one problem concerned with TQFT,
one concerned with RCFT and three concerned with subfactor theory. There he showed that his
method gives essentially one solution of them.
Among the solutions of the ﬁve problems the most fundamental result is the complete
classiﬁcation of irreducible bi-unitary connections on the Dynkin diagrams An, Dn, E6;7;8 and other
solutions will follow from it. More precisely the irreducible connections on the Dynkin diagrams
here means the irreducible connections on the four graphs which have the Dynkin diagram K and L
as the two horizontal graphs. (We call such a connection a K2L bi-unitary connection.) And the
classiﬁcation here means the classiﬁcation of irreducible bi-unitary connections up to gauge choice,
which is ﬁner than the classiﬁcation up to isomorphisms.
The main purpose of this paper is to give a detailed proof of the classiﬁcation of irreducible
connections on the Dynkin diagrams. As we mentioned in the beginning the classiﬁcation in more
restricted case when the four graphs are all the same Dynkin diagrams has been done in order to
classify subfactors with index less than four. So the classiﬁcation of connections itself is very
important for this purpose.
Another example in which bi-unitary connections on the Dynkin diagrams naturally appear is the
construction of a series of subfactors given by Goodman–de la Harpe–Jones [27]. These subfactors
are called Goodman–de la Harpe–Jones subfactors. (We call them GHJ subfactors in short. Ocneanu
calls the same subfactors Jones–Okamoto subfactors because Okamoto computed their principal
graphs [40].) They are constructed from A2K bi-unitary connections, where A represents the Dynkin
diagrams An and K is one of the A2D2E Dynkin diagrams. The principal graphs of these subfactors
are easily obtained by a simple method but the dual principal graphs as well as their fusion rules are
much more difﬁcult to compute. The most important example is the subfactor with index 3þ
ﬃﬃﬃ
3
p
which is constructed from the embedding of the string algebra of A11 to that of E6, i.e., it is obtained
from an A112E6 bi-unitary connection. In this particular case it happens that it is not very difﬁcult to
compute the dual principal graph (see [31; 23, Section 11.6]). But it is more difﬁcult to determine its
fusion rule. Actually Bisch has tried to compute the fusion rule just from the graph but there were
ﬁve possibilities and it turned out that the fusion rule cannot be determined from the graph only.
Some more information is needed and Kawahigashi obtained the fusion rule as an application of
paragroup actions in [31]. In his lectures at The Fields Institute Ocneanu gave a solution to this
problem of determining the dual principal graphs and their fusion rules as one of some applications
of his theory of double triangle algebra [38]. In particular, the fusion rule algebra of all K2K
bi-unitary connection is used to determine the fusion rule of GHJ subfactors which correspond to
the Dynkin diagram K. After Ocneanu’s works, Xu and Bo¨ckenhauer–Evans have revealed a
surprising relation between GHJ subfactors and conformal inclusions [57,2–4]. Furthermore some
generalization of the construction of GHJ subfactors has also been obtained by Xu [55,56] and
Bo¨ckenhauer–Evans [2–4].
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between fusion rule algebras of all K2K connections for a Dynkin diagram K he obtained and afﬁne
SU(2) modular invariants corresponding to the graph K. The A2D2E classiﬁcation of afﬁne SU(2)
modular invariants has been obtained in [10], (see also [50]). Ocneanu showed some interpretations
of off-diagonal terms of these modular invariant matrices corresponding to Dn and E6;7;8 in his
lectures [38] by using a notion of essential paths. In December 1997, he introduced the notion of
quantum Kleinian invariants which is the quantum version of Kleinian invariant and he showed
another new explanation of the off-diagonal terms. After Ocneanu’s work on the fusion rule algebras
of K2K bi-unitary connections essentially the same fusion rule algebras are constructed from
conformal inclusions of SU(2) Wess–Zumino–Witten models by Xu [57] and Bo¨ckenhauer–Evans
[3,4] in ﬂat cases. Note that the non-ﬂat case, i.e., the case of Dodd and E7 cannot be obtained from
their approach using conformal inclusions. Moreover the theory of double triangle algebra has been
used to generalize the result to the case of conformal inclusions of SU(n) WZW models by
Bo¨ckenhauer et al. [5]. They showed that Ocneanu’s observation of the relation between the double
triangle algebras and modular invariant matrices holds true for some more general cases including
the case of SUðnÞ WZW models.
Here we give some more references related to Ocneanu’s double triangle algebras for further
studies on this subject. Though the following list of references is not exhaustive, you can ﬁnd many
other references by consulting them.
The double triangle algebra is known to have the structure of a weak Hopf algebra [7–9] (or
quantum groupoid [33]). A detailed description of weak -Hopf algebra structure of the double
triangle algebra is given by Coquereaux and Trinchero [17]. Coquereaux also gives explicit and
detailed computations of quantum groupoid arising from the double triangle algebras associated to
Dynkin diagrams A2, A3 and A4 in [13,12,17]. Petkova and Zuber also give some weak Hopf algebra
structure of the double triangle algebra in [44].
In the literatures [11–17], the graphs of quantum symmetries of ADE Coxeter graphs which
represents the fusion graphs of K2K double triangle algebras (see Section 5) as in Figs. 50, 51, 53, 55,
56 and 59 are called ‘‘Ocneanu graphs’’. Coquereaux reconstructed the E6 Ocneanu graph by using an
elementary method based on matrix manipulations in [11].
Some relations between the double triangle algebras (or Ocneanu graphs) and twisted partition
functions in 2d conformal ﬁeld theories were pointed out and studied by Petkova and Zuber [42–44].
The classiﬁcations of modular invariant partition functions in conformal ﬁeld theory has been
obtained in SU(3) or higher lank SUðnÞk with low level k by Gannon [24–26]. As we already
mentioned above, Bo¨ckenhauer, Evans and Kawahigashi showed that Ocneanu’s observation of the
relation between the double triangle algebras and modular invariant matrices holds true for some
more general cases including the case of SUðnÞ WZW models in [5].
Ocneanu’s quantum symmetries of SU(2) (Dynkin diagram ADE) case is generalized in the case of
higher ADE Coxeter–Dynkin systems by Ocneanu himself [39].
Coquereaux and Schieber showed that some of the Ocneanu graphs in higher ADE
Coxeter–Dynkin systems of SU(3) can be deduced from the structure of the modular T matrix in
the A series [16].
The torus structure (or toric matrices) of ADE models, which corresponds to twisted partition
functions in boundary conformal ﬁeld theory, has been worked out by Ocneanu himself
(unpublished). A simple presentation of the algebra of quantum symmetries described by the
(SU(2) or higher ADE) Ocneanu graph is given and is used to obtain explicitly the corresponding toric
matrices and twisted partition functions by Coquereaux, Huerta and Schieber in [14,15].
Relations between face models arising from ADE graphs [41] and Ocneanu’s double triangle
algebras are studied by Trinchero [51].
Now we give a brief outline of the contents in this paper. In the next section we will give
some deﬁnitions and terminologies concerning Ocneanu’s double triangle algebras and we also ﬁx
some notations. Though all of the deﬁnitions of important notions such as essential paths, gaps of
ﬁnite graphs and chiral projectors are given in [38], we did not omit them for reader’s convenience
because they are indispensable for the classiﬁcation of connections. We refer readers to [38] for more
details.
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irreducible decomposition and composition (product). These operations are ﬁrst deﬁned by Ocneanu
in [38] and later Asaeda–Haagerup clariﬁed the correspondence between these operations on
connections and those on bimodules [1]. In order to deal with the system of connections closed
under these operations we deﬁne a notion of horizontally conjugate pair of connections and give a
natural identiﬁcation between connections. We also give some equivalence relations on connections.
We will emphasize the difference of vertical gauge choice and total gauge choice and will make it clear
that the vertical gauge choice is the right equivalence relation to deal with a system of connections.
This point is also clariﬁed by Asaeda–Haagerup [1]. In order to make the most of Asaeda–Haagerup’s
notion of generalized open string bimodule we will show that Frobenius reciprocity holds for the
system of connections.
Section 4 is devoted to show the correspondence between irreducible K2L bi-unitary connections
and irreducible -representations of the double triangle algebras on the graphs K and L. This is the
most important tool to classify the irreducible connections. Though a detailed proof of the
correspondence is given in his original paper [38], some more details are necessary for our purpose.
So we will supply it here and as a corollary we show an important correspondence between some
special minimal central projections of the double triangle algebra and some irreducible bi-unitary
connections on the Dynkin diagrams. We also show the relation between the fusion rule algebra of
K2K bi-unitary connections and the center of the double triangle algebra. Actually it turns out that
the fusion rule algebra is isomorphic to the center of double triangle algebra with different product
from original one. One will notice that the notion of horizontally conjugate pair and the equivalence
relation vertical gauge choice are both natural to deal with this correspondence.
Finally in Section 5, the classiﬁcation result is explained in each case of the Dynkin diagrams An,
Dn, E6;7;8. In the procedure to get this result we also obtain the new fusion rule algebras which
consists of all K2K bi-unitary connections. It also provides a simple proof of the ﬂatness of D2n, E6
and E8 connections. Hence we get another proof of the complete classiﬁcation of subfactors of the
hyperﬁnite II1 factor with index less than 4 by this method. The ﬂat part of non-ﬂat connections
D2nþ1 and E7 are also obtained easily. By putting together all the cases of A2D2Ewe will obtain some
important structural result on the fusion rule algebras including a partial commutativity of the
fusion rule algebra.2. Preliminaries and notations
In this section we give deﬁnitions of essential paths on ﬁnite graphs and the double triangle
algebras for the sake of completeness. We also ﬁx some notations. We refer readers to [38] for the
details.2.1. Wenzl projectors and essential paths
Consider a ﬁnite oriented bipartite graph G. We denote even vertices of the graph G by Vert0G
its odd vertices by Vert1G. We also denote Edgeð0;1ÞG (resp. Edgeð1;0ÞG) the set of oriented edges of G
with orientation from Vert0G to Vert1G (resp. from Vert1G to Vert0G) and EdgeG represents
Edgeð0;1ÞG [ Edgeð1;0ÞG. The source (starting point) [resp. range (end point)] of an edge x 2 EdgeG is
represented by sðxÞ [resp. rðxÞ]. We denote the adjacency matrix of G by DG and the Perron–Frobenius
eigenvector for DG by m which satisfy the condition DGm ¼ bm. Here b is the Perron–Frobenius
eigenvalue of DG. We note that Perron–Frobenius eigenvectors are always normalized so the smallest
number will be 1, and that the entries of Perron–Frobenius eigenvectors correspond to the vertices of
the graph. These values are called Perron–Frobenius weights.
Now we consider an abelian C-algebra with basis Vert0G [resp. Vert1G] and denote them by
A [resp. B]. We use a notation H for a Hilbert space with basis Edgeð0;1ÞG.
The Hilbert space H deﬁned as above becomes an A2B bimodule with the action deﬁned as
follows, x  x  y ¼ dx;sðxÞdrðxÞ;yx for x 2 Vert0G, y 2 Vert1G and x 2 Edgeð0;1ÞG.
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reversed edges, i.e., those in Edgeð1;0ÞG. Then the conjugate Hilbert space H naturally becomes a B2A
bimodule.
We denote the set of paths of a graph G with length n by PathðnÞG, i.e., PathðnÞG ¼
fx ¼ ðx1;x2; . . . ; xnÞjxk 2 EdgeG; sðxkþ1Þ ¼ rðxkÞg, and denote the Hilbert space with orthonormal basis
x 2 PathðnÞG by HPathðnÞG. That is the inner product for two paths x ¼ ðx1; x2; . . . ; xnÞ and Z ¼
ðZ1;Z2; . . . ;ZnÞ is deﬁned by /x;ZS ¼ dx1 ;Z1dx2 ;Z2    dxn ;Zn and extends it to HPath
ðnÞG sesquilinearly.
Note that n times (relative) tensor products AHBBHA    AHBðorBHAÞ produce the path Hilbert
space HPathðnÞG.
Now we deﬁne the annihilation operator c 2 HomðAHBBHA;AÞ by the following.
cðx ZÞ ¼ dx;Z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mðrðxÞÞ
mðsðxÞÞ
s
sðxÞ
for x;Z 2 EdgeG. We draw a diagram for the operator c as in Fig. 1.
The adjoint operator of an annihilation operator is called the creation operator which is given by
the following.
cðxÞ ¼
X
x2Edge G;sðxÞ¼x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mðrðxÞÞ
mðxÞ
s
x x
We also draw a diagram for the operator c as in Fig. 2.
We remark that the composition of these operators c  c becomes scalar multiplication operator b
as follows:
c  cðxÞ ¼ c
X
x;sðxÞ¼x
x xmðrðxÞÞ1=2mðxÞ1=2
0
@
1
A ¼ x X
x;sðxÞ¼x
mðrðxÞÞmðxÞ1 ¼ DGmðxÞmðxÞ  x ¼ b  x
See Fig. 3.
We deﬁne the Jones projections on the path spaces of the graph G by the following:
e ¼ b1c  c ¼ b1
X
x;Z
mðy1Þ1=2mðy2Þ1=2
mðxÞ ðx xÞ  ðZ ZÞ

The picture for the Jones projections is given in Fig. 4.
We can deﬁne the sequence of creation/annihilation operators c1; c2; . . . ; cn1 and that of the Jones
projections e1; e2; . . . ; en1 on the Hilbert space HPath
ðnÞG depending on the position where they act.
Deﬁnition 2.1. The Wenzl projectors pn on HPath
ðnÞG is deﬁned by pn ¼ 1 e13e23   3en1.
We draw the picture for the Wenzl projector pn as in Fig. 5.Fig. 1. Annihilation operator.
Fig. 2. Creation operator.
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Fig. 3.
Fig. 4. The Jones projections.
Fig. 5. Wenzl projector pn .
S. Goto / Expositiones Mathematicae 28 (2010) 218–253 223The space of essential paths with length n on a graph G is deﬁned by EssPathðnÞG ¼ pn HPathðnÞG.
The space of essential paths of a graph G with length n, with starting point x and end point y is
denoted by EssPathðnÞx;yG.
We remark that the space of essential paths can be deﬁned as follows:
EssPathðnÞG ¼ fx 2 HPathðnÞGjekx ¼ 0 for k ¼ 1;2; ; . . . ;n 1g
¼ fx 2 HPathðnÞGjckx ¼ 0 for k ¼ 1;2; . . . ;n 1g
The following moderated Pascal rule is quite useful to count a dimension of essential paths:
dimEssPathðnþ1Þa;x G ¼
X
x2EdgeG;rðxÞ¼x
dimEssPathðnÞa;sðxÞG dimEssPathðn1Þa;x G
For the proof of this rule, see [38, Section 5].
2.2. Extension of recoupling model and the double triangle algebra
Next we deﬁne an extended model of Kauffman–Lins’ recoupling theory [30] from a viewpoint of
subfactor theory by using the notion of essential paths. First we remark that the recoupling model for
q ¼ eip=N a root of unity can be realized by using the fusion rule algebra of sector (or bimodule) and
quantum 6j-symbols arising from the Jones’ subfactor with principal graph AN1. (Note that
Kauffman–Lins’ theory in the book [30] is written using A ¼ eip=2r and q is the same as above. Above
N is equal to r in the book [30], hence A ¼ q2.)
For example the trivalent vertex as in Fig. 6 represent an intertwiner in Homðsm  sn;skÞ. Here sj
is an irreducible sector (or bimodule) corresponding to j-th vertex from the distinguished vertex  of
the principal graph of type AN1 Jones’ subfactors.
The other notions in the recoupling theory such as y-number, tetrahedral nets and (quantum)
6j-symbols will be interpreted in terms of sectors and intertwiners arising from the Jones’ subfactor.
And we denote this number by yðk; l;mÞ.
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Fig. 6. An intertwiner.
Fig. 7. y-number.
Fig. 8. Tetrahedral net.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253224The ﬁgure for the y-number is given in Fig. 7.
This number can be expressed explicitly:
yðk; l;mÞ ¼ Djþpþr !Dj1!Dp1!Dr1!
Djþp1!Dpþr1!Drþj1!
¼ ð1Þjþpþr ½jþ pþ r þ 1!½j!½p!½r!½jþ p!½pþ r!½r þ j!
where
j ¼ kþ lm
2
; p ¼ lþm k
2
; r ¼ kþm l
2
and
½n ¼ ð1Þn1Dn1; ½n! ¼ ½1½2    ½n; Dn! ¼ D1D2   Dn
D1 ¼ 0; D0 ¼ 1; Dnþ1 ¼ bDn Dn1; b ¼ 2cos
p
N þ 1
The ﬁgure for the tetrahedral net is given in Fig. 8.
Especially we have the recoupling as in Fig. 9.
Here the coefﬁcient is given as follows:
ðcoefÞn ¼
a b n
c d m
 
¼
Tet
a b n
c d m
 
Dn
yða;b;nÞyðc; d;nÞ
Here yða; b; cÞ means the y-evaluation and
Tet
a b n
c d m
 
represents a value of the tetrahedral net. (See [30; 38, Section 12].) The special case when m ¼ 0 is
given in Fig. 10 and we use this to deﬁne the convolution product of the double triangle algebras.
Now ﬁx a recoupling model corresponding to a type A Dynkin diagram with Perron–Frobenius
eigenvalue b. Let K be one of the Dynkin diagrams An;Dn; E6;7;8 with the same Perron–Frobenius
eigenvalue. We draw a picture for an essential path x 2 EssPathðnÞx;yK as in the left hand side of Fig. 11
or we simply draw the picture in the right hand side. (See [38, Section 10].)
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Fig. 9. Recoupling.
Fig. 10.
Fig. 11.
Fig. 12.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253 225Deﬁnition 2.2. A double triangle algebra A is deﬁned as an algebra which elements are linear
combinations of pairs of essential paths as in Fig. 12. We call a double triangle algebra deﬁned on the
graphs K and L which correspond to upper and lower horizontal graphs, respectively, a K–L double
triangle algebra. Two products are deﬁned on this algebra. One is  product deﬁned as in Fig. 13.
The other product called convolution product is deﬁned as in Fig. 14 and denoted by . We
decompose the element of the right hand side in this ﬁgure as in Fig. 15 by using recoupling and the
equality in Fig. 16.
The -operation for the convolution product on the double triangle algebra is given in Fig. 17.
Remark that the closed diagrams with thick lines in Figs. 13 and 16 corresponds to y-number and
tetrahedral net in the extended recoupling model. They are complex numbers computed by
compositions of the intertwiners between sectors (or bimodules) which appears in the diagrams.
See Section 2.2 for more details. Especially closed circles with thick lines are the values in
Perron–Frobenius eigenvector.
ARTICLE IN PRESS
Fig. 13.  product on the double triangle algebra.
Fig. 14. The convolution product on the double triangle algebra.
Fig. 15.
Fig. 16.
Fig. 17. The -operation for the convolution product.
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We recall that special elements in ðA; Þ is deﬁned in Figs. 18 and 19 and give the deﬁnition of
Ocneanu’s chiral projectors.
Deﬁnition 2.3. The chiral projectors Cþ and C which are central projections in the double triangle
algebra ðA; Þ are deﬁned as in Figs. 20 and 21. The product of the two chiral projectors Cþ C is
called the ambichiral projector and is denoted by C7.
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Fig. 18.
Fig. 19.
Fig. 20.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253 2272.4. Gaps on the Dynkin diagrams and minimal central projections
The gap and 0-gap of a ﬁnite graph G are numbers (positive integer or1) deﬁned by the following
(see [38, Section 17]):
gapðGÞ  minfn40jEssPathðnÞa;aGa0 for all a 2 VertGg;
0-gapðGÞ  minfn40jEssPathðnÞ0;0Ga0g
Here 0 represents the distinguished vertex of the Coxeter graph G, i.e., the vertex of G which has
Perron–Frobenius weight one. The gaps and the 0-gaps of the Dynkin diagrams are given in the
following table:Graph G gapðGÞ 0-gapðGÞAn 1 1
D2nþ1 1 4n 2
D2n 4n 4 4n 4
E6 6 6E7 16 8E8 10 10Let K be a connected ﬁnite bipartite graph and ðA; Þ a double triangle algebra on K endowed with
the convolution product. The following proposition shows that there are two ﬁnite families of
minimal central projections fpþk gk and fpk gk on the double triangle algebra ðA; Þ.
Proposition 2.4 (Ocneanu [38, Proposition 17.3, Corollary 17.4]). Two elements pþk and p

k deﬁned by
Figs. 22 and 23 are minimal central projections if kogapðKÞ=2.
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Fig. 22.
Fig. 23.
Fig. 21.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253228For orthogonality of these projections we have the following propositions.
Proposition 2.5 (Ocneanu [38, Proposition 18.1]). The minimal central projections pþk (resp. p

k ) are
mutually orthogonal if kogapðKÞ=2.
Proposition 2.6 (Ocneanu [38, Proposition 18.2]). The minimal central projections pþk and p

l as in the
previous section are mutually orthogonal if kal and kþ lo 0-gap(K).
For more details of ‘‘gap’’ and for a proof of the above propositions, see [38, Sections 17, 18].3. Operations and equivalence relations of connections, conjugate pairs and Asaeda–Haagerup’s
generalized open string bimodules
In this section we deﬁne some operations on the set of connections such as direct sum,
composition, irreducible decomposition and conjugation, etc. (See [38, Section 20].) We also deﬁne
some equivalence relations on it. We shall give a natural identiﬁcation of connections and deﬁne the
above operations on the set of equivalence classes of connections with the identiﬁcation. These
operations are originally deﬁned by Ocneanu [38, Section 20]. Later Asaeda and Haagerup [1]
introduced the notion of generalized open string bimodules which is a generalization of open string
bimodule of Ocneanu [34] and Sato [49]) and they clariﬁed the relation between connections and
bimodules. We remark that the identiﬁcation of connections given in this section is different from
Asaeda–Haagerup’s setting. We will also give their original deﬁnitions for reader’s convenience.
Remark 3.1. In this paper connections on four graphs G0, G1, G2, G3 as in Fig. 24 are always assumed
to have connected horizontal graphs G0 and G2. We do not assume that the vertical graphs G1 and G3
are connected. The word connection always means bi-unitary connection in this paper. So we will
often use the word connection instead of ‘‘bi-unitary connection’’ for simplicity.
First we deﬁne the notion of direct sum, composition, irreducibility and conjugation on the set of
connections. (See [38, Section 20; 1, Section 3].)
Deﬁnition 3.2 (Ocneanu [38, Deﬁnition 20.2]). Let W1 and W2 be two connections on four graphs G0,
G1, G2, G3 and G0, G10 , G2, G30 , respectively, then a direct sum of these connections is a connectionW on
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Fig. 24.
Fig. 25. Direct sum of two bi-unitary connections.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253 229four graphs G0;G1 t G10 ;G2;G3 t G30 deﬁned by the following. See Fig. 25.
We denote a direct sum connection W of two connections W1 and W2 by W1 W2.
Deﬁnition 3.3 (Ocneanu [38, Section 20]). Let W be a connection on four graphs G0, G1, G2, G3 and W 0
a connection on other four graphs H0 ¼ G2;H1;H2;H3 which has the common graph H0 ¼ G2, then
we deﬁne a composition of them by a bi-unitary connection W 00 obtained by connecting these
graphs, making products of both connections and summing them over all the common horizontal
edges as in Fig. 26. Here the vertical graphs G0 and G00 of the composed connectionW 00 will change by
this construction. We denote the composite connection W 00 by W W 0 or simply WW 0.
Deﬁnition 3.4 (Ocneanu [38, Deﬁnition 20.3]). A bi-unitary connectionW on four graphs G0, G1, G2, G3
are called reducible if there exist two bi-unitary connections W1 and W2 on four graphs G0, G1, G2, G3
and G0, G10 , G2,G30 , respectively, such that the direct sum of them produces W as in Fig. 27 up to
vertical gauge choice. We call a bi-unitary connection W irreducible if it is not reducible.
Remark 3.5. We remark that this deﬁnition of reducibility is the same as Asaeda–Haagerup’s
[1, Section 3]. In general the reducibility up to vertical gauge choices is different from that up to total
gauge choices. But the next lemma shows that both deﬁnition coincides if two horizontal graphs G0
and G2 as in Fig. 24 are trees, i.e., if both graphs only have single edges and have no cycle
(cf. [1, Remark, Section 3]). Especially in the case when the horizontal graphs are both among the
Dynkin diagrams An, Dn, E6;7;8 the two equivalence relations coincide.
Lemma 3.6. If one of the two horizontal graphs G0 is a tree, then any gauge choices on G0 can be forced to
put on vertical gauge choice. In particular if the two horizontal graphs G0 and G2 are both trees, then two
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Fig. 27. Reducibility of a bi-unitary connection W.
Fig. 26. Composition (or product) of two connections.
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graphs coincide.
Proof. Take a gauge choice a 2 C ðjaj ¼ 1Þ on an edge of G0. We can easily see that the same gauge
choice can be given by taking a gauge choice on vertical graphs G1 and G3 which consists only
gauge a on some edges of G1 and a1 on some edges on G3. (This can be shown by taking a vertical
gauge step by step.) The existence of such a gauge choice is assured by the fact that there is no
multiple edge and no cycle on the graph G0. &
Remark 3.7. The above lemma was originally proved by Haagerup. The main idea of his proof is to
reduce the gauge on edges to that on vertices. It is possible because #vertices #edges ¼ 1 for a tree
(Euler characteristic). Once all the weights are put to vertices, one may put them together with
vertical gauges.
Remark 3.8. The condition in the above lemma that the graph G0 does not have any cycle is
necessary. Consider the case when all the four graphs are Að1Þ2nþ1 ðnZ1Þ. It is easy to see that you
cannot force to put horizontal gauge choice to vertical ones in these examples. This shows that even
if the two horizontal graphs consist of single edges, it may happen that the above two equivalence
relations do not coincide.
In this paper an equivalence relation on connections will mean vertical gauge choice unless
otherwise stated. Before we deﬁne a natural identiﬁcation of connections we remark ﬁrst that four
different connections which are transferred each other by renormalization rule are associated to one
bi-unitary connection W0 as in Fig. 28, where ~G represents the graph G with reversed orientation.
Deﬁnition 3.9. We say two connections W0 and W1 (resp. W0 and W3) as in Fig. 28 are horizontally
(resp. vertically) conjugate. We denote them by Wh0 and W
v
0 , respectively. We will call vertically
conjugate connectionWv0 simply a conjugate connection ofW0. We deﬁne a conjugation operation on
a set of connections by a vertical conjugation in this sense. The conjugation operation is often
denoted by . So we will also adopt the notation W for a (vertically) conjugate connection of W.
In this paper, we regard two horizontally conjugate connections as the same one. In other words,
we always consider a connection W0 as a pair of two connections ðW0;W1Þ which are horizontally
conjugate to each other. We call such a pair horizontally conjugate pair. By this identiﬁcation the
relation vertically conjugate still make sense. Moreover, we consider the two equivalence relations
total gauge choice and vertical gauge choice on this identiﬁed set of connections. Again they are still
equivalence relation on it.
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Fig. 28. Four connections associated to a connection W0.
Fig. 29. K2L bi-unitary connection.
Fig. 30. A graph K and ~K .
S. Goto / Expositiones Mathematicae 28 (2010) 218–253 231In the following we consider the set of connections which have ﬁxed common horizontal graphs.
We will use the following terminology. (See [38, Section 20].)
Deﬁnition 3.10. Let K and L be two connected ﬁnite bipartite graphs. A bi-unitary connection on
four graphs is called a K–L bi-unitary connection if it has the graph K as an upper horizontal graph and
the graph L as a lower horizontal graph as in Fig. 29.
Note that we can naturally deﬁne the operations such as direct sum, conjugation and irreducible
decomposition on the set of equivalence classes of connections with the above identiﬁcation. Before
we deﬁne the composition (or product) operation on it we need some more notations and
terminology.
We often denote a graph K with a distinguished vertex K by a pair ðK; K Þ. Let ðK; K Þ be a
connected ﬁnite bipartite graph with a distinguished vertex. A vertex of K with the same (resp.
different) colour as K is called even (resp. odd) vertex. The set of even and odd vertices are denoted
by Keven and Kodd, respectively. In the following whenever we consider a horizontal graph ðK; K Þ, the
notation K will represent the graph K with their even vertices on the left hand and odd vertices on
the right hand. The graph K with reversed orientation, that is, one with their odd vertices on the left
and even vertices on the right will be denoted by ~K . (See Fig. 30.)
Note that when two horizontal graphs K and L are connected ﬁnite bipartite with distinguished
vertices, four kinds of K–L bi-unitary connections will be distinguished by the above notation which
respects the orientations of the graphs. That is, there are four kinds of K2L bi-unitary connections
depending on which graph K or ~K and L or ~L they actually have as horizontal graphs.
For a given connection we can naturally associate the index of its generalized open string
bimodule [1]. We call it an index of a connection. This value is the same as the square root of the
index of subfactor constructed from the connection.
Now we deﬁne a composition (or product) of two (pairs of) connections.
Deﬁnition 3.11. Let ðK; K Þ, ðL; LÞ and ðM; MÞ be three connected ﬁnite bipartite graphs with
distinguished vertices. Let a be a K2L bi-unitary connection and b a L2M bi-unitary connection. We
regard these as two pairs of connections ða;ahÞ and ðb;bhÞ as in the above setting. Deﬁne a
composition (or product) of two (pairs of) connections a and b by a (pair of) connection obtained by
the following procedure. When a and b have the common graph L as bottom and top graphs,
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When one of a and b have the graph L as a top or bottom graph and the other have the graph ~L, then
we make a product a  bh or a product ah  b. Again we regard it as a pair of connections ða  bh;ah  bÞ.
A product of two (pairs of) connections a and b in the above sense will be simply denoted by a  b
(or ab) when it does not cause any confusion.
From the above deﬁnition we are now ready to deal with a system of K2K bi-unitary connections
which is closed under direct sum, product, conjugation and irreducible decomposition. The precise
deﬁnition is given in the following.
Deﬁnition 3.12. Let K be a connected ﬁnite bipartite graph and KWK be a set of equivalence classes
of horizontally conjugate pairs of K2K bi-unitary connections with respect to vertical gauge choice.
Then a set KWK is called a system of K–K bi-unitary connections or simply a K–K bi-unitary connection
system if it is closed under direct sum, product, conjugation and irreducible decomposition. Another
word ‘‘fusion rule algebra of K–K bi-unitary connections’’ will often be used in the same meaning. A
K2K bi-unitary connection system is said to be ﬁnite if it contains only ﬁnitely many irreducible
connections. The rule of irreducible decomposition of products of two irreducible connections in a
system is called the fusion rule of the system.
Remark 3.13. Note that all the above operations are well-deﬁned on a set of equivalence classes of
horizontally conjugate pairs of K2K bi-unitary connections with respect to vertical gauge choice.
It should be remarked that if we adopt an equivalence relation ‘‘total gauge choice’’ instead of
‘‘vertical gauge choice’’, composition of two connection will not necessarily be well-deﬁned.
Example 3.14. Obviously there are two trivial examples of K2K bi-unitary connection systems. One
is a system which consists of only trivial (identity) connection as its irreducible object. The other is a
system consisting of all K2K bi-unitary connections. For any given family of K2K bi-unitary
connections there exists a system generated by them. So the word generator of a systemmakes sense
in this setting.
Example 3.15. Let N 	 M be a subfactor with ﬁnite index and ﬁnite depth. Then we obtain a (ﬂat)
bi-unitary connection W on the four graphs as in Fig. 31 by Ocneanu’s paragroup theory, where G is
the principal graph and H is the dual principal graph. As usual we denote the (vertical) conjugate
connection of W by W . The composition of two connections W and W ¼Wv produce a G2G
bi-unitary connection WW and a H2H bi-unitary connection WW . (Here we remark that the two
connections WW and WW are not irreducible. It always splits into 1 (trivial connection) and
something else by Frobenius reciprocity.) A system of G2G bi-unitary connections generated byWW
is ﬁnite by the ﬁnite depth assumption. This can be regarded the same system as N2N bimodules
arising from the subfactor N 	 M. Another system of H2H connections generated by a connection
WW also corresponds to a system of M2M bimodule arising from the subfactor. This shows that for
every subfactor with ﬁnite index and ﬁnite depth we can associate two systems of bi-unitary
connections. We will obtain many non-trivial ﬁnite systems of connections in this way.
Example 3.16. Another fundamental example is a system generated by one bi-unitary connection,
i.e., a singly generated system. Let ðK; K Þ and ðL; LÞ be two connected ﬁnite bipartite graphs with the
same Perron–Frobenius eigenvalue. Any K2L bi-unitary connection W yields a hyperﬁnite II1
subfactor N 	 M by a string algebra construction. This connectionW generates a system of four kinds
of generalized open string bimodules [1] which has the same fusion rule as the system of bimodule
arising from the subfactor N 	 M. By looking at the corresponding bi-unitary connections, we get aFig. 31.
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K2K and L2L connection system in this way. If the subfactor N 	 M has ﬁnite depth, then both
systems will be ﬁnite. And if it has inﬁnite depth, they become inﬁnite systems.
Remark 3.17. The procedure in Example 3.16 looks similar to that of Example 3.15. Actually the
former is the special case of the latter. Here we remark that the latter is much more general because
the connections appear in the former example is always ﬂat and inﬁnite system cannot be obtained
by the former procedure. Moreover a ﬂat connection obtained by the Galois functor is very special
because they have (dual) principal graphs as the four graphs. The following example shows this
speciality of ﬂat connections obtained by the Galois functor. Flat connections obtained by Sato’s
procedure [48, Theorem 2.1] which is a generalization of the example of [19] show that any ﬁnite
depth subfactor generated by a (not necessarily ﬂat) bi-unitary connection W can be reconstructed
by a different ﬂat connection Wf W which is a horizontally composed connection by its ﬂat part
connection Wf (see [48,49]). Hence there are many examples of ﬁnite depth subfactors which are
constructed by a ﬂat connection that does not come from the Galois functor.
Example 3.18. Let K be one of the Dynkin diagrams An, Dn, E6;7;8. It is known that there are at most
two non-equivalent bi-unitary connections on the four graphs which are all the same graph K and
trivially connected. (There are only one non-equivalent connections in the case of An and exactly two
mutually complex conjugate non-equivalent connections in the case of Dn, E6;7;8.) We call them
fundamental connections of the A2D2E Dynkin diagrams. We denote one of them by W and the other
by ~W . Let N 	 M be a subfactor constructed by W in the horizontal direction.
 First we consider the system generated by a single connection W. In this case the system is ﬁnite
and has the same fusion rule as that of the system of bimodules arising from the subfactor N 	 M.
 Next consider the system generated by the two bi-unitary connectionsW and ~W . In this paper we
will mainly deal with this system. It turns out that this system is ﬁnite and all the irreducible
K2K bi-unitary connections appear in this system. (See Section 5.)
Remark 3.19. It is a remarkable fact that there are only ﬁnitely many K2K irreducible bi-unitary
connections on the Dynkin diagrams K. This is one of the very special properties of the Dynkin
diagrams. We should compare it to the following example. Consider the case when all the four
graphs are the same graph as the principal graph of Goodman–de la Harpe–Jones subfactor with
index 3þ
ﬃﬃﬃ
3
p
(see Fig. 32) which comes from an A112E6 connection [27,40]. In this case there exists
one parameter family of (hence uncountably many) non-equivalent bi-unitary connections on the
four graphs. These connections are automatically irreducible by Wenzl’s dimension estimate [53].
This means that even if we ﬁx not only the two horizontal graphs but all the four graphs it can
happen that uncountably many irreducible non-equivalent connections exist on the graphs.
In this paper we mainly deal with the case when the graph K is one of the A2D2E Dynkin
diagrams. In these cases, what we call ‘‘usual’’ distinguished vertex means the distinguished vertex
with smallest Perron–Frobenius eigenvalue as in Fig. 33.
Remark 3.20. Let K be one of the A2D2E Dynkin diagrams with the usual distinguished vertex K .
We denote a hyperﬁnite II1 factor generated by the string algebra on the graph K with the starting
point K by the same notation K. For a reversed graph ~K we will take the vertex next to K as a
starting point of string algebra and again we denote its generating factor by the same ~K . Then by
generalized open string algebra construction [1] we can associate two mutually conjugate bimodules
for a given vertically conjugate pair of K2K bi-unitary connections. By working on thisFig. 32. The principal graph of the Goodman–de la Harpe–Jones subfactor.
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Fig. 33. ‘‘Usual’’ distinguished vertex for Dynkin diagrams.
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reciprocity holds for the system of connections as in the next proposition.
Proposition 3.21. Let K, L and M be three connected ﬁnite bipartite graphs with the same Perron–
Frobenius eigenvalue. Let KaL, LbM and KgM be three (pairs of) irreducible bi-unitary connections which
are K2L, L2M and K2M, respectively. If g appears n times in the composite connection ab, then a
appears n times in gb and b appears n times in ag.
Proof. Choose and ﬁx distinguished vertices from even and odd vertices of each graphs K, L and M.
Then apply the correspondence between bi-unitary connections and generalized open string
bimodules. We get the result from the Frobenius reciprocity for bimodules [36; 23, Section 9.8]. &
Let a be a K2L bi-unitary connection. Then from the rule of irreducible decomposition of ﬁnite
product connections K idK KaLLaK   KaL (or LaK ) we get a graph which is similar to the principal graph
of a subfactor. Here K idK denotes an identity K2K connection. We call this graph the principal fusion
graph of a connection a. Then we can show the following by Asaeda–Haagerup’s criterion of
irreducible decomposition of connections [1, Claim 1, Section 3]. This is what we observed in
Examples 3.15 and 3.16.
Proposition 3.22. Let a be a K2L bi-unitary connection. Then the principal fusion graph of a is the same
as the principal graph of the subfactor constructed from the connection a.
4. Correspondence between connections and -representations of double triangle algebras
Let a graph K be one of the Dynkin diagrams An, Dn, E6;7;8 and ðA; Þ be the double triangle algebra
corresponding to the graph K with the convolution product. This is a ﬁnite dimensional C-algebra
and is isomorphic to a ﬁnite direct sum of matrix algebras as follows:
ðA; Þ ﬃ"
i2I
Hi  Hi ﬃ"
i2I
EndðHiÞ
Here the indices i’s correspond to minimal central projections in ðA; Þ and Hi’s are corresponding to
ﬁnite dimensional Hilbert spaces.
Now from the above deﬁnition of Hi we can decompose an element in ðA; Þ into a linear
combination of elements Z1  Z2 in Hi  Hi as in Fig. 34. This is regarded as an extension of the
recoupling system.
Here the coefﬁcient ðcoefÞði;Z1;Z2Þ is an extended 6j-symbol as in Fig. 35. This extended
recoupling can be written simply as in Fig. 36. We can prove that the labelling i in Figs. 34 and 36
corresponds to an irreducible K2K connection.
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S. Goto / Expositiones Mathematicae 28 (2010) 218–253 235Now we give the following theorem which implies that we have only to ﬁnd all the minimal
central projections in ðA; Þ in order to classify all irreducible K2K bi-unitary connections.
Theorem 4.1. There is one-to-one correspondence between unitary equivalence classes of irreducible
matricial -representations of the K2K double triangle algebra ðA; Þ on A and equivalence classes of
irreducible K2K bi-unitary connections.
Remark 4.2. Equivalence relation on bi-unitary connections considered in this theorem is ‘‘vertical
gauge choice’’. But it coincides with ‘‘total gauge choice’’ in this case as we stated in Remark 3.5.
(See Lemma 3.6.)
Proof. A proof for the construction of a bi-unitary connection for a given -representation and vice
versa is shown in [38, Section 15]. So we only have to show that two unitarily equivalent
-representations on A give two equivalent connections up to vertical gauge choice and vice
versa. &
Some of the argument in [38, Section 15] are necessary in order to follow the proof, we repeat
them here for the sake of readers’ convenience.
First we review the correspondence among the three objects ‘‘(minimal) central projections in
ðA; Þ’’ , ‘‘(irreducible) -representations of ðA; Þ’’ and ‘‘(irreducible) K2K bi-unitary connections’’.
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HPathK ¼"n2NHPathðnÞK to itself by Fig. 37, where the coefﬁcient coefðZÞ in Fig. 37 is given by the
connection values on the rectangle as in Fig. 38.
This map fW satisfy the following properties:
fWa;bðckðxÞÞ ¼ ckðfWa;bðxÞÞX
b
fWa;bðxÞ3fWb;gðZÞ ¼ fWa;gðx3ZÞ
Here the operator ck is a k-th annihilation operator and x3Z represents the concatenation of the
essential paths x and Z. The ﬁrst equality is obtained by using bi-unitarity of the connection W. The
second equality is clear by deﬁnition. We deﬁne a linear map FW from ðA; Þ to a complex matrix
algebra MatLLðCÞ as follows, i.e., we deﬁne the a;b-th entry of a matrixFW ðx ZÞ by the connection
value of the rectangle as in Fig. 39. Here an element x Z in ðA; Þ is deﬁned by Fig. 40.
From the deﬁnition of the map fW we see this connection value is also obtained by taking an inner
product/fWa;bðxÞ;ZS. So we can also deﬁne the valueFWa;bðx ZÞ by the inner product. Then the previous
properties of fW shows the homomorphism property of the map FW , that is, the following identity:X
b
FWa;bða1ÞFWb;gða2Þ ¼ FWa;gða1  a2Þ
We can also show that the map FW is -preserving by using the renormalization rule of the connection
W and the deﬁnition of the -operation on ðA; Þ. These properties means that the map FW gives a
matricial -representation of ðA; Þ on A itself.
Conversely, if we have a -representationF of ðA; Þ, we can deﬁne a mapWF on the Hilbert space
H ¼"n2NEssPathðnÞK  EssPathðnÞK given by the formula ua;bðx;ZÞ  Fa;bðx ZÞ. Here by ua;bðx;ZÞwe
mean the value of the connection WF of the rectangle as in Fig. 39 and x Z denotes an element of
ðA; Þ as in Fig. 40. That is, we deﬁne the connection value of the rectangle by Fa;bðx ZÞ.
If we restrict the map on EssPathð1ÞK  EssPathð1ÞK , we get a map from the set of cells to the complexFig. 37. An endomorphism of HPathðKÞ.
Fig. 38.
Fig. 39.
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Fig. 41. Representation of ðA; Þ.
Fig. 42.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253 237numbers. We can show the bi-unitarity of the connection WF by using the fact that the map F is a
-representation of ðA; Þ. Especially the renormalization rule easily follows from the -preserving
property of F.
Each minimal central projection in ðA; Þwhich is labeled by i corresponds to a direct summand of
ðA; Þwhich is written as EndðHiÞ. So each label i also represents an irreducible -representation Fi of
ðA; Þ. This representation Fi can be seen diagrammatically in Fig. 41. Here the coefﬁcient ðcoefÞða;bÞ
is given by an extended quantum 6j-symbol as in Fig. 42. It is easy to see that this linear map Fi is
really a representation by looking at Fig. 43.
So we obtain a family of bi-unitary connections on the graph K which are parametrized by the
minimal central projections i in the double triangle algebra ðA; Þ.
Now we will show that two unitarily equivalent -representations of ðA; Þ on A give two
equivalent connections up to vertical gauge choice and vice versa.
Let W1 and W2 be two equivalent connections up to vertical gauge choice on the graph as in
Fig. 44.
Let uS and uT be the (direct sum of) unitary matrices of gauge choice on the vertical graphs S and
T. We put L ¼ S [ T and deﬁne a unitary U in MatLLðCÞ by
Us;t ¼
uSs;t ðif s; t 2 SÞ
uTs;t ðif s; t 2 TÞ
0 ðotherwiseÞ
8><
>:
We denote the connection value of the rectangle as in Fig. 45 by Wðx;Z;a;bÞ.
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Fig. 44.
Fig. 45.
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ðFW2 ðx ZÞÞa;b ¼ FW2a;bðx ZÞ ¼W2ðx;Z;a;bÞ ¼
X
g;d
uSa;gu
T
b;dW1ðx;Z; g;dÞ
¼
X
g;d
uSa;gW1ðx;Z; g; dÞuTb;d ¼
X
g;d
Ua;gW1ðx;Z; g; dÞUd;b ¼ ðUFW1 ðx ZÞUÞa;b
So we have FW2 ¼ UFW1U and the above unitary U gives unitary equivalence between the two
representations FW1 and FW1 .
For the other direction, ﬁrst we have to ﬁnd the vertical edges connecting two horizontal graphs
K. Let F be a matricial -representation of the K2K double triangle algebra ðA; Þ. Because elements
ax;y 2 A ðx; y 2 VertKÞ as in Fig. 46 are mutually orthogonal projections, the matrices Fðax;yÞ are
diagonalized with only 0 and 1 in the diagonal entries by a certain unitary.
We draw edges connecting the vertices x and y with the same numbers as that of 1 in the
diagonalized matrix Fðax;yÞ. In this way we get the vertical edges connecting the two horizontal
graphs. We label these vertical edges by some index set L. Then we deﬁne a connection value of a
rectangle as in Fig. 39 by the number Fl;mðx ZÞ for x;Z 2 EssPathðnÞðKÞ and l;m 2 L. Here x Z is an
element in A as in Fig. 40 and Fl;mðx ZÞ represents a ðl;mÞ-th entry of the matrix Fðx ZÞ. If we
restrict the map from A to the complex numbers C deﬁned as above to EssPathð1ÞðKÞ  EssPathð1ÞðKÞ,
we get the connection map. Here we remark that EssPathð1ÞðKÞ coincide with HPathð1ÞðKÞ. Now the
bi-unitarity condition of this connection follows easily from the fact that F is a -representation.
Note that in this procedure to get a connectionWF from a given -representation F, it is easy to see
that if the representation F is reducible, then the connecting vertical edges as well as the
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corresponds to the irreducible components of the -representation F. So the irreducibility is
preserved by this correspondence.
Finally, we show that two unitarily equivalent -representations of ðA; Þ give two equivalent
bi-unitary connections up to vertical gauge choice.
Let F1, F2 be two unitarily equivalent -representation of ðA; Þ. Because F2ðax;yÞ ¼ UF1ðax;yÞU
for some unitary U, rankF1ðax;yÞ ¼ rankF2ðax;yÞ. (Here ax;y ðx; y 2 VertKÞ represents the mutually
orthogonal projections in ðA; Þ as in Fig. 46.) So we can take common vertical edges for F1 and F2.
We denote the vertical edges by L. Because we can diagonalize both F1ðax;yÞ and F2ðax;yÞ by
some unitaries so that F1ðax;yÞ ¼ F2ðax;yÞ, we may and do assume F1ðax;yÞ ¼ F2ðax;yÞ for all
x; y 2 VertK. Now we denote the projections F1ðax;yÞ ¼ F2ðax;yÞ by px;y. Then we have px;y ¼
F2ðax;yÞ ¼ UF1ðax;yÞU ¼ Upx;yU. Hence the projections px;y and the unitary U commute. So U is
decomposed into a direct sum of unitaries as follows:
U ¼
X
x;y
px;yUpx;y ¼"
x;y
px;yUpx;y
(Here we remark that px;y may be zero for some x; y 2 VertK. In this case there is no vertical edge
connecting x and y.) Now it is easy to check that the unitaries uðx;yÞ :¼ px;yUpx;y gives the gauge choice
on the vertical edge connecting x and y. Actually the following holds for two connectionsWFi arising
from Fi ði ¼ 1;2Þ:
WF2 ðx;Z;a;bÞ ¼ ðF2ðx ZÞÞa;b ¼ ðUF1ðx ZÞUÞa;b
¼
X
g;d
Ua;gðF1ðx ZÞÞg;dUd;b ¼
X
g;d
uðx;yÞa;g W
F1 ðx;Z; g; dÞðuðz;wÞd;b Þ
¼
X
g;d
uðx;yÞa;g uðz;wÞ d;bW
F1 ðx;Z; g; dÞ
HereWFi ðx;Z;a;bÞ represents the connection value of the rectangle as in Fig. 47 which is the same as
ðFiðx ZÞÞa;b by deﬁnition.
Hence two unitarily equivalent -representations of ðA; Þ give two equivalent bi-unitary
connections up to vertical gauge choice.
It is obvious by the above construction of connection that a given -representation gives rise to
two horizontally conjugate connections at the same time because the renormalization rule follows
from the -preserving property of the representation.
Remark 4.3. The above correspondence in Theorem 4.1 holds true for the case of K2L double
triangle algebras and K2L bi-unitary connections. The proof is exactly the same as the proof of
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the case of K2L double triangle algebras when KaL.
Applying the above theorem to the concrete -representation corresponding to the minimal
central projection p71 as in Section 2, we get the following important result.
Corollary 4.4. Let K be one of the Dynkin diagrams An, Dn, E6;7;8. The minimal central projections p
7
1 of
the K2K double triangle algebra correspond to the two mutually complex conjugate (ﬂat) bi-unitary
connections on the four graphs which are all the same Dynkin diagram K as in Fig. 48. In particular
pþ1 ¼ p1 in the case of the Dynkin diagram An.
Proof. By looking at the shape of the minimal central projections p71 , the vertical graphs of the
corresponding irreducible K2K connections are the graph K itself. Because we know that there are
two mutually complex conjugate non-equivalent connections on the four graphs as in Fig. 48 when
the graph K is one of Dn, E6;7;8. And there is only one bi-unitary connection when the graph K is one of
An. (See [23, Section 11.5, Theorem 11.22]. We remark that Theorem 11.22 in [23] is concerned with
the isomorphic classes of connections. As for the equivalence classes of connections, the two
complex conjugate connections on Dn are not equivalent.)
The difference of two connections corresponding to pþ1 and p

1 is shown by the relation in
Temperley–Lieb recoupling theory as in Fig. 49 which represents the difference of positive and
negative crossing. Where e is a complex number given by ieip=2h with the Coxeter number h. In
particular it shows that these two connections are mutually complex conjugate. &
From Theorem 4.1 every minimal central projection p in the K2K double triangle algebra
corresponds to an irreducible K2K connection Wp. By the deﬁnition of product of two connections
and the above correspondence, the  product of two minimal central projections p and q corresponds
to the product of two irreducible bi-unitary connectionsWp andWq. So by decomposing the product
connection Wp Wq into irreducible ones and using the correspondence between irreducible
connections and minimal central projections, we get a linear combination of minimal central
projections with positive integer coefﬁcient. This means that the center of the K2K double triangle
algebra Z ¼ ZðA; Þ is closed under the  product operation. And this shows the fact that the fusion
rule of K2K bi-unitary connections is given by the  product of corresponding minimal central
projections. So we get the following.
Corollary 4.5. Let K be one of the Dynkin diagrams An, Dn, E6;7;8. Then the fusion rule algebra of K2K
bi-unitary connections is isomorphic to the center Z of the K2K double triangle algebra ðA; Þ with 
product, i.e., ðZ; Þ.Fig. 48.
Fig. 49.
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5.1. Classiﬁcation of irreducible A2A bi-unitary connections
Let A be one of the Dynkin diagram An. We ﬁrst classify all (irreducible) A2A bi-unitary
connections.
Proposition 5.1. Let G0, G1, G2, G3 be the four graphs connected as in Fig. 24. Suppose that both the upper
graph G0 and the lower graph G2 are A and suppose there is a bi-unitary connection on the four graphs.
Then the connecting vertical graphs G1 and G3 are uniquely determined by the initial condition, i.e., the
condition of edges connected to the distinguished vertex  of the upper graph A. Moreover such a
connection is unique up to vertical gauge choice.
Proof. Because the string algebra on the graph A is generated only by Jones projections, the vertical
graphs G1 and G3 are uniquely determined by looking at the dimension of essential paths with
starting point corresponding to the initial condition, i.e., the vertices of the lower graph A connected
to the distinguished vertex of the upper graph A. (See [23, Section 11.6].) The connection on the four
graphs can be decomposed into irreducible ones. And an irreducible A2A connection has only one
initial edge by the criterion in [1, Section 3, Claim 1] and the fact that it is automatically ﬂat [23,
p. 593]. The choice of the initial edge is one-to-one correspondent to the vertex of the (lower) graph
A. Hence the uniqueness (up to vertical gauge choice) of the connections on the four graphs is proved
by the uniqueness of irreducible connections corresponding to each vertex of A. We know that there
is at least one bi-unitary connection on the four graphs with an initial edge corresponding to each
vertex k of the lower graph A and we denote it byWk. (Note that a corresponding commuting square
is given in [40].) We also denote the -representation of the A2A double triangle algebra A
corresponding to the connection Wk by F
k.
Now the proof will end by showing that these Wk’s ðk ¼ 0;1; . . . ;n 1Þ are the only irreducible
bi-unitary connections for An up to vertical gauge choice. This is done by using the correspondence
between -representations of the A2A double triangle algebras and A2A bi-unitary connections.
More precisely we have to show the following equality (see Section 4):
dimA ¼ dim "
i
EndðHiÞ
 
¼
Xn1
k¼0
ðdimðHFk ÞÞ2
Here HFk in the right hand side of the above equality means the representation space of F
k.
We can easily compute dimA as follows:
dimA ¼
Xn1
k¼0
ðdimEssPathðkÞAÞ2 ¼
Xn1
k¼0
X
a2VertA
dimEssPathðkÞa A
 !2
Also we know that HFk is equal to the number of vertical edges of the connection Wk because the
irreducible representations of A can be represented diagrammatically by Fig. 41. But in the case of
type A Dynkin diagram, the vertical edges of the connectionWk consist of essential paths of length k
(see Figs. 41, 34 and 36). So we have the following:
Xn1
k¼0
ðdimðHFk ÞÞ2 ¼
Xn1
k¼0
ðdimEssPathðkÞAÞ2 ¼
Xn1
k¼0
X
a2VertA
dimEssPathðkÞa A
 !2
Hence the equality dimA ¼Pn1k¼0 ðdimðHFk ÞÞ2 holds and Fk’s are all the irreducible -representations
of A. &
5.2. Classiﬁcation of irreducible A2K bi-unitary connections
Let A be one of the Dynkin diagrams An and K one of the Dynkin diagrams An, Dn, E6;7;8 with the
same Coxeter number as A. Before going into the details of the classiﬁcation, we will show that a
ARTICLE IN PRESS
S. Goto / Expositiones Mathematicae 28 (2010) 218–253242simple consideration on the fusion rule algebra leads to an important consequence, that is, the
system of bi-unitary connections which consist of all irreducible A2A, A2K , K2A and K2K
connections are ﬁnite. It means that the numbers of all equivalence classes of irreducible A2K and
K2K bi-unitary connections are ﬁnite. Moreover we can measure its size explicitly. To show this ﬁrst
we need the next lemma.
Lemma 5.2. Let A and K be as above. Then all irreducible K2K (resp. A2A) bi-unitary connections are
obtained from the product KaAAbK (resp. AaK KbA) for some two irreducible A2K bi-unitary connections
a and b.
Proof. We give a proof for the case of K2K bi-unitary connections because the same proof also
works for the case of A2A bi-unitary connections. This is an easy consequence of Frobenius
reciprocity. Let KwK be any irreducible K2K bi-unitary connection. Then take (any) irreducible A2K
bi-unitary connection AaK and make a product of them. Take an irreducible A2K connection AbK in
the irreducible decomposition of the product AaK KwK , i.e., we have AawKgAbK . So we get
KabKgKwK by Frobenius reciprocity. &
Deﬁnition 5.3. Let K and L be ﬁnite bipartite graphs. For a system of (singly generated) K2K
bi-unitary connections fKwKg, we deﬁne global index for the system by
P
KwK
½KwK . Here ½KwK 
represents the index of the bimodule corresponding to a connection KwK and the summation runs
over all irreducible K2K connections in the system.
When we have a system of four kinds of irreducible K2K , K2L, L2K and L2L connections which is
generated by one K2L connection, we also deﬁne global index for the system by
P
KwK
½KwK  ¼P
KxL
½KxL ¼
P
LyK
½LyK  ¼
P
LzL
½LzL.
Note that the above equality holds because a proof of the equality
P
NXN
½NXN  ¼
P
NYM
½NYM  ¼P
MZM
½MZM  for the estimates of global index for a subfactor N 	 M still works in the case of a singly
generated connection system. Here the summations run over all irreducible bimodule appear in the
system generated by NMM . (See [23, Proposition 12.25] for the proof of subfactor case.)
Theorem 5.4. Let K be one of the Dynkin diagrams An, Dn, E6;7;8. Then the numbers of all equivalence
classes of irreducible A2K and K2K bi-unitary connections are ﬁnite. Moreover, they have the same
global index as that of the system of all irreducible A2A bi-unitary connections.
Proof. The case when the graph K is An is shown in the previous section. So we consider the other
cases. The system of all A2A bi-unitary connections are obtained from a ﬁnite set of irreducible A2K
connections by the previous lemma. We choose and ﬁx such a ﬁnite set and consider the system
generated by one A2K bi-unitary connection AwK which is the (ﬁnite) direct sum of all the A2K
connections we have chosen. It was shown that the set of all irreducible A2A connections are ﬁnite.
So this system contains only ﬁnitely many different irreducible A2K connections because of the local
ﬁniteness of the principal fusion graph of the generator AwK .
We claim that all irreducible A2K connections appear in this system. This follows similarly to
Lemma 5.2. Let AzK be an A2K connection, AwK be the generator. Then AzwA is a sum of A2A
irreducible connections. Take one of them, AaA. Then AawKgAzK by Frobenius reciprocity. Thus AzK is
in the system.
Now the same argument shows that we have ﬁnitely many irreducible K2K connections and these
are all the irreducible K2K connections by Lemma 5.2. So the system of four kinds of connections
consisting of all irreducible A2A, A2K , K2A and K2K connections is generated by one A2K
connection w. Applying the estimates of the global indices of this system as in Deﬁnition 5.3, we get
the result. &
Remark 5.5. The method to prove Proposition 5.1 also works for the classiﬁcation of irreducible
A2K bi-unitary connections for arbitrary Dynkin diagrams K with the same Coxeter number as A.
The only different point is the last equality concerning the dimensions of the double triangle
algebras. In the case of general Dynkin diagram K, we have to show the following equality instead of
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X
x2VertK
Xm
k¼0
dimEssPathðkÞx K
 !2
¼
Xm
k¼0
X
a2VertA
dimEssPathðkÞa A
 ! X
x2VertK
dimEssPathðkÞx K
 !
Here m is the maximal length of essential paths on A and K which is the same as (the Coxeter
number)-2. This also can be shown by a direct computation in each case. But here we give another
proof based on estimates of the global index in the following.
By this estimates of global index we can easily classify all irreducible A2K bi-unitary connections
as in the following proposition.
Proposition 5.6. Let G0, G1, G2, G3 be the four graphs connected as in Fig. 24. Suppose that the upper
graph G0 is A and the lower graph G2 is K and suppose there is a bi-unitary connection on the four graphs.
Then the connecting vertical graphs G1 and G3 are uniquely determined by the initial condition, i.e., the
condition of edges connected to the distinguished vertex of the graph A. Moreover such a connection is
unique up to vertical gauge choice.
Proof. The proof of the ﬁrst assertion is exactly the same as Proposition 5.1. So we have only to show
the uniqueness of irreducible connections corresponding to each vertex of K. Again we know that
there is at least one bi-unitary connection on the four graphs with an initial edge corresponding to
each vertex of K [40]. So we show that these are the only irreducible bi-unitary connections up to
vertical gauge choice.
In the case of K ¼ Dn, we know that there is an irreducible A2K connections with index
ﬃﬃﬃ
2
p
which
correspond to the vertex  of Dn. We denote it by AaK . Take one of the two non-equivalent
fundamental connections on Dn and denote it by KwK . Take a ﬁnite product aww   w (or w) and
decompose them. In this way we get some irreducible A2K connections. We remark that the fusion
graph with initial vertex a and generator w has the same Perron–Frobenius eigenvalue as the index
of the connection w. So it must be one of A2D2E Dynkin diagrams. It is easy to see that irreducible
connections corresponding to any choice of the initial vertex of K appears in this procedure. So the
graph has vertices at least as many as that of Dn. From the estimates of global index, these are all the
irreducible A2K connections because of the equality jA2nþ1j ¼ 2  jDnj. Here jKj represents the global
index corresponding to all the vertices of the graph K.
In the case of K ¼ E6;7;8, the same proof as in the case of Dn works. So we have only to show
the following estimates of global indices, i.e., jE6j ¼ jaE6 j2  jA11j, jE7j ¼ jaE7 j2  jA17j, and jE8j ¼
jaE8 j2  jA29j. Here aK represents a connection corresponding to an initial edge connected to the
distinguished vertex  of the graph K and jaK j denotes its index. These are shown by Wenzl’s index
formula [27, Theorem 4.3.3]. Actually the square of the indices of connections aK as above are the
same as the indices of the corresponding GHJ subfactors, which are exactly the quotient of two global
indices of K and A, i.e., jaK j2 ¼ jKj=jAj for K ¼ E6;7;8 from Wenzl’s index formula. So the above
equalities hold. &
Remark 5.7. The uniqueness of irreducible A2K bi-unitary connection corresponding to each vertex
of K does not seem to be obvious though we know the uniqueness of corresponding commuting
square up to isomorphism. Here we remark that an isomorphic class of commuting square
corresponds an isomorphic class of connections (see [23, Deﬁnition 10.11] for the deﬁnition of
isomorphic connections) and it does not imply the uniqueness of equivalent connections up to
(vertical) gauge choice.
From Propositions 5.1 and 5.6 we get the following theorem.
Theorem 5.8. Let K be one of the Dynkin diagrams An, Dn, E6;7;8. There is a one-to-one correspondence
between vertices of the graph K and equivalence classes of irreducible A2K bi-unitary connections.
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From the one-to-one correspondence between minimal central projections of the K2K double
triangle algebra and K2K bi-unitary connections, for every minimal central projection p of the K2K
double triangle algebra we can associate an index of the subfactor generated by the corresponding
connections. We call the square root of the index of the subfactor corresponding to a minimal central
projection p a quantum dimension of the projection p and we denote it by dðpÞ. (This quantum
dimension corresponds to the statistical dimension in the case of sectors.) Because two equivalent
bi-unitary connections give rise to an isomorphic subfactor, this deﬁnition is well-deﬁned. Moreover
if two minimal central projections p and q coincide, they must have the same index, i.e., dðpÞ ¼ dðqÞ.
For the case of the Dynkin diagrams K we have special central projections Cþ and C which is
called chiral projectors (see Section 2.3). We call the subset of ðZ; Þ which consists of minimal central
projections contained in Cþ (resp. C) chiral left part (resp. chiral right part). Because the chiral left
part (resp. chiral right part) coincide with the set of minimal central projections appears in the
system generated by pþ1 (resp. p

1 ) they form two fusion rule subalgebras of ðZ; Þ. The intersection of
chiral left part and chiral right part is called ambichiral part of the fusion rule algebra ðZ; Þ and it
corresponds to the ambichiral projector C7. In the following we use the notations Zl, Zr and Za to
represent the fusion rule subalgebras of chiral left part, chiral right part and ambichiral part,
respectively.
Proposition 5.9. Let K be one of Dynkin diagrams An, Dn, E6;7;8. Suppose we have a fusion rule subalgebra
B of the fusion rule algebras of all irreducible K2K connections Z. Then Z decomposes into left cosets of B
and right cosets of B, i.e., we have subsets X;Y 	 Z of irreducible connections (representatives of left and
right cosets) such that Z ¼ Sx2Xx  B ¼ Sy2YB  y, x  B \ x0  B ¼ | if xax0 2 X and B  y \ B  y0 ¼ | if
yay0 2 Y .
Proof. We will give a proof for the left cosets. We have only to show the following; x  B \ x0  B ¼ |
for irreducible x; x0 2 Z, then x  B ¼ x0  B. Suppose we have x  B \ x0  B ¼ | for x; x0 2 Z. Then there
are irreducible K2K connections b; b0 2 B and z 2 Z, such that x  bgz and x0  b0gz. Hence x  B*x 
b  B*z  B and x0  B*x0  b0  B*z  B holds. From the Frobenius reciprocity, we have z  bgx and
z  b 0gx0. So the converse inclusions z  B*z  b  B*x  B and z  B*z  b 0  B*x0  B holds. Thus we
have x  B ¼ x0  B ¼ z  B. &
Remark 5.10. It is easy to see that this proposition holds true for more general fusion rule algebras
such as those treated in Hiai–Izumi [28]. We only need the property of Frobenius reciprocity.
For example any fusion rule algebras of bimodule (or sectors) arising from subfactors have this coset
decomposition property.
The following can be easily shown from Proposition 5.9 and the estimates of global indices
(Theorem 5.4).
Corollary 5.11. If the chiral left part Zl does not coincide with the chiral right part Zr , then the principal
fusion graphs of minimal central projections pþ1 and p

1 cannot be the Dynkin diagram of type A.
Conversely if one of the principal fusion graphs of pþ1 and p

1 is the Dynkin diagram of type A, then we have
Zl ¼ Zr ¼ Za ¼ Z.
5.3.1. The case of An
This is done in Section 5.1. There is one-to-one correspondence between vertices of the Dynkin
diagram An and irreducible An2An bi-unitary connections. In this case the two minimal
central projections pþ1 and p

1 coincide. The fusion rule graph for the generator ½1 ¼ pþ1 ¼ p1 is
given in Fig. 50.
5.3.2. The case of D2nþ1
In this case corresponding type A Dynkin diagram for recoupling system is A4n1. We have
gapðD2nþ1Þ ¼ 1. (See Section 2.4 and see also [38, Section 17].) So there are two series of mutually
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2.5. Here pþ0 and p

0 coincide and it corresponds to the identity connection. Because all p
þ
k arise from
pþ1 by taking  product, this means that the subfactor arising from the connection corresponding to pþ1
(which is one of the two non-equivalent bi-unitary connections as in Corollary 4.4) have at least
4n 1 vertices in its principal graph. From the value dðpþ1 Þ this is possible only when the principal
graph is the Dynkin diagram A4n1. So we have Zl ¼ Zr ¼ Za ¼ Z by Corollary 5.11. Hence these are
all the minimal central projections. From the facts that p1ap
þ
1 , p

1ap

4n3 and dðpþ1 Þ ¼ dðp1 Þ ¼
dðpþ4n3Þ ¼ dðp4n3Þ, the minimal central projection p1 must coincide with pþ4n3. Hence we get pk ¼
pþ4n2k from the fusion rule. The fusion graph of the two generator ½1 ¼ pþ1 and ½4n 3 ¼ p1 are
given as in Fig. 51.
Note that we did not use the fact of non-existence of D2nþ1 subfactors in the above argument. So it
gives another proof of the non-existence of D2nþ1 subfactors. It also shows that the ﬂat part of D2nþ1
commuting squares are A4n1.5.3.3. The case of D2n
In this case there are two non-equivalent connections with index 1. One is trivial connection and
the other comes from the ﬂip of the two tails of the graph D2n (we denote it by e). We denote the
minimal central projections corresponding to the connection e by pe.
Suppose that the fusion graph of chiral left part as well as chiral right part is A4n3. Then the
irreducible connections r0;r1; . . . ;r4n4 appears in the fusion graphs. Here rk corresponds to the
irreducible connections as in Fig. 52 and the vertical edges of the connection rk consists of essential
paths of length k.
From the deﬁnition of gap, gapðD2nÞ ¼ 4n 4 means that the connection r4n4 contains the same
vertical edges as the identity connection r0. Because the index value of the connection r4n4 is one,
the vertical edges of the connection r4n4 must be the same as those of the identity connection r0.
Hence r4n4 must be the identity connection. This contradicts the fact r0ar4n4. So the fusion graph
of chiral left (resp. right) part cannot be A4n3. So they must be D2n except the case n ¼ 5;8.
But in the case of D10 and D16 we have gapðD10Þ ¼ 16 and gapðD16Þ ¼ 28. Hence there is a series of
mutually orthogonal minimal central projections pþ0 ; p
þ
1 ; . . . ; p
þ
7 2 Zl in the case of D10 and
pþ0 ; p
þ
1 ; . . . ; p
þ
13 2 Zl in the case of D16 by Propositions 2.4 and 2.5. These shows that the fusion
graph of chiral left (resp. right) part cannot be E6 or E8 and they must be D10 and D16 themselves.
It is easy to see that pe does not appear in either Zl or Zr by comparing the indices except the case
D4. In the case of D4, the fusion rule algebra of even vertices of D4 is the cyclic group Z3. Hence
pe=2Zl [ Zr in this case, either. So we get the coset decomposition Z*Zl [ Zl  pe. But the estimates of
the global indices of the both sets Z and Zl [ Zl  pe show that these are all the irreducible K2K
connections.
From the equalities p1 ¼ pe  pþ1 ¼ pþ1  pe and p2e ¼ pe  pe ¼ id we have pþ2 ¼ p2 , which shows that
the even vertices of chiral left and right part coincide from fusion rule of D2n. It is easy to see that the
odd vertices of Zl and Zr does not coincide again from the fusion rule. So we obtain the fusion rule
graph for two generators ½1 ¼ pþ1 and ½1~ ¼ p1 as in Fig. 53.
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Fig. 51. Chiral symmetry for the Coxeter graph Dodd.
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In the case of E6 we know that p
þ
1ap

1 . By looking at the vertical edges of the composite
connection corresponding to pþ1  p1 , we can see that this connection is irreducible from the criterion
[1, Corollary 2, Section 3] and the Frobenius reciprocity. It is easy to see that pþ1  p1 =2Zr [ Zl from the
index. This means p1 =2Zl. So we have coset decomposition Z*Zl [ Zl  p1 (see Proposition 5.9). The
(coset) principal fusion graphs for Zl and Zl  p1 are one of the Dynkin diagrams D7 or E6. We cannot
have A11 from Corollary 5.11. The estimates of global indices show that jA11j ¼ ð3þ
ﬃﬃﬃ
3
p
ÞjE6j ¼
ð1þ jp1 j2ÞjE6j. From this together with the following inequality jE6jojD7jojA11j the both (coset)
principal fusion graphs for Zl and Zl  p1 must be E6. This also shows the ﬂatness of E6 connections
(see Proposition 3.22) and that the whole system Z is generated by the two irreducible fundamental
connections pþ1 and p

1 . Now it is easy to see the fusion rule graph for the two generators ½1 ¼ pþ1 and
½1~ ¼ p1 is given in Fig. 55 from the index values. Here we also give the multiplication table of the E6
fusion rule algebra in Table 1, where ri’s correspond to the vertices of E6 shown in Fig. 54.5.3.5. The case of E7
We have pþ1ap

1 . The irreducibility of the composite connection p
þ
1  p1 and the fact p1 =2Zl can be
shown in the same way as E6 case. So we have coset decomposition Z*Zl [ Zl  p1 and the (coset)
principal fusion graphs for Zl and Zl  p1 are one of the Dynkin diagrams D10 or E7. (Again we cannot
have A18 from Corollary 5.11.)
In this case the global indices satisﬁes jE7j ¼ 2bð3b2  15bþ 18ÞojD10j ¼ bjE7jojA17j ¼ 2bjE7j,
where b ¼ 4cos2ðp=18Þ. So we have jA17j ¼ 2bjE7j4jG1j þ bjG2j, where G1 and G2 denote the (coset)
principal fusion graph for Zl and Zl  p1 , respectively. Hence the equality only happens when
ARTICLE IN PRESS
Fig. 53. Chiral symmetry for the Coxeter graph Deven.
Table 1
Multiplication table for N  of the fusion rule algebra of E6.
 idN r2 r4 r1 r3 r5
idN idN r2 r4 r1 r3 r5
r2 r2 idN þ 2r2 þ r4 r2 r1 þ r3 þ r5 r1 þ r5 r1 þ r3 þ r5
r4 r4 r2 idN r5 r3 r1
r1 r1 r1 þ r3 þ r5 r5 idM þ r20 r20 r20 þ r40
r3 r3 r1 þ r5 r3 r20 idM þ r40 r20
r5 r5 r1 þ r3 þ r5 r1 r20 þ r40 r20 idM þ r20
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system Z is generated by the two fundamental connections pþ1 and p1 . Here we claim pþ2ap2 .
If pþ2 ¼ p2 , from the fusion rule we have pþ1  pþ1  p1 ¼ 2p1 þ p3 . But this is impossible because
dimEndðpþ1  p1 Þ ¼ dimHomðpþ1  pþ1  p1 ; p1 Þ ¼ 2 by Frobenius reciprocity, which contradicts the
irreducibility of pþ1  p1 . Hence we must have pþ2ap2 . Then by looking at the indices and the fusion
rules, we get the fusion graph for the two generators ½1 ¼ pþ1 and ð0Þ ¼ p1 as in Fig. 56.5.3.6. The case of E8
In this case we also have the coset decomposition Z*Zl [ Zl  p1 which is shown in the same way
as E6;7 cases. The (coset) principal fusion graphs for Zl and Zl  p1 are one of the Dynkin diagrams D16
or E8. The global indices satisﬁes jE8jojD16j ¼ ðb2  2bþ 2ÞjE8jojA17j ¼ ð2b2  4bþ 4ÞjE8j, where
b ¼ 4cos2ðp=30Þ.
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Fig. 54. The (dual) principal graph E6.
Fig. 55. Chiral symmetry for the Coxeter graph E6.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253248First we show the principal fusion graph of pþ1 is E8. From the above coset decomposition, we have
the following inequality, jA17j ¼ ð2b2  4bþ 4ÞjE8j4jG1j þ bjG2j. Here G1 and G2 denote the (coset)
principal fusion graph for Zl and Zl  p1 , respectively. Suppose G1 ¼ D16. There are two possibilities,
i.e., pþ2 ¼ p2 or pþ2ap2 . If pþ2 ¼ p2 holds, the even vertices of the chiral left part Zl and those of the
chiral right part Zr coincide from the fusion rule. And we have the following coset decomposition,
Z*Zl [ Zl  p1 [ Zl  p3 because p3 =2Zl [ Zl  p1 . But the smallest possible value of the global
indices is jD16j þ bjE8j þ bðb 2Þ2jE8j ¼ ðb3  3b2 þ 3bþ 2ÞjE8j4jA29j and this is impossible. If
pþ2ap

2 holds, then p

2 =2Zl [ Zl  p1 by comparing the indices. So we have the coset decomposition
Z*Zl [ Zl  p1 [ Zl  p2 . The smallest possible value of the global indices is jD16j þ bjE8jþ
ðb 1Þ2jE8j ¼ ð2b2  3bþ 3ÞjE8j4jA29j. So again this is impossible. Thus the principal fusion graph
of pþ1 must be E8. And this shows the ﬂatness of E8 connections. We label the vertices of the chiral left
and right part as in Fig. 57.
Remark 5.12. In the following we use the multiplication Tables 2 and 3 to determine the ambichiral
part Za ¼ Zl \ Zr . Note that these multiplication tables are for the system of bimodules or sectors,
not for that of connections. Here we use the notations rk for irreducible bimodules (sectors)
appearing in the principal graph, rk for the conjugate bimodule (sector) of rk and rk0 for irreducible
M–M bimodules (sectors) which correspond to even vertices of the dual principal graph as in Fig. 58.
In the case of the fusion rule algebra Z of connections, we adopt the notations rk for irreducible
connections in the chiral left part, rk~ for those in the chiral right part as already shown in Fig. 57.
The notation rk represents the vertically conjugate connection of rk. So the connection rk and rk~ are
mutually complex conjugate, but rk and rk are not in general.
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Fig. 56. Chiral symmetry for the Coxeter graph E7.
Fig. 57. The chiral left and right part of the fusion rule algebra Z of E8.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253 249When we use the multiplication tables, we must be careful about the difference of gradings
between bimodules (or sectors) and connections. For example, we have equality w ¼ w for the two
fundamental connections w of A2D2E Dynkin diagrams. But this is impossible in the case of
bimodules because w corresponds to an N2M bimodule. In the case of sectors self-conjugate sector
r1 ¼ r1 makes sense, but these have different meaning.
From the fact that the fundamental connection w, which corresponds to r1 in the multiplication
tables, is self-conjugate in our sense as a pair of connections, we can easily get rk ¼ rk for odd k and
rk0 ¼ rk for even k in the case of E6 and E8 when we think of the multiplication tables as those of
connections.
Again one will notice that rk0 ¼ rk for even k does not make sense even in the case of sectors
because the left hand side is in SectðMÞ while the right hand side is in SectðNÞ. But in our setting of
K2K connection systems such things can happen. Hence we can read the multiplication r1  r2 ¼
r1 þ r3 and r1  r3 ¼ r20 þ r40 as r1  r2 ¼ r1 þ r3 and r1  r3 ¼ r2 þ r4, respectively, for examples
in Tables 2 and 3.
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Fig. 58. The (dual) principal graph E8.
Table 2
Multiplication table for N  of the fusion rule algebra of E8 (1).
 idN r2 r4 r6
idN idN r2 r4 r6
r2 r2 idN þ r2 þ r4 r2 þ 2r4 þ r6 r4
r4 r4 r2 þ 2r4 þ r6 idN þ 2r2 þ r4 þ r6 r2 þ r4
r6 r6 r4 r2 þ r4 idN þ r6
r1 r1 r1 þ r3 r3 þ r5 þ r7 r7
r3 r3 r1 þ r3 þ r5 þ r7 r1 þ 2r3 þ r5 þ 2r7 r3 þ r5
r5 r5 r3 þ r7 r1 þ r3 þ r5 þ r7 r3
r7 r7 r3 þ r5 þ r7 r1 þ 2r3 þ r5 þ r7 r1 þ r7
Table 3
Multiplication table for N  of the fusion rule algebra of E8 (2).
 r1 r3 r5 r7
idN r1 r3 r5 r7
r2 r1 þ r3 r1 þ r3 þ r5 þ r7 r3 þ r7 r3 þ r5 þ r7
r4 r3 þ r5 þ r7 r1 þ 2r3 þ r5 þ 2r7 r1 þ r3 þ r5 þ r7 r1 þ 2r3 þ r5 þ r7
r6 r7 r3 þ r5 r3 r1 þ r7
r1 idM þ r20 r20 þ r40 r40 r40 þ r60
r3 r20 þ r40 idM þ r20 þ 2r40 þ r60 r20 þ r40 þ r60 r20 þ 2r40
r5 r40 r20 þ r40 þ r60 idM þ r40 r20 þ r40
r7 r40 þ r60 r20 þ 2r40 r20 þ r40 idM þ r20 þ r40 þ r60
S. Goto / Expositiones Mathematicae 28 (2010) 218–253250Now we compute the ambichiral part Za ¼ Zl \ Zr . From gapðE8Þ ¼ 0-gapðE8Þ ¼ 10, we have two
series of mutually orthogonal minimal central projections fpþk gk¼0;1;2;3;4 and fpk gk¼0;1;2;3;4. These are
also labelled by pþk ¼ rk and pk ¼ rk~. There are two possibilities, i.e. r2 ¼ r2~ or r2ar2~ from the
index values. If r2 ¼ r2~, then from the fusion rule (Table 3) we have r1  r1  r1~¼ ðr0 þ r2Þ
r1~¼ 2r1~þ r3~. But this is impossible because dimEndðr1  r1~Þ ¼ dimHomðr1  ðr1  r1~Þ;r1~Þ ¼ 2 by
Frobenius reciprocity and it contradicts the irreducibility of r1  r1~. So r2 and r2~ do not coincide.
Then again from the fusion rule we cannot have r4 ¼ r4~ which contradicts r2ar2~. Now if r6ar6~
then we can check the following coset decomposition, Z*Zl [ Zl  r1~ [Zl  r2~ [Zl  r5~ [Zl  r6~ by
comparing indices. The smallest possible value of the global index of these cosets is
ð2b2  3bþ 3ÞjE8j4jA29j, which contradicts the estimates of global indices (Theorem 5.4). Hence
we must have r6 ¼ r6~. It is easy to see that the odd vertices of Zl and Zr cannot coincide because of
the fusion rule (Table 3) and the fact r1ar1~.
Now from the fusion rule we know r7~¼ r6  r1~, r4~¼ r6  r2~ and r3~¼ r6  r5~. So we have the
coset decomposition Z*Zl [ Zl  r1~ [Zl  r2~ [Zl  r5~. And the estimates of the global indices of
both hand side is jA29j ¼ ð2b2  4bþ 4ÞjE8j and jE8j þ bjE8j þ ðb 1Þ2jE8j þ bðb3 þ 7b2  13bþ
5Þ2jE8j ¼ ð2b2  4bþ 4ÞjE8j, where we used the equality b4  7b3 þ 14b2  8bþ 1 ¼ 0 to compute
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Fig. 59. Chiral symmetry for the Coxeter graph E8.
S. Goto / Expositiones Mathematicae 28 (2010) 218–253 251the right hand side. So we get the equality in the above coset decomposition. This shows that the
whole system Z is generated by the two elements pþ1 and p1 . Finally by looking at the index values
and the fusion rule, we obtain the fusion rule graph for the two generators ½1 ¼ pþ1 and ½1~ ¼ p1 as in
Fig. 59.
Remark 5.13. The meaning of Figs. 50–59 is as follows. The white vertices and black vertices
represents even and odd vertices, respectively. The large double circled vertices denote the
ambichiral part. The thick edges and thin edges represent the chiral left graphs and the left coset
graphs, which are obtained as Cayley graphs for multiplication by the generator pþ1 from the left.
The thick dotted edges and thin dotted edges represent the chiral right graphs and the right coset
graphs, which are obtained as Cayley graphs for multiplication by the generator p1 from the right.
In the procedure to get the complete classiﬁcation of irreducible K2K bi-unitary connections,
we also obtained the complete classiﬁcation of ﬂat connections and ﬂat part of non-ﬂat connections
on the Dynkin diagrams. We state this as the following corollary.
Corollary 5.14. The (fundamental) bi-unitary connections on the four graphs as in Fig. 48 are ﬂat in the
case of An, D2n, E6 and E8. They are not ﬂat in the case of D2nþ1 and E7. The ﬂat part of D2nþ1 and E7
connections are A4n1 and D10, respectively.
Hence it provides another proof of the complete classiﬁcation of subfactors of the hyperﬁnite II1
factor with index less than 4. Remark that the two complex conjugate fundamental connections on
D2n are coming from the ﬂipping of the tails of the graph D2n. Thus they produce the same subfactors.
Corollary 5.15. There is only one subfactor with principal graph An for each nZ2. There is only one
subfactor with principal graph D2n for each nZ2. There are two non-isomorphic subfactors with principal
graph E6 and E8, respectively. These are all the subfactors of the hyperﬁnite II1 factor with index less
than 4.
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S. Goto / Expositiones Mathematicae 28 (2010) 218–253252By examining each case we obtain the following structural result on the fusion rule algebra of all
K2K bi-unitary connections.
Theorem 5.16. Let K be one of the A2D2E Dynkin diagrams. The fusion rule algebras of all K2K
bi-unitary connections are generated by the two minimal central projections p71 . Moreover the chiral left
part and the chiral right part commutes.
Remark 5.17. The ﬁrst assertion of the above theorem can be shown directly by taking the  product
of two chiral projectors Cþ C. Minimal central projections appear in this product is contained in
the fusion rule subalgebra generated by pþ1 and p

1 . And it is not difﬁcult to show that the product
contains the identity element of the K2K double triangle algebra by using the non-degenerate
braiding on the recoupling system A. This result can be generalized in more abstract setting of double
triangle algebra as in [5].
Remark 5.18. Though it is not written in detail in [38], Ocneanu showed stronger result than the
commutativity of the chiral left and right part. He showed that the chiral left part and chiral right
part of the fusion rule algebra of K2K bi-unitary connections has non-degenerated braiding. (See the
explanation of the picture ‘‘Quantum Symmetry for Coxeter graphs’’ in [38].) He deﬁned the choice of
intertwiner in Homðpi  pj; pj  p1Þ graphically and showed the existence of the non-degenerate
braiding. This shows that the fusion rule algebra of the ambichiral part has non-degenerate braiding.
And it implies the existence of non-degenerate braiding on the system of bimodule corresponding to
even vertices of the Dynkin diagram D2n which was shown by Evans–Kawahigashi in [22].Acknowledgements
The author would like to express his thanks to Y. Kawahigashi for many useful comments. He is
also grateful to the referee for pointing out many misprints in the manuscript and giving him a lot of
valuable comments.
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