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We study experimentally the response of a dense sediment of Brownian particles to self-propulsion.
We observe that the ergodic supercooled liquid relaxation is monotonically enhanced by activity. By
contrast the nonergodic glass shows an order of magnitude slowdown at low activities with respect
to passive case, followed by fluidization at higher activities. Our results contrast with theoretical
predictions of the ergodic approach to glass transition summing up to a shift of the glass line. We
propose that nonmonotonicity is due to competing effects of activity: (i) extra energy that helps
breaking cages (ii) directionality that hinders cage exploration. We call it “Deadlock from the
Emergence of Active Directionality” (DEAD). It suggests further theoretical works should include
thermal motion.
A supercooled liquid is obtained when a system is
cooled down, or compressed, beyond its freezing tempera-
ture while avoiding crystallization. This metastable state
displays slow dynamics but remains ergodic. As the sys-
tem is further cooled down or compressed, its dynamics
slows down by orders of magnitude until the system be-
comes nonergodic, which means that it can explore only
a small part of its potential energy landscape. It is an
amorphous solid called a glass. Our understanding of this
fundamental state of matter has tremendously progressed
in the last decades [1, 2]. Studying the glass transition
under nonequilibrium conditions helps us define what are
general properties of glassy systems and their emergent
behaviors when they are driven out-of-equilibrium. This
is where the field of active matter, which emerged as
a new frontier of science, meets glassy physics. In the
past years, the behavior of assemblies of self-propelled
objects stepped up from a mere zoological curiosity to a
flourishing field of nonequilibrium physics. Rather dilute
assemblies of active particles have been studied exten-
sively by experiments and numerical simulations [3–9].
Exploring the full range of densities including ordered
phases has been done in some model systems [10–13] but
dense amorphous systems remain largely unexplored ex-
perimentally. Dense assemblies of self-propelled particles
sit at the convergence of active matter and glassy physics,
and should constitute a test bed for other such systems
as for example biological tissues [14, 15].
However, it is still unclear how self-propulsion would
influence the glass transition. Numerical studies have
found either activity-induced fluidization [16, 17] or ar-
rest [18, 19]. It was found that the influence of activity
could not be captured by a single parameter such as ef-
fective temperature, but that the persistence time of the
propulsion direction played a major role and shifts the
position of the glass transition line in nontrivial ways.
For example in Ref. [20] glass transition shifts to higher
densities with increasing persistence time at low effective
temperature, whereas the opposite effect is observed at
higher effective temperatures. Besides, Ref. [21] demon-
strates that the monotonicity of the glass transition shift
depends on the microscopic details of the activity.
Most of the previous numerical studies approached the
glass transition from the ergodic supercooled state. They
found that despite a quantitative shift of the glass tran-
sition line, the qualitative phenomenology of glassiness
remained unchanged [20]. However, in the present let-
ter, we show experimentally that a different, nontrivial
phenomenology emerges beyond the glass transition line
in the nonergodic glass state. We study the influence of
self-propulsion on a sediment of Brownian particles, in
order to access states on both sides of the nonergodic
glass transition. Previous experiments have shown that,
in the dilute regime, such active colloids behave like pas-
sive colloids with a higher effective temperature [22]. In-
deed from the ergodic side, we observe a monotonic shift
of the glass transition line with effective temperature at
fixed persistent time. However in the nonergodic side,
we find that low activity levels slow down relaxation of
the glass state, followed by a fluidization at higher ac-
tivity levels, an observation that cannot be rationalized
from the concept of effective temperature. We explain
our results by considering how self-propulsion modifies
the cage exploration process. We then discuss how this
well-characterized experimental observation fits into the
state of our theoretical understanding of active glassy
systems.
We study a two-dimensional assembly of gold particles
half-coated with platinum [23] that behave as soft par-
ticles with effective diameter σ0 = 2.2 µm. Accordingly
the hydrodynamic radius we measure is RH ≈ 0.94 µm <
σ0/2. We track particles using trackpy package [24] and
analyze the bond network using NetworkX package [25].
We define the area fraction as φ = 4%/(piσ20), where %
is the number density. In the following we normalize
distances by σ0, and times by rotational Brownian time
τR = (8piηR
3
H)/(kBT0) ≈ 5 s, where T0 is the bath tem-
perature. Upon addition of hydrogen peroxide (H2O2),
the particles become active and self-propelled [26, 27]. In
order to access a high density regime, we make in-plane
sedimentation which is obtained by tilting the whole set-
up with a small angle θ ≈ 0.1◦ [22]. An experimental
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FIG. 1. (a) Experimental image of the sediment showing the
slicing to get access to different densities. The glass transition
density of the passive case is φg ≈ 0.67. (b, c) Relaxation
function F (∆t) for various activity levels at fixed densities
φ = 0.65 ± 0.02 and 0.72 ± 0.02, respectively. Horizontal
line at 0.5 shows the definition of the relaxation time τ . The
dotted curve in (c) is a stretched exponential fit.
image is shown in Fig. 1a. Since the density profile de-
pends on the activity [28], we parameterize our results by
φ. We slice the density profile perpendicularly to gravity
so that each slice contains approximately 1000±100 par-
ticles and has a constant φ within 0.02. We then carry
analysis on each slice and show the results function of φ
and the activity. Note that the polydispersity (10%) is
not enough to prevent local crystallization at high den-
sities (see Supplementary Figure 1 and Ref. [29]). The
results presented here exclude crystalline particle and we
consider only slices that contains less than 50% of crys-
talline particles (φ < 0.75).
From the sedimentation experiment on passive col-
loids [30], the competition between diffusive motion
and gravity g results in a density profile that has
the Boltzmann form at low enough densities: φ(x) ∼
exp[mgx/D0µ], where m is the buoyancy mass, x is the
coordinate in the direction of gravity, D0 = kBT0/µ is
the diffusion coefficient and µ = 6piηRH is the mobil-
ity. Following Refs [31, 32], in the case of self-propelled
particles D0 can be replaced by the long time effective
diffusion coefficient Deff(φ → 0). For spherical particles
undergoing both Brownian and self-propelled motions in
2D but with two degrees of rotational freedom [32, 33],
we have Deff(φ → 0) = D0 + (FP/µ)2τR/6, where FP is
the magnitude of the propulsion force.
Equivalently T0 can be replaced by an effective tem-
perature such that kBTeff ≡ µDeff(φ→ 0). This amounts
to viewing a dilute active system as “hot colloids” with
an effective temperature [32]:
Teff
T0
=
Deff
D0
= 1 +
2
9
(
FPRH
kBT0
)2
. (1)
In our dense experimental system, we assume that the
persistence time is fixed by Brownian rotational diffusion
and is thus constant with activity, as observed in dilute
conditions [28]. Some of us have shown that this hypoth-
esis is sufficient to explain quantitatively the dynamics of
locally closed packed clusters of the same particles [34].
Therefore in the following we characterize activity in ev-
ery density regimes by Teff/T0 measured from the sedi-
mentation profile in the dilute regime.
To characterize the relaxation within a slice, we com-
pute the overlap function [35], F (∆t), which tells us the
ratio of particles that have not moved further than 0.3σ0
during the lag time ∆t. For instance, in Fig. 1b and c we
show F (∆t) at various activities but at two fixed densities
φ = 0.65±0.02 and φ = 0.72±0.02, respectively. At both
densities, the passive case (the black curve) shows two-
step relaxation, with almost complete decay of F (∆t)
within the experimental time. The plateau at the inter-
mediate ∆t indicates that each particle is trapped by its
neighbors. At long times, the system exits the plateau
hinting that the particles manage to diffuse away from
their original positions. This is a typical glassy behav-
ior. At high levels of activity (Teff/T0 = 3.0 and 4.0), the
plateau disappears and the system completely relaxes.
At φ = 0.65± 0.02, the second relaxation step of F (∆t)
decreases as Teff increases, showing a monotonic response
to activity. By contrast, at φ = 0.72± 0.02 the response
is nonmonotonic. As we introduce a small amount of ac-
tivity, the plateau gets longer than the passive case. This
surprisingly indicates that the system is less mobile when
each particle is weakly self-propelled. However, when we
increase further the activity, the plateau shortens again
(Teff/T0 = 1.7) and finally disappears at high activity
levels (Teff/T0 = 3.0 and 4.0), resulting in decays faster
than the passive case.
We call this nonmonotonic behavior of the decay of
F (∆t) with Teff a “back and forth” behavior. The “back”
behavior is when the system relaxes slower than the pas-
sive case, whereas in the “forth” regime the relaxation
is enhanced by activity. We also observe a similar non-
monotonic behavior in the percentage of broken bonds
(see Supplementary Figure 5), showing that not only ab-
solute positions but also structure rearrangements are re-
sponding in a nonmonotonic way. The “forth” behavior
seems rather straightforward: it happens when a parti-
cle has enough propulsion force to push its neighbors and
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FIG. 2. (a) Density dependence of relaxation time τ at var-
ious activities. For Teff/T0 = 1.4, τ is longer than the max-
imum lag time at densities higher than 0.70. Open triangles
are obtained by extrapolation of F (∆t). Transparent areas
around curves show uncertainties that come mostly from the
uncertainty of area density (±0.02) below φg or the standard
deviation of τ from different sampling above φg. The solid
line is the fit τ ∝ exp ( A
(φ∗/φ)−1 ) for Teff/T0 = 1.0, where
A ≈ 0.19, and φ∗(Teff) = 0.69. (b) Dependence on both
density and activity of τ , obtained directly from F (τ) = 0.5
(cross symbols), by extrapolation of F (∆t) (plus symbols).
The solid curve is a guide for the eye materializing the glass
transition line. Two vertical dashed lines at φ = 0.65 (blue)
and φ = 0.72 (red) correspond to the densities in Fig. 1 b and
c.
move inside the dense phase. However the “back” behav-
ior is less intuitive and more intriguing. In the following,
we will try to understand in which conditions the mobil-
ity of the system does depend nonmonotonically on the
activity level.
We define the relaxation time τ when half of the parti-
cles have already moved, i.e., F (τ) = 0.5. When F does
not reach 0.5 but significantly decays from the plateau,
the relaxation time can be estimated by extrapolation
(see Teff/T0 = 1.4 in Fig. 1c).
Fig. 2a shows how τ depends on density for various ac-
tivities. In the passive case (black circles) τ rises steeply
with φ, following a Vogel–Fulcher-like dependence (solid
line) until φ ≈ 0.67. Beyond, we observe a saturation of
τ , typical of nonergodic glass made of soft particles [36].
In Supplementary Figure 4, we confirm that the relax-
ation in this regime is waiting-time dependent, symp-
tomatic of the aging of a nonergodic system. For nonzero
activities, the rise of τ follows the same dependence in φ,
shifted towards higher and higher densities (see compan-
ion article [28]). We take the first point that deviates
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FIG. 3. Contrast of activity dependence of τ between both
sides of glass transition. For φ = 0.72 (red circles), the first
three points are glassy, nonergodic and we observe a non-
monotonic dependence on activity, but not at φ = 0.65 (blue
triangles) were all points are ergodic. The horizontal dashed
line shows τ in the passive case.
from the fit as the operational glass transition packing
fraction φg(Teff). We observe that φg increases monoton-
ically with activity, which is consistent with theoretical
expectations for glassy systems with an additional active
force at constant persistence time and increasing effective
temperature [19–21].
In general for passive soft particles, the saturation
value for τ only depends on the relaxation time in the
dilute limit [36]. By contrast, here we observe a non-
monotonic dependence of the saturation value on Teff/T0.
In our lowest nonzero activity (Teff/T0 = 1.4, light blue
triangles), F (∆t) does not decay within our experimen-
tal time for all φ > 0.70. It implies relaxation times at
least an order of magnitude above the saturated τ in the
passive case. Consistently, the last four values of τ (open
triangles) are obtained by the extrapolations of F . At
our second activity (Teff/T0 = 1.7, violet squares), we
are able to measure a saturated relaxation time about
twice longer than in the passive case, that is a decrease
with respect to Teff/T0 = 1.4. Finally, for higher ac-
tivities (Teff/T0 = 3.0, purple diamonds and 4.0, pink
down triangles), the relaxation time never reaches values
beyond the passive case and no saturation is observed
within accessible densities.
In Fig. 2b we map the value of relaxation times on the
(φ, Teff/T0) phase diagram. This representation confirms
that the glass transition shifts monotonically toward
higher densities with increasing activity. The “forth” be-
havior comes from the crossing of glass transition line to
the ergodic phase. The “back” behavior is observed only
when going from zero to nonzero effective temperature
in an already nonergodic state. We stress that this non-
monotonic behavior could not be traced by a simple path
in the phase diagram.
In Fig. 2b, we draw two vertical lines corresponding to
the two densities in Fig. 1b and c. We then follow both
lines starting from Teff/T0 = 1 and illustrate the resulting
4τ in Fig. 3. At φ = 0.65 (blue line, triangles), the origi-
nal passive system is an ergodic supercooled liquid. We
observe a monotonic decrease of τ with increasing Teff .
By contrast, when starting from a passive state that is
nonergodic at φ = 0.72 (red line, circles), we observe the
nonmonotonic behavior that translates the rise and fall
of the saturation level of the relaxation time. τ increases
at low levels of activity and then decreases as the activity
increases further. This exemplifies the difference between
the respective responses of originally ergodic and noner-
godic systems.
We have thus confirmed that the addition of self-
propulsion onto a nonergodic glass actually hinders its
relaxation. In the following we explain by a scaling argu-
ment how a glass of weakly active Brownian particles can
relax slower than a glass of passive Brownian particles,
and why the transition between the two behaviors is so
sudden.
In general, there are two relaxation mechanisms in any
dense systems: (i) isotropic cooperative motion that in-
volves diffuse broken bonds and (ii) collective directed
motion that involves no broken bonds inside the corre-
lated region, but at domain boundaries. We know that
a passive glass relaxes only by the first mechanism [1].
When self-propulsion is introduced, particle motion ac-
quires persistence and the second mechanism is made
possible by the particle directed motion. At high enough
activities, collective motion is dominating: relative posi-
tions relax only at very long times (see Supplementary
Figure 5) but absolute positions relax faster than in the
passive case (Fig. 1c). This effect is quantified in the com-
panion article [28] within a polycrystal which display the
same phenomenology. What is not obvious is the drop
of effectiveness of cooperative movement at the very first
nonzero activities.
For cooperative rearrangements to occur, an energy
barrier of height E needs to be crossed, thus the re-
laxation time is expressed in an Arrhenius form as τ =
f−1 exp (−E/kBTeff). Here, we suppose that in the limit
where Teff is close to T0 the extra energy provided by
self-propulsion is not altering significantly the argument
of the exponential. However, the attempt frequency f
might be altered by the process of space exploration. Be-
low, we replace the many particle problem by the simpler
problem of a single particle that explores a cage of size
a = 0.3σ0. f is then the frequency at which the test
particle is coming close to the lowest barrier in the cage.
A Brownian particle explores its cage by translational
diffusion in a time τBcage = µa
2/(4kBT0) ≈ 0.1τR. Recent
simulations of glassy active particles consider only a self-
propulsion force, without translational diffusion [19–21].
The persistent random walk of such a particle can be
characterized by the magnitude of this force FP and its
persistence time, here τR/2 [23, 32]. Since the cage size is
shorter than the persistent length, the elementary time of
cage exploration is the persistence time, τPcage = τR/2. It
implies that τPcage/τ
B
cage = (8/3)(RH/a)
2. This ratio de-
pends only on the softness of the potential and is about
5 in our case. A nonBrownian self-propelled particles ex-
plores its cage five times slower than a Brownian particle.
Experimentally, our particles are submitted to both
translational Brownian motion and propulsion forces.
For times shorter than the persistence time, a par-
ticle thus undergoes random motion biased in the
propulsion direction. This situation is analogous to
the sedimentation-diffusion problem [30], replacing the
weight by the propulsion force. Along the propulsion
direction, the particle probability density follows an ex-
ponential law of characteristic length λP ≡ kBT0/FP,
analogous to a sedimentation length. From (Eq. 1) we
get the relevant Peclet number for cage exploration
Pe ≡ a
λP
=
3√
2
0.3σ0
RH
(
Teff
T0
− 1
)1/2
. (2)
The propulsion force dominates the cage exploration for
Pe > 1, that occurs above the effective temperature
T ∗eff/T0 = 1+(2/9)(RH/0.3σ0)
2 ≈ 1.45, that corresponds
to the lowest activity we can achieve experimentally.
Therefore, even at our lowest nonzero activity, diffusion is
facing an uphill battle to explore the cage in the direction
against propulsion. There is thus a practical discontinu-
ity between our passive case, where the cage is explored
by translational Brownian motion, and our first active
case ruled by the physics of self-propelled particles. Be-
tween these two cases, the attempt frequency to cross
energy barriers in the glass phase is typically reduced by
a factor of 5.
To summarize, we have exhibited a dramatic change
in the response of dense assemblies of colloids to low lev-
els of self propulsion at the glass transition. While the
system is ergodic, the relaxation time decreases mono-
tonically with activity. In the nonergodic glassy state,
the relaxation time unexpectedly increases in the very
first nonzero activity and then decreases at high enough
activity for collective motions to kick in. We attribute
the observed slowdown to a drop in efficiency of cooper-
ative relaxation due to the onset of directed motion and
name this phenomenon “Deadlock from the Emergence
of Active Directionality” (DEAD). The magnitude of the
slowdown is larger than the factor of 5 found by our scal-
ing argument taking into account space exploration of a
single particle. We conjecture that the many-body na-
ture of cooperative motion has to be taken into account
to reach quantitative agreement. A reduction in attempt
frequency at the single-particle scale may translate non-
linearly into a larger relaxation time at the level of the
cooperative region. Unfortunately recent extensions of
glass theories to active matter rely explicitly on effective
single-particle models [21]. Furthermore, we have to take
into account that the number of degrees of freedom per
particle jumps from 2 in the Brownian case, to 3 in the
5self-propelled case where orientation become important.
In other words, directional motion adds N degrees of
orientational freedom that increase even more the com-
plexity of the landscape and slows down relaxation. Our
argument on propulsion-induced confinement shows that
the switch from isotropic to oriented system is effective at
very low activities. Finally, the existence of DEAD opens
the door to actively arrested materials where dynamics
are even slower than in their passive counterpart.
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6SUPPLEMENTARY MATERIALS
Experimental configuration
Our Janus particles are made from gold particles of
nominal diameter 1.6 µm (Bio-Rad #1652264) that we
half coat with 20 nm platinum [23]. The particles are dis-
persed in deionized water and we put them in a 96-well
microplates (Falcon #353219) where they settle down to
the bottom and form a monolayer. The hydrodynamic
diameter of the particle measured from the diffusion co-
efficient in the dilute passive case is 1.9 µm. The plate
is set on a Leica DMI 4000B microscope and we observe
their 2D motion from the bottom of the plate, which is
shone by a custom-made external dark-field LEDs ring.
The experimental data are taken in the form of images
sequence at 5 Hz. Particle trajectories are reconstructed
by using Trackpy package [24].
Due to electrostatic repulsion, the particles are not at
direct contact. That is why we define an effective di-
ameter σ0 instead of using the nominal diameter. We
define σ0 = 2.2 µm from the position of the first peak of
the radial distribution function in a dense passive regime
(φ = 0.80± 0.02).
Crystalline order
Our Janus particles always contain doublets and
triplets. However these defects do not totally prevent
crystal nucleation, especially at high densities. The de-
gree of local ordering is quantified using the hexatic order
parameter [29],
ψ6,i =
1
6
∑
j∈ni
exp(6ıθi,j)
where ni is a set of 6-nearest neighbors of a particle i and
θi,j is an angle between particles i and j. Here we cal-
culate a ratio of crystalline particles (particles that have
|ψ6,i| > 0.8) to all particles, Ncrys/Nall, at various activ-
ity levels and a range of density. Fig. 4 shows that the
system order decreases when the activity level is higher.
Fig. 5 displays the spatial arrangement of crystalline re-
gions that are rather compact and stable in time, with a
visible decrease of local ordering with increase of activity.
High values of Ncrys/Nall at large φ reveals that the
lowest part of the sediment is practically a polycrystal.
Therefore, in this letter we restrict our analysis to densi-
ties where Ncrys/Nall < 0.5 at any activity, which corre-
sponds to φ < 0.75. Furthermore, we explicitly exclude
the trajectories of crystalline particles out of our com-
putations of F (∆t), and thus from the definition of the
relaxation time τ . Nevertheless, including or excluding
crystalline particles, or even their neighbours, has lit-
tle influence on F (∆t), as shown in Fig. 6. Moreover,
0.6 0.7 0.8 0.9
0.2
0.4
0.6
0.8
N
cr
ys
/N
al
l
Teff/T0
1.0
1.4
1.7
3.0
4.0
FIG. 4. Density dependence of Ncrys/Nall, a ratio of a number
of crystalline particles to a total number of particles. The hor-
izontal dashed line at Ncrys/Nall = 0.5 is the threshold value
where we limit our analysis in order to avoid the crystalline
region. This corresponds to φ < 0.75 (the vertical dashed
line).
our companion paper shows that, in the densest part of
the sedimentation (φ > 0.80± 0.02) where the system is
mostly crystalline, we still observe the DEAD behavior.
Broken bonds
One way to investigate the relaxation mechanisms of
the system is by considering whether a particle keep or
change its 6-nearest neighbors. Two particles are said to
be neighbors if they both belong to each-others 6-nearest
neighbors and the distance between them is less than
1.5σ0. This neighborhood relation defines the edges of a
graph where the particles are the nodes. Using NetworkX
package [25] we analyse the time evolution of this graph.
If two particles where initially neighbours but no more
after a lag time ∆t we define a broken bond. Cooperative
relaxation in a passive glass usually involves diffuse bro-
ken bonds. Collective motion, on the other hand, involves
more broken bonds localized at the boundary between
correlated domain. Here at the slice of φ = 0.72 ± 0.02
we compute bond correlation, which is the ratio of bonds
that remain unbroken after a lag time ∆t.
Fig. 7a shows the bond correlation at various activity
levels. We can notice that the bonds relaxation follows
the “back and forth” behavior. Furthermore, the bonds
relaxation is clearly seen at higher activities where the
system has entered the liquid phase (see Fig. 2b in the
main text).
In Fig. 7b,c we show the directional correlation maps,
oi, in the passive case and Teff/T0 = 3.0, respectively. oi
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FIG. 5. Snapshots at several times of a slice at φ = 0.72 in passive (left) and the first nonzero active (right) cases. Particles
are displayed with different colors: Crystalline particles (red), particles in direct contact with crystalline particles (orange),
particles nearby the edges (white), and the remaining particles (blue).
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FIG. 6. Same F (∆t) plot as in Fig. 1 of the letter, with (in
red) the neighbours of crystalline particles excluded from the
calculation.
is defined as
oi =
∑
j
Θ
(
~ui · ~uj
|~ui||~uj | − 0.5
)
, (3)
where ~ui is the displacement of particle i in a given lag
time ∆t and Θ is the Heaviside step function. In other
words, oi is a number of neighbors of particle i (among
six neighbors) that have the same orientation of displace-
ment as i. The broken bonds are presented by red lines
between two particles. In the passive case, the broken
bonds are sparse and not localized (see Fig. 7b) showing
the cooperative relaxation mechanism. At Teff/T0 = 3.0
the system is in the liquid phase, but it is still close to
the glass transition. We are thus able to observe broken
bonds at the boundary between two groups of particles
travelling in opposite directions (see Fig. 7c). This is a
clear signature of collective motion.
Waiting time dependence
In an ergodic system, the relaxation function F (∆t)
should depend only on the lag time ∆t, not on the ref-
erence time. By contrast, the relaxation of a nonergodic
system depends on the waiting time. To confirm that we
cross the ergodicity limit between φ = 0.65 ± 0.02 and
φ = 0.72 ± 0.02, we investigate the waiting time depen-
dence of F (∆t) in the passive case. We select two waiting
time separated by 140τR and show the result in Fig. 8.
At φ = 0.65 ± 0.02 there is no significant difference
between the two waiting times. We thus confirm that at
this density the system is ergodic. It is where we found
that the relaxation time responses monotonically to ac-
tivity level. At φ = 0.72 ± 0.02 where we observe the
nonmonotonic behavior, the relaxation function depends
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FIG. 7. (a) Bond correlation with ∆t at φ = 0.72± 0.02 and
various activities. (b,c) Directional correlation maps, oi, for
Teff/T0 = 1.0 and 3.0, respectively, at ∆t = 12τR. The red
lines between two particles represent broken bonds during ∆t.
The white areas are from sample artifacts and tracking errors.
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FIG. 8. Relaxation function F (∆t) of the passive case at
different waiting times t1 and t2 such that t2 − t1 = 140τR.
The result is compared between ergodic (φ = 0.65±0.02) and
nonergodic state (φ = 0.72± 0.02). The time unit is divided
by Brownian reorientation time τR = 5 s.
on the waiting time. We thus confirm that the system is
nonergodic at this density. We thus show that the non-
monotonic behavior appears when crossing the ergodic
to nonergodic limit.
The data acquisition in the active case are always per-
formed at the same waiting time: 360τR after new H2O2
was added to the system.
