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GEOGRAPHY 
Some Computer and /sodensitracer 
Applications in Geography 
Avr DEGANI* 
ABSTRACT - The use of computers in geography has contributed greatly to the improvement of 
mapping, has offered solutions to cartographic problems, and has introduced new approaches and 
potentialties to geographic spatial analysis: Three-dimensional maps, especially since automatically 
pr~duced, provide a _great P?tential fo~ mapping statistical and t?pogra~hic surfaces, for building 
solid_ models, dynamic -~app,ng and s,m~lalion. The use of. th_e 1sodens1tracer technique suggests 
solutions to many trad1t1onal cartographic problems and eliminates many errors inherent to the 
common manual procedure of isoline mapping. 
One can hardly think of a discipline whose research 
has not been exposed to the computer. Geography and 
cartography as part of it are no exceptions. Today, barely 
eight years since a1ticles in the geographic literature first 
saw computer graphics as a "very promising" innovation, 
one can hardly keep up with the numerous publications 
on the subject. 
This paper focuses attention on some recent achieve-
ments in computer cartography and geographical spatial 
analysis. Some less recent works also are discussed be-
cause they seem to hold great potential for the future. 
Additionally, attention is given to a by-product of auto-
mation in cartography - the automation-oriented carto-
graphic thought. 
THREE-DIMENSIONAL MAPPING 
With the introduction of three-dimensional ( 3-D) 
maps a few years ago, Jenks and Brown (1966) observed 
that the mapping technique introduced by them may be 
used in the future for a vivid portrayal of statistical sur-
faces as well as physical ones. Furthermore, they pro-
jected in the same article the idea that "computer tech-
nology will be refined to the point where many kinds of 
maps will be produced by the computer in final draft 
form" ( 1966: 857). These projections, made at a time 
when computer 3-D mapping was still in the research and 
in experimental stages, have since become realities. 
Much research was carried on since 1966 on 3-D 
maps, contributing to a better understanding and thus 
more effective use of them. Various technical aspects 
were studied, such as the use of different viewing points 
(Jenks and Crawford, 1967), or questions regarding the 
better choice of vertical exaggeration for a more effective 
portrayal of topographic surfaces (Jenks and Caspall, 
1967) . 
However, although a contribution of great significance 
to modern cartography, 3-D maps have not become a 
popular mapping device to the degree that might be ex-
pected. This may perhaps be attributed to a belief, com-
mon among many map-makers, that the manual con-
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struction of 3-D maps requires more of an artistic talent 
than most of them believe they possess. The obvious 
result has been that the technique's significant potential, 
as demonstrated in various applications, is far from hav-
ing become common among most map users. 
Today, with 3-D maps being computer-drawn, and 
more computer programs being readily available, it seems 
appropriate to evaluate some past achievements in 3-D 
mapping as well as to look into what appears to be a 
rather promising future. 
Topographic portrayal 
The subject to which 3-D maps have been first and 
most naturally applied is topography (Figure 1 ) . The 
3-D topographic portrayal, although providing an effec-
tive means for a greater variety of purposes, may serve 
most naturally as a teaching aid. It is not uncommon for 
students to have difficulty in visualizing the topography 
of a new area or region. It is especially difficult some-
times for students to visualize forms of landscape entirely 
different from that which they have known in their own 
environment. In teaching about unfamiliar regions, there-
fore, 3-D maps in general, and schematic 3-D landscape 
portrayals in particular, may be very helpful. For a sche-
matic 3-D portrayal, elevation data can be arranged 
readily by the computer to take a generalized step-like 
form. In the final graphical portrayal this apepars as a 
set of plateau-like topographic "slices," piled on top of 
one another. The area may be "sliced" this way at any 
desired interval, each I 00 feet for example. In this proc-
ess the detail is removed from the landscape, but the 
over-all comprehension of the morphological character-
istics of an area may then be improved significantly. 
Morphological sub-regions, for instance, may be readily 
distinguished then, if their emphasis is desired. 
Topographic regions of special interest may be 
"zoomed," and shown as 3-D maps in greater detail. 
Different levels of generalization, that is to say different 
levels of inclusion, of a total set of data, may be used for 
any given 3-D portrayal. For instance, one portrayal may 
skip every second point while another portrayal may use 
all points for a more detailed presentation. A detailed 
3-D topographic portrayal of "difficult" areas wil1, no 
doubt, be appreciated even by the trained map reader 
who can usually get the full 3-D feeling of an area from 
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a topographic map. Such examples of "difficult" cases 
might be South Dakota's Badlands with their great com-
plexity and little relative relief (Figure 2), or the very 
complexed but low forms of the Ashby Nebraska sand 
hills (Figure I-A). The illustrations show these two situ-
ations in much detail and exaggeration. 
FIGURE 1. 
The reader should notice that 3-D topographic por-
trayals are preferable to photographs for the purposes 
herein described. Unlike photographs, a 3-D map can 
easily cover an area several hundreds of square miles in 
size without necessarily forming a perspective view of the 
area. The perspective view form, however, may be made 
optional at the computer. The non-perspective view 
means, of course, avoiding tiny, hardly-distinguishable 
objects at the horizon of the map. Similarly, the chang-
ing of map scale over the entire mapped area is avoided. 
In a non-perspective view, the entire area may be shown 
at the same level of detail, which is a great advantage. 
In a 3-D map, unlike in a photograph, any purposeful 
exaggeration of the entire area or parts of it may be 
applied. Different levels of exaggeration may be applied 
even to different parts of the same area if desired. In 
addition, the 3-D maps provide a morphological por-
trayal free of all surface coverage, such as vegetation, 
which obviously may block the view of the landscape on 
a photographed picture. 
The teacher of physical geography may find 3-D maps 
an illustrative aid of almost unlimited potential. Vol-
~ l S. E. , S. OOKOTA 
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FIGURE 2. 
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canoes, coulees (Figure 1-D), sand dunes (Figure 1-A), 
talus (Figure 4), plateaus (Figure 1-D), river and lake 
terraces (Figure 4), morains, karstic forms, slope types, 
and land slides (Figure 1-B), and many more, can be 
portrayed vividly to the student. In addition, singular 
morphological phenomenon such as the Makhtesh forms 
in southern Israel (Figure 1-C) can be brought graphi-
cally into the class room. 
Tobler ( 1968), in his "Digital Terrain Library," pro-
vided a first modest collection of some 20 plotter-drawn 
3-D topographic portrayals of entire sheets of the U .S. 
Geological Survey topographic series. The 3-D maps 
accompanying this paper may be seen as part of an 
attempt to increase this collection. Hopefully, as time 
goes on, a full collection may be created. 
Detection of data errors 
Another use of the computer in data processing and 
their 3-D portrayal is the easy detection of data errors 
(see cover). This usage, first illustrated by Tobler 
(1968: 2), may be particularly appreciated when it is 
necessary to deal with many thousands of data points. 
The correction of the errors is as easy as their detection, 
another great advantage. 
MODELS, DYNAMIC MAPPING, 
AND SIMULATION 
The automatic design of topographic ( or other) solid 
models may be anticipated as one of the most effective 
future applications of the 3-D techniques. The building 
of solid models, although practiced for many years, has 
never been simple. There is no reason today, however, 
why modern model-making (Mott, 1964) should not be 
automated and simplified. The technique may at least be 
automated to the degree of having the many single pro-
files, of which the model is an integrated image, drawn 
by a computer. In doing so, the model-maker of the 
future may use more densely drawn profiles (which usu-
ally are cut of cardboard) and so may need less cement-
ing material between the layers. Since the cementing 
material is always an approximating element of the sur-
face between each two profiles, greater precision may be 
achieved by this method. 
With the growing interest in spatial dynamics and in 
dynamic models in geography, significant increases and 
new developments in dynamic mapping may be antici-
pated to follow. It is safe to predict that 3-D mapping 
in its various forms may have a major role in these 
developments. 
Dynamic mapping already has been illustrated in our 
literature. Jenks and Crawford ( 1970: 80-87) discussed 
and illustrated the visual impressions of a composite of 
many individual static images of oceanographic phenom-
ena, or actually - a dynamic 3-D mapping of submarine 
environment. Tobler has studied the dynamics of urban 
growth (1969) which he described in a m?del. Curry 
( 1969) has dealt with central place dynamics. All dy-
namic models or processes, if mapped at stages in a 
sequential order, provide a dynamic cartographic series 
portraying the dynamics of the process in question. 
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If 3-D maps are used, the mappnig is very likely to 
yield a plastic and vivid image of the phenomena, and 
usually a very aesthetic one as well. Such a series of 
maps, if large enough, could be filmed to produce a 
movie. 
Dynamic mapping with 3-D maps may be used also 
for a large variety of simulation purposes. The changing 
appearance of an airport landscape while a plane is land-
ing already has been demonstrated as a commercial 
application. It may be used, as well, in architectural and 
urban planning. The best site of a building on a hillside 
at a lakeshore may be determined by simulation, as could 
the new look of a downtown area after the construction 
of a new building. In recreation-geography or recrea-
tional planning camp sites, canoe routes, or the best loca-
tion of observation decks may similarly be studied. 
Some technical aspects 
As the reader might have discerned by now, the com-
puter program for 3-D mapping may contain many 
optional plotting routines. Surfaces may be viewed from 
many different directions, be rotated or looked at from 
different viewing points; single horizontal or longitudinal 
profiles may be drawn; or a "net" pattern of intersecting 
profiles. (Figure 4.) Different line and dot patterns may 
be used to symbolize sand dunes or bodies of water for 
example (Figures 4-B; 4-C) . This great diversity of tech-
nical options is partly the reason for the great potential 
contained in 3-D mapping. 
For further research 
It is common knowledge that estimating distance and 
elevation in the actual landscape is very difficult and is 
subject to many errors. 3-D maps, in their obvious simi-
larity to the landscape they portray, inherently present 
the same kind of problem to the map reader. A partial 
solution to this problem was illustrated by Adrian 
Thomas in the conference on The Improved Mapping of 
Quantitative Information at Evanston, 111., in March, 
1970. Thomas added contours to his 3-D (computer) 
maps, thereby providing elevation information marked 
on the "landscape." The use of different colors for differ-
ent elevations or for particular ( e.g. functional) parts of 
the maps is another option that is increasingly researched 
now. 
The author attempted in a modest-scale study to eval-
uate combinations of 3-D surfaces and 3-D symbols. The 
results seem to be promising, perhaps particularly with 
statistical surfaces. For example, a surface may be con-
structed for the rural population of a state, to which the 
urban population may be added as 3-D symbols. Not 
only may a functional separation be achieved in this way, 
but the symbols also may be made to contain on their 
surface (whatever the shape: spheres, cones, etc.) addi-
tional information, such as some measure of air pollution. 
There are many perceptual problems that deserve to 
be studied, such as possible bias or a degree of rejection 
that map readers might have of some kinds of statistical 
surfaces. A pilot study conducted by the author has indi-
cated quite clearly that such biases do exist. The statis-
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FIGURE 4. Plotting variations of the same area: 
A. Intersecting profiles ("net") 
B. Single direction profiles 
C. Horizontal profiles wtih a different viewing point. 
tical significance of the study is admittedly low, due to 
the small sample used . The initial findings, however, 
seemingly justify further investigation. Similarly, the ver-
tical exaggeration one should use for statistical surfaces 
is still an open question and a difficult one because of 
the lack of a physical criteria by which to judge. 
CENTROGRAPHIC AND SPATIAL ANALYSES 
Three-dimensional mapping also has been applied in 
the portrayal of non-physical phenomena, namely, for 
statistical surfaces. Figure 5-B provides an example of 
this where the surface is that of the state of Minnesota. 
Elevation is shown here as the analog of 'Weighted Sum 
of Distance' (WSD) values of all points of the grid 
(superimposed on the state's shape), from the computer-
calculated spatial median of the state. This center, better 
known as the 'Point of Minimum Aggregate Travel' may 
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be thought of as the 'center of population' of the state 
(Gini and Galvani, 1929; Lotka, 1930: 447-452). The 
computer program used in the foregoing centrographic 
analysis of Minnesota may be used similarly in the spatial 
analysis of various kinds of real or perceptual geographic 
centers. The values calculated for an entire geographic 
space (such as the WSD values) may be stored on tape, 
or on microfilm - if devices such as an Electron Beam 
Recorder (EBR) are connected to the computer. The 
values may be further analyzed and finally arranged to 
yield a computer-printed map showing the spatial "dis-
tribution of centrality" in Minnesota or percentile zones 
of equal deviation from the spatial median of the state 
(Figure 5-A). 
As already shown (Figure 5-A), the same may be 
portrayed as a 3-D (plotter-drawn) statistical surface in 
which, however, the continuous nature of the data is 
shown. There arc many graphical forms in which statis-
tical surfaces may be shown. Figure 6 is just one of these. 
The subject matter mapped here, again, is the same as 
in the previous example, only this time for all contiguous 
states of the United States. 
.siATISTICAL SURFACE - U.S.A. 
ELEVATION INDICATES DEV!Al !ON FROM THE SPATIAL MEDIAN 
FIGURE 6. 
Through such studies, various kinds of "minimum" 
centers may be found and mapped, such as where cost, 
time, travel, or any property - reach their spatial mini-
mum. Areas or zones in the entire geographic space 
researched may be classified by their accessibility to the 
centers. The practical applications of such studies are 
numerous. 
THE ISODENSITRACER TECHNll:QUE 
A new technique for the automatic mapping of isolines 
was introduced by the author in his M.A. thesis at the 
University of Minnesota. The key concept behind the 
technique is that of continuous scanning. This is the basic 
working method of the isodcnsitracer (IDT) - an optical 
system which provides for the transformation of discrete 
information into continuous information. For example, 
population values at points may be transferred into a 
population density surface. The technique is applicable 
to geography mainly in the analysis of various kinds of 
areal ratios such as percent of land in forest or in calcu-
lating more abstract information such as density of popu-
lation. 
From the technical aspect, the IDT automatically ( and 
unattended) scans and measures the density of points 
(patches or limited areas) on a specimen while a pen 
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A B C D 
SPOT HE f GtlT (mm.) 0 .4 0.4 0.8 0. 8 
SPOT WIDTH (mm.) 0.4 0.4 0,8 0.8 
SPOT AREA (mm. 2 ) 0,16 0,16 0.64 0.64 
AD INCREMENT 80 40 80 I 60 
MAGNIFICATION ( x) 20 20 20 
I 20 1 
AS CAN (microns) 18.75 j 18.75 18,75 18. 7 5 
I 
FIGURE 7. 
simultaneously records isophot lines on paper held on a 
recording table. The resulting product is an integrated 
line-dot-blank pattern which yields a contour map image 
(Figure 7). 
Data processed by the IDT must have quantitative 
areal properties - natural or symbolized. This is a rather 
simple but an important notion to follow: the IDT's 
scanning device (the "spot") is itself an area. Therefore, 
the IDT's readings are nothing but values indicating how 
much of this area is filled (occupied) by the data on the 
probed specimen. These data, whether in the form of 
many dots of different sizes (such as symbolizing popu-
lation areally), or in the form of several continuows 
patches ( such as forest areas in their true shape appear-
ance), are all areal forms under the scanning spot. 
The IDT's working method can be imitated mathe-
matically by the computer, thereby eliminating some 
technical difficulties encountered in using the IDT. Fur-
thermore, if a digital plotter is co-employed, the final 
graphical output of such IDT-like analyses can be much 
improved and some scale problems which are inherent 
in the computer's line-printer system can be solved. Most 
importantly, however, the combined and optional use of 
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the IDT technique and its equivalent "computer scan-
ning" technique suggest solutions to many traditional 
cartographic problems, and the method eliminates many 
errors inherent in the common manual procedures of iso-
line mapping (Degani, 1970) . Among the traditional 
problems to which the automatic mapping suggests solu-
tions are those concerning the use of superimposed grid 
- the size, shape, and orientation of its cells, and the 
question of determining the "center of an area" or locat-
ing control points. A detailed discussion of all these, 
however, is beyond the purpose of this paper. 
YESTER,DAY'S ACCURACY, 
TODA Y'S RULE OF THUMB 
Although the history of computer mapping is rather 
short, some attitudinal changes in cartography, associated 
with the increasing impact automation has in the field, 
may be clearly observed by now. Perhaps one of the 
most obvious examples is the changing "fashion" in the 
graphical appearance of maps. It is obvious that more 
cartographers (and map users) are becoming less con-
cerned about the computer's characteristic discrete mode 
of printing. While many in the past found it hard to 
accept maps such as in Figure 5-A as a final form of 
mapping, today many of us do not regard ( or perceive) 
the lack of a continuous coast or border line as disturbing 
nor even as less pleasing aesthetically. 
Perhaps the most significant attitudinal change, how-
ever, concerns the notion of accuracy and the changing 
cartographic standards in this regard, which are in con-
stant transition. Three-dimensional mapping, again, may 
provide us with a typical example of that. In the planning 
process of 3-D maps, the choice of vertical exaggeration 
is always a prime consideration. Fortunately, there are 
helpful guidelines provided in the cartographic literature 
on the matter which one may consult (Jenks and Caspall, 
( 1967). These guidelines are actua11y empirical general 
rules. Had a cartographer consulted them in the past, he 
would have probably made, under the circumstances, the 
most logical and thus most accurate determinations re-
garding the choice of vertical exaggeration. Today, how-
ever, although the map-maker would still naturally regard 
the available guidelines as a most appropriate starting 
point, he may no longer be satisfied with the probable 
best exaggeration for his map. Having a computer to 
work with and his thought being oriented accordingly, 
he may as well now attempt to find the ideal exaggeration 
for any one given case in question. In practice, with a 
computer he may readily produce a series of several 
maps with slightly different levels of exaggeration around 
the level of the "general rule" from which to finally select 
his best choice. 
The reader may notice that vertical exaggeration is 
merely an example in this case. This discussion may con-
cern as well the determination of different angles of rota-
tion or viewing points in 3-D maps, or class intervals in 
any thematic map, or even more generally, almost any 
aspect of mapping where different levels of generalization 
or a variety of forms may be considered. 
Technically again, nothing is as easy as throwing away 
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several maps which one does not like. This is especially 
true when none of the maps consumed much of the map-
maker's time at the drafting table - which would usually 
create an emotional tie to a map product. True, trial and 
error is an expensive procedure. Usually no more than 
several trials ( depending on the size of the job) can be 
afforded even with a computer. However, computer time 
is getting constantly less expensive and at the same time 
new machines open new horizons which make the proce-
dure of trial and error even cheaper. Display devices such 
as the Control Data Digigraphic's CRT unit provide an 
excellent example. The user of the machine can create 
a display on the CRT's display-surface (screen), where 
his map is shown illuminated. The plot of the map can 
be changed through programming and reprocessing of 
the data. However, one can also write with a light pen 
on the display surface to construct his plot or reconstruct 
and change one already displayed through programming. 
The movements of the light pen, as animated by the user, 
are interpreted by the computer connected to the Digi-
graphic and are stored in its memory as the shape (the 
modified shape) on the screen. This, now, is the map-
maker's most desired map. Upon constructing 3-D maps, 
the cartographer may "play" with most variables such as 
scale, vertical exaggeration, rotation, or viewing points 
and readily modify them on the screen. Finally, when 
satisfied with the results displayed, the cartographer may 
request a plot on paper of the map he wishes to keep. 
It seems that the obvious and traditional sequence of 
steps in map making is in transition now; from planning 
and then constructing a map, we seem to move toward 
planning, constructing, re-examining, and then correcting 
as necessary. Prior to the computer era, there were no 
ways to search for minor improvements in the accuracy 
of maps, nor have such possible changes ever before been 
executable for practicable reasons. 
It is obvious, therefore, that with the increasing role 
automation has in cartography, not only will time and 
cost of production be cut further, but maps of all kinds 
also will be much more accurately produced. In fact, 
maps will be extremely well-tailored to the map-maker's 
subjective taste and judgment. Hopefully these would be 
close enough to the judgment of most map users. 
This intriguing question, which is of extreme impor-
tance, will, however, remain as a continuous challenge to 
cartography. 
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Construction. Science, I 54 : 3750, pp. 857-864. All computer programs mentioned, on which the vari-
ous research parts of this paper were based, are written 
in FORTRAN IV. 
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Computer-CDC 6600 
3M Electron Beam Recorder System (EBR) 
CalComp plotter; 11", slow speed, drum type 
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ERRATA 
Due to a change of address and subsequent delay in 
transmission of proofs, Michael J. Bazin did not have an 
opportunity to make final corrections in his paper, "Quan-
titative Plating of Gamma-Irradiated Cultures of a Blue-
Green Alga," which was published in the Journal of the 
Minnesota Academy of Science, Volume 36, Number 1. 
Several errors appeared in the printed verison . Pertinent 
corrections are: 
On page 46, paragraph 1, N/ N0 = e-kD and the correct 
expansion by the binomial series is: S = 1 ~ ( J m - m 
( 1 m-l) e-,·D+m ( m-1) 1 m• 2e-2'"D /2 ... ) 
On page 46, Table 1, the data at the highest two doses 









On page 46, Fig. I, the formula in the legend should 
read : I - ( 1 - e-vD)m 
ln the paper "Ferns and Fern Allies of Brown County," 
(1969, Vol. 36, No. 1, p. 25) recording by Tryon 
( 1954) should be credited only to the first seven species 
listed - namely adiantum pedatum, woodsia ilvensis, 
matteuccia strathiopteris, cyst opt eris f ragilis, dryopteris 
spinulosa, equisetum arvense, and selaginella rupestris 
-but not to the remainder of the collection. 
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