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In this paper we propose a constructive procedure to get the change of variables that
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1. Introduction
In this work we focus our attention on the orbital linearization problem, i.e., to determine the local Poincaré normal
form transformation that maps the foliation deﬁned by the solutions of a smooth nonlinear planar system into the foliation
of a linear one. We consider two-dimensional smooth differential systems
x˙ = P (x, y), y˙ = Q (x, y), (1)
deﬁned in an open set U ⊂ C2 containing the origin. Let X = P (x, y)∂x+ Q (x, y)∂y be its associated vector ﬁeld. We assume
that the origin is either an elementary singular point (i.e., a singular point with associated eigenvalues λ,μ ∈ C satisfying
λ = 0) or a nilpotent singular point (that is, a singular point with both eigenvalues zero but with non-vanishing associated
linear part). System (1) can, always, adopts the following form(
x˙
y˙
)
= A
(
x
y
)
+
(
f (x, y)
g(x, y)
)
, (2)
with f and g analytic functions in U starting in at least second order terms, i.e. such that f (0,0) = g(0,0) = 0 and
∂x f (0,0) = ∂y f (0,0) = ∂x g(0,0) = ∂y g(0,0) = 0. Finally, making a linear change of coordinates, the system can be written
with its linear part in Jordan form, that is, we can suppose that A is of the form:
(i) A =
(
λ 0
0 μ
)
, (ii) A =
(
λ 1
0 λ
)
, (3)
where λ = 0 for the case (i). Thus, A is called semisimple if it adopts the above form (i) and is the sum of a semisimple
and a nilpotent matrix in case (ii). Throughout this paper we assume that the linear part of system (1) has one of the two
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64 J. Giné, S. Maza / J. Math. Anal. Appl. 345 (2008) 63–69forms of (3). We shall use the following notation in this work. XA will be the linear vector ﬁeld with associated matrix
A = (aij) ∈M2(C), that is,
XA = (a11x+ a12 y)∂x + (a21x+ a22 y)∂y .
Therefore, a smooth vector ﬁeld X in C2 with linear part XA is expressed as X =XA +· · ·, where the dots denote a smooth
vector ﬁeld without linear terms.
The origin of system (2) is said to be orbitally linearizable if there exists a smooth near-identity change of coordinates
φ(x, y) = (u(x, y), v(x, y)) = (x+o(x, y), y+o(x, y)) in the neighborhood U ⊂ C2 of the origin transforming the system into(
u˙
v˙
)
= A
(
u
v
)
h(u, v), (4)
where h(u, v) is a smooth scalar function deﬁned on U such that h(0,0) = 0. This means that φ∗X = hXA , where h(x, y) =
1 + · · · is a smooth scalar function deﬁned on U and φ∗ is the push-forward deﬁned by the smooth diffeomorphism φ.
In the linearization case one has φ∗X = XA , that is h(x, y) ≡ 1. The linearization or orbital linearization problem is treated
classically by the normal form theory, see [1,4]. Given a system (2), the necessary and suﬃcient conditions to become
linearizable or orbitally linearizable in U as well as the regularity of the change of variables φ are given by normal form
theory. Nevertheless, to explicitly determine this change φ in closed form is, in general, an open problem. Another approach
to the linearization or orbital linearization problem is given in [9], where it is shown that the existence of such a φ is
equivalent to the existence of a smooth vector ﬁeld of the form Y = (x + o(x, y))∂x + (y + o(x, y))∂y such that the Lie
bracket [X ,Y] = νX with ν a smooth scalar function not identically zero in the orbital linearization case and with ν ≡ 0
in the linearization case. The smooth vector ﬁeld Y is the inﬁnitesimal generator of a Lie symmetry of system (2). The
existence of such Y ensures the existence of the change of coordinates which orbitally linearizes or linearizes the vector
ﬁeld X in U , but in a similar way that in the normal form theory, the proof given in [9] of this fact is not constructive,
that is, a constructive way to build this change of coordinates is not given. In the seminal work [7] the change of variables
that linearizes the analytic isochronous centers from a given commutator is obtained. Later, in [6] we propose a constructive
procedure to get the change of variables in closed form that linearizes a smooth planar vector ﬁeld X on C2 around an
elementary singular point from a given inﬁnitesimal generator Y of a Lie symmetry of the smooth vector ﬁeld X . Thus, the
orbital linearization problem is the natural next step to study. In this paper, we present a constructive procedure to obtain
the closed form of the orbital linearizing change of coordinates of system (2) around the origin from a given Lie symmetry
of it. Hence, in this work we assume ν = 0, that is, Y does not commute with X . The problem of how to obtain the
orbital linearizing change is reduced to know an inﬁnitesimal generator Y of a Lie symmetry of system (2). The problem of
knowing an inﬁnitesimal generator Y of a Lie symmetry of a given system is discussed in [2]. Finally, we conclude the work
with some instructive examples in which we apply the constructive procedure to obtain the smooth change of variables
that orbitally linearizes some smooth systems.
2. Some preliminary results
In this section we give some preliminary deﬁnitions and the background needed to establish our main results. Let
X = P (x, y)∂x + Q (x, y)∂y and Y = ξ(x, y)∂x + η(x, y)∂y be smooth vector ﬁelds.
Deﬁnition 1. The Lie bracket of the smooth vector ﬁelds X and Y is deﬁned as [X ,Y] := XY − YX . In others words we
have
[X ,Y] =
(
P
∂ξ
∂x
− ξ ∂ P
∂x
+ Q ∂ξ
∂ y
− η ∂ P
∂ y
)
∂
∂x
+
(
P
∂η
∂x
− ξ ∂Q
∂x
+ Q ∂η
∂ y
− η ∂Q
∂ y
)
∂
∂ y
.
Deﬁnition 2. The vector ﬁeld Y is an inﬁnitesimal generator Y of a Lie symmetry of X if the commutation relation [X ,Y] =
ν(x, y)X , is satisﬁed for some smooth scalar function ν(x, y).
Deﬁnition 3. Let U ⊂ C2 be an open set. The set N (X ) of normalizers of X is deﬁned as the set of all smooth vectors
ﬁelds Y = ξ(x, y)∂x + η(x, y)∂y which are inﬁnitesimal generators of a Lie symmetry of X . In short, N (X ) = {Y: [X ,Y] =
ν(x, y)X }.
The next proposition allows us to transform a given inﬁnitesimal generator of a Lie symmetry of X into another in-
ﬁnitesimal generator of a Lie symmetry of X . For a proof see for instance [5].
Proposition 4. Y , Y¯ ∈N (X ) if and only if there exist two C1 scalar functions f ≡ 0 and g such that Y¯ = f (H)Y + gX where H is
a ﬁrst integral of X . Hence, [X , Y¯] = ν¯(x, y)X with ν¯(x, y) = f (H)ν(x, y) +X g.
Deﬁnition 5. A C1 function V : U ⊂ C2 → C such that V ≡ 0 and satisfying the linear partial differential equation X (V ) =
divX V , with divX = (∂ P/∂x+ ∂Q /∂ y), is called an inverse integrating factor of system (2) on U .
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U \ {(x, y) ∈ U : V (x, y) = 0}. It is known that a given vector ﬁeld X which admits an inﬁnitesimal generator Y of a Lie
symmetry in U , has the following inverse integrating factor
V (x, y) :=X ∧Y = Pη − Q ξ, (5)
deﬁned in U provided that V (x, y) ≡ 0, see [11]. Moreover, a ﬁrst integral H of X in U can be computed from the well-
deﬁned line integral
H(x, y) =
∫
Q (x, y)dx− P (x, y)dy
V (x, y)
. (6)
Conversely, given an inverse integrating factor V of X in U we can get an inﬁnitesimal generator Y of a Lie symmetry
of X as
Y = 1
divX
(
−∂V
∂ y
∂x + ∂V
∂x
∂y
)
, (7)
deﬁned in U \ {(x, y) ∈ U : divX = 0}, see [12].
The proof of the following proposition is straightforward from the deﬁnition of inverse integrating factor, see [3].
Proposition 6. Consider two vector ﬁelds X1 and X2 deﬁned in an open subset U ⊂ C2 , which have the same inverse integrating
factor V . Then the vector ﬁeldX =X1 +αX2 has also the function V as inverse integrating factor for arbitrary values of the parameter
α ∈ C.
The following theorem is proved in [9] and gives the equivalence between the orbital linearizability of a smooth vector
ﬁeld and the fact of having an inﬁnitesimal generator Y of a Lie symmetry of the form Y = (x+ o(x, y))∂x + (y+ o(x, y))∂y .
Theorem 7. Consider the smooth vector ﬁeldX on U ⊂ C2 associated to system (2) deﬁned in a neighborhood of the origin with A = 0.
Then,X is orbitally linearizable if, and only if, there exists a smooth vector ﬁeld in U of the form Y = (x+o(x, y))∂x + (y+o(x, y))∂y
such that [X ,Y] ≡ νX with ν a smooth scalar function such that ν(0,0) = 0.
The following propositions, proved in [6], are preliminary results that we will use in the proof of the main results of this
paper.
Proposition 8. Consider the vector ﬁeld X associated to the system (2) with A semisimple having eigenvalues satisfying either λ =
μ = 0 or 0 = λ = μ = 0 with λ/μ /∈ Q− . Then, X cannot have a smooth ﬁrst integral in a neighborhood of the origin.
Proposition 9. Let Y = (x+o(x, y))∂x + (y+o(x, y))∂y be a smooth vector ﬁeld in a neighborhood U ⊂ C2 of the origin. Then, there
is a unique smooth near-identity change of variables φ : U → U that linearizes Y .
Proposition 10. The generator of dilations XI = x∂x + y∂ y satisﬁes [XI ,X ] = 0 with X a smooth vector ﬁeld if and only if X =XA
for some A ∈M2(C).
3. Main results
Given a smooth vector ﬁeld Y = (x+ o(x, y))∂x + (y + o(x, y))∂y in U , Proposition 9 states that the smooth near-identity
change φ : U → U that linearizes Y is unique. The following theorem gives another application of this unique smooth
near-identity change φ.
Theorem 11. Let X and Y = (x + o(x, y))∂x + (y + o(x, y))∂y be two smooth vector ﬁelds in a neighborhood U ⊂ C2 of the origin
such that [X ,Y] = ν(x, y)X with ν a smooth scalar function satisfying ν(0,0) = 0. Then, the unique smooth near-identity change of
variables φ : U → U that linearizes Y also orbitally linearizes X .
Proof. Using Proposition 9, let φ be the unique smooth near-identity change of variables that linearizes Y . Then φ∗Y = YI
where I ∈M2(C) is the identity matrix. Let X = XA + · · · be the smooth vector ﬁeld such that [X ,Y] = ν(x, y)X with
ν a smooth scalar function satisfying ν(0,0) = 0. Since the Lie bracket is coordinate-free, we will have [φ∗X , φ∗Y] =
[φ∗X ,YI ] = ν¯ φ∗X , where ν¯ is the transformed function of ν(x, y) by the change of variables φ. Moreover, there exists
a smooth scalar function λ(x, y) with λ(0,0) = 1 such that [λ(x, y)φ∗X ,YI ] ≡ 0, see the proof of Theorem 7 in [9]. On
the other hand, if a smooth vector ﬁeld λ(x, y)φ∗X = XA + · · · commutes with the generator of dilations YI this implies
that λ(x, y)φ∗X = XA which is the linear part of the vector ﬁeld, see Proposition 10. Therefore, φ∗X = h(x, y)XA , where
h(x, y) = 1/λ(x, y), which implies that the smooth vector ﬁeld X is orbitally linearizable by the change of variables φ. 
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linear part of the system takes the form (i) of (3), that is, when A is semisimple. We consider ﬁrst the case in which the
eigenvalues μ and λ satisfy μ = ∓λ = 0.
Theorem 12. Let X = (λx + o(x, y))∂x + (μy + o(x, y))∂y with μ = ∓λ = 0 and Y = (x + o(x, y))∂x + (y + o(x, y))∂y be two
smooth vector ﬁelds in a neighborhood U ⊂ C2 of the origin such that [X ,Y] ≡ νX with ν a smooth scalar function satisfying
ν(0,0) = 0. Then, a smooth near-identity change of variables u = x+ o(x, y), v = y + o(x, y), that orbitally linearizes X is obtained
as follows:
u = g(I)
(
f (H)
gμ(I)
) 1
μ−λ
, v =
(
f (H)
gμ(I)
) 1
μ−λ
, (8)
where H and I are ﬁrst integrals ofX and Y , respectively, and f and g are two functions such that f (H(x, y)) = (x+ o(x, y))μ/(y +
o(x, y))λ and g(I(x, y)) = (x+ o(x, y))/(y + o(x, y)).
Proof. The existence of the orbital linearizing change of variables (x, y) 
→ (u, v) is known from Theorem 7. The new result
is how to obtain the orbital linearizing change of variables from the knowledge of an inﬁnitesimal generator Y¯ of a Lie
symmetry of X of the form Y¯ = (x+ o(x, y))∂x + (y + o(x, y))∂y .
Our ﬁrst purpose is to know the ﬁrst integrals of the two vector ﬁelds X and Y¯ involved in the symmetry. Notice that
X has the following inverse integrating factor V (x, y) = X ∧ Y¯ deﬁned in U . Let H(x, y) be the ﬁrst integral of X in U
associated to V computed via quadrature (6). Nevertheless, we are not able to obtain a ﬁrst integral of Y¯ in U . Therefore, we
are looking for another inﬁnitesimal generator Y of a Lie symmetry of X of the form Y = (x + o(x, y))∂x + (y + o(x, y))∂y
such that its ﬁrst integral in U can be obtained. From the knowledge of V (x, y), and applying (7) we obtain another
inﬁnitesimal generator Y1 of a Lie symmetry of X , that is,
Y1 = 1
(λ + μ) + o(x, y)
(
(μ − λ)x+ o(x, y))∂x + ((λ − μ)y + o(x, y))∂y .
Notice that V (x, y)/divX is an inverse integrating factor of Y1. Since the linear part of Y1 has not the desired radial form,
by using Proposition 4 we get a new inﬁnitesimal generator Y of a Lie symmetry of X for the case λ = −μ of the form
Y = (x+ o(x, y))∂x + (y + o(x, y))∂y as follows
Y =Y1 + 2X /divX . (9)
Taking into account Proposition 6, it follows that V (x, y)/divX is an inverse integrating factor of Y deﬁned on U . This fact
allows us to construct a ﬁrst integral I(x, y) of Y in U . Notice, that ﬁnally we have obtained an inﬁnitesimal generator Y
of a Lie symmetry of X with the desired form Y = (x+ o(x, y))∂x + (y + o(x, y))∂y whose ﬁrst integral I in U is known.
From (8) we have that f (H) = (x + o(x, y))μ/(y + o(x, y))λ = uμ/vλ and g(I) = (x + o(x, y))/(y + o(x, y)) = u/v are
ﬁrst integrals of X and Y , respectively. Notice that such ﬁrst integrals f (H) and g(I) always exist as a consequence of
Theorem 11. Taking into account X f (H) = Y g(I) ≡ 0, it follows
μvX (u) − λuX (v) ≡ 0, vY(u) − uY(v) ≡ 0.
Therefore we have
X (u) = λuΛ, X (v) = μvΛ, Y(u) = uΩ, Y(v) = vΩ, (10)
with Λ(x, y) and Ω(x, y) smooth functions in a neighborhood of the origin.
On the other hand, since [X ,Y] = νX , in particular we have
XY(u) −YX (u) = νλuΛ, XY(v) −YX (v) = νμvΛ.
Introducing (10) in the former relations we get
X (Ω) − λY(Λ) = νλΛ, X (Ω) − μY(Λ) = νμΛ.
This is a linear algebraic system for the unknowns X (Ω) and Y(Λ) with associated determinant λ − μ which is different
from zero because μ = λ. So the unique solution is X (Ω) = 0 and Y(Λ) = −νΛ. From this last equality, Λ is a smooth
invariant curve of Y with cofactor −ν . Hence, the change of variables (x, y) → (u, v) orbitally linearizes the vector ﬁeld X
because Λ(0,0) = 1 + · · · . This is due to the fact that X (u) = λuΛ, that is, (λx + · · ·)∂x(x + · · ·) + (μy + · · ·)∂y(x + · · ·) =
(λx+ · · ·)(Λ(0,0) + · · ·), and at ﬁrst order we have Λ(0,0) = 1.
On the other hand, Ω is either a constant or a smooth ﬁrst integral of X in a neighborhood of the origin. If Ω is a
smooth ﬁrst integral of X , then, the change (x, y) 
→ (u(x, y), v(x, y)) also orbitally linearizes the vector ﬁeld Y because
Ω(0,0) = 1. This is due to the fact that, from Y(u) = uΩ , that is, (x+ o(x, y))∂x(x+ o(x, y))+ (y + o(x, y))∂y(x+ o(x, y)) =
(x + o(x, y))(Ω(0,0) + o(x, y)), at ﬁrst order we get Ω(0,0) = 1. On the contrary, if Ω is a constant, it is different from
zero because otherwise, from (10), u and v would be smooth ﬁrst integrals of Y and this fact contradicts Proposition 8.
Therefore, if Ω is a constant the change (x, y) 
→ (u(x, y), v(x, y)) linearizes the vector ﬁeld Y . 
J. Giné, S. Maza / J. Math. Anal. Appl. 345 (2008) 63–69 67Remark. We recall that given a vector ﬁeld X = P (x, y)∂x + Q (x, y)∂y which admits an inﬁnitesimal generator Y =
ξ(x, y)∂x + η(x, y)∂y of a Lie symmetry of X in U , we can always construct an inverse integrating factor of X in U as
V (x, y) :=X ∧Y = Pη − Q ξ . The converse is not always true. If we know the existence of an inverse integrating factor V
of X in U in some cases we cannot construct an inﬁnitesimal generator Y of a Lie symmetry of X well-deﬁned in U and
therefore we cannot apply our procedure. We recall that a singular point p ∈ U of X is called weak if divX (p) = 0. If there
is no weak singularity of X in U , then we can do at least one of the following constructions:
(i) Prescribe the function ξ(x, y) and solve η(x, y) from V = Pη − Q ξ .
(ii) Prescribe the function η(x, y) and solve ξ(x, y) from V = Pη − Q ξ .
(iii) Take the rescaled hamiltonian vector ﬁeld Y = 1divX (− ∂V∂ y ∂x + ∂V∂x ∂y), deﬁned in U \ {(x, y) ∈ U : divX = 0}.
The equivalence between inverse integrating factors and Lie symmetries for planar vector ﬁelds X is not true, in general,
in neighborhoods of weak singular points of X . Of course, in some special weak singular points the equivalence can be
done. For instance, in a neighborhood U ⊂ C2 of a nondegenerate center (i.e., a type center singular point with eigenvalues
different from zero), X always possesses an analytic ﬁrst integral, an analytic inverse integrating factor as well as an analytic
inﬁnitesimal generator Y of a Lie symmetry of X well-deﬁned in U , see [8,13].
In the next theorem we show a method to obtain the change of coordinates that orbitally linearizes (2) when A is
semisimple and μ = −λ = 0. Notice that in this case the origin of system (2) is a weak singular point. Hence, given an
inverse integrating factor of X , we cannot obtain applying (7) an inﬁnitesimal generator Y = ξ(x, y)∂x + η(x, y)∂y of a Lie
symmetry of X well-deﬁned in U . Therefore, in the following theorem we look for another approach in order to obtain the
change of coordinates that orbitally linearizes (2) around a weak singular point.
Theorem 13. Let X = (λx + o(x, y))∂x + (−λy + o(x, y))∂y with λ = 0 and Y = (x + o(x, y))∂x + (y + o(x, y))∂y be two smooth
vector ﬁelds in a neighborhood U ⊂ C2 of the origin such that [X ,Y] ≡ νX with ν a smooth scalar function satisfying ν(0,0) = 0.
Then, a smooth near-identity change of variables φ(x, y) = (u, v) = (x + o(x, y), y + o(x, y)) that orbitally linearizes X is obtained
from f (H(x, y)) = uv, where H is a ﬁrst integral of X .
Proof. From Theorem 7 we know the existence of an orbital linearizing change of variables (x, y) 
→ (u, v) that brings the
vector ﬁeld X to φ∗X = λh(u, v)(u∂u − v∂v ). Therefore H˜ = uv is a ﬁrst integral of φ∗X . Pulling back H˜ to the initial
coordinates we obtain a ﬁrst integral H(x, y) = (x+ o(x, y))(y + o(x, y)) of X . In the rest of the proof we will see that any
factorization of H of the form H(x, y) = (x+o(x, y))(y+o(x, y)) gives us a change of variables u = x+o(x, y), v = y+o(x, y)
that orbitally linearizes X . Taking into account X H ≡ 0 it follows vX (u) + uX (v) ≡ 0. Therefore, we have X (u) = uΩ and
X (v) = −vΩ with Ω(x, y) certain smooth function in a neighborhood of the origin. Hence, the change of variables (x, y) 
→
(u, v) orbitally linearizes the vector ﬁeld X because Ω(0,0) = λ = 0. This value of Ω at the origin follows by taking the ﬁrst
order term in the expansion of X (u) = uΩ given by (λx+· · ·)∂x(x+· · ·)+(−λ y+· · ·)∂y(x+· · ·) = (x+· · ·)(Ω(0,0)+· · ·). 
On the other hand, it is known that a resonant hyperbolic saddle (i.e., a singular point which eigenvalues satisfy
λ/μ ∈ Q−) of an analytic vector ﬁeld is analytically orbitally linearizable if, and only if, it has an analytic ﬁrst integral
in the neighborhood of it, see [10]. Theorem 13 generalizes this result in the case of a weak singularity for smooth vector
ﬁelds with an inﬁnitesimal generator of a Lie symmetry, giving also the explicit change of variables.
The following proposition clariﬁes how is the normal form when system (2) is analytic and A is semisimple with μ = λ.
Proposition 14. LetX = (λx+o(x, y))∂x + (λy+o(x, y))∂y be an analytic vector ﬁeld in a neighborhood U ⊂ C2 of the origin. Then,
the origin is a linearizable 1 : 1 resonant node of X .
The proof of Proposition 14 comes from normal form theory, see [1]. In the light of this result, in this work we do not
take into account the case μ = λ because it is already solved in [6].
In the next theorem we obtain the method to get the change of coordinates that orbitally linearizes (2) when the linear
part of the system takes the form (ii) of (3).
Theorem 15. LetX = (λx+ y+ o(x, y))∂x + (λy+ o(x, y))∂y with λ = 0 and Y = (x+ o(x, y))∂x + (y+ o(x, y))∂y be two smooth
vector ﬁelds in a neighborhood U ⊂ C2 of the origin such that [X ,Y] ≡ νX with ν a smooth scalar function such that ν(0,0) = 0.
Then, a smooth near-identity change of variables u = x+ o(x, y), v = y + o(x, y), that orbitally linearizes X is obtained as follows:
u = g(I) f (H)exp[λg(I)], v = f (H)exp[λg(I)], (11)
where H and I are ﬁrst integrals of X and Y , respectively, and f and g are two functions such that f (H(x, y)) = (y + · · ·) ×
exp[−λ(x+ · · ·)/(y + · · ·)], g(I(x, y)) = (x+ · · ·)/(y + · · ·).
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using the same procedure than in the proof of Theorem 12, we get another inﬁnitesimal generator Y1 of a Lie symmetry
of X . Then, taking
Y =Y1 + 2X /divX ,
we have an inﬁnitesimal generator Y = (x + o(x, y))∂x + (y + o(x, y))∂y of a Lie symmetry of X with V (x, y)/divX as
inverse integrating factor of Y . From (11) we have that f (H) = v exp(−uλ/v) and g(I) = u/v are ﬁrst integrals of X and
Y , respectively. Using the fact that X f (H) =Y g(I) ≡ 0 we get
X (u) = Λ(v + λu), X (v) = λvΛ, Y(u) = uΩ, Y(v) = vΩ. (12)
On the other hand, taking into account [X ,Y] ≡ νX and (12) we obtain
X (Ω) − λY(Λ) = νλΛ, uX (Ω) − (v + λu)Y(Λ) = ν(v + λu)Λ
for some smooth functions Ω(x, y) and Λ(x, y) deﬁned in a neighborhood of the origin. This is a linear homoge-
neous algebraic system for the unknowns X (Ω) and Y(Λ) with associated determinant v2. So the unique solution in
C2 \ {(u, v) ∈ C2: v = 0} is X (Ω) = 0, Y(Λ) = −νΛ. Therefore Λ is a smooth invariant curve of Y with cofactor −ν .
Hence, repeating verbatim the last paragraph of the proof of Theorem 12 we have that the change (x, y) 
→ (u(x, y), v(x, y))
orbitally linearizes the vector ﬁeld X and also linearizes or orbitally linearizes the vector ﬁeld Y depending if Ω is either a
smooth ﬁrst integral of X or a constant. 
The following proposition shows the local structure of orbitally linearizable nilpotents singular points.
Proposition 16. Consider the smooth vector ﬁeld X = (y + o(x, y))∂x + o(x, y)∂y in a neighborhood U ⊂ C2 of the origin, which
is a nilpotent singular point. If X is orbitally linearizable near the origin, then it is a nonisolated singular point of X . In this case,
X must be of the form X = g(x, y)(1 + o(x, y)∂x + o(x, y)∂y) with g(x, y) = y + · · · . Moreover, all the inﬁnitesimal generators
Y = (x+ o(x, y))∂x + (y + o(x, y)∂y) of a Lie symmetry of X in U must have the invariant curve g(x, y) = 0.
Proof. The vector ﬁeld X = (y + o(x, y))∂x + o(x, y)∂y written in the coordinates in which it is orbitally linearized is X =
vh(u, v)∂u . Since v = 0 is a line ﬁlled of singular points of the vector ﬁeld X , the singular point of X in the original
coordinates must be a nonisolated singular point. Then, it follows that X must be of the form X = g(x, y)(1 + o(x, y)∂x +
o(x, y)∂y) with g(x, y) = y + · · · . On the other hand, since the Lie group whose inﬁnitesimal generator is Y maps singular
points into singular points of X , all the Lie symmetries Y = (x + o(x, y))∂x + (y + o(x, y))∂y of X in U must have the
invariant curve g(x, y) = 0. 
4. Examples
In the following example we obtain the orbital linearizing change of variables φ(x, y) = (u, v) that orbitally linearizes a
vector ﬁeld X by using Theorem 12.
Example 1. In [9] the authors consider the following vector ﬁeld
X = (x− 2x2/q + y2)∂x + (−qy/4+ xy)∂y, (13)
with −2 = q = 0 which admits an inﬁnitesimal generator of a Lie symmetry of X of the form Y¯
Y¯ =
(
x(q − 2x)
q − 4x −
2qy2
(2+ q)(q − 4x)
)
∂x + y∂y .
From (5) we get an inverse integrating factor V of X . Then applying (7) we have an inﬁnitesimal generator Y1 of a Lie
symmetry of X well-deﬁned if q = 4. Using (9) we obtain another Lie symmetry of (13)
Y = (2+ q)(q − 2x)x− 2qy
2
(q − 4x)(2+ q) ∂x + y∂y,
which has V (x, y)/divX as inverse integrating factor. Integrating both vector ﬁelds X and Y , we take the following ﬁrst
integrals
f (H) = (2q + q
2)q/4
(q2x− 4x2 + 2q(x− x2 + y2)q/4)y , g(I) =
(q2x− 4x2 + 2q(x− x2 + y2))
(2q + q2)y .
Since
f (H) = u
−q/4(x, y)
, g(I) = u ,
v(x, y) v
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u(x, y) = (q
2x− 4x2 + 2q(x− x2 + y2))
(2q + q2) , v(x, y) = y.
We notice that the change of variables (x, y) 
→ (u(x, y), v(x, y)) also linearizes both vector ﬁelds, Y¯ and Y . Moreover, the
change also works for q = 4.
In the following example we obtain the orbital linearizing change of variables φ(x, y) = (u, v) that orbitally linearizes a
vector ﬁeld X by using Theorem 13.
Example 2. In [9] the authors consider the following vector ﬁeld
X = (x− x2/2+ y2)∂x + (−y + xy)∂y, (14)
which admits a Lie symmetry Y given by
Y =
(
x(4− 2x)
4− 4x −
4y2
3(4− 4x)
)
∂x + y∂y .
H = y(x−x2/2−3x2) is a ﬁrst integral of X associated to the inverse integrating factor V =X ∧Y . Taking u = x−x2/2−3x2
and v = y we have the change of variables that orbitally linearizes (14).
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