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QUANTUM VARIANCE ON QUATERNION ALGEBRAS, I
PAUL D. NELSON
Abstract. We determine the quantum variance of a sequence of families of
automorphic forms on a compact quotient arising from a non-split quaternion
algebra. Our results compare to those obtained on SL2(Z)\ SL2(R) in work of
Luo, Sarnak and Zhao, whose method required a cusp. Our method uses the
theta correspondence to reduce the problem to the estimation of metaplectic
Rankin–Selberg convolutions. We apply it here to the first non-split case.
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1. Introduction
1.1. Overview. LetM be a negatively curved compact Riemannian manifold with
d := dim(M) > 2. It is known in various senses that a random Laplace eigenfunc-
tion on M of large eigenvalue is uniformly distributed, but very rarely known just
how uniformly. To explain, denote by µ the probability measure on M that is
a multiple of the volume measure and let T → ∞ be a positive parameter. For
each t ∈ [T, 2T ], choose an orthonormal basis for the t2-eigenspace of the Lapla-
cian acting on L2(M,µ). Let FT denote the union of these bases; it is finite set of
cardinality |FT | ≍ T d. To each ϕ ∈ FT , attach the L2-mass
µϕ := |ϕ|2µ, µϕ(Ψ) :=
∫
x∈M
Ψ(x)|ϕ|2(x) dµ(x).
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It is a probability measure onM . A consequence of the quantum ergodicity theorem
is that the mean |FT |−1
∑
ϕ∈FT
µϕ converges weakly to µ. The quantum variance
problem concerns the asymptotic determination of the quadratic form
VT (Ψ) := 1|FT |
∑
ϕ∈FT
|µϕ(Ψ)− µ(Ψ)|2 (1)
=
1
|FT |
∑
ϕ∈FT
∫
x,y∈M
Ψ(x)Ψ(y)(|ϕ(x)|2 − 1)(|ϕ(y)|2 − 1) dµ(x) dµ(y) (2)
and its bilinearization VT (Ψ1,Ψ2), which quantify the correlations of the fluctua-
tions of the µϕ. They extend naturally to the phase space X = S
∗M by replacing
µϕ with its microlocal lift ωϕ(Ψ) := 〈Op(Ψ)ϕ, ϕ〉 and µ with the Liouville measure.
Zelditch introduced these sums and showed using semiclassical techniques that
VT (Ψ) = O(1/ logT ) (see [71, 72, 62]). A prediction of Feingold–Peres (see [18],
[70, §15.6], [52, §4.1.3]) suggests that for “generic” M , the renormalized quantum
variance T d−1VT is asymptotic to the classical variance of the geodesic flow. The
quantum variance problem is thus extremely delicate: a solution in the expected
form
T d−1VT (Ψ) = V∞(Ψ) + o(1) (3)
demands not only the enormous improvement VT (Ψ) = O(T 1−d) upon the semi-
classical estimate, but the further extraction of a main term.
Luo–Sarnak [43] insightfully observed that on the modular curve SL2(Z)\H,
the quantum variance problem for Hecke–Laplace eigenfunctions may be profitably
attacked using arithmetic techniques stemming from the theory of Hecke operators.
The solution, obtained in sharpest form by Sarnak–Zhao [61] after the increasingly
sophisticated works [41, 32, 42, 43, 73], is arithmetically interesting: central values
of L-functions quantify the deviation of the generic prediction from the truth.
This article introduces a method for determining the quantum variance of fam-
ilies of automorphic forms on compact arithmetic quotients attached to non-split
quaternion algebras B. The non-compact quotient SL2(Z)\H considered by Luo–
Sarnak–Zhao arises algebraically from the split quaternion algebra B = M2(Q).
The problem had been open in every non-split case prior to this work. We aim here
to introduce our method by application to the simplest non-trivial non-split case.
The first step in the method of Luo–Sarnak–Zhao reduces the expression (2),
which is quadrilinear in ϕ, to a complicated bilinear expression to which trace
formulas apply and from which a colossal limiting bilinear form eventually emerges.
This is achieved by combining the close relation between Fourier coefficients at the
cusp ∞ of SL2(Z)\H and Hecke eigenvalues λ(n) with the Hecke multiplicativity
λ(m)λ(n) =
∑
d|m,n λ(mn/d
2). Unfortunately, such an approach is unavailable on
compact arithmetic quotients, which have no cusps and hence no notion of Fourier
expansion that interacts suitably with the Hecke theory.
In our method, the theta correspondence is decisive. The well-known seesaw
diagram
O(B)
PP
PP
PP
PP
PP
PP
PP
Mp2×Mp2
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
O(1)×O(B0) SL2
(4)
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substitutes for the linearizing role played by Fourier coefficients and Hecke multi-
plicativity in the method of Luo–Sarnak–Zhao. The basic input powering conver-
gence to the limit is decay of matrix coefficients for the dihedral1 spectrum of SL2.
The Rallis inner product formula and the Maass–Shintani–Waldspurger theta lift
are shown to give natural interpretations to the main terms obtained here and in
earlier works. We discover “secondary main terms” to the quantum variance sums
at the square-root cancellation threshold. The primary novelty is that we prove
asymptotic formulas for quantum variance sums on a non-split quaternion algebra
for the first time.2
A general tool available on any quaternionic congruence quotient Γ\H is the triple
product formula (see [25, 67, 29]). When both φ and Ψ are Hecke eigenfunctions,
it relates |µϕ(Ψ)|2 to the L-value L(ϕ × ϕ × Ψ, 1/2) and VT (Ψ) to a weighted
average whose analysis succumbs to well-developed techniques (see [43, 73, 61])
giving Lindelo¨f-consistent asymptotics of the form (3). Unfortunately, the triple
product formula is non-linear; it does not apply when, for instance, Ψ is the sum
of two inequivalent mean zero Hecke eigenfunctions Ψ1,Ψ2. For the correlations
VT (Ψ1,Ψ2) = 1|FT |
∑
ϕ∈FT
µϕ(Ψ1)µϕ(Ψ2)
=
1
|FT |
∑
ϕ∈FT
∫
x,y∈M
Ψ1(x)Ψ2(y)|ϕ(x)|2|ϕ(y)|2
one then expects (following [43]) the further cancellation VT (Ψ1,Ψ2) = o(1/T )
coming from the independence of variation in sign of the quantities µϕ(Ψ1), µϕ(Ψ2)
beyond the prediction µϕ(Ψi) = O(T
−1/2+o(1)) of the Lindelo¨f hypothesis for their
magnitude. Detecting such cancellation is the fundamental difficulty overcome in
the works of Luo–Sarnak–Zhao. It is achieved by lengthy analysis of symmetry
properties of their emergent bilinear form, which is found (remarkably) to be Hecke
self-adjoint. The analogous difficulty in our approach is ultimately addressed by
the unramified case of the local theta correspondence for (Mp2,O(B
0)).
Our main result concerns automorphic forms with ramification varying in a non-
archimedean aspect. The setup differs superficially from what was discussed above,
but retains the fundamental difficulty while allowing us to introduce the core ideas
of the method as accessibly as we can.
1.2. Statement of main result. Terminology to follow is standard, and will be
reviewed more thoroughly in §2. Set G := GL2(Q2), K := GL2(Z2). We fix a dis-
crete cocompact subgroup Γ < G arising from a maximal order in the quaternion
algebra ramified at {∞, 23} (see §2.1). (The significance of the pair of numbers
(2, 23) is that it is the lexicographically smallest for which the problem to be dis-
cussed has all essential features; we have focused our discussion in this way to
simplify notation and exposition.) Let N be a positive integral parameter tending
off to ∞. We consider the family FN of L2-normalized newforms (see §2.5) on a
sequence of congruence covers
YN := Γ\G/K−N..N of Y := Γ\G/K,
1In this article, only “split dihedral” forms (i.e., unitary Eisenstein series) contribute.
2We refer to [36, 35] for some analogous results in a simpler arithmetic setting.
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where more generally
K−N1..N2 := K ∩
(
Z2 2
N1Z2
2N2Z2 Z2
)
. (5)
The sets Γ\G,YN ,Y come equipped with compatibly-defined Hecke correspon-
dences Tn for odd integers n > 1 (see §2.2); on Y, Tn is defined for all n > 1.
The setsY and Γ\G are roughly 2-adic analogues of a compact arithmetic hyper-
bolic surface and its cotangent bundle, respectively. The base space Y turns out to
have cardinality three. One may regard it as a (2 + 1)-regular directed multigraph
on three vertices and its cover YN as (with suitable interpretation, taking into ac-
count torsion) the set of non-backtracking paths y = (y−N → · · · → yN) of length
2N + 1 on Y, with the covering map YN → Y given by the projection y 7→ y0.
One may also identify Y with the set of isomorphism classes of supersingular ellip-
tic curve E in characteristic 23 (see [23, §2]) and YN with the cover obtained by
considering level structure consisting of pairs C1, C2 of cyclic subgroups of order 2
N
with C1∩C2 = {0}; in fact, it will be convenient to adopt this algebraic perspective
for some calculations (§9).
The space Γ\G has a natural invariant measure (see §2.4) which induces a natural
measure on Y. The space L2(Y) is three-dimensional, and decomposes as
L2(Y) = C⊕ CΨ1 ⊕ CΨ2,
where Ψ1,Ψ2 are orthonormal mean zero real-valued Hecke eigenfunctions, well-
defined up to permutation and sign. For orientation, we record that under the
Eichler/Jacquet–Langlands correspondence, Ψ1,Ψ2 correspond to the weight 2 new-
forms ΨJL1 ,Ψ
JL
2 on Γ0(23) and FN to the set of weight 2 newforms on Γ0(22N · 23).
To each ϕ ∈ FN we attach the “harmonic weight” ιϕ := L(2)(adϕ, 1) of size
2o(N) (see §2.8); these mild weights play a role (non-obviously) similar to that in
[61] and earlier works, and should be ignored on a first reading.
The fundamental object of study in this article is the real symmetric 2×2 matrix
VN := (V
kl
N )k,l=1,2 with entries
V klN :=
1
22N
∑
ϕ∈FN
ιϕ
∫
x,y∈Γ\G
Ψk(x)Ψl(y)|ϕ|2(x)|ϕ|2(y).
Equivalently, let µϕ denote the measure on Y given by µϕ(Ψ) :=
∫
Γ\G
Ψ|ϕ|2; then
V klN =
1
22N
∑
ϕ∈FN
ιϕµϕ(Ψk)µϕ(Ψl).
For the discussion of §1.1 specialized to the case of surfaces, the numerical analogue
here of the quantity T is 2N ; for instance, the family cardinality is |FN | ≍ 22N (see
§9.5 for an exact formula). To justify interpreting V klN as a variance, we verify in
§9.5 that
1
|FN |
∑
ϕ∈FN
µϕ = µ (6)
with µ the probability measure on Y that is a multiple of the pushforward of
∫
Γ\G.
The entries of VN quantify the correlations of the fluctuations of the L
2-masses µϕ
of a random newform ϕ ∈ FN on the congruence cover YN when tested against
the mean zero Hecke eigenfunctions Ψ1,Ψ2 on the base space Y. The setup is thus
the natural 2-adic analogue of that in §1.1.
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We normalize the Hecke eigenvalues of Ψ1,Ψ2 by TnΨi =
√
nλΨi(n)Ψi and
the standard L-functions L(Ψk, s) by analytic continuation of the Dirichlet series∑
n>1 λΨk(n)/n
s from the half-plane Re(s) > 1, so that s = 1/2 is the central
point.
Theorem 1 (Main result).
(i) Existence of the limiting quantum variance.
The 2× 2 matrix limit limN→∞ 2NVN exists.
(ii) Diagonalization and determination of the limit.
That limit is given by3
V∞ :=
(
L˜(Ψ1,
1
2 ) 0
0 L˜(Ψ2,
1
2 )
)
with L˜(Ψk,
1
2 ) := P (λΨk(2))L(Ψk,
1
2 ), P (x) := π
2(15− 4√2x)/69.
(iii) Effective rate of convergence to the limit.
|2NV klN − V kl∞ | 6 CN2−N for some absolute effective C > 0.
Each assertion in Theorem 1 is highly non-trivial – for instance, the existence of
the limit already implies somewhat more than the strong improvement V klN ≪ 2−N
over the trivial bound V klN ≪ 1 – but the most novel assertion is that for k 6= l,
lim
N→∞
2NV klN = 0 (7)
(in the strong quantitative form 2NV klN = O(N2
−N ))
which is the first of its kind in any non-split/cocompact setting and lies genuinely
beyond existing methods such as Fourier expansions at cusps, trace formulas, and
triple product formulas, which fail even to reduce its proof to a technical problem.
One can interpret (7) as reflecting a non-obvious Hecke symmetry enjoyed by the
fluctuations of the measures µϕ.
1.3. Application to moments of (square roots of) L-functions. The values
µϕ(Ψk) are basic examples of triple product periods, which have been extensively
studied.4 The triple product formula relates the squares (but not the signs) of
these periods to the central values of triple product L-functions. Unlike in the
work of Luo–Sarnak–Zhao, we do not use the triple product formula in the proof of
Theorem 1; nevertheless, it is instructive to indicate briefly how our results translate
thereunder. The formula in question (see [29, 51, 27]) has the shape
ιϕ|µϕ(Ψk)|2 = 2−N
L˜(ϕ× ϕ×Ψk, 12 )
L(adϕ, 1)
where L˜(ϕ×ϕ×Ψk, 12 ) := c0(Ψk, ϕ)L(ϕ×ϕ×Ψk, 12 ) for some explicit nonnegative
quantity c0(Ψk, ϕ) that we expect
5 is uniformly bounded as ϕ varies. (The reader
will lose little in what follows by ignoring the factor c0(Ψk, ϕ), whose explication
3One has {L(Ψ1,
1
2
), L(Ψ2,
1
2
)} ≈ {0.552, 0.450} according to [38, 23.2.1a.0], [38, 23.2.1a.1]
4See for instance the articles [24, 5, 17, 7], which focus on definite quaternion algebras as we
do here, or [51], whose considerations apply to the analogous periods obtained from newforms on
the tower of covers Γ0(22N )\H → SL2(Z)\H of the modular curve.
5By [49, Thm 34], this expectation holds when ϕ is principal series. It should follow in general
from the methods of [27]. One could rewrite this article with the role of p = 2 replaced by that of
some odd prime. We expect then that c0(Ψk, ϕ) would be independent of Ψk, ϕ. This expectation
holds when ϕ is principal series by [49, Thm 34].
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is beyond the scope of this paper.) The Lindelo¨f hypothesis thus predicts that the
magnitude of the real number µϕ(Ψk) is typically ≈ 2−N/2, but says nothing about
its sign. Theorem 1 tells us that the signs of µϕ(Ψk) and µϕ(Ψl) are highly unbiased
for k 6= l; its diagonal and off-diagonal k 6= l cases translate to
1
22N
∑
ϕ∈FN
L˜(ϕ× ϕ× Ψk, 12 )
L(adϕ, 1)
= L˜(Ψk,
1
2 ) +O
(
log |FN |√
|FN |
)
, (8)
1
|FN |
∑
ϕ∈FN
√
L˜(ϕ× ϕ×Ψk, 12 )
√
L˜(ϕ× ϕ×Ψl, 12 )
L(adϕ, 1)
= O
(
log |FN |√
|FN |
)
(9)
with the choice of square-root in (9) given by the sign of the real number µϕ(Ψk).
The diagonal estimate (8) is consistent with the Lindelo¨f hypothesis on average.6
The off-diagonal estimate (9) represents square-root cancellation beyond the Lindelo¨f
hypothesis, and does not follow from standard conjectures such as GRH. We discuss
the error terms further in §6.5. For orientation, we record that |FN | ≍ 22N and
typically C(ϕ× ϕ×Ψk) ≍ 24N .7
1.4. Application to quantum unique ergodicity. We touch briefly on the re-
lationship of our results to the study of worst-case behavior of the measures µϕ.
It is expected that µϕN → µ for any sequence of ϕN ∈ FN with N → ∞, i.e.,
that µϕN (Ψk) = o(1) := oN→∞(1) for k = 1, 2. This expectation is much weaker
than the prediction |µϕN (Ψk)| 6 2−(1+o(1))N/2 of the Lindelo¨f hypothesis, but re-
mains an open variant of the arithmetic quantum unique ergodicity conjecture as
in [46, 51, 27] which can be shown to follow from subconvexity. The special case
in which ϕN generates a principal series representation of GL2(Q2) was recently
confirmed unconditionally in [49]. Theorem 1 and Chebyshev’s inequality imply
that the Lindelo¨f prediction is essentially sharp, that it holds for a density 1− o(1)
subset of FN , and that all but a density O(|FN |−1/2+o(1)) subset of ϕN ∈ FN
satisfy µϕN → µ as N →∞ (compare with [41, 42, 43]).
1.5. Method. We now indicate in high-level terms why is it natural to study the
quantum variance problem using theta functions and the diagram (4); a concrete
implementation of this discussion may be found in §5.
The arithmetic quotients X of interest to us are parametrized by quaternion
Q-algebras B; one can take for X the adelic quotient B×(Q)\B×(A) or a further
quotient thereof. Given a pair of cusp forms Ψ1,Ψ2 on X with trivial central
character, we would like to understand quantum variance sums of the shape∑
ϕ∈F
〈|ϕ|2,Ψ1〉〈Ψ2, |ϕ|2〉 (10)
for some “nice enough family of automorphic forms” F .
6A direct proof of (9) using the approximate functional equation, Petersson formula and
Voronoi summation is heuristically straightforward; technical complications arise because of
“weight 2.” The proof of Theorem 1 does not use the triple product formula.
7We remark also that by replacing the ϕ,Ψk with some modifications belonging to the auto-
morphic representation that they generate, it should be possible to derive explicit analogues of
(8), (9) without the factors c0(Ψk , ϕ). For instance, it should be possible to achieve this by leaving
Ψk as it is and replacing ϕ by the 2-adic microlocal lift introduced in [49] when ϕ is principal
series and by an analogous construction involving non-split tori when ϕ is supercuspidal.
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Our first observation is that sums of this general shape are related via the theta
correspondence to four-fold integrals of theta functions: Suppose given a pair of
elementary theta functions θ1, θ2 and ternary theta lifts h1, h2 of the cusp forms
Ψ1,Ψ2. More precisely, θ1, θ2, h1, h2 are functions on SL2(Q)\Mp2(A) attached
to Schwartz–Bruhat functions φ′1, φ
′
2 on A and φ
′′
2 , φ
′′
2 on B
0(A), where B0 is the
trace zero subspace of B. The Parseval formula and seesaw duality (4) then give
identities roughly of the shape
〈θ1h1, θ2h2〉 =
(
generalized quantum variance sums
tested against Ψ1,Ψ2
)
. (11)
We explain this shortly (§1.6) in a “toy example” and in the body of this article
very concretely.
The identity (11) (together with its extension to non-pure tensors φi =
∑
α φ
′
i,α⊗
φ′′i,α) suggests a natural strategy for attacking the quantum variance problem. It is
not a priori clear that this strategy should succeed, and its implementation requires
further novelties:
(1) The precise sums appearing on the RHS of (11) depend heavily upon the
local data φ′1, φ
′
2, φ
′′
1 , φ
′′
2 . One must thus confront the inversion problem for
a family F of automorphic forms which consists of exhibiting local data φi
so that the RHS of (11) resembles the quantum variance sums (10) over F .
(2) There is then the unprecedented analytic problem of asymptotically eval-
uating the integral of four-fold products of theta functions on the LHS of
(11) as the local data vary; we address this by proving asymptotic formulas
of the shape
〈θ1h1, θ2h2〉 ≈ 〈θ1, θ2〉〈h1, h2〉. (12)
The two problems are intertwined in that one does not expect the nice asymptotic
behavior (12) for completely general variation of the local data.
1.6. Quantum variance sums with Eisenstein observables via L-functions.
We include this subsection to convey the flavor of the first step (11) of our method
to readers having some familiarity with integral representations of L-functions, but
not necessarily with the theta correspondence and seesaw duality.
We aim to illustrate (11) for a “toy problem” (unrelated to the main result of
this article) involving the Eisenstein series Es on SL2(Z)\H, defined for a complex
parameter s by meromorphic continuation of the sums
Es(z) :=
1
2
∑
(c,d)∈Z2−{(0,0)}:
gcd(c,d)=1
ys
|cz + d|2s = y
s + · · · .
For Re(s) large enough and up to (important) normalizing factors, Rankin–Selberg
theory and Shimura’s symmetric square integral representation give
L(ϕ× ϕ, s) := ζ(2s)
∞∑
n=1
|λϕ(n)|2
ns
≈ µϕ(Es),
L(sym2 ϕ, s) := ζ(2s)
∞∑
n=1
λϕ(n
2)
ns
≈ 〈θE˜s, ϕ〉,
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for some Jacobi theta function θ and half-integral weight Eisenstein series E˜s. Com-
bining these identities with the factorization8 L(ϕ× ϕ, s) = ζ(s)L(sym2 ϕ, s) gives
with E˜′s := ζ(s)E˜s that
µϕ(Es) ≈ 〈θE˜′s, ϕ〉. (13)
Note that ϕ 7→ 〈θE˜′s, ϕ〉 is linear, unlike ϕ 7→ µϕ(Es), and that the non-linear iden-
tity (13), like the triple product formula, applies only when ϕ is an eigenfunction.9
Consider now the pair of unitary Eisenstein series Ψ1,Ψ2 := E1/2+it1 , E1/2+it2
attached to t1, t2 ∈ R. Let F be an orthonormal basis of eigenfunctions for the
discrete spectrum of L2(SL2(Z)\H); write · · · for the corresponding contribution of
the continuous spectrum, and ignore (for the purposes of this formal discussion) that
most of the sums/integrals written below are divergent. From (13) and Parseval,
one obtains with h1, h2 := E˜
′
1/2+it1
, E˜′1/2+it2 that∑
ϕ∈F
µϕ(Ψ1)µϕ(Ψ2) + · · · ≈
∑
ϕ∈F
〈θh1, ϕ〉〈ϕ, θh2〉+ · · · = 〈θh1, θh2〉. (14)
Formally, quantum variance sums equal integrals of four-fold products of half-
integral weight theta functions.
The theta correspondence and seesaw duality give non-formal analogues (11) of
(14); the point of this article is thus to determine quantum variance asymptotics
by deriving some such analogues and then proving asymptotic formulas (12) for the
inner products that arise.
1.7. Further perspectives. We conclude this introduction by noting some rea-
sons to have anticipated an approach to the quantum variance problem using the
theta correspondence and half-integral weight forms:
(1) The quantum variance theorems of Luo–Sarnak–Zhao give new proofs that
L(π, 12 ) > 0 (see [43, p773, (2)]); earlier proofs as in [34, 33] used half-
integral weight forms.
(2) The Rallis inner product formula implies that the composition of the Maass–
Shintani–Waldspurger lift (for fixed local data) with the Petersson inner
product has similar properties to those of the limiting bilinear form identi-
fied in the works of Luo–Sarnak–Zhao; the present work confirms that this
similarity is no coincidence.
(3) Any progress on the quantum variance problem presupposes some progress
towards the multiplicity one theorem; the known constructive proof of that,
due to Eichler and Shimizu, used the theta correspondence much as we do
here.
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2. Preliminaries
We record definitions, some postponed from §1.
2.1. Generalities. Recall that G := GL2(Q2), K := GL2(Z2). Let B be the
quaternion algebra ramified at {∞, 23}. Let R 6 B be a maximal order. Choose
an embedding of B into the matrix algebra M2(Q2) under which R embeds in
M2(Z2). Take for Γ the image of R[1/2]
× under this embedding. Then Γ < G is a
discrete cocompact subgroup. The quotient X := Γ\G is compact.
The reduced norm and trace on B and its extensions are denoted nr, tr. A
superscripted 0 denotes “trace zero subgroup.” A subscripted 2 denotes “2-adic
completion.”
2.2. Hecke operators. For an odd positive integer n, the Hecke operator Tn acts
on functions ϕ : X → C by Tnϕ(x) :=
∑
α∈Mn/Γ
ϕ(α−1x) where Mn := R[1/2] ∩
nr−1(nZ[1/2]×). The group G acts on such functions by right translation, and
commutes with the Hecke operators.
2.3. Automorphic forms. Denote by A(X) the space of smooth functions ϕ :
X → C, i.e., those that are right invariant by some open subgroup of G. For a
subgroup S 6 G, denote by A(X)S the subspace of right S-invariant functions, or
equivalently, those that factor through the quotient X/S = Γ\G/S. We may and
shall identify A(X)S with a space of functions on X/S. The Hecke operators act
on it.
2.4. Measures. Equip G with the Haar measure assigning volume 2 to K, and X
with the quotient measure, denoted simply
∫
X
; define L2(X) with respect to that
measure.
Recall that Y := Γ\G/K = X/K. By the convention of §2.3, functions on Y
are identified with right K-invariant functions on X. For each E ∈ Y, choose a
representative gE ∈ G. Set RE := R[1/2] ∩ gER2g−1E ; it is a maximal order in
B. Set wE := #R
×
E/Z
× = (1/2)#R×E . For Ψ : Y → C, one then has
∫
X
Ψ =∑
E∈Y Ψ(E)/wE .
2.5. Families of balanced newvectors. Let N be a positive integer. Recall the
definition (5) of K−N1..N2. By the multiplicity one theorem and local newvector
theory, there is a unique (up to signs) maximal subset FN ⊂ A(X)K−N..N with the
properties:
• Each ϕ ∈ FN is an eigenfunction for the Hecke operator Tn for all odd
natural numbers n. We accordingly write Tnϕ =
√
nλϕ(n)ϕ.
• Each ϕ ∈ FN generates an irreducible representation of G under right
translation.
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• Each ϕ ∈ FN is real-valued and orthonormal, and any two ϕ, ϕ′ ∈ FN are
orthogonal to one another.
• Each ϕ ∈ FN is orthogonal to any function on X that is K−N1..N2-invariant
from some ordered pair (N1, N2) with N1 6 N and N2 6 N and (N1, N2) 6=
(N,N).
The multiplicity one theorem implies moreover that each ϕ ∈ FN is determined
by its system of Hecke eigenvalues λϕ(n). The family FN is analogous to (and in
Hecke-equivariant bijection with; see §2.7) the set of normalized newforms of weight
2 on Γ0(2
2N · 23).
2.5.1. Remark. We consider here the families FN arising from the “balanced” sub-
groupsK−N..N . Our method applies to the other subgroups, such as the unbalanced
ones K0..N more commonly denoted“K0(2
N)”, but the results obtained are nicer
for those considered here.
2.6. Conventions on modular forms. We denote by z := x+iy a typical element
of the upper half-plane and write q := e2πiz. “Modular” always means “modular
with respect to some congruence subgroup Γ′ of Γ0(4).” We analytically normalize
holomorphic modular forms Φ of weight k ∈ 12Z>0 by the factor yk/2, so that
q-expansions read Φ(z) = yk/2
∑
anq
n and dilations Φ(z) 7→ Φ(az) for a ∈ Q×+
are unitary for the Petersson inner product, which we normalize by 〈Φ1,Φ2〉 :=∫
z∈Γ′\H
Φ1(z)Φ2(z)dν(z) for Γ
′ small enough in terms of Φ1,Φ2 and ν = νΓ′ the
probability measure that is a multiple of y−2 dx dy. Thus, for instance, 〈1, 1〉 = 1,
regardless of the congruence quotient Γ′\H on which the constant function 1 is
regarded as living. Write ‖Ψ‖ := 〈Ψ,Ψ〉1/2.
2.7. Eichler/Jacquet–Langlands lifts. For N > 1 and ϕ ∈ FN , set
Φϕ(z) := y
∑
n>1:
gcd(n,2)=1
√
nλϕ(n)q
n
It is known10 that Φϕ defines a weight 2 newform on Γ0(2
2N · 23) with Hecke
eigenvalues
√
nλϕ(n) for odd natural numbers n.
2.8. Harmonic weights. Recall from §1 that ιϕ := L(2)(adϕ, 1). It is known [26]
that ιϕ = 2
o(N) as N → ∞. By the theory of Eisenstein series,11 ‖Φϕ‖2 is the
residue as s→ 1+ for some sufficiently divisible M ∈ Z>1 of the integral∫
Γ1(M)\H
(
∑
γ∈Γ∞\Γ1(M)
Im(γz)s)|Φϕ|2(z) y−2 dx dy
which unfolds to
∫∞
y=0
ys
∑
n n|λϕ(n)|2y2e−4πny y−2 dy and then simplifies to∫ ∞
y=0
ys+1e−4πy
dy
y
∑
n∈Z>1:
(n,2)=1
|λϕ(n)|2
ns
=
Γ(s+ 1)
(4π)s+1
ζ23(s+ 1)
L(S)(adϕ, s)ζ(S)(s)
ζ(S)(2s)
10This can be deduced from results of Eichler (see [14], [53, §2]) and Atkin–Lehner [1, Thm 3
(iii)].
11see for instance [30, p138], [40, §5.1]
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with S := {2, 23} and ζp(s) := (1 − p−s)−1, ζ(S)(s) := ζ(s)/
∏
p∈S ζp(s). Taking
residues and using that L23(adϕ, s) = ζ23(s+ 1), we obtain ‖Φϕ‖2 = κ1ιϕ with
κ1 :=
1
(4π)2ζ(S)(2)ζ2(1)ζ23(1)
. (15)
Define κ0 > 0 by requiring that κ1 = κ
−2
0 2
−2.
3. Definitions of some theta functions
The purpose of this section is to define some specific weight 3/2 cuspidal theta
functions hk (k = 1, 2) belonging to the Shintani–Waldspurger lifts of the auto-
morphic forms Ψk : Y → C defined in §1. The precise definition of the hk is not
immediately enlightening; it is the output of local computations to be discussed
later.
Recall that for each element E of the three-element set Y = Γ\G/K = X/K we
have defined a representative group element gE ∈ G and a maximal order RE (see
§2.4). Set SE := Z+ 2RE. Recall the reduced norm and trace tr, nr : RE , SE → Z
and the trace zero subgroups R0E , S
0
E . The latter are rank three lattices which
we regard as ternary quadratic forms with respect to nr. Because B splits at
2, there are isomorphisms RE ⊗Z Z2
∼=−→ M2(Z2) taking (tr, nr) to (tr, det) and
S0E⊗ZZ2 to
{(
a 2b
2c −a
)
: a, b, c ∈ Z2
}
. There are thus isomorphisms ℓE : Z
3 → S0E
so that the quadratic forms QE : Z
3 → Z, QE(a, b, c) := nr(ℓE(a, b, c)) satisfy
QE(a, b, c) ≡ det(
(
a 2b
2c −a
)
) mod 4. For each E ∈ Y, define quadratic characters
χE1 , χ
E
2 , χ
E
3 : S
0
E/2S
0
E → {±1} by writing a given element β ∈ S0E in coordinates
β = ℓE(a, b, c) and setting χ
E
1 (β), χ
E
2 (β), χ
E
3 (β) := (−1)b+c, (−1)a+c, (−1)a+b; some
coordinate-free definitions of the χEi are recorded in §9.3. For k = 1, 2, we define
the theta function hk by the equivalent formulas
hk(16z) := κ0y
3/4
∑
E∈Y
Ψk(E)
wE
∑
β∈S0E
∑
i=1,2,3
χEi (β)q
nr(β) (16)
= κ0y
3/4
∑
E∈Y
Ψk(E)
wE
∑
a,b,c∈Z
{(−1)b+c + (−1)a+c + (−1)a+b}qQE(a,b,c)
= κ0y
3/4
∑
D>0
µD(Ψk)q
D
where in the final expression, µD is the measure on Y given by
µD(E) := w
−1
E
∑
β∈S0E:nr(β)=D
∑
i=1,2,3
χEi (β)
= w−1E
∑
(a,b,c)∈Z3:QE(a,b,c)=D
{(−1)b+c + (−1)a+c + (−1)a+b}.
We record for future reference an equivalent definition of the hk. Let E ∈ Y
correspond to the identity coset, so that RE = R and SE = S := Z + 2R. We
thereby obtain characters χi := χ
E
i : S
0 → {±1}. They extend by continuity to
S02 and then extend by zero to elements χi of the Schwartz–Bruhat space S(B02).
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Define φ′′ ∈ S(B02) by
φ′′(β) := 2−3κ0
∑
i=1,2,3
χi(4β). (17)
Define the theta kernel θ′′ : H×X→ C by
θ′′(z, g) := y3/4
∑
β∈R[1/2]0
φ′′(g−1βg)qnr(β).
It is modular of weight 3/2 in the first variable. Recalling our measure normaliza-
tions (§2.4), we find easily that
hk(z) =
∫
g∈X
Ψk(g)θ
′′(z, g).
We refer to [23, §12] for a lucid discussion of the basic properties of some theta
functions defined by analogy to the hk but using the simpler measures µ
0
D(E) :=
w−1E #{β ∈ S0E : nr(β) = D} instead of the µD.
4. Comparison with arithmetic variance
Luo–Rudnick–Sarnak [40] determined the limiting variance of the family of mea-
sures on SL2(Z)\ SL2(R) defined by closed geodesics ordered by discriminant. They
termed this the arithmetic variance (see also [39, 37]). It turns out to be remarkably
close to the limiting quantum variance of microlocal lifts (see [61, Remark 2]).
The analogue in our setting concerns representation numbers of ternary quadratic
forms. Recall the definition of the constant κ0 from §2.8, that of the 2 × 2 matrix
V∞ from Theorem 1, and that of the measures µD from §4.
Theorem 2 (Arithmetic variance). For k, l ∈ {1, 2},
lim
x→∞
1
x
∑
0<D<x
µD(Ψk)
D1/4
µD(Ψl)
D1/4
=
2
κ20(4π)
−3/2Γ(3/2)
V kl∞ .
Despite the superficial similarity that both involve limits of quadratic sums of
measures on Y, Theorem 2 is much simpler than Theorem 1: it follows as in
[40, 39, 37] from the Rankin–Selberg method applied to hk followed by a Tauberian
argument and the inner product calculation
〈hk, hl〉 = 2V kl∞ (18)
to be discussed shortly. The factor (4π)−3/2Γ(3/2) arises as
∫∞
y=0
|y3/4e−2πy|2 dyy .
The “coincidence” that the same limiting matrix V∞ appears in Theorems 1 and
2 may be understood as an instance of the correspondence principle (compare with
[40, §1.4.6]).
5. Reduction of the proof of the main result
We now reduce the proof of Theorem 1 to that of some independent assertions
whose proofs may be studied in any order. Retain the notation and conventions of
§4, particularly the definition (16) of hk. Define the following Jacobi theta function,
which is modular of weight 1/2:
θ(z) := y1/4
∑
m∈Z:gcd(m,2)=1
qm
2
.
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5.1. The reduction. To prove Theorem 1, it suffices to show more precisely for
k, l ∈ {1, 2} and large enough N that
2NV klN =
∫
Γ′\H
θ(z)hk(2
2Nz)θ(z)hl(22Nz) dν(z) (19)
=
∫
Γ′\H
|θ|2(z)hkhl(22Nz) dν(z) (20)
=
∫
Γ′\H
|θ|2 dν
∫
Γ′\H
hkhl dν +O(N2
−N ) (21)
= V kl∞ +O(N2
−N ) (22)
where Γ′ denotes a sufficiently small congruence subgroup of SL2(Z). (Recall from
§2.6 that dν(z) = dνΓ′(z) is always a probability measure.) The above steps encap-
sulate the heart of our method. The novelty lies primarily in the algebraic input
(19), the analytic input (21), and the overall framework of the argument.
5.2. Inner products of theta lifts. We first discuss the easy steps of §5.1, or
more precisely, those that follow readily from extensive machinery developed by
others. The second step (20) is trivial. The fourth step (22) holds in the more
precise form
‖θ‖2〈hk, hl〉 = V kl∞ . (23)
The identities (18) and (23) are equivalent because ‖θ‖2 = 1/2 (see §10.11, (37)).
The proof of (23) divides according to whether k = l or not. If k 6= l, so that
V kl∞ := 0, the strong multiplicity one theorem on Y furnishes an odd prime p for
which λΨk(p) 6= λΨl(p).12 The local data defining the lift Ψk 7→ hk is unramified
at p, which is known by Eichler’s commutation relations13 to imply that hk is
an eigenfunction of Shimura’s Tp2 Hecke operator with eigenvalue proportional to
λΨk(p). Since Tp2 is self-adjoint for the Petersson inner product, the vanishing
〈hk, hl〉 = 0 follows. This argument parallels the verification in [43, 73, 61] of
symmetry properties of the limiting bilinear form arising from the off-diagonal
Kuznetsov terms. Both arguments require a sort of “fundamental lemma,” given
here by the unramified case of the local theta correspondence.
The k = l case of (23) specializes an inner product formula whose paradigm was
introduced by Rallis [59]. It is now known in great generality thanks to the work
of several authors (see [19, 20] and references). See §12 for further discussion.
5.3. The algebraic input. We turn to the more difficult steps of §5.1. The iden-
tity (19), to be proved in §7, may be understood roughly as the synthesis of
(1) the Parseval formula on Γ′\H;
(2) an explicit seesaw identity proved using a weighted pretrace formula;
(3) the local computation of the pushforward of a theta kernel, proved here
using geometric arguments involving the Bruhat–Tits tree.
12SAGE confirms that one may take p = 3.
13see for instance [23, Prop 12.10]
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5.4. The analytic input. The estimate (21) should be compared with a standard
consequence of the spectral theorem: for square-integrable automorphic functions
f1, f2,∫
Γ′\H
f1(z)f2(2
2Nz) dν(z) =
∫
Γ′\H
f1 dν
∫
Γ′\H
f2 dν +O(N2
−(1−2ϑ)N‖f1‖‖f2‖)
(24)
with ϑ ∈ [0, 7/64] the best known bound for the Hecke eigenvalues of Maass cusp
forms (and unitary Eisenstein series) at the prime 2. The hypotheses of (24) do
not apply to the setup of (21) because |θ|2 /∈ L2. This problem is addressed by a
regularized spectral decomposition of |θ|2 which gives the stronger estimate (21) –
like (24) but with “ϑ := 0” – by showing that |θ|2 is orthogonal to every cusp form.
See §10 and [50].
6. Further remarks
6.1. The proof by [40, 61] that the arithmetic and quantum variance on the mod-
ular curve SL2(Z)\ SL2(R) are related reduces to an explicit evaluation of each
obtained by very different means; see [61, Remark 2]. By contrast, the first three
steps of §5.1 provide a direct mechanism linking their analogues here.
6.2. Weights like the ιϕ (see §2.8) arose in the works of Luo–Sarnak–Zhao from
an application of the Petersson/Kuznetsov formulas. We do not use such formulas
here. The weights arise in the proofs of those formulas for the same reason they
arise in our treatment; see §7. The weights ιϕ could be removed in our treatment
by the technique of [61], but the statements and proofs of our results are simplified
by retaining them.
6.3. The spectral identity resulting from the rearrangement (20) may be un-
derstood, in the language of Reznikov [60], as arising from the strong Gelfand
configuration formed by the various diagonal embeddings of Mp2×Mp2 inside
Mp2×Mp2×Mp2×Mp2, but for one caveat: local multiplicity one fails for some
of the trilinear functionals on Mp2 that we consider (implicitly). Compare with
[45, §1.1.3].
6.4. The error bound in part (iii) of Theorem 1 may be writtenO(|FN |−1/2 log |FN |).
The analogous bounds obtained by Luo–Sarnak–Zhao (see [43, Thm 1], [73, Thm
2], [61, §4]) are O(|F|−1/4+ε), roughly half as strong in the exponent as that ob-
tained here. The present improvement seems to be a feature of the method rather
than of the specific aspect considered. The quantitative strength of our method
is of secondary importance; what matters most is that we have proven qualitative
assertions as in (7) in a non-split setting for the first time.
6.5. The error bound in part (iii) of Theorem 1 is not optimal: by taking into
account that the Ramanujan-type bound 2Nit + 2(N−2)it + · · · + 2−Nit = O(N)
for the 22N th normalized Hecke eigenvalue of the unitary Eisenstein series is rarely
sharp, one can refine N2−N down to 2−N . In particular, (8) and (9) should hold
with errors O(|FN |−1/2); see §10.19 for some details. In principle, our method
permits determination of “secondary main terms” V∞2kl for which
2NV Nkl = V
∞
kl + 2
−NV∞2kl +O(N
−12−N ),
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or perhaps even asymptotic expansions up to O(N−A2−N ) and beyond; such refine-
ments are well beyond the scope of this paper. The quantities V∞2kl should admit
numerical evaluation. We expect (but have not checked) that V∞2kl 6= 0 for all k, l;
if so, then the estimate 2NV Nkl = V
∞
kl + O(2
−N ) is best possible in that it cannot
be improved to 2NV Nkl = V
∞
kl + o(2
−N ).
6.6. It would be interesting to
(1) understand any sense in which Theorem 1 holds after passing to algebraic
parts modulo a suitable prime λ of Q (cf. [55, 56, 16]);
(2) consider (p, 23) for an odd prime p instead of (2, 23);
(3) shrink the family FN as in [42], perhaps using [49, Thms 17 and 33];
(4) implement the refinements suggested in §6.5, §10.19.
7. Proof of the algebraic input
We now prove (19). Our argument is inspired by those of Eichler [15] and Shimizu
[64] as well as Gross’s formulation [23, (12.13)] of Eichler’s trace formula.
7.1. Weighted pretrace formula. A convolution kernel f ∈ C∞c (G) acts on
an automorphic form ϕ ∈ A(X) by the regular representation ρreg(f)ϕ(x) :=∫
g∈G ϕ(xg)f(g) =
∫
y∈X ϕ(y)kf (x, y) with kernel kf having the geometric and spec-
tral expansions∑
γ∈Γ
f(x−1γy) = kf (x, y) =
∑
ϕ∈B(A(X))
ϕ(x)(ρreg(f)ϕ)(y).
For nonnegative integers N1, N2, denote by e−N1..N2 the multiple of the character-
istic function of K−N1..N2 for which
∫
G
e−N1..N2 = 1. Thus ρreg(e−N1..N2) defines
the orthogonal projection onto A(X)K−N1..N2 . Set
f := e−N..N − e−N+1..N − e−N..N−1 + e−N+1..N−1 ∈ C∞c (G).
It was shown in [48] that for N > 2, ρreg(f) defines the orthogonal projection onto
the span of the orthonormal set FN defined in §2.5. Thus∑
ϕ∈FN
ϕ(x)ϕ(y) =
∑
γ∈Γ
f(x−1γy).
For an odd natural number n, we apply the Hecke operator Tn to both sides and
restrict to x = y =: g, giving∑
ϕ∈FN
√
nλϕ(n)|ϕ|2(g) =
∑
γ∈Mn
f(g−1γg).
We fix k ∈ {1, 2} and integrate against Ψk to obtain14∑
ϕ∈FN
√
nλϕ(n)µϕ(Ψk) =
∫
g∈X
Ψk(g)
∑
γ∈Mn
f(g−1γg). (25)
14The works [69, 31, 2, 3] also consider such weighted trace fromulas.
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7.2. Introduction of theta functions. The discussion thus far has been general:
it applies with inessential modification to any compact quotient Γ\G involving
any group G. Recalling now that Γ\G arose from the multiplicative structure
on a quaternion algebra B, we prepare to exploit the additive structure of B. Set
B2 := B⊗QQ2 ∼=M2(Q2). Denote by S(B2) the Schwartz–Bruhat space, consisting
of locally constant compactly supported functions. Define φ ∈ S(B2) as follows: For
nonnegative integers N1, N2, denote by e
′
−N1..N2
the multiple of the characteristic
function of the Z2-order (
Z2 2
N1Z2
2N2Z2 Z2
)
for which e′−N1..N2 |nr−1(Z×2 ) = e−N1..N2 . Thus, e.g., e
′
0..0(1) = 1/2, e
′
−N..N(1) =
3 · 22N−2. Set
φ := e′−N..N − e′−N+1..N − e′−N..N−1 + e′−N+1..N−1 ∈ S(B2).
Thus φ is to orders as f is to their unit groups.15 Observe that nr(supp(f)) ⊆ Z×2
and that nZ[1/2]× ∩ Z×2 = {n}. Thus if γ ∈ Mn satisfies f(g−1γg) 6= 0, then
nr(γ) = n. Moreover, f(g−1γg) = φ(g−1γg). Therefore∑
γ∈Mn
f(g−1γg) =
∑
α∈R[1/2]∩nr−1(n)
φ(g−1αg). (26)
Summing (25), (26) over odd natural numbers n gives for z ∈ H, q := e2πiz with16
Θ(φ, z, g, g) := y
∑
α∈R[1/2]
φ(g−1αg)1
Z
×
2
(nr(α))qnr(α)
and Φϕ as in §2.7 that∑
ϕ∈FN
µϕ(Ψk)Φϕ(z) =
∫
g∈X
Ψk(g)Θ(φ, z, g, g). (27)
7.3. Pushforward of a theta kernel. The function Ψk is right K-invariant, so
the RHS of (27) is unchanged by replacing φ with its average φK ∈ S(B2) defined
by
φK(b) :=
1
vol(K)
∫
s∈K
φ(s−1bs).
Proposition 3. Let φ′′ be as in §3. For m ∈ Q2 and β ∈ B02 , one has φK(m+β) =
κ−10 2
2N−11Z2(m)φ
′′(2−Nβ).
The proof of Proposition 3 is a local computation of what might be called “par-
tial orbital integrals.” We postpone it to §8. We see now using the orthogonal
decomposition R[1/2] = Z[1/2]⊕R[1/2]0 that (cf. §3, §5)
Θ(φK , z, g, g) = cNθ(z)θ
′′(22Nz, g),
with cN := κ
−1
0 2
2N−1(22N )−3/4, hence upon integrating against Ψk that∑
ϕ∈FN
µϕ(Ψk)Φϕ(z) = cNθ(z)hk(2
2Nz). (28)
15The choice φ := f would also work; the indicated choice of φ turns out to be computationally
convenient. We remark that in an adelic setting, the analogous passage at almost all unramified
places from unit groups to orders is responsible for the harmonic weights ιϕ.
16Θ defines a variant of the diagonal restriction of the Eichler/Shimizu theta kernel.
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7.4. Parseval. The multiplicity one theorem on X and the self-adjointness of the
Petersson inner product for the classical Hecke operators implies that Φϕ,Φϕ′ are
orthogonal for ϕ 6= ϕ′. Recall from §2.8 that ‖Φϕ‖2 = κ1ιϕ. For k, l ∈ {1, 2}, we
obtain
κ1
∑
ϕ∈FN
ιϕµϕ(Ψk)µϕ(Ψl) = |cN |2
∫
z∈Γ′\H
θ(z)hk(2
2Nz)θ(z)hl(22Nz) dν(z).
Dividing through by 2Nκ1 and verifying that |cN |2 = 2Nκ1, we obtain (19).
7.5. Remark. Several authors17 have established explicit seesaw identities using
strong multiplicity one and newvector theory onX to write some unknown constant
multiple of ϕ ⊗ ϕ as an explicit theta lift ∫z∈Γ′\HΦϕ(z)Θ(φ, z, ·, ·) dν(z) and then
seesaw duality to determine the constant. The approach developed above differs in
that it avoids direct analysis of the theta lift from SL2 to O(B); this was achieved by
unfolding a small part of the proof of that case of the global theta correspondence.
The present approach is far more direct for our purposes because of subtleties
arising from oldforms; moreover, it generalizes to more complicated families and to
archimedean aspects.
8. Computation of partial orbital integrals
In this section we carry out the local calculation (Proposition 3) postponed in
§7.3. The shape of this calculation (specifically the “separation” of the factors
1Z2(m) and θ
′′(2−Nβ) by the multiplicative dilation 2N ) is crucial to the success
of the method. On the other hand, it may be instructive to note that Proposition
3, and hence the contents of this section, become unnecessary if one is willing to
settle for a weaker and (much) less natural variant of Theorem 1 involving sums of
the shape ∑
π⊆A(X)
ιπ
∑
ϕ1,ϕ2∈B(πK[N ])
µϕ1(Ψk)µϕ2(Ψl), (29)
where π traverses the irreducible submodules, ιπ := L
(2)(adπ, 1) and B(πK[N ]) is
an orthonormal basis for the vectors invariant by the principal congruence subgroup
K[N ] of K consisting of those elements congruent modulo N to a scalar. One may
understand the purpose of this section as to reduce the average within π in (29) to
an individual newvector ϕ ∈ FN ∩ π.
In fact, we will give two complementary proofs of Proposition 3:
(1) In this section, we record a direct proof based on the matrix Fourier trans-
form and analysis of conjugacy classes in GL2(Z2); this first proof is com-
putationally involved, but concrete.
(2) In §9, we record a geometric proof involving the Bruhat–Tits tree; that
second proof is free of computational difficulties, but requires additional
setup.
17See for instance [8, §10], [4, p230], [67, Lemma 2], [6, §5], [54, §5.4], [55, §3.2]. See also [28,
§11] and [3] for further variants of (27), (28) proved on split quotients by different means.
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8.1. Reduction to an identity of functions on a finite matrix ring. Observe
first that the identity in Proposition 3 holds in the special casem = 1, β = 0; indeed,
both sides specialize to the same nonzero quantity 3 · 22N−4. It will thus suffice
to verify that identity up to an unspecified constant multiple; this purely technical
reduction frees us from worrying about proportionality factors in what follows.
Observe next that the identity in question is one of functions of the variable
b = m + β ∈ B2 supported on b ∈ M2(Z2) and invariant under translation by
M2(2
NZ2); it is thus equivalent to an identity between functions on M2(o), where
o := Z2/2
NZ2 ∼= Z/2NZ. Expanding the definitions, we reduce to establishing the
following explicit identity of functions on M2(o):
Lemma 4. Set ̟ := 2 →֒ o and p := ̟o. For integers m < 0 < m′, let ηm..m′ :
M2(o)→ C denote the characteristic function of the subset
(
o× p−m
pm
′
o×
)
of M2(o).
Define Φ0 :M2(o)→ C by
Φ0 := η−N..N − (1/2)η−N..N−1 − (1/2)η−N+1..N + (1/4)η−N+1..N−1.
Define Φ :M2(o)→ C by
Φ(x) :=
∑
g∈GL2(o)
Φ0(g−1xg).
Let Φ′ :M2(o)→ C denote the function supported on elements of the form
t =
(
v +̟N−2x ̟N−1y
̟N−1z v −̟N−2x
)
with v ∈ o× and x, y, z ∈ o
and given on such elements by
Φ′(t) := (−1)x+y + (−1)y+z + (−1)x+z.
Then the functions Φ,Φ′ are constant multiples of one another.
8.2. Application of the Fourier transform. To prove (4), we use the Fourier
transform onM2(o). Let ζ be a primitive 2
N th root of unity. For a ∈ o, the quantity
ζa is well-defined. For f :M2(o)→ C, define its Fourier transform Ff :M2(o)→ C
by the formula Ff(x) :=∑y∈M2(o) f(y)ζ(x,y), where (x, y) := det(x+y)−det(x)−
det(y) = x11y22+x22y11−x12y21−x21y12. The Fourier transform is equivariant for
conjugation by GL2(o). It is also injective, since it satisfies an inversion formula. We
compute the Fourier transform of Φ0 by applying the inclusion-exclusion identity
(for −N 6 m 6 −1, 1 6 m′ 6 N)
ηm..m′ = 1 o p−m
pm
′
o


− 1
 p p−m
pm
′
o


− 1
 o p−m
pm
′
p


+ 1
 p p−m
pm
′
p


followed by the Fourier identity
F1
pa pb
pc pd


= 2a+b+c+d1
pN−d pN−c
pN−b pN−a


for 0 6 a, b, c, d 6 N
to see that
2−2NFΦ0 = σN,N − (1/2)σN−1,N − (1/2)σN,N−1 + (1/4)σN−1,N−1, (30)
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where σn,n′ denotes the characteristic function of S(n, n
′) :=
(
pn o×
o× pn
′
)
. By a
similar calculation, we see that
FΦ′ =?
(
1tr−1(pN ) −
1
2
1tr−1(pN−1)
)
1E
for some unimportant scalar ?, where 1tr−1(pn) denotes the characteristic function
of {x ∈M2(o) : trace(x) ∈ pn} and E := E1 ⊔E2 ⊔E3 with Ei := Xi+ pM2(o) and
X1 := ( 11 ) , X2 :=
(
1 1
−1
)
, X3 :=
(
1
1 −1
)
. Set H := {GL2(o) : g ≡ 1(p)}. Since
the Ei are conjugate under GL2(o) and E1 = S(1, 1), we reduce to verifying that∑
g∈H
FΦ0(g−1xg) =?
(
1tr−1(pN ) −
1
2
1tr−1(pN−1)
)
1S(1,1)(x) (31)
for all x ∈M2(o) and some scalar ? not depending upon x.
8.3. Summing over orbits. Consider the map κ : S(1, 1) → p × o× given by
κ(X) := (tr(X), nr(X)). By Hensel’s lemma and an (omitted) orbit-stabilizer ar-
gument, the map κ is surjective, its fibers all have the same cardinality, and each
fiber is an orbit for the conjugation action of H . It follows for −0 < n, n′ 6 N
that κ|S(n..n′) surjects onto pmin(n,n′) × o× with fibers of equal cardinality and
H acting transitively on each fiber. With the notation n0 := min(n, n
′) and
n1 := max(n, n
′), we deduce that
∑
g∈H 1gS(n,n′)g−1 is a constant multiple of the
characteristic function of S(1, 1) ∩ tr−1(pn0). Since S(n, n′) has 24N−2−n−n′ ele-
ments and S(1, 1) ∩ tr−1(pn0) has 24N−3−n0 elements, we obtain∑
g∈H
1gS(n,n′)g−1 = |H |21−n11S(1,1)∩tr−1(pn0).
Substituting this into (30), we deduce that the LHS of (31) is a constant multiple
of the value taken at x by the function(
1tr−1(pN ) −
1
2
1tr−1(pN−1) −
1
2
1tr−1(pN−1) +
2
4
1tr−1(pN−1)
)
1S(1,1)
which simplifies to the RHS of (31).
9. Fluctuations of fixed lines
The main purpose of this section is to record the geometric proof of Proposition
3 promised in §8. We also verify the mean statistics (6) used to justify interpreting
VN as a variance.
9.1. Translation to a geometric problem. Recall the notation of §2. Set S :=
Z+ 2R. Retain the notation φ from §7.2.
The function φ and its conjugates under K are supported on R2 ∼= M2(Z2),
and the order R is dense in R2, so our task reduces (for notational convenience)
to determining φK(α) for all α in R. Recall that we have fixed an embedding
R →֒ R2 ∼= M2(Z2) = End(Z22). Denote by E[2∞] the abelian group (Q2/Z2)2.
It is thus a module for R under left multiplication. It is a direct limit of the
submodules E[2N ] := (2−NZ2/Z2)
2.
Our notation reflects that R may be identified with the endomorphism ring
End(E) of a supersingular elliptic curve E in characteristic 23 (see [23, §2]) and
the groups E[2N ], E[2∞] defined above with the corresponding torsion subgroups.
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We have found this perspective helpful in forming intuition for the calculations to
follow.
For a pair of nonnegative integers N1, N2 > 0, denote by LN1,N2 the set of
ordered pairs (C1, C2) consisting of cyclic subgroups C1, C2 6 E[2
∞] of respective
orders 2N1 , 2N2 satisfying C1 ∩C2 = {0}. The group K acts transitively on LN1,N2 .
The subgroup K−N1..N2 is the stabilizer of some “standard” pair (C1, C2) ∈ LN1,N2
tailored to the standard basis. Recall from §2.4 that the Haar on G assigns volume
2 to K. It follows for α ∈ R that
1
vol(K)
∫
s∈K
e′−N1..N2(s
−1αs) = (1/2) FixN1,N2(α),
where FixN1,N2 : R→ Z>0 is given by
FixN1,N2(α) := #{(C1, C2) ∈ LN1,N2 : αC1 6 C1, αC2 6 C2}. (32)
Thus for N > 1,
φK(α) = (1/2) Fix♯N,N(α) (33)
where more generally for N1, N2 > 1,
Fix♯N1,N2 := FixN1,N2 −FixN1−1,N2 −FixN1,N2−1+FixN1−1,N2−1 .
Our task is thus equivalent to evaluating the functions Fix♯N,N :
Proposition 5. Let N > 2. Let α ∈ R with Fix♯N,N(α) 6= 0. Then α ∈ Z⊕2N−2S0.
For m ∈ Z and β ∈ S0,
Fix♯N,N(m+ 2
N−2β) = 22N−3
∑
i=1,2,3
χi(β). (34)
The proof is given below. To see how Proposition 5 implies Proposition 3, write
α = m+ β. By (33) and (34), we have φK(α) = 22N−41Z2(m)
∑
i=1,2,3 χi(2
2−Nβ).
We conclude that φK(α) = κ−10 2
2N−11Z2(m)φ
′′(2−Nβ) upon recalling the definition
(17) of φ′′.
9.2. The tree. We record a realization of the Bruhat–Tits tree T of PGL2(Q2)
(see [66], [63], [13, §1.2]) relative to a basepoint and fix some terminology.
9.2.1. The vertices of T are the cyclic subgroups L of E[2∞] = (Q2/Z2)2. Two
vertices L,L′ are connected by an edge if one contains the other with index 2. The
undirected graph T is then a 3-regular tree.
9.2.2. The trivial subgroup {0} belongs to T ; we call it the origin. For n > 0,
denote by Tn ⊂ T the set of vertices at distance n from the origin; these are the
cyclic 2n-subgroups of E[2∞]. The nearest vertex to the origin in the convex hull
of a pair of vertices L and L′ is L ∩ L′. We call two vertices L,L′ independent if
L ∩ L′ = {0}, or equivalently, if their convex hull contains the origin. The convex
hull of L and the origin consists of those L′ for which L′ 6 L. The children of a
vertex v ∈ Tn are those v′ ∈ Tn+1 neighboring it; the parent of a vertex v ∈ Tn, if
n > 0, is the vertex v′ ∈ Tn−1 neighboring it.
QUANTUM VARIANCE ON QUATERNION ALGEBRAS, I 21
9.2.3. The multiplicative monoid {α ∈ R : (nr(α), 2) = 1} acts in an evident
way ((α,L) 7→ αL) on T by isometries that fix the origin, hence stabilize each
sphere Tn. The set LN1,N2 consists of the ordered pairs of independent vertices
v1, v2 ∈ TN1 , TN2 ; for α ∈ R with (nr(α), 2) = 1, the set of such pairs fixed by α is
convex and has cardinality FixN1,N2(α).
9.2.4. More generally, the multiplicative monoid R acts (by (α,L) 7→ αL) on T ,
although not by isometries in general. Say that α ∈ R contracts a vertex L if αL
belongs to the convex hull of L and the origin, or equivalently, if αL 6 L. For
α ∈ R, the set of ordered pairs of independent vertices v1, v2 ∈ TN1 , TN2 contracted
by α is convex and has cardinality FixN1,N2(α).
9.3. Some quadratic characters. We introduce a geometric interpretation of the
characters χ1, χ2, χ3 : S
0 → {±1} defined in §3 (see §11.1 for a further Fourier-
analytic interpretation). Denote by v0 the origin in T and by v1, v2, v3 its children.
For β ∈ S0, let α ∈ S be such that (nr(α), 2) = 1 and α− β ∈ Z. Then α ≡ 1 (2),
so it fixes v1, v2, v3 and hence permutes each of their children. For i ∈ {1, 2, 3}, set
ηi(β) := 1 if α fixes the children of vi and ηi(β) := −1 if it swaps them. Define
χ′i := ηjηk where {i, j, k} = {1, 2, 3}.
Lemma 6. The triples of characters χ1, χ2, χ3 and χ
′
1, χ
′
2, χ
′
3 coincide up to a
permutation of indices.
Proof. There is a canonical conjugacy class of ring maps ρ : R → M2(Z/4), given
by the action of R on E[4], under which elements β ∈ S0 have the form
ρ(β) =
(
a 2b
2c −a
)
.
In that optic, χ1(β), χ2(β), χ3(β) := (−1)b+c, (−1)a+c, (−1)a+b. Using a basis for
Z22 compatible with ρ, we may assume after relabeling indices that v1, v2, v3 corre-
spond to the respective cyclic subgroups 12 (1, 1)
t + Z22,
1
2 (1, 0)
t + Z22,
1
2 (0, 1)
t + Z22
of E[2]. Let β ∈ S0. Set
α :=
(
1 + 2a 2b
2c 1
)
∈ S.
Then (nr(α), 2) = 1 and α − β ∈ Z. Using this choice of α, we compute directly
that η1(β), η2(β), η3(β) = (−1)a+b+c, (−1)c, (−1)b; for example, η1(β) = +1 iff α
stabilizes 14 (1, 1)
t+Z22 iff (
a+b
2 ,
c
2 )
t ∈ 14 (1, 1)t+Z22 iff a+ b+ c is even. It follows as
required that χi = χ
′
i. 
We assume henceforth that v1, v2, v3 have been ordered so that χi = χ
′
i.
9.4. Combinatorial arguments.
Lemma 7. Let N1, N2 be nonnegative integers and α ∈ R.
(i) For t ∈ Z, one has FixN1,N2(t+ α) = FixN1,N2(α).
(ii) If N1, N2 > 2, then FixN1,N2(2α) = 4FixN1−1,N2−1(α).
Proof. (i): Immediate from the definition. (ii): For N > 2, an element α ∈ R
contracts some v ∈ T N−1 if and only if 2α contracts both (equivalently, either) of
the children of v; each independent ordered pair contributing to FixN1−1,N2−1(α)
thus corresponds to 22 independent ordered pairs contributing to FixN1,N2(2α), and
vice-versa. 
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Lemma 8. Let α ∈ R with (nr(α), 2) = 1. Suppose FixN1,N2(α) 6= 0 for some
N1, N2 > 1. Then α ∈ S.
Proof. The hypotheses imply that α fixes at least one pair of independent vertices
not equal to the origin, hence fixes their convex hull, hence fixes some pair of
children of the origin, hence fixes all three children, i.e., acts trivially on E[2], and
so is congruent to a scalar modulo 2, as required. 
Lemma 9. Let α ∈ R. Suppose Fix♯N1,N2(α) 6= 0 for some N2, N2 > 2. Then
α ∈ S.
Proof. If (nr(α), 2) = 1, then the conclusion follows from Lemma 8, so suppose
nr(α) ≡ 0 (mod 2). If α ∈ 2R, the conclusion is clear. It remains to show for α
having rank 1 reduction mod 2 that Fix♯N1,N2(α) = 0. The set V of vertices v ∈ T
contracted by α then contains the origin, is convex, and contains at least one and
at most two children of the origin, for else the mod 2 reduction of α would be
either invertible or a scalar. If V contains exactly one child of the origin, then it
contains no pair of independent vertices in the complement of the origin, and so
FixN ′1,N ′2(α) = 0 for all N
′
1, N
′
2 > 1.
It remains to consider the case that V contains exactly two children of the origin,
say v1, v2. The matrix of α on E[2] with respect to generators of v1, v2 is then
diagonal, degenerate, and nonzero. Therefore tr(α) ≡ 1 (2); since nr(α) ≡ 0 (2),
we deduce that tr(α)2 − 4 nr(α) is congruent to 1 mod 8 and so is a square in Z×2 .
It follows that α acts on E[2N ] for each N > 1 by a diagonal matrix with distinct
entries, and so for each vertex v ∈ V other than the origin, V contains exactly
one of the children of v. There are thus two infinite non-backtracking one-sided
paths Z1, Z2, starting from the origin of T and containing distinct children of the
origin, so that V = Z1 ∪ Z2. Thus FixN ′1,N ′2(α) = 2 for all N ′1, N ′2 > 1. The claim
Fix♯N1,N2(α) = 0 for N1, N2 > 2 follows by inclusion-exclusion. 
Proof of Proposition 5. Suppose first that N = 2. By Lemma 9, one has α ∈ S =
Z ⊕ S0, thus α = m + β for some m ∈ Z, β ∈ S0. By Lemma 7 (i), we reduce
(adjusting m as necessary) to the terminologically simpler case in which nr(α) is
odd. We compute separately each term in Fix♯2,2(α):
• Since α is a scalar mod 2, it fixes all children v1, v2, v3 of the origin v0, so
Fix1,1(α) = 6 is the number of distinct ordered pairs of such.
• α fixes either child of vi iff ηi(β) = 1, in which case it fixes both children
and also both of vj , vk, so Fix2,1(α) = Fix1,2(α) = 2
∑
i=1,2,3(1 + ηi(β)).
• For a distinct ordered pair i, j ∈ {1, 2, 3}, α fixes a child of each of vi and
vj iff ηi(β) = ηj(β) = 1, in which case it fixes all 4 such pairs of children,
hence Fix2,2(α) = 2
∑
{i,j}⊆{1,2,3}(1+ηi(β))(1+ηj(β)), with the sum taken
over unordered pairs.
Thus
Fix♯2,2(α) = 2
∑
{i,j}⊆{1,2,3}
(1 + ηi(β))(1 + ηj(β))− 4
∑
i∈{1,2,3}
(1 + ηi(β)) + 6.
Simplifying, we obtain Fix♯2,2(α) = 2
∑
i=1,2,3 χi(β), as required.
Suppose now that N > 3 and that the conclusion holds for smaller values of
N . By Lemma 9, α ∈ S = Z + 2R, and so there is t ∈ Z and γ ∈ R for which
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α − t = 2γ. By Lemma 7, we have Fix♯N,N(α) = Fix♯N,N(2γ) = 4Fix♯N−1,N−1(γ),
and so the conclusion follows inductively. 
9.5. The mean statistics. The following result was promised in §1 (see (6)) to
justify interpretating VN as a variance. We do not use it otherwise.
Proposition 10. Let N > 2. Then
(i) |FN | = (1 + 2−1)(1− 2−1)222N 23−112 .
(ii) |FN |−1
∑
ϕ∈FN
µϕ = µ.
The proof requires a lemma similar to the torsion-freeness of Γ0(4)/{±1}:
Lemma 11. Let N1, N2 > 0 with N1 +N2 > 2. Let α ∈ R with nr(α) = 1. Then
FixN1,N2(α) = 1α=±1|LN1,N2 |.
Proof. If α = ±1, then it fixes every subgroup. Assume otherwise. Then α is a
non-scalar unit in a definite quaternionic order, so nr(α) = 1 and tr(α) ∈ {−1, 0, 1}.
Suppose FixN1,N2(α) 6= 0, so that αC1 = C1, αC2 = C2 for some (C1, C2) ∈ LN1,N2 .
Consider the matrix
(
a b
c d
) ∈ GL2(Z/4Z) of α on E[4] with respect to a basis v1, v2
for which Zvi > Ci∩E[4]. From N1+N2 > 2 we obtain bc ≡ 0 (mod 4), hence from
nr(α) = 1 that ad ≡ 1 (mod 4) and so tr(α) ≡ a + d ≡ 2 (mod 4), contradicting
that tr(α) ∈ {−1, 0, 1}. 
We now deduce Proposition 10. Let Ψ : Y → R. Let gE ∈ G represent E ∈ Y.
Recall from §2.4 that ∫
X
Ψ =
∑
E∈Y
Ψ(E)
wE
. By the n = 1 case of (26) and (25)
applied to Ψ rather than Ψk, we have
∑
FN
µϕ(Ψ) =
∫
X
Ψ(g)
∑
Γ f(g
−1γg) =∑
E∈Y
Ψ(E)
wE
∑
Γ φ
K(g−1E γgE). If gE = 1, then (33) and Lemma 11 give
∑
Γ φ
K(γ) =
(1/2)
∑
α∈R:nr(α)=1 Fix
♯
N,N(α) = |LN,N | − |LN−1,N | − |LN,N−1| + |LN−1,N−1| =
22N(1 + 2−1)(1 − 2−1)2. By the proof of Lemma 11 applied to RE := R[1/2] ∩
gER2g
−1
E rather than R, we obtain the same formula for
∑
Γ φ
K(g−1E γgE). Since
the µϕ are probability measures, we deduce (ii). By taking Ψ = 1 and applying
Eichler’s mass formula
∑
E∈Y 1/wE =
23−1
12 [23], we obtain (i).
18
10. Proof of the analytic input
10.1. Overview. We now prove (21). Recall from §5 the definition of θ. Recall
that |θ|2 /∈ L2. Fix a modular form Φ on some congruence quotient satisfying
Φ(z)≪ height(z)1/2−δ for some δ > 0. (35)
Let N →∞ be a positive integral parameter. We aim to show that the translates
t(2−N)Φ(z) := Φ(22Nz) satisfy
〈|θ|2, t(2−N)Φ〉 = 〈|θ|2, 1〉〈1,Φ〉+OΦ(N2−N ). (36)
This gives (21) because hk, hl are fixed and cuspidal. The contents of this section
have been developed much more generally in our preprint [50]; we retain this section
for completeness, noting that we require here only a very special case of the general
results of [50]. The reader might profitably consult [50, §3] for a toy version of the
argument to follow.
18One could alternatively apply the Eichler lift and cite known dimension formulas for the
space of newforms on Γ0(22N · 23) [44].
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10.1.1. Remark. The families FN considered in this article consist of automorphic
forms with trivial central character. If one instead considers families of forms with
central character χ =
∏
χv : A
×/Q× → C(1) satisfying χv(−1) = −1 for at least
one place v, then it turns out that a cuspidal elementary theta function takes the
place of θ in our argument. The analogue of (36) then follows (most directly with
the weaker error O(N2−(1−2ϑ)N )) from the standard L2-based estimate (24) and
the considerations of this section become unnecessary.
10.2. Since |θ|2 lives on Γ0(8), we reduce formally (for mild technical convenience)
to the case that Φ belongs to the space
A(2∞) := lim−→
n→∞
{ smooth Φ : Γ(2n)\H→ C} .
We equip A(2∞) with the normalized Petersson inner product 〈, 〉 as in §2.6. We
consider the pairing 〈Φ1,Φ2〉 to be defined whenever |Φ1Φ2| is integrable.
10.3. Change of polarization and Poisson summation. We begin by devel-
oping a regularized spectral decomposition of the function |θ|2 /∈ L2. The transfor-
mations that follow amount to regarding |θ|2 as the restriction to the first factor of
a theta kernel on SL2×O2 and decomposing the latter with respect to the action
of the second factor O2. By definition,
|θ|2(z) = y1/2
∑
m,n∈Z:
gcd(m,2)=gcd(n,2)=1
e((m2 − n2)z) exp(−2π(m2 + n2)y).
We change variables m,n := (µ+ ν)/2, (µ− ν)/2 and apply Poisson summation to
ν. To keep track of the 2-adic summation conditions and weights that intervene,
it will be technically convenient to introduce some 2-adic analysis. Thus, define
the Schwartz–Bruhat function φ ∈ S(Q22) by φ(m,n) := 1Z×2 (m)1Z×2 (n), denote by
ψ : Q2 → C(1) the standard character for which e(x)ψ(x) = 1 for x ∈ Z[1/2], and
introduce the partial Fourier transform Fφ ∈ S(Q22) by
Fφ(y1, y2) :=
∫
t∈Q2
φ
(
y1 + t
2
,
y1 − t
2
)
ψ(y2t) dt
where dt assigns unit volume to Z2. By Poisson summation for Z[1/2] →֒ R×Q2,
|θ|2(z) = y1/2
∑
m,n∈Z[1/2]
φ(m,n)e((m2 − n2)x) exp(−2π(m2 + n2)y)
= y1/2
∑
µ,ν∈Z[1/2]
φ
(
µ+ ν
2
,
µ− ν
2
)
e(µνx) exp(−π(µ2 + ν2)y)
=
∑
µ,ν∈Z[1/2]
Fφ(µ, ν) exp(−π((µx+ ν)2/y + µ2y))
=
∑
µ,ν∈Z[1/2]
Fφ(µ, ν) exp(−π|µz + ν|2/y).
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10.4. Some notation. Introduce the general notation
n(b) :=
(
1 b
1
)
, t(a) :=
(
a
a−1
)
, e2 := (0, 1).
Denote by N2, T2, B2 the subgroups of SL2(Q2) consisting of elements of the respec-
tive forms n(∗), t(∗), n(∗)t(∗). Denote by Γ˜∞ < SL2(Z[1/2]) and Γ∞ < SL2(Z) the
intersections with the upper-triangular Borel subgroups; the corresponding quo-
tients are P1(Z[1/2]) ∼= P1(Z).
10.5. Folding up, Mellin expansion. Each (µ, ν) ∈ Z[1/2]×−{(0, 0)} is uniquely
of the form λe2g for some g ∈ Γ˜∞\ SL2(Z[1/2]) and λ ∈ Z[1/2]− {0}. Since then
|µz + ν|2/y = λ2/Im(gz), we obtain
|θ|2(z) = Fφ(0, 0) +
∑
γ∈Γ˜∞\ SL2(Z[1/2])
F (γz, γ)
where F : H× SL2(Q2)→ C is given by
F (z, g) :=
∑
λ∈Z[1/2]−{0}
exp(−πλ2/Im(z))Fφ(λe2g).
The second term is an incomplete Eisenstein series which we now study by Mellin
expansion. For fixed z ∈ H and g ∈ SL2(Q2), the function of the variable a =
(a∞, a2) ∈ R× × Q×2 given by a 7→ F (a2∞z, t(a2)g) is left-invariant by the diagonal
embedding of Z[1/2]×, right-invariant by {±1} →֒ R×+, decays rapidly as |a| :=
|a∞|∞|a2|2 tends to zero, and is O(|a|O(1)) as |a| → ∞. It thus admits a Mellin
expansion indexed by
X :=
{
χ = (χ∞, χ2) ∈ Hom(R× ×Q×2 ,C×)
 χ|Z[1/2]× = 1,χ∞(−1) = 1
}
and given for large enough c > 2 by F (z, g) =
∫
χ∈X:Re(χ)=c Fχ(z, g) dχ with
Fχ(z, g) :=
∫
a∈Z[1/2]×\(R××Q×2 )
χ−1(a)F (a2∞z, t(a2)g) d
×a.
Here we normalize measures by taking on Z[1/2]×\(R× × Q×2 ) the quotient of the
product of the standard Haar measures on R× and Q×2 assigning unit volume to
(1, e) and Z×2 , respectively, and on each {χ ∈ X : Re(χ) = c} the dual measure
dχ. Concretely, X identifies with the set of pairs χ ↔ (sχ, ωχ), where sχ ∈ C
and ωχ : Z
×
2 → C(1) is a character satisfying ωχ(−1) = 1. This identification is
determined by requiring that χ∞(y) = |y|sχ for y ∈ R× and χ2(2nu) = 2−nsχωχ(u)
for n ∈ Z and u ∈ Z×2 . The real part, analytic conductor and dual measure
are given in these coordinates by Re(χ) = Re(sχ), C(χ) = (1 + |sχ|)C(ωχ) and
dχ =
dsχ
2πi dωχ, where dωχ denotes counting measure. We remark that only those χ
with C(ωχ) 6 2
4 (say) are required in our argument.
10.6. L-functions. For χ ∈ X, write χp(p) := χ∞(p)−1χ2(p)−1 for p > 2 and
define
Λ(χ, s) := L(χ∞, s)L(χ2, s)
∏
p>2
(1− χp(p)p−s)−1
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for Re(s) large enough and in general by meromorphic continuation. Thus Λ(χ, s)
is the completed L-function obtained by regarding χ as a Hecke character unram-
ified outside {∞, 2}. For orientation, we record that the element |.|s ∈ X with
components (|.|s∞, |.|s2) has Λ(|.|s, 0) = ξ(s) = π−s/2Γ(s/2)ζ(s).
10.7. Unfolding. We now explicate Fχ further by opening the sum defining F .
The positive odd integers give representatives for the Z[1/2]×-orbits on Z[1/2]−{0},
so Fχ(z, g) unfolds to∑
λ>1:
gcd(λ,2)=1
χ−1(λ)
∫
a∈R××Q×2
χ−1(a) exp
( −π
Im(z)a2∞
)
Fφ(a−12 e2g) d×a.
By evaluating the Dirichlet series and local Tate integrals, we obtain Fχ(z, g) =
Λ(χ, 0)fχ(z, g) with
fχ(z, g) :=
χ∞(Im(z)
1/2)
L(χ2, 0)
∫
a∈Q×2
χ2(a)Fφ(ae2g) d×a.
There exists an open subgroup U 6 SL2(Z2), independent of everything, so that
fχ(z, gu) = fχ(z, g) for all u ∈ U . By the theory of local Tate integrals or direct
evaluation, one has ‖fχ‖ ≪ 1 for all χ ∈ X with −10c 6 Re(χ) 6 10c, say.
10.8. Induced representations, Eisenstein series. The function fχ belongs to
the space
I(χ) :=
f : H× SL2(Q2)→ C

f(z, n(b)t(a)g) = χ(Im(z)1/2, a)f(i, g)
for z, a, b, g ∈ H,Q×2 ,Q2, SL2(Q2),
f is smooth

which arises naturally as the SO(2)-fixed subspace of the representation of SL2(R×
Q2) induced by χ (without normalization). The space I(χ) is stable for the Lapla-
cian, which acts by the scalar 12sχ(
1
2sχ−1), and under right translation by SL2(Q2).
Denote by Eis : I(χ)→ A(2∞) the standard intertwiner given by
Eis(f)(z) :=
∑
γ∈Γ˜∞\ SL2(Z[1/2])
f(γz, γ) =
∑
γ∈Γ∞\ SL2(Z)
f(γz, γ)
for Re(χ) > 2 and in general by meromorphic continuation along flat sections. This
assignment is equivariant for ∆ and SL2(Q2); the latter acts on A(2∞) by gΦ(z) :=
Φ(α−1z) for α ∈ SL2(Z[1/2]) taken 2-adically close enough to g ∈ SL2(Q2). Set
Eis∗(f) := Λ(χ, 0)Eis(f); it is defined for all χ 6= |.|2 with Re(χ) > 1, noting that
the pole of Λ(χ, 0) at χ = |.|1 cancels the simple zero of Eis at that parameter.
Then
|θ|2(z) = Fφ(0, 0) +
∫
χ∈X:Re(χ)=c
Eis∗(fχ)(z) dχ.
10.9. Example. Suppose χ = |.|s and f0χ ∈ I(χ) is defined by requiring that
f0χ(i, k) = 1 for all k ∈ SL2(Z2). Then Eis(f0χ)(z) = Es/2(z) and Eis∗(f0χ)(z) =
ξ(s)Es/2(z) with Es(z) = y
s + · · · as in §1.
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10.10. Measures. Equip N2, T2 with the measures transported by the isomor-
phisms n : Q2 ∼= N2, t : Q×2 ∼= T2, B2 with the left Haar compatible with
B2/N2 ∼= T2 and the chosen measures on N2, T2, and SL2(Q2) with the Haar induc-
ing a quotient Haar for which N2\ SL2(Q2) ∋ g 7→ e2g ∈ Q22 is measure-preserving.
Equip B2\ SL2(Q2) with the quotient Haar.
10.11. Contour shift. We now shift to Xu := {χ ∈ X : Re(χ) = 1},19 passing a
pole at χ = |.|2 of residue ∫
g∈N2\ SL2(Q2)
Fφ(e2, g) =
∫
Q22
Fφ; see §10.12 below for de-
tails. Because the function 1
Z
×
2
is even, we see by Fourier inversion that Fφ(0, 0) =∫
Q22
Fφ = (1/2) ∫
x∈Q2
φ(x, x) = 1/4. Thus |θ|2(z) = 1/2 + ∫
χ∈Xu
Eis∗(fχ)(z) dχ.
We integrate both sides against the constant function 1 and the function Φ from
§10.1, using standard growth estimates on Eisenstein series (see §10.13 below) and
the boundedness of fχ (see §10.7) and the rapid decay of Λ(χ, 0) for bounded C(ωχ)
to justify changing the order of integration. We obtain
‖θ‖2 = 1/2 (37)
and
|θ|2(z) = 〈|θ|2, 1〉+
∫
χ∈Xu
Eis∗(fχ)(z) dχ (38)
and
〈|θ|2, t(2−N )Φ〉 = 〈|θ|2, 1〉〈1,Φ〉+
∫
χ∈Xu
〈Eis∗(fχ), t(2−N)Φ〉 dχ. (39)
To complete the proof of (36) it suffices now to show for A = 1.01, so that∫
Xu
C(χ)−A dχ <∞, that
〈Eis∗(fχ), t(2−N)Φ〉 ≪Φ N2−NC(χ)−A. (40)
This follows from standard growth and matrix coefficients bounds; see §10.18 for
details.
10.12. Residues. When χ = |.|2, so that each f ∈ I(χ) transforms on the left
under the modulus character of B2, the representation I(χ) is reducible: there is an
SL2(Q2)-invariant map R : I(χ)→ C given by R(f) := ζ2(2)
∫
g∈B2\ SL2(Q2)
f(i, g),
which we have normalized so that R(f0χ) = 1 for f0χ as in §10.9. Let fχ ∈ I(χ)
vary in a bounded holomorphic family in the strip 2− ε < Re(χ) < 2 + ε, with fχ
invariant by some open U 6 SL2(Q2) independent of χ; these assumptions hold in
the context of §10.7–§10.11. Then Eis(fχ) is holomorphic away from a simple pole
at χ = |.|2 with residue described by∫
χ∈X:Re(χ)=2+ε
Eis∗(fχ) dχ−
∫
χ∈X:Re(χ)=2−ε
Eis∗(fχ) dχ = R(f|.|2). (41)
For example, for fχ = f
0
χ, this says that
ress→2 ξ(s)Es/2(z) = ress→1 2ξ(2s)Es(z) = 1,
as is well-known. The general case follows either by noting that both sides of (41)
may be interpreted as defining elements of the one-dimensional space of equivariant
functionals I(|.|2)→ C or by applying the general treatment of [21] to SL2 instead
of PGL2.
19The unitary axis is at 1 rather than 1/2 because we are working with SL2 rather than PGL2
Eisenstein series, the former being more natural for our purposes.
QUANTUM VARIANCE ON QUATERNION ALGEBRAS, I 28
10.13. Growth bounds. Define height : H→ C by height(z) := supγ∈SL2(Z) Im(γz).
It descends to height : Γ(2n)\H→ C. Let U be an open subgroup of SL2(Q2). Let
χ ∈ X with Re(χ) > 1 and Re(χ)≪ 1. Let f ∈ I(χ) be U -invariant. Then
Eis∗(f)(z)≪U,A C(χ)−A height(z)Re(χ)/2 log(3 + height(z))‖f‖. (42)
Proof. We may assume f 6= 0. Then the U -invariance of f implies C(χ2) ≪U
1, hence that Λ(χ, 0) ≪A C(χ)−A, so it suffices to show that Eis∗(f)(z) ≪U
C(χ)O(1) height(z)Re(χ)/2 log(3+height(z))‖f‖. For this, we estimate Fourier coef-
ficients on a Siegel domain as in [45, (4.12)] and [45, (3.23)]. 
10.14. Projections. For χ ∈ Xu, the norm
I(χ) ∋ f 7→ ‖f‖2 :=
∫
g∈B2\ SL2(Q2)
|f(i, g)|2
is SL2(Q2)-invariant. By duality, for Φ ∈ A(2∞) satisfying (35) there is a unique
Φχ ∈ I(χ) so that 〈Eis(f),Φ〉 = 〈f,Φχ〉 (the first inner product taken in A(2∞),
the second in I(χ)). The maps Φ 7→ Φχ are linear and equivariant for ∆ and
SL2(Q2).
10.15. Plancherel theorem. We record for the sake of orientation that if Φ is
square-integrable, then ‖Φ‖2 = ‖Φdisc‖2 + (1/2)
∫
Xu
‖Φχ‖2 dχ, where Φdisc is the
orthogonal projection onto the discrete part of A(2∞) spanned by constants and
cusp forms.
10.16. Bounds for projections. For Φ ∈ A(2∞) satisfying (35) and A > 0, we
claim that Λ(χ, 0)‖Φχ‖ ≪Φ,A C(χ)−A for all χ ∈ Xu. To see this, let U be an
open subgroup of SL2(Q2) that fixes Φ. Then f := Φχ ∈ I(χ) is U -invariant. By
estimating the integral of |Eis∗(f)(z)Φ(z)| over a Siegel domain using §10.13, it
follows that
Λ(χ, 0)〈f,Φχ〉 = 〈Eis∗(f),Φ〉 ≪Φ,A C(χ)−A‖f‖.
Cancelling common factors of ‖Φχ‖ (if nonzero) from 〈f,Φχ〉 = ‖Φχ‖2 and ‖f‖ =
‖Φχ‖, we conclude.
10.17. Bounds for matrix coefficients. Let χ ∈ Xu, let U be an open subgroup
of SL2(Z2), let f1, f2 ∈ I(χ) be U -invariant, and let n ∈ Z. By explicating [12], we
obtain20
|〈f1, t(2n)f2〉| 6 [SL2(Z2) : U ](2|n|+ 1)2−|n|‖f1‖‖f2‖.
10.18. Completion. We deduce the remaining estimate (40) from §10.17 and §10.16:
〈Eis∗(fχ), t(2−N )Φ〉 = Λ(χ, 0)〈fχ, t(2−N )Φχ〉
≪Φ N2−N‖fχ‖Λ(χ, 0)‖Φχ‖
≪Φ,A N2−NC(χ)−A.
20This estimate may be understood as a general form of the well-known Ramanujan–type
bound for the 22nth Hecke eigenvalues of unitary Eisenstein series on SL2(Z).
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10.19. Refinements. We discuss heuristically some possible refinements of the
above analysis (cf. §6.5), leaving an actual implementation to the interested reader.
Recall that (fχ)χ and Φ are independent of N and U -invariant for some fixed
open U 6 SL2(Z2). This subgroup U is not the full maximal compact subgroup
SL2(Z2), but let us pretend for the sake of illustration that it were. Then fχ
and Φχ “are” spherical vectors. For χ ∈ Xu, it follows that fχ = 0 unless χ =
|.|1+2it for some t ∈ R, in which case we may write 〈Eis∗(fχ),Φχ〉 =: H(t) for
some Schwartz function H : R → C. By the Macdonald formula for the spherical
matrix coefficients of I(χ), the inner product 〈Eis(fχ), t(2−N )Φ〉 may be written
2−NH(t)(2Nit+2(N−2)it+ · · ·+2−Nit) plus a similar term involving N − 2 in place
of N . Thus 〈|θ|2, t(2−N )Φ〉 − 〈|θ|2, 1〉〈1,Φ〉 is morally
2−N
∫
t∈R
H(t)(2Nit + 2(N−2)it + · · ·+ 2−Nit) dt = 2−N
∑
−N6n6N :
n≡N(2)
Hˆ(n)
for the normalized Fourier transform Hˆ(ξ) :=
∫
t∈R
H(t)2iξt dt. Since Hˆ decays
rapidly, the error is thus O(2−N ). Similar arguments should apply non-heuristically.
11. Classical correlations
In this section we record some local calculations relevant for specializing the
Rallis inner product formula. The main result is Proposition 14. Our proof uses
Fourier analysis as in §8, which seems more naturally suited to the task at hand; it
should also be possible to argue geometrically as in §9. We retain throughout this
section the notation and setup of §9.
11.1. Fourier-analytic interpretation of some quadratic characters. Recall
the definition of χi from §3. We record here an equivalent Fourier-analytic def-
inition. Recall ρ : R → M2(Z/4) from the proof of Lemma 6. Recall that (up
to permutation) χ1(α), χ2(α), χ3(α) = (−1)b+c, (−1)a+c, (−1)a+b. Let e1, e2, e3 be
the matrices
e1 :=
(
1
1
)
, e2 :=
(
1 1
−1
)
, e3 :=
(
1
1 −1
)
.
Their reductions modulo 2 form a conjugacy class in GL2(F2). For matricesA,A1, A2
over any commutative ring, denote by A 7→ Aι the main anti-involution (thus
AAι = det(A)) and by 〈A1, A2〉 := tr(A1Aι2) the trace pairing. For α ∈ S0, the
pairings 〈ρ(α), ei/2〉 ∈ Z/2 are then well-defined, and one has
χi(α) = (−1)〈ρ(α),ei/2〉. (43)
11.2. Fourier transform and adjoint action. Let B := R⊗Z Q be the quater-
nion algebra generated by R. Introduce the subscript 2 to denote “2-adic comple-
tion,” so that B2 = B⊗QQ2, R2 = R⊗ZZ2, R02 = R0⊗ZZ2 = {α ∈ R2 : tr(α) = 0},
and so on. Fix an identification B2 = M2(Q2) under which R2 identifies with
M2(Z2). The characters χi : S
0 → {±1} extend by continuity to S02 . Extend-
ing them further by zero, we obtain Schwartz–Bruhat functions χi : B
0
2 → C as
in §3. For notational clarity, set o := Z2, p := 2Z2. Fix an unramified character
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ψ : Q2 → C(1), i.e., one for which {x ∈ Q2 : ψ(xo) ⊆ {1}} = o. Equip B2 with the
measure dα with the property that the Fourier transform F  S(B02 ) defined by
Fφ(α) :=
∫
α′∈B2
φ(α′)ψ(〈α, α′〉) dα′, (44)
with 〈α, α′〉 the trace pairing as in §9.3, satisfies FFφ(α) = φ(−α). Define an
inner product 〈, 〉L2(B2) with respect to dα. Set G := PGL2(Q2) = B×2 /Q×2 , K :=
PGL2(Z2) = R
×
2 /Z
×
2 . For X = B
0
2 or X = B2, the group G acts on X , hence on
S(X), by the adjoint action: for g, β, φ ∈ G,X,S(X)
Ad(g)β := gβg−1, Ad(g)φ(β) := φ(Ad(g)−1β). (45)
Recall the Cartan decomposition G =
⊔
n∈Z>0
Ka(2n)K with a(y) := diag(y, 1).
For g ∈ G, denote by n(g) the integer n ∈ Z>0 for which Ka(2n)K = KgK.
11.3. Fourier-analytic calculations. Define φ, φ′, φ′′ ∈ S(B2),S(Q2),S(B02) by
φ′(m) := 1o×(m), φ
′′(β) := 2−3κ0
∑
i=1,2,3 χi(4β) and by φ(m + β) := φ
′(m)φ′′(β)
for m,β ∈ Q2, B02 . Thus φ′′ is as in §3.
Lemma 12. Let g ∈ G. Set n := n(g). Then
〈Ad(g)φ, φ〉L2(B2) = 2−4κ20(1n=02 + 1)2−n.
Proof. Observe first that, since e1, e2, e3 form a conjugacy class mod 2,
21 the func-
tion φ′′ and hence also φ is Ad(K)-invariant. We thereby reduce to the case
g = a(2n). Equip Q2 with the Haar measure da assigning volume one to o. Equip
B02 with the Haar measure dβ so that for f ∈ Cc(B02),∫
β∈B02
f(β) dβ :=
∫
a,b,c∈Q2
f(
(
a b
c −a
)
) da db dc.
The Haar measure dα on B2 is then given for f ∈ Cc(B2) by∫
α∈B2
f(α) dα =
∫
t,β∈Q2,B02
f(t/2 + β) dt dβ
because we may compute that with this normalization, F1M2(Z2) = 1M2(Z2). Thus
〈Ad(g)φ, φ〉L2(B2) = I ′ · I ′′(g) with
I ′ :=
∫
t∈Q2
|φ′(t/2)|2 dt =
∫
t∈Q2
1o×(t/2) dt = 2
−2
and I ′′(g) :=
∫
β∈B02
〈Ad(g)φ′′, φ′′〉. We must verify that I ′′(g) = 2−23κ20 for n = 0
and I ′′(g) = 2−2−nκ20 for n > 0. We invoke the Fourier transform F ′′ on S(B02),
defined by analogy to (44) using dβ. The measure dβ is not self-dual for F′′ but
instead satisfies
‖f‖2 = 2−1‖F ′′f‖2 for f ∈ L2(B02) (46)
as one verifies by taking (say) f := 1R02 and evaluating ‖f‖2 = 1,Ff = 12−1S02 , ‖Ff‖2 =
2. By (43), we have χi(4β) = 1S0(4β)ψ(〈β, ei〉). We compute∫
β′∈B02
1S0(4β)ψ(〈β, β′〉) = 2412R0(β)
21alternatively, since the vertices v1, v2, v3 in the definition of the characters χi are permuted
under tree automorphisms fixing the origin
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by expanding the LHS for β =
(
a b
c −a
)
to∫
a′,b′,c′∈Q2
1o(4a
′)12o(4b
′)12o(4c
′)ψ(2aa′ + bb′ + cc′) da′ db′ dc′
and evaluating the latter to 2412o(a)12o(b)12o(c) = 2
412R0(β). Thus
F ′′φ′′ = 2−3κ0
∑
i=1,2,3
241ei+2R02 = 2κ0
∑
i=1,2,3
1ei+2R02 .
By (46) and the commutation Ad(g)F′′φ′′ = F′′Ad(g)φ′′,
I ′′(g) = 2−1
∫
β∈B02
〈Ad(g)F′′φ′′,F′′φ′′〉 = 2κ20
∑
i,j=1,2,3
〈Ad(g)1ei+2R02 , 1ej+2R02〉.
For β =
(
a b
c −a
)
, we see from the formulas
1e1+2R02(β) = 1p(a)1o×(b)1o×(c),
1e2+2R02(β) = 1o×(a)1o×(b)1p(c),
1e3+2R02(β) = 1o×(a)1p(b)1o×(c).
that the sets ei + 2R
0
2 (i = 1, 2, 3) are disjoint and that their dβ-volumes are 2
−3.
If n = 0, so that g is the identity, it follows that
I ′′(g) = 2κ20
∑
i=1,2,3
‖1ei+2R02‖2 = 2κ20 · 3 · 2−3 = 2−23κ20.
Suppose n > 1. Write ̟ := 2 →֒ p. We have Ad(g)1ei+2R0 = 1Ad(g)(ei+2R02) and so
Ad(g)1e1+2R02(β) = 1p(a)1̟no×(b)1̟−no×(c),
Ad(g)1e2+2R02(β) = 1o×(a)1̟no×(b)1̟−np(c),
Ad(g)1e3+2R02(β) = 1o×(a)1̟np(b)1̟−no×(c).
Thus 〈Ad(g)1ei+2R02 , 1ej+2R02〉 = 1(i,j)=(2,3)
∫
a,b,c∈k 1o×(a)1̟no×(b)1o×(c) da db dc =
1(i,j)=(2,3)2
−3−n and so I ′′(g) = 2κ20 · 2−3−n = 2−2−nκ20, as required. 
Now equip G with the Haar measure assigning volume one to K. For k = 1, 2,
denote by Ξk : K\G/K → C be the normalized (Ξk(1) = 1) spherical matrix
coefficient attached to Ψk (see Lemma 16).
Lemma 13. The integral I0 :=
∫
g∈G
〈Ad(g)1M2(Z2), 1M2(Z2)〉L2(B2)Ξk(g) converges
absolutely and is given by I0 = L2(Ψk,
1
2 )/ζ2(2).
Proof. By direct calculation; see Lemma 16 below. 
Proposition 14. For φ as in Proposition 12, the integral
I :=
∫
g∈G
〈Ad(g)φ, φ〉L2(B2)Ξk(g)
converges absolutely and is given by
I = 2−4κ20
(
2 +
L2(Ψk,
1
2 )
ζ2(2)
)
.
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Proof. We use the Cartan decomposition, writing G = K
⊔
(⊔n>0Ka(2n)K). For
g = a(2n), one has 〈Ad(g)1M2(Z2), 1M2(Z2)〉L2(B2) = 2−n and thus 〈Ad(g)φ, φ〉 =
2−4κ20(1n=02 + 〈Ad(g)1M2(Z2), 1M2(Z2)〉L2(B2)). Since vol(K) = 1, we conclude by
Lemmas 12 and 13. 
12. Rallis inner product formula
The main purpose of this section is to prove the identity (23), which is needed to
determine the diagonal entries of the limiting quantum variance V∞ in Theorem 1.
The reader who is satisfied with a less precise result in which the diagonal matrix
V∞ is left unspecified may skip this section; on the other hand, the proportionality
constants in the quantum variance problem are of basic interest, so it would be
disappointing if our method were incapable of determining them.
To prove (23), we specialize the Rallis inner product formula from its general
adelic formulation and evaluate some carefully normalized local integrals. The con-
tents of this section are, in principal, straightforward, and should not be confused
with representing a primary novelty of this paper. On the other hand, some careful
book-keeping is required, and we are not aware of any previous work in which such
a specialization was carried out. Indeed, although many classical cases of the Rallis
inner product formula are recorded in the literature (see e.g. [9, p285], [10, p55],
[40, §6] and its references, [57], [39, p969]), none seem to apply “off-the-shelf” to
the theta functions h1, h2 considered here. Their methods could likely be adapted,
but we have chosen instead to derive a “ready-to-use” specialization of the general
adelic form whose application here reduces the proof of (23) to the evaluation of
the 2-adic local integral considered in §11. We work in generality here so as not to
duplicate effort in future applications of the method.
12.1. Local preliminaries. Let k be a local field of characteristic 6= 2. Denote by
Mp2(k) the metaplectic double cover of SL2(k), realized as a set of pairs (σ, ζ) ∈
SL2(k) × {±1} with the multiplication law (σ1, ζ1)(σ2, ζ2) = (σ1, σ2, ζ1ζ2c(σ1, σ2))
for the Kubota cocycle c : k×/k×2 × k×/k×2 → {±1}; see e.g. [50, §4] for details
on this and what follows. As generators for Mp2(k) we take for a, b, ζ ∈ k×, k, {±1}
the elements
n(b) := (
(
1 b
1
)
, 1), t(a) := (
(
a
a−1
)
, 1), w := (
(
1
−1
)
, 1)
and ε(ζ) := (1, ζ). Let ψ : k → C(1) be a nontrivial character. Let (V, q) be
a quadratic space over k. For x, y ∈ V , set 〈x, y〉 := q(x + y) − q(x) − q(y).
Equip V with the Haar measure dx self-dual for the Fourier transform Fφ(y) :=∫
V
φ(x)ψ(〈x, y〉) dx for φ in the Schwartz–Bruhat space S(V ). The Weil represen-
tation ωV,ψ of Mp2(k) on S(V ), abbreviated ω := ωV,ψ when V, ψ are clear from
context, is defined on the generators: there is a quartic character χ = χV,ψ of k
× and
an eighth root of unity γ = γV,ψ (see [68, 22]) so that ω(n(b))φ(x) = ψ(bq(x))φ(x),
ω(t(a))φ(x) = χ(a)|a|d/2φ(ax), ω(w)φ = γFφ, and ω(ε(ζ))φ = ζdimV φ. The as-
signment V 7→ ωV,ψ is compatible with orthogonal direct sums: if V = V ′ ⊕ V ′′,
then ωV,ψ = ωV ′,ψ ⊗ ωV ′′,ψ wrt the dense inclusion S(V ′)⊗ S(V ′′) →֒ S(V ).
12.2. Global preliminaries. Now let k be a number field with adele ring A. De-
note by v a typical place of k. Denote by kv the completion. For an algebraic
group H over k, set Hv := H(kv). Fix a nontrivial character ψ : A/k → C(1). Let
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(V, q) be a quadratic space over k. The metaplectic group Mp2(A) consists of pairs
(σ, ζ) ∈ SL2(A)×{±1} with the law (σ1, ζ1)(σ2, ζ2) = (σ1, σ2, ζ1ζ2c(σ1, σ2)) for the
product c =
∏
cv of the local cocycles. The map γ 7→ (γ, 1) defines a splitting
SL2(k) →֒ Mp2(A). Equip V (A) with the product of the local Haar measures on
the completions V (kv). The space S(V (A)) is a restricted tensor product of the
local spaces S(V (kv)); we assume here that the distinguished elements defining the
restricted tensor product are unit vectors for almost all places. The Weil repre-
sentation ωψ,V of Mp2(A) on S(V (A)) is the restricted tensor product of the local
Weil representations.
12.3. The main global result. Let B be a quaternion algebra over k. Denote
by B0 the trace zero subgroup and by G the algebraic group with G(k) = B×/k×.
Set [Mp2] := SL2(k)\Mp2(A), [SL2] := SL2(k)\ SL2(A), [G] := G(k)\G(A). Then
(k, x 7→ x2), (B0, x 7→ nr(x)) and (B, x 7→ nr(x)) are quadratic spaces with B =
k ⊕ B0. The above discussion applies, giving Weil representations of Mp2(A) on
S(A),S(B0A),S(BA) which we denote by ω for notational simplicity. The adjoint
action Ad : G→ SO(B0) defined as in (45) is an isomorphism. Let π ⊂ L2([G]) be
a cuspidal automorphic representation. Fix a unitary factorization π ∼= ⊗πv. Equip
Gv with arbitrary Haar measures; assume only that for non-archimedean v outside
some finite set, the maximal compact in Gv has volume one. Equip G(A) with the
restricted product measure and [G] the quotient measure.22 For Schwartz functions
φ′, φ′′ ∈ S(A),S(B0(A)) and Ψ ∈ π, define for σ ∈ [Mp2] and g ∈ [G] the adelic
theta functions θφ′(σ) :=
∑
m∈k ω(σ)φ
′(m), θφ′′(σ, g) :=
∑
β∈B0 ω(σ)Ad(g)φ
′(m),
θφ′′,Ψ(σ) :=
∫
g∈[G]
Ψ(g)θφ′′(σ, g). Denote simply by
∫
an integral over [SL2] with
respect to the Tamagawa measure, which is the probability Haar.
Theorem 15. For i = 1, 2, let φ′i = ⊗φ′i,v ∈ S(A)(+), φ′′i = ⊗φ′′i,v ∈ S(B0(A)) and
Ψi = ⊗Ψi,v ∈ π. For a sufficiently large finite set S of places,∫
(θφ′′1 ,Ψ1θφ′′2 ,Ψ2)
∫
(θφ′1θφ′2) = 2
L(S)(π, 12 )
ζ
(S)
k (2)
∏
v∈S
Iv
where Iv :=
∫
g∈Gv
〈πv(g)Ψ1,v,Ψ2,v〉πv 〈Ad(g)φ1,v, φ2,v〉L2(Bv) with φi,v := φ′i,v ⊗
φ′′i,v ∈ S(Bv).
Proof. By polarization, it suffices to consider the notationally simpler case Ψ1,v =
Ψ2,v =: Ψv, φ
′
1,v = φ
′
2,v =: φ
′
v, φ
′′
1,v = φ
′′
2,v =: φ
′′
v , φ1,v = φ2,v =: φv, and similarly
without the subscripts “v.” From the factorization of inner products
〈Ad(g)φv, φv〉 = 〈φ′v, φ′v〉〈Ad(g)φ′′v , φ′′v 〉
according to the orthogonal decomposition Bv = kv ⊕ B0v , we see that Iv = I ′vI ′′v ,
where
I ′v := 〈φ′v , φ′v〉L2(kv),
I ′′v :=
∫
g∈Gv
〈πv(g)Ψv,Ψv〉πv 〈Ad(g)φ′′v , φ′′v 〉L2(B0v).
22It might appear natural to consider here some specific measure on G(A), such as the Tama-
gawa measure, but the main identities to be considered are self-normalizing for the choice of Haar
measure on G(A), so we do not.
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It thus suffices to show separately that∫
|θφ′ |2 = 2
∏
v∈S
I ′v,∫
|θφ′′,Ψ|2 =
L(S)(π, 12 )
ζ
(S)
k (2)
∏
v∈S
I ′′v .
The first identity follows from [50, Thm 4], while the second identity follows from
specializing the Rallis inner product given by [20, Thm 6.6]; compare with [58, Prop
2.8 (i)] for a more explicit formulation in the representative case B =M2(k). 
12.4. Some local integrals.
Lemma 16 (The unramified case). Let k be a non-archimedean local field of char-
acteristic zero with ring of integers o. Let ψ : k → C(1) be an unramified nontrivial
character. Equip M2(k) with the Haar measure attached to ψ as in §12.1, so that
vol(M2(o)) = 1. Set φ := 1M2(o) ∈ S(M2(k)). Equip PGL2(k) with any Haar mea-
sure. Let π be an unramified generic irreducible unitary representation of PGL2(k)
with L2-normalized PGL2(o)-invariant vector v and normalized spherical function
Φ := PGL2(k)→ C given by Φ(g) := 〈π(g)v, v〉, so that Φ(1) = 1. Then∫
g∈PGL2(k)
〈Ad(g)φ, φ〉L2(M2(k))Φ(g) = vol(PGL2(o))
L(π, 12 )
ζk(2)
,
and the LHS converges absolutely.
Proof. This is implicit in Theorem 15. A direct proof follows from the Cartan
decomposition as in §11 and the Macdonald formula as in [11, Thm 4.6.6]; we omit
the routine details. 
Lemma 17 (The non-split case for the trivial representation). Let k be a local
field 6= C of characteristic zero, ψ : k → C(1) a nontrivial character, and B the
non-split quaternion algebra over k. Set H := PB×; it is compact. Equip B with
the Haar measure attached to ψ as in §12.1, and equip H with any Haar measure.
If k = R, set φ(x) = e−2π nr(x) and q := 1; if k is non-archimedean, set φ := 1R
and q := #o/p, where R ⊂ B and o ⊂ k are maximal orders and p ⊂ o the
maximal ideal. Let Φ be the constant function Φ(g) := 1. Let c ∈ k× be such
that ψ(x) = ψ1(cx), where ψ1(x) := e
4πix if k = R and ψ1 is unramified if k is
non-archimedean. Then∫
g∈H
〈Ad(g)φ, φ〉L2(B)Φ(g) = vol(H)q−1|c|2.
Proof. We have Ad(g)φ = φ, so the integrand is constant, and the formula to be
proved is simply that ‖φ‖2 = q−1|c|2. Consider first the archimedean case k =
R. We have ‖φ‖2 = ∫x∈B e−4π nr(x) = (|c|1/2)4 ∫x∈B e−4π|c|nr(x) = |c|2q−1Fφc(0),
where φc(x) := ψ(±i nr(x)) with ±1 := sgn(c); it remains only to verify that
Fφc(0) = 1. For that, we expand out in terms of Gaussians using coordinates
x = (x0, x1, x2, x3) on B for which nr(x) =
∑
x2j :
φc(x) =
∏
e−4π|c|x
2
j , ψ(〈x, y〉) =
∏
e8πi|c|xjyj .
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From this and the known Fourier transform of the Gaussian,23 we see that Fφc is
some multiple of φc. By the measure normalization, it follows that Fφc = φc and
hence Fφc(0) = 1, as required. We turn now to the non-archimedean case. Let j be
a uniformizer forR. The lattice dual ofR with respect to ψ is24 {x ∈ R : ψ(〈x,R〉) =
{1}} = c−1j−1R, so F1R = γ1c−1j−1R for some γ > 0. The volume of c−1j−1R is
that of R multiplied by | nr(c−1j−1)|2 = |c|−4q2, hence 1R = FF1R = γ2|c|−4q21R,
giving γ = q−1|c|2. Therefore ‖1R‖2 = F1R(0) = q−1|c|2, as required. 
12.5. Specialization. Suppose now k := Q, that ψ is the standard additive char-
acter (thus ψ =
∏
ψv with ψ∞(x) := e
2πix), that B is a definite quaternion algebra
overQ. Denote by ram(B) ∋ ∞ the set of places at which it ramifies. Fix a maximal
order R ⊂ B. Let K := ∏Kv = G∞ ×Kfin,Kfin = ∏pKp where Kp = R×p /Z×p .
Assume that the chosen Haar measure on Gv assigns volume one to each Kv. Then
vol(Gp) = 2 for all p ∈ ram(B). (47)
Let S be a finite set of finite primes containing all p ∈ ram(B). Let φ′ = ⊗φ′v ∈
S(A)(+), φ′′ = ⊗φ′′v ∈ S(B0(A)) satisfy: for p ∈ ram(B) or p /∈ S,
φ′∞(x) = e
−2πx2 , φ′′∞(x) = e
−2π nr(x), φ′p = 1Zp , φ
′′
p = 1R0p . (48)
Thus φ′v, φ
′′
v is determined except when v ∈ S − ram(B). Let Ψ = ⊗Ψv ∈ π =
⊗πv ⊆ L2([G]) be a factorized cusp form that is trivial at all v ∈ ram(B). Assume
that the factorization of unitary structures on π is normalized so that ‖Ψv‖πv = 1
for v ∈ ram(B) or v /∈ S. Then ‖Ψ‖L2([G]) =
∏
p∈S−ram(B) ‖Ψp‖πp . Set H˜0 := θφ′ ,
H˜ := θφ′′,Ψ. Theorem 15 and the results of §12.4 give∫
|H˜0|2
∫
|H˜ |2 = 2L
(S)(π, 12 )
ζ(S)(2)
I∞
∏
p∈S
Ip (49)
with I∞ = 1/4 and Ip = 2/p for p ∈ ram(B) and Ip as in Theorem 15 for p ∈
S − ram(B).
12.6. Unadelization. Let Φ : H → C be an automorphic form of weight k/2
(k ∈ Z>1) on Γ(N) for some N ≡ 0 (mod 4). It can be lifted uniquely to an adelic
automorphic form Φ˜ on [Mp2] by requiring that Φ˜(n(x)t(y
1/2)ε(ζ)) = ζkΦ(x+ iy)
for x, y, ζ ∈ R,R×+, {±1}; then Φ˜ transforms under the kth standard character of the
standard maximal compact subgroup of Mp2(R) and is invariant by the standard
splitting of the Nth principal congruence subgroup of SL2(Af ) (see e.g. [50, §4.5]).
Any automorphic form Φ˜ on [Mp2] with these properties arises in this way from
Φ(x+ iy) := Φ˜(n(x)t(y1/2), and the bijection Φ↔ Φ˜ intertwines the inner products
defined in §2.6 and §12.3. This discussion applies to H˜0, H˜ ; by inspection of the
formulas defining the theta lift, one finds that the corresponding classical modular
23For y ∈ R, one has
∫
x∈R e
−4pi|c|x2+8pii|c|xy dx = (2|c|1/2)−1
∫
x∈R e
−pix2+2piix(2|c|1/2y) dx =
(2|c|1/2)−1e−4pi|c|y
2
.
24Write B = E + Ej, where E/k is the unramified quadratic field extension, jαj−1 = α for
α ∈ E, and ̟ := j2 is a uniformizer of k. Then R = oE + oEj with oE ⊂ E the maximal
order. For x = x0 + x1j, y = y0 + yj ∈ B, we have 〈x, y〉 = tr(x0y0) − tr(x1y1)̟. Thus x ∈ R
satisfies ψ(〈x, R〉) = {1} iff ψ1(c〈x,R〉) = {1} iff tr(x0oE) ⊆ c
−1o and tr(x1oE) ⊆ c
−1̟−1o iff
x ∈ c−1j−1R.
QUANTUM VARIANCE ON QUATERNION ALGEBRAS, I 36
forms H0, H have respective weights 1/2, 3/2, 3/2 and are given with φ
′
fin := ⊗φ′p,
φ′′fin := ⊗φ′′p by
H0(z) = y
1/4
∑
m∈Q
φ′fin(m)q
m2 , H(z) = y3/4
∫
g∈[G]
Ψ(g)
∑
β∈B0
Ad(g)φ′′fin(β)q
nr(β).
By (48), the summations may be restricted to S-integral elements.
12.7. Completion of the calculation. Assume now that B is as in §2, that (48)
is satisfied for all p /∈ S := {2}, and that φ′2, φ′′2 are as in Lemma 12. These
assumptions fully determine φ′, φ′′. They imply that H0(z) is the Jacobi theta
function defined in §5 which we denote here by θJac(z) := H0(z). Recall the set
Y = Γ\GL2(Q2)/GL2(Z2) defined in §1. By strong approximation, one has a
bijection Y ∼= [G]/K induced by GL2(Q2) ։ PGL2(Q2) ∼= G(Q2) →֒ G(A) (see
e.g. [23, §3]). The measure on Y from §2.4 is compatible with that induced on
[G]/K from §12.5 because for g ∈ GL2(Q2) with image [g] ∈ G(Q2), one has
(1/2)#Γ∩gGL2(Z2)g−1 = #G(Q)∩ [g]K[g]−1. Under this bijection, Ψ1,Ψ2 : Y→
R identify with factorizable K-invariant vectors (also denoted) Ψk : [G] → R in
automorphic representations π1, π2 ⊂ L2([G]) for which L(πk, s) = L(Ψk, s). Let
k ∈ {1, 2} and set Ψ = Ψk; one finds using SAGE or otherwise25 that Ψ is trivial at
23 and using §3 that H(z) = hk(z). We have ‖Ψk,2‖2π2 = ‖Ψk‖ = 1 and hence for
g ∈ PGL2(Q2) = B×2 /Q×2 that 〈πk,2(g)Ψk,2,Ψk,2〉πk,2 = Ξk(g) with Ξk as in §11.
By (49), it follows that
‖θJac‖2‖hk‖2 =
∫
|H˜0|2
∫
|H˜ |2 = 2L
(S)(Ψk,
1
2 )
ζ(S)(2)
I∞I23I2
with I2 =
∫
g∈PGL2(Q2)
Ξk(g)〈Ad(g)φ2, φ2〉L2(B2) and I∞ = 1/4, , I23 = 2/23. The
measure defining L2(B2) is compatible with that in §11, so by Proposition 14 and
the definition (§2.8) of κ0,
I2 = 2
−4κ20
(
2 +
L2(Ψk,
1
2 )
ζ2(2)
)
= κ−11 2
−6ζ2(1)ζ2(2)
(
2 +
L2(Ψk,
1
2 )
ζ2(2)
)
.
Recalling the definition (§2.8) of κ1, we obtain
‖θJac‖2‖hk‖2 = 2L(S)(Ψk, 12 ) ·
(4π)2
4
· 2ζ23(1)
23
· 2−6ζ2(1)2ζ2(2)
(
2 +
L2(Ψk,
1
2 )
ζ2(2)
)
.
We “simplify” this a bit using that ζ23(1) = L73(Ψk,
1
2 ) and factoring L2(Ψk,
1
2 ) out
of the rightmost expression. Either by inspection or by the SAGE output pasted
below, we evaluate the RHS to L(Ψk,
1
2 )P (λΨk(2)), as required.
lv = 1/(1 - x/sqrt(2) + 1/2); C0 = 2 * (4*pi)^2/4
C2 = 2^(-6)/((1 - 1/2)^2*(1-1/2^2)) * (2/lv + (1-1/2^2))
C23= 2/23; C = C0 * C23 * C2
C
-1/69*pi^2*(4*sqrt(2)*x - 15)
25e.g., using that the supersingular polynomial j(j + 4)(j − 1768) splits over F23
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