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Abstract. The characterization and recognition of electrical signatures of brain activity consti-
tutes a real challenge. Applications such as Brain-Computer Interfaces (BCI) are based on the
accurate identification of mental processes in order to control external devices. Traditionally, clas-
sification of brain activity patterns relies on the assumption that the neurological phenomena that
characterize mental states is continuously present in the signal. However, recent evidence shows
that some mental processes are better characterized by episodic activity that is not necessarily
synchronized with external stimuli. In this paper, we present a method for classification of mental
states based on the detection of this episodic activity. Instead of performing classification on all
available data, the proposed method identifies informative samples based on the class sample dis-
tribution in a projected canonical feature space. Classification results are compared to traditional
methods using both artificial data and real EEG recordings.
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1 Introduction and motivation
The characterization and recognition of electrical signatures of brain activity constitutes a real chal-
lenge. Applications such as Brain-Computer Interfaces (BCI) are based on the accurate identification
of mental processes in order to control external devices (e.g. neuroprosthesis, wheelchairs or comput-
ers) without using the nervous system’s efferent pathways [1]. Typically, users learn how to voluntary
modulate different oscillatory EEG rhythms by the execution of different mental tasks [2]. In partic-
ular, asynchronous interfaces are required to identify the moment when the user provides meaningful
information about his/her intentions or the underlying cognitive processes taking place in the brain.
Traditional BCI systems assume that neurological phenomena that characterize mental states is
continuously present during their execution. However, it is known that endogenous mental processes
like visual attention or object recognition are characterized by induced modulation of oscillatory
activity that is not synchronized to any external stimuli (e.g. their latency may vary across trials)
[3, 4]. As a consequence of this, recognition of these tasks may be improved by identifying the
appearance of these episodic oscillations, and performing the classification of mental tasks based
mainly –if not exclusively– on the activity during these periods.
Moreover, it has been proposed that synchronization of neural activity allows for efficient com-
munication across brain areas required for cognitive processing in humans [3, 5]. Along these lines,
Freeman used the term frames to describe active intermittent induced spatial patterns of amplitude
modulation of beta-gamma oscillations in response to conditioned stimuli [6]. We borrow the term
frame to denote episodic, discriminant oscillatory activity.
In this paper we describe a method for classification of mental states based on the detection of such
episodic activity (i.e. frames) [7]. Opposed to other approaches previously proposed, no particular
assumptions are made about latency of such episodes [8]. The proposed technique is validated and
compared to traditional classification approaches using both artificial data and real EEG recordings.
2 Method description
The proposed method is composed of three stages. For every new sample we first extract features
from the original signal (frequency domain) by using Canonical Variate Analysis (c.f. section 2.1).
Then we determine whether that sample conveys discriminant information about the current mental
state (i.e. it is a frame ), based on the estimated sample distribution on the feature space (c.f. section
2.2). Finally, classification is performed only on those samples identified as frames.
2.1 Feature extraction: Canonical variate analysis
We compute relevant features using Canonical Variates Analysis (CVA), also known as Multiple
Discriminant Analysis [9, 10]. This method provides canonical discriminant spatial patterns (CDSP)
which direction maximizes the differences in mean spectral power between a given number of classes.
For a given class i, let Si = s
′
i1
, ..., s′
ini
be a ni x c matrix with the spectral estimated power of a
given frequency band, where ni is the number of samples and c the number of channels. Being k the
number of classes, and S = (S′
1
, ...,S′
k
), the k− 1 CDSP of S are the eigenvectors A of W−1B whose
eigenvalues λu, (u = 1, .., k− 1) are larger than 0. Note that the direction of eigenvectors A maximize
the quotient of the between-classes dispersion matrix.
B =
k∑
i=1
ni(mi −m)(mi −m)
′ (1)
and the pooled within-classes dispersion matrix,
W =
k∑
i=1
ni∑
j=1
(sij −mi)(sij −mi)
′ (2)
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Figure 1: Class probability distribution in the canonical space. Only samples that do not lie in the
overlapping region of both distributions (y /∈ [θl, θh]) are considered as frames. In this example, the
thresholds are set to percentile P10.
where,
mi =
1
ni
ni∑
j=1
sij m =
1
n
k∑
i=1
nimi (3)
are the class and total centroids respectively. The CVA transformation yields a projection of the
signal onto a space of k − 1 dimensions, according to,
Y = SA (4)
Interestingly, this method can also be used to rank the available channels given their contribution
to the projected features on the new space. A measure of the discriminant power (DP) for each
channel can be obtained based on the correlation matrix between the original channels and the new
features in Y [10].
2.2 Frame detection and classification
As mentioned earlier, the proposed method relies on the detection of the most discriminative samples.
We can estimate how discriminant a particular sample is based on the sample class distribution in the
projected canonical space Y. That is, samples lying in overlapping regions of the class distributions
are less informative than those in non-overlapping regions.
Under this approach, we will first attempt to recognize informative phenomena, i.e. by identifying
samples that lie on non-overlapping regions of the canonical space, and then perform classification
based solely on those samples. If we consider a two-class problem, the canonical projection lies in a
one-dimensional space and the overlapping region can be simply defined by two thresholds θl and θh.
A projected sample y will be used for classification if and only if y < θl or y > θh. A simple way to
define these threshold is to use percentiles of the sample distributions. For instance, we will consider
a sample as informative if it falls below a given percentile for class 1 (e.g. P5) or above the opposite
percentile for class 2 (e.g. P95). In the rest of the document when referring to percentile Pn, we refer
to both the percentile Pn, for one class, and percentile P100−n, for the other class. The rationale of
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the proposed method is illustrated in Figure 1. Here the sample probability distributions for both
classes are represented by Gaussians with different means.
Once a frame has been identified, classification is performed using Linear Discriminant analysis
(LDA). According to our method, only those samples recognized as informative phenomena are used
for both training and testing the performance, while other samples are ignored. In the next section,
we compare the classification performance of the proposed method with the performance of classifiers
trained and tested using all the projected samples (i.e. traditional BCI approach).
3 Experimental Results
3.1 Artificial data
3.1.1 Signal description
We validate the method using artificial data containing episodic oscillatory phenomena. We consider
a simulated signal S that may contain two types of episodic phenomena (type I and type II). Both
types contain similar frequency components –denoted as oscillations a, b and c– which may occur
with different probabilities. The oscillatory components are described in the Table 1.
Oscillations Frequency Duration
a 55Hz 200ms
b 80Hz 100ms
c 30Hz 100ms
Table 1: Oscillatory components used in the artificial data
Episodes of the different phenomena are composed of the sum of the three oscillations, whose
amplitude U is probabilistically determined as follows,
- Events Type I:
P (U = 1 | b) = 1
P (U = 2 | a) = 0.4 and P (U = 0 | b) = 0.6
P (U = 2 | c) = 0.4 and P (U = 0 | c) = 0.6
- Events Type II:
P (U = 1 | a) = 1
P (U = 2 | b) = 0.4 and P (U = 0 | b) = 0.6
P (U = 2 | c) = 0.4 and P (U = 0 | c) = 0.6
Ten different trials were generated with a length of 90s. Every trial is composed by asynchronous
episodes of both types. Each episode lasts 1 second, and the interval between two successive episodes
varies randomly between 1 and 3 seconds (uniform distribution). Both types of episodes have the
same probability of appearance. Besides the episodic phenomena, white noise is added to the entire
trial length. Figure 2, shows an example the signal S .
Finally, we assume three different sensors E1, E2, and E3. Sensor E1 captures the signal S with
no distortion (E1 = S ). Signal captured by E3 is only composed by white noise (E3 = N ), while
E2 captures a combination of the previous two (E2 = ηE1 + (1− η)E3, η = 0.2). Given that the
CVA method ranks the channels according to their discriminant power [10], we expect the extracted
features to be highly correlated with channel E1, while channel E3 should contribute the least to the
resulting canonical projection.
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Figure 2: Example of the artificial signal S (fragment of a single trial). Episodes of the different
phenomena (I and II) are shown in the middle part of the plot. Time samples identified as frames of
Type I episodes using percentiles P10 and P50 are marked with asterisks (top).
3.1.2 Frame detection and classification
We test the ability of the method to recognize and correctly classify frames associated to episodes of
type I. It should be noticed that although the length of each episode is 1 second, the characteristics
oscillations for both types of events last 200 ms at most. Therefore, some samples labeled as type I
bear no difference with samples where no event is present.
For the three sensors (E1, E2, E3) we extract the continuous Morlet wavelet coefficients on 13
frequency components (12, 28, 32, 36, 40, 44, 48, 56, 64, 72, 80, 88, and 96Hz). Separate canonical
projections and classifiers are built for each frequency component. The threshold for frame recognition
is set to percentile P10. We assess single-trial classification and generalization by means of 10-fold
cross-validation where each fold corresponds to a separate trial.
The discriminant power of each channel is shown in Figure 3. As expected, channel E1 contributes
the most to the canonical projection in all frequency components, while the signal on channel E3 is
not relevant.
We identify the most informative samples according to the sample probability distribution in the
projected canonical space (i.e. frames). Figure 2 shows an example of the identified frames for
thresholds set at percentiles P10, and P50. It can be noticed that a less restrictive threshold (i.e. P50),
increases the number of detected frames that do not correspond to relevant events. In contrast, more
restrictive thresholds yield better frame recognition, at the expense of a smaller number of detected
frames.
The next step is to recognize how many of the detected frames are correctly classified as belonging
to episodes of type I. Classification accuracies are shown in Figure 4 for both the traditional and
proposed methods. Random classification accuracy is obtained when using all trial samples to train
and test the classifier (i.e. traditional BCI approach). Such a poor performance may be explained by
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inconsistencies on the labeling of train trials as explained above, as well as the probabilistic nature
of oscillations that characterize both relevant and irrelevant events. When classifying only the frame
samples, classification accuracy increases significantly, with a maximum average recognition rate above
85% (86.19% and 85.71% for 72Hz and 80Hz respectively), corresponding to the oscillation type b,
consistently present on the interesting phenomena (type I events).
3.2 Real EEG data
3.2.1 Experimental protocol and preprocessing
We record EEG data from two subjects (one female) using a portable Biosemi acquisition system using
64 channels (10/20 international system) sampled at 512 Hz, and high-pass filtered at 1Hz. Subjects
seat comfortably in front of a computer screen and fixate their gaze at a cross placed at the center of
the screen. Upon request of the experimenter, they covertly attend one of two possible spatial targets
(i.e. lower-left and lower-right corners of the monitor). Targets are selected in a pseudo-random
balanced order. The experiment consists of 10 recording sessions, composed by 4 trials each (two
trials per target). Every trial lasts 7 second, but only the first 600ms of each trial are kept for the
analysis.
At each time point, EEG signal is re-referenced to the mean activity over all electrodes (i.e. com-
mon average reference, CAR). We compute the continuous Morlet wavelet coefficients on 18 frequency
components (7, 8, 9, 10, 11, 12, 28, 32, 36, 40, 44, 48, 56, 64, 72, 80, 88, and 96Hz) for 16 electrodes
shown in Figure 5. Selected electrodes were chosen based on a preliminary analysis of the wavelet
coefficient scalp topography. According to this, each trial is composed by 512x0.6 samples and 18x16
features.
The motivation of this paradigm is to explore the potential use of voluntary modulation of visual
attention in Brain-Computer Interfaces. For example, in navigation tasks, to shift visual attention
–without eye movements– towards the intended direction of movement is more natural to the user than
the mental tasks frequently used in this applications (e.g. motor imagery, arithmetic tasks). Previous
studies have used visual attention in steady-state visual evoked potential (SSVEP) paradigms [11].
However this approach relies on external cues, and is not suitable for asynchronous operation of BCI
systems. Recent studies have shown modulations of the EEG alpha-band due to changes in visuo-
spatial attention [12], as well as changes in the gamma band corresponding to endogenous shifts of
attention [4]. These studies support the idea of recognizing oscillatory activity as a marker for changes
in visual attention.
3.2.2 Frame detection and classification
The goal is to classify the spatial location the subject is attending to (i.e. left or right). As described
in section 2, a canonical projection is built for each frequency band, and the sample probability
distribution allows to detect the frames to be used for recognition. In the following results we set the
threshold for frame identification to the percentile P5.
Classification is performed using Linear Discriminant Analysis (LDA) using both the traditional
and the frame approach. For each subject we assessed the performance using k-fold cross validation
(k = 20), where each fold was composed of one trial of each condition, respecting the original timing
when they were recorded.
Figure 6 shows the classification performance for each frequency band using the traditional ap-
proach, i.e. using all projected samples for both training and testing. Maximum average performance
is 58.41% at 10Hz, and 63.08% at 12Hz for subject 1 and 2 respectively. In contrast, using the frames
recognition method, shown in Figure 7, the average classification accuracy is 80.46% at 72Hz, and
87.31% at 32Hz for subjects 1 and 2 respectively. This is consistent with previous studies that have
reported modulation of Gamma-band oscillations (>30Hz) as a result of endogenous shifts of attention
[4]. Note that this performance is computed only on those samples recognized as frames.
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This method relies on the idea that underlying neurological phenomena is not necessarily present
in a continuous manner, and some samples may be more informative than others. Accordingly, trial-
based classification can be based on a subset of samples. Figure 8 shows examples of test trials
projected onto the canonical space. In this plot, time samples recognized as frames are denoted by
asterisks, while other samples are neglected as not being discriminative enough. The fact of rejecting
these samples allows a ten-fold increase in the theoretical information transfer rate (i.e. channel
capacity [1]) with respect to the traditional approach [7].
4 Discussion
We have presented a method for mental states classification based on the asynchronous detection of
discriminant samples. Contrasting to traditional approaches where classification is performed on all
the available data, we hypothesize that discriminant phenomena is not uniformly present throughout
the whole execution time. Experimental results on both synthetic and real data seem to confirm
that not all samples are equally informative about the mental state of the subject. In both cases the
detection of informative samples (i.e. frames) yields better classification performances. It should be
noticed that the proposed methodology is general-purpose and can be used in applications different
than classification of EEG signals (c.f. tests on artificial episodic data).
Under the assumption that only a subset of those samples convey discriminant information, the fact
of using all samples for building BCI classifiers implies that those classifiers are trained using both
relevant and irrelevant information, which may affect the overall system performance. Conversely,
when trying to decode mental tasks characterized by episodic activity, it would be wrong to expect a
sustained classification output throughout the whole duration of each trial. Some BCI implementations
have dealt with this fact by rejecting samples (i.e. classifying them as unknown) whenever there is
not enough confidence on the classifier output [1]. The proposed approach, tries to solve this problem
by classifying only those samples identified as being discriminative (c.f. Figures 2 and 8).
In this study we used a simple thresholding criteria to define which samples are taken into account
for classification. In the future we will explore more formal ways to define those thresholds based
on the sample probability distributions estimated from training data. Assuming that we have good
estimations of these distributions, thresholds can be defined following probabilistic criteria in order
to maximize the confidence of a sample corresponding to a particular class.
Finally, it should be noticed that the classification approach used in this work classifies each time
sample in an independent way. Previous studies have proposed the combination of independently clas-
sified samples –through accumulating evidence through time, or averaging over consecutive classified
samples –as a way to improve the reliability of the classification [1, 13]. Such methods might increase
the robustness of the current approach for event recognition.
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Figure 3: Average discriminant power (DP) of each channel for the different frequency bands.
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Figure 4: Classification performance on artificial signals. Top, Traditional approach, classifiers are
trained and tested using all samples of each trial. Bottom, Classification is only performed on samples
identified as frames. The threshold is set to percentile P10.
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Figure 5: Electrodes used for the recognition of visuo-spatial attention modulation: F5, FC5, C5,
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Figure 6: LDA Classification accuracy (k-fold cross validation) on real EEG data using the traditional
approach. X-axis corresponds to the 18 frequency components used in the study. Top: Subject 1.
Bottom: Subject 2.
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Figure 7: LDA Classification accuracy (k-fold cross validation) using the proposed approach. X-axis
corresponds to the 18 frequency components used in the study. Top: Subject 1. Bottom: Subject 2.
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Figure 8: Detection of informative samples. Each plot shows the canonical projection of a test trial.
Identified frames are marked as asterisks. The upper plot shows a trial where all the frames are
correctly classified (i.e. all samples identified as frames correspond to the same, correct class). The
bottom plot shows a trial where some frames are misclassified.
