In this article, we consider graph algorithms in models of computation where the space usage (random accessible storage, in addition to the read-only input) is sublinear in the number of edges m and the access to input is constrained. These questions arise in many natural settings, and in particular in the analysis of streaming algorithms, MapReduce or similar algorithms, or message passing distributed computing that model constrained parallelism with sublinear central processing.
INTRODUCTION
Access to input is increasingly becoming an important and expensive resource in many computing environments that seek to solve large-scale optimization problems. These environments are increasingly distributed and iterative. The main objective in these environments is to use at most a small constant number of iterative steps/rounds and as small a state as possible between 
The variables y i j indicate the presence of the edge (i, j) in the matching. The bipartite case does not need the odd-set constraints. To achieve a (1 − ϵ )-approximation in the nonbipartite setting, the number of constraints in LP1 can be reduced to n O (1/ϵ ) by considering O s = {U ∈ O| ||U || b ≤ 4/ϵ }. However, n O (1/ϵ ) is still large.
There has been an enormous amount of research on solving LPs efficiently starting from Khachian's early result (Khachiyan 1978) , for example, the multiplicative weight update framework (Littlestone and Warmuth (1994) and many others), positive linear programming (Luby and Nisan 1993) , fractional packing and covering (Plotkin et al. (1995) and subsequent results), matrix games (Grigoriadis and Khachiyan 1995) , and many similar descriptions that exist in different literature across different subfields (see the surveys Arora et al. (2012) and Foster and Vohra (1999) ). None of the existing methods allow a constant number of iterations. Note that even though many frameworks such as Nemirovski (2005) and Nesterov (2005) highlight fast convergence, the description of these algorithms are over a unit ball. It is unclear how to efficiently represent nonbipartite matching on the unit ball while guaranteeing a (1 − ϵ )-approximation. Note that augmentationpath-based techniques for matching, which maintain a primal feasible solution, require either random access or many (superconstant) iterations.
Most of these methods described in Arora et al. (2012) and Foster and Vohra (1999) maintain multipliers, one for each constraint, 1 and seek to optimize a linear combination (using the respective multipliers) of the constraints. Therefore, multiple constraints are reduced to a single constraint. This is similar to a Dantzig-Wolfe-type decomposition, since the resulting object is typically a simpler problem. However, maintaining n 1/ϵ multipliers for the n 1/ϵ constraints is a challenging task-they can be maintained implicitly as was done in Ahn and Guha (2014) , but the dependence on log n is somewhat fundamental for any black-box solver such as described in Arora et al. (2012) and Foster and Vohra (1999) . Methods that only maintain dual multipliers typically require Ω(ρϵ −2 log M ) iterations for M constraints, where ρ is the width parameter (determines how changes in the variables affect the constraints, defined more precisely in the sequel). In fact, Ω(ρϵ −2 log M ) is a lower bound for random constraint matrices shown in Klein and Young (1999) .
The aforementioned suggests that we should also consider the dual of the LP1, which is given in LP2: The variables x i correspond to the vertex constraints and z U correspond to the odd-set constraints in LP1. It may appear that Dantzig decompositions would help because we have fewer constraints-and that is correct. However, the width parameter of LP2 is dependent on the weight of the edges.
Consider the following graph where all b i = 1. It is clear that to get a (1 − ϵ ) approximation, we must consider the odd set corresponding to the whole triangle; the bipartite relaxation has value 1 + 5ϵ, whereas the integral solution has value 1. An assignment of z U = 1 to the entire graph using the relaxation LP2 is a valid solution, but the width parameter becomes O (1/ϵ ) based on the edge of weight 10ϵ.
(iii) new relaxations for matchings, and (iv) a dual-primal framework. The framework incorporates (ii) and produces a primal feasible optimal solution even though it attempts to solve the dual. We now discuss these contributions and the related work.
Results on Small-Space Matchings:
The main algorithmic result we prove herein is: Theorem 1.1. For any constant 0 < ϵ ≤ 1 16 and p > 1, we provide a (1 − ϵ ) approximation scheme for the weighted nonbipartite matching problem using O (p/ϵ ) rounds of adaptive sketching/ sampling that can be implemented in MapReduce and O (n 1+1/p ) centralized space. The space requirement increases to O (n 1+1/p log B) if B = i b i is super polynomial in n. The running time is O (m poly(ϵ −1 , log n) log B).
The algorithm is sampling based as promised and is described at a high level in Algorithm 1. The algorithm maintains a certificate of optimality and therefore if we stumble upon a good matching, we will terminate early. We provide a warmup result in Section 4 for bipartite matching, which uses O (1/ϵ ) rounds and can be sublinear in the number of edges (e.g., when m > n 1.1 ), which was also not known heretofore. In the algorithm provided in this article, the probability of sampling each edge (i, j) depends on (along with i and j) the z U values of different odd sets U of size at most 1/ϵ (and containing both i, j) . The number of such odd sets with z U > 0 is at most O (ϵ −5 (log B)(log 2 n) log 2 1 ϵ ).
ALGORITHM 1: An Algorithm for Maximum Matching 1: Start with an initial sampling distribution over the edges. 2: while we do not have a certificate of (1 − ϵ ) approximation do 3:
Sample O (n 1+1/p ) edges, subdivided into t = O ( 1 pϵ log n) independent parts, say, S 1 , S 2 , . . . S t .
4:
Use S 1 to simulate a step of solving a dual LP of matching. Then use S 1 to refine or adjust S 2 and then use S 2 . In general, use S 1 , . . . , S q to refine S q+1 and use S q+1 .
5:
We prove that either we succeed in the refinement and use of S q+1 or produce an explicit dual (of the dual) certificate-which is a large explicit primal solution, in this case the desired matching. 6: end while
The full O (n 1+1/p ) space is not needed to define the value of the multiplier for an edge, and this fact is useful in distributed settings. The linear sketches can be viewed as requiring each vertex to sketch its neighborhood n 1/p times. Theorem 1.1 shows that if we view the nodes in the graph as players and each player sees only the edges adjacent to it, then in the congested clique model, we can compute a (1 − ϵ ) approximation for the maximum weighted nonbipartite b-matching problem using O (p/ϵ ) rounds and O (n 1/p ) size messages per vertex. Note that the communication graph and the input graph are different in this model. Adaptivity at Sampling Versus Adaptivity at Use: An iterative algorithm, where the computation in iteration j depends on the result of iteration j − 1, is defined as an adaptive algorithm. The degree of adaptivity corresponds to the longest chain of dependencies introduced between the iterations; often this is the same as the number of rounds. For primal-dual algorithms that approximately solve LPs, the computation is adaptive and requires Ω(log n) rounds that define a linear chain.
In contrast, the while loop in Algorithm 1 is executed for at most O (p/ϵ ) steps. Given the subdivision of each sample into O ( 1 pϵ log n) parts, we have an algorithm that uses O (ϵ −2 log n) iterations, but the number of rounds of sampling is only O (p/ϵ ). The adaptivity of the sampling process is different from the adaptive behavior of the primal-dual process; in the latter, the computation in an iteration strongly depends on the computation in the previous iteration. However, the sampling process is the process that accesses data and therefore the number of rounds of data access is O (p/ϵ ). This differentiation is key to this article and is likely to be used in many other settings. One such setting, albeit in retrospect, is the dynamic streaming connectivity algorithm in Ahn et al. (2012a Ahn et al. ( , 2012b , where the linear sketches 2 were computed in parallel in one round but used sequentially in O (log n) steps of postprocessing to produce a spanning tree. In this article, we show that S 1 , . . . , S t are relatives of cut-sparsifiers. In particular, we define:
Definition 2 (The Deferred Cut-Sparsifier Problem). We are given a weighted graph G = (V , E, u), but the weights are not revealed to us. Instead, we are given {ς i j } with the promise that ς i j /χ ≤ u i j ≤ ς i j χ . We have to produce a smaller summary data structure D storing only some of the edges. Once D is constructed, then the exact weights u i j of only those edges stored in our structure D are revealed to us. We output a sparsifier H = (V , E , u s ). Benczúr and Karger (1996) are combinatorial objects that preserve every cut to within 1 ± ϵ factor. Cut sparsifiers are relevant in the context of matching because if we focus on the odd set constraints of LP1, we observe
Cut-sparsifiers, introduced in
where the last inequality is a linear combination of cuts. However, at the same time, the use of sparsifier is nontrivial because no sparsifier can preserve differences of cuts approximately (since that would answer the sign of the difference exactly). Naive use of sparsifiers does not help for matchings; the largest matching in a graph has no connection to large matchings in the sparsifier of that graph. As mentioned in Algorithm 1, we sparsify the dual weights of (a suitably modified) dual of matching problem LP2 (the dual of the dual is intentional). The intuition behind the two notions of "adaptivity at sampling" and "adaptivity at use" is best illustrated by the schematic in Figure 1 . Suppose that the true dual weights at time t are u(t ); then the primal-dual algorithm can be thought of as progressing through the sequence u(1),x(1), u(2),x(2), u(3),x(3), . . . , as shown in the left part of Figure 1 (without the step labeled sketch). The Oracle corresponds to the mechanism that provides a (an infeasible) primal solutionx(i) that updates the dual weights to u(i) in the primal-dual algorithm. If we prove that u can be sparsified but do not prove any further properties, the overall process remains as adaptive as before; that is, u(1) → u(2) → u(3) changes to u(1) → u s (1) → u(2) → u s (2) → u(3), which are identical from the perspective of the number of adaptive steps required to compute u(t ) or u s (t ). This is shown in the left part of the Figure 1.
Deferred sparsifiers constructed via sampling allow us to bypass that dependency chain mentioned earlier. The sparsifier construction is broken into two parts-the first part of the construction can be made nonadaptive and in parallel. Then the second part can be performed sequentially, but over a small subset of edges stored in memory. We construct ς (1), . . . , ς (t ) in parallel, which eventually gives us the deferred sparsifiers D (1), . . . , D (t ). We derive the actual sparsifier u s (1) and the updatex(1). Instead of explicitly computing u(2), we refine the weights of D (2) and produce u s (2) directly. Therefore, we sequentially compute u s (1) → u s (2) → · · · → u s (t ) and are able to make t simultaneous steps without further access to data. This is shown in the right part of Figure 1 . However, such a reduction of adaptivity is only feasible for specific linear programming relaxations. We should choose that relaxation with care and we discuss one such novel relaxation for matching.
New Relaxations for Nonbipartite (and Bipartite) Matchings: Assume that the edge weights are at least 1 and rounded to integral powers of (1 + ϵ ). This can be achieved without much difficulty in all the computation models considered. Letŵ k = (1 + ϵ ) k andÊ k be the set of edges (i, j) with that weight. Then the (dual of the) maximum b-matching is given by LP3. Observe that LP3 is very similar to LP4, where we are considering a "layered" variant-x i (k ) corresponds to the cost of vertex i in level k. x i = max k x i (k ) is the contribution of vertex i to the objective. However, the cost of each set U in level is z U , and the contribution of a set U is additive! An edge (i, j) is covered from the cost of the two vertices i, j (specifically their cost in level k) or the sum of the costs of all U (odd, containing both i, j) of all layers below or equal to k. We only focus on O s in this article, but note that including the other variables can decreaseβ but it will always be above β * . It is interesting that vertices and odd-sets are treated differently in LP3-LP3 is likely to be of interest independently of resource constraints.
The intuition behind the new relaxation is already illustrated when all edge weights are 1 and we can drop the index for simplicity. The relaxation simplified relaxation is LP4 and its dual is LP5. The formulation LP5 allows each vertex to be fractionally matched to b i + 2μ i edges, yet the overall objective is charged for this flexibility-this is a classic penalty-based formulation. It can be shown (and we do, for the general weighted case, through ideas based on the proof of total dual integrality) that the objective function has not increased from LP1 (for w i j = 1). Moreover, in LP4, subject to 2x i + U :i ∈U z U ≤ 3 and nonnegativity,
or in other words, the right-hand side of the equation is now independent of any problem parameters! This corresponds to showing bounded width and helps us reduce the number of iterations. In other words, if we wish to solve the dual using a primal-dual formulation, we can encode the width parameter as a constraint such as Equation (1). Since we are adding constraints to the dual, we have a penalty-based formulation for the original primal problem. Such penalty-based formulations allow flexibility in how we get to a near-optimum solution (the trajectory in a primal-dual algorithm) and are likely to be useful in other problems.
A Dual-Primal Framework: With the insight of width constraints in dual corresponding to penalty-based primals, we proceed to provide a black-box framework that will use all the ideas we have discussed thus far, namely, (a) deferred computation, (b) starting from a dual, and (c) expressing width as constraints. Suppose that we wish to solve Primal,
Suppose that we wish to apply the primal-dual method to a modification of the dual Ax ≤ c, where Q is an auxiliary polytope. Then a feasible solution to
Intuitively, if we have a current primal solution to Primal of value β and we show that the dual has a small solution (compared to β), then we have an optimal solution. If we fail to show that the dual has a small solution, then that proof must (at least implicitly) provide a certificate that we have a larger solution to Primal. Suppose that we can extract an explicit certificate-multipliers for the constraints in the dual can be interpreted as candidate primal solutions! We use this connection. If we keep trying to prove the dual is small and keep failing, then the best explicit certificate found so far will keep increasing the value β and eventually we will succeed in proving that the dual (and therefore also the primal) is near optimal. Note that we solved the primal by focusing on the dual Ax ≤ c. This is the starting point of the framework. Suppose that we have width constraints given by matrix P o , where ρ o is a constant > 1.
The primal-dual framework maintains weights u and requires an Oracle to provides us x,
intuitively; the framework is describing the fact that approximately satisfying a collection of constraints is as easy as approximately satisfying the linear combination. The question that arises is: How can we solve this linear combination without complete access to A?
The answer, of course, is sparsification! If instead of u we could use a sparsified set of multipliers u s , then we would only need to remember a few rows of A at a time. In the context of matching, A is the dual with m constraints (and many variables) and the sparsification reduces the number of constraints toÕ (n). Since the multipliers u do not usually change quickly in a primal-dual framework, we actually have a promise problem and can use deferred sparsifiers as discussed earlier. Deferred sparsification now reduces the number of adaptive accesses to A, but each time we construct several independent deferred sparsifiers in parallel. Note that the explicit certificate we extract corresponds to nonzero values in the sparsifier, and therefore we extract a sparse solution! Finally, the sparsifiers provide one other benefit. Instead of solving Outer, we can now apply recursion and solve Outer approximately by an inner primal-dual algorithm. The difficult part, however, is to ensure that when these inner iterations fail, we have to provide an infeasibility certificate of {b T x ≤ β, Ax ≤ c} directly even though we only have access to the rows of A corresponding to u s . Given the number of different pieces that need to be addressed simultaneously, we abstract the framework and a corresponding theorem.
and an absolute constant a 1 such that the following hold simultaneously:
given fixedγ , L 0 ≥ 1, we can construct a data structure D that samples a subset of indices in [m] of sizeñ s based on the v values, and stores the indices. After D has been constructed, the exact values of those stored entries of u are revealed and the data structure constructs a nonnegative vector u s such that for some property G(u s , x), which is convex in x and x = 0 satisfies G(u s , x), we have
(d5) (Initial solution.) We can efficiently find a solution to Initial for some a ϵ ≥ 2:
Observe that we can set ρ o = ρ i = ∞, but unbounded values of ρ o , ρ i will not have any algorithmic consequence. For bounded ρ o , ρ i , the matrices A and A of course have to be related-but that relationship is not necessarily a simple representation (such as column sampling). The main consequence of (ρ 0 , ρ i )-dual-primal amenability is as follows:
Theorem 1.3. Suppose for a (ρ o , ρ i )-dual-primal amenable system Primal there exists a MicroOracle, which, given an absolute constant a 2 > 0, ϵ such that 0 < ϵ ≤ 1, u s ∈ R m + , ζ ∈ Rñ o + , and ϱ > 0, provides either: (i) a feasible solution for Primal with c T y ≥ (1 − a 2 ϵ )β such that for all ∈ [m], y > 0 implies u s > 0, that is, a solution only involving the primal variables corresponding to the sampled constraints in the deferred sparsifier, or (ii) a solution x of LagInner, where the number of nonzero entries of x is at mostñ x .
Then we can find a (1 − (1 + a 1 + a 2 )ϵ )-approximate solution to Primal using τ rounds of deferred u-sparsifier construction,
For a fixed deferred sparsifier, MicroOracle is invoked at most
ϵ ) times and we use a simple exponential of a linear combination of the returned solutions (of part (ii)) to define the weights u.
Moreover, the algorithm computes (approximately) max λ; Ax ≥ λc for ax, which is a weighted average of the x returned by successive applications of part (ii)-the algorithm can stop earlier than the stated number of τ rounds if it observes λ ≥ (1 − 3ϵ ). ALGORITHM 2: An Algorithm for Theorem 1.3 (Compare Algorithm 1) 1: Start with x = x 0 and β = β 0 , where x 0 , β 0 refer to the initial solution. 2: Consider the following family of decision problems:
Define exponential weights u (Section 6.1). Compute ln γ ϵ deferred u-sparsifiers denoted by {D q }.
5:
Consider the union of the constraints sampled in the previous step and compute a (1 − a 3 ϵ ) approximation to Primal restricted to these constraints. Say that value is β .
7:
Update x, u(q) etc. as required by the proof of Theorem 1.3; we are guaranteed to not invoke condition (i) of MicroOracle due to Step (5) . This provides a new sampling weight function for Step (4). 8: end while 9: Output the y corresponding to largest β ≥ (1 − a 3 ϵ )β/(1 + ϵ ). We prove that such a β exists.
The running time of Algorithm 1 for Theorem 1.3 is dominated by the time to construct the deferred sparsifiers (which includes the evaluation of u) plus the invocations of MicroOracle. The space used to maintain the current average x is O (ñ x τ o τ i 1 ϵ log γ ). The space to store a single deferred sparsifier is typically O (nγ 2 poly(ϵ −1 , log n, log γ )) (this is application specific and depends on u, L 0 ). Therefore, if ρ o , ρ i are poly(ϵ −1 ), γ = n 1/(2p ) , andñ x = O (nϵ −1 log n), the overall asymptotic space complexity will typically be at most n 1+1/p (absorbing the poly
Roadmap:
We relegate the proof of Theorem 1.3 to Section 6. We provide a proof of the main structural characterization (Theorem 1.2) in Section 2 next. We discuss the construction of deferred cut-sparsifiers in Section 3, specially in resource-constrained models. We then show how these definitions and theorems are applied to bipartite matching in Section 4 as a warmup, which also handles the initial solution. The main theorem for weighted nonbipartite b-matching, Theorem 1.1, is proved in Section 5. The bipartite result demonstrates how the edge weights can be handled, and therefore the nonbipartite result in Section 5 starts from that point and focuses on the odd set constraints.
NEW RELAXATIONS FOR MATCHINGS
In this section, we prove a new relaxation for maximum matching in nonbipartite graphs, as provided by Theorem 1.2. The theorem is an approximate characterization of the dual of the b-matching polytope and an essential part of the results for nonbipartite graphs in this article. This relaxation allows the dual-primal framework to be applied, both from the perspective of having a small width and from the perspective of providing a matching when we fail to make progress in satisfying the dual of b-matching. The characterization produces a layered LP, which is likely to be of independent interest in combinatorial optimization.
To prove Theorem 1.2, we revisit a celebrated result in combinatorial optimization, namely, that the nonzero variables in the optimal dual solution for maximum matching (when all b i = 1) define a laminar family (Schrijver 2003, page 441-442) . We generalize that result in Theorem 2.1.
Theorem 2.1. There exists an optimal solution of LP2, the dual to the exact linear programming formulation LP1 for the maximum b-matching such that L = {U : z U 0} is a laminar family, for any weights w i j and any graph
Proof. We follow the proof in Schrijver (2003), pages 441-442, which considered standard matching with b i = 1 for all i. Let S be the set of optimal solutions of LP2. Let S 2 ⊆ S be the subset of optimal solutions that minimize z U 0 z U ||U || b among the optimum solutions. We choose a solution from S 2 that maximizes z U 0 z U ||U || 2 b . This is a three-step choice. We show that L can be made a laminar family.
Suppose that L is not a laminar family. Then, there exist A, B ∈ L such that (a) z A , z B 0 and (b) A ∩ B ∅, A or B. There are two cases: ||A ∩ B|| b is either even or odd. In both cases, we change the solution (while preserving the objective value and the feasibility of the solution).
(1) ||A ∩ B|| b is even: Let z = min{z A , z B }. We reduce z A and z B by z and increase z A−B , z B−A by z. Observe that both A − B, B − A are nonempty and odd. We now increase every x i ALGORITHM 3: Producing a Feasible Solution for LP6 1: (Remove Large Sets) For every U O s , for every i ∈ U we set x * i ← min{x * i + z * U /2,ŵ L } and z * U ← 0. This preserves the feasibility of LP7 and increases the objective by at most (1 + ϵ ). Let this transformed set of variables bex i ,ẑ U . Recall that the largest-weight class isŵ L .
For bipartite graphs the algorithm skips to
Step (17).
3: (Order Sets) Order the U withẑ U > 0 in decreasing order of ||U || b -note that this is a laminar family. We will assign the z U , corresponding to this order-and we will assign all z U , before proceeding to the next set U in this order.
is the same for all i ∈ U and the Sat (i) values are the same for all i ∈ U . Define that value as Sat (U ). for i ∈ A ∩ B by z. These changes preserve the feasibility and the objective value of the solution. On the other hand, they decrease
. Therefore, it contradicts the fact that the chosen solution belongs to S 2 .
(2) ||A ∩ B|| b is odd: Let z = min{z A , z B }. We reduce z A and z B by z and increase z A∪B , z A∩B by z. Again, these changes preserve the feasibility and the objective value of the solution.
Proof. We begin with an optimum solution {x * i }, {z * U } of LP6 with the weightsŵ i j , where the sets U such that z U > 0 define a laminar family-such an optimum solution is guaranteed by Theorem 2.1. Note that it is important that Theorem 2.1 did not require integral edge weights. We produce a feasible solution for LP6 using the sequence of transformations given by Algorithm 3.
We
Moreover, as a consequence of that optimality, note that U :i ∈U z * U ≤ŵ L -because otherwise we can decrease the z * U corresponding to the smallest U with i ∈ U , z * U > 0 without affecting the feasibility. Observe that as a consequence of
Step (1) Algorithm 3, we havê
A consequence of Step 2 is that x i (k ) = min{ŵ k ,x i } for all i. Therefore, for bipartite graphs, suppose we have an edge (i, j) ∈Ê k ; then
which implies that the scaling in Step (17) 
and for bipartite graphs the z U variables are absent, and hence i b i x i ≤ β. Therefore, for bipartite graphs the lemma is true. We now focus on nonbipartite graphs and make the following observations about the assignment to z U , :
Therefore, for an edge (i, j) ∈ E k :
Now from
Step (1):
The theorem follows.
DEFERRED CUT-SPARSIFICATION
In this section, we focus on deferred cut-sparsification, which is a key ingredient in reducing the number of iterations in the dual-primal framework provided in Theorem 1.3. Recall that Definition 3 requires sparsification data structures that can be constructed in parallel. However, instead of directly producing a sparsifier from the jth data structure, we wait till the simulation of the j − 1 previous iterations have completed and then we have the knowledge of the exact edge weights required to produce the jth cut-sparsifier. We then refine the jth data structure to produce the required cut-sparsifier, as shown in Lemma 3.1. We repeat the definition of deferred cut-sparsifiers for readability.
Definition 2 (The Deferred Cut-Sparsifier Problem). Consider the problem: We are given a weighted graph G = (V , E, u) but the weights are not revealed to us. Instead we are given {ς i j } with the promise that ς i j /χ ≤ u i j ≤ ς i j χ . We have to produce a smaller summary data structure D storing only some of the edges. Once D is constructed, then the exact weights u i j of only those edges stored in our structure D are revealed to us. We then output a sparsifier H = (V , E , u s ).
Lemma 3.1. Given {ς i j } and edge weights ∈ [1/L 0 , L 0 ], we create an O (nχ 2 ξ −2 (log L 0 ) log 4 n)size deferred sparsifier. We can construct a (1 ± ξ )-sparsification from the deferred sparsification when the edge weights of the stored edges are revealed.
The algorithm can be implemented in a single round of sketching, which implies that it can be implemented in O (1) rounds in the Map-Reduce model or a single pass in the semistreaming model. In the semistreaming model, the algorithm runs in time O (m(log(n/ξ ))α m,n ), where α m,n is the inverse Ackermann function.
Proof. The proof will follow from the fact that existing algorithms for sparsifier construction will allow us to implement the deferred version. We refer the reader to the excellent survey of Fung et al. (2011) for different algorithms for construction of sparsifiers. The main intuition (which in some form dates back to Nagamochi and Ibaraki (1992) and used in Benczúr and Karger (1996) ) is that weighted sparsifiers are constructed using an unweighted graph by (i) first determining the probability p e of sampling the edge e and then (ii) if e is sampled, then assigning it a value/importance w e /p e . For a weighted graph, part (i) is performed for each weight class in
The probability is the inverse of the connectivity across the edge e-and this can be achieved by a layered subsampling of edges G 1 , G 2 , . . . , where G i contains the edges in G i−1 sampled with probability 1/2.
We make the following observation: If we have the promise weight ς i j satisfying u i j ≤ ς i j χ ≤ u i j χ 2 , then if we compute p e based on ς i j (applying Benczúr and Karger (1996) sampling on the weights ς i j ) and multiply p e by O (χ 2 ), then we are guaranteeing that edge e is sampled with probability at least p e .
We repeat the process for weights ς i j in the range [2 , 2 +1 ) for different values of and increase the sampling probability by O (χ 2 ). This concludes the construction of the data structure D. Observe that the sum (allowing multiple edges between two nodes) of sparsifiers of a set of graphs is a sparsifier of the sum of the graphs. We can split the graph using ς i j values, construct the deferred sparsifier of each graph, and then take the sum of the sparsifiers (keeping one edge between the vertices). The space requirement increases by log L 0 factor. The lemma follows.
(Deferred) Sparsification in Specific Models
The Streaming Model. We revisit the algorithm in Ahn et al. (2012b) ; see also Fung et al. (2011) . Those results consider a single weight class. Note that if the edge set is partitioned across different weight classes, then the union of the sparsifiers corresponds to a sparsifier of the union. Algorithm 4 illustrates the overall algorithm. The running time follows from inspection, with the added twist that the number of edges in Step 13 of Algorithm 4 decreases geometrically. The overall running time is O (m(log(n/ξ ))α m,n ) across all edges.
ALGORITHM 4: A Streaming Construction of Graph Sparsification
1: Let G 0 = G. Let G i be obtained from sampling edges from G i−1 with prob. 1/2. 2: Let k = O ( 1 ε 2 log 2 n). 3: for i = 1 to log 2 m in parallel do 4:
8: end for 9: end for 10: Let H = (V , ∅). 11: for j = 1 to k − 1 do 12: The MapReduce Model. We show how the algorithm mentioned in Lemma 3.1 can be implemented in the MapReduce model using O (1) rounds. We use the fact that the algorithm in Ahn et al. (2012b) uses linear sketches of the vertex-edge adjacency matrix (after assigning arbitrary, lexicographic assignment of directions). We also assume that the central server hasÕ (n 1+1/p ) space. The algorithm proceeds as follows:
(1) First-Round Mapper : For each edge (u, v) , the mapper generates O (polylog n) bits of randomness, which will be used later for sketching. Let R be these random bits. The mapper outputs (u, (u, v, R) ) and (v, (u, v, R) ).
(2) First-Round Reducer: Each reducer obtains a list of edges incident on a single vertex u and random bits corresponding to those edges. Using this list and random bits, construct 0 -sampling sketches for a vector x u . Let Sx u be the sketches. Output (u, Sx u ). We begin with an alternate LP relaxation. We then provide a construction of the MicroOracle used by the framework in Section 4.1. We provide the required initial solution in Section 4.2. Note that while it may appear that Section 4.2 is an approximation algorithm, the goal is to construct a feasible dual solution and the approximation factor is only a secondary consideration. Recall the system LP1 that defines the maximum weighted nonbipartite b-matching. The constraints corresponding to odd sets would automatically be satisfied in the context of bipartite graphs and we ignore those constraints in the remainder of this section. The resulting system is provided in LP8. We will consider the alternate rescaled system LP9. We can then consider the dual of LP9 and apply Theorem 1.2 to get LP11 and Lemma 4.2. We apply Theorem 1.3 on the system LP11. However, since the odd set constraints are absent, we can provide a simple direct proof of Lemma 4.2, and this section can be read independent of Section 2. We start with the following two definitions.
Definition 4. Let W * = max (i, j ) ∈E w i j . Using O (p) rounds and n 1+1/p space, we can easily find an edge with the maximum weightW * (using 0 sampling, which can be implemented using sketches).
Definition 5. For k ≥ 0, letŵ k = (1 + ϵ ) k . Recall B = i b i . Given an edge (i, j) ∈ E, we can define a level k ≥ 0 such that ϵW * Bŵ k ≤ w i j < ϵW * Bŵ k+1 and letŵ i j be thatŵ k . Note that the mapping from (i, j, w i, j ) → k is unique and only needs knowledge of W * , B and the transformation of w i j →ŵ k can be achieved efficiently. LetÊ k = {(i, j)|(i, j) ∈ E,ŵ i j =ŵ k = (1 + ϵ ) k } and let E = kÊk . Letŵ L correspond to the largest weight class inÊ. Observe that L = O ( 1 ϵ ln B) and the number of levels is L + 1.
Moreover, any b-matching inÊ corresponds to a b-matching in E under rescaling of edge weights.
Observation 1 follows from W * ≤ β * , (i, j ) ∈E w i j y i j ≤ BW * and that the constraints of LP9 imply the vertex constraints of LP1. Further, starting from a feasible solution of LP1, if we remove the edges in E −Ê, we get a feasible solution for LP9 with the desired bound. In the remainder of the discussion, we find an integral (1 − O (ϵ ))-approximate solution of LP9 and use the observation to show that the same solution is an integral (1 − O (ϵ ))-approximation to the original problem.
Proof. Note that the dual of LP9 is LP10. We will be applying the dual-primal method and focus on the modified dual polytope LP11 instead of LP10. Observe that LP10 is a relaxation of LP11. Given a solution of LP10, we can produce a solution of LP11 of the same value by defining
Applying Theorem 1.3: We define Q, A, c, P o , P i , q o , q i for the weighted bipartite case starting from LP11 as follows:
And finally, we define G(u s , x) as null. We show that LP9 is (6, O (1/ϵ ))-dual-primal amenable with a 1 = 3, since a solution of Ax ≥ (1 − 3ϵ )c, setting x i = 1 1−3ϵ max x i ( ) , will satisfy the dual of LP9. Therefore, the conditions (d1)-(d3) in Definition 3 hold with a 1 = 3. Note that for P o x ≤ q o we do not need to have constraints for i, k if the vertex i has no edges of level k incident to it. The same holds for P i x ≤ q i . Therefore,ñ o =ñ i = min{m, n ϵ log B}. Note u i jk = exp(−α (x i (k ) + x j (k ) )/ŵ k )/ŵ k . The next lemma follows from sparsifiers and addresses Condition (d4) of Definition 3. Lemma 4.3. Let u = {u i jk }, x = {x i (k ) , x i }. Suppose that for each weight class k we construct a (1 ± ϵ/16)-Cut-Sparsifier sparsifier where the initial importance 3 of an edge (i, j) is given by u i jk and the sparsified importance is u s i jk . Then,
which is the desired equation Switch in Condition (d4) of Definition 3.
Proof. Note that each edge belongs to exactly one class and u T Ax = i,k x i (k ) ( j:(i, j ) ∈Ê k u i jk ). And the j:(i, j ) ∈Ê k corresponds to a cut defined by separating the vertex i from the remainder of the graph. The lemma now follows from definition of sparsifiers and the fact that every x i (k ) ≥ 0.
We now focus on Condition (d5) of Definition 3, which defines the initial (infeasible) solution to the dual of the bipartite matching problem. We relegate its proof to Section 4.2 to focus on the algorithm and applying the dual-primal framework. Note that some of the parameters are intentionally suboptimal, to ensure that the exact same initial solution can be used in the nonbipartite case. 
The MicroOracle is provided in Algorithm 5 and proved in Lemma 4.5 in Section 4.1. We can now apply Theorem 1.3 and conclude Theorem 4.1.
The MicroOracle for Bipartite Matching
The MicroOracle is provided in Algorithm 5. The main intuition behind the algorithm is as follows: the dual-primal method tries to solve the dual of the weighted bipartite b-matching. In each iteration, we seek to assign values to the constraints of the new weighted bipartite b-matching such that the multiplicative weight update framework (applied to the dual) succeeds.
We focus on the sum of the violations of the constraints that are unsatisfied. If that sum is small, we show that we can have a feasible solution to the weighted bipartite b-matching with a corresponding small loss in the objective function. Otherwise, if that sum of the violations is not small, then we can isolate a few constraints such that setting dual variables proportional to the violation of the constraints would provide the required oracle for the dual-primal framework. 
and for all i,
Proof. For the return step in Step 7 in the algorithm, observe that if i Viol (V ), then (6), (2), and (4), respectively)
Therefore, using the definition of Γ(V ) in Step (4) of Algorithm 5,
At the same time,
Observe that each x i ( ) ≤ 24 ϵŵ . Therefore, we satisfy Lemma 5.3 in this case. In the remainder of the proof, we assume Γ(V ) ≤ ϵγ /24. Observe that
and as a consequence, γ ≥ (1 − ϵ/16)γ . Therefore,
Further, for every i,
Note that for k ≤ k * i , either k Pos (i) or, by construction, j:(i, j ) ∈Ê k y i j − 2μ ik ≤ 0. Therefore, if we define y i (k ) as 
but that implies that the dual optimization problem expressed in LP11 must haveβ b ≤ (1 + O (ϵ ))β. Therefore, we have a large matching in the subgraph defined by {(i, j)|y i j > 0}. We can extract an integral solution in near-linear time using algorithms such as Duan and Pettie (2010) for matching and Ahn and Guha (2014) for b-matching. The lemma follows.
Initial Dual Solution: Proof of Theorem 4.4
In this section, we prove the following theorem; recall that the weight class k corresponded to edges with weight (1 + ϵ ) k .
Theorem 4.4. For each weight class k and the corresponding edge setÊ k , construct a maximal b-matching denoted as M k . Edge (i, j) s is allowed to be present with multiplicity higher than 1, but at most min{b i , b j }. 'Each {M k } is computed using O (n 1+1/(2p ) ) space and O (p) rounds of sketching, in parallel. If a vertex i is saturated in M k (i.e., has degree of b i ), then we set x i (k ) = rŵ k = ϵŵ k /256; otherwise, x i (k ) = 0. Finally, set x i = max k x i (k ) . This defines x 0 . The constructed solution satisfies the constraint corresponding to Q, P o , Ax 0 ≥ r c, and
The running time corresponds to constructing L different maximal b-matchings, one for each weight class. We reuse the following result to prove the theorem.
Lemma 4.6 (Lattanzi et al. 2011, Lemma 3.1) . If we sample edges in a graph uniformly at random with probability q, then with probability at least 1 − e −n , for every subgraph with at least 2n/q edges we have chosen at least one edge.
Lemma 4.7. We can construct a maximal b-matching for any set of edges using O (n 1+1/p ) space and O (p) rounds of sketching.
Proof. Lemma 4.6 was used in Lattanzi et al. (2011, Lemma 3.2) to produce a maximal matching in O (p) phases when q = O (n 1+1/p /|E t |) for each phase t-there E t was the number of edges remaining before the start of phase t. There it was proven that for maximal matching, |E t | decreases by a factor of n 1/p at each step. Now observe that for the uncapacitated b-matching, whenever we choose an edge (i, j), we can increase its multiplicity to min{b i , b j } and therefore saturate one or both of the endpoints. Therefore, for every edge chosen we can ensure that one of the endpoints is not in consideration anymore. As a consequence, the analysis of Lattanzi et al. (2011, Lemma 3.2) , instead of being limited to the set of unmatched vertices, holds for the set of vertices i that do not yet have degree equal to b i . By the exact same analysis, the number of edges decreases by a factor n 1/p at each step and after O (1/p) steps we can guarantee that we have a maximal b-matching to which we cannot add any more edges. Therefore, the algorithm in Section 3 of Lattanzi et al. (2011) works, with the change that in step 3 we construct a maximal b-matching (and saturate one of the vertices when we choose an edge), and step 4 considers the set of vertices i that do not yet have degree equal to b i . We conclude with the observation that the primitives used in this algorithm can be implemented using sketches (Ahn et al. 2012a) .
We now focus on the quality of the initial solution. It is straightforward to verify that the conditions of Q, P o , Ax 0 ≥ r c are satisfied. If we naively try to bound β 0 = b T x 0 , then that bound will be 2rLβ b since we have two endpoints and L levels and use each maximum b-matching up to a fraction r . We seek to remove the dependence on L because it is a nonconstant term. Claim 1. Let the edges in M k be E (M k ). Let |E (M k )| denote the number of edges (counting each copy of an edge separately).
Proof. Consider the edges in the optimum solution that are in level k, denoted by OPT k . Counting each copy separately, let the number of such edges be |OPT k |. Given the maximality of M k for level k, we must have at least |OPT k |/2 edges in M k because a single copy of a single edge (i, j) can dislodge at most two edges from OPT k , one each from i and j. For multiplicities, choose a copy of an edge adjacent to i to dislodge arbitrarily. The lemma follows from summing over all k.
Proof. Consider an edge by edge accounting where each (copy of an) edge in M k pays rŵ k to an endpoint i, which satisfies degree equal to b i in the maximal matching for the level k. By maximality, one endpoint must satisfy the condition and there are at most two endpoints. The total charge collected by vertex i is b i x i (k ) ; note x i (k ) = rŵ k if i has b i adjacent edges and is 0 otherwise. The claim follows.
Since theŵ k are powers of (1 + ϵ ) and x i (k ) = rŵ k or 0, we have ϵ
For the other direction, consider the following algorithm: we add all the edges corresponding to the feasible matching at the highest level. This defines a current matching. We then proceed to the next lower level and if we can add any edge from this edge to the current matching, then we do so (in arbitrary order) while maintaining feasibility. Let the final matching be M.
Proof. Observe that the weights of the edges in the levels go down by a factor of 2. If we cannot add an edge from M k due to the fact that its endpoint i already satisfies its degree to be b i , then we say that the edge at level k is blocked. In particular, if y edges were blocked, then there must be y existing edges (including multiplicities) that block these edges. We choose an arbitrary permulation that charges each blocked edge to a single blocking edge. If both endpoints of an edge are blocked, we choose one of the endpoints arbitrarily. Since the edge weights in the levels go down by powers of (1 + ϵ ), the total weight of edges (recursively) blocked by a single edge is at most (2 + 2 (1+ϵ ) + 2 (1+ϵ ) 2 + · · · ) ≤ 2 1+ϵ ϵ times the weight of the edge attached to i. Each such edge is charged 2 1+ϵ ϵ times its weight. Since ϵ ≤ 1 and M is a feasible matching, the claim follows.
. The theorem follows.
WEIGHTED NONBIPARTITE B-MATCHING
In this section, we show the application of Theorems 1.2 and 1.3 in the context of nonbipartite b-matching and prove Theorem 1.1.
Theorem 1.1. For any constant 0 < ϵ ≤ 1 16 and p > 1, we can find a (1 − O (ϵ )) approximate integral weighted b-matching for nonbipartite graphs in O (m poly(ϵ −1 , log n)) time, O (p/ϵ ) rounds, and O (n 1+1/p log B) centralized space.
Roadmap: We will be reusing almost all the results for the bipartite case discussed in Section 4. In particular, we will use the discretization (Definition 4), levels (Definition 5), and the rescaling (Observation 1) for constructing the appropriate relaxation before we can apply the framework (Theorem 1.3) . Note that the rescaling applies irrespective of the bipartiteness of the graph; however, we now have extra constraints as shown in LP13. We apply Theorem 1.2 (which corresponds to the same discretization) and know thatβ ≤β ≤ (1 + O (ϵ ))β. We will also be reusing the initial solution, since the dual feasible solution for the bipartite relaxation can easily provide a dual feasible solution for the nonbipartite case. We will also reuse the main intuition in constructing the new MicroOracle: we consider the violated constraints and the sum of the violations. Since the number of constraints are large, we choose a maximal set of disjoint constraints. If the sum of the violations is small, then we prove that we have a large b-matching. Otherwise, when the sum of the violations is large, we show that we can assign dual values that are proportional to the violations and preserve the required properties of the oracle required for the dual-primal framework.
We are interested in the solution of the dual LP6 or finding a subgraph with a matching of size
We define Q, A, c, P o , P i , q o , q i as follows:
The constraint G (u s , x) is now necessary and somewhat involved: We show that LP13 is (6, O (ϵ −2 ))-dual-primal amenable with a 1 = 3, since a solution of Ax ≥ (1 − 3ϵ )c, setting x i = 1 1−3ϵ max x i ( ) , z U = 1 1−3ϵ z U , , will satisfy the dual of LP13. Therefore, the conditions (d1) to (d3) in Definition 3 hold with a 1 = 3. Note that for P o x ≤ q o we do not need to have constraints for i, k if the vertex i has no edges of level k incident to it. The same holds for P i x ≤ q i . Therefore,ñ o =ñ i = min{m, n ϵ log B}. We focus on condition (d4) in Definition 3. Let
and with u = {u i jk }, we have
The next lemma follows from sparsifiers. The lemma is analogous to Lemma 4.3; however, we now have extra Z U , variables. We relegate the proof of the lemma to Section 5.1 to not interrupt the discussion.
For condition (d5), observe that setting all z U , = 0 corresponds to a bipartite relaxation. Let β b be the optimum value of the bipartite relaxation,β ≤ β b ≤ 3 2β . Therefore, we can use the initial for the bipartite case (Theorem 4.4) without any change! The MicroOracle is provided in Algorithm 6 and proved in Lemma 5.3. Note that the current multipliers on the constraints are updated using convex combinations of solutions. Note that since we have changed the roles of the primal of the dual, the constraints now correspond to edges. The multiplier u i jk for an edge (i, k ) of weightŵ k (in level k) depends on x i (k ) , x j (k ) and the sets U with z U , > 0 such that i, j ∈ U and k ≥ . Based on the disjointedness property in Lemma 5.3 and the proof of Theorem 1.3, the maximum number of variables relevant to any edge (at any point of time in the algorithm) is at most O (ϵ −5 (log B)(log 2 n) log 2 1 ϵ ) as stated earlier. Thus, we can conclude Theorem 1.1 once we prove Lemma 5.3.
We now focus on the MicroOracle, which uses the following lemma whose proof is relegated to Section 5.2.
Lemma 5.2 (Proved in Section 5.2). In time O (n poly(log n, 1 ϵ )) we can find a collection K ( ) such that every pair of sets are mutually disjoint and Equations (3) 
and (4) hold in
Step 12.
Observe that Lemma 5.2 implies that Algorithm 6 runs in time O (nL poly(log n, 1/ϵ )) for L + 1 levels of the discretized weights since we invoke Lemma 5.2 at most L + 1 times.
which contradicts Equation (7). Therefore, for all z U , > 0, the constraints G(u s , x) hold. We satisfy Lemma 5.3 in this case as well.
In the remainder of the proof, we assume Γ(O s ) ≤ ϵ 2 γ /64 and show that the constraints of LP15 are satisfied.
Observe that due to Equation (5), even if we increaseζ ik toζ ik , we continue to satisfy
We set y (k ) = max{0, j:(i, j ) ∈Ê k u s i jk − 2ϱζ ik }. Setting S = {k : y i (k ) > 0} in Equation (9) satisfies the constraint k y i (k ) ≤ b i for vertex i in LP15. Moreover, for i ∈ (∪ U ∈K ( ) U ),ζ i increased fromζ i by γ b i 2ϱ β -using the observation in Step (9) of Algorithm 6 for i ∈ (∪ U ∈K ( ) U ) we have
which as we will shortly see corresponds to the vertices having no effect on feasibility of LP15.
For an U ∈ O s and , if U ∩ (∪ U ∈K ( ) U ) = ∅, then, from Equation (4):
which implies that the constraint corresponding to U , is satisfied in LP15. If, on the other hand,
which, using Equations (10) and (9), implies that
which implies that the constraint corresponding to U , is also satisfied in LP15. We now focus on the last remaining constraint of LP15:
The lemma follows.
Proof of Lemma 5.1
The goal of the lemma is to prove that computing with sparsifiers was sufficient from the perspective of the multiplicative weights update algorithm. We provide a self-contained description that implies Lemma 5.1.
Lemma 5.4. Suppose we are given a graph G = (V , E) where the weight of every edge (i, j) is dis-
Further, suppose the following:
(a) Given any (i, j), the variables u i jk , u s i jk are only nonzero for k such thatŵ k =ŵ i j .
(c) Let the constraint G(u s , x) indicate the property that for any z U , > 0, the u s satisfies
Then, for all nonnegative
Proof. For a cut defined by the single vertex i using the sparsifier H k , we have
Multiplying this byŵ k > 0 and summing over k we have
Therefore, for ϵ ≤ 1, using Equation (12),
Define
Moreover, (1 − ϵ 16 )Cut (U , u s , Set ( )) ≤ Cut (U , u, Set ( )) ≤ (1 + ϵ 16 )Cut (U , u s , Set ( )); thus, from Equations (14) and (second part of) (11),
Cut (U , u s , Set ( )) (Equation (15))
(Given condition (c)).
Therefore, we have
Using the sparsifier H k for each k at cuts defined by the single vertices, for k ∈ Set ( ) and
Equation (17) multiplied by x i ( ) ≥ 0 and summed over different i, gives i,
which, when added to Equation (16) (13)).
The lemma follows. For any odd set that is not returned and does not intersect any of the sets returned, the cut after discretization is at least κ:
which gives us condition (ii).
Observe that (A1) and (A3) imply that singleton vertices or very large sets cannot be present in L.
We are now ready to prove Lemma 5.2. The algorithm is simple:
(3) Let C = 1 and apply Lemma 5.5 and get a collection of mutually disjoint sets, which we denote by K ( ).
Equation (5), proved just after the description of Algorithm 6, applied to S = {k |k ≥ } (multiplied by (1 − ϵ/4)β/γ ), gives us
And
Therefore, if ||U || b > 4/ϵ, then i ∈U (q i ( ) − jqi ( )) > 1. This implies that the conditions (A1) through (A3) of Lemma 5.5 are valid and we can apply Lemma 5.5. The lemma follows.
PROOF OF DUAL PRIMAL FRAMEWORK: THEOREM 1.3
In this section, we prove Theorem 1.3, based on Definition 3, which we repeat for readability. We use parts of Definition 3 to cast the problem in the statement of Theorem 1.3 as a multiplicative weights update problem (Arora et al. 2012) . We use the fractional packing and covering variant in Plotkin et al. (1995) . The deferred sparsifiers allow us to reduce the number of iterations, as shown in Theorem 6.1. The multiplicative weight update requires a solution of a subroutine, and we solve that subroutine using another recursive application of the multiplicative weight method, as in Theorem 6.2. These two theorems, in combination, provide us Theorem 1.3.
, q i ∈ Rñ i + , convex polytope Q with 0 ∈ Q, and an absolute constant a 1 such that the following hold simultaneously:
(d4) (A deferred u-Sparsifier.) Given u, v ∈ R m + , and the promise that all nonzero u satisfy 1/L 0 ≤ v /γ ≤ u ≤ γ v ≤ L 0 for each ∈ [m] given fixed γ , L 0 ≥ 1, we can construct a data structure D that samples a subset of indices in [m] of sizeñ s based on the v values and stores the indices. After D has been constructed, the exact values of those stored entries of u are revealed and the data structure constructs a nonnegative vector u s such that for some property G(u s , x) that is convex in x and x = 0 satisfies G(u s , x), we have:
(d5) (Initial solution.) We can efficiently find a solution to Initial for some a ϵ ≥ 2: 
Then we can find a (1 − (1 + a 1 + a 2 )ϵ )-approximate solution to Primal using τ rounds of deferred u-sparsifier construction, 
. Moreover, the algorithm computes (approximately) max λ; Ax ≥ λc for ax, which is a weighted average of the x returned by successive applications of part (ii)-the algorithm can stop earlier than the stated number of τ rounds if it observes λ ≥ (1 − 3ϵ ).
Roadmap:
We prove Theorem 1.3 using Theorems 6.1 and 6.2. Intuitively, we cast the problem targeted in the statement of Theorem 1.3 as a fractional covering problem (Plotkin et al. 1995) , which uses a variant of the multiplicative weight update method (see the survey of Arora et al. (2012) ). Theorem 6.1 starts from a solution based on Plotkin et al. (1995) and reduces the number of rounds based on the existence of the deferred sparsifiers. Theorem 6.1 is interesting in its own right and can be used when P o = P i , q o = q i , which implies ρ i = 2. However, computing an efficient solution of the subproblem Sparse is nonobvious for small values of ρ o . Theorem 6.1 (Proved in Section 6.1). Suppose for a (ρ o , ρ i )-dual-primal amenable system Primal given any u s ∈ R m + , u s ≥ 0, a MiniOracle provides either condition (i) as in Theorem 1.3 or a solution x of Sparse, where the number of nonzero entries of x is at mostñ x :
Then the conclusions of Theorem 1.3 (number of rounds, deferred sparsifiers in each round, existence of early stopping certificate, and the range of values for the multipliers) hold. Theorem 6.2 provides a surprising use of the sparsifiers, namely, that we can iterate over the smallsize sparsifier without requiring fresh access to input. The algorithm that proves Theorem 6.2 recasts the subproblem Sparse as a fractional packing problem. It applies Plotkin et al. (1995) and demonstrates that multiple solutions of LagInner suffice to find an efficient solution of Sparse. The overall intuition corresponds to reducing ρ o at the expense of increasing ρ i . Note that ρ i does not affect the overall number of iterations, whereas the number of rounds depends on ρ o . Theorem 6.2 (Proved in Section 6.2). We use
Theorems 6.1 and 6.2 together imply Theorem 1.3.
Proof of Theorem 6.1
In this subsection, we cast the problem outlined in Definition 3 as a fractional covering problem and show that the number of iterations can be reduced using deferred sparsifiers provided we can solve the system Sparse as a substep. We use the following result from Plotkin et al. (1995) ; we change the notation to fit our context-note that we start with a different initial condition than stated in Lemma 3.6 in Plotkin et al. (1995) . That lemma in Plotkin et al. (1995) relied on O (M ) rounds of computation to produce a ϵ 0 = 1 − 1/M solution, that is, Ax 0 ≥ c/M, where M is the number of constraints. The altered initial condition gives us Theorem 6.3. Theorem 6.3 (Plotkin et al. 1995) . Suppose we are given a decision problem Ax ≥ c such that x ∈ P, where A ∈ R M ×N , x ∈ R N , c ∈ R M , where P is some polytope such that 0 ≤ Ax ≤ ρc for all x ∈ P. Suppose we have an initial x 0 ∈ P satisfying Ax 0 ≥ (1 − ϵ 0 )c. The algorithm sets x = x 0 and proceeds in phases. In phase t, it determines λ t = min (Ax) /c . It then repeatedly queries an Oracle-C for argmax˜x ∈P u T Ax, where
, and performs an update step x ← (1 − σ )x + σx, where σ = ϵ/(4αρ) (note that the failure to produce anx implies that the decision problem is infeasible). The phase continues till λ = min (Ax) /c ≥ max{2λ t , 1 − 3ϵ }. If λ < 1 − 3ϵ, then a new phase is started till λ ≥ (1 − 3ϵ ). Then after at most T = O (ρ (ϵ −2 + log 1 1−ϵ 0 ) log M ϵ ) invocations of Oracle-C, the fractional covering framework either provides (i) a solution Ax ≥ (1 − 3ϵ )c, x ∈ P or (ii) a nonnegative vector y ∈ R M such that y T Ax < y T c for all x ∈ P, thereby proving the infeasibility of {Ax ≥ c, x ∈ P}.
The framework explicitly maintains λ = min (Ax) /c and the u change by a factor of at most e ±ϵ from one invocation of Oracle-C to the next. Each nonzero u ∈ [(2M/ϵ ) −O ( ρo ϵ (1−ϵ 0 ) ) , 1].
We use a small modification that is not present in Plotkin et al. (1995) . Corollary 6.4. Theorem 6.3 holds if Oracle-C finds x ∈ P satisfying u T Ax ≥ (1 − ϵ/2)u T c or reports that no such solutions exist.
Proof. Note that (u T Ax ≥ (1 − ϵ/2)u T c) implies
(1 − ϵ/2)u T Ax ≥ (1 + ϵ/2)u T Ax + ϵu T c/2 . Lemma 3.3 in Plotkin et al. (1995) requires the RHS of the implication to hold with ϵu T c (it uses notation y, b instead of u, c); however, ensuring ϵu T c/2 only increases the number of iterations in Theorem 6.3 by a factor of 2. Lemma 3.1 in Plotkin et al. (1995) shows u T Ax ≤ (1 + ϵ )λu T c and therefore (1 + ϵ/2)u T Ax ≤ (1 + ϵ/2)(1 + ϵ )(1 − 3ϵ )u T b ≤ (1 − 3ϵ/2)u T c. The implication follows using simple calculations.
Proof (Of Theorem 6.1). As stated in the theorem, we have an initial solution x 0 such that β * /a ϵ ≤ β 0 = b T x 0 < β * /2 and x ∈ P(β 0 ) along with Ax 0 ≥ (1 − ϵ 0 )c. We consider Algorithm 7this is not the final algorithm.
Based on Corollary 6.4, using M = m and m ≥ 1/ϵ, if for some β we have T = O (ρ o (ϵ −2 + log 1
(1−ϵ 0 ) ) log m) such solutions x, then we would have Ax ≥ (1 − 3ϵ )c with b T x ≤ β. Since β 0 ≤ β * /2, it implies that at least one call to MiniOracle will provide a y as in condition (i) since we are starting from β = β 0 . Now consider the largest value of β, say, β , for which any call to MiniOracle has provided a y as in (i)-such a value exists because we cannot have primal feasible solutions with value more than β * .
Since an invocation to MiniOracle has provided primal feasible solution y for Primal satisfying c T y ≥ (1 − a 2 ϵ )β . Now for the value of (1 + ϵ )β we have T solutions of Outer (irrespective of when and where we raised the β values since a solution of Outer with β = β continues to hold for larger values of β > β ), and therefore Ax ≥ (1 − 3ϵ )c with x ∈ Q, c T x ≤ (1 + ϵ )β . By condition (d1), we have a proof that (1 + ϵ )β ≥ β * /(1 − a 2 ϵ ). Therefore, we have a y (provided by the last invocation of MiniOracle to return (i)) such that b T y ≥ (1 − (1 + a 1 + a 2 )ϵ )β * , proving the quality of approximation of Theorem 6.1 (same as in Theorem 1.3). Note that the number of time we increased β is at most O ( 1 ϵ log a ϵ ). Note that τ = (T + O ( 1 ϵ log a ϵ ))/(ϵ −1 log γ ) is the number ALGORITHM 7: An Intermediate Algorithm for Theorem 6.1 1: Start with x = x 0 and β = β 0 , where x 0 , β 0 refer to the initial solution Initial. 2: Consider the following family of decision problems:
{Ax ≥ c, x ∈ P(β )}, where
We will be solving the entire family simultaneously. Note thatQ(β ) ⊆Q(β ) for β ≤ β. This is why we start from a low value of β 0 ≤ β * /2. of times we invoke MiniOracle. We modify Algorithm 7 to Algorithm 8-observe that the new algorithm simplifies to the description of Algorithm 2 discussed in Section 1. Refine D q based on the current x to produce u s (q). end for 10: end while 11: Output the last remembered y corresponding to β = β/(1 + ϵ ). We prove that such a β exists.
We observe that in each of the T invocations of MiniOracle that provided a x, the u changed by a factor of e ±ϵ . Therefore, if we perform ϵ −1 log γ invocations, the values of u (for every ) will change by a factor in the range [1/γ , γ ]. We apply deferred u-sparsifiers. Condition (4) in Definition 3 asserts that Sparse (applied to u s ) still implies Outer (applied to u), and the previous proof of quality of approximation and number of invocations remains valid. The theorem now follows from observing that we can construct e ±ϵ deferred u-sparsifiers independently and in parallel. We use the results of the q th invocation (which contains the results of all invocations 1, . . . , q) to refine the (q + 1) st deferred sparsifier and then use that refinement in the (q + 1) st invocation. The theorem follows-observe that the guarantee on early stopping is provided by Corollary 6.4. Note that the bound of u (statement of Theorem 1.3, also holds in Theorem 6.1) follows from simple inspection. Note L 0 is within a factor of 1/γ of min u and the result follows. .
Proof of Theorem 6.2
In this section, we prove that the system Sparse can be interpreted as a fractional packing problem and solved efficiently using the LagInner. We rewrite Sparse as follows:
Sparse defines a packing problem. We now consider the following theorem in Plotkin et al. (1995) -that paper used the notation A, λ, b, P, u, ϵ, ρ, α, σ instead of A p , λ p , d, P p , z, δ, ρ , α , σ ,
