Vector bundles on degenerations of elliptic curves of types II, III and IV by Bodnarchuk, Lesya
Vector bundles
on degenerations of elliptic curves
of types II, III and IV
Lesya Bodnarchuk
Vom Fachbereich Mathematik
der Universita¨t Kaiserslautern
zur Verleihung des akademischen Grades
Doktor der Naturwissenschaften
(Doctor rerum naturalium, Dr. rer. nat.)
genehmigte Dissertation
1. Gutachter: Prof. Dr. G.-M. Greuel
2. Gutachter: Prof. Dr. W. Crawley-Boevey
Vollzug der Promotion: 21 December 2007
D 386
Acknowledgement
First of all I would like to express my gratitude to my adviser Professor Yuriy
Drozd for introducing me to the subject and teaching me everything I know
about matrix problems. The problem he proposed for my diploma thesis be-
comes a key to the Magical Garden in Carroll’s Wonderland. As Alice I could
see its beauty but not even my head could fit in the door to get in. It has
taken me years to learn and collect all the needed stuff, but not even now I can
claim that I am completely there. On my way I got help from many people.
I owe much to Professor Gert-Martin Greuel, who introduced me to Algebraic
Geometry and Singularity Theory, made my research possible and continuously
supported and advised me. I am also very grateful to Professor Peter Newstead
for pointing out the geometric side of the picture, and, of course, for being
patient with me and correcting my English. Many thanks to Professor Sergiy
Ovsienko for showing me a way out Enchanted Forest: for helping with getting
in the subject of bocses and especially for proposing the idea of an automaton.
I would also like to mention Ann Newstead and Petra Ba¨sell for being so kind
to me and others and for creating such a cheerful and domestic atmosphere in
their departments. And last but not least I would like to thank my boyfriend
Igor Burban not only for his continuous support and motivation but above all
for his unfailing sense of humor, which always accompanied me on my way as
the smile of Cheshire Cat.
Abstract
In this thesis we classify simple coherent sheaves on Kodaira fibers of types
II, III and IV (cuspidal and tacnode cubic curves and a plane configuration of
three concurrent lines).
Indecomposable vector bundles on smooth elliptic curves were classified in
1957 by Atiyah. In works of Burban, Drozd and Greuel it was shown that the
categories of vector bundles and coherent sheaves on cycles of projective lines
are tame.
It turns out, that all other degenerations of elliptic curves are vector-bundle-
wild. Nevertheless, we prove that the category of coherent sheaves of an ar-
bitrary reduced plane cubic curve, (including the mentioned Kodaira fibers)
is brick-tame. The main technical tool of our approach is the representation
theory of bocses. Although, this technique was mainly used for purely theoret-
ical purposes, we illustrate its computational potential for investigating tame
behavior in wild categories. In particular, it allows to prove that a simple vec-
tor bundle on a reduced cubic curve is determined by its rank, multidegree
and determinant, generalizing Atiyah’s classification. Our approach leads to an
interesting class of bocses, which can be wild but are brick-tame.
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Chapter 1
Introduction
This PhD thesis deals with the problem of classification of simple 1 vector
bundles and torsion free sheaves on plane cubic projective curves given by the
equations zy2 = x3 (cuspidal curve), x(yz − x2) = 0 (tacnode curve) and
xy(x+ y) = 0 (three concurrent lines).
•
•
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In terms of Kodaira’s list of degenerations of elliptic curves these are the Ko-
daira fibers of types II, III and IV respectively, see for example [BPV84].
Our main source of inspiration is the following classical result of Atiyah:
Theorem 1.0.1 ([Ati57]). Let E be a smooth elliptic curve over an alge-
braically closed field k. Then:
• a simple vector bundle E on E is uniquely determined by its rank r, degree
d, which should be coprime, and determinant det(E) ∈ Picd(E) ∼= E;
• an indecomposable vector bundle F of rank r and degree d can be de-
scribed in a unique way by F ∼= E ⊗ Ah, where h := g.c.d.(r, d), E is a
simple vector bundle of rank r/h and degree d/h and Ah is an indecom-
posable vector bundle, recursively defined by the sequences
0 −→ Ah−1 −→ Ah −→ O −→ 0, h ≥ 2, A1 = O.
Our work grew up from an attempt to generalize this theorem to the case of
degenerations of elliptic curves listed above. It is related to and is partially
motivated by the following problems.
1A sheaf is called simple if it admits no endomorphisms but homotheties.
2 1.
Motivation
• Tame behavior in wild categories. It turns out that the problem of classi-
fication of all indecomposable vector bundles on Kodaira fibers of types II,
III and IV is representation-wild, meaning that it contains as a subprob-
lem a classification of all finite-dimensional representations of an arbitrary
finitely generated k–algebra. However, in this work we show that a de-
scription of simple vector bundles and torsion free sheaves can be reduced
to a problem of linear algebra of tame representation type.
• Applications in mathematical physics. In the work of Polishchuk [Pol02]
it was shown that the study of simple vector bundles on a Gorenstein
projective curve E with trivial canonical bundle is closely related to the
theory of the classical and quantum Yang-Baxter equations. To study de-
generations of solutions of classical Yang-Baxter equation it is necessary to
compute explicitly certain triple Massey products in the derived category
of coherent sheaves Db(CohE). It turns out that the standard technique of
moduli spaces and of Fourier-Mukai transforms is not sufficient to carry
out these computations and the approach via matrix problems provides
the right tool to deal with this problem, see [BK4].
• Vector bundles on elliptic fibrations. Our description of simple vector
bundles on degenerate elliptic curves contributes to a better understand-
ing of the theory of vector bundles on elliptic fibrations.
•
•
•
•
•
Indeed, elliptically fibered varieties arising in algebraic geometry usually
have singular fibers and one can study invariants of vector bundles on
them by looking at their restrictions to singular fibers.
• Representations of bocses. The key idea of our approach is to reduce the
classification of vector bundles on a degenerate elliptic curve to a certain
problem of linear algebra (a matrix problem). In this work we deal with
curves for which all indecomposable vector bundles can not be classified in
the sense of representation theory (vector-bundle-wild curves); however,
it is possible to describe simple vector bundles. This problem can be
naturally interpreted in the language of bocses (bimodules over categories
with a coalgebra structure). A famous result in the representation theory
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of algebras and bocses is Drozd’s Tame-Wild dichotomy theorem [Dro79],
see also [CB88]. There is a conjecture saying that an analogous statement
should hold for bricks (i.e. objects with no nonscalar endomorphisms).
This is still not proven in general; however, our approach to study vector
bundles on degenerations of singular curves leads to a wide class of bocses
which are representation wild but brick-tame.
1.1 History of the subject
In 1908 Birkhoff [Bir13] proved that any invertible matrix M ∈ GL(n,k[t, t−1])
can be diagonalized using the transformation rule M 7→ S−1MT , where S ∈
GL(n,k[t]) and T ∈ GL(n,k[t−1]): M ∼ diag(tm1, . . . , tmn). Moreover, the
integers m1, . . . , mn are uniquely determined up to a permutation. In modern
language this can be rephrased as
Theorem 1.1.1. A vector bundle E on the projective line P1 splits into a direct
sum of line bundles:
E ∼=
n⊕
i=1
OP1(mi).
This theorem was rediscovered in 1955 by Grothendieck [Gro57]. Two years
later Atiyah proved Theorem 1.0.1 for an elliptic curve E. In 1971 Oda gave a
more explicit description of indecomposable vector bundles on one-dimensional
complex tori in terms of e´tale coverings [Oda71]. Further results about a mod-
uli spaces of semistable vector bundles on E were obtained in [Tu93]. Long
attempts to generalize Atiyah’s result either to curves of higher genus or to
abelian varieties of higher dimension moved the barycentre of the research to-
wards the study of stable bundles and their moduli spaces.
Moduli spaces of vector bundles on curves
Starting from the 1970s the main attention has been paid to a study of mod-
uli spaces of vector bundles on smooth projective varieties (see for example
[LeP97, New78, Ses82]). There are also many results about the existence of
moduli spaces of vector bundles on irreducible reduced curves (see [New78,
Ses82, Bho92]). However, besides some trivial cases it is still not much known
about vector bundles on curves with many components.
The study of vector bundles began with the study of the Picard group of
an algebraic variety. In [Gro62] Grothendieck showed that for any irreducible
reduced curve X there exists a fine moduli space J of the functor Picd of line
bundles of degree d, and the space of parameters, usually called the generalized
Jacobian, has dimension pa(X), which is the arithmetic genus of X.
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However, if X is singular, then the moduli space of line bundles of degree d
in general is not projective but only quasi-projective. Compactifications of the
Picard scheme have been studied by many authors, we mention only some of
them. In [D’S79] D’Souza showed that there exists a natural compactification
of J , and this compactification is the moduli space of torsion free sheaves
J¯ . In [AK80, AK79] Altman and Kleiman investigated further properties of
the compactified Jacobian, in particular, its behavior in a relative situation.
Especially, from Theorem 8.8 of [AK80], it follows that for an irreducible and
reduced curve E of arithmetic genus one, the compactified Jacobian Pic0 is
represented by the scheme E itself.
Analogously as for a smooth curve X there is a course moduli space M
of the moduli functor VBsX(r, d) which is fine provided that g.c.d(r, d) = 1,
it was shown in [New78, Theorem 5.8′] for an irreducible and reduced curve
X that there is a coarse moduli space M¯ of the moduli functor TFsX(r, d)
of stable torsion free sheaves of rank r and degree d and there is a natural
compactification of M¯ by adding classes of semi-stable torsion free sheaves2.
Moreover, if r and d are coprime, then M¯ is a fine moduli space (see Theorem
5.12′).
For a curve with a singularity different from an ordinary node it is still
not much known about vector bundles. For curves of arithmetic genus one we
should mention a resent result of Lo´pez-Martin. In [Lo05] she described the
geometry of the compactified Simpson Jacobian for Kodaira fibers IN , II, III
and IV and in [Lo06] considered the relative situation.
Generalized parabolic bundles (GPB)
For a rather long time (till the middle of the 70s) there were no efficient methods
to study moduli spaces of vector bundles of higher ranks on singular curves. It
was Seshadri who proposed for this purpose the method of parabolic bundles
(PB) (see Section 3 of [Ses82]). Bhosle generalized the method considering
parabolic structures over divisors. The main idea of this approach is as follows.
Let X be a reduced singular curve, with nodes p1, . . . , pn and cusps q1, . . . , qm
as singularities. Let X˜
π
−→ X be its normalization, π−1(pi) = {p˜i, p˜′i} and
π−1(qj) = {q˜j}. Let S˜ denote the scheme-theoretic preimage of the singular
locus S defined by the conductor i.e. as a divisor
S˜ =
n∑
i=1
(p˜i + p˜
′
i) +
m∑
j=1
2q˜j.
2 In what follows by compactification we always mean the compactification of moduli spaces of stable vector
bundles by stable torsion free sheaves.
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Consider a vector bundle E˜ of rank r on the normalization X˜ together with a
parabolic structure on the divisor S˜ which is a set of vector subspaces of rank
r
Fpi(E˜)
  (η,η
′)
//
(
E˜ ⊗O
X˜
OS˜|p˜i
)
⊕
(
E˜ ⊗O
X˜
OS˜|p˜′i
)
for 1 ≤ i ≤ n, such that both maps η and η′ are isomorphisms; and
Fqj(E˜)
  ζ // E˜ ⊗O
X˜
OS˜ |2q˜j
for 1 ≤ j ≤ m, such that the induced map Fqj(E˜)→ E˜ ⊗OX˜ OS˜|q˜j is an isomor-
phism. Hence, there is a vector subspace
F (E˜) →֒ E˜ ⊗O
X˜
OS˜ =: E˜(S˜).
The pair (E˜ , F (E˜)) is called a generalized parabolic bundle (GPB). If the curve
X is irreducible then for a GPB one can easily introduce the notions of degree
and stability. The category of stable GPB’s of rank r and degree d is denoted
by GPBsX(r, d). A coarse moduli space M˜ of stable of GPB’s can be constructed
using methods of geometric invariant theory (for instance see [Bho92, Theorem
1] ). If r and d are coprime then M˜ is fine. For a generalized parabolic bundle
(E˜ , F (E˜)) on X˜ consider the canonical map
ϕ : E˜ +3 +3 E˜(S˜) +3 +3 E˜(S˜)/F (E˜).
Let TFX be the category of torsion free sheaves on X and TF
s
X(r, d) its full
subcategory of stable torsion free sheaves of rank r and degree d. Define a
functor Φ : GPBX → TFX , taking (E˜ , F (E˜)) 7→ ker(π∗ϕ). [Bho96, Theorem
4] asserts that Φ maps GPBsX(r, d) to TF
s
X(r, d) and and the induced map φ :
M˜ → M has the following properties: φ is surjective, it is an isomorphism on
φ−1(M ); and if g.c.d.(r, d) = 1 then M˜ is the normalization of M . In particular,
(E˜ , F (E˜)) is stable if and only if its image F is stable. The method can be also
used for curves with many components (see [Bho93]).
Fourier-Mukai transforms
A special interest in the theory of vector bundles on singular curves of arithmetic
genus one cames back in the 1990s by work of Friedman, Morgan and Witten on
vector bundles on elliptic fibrations [FMW99] (see also [Teo00]). They discov-
ered a method to construct relatively semi-stable torsion free sheaves of degree
zero in terms of so-called spectral coverings. Because of the importance of this
construction in string theory it was studied by many authors. Recently, it was
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put in a general framework of Fourier-Mukai transforms see [BBHM02, BK05]
and [BK06]. The idea behind the Fourier-Mukai approach can be explained as
follows. Let E be a reduced and irreducible curve of arithmetic genus one and
p0 ∈ Ereg be a fixed smooth point on it. Let TF
ss
E (0) denote the category of
semi-stable torsion free sheaves of degree zero on E, and let TorE be the cate-
gory of torsion sheaves (i.e. skyscraper sheaves) on E. For a sheaf F ∈ TFssE (0),
consider the natural evaluation map
ev : H0(F ⊗O(p0))⊗k O −→ F ⊗O O(p0).
The map ev turns out to be an injective morphism of two torsion free sheaves
of the same rank, thus coker(ev) ∈ TorE . Then the functor
F : TFssE (0)→ TorE (1.1)
F 7→ coker(ev).
is an exact equivalence of abelian categories (see [FMW99] Theorem 1.2 and
[Teo00] Theorem 1.3). Hence, semi-stable torsion free sheaves of degree zero
can be indirectly described by skyscraper sheaves. For a semi-stable torsion
free sheaf of rank r and degree d the functor
T
k(p0) := −⊗O(p0) : TF
ss
E → TF
ss
E (1.2)
F 7→ F ⊗O(p0).
preserves r and raises the degree to d+ r. If we had an equivalence F : TFssE →
TFssE mapping TF
ss
E (r, d) to TF
ss
E (r + d, d), then concatenating F and Tk(p0) we
could recover a description of semi-stable torsion free sheaves of arbitrary co-
prime rank and degree from a description of torsion sheaves. A functor F with
such properties can be naturally constructed on the level of derived categories.
This approach is highly efficient but it requires some advanced machinery of
homological algebra. For an irreducible curve of arithmetic genus one, the au-
toequivalence F transforms semi-stable sheaves to semi-stable ones. For the
smooth case see e.g., Theorem 14.7 [Pol03]; for a general case see Theorem 4.1
[BK3]. Unfortunately, this method works well only for irreducible curves of
arithmetic genus one. From the beginning of the last decade the idea to apply
the technique of derived categories to study geometric problems became rather
popular. Nowadays it is developing rapidly. However, there is still not much
known about the derived category of coherent sheaves on Gorenstein projective
curves with many components. So far this method has been applied only to
irreducible and reduced curves of arithmetic genus one.
Matrix problem approach
Another method for dealing with vector bundles on an arbitrary reduced singu-
lar projective curve was suggested by Drozd and Greuel [DG01]. The main idea
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of their approach can be explained as follows. Let X be a singular reduced pro-
jective curve (typically rational, but with arbitrary singularities), π : X˜ → X its
normalization. Then a description of the fibers of the functor π∗ : VBX → VBX˜
can be converted to some representation theory problem, called a matrix prob-
lem.
In order to make our further discussions more comprehensible we shortly
explain the main ideas of the matrix problem technique, which is a powerful tool
for studying a wide class of classification problems. Consider a Krull-Schmidt
category, whose objects M are matrices or tuples of matrices, and the set of
morphisms F : M →M ′ is given by a collection of rules (called transformations)
saying how M can be modified. A problem of finding a canonical form of an
arbitrary indecomposable object M with respect to admissible transformations
F is called a matrix problem or a linear algebra problem. Rigorously speaking,
it is a problem of describing indecomposable (respectively simple, rigid) objects
of the category of representations of some differential biquiver (Q, ∂). Actually,
it always boils down to the classification of orbits of indecomposable objects
under the action as explained above. The simplest examples are the problems
of finding a Gauß form of a matrix (transformations are M 7→ SMT, for M ∈
Mat
k
(r1 × r2), S ∈ GL(r1,k) and T ∈ GL(r2,k)) and a Jordan normal form
of a square matrix (transformations M 7→ S−1MS, for M ∈ Mat
k
(r × r) and
S ∈ GL(r,k)). One reduces a matrix to its canonical form by a very general
algorithm called matrix reduction. Obviously, there are cases when a canonical
form does not exist. Such “nasty” problems are called wild, a classical example
is the question about a normal form of a pair of non-commuting matrices using
simultaneous conjugations
S : (M1,M2) 7→ (S
−1M1S, S
−1M2S),
where S ∈ GL(k, r) andM1,M2 ∈ Matk(r× r), or equivalently, a description of
indecomposable finite dimensional representations of the free algebra k〈x, y〉.
However, in some cases a matrix problem can be completely solved then it is
called tame.
Coming back to our original question about vector bundles on singular
curves, if the corresponding matrix problem is tame and we have a canoni-
cal form then one can interpret the result in terms of sheaves. The approach of
Drozd and Greuel is quite similar to the method of generalized parabolic bun-
dles. For example, both of them allow us to generalize Birkhoff-Grothendick’s
theorem to the case of a chain of projective lines (see Appendix A)
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Theorem 1.1.2 ([Bho93, DG01] ). Let X be a chain of projective lines, then
any vector bundle on X splits into a direct sum of line bundles.
The main applications of the Drozd-Greuel method concern the case of
curves of arithmetic genus one. In the case of a cycle of N projective lines
(Kodaira cycles IN)
==
==
==



•
I1
• •
I2
• •
•
I3
. . .
///////



 ///////
• •
• •
• •
IN
one obtains the following classification of indecomposable torsion free sheaves.
Let IN be a cycle of N projective lines and Ck a chain of k projective lines.
Theorem 1.1.3 ([DG01], see also [BBDG]). Let E be an indecomposable
torsion free sheaf on IN .
1. If E is locally free, then there is an e´tale covering πk : INk −→ IN , a line
bundle L ∈ Pic(INk) and a natural number h ∈ N such that
E ∼= πk∗(L)⊗Ah,
where Ah is an indecomposable vector bundle, recursively defined by the
sequences
0 −→ Ah−1 −→ Ah −→ O −→ 0, h ≥ 2, A1 = O.
2. If E is not locally free, then there exists k ∈ N, a map pk : Ck −→ IN and
a line bundle L ∈ Pic(Ck) such that E ∼= pk∗(L).
This classification is completely parallel to Oda’s description of vector bun-
dles on elliptic curves [Oda71] and provides quite simple rules for the computa-
tion of a decomposition of the tensor product of any two vector bundles into a
direct sum of indecomposable ones. It allows one to compute the dual bundle of
an indecomposable vector bundle as well as dimensions of homomorphism and
extension spaces between indecomposable vector bundles (and in particular,
their cohomology), see [Bur03, BBDG].
The proof of Theorem 1.1.3 essentially uses ideas coming from representation
theory and the technique of matrix problems [Bon92] (see also [KL86], [CB89]).
Using a similar approach this result was generalized by Burban and Drozd
[BD04] to a classification of indecomposable complexes as objects of the derived
category bounded from the right of coherent sheaves D−(CohE) on a cycle of
projective lines E = IN .
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However, a description of simple vector bundles on E requires some extra
work. In the case of a rational curve with one node a simple vector bundle is
determined by its rank and degree (which have to be coprime) and one contin-
uous parameter λ ∈ k∗, see [Bur03]. Hence, in this case the combinatorics of
the answer is completely parallel to the case of an elliptic curve.
Vector-bundle-wild curves
Although there is a complete classification of indecomposable torsion free sheaves
on Kodaira cycles, the situation turns out to be quite different for the other
singular projective curves of arithmetic genus one. For example, for a cuspidal
rational curve zy2 = x3 even the classification of indecomposable semi-stable
vector bundles of a given slope is a representation-wild problem. However, if we
additionally impose the simplicity assumption, then the wild fragments of the
corresponding matrix problem disappear and we can reduce the matrices to a
canonical form. Especially, for a cuspidal cubic curve such a problem is analo-
gous to a problem already considered by Drozd in his study of representations
of mixed Lie Groups [Dro92].
The matrix problem for simple vector bundles on a cuspidal cubic curve
is relatively easy to deal with, since it is self-reproducing, i.e. after applying
one step of matrix reduction we obtain the same problem but with matrices
of smaller sizes. In fact, the matrix reduction operates on discrete parameters
of a vector bundle as Euclidean algorithm. Carrying this out, we obtain a
description of simple vector bundles on a cuspidal cubic curve, which is quite
parallel to the first part of Atiyah’s Theorem 1.0.1. Analogous results can be
obtained by applying the GPB approach or Fourier-Mukai technique. The
main advantage of our description is that it is explicit and can be used for
further applications mentioned earlier, in particular for a calculation of Massey
products. For other curves of arithmetic genus one treated in this thesis, such as
a tacnode curve and a plane configuration of three concurrent lines the matrix
problem approach is the only method used so far. To describe simple vector
bundles on a cuspidal cubic curve and tacnode curve it is sufficient to use matrix
reduction in its naive sense. Unfortunately, this is not the case if we consider
simple vector bundles on three concurrent lines. This problem is quite involved
and requires more general and powerful methods to deal with. Such a tool is
given by the representation theory of bocses.
Matrix problems and representations of bocses
The matrix problem technique originates from works of Roiter [Ro60], Nazarova
[Naz61], Roiter and Drozd [DR67] on integral representation theory. In 1972
Drozd introduced the notion of a bimodule problem. It was the first but quite
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fruitful attempt to formalize the matrix problem method. In order to make
bimodule problems closed under the matrix reduction procedure (reduction of a
fragment of a matrix to the form ( I 00 0 ) by the Gauß Algorithm) Crawley-Boevey
introduced bimodules with differentials. On the other hand, Roiter and Kleiner
[KR75] worked out the formalism of differential graded categories (DGC), which
also allows to categorify matrix reduction. The next step in this direction was a
modification of the DGC language to the formalism of bocses (bimodules over
categories with coalgebra structure), which provides a clear description of the
category of representations (both objects and morphisms). In terms of bocses
or DGCs one can formulate the base change lemma (Proposition 6.2.5), which is
a theoretical footing for all types of matrix reductions. This consideration was
the key point for the proof of Drozd’s Tame-Wild dichotomy Theorem [Dro79]
(see also [CB88, CB90] for an introductory treatment of this technique).
Remark 1.1.4. Note that the first Brauer-Thrall conjecture proven by Roiter
(and independently by Auslander) by pure module-theoretical methods can be
alternatively proven in a more conceptual way using the formalism of bocses.
Originally, the method of bocses was invented and applied for purely theo-
retical purposes, for example to prove the wild-tame dichotomy theorems or
semi-continuity results. In this thesis we show the computational power of the
representation theory of differential biquivers (Roiter bocses), which allows us
to obtain explicit canonical forms describing simple vector bundles on degener-
ations of elliptic curves.
1.2 Overview of results
The main results obtained in this thesis are the following:
• Characterization of simple vector bundles on Kodaira fibers of type II, III
and IV in terms of their geometric invariants, which generalizes Atiyah’s
classification (see Theorem 1.0.1) to the class of curves of arithmetic genus
one.
• Explicit description of universal families of simple vector bundles on Ko-
daira fibers of type II, III and IV in terms of matrix problems.
• Description of a wide class of bocses which can be wild, but are brick-
tame.
Cuspidal cubic curve
In Chapter 3 we describe simple vector bundles and torsion free sheaves on a
cuspidal cubic curve. The combinatorics of the answer resembles the case of
smooth and nodal Weierstraß curves (see Theorem 1.0.1 and Theorem 2.8.2):
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Theorem 1.2.1. Let E be a cuspidal cubic curve over an algebraically closed
field k. Then
1. the rank r and the degree d of a simple torsion free sheaf F over E are
coprime;
2. for every pair of coprime integers (r, d) ∈ N× Z, the fine moduli space of
simple torsion free sheaves TFsE(r, d) is isomorphic to the curve E itself.
Moreover, under this identification vector bundles correspond to regular
points Ereg ∼= Pic
d
E
∼= A1 and there exists a unique torsion free and not
locally free sheaf compactifying the universal family of vector bundles.
Note that for a cuspidal cubic curve a vector bundle is simple if and only if
it is stable. It was already mentioned before that the same result can be also
obtained by other methods, for example by using Fourier-Mukai transforms or
the GPB approach (see Appendix D and Section 3.7). The main advantage
of our technique is that we not only describe moduli spaces of simple torsion
free sheaves, but also give explicit algorithms for constructing the universal
family of simple vector bundles of given rank and degree. To be precise: by
Algorithm 3.2.2 one can construct a canonical form of the matrix corresponding
to a vector bundle E of prescribed rank r, degree d and determinant det(E) ∈
PicdE . Algorithm 3.3.1 does the same for the compactifying torsion free and not
locally free sheaf. In Section 3.6 we give an explicit description of a universal
bundle of VBsE(r, d).
Thus, putting together Theorem 1.0.1, Theorem 2.8.2 and Theorem 1.2.1
we obtain a uniform description of simple vector bundles on all irreducible
degenerations of an elliptic curve. Often such a curves are called a Weierstraß
cubics : plane cubic curves given by the equation y2z = 4x3+g2xz
2+g3z
3, where
(x : y : z) are homogeneous coordinates on P2 and g2, g3 ∈ k are constants. A
Weierstraß cubic has at most one singular point and is singular if and only if
g32 = 27g
2
3. Unless g2 = g3 = 0, the singularity is a node, whereas in the case
g2 = g3 = 0 it is a cusp.
Kodaira fibers of types III and IV
From the point of view of applications in mathematical physics it is important to
consider vector bundles on reducible degenerations of elliptic curves. In [DG01,
Theorem 2.11 ] Drozd and Greuel described all indecomposable torsion free
sheaves on cycles of projective lines (Kodaira fibers IN ). In [BDG01, Theorem
5.3] a description of simple vector bundles on IN is deduced from the description
of all indecomposable.
In our work we deal with two other plane reducible curves of arithmetic genus
one: a tacnode curve (Kodaira fiber of type III, which is a configuration of two
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projective lines touching at one point) and a configuration of three concurrent
projective lines in a plane (Kodaira fiber of type IV).
Let E be either a tacnode curve or three concurrent lines in a plane, N = 2, 3
the number of components, Lk ∼= P
1 the k-th component of E. For a vector
bundle E on E we denote
• dk = dk(E) = deg(E|Lk) ∈ Z the degree of the restriction of E on Lk;
• d = d(E) = (d1, . . . , dN) ∈ ZN the multidegree of E ;
• d = deg(E) = χ(E) = d1+ · · ·+ dN the degree of E , which coincides with
Euler-Poincare´ characteristic: χ(E) = h0(E)− h1(E);
• r = rank(E) the rank of E .
The following theorem generalizes Atiyah’s classification of vector bundles
on a smooth elliptic curve and is the main result of this PhD thesis.
Theorem 1.2.2. Let E be a Kodaira fiber of type II, III or IV. Let E be a
simple vector bundle on E. Then
g.c.d.(r, d) = 1.
Moreover, E is determined by its rank r, multidegree d and its determinant
det(E) ∈ Picd(E) = A1.
Conversely, for a tuple of integers (r,d) ∈ N× ZN satisfying the condition
above there exists a non-empty family of simple vector bundles of rank r and
multidegree d on E parameterized by the points of an affine line A1 ∼= Picd(E).
Remark 1.2.3. The same description can be obtained for vector bundles on
Kodaira cycles IN (1 ≤ N ≤ 3). However, we do not prove the result for curves
I2 and I3 in this thesis.
We prove this result in Chapter 4 for a tacnode curve and in Chapter 5 for three
concurrent lines in a plane. The main ingredient of the proof is a construction
of various bijections
VBsE(r,d) −→ VB
s
E(r
′,d′), (1.3)
where r′ < r. This is done using a reduction of our classification problem to a
description of bricks in the category of representations of a certain differential
biquiver. Moreover, we provide explicit Algorithms 4.4.1 and 5.3.1 which for a
given tuple (r,d) ∈ N × ZN construct a canonical form of a matrix describing
a universal family of simple vector bundles of rank r and multidegree d. The
kernels of these algorithms are automatons of matrix reduction. For Kodaira
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fibers III and IV we give the brick-reduction automatons ((7.5.1) and (7.6.4)),
where paths are brick-reductions, and also the principal reduction automatons
(7.5.2) and 7.6.5, which encode reductions (1.3) for bundles.
It is quite plausible that our reduction algorithm can be categorified us-
ing Fourier-Mukai transforms, see conjectures in Appendix D. Namely, if we
choose for each 1 ≤ k ≤ N a smooth point pk lying on the component Lk,
then the action of the semigroup of automaton (7.5.2) on ZN+1 coincides with
the braid group action induced by Seidel-Thomas twists TO, Tp1, . . . , TpN ∈
Aut(Db(CohE)) (see [ST01]) on the discrete part of the K–group of the tri-
angulated category of perfect complexes
K(PerfE) ∼= Z× Pic(E) ∼= Z
N+1 × k.
1.3 Organization of the material
Chapter 2. We start by recalling a general construction of Drozd and Greuel,
which is the main tool of our method to study vector bundles and torsion free
sheaves on degenerations of elliptic curves. The key idea of this approach is a
reduction of the description of torsion free sheaves on a rational projective curve
to a certain problem of linear algebra. In Section 2.1 we recall the theoretical
background concerning this method. Then in Section 2.2 we give an explicit
algorithm, used in subsequent chapters, which describes the matrix problem
corresponding to the classification of indecomposable torsion free sheaves on a
reduced rational projective curve. This chapter also contains general definitions
and remarks which we use later on for each concrete curve in question.
In Section 2.5 we describe the matrix problems arising in the case of a
nodal cubic curve and a cycle of N projective lines (Kodaira fibers of type IN).
For these curves, the problems are tame and belong to the well-known class of
problems of linear algebra called “representations of bunches of chains” [Bon92],
see also [CB89] and [KL86].
In Section 2.8 we obtain an alternative proof of the main result of [Bur03]
describing simple vector bundles on the nodal cubic curve zy2 = x3 + x2z. By
the way, it illustrates the so-called small matrix reduction considered in [Dro92].
This approach can be used to describe matrices in general position, which in
our case are precisely the bricks, i.e. matrices corresponding to simple vector
bundles.
Chapters 3, 4 and 5 are devoted to the study of torsion free sheaves on
Kodaira fibers of type II, III and IV respectively. In each case it is convenient
to separate the problems for vector bundles and torsion free sheaves. Altogether,
in this dissertation we deal with five classification problems:
(i) vector bundles on a cuspidal cubic curve;
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(ii) torsion free sheaves on a cuspidal cubic curve;
(iii) vector bundles on a tacnode curve;
(iv) torsion free sheaves on a tacnode curve;
(v) vector bundles on a configuration of three concurrent lines in a plane.
All of them are wild with respect to the classification of indecomposable objects.
However, restricted to the subclass of bricks all these problems behave tamely.
In each of these cases the whole classification procedure for simple objects can
be divided into 4 steps.
• By applying the general method from Section 2.2 we reformulate the clas-
sification problem for torsion free sheaves to a matrix problem calledMPE .
• Primary reduction. Since the matrix problem MPE is quite cumbersome,
it is convenient to reduce a brick-object to a partial canonical form and
formulate a new matrix problem denoted by BMP (standing for a “block-
matrix category”).
• Solve the matrix problem BMsP , where index “s” indicates the full sub-
category of bricks. This part requires some special techniques and will
be treated separately from the rest in Chapter 7. The choice of each
matrix reduction step and, consequently, the resulting canonical form is
not unique. In order to keep track of the whole picture we introduce the
so-called brick-reduction automaton. We also present the so-called prin-
cipal matrix reduction automaton. For example, for bundles it describes
certain functorial bijections VBsE(r,d)→ VB
s
E(r
′,d′) between sets; if the
set VBsE(r,d)
∼= BMsP (s) is nonempty then there is a path p reducing the
dimension vector s to (1, 0, . . . , 0) :
VBsE(r,d)
∼=

Pic
(0,...,0)
E
∼=

BMsP (s)
p
∼
// BMsP ′(1, 0, . . . , 0).
• Present an algorithm based on the principal automaton which recovers a
canonical form of matrices of the matrix problem BMsP corresponding to
the simple vector bundles with prescribed rank and multidegree.
Comparing the reduced matrix problems (i)-(v) we observe that each new prob-
lem is a generalization of the previous one. This seems to be an algebraic
shadow for the geometric degeneration of a family of cuspidal curves into a
tacnode curve and then into a configuration of three concurrent lines.
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Chapter 3. This chapter is devoted to a description of simple torsion free
sheaves on a cuspidal cubic curve. In Section 3.1 we reduce the problem (i) to
a matrix problem. In Section 3.2 we classify simple vector bundles following
the same lines as in Section 2.8 for a nodal cubic curve. The matrix problem
describing simple torsion free sheaves is obtained in Section 3.3. We solve this
problem in Section 7.2. It is interesting to note that the matrix problem (i) is a
degeneration of the analogous problem for a nodal curve (see Section 2.8) and
provides an algebraic description of the geometric degeneration of a family of
nodal cubic curves to a cuspidal one. In Remark 6.4.6 we write down a precise
degeneration in terms of differential biquivers. In Section 3.5 we describe the
automaton of the reduction, which turns out to be the same both for nodal and
cuspidal cubic curves. In such a way we get a uniform classification of simple
torsion free sheaves on irreducible cubic curves.
In Section 3.6 we prove that the canonical form of matrices describing simple
vector bundles of given rank r and degree d on a singular irreducible cubic curve
E allows one to write down an explicit presentation of a universal family P(r, d)
as a pull-back of two concrete morphisms of coherent sheaves on E×VBsE(r, d).
In Section 3.7 we give some remarks and compare our construction with the
approach of generalized parabolic bundles.
Chapter 4. In this chapter we study simple torsion free sheaves on a tacnode
curve. As in the case of a cuspidal cubic curve, we first consider the case
of vector bundles. In Section 4.1 we apply the procedure from Section 2.2 to
formulate the matrix problemMPE . In Section 4.2 we perform a primary matrix
reduction and formulate the matrix problem BMP . This problem with respect
to bricks is solved in Section 7.3 using the technique of bocses. In Section 4.4,
we translate back the results obtained in Section 7.3 in terms of bundles and
provide an explicit algorithm to construct the simple bundles with prescribed
discrete parameters.
Section 4.5 is devoted to a description of simple torsion free sheaves on
a tacnode curve having the same rank on each irreducible component. This
treatment is completely parallel to the case of vector bundles: we formulate
the matrix problem, apply the primary reduction finally solve it in Section 7.7
using the technique of bocses.
Note that there exist simple torsion free sheaves having different ranks on
each irreducible component (take for example the structure sheaf of an irre-
ducible component). The matrix problem for them is also of discrete brick-type
as it follows from Theorem 6.7.7 but it will be studied in details elsewhere.
Chapter 5. In this chapter we deal with simple vector bundles on a configura-
tion of three concurrent lines in a plane. The presentation is completely parallel
to the case of Kodaira fibers of types II and III: in Section 5.1 we formulate the
original matrix problem, in Section 5.2 we make the primary matrix reduction
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and formulate the BMP matrix problem and finally solve it in Section 7.6. In
Section 5.3 we give an algorithm for constructing canonical forms.
Chapter 6. In order to treat the BMP problems formally we need the language
of bocses. It enables us to think of matrix reduction as some kind of formal
calculus.
It turns out that most of the problems of linear algebra arising naturally can
be interpreted as categories of representations of normal triangular bocses. In
this general framework the class of matrix problems is well defined and closed
under the matrix reduction. It seems that many of the basic technical results
concerning this theory are not explicitly present in the common literature, so
for the reader’s convenience we recall some basic notions and facts on bocses
and their representations in Chapter 6.
In Section 6.1 we start with some commonly used notions from category
theory. Then in Section 6.2 we define bocses and their representations and prove
some basic properties of them. Section 6.3 is devoted to the so-called normal
free triangular bocses, also called Roiter bocses. Simultaneously we introduce
their parallel description in terms of differential biquivers. This one-to-one
correspondence is analogous to the correspondence between basic hereditary
algebras and quivers.
It turns out that all matrix problems relevant to our classification problems
can be reduced to a description of representations of certain Roiter bocses. We
give the calculations in Section 6.4, and present a reduction algorithm in Section
6.5. In Section 6.6 we explain the matrix reduction for subcategories of bricks.
The main result of this Chapter is proven in Section 6.7. There we introduce
a certain class of Roiter bocses denoted by BT and containing all BMP problems
from Chapters 3-5. The main theorem of this section (Theorem 6.7.7) claims
that the class BT is closed under the matrix reductions, and a bocs from BT
contains at most one one-parameter family of bricks in each vector dimension.
In other words, all bocses from the BT-class are brick-tame in the sense of
Definition B.0.9.
Chapter 7. In this chapter we apply the technique developed in previous chap-
ter to BMP problems from Chapters 3-5. In Sections 7.1-7.3 we treat problems
(i)-(iii). In Section 7.4 we describe brick-reductions by an automaton. For
reduction on bundles (1.3) (respectively, torsion free sheaves). we introduce the
principal reduction automaton. This enables us to calculate the combinatorics
of discrete parameter. In Section 7.6 we treat the problem (v), we provide the
brick-reduction and principal automatons 7.6.4, 7.6.5 and thus prove Theorem
1.2.2. In Section 7.7 we solve the problem (iv) using calculations from the
previous sections.
Appendix A. We consider reduced projective curves of arithmetic genus zero.
It is interesting to note that all these curves excluding chains of projective lines
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are vector-bundle-wild. However, all of them have discrete type with respect to
the classification of simple vector bundles.
Appendix B. Here we recall the classical definitions of the tame and wild rep-
resentation types of a Roiter bocs. Moreover, we introduce the new definitions
of brick-tame and brick-wild representation types.
Appendix C. In this appendix we show that any bimodule problem can be
rewritten as the category of representations of a certain linear Roiter bocs.
Appendix D. Here we recall the method of Fourier-Mukai transforms on a
reduced projective curve E of arithmetic genus one. The most important ingre-
dients of this approach are the so-called twist functors of Seidel and Thomas,
also known in representation theory of finite-dimensional algebras under the
name “tubular mutations”. It is quite plausible that the action of the group
Aut(Db(CohE)) of exact auto-equivalences of the derived category on the dis-
crete part of the K-group categorifies the action of the semi-group of the brick-
reduction automaton on discrete parameters of bricks. We are going to come
back to this question in a future work.
Chapter 2
Vector bundles on singular curves via matrix
problems
2.1 Category of triples
Let k be an algebraically closed field1 of characteristic zero, let Sch := Sch /
k
be
the category of Noetherian separated schemes over k. For any scheme T ∈ Sch
we denote by VBT , TFT and CohT the categories of vector bundles, torsion free
and coherent sheaves on T respectively.
Let X be a reduced singular projective curve over k. Introduce the following
notation:
• π : X˜ −→ X the normalization of X;
• O := OX and O˜ := OX˜ the structure sheaves of X and X˜ respectively;
• J = AnnO(π∗O˜/O) the conductor of O in π∗O˜;
• ı : S →֒ X the subscheme of X defined by the conductor J and ı˜ : S˜ →֒ X˜
its scheme-theoretic pull-back to the normalization X˜.
Altogether they fit into a natural cartesian diagram:
S˜
ı˜ //
π˜

X˜
π

S
ı //X.
(2.1)
In the following remark we collect some observations about the objects de-
fined above.
Remark 2.1.1. 1. The main property of the conductor: for J˜ := π∗J /tor(π∗J ),
we have J = π∗J˜ .
1 Although the construction of triples and many classification results are valid for an arbitrary field, the
matrix problems can be quite special and require different methods to deal with. In order to get a uniform de-
scription for all cases we assume from the beginning the ground field k to be algebraically closed of characteristic
zero.
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2. Let F ∈ CohX and F˜ ∈ CohX˜ be coherent sheaves on X and X˜ respec-
tively. With a little abuse of notation one can write: ı∗F = F ⊗O OS =
F/JF ∈ CohS and ı˜
∗F˜ = F˜ ⊗O˜OS˜ = F˜/J˜ F˜ ∈ CohS˜ . Since S and S˜ are
schemes of dimension zero, ı∗ı
∗F and ı˜∗ı˜∗F˜ are skyscraper sheaves on X
and X˜ respectively.
3. In what follows we shall identify the structure sheaf OT of an artinian
scheme T with the coordinate ring k[T ].
4. If X consists of N smooth components Lk, then we write X =
N
∪
k=1
Lk and
X˜ =
N
⊔
k=1
Lk.
The usual way to deal with vector bundles on a singular curve is to lift them
to the normalization, and then to work on a smooth curve, see for example
[Ses82, Bho92, Bho96]. Passing to the normalization we lose information about
the isomorphism classes of objects of VBX , since non-isomorphic vector bundles
can have isomorphic inverse images. In order to describe the fibers of the map
VBX −→ VBX˜ and to be able to work with arbitrary torsion free sheaves we
introduce the following formalism:
Definition 2.1.2. The category of triples TrX is defined as follows:
• Its objects are triples (F˜ ,M, µ˜), where F˜ ∈ VBX˜ , M ∈ CohS and
µ˜ : π˜∗M → ı˜∗F˜ is an epimorphism of OS˜–modules, which induces a
monomorphism of O–modules
µ : ı∗M−→ ı∗π˜∗π˜
∗M
µ˜
−→ ı∗π˜∗ı˜
∗F˜ . (2.2)
• A morphism (F˜ ,M, µ˜)
(F,f)
// (F˜ ′,M′, µ˜′) is given by a pair (F, f),
where F : F˜ → F˜ ′ is a morphism in VBX˜ and f :M→M
′ is a morphism
in CohS, such that the following diagram commutes in CohS˜ :
π˜∗M
µ˜ //
π˜∗f

ı˜∗F˜
ı˜∗F

π˜∗M′
µ˜′ // ı˜∗F˜ ′.
(2.3)
The main reason to introduce the formalism of triples is the following theorem:
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Theorem 2.1.3 ([DG01]). Let Ψ : TFX −→ TrX be the functor mapping
a torsion free sheaf F to the triple (F˜ ,M, µ˜), where F˜ := π∗F/tor(π∗F),
M := ı∗F and µ˜ is the canonical morphism
µ˜ : π˜∗ı∗F −→ ı˜∗π∗F −→ ı˜∗
(
π∗F/tor(π∗F)
)
.
ThenΨ is an equivalence of categories. Moreover, the category of vector bundles
VBX is equivalent to the full subcategory of TrX consisting of those triples
(F˜ ,M, µ˜), for which M is a free OS–module and µ˜ is an isomorphism.
Sketch of the proof. We construct a quasi-inverse functor TrX
Ψ′
−→ TFX as
follows. Let (F˜ ,M, µ˜) ∈ TrX be some triple. Note that we have a canonical
projection F˜ ։ ı˜∗ı˜∗F˜ , which induces a surjective map
π∗F˜ ։ π∗ı˜∗ı˜
∗F˜
∼=
−→ ı∗π˜∗ı˜
∗F˜ .
Therefore, the triple (F˜ ,M, µ˜) defines a pull-back diagram in CohX :
F //________


 ı∗M
µ

π∗F˜
// // ı∗π˜∗ı˜
∗F˜ .
(2.4)
Since taking the pull-back is a functorial operation, we get a functor TrX
Ψ′
−→
CohX . The map µ is injective, F →֒ π∗F˜ is injective as well, so F is torsion
free. It remains to show that the functors Ψ and Ψ′ are quasi-inverse to each
other. We refer to [DG01, Burb] for details of the proof.
In other words, Theorem 2.1.3 claims that a torsion free sheaf F on a singular
curve X can be reconstructed from its “normalization” π∗(F)/tor(π∗F), its
pull-back ı∗F on S and the “gluing map”
µ˜ : π˜∗ı∗F −→ ı˜∗
(
π∗F/tor(π∗F)
)
.
In Section 3.6 we show that for singular irreducible curves of arithmetic genus
one the formalism of triples provides an explicit construction of a universal
family for stable vector bundles and a coarse moduli space for torsion free
sheaves.
2.2 General approach
Although the statement of Theorem 2.1.3 holds for arbitrary reduced curves,
the method based on this theorem can be efficiently used mainly for rational
curves, since in this case the description of vector bundles on the normalization
is well understood.
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Vector bundles on a projective line
According to the classical result known as the Theorem of Birkhoff-Grothendieck,
a vector bundle F˜ on a projective line P1 splits into a direct sum of line bundles,
thus
F˜ ∼= ⊕
n∈Z
(
OP1(n)
)rn. (2.5)
Let (z0 : z1) be homogeneous coordinates on P
1. Then an endomorphism F of
F˜ can be written in a matrix form:
F =

. . . 0 . . . 0 0
. . . Fnn . . . 0 0
... . . .
...
...
. . . Fmn . . . Fmm 0
...
... . . .
 , (2.6)
where Fmn are blocks of size rm × rn with coefficients in the vector space
HomP1(OP1(n),OP1(m)) ∼= k[z0, z1]m−n, (2.7)
since a morphism OP1(n) → OP1(m) is determined by a homogeneous form
Q(z0, z1) of degree m− n. In particular, the matrix F is lower-block-triangular
and the diagonal rn × rn blocks Fnn are matrices over k. The morphism F is
an isomorphism if and only if all diagonal blocks Fnn are invertible.
Application of Theorem 2.1.3 to the classification of vector bundles
and torsion free sheaves on rational curves
Let us describe vector bundles on a rational projective curve X with the nor-
malization X˜ =
N
⊔
k=1
Lk, where all components Lk are projective lines. According
to Theorem 2.1.3 it is equivalent to the classification of iso-classes of objects
in TrX . Note that two triples (F˜ ,M, µ˜) and (F˜ ′,M′, µ˜′) are isomorphic only if
F˜ ∼= F˜ ′ and M ∼= M′. Therefore we fix representatives from iso-classes of F˜
and M and describe equivalence classes of maps µ˜ : π˜∗M→ ı˜∗F˜ with respect
to the action of invertible morphisms
(F, f) : µ˜ 7→ (ı˜∗F ) ◦ µ˜ ◦ (π˜∗f−1).
To be precise, we proceed in several steps as follows:
1. Choose homogeneous coordinates (z0 : z1) on each component L := Lk ∼=
P1, for 1 ≤ k ≤ N. (We omit the index k when it is clear which component
is meant.)
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2. Fix the iso-class of the restriction of F˜ to each component L := Lk:
F˜|L
∼=
−→
(
⊕
n∈Z
OL(n)
)r(n,k)
with
∑
n∈Z
r(n, k) = rank(F˜) =: r.
3. Choose trivializing isomorphisms
τn,k : ı˜
∗OL(n)
∼=
−→ OS˜∩L,
where S˜ ∩ L denotes the scheme-theoretic preimage of the singular locus
S under the map πL : L →֒ X˜
π
−→ X. The set of trivializations {τn,k | 1 ≤
k ≤ N, n ∈ Z} induces isomorphisms:
τk : ı˜
∗F˜ |L∩S˜
∼=
−→ Or
L∩S˜
and an isomorphism
τ = (τ1, . . . , τN) : ı˜
∗F˜
∼=
−→ Or
S˜
.
4. For an endomorphism F ∈ EndX˜(F˜) we have F = (F1, . . . , FN), where
each Fk : F˜ |Lk → F˜|Lk is a matrix with block structure (2.6) and homoge-
nous forms as entries.
Let Q ∈ HomL(OL(n),OL(m)) ∼= k[z0, z1]m−n be a homogeneous form of
degree m − n. Then there is an induced morphism of OS˜∩L-modules
ı˜∗Q : ı˜∗OL(n) −→ ı˜∗OL(m) and the morphism
OS˜∩L
τn,k
−1
// ı˜∗OL(n)
ı˜∗Q // ı˜∗OL(m)
τm,k //OS˜∩L .
We shall frequently identify this map with ı˜∗Q. Then each matrix ı˜∗Fk of
the morphism ı˜∗F = (ı˜∗F1, . . . , ı˜
∗FN), has the matrix form (2.6) but with
entries ı˜∗Q ∈ k[S˜ ∩ L] replacing homogeneous forms Q.
5. If the module M is free (the case of vector bundles), we take an arbi-
trary isomorphism M
∼=
−→ OrS and have EndS(M)
∼= Mat
k[S](r × r) and
AutS(M) ∼= GL(k[S], r). For an arbitraryM∈ CohS the choice of a basis
is more subtle, we describe it in step 8.
6. If µ˜ : π˜∗M→ ı˜∗F˜ is an invertible morphism of two free modules, it can
be presented as a matrix µ˜ ∈ GL(k[S˜], r).
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7. Hence, we obtain the problem to describe the equivalence classes of µ˜ with
respect to the action of the group ı˜∗
(
Aut(F˜)
)
×GL(k[S], r) :
(ı˜∗F, π˜∗f) : µ˜ 7→ (ı˜∗F ) ◦ µ˜ ◦ (π˜∗f)−1.
Problems like this are called matrix problems and invertible morphisms
are called matrix transformations. For the sake of convenience we choose
k-bases of OS and OS˜ and rewrite µ˜, ı˜
∗F and π˜∗f as tuples of matrices
over k.
8. In the case of torsion free sheaves we should consider k-bases of ı˜∗F˜
and π˜∗M from the very beginning. Obviously, in general such a basis
of M is not well defined simply because the ring OS can have infinitely
many non-isomorphic indecomposable modules. However, if there are
only finitely many OS-modules Rj , 1 ≤ j ≤ T, which are restrictions
of indecomposable torsion free modules over OX,s s ∈ S, then we can
consider the decomposition M ∼= ⊕Tj=1R
rj
j , where
T∑
j=1
rj = r. Fixing a k-
basis of each Rj induces k-basis of R
rj
j andM. Note that one-dimensional
rings with finitely many indecomposable torsion free modules were studied
in [Jac67] and [DR67]. In [GK85] one can find a list of reduced curve
singularities (X, s) with finitely many indecomposable torsion free OX,s-
modules.
Remark 2.2.1. In item 3 the trivialization τn,k can be chosen arbitrarily for
each component Lk and each twist n ∈ Z. However, it is natural to demand
for the total set of trivializations to be compatible with the tensor product.
That means that for any component L := Lk and a set of trivializations {τn :=
τn,k|n ∈ Z} the following diagram must commute:
ı˜∗
(
OL(m)⊗OL(n)
)

mult // ı˜∗OL(m+ n)
τm+n

ı˜∗OL(m)⊗ ı˜
∗OL(n)
τm⊗τn

OL∩S˜ ⊗OL∩S˜
mult //OL∩S˜
For concrete curves, there are natural choices of such trivializations.
Remark 2.2.2. Let us mention that in this work we consider neither tensor
products of vector bundles nor tensor products of triples. Our main goal is
to describe simple vector bundles on curves of arithmetic genus one, where all
vector bundles cannot be classified. On such curves the tensor product of two
simple vector bundles is not simple unless at least one of them is a line bundle.
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2.3 Matrix problem MPX
It seems reasonable to categorify the obtained problem.
Let C := MorS˜−S(ı˜
∗M, π˜∗F˜) be the category of morphisms from ı˜∗M to π˜∗F˜
compatible with OS →֒ π˜∗OS˜. Introduce the matrix problem category MPX :=
Mat(C). The procedure described in steps 1-7 induces a full and dense functor:
H : TrX −→ MPX .
There is a natural projection
HomTrX
(
(F˜ ,M, µ˜), (F˜ ,M, µ˜′)
)
։ HomMPX(µ˜, µ˜
′). (2.8)
It turns out that the category MPX is a Krull-Schmidt category and it splits
into strata:
MPX ∼=
⋃
r
MPX(r),
where each category MPX(r) is defined as follows:
• objects ofMPX(r) are matrices µ˜ for which there exists a triple (F˜ ,M, µ˜) ∈
TrX and according to step 2 the vector bundle F˜ ∈ VBX˜ splits into a direct
sum of line bundles with multiplicities r := {r(n, k)|n ∈ Z, 1 ≤ k ≤ N};
• for a pair of objects µ˜, µ˜′ ∈ MPX(r)
HomMPX(µ˜, µ˜
′) := {(ı˜∗F, π˜∗f)| ı˜∗F ◦ µ˜ = µ˜′ ◦ π˜∗f},
where F ∈ End(F˜) and f ∈ End(M).
Definition 2.3.1. Invertible morphisms in MPX(r) are called matrix transfor-
mations. Replacing the set of morphisms by the set of matrix transformations
we obtain a groupoid assigned to the stratum category MPX(r). A matrix prob-
lem is the problem of describing orbits of indecomposable (respectively simple)
objects of this groupoid. If it is possible, a solution consists in finding a canon-
ical form of µ˜.
The matrix problem approach, that we are going to use, was introduced
by Kiev Representation theory school. It is quite helpful for various classifica-
tion problems arising in different fields of mathematics. The key result of this
method is Drozd’s Tame-Wild Theorem B.0.11, saying that any matrix problem
of infinite type is either tame or wild. Roughly speaking, “a problem is tame”
means that indecomposable objects can be classified by finite set of canonical
forms for each vector dimension, and “wild” means the problem contains all
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representations of all finitely generated algebras, i.e. indecomposable objects
cannot be classified. A classical wild problem is the problem of describing inde-
composable representations of k〈x, y〉. A curve with a wild (tame) category of
vector bundles is called vector-bundle-wild, or simply wild (respectively vector-
bundle-tame or simply tame).
In [DG01] it was shown that all curves of arithmetic genus > 0 are wild with
the exceptions of elliptic curves and cycles of projective lines (Kodaira fibers
IN).
E
==
==
==



•
I1
• •
I2
• •
•
I3
. . .
///////



 ///////
• •
• •
• •
IN
Vector bundles over an elliptic curve were described using a different method
by Atiyah in [Ati57]. Indecomposable vector bundles and coherent sheaves on
cycles of projective lines were classified in [DG01], [BD04] and [Burb]. In this
work we study vector-bundle-wild curves whose simple vector bundles, however,
behave tamely (see Appendix B for precise definitions). Although Kodaira
cycles IN and Kodaira fibres of types II, III and IV lead to matrix problems of
different representation types, they share similar properties concerning simple
vector bundles. In order to be able to illustrate this resemblance we recall the
matrix problem for vector bundles on cycles of projective lines. In both cases
after describing matrices µ˜ by their canonical forms we interpret the result in
terms of sheaves.
2.4 Riemann-Roch theorem
In this section we recall the relationship between the ranks rk from equation
(2.5) and the rank r, the degree d and the multidegree d.
For a projective curve X and F ∈ CohX we write hi(F) := dimkH i(F) and
χ(F) := h0(F)− h1(F) the Euler-Poincare´ characteristic.
Let E be a singular reduced projective curve of arithmetic genus one with
N components and normalization E˜ =
N
⊔
k=1
Lk, where all components Lk are
projective lines. Let F be a torsion free sheaf of rank r with the corresponding
triple (F˜ ,M, µ˜). Define the degree of F by degE(F) := χ(F). Recall that by
the Riemann-Roch theorem
degE˜(F˜) = χ(F˜)− rχ(OE˜) = χ(F˜)− rN =
N∑
k=1
∑
nk∈Z
nkrnk,
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hence,
degE(π∗F˜) = χ(F˜) = rN +
N∑
k=1
∑
nk∈Z
nkrnk.
Considering the following diagram
0 // JF
∼=

//F
φ

// i∗M //
µ

0
0 // J π∗F˜
// π∗F˜
// ı∗π˜∗ı˜
∗F˜ // 0,
(2.9)
from the Snake Lemma we obtain coker(φ) = coker(µ). Hence, there is an exact
sequence:
0→ F → π∗F˜ → ı∗(π˜∗ı˜
∗F˜/M)→ 0 (2.10)
which implies:
degE(F) = degE(π∗F˜)− h
0(ı˜∗F˜) + h0(M) (2.11)
= degE˜(F˜) + rN − h
0(ı˜∗F˜) + h0(M).
For each curve E as above one can check that h0(OS˜) = 2N and hence,
h0(ı˜∗F˜) = rh0(OS˜) = 2rN.
In particular, if E is a vector bundle, we get h0(M) = rh0(OS) = rN and
degE(E) = degE˜(E˜). (2.12)
For a torsion free and not locally free sheaf F having the same rank on each
component, we have h0(M) > rN. If we assume h0(M) = Nr + t, then
degE(F) = degE˜(F˜) + t. (2.13)
For curves with many components it seems reasonable to introduce some extra
geometric invariants:
Definition 2.4.1. Let X be a rational curve with N components such that
X˜ = ∪Nk=1Lk. The multidegree of a torsion free sheaf F is the tuple
d := deg(F) = (d1, . . . , dN), where dk := degLk(F˜|Lk) for 1 ≤ k ≤ N,
where as usual F˜ = π∗F/tor(π∗F).
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If E is a vector bundle, then
d := degE(E) =
N∑
k=1
di. (2.14)
For a torsion free and not locally free sheaf F having the same rank on each
component, it holds
d := degE(F) =
N∑
k=1
di + t . (2.15)
Using these formulas in each chapter we reformulate the description of torsion
free sheaves in terms of their rank and multidegree.
In Appendix A we recall the matrix problems for curves of arithmetic genus
0. In the following section we consider the matrix problem for cycles of projec-
tive lines.
2.5 Vector bundles and torsion free sheaves on cycles of
projective lines
In this section we apply the method of triples to cycles of projective lines (Ko-
daira fibers of type IN) and in particular to a nodal cubic curve. According
to Proposition 2.7 of [DG01] cycles of projective lines and chains of projective
lines form a unique class of singular vector-bundle-tame curves.
Nodal cubic curve
Let E be a nodal cubic curve, given by the equation zy2 − x3 − zx2 = 0, let
s = (0 : 0 : 1) be its singular point and P1 = L
π
−→ E be the normalization
map.
L
•∞
•0
π //
==
==
==



•
s
E
Choose coordinates on L in such a way that the preimages of s are 0 := (0 : 1)
and ∞ := (1 : 0). Then OS = k(s) and OS˜ = k(0)× k(∞).
To describe torsion free shaves on E, for a triple (F˜ ,M, µ˜) we fix:
• a decomposition F˜ ∼= ⊕
n∈Z
O˜(n)rn, where
∑
n∈Z
rn = r;
• an isomorphismM∼=
(
k(s)
)r+t
, where t = 0 in the case of vector bundles;
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• since the choice of coordinates on L fixes two canonical sections z0 and z1
of H0
(
O˜(1)
)
, we use the following trivializations
O˜(n)⊗ O˜/J˜
∼
−→ k(0)× k(∞)
ζ ⊗ 1 7−→ (ζ/zn1 (0), ζ/z
n
0 (∞));
Note that this isomorphism only depends on the choice of coordinates of
P1. In such a way we equip the OS˜–module ı˜
∗F˜ = F˜(0)⊕ F˜(∞) with a
basis and get isomorphisms F˜(0) ∼=
⊕
n∈Z
k(0)rn and F˜(∞) ∼=
⊕
n∈Z
k(∞)rn.
With respect to all these choices the maps µ˜, ı˜∗F and π˜∗f can be written as
matrices.
• A morphism µ˜ : π˜∗M−→ ı˜∗F˜ can be viewed as a pair µ˜ = (µ(0), µ(∞))
of linear maps of k–vector spaces. From the definition of the category of
triples it follows that the matrices µ(0) and µ(∞) have to be of full row
rank and the transposed matrix (µ(0)|µ(∞))T has to be monomorphic.
Vector bundles on E correspond to pairs of invertible square matrices
(µ(0), µ(∞)).
• If we have a morphism O˜(n) → O˜(m) given by a homogeneous form
Q(z0, z1) of degreem−n, then it induces a map O˜(n)⊗OS˜ −→ O˜(m)⊗OS˜
given by (Q(0 : 1), Q(1 : 0)) =: (Q(0), Q(∞)). Hence, with respect to the
chosen trivializations of O˜(n) at 0 and ∞ the map
ı˜∗F =
(
F (0), F (∞)
)
: kr(0)⊕ kr(∞) −→ kr(0)⊕ kr(∞) (2.16)
is given by a pair of lower block triangular matrices
(
F (0), F (∞)
)
con-
sisting of blocks Fmn(0), Fmn(∞) ∈ Matk(rm × rn), for m > n and with
common diagonal blocks Fnn ∈ Matk(rn× rn). The morphism F is invert-
ible, if and only if diagonal blocks Fnn belong to GL(k, rn).
• The induced map π˜∗f = (f, f) belongs to the diagonal of the product
of Mat
k
(r × r) ×Mat
k
(r × r). Obviously, if (F, f) is invertible then f ∈
GL(k, r).
We obtain the following matrix transformations:(
µ(0), µ(∞)
)
7→
(
F (0)µ(0)f−1, F (∞)µ(∞)f−1
)
, (2.17)
where F is an automorphism of
⊕
n∈Z
O˜(n)rn and f is an automorphism of kr.
Note that the blocks Fmn(0) and Fmn(∞), m, n ∈ Z, m > n are arbitrary
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and Fnn arbitrary invertible for n ∈ Z. As a result we get the following matrix
problem.
F (0)

...
n−1
n
n+1
...
µ(0)
F (∞)
		
...
n−1
n
n+1
...
µ(∞)
Matrix problem for a nodal cubic curve
We have two matrices µ(0) and µ(∞) of the same size and both of full row
rank. Each of them is divided into horizontal blocks labeled by integers (they
are called sometimes weights). Blocks of µ(0) and µ(∞), labeled by the same
integer, have the same size. We are allowed to perform the following transfor-
mations:
1. An arbitrary elementary transformation of columns simultaneously for the
matrices µ(0) and µ(∞). Such transformation corresponds to the matrix
f.
2. An arbitrary invertible elementary transformations of rows simultaneously
inside of any two conjugated horizontal blocks of the matrices µ(0) and
µ(∞). Such a transformation corresponds to the diagonal blocks of the
matrix F.
3. For each of the matrices µ(0) and µ(∞) we can independently add a
scalar multiple of any row with a lower weight to any row with a higher
weight. Such a transformation corresponds to the non-diagonal blocks of
the matrices F (0) and F (∞).
The main idea behind the matrix reduction is that we can transform the matrix
µ into a canonical form which is quite analogous to the Jordan normal form.
Example 2.5.1. Let E be a nodal cubic curve.
• The following triple (F˜ ,M, µ˜) defines an indecomposable vector bundle
of rank 2 and degree 1 on E: the normalization F˜ = O˜⊕O˜(1),M = k2(s)
and matrices:
µ(0) =
1 0 0
0 1 1
and µ(∞) =
0 1 0
λ 0 1
λ ∈ k∗.
2.5. Vector bundles on cycles of projective lines 31
• The triple
(
O˜(−1),k2, µ˜ = 1 0 0 1
)
describes the unique torsion free
but not locally free sheaf of degree zero, which compactifies the Jacobian
Pic0(E).
Cycles of projective lines (Kodaira cycles)
==
==
==
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
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For a cycle of N projective lines we obtain a similar problem to the case of a
nodal cubic curve. This time, however the gluing map µ˜ : π˜∗M→ ı˜∗F˜ is given
by 2N matrices
µ˜ =
(
µ1(0), µ1(∞), µ2(0), µ2(∞), . . . , µN(0), µN(∞)
)
and transformation rule is
µ1(0) 7→ F1(0)µ1(0)f
−1
N ,
µ1(∞) 7→ F1(∞)µ1(∞)f
−1
1 ,
µ2(0) 7→ F2(0)µ2(0)f
−1
1 ,
µ2(∞) 7→ F2(∞)µ2(∞)f
−1
2 ,
...
...
µN−1(0) 7→ FN−1(0)µN−1(0)f
−1
N−2,
µN−1(∞) 7→ FN−1(∞)µN−1(∞)f
−1
N−1,
µN (0) 7→ FN(0)µN(0)f
−1
N−1,
µN (∞) 7→ FN(∞)µN(∞)f
−1
N .
(2.18)
It can be sketched as follows:
...
F1(∞)

F2(∞)

F2(0)

FN (∞)

FN (0)

F1(0)

.................................................................................................
.............................................................................
..................
............................................................................
..................
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We are allowed to perform the following transformations.
1. An arbitrary elementary invertible transformation of columns simulta-
neously for the matrices µk(∞) and µk+1(0) for 1 ≤ k ≤ N, where
µN+1 := µ1. Such transformations correspond to the matrices fk.
2. An arbitrary elementary invertible transformation of rows simultaneously
inside of any two conjugated horizontal blocks of the matrices µk(0) and
µk(∞). Such transformations correspond to the diagonal blocks of Fk.
3. For each of the matrices µk(0) and µk(∞) we can independently add a
scalar multiple of any row with a lower weight to any row with a higher
weight. Such transformations correspond to non-diagonal blocks of Fk(0)
and Fk(∞).
These types of matrix problems are well-known in representation theory. First
they appeared in the work of Nazarova and Roiter [NR69] about the classifica-
tion of kJx, yK/(xy)–modules. They are called, sometimes, “Gelfand problems”
or “representations of bunches of chains” (for example, see [Bon92]). For ap-
plication of ”Gelfand problems” to classification of vector bundles and torsion
free sheaves on cycles of projective lines we refer to [DG01] (see also[BBDG]).
A description of torsion free sheaves on cycles of projective lines is given in
Theorem 1.1.3 in Introduction and we do not repeat it here.
2.6 Simplicity condition
As it was mentioned above, the main goal of this work is to give a classifica-
tion of simple torsion free sheaves and vector bundles on a projective curve of
arithmetic genus one.
Definition 2.6.1. A torsion free sheaf is called simple if it admits no endomor-
phisms but homotheties, i.e. EndX(F) = k. The subcategory of simple torsion
free sheaves and the subcategory of simple vector bundles are denoted by TFsX
and VBsX respectively.
The notion of simplicity naturally translates to the language of categories MPX
introduced in Section 2.3. We say that an object µ˜ ofMPX is simple (or a brick)
if it admits no nontrivial endomorphisms. The full subcategory of simple objects
is denoted by MPsX and MP
s
X(r) if the tuple of sizes r is fixed.
However, computing EndX(F) we should take into account not only re-
stricted pairs (ı˜∗F, π˜∗f) ∈ EndMPX(µ˜) but also their preimages (F, f) in the
category of triples TrX . It can happen that a nonscalar morphism (F, f) has a
scalar restriction (ı˜∗F, π∗f). To be precise the following simple lemma holds:
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Lemma 2.6.2. Following the notations of Section 2.2 let X be a singular ra-
tional projective curve and (F˜ ,M, µ˜) ∈ TrX be a triple. Then the map (2.8):
EndTrX(F˜ ,M, µ˜) −→ EndMPX(µ˜) is bijective if and only if for all components
L of X˜ and for all summands OL(n) ⊕ OL(m) of F˜ |L the canonical maps
Hom(OL(n),OL(m))→ k[S˜ ∩ L], taking Q 7→ ı˜
∗Q are bijective.
Proof. The statement follows immediately from the definition of the category
MPX .
This lemma implies certain nice properties for a matrix problem under the
simplicity condition. For instance, we have the following:
Lemma 2.6.3. Let X be a singular curve, L ∼= P1 be a rational component
of the normalization such that L ∩ S˜ = {s1, s2}, where s1 and s2 are two
different points, and let (F˜ ,M, µ˜) ∈ TrX be a simple triple. Then F˜ |L =
OL(n)r1 ⊕ OL(n + 1)r2, for some n ∈ Z and non-negative integers r1, r2 such
that r1 + r2 = r := rank(F˜).
Proof. Assume π∗F|L contains a summand OL(n) ⊕ OL(m) with m > n + 1.
Choose homogeneous coordinates (z0 : z1) on L such that the points s1 and s2
have coordinates 0 := (0 : 1) and∞ := (1 : 0). Since the degree m−n ≥ 2 there
exists a nonzero homogeneous form Q ∈ HomL(OL(n),OL(m)) ∼= k[z0, z1]m−n
such that ı˜∗Q = (Q(0), Q(∞)) = 0. Thus the map Q 7→ ı˜∗Q is not injective and
we get a contradiction to the conditions of Lemma 2.6.2.
Lemma 2.6.4. Let X be a singular curve with a rational component L ∼=
P1 such that the restriction of J˜ = π∗J /tor(π∗J ) to the component L is
IkL,s˜ ⊂ OL,s˜, the k − th power of the ideal sheaf of some point s˜ ∈ L. Let
(F˜ ,M, µ˜) ∈ TrX be a simple triple. Then F˜ |L = ⊕kj=1OL(n + j)
rj for some
n ∈ Z.
Proof. Assume π∗F|L contains a summand OL(n) ⊕ OL(m) with m > n + k.
Then there is a nonzero homogeneous form
Q ∈ Hom
k
(OL(n),OL(m)) ∼= k[z0, z1]m−n
such that ı˜∗Q = 0. The rest follows from Lemma 2.6.2.
Indeed, a nontrivial endomorphism (F, f) of a triple (F˜ ,M, µ˜) can be con-
structed as follows: take f = 0, choose a matrix F |L in the matrix form (2.6)
such that there exists a nonzero homogeneous form Q on some entry of the
block (m,n) and all other entries are zeros, and F |L′ = 0 for all other com-
ponents L′ 6= L. Although the endomorphism (ı˜∗F, π˜∗f) of µ˜ is zero, the pair
(F, f) induces a nontrivial endomorphism of F . Thus we obtain a contradiction
to the assumption that F is simple.
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In particular, for curves of arithmetic genus one such as: Kodaira fibers of
types II,III, IV and curves consisting of N + 1 generic concurrent lines in PN ,
Lemma 2.6.4 implies that for a simple torsion free sheaf F and each component
L := Lk (
π∗F/tor(π∗F)
)
|L =
(
OL(nk)
)rnk ⊕ (OL(nk + 1))rnk+1. (2.19)
Thus later on for simple torsion free sheaves on degenerated elliptic curves we
assume that the matrix µ˜ restricted to the component L contains at most two
blocks 0 and 1, and moreover, the map (2.8) is an isomorphism.
2.7 Category of block matrices BMP
Let E be a plane reduced cubic curve with N irreducible components (1 ≤
N ≤ 3). By Theorem 2.1.3 a torsion free sheaf on E is described by a triple
(F˜ ,M, µ˜). In Section 2.3 we replaced the category of triples TrE by the category
of matrices MPE . Objects of MPE are maps µ˜ given by 2N matrices over k.
This matrix problem is quite cumbersome, moreover for Kodaira fibers II, III
and IV it is wild. But if we are interested in a description of simple torsion free
sheaves, it follows that the matrix µ˜ restricted to each irreducible component
contains at most two horizontal blocks. Then it turns out that 2N −1 matrices
can be reduced to a canonical form consisting of identity and zero blocks. The
set of transformations for the last matrix, keeping the remaining 2N−1 matrices
unchanged, leads to a quite special class of matrix problems, denoted by BMP
(standing for block-matrices of the form determined by a poset P ). We shall
carry out the detailed calculations for each Kodaira fiber in the corresponding
sections. Now let us explain the final result.
Let I := I ′ ∪ I ′′ := {1, . . . , n} be a set of indices, and ” ≺ ” be a partial
order on I. A poset P = (I,≺) is a set of pairs
P = {(i, j)| i ≺ j} ⊂ I × I.
It is convenient to visualize P as an oriented graph with two types of vertices.
Elements of I ′ will be denoted by bullets and elements of I ′′ by circles. The set
of arrows is defined by the partial order: i→ j for i ≻ j.
Let us finally formulate the matrix problem for a given poset P. For a
Kodaira fiber of type II, III or IV we define a category BMP :
BMP =
⋃
s
BMP (s), (2.20)
where s := (s1, . . . , sn) ∈ (N ∪ {0})
n is a tuple of sizes. Objects of BMP (s) are
block-matrices
B = (Bij), where (i, j) ∈ P ∪ diag(I
′ × I ′) and Bij ∈ Matsi×sj
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and morphisms S : B → B′ are block matrices
S = (Sij), where (i, j) ∈ P
t ∪ diag(I × I) and Sij ∈ Matsi×sj
for P t := {(i, j)| j ≺ i} = {(i, j)| (j, i) ∈ P} being the dual poset to P ; and
satisfying equations:
SB|P∪diag(I ′×I ′) = B
′S|P∪diag(I ′×I ′).
Two matrices B and B′ ∈ BMP (s) are equivalent if there exists an invertible
morphism S : B → B′. A matrix B ∈ BMP is called simple or a brick, if any
endomorphism S : B → B is scalar. The full subcategory of simple objects is
denoted by BMsP .
Remark 2.7.1. Let P be a poset which describes a matrix problem BMP for
vector bundles, then I = I ′, and all vertices are bullets.
Example 2.7.2. Let us list some posets, which characterize matrix problems
(i)-(v) up to some modifications. However we should mention that in coarse
of matrix reduction we will meet more matrix problems determined by some
posets P.
• •oo
1 2
(i)
• •
◦
oo



6
66
66
1 2
3
(ii)
• •
•
oo



1 3
2
(iii)
•
• ◦
•1
2 4
3

oo

oo
 




(iv)
•
• •
•
  




oo1
2 3
4
(v)
Example 2.7.3. Let us present matrices B ∈ BMP for posets from Example
2.7.2.
1 2
1 ∗ ∗
2 ∗
(i)
1 2 3
1 ∗ ∗ ∗
2 ∗ ∗
3
(ii)
1 2 3
1 ∗ ∗ ∗
2 ∗
3 ∗
(iii)
1 2 3 4
1 ∗ ∗ ∗ ∗
2 ∗ ∗
3 ∗ ∗
4
(iv)
1 2 3 4
1 ∗ ∗ ∗ ∗
2 ∗
3 ∗
4 ∗
(v)
where stars “∗” and empty space denote respectively Bij and zero blocks.
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Recall that the triple approach induces a full and dense functor: TFX
∼
−→
TrX −→ MPX and the primary reduction induces MP
s
X
∼
−→ BMsP . It turns
out that for simple vector bundles the composition of this functors imposes an
equivalence
VBsE(r,d)
∼
−→ BMsP (s), (2.21)
for some special poset P and a tuple of sizes s, where the category BMP and
the tuple s are uniquely defined by the curve E, the rank r and the multidegree
d.
Remark 2.7.4. There is also a one-to-one correspondence TFsE
∼
−→ BMsP , but
the functors should be constructed separately for different tuples (r,d) and
depending on whether F ∈ TFsE is a vector bundle or a torsion free sheaf.
Matrix reduction in terms of categories BMP
It would be nice to have a step of matrix reduction as an equivalence: BMsP (s)
∼
→
BMsP ′(s
′) where P, P ′ ⊂ I × I and s′ < s (i.e. s′i ≤ si for all i ∈ I and there
exists at least one i such that s′i < si). It is indeed the case for posets on
three or fewer vertices. Unfortunately, it can happen that morphisms of the
new category can not be expressed using the matrix multiplication anymore.
Therefore, we are forced to replace BMP ′ by the category of representations
Rep(Q, ∂) for some differential biquiver (Q, ∂)P ′ determined by a poset P
′. We
treat the category Rep(Q, ∂) in a formal way in Chapter 7.
2.8 Simple vector bundles on a nodal cubic curve
The problem of describing simple vector bundles on a nodal cubic curve can be
considered separately from the description of all indecomposable objects. As
we shall see below for a nodal cubic curve E this problem is self-reproducing
and can be solved without using the combinatorics of strings and bands [BD04].
First of all note that for a simple triple (F˜ ,M, µ˜) Lemma 2.6.3 implies
F˜ ∼= O˜(c)r1 ⊕ O˜(c+ 1)r2 (2.22)
for some c ∈ Z and the matrix µ˜ = (µ(0), µ(∞)) consists of two horizontal
blocks. As was mentioned above both matrices µ(0) and µ(∞) are invertible.
One of them, let us say, µ(0) can be reduced to the identity form
µ(0) = Ir.
From the equation (2.17), we obtain f = F (0) and the following reduced matrix
problem:
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Reduced matrix problem for simple vector bundles
Thus we obtain a new matrix problem for the matrix µ(∞) given by the fol-
lowing transformations:
µ(∞) 7→ F (∞)µ(∞)F (0)−1.
The permitted transformations are listed below:
1. An arbitrary invertible elementary transformation simultaneously for the
first block-row and the first block-column of µ(∞).
2. An arbitrary invertible elementary transformation simultaneously in the
second block-row and the second block-column of µ(∞).
3. We can add the first block-row of µ(∞) to the second one.
4. We can add the second block-column of µ(∞) to the first one.
This matrix problem corresponds to the category of square matrices divided
into blocks
BMP˜ =
⋃
(r1,r2)
BMP˜ (r1, r2), (2.23)
where (r1, r2) ∈ Z2≥0. Objects of BMP˜ (r1, r2) are square matrices
B := µ(∞) =
B1B12
B21B2
consisting of the blocks (B1, B12, B21, B2), where (B1, B2) are square matrices
of sizes r1 and r2 respectively. A morphism S : B → B′ is given by two lower
triangular block matrices:
S =
(
S1 0
S21 S2
,
S1 0
S ′21 S2
)
with block sizes (r1, r2) and satisfying equations for blocks
S1B1 = B
′
1S1 + B
′
12S
′
21,
S1B12 = B
′
12S2,
S21B12 + S2B2 = B
′
2S2,
S21B1 + S2B21 = B
′
21S1 + B
′
2S
′
21.
(2.24)
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Two matrices B and B′ are called equivalent (i.e. correspond to isomorphic
vector bundles) if there is a non-degenerate morphism S : B → B′, i.e. if B′ =
SBS−1. A matrix B ∈ BMP˜ (r1, r2) is called simple if any endomorphism S :
B → B is scalar. Obviously, the simplicity is a property defined on equivalence
classes. As usual BMs
P˜
(r1, r2) denotes the subcategory of BMP˜ (r1, r2) consisting
of simple objects.
We start with reduction of the block B12. Assume B12 has a zero-row k and
a zero-column j. Then by a transformation S ′21 add the column j to the column
k and by the proper transformation S21 add the multiple of the row k to the
row j, so that the block B21 remains unchanged. In such a way we construct a
nonscalar endomorphism. More detailed: assume B is reduced to the form:
B =
X1 X2 0 0
0 0 I 0
Z1 Z12 0 Y1
Z21 Z2 0 Y2
for some nonreduced blocksXi, Yj and Zij, where i, j ∈ {1, 2}. Then a nonscalar
endomorphism has the form:
S =
I 0 0 0
0 I 0 0
Y1 0 I 0
Y2 0 0 I
and S ′ =
I 0 0 0
0 I 0 0
0 0 I 0
X1 X2 0 I
.
Thus for a simple object B one can assume that the block B12 has maximal
rank. Assume r1 = r2 and B12 is reduced to the identity form. Having B12 = I
we can ”kill” both blocks B1 and B2, to the zero form and reduce the block
B21 to a Jordan normal form J(λ), for λ ∈ k. Since B = µ(∞) is invertible by
definition, it implies λ 6= 0. If r2 = 1, then B21 = λ , for λ ∈ k
∗. It is easy to
check that such B is simple, However, for r2 > 1 the Jordan normal form has
an endomorphism, which can be extended to an endomorphism of B.
Therefore, if B is simple, then B12 can be reduced to one of the following
forms:
B12 =

0
Ir2
if r1 > r2,
Ir10 if r2 > r1,
1 if r1 = r2 = 1.
(2.25)
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Since we have all ingredients for small matrix reduction, let us present an
algorithm for constructing a canonical form.
Algorithm 2.8.1. Let (r, d) ∈ N×Z be a pair of coprime integers, and λ ∈ k.
• First, by the Euclidean algorithm we find integers c, r1 and r2, 0 < r1 ≤
r, 0 ≤ r2 < r such that cr+ r2 = d and r1 + r2 = r. Thus we recover the
normalization sheaf F˜ = O˜(c)r1 ⊕ O˜(c+ 1)r2, and sizes of blocks (r1, r2).
• If r = r1 = 1 then F is a line bundle and B = λ ∈ k∗
• If r1 = r2 = 1 then
B(λ) =
0 1 c
λ 0 c+1
λ ∈ k∗.
Using this input data we construct the matrix B(λ) ∈ BMsP (r1, r2) inductively:
• Assume we have the matrix B1(λ) ∈ BM
s
P (r1, r2),
B1(λ) =
X Y
W Z
then B(λ) ∈ BMs
P˜
(r1 + r2, r2) has form
B(λ) =
X Y 0
0 0 Ir2
W Z 0
and respectively, B(λ) ∈ BMP˜ (r1, r1 + r2) :
B(λ) =
0 Ir1 0
X 0 Y
W 0 Z
.
• Finally, we get the matrix µ˜ = (µ(0), µ(∞)) = (Ir, B(λ)).
We postpone the proof of the validness of the matrix reduction till Chapter 6,
where it will be carried out under general assumptions using the formalism of
bocses. Summarizing, we obtain the following classification.
Theorem 2.8.2. Let E be a nodal cubic curve over an algebraically closed field
k. Then
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1. the rank r and the degree d of a simple torsion free sheaf F over E are
coprime;
2. a simple vector bundle is determined by its rank, degree and a continuous
parameter λ ∈ k∗ ∼= Ereg.
This description can be alternatively given in terms of bunches of chains i.e.
recovered from the description of all indecomposable vector bundles [Bur03,
BBDG].
Chapter 3
Vector bundles and torsion free sheaves on a
cuspidal cubic curve
This chapter is devoted to a classification of torsion free sheaves on a cuspidal
cubic curve. As was mentioned in the introduction, the problem of describing
all indecomposable torsion free sheaves is representation-wild, but if we restrict
ourselves to the subcategory of simple (stable) torsion free sheaves TFsE, then
the classification problem becomes tame again. The combinatorics of the answer
resembles the case of smooth and nodal Weierstraß curves (see Theorem 1.0.1
and Theorem 2.8.2). The main result of this chapter is the following.
Theorem 3.0.1. Let E be a cuspidal cubic curve over an algebraically closed
field k. Then
1. the rank r and the degree d of a simple torsion free sheaf F over E are
coprime;
2. for every coprime pair (r, d) ∈ N×Z, the fine moduli space of simple tor-
sion free sheaves TFsE(r, d) is isomorphic to the curve E itself. Moreover,
vector bundles correspond to regular points Ereg ∼= Pic
0
E
∼= A1 and there
is a unique torsion free not locally free sheaf corresponding to the singular
point of E.
This result can also be obtained by other methods for example by using
Fourier-Mukai transforms or by the GPB approach. However, here we not only
describe fine moduli spaces of simple torsion free sheaves but also give an ex-
plicit description of a universal family of simple vector bundles with prescribed
rank and degree. To be precise: Algorithm 3.2.2 constructs a canonical form of
the “gluing” matrix of the triple corresponding to a vector bundle E of given
rank r, degree d (g.c.d.(r,d)=1) and determinant det(E) ∈ PicdE; Algorithm
3.3.1 constructs a canonical form of the matrix corresponding to a unique tor-
sion free and not locally free sheaf of given rank and degree (which should be
coprime again). In Section 3.6 we propose a construction of a universal bundle
of VBsE(r, d).
42 3. Cuspidal cubic curve
3.1 Reduction to a matrix problem
Let E be a cuspidal cubic curve in P2 given by the equation x3 − y2z = 0.
Choose coordinates (z0 : z1) on the normalization E˜ ∼= P1
π
−→ E such that the
preimage of the singular point s = (0 : 0 : 1) of E is 0 := (0 : 1).
L
•s˜
π // •s
E
Let U = {(z0 : z1)|z1 6= 0} be an affine neighborhood of 0 and z = z0/z1. In the
notations of Section 2 we have: OS ∼= k(s) and OS˜
∼=
(
k[ε]/ε2
)
(s).
Analogously to the case of a nodal rational curve, for a triple (F˜ ,M, µ˜) we fix:
• a splitting F˜ ∼=
⊕
n∈Z
O˜(n)rn, with
∑
n∈Z rn = r;
• an isomorphism M ∼= Or+tS
∼= kr+t, for some t ≥ 0, where t = 0 if and
only if F is a vector bundle;
• a set of trivializations O˜(n) ⊗ OS˜ −→
(
k[ε]/ε2
)
(s) given by the map
ζ ⊗ 1 7→ pr( ζzn1
) for a local section ζ of O˜(n) on U, where pr : k[U ] −→
k[ε]/ε2 is the map induced by k[z] −→ k[ε]/ε2, z 7→ ε.
With respect to all these choices the morphisms µ˜, ı˜∗F and π˜∗f can be
written as matrices.
• An epimorphism of k[ε]/ε2–modules µ˜ : π˜∗M −→ ı˜∗F˜ , (which is an
isomorphism if and only if F is a vector bundle) can be written as
µ˜ = µ(0) + εµε(0), (3.1)
where both µ(0) and µε(0) are r×(r+t) matrices (square in case of vector
bundles). Since by Theorem 2.1.3 the isomorphism classes of triples stand
in bijection with the isomorphism classes of torsion free sheaves, we have
to study the action of automorphisms of (F˜ ,M, µ˜) on the matrices µ(0)
and µε(0).
• If a morphism O˜(n)→ O˜(m) is given by a homogeneous form Q(z0, z1) of
degree m− n, then the induced map O˜(n)⊗OS˜ −→ O˜(m)⊗OS˜ is given
by the map
pr(Q(z0, z1)/z
m−n
1 ) = Q(0 : 1) + ε
dQ
dz0
(0 : 1).
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Hence, for any endomorphism (F, f) of the triple (F˜ ,M, µ˜) the induced
map
ı˜∗F : ı˜∗F˜ −→ ı˜∗F˜ has the form
ı˜∗F = F (0) + ε dF
dz0
(0), (3.2)
where, as usual, we write F (0) for F (0 : 1). If (F, f) is an automorphism,
then ı˜∗F = F (0) + ε dFdz0 (0) ∈ GL(k[ε]/ε
2, r);
• π˜∗f = f ∈ Mat
k
(r×r) and if (F, f) is an isomorphism then f ∈ GL(k, r).
We obtain the following matrix transformations:{
µ(0) 7→ F (0)µ(0)f−1,
µε(0) 7→ F (0)µε(0)f−1 +
dF
dz0
(0)µ(0)f−1
(3.3)
The condition for µ˜ to be surjective is equivalent to the surjectivity of µ(0).
Similarly, µ˜ is invertible if and only if µ(0) is invertible.
Original matrix problem for a cuspidal cubic curve
As a result, the matrix problem MPE describing torsion free sheaves on a cusp-
idal cubic curve is as follows: we have two matrices µ(0) and µε(0) with r rows
and r + t columns, and rank(µ(0)) = r. In the subproblem corresponding to
vector bundles the matrices µ(0) and µε(0) are square and µ(0) is invertible.
Moreover, µ(0) and µε(0) are divided into horizontal blocks labelled by integers,
also called weights. Any two blocks of µ(0) and µε(0) marked by the same label
are called conjugated and have the same number of rows.
F (0)

...
n−1
n
n+1
...
µ(0)
F (0)
		
...
n−1
n
n+1
...
//
∂F
∂z0
(0)
µε(0)
We are allowed to perform the following transformations.
1. An arbitrary elementary invertible transformation of columns simultane-
ously for the matrices µ(0) and µε(0). Such transformations correspond
to the matrix f.
2. An arbitrary invertible elementary transformations of rows of µ(0) and
µε(0) simultaneously inside of any two conjugated horizontal blocks. Such
transformations correspond to the diagonal blocks of the matrix F (0).
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3. We can add a scalar multiple of any row with a lower weight to any row
with a higher weight simultaneously in µ(0) and µε(0). Such transforma-
tions correspond to the non-diagonal blocks of the matrix F (0).
4. We can add a row of µ(0) with a lower weight to a row of µε(0) with a
higher weight. Such transformations correspond to (non-diagonal) blocks
of the matrix dF
dz0
(0).
This matrix problem turns out to be wild even for two horizontal blocks, see
[Dro92, Section 1] and [DG01, Section 6]. However, the simplicity condition of a
triple (F˜ ,M, µ˜) imposes some additional restrictions, which make the problem
tame. In particular for a simple torsion free sheaf F Lemma 2.6.4 implies
F˜ ∼= O˜(c)r1 ⊕ O˜(c+ 1)r2 (3.4)
for some c ∈ Z, and thus the matrix µ˜ consists of only two horizontal blocks.
The matrix problem for simple objects is similar to the analogous problem
for a nodal curve considered in Section 2.8. It can be solved for simple objects
without use of any additional technique. In Section 6 we treat the same problem
formally, and in Example 6.5.6 we present the matrix reduction in the language
of bocses.
3.2 Matrix problem for simple vector bundles
We consider the case of vector bundles first. Although the general case of torsion
free not locally free sheaves is similar, we decided to consider it separately in
order to make the presentation clearer.
As already mentioned, if F is a vector bundle, then µ˜ is an isomorphism and
the matrix µ(0) is invertible too, and by transformations 1 and 2 the matrix
µ(0) can be reduced to the identity matrix. Moreover, using transformations 4
we can make the left lower block of µε(0) zero, as indicated below:
µ(0) =
Ir1 0
0 Ir2
and µε(0) =
B1B12
0 B2
. (3.5)
Here In denotes the identity matrix of size n and B1, B12, B2 are three nonre-
duced blocks. To preserve the identity form of the matrix µ(0) for the later
investigations we should assume F (0) = f , and hence, f inherits the same
lower-block-triangular structure as F (0).
Reduced matrix problem for simple vector bundles
We obtain a new matrix problem for the matrix µε(0) which reads:
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µε(0) 7→ F (0)µε(0)F (0)
−1.
The allowed transformations are listed below:
1. An arbitrary invertible elementary transformation simultaneously in the
first block-row and the first block-column of µε(0).
2. An arbitrary invertible elementary transformation simultaneously in the
second block-row and the second block-column of µε(0).
3. We can add a row of the first block-row of µε(0) to a row of the second
one and simultaneously subtract the corresponding column of the second
block-column from the corresponding column of the first one.
Block matrix category
This matrix problem can be presented as a category of block matrices BMP ,
for the set of indices I = {1, 2} and 1 ≺ 2 a poset P = (I,≺) = {(1, 2)} ⊂
{1, 2} × {1, 2} in agreement with notations from Section 2.7. Then
BMP =
⋃
(r1,r2)
BMP (r1, r2), (3.6)
where (r1, r2) ∈ N × N. Objects of BMP (r1, r2) are matrices of the form µε(0)
in formula (3.5), i.e. upper-block-triangular matrices B consisting of the blocks
(B1, B12, B2), where (B1, B2) are square matrices of sizes r1 and r2 respectively.
Morphisms S : B → B′ are given by lower-block-triangular matrices:
S =
S1 0
S21 S2
with sizes of blocks (r1, r2) (i.e. Bi, Si ∈ Matk(ri × ri), for i = 1, 2 ) and
satisfying the equation SB = B′S modulo the left lower block B21. It can be
rewritten as a system of equations for blocks:
S1B1 = B
′
1S1 + B
′
12S21,
S1B12 = B
′
12S2,
S2B2 + S21B12 = B
′
2S2.
(3.7)
Remark 3.2.1. In terms of Section 6 the category BMP is the category of
representations of the differential biquiver (Q, ∂) from Example 6.5.6.
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Assume the block B12 has a zero-row k and a zero-column j. Then taking
proper S21 we can add column j to column k and simultaneously subtract row k
from row j. The matrix B remains unchanged under this transformation. More
detailed: assume B is reduced to the form
B =
X1 X2 0 0
0 X3 I 0
0 Y1
0 Y2
.
Then a nonscalar endomorphism has form:
S =
I 0 0 0
0 I 0 0
0 0 I 0
T 0 0 I
for an arbitrary nonzero block T. Hence, we obtain a nonscalar endomorphism.
Thus for a simple object B we can assume that the block B12 has the maximal
rank. Then for r1 = r2 the block B12 is a square matrix and can be reduced
to the identity matrix I. Having B12 = I we can make one of matrices B1 and
B2, say B1, zero and the other one B2 can be reduced to its Jordan normal
form. If r2 = 1, then B2 = λ , λ ∈ k, in this case B is simple, but for r2 > 1
the Jordan normal form has an endomorphism, which can be extended to an
endomorphism of B. Therefore, if B is simple, then B12 can be reduced to one
of the following forms
B12 =

0
Ir2
if r1 > r2,
Ir10 if r2 > r1,
1 if r1 = r2 = 1,
(3.8)
From the system of equations (3.7) we get that in the case r1 > r2 block the
B2 can be reduced to the zero matrix and the block B1 to the upper triangular
block-matrix formed by three nonzero subblocks (B1.1, B1.12, B1.2). Long but
straightforward calculations show that the transformations of B which preserve
already reduced blocks are uniquely determined by the automorphisms of B1 in
the category BMsP . Moreover, EndBMP (B1) = EndBMP (B). In Section 6 we give
rigorous statements about such kinds of reduction, and in Example 6.5.6 this
matrix problem will be treated formally.
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In the same way the matrix B can be reduced in the case r2 > r1. Thus
the problem BMsP (r1, r2) is self-reproducing, that means that the poset P, and
hence the problem BMP defined by equations (3.6) remain unchanged under the
matrix reduction. To be precise, we get a bijection between BMsP (r1, r2) and
BMsP (r1− r2, r2) if r1 > r2, between BM
s
P (r1, r2) and BM
s
P (r1, r2− r1) if r2 > r1.
Finally, if r1 = r2 > 1 then BM
s
P (r1, r1) is empty.
In this reduction procedure one can easily recognize the Euclidean algorithm.
Moreover, the reduction terminates after finitely many steps when we achieve
r1 = r2 = 1. Without loss of generality we may assume that the matrix B ∈
BMsP (1, 1) has the form
B =
0 1
λ
. (3.9)
Note that this matrix form is equivalent to the matrices
λ 1
0
and
1
2λ 1
1
2λ
.
Objects of BMsP (1, 1) are parametrized by a continuous parameter λ ∈ k, thus
the same holds for BMsP (r1, r2) with coprime r1 and r2.
We interpret sizes of blocks r1 and r2 in terms of geometric invariants of
a vector bundle. From formulas (3.4) and (2.12) it follows immediately that
r1 + r2 = r and r2 = dBMP odr. Hence, the matrix reduction can be written in
terms of rank and degree. Let us present it as an algorithm.
Algorithm 3.2.2. Let (r, d) ∈ N×Z be a pair of coprime integers, and λ ∈ k.
• First, by the Euclidean algorithm we find integers c, r1 and r2, 0 < r1 ≤
r, 0 ≤ r2 < r such that cr+ r2 = d and r1 + r2 = r. Thus we recover the
normalization sheaf F˜ = O˜(c)r1 ⊕ O˜(c+ 1)r2, and sizes of blocks (r1, r2).
• If r1 = r2 = 1 the matrix B(λ) has form (3.9).
Using this input data we construct the matrix B(λ) ∈ BMsP (r1, r2) inductively
reversing Euclidean reduction:
• Assume there is a matrix B1(λ) ∈ BM
s
P (r1, r2) of the form
B1(λ) =
X Y
Z
then B(λ) ∈ BMsP (r1 + r2, r2) has form
B(λ) =
X Y 0
0 Z Ir2
0
.
48 3. Cuspidal cubic curve
and respectively, B(λ) ∈ BMP (r1, r1 + r2) is
B(λ) =
0 Ir1 0
X Y
0 Z
.
• Finally, we get the matrix µ˜ = µ(0) + εµε(0) = Ir + εB(λ).
Let us illustrate this on a small example:
Example 3.2.3. Let E ∈ VBsE(7, 12) be a simple vector bundle of rank 7 and
degree 12. Let us find a canonical form of the matrix µε(0). First, we calculate
the normalization sheaf E˜ = O˜(1)2 ⊕ O˜(2)5. Thus, in our notations r1 = 2 and
r2 = 5. The Euclidean algorithm applied to the pair (2, 5) gives:
(2, 5)→ (2, 3)→ (2, 1)→ (1, 1).
Reversing this sequence, by the above reduction procedure, we obtain a sequence
of bijections:
BMsP (1, 1)
∼
−→ BMsP (2, 1)
∼
−→ BMsP (2, 3)
∼
−→ BMsP (2, 5),
and finally for the matrices we get:
0 1
λ
+3
0 1 0
0 λ 1
0
+3
0 0 1 0 0
0 0 0 1 0
0 1 0
0 λ 1
0 0 0
+3
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 1 0
0 0 0 λ 1
0 0 0 0 0
.
3.3 Matrix problem for simple torsion free sheaves
Reduced matrix problem for torsion free sheaves
The reduction for torsion free but not locally free sheaves can be done in a
similar way. The only difference is that the matrices µ(0) and µε(0) are no
longer square:
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µ(0) =
Ir1 0 0
0 Ir2 0
and µε(0) =
B1 B12 B13
0 B2 B23
. (3.10)
The matrix µε(0) has two additional blocks B13 and B23 of sizes r1 × t and
r2 × t respectively, where t is a size defined in Section 2.4 as t := h0(M)− r =
degE(F)− degE˜(F˜).
Analogously to the case of vector bundles, we will reduce the matrix µε(0)
under the condition that the identity form (3.10) of the matrix µ(0) is preserved.
Thus, from now on we assume
F (0) = (Ir1+r2, 0t) · f,
and hence, f inherits the lower-block-triangular structure but on three blocks.
Reduced matrix problem for simple torsion free sheaves
We obtain a new matrix problem, which reads:
µε(0) 7→ F (0)µε(0)f
−1.
The allowed transformations are listed below.
1. An arbitrary invertible elementary transformation simultaneously in the
first block-row and the first block-column of µε(0).
2. An arbitrary invertible elementary transformation simultaneously in the
second block-row and the second block-column of µε(0).
3. An arbitrary invertible elementary transformations in the third block-
column of µε(0).
4. We can add the third block-column to the first and second ones.
5. We can add a row of the first block-row of µε(0) to a row of the second
one and simultaneously subtract the corresponding column of the second
block-column from the corresponding column of the first one.
Block matrix category BMP
According to notations introduced in Section 2.7, this matrix problem cor-
responds to the category of block matrices BMP , where the set of indices is
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I = I ∪ I ′ = {1, 2} ∪ {3} and P = (I,≺) = {(1, 2), (1, 3), (2, 3)} ⊂ I × I, we
visualize it as a graph
◦ •
•
//
EE 6
66
66
3 1.
2
Indeed, matrices µε(0) in formula (3.10), are upper-block-triangular matrices
B consisting of the blocks (B1, B12, B2, B13, B23), where (B1, B2) are square
matrices of sizes r1 and r2 respectively. Morphisms S : B → B′ are given by
lower-block-triangular matrices:
S =
S1 0 0
S21 S2 0
S31S32 S3
with block sizes (r1, r2) and satisfying equations
SB = B′S,
where S is the restriction of S on the first two blocks. This equation can be
considered as a matrix equation modulo the left lower block B21. In terms of
blocks this equation reads:
S1B1 = B
′
1S1 + B
′
12S21 +B
′
13S31,
S1B12 = B
′
12S2 +B
′
13S32,
S1B13 = B
′
13S3,
S21B13 + S2B23 = B
′
23S3,
S21B12 + S2B2 = B
′
2S2.
(3.11)
To work with the category BMP a change of notations seems appropriate.
Namely, let s := (s1, s2, s3) := (r1, r2, t) ∈ (N ∪ {0})3 be a vector dimension.
The category BMP splits into strata:
BMP =
⋃
s∈(N∪{0})3
BMP (s). (3.12)
If s3 = 0 we obtain the category BMP for vector bundles from the previous
section. Thus, we assume s3 > 0. The problem can be reduced to a canonical
form in terms of matrices. However, to make the treatment more consistent we
postpone it to Section 7.2, where we consider it explicitly in terms of differential
biquivers. The main result of Section 7.2 is Lemma 7.2.3. Here we give only its
geometric interpretation.
For a brick B ∈ BMsP (s) replacing back vector dimension (s1, s2, s3) by
ranks (r1, r2, t) we obtain that there exists a unique simple matrix µ˜ε(0) = B ∈
BMP (s1, s2, s3) if and only if t = 1 and r1 − 1 and r2 + 1 are coprime.
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From the formula (3.4): F˜ ∼= O˜(c)r1 ⊕ O˜(c + 1)r2 and the definition of t it
follows that d mod r = r2 + t. Since the rank of F is r = r1 + r2, we get
g.c.d.(r, d) = g.c.d.(r, r2 + t) = g.c.d.(r1 − t, r2 + t).
Hence, in terms of rank and degree we obtain the statements of Theorem
3.0.1 about torsion free sheaves which are not vector bundles.
Moreover, if coprime integers r > 0 and d are given, then one can reconstruct
the matrix µε(0) = B ∈ BM
s
P (r1, r2, 1), corresponding to a unique torsion free
sheaf F(r, d), (not a vector bundle) by the following algorithm:
Algorithm 3.3.1. Let (r, d) ∈ Z2 be coprime with positive r, and λ ∈ k.
• First, by the Euclidean algorithm we find integers 0 < r1 ≤ r and 0 ≤
r2 < r such that r1 + r2 = r and cr+ r2 = d− 1 for some c ∈ Z. Thus we
recover the normalization sheaf F˜ = O˜(c)r1 ⊕ O˜(c+ 1)r2 and sizes of the
original matrix problem (r1, r2).
• Take new sizes (s1, s2) := (r1− 2, r2), (which are sizes of the matrix prob-
lem from Lemma 7.2.2. It corresponds to the equivalence BMsP (r1, r2, 1) −→
BMsP ′(s1, s2, 1) where P
′ is a poset obtained in two steps:
◦ •
•
//
EE 6
66
66
3 1
2
+3
◦ •
•
//
6
66
66
3 1
2
+3
• •
◦
//
EE 6
66
66
2 1
3
.
(3.13)
• Apply the reduction on sizes (s1, s2, 1) according to schemes (7.5) and
(7.6). At the final step we are bound to obtain either reduction (7.8) or
(7.9).
Using the canonical form Bn of (7.10) as the input data we construct the canon-
ical form by induction on sizes (s1, s2, 1), where induction is determined by the
reverse sequence of reduction.
• First apply to Bn step (7.11) or (7.12);
• construct the canonical form with sizes of blocks (s1, s2, 1) inductively,
following steps (7.13) and (7.14);
• for the constructed canonical form B′ of a brick with sizes (s1, s2, 1), by
the induction step (7.15) recover the matrix µε(0) = B ∈ BMP (r1, r2, 1) .
Remark 3.3.2. Note that the algorithm can be written in a more compact way
using the automaton (see Section 3.5).
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3.4 Examples
Example 3.4.1. Vector bundles E of VBsE(1, 0) = Pic
0(E) have E˜ = O˜ as the
normalization sheaf and the corresponding matrices µ˜ are 1 + ε λ , λ ∈ k.
For the unique torsion free but not locally free sheaf F of rank 1 and degree
0, one computes that deg(F˜) = deg(F) − 1 = −1, thus F˜ = O˜(−1) and the
corresponding matrix µ˜ is
1 0 + ε · 0 1 .
Example 3.4.2. For vector bundles E from VBsE(2, 1) the normalization sheaf
is E˜ = O˜ ⊕ O˜(1), thus the corresponding matrices are
µ˜ =
1 0
0 1
+ ε ·
0 1
0 λ
0
1 ,
where λ ∈ k. For the normalization sheaf F˜ of the torsion free but not locally
free sheaf F ∈ TFs(2, 1) it holds deg(F˜) = deg(F) − 1 = 0 thus F˜ = O˜2 and
the corresponding matrix is
µ˜ =
1 0 0
0 1 0
+ ε ·
0 1 0
0 0 1
0 .
Example 3.4.3. Let us compactify the family of vector bundles from Example
3.2.3. Let F ∈ VBsE(7, 12) be an indecomposable torsion free but not locally
free sheaf of rank 7 and degree 12.
Following the algorithm we obtain: r1 + r2 = 7 and r2 = d− 1− r = 4, and
normalization sheaf E˜ = O˜(1)3 ⊕ O˜(2)4. For (r1, r2) = (3, 4) the vector of sizes
is (s1, s2) = (1, 4). (Indeed, it corresponds to the equivalence BM
s
P (r1, r2, 1) −→
BMsP ′(s1, s2, 1) where P
′ is a poset obtained in two steps:
◦ •
•
//
EE 6
66
66
3 1
2
+3
◦ •
•
//
6
66
66
3 1
2
+3
• •
◦
//
EE 6
66
66
2 1
3
.
Reduction of sizes follows the scheme (7.6) and (7.9):
• •
◦
//
EE 6
66
66
2 1
3
+3
• ◦
•
//
EE2 3
1
+3
• •
◦
//
EE 6
66
66
2 1
3
+3
• ◦
•
//
EE2 3
1
+3 ◦ •//
3 1
(4, 1, 1) −→ (3, 1, 1) −→ (2, 1, 1) −→ (1, 1, 1) −→ (1, 1).
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Thus, reversing this reduction according to steps 7.12 and 7.13 we obtain the
matrices :
1
3
1 3
0 1 +3
3
1
2
3 1 2
1
0 1
0
+3
1
3
2
1 3 2
0 0 1 0
0 1
0 1
0 0
+3
3
1
2
3 1 2
0 1 0 0
0 0 1 0
0 0 1
0 0 1
0 0 0
+3
1
3
2
1 3 2
0 0 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 1
0 0 0 0
.
Finally reversing reduction (3.13) according to (7.15) we obtain the matrix
µε(0) :
+3
1
2
3
1 2 3
0 0 1 0 0 0 0
0 0 0 1 0 0 1
0 0 1 0
0 0 0 1
0 0 0 1
0 0 0 0
0 0 0 0
+3
1
2
1 2 3
0 0 0 1 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 1 0 0
0 0 0 1 0
0 0 0 1 0
0 0 0 0 0
.
3.5 Automaton of reduction
In this Section we collect some remarks about matrix problems for singular
Weierstraß curves. First note the following: the degeneration of curves from
a nodal one to a cuspidal one can be seen on the level of matrix problems.
In Remark 6.4.6 we give a deformation describing the degeneration in terms
of bocses. The problems of description of all indecomposable vector bundles
belong to two different representation types, but matrix problems for simple
54 3. Cuspidal cubic curve
vector bundles are quite similar. Although they are different and should be
treated separately, the course of reduction is the same, in fact, it can be encoded
by the same automaton (X,Γ), where X = Z2 = {a+, a−} and Γ = {γ} consists
of a unique state. (See Section 7.4 for definitions concerning automaton).
 '!&"%#$a+ :: a−dd (3.14)
Although this automaton acts differently on matrices in the cases of nodal and
cuspidal curves, on discrete parameters it operates in the same way
a+ : (r1, r2) 7→ (r1 − r2, r2);
a− : (r1, r2) 7→ (r1, r2 − r1).
Let Ω := 〈a+, a−〉 be the semigroup of paths. Reversing paths of the automaton
we describe the course of induction and obtain a semigroup Ω∗. However, in this
particular case Ω = Ω∗. For a path p ∈ Ω such that BMsP (r1, r2)
p
−→ BMsP (r
′
1, r
′
2),
where (r′1, r
′
2) < (r1, r2) the path p
∗ ∈ Ω∗ obtained from p by reversing arrows,
acts as BMsP (r
′
1, r
′
2)
p∗
−→ BMsP (r1, r2). Taking a pair (r1, r2) as input data we
recover a path p such that p(r1, r2) = (1, 0). For an element λ ∈ k we can
recover a canonical form B(λ) = p∗(λ) ∈ BMsP (r1, r2).
Remark 3.5.1. Note that the same automaton encodes either reduction for
torsion free sheaves. But to see it we should take into consideration only prin-
cipal states, i.e. states where the reduction can terminate. Define a− and a+
by a composition:
a+ and a− :
• •
◦
//
EE 6
66
66
+3
• •
◦
//
EE
+3
• •
◦
//
EE 6
66
66
In both cases for vector bundles and torsion free sheaves the action on geometric
invariants is the same:
a+ : (r, d) 7→ (r − d, d);
a− : (r, d) 7→ (r, d− r).
Remark 3.5.2. The semigroup of paths Ω = 〈a+, a−〉 generates the group
SL(2,Z). On the other hand it is interesting to note that the group of autoe-
quivalences Aut(Db(CohE)) = 〈TO,T
k(p0)〉 also acts as SL(2,Z) on the K-group,
or what is equivalent on rank and degree. By Theorem 4.1 of [BK3] autoequiva-
lences TO and Tp0 send stable sheaves to stable sheaves. Moreover, a continuous
parameter λ can be considered as a regular point on the curve E, hence it is pre-
served under the action of TO and Tp0. Therefore, for singular Weierstraß curves
the action of the matrix reduction coincides with the action of Fourier-Mukai
transforms, namely: a+ acts as TO and a
− acts as (T
k(p0))
−1.
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3.6 Universal bundle
There are many classical results about the existence of moduli spaces of stable
vector bundles (torsion free sheaves) on an irreducible reduced curve, see [Ati57,
Gro62, New78, Ses82]. Note that for curves of arithmetic genus bigger than one
the class of simple vector bundles (torsion free sheaves) is bigger than that of
stable. However, for irreducible curves of arithmetic genus one, (i.e. Weierstraß
curves) these notions are equivalent (see Lemma 2.2 in [BD03] or Lemma 3.3
in [Bur03]). In this section we show that the classification of vector bundles
and torsion free sheaves in terms of matrices and canonical forms gives, in
fact, a description of fine moduli spaces for VBsE(r, d) and its compactification
VBsE(r, d) = TF
s
E(r, d).
Let us recall basic definitions and fix notation.
Definitions and remarks
Let X be an irreducible and reduced curve over an algebraically closed field k.
We denote the category of sets by Sets . Recall that Sch denotes the category of
Noetherian separated schemes over k, and for T ∈ Sch, we denote the category
of coherent sheaves on T by CohT . The moduli functor of stable torsion free
sheaves on X is defined as follows
TFsX(r, d) : Sch→ Sets
T 7→
{
F ∈ CohX×T
∣∣∣∣ F is flat over T ;F|X×{s} ∈ TFsX(r, d)
}
mod ∼,
where the equivalence relation ∼ is given by the rule F ∼ F ⊗ pr∗TL for prT :
X × T → T and L ∈ Pic(T ).
Remark 3.6.1. The moduli functor of stable vector bundles is denoted by
VBsX(r, d). We treat the case of stable torsion free sheaves TF
s
X(r, d), since it
is more general and contains the case of vector bundles. However, we need a
different notation to separate the two cases.
The moduli functor TFsX(r, d) is representable if there exists a scheme M¯ ∈
Sch and an invertible natural transformation of functors α : TFsX(r, d) →
HomSch(−, M¯ ). In particular, for any morphism of schemes f : T → T
′ the
following diagram commutes:
TFsX(r, d)(T )
α(T )
∼
//
TF
s
X(r,d)(f)

HomSch(T, M¯ )
f∗

TFsX(r, d)(T
′)
α(T ′)
∼
//HomSch(T
′, M¯ )
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A sheaf P ∈ CohX×M¯ such that for its isomorphism class [P(r, d)] ∈ TF
s
X(r, d)(M¯ )
we have [P(r, d)] = α−1(M¯ )(idM¯ ) is called a universal sheaf. In this case
we say that the pair (M¯ ,P(r, d)) represents the functor TFsX(r, d), or simply
the scheme M¯ represents TFsX(r, d). If the sheaf P(r, d) has a universal prop-
erty, namely: for any F ∈ CohX×T there exists a unique morphism of schemes
ϕ : T → M¯ such that F = (idX ×ϕ)
∗P(r, d). The pair (M¯ ,P) is called a fine
moduli space.
Note that by M and P we denote the a space of parameters and a universal
sheaf for the moduli problem VBsE(r, d).
Example 3.6.2. (Poincare´ sheaf). Let E be aWeierstraß cubic curve. Then the
moduli functor Pic0(E) = VBsE(1, 0) is representable by the pair (Ereg,P(1, 0)),
where Ereg := E \ Sing(E) and P(1, 0) = J∆ ⊗ pr∗1O(p0) ⊗ pr
∗
2(O(p0)) for the
ideal sheaf of the diagonal J∆, some fixed smooth point p0 ∈ E and projections
pr1 and pr2 :
E ×Ereg
pr1
vvnnn
nnn
nnn pr2
((RR
RRR
RRR
E Ereg.
Hence, for any point p ∈ Ereg
P(1, 0)|E×{p} =
(
J∆ ⊗ pr
∗
1O(p0)⊗ pr
∗
2O(p0)
)
|E×{p}
∼=
(
J∆ ⊗ pr
∗
1O(p0)
)
|E×{p}
∼= OE(−p+ p0).
This argument requires some explanations. The first isomorphism follows from
the fact that pr∗2O(p0)|E×{p} = OE×{p}. The second isomorphism is obvious for
a smooth curve E, since there is an isomorphism(
J∆ ⊗ pr
∗
1O(p0)
)
|E×{p} ∼= OE×Ereg(−∆+ p0 ×E)|E×{p}
∼= OE(−p+ p0),
which follows from the definition of Picard group: (for a scheme T and divisors
D1, D2 ∈ Pic(T ), OT (D1)⊗OT (D2) = OT (D1 +D2)) and the diagram:
∆

• •p×E
p0×E
Ereg
E
For E not necessarily smooth, note that the structure sheaf of the diagonal O∆
is flat over both components. Hence, the exact sequence
ξ : 0→ J∆ → OE×E → O∆ → 0
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remains exact if we restrict it to E×{p}. Since J∆|E×{p} = Ip is the ideal sheaf
of p, hence, O∆|E×{p} = k(p) is the skyscraper sheaf k at p and
(
OE×E
)
|E×{p} =
OE×{p} is the structure sheaf of E × {p}. Thus we get:
ξ|E×{p} : 0→ Ip → OE×{p} → k(p)→ 0
and therefore
(
J∆ ⊗ pr∗1O(p0)
)
|E×{p} ∼= OE(−p+ p0).
In [Gro62] Grothendieck showed that for any reduced and irreducible curve
X there exists a fine moduli space of Pic(1, d) of invertible sheaves of degree
d. This space of parameters is called the generalized Jacobian, we denote it by
J . Its dimension is equal pa(X), the arithmetic genus of X.
Note that if X is singular, then the moduli space of VBsX(1, d) in general is
not projective but only quasi-projective. In [D’S79] D’Souza showed that there
exists a natural compactification of J , and this compactification J is the
moduli space of torsion free sheaves TFsX(1, d). In Example 3.6.2, for instance,
we get J = E and P(1, 0) = J∆⊗pr
∗
1O(p0)⊗pr
∗
2(O(p0)) for pr2 : E×E → E,
and P(1, 0)|E×{p} = P(1, 0)|E×{p} for any p ∈ Ereg. Altman and Kleiman in
[AK80] showed that, for an irreducible and reduced curve E of arithmetic genus
one, the compactified Jacobian Pic0 is represented by the scheme E itself.
To study vector bundles and torsion free sheaves of higher rank we need a
definition of a coarse moduli space.
A coarse moduli space for the moduli functor TFsX(r, d) is a space of parame-
ters M¯ and a natural transformation α : TFsX(r, d)→ HomSch(−, M¯ ) such that
α(s) is bijective for any ordinary point scheme s ∈ Sch, and for any scheme T
and any natural transformation β : TFsX(r, d) → HomSch(−, T ) there exists a
unique natural transformation γ : HomSch(−, M¯ ) → HomSch(−, T ) such that
β = γ ◦ α.
In [New78] Newstead showed (Theorem 5.8′) that for an irreducible and
reduced curve X there exists a coarse moduli spaces M¯ of the moduli functor
TFsX(r, d) of stable torsion free sheaves and there is a natural compactification
of M¯ by adding classes of semi-stable torsion free sheaves1. Moreover, if r and
d are coprime, then M¯ is a fine moduli space (Theorem 5.12′).
In particular, collecting information for a Weierstraß cubic curve we obtain
the following. If F is a stable torsion free sheaf then its rank and degree are
coprime. For a pair of coprime integers (r, d) ∈ N × Z, there exists a fine
moduli space TFsE(r, d). The space of parameters M¯ is a projective scheme of
dimension one. The space of parameters M of VBsE(r, d) is an open subset in
M¯ . Moreover, it is known that Pic0 ∼= E.
1this formulation is a little misleading in our notations. Further by compactification we always mean the
compactification of moduli spaces of vector bundles by torsion free sheaves.
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Universal sheaf for moduli problem TFsE(r, d) on a singular Weierstraß
curve
Let E be a cuspidal cubic curve2. Recall the Cartesian diagram (2.1):
S˜
ı˜ //
π˜

E˜ ∼= P1
π

S
ı //E,
where ı : S → E is the inclusion of the closed subscheme defined by the con-
ductor ideal and ı˜ : S˜ → E˜ its pull-back to the normalization. By Theorem
2.1.3 a vector bundle E can be characterized by the triple(
π∗E ∼= E˜ , ı∗E ∼= OnS, π˜
∗ı∗E
µ˜
−→ ı˜∗π∗E
)
(3.15)
as a pull-back of the diagram:
ı∗M_
µ

π∗E˜
// ı∗π˜∗ı˜
∗E˜ .
(3.16)
Assume that a pair of coprime integers (r, d) ∈ N× Z, g.c.d.(r, d) = 1 is fixed.
Note that for a cuspidal cubic curve ME(r, d) ∼= Ereg ∼= A1. From (r, d) we
recover the normalization sheaf
E˜ := Or1
P1
(c)⊕Or2
P1
(c+ 1)
and introduce short notations
P˜ := Or1
P1×A1(c)⊕O
r2
P1×A1(c+ 1) = pr
∗(E˜),
for pr : P1 × A1 → P1. Note that S˜ = Spec(k[ε]/ε2), A1 = Speck[t], hence
S˜ × A1 = Spec(R), where R := k[t, ε]/ε2. Obviously, (ı˜ × idA1)
∗P˜ ∼= Rr and
(π˜ × idA1)
∗OS×A1 ∼= R
r. Let B(λ) ∈ BMP (r1, r2) be a canonical form obtained
as an output of Algorithm 3.2.2. Substituting the parameter λ by a variable t
we obtain the map
µ˜(t) = Ir + εB(t) : R
r → Rr.
Remark 3.6.3. Note that µ˜(t) is a strict representation of the bocs A from
Example 6.4.5 over k[t] in the sense of Definition B.0.6.
2we consider here a cuspidal cubic curve but for a nodal curve the arguments are almost the same
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Let P(r, d) be the pull-back of the diagram:
(ı× idA1)∗O
r
S×A1
_
µ(t)

(π × idA1)∗P˜
// (ı× idA1)∗(π˜ × idA1)∗(ı˜× idA1)
∗P˜
(3.17)
in the category CohE×A1 . Then for a point λ ∈ A
1 we have
(π × idA1)∗P˜|E×{λ} = E˜ ,
(ı× idA1)∗(π˜ × idA1)∗(ı˜× idA1)
∗P˜|E×{λ} = O
r
S˜
and
(ı× idA1)∗O
r
S×A1|E×{λ} = O
r
S,
hence, the restriction of the diagram (3.17) to E × {λ} is the diagram (3.16).
Consequently, since all sheaves in the diagram (3.17) are flat over A1, a restric-
tion of a pull-back is again a pull-back, we deduce P(r, d)|E×{λ} = E .
We claim that the sheaf P(r, d) is a universal family of stable vector bundles
of rank r and degree d. Indeed, as was shown in [New78] there exists a fine
moduli space M . Let Q(r, d) be a universal sheaf. By the universal property
there exists a map ϕ : A1 → A1 such that P(r, d) = (idE ×ϕ)
∗Q(r, d). Let us
show that ϕ is an isomorphism. Indeed, a morphism A1 → A1 is an isomorphism
if and only if it is a set-theoretic injection. Assume ϕ is not an isomorphism,
then there exist λ, λ′ ∈ A1, λ 6= λ′ such that P(r, d)|E×{λ} ∼= P(r, d)|E×{λ′}, but
this would contradict the condition B(λ) 6= B(λ′), for λ 6= λ′. Hence ϕ is an
isomorphism and P(r, d) is a universal sheaf. Let us formulate this result as a
theorem:
Theorem 3.6.4. On a singular Weierstraß curve E a description of stable
vector bundles VBsE(r, d) in terms of triples and canonical forms gives rise to
an explicit description of fine moduli space M ∼= Ereg.
Remark 3.6.5. Adding points of stable torsion free sheaves of TFsE(r, d) \
VBsE(r, d) compactifies M in the natural sense: Ereg
∼= M ∼= M¯ ∼= E.
3.7 Comparison with generalized parabolic bundles
For a rather long time (till the middle of the 70s) there were no effective methods
to study moduli spaces of vector bundles on singular curves. It was Seshadri
who proposed the method of parabolic bundles (PB), which are bundles on
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nonsingular curves with a parabolic structure3. Bhosle generalized the idea
considering parabolic structures over divisors. The method can be used for
curves with simple nodes or cusps as singularities [Ses82, Bho92, Bho93]. To
deal with more complicated singularities one should also take care of the module
structure of F1(E˜) (see [Co93]). The idea behind the method can be explained
as follows. A generalized parabolic bundle (shortly GPB) on the normalization
X˜ is a vector bundle E˜ on X˜ together with a parabolic structure over the di-
visor S˜, which is a vector subspace F1(E˜) →֒ ı˜∗E˜ = E˜ ⊗O
X˜
OS˜. The category
of pairs (E˜ , F1(E˜)) is denoted by GPBX. One can define the rank of a GPB
(E˜ , F1(E˜)) to be r := rank(E˜ , F1(E˜)) = (rank(E˜) and the degree of a GPB d :=
deg(E˜ , F1(E˜)) := deg(E˜)+dim(F1(E˜)). The notion of stability can be introduced
for GPBs by considering slope(E˜ , F1(E˜)) := (deg(E˜)+dim(F1(E˜)))/ rank(E˜). Let
GPBs(r, d) be the subcategory of stable GPBs of fixed rank r and degree d. A
coarse moduli space M˜ of GPBs(r, d) is constructed using geometric invariant
theory.
For a generalized parabolic bundle (E˜ , F (E˜)) on X˜ consider the canonical
map
ϕ : E˜ +3 +3 E˜(S˜) +3 +3 E˜(S˜)/F (E˜).
In such a way we can define a functor Φ : GPB → TFX , taking (E˜ , F (E˜)) 7→
ker(π∗ϕ). Theorem 4 in [Bho96] asserts that the functor Φ induces maps Φ :
GPBs(r, d) → TFsX(r, d) and φ : M˜ → M¯ with the following properties: φ
is surjective, it is an isomorphism on φ−1(M ) and if g.c.d.(r, d) = 1, then M˜
is the normalization of M¯ . In particular, (E˜ , F1(E˜)) is stable if and only if its
image F is stable.
The construction of GPB differs from the construction of triples at the
point that one considers im(µ) = ı˜∗E˜/F1(E˜) and not the map µ itself, thus it
can happen that two different GPBs (E˜ , F1(E˜)) and (E˜ , F ′1(E˜)) determine the
same sheaf F := Φ(E˜ , F1(E˜)) = Φ(E˜ , F
′
1(E˜)).
Example 3.7.1. Let us consider Pic0(E) on a cuspidal cubic curve E. Accord-
ing to Example 3.4.1 any line bundle L of degree zero corresponds to a triple
(O˜,k, 1 + λε), by means of the exact sequence (2.10):
0→ L → π∗O˜ → k⊕ εk/(1 + λε)k→ 0
and there exists a unique torsion free sheaf F = O˜(−1) compactifying the
family. It corresponds to the triple
(
O˜(−1),k2, (1, ε)
)
and the exact sequence:
0→ π∗O˜(−1)→ π∗O˜(−1)→ 0.
3 usually under a parabolic structure one understands a finite set of flags of linear subspaces of fixed dimen-
sions and respectively flag varieties as their moduli spaces.
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From the GPB construction we get the same correspondence of line bundles
L ∈ Pic0 and GPBs
(
O˜,k
(1,λ)
−→ k2
)
with and the same exact sequence as above.
Whereas, for a unique torsion free but not locally free sheaf we get, locally:
0→ k[t]→ k[t]→ (k⊕ εk)/εk = k→ 0
and consequently 0→ π∗O˜(−1)→ π∗O˜ → (k⊕ εk)/εk = k→ 0. Hence, φ is a
set theoretic bijection on Pic0.
The picture becomes vivid for a nodal cubic curve:
Example 3.7.2. Consider Pic0 on the nodal cubic curve E. Analogously to
the previous example any line bundle L of degree zero corresponds to a triple
(O˜,k, (1, λ)), with λ 6= 0 and the exact sequence
0→ L → π∗O˜ → k(0)⊕ k(∞)/(1, λ)k→ 0.
A unique torsion free but not locally free sheaf F = O˜(−1) compactifying the
family corresponds to the triple
(
O˜(−1),k2, (1, 1)
)
and exact sequence:
0→ π∗O˜(−1)→ π∗O˜(−1)→ 0.
From the GPB construction we get: the same correspondence of line bun-
dles L ∈ Pic0 and GPBs
(
O˜,k
(1,λ)
−→ k2
)
, and the same exact sequence as
above. Whereas, there are two different GPBs left, namely
(
O˜,k
(1,0)
−→ k2
)
and
(
O˜,k
(0,1)
−→ k2
)
. However, π∗(O˜,k(0)) = π∗(O˜,k(∞) = (π∗O˜,k(s))) and
0 → π∗O˜(−1) → π∗O˜ → k(s) → 0. Hence, the morphism between moduli
spaces φ : M˜ → M¯ is not injective.
Chapter 4
Vector bundles and torsion free sheaves on a
tacnode curve
In this Chapter we consider a tacnode cubic curve E (Kodaira fiber III), which
is another vector-bundle-wild degeneration of an elliptic curve. We assume that
E is embedded in P2 and consists of a conic and a line touching at some point.
The matrix problem describing simple vector bundles on E is more cumbersome
compared to the analogous problem for a cuspidal cubic curve. However, it can
still be solved without any additional techniques by the usual matrix reduction
and the classification is similar to the classification of simple vector bundles on a
cuspidal cubic curve (Theorem 3.0.1). The main difference to the previous case
is that the condition g.c.d.(r, d) = 1 is not sufficient anymore for a sheaf to be
simple. The usual degree d should be replaced by the multidegree d = (d1, d2),
where dk is the degree of the vector bundle restricted to the k-th component.
The main result of this chapter is the following.
Theorem 4.0.1. Let E be a Kodaira fiber III Then
• for a simple vector bundle or a torsion free sheaf of rank r and degree d
we have
g.c.d.(r, d) = 1; (4.1)
• for a triple of integers (r, d1, d2) ∈ N× Z2 with (r, d := d1 + d2) satisfying
(4.1) the isomorphism classes of simple vector bundles of given rank r and
multidegree (d1, d2) are parametrized by A
1;
• for a triple of integers (r, d1, d2) ∈ N × Z
2 with (r, d := d1 + d2 + 1)
satisfying (4.1) there exists a unique simple torsion free and not locally
free sheaf of rank r on each component and multidegree (d1, d2).
Moreover, for vector bundles we provide Algorithm 4.4.1, which for a given
rank and multidegree (r,d) ∈ N× Z2 as input checks the condition (4.1). If it
holds true then the algorithm computes the canonical form of the corresponding
matrix µ˜. The kernel of the algorithm is the brick-reduction automaton 7.5.2.
For torsion free and not locally free sheaves we provide Algorithm 4.5.2, based
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on the automaton 7.7.1. Note that automatons 7.5.2 and 7.7.1 have the same
form and differ only by their action on the discrete parameters.
Remark 4.0.2. It is interesting to note that the action of the semi-group of
the automaton 7.5.2 on Z3 coincides with the braid group action induced by
G = 〈TO, T1, T2〉 ⊆ Aut(D
b(CohE)), defined by Seidel and Thomas in [ST01].
Proof of Theorem 4.0.1
We proceed along similar lines as in the proof of Theorem 3.0.1. It is straight-
forward but requires more exertion and work. We consider the case of vector
bundles first and divide the proof in four steps:
Step 1. In Section 4.1 we describe the corresponding category of triples.
Step 2. In Section 4.2, we apply the primary matrix reduction to the matrix prob-
lem. After the primary reduction we get a matrix problem of BMP type.
Step 3. In Section 7.3 of Chapter 7 we describe bricks of the category BMP using
the technique of bocses.
Step 4. Finally in Section 4.4, we interpret the results obtained in Section 7.3 in
geometric terms as an algorithm for constructing simple vector bundles
of given rank and multidegree.
The case of torsion free sheaves we consider in Section 4.5. The corresponding
matrix problem is treated in Section 7.7.
4.1 Reduction to the matrix problem
Let E be a tacnode curve given by the equation y(zy − x2) = 0. The normal-
ization E˜ is a disjoint union of two copies of a projective line L1 and L2.
L1 L2
•
s˜1
•
s˜2 π // s •
E
On each component of the normalization E˜ ∼= L1⊔L2
π
−→ E choose coordinates
(z0 : z1) such that the preimages s˜1 and s˜1 of the singular point s = (0 : 0 : 1)
of E are both 0 := (0 : 1). For k = 1, 2 let Uk := {(z0 : z1)|z1 6= 0} be an
affine neighborhood of 0 on the component Lk. Let U be the disjoint union of
U1 and U2. Introduce local coordinates tk := z0/z1 on each component Lk. The
normalization sheaf splits O˜ = O1⊕O2, where Ok := OLk is the structure sheaf
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of the component Lk. Thus, the direct image π∗O˜ on the open set π(U) in local
coordinates reads k[t1]⊕ k[t2] and the normalization map O →֒ π∗O˜ is:
k[U ]→ k[t1]⊕ k[t2]
1 7→ (1, 1),
x 7→ (t1, t2),
y 7→ (0, t22).
For the conductor we have J (π(U)) = 〈(t21, 0), (0, t
2
2)〉. In other words, the ideal
sheaf of the scheme-theoretic preimage of s is J˜ =
(
I2L1,0, I
2
L2,0
)
, where ILk,0
denotes the ideal sheaf of the point 0 on the component Lk. Hence, OS˜
∼=
O˜/J˜ = O1/I2L1,0⊕O2/I
2
L2,0
. Following the notations from Section 2.2 we have:
OS ∼=
(
k[ε]/ε2
)
(s),
OS˜
∼=
(
k1[ε1]/ε
2
1
)
(s˜1)⊕
(
k2[ε2]/ε
2
2
)
(s˜2)
and the induced map OS →֒ OS˜ takes ε to (ε1, ε2).
According to Section 2.2 for a triple (F˜ ,M, µ˜) we fix the following data:
• a splitting F˜ ∼=
(
⊕
n∈Z
O1(n)r(n,1)
)⊕(
⊕
m∈Z
O2(m)r(m,2)
)
,
for some multiplicities r(n, 1) and r(m, 2) such that∑
n∈Z
r(n, 1) =
∑
m∈Z
r(m, 2) = r;
• an isomorphism M ∼= OrS =
(
k[ε]/ε2
)r
, (the case of torsion free sheaves,
which are not vector bundles will be considered later);
• for both components k = 1, 2 fix trivializations:
Ok(n)⊗Ok/I
2
(0) −→ k[εk]/ε
2
k,
ζ ⊗ 1 7−→ pr(
ζ
zn1
)
for a local section ζ of Ok(n) on the open set Uk, where the projection
pr : k[Uk] −→ k[εk]/ε
2
k
is the map induced by k[tk] −→ k[εk]/ε2k, mapping tk 7→ εk.
With respect to all these choices the morphisms µ˜, ı˜∗F and π˜∗f can be written
as matrices.
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• The map µ˜ can be expressed via four r × r matrices over k:
µ˜ = (µ1, µ2) =
(
µ1(0) + ε1 · µε1(0), µ2(0) + ε2 · µε2(0)
)
, (4.2)((
k[ε]/ε2
)
(s)
)r
∼=
µ1
uujjjj
jjjj µ2
∼= ))
TTTT
TTTT((
k[ε1]/ε
2
1
)
(s˜1)
)r ((
k[ε2]/ε
2
2
)
(s˜2)
)r
The morphism µ˜ is an isomorphism if and only if both matrices µ1(0) and
µ2(0) are invertible.
• Repeating the consideration made for the cuspidal case, we obtain that a
morphism ı˜∗F : ı˜∗F˜ −→ ı˜∗F˜ reads
ı˜∗F = (ı˜∗F1, ı˜
∗F2) =
(
F1(0) + ε1
dF1
dz0
(0), F2(0) + ε2
dF2
dz0
(0)
)
.
Recall that by construction ı˜∗Fk is a lower-block-triangular matrix over
k[εk]/ε
2
k and its diagonal blocks are matrices over k.
• Obviously, we have π˜∗f = (f, f) and f = f(0)+ε·fε(0) ∈ Mat
k[ε]/ε2(r×r).
Amorphism (F, f) is an isomorphism, if and only if F1(0), F2(0), f(0) ∈ GL(k, r).
The transformation rule
µ˜ 7→ µ˜′ = ı˜∗F ◦ µ˜ ◦ π˜∗f−1,
in the matrix form reads:
F1(0)µ1(0) = µ
′
1(0)f(0) (4.3)
F2(0)µ2(0) = µ
′
2(0)f(0) (4.4)
dF1
dz0
(0)µ1(0) + F1(0)µε1(0) = µ
′
ε1
(0)f(0) + µ′1(0)fε(0) (4.5)
dF2
dz0
(0)µ2(0) + F2(0)µε2(0) = µ
′
ε2
(0)f(0) + µ′2(0)fε(0) (4.6)
Hence, the matrix problem for a tacnode curve can be formulated as follows.
Original matrix problem for a tacnode curve
There are four r × r matrices µ1(0), µε1(0) and µ2(0), µε2(0) over k, where
matrices µ1(0) and µ2(0) are invertible. Both pairs µ1(0), µε1(0) and µ2(0),
µε2(0) are simultaneously divided into horizontal blocks labelled by integers
called ”weights.” A pair of blocks of µk(0) and µεk(0), for k = 1, 2 marked by
the same label have the same number of rows and are called conjugated. In a
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sense, we have ”two copies of the matrix problem for a cuspidal cubic curve”
with some new simultaneous column transformation fε.
F1(0)

fε ((
F1(0)

//
dF1
dz0
(0)
f(0) f(0)
F2(0)

fε
66
F2(0)

//
dF2
dz0
(0)
The admissible transformations are listed below:
1. An arbitrary simultaneous invertible elementary transformation of columns
for all matrices µ1(0), µε1(0), µ2(0), and µε2(0). Such transformations cor-
respond to the matrix f(0).
2. We can add a scalar multiple of a column of the matrix µk(0) to a column
of the matrix µεk(0) simultaneously for both k = 1, 2. Such transforma-
tions correspond to the matrix fε(0).
3. An arbitrary simultaneous invertible elementary row transformation of
µk(0) and µεk(0), inside of any two conjugated horizontal blocks (of course,
independently for each k = 1, 2). Such transformations correspond to the
diagonal blocks of the matrix Fk(0).
4. We can add a scalar multiple of any row with a lower weight to any row
with a higher weight simultaneously in µk(0) and µεk(0), independently
for each k = 1, 2. Such transformations correspond to the non-diagonal
blocks of the matrix Fk(0).
5. We can add a row of µk(0) with a lower weight to any row of µεk(0)
with a higher weight, separately for each k = 1, 2. Such transformations
correspond to the matrix dFkdz0 (0).
One can see that this matrix problem is wild, since restricted to a component
it becomes the matrix problem for a cuspidal cubic curve, which is wild.
4.2 Primary reduction of the matrix problem
Consider simple torsion free sheaves. Since Lemma 2.6.4 and equation (2.19)
are satisfied for each component Lk, thus, for a simple torsion free sheaf F , we
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assume
F˜ ∼= O1(c1)
r−d¯1 ⊕O1(c1 + 1)
d¯1 ⊕O2(c2)
r−d¯2 ⊕O2(c2 + 1)
d¯2 (4.7)
for some c1, c2 ∈ Z and d¯k = dk mod r. Hence, both of the matrices µ1 and µ2
consist of two horizontal blocks. Since the shifts c1 and c2 do not affect the
matrix problem, we can assume that the blocks have weights 0 and 1 for both
components L1 and L2. Having twists c1 and c2, can we recover the multidegree
of d by the rule dk = r ·ck+ d¯k. Since this matrix problem is not very convenient
we transform it to a problem of BMP type, which has a more elegant form and
can be treated in a formal way.
Lemma 4.2.1. Let (F˜ ,M, µ˜) be a triple corresponding to a simple vector
bundle. Then
I. the matrix µ˜ can be transformed to one of the following forms:
• if r ≥ d¯1 + d¯2 then
µ1 =
Is1 0 0
0 Is2 0
0 0 Is3
+ ε1
B1B12B13
0 B2 0
0 0 B3
0
1
(4.8)
µ2 =
0 0 Is3
Is1 0 0
0 Is2 0
+ ε2
0 0 0
0 0 0
0 0 0
0
1
(4.9)
where s1 = r − (d¯1 + d¯2), s3 = d¯1 and s2 = d¯2;
• if r < d¯1 + d¯2 then
µ1 =
Is1 0 0
0 Is2 0
0 0 Is3
+ ε1
B1 0 B13
0 B2B23
0 0 B3
0
1
(4.10)
µ2 =
0 Is2 0
0 0 Is3
Is1 0 0
+ ε2
0 0 0
0 0 0
0 0 0
0
1
(4.11)
where s1 = r − d¯1, s2 = r − d¯2, and s3 = d¯1 + d¯2 − r.
Here In denotes the identity matrix of size n, Bij are non-reduced blocks of sizes
sk × sj and Bk = Bkk.
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S1 0 0
S21 S2 0
S31 0 S3
if r ≥ d¯1 + d¯2,
S1 0 0
0 S2 0
S31S32 S3
;
if otherwise
II. The morphisms preserving the matrices µ1, µ2 and µε2 are given by the
matrices F1(0) of the form
and satisfying the equation
F1(0)µε1|P = µ
′
ε1F1(0)|P , (4.12)
where P is the poset defined by the set of blocks of µε1.
Proof. Using the transformations 1 and 3 (i.e. by applying F1(0) and f(0), see
equation (4.3)) we reduce the matrix µ1(0) to the identity form Ir. In order to
preserve the form of µ1(0) we have to take
f(0) = F1(0). (4.13)
Hence, the equation (4.4) reads
F2(0)µ2(0) = µ
′
2(0)F1(0). (4.14)
The partition of F1(0) and F2(0) into horizontal blocks induces a partition of
µ2, namely:
µ2(0) =
r−d¯1 d¯1︷︸︸︷ ︷︸︸︷
A1 A2
}
r−d¯2
A3 A4
}
d¯2
It means that the equation (4.14) can be rewritten as 4 equations for blocks.
Let F1(0) =
( F 100 0
F 110 F
1
11
)
and F2(0) =
( F 200 0
F 210 F
2
11
)
, then starting with the equality
F 200A2 = A2F
1
11 reduce A2 to the form
(
I 0
0 0
)
. Performing transformations F 110
and F 210 we obtain:
µ2(0) =
0 Is3 0
A′1 0 0
A3 0 A′4
.
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Since µ2(0) is a non-degenerate matrix, the blocks A
′
1 and A
′
4 are matrices of
maximal rank, and can be reduced to the forms (I, 0) and
(
I
0
)
respectively.
Hence, we get
0 0 Is3 0
Is1 0 0 0
0 0 0 Is4
0 A′3 0 0
.
Analogously, since µ2(0) is a non-degenerate matrix, A
′
3 can be reduced to the
identity matrix. Finally, we have reduced µ2(0) to the form:
0 0 Is3 0
Is1 0 0 0
0 0 0 Is4
0 Is2 0 0
. (4.15)
where sk are sizes of identity blocks. Note that this canonical form is essentially
unique (up to choice of the canonical Gauß cell). From equation (4.14) we derive
F2(0) = µ2(0)F1(0)µ2(0)
−1, thus the matrix F2(0) consists of transposed blocks
of F1(0).
Consider the matrices µεk(0). Taking a proper transformation fε we reduce
the matrix µε2(0) to the zero form. Observe that combining transformations
fε and
dF2
dz0
(0) we can also kill some blocks of the matrix µε1(0) keeping µε2(0)
unchanged. Namely, applying transformations induced by fε the matrix µε1(0)
can be reduced to the form:
B1B12B13B14
0 B2 0 B24
B31B32B3B34
0 B42 0 B4
.
The transformation dF1
dz0
(0) kills the left lower (big) block of the matrix µε1.
Finally the matrix µε1 becomes
B1B12B13B14
0 B2 0 B24
0 0 B3B34
0 0 0 B4
. (4.16)
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Endomorphisms. Note that there are two possibilities to obtain zero in the
left lower (small) block B41 of the matrix µε1(0). That implies that there exists
a nontrivial endomorphism of µ˜. In other words, we claim that if the matrix A2
contains a zero row and a zero column then µ˜ has a nonscalar endomorphism.
Indeed, assume there is a column, say j := s1 + s2 + s3 + 1, of the matrix
µ2(0), whose intersection with the block A2 is zero. Choosing F1(0), F2(0) to
be identity matrices and fε, Fε1 :=
dF1
dz0
(0) and Fε2 :=
dF2
dz0
(0) to be zero in each
entry but fε(j, 1) = 1, Fε1(j, 1) = −1 and Fε2(s1 + s2 + 1, 1) = −1, where i is
the row that
[
µ2(0)
]
(i, 1) = 1, we get a a nonscalar endomorphism which can
be visualized as follows:
f(0) %%
1
j 1
//
(4.17)
j 1
f(0)
88
i
//
In other words, this non-scalar endomorphism is constructed by adding simul-
taneously the columns j of the matrices µ1(0) and µ2(0) to the first columns
of the matrices µε1(0) and µε2(0), (the transformation fε); and adding the i-th
row of µ1(0) to the changed row of µε1 (the transformation Fε1) and adding the
correspondent row of µ2(0) to the changed row of µε2 (the transformation Fε2).
Thus if µ˜ is simple, then the block A2 has full rank and can be reduced
to the form either (I, 0) or
(
I
0
)
. In particular, one of the sizes s1 or s4 is zero.
Restricting matrices (4.15) and (4.16) to each case we obtain the dual forms of
µ˜ claimed in the lemma.
The equalities (4.13), (4.14) express f(0) and F2(0) by F1(0).Matrices fε(0),
Fεk recover zeros on blocks (i, j) /∈ P. Thus we obtain the statement of the part
II of the lemma.
4.3 Reduced problem
By the primary reduction we replace the map µ˜ by the matrix µε1(0) and
transformations (F, f) by F1(0) and satisfying the equation (4.12). The matrix
problem obtained corresponds to the category of block matrices BMP introduced
in Section 2.7.
Proposition 4.3.1. Let E be a cubic tacnode curve and BMsP be the category
of block matrices, where P = {(i, j)| i  j } ⊂ I × I, for I = {1, 2, 3} and
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1 ≺ 2, 3. Then there is a quasi-equivalence
VBsE(r, d1, d2)
∼
−→ BMsP (s1, s2, s3),
where s1 = r− (d¯1+ d¯2), s3 = d¯1 and s2 = d¯2 if r ≥ d¯1+ d¯2, and s1 = d¯1+ d¯2−r,
s2 = r − d¯1, s3 = r − d¯2 otherwise.
Proof. The statement follows immediately if we combine the functor VBsE −→
TrsE from Theorem 2.1.3 with the reduction functor constructed in Lemma 4.2.1.
Consider a category of matrices with objects B := µε1(0) and morphisms S :
B → B′, where S := F1(0) and SB|P = B′S|P . In case d¯1 + d¯2 − r > 0 we
should also reorder indices and observe that BMsP (s)
∼= BMsP t(s), where P
t is
the poset dual to P.
It is useful to have a description of BMP matrix problem in terms of blocks.
Since an object B is a collection of matrices (B1, B12, B2, B13, B3) and a mor-
phism S : B → B′ consists of a tuple S = (S1, S21, S2, S31, S3) together with
equations SB|P = B′S|P , thus for blocks this equation reads as a system:
(1 ) S1B1 = B
′
1S1 + B
′
13S31 +B
′
12S21
(1k) S1B1k = B
′
1kSk
(k) Sk1B1k + SkBk = B
′
kSk.
(4.18)
for k = 2, 3.
Note that if we consider the subsystem of equations either (1) (12) (2) or
(1) (13) (3) then we obtain the matrix problem for a cuspidal cubic curve (3.7).
The matrix problem BMP is not too complicated and can be solved without
any additional technique. Applying the matrix reductions we construct various
equivalences
BMsP (s)
∼
−→ BMsP ′(s
′)
for some posets P, P ′ ⊂ I × I and s′ < s. However, on each step we have to
prove that the constructed maps are indeed functorial In order to avoid the
repetition of similar arguments, we do the reduction formally in Section 7.3
using the language of bocses introduced in Section 6.7. In the following Section
we adapt the reduction algorithm obtained there.
4.4 Algorithm for constructing canonical forms
Algorithm 4.4.1. Let (r, d1, d2) ∈ N×Z2 with g.c.d.(r, d1+d2) = 1 and λ ∈ k.
• By the Euclidean algorithm we find integers ck, d¯k such that dk = ckr+ d¯k
for k = 1, 2, and recover the normalization sheaf
F˜ =
(
O˜(c1)
r−d¯1 ⊕ O˜(c1 + 1)
d¯1
)
⊕
(
O˜(c2)
r−d¯2 ⊕ O˜(c2 + 1)
d¯2
)
.
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Recover the matrix problem BMP (s1, s2, s3).
• If r > d¯1 + d¯2 then take a triple of integers
(s1, s2, s3) = (r − (d¯1 + d¯2), d¯2, d¯1)
and the matrix problem (ab)+ in notations of Section 7.5. (The poset P
is defined by the order relation 1 ≺ 2, 3).
• If r < d¯1 + d¯2 then take a triple of integers
(s1, s2, s3) = (r − d¯1, r − d¯2, (d¯1 + d¯2)− r)
and the matrix problem (bc)− in notations of Section 7.5. (Poset P is
defined by the order relation 1, 2 ≺ 3).
Reduction using the principal automaton.
• Use the matrix problem (mn)σ and tuple (s1, s2, s3) as the input data for
the principal reduction automaton given on Figure 7.5.2. Choose a path
p on it such that p(s1, s2, s3) = (1, 0, 0).
• To obtain a canonical form of B ∈ BMP (s1, s2, s3) we start with the one
dimensional matrix B(λ) = λ ∈ BMP (1, 0, 0) and reverse the matrix
reduction algorithm along the path p. In this way, step by step we recover
the canonical form.
Example 4.4.2. Let us describe simple vector bundles E with rank r = 9
and multidegree (d1, d2) = (9c1 + 3, 9c2 + 4). The degree d = 9(c1 + c2) + 7,
d¯1 = 3, d¯2 = 4 thus the rank and the degree are coprime. For any λ ∈ k there
exists a unique simple vector bundle F(λ). Since r > d¯1 + d¯2, thus the poset P
determining BMsP is (ab)
+ and the tuple of sizes is (s1, s2, s3) = (2, 4, 3). Input
this tuple to the automaton and choice a path
• •
•



oo1 3
2
a+ +3
• •
•



oo1 3
2
b+ +3
• •
•



oo1 3
2
b− +3
• •
•



oo
6
66
66
1 3
2
a+ +3
• •
•



6
66
66
1 3
2
c+ +3
• •
•



oo
6
66
66
1 3
2
b+a−+3
• •
•



oo1 3
2
The tuple of sizes (s1, s2, s3) is reduced as follows:
(2, 4, 3) a
+
+3 (2, 2, 3) b
+
+3 (2, 2, 1) b
−
+3 (1, 2, 1)
a+ +3 (1, 1, 1) c
+
+3 (1, 0, 1) a
−
+3 (1, 0, 1) b
+
+3 (1, 0, 0)
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The matrix B correspondent to E can be recovered from B(λ) ∈ Bs(1) along
the reverse path. Since the canonical form of BM(ac)−(1, 1, 1) is obvious let us
start with it:
1
3
1 3
λ 1
0
c+ +3
3
1
2
3 1 2
λ 1
0 1
0
a+ +3
1
3
2
1 3 2
0 0 1 0
λ 0 1
0 1
0 0
b− +3
1
2
3
1 2 3
0 0 1 0 0
0 λ 0 1 1
0 1
0 0
0
b+ +3
1
2
3
1 2 3
0 0 1 0 1 0 0
0 λ 0 1 0 1 0
0 1
0 0
0 0 0
0 0 1
0 0 0
a+ +3
1
2
3
1 2 3
0 0 1 0 0 0 1 0 0
0 0 0 1 0 0 0 1 0
λ 0 1 0
0 0 0 1
0 0 0 1
0 0 0 0
0 0 0
0 0 1
0 0 0
Note that parameter λ can be moved to any place on the diagonal, or we can
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place λr to each diagonal place. In this form it reminds a Jordan cell:
1
2
3
1 2 3
λ
9
0 1 0 0 0 1 0 0
0 λ9 0 1 0 0 0 1 0
λ
9 0 1 0
0 λ
9
0 1
0 0 λ9 1
0 0 0 λ9
λ
9
0 0
0 λ9 1
0 0 λ9
4.5 Matrix problem for simple torsion free sheaves
To avoid repetition of similar arguments here we only emphasize the differences
with the case of vector bundles.
One can calculate indecomposable torsion free modules over the ring R :=
OE,s = kJ(t1, t2), (0, t22)K. Here they are: R, R
′ := kJ(t1, 0), (0, t2)K and Rk :=
kJtkK, k = 1, 2. Thus any torsion free sheaf F on E locally can be decomposed
Fs = R
α ⊕ R′
α′
⊕ Rα11 ⊕R
α2
2 .
Recall that OS = k[ε]/ε2, where ε := (t1, t2). Hence, OSk
∼= Rk/JRk ∼= k[tk]/t2k,
where Sk = S˜ ∩ Lk. For convenience introduce a subscheme of S denoted by
S ′ such that OS′ := R
′/JR′ = kJ(t1, 0), (0, t2)K/〈(t
2
1, 0), (0, t
2
2)〉. Thus a torsion
free OS-module M splits:
M∼= OαS ⊕O
α′
S′ ⊕O
α1
S1
⊕Oα2S2
Remark 4.5.1. Note that if we considerM as a k[ε]/ε2-module then we get a
decomposition
M∼= (k[ε]/ε2)α+α
′+α1+α2 ⊕ kα
′
.
For the normalization sheaf F˜ we get the decomposition
ı˜∗F˜ ∼= OS
α+α′+α1
1 ⊕OS
α+α′+α2
2 .
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In terms of α’s the discrete parameters of the matrix problem can be calculated
as follows: rank on the component Lk is
rk = α + α
′ + αk.
Let F be a sheaf with the same rank on each component r = r1 = r2 (i.e.
α1 = α2) and with the multidegree d = (d1, d2). The sequence (2.10):
0→ F → π∗F˜ → ı∗π˜∗(ı˜
∗F˜/π˜∗M)→ 0
and equation (2.11) imply:
degE(F) = degE˜(F˜)− dim ı˜
∗F˜/π˜∗M
= d1 + d2 − 2r + 2(α+ α
′ + 2α1) + α
′, (4.19)
= d1 + d2 + α
′ + α1.
Following the general strategy described in Section 2.2 we choose trivial-
izations and bases of M and ı˜∗F˜ over k as it was done in Section 4.1. The
matrix problem obtained is analogous to the one for vector bundles. However,
the matrix µε1(0) is no longer square and has r rows and r + t columns, where
t = α′ + α1.
Primary reduction
Let (F˜ ,M, µ˜) be a triple corresponding to a simple torsion free not locally free
sheaf. Assume that F˜ contains at most two blocks on each component i.e.
F˜ ∼= O1(c1)
r−d¯1 ⊕O1(c1 + 1)
d¯1 ⊕O2(c2)
r−d¯2 ⊕O2(c2 + 1)
d¯2
Let us reduce the matrix µ˜ to its canonical form. The ”primary matrix reduc-
tion” is completely analogous to the one explained in Section 4.2. Thus the
4.5. Matrix problem for simple torsion free sheaves 77
matrix µ˜ can be reduced to the form:
1 2 3 4 5 6 7 8 9
1 I1 0 0 0 0 0 0 0 0
2 0 I2 0 0 0 0 0 0 0
3 0 0 I3 0 0 0 0 0 0
4 0 0 0 I4 0 0 0 0 0
5 0 0 0 0 I5 0 0 0 0
6 0 0 0 0 0 I6 0 0 0
+ ε1 ·
1 2 3 4 5 6 7 8 9
1 B11B12B13B14B15B16B17B18B19
2 0 B2B23 0 B25B26 0 B28B29
3 0 0 0 0 0 0 0 0 0
4 0 0 0 B4B45B46B47B48B49
5 Z 0 0 0 B5B56 0 B58B59
6 Z Z Z 0 0 0 0 0 0
1 2 3 4 5 6 7 8 9
7 0 0 0 0 0 0 I7 0 0
4 0 0 0 I4 0 0 0 0 0
1 I1 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 I8 0
5 0 0 0 0 I5 0 0 0 0
2 0 I2 0 0 0 0 0 0 0
+ ε2 ·
1 2 3 4 5 6 7 8 9
7 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
8 Z 0 0 Z 0 0 Z 0 0
5 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0
by ”Z” we denote the zero block, where zero can be obtained in two ways.
(In (4.17) we have seen that if there is such a block then µ has a nontrivial
endomorphism).
Block matrix category BMP
Analogously to the previous cases consider only these transformations which
do not affect zero and identity blocks. Such transformations are determined by
matrices f(0), which inherit the block structure from F1(0) and F2(0), and have
the form
S =
1 2 3 4 5 6 7 8 9
S1 0 0 0 Z Z 0 Z Z
S21 S2 0 0 0 Z 0 0 Z
S31S32 S3 0 0 0 0 0 0
S41 0 0 S4 0 0 0 Z Z
S51S52 0 S54 S5 0 0 0 Z
S61S62S63S64S65 S6 0 0 0
S71 0 0 S74 0 0 S7 0 0
S81S82 0 S84S85 0 S87 S8 0
S91S92S93S94S95S96S97S98 S9
1
2
3
4
5
6
7
8
9
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Hence, instead of original matrix problem we obtain an equivalent problem
BMP , where P ⊂ I × I for I = Z9, is the set of nonzero blocks of the matrix
µ˜ε1(0). A morphism S : B → B
′ is defined by a matrix S as above and equation
S¯B|P = B′S|P , where S¯ is the matrix S restricted on blocks 1, . . . , 6.
Simplicity condition
If B is simple then it contains no blocks of type Z, i.e. no ”double zeros”,
otherwise there is a nonscalar endomorphism. Thus if B is simple then for the
block entry (i, j) of B denoted by Z we have si = 0 or sj = 0. We call such
blocks mutually excluding and denote by i ∩ j. One can easily deduce a list of
mutually excluding blocks, namely:
• 1, 2, 3 ∩ 6;
• 1, 4, 7 ∩ 8;
• 1 ∩ 5.
Since for both components L1 and L2 we assume r − d1 = s1 + s2 + s3 > 0
and r − d2 = s1 + s4 + s7 > 0, thus s6 = s8 = 0. Hence, the possible tuples of
nonzero blocks are either 1, 2, 3, 4, 7, 9 or 2, 3, 4, 5, 7, 9; that means that B has
one of the following forms
1 2 3 4 7 9
B1B12B13B14B17B19
B2B23 B29
B4B47B49
1
2
3
4
or
2 3 4 5 7 9
B2B23 B25B27B29
B4B45B47B49
B5 B59
2
3
4
5
(4.20)
Thus we get problems BMP and BMP ′, where P and P
′ are the following posets:
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We shall study the matrix problems BMsP and BM
s
P ′ in details in Section 7.7.
Note that the matrix problem BMP is more complicated comparing with the
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matrix problems from previous sections, since in the course of reduction it
degenerates from a BMP matrix problem. After some step morphisms cannot
be defined by the ordinary matrix multiplication any more.
Algorithm for constructing canonical forms
Let us give an algorithm for constructing torsion free sheaves of constant rank,
which are not locally free, by given discrete parameters.
Algorithm 4.5.2. Let (r, d1, d2) ∈ N × Z2 be a triple of integers, such that
g.c.d.(r, d) = 1 for d = d1 + d2 + 1.
• By the Euclidean algorithm we find integers ck, d¯k such that d = ckr+ d¯i
for k = 1, 2. Thus we recover the normalization sheaf
F˜ =
(
O˜(c1)
r−d¯1 ⊕ O˜(c1 + 1)
d¯1
)
⊕
(
O˜(c)r−d¯2 ⊕ O˜(c+ 1)d¯2
)
.
Recover the reduced matrix problem BMP and sizes of blocks s = (s1, s2, s4, s9)
or s = (s2, s4, s5, s9)
• If r > d¯1 + d¯2 + 1 then tuple of sizes is
(s1, s2, s4, s9) = (r − (d¯1 + d¯2 + 1), d¯2, d¯1, 1)
and the matrix problem has type D(1, 9) in notations of Section 7.7.
• If r < d¯1 + d¯2 then take a tuple of integers
(s2, s4, s5, s9) = (r − d¯1, r − d¯2, (d¯1 + d¯2 + 1)− r, 1)
and the matrix problem B−(9, 5) in notations of Section 7.7.
• Use the matrix problem and the tuple s as an input data for the principal
reduction automaton 7.7.1. Choose a path p on it such that p(s) =
(1, 0, 0).
• To obtain a canonical form of B ∈ BMP (s1, s2, s3) we start with 1 ∈
BMP (1, 0, 0) and apply the reverse the matrix reduction algorithm along
the path p. In this way, step by step we recover the canonical form.
Chapter 5
Vector bundles on a plane configuration of
three concurrent lines
In this chapter we describe simple vector bundles on the Kodaira fiber IV (a
plane configuration of three concurrent lines.)
Theorem 5.0.1. Let E be a Kodaira fiber of type IV and E be a simple vector
bundle on E of rank r and degree d. Then
g.c.d.(r, d) = 1.
Moreover, E is determined by its rank r ∈ N, multidegree d ∈ Z3 satisfying the
condition above, and its determinant det(E) ∈ Picd(E) ∼= A1.
To prove this theorem for Kodaira fiber IV we proceed analogously as in the
previous chapter. In Section 5.1 we reduce the classification of vector bundles to
a matrix problem. In Section 5.2 we carry out a primary reduction and obtain
a matrix problem BMP which splits under simplicity condition into ten smaller
problems of type BMP . These categories will be treated formally in Section
7.6. Finally, in Section 5.3 we sum up the results in the Algorithm 5.3.1 for
constructing canonical forms. Note that this problem is more complicated than
all previous ones. The automaton of the matrix reduction 7.6.4 contains 56
states. The principal reduction automaton contains 32 states. It is still an open
question whether the action of the semigroup of the principal state automaton
coincides with the action of the subgroup G ⊂ Aut(Db(CohE)) introduced in
Appendix D. However, there are no principal difficulties and we hope to answer
these questions in a future work.
5.1 Reduction to the matrix problem
Let E be a curve consisting of three concurrent projective lines in a plane P2,
given by the equation xy(x−y) = 0. Let E˜ =
3
⊔
k=1
Lk
π
−→ E be the normalization
map.
L1 L2 L3
•
s˜1
•
s˜2
•
s˜3 π //
ttttttttttttt
JJJJJJJJJJJJJ
s•
E
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The goal of this chapter is to describe simple vector bundles on E. Similarly
to the previous cases we reduce this classification problem to a matrix problem
following the procedure from Section 2.2.
Choose coordinates (z0 : z1) on each component Lk ∼= P1 such that the
preimage of the singular point s = (0 : 0 : 1) on Lk is 0 := (0 : 1). Let Uk =
{(z0 : z1)|z1 6= 0} be affine neighborhoods of 0 on each component and U denote
the disjoint union of U1, U2 and U3. Introduce local coordinates tk := z0/z1 on
Uk, k = 1, 2, 3. The normalization map O →֒ π∗O˜ = π∗(O1 ⊕O2 ⊕O3), where
Ok := OLk, locally at s can be written as follows:
k[U ] →֒ k[t1]⊕ k[t2]⊕ k[t3],
1 7→ (1, 1, 1),
x 7→ (t1, t2, 0),
y 7→ (t1, 0, t3).
Since J (U) = 〈x2, y2, xy〉, we have
OS = k[x, y]/〈x
2, y2, xy〉.
Note that the ideal sheaf J˜ := π∗J is locally generated by (t21, 0, 0), (0, t
2
2, 0)
and (0, 0, t23) i.e. J˜ =
(
I2L1,0, I
2
L2,0
, I2L2,0
)
, where ILk,0 denotes the ideal sheaf of
the point 0 on each component Lk. Hence,
OS˜
∼= O˜/J˜ ∼=
3
⊕
k=1
Ok/I
2
Lk,0
.
As in the previous chapters, for a triple (F˜ ,M, µ˜) we fix:
• a splitting F˜ ∼=
3⊕
k=1
(
⊕
n∈Z
Ok(n)r(n,k)
)
with
∑
n∈Z
r(n, k) = r;
• an isomorphismM∼= OrS =
(
k[x, y]/〈x2, y2, xy〉
)r
;
• for each component k = 1, 2, 3 we take the trivializations
Ok(n)⊗Ok/I
2
(0) −→ kk[εk]/ε
2
k,
ζ ⊗ 1 7−→ pr(
ζ
zn1
)
for a local section ζ of Ok(n) on an open set Uk containing (0 : 1), where
the projection
pr : k[Uk] −→ k[εk]/ε
2
k
is the map induced by k[tk] −→ k[εk]/ε2k, mapping tk 7→ εk.
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With respect to all these choices the morphisms µ˜, ı˜∗F and π˜∗f can be written
as matrices.
• The map µ˜ can be written as a combination of six r × r matrices:
µ˜ = (µ1, µ2, µ3) =
(
µ1(0)+ε1·µε1(0), µ2(0)+ε2·µε2(0), µ3(0)+ε3·µε3(0)
)
,
(5.1)
The morphism µ˜ is invertible if and only if all µk(0), for k = 1, 2, 3 are
invertible.
• Repeating the consideration for the cuspidal cubic curve, we obtain that
ı˜∗F : ı˜∗F˜ −→ ı˜∗F˜ is
ı˜∗F = (ı˜∗F1, ı˜
∗F2, ı˜
∗F3) =
(
F1(0)+ε1
dF1
dz0
(0), F2(0)+ε2
dF2
dz0
(0), F3(0)+ε3
dF3
dz0
(0)
)
.
• Obviously, π˜∗f = (f, f, f), where
f(0) + x · fx(0) + y · fy(0) ∈ Mat(k[x, y]/〈x
2, y2, xy〉, r × r)
and f is invertible if and only if f(0) ∈ GL(k, r).
A morphism (F, f) is an automorphism, if and only if F1(0), F2(0), F3(0) and
f(0) are invertible r × r matrices over k.
The transformation rule µ˜ 7→ µ˜′ = ı˜∗F ◦ µ˜ ◦ π˜∗f−1, in matrix form reads:
F1(0)µ1(0) = µ
′
1(0)f(0) (5.2)
F2(0)µ2(0) = µ
′
2(0)f(0) (5.3)
F3(0)µ3(0) = µ
′
3(0)f(0) (5.4)
dF1
dz0
(0)µ1(0) + F1(0)µε1(0) = µ
′
ε1(0)f(0) + µ
′
1(0)fx(0) + µ
′
1(0)fy(0) (5.5)
dF2
dz0
(0)µ2(0) + F2(0)µε2(0) = µ
′
ε2
(0)f(0) + µ′2(0)fx(0) (5.6)
dF3
dz0
(0)µ3(0) + F3(0)µε3(0) = µ
′
ε3
(0)f(0) + µ′3(0)fy(0) (5.7)
Hence, the matrix problem can be formulated as follows:
Original matrix problem
There are six r× r matrices µ1(0), µε1(0), µ2(0), µε2(0) and µ3(0), µε3(0), where
µ1(0), µ2(0) and µ2(0) are invertible. The pairs (µk(0), µεk(0)) are simultane-
ously divided into horizontal blocks labelled by integers called weights.
Hence, we have three copies of the matrices obtained for a cuspidal cubic
curve, with new simultaneous column transformation fx(0) and fy(0).
The admissible transformations are the following:
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F1(0)

fy(0)
44
fx(0) **
F1(0)

//
dF1
dz0
(0)
F2(0)

fx(0) **
f(0) f(0)
F2(0)

//
dF2
dz0
(0)
f(0) f(0)
F3(0)

fy(0)
44
F3(0)

//
dF3
dz0
(0)
1. An arbitrary invertible elementary transformation of columns simultane-
ously for all matrices µ. Such transformations correspond to the matrix
f(0).
2. For the pair of matrices µ˜1 and µ˜3 we can simultaneously add a scalar
multiple of any column of the matrix µk to any column of the matrix µεk,
for k = 1, 3 This is the transformation fx(0).
3. For the pair of matrices µ˜2 and µ˜3 we can simultaneously add a scalar
multiple of any column of the matrix µk to any column of the matrix µεk,
for k = 2, 3. This is the transformation fy(0).
4. An arbitrary invertible row transformation of µk(0) and µεk(0), simultane-
ously inside of any two conjugated horizontal blocks (of course separately
for each k = 1, 2, 3). Such transformations correspond to diagonal blocks
of the matrix Fk(0).
5. We can add a scalar multiple of any row with a lower weight to any row
with a higher weight simultaneously in µk(0) and µεk(0), separately for
each k = 1, 2, 3. Such transformations correspond to the non-diagonal
blocks of the matrix Fk(0).
6. We can add a row of µk(0) with a lower weight to any row of µεk(0) with
a higher weight, separately for each k = 1, 2, 3. Such transformations
correspond to the matrix dFkdz0 (0).
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Simplicity condition
Since J˜ is equal to the square of the ideal sheaf of 0 on Ok for k = 1, 2, 3, thus
the statement of Lemma 2.6.4 holds true. If a triple (F˜ ,M, µ˜) is simple, then
F˜ ∼=
3⊕
k=1
(
Ok(ck)
r−d¯k ⊕Ok(ck + 1)
d¯k
)
(5.8)
and every µ˜k has at most two horizontal blocks.
5.2 Primary reduction of the matrix problem
In Section 4.2 we have reduced the matrix µ1(0) to the identity form I and the
matrix µ2(0) to the form (4.15):
µ2(0) =
0 0 I 0
I 0 0 0
0 0 0 I
0 I 0 0
.
There were some nonscalar endomorphisms. To avoid their appearance we have
put some restrictions on the matrix µ˜ and obtain two mutually excluding forms
of µ˜. Here we proceed analogously. Having canonical forms of µ1(0) and µ2(0)
we reduce the matrix µ3(0). Then we analyze endomorphisms of µ˜.
The matrix f(0), preserving matrices µ1(0) and µ2(0) unchanged, has the
following lower block-triangular form:
f(0) =
∗
∗ ∗
∗ ∗
∗ ∗ ∗ ∗
,
where the empty blocks are always zero and “∗” denote a nonreduced block.
Let us find a canonical form of µ3(0) with respect to the transformations
µ3(0) 7→ F3(0)µ3(0)f(0)
−1.
The splitting of F3(0) and f(0) into blocks induces the following block structures
for µ3(0) :
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
,
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We proceed as in previous sections: reduce blocks “∗” to the Gauß form ( I 00 0 )
and kill nonzero blocks, where it is possible. Starting again with the right upper
corner block we obtain:
0 0 0 I 0
∗ ∗ ∗ 0 0
0 0 0 0 I
∗ ∗ ∗ 0 0
Since there is no addition of columns from the third column block to the second,
thus on the second step we get
0 0 0 0 I 0
0 ∗ I 0 0 0
∗ ∗ 0 0 0 0
0 0 0 0 0 I
0 ∗ 0 I 0 0
∗ ∗ 0 0 0 0
Dealing with the second column-block we start with the lower part:
0 0 0 0 0 I 0
0 0 ∗ I 0 0 0
0 I 0 0 0 0 0
∗ 0 0 0 0 0 0
0 0 0 0 0 0 I
0 0 0 0 I 0 0
0 0 I 0 0 0 0
∗ 0 0 0 0 0 0
Reducing the first block we obtain:
0 0 0 0 0 0 I 0
0 0 0 ∗ I 0 0 0
0 0 I 0 0 0 0 0
I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 I
0 0 0 0 0 I 0 0
0 0 0 I 0 0 0 0
0 I 0 0 0 0 0 0
It turns out that a unique remaining block can be reduced to the form ( I 00 0 )
too. That implies subdivisions for reduced blocks. Finally, marking blocks by
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numbers 0, . . . , 9 we get the following:
µ3(0) =
0 1 2 3 4 5 6 7 8 9
8 0 0 0 0 0 0 0 0 I8 0
5 0 0 0 I3 0 I3 0 0 0 0
6 0 0 0 0 0 0 I6 0 0 0
2 0 0 I2 0 0 0 0 0 0 0
0 I0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 I9
7 0 0 0 0 0 0 0 I7 0 0
3 0 0 0 I3 0 0 0 0 0 0
4 0 0 0 0 I4 0 0 0 0 0
1 0 I1 0 0 0 0 0 0 0 0
By si we denote the size of the block i. One can see that sizes s3 and s5 are
equal.
With respect to this marking rows of the matrices µ2(0) andµε2(0) are or-
dered as follows (5,6,7,0,1,8,9,2,3,4) i.e.
µ2(0) =
0 1 2 3 4 5 6 7 8 9
5 0 0 0 0 0 I5 0 0 0 0
6 0 0 0 0 0 0 I6 0 0 0
7 0 0 0 0 0 0 0 I7 0 0
0 I0 0 0 0 0 0 0 0 0 0
1 0 I1 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 I8 0
9 0 0 0 0 0 0 0 0 0 I9
2 0 0 I2 0 0 0 0 0 0 0
3 0 0 0 I3 0 0 0 0 0 0
4 0 0 0 0 I4 0 0 0 0 0
From the equation F3(0)µ3(0) = µ3(0)f(0) we obtain that the matrix f(0),
preserving µ3(0) in this form has the form shown below. For the sake of sym-
metry we transpose blocks 5 and 6.
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f(0) =
0 1 2 3 4 6 5 7 8 9
0 ∗
1 ∗ ∗
2 ∗ ∗
3 ∗ X ∗ Z
4 ∗ ∗ ∗ ∗ ∗
6 ∗ ∗
5 ∗ X ∗ Z
7 ∗ ∗ ∗ ∗ ∗
8 ∗ ∗ Y ∗ Y ∗
9 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
As before, here empty spaces stand for zero entries and stars stand for one
time appearing blocks that can be non-zero. By X, Y and Z we denote blocks
appearing twice. For the sake of symmetry we transpose blocks 5 and 6.
Taking proper fx(0) and fy(0) matrices µε2(0) and µε3(0) can be reduced to
zero; then from the equations Fk(0)µk(0) = µk(0)f(0) for k = 2, 3 we get the
form of matrices fx(0) and fy that leave matrices µε2(0) and µε3(0) in the zero
form.
Taking proper F1(0), fx(0) and fy(0) the matrix µε1(0) can be reduced to
the form:
µε1(0) =
0 1 2 3 4 6 5 7 8 9
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
1 ∗ 0Y ∗ 0Y ∗ ∗
2 ∗ ∗ ∗ ∗ ∗
3 0Z ∗ 0X ∗
4 ∗ ∗
6 ∗ ∗ ∗ ∗ ∗
5 0Z ∗ 0X ∗
7 ∗ ∗
8 ∗ ∗
9 ∗
The blocks denoted by 0X (respectively 0Y or 0Z) are the so called adjoint
blocks, which means that one of them can be reduced to zero by a simultaneous
transformation. For instance there is only one block X (respectively Y or Z)
operating on both of them.
In accordance to Section 2.7 the category of block matrices BMP has objects
B := µε1(0) and morphisms S := f(0).
5.2. Primary reduction of the matrix problem 89
Endomorphisms
Let us analyze matrices dFkdz0 (0), fx(0) and fy(0) looking for an endomorphism.
On the picture blow we mark entries of the matrix µε1(0), where it is possible
to obtain zero in two or more different ways. In Section 4.2 (see formula (4.17))
it was proven that if such a place of nonzero size exists then there exists a
nontrivial endomorphism.
0 1 2 3 4 6 5 7 8 9
0
1
2
3X0
4 ∗ ∗
6
5X0
7 ∗ ∗
8 ∗ ∗
9 ∗ ∗ ∗ Y5 ∗ Y5
If such a block (i, j) has size greater than zero (i.e. if si · sj 6= 0 ) then there
exists a nonscalar endomorphism. We call such blocks mutually excluding and
denote by i ∩ j. Thus we have:
• 0, 1 ∩ 8, 9;
• 0 ∩ 3, 4, 7;
• 9 ∩ 2, 3, 6;
• 4 ∩ 6 and 7 ∩ 2.
Hence, there are ten possibilities for the block structure of the matrix µε1(0),
namely, it can consist of the following blocks:
(0, 1, 2, 6) (4, 7, 8, 9)
(1, 2, 3, 5, 6) (3, 4, 5, 7, 8)
(1, 2, 3, 4, 5) (3, 5, 6, 7, 8)
(1, 3, 4, 5, 7) (2, 3, 5, 6, 8)
(1, 3, 5, 6, 7) (2, 4, 3, 5, 8),
where we couple dual forms together. Note that s3 = s5 and in each of the
listed cases the matrix problem BMP can be written for nine blocks instead of
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ten “gluing” blocks 3 and 5 together. In terms of bocses and biquivers this
means that we have two copies of vertex three. Substituting the category by
its skeleton we obtain a quiver on four vertices.
Recovering of sizes
The occurring configuration is unambiguously determined by the rank r and
and d¯ := (d¯1, d¯2, d¯3), where d¯k := dk mod r for k = 1, 2, 3. For the following
four cases objects B (or, that is equivalent, the incidence matrix of P ) have the
form
i1 i2 i3 i4
i1 ∗ ∗ ∗ ∗
i2 ∗
i3 ∗
i4 ∗
or its dual
i1 i2 i3 i4
i1 ∗ ∗
i2 ∗ ∗
i3 ∗ ∗
i4 ∗
(5.9)
1. I = {0, 1, 2, 6} if r > d¯1 + d¯2 + d¯3 and s0 = r − (d¯1 + d¯2 + d¯3), s1 = d¯3,
s2 = d¯2 and s6 = d¯1;
1′. I = {4, 7, 8, 9} if d¯1+ d¯2+ d¯3 > 2r and s4 = r− d¯1, s7 = r− d¯2, s8 = r− d¯3
and s9 = (d¯1 + d¯2 + d¯3)− 2r;
2. I = {1, 2, 3, 6} if d¯1 + d¯2 + d¯3 > r > d¯i + d¯j for all i, j ∈ {1, 2, 3}; and
s1 = r − (d¯1 + d¯2), s2 = r − (d¯1 + d¯3), s3 = (d¯1 + d¯2 + d¯3) − r, and
s6 = r − (d¯2 + d¯3);
2′. I = {3, 4, 7, 8} if d¯i + d¯j > r for all i, j ∈ {1, 2, 3} and 2r > d¯1 + d¯2 + d¯3
and s3 = 2r − (d¯1 + d¯2 + d¯3), s4 = (d¯2 + d¯3) − r, s7 = (d¯1 + d¯3) − r,
s8 = (d¯1 + d¯2)− r.
For the other cases B has form
i1 i2 i3 i4
i1 ∗ ∗ ∗
i2 ∗ ∗ ∗
i3 ∗ ∗
i4 ∗
or its dual
i1 i2 i3 i4
i1 ∗ ∗ ∗ ∗
i2 ∗ ∗ ∗
i3 ∗
i4 ∗
(5.10)
3. I = {1, 2, 3, 4} if (d¯2 + d¯3) > r > (d¯1 + d¯2), (d¯1 + d¯3) and s3 = d¯1,
s1 = r − (d¯1 + d¯2), s2 = r − (d¯1 + d¯3) and s4 = (d¯2 + d¯3)− r;
3′. I = {3, 4, 7, 8} if (d¯2 + d¯3) < r < (d¯1 + d¯2), (d¯2 + d¯3) and s3 = r − d¯1,
s6 = r − (d¯2 + d¯3), s7 = (d¯1 + d¯3)− r and s8 = (d¯1 + d¯2)− r;
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4. I = {1, 3, 4, 7} if (d¯1 + d¯3), (d¯2 + d¯3) > r > (d¯1 + d¯2) and s3 = r − d¯3,
s1 = r − (d¯1 + d¯2), s4 = (d¯2 + d¯3)− r and s7 = (d¯1 + d¯3)− r;
4′. I = {2, 3, 6, 8} if (d¯1 + d¯3), (d¯2 + d¯3) < r < (d¯1 + d¯2) and s3 = d¯3,
s2 = r − (d¯1 + d¯3), s6 = r − (d¯2 + d¯3) and s8 = (d¯1 + d¯2)− r;
5. I = {1, 3, 6, 7} if (d¯1 + d¯3) > r > (d¯1 + d¯2), (d¯2 + d¯3) and s3 = d¯2,
s1 = r − (d¯1 + d¯2), s6 = r − (d¯2 + d¯3) and s7 = (d¯1 + d¯3)− r;
5′. I = {2, 4, 3, 8} if (d¯1 + d¯3) < r < (d¯1 + d¯2), (d¯2 + d¯3) and s3 = r − d¯2,
s2 = r − (d¯1 + d¯3), s4 = (d¯2 + d¯3)− r and s8 = (d¯1 + d¯2)− r.
In Section 7.6 we solve obtained matrix problems in terms of bocses.
5.3 Algorithm for constructing canonical forms
Algorithm 5.3.1. Let λ ∈ k and (r, d1, d2, d3) ∈ N×Z3 such that g.c.d.(r, d1+
d2 + d3) = 1.
• By the Euclidean algorithm we find integers ck, d¯k such that dk = ckr+ d¯k
for k = 1, 2, 3, and recover the normalization sheaf
F˜ =
3
⊕
k=1
(
Ok(ck)
r−d¯k ⊕Ok(ck + 1)
d¯k
)
By the formulas above, recover the poset P determining the matrix problem
BMP and sizes of blocks s := (s1, s2, s3, s4).
• Use the matrix problem Aσ(i) or Bσ(i, j) and tuple (s1, s2, s3, s4) as initial
state γ and the input data for the principal automaton 7.6.5 given in
section 7.6.4. Choose a path p : γ → γ ′ on it such that p : s 7→ s′, where
s
′ is an elementary tuple i.e. for some 1 ≤ i ≤ 4 s′i = 1 and s
′
j = 0 for
j 6= i.
• To obtain a canonical form of B ∈ BMP (s) we input B(λ) = λ ∈ BMP (s′)
on the state γ ′ and reverse the matrix reduction procedure along the path
p. In this way, step by step we recover the canonical form.
Chapter 6
Formalization of matrix problems
This chapter is devoted to the formalism of bocses developed by the Kiev school
of representation theory to formalize and generalize matrix problems and dif-
ferential graded categories.
A pair A = (A, V ) consisting of an algebra A and an A-bimodule V
equipped with coalgebra structure is called a bocs. Representations of a bocs
A are representations of the algebra A with additional morphisms induced
by elements of V. Consequently the category of representations of the bocs A
can have fewer isomorphism classes than the category of representations of the
algebra A. The formalism of bocses is indispensable. Even starting with the
category of representations of an algebra after a step of matrix reduction it
can degenerate into the category of representations of a bocs, which is not an
algebra.
Another approach to the theory of bocses was proposed in [Ovs99] (in sub-
section 20.3.16). Namely, let M1, . . . ,Mn be a finite set of Λ-modules over
some finite dimensional algebra Λ, and E be the extension closure of the
set {M1, . . . ,Mn}, then E is equivalent to the category of representations of
some bocs A = (A, V ), elementary representations of which correspond to
M1, . . . ,Mn.
Regretfully, the category E can possess some “bad” properties. It can hap-
pen that some idempotents do not split, and the dimension of a representation
is not invariant for an isoclass. To avoid these peculiarities in [KR75] Roi-
ter and Kleiner introduced normality and triangularity conditions (that time
for differential graded categories). Bocses with these additional properties are
called Roiter bocses. It should be noted that bocses corresponding to bimodule
problems always possess a structure of a Roiter bocs.
We give a formal definition of a matrix problem as a problem of description
the isomorphism classes of indecomposable representations of some Roiter bocs.
Then the matrix reduction can be considered as some formal calculus on the
set of bocses. In Section 6.6 we combine the general reduction with conditions
on endomorphisms to obtain a version of formal reduction for bricks.
In Section 6.7 we describe a wide class of bocses which can be wild but in
each vector dimension contain at most one one-parameter family of bricks. We
call such bocses BT-bocses (for brick-tame) and show that the matrix reduction
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preserves the BT type, and at the end a BT-bocs is reduced either to the rational
algebra k[t] or the field k. This makes a basis for further calculations, since
all occurring classification problems of simple vector bundles and torsion free
sheaves are of BT-type.
In the light of bocs theory, it would be natural to ask about brick tame-wild
dichotomy analogous to Drozd’s Tame and Wild Theorem for indecomposable
representations. However, at the moment we are not able to prove such a
statement. It would be a subject for our further investigation.
6.1 Introduction to categorical language
k-linear categories
The categorical language turns out to be well adapted for theoretical purposes.
In this section we think of algebras as k-linear categories and reformulate some
classical definitions of representation theory in categorical terms.
Although most definitions are valid for any base field, we assume from the
very beginning that k is algebraically closed in order to avoid complications
later on.
Recall that a preadditive category A is a category with the following prop-
erties: every set of morphisms A(¯, ı¯) is an abelian group and composition of
morphisms is bilinear. A category is called additive if it is preadditive and
contains direct sums of any two objects.
A category A is called k-linear if every set of morphisms A(ı¯, ¯) is a finite
dimensional k-vector space and the composition of morphisms
A(, ı)× A(κ, )→ A(κ, ı)
is k-bilinear for all objects ı¯, ¯ and κ¯. A functor F : A→ B of k-linear categories
is called k-linear if the induced map F : A(ı¯, ¯)→ B(F (ı¯), F (¯)) is k-linear.
In what follows all categories will be assumed to be k-linear with finite
dimensional morphism spaces (that is all functors will be k-linear).
The following example reflects the correspondence between k-algebras and
k-linear categories.
Example 6.1.1. A k-algebra can be considered as a k-linear category with
finitely many indecomposable objects, and vice versa. Namely, let A be a
k-algebra, then we can regard the category A with a unique object ∗, and
morphisms a : ∗ → ∗ are elements of the algebra A.Moreover, if e1+· · ·+en = 1
is a decomposition of the identity in A, then we can consider the category with
objects 1, . . . , n and morphisms A(i, j) = ejAei.
Keeping with algebraic terminology, define a left module M over a category
A to be a k-linear functor M : A → Vect
k
, where Vect
k
is the category of
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finite dimensional k-vector spaces 1. Respectively, define a right module to be
a k-linear functor A◦ → Vect
k
, where A◦ is the category opposite or dual to A,
that is the category with the same objects as A but reverse morphisms, i.e. a
right module is a contravariant functor from A to Vect
k
. An A-B-bimodule is
a bilinear functor
M : B◦ ×A→ Vect
k
,
Consequently, an A-A-bimodule is a bilinear functor
M : A◦ × A→ Vect
k
.
The category of left A-modules is called the category of representations of A
and is denoted by Rep(A).
Operations with categories
Let M : B◦ × A → Vect
k
, mapping (ıB, ıA) 7→ M(ıB, ıA) for all objects ıA ∈
Ob(A), ıB ∈ Ob(B), be an A-B-bimodule and let N : A◦×C → Vectk, mapping
(ıA, ıC) 7→ N(ıA, ıC) for all objects ıA ∈ Ob(A), ıC ∈ Ob(C), be a C-A-bimodule,
then we define the tensor product N ⊗A M over A to be a C-B-bimodule as
follows: (
N ⊗A M
)
(ıB, ıC) :=
(
⊕
ıA∈Ob(A)
N(ıA, ıC)⊗k M(ıB, ıA)
)
/ ∼,
where ”∼” is an equivalence relation given by na⊗m−n⊗am, for n ∈ N(ı′A, ıC),
m ∈M(ıB, ıA) and a ∈ A(ıA, ı′A).
Let L : A◦ × B → Vect
k
be a B-A-bimodule. Define a C-B-bimodule
HomA(L,N) as(
HomA(L,N)
)
(ıB, ıC) := HomA(L(ıB,−), N(ıC,−)).
Let F : A → B be a functor from the category A to the category B. Then
there is an induced functor F ∗ : Rep(B)→ Rep(A), which sends a left B-module
M to the left A-module AM defined as the composition M ◦ F.
Analogously we can construct a right A-module MA for a right B-module
M. Since the category B itself has an A-A-bimodule structure it make sense to
introduce special notations: let BA denote B as a B-A-bimodule (that is left
B-module and right A-module), AB denote B as an A-B-bimodule, and ABA
denote B as an A-A-bimodule. As in the case of modules over rings, we have:
AM = HomB(BA,M) ∼=A B ⊗B M
1 for our purposes we assume all representations to be finite dimensional, however, most definitions are valid
for the infinite dimensional case also
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and
MA = HomB(AB,M) ∼= M ⊗B BA.
Let N be an A-A-bimodule; then we can consider a B-A-bimodule BN :=
BA ⊗A N, an A-B-bimodule NB := N ⊗A AB, and a B-B-bimodule
BNB := BA ⊗A N ⊗A AB.
Note that AB = A⊗A AB ∼= AB,
BA := BA ⊗A A ∼= BA and
BAB := BA ⊗A A⊗A AB ∼= BA ⊗A AB
ν
→ B,
where ν is a the natural projection induced by the multiplication in B.
Skeleton and additive hull.
Recall that a morphism a ∈ A(ı¯, ı¯) is called idempotent if a2 = a. An idempotent
a splits if there exist morphisms b : ı¯→ ¯ and c : ¯→ ı¯ such that c ◦ b = a and
b ◦ c = id¯. An additive category is called Karoubian or fully additive if all its
idempotents split.
For an additive category A one can construct its Karoubization add(A) ⊃ A,
as follows: objects of add(A) are pairs (ı¯, eı¯), consisting of ı¯ ∈ Ob(A) and idem-
potents eı¯ ∈ A(ı¯, ı¯), and the set of morphisms add(A)((ı¯, eı¯), (¯, e¯)) is e¯A(i, j)eı¯.
One can easily check that any idempotent in add(A) splits. It turns out that
the constructed category is minimal karoubian category containing A. Some
times add(A) is also called the category of matrices over A, additivization or
the additive hull of A.
In what follows for a non-additive category A we consider the additive cat-
egory A′ generated by A, and add(A) which is the additive hull of A′. Hence,
add(A) is defined for any k category A. A linear functor F : A → B extends
uniquely to the linear functor from add(A) to add(B).
An object ı¯ of a category is called decomposable if it is isomorphic to a
direct sum of two other objects; if there is no such objects for ı¯, it is called
indecomposable. One can prove that a finite dimensional k-linear karoubian
category A is a Krull-Schmidt category, i.e. any object ı¯ has a unique finite
decomposition into indecomposable ones: ı = ⊕iα(i).
A categoryA is called skeletal if all its objects are indecomposable in add(A),
in other words, it contains no nontrivial idempotents, and any two objects are
nonisomorphic. For any category A we construct a skeletal category sk(A),
by taking the restriction of A on the set I := ind(A), which is the set of
isomorphism classes of indecomposable objects of add(A).This category is called
the skeleton of A.
Two categories are called Morita-equivalent if their categories of represen-
tations are equivalent. In order to study representations we will often replace a
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category by a Morita-equivalent one. Note that categories A and B are Morita-
equivalent if and only if sk(A) and sk(B) are isomorphic. Clearly, the categories
A, sk(A) and add(A) are Morita-equivalent. Often speaking about modules we
do not stress the difference between these categories and abusing notations write
F : A→ B for a functor F : A→ add(B).
For our further investigations we assume that the set of classes of indecom-
posable objects I = {1, . . . , n} is finite.
Example 6.1.2. If the decomposition of the identity e1+· · ·+en = 1 in Example
6.1.1 is minimal, then the constructed objects 1, . . . , n are indecomposable, but
some of them can be isomorphic. By taking one copy from each isomorphism
class, and restricting the category to this set of representatives, we obtain a
skeletal category. All constructed categories are Morita-equivalent, thus we can
consider any of them instead of the algebra A.
On the other hand, if A is a skeletal category with objects 1, . . . , n, then we
can consider a k-algebra A with a decomposition 1A = e1 + · · · + en, where ei
is the identity morphism of the object i ∈ I. Elements of A are generated by
morphisms a ∈ A(i, j) and the multiplication is defined as the superposition:
a · b =
{
ab, if the source of a coincides with the target of b
0, otherwise.
The skeleton of a category provides a clear graphical description of its struc-
ture. Recall that a quiver Q with the set of vertices I = {1, . . . , n}, is an
oriented graph, possibly with multiple arrows and loops. The set of arrows
from a vertex i to a vertex j is denoted by Q(i, j). A path p from a vertex i
to a vertex j is a sequence of arrows p = am . . . a2a1, where at are arrows of
Q such that the source of a1 is i, the target of am is j and the source of at+1
coincides with the target of at for all t = 1, . . . , m− 1. To the quiver Q we can
assign its path category kQ, which objects are vertices i ∈ I and morphisms
of kQ(i, j) are linear combinations of the paths from i to j. The multiplica-
tion kQ(i, j)×kQ(k, j)→ kQ(k, j) is given by the concatenation of paths and
k-linearity.
A category A is called free if it is isomorphic to the category of paths kQ
of some quiver Q. The images of arrows of Q under the isomorphism kQ →
A form a set of free generators of the category A. Two free categories are
isomorphic if and only if they have isomorphic quivers, hence, there is a one-
to-one correspondence between quivers and free algebras. On the other hand,
the set of free generators in a free category A can be chosen in many ways, but
the quivers are isomorphic.
Recall that the category of representations Rep(Q) of a quiver Q with ver-
tices 1, . . . , n is defined as follows:
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• a representationM is given by a collection of vector spacesM(1), . . .M(n)
and linear maps M(a) : M(i)→M(j) for arrows a : i→ j;
• a morphism S = (S1, . . . , Sn) : M → M
′ is defined by linear maps Si :
M(i)→M ′(i) of vector spaces M(i) and M ′(i).
From this definition obviously follows that Rep(Q) is isomorphic to Rep(kQ).
Dimension of a representation
Here we give some definitions concerning the dimension of a representation,
which will be important later for induction arguments. By the dimension of
a vector space we mean its dimension over k, i.e. dim := dim
k
. If M is a
representation of a category A with finitely many indecomposable objects I =
{1, . . . , n}, then its vector dimension is the tuple
dim(M) :=
(
dim(M(1)), dim(M(2)) . . . , dim(M(n))
)
∈ Nn (6.1)
and the dimension of M is the sum: dim(M) :=
∑
i∈I dim(M(i)). Obviously,
Rep(A) can be stratified using the vector dimension:
Rep(A) =
⋃
s
Rep(A)(s), (6.2)
where s = (s1, . . . , sn) ∈ Nn and Rep(A)(s) denotes the full subcategory of
Rep(A) consisting of representations of vector dimension s.
A representationM is called sincere at a vertex i ∈ I if dim(M(i)) > 0, and
it is called sincere if it is sincere for each i ∈ I.
Besides the definition of the dimension and the vector dimension an impor-
tant role plays the so called norm of a representation, since it enables us to
compare representations of different quivers.
Definition 6.1.3. A quiver Q determines a norm:
‖ · ‖ : Nn → N (6.3)
s 7→
∑
(i→j)∈Q
sisj
The norm of a representation M is defined as
‖M‖ =
∑
(i→j)∈Q
dim(M(i)) · dim(M(j)).
Remark 6.1.4. Note that all the definitions can be translated to the language
of differential biquivers and Roiter bocses, which will be considered below. In
that case the norm of a representation is equal to the negative part of the Tits
form. We refer to [Dro01] for details.
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Let us give some examples:
Example 6.1.5. Consider the quiver Q with a unique loop t : •t :: The
corresponding path algebra A is isomorphic to k[t]. Indecomposable finite di-
mensional k[t]-modules are k[t]/(t − λ)r for λ ∈ k, r ∈ N. Rewriting them as
representations of the quiver Q, we get Jordan blocks Jr(λ).
Example 6.1.6. Let Q be the quiver
•
1
•
2
a
<<xxxxxxxxxx
•
b
bbFFFFFFFFFF 3
then a representation M ∈ Rep(Q) is given by three vector spaces M(1),M(2),
and M(3) and two linear maps corresponding to the arrows a and b. For sim-
plicity we write
M = (M(a),M(b)).
Two representations M and M ′ are isomorphic if there exist automorphisms
Si of M(i) such that M
′(a) = S−11 M(a)S2 and M
′(b) = S−11 M(b)S3. In other
words, the matrix M ′ can be obtained from M by simultaneous row trans-
formation and independent column transformations for each block M(a) and
M(b) :
M(a) 7→ S−11 M(a)S2,
M(b) 7→ S−11 M(b)S3.
(6.4)
6.2 Bocses
A pair A := (A, V ) is called a bocs provided that A is a category and V is a
coalgebra over A. That is: V is an A-A-bimodule together with two A-bimodule
homomorphisms: counit ε : V → A, and comultiplication µ : V → V ⊗A V,
satisfying coassociativity and counitary laws:
(idV ⊗ µ) ◦ µ = (µ⊗ idV ) ◦ µ and (idV ⊗ ε) ◦ µ = (ε⊗ idV ) ◦ µ = idV :
V
µ

µ // V ⊗A V
µ⊗idV

V ⊗A V
idV⊗µ // V ⊗A V ⊗A V
A⊗A V
V
iso 00
iso ..
µ // V ⊗A V
idV⊗ε

ε⊗idV
OO
V ⊗A A
To a bocs A we can assign its category of representations Rep(A ), defined as
follows:
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• objects are representations of A,
• morphisms are defined as
HomA (M,N) := HomA(V ⊗A M,N).
A composition of two morphisms ψ : V ⊗AN → L and ϕ : V ⊗AM → N
is defined as
V ⊗A M
µ⊗idM // V ⊗A V ⊗A M
id⊗ϕ // V ⊗A N
ψ // L.
If V = A and the counit and the comultiplication are the identity and diagonal
maps respectively, then the bocs A = (A, V ) is called principal and is denoted
by A, since Rep(A ) = Rep(A).
Remark 6.2.1. The category of representations of a bocs A = (A, V ) modifies
the original category of representations Rep(A). However, in contrast to Rep(A)
the category Rep(A ) is not abelian and even not always fully additive, though
it is obviously additive.
A morphism F := (F0, F1) of two bocses A = (A, V ) and B = (B,W )
consists of a functor F0 : A→ B and an A-homomorphism F1 : V →A WA such
that
F0 ◦ εA = εB ◦ F1 and ν˜ ◦ F1 ⊗ F1 ◦ µA = µB ◦ F1 :
V
F1

εA //A
F0

AWA
εB //B
V ⊗A V
F1⊗F1 //
AWA⊗AAWA
ν˜
&&MM
MMM
MMM
MMM
MM
V
F1 //
µA
??
AWA
µB //W ⊗B W
where ν˜ : WA⊗A AW → W ⊗BW is the map induced by the natural projection
ν : BA ⊗A AB → B.
A morphism of bocses (F0, F1) : A → B induces a functor
F ∗ : Rep(B)→ Rep(A ),
sending a representation M into AM and a morphism α : W ⊗B M → N into
the composition
V ⊗A AM
F1⊗id−→ (AWA)⊗A (AM)
ν˜
−→A W ⊗B M
α
−→A N, (6.5)
where, as above ν˜ : WA⊗A AM → W ⊗B M is the map induced by the natural
projection ν : BA ⊗A AB → B.
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Remark 6.2.2. In general F ∗ does not preserve isomorphism classes of objects.
Indeed, if M ∼= N and α : W ⊗B M → N is an isomorphism, then F ∗(α) is
not an isomorphism provided that the composition ν˜ ◦ (F1 ⊗ id) is not an
isomorphism. Nevertheless, the functor F ∗ is well behaved in the situations
considered below.
Base change for representations of bocses
If A = (A, V ) is a bocs and F : A → B a functor then we can define the
induced bocs A B := (B,B V B), with counit
εA B :
BV B
ε
−→ BAB
ν
−→ B (6.6)
and comultiplication
µA B :
B V B BV ⊗A V
B ∼= BV ⊗A A⊗A V
B//
µ
// BV ⊗A ABA ⊗A V B ∼= BV B ⊗B BV B.
idV⊗F0⊗idV
(6.7)
We denote the induced morphism of bocses also by F := (F, F1) : A → A B,
where F1 is given by the composition
V
≃ //A⊗A V ⊗A A
F⊗id⊗F //
A (
BV B)A.
Let us translate some definitions from algebras to bocses:
Definition 6.2.3. Let A = (A, V ) be a bocs.
• A bocs A ′ := (A′, V ′) is called a subbocs of A if F0 : A
′ →֒ A is a
subcategory of A and F1 : V
′ →֒A′ VA′ is an embedding of A
′-modules
such that (F0, F1) is a morphism of bocses i.e.
F0 ◦ εA ′ = εA ◦ F1, and ν˜ ◦ (F1 ⊗ F1) ◦ µA ′ = µA ◦ F1, where ν˜ :
VA′ ⊗A′ A′ V → V ⊗A V is the canonical embedding.
• if F : A→ A¯ is a factor category,2 define A A¯ to be a factor bocs ;
• the additive hull of a bocs is defined to be add(A ) := A add(A).
Lemma 6.2.4. If A = (A, V ) is a bocs and F : A → B an arbitrary k-linear
functor, then the induced functor F ∗ : Rep(A B)→ Rep(A ) is fully faithful.
2Here the algebraic terminology seems to be more appropriate, by a factor category we mean nothing more
than a factor algebra.
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Proof. To show that F is a full functor take a morphism
α ∈ HomA B(M,N) = HomB(
BV B ⊗B M,N),
then according to equation (6.5) F ∗(α) is the composition
F ∗(α) : V ⊗A AM
F1⊗id // (A(
BV B)A)⊗A (AM)
ν˜ //
A(
BV B)⊗B M
α //
AN,
where ν˜ is the canonical morphism induced by ν. Take into account that the
composition of id⊗ F and ν gives the identity functor
id : BA ∼= BA ⊗A A
id⊗F
−→ BA ⊗A ABA
ν
−→ BA,
or id : AB → AB. Hence, for a morphism β ∈ HomA (AM,AN) β : V ⊗AAM →A
N we can construct a uniquely defined morphism α ∈ HomA B(M,N) taking
α : BV B ⊗B M ∼=
BV ⊗A (AM)
id⊗β
−→ B(AN)
ν⊗id
−→ N,
such that β = F ∗(α).
For a morphisms F : A→ B such that the induced functor F ∗ is dense, this
lemma allows us to replace the bocs A by the Morita-equivalent bocs A B. To
obtain a functor F : A → B with the dense induced functor F ∗, we consider
push-outs, and obtain the density condition from the universal property:
Proposition 6.2.5. Let A = (A, V ) be a bocs and A ′ = (A′, V ′) its subbocs
with the embedding map i := (iA, iV ) : A
′ → A . Let B′ = (B′, B′) be a
principal bocs, and
F ′ = (F ′, F ′1) : A
′ → B′,
be a morphism of bocses such that the induced functor
F ′
∗
: Rep(B′)→ Rep(A ′),
is dense. Let F : A→ B be the push-out of the diagram:
A′
F ′

iA //A
F

B′
iB //B.
Then the functor F ∗ : Rep(A B)→ Rep(A ) is dense.
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Proof. A representationM : A→ Vect
k
can be restricted to the subcategory A′
of A. Since the functor F ′∗ is dense, there exists a representationN : B′ → Vect
k
such that F ′∗(M ′) = M |A′ . By the universal property of the push-out there
exists a unique representation M˜ : B → Vect
k
such that M˜ ◦ F = M and
M˜ ◦ iB = N.
A′
F ′

iA //A
F

M

B′
N
00
iB //B
∃!M˜
""E
EE
EE
EE
EE
E
Vect
k
To complete the proof note that the category Rep(A ) has the same objects as
Rep(A), and the category Rep(A B) has the same objects as Rep(B), thus for
any representation of the bocs A we can find the corresponding representation
of the bocs A B.
In Subsection 6.5 we use the base change for the case when the subcategory
A′ has a unique generator a, and B′ is the discrete category ind(RepA ′): it
contains only trivial morphisms and its objects are the isomorphism classes of
indecomposable objects of RepA ′.
6.3 Roiter bocses
In this section we discuss different types of bocses and finally give a formal
definition of a matrix problem, viz. as a problem of describing iso-classes of
representations of some special bocs. Such special bocses are called Roiter
bocses. They were introduced by Roiter [Ro79] in attempt to give another
formal approach to differential graded categories. In particular, as we will see
in Appendix C any bimodule problem can be formulated in terms of Roiter
bocses.
Section of a bocs
A section of a bocs A = (A, V ) is a set
w = {wi ∈ V (i, i) | ε(wi) = ei, i ∈ I}.
A section w defines a left A-module homomorphism (a left section) wL : A→ V,
a 7→ awi, for a solid arrow a : i → j, and a right A-module homomorphism (a
right section): wR : A → V, a 7→ wja. We omit indices L and R, since each
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time it is clear, which map we have in mind. Define the kernel V of a bocs to
be the kernel of the counit morphisms ε, then we obtain the decompositions:
V ∼= wA⊕ V ∼= Aw ⊕ V . (6.8)
Note that the image of the comultiplication µ belongs to the tensor product,
which can be decomposed according to these splitting as follows:(
wA⊕V
)
⊗A
(
Aw⊕V
)
=
(
wA⊗AAw
)
⊕
(
wA⊗AV
)
⊕
(
V ⊗AAw
)
⊕
(
V ⊗AV
)
.
Note that:
ker(1⊗ ε) =
(
wA⊗A V
)
⊕
(
V ⊗A V
)
ker(ε⊗ 1) =
(
V ⊗A Aw
)
⊕
(
V ⊗A V
)
.
From the counitary law it is easy to see that for any element v ∈ V (i, j) and
wi, wj ∈ w the difference ξ(v) := µ(v)−wj⊗v−v⊗wi, ξ(wi) := µ(wi)−wi⊗wi
belongs to both kernels ker(1⊗ ε) and ker(ε⊗ 1). Hence
µ(v) = wj ⊗ v + v ⊗ wi + ξ(v), (6.9)
µ(wi) = wi ⊗ wi + ξ(wi), (6.10)
for some ξ(v), ξ(wi) ∈ V ⊗ V . A section w is called normal or grouplike if
µ(wi) = wi ⊗ wi for all i ∈ I. A bocs with a normal section is called normal
too.
Tensor category
Let A be a category and U be an A-bimodule, then U determines the tensor
category :
A[U ] =
∞
⊕
n=0
U⊗n,
where U 0 := A, U 1 := U and U⊗n := U ⊗A · · · ⊗A U n-times, and
U⊗n(ı¯, ¯) := ⊕
κ1,...,κn−1
U(κn−1, )⊗A · · · ⊗A U(κ1, κ2)⊗A U(ı, κ1)/ ∼,
where ∼ is the induced equivalence relation. As usual, if u ∈ U⊗n we say that
u is an element of degree n.
Define the tensor category of a bocs A = (A, V ) to be the tensor category
A[V ], where V is the kernel of A .
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Biquivers
Let Q = (Q0, Q1) be a biquiver on the finite set of vertices I = {1, . . . , n} that
is a quiver with two types of arrows: solid and dotted. The set of solid arrows
is denoted by Q0 and the set of dotted arrows is denoted by Q1. We assign
degree zero to a solid arrow, degree one to a dotted arrow and extend it to
paths by additivity. (I.e. the degree of a path is the number of dotted arrows
it contains.) Denoting by A := kQ0 the path algebra and U := 〈Q1〉A the
A-A-bimodule generated by paths of degree one, we obtain the tensor category
kQ := A[U ] =
∞
⊕
n=0
U⊗n
called the tensor path category, where U⊗n is the A-A-bimodule generated by
paths of degree n. Clearly, two tensor path categories are isomorphic if and only
if their biquivers are isomorphic.
A normal bocs A = (A, V ) is called free if there exists a biquiver Q such
that A[V ] is isomorphic (not just equivalent) to kQ. The images of arrows under
an isomorphism kQ→ A[V ] are called free generators of A .
Differential biquivers
Let Q = (Q0, Q1) be a biquiver. A k-linear map ∂ : kQ → kQ is called
differential if it fulfills requirements (D1)-(D3):
(D1) ∂ raises degree by one and ∂2 = 0;
(D2) ∂(e) = 0 if e is a trivial path;
(D3) Leibniz rule: for any two paths x, y ∈ kQ, it holds:
∂(x · y) = ∂(x) · y + (−1)degxx · ∂(y).
(It seems convenient to have several notations for multiplications of paths:
xy := x · y := x⊗ y.)
If ∂ is a differential, then the pair (Q, ∂) is called a differential biquiver.
Note that the this notion corresponds to the notion of free differential graded
category introduced in [KR75]. Note the following lemma:
Lemma 6.3.1. If the Leibniz rule holds for all arrows x, y ∈ Q0 ∪ Q1, then it
holds also for all paths x, y ∈ kQ.
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Representations of a differential biquiver
We introduce the category of representations of a biquiver Rep(Q, ∂) originally
introduced by Roiter and Kleiner for differential graded categories following
Crawley-Boevey [CB90]:
• its objects are representations of the quiver Q0;
• morphisms are defined as follows. Let Γ be a quiver consisting of two
copies of Q0 : Q0 itself and Q
′
0, arrows wi : i → i
′, and arrows v : i → j′,
defined by dotted arrows v : i 99K j from Q1. A morphism S : M → N
between two representations M and N of the biquiver Q is a representa-
tion of the quiver Γ, such that its restriction on Q0 and Q
′
0 are M and
N respectively, and for any solid arrow a : i→ j the following relation is
satisfied:
S(∂(a)) = N(a′)S(wi)− S(wj)M(a). (6.11)
Let us define a composition T ◦ S of two morphisms S : M → N and T : N → L.
For wi ∈ w we have (
T ◦ S
)
(wi) = T (wi) · S(wi).
For a dotted arrow v : j 99K i with the differential
∂(v) =
∑
αp1 u p2 u
′ p3,
where pi are solid paths, u, u
′ are dotted arrows such that p1 u p2 u
′ p3 is a path
from i to k and α ∈ k, define(
T ◦ S
)
(v) = T (wi) · S(v) + T (v) · S(wj) (6.12)
+
∑
αL(p1) · T (u) ·N(p2) · S(u
′) ·M(p3).
Remark 6.3.2. Note that if the differential of v is ∂(v) =
∑
i99Kk99Kj
αu⊗u′, then
(
T ◦ S
)
(v) = T (wi) · S(v) + T (v) · S(wj) +
∑
i99Kk99Kj
αT (u) · S(u′).
Remark 6.3.3. If (Q, d) is a differential biquiver with no dotted arrows, i.e.
Q1 = ∅, then Rep(Q, ∂) = Rep(Q0). Thus, any quiver can be considered as a
differential biquiver.
Example 6.3.4. Let Q be the following biquiver
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•
1
•
2
a
<<xxxxxxxxxx v // •
3
b
bbFFFFFFFFFF
with the differential ∂(b) = ∂(v) = 0 and ∂(a) = b · v. Then a morphism of
representations S :M → N is a representation of a biquiver Γ :
•
2 w2 //
##
a

•
2′
a′

•
1 w1 // • 1
′
v
•
3 w3 //
b
OO
•
3′
b′
OO
such that S(a) = M(a), S(b) = M(b), S(a′) = N(a′), S(b′) = N(b′) and for
Si := S(wi) we have:
0 = N(b′)S3 − S1M(b),
N(b′)S(v) = N(a′)S2 − S1M(a).
Correspondence between normal free bocses and differential biquivers
Theorem 6.3.5 ([Ro79]). There is a one-to-one correspondence between free
normal bocses and differential biquivers.
Proof. Let A = (A, V ) be a free bocs with a normal section w. Construct a
differential biquiver (Q, ∂) as follows. Since A is free, there exists a biquiver
Q = (Q0, Q1) such that A[V ] ∼= kQ. A normal section w of a bocs A defines
two k-linear maps:
• the map ∂0 : A→ V taking an element a ∈ A(i, j) to
∂0(a) = awi − wja, (6.13)
(the image of ∂0 is contained in the kernel of the bocs V , since ε(awi −
wja) = aei − eja = 0)
• and ∂1 : V → V ⊗A V , taking an element v ∈ V (i, j) to
∂1(v) = µ(v)− v ⊗ wi − wj ⊗ v. (6.14)
(The formulae (6.9) implies that the morphism ∂1 is well defined.)
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Note that the Leibnitz rule (D3) is satisfied for the maps ∂0 and ∂1, indeed
for a ∈ A(i, j) b ∈ A(j, k) and v ∈ V (j, k) u ∈ V (i, j) we have:
∂0(ba) = bawi − wkba = bawi − bwja+ bwja− wkba
= b∂0(a) + ∂0(b)a,
∂1(va) = µ(va)− va⊗ wi − wk ⊗ va
= µ(v)a− v ⊗ awi + v ⊗ wja− v ⊗ wja− wk ⊗ va
= ∂1(v)a− v∂0(a),
∂1(bu) = µ(bu)− bu⊗ wi − wk ⊗ bu
= bµ(u)− bu⊗ wi − bwj ⊗ u+ bwj ⊗ u− wkb⊗ u
= b∂1(u) + ∂0(b)a.
By the Leibnitz rule the morphisms ∂0 and ∂1 can be extended to a k-linear
map ∂ : A[V ]→ A[V ], such that ∂|A = ∂0, ∂|V = ∂1. Since the property (D2) is
automatically satisfied, thus in order to claim that ∂ is a differential it is enough
to check that ∂2 = 0. We verify the property ∂2 = 0 for elements a ∈ A and
v ∈ V . Since deg(∂(x)) = deg(x)+ 1, thus by Leibniz rule if ∂2(x) = ∂2(y) = 0,
then
∂2(xy) = ∂2(x) + (−1)
deg(∂(x))
∂(x)⊗ ∂(y) + (−1)
deg(x)
∂(x)⊗ ∂(y) + ∂2(y) = 0.
For a ∈ A(i, j) the property follows immediately from the normality condition:
∂2(a) = ∂1(awi − wja) = µ(awi − wja)− (awi − wja)⊗ wi − wj ⊗ (awi − wja)
= awi ⊗ wi − wj ⊗ wja− awi ⊗ wi + wja⊗ wi − wj ⊗ awi + wj ⊗ wja
= 0
For v ∈ V (i, j) assume ∂(v) =
∑
k
uk ⊗ u′k, where uk ∈ V (k, j) and u
′
k ∈ V (i, k),
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then:
∂2(v) =∂
(∑
k
uk ⊗ u
′
k
)
=
∑
k
(
∂(uk)⊗ u
′
k − uk ⊗ ∂(u
′
k)
)
(change ∂(uk) to µ(uk))
=
∑
k
(
(µ(uk)− wj ⊗ uk − uk ⊗ wk)⊗ u
′
k
− uk ⊗ (µ(u
′
k)− wk ⊗ u
′
k − u
′
k ⊗ wi)
)
=
∑
k
(
µ(uk)⊗ u
′
k − uk ⊗ µ(u
′
k)
)
+ ∂(v)⊗ wi − wj ⊗ ∂(v) (change ∂(v) to µ(v))
=
∑
k
(
µ(uk)⊗ u
′
k − uk ⊗ µ(u
′
k)
)
+ µ(v)⊗ wi − wj ⊗ µ(v) (reordering summands)
+ wj ⊗ wj ⊗ v − v ⊗ wi ⊗ wi
=
∑
k
µ(uk)⊗ u
′
k + µ(v)⊗ wi + µ(wj)⊗ v (= µ⊗ idV ◦ µ(v))
−
(∑
k
uk ⊗ µ(u
′
k) + wj ⊗ µ(v) + v ⊗ µ(wi)
)
(= idV ⊗µ ◦ µ(v))
=
(
(µ⊗ idV − idV ⊗ µ) ◦ µ
)
(v)
=0.
Thus, the coassociativity law implies the property ∂2(v) = 0. In this way we
construct a differential biquiver from a normal free bocs.
On the other hand, assume that a differential biquiver (Q, ∂) is given. Our
aim is to construct the corresponding normal free bocs. Let A := kQ0 be a
category generated by Q0 and V = 〈Q1〉A be a free A-A-bimodule generated by
Q1. Define the A-A-bimodule V := A⊕V with canonical embedding wL : A →֒
V and another embedding wR : A →֒ V given by the rule wR(a) = wL(a)+∂(a).
Embeddings wL and wR define left A-module and right A-module structures of
V respectively. Indeed, for (a, v) ∈ A⊕V and a′, a′′ ∈ A: a∗L (a, v) = (a′a, a′v)
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and (a, v) ∗R a′ = (aa′, va′ − a∂(a′)) together with associativity properties
((a, v) ∗R a
′) ∗R a
′′ = (aa′a′′, va′a′′ − a∂(a′)a′′ − aa′∂(a′′)) = (a, v) ∗R (a
′a′′)(
a′ ∗L (a, v)
)
∗R a
′′ = (a′aa′′, a′va′′ − a′a∂(a′′)) = a′ ∗L
(
(a, v) ∗R a
′′
)
.
Hence, V is an A-A-bimodule. For each trivial path ei consider its image
wi := wL(ei) = wR(ei) in V. To endow V with an A-coalgebra structure we
define the counit ε : V → A by taking wi 7→ ei and ker(ε) := V ; (in other words
ε(wL) = ε(wR) = idA); and define the comultiplication µ : V → V ⊗ V by
µ(wi) := wi⊗wi and µ(v) := ∂(v) +wj ⊗ v + v⊗wi for v ∈ V (i, j). Obviously,
the counitary low holds: (1⊗ ε) ◦ µ(v) = (1⊗ ε) ◦ (∂(v) + wj ⊗ v + v ⊗ wi) =
v, for v ∈ (V ), (1 ⊗ ε) ◦ µ(wi) = (1 ⊗ ε)(wi ⊗ wi) = wi and analogously,
(ε ⊗ 1) ◦ µ = idV . The coassociativity low can be derived from the property
∂2 = 0 reversing the calculations above. Hence, we have constructed a normal
free bocs A = (A, V ).
Analogously to the case of algebras, one can show that the categories Rep(Q, ∂)
and Rep(A ), where A is the normal free bocs corresponding to (Q, ∂), are
equivalent. Therefore, we have two parallel descriptions of the same notion:
normal free bocses and differential biquivers. The language of bocses is con-
venient for theoretical purposes, at the same time the language of biquivers,
due to its visual clearness, is well adapted for calculations. Thus, formulating
a concrete problem, we speak almost only about differential biquivers.
Roiter bocses
However, even normal free bocses can have some nasty properties such as non-
splitting idempotents. Let us illustrate it by an example:
Example 6.3.6. Let (Q, ∂) be the following biquiver
•
2
a
33 •
1vss
with the differential ∂(a) = 0 and ∂(v) = vav. The differential is correctly
defined, since ∂2(v) = ∂(vav) = ∂(v)av − v∂(av) = vavav − 0 − vavav = 0.
Indecomposable representations of (Q, ∂) are L1 := 0 → k and L2 := k → 0,
and M := k
id
→ k. Indeed, assume M = L1 ⊕ L2, then there should exist a
nontrivial morphism S : M → L1 such that S1 = id, S2 = 0, and since ∂(a) = 0
the following diagram
k
id //
0

k
k
id
OO
0 // 0
0
OO
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should be commutative, what is obviously not the case. Hence, M is an in-
decomposable representation. Consider the endomorphism E : M → M given
by E1 = E2 = 0 and E(v) := idk . It is an idempotent, as the composition
E2 := E ◦ E :
k
0 //
id

k
0 //
id

k
k
id
OO
0 //
k
id
OO
0 //
k
id
OO
consists of E21 = E
2
2 = 0 and E
2(v) = E2E(v) + E(v)E1 + E(v)M(a)E(v) =
id
k
id
k
id
k
= id
k
. SinceM is indecomposableE does not split. Hence, Rep(Q, ∂)
is not karoubian.
To avoid these peculiarities Roiter and Kleiner introduced in [KR75] an
additional property:
(D4)* triangularity: there is a level map h : Q→ N such that the differential of
any arrow involves only arrows of strictly smaller level.
Another important property is the linearity condition.
(D5)* linearity: the differential of any arrow is a linear combination of paths of
lengths at most 2,
Obviously, the triangularity and linearity properties can be formulated in terms
of generators of a normal free bocs. Bocses with these properties are called
triangular and linear respectively.
Remark 6.3.7. The linearity property simplifies the differential. Normal free
triangular and linear bocses generalize the concept of bimodule problems. In
Appendix C we give a formal definition of a bimodule problem and prove the
corresponding statement. Unfortunately, in the course of matrix reduction the
linearity property can be affected.
Let us consider properties of triangular differential biquivers.
Lemma 6.3.8. Let (Q, ∂) be a triangular differential biquiver and S :M → N
be a morphism of representationsM,N ∈ Rep(Q, ∂). Then S is an isomorphism
if and only if the maps S1, . . . Sn are isomorphisms.
Proof. In one direction the lemma is obvious. Assume S is a morphism with
invertible S1, . . . Sn. Construct the morphism S
′ as follows: for a vertex i ∈ I,
take S ′i := (Si)
−1, for a minimal arrow u take S ′(u) := −S−1j S(u)S
′
i and for
an arbitrary arrow v with the differential ∂(v) =
∑
αp1up2u
′p3 define S
′(v)
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by induction. That is assume that S ′(u′) is already defined for each u′ with
h(u′) < h(u) and take
S ′(v) := S−1j
(
− S(v)S ′i −
∑
αM(p1)S(u)N(p2)S
′(u′)M(p3)
)
.
Applying (6.12) we see that the composition S ◦ S ′ is the identity morphism of
M. Analogously, we can construct the morphism S ′′ such that S ′ ◦ S ′′ = idN .
Using the associativity law we obtain: S = S ◦ (S ′ ◦ S ′′) = (S ◦ S ′) ◦ S ′′ = S ′′
thus S−1 := S ′ is the inverse morphism of S.
We also need the following technical lemma:
Lemma 6.3.9. Let M be a representation of a triangular differential biquiver
(Q, ∂), let {Ni|i ∈ I} be a set of vector spaces of dimension dim(Ni) = dim(Mi)
and let {Si : Mi → Ni, S(v) : Mi → Nj|i, j ∈ I, v ∈ Q1(i, j)} be a set of linear
maps, with invertible Si.
Then there exists a representation N ∈ Rep(Q, ∂) and a morphism of rep-
resentations S : M → N, with the given set of vector spaces and the given set
of linear maps.
Proof. To prove the lemma we define morphisms N(a) : Ni → Nj for each
a ∈ Q0(i, j) in such a way that relations (6.11) hold. For a minimal edge
a ∈ Q0(i, j), ∂(a) = 0 define N(a) := SjM(a)S
−1
i . For any other arrow a define
N(a) by induction on level. Assume N(b) is defined for all b of level smaller
than that of a. Recall that if ∂(a) =
∑
αp1 · v · p2, where α ∈ k, p1 and p2 are
solid paths consisting of arrows of level smaller than level of a, and p1 · v · p2 is
a path from i to j of degree one; then S(∂(a)) =
∑
αN(p1)S(v)M(p2). Define
N(a) = SjM(a)S
−1
i + S(∂(a))S
−1
i . That completes the proof.
Theorem 6.3.10 ([KR75]). If (Q, ∂) is a triangular differential biquiver then
Rep(Q, ∂) is karoubian.
Proof. Let M ∈ Rep(Q, ∂) be a representation and E : M → M, E2 = E be
a nontrivial idempotent. We claim that M is decomposable. Indeed, consider
the set of linear maps: Si := idMi for i ∈ I and S(v) := EjE(v) − E(v)Ei
for v ∈ Q1(i, j). Then by Lemma 6.3.9 there exists a representation N and an
isomorphism S : M → N. Note that S−1i = idMi and S
−1(v) = −S(v). Define
an endomorphism E ′ := S ◦ E ◦ S−1 of N :
M
E //M
S

N
S−1
OO
E′ //N,
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then E ′i = Ei : Mi →Mi and for v ∈ Q1(i, j) with ∂(v) = 0 we have
E ′(v) =
(
S ◦ E ◦ S−1
)
(v)
=
(
(S ◦ E) ◦ S−1
)
(v)
= (S ◦ E)jS
−1(v) + (S ◦ E)(v)S−1i
= −(S ◦ E)jS(v) + (S ◦ E)(v)S
−1
i (since S
−1(v) = −S(v))
= −EjS(v) + (S ◦ E)(v) (since Si = S
−1
i = idMi)
= −EjS(v) + SjE(v) + S(v)Ei
= −Ej
(
EjE(v)− E(v)Ei
)
+ E(v) +
(
EjE(v)− E(v)Ei
)
Ei
= −EjE(v) +EjE(v)Ei +E(v) + EjE(v)Ei − E(v)Ei
= E(v)−EjE(v)− E(v)Ei + 2EjE(v)Ei
= 0.
The last equality should be explained. Indeed, since E is an idempotent, E(v) =
E2(v) = EjE(v)+E(v)Ei and multiplying this equality by Ej from the left and
by Ei from the right we obtain: EjE(v)Ei = 0.
The endomorphism E ′ : N → N is a nontrivial idempotent E ′2 = E ′ with
E ′(v) = 0 and E ′i = Ei, i.e. E
′ is a morphism not only in Rep(Q, ∂) but also in
the category of representations of the solid quiver Q0. Hence, the representation
N splits N = ker(E ′)⊕ im(E ′). Induction on level completes the proof.
A normal free triangular bocs is called a Roiter bocs. From now on we
assume all differential biquivers to be triangular. Finally we are ready to give
the definition, which is the underlying reason for introducing the formalism.
Definition 6.3.11. A matrix problem is the problem of describing the category
ind(Rep(Q, ∂)), where (Q, ∂) is a triangular differential biquiver.
Remark 6.3.12. In Section 6.6 we modify this definition and consider matrix
problems with respect to bricks, i.e. representations with no nonscalar endo-
morphisms.
One remark on matrix problems
Sometimes it is useful to come back to the original informal definition. Let
(Q, ∂) be a differential biquiver, then its representation M can be considered
as a matrix in some general sense: it is a matrix divided into n× n blocks and
if a : i→ j is a solid arrow, then M(a) is a block on the entry (ji). If there are
more than one arrow from i to j, then there are several blocks placed on the
entry (ji). A morphism S :M → N is also a generalized matrix S consisting of
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blocks S(v) on places (ji) for each dotted arrow v : i→ j and blocks Si := S(wi)
on the diagonal together with a block matrix equation
S ∗∂ M = N ∗∂ S, (6.15)
where the multiplication ∗∂3 of such generalized matrices is the set of equations
for blocks of M determined by the differential ∂ according to formula (6.11),
and the composition S ∗∂ T of S :M → N and T : N → L is defined according
to (6.12).
Note that a morphism S :M → N is an isomorphism if Si are isomorphisms,
for all i ∈ I. In this case keeping with matrix terminology S determines a
transformation of N
N 7→ S−1 ∗∂ N ∗∂ S, (6.16)
where S−1 is the transformation inverse to S, the multiplication is applied cor-
rectly since S−1 has the same block form as S.
Example 6.3.13. In Example 6.3.4 the matrix M =
(
M(a),M(b)
)
can be
written in the form
1
2
3
1 2 3
M(a)M(b)
and respectively the matrix S has the form
1
2
3
1 2 3
S1
S2
S(v) S3
,
where the empty spaces always denote zero blocks. Thus we obtain the following
transformation rule:
M =
(
M(a),M(b)
)
7→
(
S−11 M(a)S2 −M(b)S(v), S
−1
1 M(b)S3
)
or equivalently: M 7→ S−1 ∗∂ M ∗∂ S.
3 if the biquiver Q contains no double arrows the multiplication ∗∂ frequently appears to be just the usual
matrix multiplication modulo blocks (ij) for i j such that A(j, i) = 0.
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Step of matrix reduction
Let us recall the general approach to matrix problems. Let b : 2→ 1 be a mini-
mal edge of a differential biquiver (Q, ∂) Then to describe its representations we
reduce the matrixM(b) by the Gauß algorithm to the form
(
0 0
I 0
)
. Substituting
this form in (6.15) we obtain some restrictions for S(w1), S(w2) and probably
for some other blocks, what implies a finer structure for S. Moreover, if b is
involved in any differential ∂a = vb+ ..., then some sub blocks of M(a) can be
killed by S(v) and thus M(a) becomes a finer block structure, too. From the
nonreduced sub blocks we form a new matrix M(new) and correspondingly from
the independent subblocks of S form a new matrix S(new). The new multiplica-
tion ∗∂˜ is uniquely determined by the old one. Such a procedure is called a step
of matrix reduction and gives the matrix interpretation of a reduction step for
differential biquivers, which we consider rigorously in Section 6.5.
In the following section we list some examples of differential biquivers, which
appear as problems of classification of vector bundles on degenerations of elliptic
curves.
6.4 Examples of Roiter Bocses
To illustrate the formalism let us reformulate the matrix problems obtained in
Section 2.5 in terms of Roiter bocses.
Matrix problem for a nodal curve
In the following two examples we formulate the matrix problem for a nodal
curve in terms of differential biquivers.
Example 6.4.1 (Matrix problem with two blocks). For simplicity assume
that µ˜ consists of two blocks 0 and 1, the general case will be treated in Example
6.4.2. Recall that µ˜ consists of two block matrices µ(0) and µ(∞)
µ˜ =
(
µ(0), µ(∞)
)
=
(
B0(0)
B1(0)
,
B0(∞) 0
B1(∞) 1
)
and transformations are pairs (F¯ , f), where F is of the form
F¯ = (F (0), F (∞)) =
(
S0 0
S010 S1
,
S0 0 0
S∞10 S1 1
)
and f is given by an invertible matrix S together with relations (2.17):(
µ(0), µ(∞)
)
7→
(
F (0)−1µ(0)S, F (∞)−1µ(∞)S
)
,
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Consider the biquiver:
•
0
u∞

u0

•
∗
a∞
jj
a0
__
b0
 b∞tt
•
1
(6.17)
with the differential:
∂(a0) = ∂(a∞) = ∂(u0) = ∂(u∞) = 0
∂(b0) = u0a0
∂(b∞) = u∞a∞
Then µ˜ can be considered as a representationM of the biquiver (Q, ∂). Indeed,
for i = 0,∞, taking M(ai) := B0(i), M(bi) := B1(i) and morphisms M(ui) :=
Si10, M(w0) = S0, M(w1) = S1 and M(w∗) = S we obtain the matrix problem
for a node with two blocks.
Example 6.4.2 (General matrix problem). If µ consists of more than
two blocks we get the following differential biquiver (Q, ∂) : For a vertex
j ∈ {1, . . . , n} the biquiver Q restricted to {cj, ∗} is
•
∗
a0j
22
a∞j
,,
•
cj
For any two vertexes cj and ck j, k ∈ {1, . . . , n} and k < j the biquiver Q
restricted to {cj, ck} is
•
ck
u0jk
22
u∞jk
,,
•
cj
(6.18)
The set of vertices {1, . . . , n} is totally ordered with respect to the relation
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(6.18). The differential is defined as follows:
∂a0j =
∑
k<j
u0jka
0
k
∂a∞j =
∑
k<j
u∞jka
∞
k
∂u0jk =
∑
k<l<j
u0jlu
0
lk
∂u∞jk =
∑
k<l<j
u∞jl u
∞
lk
Putting all arrows together we obtain a biquiver Q of the form:
•
c2 22
. . .
,,
++ &&
•
cn−1
...
$$ 
•
c1
...
GG:: 8833
11
. . .
-- •
cn
•
∗
oo hh
__UU
66//
II??
Analogously to the previous case, a description of isomorphism classes of
representations M ∈ Rep(Q, ∂) corresponds to the matrix problem formulated
in Subsection 2.5.
Note that vertices c1, . . . , cn together with the set of dotted arrows either
u0 := {u0jk} or u
∞ := {u∞jk} form a totally ordered set.
Matrix problem for cycles of projective lines
In the following example we reformulate the matrix problem for vector bundles
on cycles of projective lines in terms of Roiter bocses.
Example 6.4.3. For cycles of projective lines we construct a biquiver sim-
ilarly to the previous example. The set of vertexes consists of n series of
ci = {ci1, . . . c
i
mi
} and n stars ∗1, . . . , ∗n. The quiver Q restricted to a set ci
consists of two parallel dotted arrows (uijk)
0 and (uijk)
0 for k < j < mi as
shown in (6.18). The solid arrows are a0ji : ∗i −→ c
i
j and a
∞
ji : ∗i+1 −→ c
i
j , for
i ∈ {1, . . . n − 1}, j ∈ {1, . . . , mi} and a0jn : ∗n −→ c
n
j and a
∞
jn : ∗1 −→ c
n
j ,
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j ∈ {1, . . . , mn}. The solid quiver Q0 has form
. . .
•
ci1
•
ci2 . . .
•
cimi
•
ci+11
•
ci+12 . . .
•
ci+1mi+1 . . .
•
∗i
VV-----------
FF
==|||||||||||||||
66mmmmmmmmmmmmmmmmmmmmmmmmm
•
∗i+1
hhQQQQQQQQQQQQQQQQQQQQQQQQQ
ffMMMMMMMMMMMMMMMMMMMM
XX111111111111
FF
==|||||||||||||||
66mmmmmmmmmmmmmmmmmmmmmmmmm
•
∗i+2
hhQQQQQQQQQQQQQQQQQQQQQQQQQ
ffMMMMMMMMMMMMMMMMMMMM
XX111111111111
HH
The biquiver Q sometimes is called a bunch of chains, Since the sets ci are
totally ordered sets and Q0|ic can be considered as two chains of dotted arrows
with the transitivity relation. The differential is defined as follows:
∂a0ji =
∑
k<j
(uijk)
0a0ki,
∂a∞ji =
∑
k<j
(uijk)
∞a∞ki .
∂u0ijk =
∑
k<l<j
u0ijlu
0i
lk
∂u∞ijk =
∑
k<l<j
u∞ijl u
∞i
lk
Remark 6.4.4. The matrix problems (i.e. differential biquivers) described
in Examples 6.4.1–6.4.3 are known in the representation theory as Gelfand
problems or representations of bunches of chains. The isomorphism classes of
indecomposable representations of this class of matrix problems were described
in [Bon92, KL86, CB89].
Note that, problems of this kind are frequently formulated in the bimodule
language (see for example [DG01]). In Appendix C we show that any bimodule
problem can be presented as a Roiter bocs with the same biquiver.
Original matrix problem for a cuspidal cubic curve
For simplicity we only consider the matrix problem with two blocks. The general
case can be easily deduced along similar lines as in Example 6.4.2.
Example 6.4.5 (Matrix problem with two blocks). Assume that µ˜ con-
sists of two blocks 0 and 1, recall the matrix problem for a cuspidal cubic curve
obtained in Section 3:
µ˜ = µ(0) + ε · µε(0) =
B0(0)
B1(0)
+ ε ·
B0(0) 0
B1(0) 1
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and transformations are pairs (F¯ , f), where F is of the form
F¯ = F (0) + ε ·
dF
dz0
(0) =
S0 0
S10 S1
+ ε ·
0 0 0
S ′10 0 1
and f is given by an invertible matrix S together with relations (3.3). This
matrix problem corresponds to the category of representations of the following
differential biquiver (Q, ∂):
•
0
uε

u

•
∗
aε
jj
a
__
b
 bεtt
•
1
(6.19)
with the differential:
∂(a) = ∂(aε) = 0
∂(b) = ua
∂(bε) = uaε + uεa
Note that the biquiver Q is the same as in diagram (6.17) from Example 6.4.1.
The matrix problem formulated in Section 3 boils down to the classification of
representations of this biquiver (Q, ∂). Indeed, taking M(a) := B0, M(aε) :=
B0ε, M(b) := B1 and M(bε) := B1ε we construct an object, and morphisms are
obtained taking M(u) := Ss10, M(uε) := S
′
10, M(w0) = S0, M(w1) = S1 and
M(w∗) = S.
Remark 6.4.6. Note that the differential biquiver corresponding to a cuspidal
cubic curve is a degeneration of the differential biquiver corresponding to a
nodal curve. Indeed, the underlining biquivers in both cases are the same.
•
0
u

u′

•
∗
a
jj
a′
__
b′
 btt
•
1
Thus the corresponding bocses have isomorphic categories A and isomorphic A-
bimodule V.Obviously, the differential should be defined for arrows b and b′ only.
The space of admissible differentials has dimension 8 over k. Moreover, two
differentials are isomorphic if one can be obtained from the other by recollecting
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vector bases {a, a′}, {b, b′} and {u, u′}. Hence, a differential can be determined
by its canonical form. Taking the proper base change, we obtain:
∂(b) =
a a′
1 0 u
0 0 u′
and ∂(b′) =
a a′
0 ∗ u
∗ ∗ u′
Consider the following family of differentials:
∂(b) =
a a′
1 0 u
0 0 u′
and ∂(b′) =
a a′
0 1 u
1 λ u′
If λ 6= 0 it can be reduced to λ = 1, then by transformation u 7→ u + u′ and
a 7→ a+ a′ we obtain
∂(b) =
a a′
1 0 u
0 0 u′
and ∂(b′) =
a a′
0 0 u
0 1 u′
which is the differential of the nodal curve: ∂(b) = ua and ∂(b′) = u′a′.
Analogously, if λ = 0 we obtain the differential for the cuspidal cubic curve:
∂(b) = ua and ∂(b′) = u′a+ ua′.
Original matrix problem for a tacnode curve
Example 6.4.7 (Matrix problem with two blocks). Analogously to the
previous cases let us find the differential biquiver (Q, ∂) corresponding to the
matrix problem of a tacnode curve, formulated in Chapter 4 (relations (4.3)–
(4.6)). The biquiver:
•
01
uε1

u1

•
02
u2

uε2

•
v

∗
bε2 **
b2

b1
 bε1tt
a2
??aε2
44
aε1
jj
a1
__
•
11
•
12
(6.20)
and the differential
∂(ai) = 0
∂(aεi) = aiv
∂(bi) = uiai
∂(bεi) = uiaεi + uεiai + biv.
for i = 1, 2.
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6.5 Reduction Algorithm
Let (Q, ∂) be a triangular differential biquiver. In this section we introduce
two base-change procedures based on Proposition 6.2.5, which transform (Q, ∂)
to a Morita-equivalent differential biquiver (Q˜, ∂˜). For a sincere representation
M ∈ Rep(Q, ∂) the procedures reduce its norm i.e. for the corresponding rep-
resentation of (Q˜, ∂˜) we have ‖M‖ > ‖M˜‖.
Definition 6.5.1. A solid arrow a : i → j of a differential biquiver (Q, ∂) is
called superfluous or non-regular if
∂(a) = αv +
∑
k
βkpk,
where α, βk ∈ k are coefficients and α 6= 0, and pk are paths from i 7→ j of
degree one such that the arrow v is not contained in any of them.
Remark 6.5.2. In terms of bocses, an arrow a is superfluous if its differential
can be included in a system of generators of V .
Proposition 6.5.3 (Regularization). Let a be a superfluous arrow of a tri-
angular differential biquiver (Q, ∂). Let Q˜ be a biquiver with the same set
of vertices, the set of solid arrows Q˜0 := Q0 \ {a}, the set of dotted arrows
Q˜1 := Q1 \ {v}; and let ∂˜ : kQ˜ → kQ˜ be a k-linear map obtained from ∂
by substitution v = −α−1
(∑
k βkpk
)
. Then (Q˜, ∂˜) is a triangular differential
biquiver and the categories Rep(Q, ∂) and Rep(Q˜, ∂˜) are equivalent.
Proof. Let A := (A, V ) be a Roiter bocs corresponding to the differential
biquiver (Q, ∂). We will show that the set (Q˜, ∂˜) is the differential biquiver
corresponding to the bocs A B, where B := A/(a) and F : A → B is the
natural projection. The claim follows from Proposition 6.2.5 if we choose a
proper subbox A ′, a category B′ and a functor F ′ : A′ → B′.
By Remark 6.5.2 we can assume u := ∂(a) to be a generator of V . Consider
the sub-bocs A ′ := (A′, V ′), with A′ = 〈a〉
k
⊂ A and V
′
= 〈u〉A′ and section
w
′ = {w1, w2} if a : 1→ 2 is an edge and w′ = {1} if a : 1→ 1 is as a loop.
Define B′ := ind(RepA ′) to be the discrete category of iso-classes of inde-
composable representations of A ′.
If a : 1→ 2 is an edge then there are three indecomposable representations
of the category A′, namely X1 : k1 → 02, Y : 01 → k2 and Z : k1
id
→ k2, but
if we consider representations of the bocs A ′, the representation Z becomes
decomposable: Z ∼= X1 ⊕ Y with isomorphism S = (S1 = S2 = S(v) = id).
Thus the discrete category B′ consists of two elements X1 and Y .
If a : 1 → 1 is a loop, the indecomposable representations of A′ are
Jordan blocks J(λ), λ ∈ k. But if we consider representations of the bocs
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A ′, all representations of the same dimension are isomorphic. Indeed, let
M,N ∈ Rep(A ′) be two representations with dimM1 = dimN1. Construct
the isomorphism S : M → N, S = {S1, S(v)}, where S1 is an isomorphism and
S(v) := N(a)S1 − S1M(a). Hence, a representation of A ′ of dimension greater
then one is isomorphic to a decomposable one, and B′ contains a unique object
X1 : k1
0
→ k1.
Let F ′ : A′ → B′ be the forgetful functor, which ”forgets” the morphism a
and preserves objects. Then in terms of Proposition 6.2.5 the push-out B in
both cases will be isomorphic to the category A/(a). The constructed bocs A B
is normal, free and triangular i.e. a Roiter bocs. However, the substitution of
the arrow v can affect linearity.
Using Proposition 6.5.3 we can get rid of superfluous arrows. This pro-
cedure is called regularization. It preserves the vector dimension of a sincere
representation M but reduces its norm.
Remark 6.5.4. Since by regularization the linearity condition can be affected, a
bimodule problem can degenerate to a problem which is no longer of a bimodule
type.
Minimal Edge Reduction
The most essential type of base change procedures, which we use, is called
the minimal edge reduction proposed by Roiter in [Ro79] to encode the Gauß
Algorithm. Apply Proposition 6.2.5 to the following situation. Let A = (A, V )
be a Roiter bocs with a normal section w and let (Q, ∂) be the corresponding
differential biquiver. Assume b : 1 → 2 to be a solid edge arrow minimal with
respect to triangularity (i.e. ∂(b) = 0 ). Let A′ be the subcategory generated
by b and A ′ = A′ be a principal bocs with quiver Q′:
•
b //1 •2 .
As was mentioned above, A′ has three indecomposable representationsX : k1 →
02, Y : 01 → k2 and Z : k1 → k2. Let B
′ be the discrete category ind(Rep(A ′))
with three objects X, Y and Z, which for convenience we rename as 1, 2 and 0.
The functor F ′ : A′ → add(B′) is defined as
1 7→ 0⊕ 1 ,
2 7→ 2⊕ 0 ,
b 7→
(
0 0
1 0
)
.
According to Proposition 6.2.5 the bocs A B := (B,B V B) is Morita-equivalent
to A , where B is a skeleton of the push-out of the triple (add(B′)
F ′
← A′
i
→֒ A).
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We claim that the bocs A B is normal, free and triangular. Moreover, it is
linear if so is A . In other words, from the push-out we recover a new differential
biquiver (Q˜, ∂˜) Morita equivalent to (Q, ∂). Let us have a look at its structure.
1. The set of vertices I˜ consists of all vertices i ∈ I together with the new
one 0:
I˜ = {0} ∪ I.
2. Consider the image of the section w under the morphism F :
F (w1) :=
(
ξ0, ξ01
ξ10, ξ1
)
and
F (w2) :=
(
η2, η20
η02, η0
)
.
Since ∂(b) = 0, we get
0 = F (∂(b)) = F (bw1 − w2b) = F (b)F (w1)− F (w2)F (b).
In terms of matrices this is equivalent to the equality:(
0 0
1 0
)(
ξ0, ξ01
ξ10, ξ1
)
,=
(
η2, η20
η02, η0
)(
0 0
1 0
)
from which we deduce ξ20 = η01 = 0 and η0 = ξ0. Since w is a normal
section, i.e. µ(wi) = wi ⊗ wi, by the definition of comultiplication µ˜ :=
µA B . For i ∈ I we have:
µ˜(F (wi)) = F (µ˜(wi)) = F (wi ⊗ wi) = F (wi)⊗ F (wi),
where F denotes the extension of F on the tensor category A[V ]. For
i = 1 we obtain
µ˜(F (w1)) =
(
µ˜(ξ0) 0
µ˜(ξ10) µ˜(ξ1)
)
and
F (w1)⊗ F (w1) =
(
ξ20 0
ξ10 ⊗ ξ0 + ξ1 ⊗ ξ10 ξ21
)
,
hence, µ˜(ξ0) = ξ
2
0 , µ˜(ξ1) = ξ
2
1 and ∂˜(ξ10) = 0. The same equalities can be
written for entries of w2. Thus, taking w˜1 := ξ1, w˜2 := η2, w˜0 := ξ0 = η0
we have
F (w1) =
(
w˜0 0
ξ w˜1
)
, and F (w2) =
(
w˜2 0
η w˜0
)
.
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Taking w˜i := F (wi) for i ∈ I \ {1, 2} we construct a normal section of the
bocs A B.
For simplicity we denote ξ := ξ10 and η := η02 and call them the “new”
dotted arrows, since ξ and η belong to the kernel of the counit BV B, and
thus ξ, η ∈ Q˜1. As was shown above ∂˜(ξ) = ∂˜(η) = 0.
3. Besides ξ and η, arrows of Q˜0 ∪ Q˜1 are entries of images F (x) of arrows
x ∈ Q0∪Q1. The morphism F (x) maps F (i) to F (j) and F (x) = idF (j)⊗
x⊗ idF (i). Introduce new notations x˜ij := idi˜ · x · idj˜ and write x˜i instead
of x˜ii. Entries x˜ij are arrows of Q˜ provided that x is an arrow of Q.
If x : i → j is an arrow for i, j ∈ I \ {1, 2} then x˜ := F (x) : i˜ → j˜ itself
is an arrow. Otherwise F (x) induces more then one arrow: if j = 1 and
i 6= 1, 2 then
F (x) =
(
id0 · x · idi˜
id1 · x · idi˜,
)
=
(
x˜0i
x˜1i
)
,
if j = 2, i 6= 1, 2
F (x) =
(
x˜2i
x˜0i
)
,
if i = 1 or i = 2 and j ∈ I \ {1, 2} then
F (x) = (x˜j1, x˜j0)
or respectively
F (x) = (x˜j0, x˜j2).
Analogously, for x : 1→ 1
F (x) =
(
x˜0 x˜01
x˜10 x˜1
)
;
for x : 2→ 2
F (x) =
(
x˜2 x˜20
x˜02 x˜0
)
;
for x : 1→ 2
F (x) =
(
x˜20 x˜21
x˜0 x˜01
)
;
and respectively for x : 2→ 1
F (x) =
(
x˜02 x˜0
x˜12 x˜10
)
.
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4. The differential ∂˜ on arrows xij ∈ Q˜0∪ Q˜1 is determined by the equation:
F (∂(x)) = ∂˜(F (x)).
Constructed map ∂˜ is a differential. Indeed, ∂˜2(x˜) = 0 for all x˜ ∈ Q˜0∪Q˜1,
since
∂˜2(F (x)) = ∂˜(∂˜(F (x))) = ∂˜(F (∂(x))) = F (∂(x)).
5. Now we check the triangularity property. Let h : Q0 ∪ Q1 → N be the
level map. Put an order h˜ on arrows x˜ ∈ Q˜0 ∪ Q˜1. For x˜ an entry of F (x)
and y˜ an entry of F (y), where x, y ∈ Q0 ∪ Q1 and h(x) > h(y), define
h˜(x˜) > h˜(y˜). Let us order arrows x˜ which appear as entries of F (x) for
the same arrow x ∈ Q0 ∪ Q1. Keeping with notations of entries of item
(3.) from the definition of ∂˜ and µ˜ we get
– for x : i→ 1 h˜(x˜1i) > h˜(x˜0i),
– for x : 1→ i h˜(x˜i0) > h˜(x˜i1),
– for x : i→ 2 h˜(x˜0i) > h˜(x˜2i),
– for x : 2→ i h˜(x˜i2) > h˜(x˜i0)
and
– for x : 1→ 1 define h˜(x˜10) > h˜(x˜0) = h˜(x˜1) > h˜(x˜01),
– for x : 2→ 2 define h˜(x˜02) > h˜(x˜0) = h˜(x˜2) > h˜(x˜20),
– for x : 2→ 1 define h˜(x˜12) > h˜(x˜02) = h˜(x˜10) > h˜(x˜0),
– for x : 1→ 2 define h˜(x˜0) > h˜(x˜01) = h˜(x˜20) > h˜(x˜21).
Ordered in such a way arrows are involved in differentials of arrows of
higher level. Thus the differential biquiver (Q˜, ∂˜) is triangular or, in other
words, A B is a Roiter bocs.
6. Assume that (Q, ∂) is a linear bocs. Hence, if x ∈ Q0(i, j) is a dotted
arrow with the differential
∂(x) =
∑
i99Kj
α0v0 +
∑
i99Kk→j
α1a1v1 +
∑
i→k99Kj
α2v2a2,
where α0, α1, α2 ∈ k, a1 ∈ Q(k, j), a2 ∈ Q0(i, k) and v0 ∈ Q(i, j), v1 ∈
Q1(i, k), v2 ∈ Q1(k, j) then we get an equation
F (x)F (wi)− F (wj)F (x) =
∑
i99Kj
α0F (v0) +
∑
i99Kk→j
α1F (a1)F (v1) (6.21)
+
∑
i→k99Kj
α2F (v2)F (a2).
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Rewritten for entries this equation implies formulas for ∂˜(x˜). Similarly,
consider dotted arrows. Assume x ∈ Q1(i, j) and
∂(x) =
∑
i99Kk99Kj
αu⊗ v,
where α ∈ k, u ∈ Q1(k, j) and v ∈ Q1(i, k), then
F (x)F (wi)− F (wj)F (x) =
∑
i99Kk99Kj
αF (u)F (v) (6.22)
From equations (6.21),(6.22) obviously follows the linearity property for
the differential ∂˜.
Remark 6.5.5. If M is a sincere at vertices 1 and 2 representation of A then
this procedure reduces not only its norm but also its dimension. Indeed, if M
is a representation of a bocs A and M˜ is a representation of the bocs A B such
that F ∗(M˜) = M then M˜(i) = M(i) for i ∈ I \{1, 2} andM(1) = M˜(1⊕0) and
M(2) = M˜(0⊕2). Thus dim(M) = dim(M˜)+dim(M˜(0)) and if dim(M˜(0)) > 0
then dim(M˜) < dim(M). Hence, starting with a representationM in the course
of reduction we make its dimension smaller. Thus, the regularization procedure
and minimal edge reduction make possible the induction on the norm on all
Roiter bocses, as long as there exists a minimal edge or a superfluous arrow.
The difficulty appears for bocses, all of whose minimal arrows are loops. In
[Dro79] Drozd introduced a partial loop reduction procedure but we do not
discuss it here.
Let us illustrate the reduction algorithm on the following example:
Example 6.5.6. Let (Q, ∂) be a differential biquiver corresponding to the ma-
trix problem from Subsection 3.2. Then the category Rep(Q, ∂) is equivalent to
the matrix category BMP constructed for a cuspidal cubic curve.
The corresponding biquiver Q is:
•
1
a1 ::
u21
33 •
2
a2dd
a12
ss (6.23)
with the differential ∂ defined as:
∂(a12) = 0,
∂(a1) = a12u21
∂(a2) = −u21a12.
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Next, we apply the minimal edge reduction to the minimal arrow a12. Recall
that
F (a12) =
(
0 0
1 0
)
,
F (a1) =
(
a˜1 a˜10
a˜01 a˜0
)
and
F (a2) =
(
a˜′0 a˜02
a˜20 a˜2
)
.
We proceed analogously for dotted arrows and the section:
F (u21) =
(
u˜01 u˜0
u˜21 u˜20
)
.
Let ∂˜ denote the differential induced by the section w˜, then we should check
the relations ∂˜(F (ai)) = F (∂ai) for i = 1, 2 :
F (a1)F (w1)− F (w1)F (a1) = F (a12)F (u21)
and
F (a2)F (w2)− F (w2)F (a2) = −F (u21)F (a12).
Thus we obtain a new differential ∂˜ defined by the formulas:
∂˜(a0) = −u˜0 − ξa˜10
∂˜(a01) = −u˜01 − ξa˜0 + a˜1ξ
∂˜(a10) = 0
∂˜(a1) = a˜10ξ.
From the second equation we get:
∂˜(a2) = −ηa˜02
∂˜(a20) = u˜20 − ηa˜
′
0 + a˜2η
∂˜(a02) = 0
∂˜(a0) = u˜0 + a˜02η.
Applying the regularization procedure to the arrows a˜01, a˜20 and either to a0
or a′0 we kill these arrows and simultaneously we get rid of the corresponding
dotted arrows: u˜01, u˜20 and one of u0, since they become dependent and can be
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expressed by the other arrows. Since u˜0 appears in the differential of both a˜0
and a˜′0, thus substituting its value to the remaining differential we get
∂˜(a0) = a˜02η − ξa˜10.
Finally, after a minimal edge reduction and regularization we obtain a differen-
tial biquiver (Q˜, ∂˜) :
•
2
a˜2 ::
a˜02
33 •
0
a˜0
CC
η
ss
a˜10
33 •
1
a˜1dd
ξ
ss
u˜21
 (6.24)
with the differential: ∂˜(a˜1) = a˜10ξ, ∂˜(a˜2) = −ηa˜02 and ∂˜(a˜0) = −ξa˜10 + a˜02η.
The new minimal arrows are now a˜02 and a˜10. Note that if we omit one of the
objects 1 or 2, we obtain the same biquiver to that one we started with.
Example 6.5.7. Analogously to Example 6.5.6 starting with the differential
biquiver (Q, ∂)
•
2
a12
33 •
1
a1dd
u21
ss (6.25)
equipped with the differential ∂ given by the formulas: ∂(a12) = 0 and ∂(a1) =
a12u21. After performing the minimal edge reduction we obtain the biquiver Q˜
•
2
•
0ηss
u˜20
kk
a˜10
33 •
1
a˜1dd
ξ
ss
u˜21
|| (6.26)
with the differential
∂˜(a˜10) = 0
∂˜(a˜1) = a˜10ξ.
Restricting Q˜ onto the set of objects {0, 1} we obtain the same problem to that
one we started with.
6.6 Bricks
Definition 6.6.1. A representation of a differential biquiver is called a brick if
it has no nonscalar endomorphisms. Let Br(Q, ∂) denote the full subcategory
of bricks of Rep(Q, ∂).
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Lemma 6.6.2. Let (Q, ∂) be a differential biquiver containing a dotted arrow
u : i 99K j, which is not involved in the differential of a solid arrow. Then
Rep(Q) contains no sincere bricks and
Br(Q, ∂) = Br(Qi, ∂) ∪ Br(Qj, ∂),
where (Qi, ∂) is the differential biquiver (Q, ∂) restricted to I \ {j}, and respec-
tively, (Qj, ∂) is (Q, ∂) restricted to I \ {i}.
Proof. Assume that M is a sincere representation and define an endomorphism
S :M →M as follows: take S(u) to be a nonzero linear map and for all dotted
arrows v 6= u put S(v) := 0 and Si to be the identity maps for all i ∈ I. Thus we
construct a nonscalar endomorphism ofM. Hence, there exist no sincere bricks,
and any brick belongs either to Rep(Qi, ∂) or to Rep(Qj, ∂) or to both.
Example 6.6.3. Consider the differential biquiver (6.24) obtained in Example
6.5.6 after the minimal edge reduction and regularization. The dotted arrow
u˜21 is not involved in any differential, applying Lemma 6.6.2 we get:
Br(Q, ∂) ∼= Br(Q˜, ∂˜) = Br(Q˜|{0,1}, ∂˜) ∪ Br(Q˜|{0,2}, ∂˜).
As it was mentioned before both biquivers (Q˜|{0,1}, ∂˜) and (Q˜|{0,2}, ∂˜) are equal
to the differential biquiver (Q, ∂) we started with. Thus the problem from
Example 6.5.6 is self-reproducing with respect to bricks.
Example 6.6.4. Applying Lemma 6.6.2 for the biquiver (Q˜, ∂˜) obtained in
Example 6.5.7 we get
Br(Q, ∂) ∼= Br(Q˜, ∂˜) = Br(Q˜|{0,1}, ∂˜) ∪ {2}.
6.7 On one class of brick-tame bocses
In this section we generalize the differential biquivers from Examples 6.5.6 and
6.5.7 and introduce a class BT of brick-tame differential biquivers.
Definition 6.7.1. We say (Q, ∂) is a full BT-differential biquiver if there exists
a set of distinguished loops:
a := {ai ∈ Q0(i, i)|i ∈ I}
and an injective map:
v : Q0 \ a →֒ Q1,
mapping a solid arrow a : i→ j to an opposite directed dotted arrow va := v(a) : j 99K i,
and for each distinguished loop ai ∈ a we get
∂ai =
∑
j→i
bijv(bij)−
∑
i→j
v(bji)bji.
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A differential biquiver obtained from a full BT-differential biquiver by eliminat-
ing some distinguished loops is called a BT-differential biquiver.
In terms of bocses it means the bocs B is of type BT if B = A A¯, where
A = (A, V ) is a bocs corresponding to a full BT-differential biquiver and A¯ =
A/〈ai1, . . . , aik|aij ∈ a〉. Clearly, any BT-differential biquiver can be uniquely
extended to a full one. The differential biquivers (Q, ∂) and (Q˜, ∂˜) from Ex-
ample 6.5.6 are full BT-biquivers. The differential biquivers (Q, ∂) and (Q˜, ∂˜)
from Example 6.5.7 are also of type BT but not full.
Remark 6.7.2. Note that if (Q, ∂) is a BT-differential biquiver then so is
(Q|I ′, ∂), for any subset I ′ ⊂ I, and if (Q, ∂) is full then so is (Q|I ′, ∂). In terms
of bocses it means: if A = (A, V ) is a Roiter bocs corresponding to (Q, ∂) then
we have a morphism of k-algebras: F : A→ A¯, where A¯ := A/〈ei1, . . . , eik|ij ∈
I, ij 6∈ I
′〉, and the induced morphism of bocses: F : A → A¯ , where A¯ = A A¯.
Obviously, the induced functor F ∗ : Rep(A¯ )→ Rep(A ) is fully faithful.
Note that if s ∈ Nn is a vector dimension such that si = 0 for all i 6∈ I ′, then
Rep(Q, ∂)(s) ∼= Rep(Q|I ′, ∂)(s˜),
where s˜ := s|I ′ is the restriction of s to I ′. This simple consideration allows us
to reduce the number of vertices in the course of reduction.
Lemma 6.7.3. Let (Q, ∂) be a BT-differential biquiver, b be a minimal solid
arrow, Then the corresponding dotted arrow vb is not involved in ∂(r), for any
r ∈ Q0 \ {a}.
Proof. We start with the following consideration: there are no solid non-distinguished
arrows x ∈ Q0(i, j), such that for the arrow vx we have
∂(vx) = vb · p+ ϕ,
where p is a path of degree one and ϕ is a linear combination of paths of degree
two, which are different from vb · p. Indeed, assume otherwise and consider
∂2(ai) = −vb · p · x− ϕ · x+ vx · ∂(x)
+
∑
·→i
(
∂(m) · vm +m · ∂(vm)
)
−
∑
i→·
(
∂(vn) · n− vn · ∂(n)
)
.
The underlined term can be neutralized only by a term of the form vn · ∂(n),
however then n = b and ∂(b) = 0. That implies the claim.
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Assume that there exists a non-distinguished arrow r : i→ j, such that
∂(r) = −q · vb · p+ φ,
where q and p are some paths of degree zero, and φ is a linear combination
of paths different form q · vb · p. In other words, the biquiver Q contains the
following fragment:
•
vb
// •
q

O
O
O
O
O
O
•
i
p
OO
O
O
O
O
O
O
r
// •
j
Check the property ∂2 = 0 for the distinguished loop aj :
∂2(aj) = ∂
(
r · vr +
∑
m: ·→j
m 6=r
m · vm −
∑
n: j→·
vn · n
)
= q · vb · p · vr + φ · vr + r · ∂(vr)
+
∑
·→j
m 6=r
(
∂(m) · vm +m · ∂(vm)
)
−
∑
j→·
(
∂(vn) · n− vn · ∂(n)
)
.
We claim that the underlined term q · vb · p · vr cannot be neutralized by any
other one. Indeed, the only candidates are that of the form m · ∂(vm). (The
summand vn · ∂(n) cannot kill the underlined term, since then n = b and
∂(b) = 0.) Assume that there is a solid arrow m1 : j1 → j such that q = m1 · q1
and ∂(vm) = q1 ·vb ·p ·vr+φ1, where φ1 is a linear combination of paths different
from q1 · vb · p · vr. Then consider the loop aj1
∂2(aj1) = q1 · vb · p · vr ·m1 + φ1m1 + vm1∂(m1)
+
∑
·→j1
(
∂(m) · vm +m · ∂(vm)
)
−
∑
j1→·
n6=m1
(
∂(vn) · n− vn · ∂(n)
)
.
The underlined term q1 · vb · p · vr · m1 can be neutralized only by a term of
the form m · ∂(vm). Assume that there exists an arrow m2 : j2 → j1 such that
q1 = m2 · q2 and ∂(vm2) = q2 ·vb ·p ·vr ·m1+φ2, where φ2 is a linear combination
of paths different from q2 · vb · p · vr · m1. Let k be the length of the path q.
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Proceeding this way on the k-th step we get that there exists mk : jk → jk−1
such that qk−1 = mk and ∂(vmk) = vb · p · vr ·m1 ·m2 . . .mk−1+φk. But this case
was considered above. We have seen that there is no solid non-distinguished
arrows x ∈ Q0, such that for the arrow vx = v(x) we have ∂(vx) = vb · p + ϕ,
where p is a path of degree one and ϕ is a path of degree two. That implies the
proof.
The condition that the dotted arrow vb corresponding to a minimal arrow
b is not involved in any differential besides distinguished loops, implies several
nice properties. Among others it guarantees the existence of a minimal edge
arrow as long as a reduction procedure is required.
Lemma 6.7.4. Let (Q, ∂) be a BT-differential biquiver and b ∈ Q0(1, 1) be a
minimal loop.
• If b = a1 is distinguished then kQ = k[b],
• otherwise, there are no sincere bricks and Br(Q, ∂) = Br(Q|I\{1}, ∂).
Proof. The first statement follows immediately from the definition of a BT
differential biquiver. If b 6= a1 then
∂(a1) = bvb − vbb+
∑
j→i
bij 6=b
bijv(bij)−
∑
i→j
bji 6=b
v(bji)bji
and by Lemma 6.7.3 the dotted loop vb is not involved in any other differential
of a solid arrow. We claim that a representation sincere at the vertex 1 is not
a brick. For M ∈ Rep(Q, ∂) of a vector dimension (s1, . . . , sn), with s1 > 0,
taking Si := Isi to be the identity map, S(v) = 0 for v 6= vb and S(vb) = Is1, we
construct a non-scalar endomorphism. That completes the proof.
Remarks on minimal edge reduction for BT-differential biquivers
Remark 6.7.5. Let (Q, ∂) be a BT-differential biquiver and b : 2 → 1 be a
minimal edge. If at least one of the vertices i = 1, 2 possesses a distinguished
loop, then the differential biquiver (Q˜, ∂˜) obtained in the course of minimal
edge reduction by the arrow b contains the superfluous arrows a˜01, a˜20 a˜
1
0 and
a˜20. The arrow u˜21 = vb gives rise to the dotted arrows u˜01, u˜20 and u˜0 such that
∂(a˜01) = u˜01 + . . . ,
∂(a˜20) = u˜20 + . . . ,
∂(a˜10) = u˜0 + . . . ,
∂(a˜20) = u˜0 + . . . .
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By Lemma 6.7.3, arrows u˜01, u˜20 u˜
1
0 and u˜
2
0 are not involved in a differentials of
any other solid arrow. By the regularization procedure we can “kill” the arrows
a˜01, a˜20 and either one of the arrows a˜
1
0 and a˜
2
0 together with the corresponding
dotted arrows as was done in Example 6.5.6. If ∂(c) = vb for some arrows c ∈ Q0
and v ∈ Q1 then (Q˜, ∂˜) contains a superfluous arrow c˜0 with ∂(c˜0) = v˜0 + ...,
hence c˜0 should be also regularized. Some properties of (Q˜, ∂˜) are collected in
the following proposition.
Proposition 6.7.6. Let (Q, ∂) be a BT-differential biquiver and let (Q˜, ∂˜) be
the differential biquiver obtained from (Q, ∂) by the minimal edge reduction on
the minimal edge b : 2→ 1. Then
i) (Q˜, ∂˜) is also of type BT;
ii) if ai is a distinguished loop in (Q, ∂) then there exists a distinguished loop
a˜i of (Q˜, ∂˜);
iii) if (Q, ∂) contains both distinguished loops a1 and a2 then (Q˜, ∂˜) contains
the distinguished loop a˜0;
iv) Br(Q, ∂) ∼= Br(Q˜, ∂˜) = Br(Q˜1, ∂˜) ∪ Br(Q˜2, ∂˜), where (Q˜1, ∂˜) := (Q˜|I˜\{2}∂˜)
and respectively (Q˜2, ∂˜) := (Q˜|I˜\{1}∂˜).
Proof. A solid arrow a˜ij ∈ Q˜0 appears as an entry in the matrix F (a) of some
a ∈ Q0. Since (Q, ∂) is a BT-differential biquiver, there exists a unique dotted
arrow va := v(a), and F (va) contains an entry (v˜a)ij :=
(
F (va)
)
ij
. Define the
map
v˜ : Q˜0 \ a˜ →֒ Q˜1
a˜ij 7→ (v˜a)ij.
Statements (i)-(iii) follow immediately from the construction.
By Lemma 6.7.3 the arrow vb is not involved in any differential but differ-
entials of the distinguished loops ∂(a1) and ∂(a2), (if such distinguished loops
exit). The matrix F
(
vb
)
contains an entry u˜21 := F
(
vb
)
21
. Since the differential
∂˜ is ”generated” by ∂, the dotted arrow u˜21 is not involved in any differential
∂˜(x˜) for any x˜ ∈ Q˜0, not even in the differential of distinguished loops ∂˜(a˜1) or
∂˜(a˜2). Lemma 6.6.2 implies the claim (iv).
Brick-reduction Algorithm
Let (Q, ∂) be a BT-differential biquiver with a minimal edge b : 2 → 1, and
(Q˜, ∂˜) be the differential biquiver obtained from (Q, ∂) by the minimal edge
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reduction on b. Recall that the set of vertices of Q is I = {1, . . . , n} and the
set of vertices of Q˜ is I˜ = {0, 1, 2, . . . , n}. The corresponding Roiter bocses are
denoted by A and A˜ respectively. Let M be a sincere brick of (Q, ∂) of vector
dimension (s1, . . . , sn), with s1 ≥ s2.
Combining the minimal edge reduction with restriction on (Q˜1, ∂˜) we obtain
the composition of morphisms:
F : A → add A˜ → add A˜ A1,
where we take A1 = A˜/(e2) for s1 > s2 and A1 = A˜/(e1, e2) if s1 = s2. (Here e1,
e2 are idempotents of vertices 1 and 2 respectively). The induced fully faithful
functor
F ∗ : Rep(Q˜1, ∂˜) →֒ Rep(Q˜, ∂˜)
∼
−→ Rep(Q, ∂) (6.27)
is dense on Br(Q, ∂)(s). The transfer from (Q, ∂) to (Q˜1, ∂˜) is called the step of
reduction corresponding to M or to the nonempty stratum Br(Q, ∂)(s). There
is a functorial bijection
Br(Q, ∂)(s1, . . . , sn) ∼= Br(Q˜
1, ∂˜)(s2, s1 − s2, s3, . . . , sn). (6.28)
Indeed, if M˜ is a brick of (Q˜1, ∂˜) such that F ∗(M˜) = M then s˜i := M˜(i) =
M(i) = si for i ∈ I \ {1}. Moreover, M˜(0 ⊕ 1) = M(1), and since M˜(2) = 0,
s˜0 := M˜(0) = M˜(2 ⊕ 0) = M(2) = s2, thus s˜1 := dim M˜(1) = dim(M)(1) −
dimM(2) = s1 − s2.
Hence, the reduction for bricks of a given vector dimension s is equivalent
to some kind of the Euclidean Algorithm.
The Brick-reduction Algorithm corresponding to the vector dimension s such
that Br(Q, ∂)(s) is nonempty, is a sequence of m reduction steps:
F1 : A0 := A −→ add A˜ −→ add(A1),
...
Fk : Ak−1 −→ add A˜k−1 −→ add(Ak), (6.29)
...
Fm : Am−1 −→ add A˜m−1 −→ add(Am) = add(R),
where after a proper reordering of vertices we can assume on each step b : 2→ 1
is a minimal edge, Ak := A˜k−1/(e2) for s2 > s1, Ak := A˜k−1/(e1, e2) for s1 = s2,
Ak :=
(
A˜k−1
)Ak , and R is either k or k[t]. The composition of these morphisms
gives rise to a functor
F := Fm ◦ . . . ◦ F1 : A −→ add(R). (6.30)
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Note that elements of the additive hull can be regarded as projective modules.
Thus F can be considered as a representation of A over R, in accordance with
the Definition B.0.5. Moreover, the induced functor F ∗ : Rep(R)→ Rep(A ) is
fully faithful, and by the construction F ∗(N) = N ⊗R F which implies that F
is strict and brick-strict according to Definitions B.0.6 and B.0.8. Hence, there
are two possible cases:
• if R = k then M is a unique brick in Br(Q, ∂)(s);
• if R = k[t] then bricks form one one-parameter family:
Br(Q, ∂)(s) = Fs(F ) = {N(λ)⊗
k[t] F |N(λ) = k[t]/(t− λ), λ ∈ k}.
Hence, the morphism F defines the canonical form of Br(Q, ∂)(s) over k[t] and
the tensor product with N(λ) corresponds to the substitution t := λ.
This is the reduction algorithm for a BT-differential biquiver (Q, ∂˜) and a
non-empty stratum Br(Q, ∂˜)(s). To make the statement rigorous we formulate
it as a theorem.
Theorem 6.7.7. I. A differential biquiver of BT-type is brick-tame.
II. Let (Q, ∂) be a BT-differential biquiver and s = (s1, . . . , sn) be a dimen-
sion vector such that the stratum Br(Q, ∂)(s) is non-empty. Then
(i) Br(Q, ∂)(s) consists either of a unique brick or of one one-parameter
family of bricks;
(ii) if (Q, ∂) is full then Br(Q, ∂)(s) ∼= Br(k[t]); and if F is the reduction
functor as in (6.30) then for each M ∈ Br(Q, ∂)(s) there exists a
brick λ ∈ Br(R) such that M = F−1(λ).
Remark 6.7.8. According to B.0.8 the functor F can be considered as the
tensor product −⊗
k[t]K, where K is a brick-strict representation of (Q, ∂) over
k[t]. In terms of matrices K is a canonical form of Br(Q, ∂). In other words,
reversing algorithm 6.29 one can recover a canonical form of M ∈ Br(Q, ∂)(s).
Chapter 7
Applications of bocses technique
A differential biquiver (Q, ∂) such that Rep(Q, ∂) = BMP for one of the problems
BMP from Chapters 3,4 or 5 turns out to be of BT-type. Hence by Theorem
6.7.7 it is brick-tame. In the case of vector bundles (Q, ∂) is full and so, for
a fixed vector dimension s there are either no bricks at all or they form one
one-parameter family. In the case of torsion free sheaves, which are not vector
bundles, for a fixed sincere vector dimension s if a brick exists then it is unique.
In this chapter we describe the course of brick-reduction for each problem
BMP . This enables us to answer the question when a brick of a given vector
dimension exists. For vector bundles and torsion free sheaves on a cuspidal
cubic curve we describe brick-reduction step-by-step. However, following this
way in general on each step we should choose a minimal edge which is not
unique. Thus the whole picture remains hidden. To improve this situation we
provide an automaton of brick reduction, which is an oriented graph on the
set of vertices called states, and whose arrows are possible transitions from a
state to a state. Matrix problems appearing in course of brick-reduction are
interpreted as states and possible steps of brick-reduction define the transitions.
For vector bundles on a cuspidal cubic curve the automaton is trivial. It
consists of a unique state, since the problem is self-reproducing. The brick-
reduction for vector bundles on Kodaira fiber III is described step-by-step and
then encoded by an automaton. We also present the brick-reduction automaton
for vector bundles on the Kodaira fiber IV. Then the brick-reduction for torsion
free sheaves on the Kodaira fiber III can be encoded as a sub-automaton of it.
It is remarkable that only some special states of the brick-reduction au-
tomatons can be interpreted in terms of vector bundles or torsion free sheaves.
Such states are called principal. In each case gluing paths we obtain a fac-
tor automaton with principal states only. A path p on it encodes a functorial
bijection:
p : BMsP (s)
∼=
−→ BMsP (s
′),
where s > s′ (i.e. si ≥ s′i for all vertices i and there exists a vertex j such that
sj > s
′
j). Coming back to the original classification problem we reformulate the
result in terms of rank and multidegree of a vector bundle. It turns out that
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for a rank r and a multidegree d such that
g.c.d.(r, d) = 1, (7.1)
where d =
∑N
i di, there exists a path p such that
VBsE(r,d)
∼=

Pic(0,...,0)(E)
∼=

BMsP (s)
p
∼
// BMsP (1, 0, . . . , 0).
Reduction for torsion free sheaves with coprime rank and degree can be encoded
analogously. We consider torsion free sheaves which are not vector bundles
separately, since the relations between the multidegree and the degree in this
case is different.
Short notations
For a BT-differential biquiver (Q, ∂) we introduce the following system of short
notations:
• a vertex with a distinguished loop is denoted by a bullet •;
• a vertex with no distinguished loop is denoted by a circle ◦;
• on this set of vertices we draw the graph with arrows Q0 \ a;
• dotted arrows from im(v) are omitted; we visualize only those u ∈ Q1
which do not belong to im(v);
• a differential of an arrow x ∈ Q\ a is called complete if it contains all pos-
sible paths of degree deg(x)+1, for such arrows we omit the differentials.
Remark 7.0.1. The defined system of notations can be used for any BT-
differential biquiver. However, we will see that in applications we deal only
with biquivers such that im(v) = Q1 and each nondistinguished arrow is com-
plete or minimal with respect to triangularity. In the course of reduction there
appear some dotted arrows not from im(v) but these arrows are not involved
in any differential and they guarantee that Br(Q, ∂) splits. After restricting
(Q, ∂), the condition im(v) = Q1 holds again.
Example 7.0.2. The differential biquiver from Example 6.5.7
•
1
a1 ::
v
33 •
2bss
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with ∂(b) = 0 and ∂(a1) = −vb can be encoded by
P = • ◦oo
1 2
a step of brick-algorithm respectively is:
• ◦oo
1 2
+3 • ◦oo
1 2
with the reduction of sizes: (s1, s2)→ (s1 − s2, s2).
7.1 Matrix problem for vector bundles on a cuspidal cu-
bic curve
Let us illustrate the encoding system on the problem BMsP obtained for vector
bundles on a cuspidal cubic curve. The poset
P = • •oo
1 2
encodes the differential biquiver (QP , ∂P ) from Example 6.5.6:
•
1
a1 ::
v
33 •
2
a2dd
b
ss
and the differential:
∂(b) = 0
∂(a1) = −vb
∂(a2) = bv.
Assume there exists a sincere brick M ∈ Br(Q, ∂)(s1, s2) of vector dimension
(s1, s2), (i.e. the stratum Br(Q, ∂)(s1, s2) is not empty). Then according to
Example 6.6.3 we obtain
Br(Q, ∂)(s1, s2) ∼=
{
Br(Q, ∂)(s1− s2, s2), if s1 > s2,
Br(Q, ∂)(s1, s2 − s1), if s2 > s1.
As a corollary of Theorem 6.7.7 we get the following rigorous statement:
Theorem 7.1.1. The stratum Br(Q, ∂)(s1, s2) is not empty if and only if sizes s1
and s2 are coprime. In this case bricks Br(Q, ∂)(s1, s2) form a one one-parameter
family. The canonical form of this family can be recovered by reversing the
reduction algorithm.
Thus we repeated the matrix considerations from Section 3 in terms of differ-
ential biquivers.
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7.2 Matrix problem for torsion free sheaves on a cuspidal
cubic curve
Let P be a poset encoding the matrix problem BMP for simple torsion free
sheaves on a cuspidal cubic curve:
P =
• ◦
•
oo
[[66666


1 3
2
.
The corresponding differential biquiver (QP , ∂P ) is
•
2
a2

d







vc

•
1
a1 ::
vd
77
vb
44 •
3
boo
c
]];;;;;;;;;;;;;
(7.2)
and differentials of all non distinguished arrows are complete:
∂(b) = ∂(vc) = ∂(vd) = 0
∂(c) = −vdb
∂(d) = bvc
∂(a1) = bvb + dvd
∂(a2) = cvc − vdd
∂(vb) = vcvd.
Remark 7.2.1. Note that (Q|{1,2}, ∂) is a differential biquiver (6.23) i.e. the
matrix problem for torsion free sheaves Rep(Q, ∂) contains the matrix problem
for simple vector bundles as a subproblem.
Assume there exists a sincere brickM ∈ Br(Q, ∂)(s1, s2, s3) of vector dimension
(s1, s2, s3) ∈ N
3. After a minimal edge reduction and regularization of superflu-
ous arrow a˜0 we obtain the following differential biquiver (Q˜, ∂˜) :
•
2
a2

d˜1
}}{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{
v˜c3

•
1
a˜1 ::
v˜d1
77
v˜b
AA
ξ
22 •
0 η
22
v˜b3
,,
DD HH
b˜
rr
•
3
c3
aaCCCCCCCCCCCCCCCCCCCCC
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Let F (c) = (c˜0, c˜3) and F (d) = (d˜1, d˜0)
T . Since F (∂(c)) = ∂˜(F (c)) and F (∂(d)) =
∂˜(F (d)), we deduce the differential ∂˜:
∂˜(c˜0) = −vd0 + c˜3η
∂˜(c˜3) = 0
∂˜(d˜1) = 0
∂˜(d˜0) = −vc0 − ξd˜1.
Moreover, arrows vc0 and vd0 are not involved in the differential of any other
arrow. Thus arrows c˜0 : 0 → 2, v˜c0 : 0 99K 2 d˜0 : 2→ 0 and v˜d0 : 2 99K 0 can
be deleted, using the regularization procedure. For simplicity we use the same
notation (Q˜, ∂˜). After a straightforward verification we obtain:
∂˜(c˜3) = ∂˜(d˜1) = ∂˜(b˜) = 0
∂˜(a˜1) = d1v˜d1 + b˜ξ
∂˜(a˜2) = −v˜d1d1 + c˜3v˜c3.
By Proposition 6.7.6 taking into account that s1 6= 0, we obtain
Br(Q, ∂)(s1, s2, s3) ∼= Br(Q˜|{0,1,2}, ∂˜)(s1 − s3, s2, s3)
Omitting indices, since it does not lead to confusions we get Q˜|{0,1,2}:
•
2
a2

d







•
1
a1 ::
vd
77
vb
44 •
0
boo
(7.3)
where a1, a2 are distinguished loops and ∂˜(b) = ∂˜(d) = 0. This differential
biquiver is encoded by the poset:
P =
• ◦
•



oo
1 0
2
and both arrows are minimal. It seems reasonable to rename the vertex “0” by
“3.” Analogously, applying minimal edge reduction on 3 → 1 to (Q˜|{0,1,2}, ∂˜)
142 7. Applications
obtain
•
•
◦oo
[[66666


1 3
2
+3
• ◦
•



oo1 3
2
+3
•
•
◦oo



6
66
66
1 3
2
(7.4)
and reduction of sizes:
(s1, s2, s3)→ (s1 − s3, s2, s3)→ (s1 − 2s3, s2, s3).
Obtained problem Br(Q, ∂) is self-reproducing in some sence. Indeed, if
s1 > s2 the reductions along minimal arrows 2→ 1 and 3→ 1 is:
•
•
◦oo
6
66
66



1 3
2
+3
• ◦
•



oo1 3
2
+3
•
•
◦oo



6
66
66
1 3
2
(7.5)
with reduction for sizes:
(s1, s2, s3)→ (s1 − s2, s2, s3)→ (s1 − s2 − s3, s2, s3)
or if s1 < s2 we proceed along 2→ 1 and 2→ 3:
•
•
◦oo
6
66
66



1 3
2
+3
• ◦
•



6
66
66
1 3
2
+3
•
•
◦oo



6
66
66
1 3
2
(7.6)
(s1, s2, s3)→ (s1, s2 − s1, s3, )→ (s1, s2 − s1 − s3, s3)
On each step of reduction we choose a minimal edge as follows: if the vertex
3 with no distinguished loop is attached to a minimal edge then we reduce
it first. This rule determines a minimal edge on each step of reduction. For
any minimal edge i → 3 or 3 → i we have s3 < si. Since otherwise, taking
S1 = S2 = id, S(vb) = (0, A)
T , where A is a nonzero matrix, we construct a
nontrivial endomorphism.
Note that if s1 = s2 on the first step of reduction (7.5) then there are no
sincere bricks at all. The category Br(Q˜|1,3, ∂˜) splits:
•
•
◦oo
6
66
66



1 3
2
+3 •1 ◦3 . (7.7)
Hence, the stratum (s1, s2, s3) is not empty only if on each step we have reduc-
tion as in (7.5) or (7.6), with the final step either if s1 = s2 + s3
•
•
◦oo
6
66
66



1 3
2
+3
• ◦
•



oo1 3
2
+3 2• ◦3oo (7.8)
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and (s1, s2, s3)→ (s1 − s2, s2, s3)→ (s2, s3); or if s2 = s1 + s3
•
•
◦oo
6
66
66



1 3
2
+3
• ◦
•



6
66
66
1 3
2
+3 1• ◦3// (7.9)
with (s1, s2, s3)→ (s1, s2 − s1, s3)→ (s1, s3).
Obtained problem is the problem from Example 7.2.4. Hence, we can draw the
conclusion s3 = 1, and applying the reduction to the original problem (7.2) we
get:
Lemma 7.2.2. The sincere stratum Br(Q, ∂)(s1, s2, s3) of the problem
•
•
◦oo
6
66
66



1 3
2
is non-empty if and only if s3 = 1 and (s1 + 1) is coprime with (s2 + 1).
Reformulating it for the original problem (7.2) we obtain
Lemma 7.2.3. The sincere stratum Br(Q, ∂)(s1, s2, s3) of the problem
• ◦
•
oo
[[66666


1 3
2
.
is non-empty only if s3 = 1 and (s1 − 1) is coprime with (s2 + 1).
Canonical forms
Let us illustrate the reduction on an matrices to see how the canonical form
can be recovered from the reduction algorithm.
Example 7.2.4. Let us consider reduction from the Example 7.0.2:
• ◦oo
1 2 +3 • ◦oo
1 2
This problem is self-reproducing with a unique type of reduction. For any
dimension (n, 1) we can write a canonical form Bn as follows B1 =
1 2
0 1 1
and a step of induction:
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Bn =
1 2
0
Bn−1
...
0
0 . . . 0 1
1
Finally for sincere bricks we get: the stratum Br(Q, ∂)(s1, s2) is empty if s2 ≥ 1
and stratum Br(Q, ∂)(n, 1) consists of a unique brick with the canonical form:
Bn =
1 2
0 1 0 0
... . . .
...
0 0 . . . 1 0
0 0 . . . 0 1
1
(7.10)
Note that the canonical form for the ”dual” differential biquiver • ◦//
1 2
is the transposed matrix Btn.
Example 7.2.5. Let us describe a canonical form of a brick B ∈ Br(Q, ∂) of
of the differential biquiver (Q, ∂) :
•
•
◦oo
6
66
66



1 3
2
We construct the canonical form inductively by reversing reductions (7.8), (7.9)
(7.5) and (7.6). As usual, empty blocks denote nonexisting blocks. We stress the
difference between them and zero blocks, to keep the correspondence between
matrices and representations of differential biquivers.
Let B be a brick of vector dimension (n, 1, n+ 1), using short notations for
the blocks of the canonical form from Example 7.0.2: (X, Y )t := Bn, we obtain
the following canonical form:
3
2
3 2
Y
X
+3
1
2
3
1 2 3
0 Y 1
X
+3
1
3
2
1 3 2
0 Y 1 0
0 X 0 In
0
0
. (7.11)
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Let B be a brick of vector dimension (n + 1, 1, n). Induction of the canon-
ical forms corresponding to the reduction (7.8) is the same as above but with
transposed matrices, thus using the short notations (X, Y ) := Bn we obtain:
1
3
1 3
X Y +3
3
1
2
3 1 2
1
X Y
0
+3
1
3
2
1 3 2
0 0 In 0
0 1
X Y
0 0
. (7.12)
Analogously, we can rewrite reduction (7.5 ) in terms of matrices: Assume
that B ∈ Br(Q, ∂)(s1, s2, s3) is given, and consists of the following blocks
B =
1
3
2
1 3 2
X Y Z
W
T
then B ∈ Br(Q, ∂)(s1, s2 + s1 + s3, s3) we get
1
3
2
1 3 2
X Y Z
W
T
+3
3
1
2
3 1 2
0 1 0
X Y Z
0 W
0 T
+3
1
3
2
1 3 2
0 0 Is1 0 0
0 1 0
X Y Z
0 0 W
0 0 T
(7.13)
analogously for B ∈ Br(Q, ∂)(s1 + s2 + s3, s2, s3) we get
1
3
2
1 3 2
X Y Z
W
T
+3
1
2
3
1 2 3
X Y Z 0
0 0 W 1
T
+3
1
2
3
1 2 3
X Y Z 0 0
0 0 W 1 0
0 0 T 0 Is2
0 0
(7.14)
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Let us illustrate reduction (7.4) on matrices either:
1
3
2
1 3 2
X Y Z
W
T
+3
1
2
3
1 2 3
X Y Z 0
0 0 W 1
T
+3
1
2
3
1 2 3
X Y 0 Z 0
0 0 1 W 0
0 0 0 0 1
T 0
(7.15)
7.3 Matrix problem for vector bundles on a tacnode
curve
Using the system of short notations from the previous section the matrix cate-
gory BMP from Section 4 correspond to the category of representations of the
differential biquiver
• •
•
oo



1 3.
2
or its dual
• •
•
oo
[[66666
1 3
2
(7.16)
Without loss of generality let us give the minimal edge reduction on edge b :
3→ 1:
• •
•
oo



1 3
2
(s1, s2, s3)
+3 either • •
•
oo



1 3
2
(s1, s2, s3 − s1)
or • •
•
oo



6
66
66
1 3
2
(s1 − s3, s2, s3)
(7.17)
• •
•
oo
[[66666
1 3
2
(s1, s2, s3)
+3 either • •
•
oo
[[66666
1 3
2
(s1 − s3, s2, s3)
or • •
•
oo
[[66666
EE1 3
2
(s1, s2, s3 − s1)
(7.18)
The new configuration in its turn can be reduced as follows:
• •
•
oo
[[66666


1 3
2
(s1, s2, s3)
+3 either • •
•
oo
[[66666
1 3
2
(s1 − s3, s2, s3)
or • •
•
oo



1 3
2
(s1, s2, s3 − s1)
(7.19)
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we do not prove this reduction, since the reduction is completely analogous to
the reduction of non full biquiver (7.2), which was considered explicitly into the
previous section.
Analogously to the previous section there are following possibilities for the
final step of brick-reduction.
Final steps. Note that the following configuration splits:
• •
•
oo
[[66666


1 3
2
and if s1 = s3
+3 •2 •3 (7.20)
then there is no sincere bricks. The other cases: if s1 = s3
• •
•
oo



1 3
2
+3 • •oo
1 2 (7.21)
and (s1, s2, s3)→ (s2, s3); or if s2 = s3 then
• •
•
oo
[[66666
1 3
2
+3 • •.oo
1 3 (7.22)
and (s1, s2, s3)→ (s2, s3). Obtained problem is the problem from Example 6.5.6
treated either in Section 7.1.
Remark 7.3.1. The course of the brick-reduction depends on the choice of
a minimal edge. We can formulate a rule how to choose this edge: We start
with reduction on the minimal arrow connecting vertices 1 and 3. Such minimal
arrow exists for both configurations of (7.16). Apply the brick-reduction on this
edge as long as possible. Then we uniquely obtain the next minimal edge. This
new minimal edge we also reduce as long as possible and get the next one, etc.
Following this way the complete picture of possible reductions remains hidden.
To improve this situation we introduce the automaton of the brick-reduction.
7.4 Brick-reduction automaton
Definition 7.4.1. By a brick-reduction automaton we understand an oriented
graph on the set of internal states Γ and with the set of arrows X, where
• Γ is a finite set of differential biquivers on the same finite set of vertices
I;
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• X =
⋃
γ∈Γ
Xγ, where Xγ = {m ∈ Q0(γ) | ∂(m) = 0}×Z2 is a set of minimal
solid arrows of γ with alternative orientations. In other words, Xγ×Z2 is
the set of possible steps of minimal edge reductions x : γ 7→ γ ′ from the
state γ;
• An arrow x ∈ X acts on the space of sizes N|I| as follows: for a fixed state
γ ∈ Γ and a fixed tuple of sizes s ∈ N|I| we have:
– if si ≥ sj then the reduction x = (i→ j,+) : γ → γ
′ ∈ Xγ reduces s
by the rule si 7→ si − sj and sk 7→ sk for k ∈ I \ {i}, if si > sj then
x can not be applied to the tuple s;
– analogously if si ≤ sj then the reduction y = (i→ j,−) : γ → γ ′′ ∈
Xγ reduces s by the rule sj 7→ sj − si and sk 7→ sk for k ∈ I \ {j},
otherwise if si > sj then y can not be applied to s.
A state γ and a tuple of sizes s encode an iso-class of canonical forms. We
construct a canonical form (i.e. carry out a brick-reduction (6.29 )) along a
path on the automaton.
Definition 7.4.2. • A sequence p := (x1x2 . . . xn), xi ∈ X is called a path if
the target of xi coincides with the source of xi+1. Clearly, a path operates
on the set of sizes: p : s 7→ s′, where s ≥ s′ i.e. si ≥ s′i for all i ∈ I.
• Two paths p1 and p2 with the a common source and a common target are
called equivalent if for any tuple of sizes (s) ∈ N3 p1(s) = p2(s).
• The semigroup of paths modulo the equivalence relation is called the
semigroup of the automaton and denoted by Ω.
Remark 7.4.3. Note that if some sizes are zero then the reduction degenerates
(see for example, (7.8) or (7.9)) but it still can be encoded by paths on the
automaton. The transition (minimal edge reduction) on arrows attached to a
vertex with zero size does not change sizes (i.e. “empty action” ). We can
proceed until the tuple of sizes s becomes (0, . . . , 0,
i
1, 0 . . . , 0) for some place i.
However, we can always choose a path p such that p(s) = (1, 0, . . . , 0).
Example 7.4.4. The brick-reduction from Example 6.5.7 can be encoded as
 '!&"%#$dd .
Analogously the brick-reduction from Section 7.1 (see also Example 6.5.6) can
be encoded by the automaton (X,Γ) :
 '!&"%#$b+ :: b−dd , (7.23)
where X = Z2 = {b+, b−} and Γ = {γ} consists of a unique state.
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7.5 Automaton for simple vector bundles on Kodaira
fiber III
Let us encode the course of reduction from the previous section. For this pur-
pose we fix vertices and give names to edges of a triangle:
• •
•
b
a 
c
66
66
6
1
2
3
An arrow is encoded by the underlying edge and its orientation. Let us fix
notations: (a)+ : 1→ 2 this means (a)− : 2→ 1; (b)+ : 1→ 3 and (c)+ : 2→ 3.
In the course of brick-reduction we deal with posets of one of the forms:
•
•
•



6
66
66
and
•
•
•//
EE 6
66
66
where the first configuration have the dual form and the second one is selfdual.
A configuration of the first type is called positiv oriented if a minimal vertex is
unique. Consequently, the dualform is called negative oriented. We denote the
set such posets and their duals by Γ1. A poset (as well as a differential biquiver)
of this type can be encoded by a vertex and an orientation. Sometimes it is
useful to encode this vertex by the attached edges. For example:
(3)+ = (bc)+ =
• •
•
b //
c
6
66
66
1
2
3
, (1)− = (ab)− =
• •
•
b //
a
EE1
2
3
.
A configuration of the second type can be encoded by its minimal1 arrow, or
equivalently, by its minimal and maximal vertices. For example:
(b)+ = (31) =
• •
•
b //
a
EE
c
6
66
66
1
2
3
.
The set of posets of the second type is denoted by Γ2. Let P be a fixed poset of
the first or the second type. Then an arrow can be encoded by the underlying
edge, since the orientation of it is uniquely determined by the configuration.
Let m be an edge of P connecting the maximal vertex i and the minimal vertex
j. For si ≥ sj a step of reduction is denoted by m+ and respectively for si ≤ sj
by m−. If si = sj both reductions coincide.
1with respect to triangularity
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Automaton
The brick-reduction from the previous section can be encoded as follows:
(bc)+@GAFBECD
c+
,,
b+
rr
(c)+@GAFBECD (b)+@GAFBECD(ac)−@GAFBECD
a−
99
c−

(ab)−@GAFBECD
a−
ee
b−

(a)−@GAFBECD (a)+@GAFBECD
(ab)+@GAFBECD
a+ %%
b+
LL
(ac)+@GAFBECD
a+yy
c+
RR
(bc)−@GAFBECD
b−
22
c−
ll
(b)−@GAFBECD (c)−@GAFBECD
b−
  
c−
@@
c−
b
−
XX
b+ ..
a+
mm
a+
CC
b+

a+
WW
c+

c+
nn
a+ --
a−

b−
CC
b−
nn
a− --
a−

c−
WW
c− ..
a−
mm
b+
c
+
XX
c+
  
b+
@@
Figure 7.5.1 Brick-reduction automaton.
Alphabet X operates on the set of sizes: for a state γ ∈ Γ and its minimal arrow
(m)σ : i→ j the edge reduction acts as follows: m+((si, sj, sk)) = (si−sj, sj, sk);
and m−((si, sj, sk)) = (si, sj − si, sk); i.e.
m+acts on sizes(si, sj, sk) as
(
1 −1 0
0 1 0
0 0 1
)
and m− acts as
(
1 0 0
−1 1 0
0 0 1
)
.
Thus we have described the action of X on the space of sizes N3.
We have the following obvious lemma:
Lemma 7.5.1. The equivalence on the brick-reduction automaton 7.5.1 is de-
termined by commutation relations
mσnσ ∼ nσmσ
for m,n ∈ {a, b, c} and σ ∈ Z2.
The reduction stops at a state of Γ1, since otherwise the representation splits.
States of Γ1 are called principal. Consider the automaton on principal states
only.
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(bc)+@GAFBECD
c+
,,
c−b−


 b+
rr
(ac)−@GAFBECD
a−
99
a−c− %%
c−

(ab)−@GAFBECD
a−
ee
a−b−yy
b−

(ab)+@GAFBECD
a+ %%
b+
LL
a−b−
99 (ac)
+@GAFBECD
a+yy
a−c−
ee
c+
RR
(bc)−@GAFBECD
b−
22
c+b+
TT
c−
ll
b−a+
cc b+c−
##
a−b+

a+c−
KK
c+a−ss
c+b−
33
b−c+
cc b+a−
##
c+b−ss
c−a+
33
a−c+

a+b−
KK
Figure 7.5.2 Principal reduction automaton.
Such a reduction can be explained in terms of bundles, since contrary to the
automaton 7.5.1 this time each state encodes a matrix problem describing sim-
ple vector bundles. Thus each path p on the principal reduction automaton
corresponds to a reduction
VBsE(r,d)
p
−→ VBsE(r
′,d′),
where r′ < r.
Theorem 7.5.2. Let (i)σ = (mn)σ and (i′)σ
′
= (m′n′)σ
′
be two states of Γ1
connected by a path p : (mn)σ → (m′n′)σ
′
. Then
g.c.d(sj + sk, si) = g.c.d(s
′
j′ + s
′
k′, s
′
i′),
where j, k ∈ {1, 2, 3} \ {i} and j′, k′ ∈ {1, 2, 3} \ {i′}.
Proof. It is sufficient to prove the statement on arrows:
b+, c+, b−c− : (bc)+ −→ (bc)+
b+c− : (bc)+ −→ (ab)−
c+b− : (bc)+ −→ (ac)−.
Indeed,
• b+ : (s1, s2, s3) 7→ (s1−s3, s2, s3) and hence (s1+s2, s3) 7→ (s1+s2−s3, s3);
• c+ : (s1, s2, s3) 7→ (s1, s2 − s3, s3) and (s1 + s2, s3) 7→ (s1 + s2 − s3, s3);
• b−c− : (s1, s2, s3) 7→ (s1, s2, s3− (s1+ s2)) and (s1+ s2, s3) 7→ (s1+ s2, s3−
(s1 + s2));
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• b+c− : (s1, s2, s3) 7→ (s1 + s2 − s3, s2, s3 − s2) and (s1 + s2, s3) 7→ (s3, s1 +
s2 − s3);
• c+b− : (s1, s2, s3) 7→ (s1, s1 + s2 − s3, s3 − s1) and (s1 + s2, s3) 7→ (s3, s1 +
s2 − s3).
Corollary 7.5.3. Let (s1, s2, s3) ∈ N3 be a triple such that
g.c.d.(si, sj + sk) = 1 (7.24)
where i, j, k are different indices. Then there exists a path p on the princi-
pal matrix reduction automaton starting at the state (i)σ = (mn)σ such that
p(s1, s2, s3) = (1, 0, 0).
Construction of a canonical form
Let Ω∗ be a semigroup generated by paths p∗ obtained form p ∈ Ω by reversing
arrows. If a path p encodes a matrix reduction, then the reversed path p∗
encodes the inductive construction of the canonical form.
Assume we have an input state (i)σ = (mn)σ and a tuple of sizes (s1, s2, s3)
satisfying (7.24). To find a canonical form K we proceed as follows:
• find a path p such that p(s1, s2, s3) = (1, 0, 0);
• on the state p(γ) input λ ∈ k which is a canonical form of sizes (1, 0, 0);
• Construct the canonical form K of sizes (s1, s2, s3) inductively along the
path p∗ (i.e. K = p∗(λ)).
In Example 4.4.2 we construct a canonical form of a vector bundle of rank 9
and multidegree (3,4).
7.6 Automaton for simple vector bundles on Kodaira
fiber IV
In this section we consider a full differential biquiver on four vertices obtained
as a reformulation of the classification of vector bundles on the Kodaira fiber
IV. The matrix problem for torsion free sheaves on a tacnode curve we postpone
to the next section.
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Following the similar lines to those of the previous section we give names to
edges of a graph on four vertices:
•
• •
•1
2 3
4
a
e
f
b
d



c??
??
??
??
Then an arrow is defined by the underlying edge and its orientation. We fix
orientations as follows: (a)+ : 1 → 2 (that means (a)− : 2 → 1), (b)+ : 1 → 4,
(c)+ : 2→ 4, (d)+ : 3→ 1, (e)+ : 3→ 2 and (f)+ : 3→ 4.
Differential biquivers obtained in the course of the brick-reduction
In the course of the brick-reduction we obtain differential biquiver, whose solid
quiver Q0 is determined by a poset P of one of the following forms:
•
• •
•

oo
 




A
•
• •
•

//
OO
oo
 




B
•
• •
•

//
OO
oo
C
•
• •
•

oo

oo
 




D
where A and B have dual posets and C and D are selfdual. The full differential
biquivers on diagrams A − D and dual ones, which we obtain in course of
brick-reduction, can be described as follows:
• To define a differential biquiver on the diagram A or its dual it is sufficient
to choose a vertex and its orientation (i.e. to say is it minimal or maximal).
A differential biquiver on a poset A is denoted by Aσ(i), where i ∈ I,
σ ∈ {+,−} and “+” indicates that the vertex i is minimal, respectively
“–” asserts that i is maximal. For example:
A+(1) =
•
• •
•1
2 3
4
a

b
oo
d 




Clearly, non-distinguished arrows in the corresponding differential biquiver
are minimal. Altogether there are 8 differential biquivers of type A.
• To define a differential biquiver on the diagram B or its dual it is suffi-
cient to choose the diagonal of the configuration and its orientation. A
differential biquiver is encoded as Bσ(i, j), where i, j ∈ I determine the
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diagonal and σ ∈ {+,−} is its orientation. For example:
B+(1, 3) =
•
• •
•1
2 3
4
a

e //
f
OO
b
oo
d 




Arrows a and b are minimal. Differentials of all other arrows are deter-
mined by completeness. Altogether there are 24 differential biquivers of
type B.
• A differential biquiver on the diagram C is not linear. (Hence, the cat-
egory of its representations can not be interpreted as BMP . It is not a
bimodule problem.) The biquiver is denoted by C(i, j), for i, j ∈ I and
C(i, j) = C(j, i). For example:
C(1, 3) =
•
• •
•1
2 3
4
e //
a

b
oo
f
OO
There are two ways to define a differential on the biquiver of type C by the
completeness rule. For this purpose we should fix a minimal edge. But for
convenience we write both minimal solid edges. For example, consider the
differential biquiver Ce,b(1, 3). Then the differential of non-distinguished
arrows is as follows:
∂(e) = ∂(b) = ∂(va) = ∂(vf) = 0,
∂(a) = −b · vf · e,
∂(f) = e · va · b,
∂(vb) = −vf · e · va,
∂(ve) = va · b · vf .
Hence, there are 6 biquivers of type C and 12 differential biquivers.
• To define a differential biquiver on the diagram D it is sufficient to choose
the diagonal of the configuration i.e. to choose the minimal and the
maximal vertices. A differential biquiver of type D is denoted by D(i, j),
for i, j ∈ I. For example:
D(1, 3) =
•
• •
•1
2 3
4
a

eoo
f

b
oo
d 




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There is a unique minimal edge. Differentials of all other non-distinguished
arrows are determined by the completeness rule. There are 12 differential
biquivers of type D.
Altogether we get 56 differential biquivers. It turns out that the automaton of
brick-reduction contains all of them as states.
Automaton
Let us present a brick-reduction automaton. The set of internal states splits
Γ := ΓA ∪ ΓB ∪ ΓC ∪ ΓD
where ΓT , is a set of differential biquivers on the diagram T ∈ {A,B,C,D} and
its dual. The transitions are given on examples:
• poset A
A+(1)
a+ ))
b+
 (d+)~~
B+(1, 2) B+(1, 4) B+(1, 3)
a−
 





b−

d−
?
??
??
??
??
??
• poset B
B+(1, 3)D+(1, 2) D+(1, 4)
Ce,b(1, 3) Ca,f(1, 3)
b−oo a
−
//
a+




b+
7
77
77
77
77
• poset C
Ce,b(1, 3)
B−(4, 2)
B+(1, 3)B+(3, 1)
B−(2, 4)
e−
OO
e+ //b
+
oo
b−

• poset D
D+(1, 3)A+(1) A−(3)d
−
oo d
+
//
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We do not give calculations confirming the reduction steps listed above, since
they are obtained by straightforward calculations in accordance with Remark
6.7.5 and Proposition 6.7.6. However, to stress that the differential biquiver
Cb,e(1, 3) is nonlinear we consider the transition a+ : B+(1, 3)→ Cb,e(1, 3).
Example 7.6.1.
B+(1, 3) =
•
• •
•1
2 3
4
a

e //
f
OO
b
oo
d 




with
∂(a) = ∂(b) = ∂(vd) = ∂(ve) = ∂(vf) = 0
∂(e) = −vda ∂(f) = −vdb
∂(d) = bvf + ave
∂(va) = vevd
∂(vb) = vfvd.
Recall that a+ encodes brick-reduction on the arrow a with s2 > s1. Apply
minimal edge reduction on a+ and all possible regularizations. Fix notations
1 7→ 1⊕ 0, 2 7→ 0⊕ 2 and a 7→
(
0 0
1 0
)
.
For simplicity we omit tildes in equations, and write equalities only for arrows
attached to vertices 0, 2, 3, 4.
• ∂(b) = 0 implies
(
b1
b0
)
w3 =
(
w1 0
ξ w0
)(
b1
b0
)
, thus new b˜ := b0 and ∂˜(b˜) = 0;
• ∂(e) = −vda implies (e0 e2)
(
w0 0
η w2
)
= w3(e0 e2) − (vd1 vd0)
(
0 0
1 0
)
hence,
e˜ := e2 and ∂˜(e˜) = 0, e30 is superfluous and vd0 = −e2η = −e˜ · v˜a˜, where
v˜a˜ := η;
• ∂(f) = −vdb implies fw4 = w3f−(vd1 vd0)
(
b1
b0
)
, cutting out terms attached
to the vertex 1 for f˜ := f obtain ∂˜(f˜) = vd0 · b04 = e˜ · v˜va˜ · b˜;
• ∂(d) = bvf + ave implies
(
d1
d0
)
w3 =
(
w1 0
ξ w0
)(
d1
d0
)
+
(
b1
b0
)
vf +
(
0 0
1 0
)( ve0
ve2
)
arrow d˜ is superfluous and ve0 = −b˜ · v˜f˜ ;
• for the distinguished loop of the vertex 2 we have ∂(a2) = −vaa − vee
hence(
a0 a02
a20 a2
)(
w0 0
η w2
)
=
(
w0 0
η w2
)(
a0 a02
a20 a2
)
−
(
u01 u0
u21 u20
)(
0 0
1 0
)
−
( ve0
ve2
)
(e0 e2) thus
a˜ := a02 obtain ∂˜(a˜) = ve0e2 = −b˜ · v˜f˜ · e˜ and a˜2 is the new distinguished
loop.
Analogously we get differentials for dotted arrows. Omitting tildes, we obtain
a BT-differential biquiver
Cb,e(1, 3) =
•
• •
•1
2 3
4
a

e //
f
OO
b
oo
with
∂(b) = ∂(e) = ∂(va) = ∂(vf) = 0,
∂(a) = −bvfe
∂(f) = evab
∂(vb) = −vfeva
∂(ve) = vabvf .
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From now our goal is to present the automaton and describe equivalent
paths on it. We start with the state A+(1). From the calculations above we
obtain the following fragments of the automaton:
A+(1)
B+(1, 2)
D(1, 4) D(1, 3)
B+(1, 3) B+(1, 4)
D(1, 2)
d−
wwooo
ooo
o b−
''OO
OOO
OO
d−
wwooo
ooo
o b−
''OO
OOO
OO
a−
OO
d−
wwooo
ooo
o
a−
OO
b−
''OO
OOO
OO
d−wwo
ooo
ooo
a−
OO
a−
OO
b− ''
OOO
OOO
O
Figure 7.6.1
The following lemma is obvious.
Lemma 7.6.2. • Arbitrary arrows mσ, nσ : Aσ(i)→ Aσ(i) commutes
mσnσ ∼ nσmσ;
• any two paths p1 and p2 : A
σ(i) → Aσ(i) of length three are equivalent.
(Commutation of length three)
Analogously, consider the the partial automaton around the differential biquiver
of type C.
D(3,4) B−(4,2)
b+oo f
+
//
f−

D(1,4)
B+(3,1)
e−
OO
f−

f+ //
Ce,b(1,3)
b+
oo
e+ //
e−
OO
b−

B+(1,3)
a−
OO
b−

a+
oo
D(3,2) B−(2,4)
a+oo e
+
//
a−
OO
D(1,2)
Figure 7.6.2
For better visualization we glue state Ce,b(1, 3) together with Ca,f(1, 3). How-
ever, by this identification, we should be careful and remember that there are
no paths mσnδ for m = n and for (m,n) being a pair of on the opposite edges.
Such pairs are: a and f ; b and e; and c and d.
We have
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D(3,4) B−(4,2)
b+oo f
+
//

b−,f−

D(1,4)
B+(3,1)
e−
OO
f−

//
e+,f+ //
C(1,3)oo
a+,b+
oo
//
e+,f+ //
OO
a−,e−
OO

b−,f−

B+(1,3)
a−
OO
b−

oo
a+,b+
oo
D(3,2) B−(2,4)
a+oo e
+
//
OO
a−,e−
OO
D(1,2)
Figure 7.6.3
Lemma 7.6.3. Let mσnδ and nδ mσ be two paths with common source and
target then
mσnδ ∼ nδmσ.
Proof. For paths touching a configuration A the statement follows from Lemma
7.6.2. The other such paths aremσnσ from Bσ(i, j) to Bσ(j, i); and mσn−σ con-
necting configuration C and D (see figure 7.6.2). For both cases the statement
is trivial.
Brick-reduction automaton
The automaton of reduction can be realized on a cube: a configuration A on a
vertex, a configurations D on an edge. Then on each facet, we get:
A11 MM [[
A--
 
A qq

A mmQQCC
C
B
B B
B
D
D
D
D
 


__???????
?
??
??
??
__??????? 



??
?? ?
??
??
??
__???????
?
??
??
?? ??
 



OO

//oo
__???????
__???????
 



 



?
??
??
??
?
??
??
??
??
???
??
??
??
?
??
??
??
??
??
__???????
__???????
 



 




OO
oo //
Let us give the whole automaton of the brick-reduction: Note that each state
A has three loops and there are no paths xx and xy through C(i, j), where x
and y are lying on opposite edges.
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C(2,4)
f+,b+

B+(2,4)
a+,e+
KS
e−
rreeeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeee
a−
,,YYYYYY
YYYYYY
YYYYYY
YYYYYY
YYYYYY
YYYYYY
YYYYYY
YYYYYY
YYYYYY
YYYYYY
YYYYY
D(2,1)
a− //
a+

A+(2)
e−
uujjjj
jjjj
jjjj
jjjj
jjjj
jjjj
jjjj
jjj
a−
))TTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
c−
OO
D(2,3)
e−oo
e+

B+(2,3)
c−
iiSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS
a+,c+

a− // D(2,4)
c−
OO
c+

B+(2,1)
e−oo
c+,e+

c−
55kkkkkkkkkkkkkkkkkkkkkkkkkkkkkk
B−(1,4)
d+
ZZ5555555555555555555555555555
a+

a−,d− +3
C(3,2)
d+,f+
KS
a+,c+

c−,f−
ks
a−,d− +3
B−(4,1)
f+
::vvvvvvvvvvvvvvvvv
c+

f−,c−
ks A−(4)
b+oo f
+
//
c+

B−(4,3)
b+
ddHHHHHHHHHHHHHHHHH
c+

b−,c− +3
C(1,2)
b+,d+
KS
c+,e+

d−,e−
ks
b−,c− +3
B−(3,4)
d+
DD																												
e+

d−,e−
ks
B+(3,2)
f−
zzvv
vv
vv
vv
vv
vv
vv
vv
v
d− //
d+,f+
KS
D(3,4)
f+
::vvvvvvvvvvvvvvvvv
f−
zzvv
vv
vv
vv
vv
vv
vv
vv
v
B−(4,2)
b+oo f
+
//
b−,f−

D(1,4)
b−
$$H
HH
HH
HH
HH
HH
HH
HH
HH
b+
ddHHHHHHHHHHHHHHHHH
B+(1,2)
b−
$$H
HH
HH
HH
HH
HH
HH
HH
HH
d−oo
b+,d+
KS
C(2,4)
f−,e− +3
B−(1,3)
a−,b−
ks
b+
JJ
a+
*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
A−(1)
d+
oo
b+
DD																												
a+
5
55
55
55
55
55
55
55
55
55
55
55
55
55
5
D(3,1)
d− //
d+
oo A+(3)
e−
OO
f−

d− // B+(3,1)
e−
OO
f−

f+,e+ +3
C(1,3)
a+,b+
ks
f+,e+ +3
a−,e−
KS
b−,f−

B+(1,3)
a−
OO
b−

a+,b+
ks A+(1)
a−
OO
b−

d−oo D(1,3)
d+ //d
−
oo A−(3)
d+ //
f+
ZZ5555555555555555555555555555
e+
		
		
		
		
		
		
		
		
		
		
		
		
		
		
B−(3,1)
f−,e− +3
f+
TT***************************************************
e+




























C(2,4)
a−,b−
ks
B+(3,4)
e−
ddHHHHHHHHHHHHHHHHH
d− //
d+,e+

D(3,2)
e+
$$H
HH
HH
HH
HH
HH
HH
HH
HH
e−
ddHHHHHHHHHHHHHHHHH
B−(2,4)
a+oo e
+
//
a−,e−
KS
D(1,2)
a−
::vvvvvvvvvvvvvvvvv
a+
zzvv
vv
vv
vv
vv
vv
vv
vv
v
B+(1,4)
a−
::vvvvvvvvvvvvvvvvv
d−oo
a+,d+

B−(1,2)
d+
		
		
		
		
		
		
		
		
		
		
		
		
		
		
b+
OO
b−,d− +3
C(3,4)
b+,c+
KS
d+,e+

c−,e−
ks
b−,d− +3
B−(2,1)
e+
$$H
HH
HH
HH
HH
HH
HH
HH
HH
c+
OO
c−,e−
ks A−(2)
a+oo e
+
//
c+
OO
B−(2,3)
a+
zzvv
vv
vv
vv
vv
vv
vv
vv
v
c+
OO
a−,c− +3
C(1,4)
c+,f+
KS
a+,d+

d−,f−
ks
a−,c− +3
B−(3,2)
d+
5
55
55
55
55
55
55
55
55
55
55
55
55
55
5
f+
OO
d−,f−
ks
B+(4,3)
c−
uukkkk
kkkk
kkkk
kkkk
kkkk
kkkk
kkkk
kk
b+,c+
KS
b− // D(4,2)
c−

c+
OO
B+(4,1)
c−
))SSS
SSSS
SSSS
SSSS
SSSS
SSSS
SSSS
SSS
c+,f+
KS
f−oo
D(4,1)
b− //
b+
OO
A+(4)
f−
iiTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT
b−
55jjjjjjjjjjjjjjjjjjjjjjjjjjjjjjj
c−

D(4,3)
f−oo
f+
OO
B+(4,2)
b+,f+

f−
llYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY
b−
22eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
C(2,4)
a+,e+
KS
F
ig
u
re
7
.6
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Rank and degree
For configurations of types A and B and a vector dimension s ∈ N4 let us
introduce rank ρ and degree δ of s :
– for a configuration Aσ(i) define ρ := s1 + s2 + s3 + s4 and δ := si;
– for a configuration Bσ(i, j) take ρ := si + 2sj + sl + sk and δ := si + sj,
where {l, k, i, j} = I.
It is useful to introduce an subsidiary parameter α := ρ− δ.
Configurations of types A and B are principal in sense that they encode the
problem of classification of vector bundles. Note that if Aσ(i) or Bσ(i, j) with a
vector dimension s encode a matrix problem for VBsE(r,d) then (r, d) = (ρ, δ).
Splitting configurations
In this subsection we analyze what happens at the final steps of the brick-
reduction i.e. if some sizes are zero.
A configuration is called splitting if it fulfill the property: if some sizes si
are zero then it becomes disconnected. The list of the splitting configurations
is as follows:
×
• •
•

oo
 




A
×
• ×
•

//
OO
oo
 



B
×
• ×
•

//
OO
oo
C
or •
× •
×

//
OO
oo
C
×
• ×
•

oo

oo
 



D
where “×′′ denotes a vertex i with si = 0. Let us analyze how such configurations
can appear.
A: A splitting configuration of type A appears from the configuration B
along a path of length 2. For example: the configuration B+(1, 3) with a
tuple of sizes (s1, s2, s3, s4) = (x+z, x, y, z) can be reduced along the path
B+(1, 3)
a−b−
−→ A+(1) then the new vector dimension is s′ = (0, x, y, z).
B: A splitting configuration of type B can not appear in the course of brick-
reduction. For example: the splitting configurationB+(1, 3) appears from
A+(1) along the arrow d− or from C(1, 3) along f+ or e+; but neither these
arrows change sizes s1, s3.
C,D: Splitting configurations of types C andD can appear from a configuration
of type B. For example: the configuration B+(1, 3) with a tuple of sizes
(s1, s2, s3, s4) = (x, 0, y, x) can be reduced along both arrows b
+ and b− :
Ca,f(1, 3) B+(1, 3)
b−oo b
+
//D(1, 2).
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The vector dimension for Ca,f(1, 3) is s′ = (0, 0, y, x) and for D(1, 2) is
s
′ = (x, 0, y, 0).
Let γ be a fixed configuration of type A or B and s be a fixed vector
dimension. Note that this set up leads to a splitting configuration if and only
if its rank ρ and degree δ have a common divisor. This claim follows from the
following lemma.
Lemma 7.6.4. Let γ and γ ′ ∈ ΓA∪ΓB, p : γ −→ γ ′ be a fixed path and s ∈ N4
be a fixed tuple of sizes. Then for s′ = p(s) it holds
g.c.d.(ρ, δ) = g.c.d.(ρ′, δ′),
where ρ and δ are rank and degree of s in γ and ρ′ and δ′ are rank and degree
of s′ in γ ′.
Proof. We check the property for the shortest paths, since all other paths can
be obtained by concatenation of the shortest ones.
1. Aσ(i)
p
−→ Aσ(i) a loop of length one: (ρ, δ) 7→ (ρ − δ, δ) and (α, δ) 7→
(α− δ, δ),
Aσ(i)
p
−→ Aσ(i) the loop of length three: (ρ, δ) 7→ (ρ − 3δ, δ) and
(α, δ) 7→ (α, δ − α);
2. Aσ(i)
p
−→ Bσ(i, j) a path of length one: (ρ, δ) 7→ (ρ, δ) and (α, δ) 7→
(α, δ);
3. paths of length two: Bσ(i, j)
p
−→ Aσ(i) (ρ, δ) 7→ (δ, 2δ − ρ) and (α, δ) 7→
(α, δ − α);
Bσ(i, j)
p
−→ A−σ(k) (k 6= i, j): (ρ, δ) 7→ (ρ − δ, ρ − 2δ) and (α, δ) 7→
(α, α− δ);
4. paths of length two: Bσ(i, j)
p
−→ Bσ(i, j): (ρ, δ) 7→ (ρ−δ, δ) and (α, δ) 7→
(α− δ, δ);
Bσ(i, j)
p
−→ Bσ(j, i): (ρ, δ) 7→ (ρ− δ, δ) and (α, δ) 7→ (α− δ, δ);
Bσ(i, j)
p
−→ B−σ(l, k) (l, k 6= i, j) : (ρ, δ) 7→ (ρ− δ, ρ− 2δ) and (α, δ) 7→
(δ, α− δ).
The lemma implies an obvious corollary:
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Lemma 7.6.5. Following notations in Lemma 7.6.4 if there exists a path p
taking a set-up γ ∈ ΓA ∪ ΓB and s ∈ N4 into a splitting configuration then its
rank ρ and degree δ have a common divisor.
To make the statement rigorous we formulate it as a theorem:
Theorem 7.6.6. Let (Q, ∂) be a differential biquiver corresponding to the con-
figuration of type A or B. Then Br(Q, ∂)(s) is not empty if and only if
g.c.d.(ρ, δ) = 1.
Proof. Let γ be a fixed configuration of type A or B and s ∈ N4 be a tuple
such that g.c.d.(ρ, δ) = 1. Lemma 7.6.5 asserts that on each step the new
set up (γ ′, s′) is non-splitting. We reduce s along a path on the automaton
until (ρ, δ) = (1, 0). Hence, in course of brick-reduction we obtain a problem
of dimension one, which is non-empty. Moreover, since (Q, ∂) is a full BT -
differential biquiver, it contains one one-parameter family of bricks.
Reformulating this theorem in terms of vector bundles we obtain the claim
of Theorem 5.0.1 for the Kodaira fiber IV.
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Principal Automaton
The principal automaton on states of type A and B similarly to the brick-
reduction automaton should be regarded on a cube. ConfigurationsA are placed
on its vertices and each facet contains four configurations of type B.We present
a diagram of one facet:
A+(1)
b+
))
d+
 a+uu
d− $$I
II
II
II
II
II
A−(4)
b−
))
c−
 f−
uu
c+zzuu
uu
uu
uu
uu
u
B+(1,3)
e+a+

f+b+
 //
a−b+,e−a+ //

f−b+,
b−a+

a−b−ddIIIIIIIIIII
b+a+
!!C
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
b+a− 00
a+b−

B−(4,2)
a−b−

e−f−

oo
f+b−,e+f−
oo

a+b−,
b+f−

b+f+ ::uuuuuuuuuuu
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
b−f−
}}{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
b−f+nn
f−b+

B−(2,4)
b−a−
MM
b−e−
ZZ
//
b+a−,a+e− //
OO
f+e−,
e+a−
OO
e+a+zzu
uu
uu
uu
uu
uu
{{{{{{{{{{{{{{{{{{{{
a−e−
=={{{{{{{{{{{{{{{{{{{{
e−a+
..
a−e+
QQ
B+(3,1)
a+e+
MM
b+f+
ZZoo
b−f+,f−e+
oo
OO
a−e+,
e−f+
OO
f−e−
$$I
II
II
II
II
II
f+e+
aaCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
e+f−
pp
f+e−
MM
A−(2)
a−
55
c−
VV
e−
ii
c+
::uuuuuuuuuuu
A+(3)
e+
55
d+
VV
f+
ii
d−
ddIIIIIIIIIII
Figure 7.6.5 A facet of the principal automaton.
Algorithm
Assume we have a state γ of type A or B and a tuple of sizes s ∈ N4 such that
g.c.d.(ρ, δ) = 1. In order to find a canonical form we proceed as follows: we take
path p : γ → γ ′ on the principal automaton reducing a tuple s to s′ such that
(ρ′, δ′) = (1, 0). Input a canonical form of size one (usually λ ∈ k) on the state
γ ′ and construct the canonical form inductively along the reversed path p∗.
Note that the canonical form K of a brick obtained by matrix reduction
along a path p depends on p. However, canonical forms of a vector dimension
s and a fixed differential biquiver γ constructed along arbitrary paths p are
equivalent.
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Equivalent paths
Let us describe equivalent paths. We should mention that this time besides
the commutation relations listed in Lemma 7.6.3 there exists some nontrivial
equivalences. Let us illustrate this phenomena with some examples.
Example 7.6.7. Note that starting from the state A+(1) we get:
(e+a+)d− ∼ d−a+ and (f+b+)d− ∼ d−b+.
Starting from B+(1, 3) we get
(b+a−)(f+b+) ∼ (b+f+c+)(b+a+) and (a+b−)(e+a+) ∼ (a+c+e+)(a+b−).
Analogous relations hold for all states of types A and B.
Example 7.6.8. Let us describe paths A+(1)
p
−→ A−(4) of length three and
five. All of them can be seen on the following partial automaton:
C(1, 2)
d+ //
b+
//
e−

d−

B+(2, 1)
e−

B+(1, 2)
b+
88qqqqqqqqqqq d+
88qqqqqqqqqqq
d−
&&MM
MMM
MMM
MMM
B−(4, 3) b
+
//
c+

D(2, 4)
c+
%%LL
LLL
LLL
LL
A+(1)
a−
99rrrrrrrrrr
d−
%%LL
LLL
LLL
LL
D(1, 4) b
+
//A−(4)
B+(1, 3)
b+
&&MM
MMM
MMM
MMM
a+ &&MM
MMM
MMM
MMM
a−
88qqqqqqqqqqq
B−(4, 2) b
+
//
f+
OO
D(3, 4)
f+
99rrrrrrrrrr
C(1, 3)
a+ //
b+
//
e−
OO
a−
OO
B+(2, 1)
e−
OO
There exists a unique path of length three
p0 := b
+a−d− ∼ b+d−a−
and three nonequivalent paths of length five:
p1 := c
+e−d+b+a− ∼ c+e−b+d+a− ∼ c+b+e−d+a− ∼ b+c+e−d+a−;
p2 := f
+e−a+b+d− ∼ f+e−b+a+d− ∼ f+b+e−a+d− ∼ b+f+e−a+d−;
p3 := c
+b+d−b+a− ∼ b+c+d−b+a− ∼07162534f+b+a−b+d− ∼ b+f+a−b+d−.
Note that the circled equivalence relation can no be obtained by commutations,
since the left and the right parts contain different arrows.
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To have a general picture for paths of length five from connecting configura-
tions of type A let us consider another example. However, note that here all
equivalences are just consequences of commutation relations.
Example 7.6.9. Let us describe paths A+(1)
p
−→ A+(3) of length five. All of
them can be seen on the following partial automaton:
B−(4, 2)
b+
''NN
NNN
NNN
NNN
C(1, 3)e,b
33
33
33
33
33
33
3
b−
3
33
33
33
33
33
33
b+
&&NN
NNN
NNN
NNN
e−
88ppppppppppp
D(1, 3)e, b
f−
&&MM
MMM
MMM
MM
A+(1) d
−
//B+(1, 3)
b+ &&NN
NNN
NNN
NNN
a+
88ppppppppppp
B+(3, 1)
f−
''NN
NNN
NNN
NNN
e−
77ppppppppppp
A+(3)
C(1, 3)a,f

a−
EE
f− &&NN
NNN
NNN
NNN
a+
88ppppppppppp
D(1, 3)e, b
e−
88qqqqqqqqqq
B−(2, 4)
a+
77ppppppppppp
Thus we have three nonequivalent paths of length five
w1 := f
−b+a−b+d−;
w2 := e
−a+b−a+d−;
w3 := f
−b+e−a+d− ∼ f−e−b+a+d− ∼ f−e−a+b+d− ∼
e−f−a+b+d− ∼ e−a+f−b+d− ∼ e−f−b+a+d−.
7.7 Matrix problem for torsion free sheaves on a tacnode
curve
In this section we consider matrix problems BMP formulated in Section 4.5 for
torsion free sheaves on a tacnode curve. We use the system of short notations
introduced in Section 7.2. Note that BMP ∼= Rep(Q, ∂), where the differential
biquiver (Q, ∂) is encoded by the poset P. Recall that the poset P has form
either
3 ◦

,,
◦ 9
~~
~~
~~
~
@
@@
@@
@@

◦ 7

rr
•
2
@
@@
@@
@@
•
4
~~
~~
~~
~
•
1
or ◦

/
//
//
//
//
//
//
/







9
3 ◦

•
5
~~
~~
~~
~
@
@@
@@
@@
◦ 7
2 • • 4
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Both biquivers looks quite complicated, however there is one simplifying consid-
eration. AssumeM is a brick sincere at at least two non-distinguished vertices i
and j. Since in course of the reduction the dimensions ofMi andMj remain the
same thus on some step we obtain a fragment ◦ b // ◦ with the minimal edge
b. Then by Lemma 6.7.3 the dotted arrow vb is not involved in any differential,
hence we get a contradiction and thus
Br(Q, ∂) = Br(Q9, ∂) ∪ Br(Q7, ∂) ∪ Br(Q3, ∂),
where Q3 = Q|I\{7,9}, Q
7 = Q|I\{3,9} and Q
9 = Q|I\{3,7}. Moreover, since each
size s3, s7 or s9 is smaller than any other, thus each of them is not grater than
1.
Here we consider the case Q = Q9, since only this one correspond to a
torsion free sheaves with the same rank on each component. (The problem for
sheaves with different ranks will be considered elsewhere).
Rank and degree
Note that a configurationD(1, 9) has a unique minimal edge 1→ 9 with s9 ≤ s1.
Thus there exists a unique step of reduction D(1, 9) −→ A+(1). Note that the
rank and degree (ρ, δ) defined for these configurations show the best correlation
with usual rank and degree.
– For TFsE(r, d1, d2) with r > d (recall that in this situation d = d1+d2+1)
we get the problem D(1, 9) with sizes s = (s2, 1, s4, s5), where d1 = s4,
d2 = s2, and r = s1 + s2 + s4. Since D(1, 9) −→ A+(1) with s 7→ s′ =
(s1 − 1, s2, 1, s4), we have
(ρ, δ) = (s′1 + s2 + s4 + 1, s
′
1) = (s1 + s2 + s4, s1 − 1) = (r, r − d).
– For TFsE(r, d1, d2) with d > r we get the problem B
−(9, 5) on the set
of vertices {2, 4, 5, 9} with sizes s = (s5, s2, 1, s4), where d1 = s4 + s5,
d2 = s2 + s5, and r = s2 + s4 + s5. Thus
(ρ, δ) = (s2 + s4 + 1 + s5, s5 + s9) = (d, d− r).
Changing notations of vertices ”9” by ”3” and ”5” by ”1” if needed, we get
configurations:
•
• ◦
•1
2 3
4

oo

oo
 




D(1, 3)
and •
• ◦
•1
2 3
4
OO
oo

//
 




B−(3, 1).
(7.25)
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The automaton of brick-reduction is a sub-automaton on 7.6.4. From the very
beginning we assume s3 = 1 ≤ s1, s2, s4. Hence, some arrows on 7.6.4 do not
exist. Analogously, to the case of torsion free sheaves on a cuspidal cubic curve,
we take to consideration not all possible reductions to avoid configurations of
types A− and B+, which can not be interpreted in terms of torsion free sheaves.
Splitting configurations
Assume we start with a configuration γ of type A or B. Since for a torsion
free sheaf we assume s3 = 1 thus the splitting configurations are A
σ(i) and
D(i, j) = C(i, j) for i, j ∈ {1, 2, 4}. As was shown in the previous section they
appear only if ρ and δ of γ have a common divisor, Theorem 7.6.6 implies that
there exists a brick only if g.c.d.(ρ, δ) = 1. Since in this case the differential
biquiver is of BT-type but not full, thus for a given vector dimension the brick
(if it exists) is unique. Reformulating this in terms of rank and degree we obtain
the statement of Theorem 4.0.1.
Principal states
The configurations of 7.6.4 which can be interpreted as torsion free sheaves on a
tacnode curve areD(i, 3) and B−(3, i) for i ∈ {1, 2, 4}.Note that a configuration
D(i, 3) has a unique minimal edge i→ 3 with s3 ≤ si. Thus there exists a unique
step of reduction
D(i, 3) −→ A+(i).
Principal automaton
The course of reduction TFsE(r,d)→ TF
s
E(r
′,d′) with r′ < r can be encoded as
a path on the following principal automaton:
The equivalence relations are the same as for the automaton 7.5.2. Thus we
get the uniform description for vector bundles and torsion free sheaves on a
tacnode curve.
A+(4)
c+ %%
f−c−b−
 b+yy
B−(3,2)
a−
11
a−c−d−f− --
c−

B−(3,1)
a−
mm
a−b−e−f−qq
b−

A+(1)
a+ --
b+
LL
d−a−b−
11
A+(2)
a+qq
e−a−c−
mm
c+
RR
B−(3,4)
b−d−
mm
c−b−d−e−
RR
c−e−
11
f−b−a+e−
dd a−c+b−
$$
e−a−b+f−

b−a+c−
LL
b−c+a−uu
c−b+d−e−
44
d−b−c+e−
dd c−b+a−
$$
a−c+b−uu
f−c−a+d−
44
d−a−c+f−

c−a+b−
LL
Figure 7.7.1 Principal reduction automaton for torsion free sheaves on a tacnode
curve.
Appendix A
Vector bundles on curves of arithmetic genus
zero
Transversal intersection of two projective lines
Let us illustrate the method of triples and matrix problems introduced in Sec-
tion 2.1 on projective curves of arithmetic genus zero. The simplest example
one can imagine is a transversal intersection of two projective lines locally given
by the equation xy = 0:
L1 L2
•s˜1 •s˜2
π //
 ?
??
??
??
??
??
??
??
??
??
??
• s
X
Let us describe vector bundles on X.
Choose coordinates (z0 : z1) on each component of the normalization X˜ ∼=
L1 ⊔ L2
π
−→ X such that the preimages s˜1 and s˜2 of the singular point s of X
have coordinate 0 := (0 : 1) on each component. Let Uk := {(z0 : z1)|z1 6= 0},
k = 1, 2, be affine neighborhoods of (0 : 1) on each component, U a disjoint
union of U1 and U2. Introduce local coordinates x := z0/z1 and y := z0/z1 on L1
and L2 respectively. The normalization sheaf splits O˜ = OL1⊕OL2 and O˜(U) =
k[x] ⊕ k[y]. Locally at s it holds Js = 〈x, y〉 and hence, OS˜ = k(s˜1) ⊕ k(s˜1),
OS = k(s). For a triple (F˜ ,M, µ˜) we fix:
• a decomposition F˜ = F˜ |L1⊕F˜|L2
∼=
(
⊕
n∈Z
OL1(n)
r(n,1)
)
⊕
(
⊕
n′∈Z
OL2(n
′)r(n
′,2)
)
,
where
∑
n∈Z
r(n, 1) =
∑
n′∈Z
r(n′, 2) = r;
• an isomorphismM∼=
(
k(s)
)r
;
• note, that the choice of coordinates on on each component Lk, k = 1, 2,
fixes two canonical sections z0 and z1 of H
0(OP1(1)) and we fix the fol-
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lowing trivializations
OLk(n)⊗ k(s˜k)
∼
−→ k(s˜k)
ζ ⊗ 1 7−→ ζzn1
(0 : 1),
chosen isomorphisms only depends on the choice of coordinates of Lk.
In such a way we supply ı˜∗F˜ with a basis and get an isomorphism
ı˜∗F˜ = F˜ |L1(s˜1)⊕ F˜|L2(s˜2)
∼=
−→ kr(s˜1)⊕ k
r(s˜2),
and hence, maps µ˜, ı˜∗F and π˜∗f can be written as matrices.
• The map µ˜ : kr(s)→ (kr(s˜1),k
r(s˜2)), is given by two matrices
µ˜ = (µ1(0), µ2(0)) ∈ GL(k, r)×GL(k, r);
• For each component Lk, if we have a morphism OLk(n)→ OLk(m) given
by a homogeneous form Q(z0, z1) of degree m− n, then the induced map
OLk(n)⊗OLk/J˜ −→ OLk(m)⊗OLk/J˜ is given by the map pr(Q(z0, z1)/z
m−n
1 ) =
Q(0 : 1). Hence, for any endomorphism (F, f) of the triple (F˜ ,M, µ˜) the
induced map ı˜∗F = (ı˜∗F1, ı˜
∗F2) : ı˜
∗F˜ −→ ı˜∗F˜ has the form
ı˜∗F = (F1(0), F2(0)).
Here we write (F1(0), F2(0)) instead of (F1(0 : 1), F2(0 : 1)) in order to
simplify the notations. Each of the matrices F1(0) and F2(0) is a lower-
block-triangular matrix consisting of blocks Fmn ∈ Matk(rm × rn), for
m ≥ n. The morphism F is invertible, if and only if diagonal blocks Fnn
of both matrices belong to GL(k, rn).
• Induced map π˜∗f = (f, f) belongs to the diagonal of Mat
k
(r × r) ×
Mat
k
(r× r) and to the diagonal of GL(k, r)×GL(k, r) if it is invertible.
We obtain the following matrix transformations:
(µ1(0), µ2(0)) 7→ (F1(0)µ1(0)f
−1, F2(0)µ2(0)f
−1). (A.1)
Matrix problem for transversal intersection of two lines
We have two invertible matrices µ1(0) and µ2(0) of the same size. Each of them
is independently divided into horizontal blocks. We label horizontal blocks of
µ1(0) and horizontal blocks of µ2(0) by integers, such labels of blocks are called
weights. Thus we obtain a matrix problem of the following form
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F1(0)

...
n−1
n
n+1
...
} r(n,1)
µ1(0)
F2(0)
		
...
n′−1
n′
n′+1
...
r(n′,2) {
µ2(0)
We are allowed to perform only the following transformations:
1. An arbitrary invertible elementary transformation of columns simultane-
ous for µ1(0) and µ2(0). This is the transformation f as in (A.1).
2. In any of the matrices µ1(0) or µ2(0) we can independently perform any
invertible elementary transformation of rows inside of a block n. Such
transformations correspond to diagonal blocks (Fnn) of the matrices F1(0)
or F2(0).
3. In any of the matrices µ1(0) or µ2(0) we can add independently a scalar
multiple of any row with a lower weight to any row with a higher weight.
Such transformations correspond to blocks (Fmn) with m > n of the
matrices F1(0) or F2(0)
If one of the matrices µ1(0) or µ2(0), say µ1(0), is reduced to the identity
form, then for the other one the matrix transformations left are row transfor-
mations F2(0) and column transformations f = F1(0). Thus, we obtain new
partition of the matrix µ2(0) into vertical blocks and the following matrix prob-
lem:
F1(0)
))
F2(0)
		
...
n′−1
n′
n′+1
...
... n−1 n n+1...
µ2(0)
1. We can do any invertible elementary transformations of columns inside of
any column block n. Such transformations correspond to diagonal blocks
(Fnn) of F1.
2. We can add a scalar multiple of any column of weight n to any column
of a bigger weight m. Such transformations correspond to blocks (Fmn)
with m > n of the matrix F1(0).
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3. We can do any invertible elementary transformations of rows inside of
any block n′ Such transformations correspond to diagonal blocks (Fn′n′)
of F2(0).
4. We can add a scalar multiple of any row of weight n′ to any row of
higher weight m′. Such transformations correspond to blocks (Fm′n′) with
m′ > n′ of the matrix F2(0)).
Certainly, there are quite enough transformations to reduce µ2(0) to a canon-
ical form consisting of identity and zero blocks only and such that there is ex-
actly one unit in any column of row. Hence, all matrices µ are decomposable,
but linear ones. Thus we get the following description of vector bundles on X.
Proposition A.0.1. Let X be a transversal intersection of two projective lines.
Then:
• there is an isomorphism of abelian groups PicX
∼
−→ Z2, L 7→ (d1, d2) :=
deg(L);
• for any E ∈ VBX holds E ∼= ⊕
d∈Z2
Lrd, where L ∈ PicdX .
Chains of projective lines (zigzag curves)
Proposition A.0.1 can be easily extended to chains of projective lines X :
L1 L2L3 L4 LN−1 LN
 9
99
99
99
99
99
99
99
9  9
99
99
99
99
99
99
99
9
. . .
 9
99
99
99
99
99
99
99
9
• s1 • s3 • sN−1
• s2 • s4 •sN−2
Here X =
N
∪
k=1
Lk, the normalization X˜ =
N
⊔
k=1
Lk and
S ∩ Lk =
 sk, if k = 1;sk−1, sk, if 1 < k < N ;
sk−1, if k = N.
Let us choose coordinates on each component Lk such that sk−1 corresponds to
(0 : 1) =: 0 and sk corresponds to (1 : 0) =:∞. Analogously to the case of two
crossing lines, it holds OS,sk = k, and Msk
∼= kr;
OS˜∩Lk =
 kk(∞), if k = 1;kk(0)⊕ kk(∞), if 1 < k < N ;
kk(0), if k = N.
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For the first an the last component the trivialization is chosen analogously to
the previous example. For each component L := Lk, where 1 < k < N, we use
the trivialization:
OL(n)⊗OL∩S˜
∼
−→ kk(0)× kk(∞)
ζ ⊗ 1 7−→ (ζ/zn1 (0), ζ/z
n
0 (∞)).
Hence, for each component 1 < k < N we fix a basis
ı˜∗(F˜|Lk)
∼=
−→
 kk(∞)
r, if k = 1;
kk(0)
r ⊕ kk(∞)r, if 1 < k < N ;
kk(0), if k = N.
Matrix problem for a zigzag curve
Hence, the matrix µ˜ consists of tuple of matrices
(µ1(∞), µ2(0), µ2(∞), . . . , µN(0)).
Matrices µk(0) and µk(∞) for 1 < k < N are simultaneously divided into
horizontal blocks according to the structure of F˜ |Lk. Two horizontal blocks of
µk(0) and µk(∞) with the same weight are called conjugated.
The transformation F consists of matrices
(
F1 := FL1, . . . , FN := FLN
)
in
form (2.6), and to obtain ı˜∗Fk we should evaluate Fk at preimages of singular
points:
ı˜∗Fk =
 Fk(∞), if k = 1;(Fk(0), Fk(∞)), if 1 < k < N ;
Fk(0), if k = N.
where Fk(0) and Fk(∞) are lower-block-triangular matrices over k, with the
same diagonal blocks for 1 < k < N. The morphism f induces the transforma-
tion π˜∗f = (f1, . . . , fN−1) and fk ∈ GL(k, r).
Hence, we obtaine the matrix problem
µ1(∞) 7→ F1(∞)µ1(∞)f
−1
1 ,
µ2(0) 7→ F1(0)µ2(0)f
−1
1 ,
µ2(∞) 7→ F2(∞)µ2(∞)f
−1
2 ,
...
µN−1(0) 7→ FN−1(0)µN−1(0)f
−1
N−2,
µN−1(∞) 7→ FN−1(∞)µN−1(∞)f
−1
N−1,
µN (0) 7→ FN(0)µN(0)f
−1
N−1;
(A.2)
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which can be sketched as follows:
...
F1(∞)

F2(∞)

F2(0)

FN−1(∞)

FN−1(0)

FN (0)

We are allowed to perform the following transformations:
1. An arbitrary elementary transformation of columns simultaneously for
the matrices µk(∞) and µk+1(0), for 1 ≤ k ≤ N − 1 Such transformations
correspond to fk.
2. An arbitrary invertible elementary transformation of rows simultaneously
for any two conjugated horizontal blocks of the matrices µk(0) and µk(∞)
Such transformations correspond to the diagonal blocks of the matrix Fk.
3. In each of the matrices µk(0) and µk(∞) we can independently add a
scalar multiple of any row with a lower weight to any row with a higher
weight. Such transformations correspond to non-diagonal blocks of Fk(0)
and Fk(∞)).
Analogously to the previous case the matrix µ can be reduced to the canonical
form consisting of zero and identity blocks such that there is a unique unit in
each row and each column in any matrix either µk(0) or µk(∞). Thus all matri-
ces of rank bigger than one are decomposable. Hence, we get the following de-
scription of vector bundles, which generalizes the result of Birkoff-Grothendieck
on a chain of N projective lines:
Theorem A.0.2 ([DG01]). Let X be a chain of N projective lines. Then:
• there is an isomorphism of abelian groups PicX
∼
−→ ZN , L 7→ d :=
deg(F);
• for any E ∈ VBX it holds E ∼= ⊕
d∈ZN
Lrd, where L ∈ PicdX .
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Looking at the considered examples one can suggest that a vector bundle
on any curve of arithmetic genus zero splits into a direct sum of line bundles.
However, this guess is wrong as one can see from the following example. In fact,
chains of projective lines are the only curves of arithmetic genus zero, where all
indecomposable vector bundles can be classified (see [DG01] Proposition 2.7).
Example A.0.3. Consider the following configuration X:
L4 •
s1
•
s2
•
s3
L1 L2 L3
Here X =
4
∪
k=1
Lk, the normalization X˜ =
4
⊔
k=1
Lk, S ∩Lk = sk for k = 1, 2, 3 and
the component L4 contains all three singular points S ∩ L4 = S = {s1, s2, s3}.
As in previous examples choose coordinates on each component. Assume that
on the component L4 the preimage of s1 has coordinates 0 := (0 : 1), the point
s1 has coordinates 1 := (1 : 1) and s3 has coordinates ∞ := (1 : 0). Choosing
trivializations we obtain a matrix problem for
µ˜ = (µ1, µ2, µ3, µ4(0), µ4(1), µ4(∞)).
The transformation F consists of matrices
(
F1, F2, F3, F4) in form (2.6), and
to obtain ı˜∗Fk we should evaluate Fk at the preimages of singular points, i.e.
ı˜∗Fk = (Fk(0)) for k = 1, 2, 3 are lower-block-triangular matrices over k and
ı˜∗F4 = (F4(0), F4(1), F4(∞)).
All matrices F4(0), F4(1), F4(∞) have common diagonal blocks, non-diagonal
blocks of F4(0) and F4(∞) are independent, and non-diagonal blocks of F4(1)
are some functions of F4(0) and F4(∞). If F˜ consists of two blocks of weights
c and c+ 1 then the left lower (F4(1))21 is equal to the sum of blocks (F4(0))21
and (F4(∞))21.
The transformation f induces π˜∗f = (f1, f2, f3) and fk ∈ GL(k, r).
F1(0)

F2(0)

F3(0)

F4(∞)

F4(0)

We are allowed to perform the following transformations:
