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ABSTRACT
Xi Yang: MACHINE LEARNING METHODS IN HDLSS SETTINGS
(Under the direction of J.S Marron, Jan Hannig and Katherine A. Hoadley)
During the exploration of high dimension-low-sample-size (HDLSS) data in different fields such
as genetics, finance, computer science, etc, various machine learning methods have been developed.
This dissertation includes the invention of novel methods and the improvement of current methods,
which are evaluated using cancer genetics data.
The statistical significance of the difference between subgroups is a central question in the
setting of HDLSS data. The Direction Projection Permutation (DiProPerm) hypothesis test pro-
vides an answer to this that is directly connected to a visual analysis of the data. However, under
some circumstances, the DiProPerm test can be less powerful and accurate when measuring the
significance of the test pairs. In this dissertation, we first introduce a new permutation method.
This increases the power of the test in high signal situations. Furthermore, the simulated null test
statistics tend to be more reasonable and uni-modal. Then, our theoretical analysis provides an
adjustment to the inference for both permutation schemes. This enables us to exploit the improved
power available. We also add confidence measures that reflect the Monte Carlo uncertainty in that
test, which is seen to be very useful for the comparison of results across different contexts.
Another important goal of this dissertation is to understand the drivers of Angle-Based Joint
and Individual Variation Explained (AJIVE). An important open problem is a statistical inference
on the AJIVE loadings to determine which are significant features of the analysis. Jackstraw is a
method that generally aims to find the statistically significant drivers associated with unobserved
latent variables. In this dissertation, we develop a method based on similar ideas in the richer
context of AJIVE to give a precise estimation.
Genetic data sets are used to evaluate the above-proposed machine learning methods, which
also give results of independent interest to biologists.
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CHAPTER 1
Introduction
In the age of big data, valuable information can be extracted using modern data analysis
methods. Big data is a currently fashionable topic in many fields. People gather different types
of information such as graphs, texts, sound, etc, and transform these into data. Then statisticians
use various techniques to analyze and visualize such data. For example, researchers transfer the
massive online reviews or comments into big data with large sample size and then use statistical
methods to analyze the corresponding sentiment. Another example is recommendation systems.
Researchers combine click rates, web open rates, etc. to analyze the needs of different customers
and recommend products to the corresponding customer to make higher profits.
Big data has become a major trend in statistics. The above examples refer to big data with a
large sample size. Another type of big data has a large number of features. For a single sample,
we can observe millions or even billions of features using various modern techniques. Our research
in this dissertation focuses on a particular part of big data, where the sample size may not be very
large, but the dimension is very large. We call such settings High Dimension Low Sample Size
(HDLSS) data. Classical mathematical analysis of statistical methods often use asymptotic tools,
such as taking the limit as the sample size goes to infinity. However, relatively few methods focus
on the data with extremely large dimensions, especially when the feature size is larger than the
sample size. Many important data sets, especially in bioinformatics have high dimensions, but a
low sample size. In this dissertation, we explore some important aspects of statistical analysis in
such settings.
We first focus on classification problems in the HDLSS context. The traditional t-test, often
called the A/B test in industry only deals with data with a single or small amount of features. When
the feature size is larger than the sample size, there are relatively few available statistical methods.
The Direction Projection Permutation (DiProPerm) hypothesis test aims to solve such problems
in HDLSS settings. In particular, it gives insights into high dimensional visualizations, because
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it is directly linked to what is seen there. DiProPerm is especially valuable in the comparison of
different hypotheses. Is one set of hypotheses more significant than the other and how to quantify
such a difference? For example, when doing a genetic analysis, which animals are closer to human
beings, dolphins or gorillas? This type of comparison or difference is one of the important parts
of this dissertation studied in Chapter 3. DiProPerm comparison between different hypotheses
can sometimes be uncertain due to permutation variation. This is addressed by developing novel
confidence intervals to assess the variation.
Another major challenge is feature selection. Feature selection is an important topic in both
statistics and machine learning, such as in regression or decision trees. It has the potential to both
increase the model accuracy and can save time/cost for stakeholders. A traditional solution such as
the enumeration method can be very slow to compute in the HDLSS setting due to the extremely
large number of features. Besides, traditional solutions mostly assume the sample size is larger than
the number of features, ie. dimension. However, feature selection is essential in HDLSS settings.
The Jackstraw methodology focuses on finding a subset of features that are closely related to the
latent information regarding PCA. This dissertation focuses on finding a subset of features that may
contribute to interesting underlying aspects. Such aspects are extracted using a data integration
technique called Angle-based Joint and Individual Variation Explained (AJIVE). A fundamental
contribution of this dissertation is to adapt the Jackstraw methodology to joint and also individual
features derived from AJIVE in Chapter 4.
2
CHAPTER 2
Background and Literature Review
In this chapter, we review papers related to this dissertation. Section 2.1 gives a literature
review of DiProPerm for high himensional hypothesis tests. We will carefully investigate it in
Chapter 3 showing some surprising problems in the high signal case for which some solutions are
developed. Section 2.2 gives a literature review of Angle-Based Joint and Individual Variation
Explained (AJIVE). A hypothesis test based statistical significance of variables driving systematic
variation in high-dimensional data (Jackstraw method) is discussed in Section 2.3. AJIVE and
Jackstraw form the basis of the new method proposed in Chapter 4.
2.1 The DiProPerm Test
In this section, we give an introduction to the DiProPerm Test (Wei et al. (2016)). The
motivation is given in Section 2.1.1 and the algorithm is given in Section 2.1.2. A real data
example is given in Section 2.1.3. The DiProPerm Test is evaluated and improved in Chapter 3.
2.1.1 Motivation
During the exploration of breast cancer data, previously well-determined subtypes (Sørlie et al.
(2001)) have been playing a prominent role. In studies such as The Cancer Genome Atlas (TCGA)
(?), an interesting question is how different are these subtypes? A useful way to quantify this is
to evaluate hypothesis tests for differences between subtypes. In Figure 2.1, the input data is from
a gene expression matrix from a TCGA breast cancer study Ciriello et al. (2015), with 1038 cases
and 20249 genes. These are two views from a principal component analysis (PCA) (see Jolliffe
(2011) for a good introduction). Colors and symbols are used to contrast subtypes. The panel
on the right is a standard PCA plot, the first principle component (PC1) score is on the vertical
axis and the second principal component (PC2) score is on the horizontal axis. The plot on the
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left shows the 1-dimensional distribution of PC1 scores. The symbols are shown as a jitter plot
with random heights on the vertical axis and scores are shown on the horizontal axis. The colored
curves are kernel density estimates, i.e. smooth histograms. The Basal subtype (red C) is clearly
different from the others, while LumA (blue +), LumB (cyan ×) and Her2 (magenta *) appear
to be relatively closer to each other, but with some differences between. For example, the Her2
(magenta *) cases appear to be somewhat intermediate in these views.
Figure 2.1: PCA views of TCGA breast cancer gene expression with subtypes: Basal: (red C); Her2:
(magenta *); LumA: (blue +); LumB: (cyan ×). Left: distribution of each subtype projected on the PC1
direction with colors and symbols used to contrast subtypes; right: scatter plot of raw data projected on
PC1 (vertical axis) and PC2 (horizontal axis) directions. This suggests Basal is much different from the
others, which are somewhat different from each other.
While PCA views such as Figure 2.1 often show interesting structure in data, it is important to
keep in mind that the first principal component only reflects the direction of maximum variation.
Other aspects such as subtype differences may not appear clearly in the few directions studied in a
PCA scatter plot. This is apparent in the left panel of Figure 2.2, which shows the projection onto
a direction that much more clearly separates the union of (Basal & Her2) (red C & magenta * in
Figure 2.1 and blue© in Figure 2.2) from the (LumA & LumB) (blue + & cyan × in Figure 2.1 and
red + in Figure 2.2), than what can be seen in Figure 2.1. This clear difference between subtypes
is less visible in Figure 2.1 because there is less total variation in this direction as indicated by the
horizontal axis.
Figure 2.2 shows how a projection direction for distinguishing classes can provide good visual
separation. A common choice for separating classes is the support vector machine (SVM) Vapnik
(1995), but as noted in Marron et al. (2007) that suffers from a data piling problem in the case
of High Dimension Low Sample Size (HDLSS) data, which results in poor visualization and gener-
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alizability. A much clearer visual impression of subtype differences comes from the projection on
the Distance Weighted Discrimination (DWD) direction Marron et al. (2007) trained on subclasses
as in Figure 2.2. While such graphics are suggestive, they can be deceptive. This is illustrated
Figure 2.2: Distribution of data projected on DWD directions using new symbols and colors: class +1 (blue
©) and class -1 (red +). Left panel: class +1: Basal&Her2 (n1 = 266) class -1: LumA&LumB (n2 = 772)
and d = 20249. Right panel: both classes are the same number of independent samples from the same d
dimensional standard normal. This shows that visual impression of class difference may not be reliable since
the relative distance in the left panel appears to be much smaller than in the right, which is surprising since
the 2 classes in the right panel are from the same distribution.
in the right panel, which shows red and blue data sets both simulated from the standard normal
distribution, i.e. there is no underlying distributional difference between the classes. For straight
forward comparison with the left panel, the simulated data set uses the same dimensions d = 20249,
and sample sizes n1 = 266, n2 = 772. The distance between the 2 distributions in the left panel
appears to be relatively smaller than that in the right panel. Since the right panel has both classes
drawn from the same distribution, there is no statistically significant difference despite the apparent
strong visual difference (this is an effect of very high dimensionality). Hence it is very important
to do the needed statistical inference provided by a formal hypothesis test in such visualizations.
In the classical setting, where the sample size is larger than the dimension, many methods have
been developed to test the equality of two distributions. However, few methods are designed for
HDLSS data. The classical methods are nearest neighbor tests Bickel et al. (1983), Henze et al.
(1988), Schilling (1986). A more recent method is the energy test Székely et al. (2004), which is
based on the Euclidean distance to find the nearest neighbor coincidences. The classical Hotelling
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T 2 test is useful when testing the equality of means, but not computable due to the singular
covariance matrix of HDLSS data. Bai and Saranadasa (1996), Chen et al. (2010), Srivastava and
Du (2008) solved this problem by using a diagonalized version instead. Another method that uses
the traditional Hotelling T 2 statistic is to project the HDLSS data onto a low dimensional space
(Lopes et al. (2011)). However, the above methods have the assumption of equal covariances. The
DiProPerm test makes no such assumption. Figure 3.9 shows how the formal DiProPerm hypothesis
Figure 2.3: Black curves: estimated null distributions from permuted differences shown as black dots;
green vertical line: the observed mean difference between class +1 and class -1. The permutation p-value
reveals a strongly significant difference in panel (a) but insignificance in panel (b) as expected, despite the
visual impression from Figure 2.2.
test, which quantitatively analyzes such differences is implemented. The DiProPerm test of Wei
et al. (2016) directly targets what we visually see, which is different from the above methods. As
noted in Section 2.1.2, this is done with a summary statistic such as the difference of group means.
These summaries are highlighted in Figure 3.9 as the horizontal coordinate of the vertical green
lines. Significance is assessed using a permutation null distribution, where the permuted statistics
(from permutations as stated in step 3 in Section 2.1.2) are shown as black dots, whose distribution
is indicated using a black kernel density estimate. In the left panel of Figure 3.9, the black dots
are strongly piling up in a relatively narrow neighborhood, which makes them hard to see and thus
the kernel density estimate is relatively narrow on the scale. The vertical green line is relatively far
from the black dots and the kernel density estimate, which indicates the test pair is rather strongly
significantly different. The empirical p-value is the proportion of the black dots to the right of
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the green line, i.e. #{black dots on the right of the green line}#{black dots} . In many cases, the empirical p-values are
zeros which makes the comparison of the significance of different test pairs difficult. Thus, we need
another measurement of significance for test pairs, such as the z-score. The z-score is the difference
of the observed mean difference and the mean of the black dots divided by the standard deviation
of the black dots, i.e. z-score = C−C̄S , where C is the observed mean difference, shown as the x
coordinate of the vertical green line; C̄ is the mean of the black dots; S is the standard deviation
of the black dots. The 0 empirical p-value and large z-score (as well as the 90% confidence interval
for the z-score, shown as ’CI’ in Figure 3.9) is consistent with what we visually see. However, in
the right panel of Figure 3.9, the black dots are more clear and the green vertical line is in the
middle of the black dots (and the kernel density estimate), with a relatively large p-value and small
z-score, which indicates this test pair is not significantly different. The results shown in Figure 3.9
are as expected that different tumor subtypes are drawn from different distributions, while the 2
different groups of standard normal samples are drawn from the same distribution, i.e. there is no
significant difference.
2.1.1.1 DiProPerm diagnostic graph
Figure 2.4 gives an example of the DiProPerm diagnostic graph using the GE data from TCGA
breast cancer data and testing the subtype pair: Basal vs Her2, which we will also study later
in Section 3.1. The top left panel shows the data projected on the original direction, with colors
and symbols representing the classes. The green text indicates the observed test statistic is the
mean-difference statistic, which is 109.5. This gives a visual impression of the separation of the
data and the goal of DiProPerm is to asses a significant difference, which is done to the panel to
the right. The top right panel shows the permutation null distribution where the black dots are
the permuted statistics and the black curve is the kernel density estimate of the black dots. The
empirical p-value is 0 and the z-score is 41.6, indicating a significantly different. The x coordinate
of the vertical green line represents the observed test statistic. The position of this line indicates
the significance of the difference which is observed in the left panel. When it is in the middle of the
distribution, it is not significant. When it is to the right, it is significant. The bottom 2 panels show
2 random permutations with colors representing the permuted labels and symbols representing the
original labels. The black text on the top indicates the corresponding permuted test statistics are
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26.5 and 24.0 respectively, which are 2 of the black dots in the upper right. These are diagnostic
providing a visual impression of the impact of the permutation on the statistic.
Figure 2.4: The DiProPerm diagnostic graph. Top left: data projected on the original direction with class
1 (blue circles) and class 2 (red pluses). Top right: black dots are the permuted statistics; the black curve
is the kernel density estimate of the black dots; the green vertical line is the observed test statistics between
class +1 and class -1. Bottom 2 panels: 2 random permutations with colors representing the permuted labels
and symbols representing the original labels. From the black texts on the top right panel, the test pair is
significant since the p-value is 0 and the z-score is 41.6111.
2.1.2 Algorithm
As stated in Wei et al. (2016), the aim is to test whether the 2 independent random samples
of real-valued random vectors are from the same distribution. The mean difference test statistic,
which is the difference between the mean of projections of each class onto the chosen projection
direction, is recommended. DiProPerm is a three-step procedure:
1 Direction: choose a direction vector which is trained to best (in some sense) separate the
class labels e.g. mean difference (MD) direction, DWD direction, SVM direction, etc.
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2 Projection: project the 2 samples onto this direction, as shown in Figure 2.2: the blue dots
(and curve) are samples (and a kernel density estimate) respectively from the projection of
the first class and the red are from the projection of the second class. Then we calculate the
mean difference test statistic, which is the x coordinate of the vertical green line in Figure
3.9, labeled here as C, to measure the distance between the mean of the projections of the
two classes.
3 Permutation: assess the significance from a permutation test. To be specific, (a) pool the
two samples and randomly permute the class labels; (b) take the normal vector to the binary
linear classifier retrained on the permuted class labels; (c) project data onto this direction
and re-calculate the univariate two-sample statistic. Doing this step N times (e.g N=100 or
1000) gives a sample representing the null distribution: {Ci}i=1,...,N , which are the black dots
in Figure 3.9.
Finally, we assess the significance using the empirical p-value:
#{black dots on the right of the green line}
#{black dots} and the z-score:
C−C̄
S , where C̄ is the sample mean of
{Ci}i=1,...,N , and S is the sample standard deviation of {Ci}i=1,...,N .
This method is studied deeply and an improved method is proposed in Chapter 3.
2.1.3 Real Data Application: TCGA Lung Adenocarcinoma Data
In this section, we explore TCGA Lung Adenocarcinoma Data (Network et al. (2014)) using the
DiProPerm test. This data involves 2 distinct types of measurements: one is the gene expression
(GE) data and the second data type is the copy number region (CNR) data. These are both
measured on the same patient samples. The GE data has dGE = 24776 genes and n = 402 samples;
the CNR data has dCNR = 806 copy number regions and n = 402 samples. The 402 samples are
grouped into 3 subtypes: 147 TRU (blue) cases, 115 ProxProlif (red) cases and 140 ProxInflam
(green) cases. We use DiProPerm to test each of the three pairwise subtype differences, as well as
each subtype versus the rest for both GE and CNR data.
Figure 2.5 shows the z-scores for several tests. The upper panel shows the results from GE
and the lower panel gives the results from the CNR. The six different hypotheses appear in the
six columns. The columns on the left are pairwise tests and the columns on the right are the 3
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subtypes each tested against the rest of the subtypes. The z-scores for the CNR data are much
smaller than that of GE data (the vertical axes are on a different scale for GE and CNR). This is
consistent with the fact that subtypes are defined from the classification of GE data. Tru vs Rest
tested using GE data has the largest z-score. Tru vs ProxProlif and Tru vs ProInflam have the
second and third largest z-scores. This indicates Tru is more different from other subtypes for GE
data, which is consistent with the GE matrix PCA view. The z-scores of CNR data for each test
Figure 2.5: DiProPerm z-score of 6 test pairwise differences for both GE and CNR data. The lower text
indicates the data type, y-axis/the heights of yellow bars indicate the z-score of each corresponding test.
The colored text on the top indicates the test pairs. This bar graph shows that GE contains more subtype
information and Tru is more separate from the other subtypes from GE data.
are relatively close to each other but ProxProlim vs rest has the largest z-score. Can we say for
sure that ProxProlim is actually different from the others? Larger z-score may not guarantee more
significance since it may have two causes: 1. the test is more significant; 2. simulation variation.
This motivates the development of a method to measure the simulation variation for the DiProPerm
test. In Section 3.6, we propose a new confidence measure using three different algorithms. From
the confidence measure, we have the conclusion that such a difference in the z-score of CNR data
doesn’t reflect the difference in significance but only reflects simulation variation.
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2.2 AJIVE
In this section, we give an introduction to AJIVE (Feng et al. (2018)). The motivation is given
in Section 2.2.1 and the algorithm is given in Section 2.2.2. Then we apply AJIVE to TCGA
lung cancer data in Section 2.2.3 The jackstraw method (Chung and Storey (2014)) (introduced in
Section 1.3) will be adapted and evaluated to the outcomes of AJIVE in Chapter 4.
2.2.1 Motivation
As discussed in Section 2.1.1 and analyzed in Figure 2.1, many modern data sets such as TCGA
breast cancer data come with multiple types of data, which are different data types measured on a
common data set. For example, a common sample/patient with breast cancers come with multiple
data types, two of which are vectors of gene expression and copy number measurements. It is
interesting to organize these different types of data into data blocks. AJIVE assumes a particular
type of connection among these data blocks and studies the ways that these blocks work together
as well as how they separately. Thus, AJIVE untangles joint and individual variations and gives
insights into the structure of these data sets.
2.2.2 Algorithm
As stated in Feng et al. (2018), the overall structure of the AJIVE algorithm is illustrated using
a path diagram shown in Figure 2.6. The input datablocks are the colored rectangles shown on
the upper left, the dimension may be different as indicated, i.e. each data block is allowed to have
a different number of rows but because the columns correspond, they have the same number of
columns. Then a low-rank singular value decomposition (SVD) approximation represented as the
dotted rectangle next to the input blocks is essential to avoid finding a spurious correlation. A
useful tool for this is the singular value decomposition. In the approximations, each data block is
decomposed into 3 matrices represented by rectangles: loadings (the first colored rectangles with
the black border), a diagonal matrix of singular values (the middle colored squares with the black
border) and scores (grey rectangles with the colored border). The Principal Angle Analysis (Miao
and Ben-Israel (1992)) (shown as the grey circle in the middle) is used to find a basis of joint
space represented as the grey rectangle with the black border. This joint space defines the joint
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variation of all datablocks among the experimental subjects. Finally, each data block is projected
onto the joint space and onto the orthogonal spaces, which are the individual spaces shown as the
colored boundary gray rectangles on the right, with the three joint components at the top and the
individual components at the bottom.
AJIVE gives 9 types of output. The common normalized scores (CNS) are the grey rectangles
with black borders in the middle of Figure 2.6, which gives the joint direction vectors in the sample
space in Rn of the joint space (n is the number of samples, i.e. the number of columns). The corre-
sponding joint matrices are the projections of the original datablocks onto these direction vectors,
shown as the rectangle with dashed border in the upper right. The individual components, shown
as the rectangles with dashed border in the lower right, come from orthogonal basis subtraction.
The block specific scores (BSS) are the grey rectangles with the colored border in the right, which
are decomposed using SVD from the joint and individual components.
2.2.3 Real Data Application: TCGA breast cancer data
In this section, we continue to explore TCGA breast cancer data (introduced in Section 2.1.1)
by using the unsupervised and supervised (which incorporates subtype information) versions of
AJIVE. The unsupervised AJIVE studies the relationship between GE and CNR and the supervised
AJIVE studies the same relationship with careful attention paid to the subtypes by including a
third datablock which is the matrix of subtypes.
For the unsupervised AJIVE, the input (left colored rectangles with black borders in Figure
2.6) includes two data blocks: the GE matrix and the CNR matrix. For the supervised AJIVE,
the input includes three data blocks: GE matrix, CNR matrix, and subtype matrix. The subtype
matrix is constructed by n columns. Each column has 4 entries which indicate the 4 subtypes.
Each column is 1 in the entry corresponding to the subtype and 0 in the other entries. The subtype
matrix is shown as the following:

0 0 1 0 1 0 · · ·
1 0 0 1 0 0 · · ·
0 1 0 0 0 1 · · ·
0 0 0 0 0 0 · · ·

4×1038
,
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Figure 2.6: AJIVE flowchart which describes the AJIVE algorithm. The first step is the low-rank approx-
imation using SVD. The second step is to extract the joint space using principle angle analysis. The third
step is to project the data onto the joint space. Thus AJIVE extracts both the joint and individual variation.
Thus for the supervised AJIVE, d1 = dGE = 20249, d1 = dCNR = 806, d3 = dsub = 4 and n = 1038
represented as the far left 3 colored rectangles in Figure 2.6. As discussed in Section 2.2.2, the first
step is to choose a low rank approximation (represented as the dotted rectangle next to the input
blocks) for each datablock. We use a singular value scree plot shown in Figure 2.7 to choose the
reduced rank of the CNR data (use similar plot for the GE data). As shown in Figure 2.7, we hope
to choose the rank at an elbow point of the curve formed by the blue circles (in the left panel) that
have the largest difference between the adjacent singular values (shown in the right panel). Then
we have 6 candidates shown as the 6 colored horizontal dashed lines in the right panel and circles
filled with color in the right panel. We use the same scree plot for both the GE and the CNR data.
However, since subtype matrix is formed only by signals which are 0s and 1s, we don’t need to do
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low rank approximation for the subtype matrix, so we choose 4 for the rA3 shown inside the green
dotted rectangle in Figure 2.6.
Figure 2.7: Singular value scree plot. Left: y-axis is the singular value of the data matrix on the log10
scale and the x-axis is the index of singular value sorted from the largest to the smallest. We only show the
top 100 largest singular values. The colored horizontal dashed lines show 6 selected rank candidates: 8, 12,
15, 34, 42, 77. Right: y-axis is the difference between adjacent singular values on the log10 scale. x-axis:
the same as the left panel. The circles filled with color represent the 6 rank candidates, shown as horizontal
lines on the left.
Figure 2.8: Singular value scree plot for the GE data. The selected reduced rank candidates are: 10 15,
34, 48, 59, 70.
The singular value scree plots give use candidates for the reduced rank. The next step is to
do AJIVE analysis and choose the final reduced rank for both GE and CNR based on the AJIVE
outcomes. Thus, we choose 70 for GE data and 77 for CNR data to do the low-rank approximation,
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i.e. rA1 = 70 (inside the left blue dotted rectangle of Figure 2.6) and rA2 = 77 (inside the left yellow
dotted rectangle of Figure 2.6). The resulted CNS (represented by the grey rectangle with the black
border in the middle of Figure 2.6) is a matrix with rj rows and n columns, where rj is the joint
rank and the number of joint components. To make a direct comparison between the unsupervised
AJIVE and the supervised AJIVE, we use the same reduced rank for the low-rank approximation.
The unsupervised AJIVE and the supervised AJIVE have different joint ranks, noted as rj1 = 31
and rj2 = 3.
Figure 2.9 shows the scatter plots of the unsupervised CNS and the ith row of CNS is denoted
as ’compi’, i = 1, 2, 3. The diagonal panels in each rectangle use the same one-dimensional data
visualization as used in the left panel of Figure 2.1, i.e. the kernel density estimate together with
the jitter plots for each row of CNS, where colors and symbols represent subtypes as in Figure
2.1. The off-diagonal panels are scatter plots of pairwise rows of CNS as shown in the left panel
of Figure 2.1 using the same 2-dimensional view. The subtype separation is not as clear as shown
in PCA views (Figure 2.1), which indicates variation in subtypes does not seem to be in the joint
space. This motivates the supervised AJIVE.
Figure 2.9: Unsupervised AJIVE CNS (represented by the grey rectangle with the black border in the
middle of Figure 2.6) scatter plot. The diagonal panels in each rectangle are the kernel density estimates of
rows of CNS. The off-diagonal panels are scatter plots of pairwise rows of CNS. Basal: red; Her2: magenta;
LumA: blue; LumB: cyan. This shows the joint variation reveals all cancer subtypes are mixed and not as
strongly separated as in Figure 2.1.
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Figure 2.10 shows similar scatter plots based on supervised CNS. The supervised AJIVE gives
a better visual separation than PCA scatter plot in Figure 2.1. Note that, the joint comp1 mostly
separates Basal (red) from the other subtypes. The joint comp2 separates Her2 (magenta) and
LumA (blue). The joint comp3 separates Her2 (magenta) and LumB (cyan). Thus the supervised
AJIVE results reflect better subtype separation than PCA view in Figure 2.1 and the unsupervised
AJIVE in Figure 2.9. This is as expected from including strong subtype information and super-
vision. Another connection between the CNS and the data comes from studying driving features
Figure 2.10: Similar plot as shown in Figure 2.9. As expected, these supervised AJIVE results reflect
better subtype separation than unsupervised AJIVE.
(GE and CNR) of the joint variation. The top and middle panels in Figure 2.11 show the top 40
genes and CNRs with the largest absolute values of CNS loadings (represented as the far-right grey
rectangle in Figure 2.6 with the colored borders inside the far-right rectangles with dotted borders)
of joint component 1. The bottom panel shows the 4 CNS loadings of the joint component 1 for
the subtype matrix.
The top panel together with the bottom panel indicates a gain of AGR3 (the largest loading
of component 1) has the strongest negative influence in Basal subtype as biologically expected.
AGR3 is highly expressed in the ciliated cell and as stated in Wong et al. (2010) that a loss of
cilia during the development of basal cell carcinoma in mice led to accelerated tumorigenesis. The
middle panel together with the bottom panel shows a gain of chromosome 5 is related to the loss
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of Basal subtype. This is consistent with one conclusion of Weigman et al. (2012) that loss of
the q arm of chromosome 5 is found to statistically significantly associated with Basal-like breast
cancers. Note that AJIVE has successfully identified both genes and copy number regions that are
biological relevant with respect to the subtype information. In the next section and Chapter 2.2.
Other loadings are studied with the goal of assessing statistical significance.
Figure 2.11: Top and middle: top 40 genes and CNRs with the largest absolute value of CNS loadings
(represented as the far-right grey rectangles with the colored borders inside the far-right rectangles with
dotted borders) of joint component 1. Bottom: 4 CNS loadings of joint component 1 for the subtype matrix
sorted in absolute values. The corresponding gene, CNR, and subtype work together.
2.3 Jackstraw method
In this section, we give an introduction to the Jackstraw method (Chung and Storey (2014)).
The motivation is given in Section 2.3.1 and the algorithm is given in Section 2.3.2. We explore
a real data set in Section 2.3.3. We also give simulation studies in Section 2.3.4. The Jackstraw
method will be adapted and applied to the outcomes of AJIVE in Chapter 4.
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2.3.1 Motivation
For the study of genomic data, PCA has successfully provided informative visual impressions
to help uncover the systematic variation in gene expression as shown in Figure 2.1, which reveals
important differences between subtypes. An important question is which genetic variables are the
statistically significant drivers of these PCs? This motivates a formal hypothesis test to give a
precise estimation of the significance of each genomic variable regarding systematic variation due
to latent variables contained in interesting PCs.
2.3.2 Algorithm
As stated in Chung and Storey (2014), the aim is to identify the variables that are statistically
significant regarding one or a subset of PCs. This is done using F statistics for a linear regression
based on each variable and a permutation test. Algorithm of Jackstraw:
1 The F statistics used by Jackstraw are obtained by doing linear regression with the mean-
centered original data as the response and with the PC scores of interest as the predictors.
2 Randomly select and permute rows of the original data matrix and recalculate the F statistics
to get one realization from the null distribution.
3 Repeat step 2 to generate a null distribution and use the observed F statistics and the null F
statistics to calculate the empirical p-value for each variable.
2.3.3 Real Data Application: TCGA breast cancer data
As shown in Figure 2.1, PC1 visually separates the subtype Basal vs the rest. In this section,
we use the Jackstraw method to find significant genes that drive this systematic variation.
Figure 2.12 shows the results from the Jackstraw method: out of 20249 genes, we find 12739
significant genes regarding PC1, which play an important role in separating Basal vs the rest. The
top left panel shows the sorted Jackstraw p-values of all the genes, where the red is significant
(at the Bonferroni adjusted level α = 0.05/d = 2.4693e − 06, where d is the number of genes)
and the blue is not. In the top right, the black curve is the sorted loadings for each gene. The
central band is a jitter plot (i.e. random heights) where if the corresponding gene is significant
18
a red dot is placed, otherwise a blue dot is placed. The bottom left panel shows the results of a
Kolmogorov-Smirnov test (K-S test), which tests the equality of the distribution of these p-values
to the uniform distribution. In this panel, the colored curve is relatively far from the 45-degree line
and the K-S p-value is 0, which indicates the K-S test rejects the null hypothesis, thus PC1 is an
important component. In the bottom right panel, the black curve is the kernel density estimate of
the null distribution calculated in step 3 in Section 2.3.2. The blue and red dots are the observed
F statistics calculated in step 2, where the red is significant and the blue is not. From the top
right panel in Figure 2.12, genes with large loadings tend to be more significant. In Figure 2.13,
Figure 2.12: Top left panel: the sorted p-values of genes. Top right: the black curve is formed by the
sorted loadings of genes. If the corresponding gene is significant, a red dot is placed, otherwise, a blue dot
is placed. Bottom left panel: Kolmogorov-Smirnov test (K-S test), which tests the equality of the p-value
and uniform distribution. Bottom right panel: the black curve is the kernel density estimate of the null
distribution and the blue and red dots are the observed F statistics for all genes.
we pick up 40 significant genes among the red dots in Figure 2.12 from our Jackstraw results, as
the genes having the largest absolute loadings values. These genes are drawn from the far- left
and far-right in the top right panel of Figure 2.12. As shown in Figure 2.1, PC1 uncovers the
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difference of subtype Basal with the rest of the subtypes. The strongest results of Figure 2.13 is
Figure 2.13: The bar graph of the top 40 genes in terms of the largest absolute values of loadings. Heights
of bars indicate the loadings’ values of corresponding genes (genes’ names shown on the bar). The y-axis is
the loadings of genes.
an indication of a loss of AGR3 (relatively large negative loading), which has the largest absolute
value of loading. This gene is known to be a strong indicator of the Basal subtype. In particular,
Wong et al. (2010) has shown that a loss of cilia during the development of basal cell carcinoma in
mice led to accelerated tumorigenesis and AGR3 is highly expressed in the ciliated cell. The gene
AGR3 will also be important in Section 2.2.3. Chapter 4 develops a similar method for Jackstraw
type inference in the context of AJIVE.
2.3.4 Simulation Studies
Figure 2.14 shows heatmap views of three different simulated examples in the left, center and
right panel. Columns are cases and rows are variables and each data block has 50 cases and 100
variables. The first example is a rank 1 matrix with 10 significant variables, the second example
is rank 1 with only 1 significant variable and the third one is a rank 24 matrix with 25 significant
variables. The top panels are pure signals (red for +1; blue for -1 ) and the lower panels are
the corresponding signals plus standard Gaussian noise data, which are three inputs to Jackstraw.
Figure 2.15 shows the distributions of the test statistics for the 3 examples of Figure 2.14. There
are 1000 black dots and each black dot is one realization of the null distribution that comes from
step 3 in the algorithm. The black curves are kernel density estimates of the populations; the
vertical green lines show the observed test statistics of the rows without signal; the vertical red
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Figure 2.14: Simulated data blocks: each rectangle is a data matrix. Red: positive entries (+1); blue:
negative entries (-1); white: zero entries. Noise: standard normal N(0, 1). That gives a visual impression of
the difficulty of the recovery task.
lines show the observed test statistics of the rows with the signal. The null distributions (the black
kernel density estimates) seem to follow F distributions. The observed test statistics of the rows
with signals (red) are far larger than that of the rows without signals (green) in the top and middle
panels, suggesting smaller empirical p-value and significance.
In the bottom panel of Figure 2.15, some of the red vertical lines are on the left side of the
panel, indicating that some rows with a signal are not significant regarding PC1. This is reasonable
since the data of the third example is rank 24 and PC1 only related to some of the rows with
signals but not all of them. In this simulation study, the Jackstraw method successfully extracted
the variables with signals from each set of 100 variables.
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Figure 2.15: Distribution of the test statistics. Black dots: simulated realization from the null statistics;
black curves: kernel density estimates of the null distribution; the horizontal coordinate of the green lines
are the observed test statistics of the rows without signal; the vertical axis of the red lines are the observed
test statistics of the rows with signals.
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CHAPTER 3
Improved DiProPerm test
As noted in Chapter 1, high dimensional hypothesis testing problems are major challenges.
These are addressed in this chapter. We demonstrate problems of the original DiProPerm test in
Section 3.1 in terms of a potential lack of power. Then we explain the underlying reason for this
phenomenon in Section 3.2. After that, we propose an improved version of DiProPerm in Section
3.3. In Section 3.4, we propose an adjustment to correct the simulated null behavior. In Section
3.5, a relaxation of an important assumption is studied. In Section 3.6, a confidence interval for
the Z-score is proposed to quantify the permutation variation. In Section 3.7, we investigate the
situation that Z-scores are negative. Finally, we use 3 types of data to evaluate our methods in
Sections 3.8, 3.9 and 3.10.
3.1 Motivation
Figure 3.1 is a zoomed-in (on the horizontal range 15-31) plot of the top right panel of the
DiProPerm diagnostic graph (Figure 2.4 in Section 2.1.1.1) from testing Basal vs Her2 using TCGA
breast cancer gene expression (GE) data introduced in Section 2.1.1. The permuted null statistics
are shown as the black dots (denoted as Ci in Section 2.1). The black curve is the kernel density
estimate of the black dots. In many cases, the permuted distribution is close to normal as shown in
Figure 3.1, so the z-score is a reasonable measure of the difference between the tested pairs. While
the z-score frequently gives a good quantitative measurement, it can be misleading especially when
the permuted null distribution is far from normal, as shown in Figure 3.2. That test is based on a
filtered version of the data used in Figure 3.1, where the filtering is aimed at increasing the signal.
The same 266 cases are used and the gene set is restricted to just the top 1000 genes (in the sense
of the absolute mean difference between the classes for each gene). The permuted distribution is
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Figure 3.1: A zoomed-in version of the top right panel of Figure 2.4, which shows the permuted distribution
of the DiProPerm test on Basal vs Her2. The black dots are permuted statistics and the black curve is the
kernel density estimate of the black dots. The permuted distribution is roughly close to normal.
strongly right-skewed and not normally distributed, which leads to an ambiguous z-score because
it is hard to interpret mean and standard deviation.
Figure 3.2: Similar figure as Figure 3.1 for a subset of genes chosen to enhance this signal. The permuted
distribution is strongly right skewed and clearly not normal distributed and bumps in the black curve also
suggest a mixture model.
This motivates the theory developed in Section 3.2, which shows that a stronger signal to noise
ratio results in a mixture of Chi-square distributions as seen in Figure 3.2 and also motivates an
improved permutation test to measure the test pairs’ significance in Section 3.3.
3.2 Z-score Analysis
In this section, we study the behavior of the DiProPerm Z-score using a simple Gaussian
simulation. The simulated data are i.i.d. drawn from the shifted and scaled standard normal,
where m,n are the number of cases in classes +1 and -1 respectively, where d is the number of
variables (rows) in each case, and where 2g ∈ R1 is the distance between the class centers, i.e. the
signal strength.
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Class +1 (X): Xj ∼ Nd(g · u, σ2I), j = 1, ...,m
Class -1 (Y): Yk ∼ Nd(−g · u, σ2I), k = 1, ..., n
where u ∈ Rd is some unit vector, such as [1/
√
d · · · 1/
√
d]T or [1 0 · · · 0]T , and σ ∈ R+. The actual
direction of u is irrelevant because the DiProPerm test is rotation invariant.
The corresponding DiProPerm Z-score, based on all permutations, is defined as C−C̄S as in
Section 2.1. Figure 3.3 shows realizations of the Z-score (colored circles) for different choices of d
and g, with colors representing d. The vertical axis shows a random Z-score from DiProPerm, each
circle is a single realization for an equally spaced grid of 200 g′s between 0 and 20. When d > 1,
the Z-score first goes up (as expected from increasing signal strength) and then goes down. This
surprising decrease in power is carefully investigated in Sections 1 and 3.2.2. The general tendency
is reflected by the dashed curves, whose formulas are given there.
Figure 3.3: Realizations of the Z-score (circles) for different choices of d = 1, 10, 100 (shown with colors)
and signal strength g (x-axis). The y-axis shows the Z-scores from DiProPerm’s results. The dashed curves
are introduced in Section 3.2.2 as approximate local centers of the circles. Three representative cases are
highlighted as black stars (discussed below). For each d, the approximate local center of Z-scores first goes
up and then perhaps surprisingly goes down, demonstrating a serious weakness of using all permutations.
This behavior is strongest for the red circles d = 100 shown in Figure 3.3, which will be
explained by studying the DiProPerm permutation distributions. In Figure 3.5, the 3 columns
correspond to the three cases shown using stars in Figure 3.3. The top three panels are similar
Figures 3.1 and 3.2. These 3 panels show the simulated realization of the mean differences shown
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as the colored dots: Ci, i = 1, ..., N (i is the index of the permutation and usually N = 100 or 1000)
and their kernel density estimates for d = 100, g = 2, 4, 20 (highlighted as black stars in Figure
3.3). Recall these 3 values of g represent increasing, peak, and decreasing regions of Z-scores for
d = 100. From left to right, the kernel density estimates become more skewed and multi-modal.
The right panel is severely multi-modal. The modes differ because of the different means of the
permuted subgroup. Different means are caused by different proportions of the subgroups in the
permuted sample. These proportions are quantified by the coefficient of unbalance ξi as defined in
(3.2) in Section 3.2.2. The colors of the dots in these 3 top panels represent the absolute value of
ξi of the ith permutation, using the color bar shown in Figure 3.4. As the signal, g, gets stronger
there is much more separation of colors based on |ξi|. In the top left panel, which has the smallest
signal (g = 2), the colored dots are mostly mixed together. In the top middle panel, as the signal
strength (g = 4) increases, the colored dots separate more. In the right panel, the dots around each
peak have a different color showing a strong mixture distribution pattern and separation according
to the value of |ξi|. In particular, in the top right panel, the Ci with smaller |ξi| tend to appear on
the left side, while larger ones appear on the right side of the top panels.
The bottom two rows show the projection on permuted directions for selected Ci. In each
case, the symbols represent the original labels and the colors show the permuted class labels, whose
mean difference determines the direction. Each panel of the middle row shows the permutation with
maximal Ci for the corresponding d and g. These permutations with the maximal Ci represent the
far-right colored circles in each top panel. Going from left to right, the permuted mean difference
direction first separates the red/blue permuted class colors and then tends to separate the symbols
(the original class labels). This direction essentially becomes the original mean difference direction
of the non-permuted data. This effect is usefully quantified by the angles between the observed
mean difference and each permutation direction shown in each panel. A large angle suggests a large
discrepancy between the original mean difference and the corresponding permutation direction. The
middle left panel is separating the colors well and mixing up the symbols as intuitively expected
from the permutation test, with a relatively large angle, 56o. In the middle panel, there is still
some color separation but also a strong separation of the symbols, with a smaller angle, 33o. In
the middle right panel, the angle is very small, 8o, showing this direction is very close to the mean
difference direction of the original data. In this large g and large Ci situation, we also observe a
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large |ξi|. Indeed, for large g, the value of Ci strongly feels the corresponding unbalance of |ξi|. In
particular, the stronger the unbalance the larger the |ξi|.
The bottom three panels show the projections of Ci of the far left point. They are represented
as the far left colored stars in the top panels. However, the large d doesn’t so strongly dominate
the nearly balanced permutations as seen in the bottom panels (i.e. with |ξi| ≈ 0), where the
angles are relatively large and close to 85◦ (82◦, 79◦, 88◦). The discussion above indicates that
restricting DiProPerm to use only balanced permutations, i.e. red dots, could potentially be a
dramatic improvement.
When g goes from 2 → 5 → 20 (shown as the black stars in Figure 3.3), the z-score first
increases and then decreases. In the top three panels of Figure 3.5, the kernel density estimates
become more skewed and multi-modal. The mixture pattern becomes more clear as the colors
of ξis tend more separate with large ξis move to the far right side, while small ξis move to the
far right side. Going from left to right, in the middle panels (max z-score), the permuted mean
difference direction first separates the colors (the permuted class labels) and then tends to separate
the signs (the original class labels) and finally becomes the mean difference direction of the non-
permuted data that separates the original class labels. This is clearly seen by looking at the angle
of the permutation direction with the observed mean difference direction. The middle left panel is
separating the colors well and mixing up the symbols as intuitively expected for the permutation
test, with a relatively large angle between the observed direction (71◦). In the middle panel, there
is still some color separation but also strong separations of the symbols, with a smaller angle, 29◦.
In the middle right panel, the separation is completely driven by the symbols and only appears as
the mean difference between the permuted classes because the colors are unbalanced. The angle
is very small (9◦), which also indicates it is very close to the original direction. Since we are
choosing the permutation with the max permuted statistic, the corresponding permutation tend
to have large absolute value of coefficients of unbalance: |ξi|, especially for large g. In Figure 3.3,
as we increase the size of the signal, g, the z-score first increases because of the increasing signal
strength g. But for large g, the permuted direction tends to better separate the symbols so the
original difference dominates everything, leading to an actual decrease of the z-score. However, this
is not true for the nearly balanced permutations as seen in the bottom panels, where all three cases
show the intuitively expected permutations, where the angles are relatively large and close to 90◦
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(82◦, 75◦, 82◦). This motivates the improvement of DiProPerm by using the balanced permutations
(|ξi| = 0) only.
Figure 3.4: Colorbar used in the jitters plot in the top panels in Figure 3.5 and Figure 3.6. Numbers
represent the absolute value of coefficient of unbalance defined in Section 3.2.2.
Figure 3.5: Permutation results for d=100. Left: g = 2; middle: g = 5; right: g = 20 (highlighted as black
stars in Figure 3.3). Top panels are the permuted statistics and their kernel density estimate; middle panels
are permutations with the largest permuted statistic (highlighted as the colored circle in the top panels) using
the format of the bottom panels in Figure 2.4; bottom panels are permutations with the smallest permuted
statistic (highlighted as the colored square in the top panels). These explain the increasing skewness in the
top panels as g grows.
In next section, we will explain the above phenomenon mathematically.
28
3.2.1 Observed statistics
As described in Section 2.1, DiProPerm is based on the observed mean difference, C, shown
using green in Figure 2.4. Under the model in Section 3.2,
C2 = ‖X̄ − Ȳ ‖2 =
d∑
k=1
(X̄k − Ȳ k)2 ∼ ( 1
m
+
1
n
)σ2χ2d(
4g2
( 1m +
1
n)
)
and so
C = ‖X̄ − Ȳ ‖ ∼ σ
√
1
m
+
1
n
χd(
√
4g2
( 1m +
1
n)
).
Here χd(λ) is called the non-central Chi distribution, which is the square root of the non-central
Chi square distribution with degrees of the freedom d and non-centrality parameter λ2. Note that
E(χd(λ)) =
√
π
2
· Ld/2−11/2 (
−λ2
2
),
where Lan(z) is the generalized Laguerre polynomial as stated in Koekoek and Meijer (1993).
Convenient notation is to let A denote the expectation of the observed statistic C = ‖X̄ − Ȳ ‖,
which can be calculated as:
A = E[‖X̄ − Ȳ ‖] = σ
√
1
m
+
1
n
·
√
π
2
· Ld/2−11/2 (−
2g2
( 1m +
1
n)
). (3.1)
3.2.2 Permutation distribution
Let Ci be a realization of the permutation distribution stated in step 2 of Section 2.1.2, denoted
as Ci = ||X̄per − Ȳper||. For each permutation there is a random number R of observations in each
class that switch labels. Note that Ri is a Hypergeometric distributed random variable whose
probability mass function is:
pR(r) = P (Ri = r) =
(
m
r
)(
n
n−r
)(
m+n
m
) , r = 0, 1, ...,min(m,n).
29
Define the coefficient of unbalance as:
ξi = ξ(Ri) = (1−
Ri
m
− Ri
n
). (3.2)
The conditional distribution of X̄per − Ȳper is:
X̄per − Ȳper|Ri = r ∼ Nd(2gr · u, σ2(
1
m
+
1
n
)Id),
where
gr = g · ξ(r). (3.3)
Hence the unconditional distribution of X̄per − Ȳper is a normal mixture:
X̄per − Ȳper ∼
min(m,n)∑
r=0
pR(r)Nd(2gr · u, σ2(
1
m
+
1
n
)Id).
Then the fundamental permutation distribution shown in many plots is
Ci = ‖X̄per − Ȳper‖ ∼ σ
√
1
m
+
1
n
min(m,n)∑
r=0
pR(r)χd(λr). (3.4)
Figure 3.6 gives a visual impression of Equation 3.6.1, where the colored dots are the Ci, the
black curves are kernel density estimates of the Ci and the colored dashed curves are the densities
of the mixture components in Equation 3.6.1 scaled by each PR(r). When g = 2, the components of
the mixture model overlap with each other and the permutation distribution is relatively symmetric.
When g = 5, the densities of the mixture model components become dispersed and the permutation
distribution starts to skew. When g = 20, the permutation distribution shows a strong mixture
pattern and skewness. The densities of the mixture model components are separated from each
other. This shows that the mixture distribution explains the behavior shown in Figure 3.5.
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Figure 3.6: Distribution of Ci for d=100. Left: g = 2; middle: g = 5; right: g = 20 (highlighted as black
stars in Figure 3.3). The black curves are the kernel density estimates of the colored dots(Ci). The colored
dashed curves represent the theoretical density of each component of the mixture model in Equation 3.6.1.
The colors represent ξi, same as in Figure 3.5. As the signal g increases, the subdensities become dispersed
and the permutation distribution becomes skewed, as shown in Figure 3.5.
Additional convenient notation is to let B denote the expectation of Ci and to let V denote
the variance of Ci:
B = E(Ci) = σ
√
π
2
·
√
1
m
+
1
n
m∑
r=0
pR(r)L
d/2−1
1/2 (
−λ2r
2
) (3.5)
V = V ar(Ci) = σ
2(
1
m
+
1
n
)
m∑
r=0
pR(r)(d+ λ
2
r)− σ2E(Ci)2 (3.6)
The expectation of the z-score=C−C̄S is hard to calculate, so we consider the following possible
surrogate using equations 3.1, 3.5, 3.6:
E[
C − C̄
S
] ≈ C − E(Ci)√
V ar(Ci)
=
E[‖X̄ − Ȳ ‖]− E(‖X̄per − Ȳper‖)√
V ar(‖X̄per − Ȳper‖)
=
A−B√
V
= f(m,n, d, g) (3.7)
As shown in Figure 3.3, f(m,n, d, g) provides a reasonable approximation of the center of the point
cloud of simulated z-scores, which indicates a good estimation in this case. The dashed lines are
f(m,n, d, g) which show a very clear pattern for each d, the z-score first increases and then goes
down apparently to some constant. The value of this constant is calculated in the next section.
3.2.3 Limit distribution
As shown in Figures 3.3 and 3.5, as g goes to ∞, the z-score appears to converge to some
constant and the permuted MD direction seems to be consistent with the observed MD direction.
Let WRi = X̄− Ȳ be the mean difference vector so that WRi/|WRi | is the mean difference direction.
Figure 3.6 shows how the mixture components (driven by Ri) are crucial to DiProPerm. The
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limiting distribution of WRi , conditional on Ri = r has two important cases. The first is called the
balanced case where the mean of the normal component gr = 0 from Equation 3.3. This happens
when ξi = 0, i.e. r =
mn
m+n , if m = n, r = n/2; if m = 2n, r = 2n/3; if m = kn, r = kn/(k + 1).
Cases where ξi 6= 0 are called unbalanced cases.
1. Balanced permutation: ξi = 0, i.e. Ri =
mn
m+n ,
WRi |Ri= mnm+n = Nd(0, (1/m+ 1/n)σ
2Id)
2. Unbalanced permutation: ξi 6= 0, i.e. Ri 6= mnm+n ,
WRi |Ri 6= mnm+n = Nd(2g(1− r × (1/m+ 1/n))µ, (1/m+ 1/n)σ
2Id)
lim
g→∞
WRi |Ri 6= mnm+n /|WRi |Ri 6= mnm+n | = limg→∞Wobs/|Wobs| = u
In the unbalanced case, ∀d, the limit (as g →∞) of the permuted MD distribution is the same
as the observed MD distribution, which is consistent with what we observed in Figure 3.3. This
implies the limit distributions of the Ci (or C) are the same ∀d in the unbalanced cases. Thus
the limit distributions of the z-score are the same for all d as g goes to infinity. The proposed
dissertation work is to provide a detailed proof of the limit distributions of the Ci (or C), as well
as the z-score.
Instead of calculating the limit distribution for all d, an easier approach is to investigate the
case when d = 1. Without loss of generality, we assume σ = 1, then χ1(λ) is a folded normal
distribution (Leone et al. (1961)) with the location parameter µ = λ, and scale parameter σ2 = 1.
Then
E(C) =
√
1/m+ 1/nE(χ1(
√
4g2
1/m+ 1/n
))
=
√
1/m+ 1/n[
√
2/π exp(−2g2 1
1/m+ 1/n
)
+2g
√
1
1/m+ 1/n
(1− 2Φ(−2g
√
1
1/m+ 1/n
))].
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E(Ci) =
√
1/m+ 1/nE(
m∑
r=0
pR(r)χ1(
√
4g2r
1/m+ 1/n
))
=
√
1/m+ 1/n[
√
2/π
m∑
r=0
pR(r) exp(−2g2(1− r/m− r/n)2
1
1/m+ 1/n
)])
+ 2
m∑
r=0
pR(r)g|1− r/m− r/n|√
1
1/m+ 1/n
(1− 2Φ(−2g|1− r/m− r/n|
√
1
1/m+ 1/n
))],
V ar(Ci) = (1/m+ 1/n)(
m∑
r=0
pR(r)4g
2(1− r/m− r/n)2/(1/m+ 1/n) + 1)− E(Ci)2.
Thus
lim
g→∞
E(C)− E(Ci)√
V ar(Ci)
= lim
g→∞
E(C)/g − E(Ci)/g√
V ar(Ci)/g2
=
limg→∞E(C)/g − limg→∞E(Ci)/g
limg→∞
√
V ar(Ci)/g2
.
Since
lim
g→∞
E(C)/g = 2
√
1/m+ 1/n
√
1
1/m+ 1/n
= 2
lim
g→∞
E(Ci)/g = 2
m∑
r=0
pR(r)|1− r/m− r/n|
lim
g→∞
√
V ar(Ci)/g = 2
√
1/m+ 1/n
√√√√ m∑
r=0
pR(r)(1− r/m− r/n)2 − (
m∑
r=0
pR(r)|1− r/m− r/n|)2
= 2
√√√√ 1
m+ n− 1
− (
m∑
r=0
pR(r)|1− r/m− r/n|)2,
for any d, the limiting value of the z-score is:
lim
g→∞
(z-score) = lim
g→∞
E(C)− E(Ci)√
V ar(Ci)
=
1−
∑m
r=0 pR(r)|1− r/m− r/n|√
1
m+n−1 − (
∑m
r=0 pR(r)|1− r/m− r/n|)2
In our simulation, m = n = 100, thus limg→∞(z-score) ≈ 23.48, which is very close to the
far right end of each (dashed/dotted) curve in Figure 3.3. This indicates the high quality of this
estimate of the limiting z-score.
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3.3 Improvement of DiProPerm
Our first improvement is to include only the balanced permutations, i.e. ξi ≈ 0. This can be
accomplished by solving the equation ξ0 = 1 − R0 × (1/m + 1/n) ≈ 0 for the number of switched
labels R0. Under the alternative hypothesis, using only balanced permutations makes the mean of
the permutation distribution equal to zero, which eliminates the influence of the signal g. This not
only increases the power of the test, but also provides a better permutation distribution.
Figure 3.7 shows a simple example illustrating balanced and unbalanced permutations. There
are 8 cases in each class shown as rows. The first row is colored using the real class labels followed
by 7 permutations where symbols represent the true class labels and colors represent the permuted
class labels as in the bottom 6 panels of Figure 3.5. The colors of the text on the right (of the label
balanced/unbalanced) are in the spirit of the color bar in Figure 3.4 and the colored dots in the
top panels in Figure 3.5. The top 3 permutations are all balanced permutations and in these cases
we solve the equation: ξ0 = 1−R0× (1/m+ 1/n) = 0 resulting in R0 = mnm+n =
8×8
8+8 = 4, while the
bottom 4 permutations are all unbalanced. The original DiProPerm draws from all permutations,
but the proposed improved DiProPerm only draws from balanced permutations as shown in Figure
3.7. In the top panels in Figure 3.5, the balanced permutations (red dots) lie near the left side of
each panel. Since the empirical P-values are calculated as the proportion of the colored dots that are
larger than the observed statistics, using the balanced permutations (red dots) can result in a much
smaller P-value and thus increase the power of the test. Figure 3.8 compares Z-scores computed
using balanced vs. all permutations by adding the former to a part of Figure 3.3. The circles are all
permutation DiProPerm Z-scores from Figure 3.3. The dashed curves are the approximate centers
of the corresponding circles given by Equation (3.7). The plusses are the balanced DiProPerm
Z-scores. For balanced permutations, the solid curves are fb(m,n, d, g), the approximate centers of
the plusses given below by a similar calculation:
Eb(‖X̄per − Ȳper‖) =
√
2σ ·
√
1
m
+
1
n
Γ((d+ 1)/2)
Γ(d/2)
(3.8)
V arb(‖X̄per − Ȳper‖) = σ2(
1
m
+
1
n
)[d− 2(Γ((d+ 1)/2)
Γ(d/2)
)2], (3.9)
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Figure 3.7: This figure shows 7 permutations from a simple example from R1. The top row shows the true
class labels and the rest of the rows show 7 different permutations represented as red and blue colored flips.
The right column distinguishes between balanced and unbalanced permutations by coloring the text in the
spirit of Figure 3.4. The proposed DiProPerm only draws from balanced permutations which can lead to a
much more powerful test. The original DiProPerm draws from all permutations.
then we have:
Eb[
C − C̄b
Sb
] ≈ E(C)− Eb(Ci)√
V arb(Ci)
=
E[‖X̄ − Ȳ ‖]− Eb(‖X̄per − Ȳper‖)√
V arb(‖X̄per − Ȳper‖)
= fb(m,n, d, g).
For small g in Figure 3.8, the balanced and unbalanced Z-scores overlap. When the signal
reaches a certain level, the balanced Z-scores continue increasing as expected (from the increased
signal strength), and the unbalanced Z-scores reach a peak and then decrease. This indicates the
balanced Z-score is much more powerful than the unbalanced Z-score in the case of strong signals.
3.4 Balanced vs. All Permutation Controversy
Southworth et al. [2009] show that balanced permutations tend to give anti-conservative test
results, i.e. the reported P-values are too small because the balanced permutation scheme does not
have a group structure. In particular, under the null hypothesis, the permutation distribution, e.g.
distribution of the black dots in Figures 3.1 and 3.2 doesn’t have enough large values.
Under the alternative, Figure 3.3 reveals the strange behavior that the power of the tests from
all permutations decreases as the signal strength increases. Figure 3.8 adds the corresponding
balanced permutations to Figure 3.3 showing that balanced permutations address this problem,
giving a power that is proportional to the signal strength. When the signal is weak, i.e. close to the
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Figure 3.8: Green: d=1; blue: d=10; red: d=100. +: balanced z-score; ◦: unbalanced z-score. Solid line:
estimated center of the pluses; the dashed line: estimated center of the circles. The balanced z-scores reveal
a much more powerful and stable version of the DiProPerm test than the unbalanced z-scores.
null hypothesis, Figure 3.8 shows that the balanced and unbalanced permutations are very similar
(especially Z-scores). Thus, in the context we are studying, balanced permutations are superior to
all permutations in large-signal cases and have no or minor differences from all permutations in
small-signal cases.
When Southworth et al. [2009] was written, most high dimensional data sets had a relatively
small number of cases, typically in the 10s. However, current genomic data sets typically have many
more patients, i.e cases. For example when n = 1000, we have B =
(
n
n/2
)2 ≈ 9 × 10600 balanced
permutations, so that the troublesome events described in Southworth et al. [2009] have a very
small chance of occurring. Another contrast of contexts is that we focus on the Z-score, not on the
P-value, which was the focus of Southworth et al. [2009]’s investigation.
The correlation between permutations is relevant to the anti-conservatism, which we investigate
in Section 3.4.1. In particular, we find the correlation between balanced permutations is larger
than that of all permutations, especially with small n. We go on to give an upper bound and an
adjustment to such a correlation for balanced permutations.
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3.4.1 Correlation Adjustment
We use permutation to simulate the null distributions shown as the black curves in Figure 3.1.
Recall that the Z-score is defined as C−C̄S . The sample mean C̄ is an unbiased estimate of the mean
of the null distribution, but the sample standard deviation is not similarly unbiased. Due to their
dependence on the observed data, the black/red circles are positively correlated. This leads to an
anti-conservative Z-score and concerns of this type were first reported in Southworth et al. [2009].
Here, we explicitly calculate the correlation, show that is usually very small, and use it to propose
an adjustment to the current Z-score.
Under the setting of Section 3.5, let us first consider m = n. As defined in Section 3.2.2, Ri
is the number of observations in each class that switch labels in permutation i. Here we only give
the derivation from all permutations (similar derivation for balanced permutations can be seen in
appendices) . Let {Xj |j ∈ JRi} be the cases in the original class +1 that are labeled as -1 and
{Yk|k ∈ KRi} be the cases in the original class -1 that are switched to +1 in permutation i. Let
√
M0 be the difference of the class means of the non-permuted data (let R0 = 0) and let
√
Mi be
that of permutation i. Thus
M0 = ||
∑
Xj −
∑
Yk
n
||2
Mi = ||
∑
j /∈JRi
Xj −
∑
j∈JRi
Xj −
∑
k/∈KRi
Yk +
∑
k∈KRi
Yk
n
||2
Using a similar derivation to that in Section 1, both M0 and Mi follow
2
nσ
2χ2d(0). The correlation
between them is (see the appendices for the detailed derivation):
Cov(M0,Mi) = E(M0Mi)− E(M0)E(Mi) = E(M0Mi)−
4d2σ4
n2
E(M0Mi) = d
σ4
n4
[32R2i + 12n
2 − 32Rin] + 4d(d− 1)
σ4
n2
Cov(M0,Mi) = 8d
σ4
n4
(2Ri − n)2.
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As d→∞,
√
d(
M0/d
Mi/d
−
2σ2n
2σ2
n
) d−→ N(0, 8σ4
n2
 1 (2Ri−nn )2
(2Ri−nn )
2 1
)
and by the delta method,
(
√M0√
Mi
−

√
2dσ2
n√
2dσ2
n
) d−→ N(0, σ2
n
 1 (2Ri−nn )2
(2Ri−nn )
2 1
)
so as d→∞, Cor(
√
M0,
√
Mi) = (
2Ri−n
n )
2.
In order to get the correlation between the mean differences from two random permutations,
we add up the weighted correlations (the additive property applies due to this special setting, see
the appendices for more details). For all permutations:
Corra =
n∑
Ri=0
(
n
Ri
)(
n
n−Ri
)(
2n
n
) (2Ri − n
n
)2 =
1
2n− 1
Using a similar derivation, the correlation between two random balanced permutations is:
Corrb =
n/2∑
k1=0
n/2∑
k2=0
(n/2
k1
)( n/2
n/2−k1
)(
n
n/2
) (n/2k2 )( n/2n/2−k2)(
n
n/2
) (2(k1 + k2)− n
n
)2 =
1
2n− 2
.
In the left panel of Figure 3.9, we compare the theoretical correlations for balanced permutations
(blue): rbal,∞ =
1
2n−2 and for all permutations (red): rall,∞ =
1
2n−1 as functions of n. The blue is
always larger than the red showing that the balanced permutations have larger correlations than all
permutations. Those correlations are all very small and decrease rapidly with n. When n > 50, the
difference between them is quite negligible and the correlations will decrease as n goes to infinity
with a limit of zero.
The right panel of Figure 3.9 is a zoom-in figure to investigate the difference between correlations
for d = 1, 2,∞. The curves are all differences of correlations from balanced correlations when d =∞,
i.e. differences from rbal,∞. All curves are smaller than or equal to zero indicating that rbal,∞ is
the correlation upper bound.
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The dotted magenta curve is the smallest which indicates that the correlation for all permuta-
tions with d = 1 (rall,1) is the smallest. For each color, magenta, and green, the solid curves are
larger than the dotted and the dashed are larger than the solid. This suggests that correlations will
increase when d increases for both balanced and all permutations. As n becomes large, all curves
are close to each other, indicating the correlations all become similar and very small.
Figure 3.9: Correlation (r) as a function of n with different line types and colors indicating different d′s
and balanced versus all permutations. In the left panel, when d = ∞, the red shows correlations of all
permutations (rall,∞) with blue for balanced permutations (rbal,∞). These curves (decreasing rapidly) are
very close to each other and rbal,∞ > rall,∞. The right panel studies d = 1, 2 in both cases. The green
curves show how d =∞ (dashed), d = 1 (dotted) and d = 2 (solid) (from balanced permutations) differ from
d =∞. This shows that rbal,∞ ≥ rbal,2 ≥ rbal,1. The magenta curves similarly study all permutations. This
shows that rbal,∞ ≥ rall,∞ ≥ rall,2 ≥ rall,1. Correlations rapidly decrease as a function of n and increase
as a function of d. When d = 1, 2, correlations are already very close to the limit d = ∞, which is also the
upper bound.
In the case of m 6= n, we have the following similar results. Corra and Corrb are close to each
other, but the all permutations correlation is always less than that for balanced permutations:
1. Corra =
1
2( 21
m+
1
n
)−1 =
m+n
4mn−m−n
2. Corrb =
1
2( 21
m+
1
n
)−2 =
m+n
4mn−2m−2n
The sample variance S2, correlation and variance are related by:
E(S2) = V ar × (1− Corr).
Thus instead of the original DiProPerm Z-score: C−C̄S , we propose
(C−C̄)
√
1−Corr
S as the adjusted
Z-score. From here on, we will use the adjusted Z-score in this paper. This adjustment makes very
little difference unless the sample size is very small.
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3.5 Correlated variables
In Section 3.2, we assume the variables are independent, which is often a very strong assumption.
Here we explore relaxing this assumption to the case of non identity covariance matrices. Thus, we
assume a new simulation context to investigate the case of correlated variables
Class +1: Xj ∼ Nd(g · u,Σ+), j = 1, ...,m
Class -1: Yk ∼ Nd(−g · u,Σ−), k = 1, ..., n
where m,n, d, g, u are the same as in Section 3.2, and Σ+,Σ− are the covariance matrices of each
class respectively. The observed statistics are similar to those in Section 1 since the means are the
same and only the variances change. Then
X̄per − Ȳper|Ri=r ∼ N(2ξ(r)g,
(m− r)Σ+ + rΣ−
m2
+
(n− r)Σ− + rΣ+
n2
).
In the balanced permutation case, we have:
X̄per − Ȳper|ξi=0 ∼ Nd(0,Σ0)
where
Σ0 =
(m− mnm+n)Σ+ +
mn
m+nΣ−
m2
+
(n− mnm+n)Σ− +
mn
m+nΣ+
n2
=
1
n
Σ+ +
1
m
Σ−
In practice, there are many methods to estimate Σ0 using the permuted statistics such as using
cov() in matlab. Then we will derive the permutation distribution using the following lemma:
Lemma: Let X ∼ N(0,Σ) and λi, i = 1, ..., d be the eigenvalues of Σ. Then XTX ∼
∑d
i=1 λiZi
where the Zi are independent χ
2
1(0).
Proof: Let X = Σ1/2Z, where Z ∼ N(0, I), then using an eigenvalue decomposition of Σ
XTX = ZTΣZ = ZTP TΛPZ
where P is an orthogonal matrix (PP T = P TP = I) and Λ is diagonal with positive diagonal
elements (i.e. eigenvalues) λi. Let U = PZ so U is multivariate normal with identity covariance
40
matrix and expectation zero. Then
XTX = ZTΣZ = UTΛU =
d∑
i=1
λiU
2
i 
Thus for the balanced permutation:
||X̄per − Ȳper|ξi=0||
2 ∼
d∑
i=1
λRiU
2
i
where λRi , i = 1, ..., d are the eigenvalues of Σ0 and Ui, i = 1, ..., d are standard normal distributed.
Remark: similarly, for the unbalanced permutation, ||X̄per−Ȳper||2 ∼
∑d
i=1 λRi(Ui+bi)
2, which
is a mixture of linear combinations of non-central chi squares.
In our original DiProPerm, we used the empirical p-value which is the proportion of the per-
muted statistics that are larger than the observed statistic instead of the theoretical p-value:
pCi(x > C). The empirical p-values can often be zero, which makes the comparison of the sig-
nificance difficult. This motivates a close estimate of the theoretical p-value. To calculate the
theoretical p-value, we need to calculate the quantile of the permutation distribution. However, as
we stated above, it is not straight forward to calculate the quantile of a mixture model with each
mixture component a linear combination of chi-square distributions or non-central chi-square distri-
butions. This motivates a good estimate for the permutation distribution. The Welch-Satterthwaite
equation (Satterthwaite (1946), Welch (1947)) is a useful method to estimate the linear combination
of Chi-square distributions using the moment approximation. Thus, we use the Welch-Satterthwaite
method to estimate the permutation distribution, i.e. use βχ2v to estimate the permutation dis-
tribution, where β and v are estimated from the mean and standard deviation of the permuted
statistics. The quantiles of βχ2v(0) are easy to calculate and this also gives a closer estimate (than
the empirical p-value) of the theoretical p-value. In practice, this method works well for DiProPerm
with both balanced and unbalanced permutations.
Another approach is to get an upper bound on the p-value. As stated in Laurent and Massart
(2000), let Z =
∑D
i=1Ai(Y
2
i − 1), where the Yi are i.i.d. Gaussian variables, then
P (Z ≥ 2||a||2
√
x+ 2||a||∞x) ≤ exp(−x)
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where ||a||∞ = supi=1,...,d ||ai||, ||a||22 =
∑D
i=1A
2
i . In practice, this method gives good estimates for
the upper bound of the p-value for DiProPerm with balanced permutations.
3.6 Quantification of Permutation Sample Variation
For assessing the statistical significance of differences between classes, the empirical P-value
based on random sampling from the set of relevant permutations is a natural choice. When empirical
P-values from many tests are all 0’s, the Z-score is more informative to compare such differences, e.g.
for measuring the strength of the evidence. However, both the P-values and the Z-scores inherit
variation from the permutation procedure. In some cases, this variation can obscure important
differences between classes which motivates careful quantification of this uncertainty.
3.6.1 Confidence Intervals
One conventional method for confidence interval calculation is based on simple simulation to
approximate the underlying distribution. This solution requires multiple DiProPerm tests which
can be computationally expensive. This motivates the development of an efficient way to evaluate
the variation of the DiProPerm test Z-score.
The Z-score is calculated as C−C̄S . Consequently, the Z-score is also a random variable that
depends on the permutation null distribution, from which the N , i.e. N = 100 or 1000, black
circles were drawn. Thus, a confidence interval for the Z-score can be estimated by the upper and
lower quantiles using bootstrap simulation/sampling methods. A general algorithm based on B
repetitions (B = 100 or 1000):
1. Draw a B×N matrix where each row is a random sample (with replacement) from the black
circles. Calculate the sample variance and sample mean of each row. This results in B sample
variances & means, which are used to get B sampled Z-scores.
2. Find the upper and lower quantile of the Z-scores based on the B sampled Z-scores in Step 2.
A similar method can be developed to estimate confidence intervals for the P-value. However, as
stated above, P-values are often too small to show up in the simulation quantiles. Thus, the Z-score
is more informative for comparison of the significance across such settings.
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Alternatively, as we discussed in Section 3.2.2 when the original data is close to normal, the
distribution of the black circles is close to the χ distribution. Thus, we can also estimate the distri-
bution using the method of moments estimation based on the Welch–Satterthwaite approximation
(Satterthwaite (1946)). However, in practice, the normal assumption of the original data is often
violated, and the bootstrap resampling method works well without any assumption and gives high
efficiency. Thus, we recommend the use of the bootstrap method and will implement the bootstrap
method only in the following of this paper.
3.7 Negative Z-score
The Z-score provides a measurement of how distinguished the 2 subclasses are. However, it is
not strictly a distance between the 2 subclasses, and in some specific examples, it can be negative.
In this section, we will provide examples of when the Z-score is negative.
3.7.1 Correlated Subclasses
When the 2 subclasses are highly correlated, the corresponding Z-score may be negative. Figure
3.10 gives an extreme case of negative Z-score. For each subclass, there are 600 cases, i.e. n = 600
and 1000 features, i.e. d = 1000. All entries are samples from the standard normal. The first 100
cases in the 2 classes are using different random seeds but the remaining 500 cases in the 2 classes
are exactly the same. Theoretically, this test is not significant and should have a large p-value.
As shown in the top left panel, the mean difference is very small, 0.75. As shown in the top right
panel, the simulated null statistics range from 1.5 to 2, indicating the empirical P-value is 1. The
Z-score confidence interval is also shown here, [-21, -19].
3.7.2 PCA Signal Subtraction
A negative Z score can also be generated by subtracting a PCA signal. This can be constructed
as follows. First, we random sample a data matrix with n = 80 (columns) and d = 100 (rows)
from standard normal. Second, we extract the first PC approximation. Third, we subtract that
approximate matrix from the original matrix. Finally, we use the first 40 columns as class +1 and
the last 40 columns as class -1. As shown in Figure 3.11, the mean difference is larger than that
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Figure 3.10: Similar DiProPerm diagnostic graph as Figure 2.4 in Section 2.1.1.1. The Z-score shown in
the top right panel is very negative indicating how the high similarity/correlation can lead to a negative
Z-score.
in Figure 3.10, but still relatively small, 1.9. As shown in the top right panel, the P-value is 0.91,
with Z-score confidence interval: [-1.5, -1.3]. The Z-score is only slightly negative and the P-value
is theoretically reasonable as we expect there is no difference between the 2 subclasses.
3.7.3 Conslusion
In practice, negative Z-scores may be confusing for DiProPerm users. Besides the 2 examples
in Sections 3.7.1 and 3.7.2, there may be other examples that give such phenomena. However,
this situation always happens when there is no difference between the subclasses, i.e. the test is
not significant and the P-value given is reasonable. Thus, we suggest when the Z-score is only
slightly negative, DiProPerm users should treat it as zero. When the Z-score is very negative, the
correlations or other issues should be checked.
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Figure 3.11: Similar DiProPerm diagnostic graph as Figure 2.4 in Section 2.1.1.1. The Z-score shown in
the top right panel is slightly negative, indicating subtraction of the PCA signal can also lead to a negative
Z-score.
3.8 Real Data Application: TCGA breast cancer data
When the z-score confidence intervals are overlapped, there may not be a significant difference.
As the number of permutations increases, each confidence interval will become narrower and finally
either be the same or disjoint.
In this section, we apply the 3 approaches to TCGA breast cancer data by testing the following
subtype pairs:
H1: Basal&Her2 vs LumA&LumB
H2: LumA vs LumB
H3: Basal vs Rest
H4: Her2 vs Basal
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Each of these is tested for both GE and CN data and the results of the 8 tests are summarized
in Figure 3.12, where the 4 tests appear on the x-axis and the 2 different data types are indicated
by color.
Figure 3.12: Comparison of the 3 types of confidence intervals over 8 hypothesis tests, which shows these
methods give similar results.
From Figure 3.12, for CN data shown as the lower blue bars, the significance of each test can be
sorted as: H3 > H1 > H4 > H2, where > means more significant. For H2 : LumA vs LumB, there is
not much information in copy number but more information for H1 : Basal&Her2 vs LumA&LumB.
While for GE data, H1 > H3 > H2 > H4. For H4 :Her2 vs Basal, there are not much information in
gene expression and still more information for H1 :Basal&Her2 vs LumA&LumB. Interestingly, the
order of (H3) and (H1) changes in GE compared with CN, reflecting different measurements between
the two platforms. Also for H4, GE and CN’s confidence intervals are overlapped, suggesting that
GE and CN data contain similar levels of information for separating Her2 and Basal.
The normal assumption made in method 2 and method 3 is checked in Figure 3.13. The left
panel is the kernel density estimate, which is hard to see whether it is close to normal. Thus we
use the Q-Q plot in the right panel to test normality, which suggests the permuted statistics are
approximating normally distributed since the points in the QQ plots lie near the line y = x (red
dashed line). Thus we may want to use Method 2 for higher efficiency in this case.
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Figure 3.13: Diagnostic graph for H3: Basal vs Rest. Left: density of permuted distribution. Right: QQ
plot of the permuted distribution. The points in the QQ plots lie near the line y = x (red dashed line),
indicating the normal assumption holds.
3.9 Real Data Application: Single Cell RNA Sequence Data
Research interests of the single-cell RNA sequencing technique are fast increasing in the field
of genetics. In this section, we investigate different forms of single-cell RNA sequence data using
DiPerPerm. The single-cell RNA sequence Data has 18920 genes and 2978 cases, with 3 subgroups:
group 1: fibroblast; group 2: MCF7; group 3: MDA-MB-468.
The data is formed in 6 ways: raw, log raw (first take the norm of the raw data and then use
the log2 scale); binary (set 0 to be 0 and entries bigger than 0 to 1); norm binary (the norm of
the binary data); diff (difference between the raw data and the binary data); log diff (first take the
norm of the diff and then use the log2 scale). Figure 3.14 shows the confidence interval of z-score
across 3 test pairs: 1 vs 2; 1 vs 3; 2 vs 3. The x-axis indicates the data type and the y-axis is
the z-score. The confidence interval of log raw, binary, norm binary and log diff overlapped for the
3 test pairs, which indicates they have the same level of subgroup information. The raw and diff
have smaller z-scores, suggesting much less subgroup information. In the test: 2 vs 3, norm binary
seems to have the largest z-score, indicates norm binary data have more subgroup information
than other data types. Thus norm binary data is recommended if we want to investigate subgroup
information.
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Figure 3.14: Confidence intervals of z-scores of each test pair: 1 vs 2; 1 vs 3; 2 vs 3. The x-axis indicates
the data type and y-axis is the z-score.
3.10 Real Data Application: TCGA Pan-Can Data
The data are a subset of The Cancer Genome Atlas (TCGA) Pan-Cancer data with 12478
genes and 1523 cases from 5 types of cancer. The tissues came from 5 different organs and there
is a key interest in how similar and dissimilar they are. Figure 3.15 is the PCA scatter plot, which
displays the two-dimensional distribution of the PC1 and PC2 scores. Colors and symbols are used
to contrast cancer types, i.e. classes. In particular, the 173 Acute Myeloid Leukemia (LAML)
cases are represented by magenta triangles; the 138 Bladder Urothelial Carcinoma (BLCA) cases
are represented by blue asterisks; the 950 Breast Cancer (BRCA) cases are represented by cyan
plus signs; the 190 Colon Adenocarcinoma (COAD) cases are represented by yellow stars; the 72
Rectum Adenocarcinoma (READ) cases are represented by red diamonds. In the top panels
(testing COAD vs. READ) of Figure 3.16, the mean difference statistic, 23, is shown both in green
numbers and as a green vertical line on the right. In the top left panel of Figure 3.16, the red and
yellow are overlapped. This is consistent with the mean difference statistic being comparatively
small. In the top right panel of Figure 3.16, the densities of the red (balanced permutations, i.e.
proposed method) and the black (all permutations, i.e. the original method) are very similar to
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Figure 3.15: PCA scatter plot of PC1 vs. PC2 scores from TCGA Pan-Cancer Atlas gene expression with
types: LAML: magenta /; BLCA: blue *; BRCA: cyan +; COAD: yellow F; READ: red ♦. This suggests
LAML is much different from the rest. BLCA, BRCA, COAD, and READ seem to be relatively close to
each other.
each other. The Z-score is substantially smaller than that of the panels below, in particular around
4 for both red and black. This indicates the COAD and READ are somewhat close to each other as
suggested in Figure 3.15 and all permutations & balanced permutations give the same test results
in this case.
In the middle left panel of Figure 3.16, the cyan and blue are more separated and the mean
difference statistic, 83, is larger than that in the top panels. It is shown only in green numbers
because the vertical green line is far greater than the range of the null distributions. The corre-
sponding Z-score is much larger, 55 for the original version (black) and 65 for the proposed version
(red), showing much stronger statistical significance. This indicates that BRCA and BLCA are
more distinct than COAD and READ. Note that the range of the null distributions (both red and
black) in the middle right panel is smaller than that in the top right panel and bottom right panel.
This is due to the smaller variances of the null distributions, which are closely related to the sample
sizes. Here, we have 950 BRCA cases and 138 BLCA cases, so this test pair has the largest sample
size among all 3 pairs shown in Figure 3.16.
In the bottom panels of Figure 3.16, the mean difference statistic is even larger, 201, and again
far from the permuted null distributions. The blue and magenta are more separated compared to
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Figure 3.16: DiProPerm diagnostic graphs. Top left: distribution of data projected on MD directions
(class +1: COAD; class -1: READ). The colors and symbols are the same as in Figure 3.15. The green texts
show the corresponding mean difference test statistics. The top right shows the graphical DiProPerm test
results for COAD vs. READ. Each row corresponds to one test pair. The middle row is a similar graph
for testing BRCA vs. BLCA and the bottom row is for BLCA vs. LAML. The black densities estimate
the null distributions from all permuted differences shown as black circles (the original DiProPerm using
all permutations). The red densities estimate the null distributions from balanced permuted differences
shown as red + signs (the proposed DiProPerm using balanced permutations). This figure shows a major
improvement from using balanced permutations in the latter two cases.
the above pairs. However, the Z-score of 41 (black) may be surprisingly small. This is due to the
high variation in the black permuted differences. The strong impact of balanced permutations is
demonstrated in the middle and bottom rows. Using all permutations (black), it appears that the
difference (Z-score=55) in BRCA vs. BLCA is stronger than the difference (Z-score=41) between
BLCA and LAML. However, we have the opposite conclusion from using the balanced permutations
(red), where it seems that the BLCA vs. LAML difference (Z-score=127) is stronger than BRCA
vs. BLCA (Z-score=64).
Figure 3.16 gives a real data example to show the necessity of the improved method. In
the following paragraph, we will carefully investigate the same TCGA pan-cancer data using the
proposed method.
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For all 10 pairwise TCGA hypothesis tests, Figure 3.17 gives a comparison of the strength of
evidence against the null hypothesis that there is no difference between each pair. The random
permutation variability of each is reflected by a 95% confidence interval as developed in Section
3.6.1. Conventional single-sample confidence intervals are shown as thick black lines, proper simul-
taneous inference comes from considering the thin black lines which are Bonferroni adjusted for
the fact that we have 10 intervals here. The Z-scores are not the centers of the confidence intervals
because the distributions of the permutation statistics, e.g. black/red circles in Figure 3.16, are
skewed and not normally distributed.
In Figure 3.17, LAML vs. BRCA has the largest Z-score and all pairs involving LAML tend to
have large Z-scores. This is consistent with Figure 3.15 which shows that LAML (magenta) is the
most distinct cancer type.
Other pairs related to BRCA such as BRCA vs. COAD also have relatively large Z-scores. This
is consistent with the fact that BRCA has the largest sample size and larger sample sizes which
will lead to smaller variances and thus stronger statistical significance due to the properties of the
χ distribution.
The Z-scores for LAML vs. READ and LAML vs. BLCA and BRCA vs. COAD are similar to
each other. The overlap of their confidence intervals shows no statistically significant difference be-
tween them, either for the straightforward or the Bonferroni intervals. Other overlapped confidence
intervals also indicate a similarity of test significance.
The balanced Z-scores (shown as Zb in Figure 3.17) of LAML vs. BRCA is 193 and its Z-score
from all permutations (shown as Za in Figure 3.17) is 70. Similarly, for LAML vs. COAD, BRCA
vs. COAD, Z ′bs are significantly larger than Z
′
as. This is consistent with the idea that when the
signal is strong, all permutations will cause the loss of power, and Z-scores from all permutations
will be significantly smaller than balanced Z-scores.
When the signal is weak, Za and Zb are the same (all 5) for COAD vs. READ as shown in
Figure 3.17. The Z-scores of COAD vs. READ are the smallest among all test pairs and thus
COAD vs. READ has the weakest statistical test significance. This is consistent with Figure 3.15
where COAD (yellow) and READ (red) are overlapped in the PC1 and PC2 directions.
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Figure 3.17: Balanced permutation DiProPerm 95 % confidence intervals for all 10 pairwise tests of TCGA
data. The thicker lines represent the separate confidence interval for each test and the thinner lines are the
multiple test confidence interval using Bonferroni correction. The red dot, also Zb, indicates the Z-score from
balanced permutations and Za indicates the z-score from all permutations. The mean difference statistics
also shown in green in Figure 3.16 are denoted by MD. The LAML tumors are very different from other
cancer types which is consistent with the visual impression and Figure 3.15.
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CHAPTER 4
AJIVE-Jackstraw Analysis for High Dimensional Data
As noted in Chapter 1, this chapter mainly addresses the challenge of feature selection related
to the underlying latent space. We adapt the Jackstraw method (introduced in Chapter 2.3) to
provide statistical inference about the common normalized scores (CNS) from the supervised AJIVE
(introduced in Section 2.2.3) outcomes. In Section 4.1, we discuss the motivation and in Section
4.2, we provide how we do the Jackstraw inference. In Section 4.3, we apply the method to TCGA
breast cancer data.
4.1 Motivation
Many modern data sets such as genomic data involve multiple data types, which are measured
on a common set of experimental units. A useful approach is to organize such different types of data
into separate blocks. The Angle-Based Joint and Individual Variation Explained (AJIVE) method
(Feng et al., 2018) assumes a common type of connection among these data blocks and studies the
ways that they vary together as well as how they separately vary. Thus, AJIVE untangles joint and
individual variations and gives unique insights into the structure of these data sets. An important
open problem is statistical inference on the AJIVE loadings to determine which are significant
drivers of the analysis.
Figure 4.1 uses a simple Gaussian simulation to illustrate how AJIVE gives modes of variation
that are the basis of the inference developed in this paper. Each panel is a heat map view of a data
matrix whose entries are coded by colors. This toy example has: Datablock 1 (shown on the top)
and Datablock 2 (bottom), both have 120 features (rows) and 160 cases (columns). The far-left
panels are the simulated input data blocks of AJIVE with the color red coding values that are
greater than or equal to 1 and blue smaller than or equal to -1. White codes zero and in-between
values are lighter shades of red or blue. The first 80 rows in the top left panel have a similar pattern
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to the first 40 rows in the bottom left panel. Such a pattern represents the joint variation of the 2
data blocks. The corresponding rank 1 joint matrices are shown in the second panels on the left,
which take on the minimum value -0.7 and the maximum 0.7 as indicated by the more pale red
and blue colors in that panel. The last 40 rows in the top left panel have different patterns from
the last 80 rows in the bottom left panel, which represents the individual structure of the data
blocks. The third panels from the left show the rank 1 individual signal without noise for each data
block, where the minimum value of the individual matrices is -1 and the maximum is 1 resulting
in stronger red and blue colors. The far-right panel represents the simulated Gaussian noise with
mean 0 and variance 2. The sum of the 3 matrices on the right equals the simulated input data
blocks (far-left matrices).
AJIVE generally provides much deeper exploratory data analysis than conventional Principal
Component Analysis (PCA) approaches. This example highlights the fact that this richer infor-
mation is also present when studying the statistical significance of the loadings. The different
joint/individual signal strength is carefully designed to show how AJIVE recovers signals that are
poorly recovered by PCA because AJIVE borrows joint information from all the input data blocks.
As stated in (Feng et al., 2018), two important outputs of AJIVE are the joint and individual ma-
trices, which reflect modes of variation, are calculated using the common normalized score (CNS).
Let n be the number of cases (columns) and di, i = 1, 2 be the number of features (rows) of each
data block. The CNS are viewed as joint direction vectors in Rn which work similarly to PCA
scores. They give essentially projection coefficients of each data point onto the respective loading
vectors in Rd. The joint space, i.e. subspace of Rn space spanned by the CNS, defines the joint
variation of all data blocks among the experimental subjects. In particular, the corresponding joint
matrices Jdi×n are calculated as the matrix products: Jdi×n = Ddi×n×(CNST )n×rCNSr×n, where
subscripts show matrix dimension and D is the input data block of AJIVE. These matrices provide
modes of variation (in particular rank one matrices that are products of respective loadings and
scores vectors) giving insight into how the two data blocks vary together, i.e. joint. After we find
the joint space, the orthogonal complement is the individual space. These matrices also give modes
of variation, reflecting how the data blocks work together and separately, i.e. joint variation and
individual variation.
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Figure 4.1: This figure illustrates how we simulate the input of AJIVE. Red indicates values greater than or
equal to one and blue indicates values less than or equal to minus one, in-between values are shown with less
color intensity and white is zero. The top and bottom panels show DataBlocks 1 and 2 respectively. From
left to right, the panels are signal+noise (input to AJIVE), simulated joint matrices, simulated individual
matrices, and simulated noise matrices. The simulated joint signals are weaker than the individual signal by
30% in each data block as indicated by the pale or colors to give a good contrast between a jive inference
and PCA inference.
From Figure 4.1, there are two kinds of variation in each data block, i.e. two signal components.
The underlying signal in Datablock 1 consists of a joint mode of variation that is contained in the
top 80 features and an individual mode of variation that appears in the bottom 40 features. The
corresponding loading directions are a vector of ones, followed by zeros. The individual modes of
variation have scores vectors that are orthogonal to the joint loads of variation. The Datablock 2
has a similar structure, where the top 40 features contain the joint variation and the bottom 80
features contain the individual variation. The goal of AJIVE is to recover these modes of variation.
So the effectiveness of AJIVE in recovering these modes of variation will be measured in several
ways. One is the angle between the recovered loading vector and the true one.
55
A useful method for statistical inference on loadings is Jackstraw that was developed by (Chung
and Storey, 2014). It forms the basis of our new method for statistical inference. Figure 4.2 provides
a contrast between the proposed AJIVE-Jackstraw method and the original PCA-Jackstraw. Each
panel is a heat map view of a data matrix with the same color code as Figure 4.1. The top
panels are the AJIVE extracted joint and individual matrices with the following order from left to
right: Datablock 1 joint mode of variation, Datablock 1 individual mode of variation, Datablock 2
joint mode, Datablock 2 individual mode. The bottom heatmaps show a corresponding PCA for
Datablocks 1 and 2 (corresponding PC 1 and 2 modes of variation as indicated in the title). The
bottom panels are specifically ordered so that each mode of variation best corresponds with the top
panels. The strong red and blue colors in the top (AJIVE) show AJIVE has successfully found the
2 different signal components from the input data blocks. The pale colors in the bottom (PCA)
show that the scores estimates in the PCA modes of variation are relatively weaker.
Figure 4.2: Comparison between the AJIVE-Jackstraw (top row) and the original PCA-Jackstraw (bottom
row). Each heatmap represents the data projected in the corresponding direction indicated in the title with
the same color code as Figure 4.1. The black and white columns on the right of each heatmap indicate the
Jackstraw significant features. The top panels represent the AJIVE adapted Jackstraw while the bottom
represents the original PCA Jackstraw. The AJIVE-Jackstraw provides more accurate and stronger results.
In Figures 4.1 and 4.2, it is clear that some features dominate the joint/individual spaces,
while other features show less but still some variation. This motivates a formal hypothesis test
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to calculate the significance of each feature regarding systematic variation in the latent variables
untangled by AJIVE, i.e. to find the main drivers of the joint and individual spaces. As stated in
(Chung and Storey, 2014), the original Jackstraw method has successfully found significant drivers
of PCA, i.e. the important loadings. In this paper, we develop a method based on similar ideas in
the richer context of AJIVE. Our method can either be applied to any separate mode of variation
either joint or individual or it can be applied to the entire joint and/or individual subspaces.
The best understanding of our hypothesis test comes from comparing the data matrix and each
panel of Figure 4.2 with the closest underlying true signal component to it. In Figure 4.2, the black
and white columns on the right side of each heatmap indicate the Jackstraw significant features
of the corresponding data matrix, where a thin black line indicates each significant feature. The
accuracy is the proportion of Jackstraw significant features which agree with the corresponding true
underlying features as shown in Table 4.1. Consistent with the first two columns of PC 2, the PCA
struggles to separate the 2 underlying signal components due to the similarity of signal strength
while AJIVE borrows the information from the second data block and separates the 2 signal levels
successfully. Thus, the AJIVE-Jackstraw has higher accuracy than PCA-Jackstraw as indicated in
the first 2 columns of Table 4.1. As shown in the last 2 columns in Figure 4.2, for Datablock 2,
PCA gives similar signal recovery to AJIVE due to the large difference between signal strength.
However, AJIVE not only separates the signals but also provides a stronger recovery of the weak
underlying signal as indicated by the stronger color contrast in the third panel in Figure 4.2. This
also results in higher accuracy than PCA-Jackstraw as indicated in the third column of Table 4.1.
In the last column of Table 4.1, the PCA-Jackstraw has higher accuracy than AJIVE-Jackstraw
because the corresponding true underlying signal component is strong and very different from the
other signal component. Thus, the AJIVE-Jackstraw is better when the true underlying signals
are weak and similar and PCA-Jackstraw can be slightly better when the true underlying signals
are strong and easily separable. Another basis of the comparison between AJIVE and PCA is
Accuracy # D1.(joint/PC2) D1.(indivi/PC1) D2.(joint/PC2) D2. (indivi/PC1)
AJIVE-Jackstraw 0.88 1 0.95 0.94
PCA-Jackstraw 0.68 0.98 0.93 0.98
Table 4.1: Accuracy calculated using the Jackstraw significant features and true underlying significant
features. AJIVE-Jackstraw sometimes has relatively large accuracies gives similar performance and other
situations.
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based on angles, that are calculated using the estimated loadings vector for each mode of variation
from AJIVE and PCA and the corresponding underlying true loading vector. Larger accuracies
in Table 4.1 are caused by smaller angles shown in Table 4.2. In the top left panel of Figure 4.2,
i.e. the heatmap of the joint matrix from the Datablock 1, the angle between the joint direction
and the real simulated direction is small, 17o, giving a high accuracy of 0.88. However, in the
left bottom panel, the mode of variation found by PCA is not strong enough to clearly review
the true underlying mode of variation. The angle between the corresponding PC direction (PC2)
and the true direction is larger, 31o, giving a lower accuracy of 0.68. The second panel bottom on
the left is the estimated PC1 mode of variation. It corresponds somewhat better than the bottom
left panel but still has a larger angle than the top AJIVE result, ie. 18o for the AJIVE extracted
direction (accuracy=1) and 32o for PC 1 direction (accuracy=0.98). Other angles shown in Table
4.2 similarly drive accuracies in Table ??, in particular, AJIVE typically does a better job than
PCA of extracting true directions.
Angle # D1.joint/PC2 D1.indivi/PC1 D2.joint/PC2 D2. indivi/PC1
AJIVE-Jackstraw 17o 18o 17o 17o
PCA-Jackstraw 31o 32o 29o 14o
Table 4.2: Angles calculated using the estimated loadings vector for each mode of variation from
AJIVE/PCA and the corresponding underlying true loadings vector. AJIVE-Jackstraw has relatively small
angles and thus works better in this example.
4.2 Jackstraw Inference
As introduced in Section 5.1, CNS is one essential output reflecting the joint space of AJIVE.
The parallel to CNS in the individual space is called the block specific scores (BSS). Let Vn×r be the
scores, i.e. Vn×r = (CNSr×n)
T in the joint space and Vn×r = (BSSr×n)
T in the individual space.
The inferences are based on the loading matrices Lr×di , i = 1, 2, ... calculated as Ddi×n×Vn×r which
is also the solution of the equation: Ldi×r ∗ (V T )r×n = Ddi×n.
This linear regression structure forms the basis of our Jackstraw inference:
Ddi×n = Ldi×r ∗ (V
T )r×n + Edi×n
58
where response Ddi×n is one of the input data block of AJIVE (each row of Ddi×n is regarded as
a response in linear regression, i.e. classic Y ) and Vn×r is the predictor, i.e. classic X in linear
regression. The Ddi×n is centered before AJIVE and no intercept is considered. Let the total
number of joint/individual components be K and r can be any number among 1, ...,K and let
Ldi×r = [l1, ..., ld]
T . We use the linear regression F test structure:
H0 : lj = 0, H1 : lj 6= 0
where j = 1, ..., di. The F statistic is calculated as
F j =
(SSE0 − SSE1)/r
SSE1/(n− r)
for each feature j = 1, ..., di. SSE0 and SSE1 are the Residual sum of squares under H0 and H1.
The proposed algorithm is stated as follows:
1. The F statistics: F js are obtained by doing linear regression with the mean-centered AJIVE
input data as the response and with the original CNSs/BSSs of interest as the predictors.
2. Randomly select and permute K = 1, 10, 100, ... rows of the original data matrix and re-
calculate the AJIVE CNSs/BSSs. Then recalculate the F statistics as in Step 2 using the
permuted data matrix and new CNSs/BSSs to get one realization from the null distribution:
F bnull, b = 1, ..., B.
3. Repeat Step2, B ≈ d × S/K, S = 10, 100, 1000, ... times to generate a null distribution and
use the observed F statistics (F j , j = 1, ..., di) and the null F statistics (F
b
null, b = 1, ..., B) to
calculate the empirical p-value: pj =
∑B
b=1 I(F
j<=F bnull)
B for each variable.
Remark: in practice, we recommend using the Bonferroni adjustment for the level of the test,
which divides the regular p-value cutoff (such as 0.01, 0.05, 0.1) by the number of tests (in this
case the number of features di). A reasonable alternative would be to consider the false discovery
rate version of this.
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4.2.1 Efficiency Considerations
The proposed method requires to do thousands, even millions of resamples, each of which re-
quires one round of AJIVE. A natural method to achieve high efficiency is to use parallel computing.
When parallel computing is not available, we also give 2 methods to reduce the running time.
4.2.1.1 Change Bootstrap K
As stated in (Chung and Storey, 2014), smaller K (in Step2) gives more precise estimation,
and large K gives higher efficiency. In the analyses in this paper used K equals one and parallel
computation and K equals 10 would also be a reasonable choice.
4.2.1.2 Approximate Algorithm
In HDLSS settings, there are often more than 10000 variables. Thus permuting K = 1 or 10
out of 10000 rows only leads to minor changes in the AJIVE results. Especially when we do the
inference of the joint space from multiple data blocks, the permutation of a few rows in only one
data block will usually not lead to major changes in scores. A much easier approach is to not
recompute the full AJIVE at each permutation step by keeping the permuted scores the same as
the original scores in Step2.
Then we use TCGA breast cancer data to evaluate the 2 algorithms. There are 2 features in the
data set: gene expression (GE) and copy number region (CNR). We use 2 different random seeds,
denoted as seed1 and seed2. For a convenient notation, let ’JC’ denote ’joint component’, ’app’
denote ’approximate algorithm’ and ’full’ denote ’full algorithm’. The significant lists of CNR/GE
of both algorithms are similar and surprisingly one is always a subset of the other as shown in the
following tabulated list. The numbers in the parentheses are numbers of significant variables from
each algorithm.
JC1: GE: app.seed1(10499) ⊂ full.seed2(11051) ⊂ app.seed2(11450) ⊂ app.seed2(11450)
CNR:app.seed2(526) ⊂ full.seed2(537) ⊂ full.seed1(557) = app.seed1(557)
JC2: GE: app.seed1(6735) ⊂ full.seed2(6918) ⊂ full.seed1(7765) ⊂ app.seed2(7859)
CNR: full.seed1(197) ⊂ app.seed2(276) = full.seed2(276) ⊂ app.seed1(292)
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JC3: GE: app.seed1(5784) ⊂ full.seed2(6288) ⊂ app.seed2(6455) ⊂ full.seed1(6510)
CNR: full.seed1(235) ⊂ app.seed2(240) ⊂ full.seed2(247) ⊂ app.seed1(288)
While the algorithms give similar results, the approximate algorithm reduces the computing
time to 1/d of the time used by the full algorithm, where d is the number of variables. In our case,
d is 20249 for the GE data and 806 for the CNR data, which makes the full algorithm extremely
slow. In practice, we recommend making a careful choice between the 2 algorithms according to
the data type.
4.2.2 Jackstraw Diagnostic Graph
Figure 4.3 shows the results from the Jackstraw method: out of 120 features, we find 68
significant features regarding the joint component. In the left panel, the black curve is a kernel
density estimate of F bnulls (in log10 scale) calculated in step 3 in Section ??. The blue and red dots
are the observed F statistics: F j (in log10 scale) calculated in step 2, where the red is significant
and the blue is not. The middle panel shows the sorted Jackstraw p-values of all the genes, where
the red is significant (at the Bonferroni adjusted level α = 0.05/di, where di is the number of total
features of ith data block) and the blue is not. The right panel shows the results of a Kolmogorov-
Smirnov test (K-S test), which tests the equality of the distribution of these p-values to the uniform
distribution. In this panel, the colored curve is relatively far from the 45-degree line and the K-S
p-value is 0, which indicates the K-S test rejects the null hypothesis, thus the first joint component
is an important component.
Figure 4.3: Left panel: the black curve is the kernel density estimate of the null distribution and the blue
and red dots are the observed F statistics for all genes (both in log10 scale). Middle panel: the sorted p-values
of features. Right panel: Kolmogorov-Smirnov test (K-S test), which tests the equality of the p-value and
uniform distribution. This diagnostic graph shows that the first joint component is an important component
and 68 features are the main driver of this joint component.
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4.3 Jackstraw Application: TCGA breast cancer data
In this section, we continue to explore TCGA breast cancer data (introduced in Section 2.1.1)
using the supervised AJIVE results from Section 2.2.3.
Figure 4.4 is a color legend of the chromosome, which we will use to explain the results of AJIVE
shown in Figures 4.5 and 4.6. The 24 distinguished colors corresponding to the 24 chromosomes
from chr1 to chr22 and chrx, chry. We use an equally spaced color for each chromosome to give an
easy visual impression. However, in reality, the length of each chromosome is not the same, which
can be partially seen in Figures 4.5 and 4.6. Figure 4.5 contrasting the raw, joint and individual
Figure 4.4: Color code for each chromosome from chr1 to chr22, chrx, chry. This is the color reference for
the right color bar in each panel in Figures 4.5 and 4.6
GE values as heatmaps. The rows are genes, sorted in chromosome order with each chromosome
indicated using colors from Figure 4.4 in the color bar on the right. The columns are ordered
by subtypes as indicated by the color bar on the bottom. The subtype differences are not clear
in the left panel which shows the heatmap of the raw data. However, the middle panel gives a
much clearer view by showing the projection of the raw data on the joint space. The Basal cases
(columns indicated by the red color) are the most distinguished compared to other subtypes in the
joint space, which is consistent with the fact that the Basal-like tumors are quite different from
other subtypes as stated in Hoadley et al. (2014). In the right panel, subtype separation can hardly
be seen in GE’s individual space. This is not surprising since this is a supervised (on subtypes)
version AJIVE. A deeper investigation using DiProPerm to test the subtype significance on the
individual space, resulted in small z-scores (which will be included in the final dissertation) which
indicate that only a small amount of subtype information is left in GE’s individual space. Thus
we will focus on the joint space of GE data in this dissertation. Figure 4.6 is in the same format
as Figure 4.5 for the CNR data. We can already see some subtype differences from the raw CNR
data in the left. The joint space in the middle gives a much clearer view indicated by stronger
color contrast. There are a few chromosomes (chr) that have much larger magnitude and visually
stand out in the joint space: chr8 (chocolate color on the right color bar of each panel), chr17 (light
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Figure 4.5: Heatmap of centered GE raw (left) data and its projection onto the joint (middle) and individual
(right) spaces. Blue represents values in [-1, 0] and red represents values in [0, 1] with lighter shades between
and white for 0. The color bar on the bottom of each panel represents the tumor subtypes. The color bar on
the right of each panel represents the 24 chromosomes. The joint space of GE data is the most informative
for cancer subtypes.
mocha), chr20 (orange, especially 20q, which is the lower arm of chr20). As stated in Bilal et al.
(2012), early relapse in breast cancers that are ER-Positive can be predicted by the amplified loci
on chr8 and chr17. As pointed out by Tabach et al. (2011), 20q amplification can promote cancer
initiation. In particular, 13 genes are identified on 20q13 that are significantly over-expressed in
many tumors. The left panel also shows interesting subtype information on chr1 (red color on the
right color bar of each panel, especially the lower arm 1q) and chr8 (chocolate color). Chr1 is
known for its frequent amplifications in breast cancer and as stated in Muthuswami et al. (2013)
elevated expression of 1q candidate genes leads to poor clinical outcomes in breast tumors. We see
Figure 4.6: Heatmap of centered CNR raw (left) data and its projection onto the joint (middle) and
individual (right) spaces, similar format to Figure 4.5. The joint space of CNR data is the most informative
for cancer subtypes and the individual space also contains subtype information.
some similar patterns in the middle panel of Figure 4.5 with that of Figure 4.6. An interesting part
of chr1p (the upper arm of chr1) which is often deleted in cancers seems to have higher expression
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in the Basal-like subtype. As stated in Weigman et al. (2012), chr1p has been Basal specific and
the joint analysis potentially shows that this region is important in both copy number and gene
expression. In chr8: inside 8q (the lower arm of chr8), the subtype of basal and LumB are mostly
red (positive), LumA is mostly blue (negative). Her2 cases are mostly red (positive) in the middle
panel of Figure 4.6 and not that clear in the middle panel in Figure 4.5. We also observe blue
(negative) in Basal cases on chr4 (magenta) and chr14q (lower part of purple) in both panels. This
indicates that AJIVE extracts the systematic variation where GE and CNR work together. These
highlight the similar variation of GE and CNR in the joint space, called the cis effect (local copy
number impacts the gene expression) between the CNR and GE.
In the following sections, we will use the Jackstraw method to make a deeper investigation on
each AJIVE joint component (also discussed roughly in Section 2.2.3) and also the CNR individual
space.
4.3.1 Joint space
In this section, we look into the details of each joint component. As noted in Section 2.2.3,
the joint space is spanned by the 3 components and each component shows different aspects of the
data. As shown in Figure 2.10, the supervised AJIVE gives a better visual separation than the
PCA scatter plot: the joint comp1 mostly separates Basal (red +) from the other subtypes; the
joint comp2 separates Her2 (magenta) and LumA (blue); the joint comp3 separates Her2 (magenta)
and LumB (cyan).
Figure 4.7 shows the CNS loadings as discussed in Section 2.2.2. Each panel of Figure 4.7 shows
a row of the grey rectangle with a green border inside the top far right rectangle with a green dotted
border in Figure 2.6 . This figure shows the subtype information for each joint component. This
gives another interpretation of the 3 joint components (denoted as comp.1, 2, 3):
1. contains little Her2 information; negative towards Basal
2. contains little Basal information; positive towards Her2 and LumB; negative towards LumA
3. contains little Basal information; positive in LumB; negative towards Her2 and LumA.
Based on this AJIVE outcome, we implement the Jackstraw method to choose the statistically
significant genes and copy number regions for each joint component. This enables us to reduce
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Figure 4.7: CNS loadings of subtype matrix as noted in Section 2.2.3. The top panel is the same as the
bottom panel in Figure 2.11. This figure shows the subtype contrast that drive each joint component.
the data set to a smaller subset by using the significant variables and removing the unimportant
variables with respect to the variations of interest. Table 4.3 shows the number of significant GE
and CNR for each joint component (using the approximate algorithm). The variables of interest are
reduced especially for joint component 2 and component 3, which enables us to focus more on the
underlying systematic variation in each joint component. Since each gene has a corresponding copy
Joint Significant # comp1 comp2 comp3
GE 11450 7859 6455
CNR 526 276 240
Table 4.3: Number of significant genes and copy number regions for each joint component. These smaller
subsets are used in later analysis.
number region, an interesting question is: how many significant genes and CNRs are overlapped,
revealing cis effects? As shown in the second row of Table 4.4, almost all significant CNRs contain
significant genes. There are a few CNRs that are not associated with genes, 22 non-overlapping
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CNRs in comp1 and 11 of them are near centromeres. This is biologically sensible because the
centromeres are in gene-poor chromosome regions, such as 10p11.1, 12p11.1, etc; 15 in comp2 and
7 are near centromeres, such as 13q11, 17q11.1, etc; 20 in comp3 and 4 are near centromeres, such
as 13q11, 8p11.1, etc. The centromere links a pair of sister chromatids (a dyad) (Alberts et al.
(2013)), which is important in cell division. Thus it is not surprising that some centromere regions
are significant but not gene significant. The significant CNRs are likely to have a local effect on the
Overlapped Joint Significant % comp1 comp2 comp3
Significant CNRs contain significant genes (%) 95.27 94.57 91.67
Significant genes located in significant CNRs (%) 69.17 39.68 36.27
Table 4.4: Percentage of overlapped significant genes and CNRs for each joint component. Most CNRs
contain significant genes, but only some significant genes are located in significant CNRs.
corresponding significant genes. However, as shown in the third row of Table 4.4, not all significant
genes in joint space have a dependency on the significant CNRs. There are other rules for gene
expression regulation that are still important and show up in the joint space without having a
direct dependency on the CNRs. This are caused by a trans effect or by co-linear genes with the
same pathway. The interpretation of such genes requires deeper investigation concerning each joint
component. In Section 4.3.1.1, we will look into the details of significant genes and CNRs in the
first joint component.
Figure 4.8 gives insight into the loadings and their Jackstraw significance. Each panel contains
colored curves which show the sorted loadings for each gene/CNR. The x-axis represents the full
set of the sorted features. The y-axis shows the corresponding loadings. Recall loading vectors have
length one, so the sum of the squared entries must be one. In each panel, the curves show joint
component 1 (black), component 2 (green), and joint component 3 (yellow). The GE loadings are
very similar in the left panel, yet the loadings of CNR are substantially different in the right panel.
Each variable is also plotted using jitter plots (i.e. random heights) for joint components 1,2,3.
Jackstraw significant genes or CNRs are identified with a red dot and non significant features, with
a blue dot. There are 20249 genes and only 806 CNRs, thus the jitter plots in the left are much
denser than those in the right. In both panels, joint component 1 has more significant features
than joint components 2 and 3. Generally, features with large loadings tend to be more significant.
This is consistent with the fact that joint component 1 mainly extracts Basal subtype information,
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which is known to be associated with large genomic changes. There are a few copy number regions
Figure 4.8: The colored curves are formed by the sorted loadings of genes/copy number regions. If the
corresponding feature, i.e. gene/CNR is significant, a red dot is placed in the central bands (jitter plots),
otherwise, a blue dot is placed. Features with large loadings are more likely to be selected as significant.
Distributions of loadings of CNR for joint components 2 and 3 are dramatically different than what is
observed in component 1.
that have extremely negative values, especially in the joint component 2. We will later investigate
this in Section 4.3.1.2.
4.3.1.1 Component 1
As shown in Figure 2.10, the first joint component mainly separates Basal vs the rest. As
shown in the top panel in Figure 4.7, the first joint component is negatively associated with Basal
and positively associated with LumA and LumB. Figure 4.9 shows the bar graph of the top 40
significant genes with largest absolute values of CNS loadings. According to Figure 4.7, genes with
large positive loadings will tend to have low expression in Basal cases with the opposite for LumA
and LumB. Among the top 5 genes with the largest absolute values in CNS loadings shown in
Figure 4.9, AGR3 (the first gene in Figure 4.9) is negatively related to Basal and can be used for
early cancer detection. TFF1(Prest et al. (2002)), AGR2 (Salmans et al. (2013)), TFF3 (Chong
et al. (2017)), C1orf64 (Naderi (2017)), etc are estrogen-regulated, since LumA and LumB are
estrogen-receptor positive while Basal and Her2 are estrogen-receptor negatives. Among the top 10
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genes, ESR1 and FOXA1 are well known as Luminal specific genes. HORMAD1 is highly expressed
in Basal subtype.
Figure 4.9: The bar graph of the top 40 significant genes with large absolute values of CNS loadings.
Heights of bars indicate the loadings’ absolute values of corresponding genes (genes’ names shown on the
bar). The y-axis is the CNS loadings of genes. These genes are related to Basal, LumA and LumB subtypes.
CNS loadings for joint comp1 are positively related to LumA and LumB while negatively related to Basal.
Instead of looking at the heatmap of all genes and CNRs as in Figures 4.5 and 4.6, we only
use the significant genes and CNRs in Figure 4.10. The gray color bars on the bottom of the two
heatmap represents all subtypes except Basal. Similarly, the gray dots and curves in the right panel
represent the all subtypes except Basal. As shown in the left and middle panel, the Her2 subtype,
which is the left part of the gray bar, has nearly 0 bar. This indicates the joint component 1 is
related to only a few (or even no) variation in Her2 subtype, which is consistent with the top panel
in Figure 4.7. The strong color contrast of Basal vs the rest is consistent with the right panel that
joint component 1 separates Basal vs the rest. More than half of gene and CNR are significant in
joint component 1, which is not surprising since Basal is the most distinguished subtype. As shown
in the left and middle panels, the rows that are colored yellow (chr5) at the right side are blue for
the first 185 columns (Basal subtype). The same happens partially in chr14 (purple) and chr15
(dark purple). These indicate that a majority loss of chr5 and a partial loss of chr14 and chr15
occurs in the Basal subtype, which is consistent with the results of Weigman et al. (2012).
4.3.1.2 Component 2
As shown in the middle panel in Figure 4.7, the first joint component is negatively associated
with LumA and positively associated with Her2 and LumB. Figure 4.11 shows a similar bar graph
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Figure 4.10: Left and middle panels: raw data projected on the first joint component, with only significant
genes(left) and CNR(right). Format is similar to Figure 2.2 but now subtype colors are: red represents Basal
subtype and grey represents the rest of the subtypes. Right panel: the kernel density estimate of the first
component (row) of the common normalized scores, which span the joint space. The first joint component
separates Basal and the rest.
as Figure 4.9 for joint component 2. Bhat et al. (2018) found that NPY1R is significantly more
expressed in the LumA subtype than other subtypes, which is consistent that it is the top negatively
associated with LumA subtype. PGR is often expressed in ER-positive subtypes, which was also
observed in Kurozumi et al. (2017) that PGR is highly expressed in Luminal especially in the
LumA subtype, which is also consistent with our analysis. Figure 4.12 gives a deeper investigation
Figure 4.11: Similar bar graph with Figure 4.9. CNS loading for joint comp2 is positively related to Basal
and LumB while negatively related to LumA.
of the top genes in Figure 4.11 in the gene expression level. In general, for genes with negative
loadings, they tend to have higher expression in LumA and lower in Her2, while for genes with
positive loadings, we see the opposite phenomena. KRT14 seems to be driven by outliers and we can
still see the separation between LumA and Her2. Although SOX10 is often associated with Basal,
we find that it also differs between the subtypes LumA and Her2. In Figure 4.13, the strongest
projections on joint component 2 are observed in chr8 (chocolate), 17 (light mocha), 20 (orange)
and also reflected in the projection of gene expression data in the left panel. Loss of chr8p and
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Figure 4.12: Marginal gene expression distributions of top genes in Figure 4.11, i.e. kernel density estimates
of corresponding genes using the raw data, with colors representing subtypes. Kernel density estimates of
LumA tend to stay on the opposite side with Her2 in each panel. LumA and Her2 are clearly separated in
these genes.
gain of chr8q are found in all subtypes. As stated in Weigman et al. (2012), chr8q is amplified the
most in Her2 among all subtypes, which is consistent with the right panel that the Her2 columns
are the reddest in chr8q. A gain of chr17q is mainly found in Her2 and LumB, indicated by the red
color in both panels. Chr20 is amplified the most in LumB and seen to be statistically significant
regarding LumB in Weigman et al. (2012). Another interesting aspect is to investigate the list of
Figure 4.13: Similar plot as Figure 4.10. The second joint component separates Her2&LumB from LumA.
significant genes using gene set enrichment analysis (GSEA). GSEA aims at determining whether
a known gene set is significantly enriched (or overrepresented) in a selected set of genes (in our
case, the significant genes). In Figure 4.14, the enrichment score is -0.79702765, which indicates
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a high enrichment of the gene set: VANTVEER-BREAST-CANCER-ESR1-UP in our significant
gene list for joint component 2. Negative enrichment score indicates the known gene set is on the
bottom of the selected & ranked set of genes, while positive enrichment score indicates the known
gene set is on the top. As stated in Van’t Veer et al. (2002), this gene set includes up-regulated
genes that discriminate breast cancer samples by ESR1 expression: E-R positive vs E-R negative
tumors, which is consistent with our results that Luminals are estrogen-regulated.
Figure 4.14: Enrichment plot of genes that are significant in joint component 2. The genes are ranked by the
CNS loadings of joint component 2. The lowest point of the green curve is the enrichment score: -0.79702765.
The color bar in the middle indicates that Her2 is positively correlated (red) and LumA is negatively
correlated (blue), and the dense black vertical lines in the middle indicate the gene set: VANTVEER-
BREAST-CANCER-ESR1-UP is mainly in the bottom of the ranked list of genes. The bottom portion
shows the ranked list metric which goes from positive to negative as we move from the beginning to the end
of the ranked list. This figure indicates that the gene set: VANTVEER-BREAST-CANCER-ESR1-UP is
on the bottom of our genes list.
In Figure 4.15, which is the other side of Figure 4.14, the enrichment score is 0.6892467 and
the gene set: SMID-BREAST-CANCER-ERBB2-UP is on the top of our gene list. As stated in
Smid et al. (2008), this gene set includes up-regulated genes in the erbb2, which is also known as
Her2 subtype of breast cancer.
In Figure 4.16, we explore these by displaying the 40 significant CNRs with largest absolute
loadings values (for component 2), drawn from the extremes of the green curve in the right panel of
Figure 4.8. We found enrichment of several CNRs especially on chromosome 17 and chromosome
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Figure 4.15: Similar figure as Figure 4.14. This figure indicates that the gene set: SMID-BREAST-
CANCER-ERBB2-UP is on the top of our genes list.
8. Prior work has shown that some chromosome 8 is most enriched in Her2 positive cancers. Recall
Figure 4.7, the component 2 separates Her2&LumB vs LumA, which is consistent with these more
aggressive breast cancer subtypes shown in the scatter plot. As shown in Figure 4.16, 17q21.1 is the
region with the most extreme negative values and other regions in chr17q also appear in this top list.
Besides chr17q, we also identified numerous regions on chr8q. This is consistent with the observation
in (Bilal et al., 2012) that amplification of loci on chromosome 8 and chromosome 17 predicted early
relapse in ER-Positive breast cancers. Gain of chromosome 17q is found predominantly in Her2
and LumB.
Figure 4.16: The bar graph of the top 40 genes in terms of the largest absolute values of loadings. Heights
of bars indicate the loadings’ values of corresponding genes (genes’ names shown on the bar). The y-axis is
the loadings of genes. The most nagetive loading is from 17q21.1.
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4.3.1.3 Component 3
As shown in the bottom panel in Figure 4.7, the third joint component is negatively associated
with Her2 and LumA while being positively associated LumB. Figure 4.17 shows the bar graph of
the top 40 significant genes with the largest absolute values of CNS loadings. Most of the genes
with negative loadings like CLCA2, MUCL1, LTF, CXCL17 are proinflammatory, which suggests
a more inflamed microenvironment that is associated with estrogen-receptor(E-R) negative cancers
as observed by Iglesia et al. (2014). Among the genes with positive loadings, CGA, RIMS4 are also
considered ER responsive genes. In Figure 4.18, the separation between Her2 and LumB is not
Figure 4.17: Similar bar graph with Figure 4.9. CNS loadings for joint comp3 are positively related to
LumB while negatively related to mostly LumA and Her2.
that clear as in Figure 4.12 for Her2 vs LumA. However, for genes with negative loadings, LumB
still tends to stay on the left side of Her2 and they tend to switch sides for genes with positive
loadings. Chr8, 17, 20 are standing out again in Figure 4.19 as in Figure 4.13, but with different
color contrasts, which indicates chr8, 17, 20 are important regions in separating Her2 and Luminals.
In chr8q, 17q, 20, Her2 cases are all blue and LumB cases are all red. This strong color contrast
also suggests that the third joint component mainly separates Her2 and LumB. In Figure 4.14, the
enrichment score is 0.8317791, which indicates high enrichment of the gene set: SMID-BREAST-
CANCER-LUMINAL-B-UP in the top of our significant gene list for joint component 3. As stated
in Smid et al. (2008), this gene set includes up-regulated genes in LumB subtype. Figure 4.21 is
the other side of Figure 4.20. The enrichment score is -0.7542427. The gene set: SMID-BREAST-
CANCER-ERBB2-UP appears again on the bottom of our gene list (in Figure 4.15, this gene set
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Figure 4.18: Marginal distributions of top genes in Figure 4.17 in the same format as Figure 4.12. In most
panels, we can see the separation between LumB and Her2.
Figure 4.19: Similar figure to Figure 4.10. The third joint component separates Her2&LumA from LumB.
is enriched on the top of our significant gene list for joint component 2) which is consistent with
our results that both joint component 2 and joint component 3 include Her2 features.
We next quantify the relationship between CNS and true subtype grouping by calculating
the angles between each joint component loading vector and the mean difference vector from the
original data. These angles are shown in the titles of Figure 4.22. The angle between the first joint
component loading vector and the mean difference vector of Basal vs the rest using the original
data (input of AJIVE) is only 4o, which is extremely small in high dimensional settings. This is
yet another way of seeing that the first joint component extracts the Basal signal from the rest.
The angle between the second joint component and the mean difference vector of Her2&LumB vs
LumA is 18o. The angle between the third joint component and the mean difference vector of
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Figure 4.20: Similar figure to Figure 4.15, which indicates that the gene set: SMID-BREAST-CANCER-
LUMINAL-B-UP is on the top of our genes list.
Figure 4.21: Similar figure to Figure 4.14, which indicates that the gene set: SMID-BREAST-CANCER-
ERBB2-UP is on the bottom of our significant genes list for joint component 3.
Her2&LumA vs LumB is 32o. Although 18o and 32o are not as small as 4o, they are still relatively
small in high dimensional space, where random angles tend to be close to 90 degrees.
Another interesting question is: how do these significant features (genes/copy number regions)
contribute to the above subtype separation? This is assessed using the Direction-Projection- Permu-
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tation High Dimensional Hypothesis Test (DiProPerm) (Wei et al., 2016) to quantify such subtype
difference based on different feature sets. Test results are on the scale of Z-score. Error bars are
included to reflect the simulated variation of the Z-score using the balance permutation as explained
in Chapter 3. Each error bar in Figure 4.22 shows the confidence interval of the Z-score of each
test, where a large Z-score indicates more significance.
In the left panel of Figure 4.22, we test the Basal vs the rest using three feature subsets of the
input GE expression data: all features: 20249 features (shown as ’All’ in the left panel), significant
features for joint comp 1: 11288 features (shown as ’Sig.comp1’ in the left panel), non-significant
features for joint comp 1: 8961 features (shown as ’Non.comp1’ in the left panel). The reduced
set of significant features has the largest z-score, thus the strongest significance. This indicates
the proposed method has successfully reduced the size of the features set while at the same time
reduced the noise i.e. increased the signal level. The middle panel of Figure 4.22 shows a similar
effect. We test Her2&LumB vs LumA using all features, significant features regarding joint comp
2, and non-significant features regarding joint comp 2. The test using only significant features
again has the largest z-score. The right panel also has a similar pattern. From the left panel to the
right, the test using only significant features always has the largest Z-score. However, the Z-score
difference between using significant features and using all features becomes smaller and the angle
between the corresponding joint component and the mean difference vector becomes larger.
Figure 4.22: Direction-Projection-Permutation for High Dimensional Hypothesis Tests (DiProPerm Test)
Z-score confidence intervals of GE expression. Left: the test of Basal vs rest, middle: Her2&LumB vs LumA,
right: Her2&LumA vs LumB. In each panel, each error bar is a confidence interval of a test using data with
(from left to right): all features, significant features regarding joint comp 1 (or 2 or 3), non-significant
features regarding joint comp 1 (or 2 or 3). The AJIVE-Jackstraw significant features give a higher z-score
thus a stronger signal level.
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4.3.2 Individual space
We then investigated the subtype status using DiProPerm and found that the individual GE
did not have a significant subtype information. We also investigate the individual CNV and found
a significant DiProPerm relationship: LumA versus LumB, which is not joint with GE. Thus, we
further investigate the individual space of CNV that is independent of GE, using a 2-Datablock
AJIVE. The inputs of this AJIVE are the CNV individual matrix and the supervision subtype
matrix. We use 70 as the initial rank for CNV individual matrix and 3 for the subtype indicator
matrix. This initial rank gives only 1 joint component. From the the distribution of CNS shown on
the right panel of Figure 4.23, the 1 joint component separates LumA from LumB that is consistent
with what we found in DiProPerm. We investigate the features that are driving this by showing
the Jackstraw significant features in the left panel. The most important players are chromosome
8 (chocolate), 17 (light mocha), and 20 (orange). As observed by (Weigman et al., 2012), we saw
gains of q arms and loss of p arms for 8, 17 and 20 in both luminals with a higher magnitude in
LumB, which is consistent with our results.
Figure 4.23: Similar graphics as 2.6 but based on a two data block AJIVE. The inputs are the CNR
individual block from above and the subtype matrix. This figure indicates the new joint space separates
LumA and LumB.
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CHAPTER 5
Post-Dissertation Work
In Chapter 3, we use the mean difference direction when applying the DiProPerm test. Another
interesting direction is the DWD direction, our further work will include the implementation of
DWD direction in the DiProPerm test. In addition, we use the mean difference statistic but other
interesting statistics may also apply such as t-statistic, AUC, etc.
In Section 3.6.1, the bootstrap method introduces resampling which can be less efficient. Other
methods can be implemented that can give a faster result than the bootstrap method and deal with
different directions or test statistics.
In Chapter 4, we will continue to investigate the significant gene list of joint components 2 and
3 as well as the individual space in the proposed work. Since there are surprisingly many significant
genes, we will try to organize and give a more detailed interpretation of significant genes. We will
also implement the DIVAS (under development) instead of AJIVE, which can also extract pairwise
joint and individual spaces, as well as the overall joint and individual space.
In Chapter 4, we will continue to make a deeper investigation into the theory of the Jackstraw
method.
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APPENDIX 1:SUPPLEMENTS TO CHAPTER 3
5.1 Conditional Distribution of X̄per − Ȳper
Under the assumptions in Section 3.2, if we pick r cases from each class to switch labels,
X̄per|r ∼
1
m
N([r × (−g) + (m− r)× g]u,mσ2Id), Ȳper|r ∼
1
n
N([r × g + (n− r)× (−g)]u, nσ2Id)
thus
X̄per − Ȳper|r ∼ N(2g(1−
r
m
− r
n
)u, σ2(
1
m
+
1
n
)Id).
In this scheme, there are
(
m
r
)(
n
n−r
)
permutations out of
(
m+n
m
)
overall random permutations.
Thus, the probability of picking r cases from each class to switch labels is
(mr )(
n
n−r)
(m+nm )
.
5.2 Limit distribution
In this section, we calculate the all permutations (dashed) and balanced permutations (solid)
curves in Figure 3.8 as functions of m,n, d, g, i.e. use f(m,n, d, g) = E[C]−E[Ci]√
V ar[Ci]
to approximate
E[C−C̄S ].
5.2.1 Balanced Permutations
As shown in Section 1,
E[C] = E[||X̄ − Ȳ ||] = σ
√
1
m
+
1
n
√
π
2
L
d/2−1
1/2 (−
2g2
1
m +
1
n
)
so we need to calculate E[Ci], V ar[Ci] for both balanced and all permutations.
For balanced permutations, fix r = mnm+n . Similarly as in Section 3.2.2, Ci ∼ σ
√
1
m +
1
nχd.
Thus,
E[Ci] = σ
√
1
m
+
1
n
√
2
Γ((d+ 1)/2)
Γ(d/2)
, V ar[Ci] = σ
2(
1
m
+
1
n
)[d− 2(Γ((d+ 1)/2)
Γ(d/2)
)2]
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so
fb(m,n, d, g) =
√
π
2L
d/2−1
1/2 (−
2g2
1
m
+ 1
n
)−
√
2Γ((d+1)/2)Γ(d/2)√
d− 2(Γ((d+1)/2)Γ(d/2) )2
which is monotone increasing as a function of g since laguerre polynomials are decreasing for
negative values.
5.2.2 All Permutations
In the unbalanced case, ∀d, the limit (as g →∞) of the permuted MD distribution is the same
as the observed MD distribution, which is consistent with what we observed in Figure 3.3. This
implies the limit distributions of the Ci (or C) are the same ∀d in the unbalanced cases. Thus the
limit distributions of the z-score are the same for all d as g goes to infinity.
For simplicity we investigate the case of d = 1. We assume σ = 1, then the χ1(λ) is a folded
normal distribution (Leone et al. (1961)) with the location parameter µ = λ, and scale parameter
σ2 = 1. Then
E(C) =
√
1/m+ 1/nE(χ1(
√
4g2
1/m+ 1/n
))
=
√
1/m+ 1/n[
√
2/π exp(−2g2 1
1/m+ 1/n
)
+2g
√
1
1/m+ 1/n
(1− 2Φ(−2g
√
1
1/m+ 1/n
))].
E(Ci) =
√
1/m+ 1/nE(
m∑
r=0
pR(r)χ1(
√
4g2r
1/m+ 1/n
))
=
√
1/m+ 1/n[
√
2/π
m∑
r=0
pR(r) exp(−2g2(1− r/m− r/n)2
1
1/m+ 1/n
)])
+ 2
m∑
r=0
pR(r)g|1− r/m− r/n|√
1
1/m+ 1/n
(1− 2Φ(−2g|1− r/m− r/n|
√
1
1/m+ 1/n
))],
V ar(Ci) = (1/m+ 1/n)(
m∑
r=0
pR(r)4g
2(1− r/m− r/n)2/(1/m+ 1/n) + 1)− E(Ci)2.
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Thus
lim
g→∞
E(C)− E(Ci)√
V ar(Ci)
= lim
g→∞
E(C)/g − E(Ci)/g√
V ar(Ci)/g2
=
limg→∞E(C)/g − limg→∞E(Ci)/g
limg→∞
√
V ar(Ci)/g2
.
Since
lim
g→∞
E(C)/g = 2
√
1/m+ 1/n
√
1
1/m+ 1/n
= 2
lim
g→∞
E(Ci)/g = 2
m∑
r=0
pR(r)|1− r/m− r/n|
lim
g→∞
√
V ar(Ci)/g = 2
√
1/m+ 1/n
√√√√ m∑
r=0
pR(r)(1− r/m− r/n)2 − (
m∑
r=0
pR(r)|1− r/m− r/n|)2
= 2
√√√√ 1
m+ n− 1
− (
m∑
r=0
pR(r)|1− r/m− r/n|)2,
for any d, the limiting value is:
lim
g→∞
E(C)− E(Ci)√
V ar(Ci)
=
1−
∑m
r=0 pR(r)|1− r/m− r/n|√
1
m+n−1 − (
∑m
r=0 pR(r)|1− r/m− r/n|)2
In our simulation, m = n = 100, thus limg→∞(z-score) ≈ 23.48, which is very close to the
far right end of each (dashed/dotted) curve in Figure 3.3. This indicates the high quality of this
estimate of the limiting z-score.
5.3 Permutation Correlation
5.3.1 All Permutations
Under the setting of Section 3.2, let us first consider m = n. As defined in Section 3.2.2, Ri
is the number of observations in each class that switch labels in permutation i. Let {Xj |j ∈ JRi}
be the cases in the original class +1 that are labeled as -1 and {Yk|k ∈ KRi} be the cases in the
original class -1 that are labeled as +1 in one permutation. Let
√
M0 be the difference of the class
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means of the non-permuted data (let R0 = 0) and let
√
Mi be that of permutation i. Since
Cov(M0,Mi) = E(M0Mi)− E(M0)E(Mi),
we need E(M0)E(Mi) and E(M0Mi). From M0,Mi ∼ 2nσ
2χ2d(0), it is straightforward that
E(M0)E(Mi) =
4d2σ4
n2
.
In order to calculate E(M0Mi), let
W =
1
n
(
∑
k∈KRi
Yk −
∑
j∈JRi
Xj) ∼
√
2Ri
σ
n
N(0, 1)
U =
1
n
(
∑
j /∈JRi
Xj −
∑
k/∈KRi
Yk) ∼
√
2n− 2Ri
σ
n
N(0, 1)
M0 = ||U −W ||2
M1 = ||U +W ||2
and Wj , Uj be entries of W,U . We have
E(M0Mi) =
d∑
E[(U4j +W
4
j − 2U2jW 2j )] +
∑
i 6=j
E[(Ui +Wi)
2(Uj −Wj)2]
=
d∑
(E[(U4j ] + E[W
4
j ]− 2E[U2j ]E[W 2j )]) +
∑
i 6=j
E[(Ui +Wi)
2]E[(Uj −Wj)2]
= d[12R2i
σ4
n4
+ 12(n−Ri)2
σ4
n4
− 8Ri(n−Ri)
σ4
n4
] + 4d(d− 1)σ
4
n2
= d
σ4
n4
[32R2i + 12n
2 − 32Rin] + 4d(d− 1)
σ4
n2
.
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Thus
Cov(M0,Mi) = d
σ4
n4
[32R2i + 12n
2 − 32Rin]− 4d
σ4
n2
= d
σ4
n4
[32R2i + 8n
2 − 32Rin]
= 8d
σ4
n4
[4R2i + n
2 − 4Rin]
= 8d
σ4
n4
(2Ri − n)2
5.3.2 Balanced Permutations
For balanced permutations, we fix Ri =
n2
2n =
n
2 . In Figure 5.1, the first row represents the
original labels and the bottom two rows represent two permutations denoted as P1 (P2). The
orange and the blue represent 2 classes in each row. Covariance calculation in the case of balanced
permutations is driven by two parameters k1, k2, which reflect the amount of overlap between P1
and P2. Let
√
M1 be the distance between the two class means of P1 and let
√
M2 be that of
permutation P2. Let
Figure 5.1: The first row represents the orginal class labels: orange vs. blue. The bottom two rows are
two random balanced permutations.
{X̄per − Ȳper}i = (Xorange + Yorange −Xblue − Yblue)/n ∼
1
n
N(0, 2nσ2), i = 1, 2
U = p1 + p2 ∼
1
n
N(0, 2(n− k1 − k2)σ2)
W = p1− p2 ∼ 1
n
N(0, 2(k1 + k2)σ
2)
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With a similar derivation,
Cov(M1,M2) = 8d
σ4
n4
(2(k1 + k2)− n)2
5.3.3 Additive Property
In this section, we only consider all permutations since the similar calculations also apply to
balanced permutations.
In Section 3.4.1, we have Cor(
√
M0,
√
Mi|Ri) = (2Ri−nn )
2 and
(
√M0√
Mi
−

√
2dσ2
n√
2dσ2
n
 |Ri) d−→ N(0, σ2
n
 1 (2Ri−nn )2
(2Ri−nn )
2 1
),
thus the marginal distribution is:
(
√M0√
Mi
−

√
2dσ2
n√
2dσ2
n
) d−→ n∑
Ri=0
(
n
Ri
)(
n
n−Ri
)(
2n
n
) N(0, σ2
n
 1 (2Ri−nn )2
(2Ri−nn )
2 1
).
Then
Cor(
√
M0,
√
Mi) =
E[(
√
M0 − µ0)(
√
Mi − µ1)]√
V ar(
√
M0)V ar(
√
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=
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