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Abstract
Generating an initial condition for a Langevin equation with memory is a non trivial issue.
We introduce a generalisation of the Laplace transform as a useful tool for solving this
problem, in which a limit procedure may send the extension of memory effects to arbitrary
times in the past. This method allows us to compute average position, work, their variances
and the entropy production rate of a particle dragged in a complex fluid by an harmonic
potential, which could represent the effect of moving optical tweezers. For initial conditions
in equilibrium we generalise the results by van Zon and Cohen, finding the variance of the
work for generic protocols of the trap. In addition, we study a particle dragged for a long
time captured in an optical trap with constant velocity in a steady state. Our formulas open
the door to thermodynamic uncertainty relations in systems with memory.
Keywords Stochastic dynamics · Fluctuations · Entropy production · Memory effects
1 Introduction
The driven diffusion process of a colloidal particle or bead immersed in a fluid has become
a paradigm of nonequilibrium physics [1–7]. Fluctuations play a prominent role for this
mesoscopic system due to the multitude of random hits on the particle by the molecules
of the surrounding fluid. If these molecules are tinier and faster than the colloidal particle,
a net separation of timescales between fast and slow degrees of freedom occurs and the
colloidal particle undergoes Markovian dynamics. In this case, the motion of the particle can
be equivalently described by using the Langevin equation, path integrals and the Fokker-
Plank equation [8]. Historically, the Langevin approach came first and arguably remains the
most intuitive. In fact, for a one dimensional system, by incorporating the effects of the fluid
in Newton’s second law one may write a Langevin equation of motion for the position x(t)
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of a particle of mass m as a second order stochastic differential equation,
mẍ(t) = −γ0 ẋ(t) + F(x, t) + ξ(t) . (1)
The random force is generated by a Gaussian white noise ξ(t), with average 〈ξ(t)〉 = 0 and
correlation 〈ξ(t ′)ξ(t ′′)〉 = 2γ0kBT δ(t ′ − t ′′). The prefactor of the delta function ensures
thermodynamic consistency according to the (second) fluctuation-dissipation theorem [9],
linking the drag coefficient γ0 of the dissipative term −γ0 ẋ to the strength of the noisy term.
As a deterministic force not due to the fluid we focus on the caseF(x, t) = −∂xU (x, t)with
a time-dependent potential energy U (x, t).
If the particle is immersed in a solution containing for example long and complex polymers
[10,11], the above-mentioned separation of time scales is no longer possible and memory
effects occur. One may then consider a generalised Langevin equation (GLE) with constant





dt ′Γ (t − t ′)ẋ(t ′) − ∂xU (x, t) + η(t) , (2)
where Γ (t) is the memory kernel, tm ≤ 0 is the time to which the memory effects extend and
η(t) is a colouredGaussian noise obeying 〈η(t)〉 = 0. The above equation could also describe
the motion of a particle under the effect of hydrodynamic backflow [15]. The fluctuation-
dissipation relation [9] is still valid in the more general form 〈η(t ′)η(t ′′)〉 = kBTΓ (|t ′ −
t ′′|): thermodynamic equilibrium is present in the medium if its two effects (dissipation and
noise) are proportional at all times. Note that a Markovian memory kernel Γ Markov(t) =
2γ0δ(t) would lead to the usual fluctuation-dissipation theorem (the consistency, instead, of
equation (2) with the usual Langevin equation for Γ Markov(t) = 2γ0δ(t), is guaranteed by
the Stratonovich convention for the integrals of delta functions, i.e.
∫ t
tm
dt ′ f (t ′)δ(t ′ − t) =
f (t)/2).
The aim of this paper is to solve the GLEwith a parabolic confinement potentialU (x, t) =
κ





dt ′Γ (t − t ′)ẋ(t ′) − κ[x(t) − λ(t)] + η(t) . (3)
The non-dynamical casewas already discussed for example in [16].Moreover, wewill restrict
ourselves to the case of a non-divergent time dependent effective friction coefficient γ̂ (t), i.e.
such that γ̂ = lim
t→∞ γ̂ (t) = limt→∞
∫ t
0
dt ′Γ (t ′) < ∞, which is a sensible physical requirement
[17,18].
One of the first analytical solutions for the GLE with κ = 0 and no external force can
be found in [19]. It is obtained through the use of Laplace transforms and it is expressed in
terms of the velocity susceptibility χv(t), a key quantity discussed in the next sections. In
this paper we obtain a more general solution in terms of the susceptibility and its integrals.
This enables us to calculate averages and variances of relevant quantities such as position,
thermodynamic work and entropy production, with a dynamics starting from different initial
conditions. Some of these results are already known in the literature, especially for equilib-
rium initial conditions, see for example [20]. However, imposing a nonequilibrium steady
state as initial condition is not trivial for the GLE, due to its memory. A scheme for achieving
an initial condition with memory requires extending it far into the past. To this end, we intro-
duce a modified version of Laplace transforms with arbitrary initial time tm , which is then
shifted back to minus infinity by taking an appropriate limit. The explicit dependence of the
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solution on tm along with the well-defined limits of susceptibilities will make the procedure
straightforward.
The following section introduces the technical details of the modified Laplace transform.
In Sect. 3 we discuss the solution of the GLE and in Sect. 4 we show how to use the solution
for computing relevant thermodynamic quantities. We show that the entropy production rate
can be expressed in terms of a retarded velocity, which is equal to the usual velocity of the
particle in the Markovian case, see (58). In Sect. 5 we briefly discuss the overdamped case,
corresponding to m = 0. Moreover, in Sect. 6, we apply the obtained results to the dynamics
starting from equilibrium and to the case where initial conditions are taken in the infinite past,
i.e. tm → −∞, which can be seen as a generalised stationary state, in the sense that memory
of initial conditions is lost. For the latter case we manage to show that the variance of the
thermodynamic work is equal to that of a system prepared in equilibrium initial conditions
for every driving protocol λ(t) (see Eq. (88)), thus generalising the results by van Zon and
Cohen [2]. Finally we consider the special case of a linear dragging protocol λ(t) = vt with
tm → −∞, also discussed in [21], which can be considered as a steady state in the usual
sense. For this scenario we show that quantities such as average position, velocity, work and
entropy production rate have the same structure as for Markov dynamics. The variances,
however, are different.
2 Modified Laplace Transform
A standard way of dealing with the linear GLE uses Laplace transforms. This technique is
particularly useful when dealing with an initial condition at finite times, for instance when
the system starts from equilibrium at time t = 0. If the initial time is rather taken infinitely
back in the past, traditional Laplace transforms are no longer suitable to find a solution for
the GLE. However, it is well known that, for Markovian dynamics, non-equilibrium steady
states can be obtained from this limit. Hence, we would find it useful to have a framework in
which Laplace transforms are available and steady states may be considered.
Our way to tackle this problem is to introduce a modified Laplace transform with an
arbitrary initial time tm ≤ 0 that acts on a given function g(t) as follows
ĝtm (k) = Ltmk [g(t)] =
∫ ∞
tm
dt e−kt g(t) . (4)
The standard Laplace transform of course is recovered for tm ↗ 0.
The aim is to solve the GLE finding the explicit dependence of the solution on tm and
then, if interested in steady states, eventually take the limit tm → −∞. For our purposes, we
just need to know the effect of such modified transform on first and second derivatives of a
function. They can be readily expressed as
Ltmk [ġ(t)] = kĝtm (k) − gtm e−ktm ,
Ltmk [g̈(t)] = k2 ĝtm (k) − kgtm e−ktm − ġtm e−ktm .
(5)
Note that ĝtm (k) stands for the modified Laplace transform of the function g(t) while gtm ≡
g(tm) is the function calculated at time tm .
Furthermore, it is not hard to show that the action of the modified Laplace transform on
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We also need to know the effect of such transform on the convolution of a causal function













dt ′e−ktG(t − t ′)g(t ′) . (7)































du e−kue−kt ′Γ (u)g(t ′) =
∫ ∞
tm




= Ltmk [g(t)]Lk [G(t)] = ĝtm (k)Ĝ(k)
(9)
which is a generalisation of the convolution theorem. It states that the modified Laplace
transform of the convolution of a causal function G(t)with an arbitrary function g(t) is equal
to the product of the standard Laplace transform of the causal function, i.e. Ĝ(k), and the
modified Laplace transform of g(t), that is ĝtm (k).
We conclude this section by remarking that, of course, the modified Laplace transform of
a causal function is equal to the standard Laplace transform of that function.
3 GLE Solution
By applying the modified Laplace transform (4) to the GLE (3) and by using the results
obtained above















kx̂ tm (k) − xtm e−ktm
]
− κ x̂ tm (k) + κλ̂tm (k) + η̂tm (k) .
(11)
Furthermore, with a bit of algebra we can isolate the position x from the other quantities
obtaining
x̂ tm (k) = xtm
e−ktm
k
(1 − κχ̂x (k)) + mvtm e−ktm χ̂x (k) + (κλ̂tm (k) + η̂tm (k))χ̂x (k) , (12)
where we introduced the “position susceptibility” χx (t), a key quantity of this paper, defined
via its Laplace transform
χ̂x (k) = [mk2 + kΓ̂ (k) + κ]−1 . (13)





dt ′χx (t ′) , (14)
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(a) (b)
Fig. 1 Underdamped (m = 0) susceptibilities for a Markovian memory kernel Γ Markov(t) = 2γ0δ(t) and
b for non-Markovian memory kernel of the form Γ exp(t) = (γ /τ) exp[−t/τ ]. In both cases we see that
lim
t→0χv(t) = 1/m, limt→∞ χv(t) = 0, limt→0χx (t) = 0, limt→∞ χx (t) = 0, limt→0χ(t) = 0 and limt→∞ χ(t) = 1/κ . In
this underdamped case, all the mentioned limits remain valid for all memory kernels, see Appendix A
χv(t) ≡ ∂tχx (t) . (15)
In Appendix A we discuss the limits of these susceptibilities for t → 0 and t → ∞. Two
examples are shown in Fig. 1.
We stress that all the susceptibilities are of course causal functions.






dk ekt ĝtm (s) , (16)
where α is such that the chosen vertical contour in the complex plane has all the singularities
of g(s) on its left, we see that L−1,tmk
[
e−ktm
] = 2δ(t − tm) (the factor 2 is needed for
consistency), where θ(t) is the Heaviside step function. Transforming back equation (11) to
real time we obtain, for t ≥ 0 ≥ tm ,
x(t) =xtm
(
θ(t − tm) − κ
∫ t
tm





dt ′χx (t − t ′)δ(t ′ − tm) +
∫ t
tm
dt ′χx (t − t ′)
[
κλ(t ′) + η(t ′)]
=xtm (1 − κχ(t − tm)) + mvtmχx (t − tm) +
∫ t
tm
dt ′χx (t − t ′)
[
κλ(t ′) + η(t ′)] ,
(17)
that is the solution to the generalised Langevin equation. The velocity can be readily obtained
by simply taking its time derivative:
v(t) = −κxtmχx (t − tm) + mvtmχv(t − tm) +
∫ t
tm
dt ′χv(t − t ′)
[
κλ(t ′) + η(t ′)] (18)
where we used that for underdamped dynamics χx (0) = 0, see Appendix A. Taking the
averages of the above expressions and using that 〈η(t)〉 = 0, we get
〈x〉tm ,t = 〈xtm 〉(1 − κχ(t − tm)) + m〈vtm 〉χx (t − tm) + κ
∫ t
tm
dt ′χx (t − t ′)λ(t ′) (19)
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〈v〉tm ,t = −κ〈xtm 〉χx (t − tm) + m〈vtm 〉χv(t − tm) + κ
∫ t
tm
dt ′χv(t − t ′)λ(t ′) , (20)
with the notation 〈·〉tm ,t meaning that initial conditions are taken at time tm while the obser-
vation time is taken at time t .
3.1 Variance of the Position and Correlations
Another important quantity we are interested in is the variance of the position at time t . Given
that the system started at time tm with position xtm and velocity vtm , we have that
〈Δ2x〉tm ,t = 〈
(
x(t) − 〈x〉tm ,t
)2〉tm ,t . (21)




χx (t − t ′)η(t ′)dt ′ , (22)
we find that (21) becomes
〈Δ2x〉tm ,t = 〈φ2(t)〉 + 〈Δ2xtm 〉(1 − κχ(t − tm))2 + m2〈Δ2vtm 〉χ2x (t − tm)
+ 2mCov(xtm , vtm )χx (t − tm)(1 − κχ(t − tm)) .
(23)
Focusing on the the first term on the right hand side, we further define the following quantity
(also for future convenience):






ds′′χx (t ′ − s′)χx
(
t ′′ − s′′) 〈η(s′)η (s′′)〉 , (24)
which in Appendix B we show to be equal to
C(t ′, t ′′) = kBT
[
χ(t ′ − tm) + χ(t ′′ − tm) − θ(t ′ − t ′′)χ(t ′ − t ′′)




The variance of the position can be obtained by evaluating this quantity at equal times (i.e. t =
t ′ = t ′′) and then by plugging it into Eq. (23). From its definition (14) one immediately sees
that χ(0) = 0, so that
〈φ2(t)〉 = C(t, t) = kBT
[
2χ(t − tm) − κχ2(t − tm) − mχ2x (t − tm)
]
. (26)
Finally, by using (23), we obtain an expression for the variance of the position from arbitrary
initial conditions
〈Δ2x〉tm ,t = kBT
[
2χ(t − tm) − mχ2x (t − tm) − κχ2(t − tm)
]
+ 〈Δ2xtm 〉(1 − κχ(t − tm))2 + m2〈Δ2vtm 〉χ2x (t − tm)
+ 2mCov(xtm , vtm )χx (t − tm)(1 − κχ(t − tm)) .
(27)
Note that, because the GLE is linear, if the initial probability distribution function (PDF)
P(xtm , vtm , tm) is a (bivariate) Gaussian, so will be the Ptm (xt , vt , t) at time t > tm . This also
happens if arbitrary initial conditions are taken in the infinite past, i.e. if tm → −∞. In fact,
if a sufficiently large time has passed between the initial preparation of the system and the
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observation time t , which can be taken positive without loss of generality, the PDF regains
its Gaussian character and can hence be written as







(xt − 〈x〉tm ,t )S−1tm ,t (xt − 〈x〉tm ,t )
]
, (28)
with xt = (xt , vt ), 〈x〉tm ,t = (〈x〉tm ,t , 〈v〉tm ,t ) and Stm ,t the covariance matrix
Stm ,t =
( 〈Δ2x〉tm ,t Covtm (xt , vt )
Covtm (xt , vt ) 〈Δ2v〉tm ,t ,
)
(29)
whose components are the variances of position and velocity alongwith their covariances.We
are hence interested in obtaining an expression for the missing components of the covariance
matrix:
〈Δ2v〉tm ,t = 〈
(
v(t) − 〈v〉tm ,t
)2〉tm ,t
= ∂t ′∂t ′′ 〈
(
x(t ′) − 〈x〉tm ,t ′
) (
x(t ′′) − 〈x〉tm ,t ′′
)〉tm ,t ′,t ′′
∣∣
t ′=t ′′=t , (30)
Covtm (xt , vt ) = 〈x(t)v(t)〉tm ,t − 〈x〉tm ,t 〈v〉tm ,t
= ∂t ′ 〈
(
x(t) − 〈x〉tm ,t
) (
x(t ′) − 〈x〉tm ,t ′
)〉tm ,t,t ′
∣∣
t ′=t , (31)
where we used that 〈v〉tm ,t = ∂t 〈x〉tm ,t because of the linearity of the GLE. Moreover, of
course it holds that Covtm (xt , vt ) = Covtm (vt , xt ). (30) and (31) can be computed similarly
to the variance of the position (27):
〈Δ2v〉tm ,t = kBT
[
1/m − mχ2v (t − tm) − κχ2x (t − tm)
]
+ κ2〈Δ2xtm 〉χ2x (t − tm)
+ m2〈Δ2vtm 〉χ2v (t − tm) − 2κmCov(xtm , vtm )χv(t − tm)χx (t − tm) , (32)
Covtm (xt , vt ) = kBT
[
χx (t − tm) − mχv(t − tm)χx (t − tm) − κχx (t − tm)χ(t − tm)
]
− κ〈Δ2xtm 〉χx (t − tm)(1 − κχ(t − tm))
+ m2〈Δ2vtm 〉χx (t − tm)χv(t − tm)
+ mCov(xtm , vtm )
(
χv(t − tm)(1 − κχ(t − tm)) − κχ2x (t − tm)
)
, (33)
wherewe used the convention for theHeaviside step function for which θ(0) = 1/2 as well as
χv(0) = 1/m. Hence, Eqs. (27), (32) and (33) are the explicit expressions of the components
of the covariance matrix.
4 Thermodynamic Quantities
This section is devoted to the analysis of relevant thermodynamic quantities such as work,
entropy production and entropy production rate.
4.1 Work
We consider the definition according to stochastic energetics [5,6] of work done on a particle
by a time dependent external potential, harmonic in our case, for a particular stochastic
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trajectory ωt taking place during the time interval [0, t],


















where we restricted ourselves to the case where λ(0) = 0. We can calculate the work as a
function of the external protocol and the susceptibilities (13) and (14) by just plugging the
explicit solution for the position of the particle (17) into (34), which reads























dt ′′χx (t ′ − t ′′)
[




Its average can be obtained, again by noting that 〈η(t)〉 = 0, as




























It is well known that, for such linear systems, the PDF P(Wt ) of the work is Gaussian. In
fact, differently from other quantities such as the position, the probability distribution of the
work at t = 0 is always a Dirac delta centred in 0, i.e. P(Wt , t = 0) = δ(Wt ), as it can
be easily seen from (35). Since such distribution is the limit of a Gaussian for a random
variable with vanishing variance, and given the linearity of the GLE, the PDF of the work
stays Gaussian at all times. Hence, in addition to the average 〈W 〉tm ,t , again we need its
variance to completely characterise the PDF. It can be calculated similarly to the variance of
the position (21), starting from the definition of work (34),
〈Δ2W 〉tm ,t = 〈
(
W (xt , t) − 〈W 〉tm ,t





































′ − tm) ,
(37)
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where C(t ′, t ′′) was defined in (24). By computing the first term in the second line we get


















































′ − tm) ,
(38)
that is the expression for the variance of the work for an arbitrary initial distribution of
position and velocities. Although it might look rather complicated, in the next section we
will see that the above equation simplifies significantly for some usual initial distributions.
4.2 Entropy Production and Entropy Production Rate
Entropy production does not need any introduction, it is a crucial quantity in stochastic
thermodynamics that encodes the information about the irreversibility of a given process. In
particular, for a colloidal particle in contact with a heat bath, the entropy production for a
stochastic trajectory ωt during a time interval [0, t] can be split into two parts
Σtot(ωt , t) = Σmed(ωt , t) + Σsys(ωt , t) (39)
with
Σmed(ωt , t) = βQ(ωt , t) ,
Σsys(ωt , t) = − ln Ptm (xt , vt , t) + ln Ptm (x0, v0, 0) ,
(40)
where Q(ωt , t) is the heat injected into the heat reservoir, β is the inverse temperature (hence
Σmed(x, t) is the entropy change in the reservoir) and Σsys(x, t) is the difference between
the Shannon entropy of the final and initial states of the system. In particular, for Gaussian
PDFs, it holds that
Σsys(ωt , t) = 1
2
ln




where |Stm ,t | is the determinant of the covariance matrix (29) at time t .
As for the heat absorbed from the bath, it can be defined through the Stratonovich integral
Q(ωt , t) =
∫ t
0
dt ′Fbath(ωt , t ′) ◦ ẋ(t ′) , (42)
where Fbath(ωt , t) is the force exerted from the particle on the bath, i.e., using the GLE (2),
Fbath(ωt , t) =
∫ t
tm
dt ′Γ (t − t ′)ẋ(t ′) − η(t)
= κλ(t) − mẍ(t) − κx(t) . (43)
123
1618 I. Di Terlizzi et al.
Equation (42) thus becomes









dt ′λ(t ′)ẋ(t ′) − m
2
[ẋ2(t) − ẋ2(0)] − κ
2
[x2(t) − x2(0)]
= W (ωt , t) − ΔU (ωt , t) , (44)
where




′) − λ(t ′)) , (45)
ΔU (ωt , t) = m
2
[v2(t) − v2(0)] + κ
2
[(x(t) − λ(t))2 − x2(0)] , (46)
recovering the first law of thermodynamics at a stochastic level [5,6].
Taking the average of (42), as 〈r2〉 = 〈Δ2r〉+ 〈r〉2 for any stochastic variable r and since
for underdamped dynamics ẋ(t) = v(t), we get
〈Σmed〉tm ,t = β〈Q〉tm ,t = βκ
∫ t
0
dt ′λ(t ′)〈v〉tm ,t ′
− βm
2
(〈v〉2tm ,t − 〈v〉2tm ,0 + 〈Δ2v〉tm ,t − 〈Δ2v〉tm ,0)
− βκ
2
(〈x〉2tm ,t − 〈x〉2tm ,0 + 〈Δ2x〉tm ,t − 〈Δ2x〉tm ,0) .
(47)
At this stage one can not further simplify this expression for the entropy production. On the
other hand, we can obtain amuchmore compact form for the entropy production rate, defined
as
〈σtot 〉tm ,t = ∂t 〈Σtot 〉tm ,t . (48)
For the system entropy production rate we immediately see from (41) that
〈σsys〉tm ,t =
∂t |Stm ,t |
2|Stm ,t |
. (49)
From Eq. (47) instead we get that
〈σmed〉tm ,t = β∂t 〈x〉tm ,t
[




∂t 〈Δx〉tm ,t −
βm
2
∂t 〈Δv〉tm ,t ,
(50)
where again we used that 〈v〉tm ,t = 〈ẋ〉tm ,t = ∂t 〈x〉tm ,t . Consider now the term between
square brackets on the right hand side of Eq. (50) and name it
V(t, tm) = κλ(t) − m∂2t 〈x〉tm ,t − κ〈x〉tm ,t . (51)
Taking its modified Laplace transform we obtain
Ltmk [V(t, tm)] = κλ̂tm (k) − κLtmk
[〈x〉tm ,t ] − mk2Ltmk
[〈x〉tm ,t ]
+ mk〈xtm 〉e−ktm + m〈vtm 〉e−ktm ,
(52)
where we used the formula for the modified Laplace transform of a second derivative (5).
Moreover, looking back to the expression for the average of the position (19) we note that it
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can be effectively written as
〈x〉tm ,t = I(t, tm) + κ
∫ t
tm
dt ′χx (t − t ′)λ(t ′) , (53)
where I(t, tm) = 〈xtm 〉(1−κχ(t− tm))+m〈vtm 〉χx (t− tm) contains the information relative
to initial conditions, in particular I(tm, tm) = 〈xtm 〉.
Going back to Eq. (52), recalling the definition of the position susceptibility via its Laplace
transform (χ̂x (k) = [mk2 + kΓ̂ (k)+ κ]−1) and using that for the first term on the right hand
side of Eq. (53) we have that
Î tm (k) = 〈xtm 〉
e−ktm
k
(1 − κχ̂x (k)) + m〈vtm 〉e−ktm χ̂x (k) , (54)
along with the generalised convolution theorem for the second one, we get
Ltmk [V(t, tm)] = κλ̂tm (k) − κLtmk
[〈x〉tm ,t ] − mk2Ltmk
[〈x〉tm ,t ]
+ mk〈xtm 〉e−ktm + m〈vtm 〉e−ktm
= κ [1 − κχ̂x (k) − mk2χ̂x (k)] λ̂tm (k) − (mk2 + κ)Î tm (k)
















dt ′Γ (t − t ′)〈v〉tm ,t ′ =
∫ t−tm
0





dt ′Γ (t ′) (57)
is the time dependent effective friction coefficient and γ̂ = lim
t→∞ γ̂ (t) is its asymptotic limit
for long times. Moreover, we define the retarded velocity as
〈vret〉tm ,t =
1
γ̂ (t − tm)
∫ t−tm
0
dt ′〈v〉tm ,t−t ′Γ (t ′) (58)
which can be interpreted as a quantity converging to the real velocity for t → ∞, i.e.
lim
t→∞〈vret〉tm ,t = limt→∞
1
γ̂ (t − tm)
∫ t−tm
0




γ̂ (t − tm)
∫ t−tm
0
dt ′Γ (t ′) = lim
t→∞〈v〉tm ,t .
(59)
The same decoupling between the kernel and the average velocity can be obtained for tm →
−∞ if one is able to show that 〈v〉tm ,t = 〈v〉t−tm . It will be for example the case of a trapped
particle dragged at a constant velocity, i.e. λ(t) = vt . In fact, under these hypothesis and





γ̂ (t − tm)
∫ t−tm
0
dt ′〈v〉t−tm−t ′Γ (t ′) = limtm→−∞〈v〉t−tm .
(60)
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Moreover, note that for Markovian dynamics defined by a memory kernel Γ Markov(t) =
γ0δ(t) it holds that γ̂ = γ̂ (t) = 2γ0 and 〈vret〉tm ,t = 〈v〉tm ,t for every t .
Finally, putting together Eqs. (50) and (56), we get
〈σmed〉tm ,t = βγ̂ (t − tm)〈v〉tm ,t 〈vret〉tm ,t −
βκ
2
∂t 〈Δ2x〉tm ,t −
βm
2
∂t 〈Δ2v〉tm ,t (61)
while for the total entropy production rate (assuming that Ptm (xt , vt , t) is Gaussian) we have
that











Until now we restricted our discussion to underdamped dynamics, namely considering a
finite mass for the particle and hence including inertial effects in the GLE (3). Instead, the
overdamped case can be considered by taking m = 0, corresponding to the following GLE
∫ t
tm
dt ′Γ (t − t ′)ẋ(t ′) = −κ[x(t) − λ(t)] + η(t) . (63)
Its solution can be obtained with the same procedure used for the underdamped case with
the main difference consisting in a different definition of the position susceptibility
χ̂overx (k) = [kΓ̂ (k) + κ]−1 (64)




dt ′χoverx (t ′) , (65)
χoverv (t) ≡ ∂tχoverx (t) . (66)
It is important to underline that one can not explicitly calculate the underdamped susceptibili-
ties and take the massless limitm → 0 afterwards because this would lead to inconsistencies,
as it can be seen in [22]. However, the direct solution of the overdamped dynamics (63) can
be found (dropping the “over” superscript):
x(t) = xtm (1 − κχ(t − tm)) +
∫ t
tm
dt ′χx (t − t ′)
[
κλ(t ′) + η(t ′)] (67)
with its average equal to
〈x〉tm ,t = 〈xtm 〉 (1 − κχ(t − tm)) + κ
∫ t
tm
dt ′χx (t − t ′)λ(t ′) (68)
and with variance
〈Δ2x〉tm ,t = kBT
[
2χ(t − tm) − κχ2(t − tm)
]
+ 〈Δ2xtm 〉(1 − κχ(t − tm))2 . (69)
The velocity is computed by taking the derivative of (67),
v(t) = −κxtmχx (t − tm)+
∫ t
tm
dt ′χv(t − t ′)
[
κλ(t ′) + η(t ′)]+χx (0) [κλ(t) + η(t)] . (70)
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Since in the overdamped case χx (0) = 0 (see Appendix A), the velocity is proportional to
the noise η(t), corresponding to the well known singularity of Brownian motion. This feature
disappears once the average is taken,
〈v〉tm ,t = −κ〈xtm 〉χx (t − tm) + κ
∫ t
tm
dt ′χv(t − t ′)λ(t ′) + κχx (0)λ(t ′) . (71)
On the other hand, the variance of the velocity is not well defined as the χx (0)η(t) term again
yields some mathematical problems. Indeed, trying to calculate this variance, one finds a
term of the form χ2x (0)〈η(t)η(t)〉 = kBTχ2x (0)Γ (0), which is a singular quantity (consider
Markov dynamics for example), see again Appendix A for more details.
As for the work and its variance, again making the same reasoning as above, we get



















dt ′′χx (t ′ − t ′′)λ(t ′′)
]
, (72)






























Finally, for a Gaussian PDF, obtained for example starting from equilibrium initial conditions
or by sending tm → −∞ and t ≥ 0, we get the following expressions for the total entropy
production rate
〈σtot〉tm ,t = βγ̂ (t − tm)〈v〉tm ,t 〈vret〉tm ,t −
βκ
2





In this paragraph we apply the general formulas derived in the previous sections to specific
initial conditions. In particular, we will discuss two cases:
– Dynamics starting from equilibrium conditions, generated by a trap left still for a long
time with its minimum at x = 0, implying that 〈x0〉eqt = 0 and 〈v0〉eqt = 0. The protocol
starts at t = 0 and no memory with the past is established, meaning that tm = 0.
– Dynamics starting in the infinite past, corresponding to tm → −∞, where memory of
initial conditions is lost. Moreover, we will show that for the particular case of a linear
dragging protocol λ(t) = vt , the system reaches a nonequilibrium steady state. This
happens because the system can be mapped, through a Galileian transformation, to a
reference frame where an equilibrium distribution is achieved in the limit tm → −∞.
Of course, for a given protocol, in both cases the dynamics of the system becomes the
same in the limit of large observation times t → ∞.
Moreover, we stress that all the formulae presented in this section are both valid for
underdamped and overdamped dynamics, with the only difference that the susceptibilities
must be calculated at the beginning by choosing respectively a finite or a null mass for the
particle.
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6.1 Dynamics Starting from Equilibrium
For a colloidal particle trapped in a parabolic potential with stiffness κ , the equilibrium PDF
at time tm = 0 has a Gaussian shape,


































Using Eqs. (76) and (77), we can evaluate the evolution of all the quantities discussed in the
previous section, starting from the probability distribution defined above and for an arbitrary








′χx (t − t ′)λ(t ′)∫ t
0 dt
′χv(t − t ′)λ(t ′)
)
(78)
while for the covariance matrix, using Eqs. (27), (32) and (33) we get that
Seqt =
( 〈Δ2x〉eqt Coveq(xt , vt )









i.e. if we start from equilibrium and the trap stiffness κ does not change, then the covariance
matrix remains constant in time for every choice of λ(t).
Going forward to the estimate of thermodynamic work, from (36) and (38) and again
using that λ(0) = 0 along with χ(t) = ∫ t0 dt ′χx (t), we get that











′ − t ′′)
)
, (80)















〈Δ2W 〉eqt = 2kBT 〈W 〉eqt . (82)
Since the PDF of the work P(Wt ) is Gaussian, an integral fluctuation theorem for the ther-
modynamic work W (xt , vt , t) holds (see [20] for details) and a Jarzynski equality would
follow [23].
Finally, since the covariance matrix and its determinant are both constants, a very simple











dt ′〈v〉eqt−t ′Γ (t ′) . (84)
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6.2 Initial Conditions in the Infinite Past
We discuss the evolution of all the quantities presented in the previous sections when the
initial conditions are taken in the infinite past, i.e. tm → −∞. This can be considered as a
“stationary state” in a generalised sense, meaning that memory of initial conditions is lost
and, as we will see in few lines, that the covariance matrix has become constant. This can be
easily seen again by considering the limits of the susceptibilities discussed in the appendix.




′χx (t − t ′)λ(t ′)∫ t
−∞ dt
′χv(t − t ′)λ(t ′)
)
. (85)
As for the covariance matrix, we again use the expressions for the variance of position and




( 〈Δ2x〉−∞,t Cov−∞(xt , vt )









As in the previous example starting form equilibrium, also for this sort of steady state we
have that the covariance matrix does not depend on time for every driving protocol λ(t).
The average work can be readily calculated using that χ(∞) = 1/κ along with χx (∞) =
0, namely










dt ′′χx (t ′ − t ′′)λ(t ′′)
)
. (87)
As for its variance instead, we obtain that











′ − t ′′)
)
(88)
i.e. the variance of the work in the generalised steady state is equal to the one starting from
equilibrium conditions (81) for every driving protocol λ(t).
Finally, for the entropy production rate we use Eq. (62) along with the fact that the
covariance matrix is constant in order to obtain








dt ′〈v〉−∞,t−t ′Γ (t ′) . (90)
6.2.1 Steady State
A particularly interesting case to consider is a linear dragging protocol of the form λ(t) = vt ,
where a nonequilibrium steady state is reached in the limit tm → −∞. To understand why
this happens, we recall that one usually defines the stationary distribution as the solution of
the Fokker–Planck equation when the PDF does not depend explicitly on time. Nevertheless,
this definition becomes problematic when the drift term or the diffusion coefficient of the
associated Langevin equation depend explicitly on time, as in the cases we are considering
in this paper. To tackle this problem, first of all we note that if a sufficiently large time has
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passed from the beginning of the dynamics, i.e. if tm → −∞, the PDF Ptm (xt , vt , t) at time
t ≥ 0 will be a bivariate Gaussian with the usual form
lim
t−tm→+∞











depending on time via the averages of position and velocity and the covariance matrix. From
(86) we see that for initial conditions taken in the infinite past the covariance matrix does not
depend on time for every driving protocol λ(t), but this does not happen in general for the
averages of position of velocity, as it can be seen from Eq. (85).
We outflank this problem by moving the centre of the harmonic trap at constant speed,




Γ (t − t ′)ẋ(t ′)dt ′ − κ [x(t) − vt] + η(t) . (92)
Performing the change of variable y(t) = x(t) − vt , we see that the system can be mapped
through a Galilean transformation to the centre of the trap reference frame. This is always
a consistent procedure for a GLE, as shown in [24]. Moreover, note that this transformation
does not change the covariance matrix and that the new PDF Ptm (yt , ẏt , t) will be defined by
the same matrix along with 〈y〉tm ,t and 〈ẏ〉tm ,t , which we will be now explicitly calculated.




Γ (t − t ′)ẏ(t ′)dt ′ − v
∫ t
tm
Γ (t − t ′)dt ′ − κ y(t) + η(t) (93)
and its solution can be found similarly to that for the original GLE. In particular we find that
〈y〉tm ,t = 〈ytm 〉(1−κχ(t− tm))+m〈ẏtm 〉χx (t− tm)−v
∫ t−tm
0
dt ′χ(t− tm − t ′)Γ (t ′) . (94)
Taking the limit tm → −∞ and using the limits derived in Appendix A, we see that
lim
tm→−∞
〈y〉tm ,t = −vχ(∞)
∫ ∞
0





〈ẏ〉tm ,t = 0 , (95)
which are both constant. We conclude that for a harmonic potential with constant strength
and with centre travelling at constant speed (λ(t) = vt) it is possible, through a Galilean
transformation, to map the system to another one for which an equilibrium distribution exists.
In fact, the PDF Ptm (yt , ẏt , t) inherits the Gaussian character from the PDF of the original
variable x(t). Thus, the PDF for y(t) becomes time independent because the covariance
matrix and the averages of the dynamical variables (95) are constant. In this sense we mean
that Ptm (xt , vt , t) becomes stationary as tm → −∞.
Introducing now the notation 〈·〉ss , meaning that we are considering stationary averages
in the sense discussed above, we note that
〈x〉sst = vt + limtm→−∞〈y〉tm ,t = vt −
γ̂ v
κ
, 〈v〉sst = v , (96)
i.e. they do not depend on the specific form of the memory kernel but only on the limit of
its time integral. Moreover, note that the expressions above exhibit the same structure as
in the usual Markov case where instead of γ̂ there appears the conventional Stokes friction
coefficient γ0.
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Consider now the thermodynamic work, in particular equations (36) and (38) for the







dt ′〈x〉sst ′ = γ̂ v2t , (97)
that again has the same form as the well known Markov case. For the variance of the work,
instead, we use the limits of susceptibilities discussed in Appendix A, hence obtaining











As for the entropy production rate we immediately see that it has the same form as forMarkov
















dt ′Γ (t ′) = v . (100)
Moreover, the constancy of the entropy production rate is another indicator that the scenario
discussed above is indeed a stationary state.
6.3 Example: Exponentially DecayingMemory Kernel
As a standard example for non-Markovian dynamics, we examine a GLE with exponentially
decaying memory kernel, as in Maxwell model for viscoelasticity [25]. In particular, we
examine two cases: underdamped dynamics and overdamped dynamics. For causality, in
both cases it holds that the memory kernel Γ exp(t < 0) = 0.
6.3.1 Underdamped Dynamics
We first discuss the underdamped GLE with a purely exponential memory kernel
Γ exp(t) = γ
τ
exp[−t/τ ] for t ≥ 0 . (101)
The characteristic time τ could emerge, for example, from the relaxation of the molecules or




exp(|t |) = 2γ δ(t) (102)
and the Markovian limit is recovered.
For finite τ the underdamped susceptibilities display oscillations, as shown in Fig. 1. For
memory kernels that are always positive, this feature is intimately related to the presence
of a finite mass. In fact, as we will see in the next subsection, for overdamped dynamics
oscillations appear only if the memory kernel has some negative parts. This behaviour of
the susceptibilities is of course reflected in all quantities considered in the previous sections,
as one can see from Fig. 2a, for a system starting from an equilibrium condition, even if
the dragging protocol λ(t) = vt is linear. In the stationary state, memory effects are not
visible anymore in the averages of position, work and entropy production rate (they grow
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(a)
(b)
Fig. 2 Time evolution of some of the quantities discussed in the previous sections starting from equilibrium
(a) and from a stationary state (b) for linear dragging protocol λ(t) = vt . Parameters are set as m = 1, κ = 1,
γ = 1 and v = 1. For a we see that as τ increases oscillations arise for all quantities while for b oscillations
are visible only for 〈ΔW 〉sst as it is equal to 〈ΔW 〉eqt . Moreover, note that for the second column (i.e. τ = 2),
the effects of memory are still very present even at an observation time t equal to several multiples of τ
linearly, see Fig. 2b) but oscillations are still present in the variance of work, which we have
shown to follow the same formula for transient dynamics and for the stationary state. The
non-monotonicity with time of the work variance is clearly due to the memory stored by the
complex fluid along with inertial effects. The variance of position and velocity are not shown
in the figure as they are constant in both cases.
Finally, if we consider an intrinsically oscillating driving protocol of the form λ(t) =
A sin(ωt), the effects of memory may determine an increase of the amplitude of the already
present oscillations, both from equilibrium (Fig. 3a), and in the steady state (Fig. 3b). Panels
on the left in Fig. 3 represent the Markovian limit while panels on the right show an example
for an exponentialmemory kernelwith τ = 2. In the latter case, the average positionfluctuates
more, and the entropy production rate can become negative (while having a positive average
over one cycle in the steady oscillatory regime).
Wefinish this sectionbynoting that, even if the consideredkernel is exponential, i.e. rapidly
decaying, the effect of memory can extend to times much longer then the characteristic time
τ of the kernel, as it can be seen from the figures.
6.3.2 Overdamped Dynamics
Here we consider the overdamped dynamics (63) with the memory kernel
Γ exp(t) = 2γ0δ(t) + γ
τ
exp[−t/τ ] for t ≥ 0 (103)
The Dirac delta part is necessary in the overdamped limit for reasons of mathematical con-
sistency, as shown in Appendix A and [26]. Examples of susceptibilities for this kind of
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(a)
(b)
Fig. 3 Evolution of the same thermodynamic quantities as in the previous figure starting from equilibrium
(a) and for tm → −∞ (b) for dragging protocol λ(t) = Asin(ωt). We set m = 1, κ = 1, γ = 1, A = 1
and ω = 1. In both scenarios we observe an increasing amplitude of the oscillations that are already present
because of the intrinsic oscillatory nature of the driving protocol. This is particularly evident for the average of
the position. Another interesting feature that can be observed is that the entropy production rate can become
negative as memory effects arise. Note that even in this case, differences between the two columns are still
present at an observation time t much larger then τ
(a) (b)
Fig. 4 Overdamped (m = 0) susceptibilities for memory kernel of the form given in Eq. (103). For both
figures we set κ = 1 and γ0 = 1 while for the exponential part of the kernel we chose a γ = 1, τ = 5 and b
γ = −0.9, τ = 1. The limits of the susceptibilities coincide with those calculated in Appendix A. Note that
oscillations only appear in the case where the exponential part of the kernel is negative
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(a)
(b)
Fig. 5 For the overdamped case, evolution of the same quantities considered for the underdamped case starting
a from equilibrium and b from a stationary state, for linear dragging protocol λ(t) = vt . Parameters are set
as κ = 1, γ0 = 0.5, γ = 0.5 and v = 1. For a we see that the main differences between the plots are visible
for average work and its variance while for b this only happens for 〈ΔW 〉sst (that is, as we have shown in the
previous sections, equal to the one starting from equilibrium 〈ΔW 〉eqt )
Fig. 6 Evolution of average work starting from equilibrium on the left panel and variance of work (equal
from equilibrium or from stationary state) on the right, for the overdamped case (parameters as in the previous
figure)
dynamics are displayed in Fig. 4. In particular, one sees that for γ ≥ 0 the susceptibili-
ties exhibit no oscillations, differently from the case with γ < 0 that is more alike to the
underdamped case. The similarities between the overdamped GLE with negative memory
kernels and underdamped dynamics has already been discussed in [21]. For this reason, in
the following discussion we will mainly focus on the case with positive memory kernel.
Figure 5 shows the behaviour of the same quantities considered in the previous subsection
for a linear dragging protocol λ(t) = vt . The differences between the plots for different
values of τ are smaller than in the underdamped case shown in Fig. 2. This is due to the
absence of oscillations. Nevertheless, for integrated quantities such as average work and
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(a)
(b)
Fig. 7 For the overdamped case, time evolution of the already discussed thermodynamic quantities from
equilibrium (a) and for tm → −∞ (b) for intrinsically oscillating dragging protocol λ(t) = Asin(ωt). We
chose κ = 1, γ0 = 0.5, γ = 0.5, A = 1 and ω = 1. As before, we note important differences between the
two columns concerning integrated quantities such as average work and variance, while average position and
total entropy production rate are basically unaffected by the presence of memory
its variance, the effect of a finite τ is evident for every t > 0 (Fig. 6). In this case, the
effects of memory determine a delay in the accumulation of thermodynamic work and in its
variance. As a consequence, after some multiples of the characteristic time τ , we observe
a constant difference between the averages (starting from equilibrium) and variances (both
from equilibrium and stationary state) of work for different values of τ . This difference
does not vanish in time and is also found for the entropy production (not shown). Thus, the
exponential memory kernel influences the value of integrated quantities beyond its time scale
τ even in the overdamped limit.
A similar behaviour is observed for the case of an intrinsically oscillating driving protocol
λ(t) = A sin(ωt). Indeed, Fig. 7 shows that the effects of memory are again very evident
for average work and variance, while average position and entropy production rate are not
strongly affected.
7 Conclusions
The Gaussian process with memory is a classic in statistical mechanics. Yet, we have shown
that further results can be derived for this process realised by a generalised Langevin equation
for a particle driven by a harmonic strap with constant strength in a complex fluid. An explicit
solution of the GLE is based on computing susceptibilities. In terms of these important
dynamical quantities, several other expressions are derived.
For generic protocols and initial Gaussian conditions, the quantities we computed for
every time t ≥ 0 are the average particle position (19), its autocorrelation function (25) and
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hence its variance (27), the average work done on the system (36), its variance (38), and the
entropy production rate (62). These formulas can be simplified in some standard scenarios,
e.g. starting from equilibrium or in steady states. Moreover, the variance of the work starting
from equilibrium is equal to that for a steady state in a generalised sense and is proportional to
the average of work starting from the same initial conditions. Since we can deal with various
dragging protocols, this means that the two cumulants for the work (82) generalise formulas
by van Zon and Cohen [2].
Especially aiming at dealing with steady states, everything starts by introducing a new
Laplace transformwith arbitrary initial time tm . The explicit dependence of the solution on tm
along with the well-defined behaviour of the susceptibilities for the limits t → 0 and t → ∞
allow us to recognise a steady state for a linear dragging protocol λ(t) = vt as tm → −∞.
More in general, for an arbitrary protocol, this limit leads to a loss of the information about
the initial state. We can interpret it as a generalised steady state.
Going into some more details about the quantities calculated throughout the paper, for
a steady state generated by a linear dragging protocol we recognise the same structure of
the average of position and of velocity, and of their covariance matrix, as for usual Markov
dynamics. Finally, we are able to write the entropy production rate in terms of a quantity
that we termed the retarded velocity, matching the usual velocity if no memory effects are
included in the kernel.
In conclusion, we note that this framework yields average quantities but also their vari-
ances. Hence it is used [27] to derive one of the first examples of thermodynamic uncertainty
relation [28–35] for systems with memory [36,37] .
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A Appendix: Limits of susceptibilities
In this section we discuss the limits of the position susceptibility defined in Laplace space as
χ̂x (k) = [mk2 + kΓ̂ (k) + κ]−1 (104)




dt ′χx (t ′) , χv(t) ≡ ∂tχx (t) . (105)
To this end we use that for a given function g(t) it holds
lim
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We first consider the long time limit of the susceptibilities
lim




































t→∞ χv(t) = 0 ,
(107)
where the last line immediately follows from the first line. Note that all this limits do not
depend on m and hence they hold for both underdamped and overdamped dynamics. Things
become different in the limit of t → 0, where the the mk2 term becomes dominant. Indeed,

















t→0= 0 , (108)




 1. In fact Γ̂ (k) k→∞∝ k would correspond to ballistic
motion which we do not consider, see [17] for more details. As for its integral and derivative







dt ′χunderx (t ′) ≈
t2
2m
t→0= 0 , lim
t→0χ
under







We see that this result does not depend on the kernel form, in fact inertial effects dominate
the particle behaviour in the small time limit. Moreover, it is clear from the last formulae
that one can not simply take the massless limit m → 0 a posteriori to recover overdamped
dynamics, because otherwise the limit of the susceptibilities would be ill defined. Instead,
the correct procedure would correspond to calculate all the susceptibilities taking the mass




x (t) = L−1t
[
lim




that now depends on the details of thememory kernel. Consider for example amemory kernel
consisting of a piece proportional to a Dirac delta, which alone would make the dynamics
Markovian, plus a sum of exponentials.






Its Laplace transform is equal to




1 + kτi . (112)
This is an important example, as a finite sum of appropriately chosen exponentials can
approximate, up to a certain time scale, every memory kernel even if γ̂ does not converge,
see [17] for more details.




















































dt ′χexp, overx (t ′) ≈ t
γ0




v (t) = lim
t→0 ∂tχ
exp, over









We see that that, for this particular kernel, the overdamped limit requires the presence of
the piece proportional to the Dirac delta. A more detailed discussion of this problem can be
found in [26].
B Appendix: Calculation of C(t′, t′′)
This appendix is dedicated to the calculation of the following quantity






ds′′χx (t ′ − s′)χx
(







ds′′χx (t ′ − s′)χx
(
t ′′ − s′′) Γ (|s′ − s′′|) .
(116)
In the last line we used the second fluctuation-dissipation theorem 〈η(t ′)η (t ′′)〉 =
kBTΓ
(|t ′ − t ′′|) that relates the correlation of the noise to the memory kernel. Taking the
double modified Laplace transform of both sides of Eq. (116) we get
βLtmk′
[Ltmk′′













ds′′χx (t ′ − s′)χx
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dt ′′e−k′′t ′′χx (t ′ − s′)χx
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(|s′ − s′′|) ,
(117)






dt ′ = ∫ ∞tm dt ′
∫ ∞
t ′ dt
between the second and the third line and then we made the change of variable u = t − s.
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dσe−k′σ Γ (−σ) ,
(118)





k′ + k′′ . (119)






























k′ + k′′ Γ
(
s′′ − tm
) u=s′′−tm= e−tm (k
′+k′′)
k′ + k′′ Γ̂ (k
′′) .
(120)
where we noted that the first term in the second line is equal to zero. Going back to Eq. (118)
and remembering that we started from (117) we finally obtain
βLtmk′
[Ltmk′′
[C(t ′, t ′′)]] = χ̂x (k′)χ̂x (k′′) Γ̂ (k
′) + Γ̂ (k′′)
k′ + k′′ e
−tm (k′+k′′) . (121)
Recalling the definition of the position susceptibility via its Laplace transform and its relation




[C(t ′, t ′′)]] =
[
χ̂x (k′)
k′′(k′ + k′′) +
χ̂x (k′′)
k′(k′ + k′′)
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The inverse transformation back to real time yields























































= 2δ(t ′ − tm) , (124)
along with the generalised convolution theorem, we are able to show that (123) becomes
C(t ′, t ′′) =kBT
[
χ(t ′ − tm) + χ(t ′′ − tm) − θ(t ′ − t ′′)χ(t ′ − t ′′)
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