We analyze the following problem: 
INTRODUCTION
During the execution of parallel algorithms in a network of processors, it is often necessary that one of the processors broadcasts a piece of information to all others; subsequent broadcasts (possibly by different processors) may also take place, until the algorithm terminates. In this paper, we consider a situation where the nodes (i.e., processors) of the hypercube network generate packets to be broadcast at random time instants. We propose several routing schemes for performing these broadcasts and we analyze their throughput and delay properties in steady-state.
The underlying assumptions for communications are as follows: The time axis is divided into slots of unit length; all nodes are following the same clock. Each piece of information is trmsmitted as a packet of unit length. Only one p a r G r a n traverse an arc per slot; all transmissions are error-free. Each node may transmit packets through all of its output ports and at the same time receive packets through all of its input ports. Moreover, each node has infinite buffer capacity.
Whenever some node of the d-dimensional hypercube (or d-cubr) wishes to broadcast it packet, i t just has to twisniit it along a spanning tree emanating from this node; that is, a spanning tree with all of its arcs pointing away from this node. (A brief presentation of the basic properties of the hypercube network is presented in 52; see also packet transmissions take place at this time, then all nodes will have received the packet under broadcast after some time equal to the depth of the selected tree. This simple colnmunication task (scenario) is called the single node broadcast. Clearly, the optimal time for performing this task in the dcube is d and it can be attained by broadcasting the packet along any tree with depth d. ( There are several such trees from which to choose.) Another interesting communication task is the multinode broadcast, where all nodes wish to perform a broadcast at the same time (see 121). This situatioll arises in the distributed execution of any iterative algorithm of the form z := f(z), where f : Rn + R" and n is the number of nodes; typically, the ith node knows the function fi and updates zi. Assume that the problem is dense, i.e. each entry of the function f(z) depends explictly on almost all entries of 2; then, once e, is updated, its new value must be broadcast to all other nodes, in order to be used in their subsequent calculations. If all nodes are perfectly synchronized, then all entries of the vector x are to be broadcast at the same time. The minimum possible time for the multinode broadcast (in the d-cube) is 1-1 and it can be attained by an algorithm by Bertsekas et al. [3] . However, there are cases where the new values of the zi's are not all computed at the same time. Such asynchronous algorithms have received considerable attention in the literature, but have mainly been analyzed from the point of view of convergence. This kind of analysis often involves some a priori assumptions on the delay suffered in broadcasting some piece of information. In this paper we make a first attempt to analyze this communication delay in the context of the hypercube network, by considering a simple situation involving asynchronous single node broadcasts.
In particular, we assume that each node of the d-cube generates packets according to a Poisson process with rate A; different nodes generate their packets independently of each other. All packets generated are to be broadcast; it is assumed that no other packet transmissions are taking place in the network. As will be proved in $3, the inequality is a necessary condition for the system to be stable; p will be called the load factor of the system. The simplest approach to our prohle1:i is for i t 1 ij de to choose a spanning tree rooted at itself and broadcast all of its packets along that tree. However, the performance of such a routing scheme can be rather poor (see 54.1). Another straightforward approach to the problem of interest is to perform multinode broadcasts periodically. Even though such schemes can be stable even when the traffic is high (namely, for p =: I ) , they will be seen to introduce unacceptably high delay even in light traffic (namely, for p z o).
Thus, we are mainly concerned with devising schemes that are stable even when the load factor is non-trivial, while for small
is defined as the steady-state average time spent by a packet in the system until its broadcast is completed.) The intuition for this requirement for the delay is basically the fact that it takes d time units to perform a single node broadcast in an empty hypercube network; more discussion on this point is given in $3, following the derivation of two lower bounds for D. In $$4 and 5 , we present several distributed routing schemes that meet the aforementioned performance criteria. The schemes discussed in $4 are characterized as direct ones, because each packet is broadcast along a spanning tree rooted at the nodc where it was generated. In particular, in $4.3, we present the non-idling versions of the two periodic schemes of $4.2. These schemes are stable even for p E 1, while they seem to satisfy the desirable delay properties; we provide some strong evidence for this, based on an approximate model and simulation. In $5, we present an indirect routing scheme; that is, all packets are sent to one of a set of special nodes, which are in charge of performing the various boradcasts. This scheme is based on a construction of d disjoint spanning trees by Johnsson and Ho [5] ; it will be seen to be stable for all p < f(1 -&), while it satisfies D M 3d + 7 + $ p for small p . In evaluating the performance analysis of the various schemes, we also consider the steady-state average queue-size Q per node. In fact, our schemes appear to be efficient also with respect to queue-sizes. Study of the behavior of the measure Q aims at estimating the buffer capacity required for applying the schemes in practice. In particular, it is argued that the assumed infinite buffer capacity can be replaced by quite small buffers while keeping the probability of buffer overflow negligible.
To the best of our knowledge, the problem formulated in this paper as well as the results derived are new. [5] , had constructed optimal or nearly optimal algorithms for hypercubes, under somewhat different assumptions on packet transmissions. The interested reader may find more references in these three papers and in [2] . There is only one problem involving repetitive packet transmissions that has appeared in the literature; this is as follows: The nodes of the hypercube network generate packets according to some random process, with each packet having a & destination; each packet's destination is uniformly distributed among the nodes of the network. In most of the related works, this problem is analyzed numerically by means of approximate models; see 111, 141, [SI. Motivation for studying the problem introduced in this paper is as follows: As already mentioned, there are cases where different nodes wish to broadcast their packets in different and unpredictable times, rather than performing a multinode broadcast which would require a high level of synchronization. Our analysis may be viewed as a first step towards treating such chaotic situations. Our interest is towards the direction of general purpose computation, where lots of tasks appear unpredictably and their arrival rate A is unknown (or not welldefined). For analyt,ical tractability, we have assumed in this paper that packets are generated by the various nodes according to independent Poisson processes; we hope that our analysis will be suggestive of the results holding under more general packet-generating processes.
The present text is an extended summary of [7] ; most of the proofs have been omitted, for brevity reasons.
THE HYPERCUBE NETWORK
We consider the d-dimensional hypercube (or d-cube); e.g. see (21. This network consists of 2d nodes, numbered from 0 to 2d -1. Associated with each node z is a binary identity (Zd,. . . , zl), which coincides with the binary representation of the number 2. There exist arcs only between nodes whose binary identities differ in a single bit. That is, arc ( z , y) exists if and only if z, = yt for i # m and z, # ym (or equivalently (z -yI = 2"-') for some m E (1,. . . , d } . Such an arc is said to be of the mth t y~~; the set of arcs of the mth type is called the mth dimension. Note that (z,y) stands for a unidirectional arc pointing from z to y; of course, if arc ( z , y) exists, so does arc (y,z). It is easily seen that the d-cube has d2d arcs. The Hamming distance between two nodes z and y is defined as the number of bits in which their binary identities differ. Any path from z to y contains at least as many arcs as the Hamming distance between z and y. Moreover, there always exist paths that contain exactly that many arcs; these paths are characterized as shortest. It is easily seen that the diameter of the d-cube equals d. For j E (1,. . . ,d}, we denote by ej the node numbered 2J-I; that is, all entries of the binary identity of e , equal 0 except for the j t h one (from the right), which equals 1. Nodes el,. . . , ed are the only neighbors of node (0,. . . ,O). In general, each node z has exactly d neighbors, namely nodes z @ e l , . . . , z @ e d .
THE PERFORMANCE CRITERIA
In the present section, we set the performance criteria for the routing schemes of interest.
First, we establish a necessary condition for stability. The average total number of packets generated in the network during one slot equals A2d. Broadcasting a packet (using any routing scheme) requires at least 2d -1 transmissions. Therefore, during each slot,, an average total demand for at least A2d(2d -1 ) packet transmissions is generated in the system.
Since at most d2d packet transmissions may take place during each slot, it follows that the system can be stable only if A2d(2d -1) 5 d2d. Thus, we have the following necessary condition for stability:
where p is the load factor of the system. This terminology is appropriate, because when p = 1 all hypercube arcs are almost always busy, wcii if o edundant pPcket transmissions take place.
Next, we establish a universal lower bound on the steadystate average delay D ; that is, a bound that applies to = routing scheme. Recall that D is defined as the stationary werage of the time elapsing between the moment a packet is generated until the completion of its broadcast.
Proposition 1: The average delay D per packet induced by any routing scheme satisfies (2) It is an open problem whether the bound given by (2) is tight or not. In fact, if each packet decides independently which paths to follow, then it can be seen that
The bounds provided by (1) and (2) demonstrate the fundamental limitations for any routing scheme that may be applied to our problem. Given these bounds, we are interested in devising schemes that come fairly close to meeting both of them;
in particular, such efficient schemes should satisfy the following performance criteria: ately small values of p, the additional delay due to queueing should not exceed a multiple of the network diameter. Motivation for considering the first order approximation of D is as follows: As implied by (2), the delay D will definitely be lrtge when the syst,em is loaded close to rapacity (i.e., for p e 1). Thus, it is expected that in practical applications (as well as in situations modelling asynchronous algorithms), the load factor p has some moderately small value, say 0.2; moreover, a negligible value of p would make very inefficient use of the network and the routing problem would be trivial.
Based on these performance criteria, we have devised and analyzed several efficient schemes, which we discuss in the remainder of the paper.
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THE DIRECT ROUTING SCHEMES
A Simple Approach to the Problem
The simplest approach to our problem is as follows: Each of the nodes broadcasts its packets along a certain spanning tree emanating from itself. Such a scheme can possibly have rather performance. In fact, its performance depends heavily on the selection of the trees. For example, consider the case where each node routes its packets along the corresponding spanning tree in which the bit-flips are perfomed in increasing index-order. [e.g., in the 3-cube, a packet broadcast by node 0,1,1) -+ (1,1,1) .] Every node z receives through its adjacent arc of the j t h type all packets originating at all nodes x satisfying zm = zm for m > j and zj # y. Thus, during each slot, there are generated an average of X2d-j packets that will eventually have to traverse arc ( z @ e j , z ) . Therefore, the simple scheme under analysis may be stable only if A2d-j 5 1 for j = 1,. . . , d , or equivalently 2 1
Hence, the load factor that, can be sustained by the above simple scheine deteriorates to zero as the dimensionality d of the hypercube increases; furthermore, the first of the performance criteria set in $3 is not met, because there exists no constant p' such that stability be guaranteed (for all d ) if p < p'. The reason for this undesirable behavior is that some of the arcs are shared by far more trees than the others.
A potential remedy to the above problem is to select 2d trees (one rooted at each node) such that all arcs are shared by approximately the same number of trees. There does exist such a set of trees, namely the ones used in the optimal multinode broadcast algorithm of [3] . Since this algorithm lasts for slots, it follows that each arc is shared by at most [VI of the trees. Broadcasting the packets along these trees will create no additional bottlenecks in any of the arcs. As is discussed in $4.3, this scheme performs very satisfactorily.
An alternative way of balancing traffic over the hypercube arcs is to allow for multiple trees per node and distribute among them the packets to be broadcast; an efficient routing schemeof this spirit is presented in 54.3. Both this scheme and the one mentioned above are closely related to the periodic schemes presented in $4.2.
Performing Multinode Broadcasts Periodicallv
In this section, we discuss schemes where an efficient algorithm for performing multinode broadcasts is run periodicallv. These schemes induce rather large delays; for this reason, they will be modified in $4.3.
Bertsekas et al. [3] have constructed an optimal algorithm for the multinode broadcast task (see $1). The optimal completion time for this communication task is 1 9 1 slots. Using this algorithm, we may construct, the following routing scheme for our problem: Perform a multinode broadcast every [VI time units; for every node that has no packet to broadcast, introduce a null packet.
Under heavy traffic, each node broadcasts one packet every [ 9 1 slots; thus, the scheme is stable if and only if A 1 9 1 < 1, or equivalently
(3)
The right-hand quantity in (3) The routing scheme to be presented next is of the same spirit as the previous one, except for the fact that the optimal algorithm by Saad and Schultz [6] for the d simultaneous broadcasts is now used. For this communication task, every node z has d packets to broadcast; each of these packets is routed along a different spanning tree rooted at node z.
The optimal algorithm of [e] takes time 2d -1. Using this algorithm, we may construct the following routing scheme for our problem: Perform d simultaneous multinode broadcasts every 2d -1 time units; for every node that has less than d packets to broadcast, introduce null packets accordingly.
Under heavy traffic, each node broadcasts d packets every 2d -1 slots. Therefore, the scheme is stable if and only if X(2d -1) < d, or equivalently p < 1; in light of (l), this scheme is opt,imal as far as stability is concerned. However, it can be seen that, for p M 0, we have D z %(2d -I), which again is not acceptable. The aforementioned properties of the scheme based on the optimal algorithm for the d simultaneous broadcasts also hold under the following modification: upon arrival, each packet selects randomly the spanning tree along which it will be broadcast. (As already mentioned, every packet has to choose from d permissible trees; each of these trees is assigned an a priori probability i; different packets make their selections independently.)
The Non-Idling Versions of the Periodic Schemes
The periodic schemes presented in $4.2 may accommodate very high load factor values (without any stability problems). However, their delay performance under light traffic is not satisfactory. This is primarily owed to the extensive occurrence of w, due to the periodic feature of these schemes; that is, it often occurs that arcs are idle while packets have to wait for the next period in order to cross them. In the present section, we consider the non-idling versions of the periodic schemes of $4.2; that is, we assume, in addition, that if a packet can traverse an arc earlier than supposed then it is allowed to do so. (Also, no null packets are introduced in the network.) The schemes to be presented appear to perform very satisfactorily. Unfortunately, these schemes seem to be analytically intractable; thus, their performance is studied by means of approximations and simulations.
Starting with the first of the schemes in $4.2, its non-idling version reduces to the following rule: each packet generated by node z is broadcast (as soon as possible) along that tree used by z in the optimal multinode broadcast algorithm of [3] . Thus, the scheme under consideration is basically of the simple form considered in $4.1, with each node using one tree for broadcasting its respective packets. As already mentioned therein, each arc of the hypercube is shared by at most of the trees used; therefore, during each slot, there are generated an average of at most A(*] packets that will eventually have to traverse any particular arc ( z , z @ e j ) . Thus, the standard argument of calculating the average demand for transmissions over each arc does not impose any necessary condition for stability other than (3), which is a rather favorable one. It can be shown that (3) is also the sufficient condition for stability, provided that a simple distributed priority scheme is used. Such a priority discipline preserves the & of the various packet transmissions when converting the periodic routing scheme to a non-idling one. Thus, each packet arrives at its destination no later than under the periodic version of the routing scheme, which guarantees that the scheme is stable when inequality (3) holds.
As and (z @ e j , z ) are independent for i # j. (In fact, the underlying approximating assumptions are of similar spirit as in other approximate models that have been used in the literature; e.g. see [4] . Note, however, that those models have been used in analyzing a considerably different problem; see also $1.) The aforementioned model leads to the following approximate formula for the delay:
the derivation of (4) is presented in [7] . Formula (4) is in excellent agreement with the simulation outcomes, provided that p is not large; see 
because of the agreement of the delay estimate given by (4) with the corresponding simulation outcomes.
THE INDIRECT ROUTING SCHEME
Consider the following simple routing scheme: All packets are sent to a specific node, which broadcasts them along a spanning tree emanating from itself. By pipelining successive broadcasts, it is seen that this scheme can route one broadcast per slot. Thus, this scheme can be stable only if A2d 5 1, or equivalently p 5 $(l-&). Therefore, the maximum attainable value for the load factor is e($). The reason for this poor performance is that only a fraction i of the available hypercube arcs are used for broadcasting the packets. The above discussion leads to the following idea: Suppose that we could broadcast packets along d disioint spanning trees T('), . . . , T ( d ) , with each tree receiving the same amount of traffic; then, the maximum load factor might possibly be O(1). A routing scheme of this spirit is presented in this section. The scheme is based on the set of d disjoint spanning trees introduced by Johnsson and Ho [5] ; tree T ( ; ) is rooted at node ei, namely the ith neighbor of (0,. . . , O ) . Since packets are not broadcast directly by their respective origins, the scheme to be presented is charaderized as indirect, contrary to t,he schemes of §4.
The rules for scheduling transmissions are as follows:
Rule A: Each packet generated at some node selects the tree along which it will be broadcast. Selection is random, with the only permissible trees being T(l), . . . , T ( d ) ; each of them is assigned an a priori probability f . Different packets make their selections independently.
Rule B: Consider a packet, originating at some node y, that has chosen tree T ( J ) . This packet must be sent to the root e j of this tree, which will actually perform the broadcast; the path to be followed is the reverse of the path from e j to y that is contained in T ( j ) . That is, this packet will traverse the reverse of those arcs of T ( j ) that lead from e j to y.
Note that packets generated by the root nodes el,. . . , ed also follow these rules. Thus, it may occur that a packet generated by node e,,, is sent to some other root e j , in order to be broadcast along T ( j ) .
Rule C: Transmissions of packets towards the respective root nodes are only permitted every three slots. Transillissions undertaken during broadcasts perfomed by the root nodes are only permitted during the rest of the time. Thus, packets heading towards the respective root nodes and packets undergoing broadcast do not interfere. This scheme proved to be very tractable analytically, because packets routed along different trees do not interfere (due to Rule C and the fact that the d trees are disjoint). In fact, the analysis is facilitated even further by adding some more rules similar to Rule C. Thus, the performance of this scheme can be analyzed rigorously. In particular, as far as stability is concerned, the following holds: For small p, we have D x 3d + 7 + q p .
Clearly, the previous two results imply that the indirect scheme under analysis satisfies the performance criteria set in $3. Notice, however, that the upper limit of the stability region is not close to 1 (actually, it is very close to H), contrary to the schemes of 94.3. This is due to an inherent property of the underlying set of d disjoint trees, which causes the creation of bottlenecks on some of the arcs; this fact is better illustrated by the following result: Proposition 4: Any routing scheme that conforms to Rule A is stable only if Notice that the right-hand quantities in (5) and (6) are very close to each other.
Next, we present the expression for the average queue-size 
COMPARISON OF THE SCHEMES
In the pres-' section, we briefly compare the efficient direct schemes of 94 (namely, the two schemes of $4.3) with the indirect scheme analyzed in $5. Since all three efficient schemes exhibit very satisfactory stability properties, we shall focus on their delay properties and on the sizes of the queues involved.
As Next, we compare the values of the average queue-size Q per node for the various schemes. As revealed by Fig. 2 , the non-idling version of the indirect scheme of $5 outperforms the efficient direct schemes with respect to this criterion. It is particularly important that, for fixed p, the queue-size Q grows more slowly with d under the non-idling version of the indirect scheme. In order to make the comparison even more clear, we have also plotted the maximum queue-sizes M observed in the various simulation runs corresponding to Fig. 2 . Again, the non-idling version of the indirect scheme is superior to the direct ones; see Fig. 3 .
The conclusion drawn from the previous discussion is that efficient indirect schemes may be preferable to the direct ones in practice, provided that traffic is not very light. In fact, there seems to be a potential for devising indirect schemes that would asymptotically (for d 4 m) be optimal with respect to D; this is owed to the fact that such schemes make more effective use of pipelining than the direct ones; see 171.
CONCLUDING REMARKS
In this paper, we have formulated a problem where packets to be broadcast are generated by the nodes of the &dimensional hypercube at random instants, according to Poisson processes with rate A. All packets were taken to have unit length; also, it was assumed that no other packet transmissions are taking placein the network. First, we derived the limitations applying to all legitimate routing schemes (concerning their stability and of performance criteria and we devised and analyzed several routing schemes that meet them. All of the schemes considered are also efficient with respect to the sizes of the queues built in the various nodes; moreover, they would perform satisfactorily in the presence of a few other packet transmissions.
a more general distribution of the packet-generating random 
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A considerable part of the analysis would also hold under rather general. Some of the techniques used may also be apnetwork topologies. Of course, in a more general version of the a different subset of the nodes; it may also be assumed that the packets received by a node influence the packet-generating process; in particular, the various conditions for stability are plied for analyzing the same problem in the context of other problem, it may be assumed that each packet is destined for process of this node as well as the length of the new packets. This situation arises in the distributed execution of iterative al- ' ..A.
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