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Abstract
We show that given a one parameter family Fb of strongly dissipa-
tive infinitely renormalisable He´non-like maps, parametrised by a quan-
tity called the ‘average Jacobian’ b, the set of all parameters b such that
Fb has a Cantor set with unbounded geometry has full Lebesgue measure.
1 Introduction
1.1 Background
In [3] de Carvalho and two of the current authors constructed a period-doubling
renormalisation theory for He´non-like mappings of the form
F (x, y) = (f(x)− ε(x, y), x). (1.1)
Here f is a unimodal map and ε is a real-valued map from the square to the
positive real numbers of small size (we shall be more explicit about the maps
under consideration in Section 2). Their results were extended in [7] to arbitrary
stationary combinatorics. This paper picks up where [7] left off, by considering
the geometry of the invariant Cantor set O of F , constructed in those two
papers, in more detail.
For a long time it was assumed that the properties satisfied by the one
dimensional unimodal renormalisation theory would also be satisfied by any
renormalisation theory in any dimension. In the above two papers this was
shown to be false. More specifically it was shown that at a special point τ of
the Cantor set O the renormalisations converged at a universal rate for each
stationary combinatorial type. It was also shown that any conjugacy between
the Cantor sets O and O˜ for two given infinitely renormalisable He´non-like maps
F and F˜ of the same combinatorial type, which preserves tips, can only be C1 if
the average Jacobians of F and F˜ are equal (see below and [7] for more precise
statements). Hence universality at the tip is not equivalent to rigidity at the
tip.
Another aspect of the renormalisation theory for unimodal maps is the notion
of a priori bounds. These are uniform or eventually uniform bounds for the
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geometry of the images of the central interval at each renormalisation step.
More precisely, let f : [0, 1] → [0, 1] be a unimodal map with central intervals
Ii+1 ⊂ Ii of levels i + 1 and i respectively. If J = fk(Ii) and J ′ = fk(Ii+1)
(where k > 0 is some integer less that the return time of Ii) then |J ′|/|J |, |L′|/|J |
and |R′|/|J | are (eventually) uniformly bounded from below. Here L′, R′ are
the left and right connected components of J − J ′. It is on such properties that
the current paper will concern itself.
Several authors have worked on consequences of a similar notion of a pri-
ori bounds in the two dimensional case. For example Catsigeras, Moreira and
Gambaudo [2] and Moreira [9] consider common generalisations of the model
introduced by Bowen, Franks and Young in [1] and [5], and the model intro-
duced by Gambaudo, Tresser and van Strien in [6]. The first paper, [2], shows
that given a dissipative infinitely renormalisable diffeomorphism of the disk with
bounded combinatorics and bounded geometry, there is a dichotomy: either it
has positive topological entropy or it is eventually period doubling. In the sec-
ond paper [9], a comparison is made between the smoothness and combinatorics
of the two models using the asymptotic linking number: given a period dou-
bling C∞, dissipative, infinitely renormalisable diffeomorphism of the disk with
bounded geometry the convergents of the asymptotic linking number cannot
converge monotonically. This should be viewed as a kind of combinatorial rigid-
ity result which, in particular, implies that Bowen-Franks-Young maps cannot
be C∞.
Acknowledgements. The authors would like to thank Michael Benedicks for
many useful discussions during his stay at Stony Brook in Spring 2008. We also
thank Sebastian van Strien and Andre´ de Carvalho for their insights on He´non
dynamics and their many useful comments on the current work.
1.2 Statement of Results
However, we would like to note that as of yet no example of an infinitely renor-
malisable He´non-like map with bounded geometry is known. To the authors
knowledge, in the slightly more general case of infinitely renormalisable diffeo-
morphisms of the disk (considered in the above two papers), no example with
bounded geometry is known either. In fact, at least for the He´non-like case, we
will show the following result:
Theorem 1.1. Let Fb be a one parameter family, parametrised by the average
Jacobian b = b(Fb) ∈ [0, b0), of infinitely renormalisable He´non-like maps. Then
there is a subinterval [0, b1] ⊂ [0, b0) for which there exists a dense Gδ subset
S ⊂ [0, b1) with full relative Lebesgue measure such that the Cantor set O(b) =
O(Fb) has unbounded geometry for all b ∈ S.
We now outline the structure of the paper. In the next section we will review
the results of [7] that will be necessary to prove the above theorem, with a quick
primer on unimodal renormalisation theory to aid with setting our notations.
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In the following section we define boxings of the Cantor set. These are nested
sequences of pairwise disjoint simply connected domains that ‘nest down’ to the
Cantor set O and are invariant under the dynamics. We then introduce our
construction and the mechanism that will destroy the geometry of our boxings,
namely horizontal overlapping. Then we give a condition in terms of the average
Jacobian for horizontal overlapping of boxes to occur. We show this condition
is satisfied for a dense Gδ set of parameters with full Lebesgue measure. This
last part is purely analytical and has no dynamical content.
1.3 Open Problems
Before proceeding we would like to state some open problems suggested by the
current work. As was mentioned above, the biggest problem appears to be
whether any infinitely renormalisable He´non-like map has bounded geometry.
This, however, would require different machinery to that introduced [3] and [7],
or a least an extension of it. The difficulty lies in bounded geometry being a
global property whereas, only the local behaviour around the ‘tip’ of the Cantor
set is relatively well known. (However, recent work has shown the geometry can
be well understood in a distibutional sense, see [8]).
Specifically, we draw the readers attention to the dichotomy shown in the
proof of Proposition 6.10. This states that if A1σ ≥ A0 then there are no pa-
rameters giving bounded geometry Cantor sets, where σ is the scaling ratio and
A0, A1 are the constants from Proposition 5.1. The value of σ is determined
by the combinatorial type of the maps we are considering, whereas A0, A1 de-
pend also upon the choice of well-chosen words and and well-placed points (see
Section 3.2 for definitions). Ultimately the admissable well-chosen words de-
pend on the combinatorial type also, or more precisely on the structure of the
presentation functions for that combinatorial type. This suggests it may be
possible to show there is no bounded geometry, for any parameter values, in
certain classes of combinatorial types. This would require a finer analysis of the
one-dimensional presentation functions than is currently available.
A more preliminary step would also be to find the Hausdorff dimension of
the set S in Theorem 1.1. This would simply be a further analysis of our
construction of S, however it may be the case that, as in the previous problem,
more control over the relative sizes of A0 and A1 will be required.
2 Preliminaries
2.1 Notations and Conventions
Let pix, piy : R
2 → R denote the projections onto the x− and y− coordinates.
We will identify these with their extensions to C2. (In fact we will identify all
real functions with their complex extensions whenever they exist.)
Given points a, b ∈ R we will denote the closed interval between a and b
by [a, b] = [b, a]. Throughout we will denote the interval [−1, 1] by J and the
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square [−1, 1]2 = J2 by B.
Let Ω ⊂ C2 be the product of two simply connected domains in C compactly
containing B2. That is Ω = Ωx × Ωy where Ωx = pix(Ω),Ωy = piy(Ω) ⊂ C are
disks containing J .
Given points z0, z1 ∈ B, the rectangle spanned by z0 and z1 is given by
[[z0, z1]] = [pix(z0), pix(z1)]× [piy(z0), piy(z1)],
and the straight line segment between z and z˜ is denoted by [z, z˜]. The convex
hull of a set S ⊂ R2 will be denoted by Hull(S).
We say that two planar sets horizontally overlap if they mutually intersect
a vertical line, that is if their projections onto the x-axis intersect. Similarly we
say two planar sets vertically overlap if they mutually intersect a horizontal line,
which is equivalent to saying that their projections onto the y-axis intersect.
We say two planar sets S0, S1 are horizontally separated if pix(Hull(S0)) ∩
pix(Hull(S1)) = ∅. Similarly we say the sets S0, S1 ⊂ R2 are vertically separated
if piy(Hull(S0)) ∩ piy(Hull(S1)) = ∅.
Let M,N be manifolds and r = 0, 1 . . . ,∞, ω. We denote by Cr(M,N)
the space of Cr-maps from M to N and by Embr(M,N) the space of Cr-
embeddings, that is, diffeomorphisms onto their images if M and N have the
same dimension.
2.2 Unimodal Maps
Let UΩx denote the space of maps f ∈ C
ω(J, J) satisfying
(i) f has a unique critical point c0 = c(f) which lies in (−1, 1);
(ii) f is orientation preserving to the left of c0 and orientation reversing
to the right of c0;
(iii) J is the dynamical interval for f , that is, if ci = øif(c0), then
c1 = 1, c2 = −1;
(iv) f admits a holomorphic extension to the domain Ωx, upon which it
can be factored as ψ ◦Q ◦ ι where ι : J → [−a, 1] is the unique orien-
tation preserving affine bijection between those domains, Q : C→ C
is given by Q(z) = 1 − z2 and ψ : Q ◦ ι(Ωx) → C is univalent and
fixes the real axis;
(v) there is a unique expanding fixed point in the interior of J .
Such maps1 will be called U-maps. We will identify all U-maps with their
holomorphic extensions. We make two observations: first, this extension will be
R-symmetric (i.e. f(z¯) = f(z) for all z ∈ Ωx) and second, the expanding fixed
point will have negative multiplier.
1We will also assume critical points are uniformly bounded from the critical value. If
this bound is sufficiently small a neighbourhood of the renormalisation fixed point will be
contained in this space.
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Definition 2.1 (unimodal permutation). Given a permutation υ of the set
Wp = {0, 1, . . . , p − 1} ⊂ R we construct a map gυ : [0, p − 1] → [0, p − 1] by
setting
gυ : x 7→
{
υ(x) x ∈ Wp
υ(i) + (x− i)(υ(i+ 1)− υ(i)) x ∈ (i, i+ 1), i ∈Wp
then extending affinely between these points.
A permutation υ of the set Wp = {0, 1, . . . , p − 1} is called a unimodal
permutation if gυ has exactly two domains of monotonicity, on the left one gυ
is increasing and on the right one is decreasing.
Definition 2.2 (renormalisable). A map f ∈ UΩx is renormalisable with com-
binatorics υ if
(i) there is a subinterval J0 ⊂ J containing the critical point such
that øpf(J0) ⊂ J0;
(ii) the interiors of the subintervals J i = øif(J0), i ∈ Wp are pairwise
disjoint;
(iii) f acts on J = {J0, J1 = f(J0), . . . Jp−1 = øp− 1f(J0)}, em-
bedded in the line with the standard orientation, as υ acts on the
symbols Wp = {0, 1, . . . , p − 1}. More precisely, if J ′, J ′′ ∈ J are
the i-th and j-th intervals from the left endpoint of J respectively.
Then f(J ′) lies to the left of f(J ′′) if and only if υ(i) < υ(j);
(iv) the map
RUf = h
−1 ◦ øpf ◦ h
is an element of UΩx for an affine bijection h from J to J
0. Note
there are exactly two such affine bijections, but there will only be
one such that RUf ∈ UΩx ;
The map RUf is called the renormalisation of f and the operator RU the
renormalisation operator of combinatorial type υ.
Let UΩx,υ denote the subspace consisting of maps f ∈ UΩx which are renor-
malisable of combinatorial type υ. If RnUf ∈ UΩx,υ for all n ≥ 0 then we will say
f is infinitely renormalisable with stationary combinatorics υ. It will be these
maps we are most interested in.
Henceforth we will fix a unimodal permutation υ and drop the p from Wp.
That is we denote {0, 1, . . . , p − 1} by W . We will maintain the υ in UΩx,υ to
distinguish it from the space of (possibly non-renormalisable) unimodal maps
UΩx . Let W
n denote the set of all words over W of length n, let W ∗ denote
the sets of words over W of arbitrary finite length and let W¯ denote the space
of all words of infinite length. We endow W ∗ and W¯ with the structure of an
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adding machine and denote the transformation “addition with infinite carry”
by w 7→ 1 +w. That is, for w = w0 . . . wn ∈W ∗,
w 7→ 1+w =


(1 + w0, w1, . . . , wn) w0 6= p− 1
(0, 0, . . . , 0, 1 + wk, . . . , wn) w0, . . . , wk−1 = p− 1, wk 6= p− 1
(0, . . . , 0︸ ︷︷ ︸
n−times
, 1) w0, . . . , wn = p− 1.
The addition on W¯ is similar. If f ∈ UΩx,υ is infinitely renormalisable there is
a collection J = {Jw}w∈W∗ of subintervals with the following properties:
(i) f(Jw) = J1+w for all w ∈ W ∗;
(ii) Jw and Jw˜ are disjoint for all w 6= w˜ of the same length;
(iii) the disjoint union of the Jww, w ∈ W , is a subset of Jw, for all
w ∈W ∗.
The following is integral to the renormalisation theory of unimodal maps. (See [4]
for the proof and more details.)
Theorem 2.3 (Real A Priori Bounds). Let f ∈ UΩx,υ be an infinitely renormal-
isable unimodal map. Then there exists constants L > 1 and 0 < k0 < k1 < 1
such that
(i) L−1 < |Jww|/|Jww˜| < L;
(ii) k0 < |Jww|/|Jw| < k1;
for all w ∈ W ∗, w, w˜ ∈ W . Moreover these bounds are beau2.
Theorem 2.4 (Existence and Uniqueness of the Fixed Point). For any uni-
modal permutation υ there exists a unique RU -fixed point f∗ = f∗,υ ∈ UΩx ,
i.e.
RUf∗ = f∗.
Theorem 2.5 (Hyperbolicity of the Fixed Point). For any υ the fixed point f∗
is hyperbolic with a codimension one stable manifold in UΩx .
2.3 He´non-like Maps
Let ε¯ > 0. Let TΩ(ε¯) denote the space of maps ε ∈ Cω(B,R≥0), which satisfy
(i) ε(x, 0) = 0;
(ii) ∂yε 6= 0;
2This means there are universal L, ki, depending upon υ only such that the following
holds: given any infinitely renormalisable f there is an N > 0 such that these bounds hold
for all w ∈ Wn, n > N . According to Sullivan, beau stands for “bounded eventually and
universally”.
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(iii) ε admits a holomorphic extension to Ω;
(iv) |ε|Ω ≤ ε¯, where |−|Ω denotes the sup-norm on Ω.
Such maps will be called thickenings or ε¯-thickenings if we want to emphasise
it’s thickness ε¯ > 0.
Let HΩ(ε¯) denote the space of diffeomorphisms onto their images, F ∈
Embω(B,R2), admitting a holomorphic extension to Ω, expressible as F =
(f ◦ pix − ε, pix) where f ∈ UΩx and ε ∈ TΩ(ε¯). Such maps will be called
parametrised He´non-like maps with parametrisation (f, ε). We will just write
F = (φ, pix) when the parametrisation is not explicit. In the current setting we
will simply call them He´non-like maps. We let HΩ(0) denote the subspace of
the boundary of HΩ consisting of maps whose thickening is identically zero. We
call such maps degenerate He´non-like maps.
Observe that, for all Ω, there is an imbedding ı : UΩx → HΩ(0) given by
ı : f 7→ (f ◦ pix, pix).
Therefore the renormalisation operator RU induces an operator on its image
under ı. A dynamical extension of this operator was constructed in [7]. More
precisely:
Theorem 2.6 (see [7]). There are constants C, ε¯0 > 0 and a domain Ω =
Ωx×Ωy ⊂ C, depending upon υ, such that the following holds: for any 0 < ε¯ < ε¯0
there is a subspace HΩ,υ(ε¯) of HΩ(ε¯) containing ı(UΩx,υ) and a dynamically
defined continuous operator
R : HΩ,υ(ε¯)→ HΩ(Cε¯
p) ⊂ HΩ(ε¯)
which is a continuous extension of i∗RU .
This is called the He´non renormalisation operator, or simply the renormali-
sation operator, on HΩ,υ(ε¯).
Remark 2.7. As in the unimodal case R is expressible as RF = Ψ−1 ◦ øpF ◦Ψ
where Ψ = Ψ(F ) : B → B. However Ψ is a non-affine coordinate change which
is determined by the dynamics of F (see [7] for more details). This was required
so that RF again had a parametrisation.
Theorem 2.8 (see [7]). There exists a ε¯0 > 0 such that for all 0 < ε¯ < ε¯0 the
renormalisation operator
R : HΩ,υ(ε¯)→ HΩ(ε¯)
has a unique fixed point F∗. Moreover F∗ = (f∗ ◦ pix, pix) where f∗ is the fixed
point of RU and F∗ is hyperbolic with a codimension one stable manifold.
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2.4 The Scope Maps
As was noted in the above Remark 2.7, the renormalisationRF of F is the non-
affine change of coordinates of the first return map of F to a certain subdomain
of B. This coordinate change Ψ = Ψ(F ) : B → B is called the scope function.
In fact if we set Ψ0 = Ψ and Ψw = øwF ◦ Ψ for w = 1, . . . , p− 1 then Ψw will
be called the w-th scope function, where w ∈W .
Now let IΩ,υ(ε¯) ⊂ HΩ,υ(ε¯) denote the subspace of infinitely renormalisable
He´non-like maps. Given F ∈ IΩ,υ(ε¯) we will denote the n-th renormalisation
RnF by Fn. For w ∈ W let Ψwn = øwFn ◦ Ψ(Fn) : Dom(Fn+1) → Dom(Fn)
be the w-th scope function of Fn as defined above, where Dom(Fn) denotes the
domain of Fn. Then for w = w0 . . . wn ∈W ∗ the map
Ψw = Ψw00 ◦ . . . ◦Ψ
wn
n : Dom(Fn+1)→ Dom(F0)
is called the w-scope function. Let Ψ = {Ψw}w∈W∗ denote the collection of all
’scope functions.
2.5 The Renormalisation Cantor Set
We define the renormalisation Cantor set, O = O(F ), associated to F by
O =
⋂
n≥0
⋃
w∈Wn
Ψw(B).
In [7] a homeomorphism between O and W¯ was constructed which conjugates
the action of F with the action of addition by 1 defined above. Let us denote
the cylinder sets of O under the action of F by Ow. That is Ow = O∩Ψw(B).
Then the collection O = {Ow}w∈W∗ has the following structure
(i) F (Ow) = O1+w for all w ∈ W ∗;
(ii) Ow and Ow˜ are disjoint for all w 6= w˜ of the same length;
(iii) the disjoint union of the Oww , w ∈ W , is equal to Ow, for all
w ∈W ∗;
(iv) O =
⋃
w∈Wn O
w for each n ≥ 1.
It was also shown each point z ∈ O corresponds to a unique element w of
the infinite adding machine W¯ . We will call the word w the address of z. In
particular we define the tip τ = τ(F ) to be the point in O corresponding to the
word 0∞. In other words
τ =
⋂
n≥1
Ψ0
n
(B).
This is the point which in [3] and [7] replaced the role of the critical value in
the renormalisation theory for unimodal maps.
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As the action of F on O is metrically isomorphic to the adding machine, O
has a unique F -invariant measure, µ. The Average Jacobian b = b(F ) is then
defined by
b(F ) = exp
∫
log | JacF |dµ.
Now we can state the main result of [7].
Theorem 2.9. Given F ∈ IΩ,υ(ε¯0) there exists a universal a ∈ Cω(J,R) and
universal 0 < ρ < 1, depending upon υ,Ω only, such that
Fn(x, y) = (fn(x) − b
pna(x)y(1 + O(ρn)), x) (2.1)
where fn are unimodal maps converging exponentially to f∗, the fixed point of
renormalisation of combinatorial type υ.
2.6 The Induced Scope Maps and Cantor Sets
For any n > 0 we can construct the functions Ψwn = Ψ
w(Fn), the sets Own =
Ow(Fn) and the points τn = τ(Fn) in exactly the same way as we did above.
The number n is called the height of Ψwn , O
w
n and τn and the length of w is
called the depth of Ψwn and O
w
n . Let Ψn = {Ψ
w
n }w∈W∗ and On = {O
w
n }w∈W∗ .
Remark 2.10. We use the terms height and depth to reflect a kind of duality in
our construction, reflected in the issue of whether to call the Ψn telescope maps
or microscope maps.
As the functions Ψ0
n−m
m : Dom(Fn+1) → Dom(F0) will be of particular im-
portance we denote them by Ψm,n. In [7] the following two Propositions were
proved.
Proposition 2.11. Given F ∈ IΩ,υ(ε¯) its renormalisations Fn have the form
Fn(z) = (φn(z), pix(z))
and the derivative of the maps Fn have the form
D(Fn; z)=
(
∂xφn(z) ∂yφn(z)
1 0
)
.
Moreover there exists constants a constant C > 0 depending upon υ and Ω and
a universal constant 0 < ρ < 1 such that
(i) |∂xφn| < C;
(ii) C−1bp
n
< |∂yφn| < Cbp
n
.
An application of the Mean Value Theorem gives us the following.
Lemma 2.12. Given F ∈ IΩ,υ(ε¯) let Fn denote its n-th renormalisation. For
any z0, z1 ∈ Dom(Fn) there exists ξ, η,∈ [[z0, z1]], the rectangle spanned by z0, z1,
such that
pix(Fnz0)− pix(Fnz1) = ∂xφn(ξ)(pix(z0)− pix(z1)) + ∂yφn(η)(piy(z0)− piy(z1))
piy(Fnz0)− piy(Fnz1) = pix(z0)− pix(z1).
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Proposition 2.13. Given F ∈ IΩ,υ(ε¯) the scope maps Ψm,n = Ψm,n(F ) have
the form
Ψm,n(z) = τm +Dm,n ◦ (id+Rm,n)(z − τn+1) (2.2)
where Dm,n = D(Ψm,n; τn+1) is the derivative of Ψm,n at the n-th tip and
Rm,n = R(Ψm,n; τn+1) is a remainder term. More explicitly
Ψm,n(z) = τm + σm,n
(
sm,n(x+ rm,n(z − τn+1)) + tm,ny
y
)
(2.3)
where
Dm,n = σm,n
(
sm,n tm,n
0 1
)
, Rm,n(z) =
(
rm,n(z)
0
)
. (2.4)
Moreover there is a constant C > 0, depending upon Ω and υ and a universal
analytic function v∗ : J → R and universal constants3 a > 0, 0 < ρ, σ < 1,
depending upon υ only, such that for any 0 < m < n sufficiently large
(i)
σn−m(1− Cρm) < |σm,n| < σ
n−m(1 + Cρm)
(ii)
σn−m(1− Cρm) < |sm,n| < σ
n−m(1 + Cρm)
(iii)
abp
m
(1 − Cρm) < |tm,n| < ab
pm(1 + Cρm)
(iv)
|x+ rm,n(x, y)− v∗(x)− cmy
2| < Cρn−m,
where cm = cm(F ) is a constant satisfying cm = O(ε¯
pm).
The quantities σm,n, sm,n and tm,n are called the scaling, squeeze and tilt,
respectively, for Ψm,n.
3 Boxings and Bounded Geometry
3.1 Boxing the Cantor Set
Let F ∈ IΩ,υ(ε¯0) and let O and Ψ be as in Section 2. A collection of simply
connected open sets B = {Bw}w∈W∗ is called a boxing of O with respect to F
if
(B-1) F (Bw) ⊂ B1+w for all w ∈ W ∗,
(B-2) Bw and Bw˜ are disjoint for all w 6= w˜ of the same length,
3The constant a is actually a = a(f∗(c∗)) where c∗ is critical value of f∗ and a(x) is the
universal one-dimensional real analytic function given by Theorem 2.9
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(B-3) the disjoint union of the Bww, w ∈ W , is a subset of Bw, for all
w ∈W ∗,
(B-4) Ow ⊂ Bw for all w ∈W ∗,
The sets Bw are called the pieces of the boxing and the depth of the piece Bw
is the length of the word w. The scope functions give us a boxing Bcan =
{Bwcan}w∈W∗ , where B
w
can = Ψ
w(B), which we will call the canonical boxing.
Observe that the since the scope functions Ψn = {Ψwn }w∈W∗ for Fn can be
written as Ψwn = Ψ
−1
0,n ◦ Ψ0,n ◦ Ψ
w
n and Ψ0,n ◦ Ψ
w
n ∈ Ψ, the canonical boxing
Bn,can for Fn is the preimage under Ψ0,n of all the pieces contained in Ψ0,n(B).
Hence the scope maps preserve the canonical boxings of various heights.
There is also another ‘standard’ boxing, which we call the topological boxing.
The pieces are simply connected domains whose boundary consists of two arcs,
one of which is a segment of the unstable manifold of a particular periodic point
and the other consisting of a segment of stable manifold of a different periodic
point of the same period. These boxings in the period doubling case were first
considered in [3] and extended to arbitrary combinatorial types in [7].
Definition 3.1. We say that a boxing B = {Bw}w∈W∗ has bounded geometry
if there exist constants C > 1, 0 < κ < 1 such that for all w ∈ W ∗, w, w˜,∈W ,
C−1 dist(Bww, Bww˜) < diam(Bww) < C dist(Bww, Bww˜) (3.1)
κ diam(Bw) < diam(Bww) < (1− κ) diam(Bw) (3.2)
We will say that O has bounded geometry if there exists a boxing B of O with
bounded geometry. Otherwise we will say O has unbounded geometry.
Remark 3.2. As the results we will prove are actually stronger than mere un-
bounded geometry. We will show that Property 3.1 is violated almost every-
where in one-parameter families of infinitely renormalisable He´non-like maps.
We believe that any breakdown of Property 3.2 is much more dependent upon
the choice of boxings - in principle we could take any boxing and just enlarge
the one containing the tip. The only thing to show would then be whether the
return of this box is contained in the original box.
We will use the assumption below in the following sections for expositional
simplicity. Its necessity will become clear in Section 3.2 when we describe the
construction.
(B-5) Bww ⊂ Bwcan for all w ∈ W and all sufficiently large w ∈W
∗.
This will allow us, given any boxing B of O, to construct induced boxings Bn
at all sufficiently great heights. However below, in Lemma 3.3, we show this
assumption is redundant.
Lemma 3.3. Given a boxing B of O there is a boxing Bˆ satisfying Property (B-
5) above such that if Bˆ has unbounded geometry then B has unbounded geometry.
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Proof. Given a boxing B of O define Bˆ to be the collection {Bˆw}w∈W∗ where
Bˆww = Bww ∩Bwcan, w ∈W,w ∈W
∗
It is clear that
dist(Bw, Bw˜) ≤ dist(Bˆw, Bˆw˜)
and
diam(Bw) ≥ diam(Bˆw).
3.2 The Construction
Now let us introduce the construction and set-up some notation that shall be
used throughout the remainder of the paper. Firstly, for any infinitely renor-
malisable He´non-like map, we will change coordinates for each renormalisation
so that the n-th tip, τn, lies at the origin. As this coordinate change is by
translations only, this will not affect the geometry of the Cantor set. The new
scope maps will have the form
Ψˆm,n(z) = Dm,n ◦ (id+Rm,n)(z).
Secondly, the following quantities will prove to be useful. Given z = (x, y), z˜ =
(x˜, y˜) ∈ Dom(Fn+1) let
Υ∗(z, z˜) =
v∗(x˜)− v∗(x)
y˜ − y
,
where v∗ is the universal function given by Proposition 2.13. Given F ∈ IΩ,υ(ε¯0)
and points z, z˜ ∈ Bn+1 let
Υm(z, z˜) = Υ∗(z, z˜)− cm
y˜2 − y2
y˜ − y
where cm = cm(F ) are the constants given by Proposition 2.13.
Remark 3.4. A technicality that was not present in [3] is the following: the
quantity tm,n/sm,n (where tm,n and sm,n are tilt and the squeeze of Ψm,n as
given by Proposition 2.13) is important in controlling horizontal overlap of pieces
of a boxing. The sign of this will determine which boxes we take to ensure their
images horizontally overlap. Observe that the combinatorial type υ determines
whether the sign of tm,n/sm,n alternates or remains constant. This is due to
the sign of tm,n being always negative, but the sign of si will asymptotically
depend upon the sign of the derivative of the presentation function at its fixed
point so, as sm,n is the product of si, the sign of sm,n will either be (1)
n−m
or (−1)n−m. Consequently we will restrict ourselves to considering sufficiently
large m,n ∈ 2N or 2N+ 1 to ensure tm,n/sm,n is negative. Our method would
also work for the other case, but this would require choosing more words and
points below and doing a case analysis, which adds to the complications.
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Definition 3.5. Given words w, w˜ the points z0∗ , z
1
∗ ∈ O
w
∗ , and z˜
0
∗ ∈ O
w˜
∗ are
well placed if
(i) x0∗ < x
1
∗ < x˜
0
∗, y
0
∗ < y
1
∗ < y˜
0
∗;
(ii) Υ∗(z
0
∗ , z˜
0
∗) < Υ∗(z
0
∗, z
1
∗).
A pair of words w, w˜ are called well chosen if
(i) there exist well placed points z0∗, z
1
∗ ∈ O
w
∗ , and z˜
0
∗ ∈ O
w˜
∗ ;
(ii) w and w˜ differ only on the last letter, i.e. w = w0 . . . wn−1wn
and w˜ = w0 . . . wn−1w˜n for some w0, . . . , wn, w˜n ∈ W and some
integer n > 0.
Remark 3.6. Observe Property (i) will occur for certain words as Ow∗ and O
w˜
∗
are horizontally and vertically separated if w and w˜ have the same length. If
the tm,n/sm,n were positive we would change the ordering above.
Lemma 3.7. Well chosen pairs of words exist.
Proof. First we wish to find well-placed points, then it will become clear from
our argument that we can assume they boxes with well chosen words. Recall
that we have changed coordinates so that the tip τ∗ lies at the origin. Let fˆ∗
denote the translation f∗ that agrees with this coordinate change. Observe that
points in O∗ have the form z = (fˆ∗(y), y) where y lies in the one-dimensional
Cantor attractor for fˆ∗ in the interval. Therefore given points z
0
∗ , z
1
∗, z˜∗ ∈ O∗
we have
Υ∗(z
0
∗ , z
1
∗) =
v∗ ◦ fˆ∗(y1∗)− v∗ ◦ fˆ∗(y
0
∗)
y1∗ − y
0
∗
, Υ∗(z
0
∗ , z˜∗) =
v∗ ◦ fˆ∗(y˜∗)− v∗ ◦ fˆ∗(y0∗)
y˜∗ − y0∗
.
(3.3)
Since v∗ and fˆ∗ are analytic so is the function v∗◦fˆ∗. Since the derivative of v∗◦fˆ∗
is zero at the critical point c∗ analyticity implies there exists a neighbourhood
V around c∗ on which v∗ ◦ fˆ∗ is concave or convex. Therefore if z0∗, z
1
∗, z˜∗ ∈ O∗
are any points whose y-projections lie in V then Property 1 implies Property 2,
by the Mean Value Theorem for example. But choosing y0∗, y
1
∗ and y˜∗ to lie all
either to the left of c∗ or to the right will give us Property 1.
Finally choosing the largest disjoint cylinder sets Ow∗ ,O
w˜
∗ of O∗, of the same
depth, such that z0∗, z
1
∗ ∈ O
w
∗ and z˜∗ ∈ O
w˜
∗ gives us the desired well-chosen
words.
We can now make the following assumptions. There exist words w, w˜, of the
same length, and points z0∗ , z
1
∗ ∈ O
w
∗ , z˜
0
∗, z˜
1
∗ ∈ O
w˜
∗ , which we now fix, satisfying
(i) x0∗ < x
1
∗ < x˜
0
∗ < x˜
1
∗, y
0
∗ < y
1
∗ < y˜
0
∗ < y˜
1
∗;
(ii) the points z0∗, z
1
∗ , z˜
0
∗ are well placed.
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Given these points let us now define some quantities which shall prove to be
useful. Let
κ0 = |Υ∗(z
0
∗ , z
1
∗)−Υ∗(z˜
0
∗ , z˜
1
∗)|, κ1 =
|y1∗ − y
0
∗|
|y˜0∗ − y
0
∗|
,
and
κ2 = |y˜
0
∗ − y
0
∗|, κ3 = |y
1
∗ − y
0
∗|, κ4 = |y˜
1
∗ − y˜
0
∗|.
These are all well-defined nonzero quantities by Lemma 3.7. For any F ∈
IΩ,υ(ε¯0) let the points
z0n = (x
0
n, y
0
n), z
1
n = (x
1
n, y
1
n) ∈ O
w
n
and
z˜0n = (x˜
0
n, y˜
0
n), z˜
1
n = (x˜
1
n, y˜
1
n) ∈ O
w˜
n
have the same respective addresses in On (see subsection 2.2 to recall the defi-
nition) as those of z0∗, z
1
∗ , z˜
0
∗, z˜
1
∗ in O∗. Let
M =
[
Υ∗(z
0
∗, z˜
0
∗)−
κ1
2 Υ∗(z
0
∗, z
1
∗)
1− κ12
,Υ∗(z
0
∗, z˜
0
∗)
]
. (3.4)
This is a well defined interval because z0∗ , z
1
∗ and z˜
0
∗ are well placed which implies
Υ∗(z
0
∗ , z
1
∗) > Υ∗(z
0
∗ , z˜
0
∗) and hence
Υ(z0∗ , z˜
0
∗)−
κ1
2
Υ∗(z
0
∗, z
1
∗) < Υ∗(z
0
∗ , z˜
0
∗)(1−
κ1
2
) (3.5)
Dividing by 1 − κ12 and recalling 0 < κ1/2 < 1 gives us the claim. Fix a δ > 0
such that
Mδ =
[
Υ∗(z
0
∗ , z˜
0
∗)−
κ1
2 Υ∗(z
0
∗ , z
1
∗)
1− κ12
+
δ
3
(
3− κ12
1− κ12
)
,Υ∗(z
0
∗ , z˜
0
∗)− δ
]
. (3.6)
is a well defined interval. Choose N > 0 sufficiently large so that
4CρN <
κ2
2
(
1−
κ1
2
) δ
3
(3.7)
and
4CρN (1/κ3 + 1/κ4) < κ0/8. (3.8)
Let A ⊂ IΩ,υ(ε¯0) denote the subspace of all infinitely renormalisable He´non-like
maps F such that, for all n > m > 0, n−m > N :
(A-1) x0n+1 < x
1
n+1 < x˜
0
n+1 < x˜
1
n+1, y
0
n+1 < y
1
n+1 < y˜
0
n+1 < y˜
1
n+1;
(A-2) 1 > |y1n+1 − y
0
n+1|/|y˜
0
n+1 − y
0
n+1| > κ1/2;
(A-3) |y˜0n+1− y
0
n+1| > κ2/2, |y
1
n+1− y
0
n+1| > κ3/2, |y˜
1
n+1− y˜
0
n+1| > κ4/2;
(A-4) |Υm(z0n+1, z
1
n+1)−Υm(z˜
0
n+1, z˜
1
n+1)| > κ0/2;
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Figure 1: perturbation of boxes near the tip
(A-5) |(x + rm,n(z))− (v∗(x) − cmy2)| < Cρn−m for all z ∈ Bn+1;
(A-6) |Υm(z0n+1, z
1
n+1)−Υ∗(z
0
∗ , z
1
∗)|, |Υm(z
0
n+1, z˜
0
n+1)−Υ∗(z
0
∗ , z˜
0
∗)| < δ/3;
(A-7) tm,n/sm,n < 0 and moreover∣∣∣∣ tm,nsm,n + a b
pm
σn−m
∣∣∣∣ < δ/3;
where a, C, cm, tm,n, sm,n, σ, v∗, ρ are the quantities described by Proposition 2.13.
Proposition 3.8. Given a family Fb ∈ IΩ,υ(ε¯0) parametrised by the average
Jacobian, there exists an integer N0 > 0 and 0 < b0 < 1 such that R
nFb ∈ A
for all n > N0, 0 ≤ b ≤ b0.
Proof. This follows as Rn(Fb) converges exponentially to F∗ which lies in A, so
we may choose the N0 > 0 so that Rn(F0) ∈ A for all n > N0. Then it is clear
there exists a b0 > 0 such that RN0(Fb) ∈ A for all 0 ≤ b ≤ b0 since A is open.
It is also clear A is invariant under R so the Proposition follows.
We now describe the construction. This was used in [3] and [7] to prove
several negative results, such as non-existence of continuous invariant line fields
(see these two references for further details). Let F ∈ A and let us fix n,m ∈ 2N
or 2N + 1 as per remark 3.4 such that n > m > 0 and n −m > N . Consider
the maps Ψ0,m−1, Fm,Ψm,n. In reverse order, these map from height n + 1 to
height m, from height m to itself and from height m to height 0 respectively
(see figure 1).
We will adopt the following notation convention: if we have a quantity Q in
the domain of Ψm,n we will denote its images under Ψm,n, Fm and Ψ0,m−1 by
Q˙, Q¨ and
...
Q respectively.
4 Horizontal Overlapping Distorts Geometry
Recall that in the previous section we fixed well chosen words w, w˜ ∈W ∗ with
points z0∗ , z
1
∗ ∈ O
w
∗ and z˜
0
∗ , z˜
1
∗ ∈ O
w˜
∗ so that z
0
∗ , z
1
∗ and z˜
0
∗ are well-placed. We
make the following definition.
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Definition 4.1. Given a boxing B we will say it satisfies property Horw,w˜(m,n)
if the pieces Bwn+1, B
w˜
n+1 ∈ Bn+1 have images B
0n−mw
m , B
0n−mw˜
m , under Ψm,n,
which horizontally overlap.
Throughout the rest of the section we will assume the boxing B is fixed.
Lemma 4.2 (Key Lemma). Given a constant K > 0, there is a constant C > 0
such that the following holds: given F ∈ IΩ,υ(ε¯0), if there are points z, z˜ ∈
Dom(Fn+1) satisfying
• |piy(z)− piy(z˜)| > K;
• |pix(z˙)− pix( ˙˜z)| = 0;
then
|Υ∗(z, z˜)| − Cmax(ρ
m, ρn−m) <
abp
m
σn−m
< |Υ∗(z, z˜)|+ Cmax(ρ
m, ρn−m) (4.1)
Proof. Equality (2.3) from Proposition 2.13 tells us if z˙, ˙˜z lie on the same vertical
line then
0 = sm,n(x+ rm,n(x, y)− x˜− rm,n(x˜, y˜)) + tm,n(y − y˜). (4.2)
Dividing by sm,n(y − y˜), which is nonzero, gives us
−
tm,n
sm,n
=
[x+ rm,n(z)]− [x˜+ rm,n(z˜)
y − y˜
. (4.3)
By inequality (4) in Proposition 2.13 implies
|Υm(z, z˜)| −
Cρn−m
|y˜ − y|
<
∣∣∣∣ tm,nsm,n
∣∣∣∣ < |Υm(z, z˜)|+ Cρn−m|y˜ − y| . (4.4)
Again by inequality (4) in Proposition 2.13 and the definition of Υm we know
|Υ∗(z, z˜)| − Cε¯
pm
0 < |Υm(z, z˜)| < |Υ∗(z, z˜)|+ Cε¯
pm
0 . (4.5)
By inequalities (2) and (3) in Proposition 2.13 we know there is a constant
C′ > 0 such that∣∣∣∣ tm,nsm,n
∣∣∣∣ (1 − C′ρm) < abp
m
σn−m
<
∣∣∣∣ tm,nsm,n
∣∣∣∣ (1 + C′ρm). (4.6)
Combining inequalities (4.4), (4.5) and (4.6), together with our first assumption
and the observation ε¯p
m
0 = O(ρ
m), gives us the result.
Corollary 4.3. There exists a constant C > 0 such that the following holds:
let F ∈ IΩ,υ(ε¯) and let z0n+1, z˜
0
n+1 ∈ On have the same respective addresses as
z0∗, z˜
0
∗ ∈ O∗. If |pix(z˙
0
n+1)− pix( ˙˜z
0
n+1)| = 0 then
C−1σn−m < bp
m
< Cσn−m (4.7)
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Proof. This follows as z0n+1, z˜
0
n+1 can be taken to be arbitrarily close to z
0
∗ , z˜
0
∗
and so the constant K > 0 in Lemma 4.2 will eventually only depend upon the
vertical distance between these points, which is fixed.
Proposition 4.4. For any words w, w˜ ∈ W ∗ there exists a C0 > 0 such that
the following holds: for any F ∈ IΩ,υ(ε¯0) and any boxing B of F , if points
z ∈ Bwn+1 and z˜ ∈ B
w˜
n+1 satisfy |pix(z˙)− pix( ˙˜z)| = 0 then
dist(
...
z ,
...
z˜ ) < C0σ
2mbp
m
σn−m.
Proof. Let z = (x, y), z˜ = (x˜, y˜), z˙ = (x˙, y˙), ˙˜z = ( ˙˜x, ˙˜y) and so on. Then by
Proposition 2.13 and our hypothesis that z˙, ˙˜z lie on the same vertical line, we
know
| ˙˜x− x˙| = 0 (4.8)
| ˙˜y − y˙| = |σm,n||y˜ − y|.
Applying Lemma 2.12 we then know there exists η ∈ [[z˙, ˙˜z]] such that
|¨˜x− x¨| = |∂yφm(η)||σm,n||y˜ − y| (4.9)
|¨˜y − y¨| = 0.
Then Proposition 2.13 once more implies
|
...
x˜ −
...
x | = |σ0,m−1||s0,m−1||[¨˜x+ r0,m−1(¨˜z)]− [x¨+ r0,m−1(z¨)]| (4.10)
|
...
y˜ −
...
y | = 0.
But, by the Mean Value Theorem and that ¨˜y = y¨, we find there is a ξ ∈ [x¨, ¨˜x]
such that
|[¨˜x+ r0,m−1(¨˜z)]− [x¨+ r0,m−1(z¨)]| = |1 + ∂xr0,m−1(ξ, y¨)||¨˜x− x¨| (4.11)
= |1 + ∂xr0,m−1(ξ, y¨)||∂yφm(η)||σm,n||y˜ − y|.
It follows from Propositions 2.13 and 2.11 that there are constants C′, C′′, C′′′ >
0, independent of m,n, such that
|1 + ∂xr0,m−1(ξ, y¨)| < C
′, |∂yφm(η)| < C
′′bp
m
, |σm,n| < C
′′′σn−m. (4.12)
Hence it follows from (4.10), (4.11) and (4.12) that there is a C0 > 0 such that
dist(
...
z ,
...
z˜ ) = |
...
x˜ −
...
x | < C0σ
2mbp
m
σn−m
Proposition 4.5. For well chosen words w and w˜ and points z0∗, z
1
∗ ∈ O
w
∗ and
z˜0∗, z˜
1
∗ ∈ O
w˜
∗ so that z
0
∗ , z
1
∗, z˜
0
∗ and z˜
0
∗ , z˜
1
∗, z
1
∗ are well-placed triples, there exists
a constant C1 > 0, depending upon Ω, υ and the above words and points only,
such that the following holds: Let F ∈ A and let B be a boxing for F . Then
there exist points z0, z1 ∈ Bwn+1, z˜
0, z˜1 ∈ Bw˜n+1 such that either
dist(
...
z 0,
...
z 1) > C1σ
mσ2(n−m) or dist(
...
z˜ 0,
...
z˜ 1) > C1σ
mσ2(n−m).
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Proof. Let z0 = z0n+1, z
1 = z1n+1 and z˜
0 = z˜0n+1, z˜
1 = z˜1n+1. By Proposition 2.13
|x˙1 − x˙0| (4.13)
= |σm,n|
∣∣sm,n([x1 + rm,n(z1)]− [x0 + rm,n(z0)]) + tm,n(y1 − y0)∣∣
Applying Proposition 2.12 we then get
|y¨1 − y¨0| = |x˙1 − x˙0| (4.14)
= |σm,n|
∣∣sm,n([x1 + rm,n(z1)]− [x0 + rm,n(z0)]) + tm,n(y1 − y0)∣∣ .
Then again applying Proposition 2.13 we have
|
...
y 1 −
...
y 0| (4.15)
= |σ0,m−1||σm,n|
∣∣sm,n([x1 + rm,n(z1)]− [x0 + rm,n(z0)]) + tm,n(y1 − y0)∣∣ .
By the same argument a similar expression holds for |
...
y˜
1
−
...
y˜
0
|.
It follows from Properties (A-3) that
|([x1+rm,n(z
1)]−[x0+rm,n(z
0)])−([v∗(x
1)+cm(y
1)2]−[v∗(x
0)+cm(y
0)2])| < 2Cρn−m
(4.16)
and
|([x˜1+rm,n(z˜
1)]−[x˜0+rm,n(z˜
0)])−([v∗(x˜
1)+cm(y˜
1)2]−[v∗(x˜
0)+cm(y˜
0)2])| < 2Cρn−m.
(4.17)
Then dividing by |y1 − y0| and applying (A-5) gives us∣∣∣∣ [x1 + rm,n(z1)]− [x0 + rm,n(z0)]y1 − y0 −Υm(z0, z1)
∣∣∣∣ < 4Cκ3 ρn−m (4.18)
and similarly∣∣∣∣ [x˜1 + rm,n(z˜1)]− [x˜0 + rm,n(z˜0)]y˜1 − y˜0 −Υm(z˜0, z˜1)
∣∣∣∣ < 4Cκ4 ρn−m. (4.19)
But by Properties (A-4) and (3.8) this implies
κ0/4 <
∣∣∣∣ [x1 + rm,n(z1)]− [x0 + rm,n(z0)]y1 − y0 − [x˜
1 + rm,n(z˜
1)]− [x˜0 + rm,n(z˜0)]
y˜1 − y˜0
∣∣∣∣
and therefore either
κ0/8 <
∣∣∣∣ [x1 + rm,n(z1)]− [x0 + rm,n(z0)]y1 − y0 + tm,nsm,n
∣∣∣∣ (4.20)
or
κ0/8 <
∣∣∣∣ [x˜1 + rm,n(z˜1)]− [x˜0 + rm,n(z˜0)]y˜1 − y˜0 + tm,nsm,n
∣∣∣∣ (4.21)
or possibly both.
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Now by Proposition 2.13 there are constants C′, C′′, C′′′ > 0 such that
|σ0,m−1| > C
′σm, |σm,n| > C
′′σn−m, |sm,n| > C
′′′σn−m.
This, together with Property (A-3), equality (4.15) and the estimate in the
previous paragraph, implies there is a constant C1 > 0 such that either
dist(
...
z 0,
...
z 1) > C1σ
mσ2(n−m)
or
dist(
...
z˜
0
,
...
z˜
1
) > C1σ
mσ2(n−m).
We distill these three results into the following.
Proposition 4.6. For w, w˜ ∈W ∗ well chosen there exist constants C0, C1 > 0,
depending upon υ,Ω only, such that given F ∈ A the following holds: for any
boxing B with property Horw,w˜(m,n) the pieces B
0m10n−mw
0 , B
0m10n−mw˜
0 ∈ B0
of depth n+ length(w) satisfying
dist(B0
m10n−mw
0 , B
0m10n−mw˜
0 ) < C0σ
2mb2p
m
and
diam(B0
m10n−mw
0 ) or diam(B
0m10n−mw˜
0 ) > C1σ
mb2p
m
Proof. Propositions 4.4 implies
dist(B0
m10n−mw
0 , B
0m10n−mw˜
0 ) < C0σ
mbp
m
σn−m,
while Proposition 4.5 implies one of
diam(B0
m10n−mw
0 ) > C1σ
mσ2(n−m), diam(B0
m10n−mw˜
0 ) > C1σ
mσ2(n−m).
is true. However Corollary 4.3 implies bp
m
and σn−m are comparable. Hence
the result follows.
Remark 4.7. Observe these bounds have no dependence upon n, the height at
which the overlapping boxes ‘originate’. This suggests that only the overlapping
distorts the geometry and not that they are close to the tip, τm, of Fm, which
is a crucial part of our estimate.
5 A Condition for Horizontal Overlap
Now we wish to show that this horizontal overlapping behaviour occurs suffi-
ciently often. Recall that in the previous section we fixed well chosen words
w, w˜ ∈ W ∗ with points z0∗, z
1
∗ ∈ O
w
∗ and z˜
0
∗, z˜
1
∗ ∈ O
w˜
∗ so that z
0
∗ , z
1
∗ and z˜
0
∗ are
well-placed.
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Proposition 5.1. Given well chosen words w, w˜ ∈ W ∗ with well placed points
z0∗, z
1
∗ ∈ O
w
∗ , z˜ ∈ O
w˜
∗ there exist constants 0 < A0 < A1, depending upon υ and
Ω also, such that the following holds: given F ∈ A and any boxing B, if
A0 <
bp
m
F
σn−m
< A1 (†)
then property Horw,w˜(m,n) is satisfied. That is, B
0n−mw
m and B
0n−mw˜
m horizon-
tally overlap.
Proof. Let z0 = (x0, y0) = z0n+1, z
1 = (x1, y1) = z1n+1 and z˜ = (x˜, y˜) = z˜
0
n+1.
As we will take m,n to be fixed integers for notational simplicity we also denote
σm,n, rm,n, sm,n, tm,n,Υm and cm by σ, r, s, t,Υ and c respectively. We will still
denote the limits of Υm and cm by Υ∗ and c∗. Observe that B
0n−mw
m and
B0
n−m
w˜
m horizontally overlap if x˙
0 < ˙˜x < x˙1 or, equivalently,
0 < ˙˜x0 − x˙0 < x˙1 − x˙0. (5.1)
PSfrag replacements
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By Proposition 2.13, for i = 0, 1,
x˙i = σ(s[xi + r(zi)] + tyi), ˙˜x = σ(s[x˜ + r(z˜)] + ty˜) (5.2)
and therefore
˙˜x− x˙0 = σ(s([x˜ + r(z˜)]− [x0 + r(z0)]) + t(y˜ − y0))
x˙1 − x˙0 = σ(s([x1 + r(z1)]− [x0 + r(z0)]) + t(y1 − y0)). (5.3)
By Property (A-5)∣∣[ ˙˜x− x˙0]− σ(s([v∗(x˜)− v∗(x0)] + c[(y˜)2 − (y0)2]) + t(y˜ − y0))∣∣ < 2Cσsρn−m∣∣[x˙1 − x˙0]− σ(s([v∗(x1)− v∗(x0)] + c[(y1)2 − (y0)2]) + t(y1 − y0))∣∣ < 2Cσsρn−m.
(5.4)
Hence sufficient conditions for (5.1) to hold are
0 < σ(s([v∗(x˜)− v∗(x
0)] + c[(y˜)2 − (y0)2] + t(y˜ − y0))− 2Cσsρn−m (5.5)
and
σ(s([v∗(x˜)− v∗(x
0)] + c[(y˜)2 − (y0)2]) + t(y˜ − y0))
< σ(s([v∗(x
1)− v∗(x
0)] + c[(y1)2 − (y0)2]) + t(y1 − y0))− 4σsρn−m. (5.6)
Since, by hypothesis, σ, s > 0, and by hypothesis (A-1) we know y˜ − y > 0,
dividing both of these inequalities by σs(y˜ − y) and applying hypothesis (A-3)
gives us
4Cρn−m
κ2
<
2Cρn−m
y˜ − y
< Υ(z˜, z0) +
t
s
(5.7)
and
Υ(z˜, z0)+
t
s
<
κ1
2
(
Υ(z1, z0) +
t
s
)
−
4Cρn−m
y˜ − y
<
κ1
2
(
Υ(z1, z0) +
t
s
)
−
8Cρn−m
κ2
.
(5.8)
Hence if
4Cρn−m
κ2
< Υ(z˜, z0) +
t
s
(5.9)
and
Υ(z˜, z0) +
t
s
<
κ1
2
+
t
s
<
κ1
2
(
Υ(z1, z0) +
t
s
)
−
8Cρn−m
κ2
(5.10)
then (5.1) is satisfied and so there is horizontal overlap. Now let us show that
there exists constants 0 < A0 < A1 such that (†) implies inequalities (5.9)
and (5.10). Let us treat inequality (5.9) first. We claim that
abp
m
σn−m
< Υ∗(z˜∗, z
0
∗)− δ (5.11)
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implies (5.9). By Property (A-7)∣∣∣∣ ts
∣∣∣∣ < abp
m
σn−m
+
δ
3
(5.12)
and by Property (A-6)
Υ∗(z˜∗, z
0
∗) < Υ(z˜, z
0) +
δ
3
. (5.13)
Combining these gives us ∣∣∣∣ ts
∣∣∣∣ < Υ(z˜, z0)− δ3 . (5.14)
By hypothesis (3.7) and Property (A-2) we know 8Cρ
n−m
κ2
< δ3 . Hence∣∣∣∣ ts
∣∣∣∣ < Υ(z˜, z0)− 8Cρn−mκ2 . (5.15)
Finally recall that t/s < 0, so multiplying by −1 and reversing the above in-
equality gives (5.9) as required.
Next we claim that
Υ∗(z˜∗, z
0
∗)−
κ1
2 Υ∗(z
1
∗ , z
0
∗)
1− κ12
+
δ
3
2
1− κ12
<
abp
m
σn−m
−
δ
3
(5.16)
implies inequality (5.10). From (3.7) we know that 8Cρ
n−m
κ2(1−κ12 )
< δ3 and from
Property (A-6) we know
Υ(z˜, z0)− κ12 Υ(z
1, z0)
1− κ12
<
[Υ∗(z˜∗, z
0
∗) +
δ
3 ]−
κ1
2 [Υ∗(z
1
∗, z
0
∗)−
δ
3 ]
1− κ12
(5.17)
=
Υ∗(z˜∗, z
0
∗)−
κ1
2 Υ∗(z
1
∗ , z
0
∗)
1− κ12
+
δ
3
(
1 + κ12
1− κ12
)
(5.18)
Together these imply
Υ(z˜, z0)− κ12 Υ(z
1, z0)
1− κ12
+
8Cρn−m
κ2
(
1− κ12
) < Υ∗(z˜∗, z0∗)− κ12 Υ∗(z1∗ , z0∗)
1− κ12
+
δ
3
2
1− κ12
.
(5.19)
By Property (A-7) we know
abp
m
σn−m
−
δ
3
<
∣∣∣∣ ts
∣∣∣∣ (5.20)
so the above two inequalities (5.19) and (5.20) imply
Υ(z˜, z0)− κ12 Υ(z
1, z0)
1− κ12
+
8Cρn−m
κ2
(
1− κ12
) < ∣∣∣∣ ts
∣∣∣∣ . (5.21)
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Since 1− κ12 > 0, this is equivalent to
Υ(z˜, z0)−
κ1
2
Υ(z1, z0) <
∣∣∣∣ ts
∣∣∣∣ (1− κ12 )− 8Cρ
n−m
κ2
. (5.22)
Recalling that t/s < 0 then tells us
t
s
(1−
κ1
2
) +
8Cρn−m
κ2
<
κ1
2
Υ(z1, z0)−Υ(z˜, z0). (5.23)
which, upon rearranging, gives us
Υ(z˜, z0) +
t
s
+
8Cρn−m
κ2
<
κ1
2
(
Υ(z1, z0) +
t
s
)
(5.24)
which, by moving the error term to the right of the inequality sign gives us (5.10)
as required.
Finally set
A0 = a
−1
[(
Υ∗(z˜∗, z
0
∗)−
κ1
2 Υ∗(z
1
∗ , z
0
∗)
1− κ12
)
+
δ
3
(
3− κ12
1− κ12
)]
(5.25)
A1 = a
−1
[
Υ∗(z˜∗, z
0
∗)− δ
]
. (5.26)
The interval [A0, A1] is well defined by Property (A-7). Then inequality (†)
implies, since a > 0, together with (5.11) and (5.16) that inequalities (5.9) and
inequality (5.10) hold and therefore the boxes overlap.
6 Construction of the Full Measure Set
We will now prove the following result.
Theorem 6.1. Given any 0 < A0 < A1, 0 < σ < 1 and any p ≥ 2 the set of
parameters b ∈ [0, 1] for which there are infinitely many 0 < m < n satisfying
A0 <
bp
m
σn−m
< A1 (†)
is a dense Gδ set with full Lebesgue measure.
Remark 6.2. We note that this result is purely analytical; it has no dynamical
content and as such is quite separate from the other sections.
We introduce the following notation, setting
d = n−m; δ = δ(m) = 1/pm; αi = logAi/ log σ = logσ Ai.
and letting Id,δ be the set of b which satisfy inequality (†). That is
Id,δ =
[
σdδAδ0, σ
dδAδ1
]
.
The following two lemmas are an easy calculation and are left to the reader.
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Lemma 6.3. (i) diam(Id,δ) = σ
dδ(Aδ1 −A
δ
0).
(ii) If Id+1,δ, Id,δ are disjoint then Id+1,δ lies to the left of Id,δ.
(iii) If Id′,δ′ , Id,δ are disjoint and Id′,δ′ lies to the left of Id,δ then
dist(Id,δ, Id′,δ′) = σ
dδ(Aδ0 − σ
d′δ′−dδAδ
′
1 ).
Remark 6.4. In the proof of Proposition 6.10 we will see there is a dichotomy:
either, for a fixed δ > 0, Id,δ, Id+1,δ are always disjoint or they always intersect,
for all d > 0, and moreover if property holds for one δ then it also holds for
every choice of δ. This depends on whether A1σ < A0 holds or not.
Lemma 6.5. Let Id,δ, Id′,δ′ , Id′′,δ′′ be pairwise disjoint and assume Id′,δ′ lies to
the left of Id,δ. Then Id′′,δ′′ lies to the right of Id′,δ′ when
d′′ ≤
δ′
δ′′
(d′ + α1)− α0
and Id′′,δ′′ lies to the left of Id,δ when
d′′ ≥
δ
δ′′
(d+ α0)− α1.
Lemma 6.6. Suppose Id,δ, Id′,δ′ are disjoint and Id′,δ′ lies to the left of Id,δ.
Let 0 < δ′′ < min(δ, δ′). Let d′′min ≤ d
′′ ≤ d′′max be the range of all d
′′ for which
Id′′,δ′′ lies strictly between Id,δ and Id′,δ′ . If the Id′′,δ′′ are pairwise disjoint then∣∣∣∣∣∣
d′′
max⋃
d′′=d′′
min
Id′′,δ′′
∣∣∣∣∣∣ = (Aδ
′′
1 −A
δ′′
0 )
σd
′′
min
δ′′ − σ(d
′′
max
+1)δ′′
1− σδ′′
Proof. If the Id′′,δ′′ are pairwise disjoint then∣∣∣∣∣∣
d′′
max⋃
d′′=d′′
min
Id′′,δ′′
∣∣∣∣∣∣ =
d′′
max∑
d′′=d′′
min
|Id′′,δ′′ |. (6.1)
Consequently, Lemma 6.3 and the summation formula for geometric series im-
plies the result.
Remark 6.7. By Lemma 6.5 we know that d′′max and d
′′
min have the form
d′′max = ⌊
δ′
δ′′
(d′ + α1)− α0⌋; d
′′
min = ⌈
δ
δ′′
(d+ α0)− α1⌉.
We will also need the following Lemma.
Lemma 6.8. Let σ, P,Q ∈ R satisfy 0 < σ ≤ 1 and 0 < P < Q. Then there
exists a a positive real number s¯ > 0 such that for all 0 < s < s¯ we have
1
2 <
σsP − σ−sQ
P −Q
.
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Lemma 6.9. Assume σA1 < A0. Then there exists a constant 0 < L ≤ 1 such
that the following holds: choose any admissable δ, δ′, d, d′ > 0 such that Id,δ, and
Id′,δ′ are disjoint and Id′,δ′ lies to the left of Id,δ. Then there exists a δ¯ < δ, δ
′
such that for any admissable 0 < δ′′ = δ(m′′) < δ¯,
L dist(Id,δ, Id′,δ′) <
d′′
max∑
d′′=d′′
min
|Id′′,δ′′ |.
Moreover we can take L = 14
∣∣∣ 1log σ ∣∣∣ (1− A0A1) ≤ 1.
Proof. First observe that
dist(Id,δ, Id′,δ′) = A
δ
0σ
dδ −Aδ
′
1 σ
d′δ′
and
d′′
max∑
d′′=d′′
min
|Id′′,δ′′ | = (A
δ′′
1 −A
δ′′
0 )
σd
′′
min
δ′′ − σ(d
′′
max
+1)δ′′
1− σδ′′
.
We wish to approximate this last quantity. By Lemma 6.5 we know that
δ(d+ α0)− α1δ
′′ < d′′minδ
′′ < δ(d+ α0)− α1δ
′′ + δ′′
and
δ′(d′ + α1)− δ
′′α0 < (d
′′
max + 1)δ
′′ < δ′(d′ + α1)− δ
′′α0 + δ
′′.
Hence
Aδ0σ
δd σ
δ′′
Aδ
′′
1
−Aδ
′
1 σ
δ′d′ 1
Aδ
′′
0
< σd
′′
min
δ′′ −σ(d
′′
max
+1)δ′′ < Aδ0σ
δd 1
Aδ
′′
1
−Aδ
′
1 σ
δ′d′ σ
δ′′
Aδ
′′
0
.
We also know, by the Mean Value Theorem and the concavity of x 7→ xδ for
δ < 1, that
δ′′Aδ
′′−1
1
A1 −A0
1− σδ′′
<
Aδ
′′
1 −A
δ′′
0
1− σδ′′
< δ′′Aδ
′′−1
0
A1 −A0
1− σδ′′
.
Together these imply
K
(
Aδ0σ
δdσδ
′′
−Aδ
′
1 σ
δ′d′A
δ′′
1
Aδ
′′
0
)
<
d′′
max∑
d′′=d′′
min
|Id′′,δ′′ | (6.2)
where
K = K(δ′′) =
(
1−
A0
A1
)(
δ′′
1− σδ′′
)
.
Now observe that σA1 < A0 implies
Aδ0σ
δdσδ
′′
−Aδ
′
1 σ
δ′d′σ−δ
′′
< Aδ0σ
δdσδ
′′
−Aδ
′
1 σ
δ′d′A
δ′′
1
Aδ
′′
0
.
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Therefore Lemma 6.8 tells us, substituting Aδ0σ
δd, Aδ
′
1 σ
δ′d′ and δ′ for P,Q and
s respectively, there exists a constant δ0 > 0 such that for all δ
′′ < δ0,
1
2
<
Aδ0σ
δdσδ
′′
−Aδ
′
1 σ
δ′d′(A1/A0)
δ′′
Aδ0σ
δd −Aδ
′
1 σ
δ′d′
. (6.3)
Also observe that, by l’Hopital’s rule,
lim
δ′′→0
δ′′
1− σδ′′
= lim
δ′′→0
−
1
σδ′′ log σ
=
∣∣∣∣ 1log σ
∣∣∣∣ ,
and hence there exists a constant δ1 > 0 such that for all δ
′′ < δ1
K(δ′′) =
(
1−
A0
A1
)(
δ′′
1− σδ′′
)
>
1
2
∣∣∣∣ 1log σ
∣∣∣∣
(
1−
A0
A1
)
. (6.4)
Therefore, if we let δ¯ = mini=0,1 δi, inequalities (6.3) and (6.4) tell us that for
any δ′′ < δ¯,
1
4
∣∣∣∣ 1log σ
∣∣∣∣
(
1−
A0
A1
)
dist(Id,δ, Id′,δ′) < K(δ
′′)
(
Aδ0σ
δdσδ
′′
−Aδ
′
1 σ
δ′d′A
δ′′
1
Aδ
′′
0
)
.
(6.5)
Therefore by inequality (6.2) the Proposition follows.
Proposition 6.10. There exists a dense Gδ subset of [0, b0] with full relative
Lebesgue measure such that each point lies in infinitely many Id,δ.
Proof. There are two cases. The first is when A1σ ≥ A0. Then
(A0σ
d+1)δ < (A0σ
d)δ ≤ (A1σ
d+1)δ < (A1σ
d)δ,
that is, the right endpoint of Id+1,δ lies to the right of the left endpoint of
Id,δ. Therefore Id+1,δ and Id,δ overlap for all d, δ > 0. Hence for each point
x ∈ (0, b0] and any admissible δ > 0 there exists an integer d = d(x, δ) > 0 such
that x ∈ Id(x,δ),δ. Therefore x lies in infinitely many Id,δ and clearly (0, b0] is a
dense Gδ with full relative Lebesgue measure in [0, b0].
The second case is when A1σ < A0. Then observe that Id+1,δ and Id,δ will be
pairwise disjoint for all d, δ > 0. For any such pair let Jd,δ = [(σ
d+1A1)
δ, (σdA0)
δ]
denote the corresponding gap. The idea is to construct an infinite sequence of
full measure sets, each a countable union of intervals Id,δ. We do this by the
following inductive process. For a given δ we take the union of all Id,δ, this
gives us gaps which we fill with Id′,δ′ , which leads to further gaps and so on.
We can fill these gaps by a definite amount each time by Lemma 6.9. Hence the
resulting set will have full Lebesgue measure.
Now let us proceed with the proof. First let us introduce the following
notation. Given a union T ⊂ [0, b0] of disjoint intervals we will denote by Tδ the
union of all Jd,δ strictly contained in T . We will use the notation Tδ,δ′ = (Tδ)δ′ ,
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Tδ,δ′δ′′ = (Tδ,δ′)δ′′ , and so on. We will denote the complement of Tδ,δ′,... by
Sδ,δ′,....
Let 0 < b1 < b0. We will show that there is a dense Gδ subset of full relative
Lebesgue measure in [b1, b0] with the required properties and then send b1 to
zero. Therefore let T = [b1, b0]. Let ∆ = {δ(m)}m∈N denote the set of all
admissible δ’s ordered decreasingly. Let us construct an infinite subset ∆0 of ∆
with infinite complement as follows. First choose δ
(0)
0 to be arbitrary. Assume
∆
(n)
0 = {δ0, . . . , δ
(n)} is given. Then Lemma 6.9 tells us there is a δ > 0 such
that for any δ
(n+1)
0 < δ,
|T
δ0,...,δ
(n)
0 ,δ
(n+1)
0
| < (1 − L0)|Tδ0,...,δ(n)0
|.
where L0 is the contraction constant given by the same Lemma. We may do
this as there are only finitely many gaps in T
δ0,...,δ
(n−1)
0
. It is clear that by this
process we can choose the ∆
(n)
0 such that their limit ∆0 has complement with
infinite cardinality. Also observe that, inductively
|T
δ0,...,δ
(n)
0 ,δ
(n+1)
0
| < (1− L0)
n+1|T |,
so the limiting set T0 will have zero measure since 0 < L0 < 1. Hence its com-
plement, S0, which is a dense countable union of open intervals by construction,
will have full relative Lebesgue measure.
Now assume we are given pairwise disjoint subsets ∆0, . . . ,∆N ⊂ ∆ whose
union has infinite cardinality and we have the subsets T0, . . . TN ⊂ T . Construct
∆N+1 = {δ
(n)
N+1}n∈N ⊂ ∆ disjoint from all these sets such that
|T
δN+1,...,δ
(n−1)
N+1 ,δ
(n)
N+1
| < (1− L0)|TδN+1,...,δ(n)N+1
| (6.6)
for all n > 0 and such that the union of ∆0, . . . ,∆N ,∆N+1 has complement
with infinite cardinality. We can do this by the same argument as in the pre-
ceding paragraph. Also by the preceding paragraph it is clear that TN+1 =
limn→∞ Tδ(0)
N+1,...,δ
(n)
N+1
has zero measure and its complement SN+1 is a dense
countable union of open intervals with full relative Lebesgue measure. There-
fore we construct a sequence of subsets S0, . . . , Sn, . . . ⊂ T which are dense
countable unions of open intervals with full relative Lebesgue measure, imply-
ing their common intersection S =
⋃
n≥0 Sn is a dense Gδ with full relative
Lebesgue measure.
Now let us show that any x ∈ S is contained in infinitely many Id,δ’s. For
each n ≥ 0, x is contained Sn. But Sn is the union of Id,δ’s with δ ∈ ∆n and so
x lies in one of these. Since the ∆n are pairwise disjoint, if x ∈ Idn,δn ∩ Idm,δm
for δn ∈ ∆n, δm ∈ ∆m,m 6= n then δn 6= δm. Hence x is contained in infinitely
many Id,δ’s.
7 Proof of the Main Theorem
All the result so far have been for individual maps F ∈ IΩ,υ(ε¯0). We will need
the following lemma to make these statements about single maps applicable to
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one parameter families parametrised by b.
Lemma 7.1. Let Fb ∈ IΩ,υ(ε¯0) be a one parameter family parametrised by the
average Jacobian b = b(Fb) ∈ [0, b0). Then there is an N > 0 and 0 < b1 < b0
such that RNFb ∈ A for all b ∈ [0, b1].
Proof. The set A is an open neighbourhood of F∗ in the closure ofHΩ. We know
that dist(RnFb, F∗) < ρn dist(Fb, F∗), where dist denotes the adapted metric.
Therefore there is an N > 0 such that RnFb ∈ A for all integers n > N .
We are now in a position to prove Theorem 1.1.
Proof. By Lemma 7.1 there is an integerN > 0 and a b1 > 0 such thatRnFb ∈ A
for all n > N, b ∈ [0, b1]. Let F˜b = RNFb.
Proposition 5.1 implies if F˜b ∈ A then for every b satisfying inequality (†),
F˜b has property Horw,w˜(m,n). By Theorem 6.1 the set, S˜, of parameters b
for which Horw,w˜(m,n) is satisfied for infinitely many m,n has full Lebesgue
measure. But then by Proposition 4.6 if b lies in this set then F˜b has unbounded
geometry.
Now we retrieve the statement for Fb as follows. First observe that map-
ping O(F˜b) under Ψ0,N (Fb) we get a subset of O(Fb). The maps Ψ0,N (Fb)
have bounded distortion by Proposition 2.13. Hence if O(F˜b) has unbounded
geometry so will O(Fb). Secondly we need to show
S ⊂ {b : O(F˜b) has unbounded geometry}
is a dense Gδ with full relative Lebesgue measure. This follows as b(F˜b) = b
pN ,
but b 7→ bp
N
preserves these properties, so by comparability and injectivity the
map b(Fb) 7→ b(F˜b) must also preserve these properties. Since S˜ is a dense Gδ
with full relative Lebesgue measure S must also.
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