Abstract. Consider the approximate solution of the initial-value problem for a parabolic system by means of a parabolic finite difference scheme of accuracy p. The main result of the present paper is essentially that for positive time and v in Wi" with 1 < s < ¡i, the error in the maximum norm is Oih*) for small mesh-widths h.
Introduction.
Consider the initial-value problem for the heat equation which is accurate of order y. and parabolic in the sense of John (cf. Section 2). The problem of estimating, for non-smooth initial data v, the rate of convergence of the finite-difference solution Ek"v to the solution E(t)v of the continuous problem for nk -task and h tend to zero while X = kh~2 is kept constant, has been discussed, e.g. in John [5] , Juncosa and Young [6] , Hedstrom [7] , Kreiss, Thomée and Widlund [8] , Löfström [9] , Peetre and Thomée [10] , Wasow [11] , Widlund [12], [13] . In particular, it was proved by Löfström [9] that given 1 ^i »,0< j^ jí, there exists a constant C such that, for nk > 0, (0.4) \\Eîv-E(nk)v\\v g CA*||u||p...
Here 11 • 11" and 11 • 11", , denote the norms in Lp and in the Besov space Bvs, respectively (cf. Section 1). This result was generalized by Widlund [13] to general systems with variable coefficients which are parabolic in Petrovskiï's sense, and correspondingly more general difference operators. It was also proved in [9] that the estimate (0.4) is best possible in the sense that if v is such that, for 0 < nk ^ T, (0.5) \\Enku -E(nk)v\\v ^ Cii , then v belongs to Bv\ In the proof of this latter result, it is essential that the estimate (0.5) holds uniformly for t = nk small. For p = oe, we shall treat the analogous question for t bounded away from zero. It was proved by Hedstrom [7] that the estimate (0.4) is still best possible in the sense that there exists a function in BJ for which the error is bounded below by a positive multiple of A' for a sequence of arbitrarily small h. For an individual v, however, we shall now only be able to prove that the estimate (0.5) implies that v belongs to B"'~l. We shall further show the positive result that, given 1 < s 2í p, there exists a constant C such that, for nk > 0, (0.6) ||£¡b -£(i!*)i>|L ^ CA*(«*rl/a|M|i...
This result is of interest for instance when data have singularities only at a finite number of points. Such a function in B"' may then belong to B,'+1, but not to B"'*' for any e > 0 (cf. Example 1.1) so that the estimate (0.6) then shows an additional power of h convergence rate in the maximum norm for t bounded away from zero. In a special case, a similar result was proved by Juncosa and Young [6] . Following some preliminaries in Section 1, these results will be proved by Fourier methods in Section 2. In Section 3, the estimate (0.6) is generalized to the more general context treated by Widlund in [12] and [13] . The proof depends heavily on these papers.
In Kreiss, Thomée and Widlund [8] , it was noticed that an appropriate smoothing of nonsmooth initial data can improve the convergence rate for t bounded away from zero. In Section 4, we combine the ideas of that paper with those of Section 3.
Throughout this paper, C and c denote large and small positive constants, respectively, not necessarily the same at different occurrences.
Preliminaries.
We define the Fourier transform and its inverse on L¡(Rd) by
.TV*) -5(x) = (2r)_i j exp(f<*, {)MO <«.
This definition extends to tempered distributions, in particular, to L", 1 ^ p g oe (cf. [4, Chapter 1]).
We shall define the Besov spaces Bv' via a partition of unity on the dual Rd. An equivalent definition in terms of moduli of continuity in Lv can be found in [9] (where Bv' is denoted Bv' '") and a proof of the equivalence in [3] .
Let ip be a nonnegative C" function with support in {£; \ < \i¡\ < 2} such that 2>(2"'i) =1 for f * 0.
We set n(ë) = ip(2~%, y -1,2. ... ,
Let 1 ^ p g oo and s > 0 be given. The space Bv' is the space of functions v in Lv such that with p, = £,■ * r = .T-1^, û) (this notation will be used throughout this paper) we have | ML. = sup 2"' i MI |s < ». The parameter s measures the smoothness of the elements in Bp; the space Bv' decreases as s increases and for s integer and any e > 0, we have Bv' D Wp' 3 Bv'+' where WP' is the Sobolev space of functions with derivatives of orders up to and including s in Lv. We notice that by the Sobolev embedding theorem, if p belongs to B,' for some s > d, then v belongs to the set C0 of continuous functions which vanish at infinity and there is a constant C such that ||p||" ^ C\\v\\i,,.
For later reference, we present two one-dimensional examples. 
Consider also the consistent finite-difference operator (0.3). Introducing its characteristic function, which we assume to be analytic, a(u>) = £ a, exp(i», the discrete solution operator at t = nk can be represented as É¡p = S'l(a(/0U).
We shall assume that Ek is accurate of order p so that a(u) -exp(-Xco2) = r(w) = 0(|«|*+') as co -» 0.
We shall also assume that £t is parabolic in the sense of John [5], i.e., that there exists a constant c > 0 such that |a(co)| ^ exp(-ceo2) for \u\ í£ ir.
For the sake of completeness, we shall first give a proof of the sharpness of the O(h') error estimate (0.4) for r ^ 0 when v is allowed to vary over BJ (cf. Hedstrom [7, Theorem 10.2] ). We now choose hm = (\nm) 1/2 where nm is the integral part of (2ir) 2X 122m so that \2Trhm-1 -2m| g 27r\'/2. For £ in /" it follows that \hmi] -2ir| g (l +27rX1/2)A" and hence for large m, by consistency,
Since also lim,,.^ sup/m exp(-£2) = 0, we obtain from (2.1), for large m, t2,hm á c2 2 cAm, which concludes the proof.
We shall now show that for an individual v, an 0(h") maximum norm convergence rate estimate for a fixed positive t implies that v G Ba"'\ Theorem 2.2. Let l < s ^ p, and t > 0. Assume that for a fixed function v in Lm there is a constant C such that, for nk = t, \\Kv-E(t)v\\oe ^ Ch\ Together, (2.7) and (2.8) prove (2.6). We now note that, for j ^ 2, hm ^ 2ir(2''_1 -l)"1 ^ 8x2"'', and that by a simple application of the definition, for j > 0, M(<p¡) = M(<p) = C. Hence, by Lemma 1.1, (2.6) and by the hypothesis of the theorem, for j ^ j" = max(j°2, 2) with km = \hm2, \\Z~\<Pi1J)\U è M(<p,)M{Ue-¿)\\ (El: -E(1)M\-^ Chi á CTU.
Since the summation in (2.3) involves less than 2-2'+1 terms, we obtain (2.9) sup 2"-" IhlU ^ C.
Further we have, since v G L^,
Together, (2.9) and (2.10) prove the theorem.
We now present the main result of this section which estimates the error in the maximum norm in terms of the smoothness of the initial data measured in L¡. This proves (2.12) in the case Th g x/2.
Consider now the case hl' ^ x/2. Obviously, we have
In order to estimate if¡a(hC)n, let S, = {m G Z; A2'_1 ^ 2x/w g A2'+1}.
We then have, using periodicity and parabolicity, \WioWiT\\x á I f k(o«(AÈ -2rmr\ « (2.14) ^ Z f exp(-c«A:£VŜ
Together, (2.13) and (2.14) prove the desired inequality by use of the triangle inequality.
3. The General Parabolic Case. In this section, the object is to generalize the main result of Section 2, Theorem 2.3, to the case of general parabolic systems and difference operators. For simplicity, we consider only systems with time independent coefficients.
Consider thus the initial-value problem Consider also a difference operator Ek approximating the solution operator E(k) of (3.1), (3. where kh~2M = X = constant and aß, aß' are N X N matrices which have bounded derivatives of all orders in Rd X [0, h0] for some h0 > 0, and of which only finitely many are nonzero. The operator Ek will be assumed to be accurate of order p so that, for smooth solutions u of (3.1), u(x, t + k) = Eku(x, t) + kO(h") as h tends to 0.
We also assume that Ek is parabolic in the sense of John so that the eigenvalues In the technical work, we shall need the following norm:
For the transition between this norm based on h mesh norms over translated meshes, and la-norms, we have the following estimate. (ii) M,p = h' Z Oi^D if p«) = 0 for A |{| < i¿.
(Recall that dh" denotes divided forward differences.)
The difference compared to the definition in [8] consists in the fact that here we allow two parameters p and v, whereas in [8] it was assumed that p = v. It is easy to show, for instance, that in one dimension the averaging operator \\E"kMhv -E(nk)v\U g Ch"'nk)~~"n2m \\v\\a, 0 ^ nk g T.
We shall now prove a result which shows that in certain cases the second smoothing parameter v may be reduced without loss of convergence rates. In particular, if we consider the function x, of Example 1.1 with 0 < a < 1 and a difference operator of accuracy p = 1, then (4.3) shows that we get second-order convergence for times bounded away from zero by applying first the smoothing operator (4.2) of orders (2, 2) , whereas the following theorem shows that second-order convergence is attained already by the operator (4.1) of orders (2, 1). Theorem 4.1. Let the general assumptions of Section 3 hold. Let d < s ^ p, 0 < To < 7",, and assume that Mk has orders (p, v), where p is the order of accuracy of the difference operator and v ^ p -s. Then there exists a constant C such that, for v G B,-, \\ElMkv -E(nk)v\U è Ch" \\u\\,," T0 g nk g 7\.
Proof. Consider first j such that A2' g 8. Using Lemma 3.4 and the fact that Mh is bounded and translation invariant, and the same argument as in (3.4), we get \\(Et -£(«A))MAp,|U á Ch" ||M,p,|U á CA" ||p,|L g CA*2-Í(-'" INI,... The University of Göteborg S-40220 Göteborg, Sweden
