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Abstract
We consider mutually disjoint family of measure preserving transformations T1, · · · , Tk on a proba-
bility space (X,B, µ). We obtain the multiple recurrence property of T1, · · · , Tk and this result is utilized
to derive multiple recurrence of Poincare´ type in metric spaces. We also present multiple recurrence
property of Khintchine type. Further, we study multiple ergodic averages of disjoint systems and we
show that T1, · · · , Tk are uniformly jointly ergodic if each Ti is ergodic.
1 Introduction
One of the fundamental properties in the ergodic theory of dynamical systems is the recurrence property.
For every probability measure preserving system (X,B, µ, T ), the Poincare´ recurrence theorem states that
for every A ∈ B with µ(A) > 0, the set{
n ∈ N : µ(A ∩ T−n(A)) > 0
}
(1)
is infinite. Furstenberg [10] proved his multiple recurrence result: for any set A ∈ B with µ(A) > 0 and a
given positive integer k, the set{
n ∈ N : µ
(
A ∩ T−n(A) ∩ T−2n(A) ∩ · · · ∩ T−kn(A)
)
> 0
}
(2)
is infinite. Subsequently, Furstenberg and Katznelson [12] showed a commuting version of the multiple
recurrence theorem. Let T1, . . . , Tk be commuting measure preserving transformations on (X,B, µ). Then it
is proved in [12] that for any set A ∈ B with µ(A) > 0, there is some c = c(A) > 0 such that{
n ∈ N : µ
(
A ∩ T−n1 (A) ∩ T
−n
2 (A) ∩ · · · ∩ T
−n
k (A)
)
> c
}
(3)
is syndetic. Here we recall that a subset E ⊂ N is said to be syndetic if it has bounded gaps, that is, there
is a positive integer K such that E ∩ {n, n+1, . . . , n+K − 1} 6= ∅ for every n ∈ N. Such sets are sometimes
called relatively dense in the other literatures.
In this paper, we study several aspects of multiple recurrence for disjoint systems.
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1.1 Results
We start with the following result which shows the set of the form in (3) is syndetic for disjoint systems. In
other words, we prove the analogue of the Furstenberg-Katznelson multiple recurrence for disjoint systems.
(See Section 2 for the notion of standard Borel probability space and disjointness.)
Theorem 1.1. Let (X,B, µ) be a standard Borel probability space, and let T1, . . . , Tk be measure preserving
transformations on X. Suppose that T1, . . . , Tk are mutually disjoint. Then for every A ∈ B with µ(A) > 0,
there is c = c(A) > 0 such that the set{
n ∈ N : µ
(
A ∩ T−n1 (A) ∩ · · · ∩ T
−n
k (A)
)
> c
}
is syndetic.
We also show several related multiple recurrence results for disjoint systems as follows.
1.1.1 Multiple recurrence of Khintchine type
The Khintchine recurrence theorem gives a quantitative improvement of the Poincare´ recurrence (1). Namely,
Khintchine [17] showed that for every A ∈ B with µ(A) > 0 and ε > 0, the set{
n ∈ N : µ(A ∩ T−n(A)) > µ(A)2 − ε
}
is syndetic. It is therefore natural to ask whether a multiple recurrence result of Khintchine type can be
established for (2) or (3) in general, but it is not that straightforward.
In [5], Bergelson, Host and Kra proved the following results. Let (X,B, µ, T ) be an invertible ergodic
system. Then for every A ∈ B with µ(A) > 0 and ε > 0, the sets{
n ∈ Z : µ
(
A ∩ T−n(A) ∩ T−2n(A)
)
> µ(A)3 − ε
}
(4)
and {
n ∈ Z : µ
(
A ∩ T−n(A) ∩ T−2n(A) ∩ T−3n(A)
)
> µ(A)4 − ε
}
are syndetic ([5, Theorem 1.2]), while
• [5, Theorem 1.3] there exists an invertible ergodic system (X,B, µ, T ) such that for every l ∈ N, there
is A = Al ∈ B with µ(A) > 0 such that
µ
(
A ∩ T−n(A) ∩ T−2n(A) ∩ T−3n(A) ∩ T−4n(A)
)
≤ µ(A)l/2,
for every n ∈ Z \ {0},
• [5, Theorem 2.1] there exists an invertible non-ergodic system (X,B, µ, T ) such that for every l ∈ N,
there is A = Al ∈ B with µ(A) > 0 such that
µ
(
A ∩ T−n(A) ∩ T−2n(A)
)
≤ µ(A)l/2
for every n ∈ Z \ {0}.
It follows, rather surprisingly, that one can not have a multiple analogue of the Khintchine recurrence result
for the family {T, . . . , T k} with k ≥ 4 in general, and that ergodicity is a necessary condition for k = 2 and
3 while it is not needed for the Khintchine (single) recurrence.
For two commuting measure preserving transformations, Chu [7] proved the following result. Let T1 and
T2 be commuting measure preserving transformations on (X,B, µ). Assume that the system (X,B, µ, T1, T2)
is ergodic with respect to the measure preserving action of the group generated by T1 and T2. Then for
every A ∈ B with µ(A) > 0 and ε > 0, the sets{
n ∈ Z : µ
(
A ∩ T−n1 (A) ∩ T
−n
2 (A)
)
> µ(A)4 − ε
}
(5)
is syndetic ([7, Theorem 1.1]), while
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• [7, Theorem 1.2] for any c ∈ (0, 1], there exists a commuting ergodic measure preserving system
(X,B, µ, T1, T2), and A ∈ B with µ(A) > 0 such that
µ
(
A ∩ T−n1 (A) ∩ T
−n
2 (A)
)
≤ cµ(A)3
for every n ∈ Z \ {0},
Notice that the exponent of µ(A) is three in (4) for T and T 2, while it is four in (5) for two commuting
measure preserving transformations in general, and it can not be reduced to three. In fact, Donoso and Sun
[8, Theorem 1.2] determined the best exponent is four for two commuting measure preserving transformations
such that the group generated by the two of them acts ergodically on X . They [8] also showed that there
exists a commuting ergodic measure preserving system (X,B, µ, T1, T2, T3) such that for every l ∈ N, there
is A = Al ∈ B with µ(A) > 0 such that{
n ∈ Z : µ
(
A ∩ T−n1 (A) ∩ T
−n
2 (A) ∩ T
−n
3 (A)
)
≤ µ(A)l
}
= Z \ {0}.
For ergodic disjoint systems, we prove the following result which will give another aspect for a multiple
recurrence of Khintchine type.
Theorem 1.2. Let (X,B, µ) be a standard Borel probability space, and let T1, . . . , Tk be ergodic measure
preserving transformations on X. Suppose that T1, . . . , Tk are mutually disjoint. Then for every ε > 0 and
every A ∈ B with µ(A) > 0, the set{
n ∈ N : µ
(
A ∩ T−n1 (A) ∩ T
−n
2 (A) ∩ · · · ∩ T
−n
k (A)
)
> µ(A)k+1 − ε
}
is syndetic.
In other words, under the assumption of the ergodicity, we can take c = µ(A)k+1 − ε in Theorem 1.1.
Notice that the commutativity condition of the system is not necessary in Theorem 1.2. For non-disjoint
systems, Theorem 1.2 does not hold in general (see Examples 1.9 and 1.8 below). We can obtain even the
following more general form.
Theorem 1.3. Let (X,B, µ) be a standard Borel probability space. Given k ∈ N, let T0, T1, . . . , Tk be measure
preserving transformations on X. Suppose that T0, T1, . . . , Tk are mutually disjoint. Then for every ε > 0
and every A ∈ B with µ(A) > 0, the set{
n ∈ N : µ
(
T−n0 (A) ∩ T
−n
1 (A) ∩ · · · ∩ T
−n
k (A)
)
> µ(A)k+1 − ε
}
is syndetic.
For non-disjoint systems, Theorem 1.3 does not hold in general (see Example 1.10).
Remark 1.4. For two commuting measure preserving transformations, the result analogous to Theorem 1.3
can be obtained easily. Indeed, let T0 and T1 be commuting invertible measure preserving transformations.
Then
µ
(
T−n0 (A) ∩ T
−n
1 (A)
)
= µ
(
A ∩ (T−10 T1)
−n(A)
)
,
holds for every A ∈ B, and hence the set{
n ∈ N : µ
(
T−n0 (A) ∩ T
−n
1 (A)
)
> µ(A)2 − ε
}
is syndetic by the Khintchine (single) recurrence theorem for T−10 T1. When T0 and T1 are non-invertible, by
using the natural extension pi : (X˜, B˜, µ˜, T˜0, T˜1) → (X,B, µ, T0, T1), one can show the same result. (See
[11] for the natural extension of commuting systems.) While for three commuting measure preserving
transformations, the result analogous to Theorem 1.3 does not hold in general (see Example 1.10).
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1.1.2 L2-convergence of multiple ergodic averages
Given measure preserving transformations T1, . . . , Tk on a probability space (X,B, µ), the multiple recurrence
(3) relates to the L2-convergence of the following multiple ergodic averages
1
N
N−1∑
n=0
f1 ◦ T
n
1 · f2 ◦ T
n
2 · · · · · fk ◦ T
n
k =
1
N
N−1∑
n=0
T n1 f1 · T
n
2 f2 · · · · · T
n
k fk
for fi ∈ L
∞(X,µ), i ∈ {1, . . . , k}. Here and below, for a measure preserving transformation S on X , we will
denote an operator for functions f on X by Sf = f ◦ S. Note that the case k = 1 is the von Neumann
ergodic theorem, hence the L2-limit is given by the orthogonal projection onto the invariant factor.
Host and Kra [16], and independently Ziegler [25] proved the following result. Let (X,B, µ, T ) be an
invertible probability measure preserving system. Then for every fi ∈ L∞(X,µ), i ∈ {1, . . . , k}, the limit
lim
N→∞
1
N
N−1∑
n=0
T nf1 · T
2nf2 · · · · · T
knfk (6)
exists in L2(X,µ). Subsequently, Tao [21] proved the L2-convergence for commuting transformations, or
more precisely, for commuting measure preserving transformations T1, . . . , Tk, the limit
lim
N→∞
1
N
N−1∑
n=0
T n1 f1 · T
n
2 f2 · · · · · T
n
k fk (7)
exists in L2(X,µ). Soon after, Towsner [22] gave a different proof by using nonstandard analysis, and Austin
[1] gave an ergodic proof. In fact, Austin [1] proved more general results: the L2-convergence of uniform
averages over a Følner sequence. See also [15]. By way of contrast, Bergelson and Leibman [6] showed
that the L2-limit (7) of the (double) ergodic averages does not always exist if the group generated by T1
and T2 is not nilpotent, while the limit of ergodic averages exists if T1 and T2 generate a nilpotent group
[6, Theorem A]. The study of L2-convergence of more general multiple ergodic averages along the orbits of
measure preserving action by a nilpotent group culminated in the remarkable result of Walsh [23].
It is known that if T is a weakly mixing transformation, then the L2-limit (6) is given by
lim
N−M→∞
1
N −M
N−1∑
n=M
T nf1 · T
2nf2 · · · · · T
knfk =
k∏
i=1
∫
X
fi dµ.
See [10], [3, Corollary 3.1], and [13]. Note, however, that the L2-limit (6) needs not be constant for general
ergodic systems, nor does (7). Here, we obtain the following result.
Theorem 1.5. Let (X,B, µ) be a standard Borel probability space. Suppose that T1, . . . , Tk are ergodic
measure preserving transformations on X such that T1, T2, . . . , Tk are mutually disjoint. Then for fi ∈
L∞(X,µ), i ∈ {1, . . . , k},
lim
N−M→∞
1
N −M
N−1∑
n=M
T n1 f1 · T
n
2 f2 · · · · · T
n
k fk =
k∏
i=1
∫
X
fi dµ
in L2(X,µ).
Notice again that the commutativity condition of the system is not necessary in Theorem 1.5.
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1.1.3 Multiple recurrence of Poincare´ type in metric spaces
When the underlying space X admits a metric, we have another refinement of the Poincare´’s Recurrence
theorem. Namely, let (X,B, µ) be a Borel probability space with a compatible metric d such that (X, d) is
separable, and let T be a measure preserving transformation on X . Then
lim inf
n→∞
d (x, T n(x)) = 0
for µ-almost every x ∈ X . See [11, Theorem 3.3] for instance.
A multiple analogue of this result for commuting systems is known as follows. Let T1, . . . , Tk be com-
muting measure preserving transformation on (X,B, µ). Then
lim inf
n→∞
diam {x, T n1 (x), . . . , T
n
k (x)} = 0
for µ-almost every x ∈ X . See [14, Propositions 1.2 and 6.1] for instance.
The following result shows another multiple analogue for disjoint systems.
Theorem 1.6. Let (X,B, µ) be a standard Borel probability space with a compatible metric d, and let
T1, . . . , Tk be measure preserving transformations on X. Suppose that T1, . . . , Tk are mutually disjoint. Then
lim inf
n→∞
diam {x, T n1 (x), . . . , T
n
k (x)} = 0
for µ-almost every x ∈ X.
In Section 2, we recall the notion of disjointness and show some Lemmas. In Section 3, we start by
investigating the uniform averages of multiple correlation sequences, and then prove Theorems 1.5, 1.3, and
1.2 in Section 3.2. Finally, we prove Theorems 1.1 and 1.6 in Section 3.3.
1.2 Examples
A typical example for which the results can be applied is the rotation on the circle T = R/Z.
Example 1.7. Let ω1, . . . , ωk be irrational numbers so that they are rationally independent. Then the
rotation Ri(x) = x+ ωi on T is ergodic with respect to the Lebesgue measure on T for each i ∈ {1, . . . , k},
and Ri are disjoint.
By Dirichlet’s thereom it is known that for any N there exists 1 ≤ n ≤ N such that
max
1≤i≤k
‖nωi‖ <
1
N1/k
,
where ‖t‖ = min{|t−m| |m ∈ Z}. Thus, we have for any x
lim inf
n→∞
n1/kdiam{x,Rn1 (x), . . . , R
n
k (x)} ≤ 1.
An example of [11, p.40] shows that there is a non-disjoint and non-commutative system for which
Theorem 1.2 fails. It is outline here for the sake of completeness.
Example 1.8. Let X = {0, 1}Z and (X,µ, S) be the two sided (1/2, 1/2)-Bernoulli shift. Define a “flip”
ψ : X ∋ x = (xi)i∈Z 7→ ψ(x) ∈ X by
(ψ(x))i =
{
x0, i = 0,
1− xi, i 6= 0,
and then define T : X → X by T = ψ−1 ◦S ◦ψ. We see S ◦T 6= T ◦S. Let A ⊂ X be the cylinder set defined
as
A = {x ∈ X : x0 = 0}.
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It is clear that x ∈ A ∩ S−n(A) does satisfy x0 = xn = 0. On the other hand, we see that x ∈ A ∩ T−n(A)
needs to satisfy x0 = (T
n(x))0 = 0. Note that T
n = ψ−1 ◦ Sn ◦ ψ and ψ ◦ ψ = idX . It follows that
(T n(x))0 = (ψ ◦ S
n ◦ ψ(x))0 = (S
n ◦ ψ(x))0 = (ψ(x))n = 1− xn
for every n ∈ Z \ {0}. Namely,
A ∩ S−n(A) ∩ T−n(A) = ∅
for every n ∈ Z \ {0}. Hence, for any 0 < ε < µ(A)3{
n ∈ N : µ
(
A ∩ S−n(A) ∩ T−n(A)
)
> µ(A)3 − ε
}
= {0}.
Since both S and T have positive entropy, they can not be disjoint ([9, Theorem 1.1]).
The following example, based on an example of [7, Theorem 1.2], shows that there is a non-disjoint,
ergodic and commutative system for which Theorem 1.2 fails.
Example 1.9. Let Σ = {0, 1, 2}Z and (Σ, ν, S) be the two sided (1/3, 1/3, 1/3)-Bernoulli shift. Set X =
Σ× Σ× Σ endowed with a probability measure µ = ν⊗3. Define T1 = S × S2 × S2, T2 = S2 × S2 × S, and
T3 = S × S × S . Each Ti (i = 1, 2, 3) is ergodic with respect to µ and Ti ◦ Tj = Tj ◦ Ti.
Let
A = {((xi)i∈Z, (yi)i∈Z, (zi)i∈Z) ∈ X : x0, y0, z0 are distinct} .
Since there are six distinct triples (x0, y0, z0) - (0, 1, 2), (0, 2, 1), (1, 0, 2), (1, 2, 0), (2, 0, 1), (2, 1, 0), we have
µ(A) = 3!/33 = 2/9. Note that
((xi)i∈Z, (yi)i∈Z, (zi)i∈Z) ∈ A ∩ T
−n
1 (A) ∩ T
−n
2 (A) ∩ T
−n
3 (A) (8)
if and only if (x0, y0, z0), (xn, y2n, z2n), (x2n, y2n, zn), and (xn, yn, zn) are distinct triples. Then one can see
that (8) is achieved when (x0, y0, z0) is a distinct triple and xn = x2n, yn = y2n, zn = z2n. Therefore we
have
µ
(
A ∩ T−n1 (A) ∩ T
−n
2 (A) ∩ T
−n
3 (A)
)
=
3!× 3!
39
=
3
4
(
2
9
)4
=
3
4
µ(A)4,
hence we see {
n ∈ N : µ
(
A ∩ T−n1 (A) ∩ T
−n
2 (A) ∩ T
−n
3 (A)
)
> µ(A)4 − ε
}
= {0}
for sufficiently small ε > 0, particularly the set is not syndetic. Since T1, T2, and T3 have positive entropy,
they can not be disjoint ([9, Theorem 1.1]).
Similarly, one can construct a non-disjoint and commutative example for which Theorem 1.3 fails.
Example 1.10. Let (X,µ) be the same measure preserving system as in Example 1.9. Define T0 = idΣ ×
S × S, T1 = S × idΣ × S, and T2 = S × S × idΣ. Each Ti (i = 1, 2, 3) preserves µ and Ti ◦ Tj = Tj ◦ Ti.
Take
A = {((xi)i∈Z, (yi)i∈Z, (zi)i∈Z) ∈ X : x0, y0, z0 are distinct} ,
then µ(A) = 3!/33 = 2/9 as we have seen in Example 1.9. Note that
((xi)i∈Z, (yi)i∈Z, (zi)i∈Z) ∈ T
−n
0 (A) ∩ T
−n
1 (A) ∩ T
−n
2 (A) (9)
if and only if (x0, yn, zn), (xn, y0, zn), and (xn, yn, z0) are distinct triples. Then one can see that (9) is
achieved when (x0, y0, z0) is a distinct triple and x0 = xn, y0 = yn, z0 = zn. Therefore we have
µ
(
T−n0 (A) ∩ T
−n
1 (A) ∩ T
−n
2 (A)
)
=
3!
36
=
3
4
(
2
9
)3
=
3
4
µ(A)3,
hence we see {
n ∈ N : µ
(
T−n0 (A) ∩ T
−n
1 (A) ∩ T
−n
2 (A)
)
> µ(A)3 − ε
}
= {0}
for sufficiently small ε > 0, particularly the set is not syndetic. Since T0, T1, and T2 have positive entropy,
they can not be disjoint ([9, Theorem 1.1]).
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2 Preliminaries
2.1 Regular models
We briefly recall the notion of conjugacy and isomorphism. See [11, 24] for details. For a probability space
(X,B, µ), denote by B0 = {[B] : B ∈ B}, where [B] is the equivalence class of B. For a measure preserving
transformation T on (X,B, µ), define T−10 : B0 → B0 by
T−10 ([B]) = [T
−1(B)].
Suppose that (X,B, µ) is a standard Borel probability space, namely X is a Polish space endowed with its
Borel σ-algebra B and µ is a measure on it. Here and below, by a Polish space we mean a topological Polish
space, that is, a separable completely metrizable topological space. Then the systems X = (X,B, µ, T ) is
a regular system. That is, there exist a compact metrizable space W , a Borel probability measure ν on
the Borel σ-algebraW , a measurable transformation S which preserves ν, and an invertible homomorphism
ϕ0 : W0 → B0 such that
T−10 ◦ ϕ0 = ϕ0 ◦ S
−1
0 .
See [11, Proposition 5.3] for instance. The conjugacy transformation ϕ0 can be taken isomorphism up to
measure zero. Namely, there exists an invertible measure preserving transformation ϕ : X →W such that
ϕ ◦ T = S ◦ ϕ
for µ-almost everywhere on X . See [11, Theorem 5.15] or [24, Theorem 2.6]. Henceforth, we call such a
systems W = (W,W , ν, S) a regular model of X.
2.2 Disjointness
We recall the notion of disjointness in the sense of Furstenberg [9] briefly. See [20] for detail. Let X =
(X,BX , µ, T ) and Y = (Y,BY , ν, S) be two probability measure preserving systems. The joining of the two
systems X and Y is a probability measure on X × Y which is invariant under T ×S, and whose projections
on X and Y are µ and ν, respectively. We denote the set of joinings of X and Y by J (T, S). The set
J (T, S) is never empty since it contains the product measure µ ⊗ ν. Note that J (T, S) is a convex set,
where sλ + (1 − s)ρ is defined by (sλ + (1 − s)ρ)(E) = sλ(E) + (1 − s)ρ(E) for s ∈ [0, 1]. If X and Y are
ergodic, then its extreme points are the ergodic joinings with respect to T × S ([20, Theorem 6.3]). Two
systems X and Y are said to be disjoint if µ⊗ ν is the unique joining of X and Y .
The definition of joining can be generalized to k-tuple measure preserving systems Xi = (Xi,Bi, µi, Ti)
and we denote by J (T1, . . . , Tk) the set of joinings. We call Xi or Ti are mutually disjoint if ⊗ki=1µi is the
unique joining of Xi’s. If Y = (Y,BY , ν, S) is ergodic and λ ∈ J (T, S) is invariant under idX × S, then
λ = µ ⊗ ν. See [20, Lemma 6.14] for instance. The following lemma is an immediate consequence of this
fact.
Lemma 2.1. Let (X,B, µ) be a probability space, and let T1, . . . , Tk be ergodic measure preserving transfor-
mations. If T1, . . . , Tk are mutually disjoint, then so are idX , T1, . . . , Tk.
Proof. Let λ ∈ J (idX , T1, . . . , Tk). By the assumption, we see that T1 × · · · × Tk is ergodic with respect to
µ⊗k. Since λ is invariant under idX × (T1 × · · · × Tk), we have λ = µ⊗ µ
⊗k by [20, Lemma 6.14].
Lemma 2.2. Let X = (X,BX , µ, T1, . . . , Tk) and W = (W,W , ν, S1, . . . , Sk) be probability measure preserv-
ing systems. Suppose that there exists an isomorphism ϕ : X →W such that for every i ∈ {1, . . . , k},
ϕ ◦ Ti = Si ◦ ϕ
for µ-almost everywhere on X. Then there exists an affine bijection between J (T1, . . . , Tk) and J (S1, . . . , Sk).
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Proof. Denote Φ: Xk → W k by Φ = ϕ × · · · × ϕ (k-times), and let Φ−1 = ϕ−1 × · · · × ϕ−1 for notational
simplicity.
For λ ∈ J (T1, . . . , Tk), we show λ ◦Φ−1 ∈ J (S1, . . . , Sk). Note that λ ◦Φ−1 is a probability measure on
W k, and it is invariant under S1 × · · · × Sk since
λ ◦ Φ−1 ◦ (S−11 × · · · × S
−1
k ) = λ ◦ (ϕ
−1 ◦ S−11 × · · · × ϕ
−1 ◦ S−1k )
= λ ◦ (T−11 ◦ ϕ
−1 × · · · × T−1k ◦ ϕ
−1)
= λ ◦ (ϕ−1 × · · · × ϕ−1) = λ ◦ Φ−1.
Let piX,i :
∏k
i=1X ∋ (x1, . . . , xk) 7→ xi ∈ X be the i-th canonical projection for each i ∈ {1, . . . , k}. Similarly,
let piW,i :
∏k
i=1W → W be the i-th canonical projection for each i ∈ {1, . . . , k}. Then for every A ∈ W , we
have
λ ◦ Φ−1
(
pi−1W,i(A)
)
= λ
(
pi−1X,i
(
ϕ−1(A)
))
= µ
(
ϕ−1(A)
)
= ν(A)
for each i ∈ {1, . . . , k}. Hence λ ◦ Φ−1 ∈ J (S1, . . . , Sk) as claimed.
It follows that Φ∗ : J (T1, . . . , Tk)→ J (S1, . . . , Sk) is well-defined by
Φ∗λ = λ ◦ Φ
−1.
It can be checked that Φ∗ is an affine bijection. Lemma 2.2 is proved.
Let (W,W , ν) be a Borel probability space, and let S1, . . . , Sk be measure preserving transformations on
W . Given integres M < N , define a probability measure λM,N on W
k by
λM,N (A1 × · · · ×Ak) =
1
N −M
N−1∑
n=M
ν
(
S−n1 (A1) ∩ · · · ∩ S
−n
k (Ak)
)
(10)
for Ai ∈ W .
Lemma 2.3. Let (W,W , ν) be a Borel probability space with a compatible topology such that W is compact
metrizable, S1, . . . , Sk be measure preserving transformations on W , and λM,N a probability measure on W
k
defined by (10). Then any weak*-limit measure of the sequence (λM,N )M,N belongs to J (S1, . . . , Sk).
Proof. Let λ be a weak*-limit measure of (λM,N )M,N . Such a measure exists and defines a probability
measure on W k by compactness.
Let pi : W
k ∋ (x1, . . . , xk) 7→ xi ∈ W be the canonical projection for each i ∈ {1, . . . , k}. Then for every
i ∈ {1, . . . , k}, we see
(pi)∗λM,N (Ai) = λM,N (p
−1
i (Ai))
=
1
N −M
N−1∑
n=M
ν
(
S−n1 (W ) ∩ · · · ∩ S
−n
i (Ai) ∩ · · · ∩ S
−n
k (W )
)
=
1
N −M
N−1∑
n=M
ν
(
S−ni (Ai)
)
= ν(Ai),
and hence (pi)∗λ = ν.
Next, we show λ is invariant under S1 × · · · × Sk. Note that
N−1∑
n=M
ν
(
∩ki=1S
−(n+1)
i (Ai)
)
−
N−1∑
n=M
ν
(
∩ki=1S
−n
i (Ai)
)
= ν
(
∩ki=1S
−(M+1)
i (Ai)
)
− ν
(
∩ki=1S
−M
i (Ai)
)
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+ ν
(
∩ki=1S
−(M+2)
i (Ai)
)
− ν
(
∩ki=1S
−(M+1)
i (Ai)
)
+ · · ·+ ν
(
∩ki=1S
−N
i (Ai)
)
− ν
(
∩ki=1S
−(N−1)
i (Ai)
)
= ν
(
∩ki=1S
−N
i (Ai)
)
− ν
(
∩ki=1S
−M
i (Ai)
)
.
Thus, given M < N , we have∣∣λM,N (S−11 (A1)× · · · × S−1k (Ak))− λM,N (A1 × · · · ×Ak)∣∣
=
1
N −M
∣∣∣∣∣
N−1∑
n=M
ν
(
∩ki=1S
−(n+1)
i (Ai)
)
−
N−1∑
n=M
ν
(
∩ki=1S
−n
i (Ai)
)∣∣∣∣∣
=
1
N −M
∣∣ν (∩ki=1S−Ni (Ai))− ν (∩ki=1S−Mi (Ai))∣∣ ≤ 2N −M
for every Ai ∈ W . Letting N −M →∞, it follows that (S1 × · · · × Sk)∗λ = λ.
For a topological space Y , denote by C(Y ) the set of continuous functions on Y .
Lemma 2.4. Let (W,W , ν), S1, . . . , Sk, and λM,N be as in Lemma 2.3. Suppose that Si are mutually
disjoint. Then (λM,N )M,N converges to ν
⊗k with respect to the weak* topology. In other words,∫
Wk
ϕdλM,N →
∫
Wk
ϕdν⊗k
for every ϕ ∈ C(W k) as N −M →∞.
Proof. It readily follows from Lemma 2.3 since J (S1, . . . , Sk) = {ν⊗k}.
For functions ϕ1, . . . , ϕk on W , denote by ϕ1 ⊗ · · · ⊗ ϕk the function on W k given by
ϕ1 ⊗ · · · ⊗ ϕk(x1, . . . , xk) = ϕ1(x1) · · ·ϕk(xk).
Then note that the measure λM,N defined in (10) can be characterized equivalently as∫
Wk
1A1 ⊗ · · · ⊗ 1Ak dλM,N =
1
N −M
N−1∑
n=M
∫
W
Sn1 1A1 · · · · · S
n
k1Ak dν. (11)
Here and below, we denote by 1A the indicator function of A, that is,
1A(x) =
{
1, x ∈ A
0, x 6∈ A.
3 Multiple recurrence for disjoint systems
3.1 Uniform average of multiple correlation sequences
In this subsection, we prove the following result.
Proposition 3.1. Let (W,W , ν) be a Borel probability space with a compatible topology such that W is com-
pact metrizable. Suppose that S1, . . . , Sk be measure preserving transformations on W such that S1, . . . , Sk
are mutually disjoint. Then for every fi ∈ L∞(W, ν), i ∈ {1, . . . , k}, we have
lim
N−M→∞
1
N −M
N−1∑
n=M
∫
W
k∏
i=1
Sni fi dν =
k∏
i=1
∫
W
fi dν.
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Proof. Denote by ‖·‖p = ‖·‖Lp(W,ν) for every p ∈ [1,∞]. Let ε ∈ (0, 1) be given, and set Λ = max1≤i≤k ‖fi‖∞.
Note that C(W ) is dense in L1(W, ν) since W is compact Hausdorff. Since L∞(W, ν) ⊂ L1(W, ν), we take
ϕi ∈ C(W ) such that for each i = 1, . . . , k
‖fi − ϕi‖1 < ε and ‖ϕi‖∞ ≤ ‖fi‖∞ ≤ Λ.
(See e.g. [19, Lusin’s Theorem 2.24 and Theorem 3.14].) For notational simplicity, we write
f¯ = f1 ⊗ · · · ⊗ fk and ϕ¯ = ϕ1 ⊗ · · · ⊗ ϕk.
Note that f¯ ∈ L∞(W k, ν⊗k) and ϕ¯ ∈ C(W k).
By the triangle inequality, we have∣∣∣∣∣ 1N −M
N−1∑
n=M
∫
W
k∏
i=1
Sni fi dν −
∫
Wk
f¯ dν⊗k
∣∣∣∣∣
≤
1
N −M
N−1∑
n=M
∫
W
∣∣f¯ (Sn1 (x), . . . , Snk (x)) − ϕ¯ (Sn1 (x), . . . , Snk (x))∣∣ dν(x) (12)
+
∣∣∣∣∣ 1N −M
N−1∑
n=M
∫
W
ϕ¯ (Sn1 (x), . . . , S
n
k (x)) dν(x) −
∫
Wk
ϕ¯ dν⊗k
∣∣∣∣∣ (13)
+
∫
Wk
∣∣ϕ¯− f¯ ∣∣ dν⊗k. (14)
Henceforth, we estimate these three terms (12), (13) and (14). We begin with (14). Since
f1(x1) · · · fk(xk)− ϕ1(x1) · · ·ϕk(xk) = f1(x1) · · · fk(xk)− ϕ1(x1)f2(x2) · · · fk(xk)
+ ϕ1(x1)f2(x2) · · · fk(xk)− ϕ1(x1)ϕ2(x2)f3(x3) · · · fk(xk)
+ · · ·+ ϕ1(x1) · · ·ϕk−1(xk−1)fk(xk)− ϕ1(x1)ϕ2(x2) · · ·ϕk(xk),
(15)
we have ∥∥f¯ − ϕ¯∥∥
L1(Wk,ν⊗k)
≤ ‖f1 − ϕ1‖1‖f2‖∞ · · · ‖fk‖∞ + ‖f2 − ϕ2‖1‖ϕ1‖∞‖f3‖∞ · · · ‖fk‖∞
+ · · ·+ ‖fk − ϕk‖1‖ϕ1‖∞ · · · ‖ϕk−1‖∞
≤ kΛk−1ε. (16)
By using the same argument as above, one can estimate (12). For a given n ∈ [M,N) ∩ N, replacing xi
by Sni (x) for i ∈ {1, . . . , k} in (15), we have∣∣ϕ¯ (Sn1 (x), . . . , Snk (x)) − f¯ (Sn1 (x), . . . , Snk (x))∣∣
≤ |f1(S
n
1 (x))− ϕ1(S
n
1 (x))| · ‖f2‖∞ · · · ‖fk‖∞
+ |f2(S
n
2 (x)) − ϕ2(S
n
2 (x))| · ‖ϕ1‖∞‖f3‖∞ · · · ‖fk‖∞
+ · · ·+ |fk(S
n
k (x)) − ϕk(S
n
k (x))| · ‖ϕ1‖∞ · · · ‖ϕk−1‖∞
≤ Λk−1 (|f1(S
n
1 (x)) − ϕ1(S
n
1 (x))| + · · ·+ |fk(S
n
k (x))− ϕk(S
n
k (x))|) .
By integrating, we have∫
W
∣∣f¯(Sn1 (x), . . . , Snk (x)) − ϕ¯(Sn1 (x), . . . , Snk (x))∣∣ dν(x) ≤ kΛk−1ε. (17)
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To estimate (13), recall the measure λM,N defined in (10). Notice that one has∫
Wk
ϕ¯ dλM,N =
1
N −M
N−1∑
n=M
∫
W
ϕ1 ◦ S
n
1 · · · · · ϕk ◦ S
n
k dν
by using (11). Then, by Lemma 2.4, we have
lim
N−M→∞
1
N −M
N−1∑
n=M
∫
W
ϕ¯(Sn1 (x), . . . , S
n
k (x)) dν(x) =
∫
Wk
ϕ¯ dν⊗k. (18)
By (16), (17) and (18), we have∣∣∣∣∣ 1N −M
N−1∑
n=M
∫
W
k∏
i=1
Sni fi dν −
∫
Wk
f¯ dν⊗k
∣∣∣∣∣ ≤ 2kΛk−1ε+ oN−M (1),
as N −M →∞. Since ∫
Wk
f¯ dν⊗k =
k∏
i=1
∫
W
fi dν,
we complete the proof of Proposition 3.1.
Theorem 3.2. Let (X,B, µ) be a standard Borel probability space. Given k ∈ N, let T0, T1, . . . , Tk be
measure preserving transformations on X such that T0, T1, . . . , Tk are mutually disjoint. Then for every
fi ∈ L∞(X,µ), i ∈ {0, 1, . . . , k},
lim
N−M→∞
1
N −M
N−1∑
n=M
∫
X
k∏
i=0
T ni fi dµ =
k∏
i=0
∫
X
fi dµ.
Proof. The proof is completely elementary, and it is given here for the sake of completeness. Let W =
(W,W , ν, {Si}) be a regular model of (X,B, µ, {Ti}) via an isomorphism ϕ : X → W . Namely, for every
i ∈ {0, 1, . . . , k},
ϕ ◦ Ti = Si ◦ ϕ
for µ-almost everywhere on X . Then it follows that Si are ergodic. Since Ti are disjoint, so are Si by Lemma
2.2.
Let fi ∈ L∞(X,µ), i ∈ {1, . . . , k}. Then we have∫
X
k∏
i=0
fi(T
n
i (x)) dµ(x) =
∫
W
k∏
i=0
fi(T
n
i (ϕ
−1(w))) dν(w) =
∫
W
k∏
i=0
(fi ◦ ϕ
−1) ◦ Sni (w) dν(w).
Note that fi ◦ ϕ−1 ∈ L∞(W, ν) and ∫
W
fi ◦ ϕ
−1 dν =
∫
X
fi dµ
for every i ∈ {0, 1, . . . , k}. By applying Proposition 3.1, we obtain
1
N −M
N−1∑
n=M
∫
X
k∏
i=0
fi(T
n
i (x)) dµ(x) =
1
N −M
N−1∑
n=M
∫
W
k∏
i=0
(fi ◦ ϕ
−1) ◦ Sni (w) dν(w)
→
k∏
i=1
∫
W
fi ◦ ϕ
−1 dν =
k∏
i=1
∫
X
fi dµ
as N −M →∞.
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3.2 Proof of Theorems 1.5, 1.3, and 1.2
3.2.1 Uniform joint ergodicity for disjoint systems
First, we recall the notion of joint ergodicity. See [2–4]. Let T1, . . . , Tk be measure preserving transformations
on a probability space (X,B, µ). The system (X,B, µ, T1, . . . , Tk) is called L2-jointly ergodic if
1
N
N−1∑
n=0
k∏
i=1
T ni fi →
k∏
i=1
∫
X
fi dµ, (19)
as N →∞ in L2-norm for every f1, . . . , fk ∈ L∞(X,µ). It is called L2-weak jointly ergodic if the convergence
(19) takes place in weak L2. Similarly, the system (X,B, µ, T1, . . . , Tk) is called L2-uniformly jointly ergodic
if
1
N −M
N−1∑
n=M
k∏
i=1
T ni fi →
k∏
i=1
∫
X
fi dµ, (20)
as N −M → ∞ in L2-norm for every f1, . . . , fk ∈ L∞(X,µ). It is called L2-weak uniformly jointly ergodic
if the convergence (20) takes place in weak L2.
In [4], Berend and Bergelson showed the following.
Theorem 3.3 ([4, Theorem 2.1 and Remark 2.1]). Let T1, . . . , Tk be measure preserving transformations on
a probability space (X,B, µ). Then the following conditions are equivalent.
1. The system is L2-uniformly jointly ergodic.
2. The system is L2-weak uniformly jointly ergodic.
3. (a) The product systems T1 × · · · × Tk is ergodic with respect to µ⊗k.
(b) For every f1, . . . , fk ∈ L∞(X,µ),
lim
N−M→∞
1
N −M
N−1∑
n=M
∫
X
k∏
i=1
T ni fi dµ =
k∏
i=1
∫
X
fi dµ.
We can prove Theorem 1.5 by applying Theorem 3.3.
Proof of Theorem 1.5. Since each Ti is ergodic and T1, . . . , Tk are mutually disjoint, it follows that T1×· · ·×Tk
is ergodic with respect to µ⊗k, and hence 3-(a) of Theorem 3.3 is verified. Theorem 3.2 without T0 implies
3-(b) of Theorem 3.3.
The notions L2-joint ergodicity and L2-weak joint ergodicity are also equivalent, see [4, Theorem 2.1].
However, the L2-joint ergodicity does not imply the L2-uniform joint ergodicity in general, see [4, Example
3.1]. While, for commuting systems, Berend and Bergelson [2, 3] showed that all the four notions defined
above are equivalent. The following result shows that disjoint systems possess all the four notions even if
the systems are non-commutative.
Corollary 3.4. Let (X,B, µ) and T1, . . . , Tk be as in Theorem 1.5. Then it is L2-jointly ergodic, weak jointly
ergodic, uniformly jointly ergodic, and weak uniformly jointly ergodic.
3.2.2 Multiple Khintchin recurrence
Proposition 3.5. Let (X,B, µ) be a standard Borel probability space. Given k ∈ N, suppose that T0, T1, . . . , Tk
be measure preserving transformations on X such that T0, T1, . . . , Tk are mutually disjoint. Then for every
ε > 0 and every fi ∈ L∞(X,µ) with fi ≥ 0, i ∈ {0, 1, . . . , k}, the set{
n ∈ N :
∫
X
k∏
i=0
T ni fi dµ >
k∏
i=0
∫
X
fi dµ− ε
}
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is syndetic.
Proof. We may and do assume that fi 6= 0 for µ-almost everywhere and for every i ∈ {0, 1, . . . , k}. Suppose
that the set is not syndetic for some ε0 > 0 and fi ∈ L∞(X,µ) with fi ≥ 0, i ∈ {0, 1, . . . , k}. Then there
exists a sequence of intervals [Mj , Nj) with Nj −Mj → ∞ as j → ∞ such that for every n ∈ [Mj , Nj) ∩ N
and j ∈ N, it holds that ∫
X
k∏
i=0
T ni fi dµ ≤
k∏
i=0
∫
X
fi dµ− ε0.
It follows that
1
Nj −Mj
Nj−1∑
n=Mj
(
k∏
i=0
∫
X
fi dµ−
∫
X
k∏
i=0
T ni fi dµ
)
≥ ε0
for every j ∈ N.
On the other hand, by Theorem 3.2, we have
lim
N−M→∞
1
N −M
N−1∑
n=M
∫
X
k∏
i=0
T ni fi dµ =
k∏
i=0
∫
X
fi dµ.
This gives a contradiction, and hence the result follows.
Proof of Theorem 1.3. Letting fi = 1A for every i ∈ {0, 1, . . . , k} in Proposition 3.5, the result follows.
Proof of Theorem 1.2. By Lemma 2.1, we see that idX , T1, . . . , Tk are mutually disjoint. Applying Theorem
1.3 with T0 = idX yields the result.
3.3 Proof of Theorems 1.1 and 1.6
Before proving Theorems 1.1 and 1.6, let us introduce the following Hilbert space splitting.
3.3.1 Hilbert space splitting: the Jacobs - de Leeuw - Glicksberg decomposition
Let U be an isometry on a Hilbert space H. An element f ∈ H is compact if
{Unf : n ∈ N ∪ {0}}
is a pre-compact subset of H. Then one has the following splitting theorem. (See, for example, [18].)
Theorem 3.6. Let U be an isometry on a Hilbert space H. Then
H = Hc ⊕Hwm,
where
Hc = {f ∈ H : f is compact }
and
Hwm =
{
f ∈ H :
1
N
N−1∑
n=0
|〈Unf, g〉| −−−−→
N→∞
0 for all g ∈ H
}
.
Remark 3.7. One can check
Hc = span{f ∈ H : Uf = λf for some λ ∈ C with |λ| = 1}.
Now we will prove the following lemma, which will be used later.
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Lemma 3.8. Let T be a measure preserving transformation on a probability space (X,B, µ). We also regard
T as an isometry on H = L2(X,µ) by Tf = f ◦ T . For a measurable set A ∈ B, write
1A = f + g,
where f ∈ Hc and g ∈ Hwm. Then
1. 0 ≤ f(x) ≤ 1 for µ-almost every x ∈ X.
2.
∫
1A · f dµ ≥ µ(A)2.
3. f(x) > 0 for µ-almost every x ∈ A.
Proof. Without loss of generality, we assume that µ(A) > 0.
1. Suppose that f = f1 + if2. Note that f1, f2 ∈ Hc since f1 =
f+f
2 and f2 =
f−f
2i . Moreover we have
that ‖f1 − 1A‖2 ≤ ‖f − 1A‖2. The fact that f is an orthogonal projection of 1A implies that f = f1,
so f is real-valued.
Now let f˜ = max(min(f, 1), 0). Again one can check that f˜ ∈ Hc and ‖f˜ − 1A‖2 ≤ ‖f − 1A‖2. So
f = f˜ .
2. Let P : H → Hc be the orthogonal projection. Then P 2 = P and P ∗, the adjoint of P , is P . Thus one
has
〈P1A, 1〉 = 〈P
2
1A, 1〉 = 〈P1A, P1〉 = 〈1A, 1〉 = µ(A).
Also note that ∫
1A · f dµ = 〈1A, P1A〉 = 〈P1A, P1A〉 ≥ 〈P1A, 1〉
2
= µ(A)2.
3. Let B = {x ∈ A : f(x) = 0}. Suppose that µ(B) > 0. Write
1B = F +G,
where F ∈ Hc and G ∈ Hwm. We will show that F (x) = 0 for µ-almost every x ∈ B and this leads to
a contradiction:
0 =
∫
1B · F dµ ≥ µ(B)
2 > 0.
Let us show that F (x) = 0 on B. First, note that F (x) ≥ 0 for µ-almost every x ∈ X , since P1B = F .
Now write 1A\B = (f −F )+ (g−G). Note that f −F ∈ Hc and g−G ∈ Hwm. Thus P1A\B = f −F ,
so f(x)−F (x) ≥ 0 for µ-almost every x ∈ X . Then for x ∈ B, f(x) = 0, so we have that F (x) ≤ 0 for
µ-almost every x ∈ B.
Lemma 3.8 is proved.
3.3.2 Multiple recurrence
Let us consider the Jacobs-de Leeuw-Glicksberg decomposition of H = L2(X,µ) for each Ti (1 ≤ i ≤ k),
that is,
H = Hic ⊕H
i
wm.
Write 1A = fi + gi for 1 ≤ i ≤ k, where fi ∈ Hic and gi ∈ H
i
wm.
Before proving Theorem 1.1, let us first show the following lemma.
Lemma 3.9. If u1, . . . , uk ∈ L∞(X) are real-valued functions and one of ui ∈ Hiwm, then
lim
N−M→∞
1
N −M
N−1∑
n=M
k∏
i=1
T ni ui = 0
in L2(X,µ).
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We need the following uniform version of the van der Corput lemma. (See lemma on p. 446 in [6])
Lemma 3.10 (Van der Corput trick). Let (xn)n∈N be a bounded sequence in a Hilbert space H. Then
lim sup
N−M→∞
∥∥∥∥∥ 1N −M
N−1∑
n=M
xn
∥∥∥∥∥
2
≤ lim sup
H→∞
1
H
H∑
h=1
lim sup
N−M→∞
1
N −M
N−1∑
n=M
Re〈xn+h, xn〉.
Proof of Lemma 3.9. Let xn =
∏k
i=1 T
n
i ui. Then
〈xn+h, xn〉 =
∫ k∏
i=1
T ni (ui · T
h
i ui) dµ.
Use Theorem 3.2 to obtain that
lim
N−M→∞
1
N −M
N−1∑
n=M
〈xn+h, xn〉 =
k∏
i=1
∫
ui · T
h
i ui dµ.
If ui ∈ Hiwm, then
lim
H→∞
1
H
H∑
h=1
∣∣∣∣∫ ui · T hi ui dµ∣∣∣∣ = 0,
so we have that
lim
H→∞
1
H
H∑
h=1
∣∣∣∣∣
k∏
i=1
∫
ui · T
h
i ui dµ
∣∣∣∣∣ = 0.
By Lemma 3.10, the result follows.
Proof of Theorem 1.1. For each 1 ≤ i ≤ k, we have 1A = fi + gi as above. Then
µ(A ∩ T−n1 A ∩ · · · ∩ T
−n
k A) =
〈
1A,
k∏
i=1
(T ni fi + T
n
i gi)
〉
L2(X,µ)
If we multiply out the product of the right-hand side, there will be 2k terms of the form
T n1 u1(x) · · · · · T
n
k uk(x),
where ui = fi or gi. Among these expressions, except the case that ui = fi for all i ∈ {1, . . . , k}, Lemma 3.9
implies that
lim
N−M→∞
1
N −M
N−1∑
n=M
k∏
i=1
T ni ui = 0
in L2(X,µ). Thus we have that
lim inf
N−M→∞
1
N −M
N−1∑
n=M
µ(A ∩ T−n1 A ∩ · · · ∩ T
−n
k A) = lim infN−M→∞
1
N −M
N−1∑
n=M
〈
1A,
k∏
i=1
T ni fi
〉
L2(X,µ)
= lim inf
N−M→∞
1
N −M
N−1∑
n=M
∫
A
k∏
i=1
T ni fi dµ.
Note that for each i ∈ {1, . . . , k}, we have fi(x) > 0 for µ-almost every x ∈ A by Lemma 3.8, so∫
A
∏k
i=1 fi dµ > 0. Set c0 =
1
2
∫
A
∏k
i=1 fi dµ > 0, and take any ε ∈ (0, c0). Given δ ∈ (0, ε/k), one can show
that the set
S = {n ∈ N : ‖T ni fi − fi‖2 < δ for all i = 1, . . . , k}
is syndetic by using Remark 3.7. To see this, note first that for each i ∈ {1, . . . , k}, one can find Fi ∈ L2(X,µ)
of the form Fi =
∑li
j=1 ai,jgi,j for some li ∈ N, some ai,1, . . . , ai,li ∈ C, and some (normalized) eigenfunctions
gi,1, · · · , gi,li ∈ L
2(X,µ) corresponding to eigenvalues λi,1, . . . , λi,li ∈ T such that ‖fi − Fi‖2 < δ/3. Let
A = max1≤i≤k
∑li
j=1 |ai,j |. Then the following set
E =
{
n ∈ N : |λni,j − 1| < δ/(3A) for all i = 1, . . . , k and j = 1, . . . , li
}
is contained in S. Indeed, for every n ∈ E, one has
‖T ni fi − fi‖2 ≤ ‖T
n
i fi − T
n
i Fi‖2 + ‖T
n
i Fi − Fi‖2 + ‖Fi − fi‖2
= ‖fi − Fi‖2 + ‖T
n
i Fi − Fi‖2 + ‖Fi − fi‖2 <
δ
3
+
δ
3
+
δ
3
= δ
as
‖T ni Fi − Fi‖2 =
∥∥∥∥∥∥
li∑
j=1
ai,j(λ
n
i,j − 1)gi,j
∥∥∥∥∥∥
2
≤
li∑
j=1
|ai,j ||λ
n
i,j − 1|‖gi,j‖2 <
δ
3
for every i ∈ {1, . . . , k}. Since E is syndetic, so is S.
For n ∈ S, we have by Lemma 3.8 and the Schwarz inequality that∣∣∣∣∣
∫
A
k∏
i=1
T ni fi dµ−
∫
A
k∏
i=1
fi dµ
∣∣∣∣∣ ≤
∫
A
∣∣∣∣∣
k∏
i=1
T ni fi − f1
k∏
i=2
T ni fi
∣∣∣∣∣ dµ+
∫
A
∣∣∣∣∣f1
k∏
i=2
T ni fi − f1 · f2
k∏
i=3
T ni fi
∣∣∣∣∣ dµ
+ · · ·+
∫
A
∣∣∣∣∣
(
k−1∏
i=1
fi
)
· T nk fk −
k∏
i=1
fi
∣∣∣∣∣ dµ
≤
∫
A
|T n1 f1 − f1|
k∏
i=2
|T ni fi| dµ+
∫
A
|f1| |T
n
2 f2 − f2|
k∏
i=3
|T ni fi| dµ
+ · · ·+
∫
A
k−1∏
i=1
|fi| · |T
n
k fk − fk| dµ
≤
∫
A
|T n1 f1 − f1| dµ+
∫
A
|T n2 f2 − f2| dµ+ · · ·+
∫
A
|T nk fk − fk| dµ
≤ ‖T n1 f1 − f1‖2 + ‖T
n
2 f2 − f2‖2 + · · ·+ ‖T
n
k fk − fk‖2 < kδ < ε.
Thus for n ∈ S, we have ∫
A
k∏
i=1
T ni fi dµ ≥
∫ k∏
i=1
fi dµ− ε ≥ c0.
Hence
lim inf
N−M→∞
1
N −M
N−1∑
n=M
µ(A ∩ T−n1 A ∩ · · · ∩ T
−n
k A) ≥ d∗(S) · c0 > 0,
where d∗(S) = lim infN−M→∞
1
N−M#{n ∈ S∩{M,M+1, · · · , N−1}}. As we did in the proof of Proposition
3.5, we can conclude the proof.
Proof of Theorem 1.6. Let ∆ ⊂ Xk be the set of diagonal points of Xk. Define ι : X → ∆ by x 7→ x¯ =
(x, . . . , x) ∈ ∆, and ν = ι∗µ. Set F = T1 × · · · × Tk : Xk → Xk, and D ((xi), (yi)) = max1≤i≤k d(xi, yi) be a
metric on Xk. It is enough to show that there exists a subset Y ⊂ ∆ with ν(∆ \ Y ) = 0 such that
lim inf
n→∞
D (x¯, Fn(x¯)) = 0
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for every x¯ ∈ Y .
For a given n ∈ N consider a cover B = {B(x, 1/n) ⊂ X : x ∈ X, n ∈ N} of X , where B(x, r) = {y ∈
X : d(x, y) < r}. We can choose a countable subcover C = {B(xj , 1/n) ∈ B}j∈N of X since a separable
metric space is Lindelo¨f, i.e., every open cover has a countable subcover. Thus it holds that
∆ =
⋃
j∈N
ι (B (xj , 1/n)) .
For notational simplicity, we set ∆(x, r) = ι (B(x, r)) ⊂ ∆ in the rest of the proof. For each n ∈ N, let
∆n =
⋃
j∈N
∆(xj , 1/n) \⋂
l∈N
⋃
i≥l
F−i
(
B (xj , 1/n)
k
) ⊂ ∆,
where Bk = B × · · · ×B ⊂ Xk. Here, by applying Theorem 1.1, we have
ν
∆(xj , 1/n) \⋂
l∈N
⋃
i≥l
F−i
(
B (xj , 1/n)
k
) = 0.
For Y = ∆ \ ∪n∈N∆n, the result follows.
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