This paper investigates the robustness of the full implication inference method and fully implicational restriction method for fuzzy reasoning based on two basic inference models: fuzzy modus ponens and fuzzy modus tollens. Some robustness results are proved based on general left continuous t-norms and induced residuated implications, and some important fuzzy implications.
Introduction
It is well known that the most fundamental forms of fuzzy reasoning are fuzzy modus ponens and fuzzy modus tollens, briefly, FMP and FMT, which can be respectively expressed as follows (see [2, 30, 34] ).
FMP(A, B, A * ). For given rule A → B and premise A * , calculate fuzzy consequent B * . FMT(A, B, B * ). For given rule A → B and fuzzy premise B * , calculate fuzzy consequent A * . In the above models, A, A * ∈ F(X) and B, B * ∈ F(Y ), here F(X) and F(Y ) stand for the sets of all fuzzy subsets of the universes X and Y respectively.
Zadeh [33] proposed the compositional rule of inference (abbreviated to the CRI method) to deal with the above inference forms. Since the CRI method was proposed, in both theoretical and applied studies on CRI based fuzzy reasoning have attained great advances (see [4] [5] [6] 11, 13, 16, 27, 33] ). As an alternative for the CRI method, Wang [29] proposed a new method, called the full implication triple I method, or simply the triple I method, for fuzzy reasoning. This method may bring fuzzy reasoning within the framework of logical semantic implication, and it may be considered as a reasonable alternative or complement for the CRI method. Recently, many results of the triple I method have been reported. Pei [23, 24] , Wang and Fu [32] and Liu and Wang [18] and others considered the unified algorithms of triple I method and the more general triple I method for a class of residuated implications. Liu and Wang [19] investigated the continuity of the triple I method. Pei [22, 25] discussed the logical foundation problem of the triple I method.
Recently, many researchers discussed the robustness of CRI methods for fuzzy reasoning. The objective of the robustness of fuzzy reasoning method is to discuss how errors in premises affect consequents in fuzzy reasoning. Pappis [20] introduced the definition of "proximity measure". Hong and Hwang [12] discussed the similarity value of fuzzy system variables. Ying [33] introduced the concepts of maximum and average perturbations of fuzzy sets. Dai et al. [7] extended the concept of perturbation based on the normalized Minkowski distances. Cheng and Fu [6] considered simple perturbation of fuzzy sets and errors of CRI methods. Cai [3, 4] proposed the so-called δ-equalities of fuzzy sets and discussed robustness of CRI methods < This work is supported by National Science Foundation of China (Grant Nos. 10871229, 11171308 and 61274133).
based on analysis of δ-equalities of fuzzy sets. A δ-equality of two fuzzy sets means that the two fuzzy sets are equal to each other to an extent of δ. The robustness analysis described in [4] is based on measuring the errors of consequents produced by the errors of premises in fuzzy reasoning based on δ-equalities. The concept of δ-equalities of fuzzy sets was generalized to the so-called (T, δ)-equality and (δ, H)-equality of fuzzy sets by Georgescu [8, 10] based on a continuous t-norm. Naturally one can consider the robustness of fuzzy reasoning based on the (T, δ)-equalities of fuzzy sets. Georgescu [9] investigated the similarity and the (T, δ)-equality of fuzzy choice functions which is analogous to the (T, δ)-equality of two fuzzy sets. Zhang et al. [35] extended the concept of δ-equality to the cases of complex fuzzy sets. Li et al. [17] considered the measures of robustness of fuzzy reasoning. Another related work is due to Jin et al. [13] who considered robustness of CRI methods based on the logically equivalence relation. Recently, Li et al. [16] discussed the measures of robustness of interval-valued fuzzy reasoning.
The robustness of CRI methods for fuzzy reasoning has been extensively investigated by some authors (see [4, 6, 7, 13, 16, 17, 33] ). However, until now there are no results on the robustness of the triple I method for fuzzy reasoning.
In this paper we focus on the triple I methods and study robustness of triple I methods for fuzzy reasoning based on the (T, δ)-equalities of fuzzy sets and some important fuzzy implications. First we review necessary definitions and some lemmas related to this paper. In Section 3, we briefly recall the triple I method for fuzzy reasoning. In Section 4, we discuss robustness of triple I method for fuzzy reasoning with respect to FMP and FMT models. The final section includes our conclusions.
Preliminaries
In this section, we present some basic concepts and known facts of δ-equalities and (T, δ)-equalities of fuzzy sets, and some necessary knowledge of t-norms and their residua. The background for the latter can be found in [11, 14, 31] .
Definition 2.1 [3, 4] . Let U be a universe of discourse, A and B be two fuzzy sets on U, and 0 ≤ δ ≤ 1. Then A and B are said to be δ-equal,
In this way, we say A and B construct a δ-equality.
Based on the concept of δ-equality, Cai [4] discussed the robustness of fuzzy reasoning. In order to introduce the more general concept of (T, δ)-equality, we need some knowledge about t-norms and fuzzy implications.
Definition 2.2 [11, 14] . 
Since a t-norm T is associative, we can write T(a, b, c) instead of T(T(a, b), c).
is called a fuzzy implication if it is non-increasing on the first variable and non-decreasing on the second one and
With any left-continuous t-norm T we associate its residuum:
Obviously, the residuum R T of the given left-continuous t-norm T is a fuzzy implication. We called it the residuated implication, or R-implication induced by T.
The well-known left continuous t-norms and their residua are as follows (see [11, 21] , or [24, 26] ).
(i) Łukasiewicz t-norm and its residuum, Łukasiewicz implication
(ii) Minimum t-norm and its residuum, Gödel implication
(iii) Product t-norm and its residuum, Goguen implication
(iv) Nilpotent minimum t-norm and its residuum, R 0 implication
The negation operator ¬ associated with a t-norm T is defined by
For the Łukasiewicz t-norm and nilpotent minimum t-norm, the associated negation operator is
called the standard negation operator and denoted a . The properties mentioned in the following lemmas reflect the main connections between the t-norm T and its residuum R T , or simply, R. Lemma 2.1 [11, 31] . Let T be a left-continuous t-norm with residuum R T . Then for any a, b, c ∈ [0, 1] the following properties hold:
Definition 2.4 [14] . The biresiduum associated with a left-continuous t-norm T is defined by
More generally, if R is a fuzzy implication, then we can define an operation ρ similar to Definition 2.4, in this paper, we denote the operation by ρ R . Usually, the subscripts "T" and "R" can be omitted if the t-norm or fuzzy implication are clear from the context. 
Lemma 2.3 [14] . Let X be a non-empty set, T a left-continuous t-norm, and f , g : X → [0, 1] two arbitrary functions. Then
For any A, B ∈ F(X), by A ⊆ B we mean that A(x) ≤ B(x) for each x ∈ X. A fuzzy subset A of X is nonzero if A(x) = 0 for some x ∈ X; A is normal if A(x) = 1 for some x ∈ X. Definition 2.5 [2] . Let R be a fuzzy implication, and ρ be the biresiduum associated with R. For A, B ∈ F(X), denote
S R (A, B) is called the degree of equality, or degree of similarity of A and B induced by the fuzzy implication R.
Similar to the case of biresiduum, the subscripts "R" can be omitted if the fuzzy implication R are clear from the context. Intuitively S(A, B) expresses the truth value of the statement "A and B contain the same elements" (see [2] , P.82).
If R is induced by a left-continuous t-norm, then it is clear that A = B if and only if S(A, B) = 1. More generally, for any x ∈ X, we have
Definition 2.6 [8] . Let 0 ≤ δ ≤ 1, and T a continuous t-norm. We say that two fuzzy subsets A and B of X are (T, δ)-equal, denoted A = (T, δ)B, if S(A, B) ≥ δ, where the similarity degree S is induced by the residuum of the t-norm T.
Clearly, the above definition for left-continuous t-norms and fuzzy implications are valid.
Obviously, Cai's δ-equality is a special case of (T, δ)-equality defined by Definition 2.6 in which T is the Łukasiewicz t-norm.
The following several lemmas will be used in the proofs of our main conclusions.
(ii) If R is the Gödel implication R G , then
Proof. We only prove (i) and (vii), and other conclusions can be similarly proved.
(vii) For any x ∈ X, we similarly consider the following two cases.
Remark 2.1. Mandami and Zadeh implications are not fuzzy implications in the sense of the Definition 2.3, but they have been considered in practical applications as fuzzy implications successfully. So they are considered as fuzzy implications in this paper.
For any two implication operators R and R
2 , then we say that R is weaker than R , denoted R ≺ R .
Theorem 2.1. Suppose that R ≺ R , then we have S R (A, B) ≤ S R (A, B) for any A, B ∈ F(X).

Proof. For any
x ∈ X, we have R(A(x), B(x)) ≤ R (A(x), B(x)) and R(B(x), A(x)) ≤ R (B(x), A(x)), then ρ(A(x), B(x)) ≤ ρ (A(x), B(x)), so S R (A, B) ≤ S R (A, B).
Corollary 2.1. Suppose that A, B ∈ F(X), then we have
S R M (A, B) ≤ S R Z (A, B) = S R KD (A, B) ≤ S R 0 (A, B) ≤ S R L (A, B).
Proof. For the Zadeh implication R Z , from Lemma 2.4, we have S R Z (A, B) = S R KD (A, B). In fact, we have
We have the similar conclusion for the case of
Corollary 2.2. Suppose that A, B ∈ F(X), then we have
Let S be a similarity degree defined by a fuzzy implication or a left-continuous t-norm. Based on the above given concepts and facts, this paper will discuss the following robustness problems of fuzzy reasoning: By the CRI method, fuzzy logic control has been applied successfully to many fields. However, the CRI method has some imperfections (see [29] [30] [31] ); for example, the CRI method is not reductive (the meaning of the word "reductive" will be clarified later). Furthermore, the solutions of FMP problems using the CRI method may be not optimal according to some criteria (e.g., the triple I principle). Wang [29] proposed a new method, called the full implication triple I method, or simply the triple I method, for fuzzy reasoning. This method may bring fuzzy reasoning within the framework of logical semantic implication, and it may be considered as a reasonable alternative or complement for the CRI method.
Wang [29] proposed the following new viewpoint for fuzzy reasoning:
which is non-decreasing with respect to the second variable, the solution B * of FMP should be the smallest fuzzy subset of the universe Y such that the following formula attains the greatest value for all x ∈ X, y ∈ Y :
Usually, the mapping R is taken as a fuzzy implication. Thus the name "triple I" means that in the inference form (1), the implication R is used three times.
If the inference form (1) attains its greatest truth value then we can make that the premise R(A, B) supports the conclusion R(A * , B * ) as large as possible. Also, if B * is the smallest fuzzy subset of Y such that (1) attains its greatest value then we will make a compact inference, i.e., this inference does not contain any gaps. In fact, the fuzzy implication R is non-decreasing with respect to the second variable, thus all fuzzy subsets of Y (e.g., Y , the greatest fuzzy subset of Y ) which are greater than B * can make (1) attain its greatest value, but they are clearly worse than B * (e.g., Y always attains its greatest value 1 in any cases).
Definition 3.1 [29, 31] . Suppose that a mapping R : [0, 1] 2 → [0, 1] is non-decreasing with respect to the second variable, A, A * ∈ F(X), and B ∈ F(Y ). Let 
M(x, y) = R(R(A(x), B(y)), R(A
* (y), 1)), S(A, B, A * ) = {C ∈ F(Y ) | R(R(A(x), B(y)), R(A * (x), C(y))) = M(x, y), x ∈ X, y ∈ Y }.
N(x, y) = R(R(A(x), B(y)), R(0, B * (y))), T (A, B, B * ) = {D ∈ F(X) | R(R(A(x), B(y)), R(D(y), B * (y)))
If the greatest element of the set T (A, B, B  *  ) exists (denoted by A * ), then it is called the R-type triple I solution of FMT. Obviously, if the set S(A, B, A * ) has the smallest element B * , then the smallest element must be unique. Therefore, if there exists an R-type triple I solution of FMP, then this solution must be unique. The similar conclusion is true for the case of FMT.
The above concepts can also be generalized. Based on the so-called sustentation-degree-theory, Wang [29] proposed the concepts of the α-triple I solutions as follows.
Definition 3.3 [29] . Suppose that a mapping R : [0, 1] 2 → [0, 1] is non-decreasing with respect to the second variable, A, A * ∈ F(X), B ∈ F(Y ), α is a real number. Let 
(A, B, B * ) = {D ∈ F(X) | R(R(A(x), B(y)), R(D(x), B
* (y))) ≥ α, x ∈ X, y ∈ Y }. If A * α
is the smallest element of the set T α (A, B, B * ), then it is called the R-type α-triple I solution of FMT.
Similarly, if there is an R-type α-triple I solution of FMP (or FMT), then this solution must be unique.
The following algorithms were given by Pei [24] .
Theorem 3.1 [24]. Suppose that R is an R-implication induced by a left continuous t-norm T, then (i) the R-type triple I solution B * of FMP is given by the following formula:
(ii) the R-type α-triple I solution B * α of FMP is given by the following formula:
T(R(A(x), B(y)), A * (x))
where B * is defined by (2) .
Theorem 3.2 [24]. Suppose that R is an R-implication induced by a left continuous t-norm T, then (i) the R-type triple I solution A * of FMT is given by the following formula:
(ii) the R-type α-triple I solution A * α of FMT is given by the following formula:
R(α, R(R(A(x), B(y)), B * (y)))
where A * is defined by (4) .
Robustness of Triple I method
Now we discuss the robustness of Triple I method for fuzzy reasoning. We fix a left-continuous t-norm T, R is the Rimplication induced by T, and S is the similarity degree induced by R, ρ is the biresiduum associated with T or R. , δ 2 , δ 3 ).
Proof. We know the R-type triple I solutions of the FMP are given in (2). By using Lemmas 2.2 and 2.3, we have 
T(ρ(R(A(x), B(y)), R(A (x), B (y))), ρ(A
* (x), A * (x))) ≥ y∈Y x∈X
T(T(ρ(A(x), A (x)), ρ(B(y), B (y))), ρ(A
Proof. We know the R-type triple I solutions of the FMT are given in (4). By using Lemmas 2.2 and 2.3, we have
T(ρ(R(A(x), B(y)), R(A (x), B (y))), ρ(B
* (y), B * (y))) ≥ x∈X y∈Y
T(T(ρ(A(x), A (x)), ρ(B(y), B (y))), ρ(B
Generalizing the above two theorems, we can obtain the following conclusions. 
Theorem 4.3. Suppose that
S(A, A ) ≥ δ 1 , S(B, B ) ≥ δ 2 , S(A * , A * ) ≥ δ 3 ,= y∈Y ρ ⎛ ⎝ T(α, x∈X T(R(A(x), B(y)), A * (x))), T(α, x∈X T(R(A (x), B (y)), A * (x))) ⎞ ⎠ = y∈Y ρ(T(α, B * (y)), T(α, B * (y))) ≥ y∈Y T(ρ(α, α), ρ(B * (y), B * (y))) ≥ y∈Y T(1, ρ(B * (y), B * (y))) = y∈Y ρ(B * (y), B * (y)) ≥ T(δ 1 , δ 2 , δ 3 ).
Theorem 4.4. Suppose that
Proof. We know the R-type triple I solutions of the FMT are given in (5). By using Lemmas 2.2 and 2.3, Theorems 3.2 and 4.2, we have
From the above theorems, we see that S(B * α , B * α ) is explicitly related to δ 1 , δ 2 , δ 3 and T, but is not explicitly related to α:
(i) Different results about robustness of R-type triple I, or more general α-triple I method are strongly related to the choices of left-continuous t-norms. In particular, the perturbation parameter does not increase when T is the minimum t-norm, but increases when T is the Łukasiewicz, product or nilpotent minimum t-norm (see Example 4.1 later).
(ii) If we fix the fuzzy rule A → B, the perturbation parameter does not increase for any given left-continuous t-norm T (see Corollaries 4.1 and 4.2 later).
(iii) The perturbation parameter is not related to α. (i) If T is the Łukasiewicz t-norm then
(ii) If T is the minimum t-norm then
(iii) If T is the product t-norm then
(iv) If T is the nilpotent minimum t-norm then
Similarly, let A * and A * be R-type α-triple I solutions of the models FMT(A, B, B * ) and FMT(A , B , B * ) respectively. Then for four left continuous t-norms Łukasiewicz t-norm, minimum t-norm, product t-norm and nilpotent minimum t-norm, we can obtain the same conclusions for fuzzy reasoning with respect to FMT model like Example 4.1. We can see from Corollaries 4.1 and 4.2 that for any R-implication R induced by a left-continuous t-norm, the R-type triple I, or more general α-triple I method is robust of stable. In other words, small perturbations of fuzzy premises will produce small perturbations of fuzzy consequents.
We have discussed robustness of the triple I method based on arbitrary residuated implication induced by some leftcontinuous t-norm. However, some implications are not induced by left continuous t-norms, but they have been considered successfully in fuzzy reasoning. So we can discuss robustness of the triple I methods based on these important fuzzy implications.
Next three theorems show that the similar conclusions are true for R M -type and R Z -type triple I algorithms, but not true for R KD -type triple I algorithm. 
Theorem 4.5. Suppose that
Proof. We know that the R M -type triple I solution B * of FMP is given by the following formula (see [23, 24] ):
Thus, we have
for any x ∈ X and y ∈ Y . Then
Theorem 4.6. Suppose that 
Proof. Wang [29] reported that the R Z -type triple I solution B * of FMP is given by the following formula:
where
Let
From (6), (7) and (8), we have
Then for any a, a , b, b ∈ [0, 1], from (6) and (9), we have Proof. By Pei [23] , the R KD -type triple I solution B * of FMP is given by the following formula: From the above Theorem 4.7, we see that R KD -type triple I algorithm is short of robustness. From the above Theorems 4.5,4.6,4.7, the results of these types triple I algorithms are rely on the choice of R.
Conclusions
In this paper, we discussed robustness of triple I method for fuzzy reasoning with respect to FMP and FMT models based on the (T, δ)-equalities of fuzzy sets. Our results showed that for the both model of FMP or FMT, the perturbation parameters of the triple I method for fuzzy reasoning are the same. It is also interesting to note that whether the α is big or small, the determined perturbation parameters are the same. By this way one obtains an evaluation of how the degree of similarity is preserved of triple I method for fuzzy reasoning with respect to the models FMP and FMT respectively. As future work, we can consider connections between robustness and continuity of triple I method for fuzzy reasoning. Of course, we should note that the robustness results presented in this paper are conservative in certain sense. A fuzzy knowledge base normally contains many fuzzy rules, as in the case of fuzzy control. We can treat inference with multiple rules as a generalized form of generalized modus ponens. However, since multiple rules are involved, we may obtain different robustness results between combination based inference and individual-rule based inference. This is a problem left for further investigation. Another problem we need to investigate in the future is the robustness of fuzzy control systems, which are based on the triple I method.
Finally, except the CRI method and the triple I method, robustness analysis of other fuzzy reasoning methods are possible topics for future consideration.
