Abstract. Naive Bayesian classifier is a simple and efficient classification method. However, the assumption of the independence of its attributes is difficult to be satisfied, which influences the classification performance. In this paper, a new classification algorithm is proposed, which is based on the attribute correlation coefficient and principal component analysis. By the algorithm, we can remove the attributes that are not related to the class, and make sure that the retained attributes are independent of each other. By removing redundant attributes, the obtained attribute subset meets the assumption of Naive Bayesian classifier, and ultimately improves the classification performance of Naive Bayesian classifier.
Introduction
Classiffication is an elementary and important task in pattem recognition , machine learning and ， data mining. As one of the best classification methods Bayesian classifiers have meaningful model and high classification precision. Especially Naive Bayesian classifier(NB) [1] , as the foremost and simplest one, has very high classification accuracy matching or even exceeding that of other mature ， classifiers such as decision tree, k-nearest neighbor, neural network. Furthermore, NB has strong ability to counteract noise data [2, 3, 4, 7] .
NB has been applied to many areas since it was proposed and its effectiveness has been verified in practice. With the increase of its application, however its disadvantage becomes more and more clear. A strong conditional independence assumption for NB is made like this: attribute variables are independent of each other [11, 15] . Datasets in reality howeve usually do not satisfy this ， assumption which often reduce the classifieation effect of NB obviously. One of methods to resolve this problem is to delete redundant attributes by selecting attributes and construct NB on remaining attributes. Some effective algorithms about selective Bayesian classifiers have been proposed. Langley and Sage used the Wrappers algorithm to propose a selective Bayesian classifier FSS [5] . Pazzani also gave two selective classification algorithms FSSJ and BSEJ [7] based on the Wrappers. In the two algorithms, the attributes joint and attributes reduction were used to reduce the redundant attributes, so that the classification effect was improved. Singh and Provan proposed a selective Bayesian network classifier K2-AS [6] , which improved the classification effect, but it also increased the computational complexity. Later, in order to improve the efficiency of K2-AS, Singh and Provan proposed Info-AS algorithm [8] . By using the conditional information gain, conditional gain rate and conditional distance to select attributes, this algorithm made the classification efficiency of Info-AS be improved obviously. Ratanamahatana used the decision tree to carry on the attribute selection, and on this basis constructed the selective Naive Bayesian classifier SBC [10] .
The majority of the algorithms mentioned above need to confirm the accuracy rate of the classification of each step, so as to increase the computational complexity. In order to reduce the computational cost, bying selecting main eigenvalues, this paper proposes a new algorithm based on Naive Bayesian classifier. It is represented as ARNB. The experiments show that the algorithm can reduce the dimension of the attributes, and improve the classification precision.
The outline of this paper is as follows: Section 2 presents the Naive Bayes classifier. Section 3 is a introduction to the prerequisite knowledge. Section 4 presents the new algorithm based on attribute reduction. Section 5 illustrates the experimental results obtained with the UCI datasets. To conclude, section 6 gives the conclusions and discusses further future work.
Naive Bayesian Classifier
Bayes Formula
Formula (1) is called Bayes formula.
Naive Bayesian Classifier. The work process of Naive Bayesian classification is as follows: 1) Let A={A 1 ,…, A n } be a set of attributes, each A r having sample values x rj , j=1,…, NX r . Let C={ C 1 ,…, C m } be a set of classes.
2) Using C={ C 1 ,…, C m } and the formula (1), get the formula (2):
3) Since p(X) for all the classes can be considered as a constant, so we only need to determine
4) The process of calculating p(C i |X) usually is very complex. In order to reduce the computational complexity, generally we assume that the attributes are independent of each other. So get
In (3), the probability p(
can be estimated by the training sample. a) If A r , r=1,…,n are discrete attributes, then [16] ( | )
Under the premise of the class C i , S r represents the number of training sample for attribute A r , and S rj represents the number of value x rj for the attribute A r . b) If A r , r=1,…,n are continuous attributes, then [16] 
In (5), under the premise of the class C i ,  Ci and  Ci respectively represent the mean value and variance of x rj . Or p(x rj | C i ) is divided by the sample interval. 5) In order to determine the class label for the sample X, for each class
Prerequisite Knowledge
In order to obtain a more accurate classiffication result, an attribute reduction algorithm must meet two conditions at the same time:① There is a correlation between the selected attribute and the class; ② The selected attributes are independent of each other. Through the above analysis, this paper proposes a classification algorithm based on attributes reduction. It is represented as ARNB. First of all, the prerequisite knowledge is given.
In 3.1 section, the concept of attribute correlation coefficient is introduced. In 3.2 section, principal component analysis is discribed. 
Attribute Correlation Coefficient Based on 
In (6), n is the total number of training sample, n ij is the frequency of a i and b j , n i. is the frequency of a i , and n .j is the frequency of b j .
Therefore, In accordance with the table 1, the correlation coefficient between every row and column is defined as [9, 12, 14 Too many attributes will increase the complexity of the issue. People naturally want to have more information about the less number of attributes. In many cases, there is a certain correlation between any two attributes. When there is a certain correlation between the two attributes, then the information that the two attributes reflect has certain overlap. Principal component analysis(PCA) is to delete the redundant attributes, and establish the new attributes that are as few as possible, so that these new attributes are not relevant, and these new attributes are as far as possible to maintain the original information.
The dimension reduction steps of PCA are as follows: 1) Calculate the attribute correlation matrix R;
2) Calculate the eigenvalues  i , i=1,…,n of the matrix R and the eigenvectors e i , i=1,…,n
3) Sort the eigenvalues:  1   2 …  n , and select the eigenvectors to construct the eigenvector matrix; 4) Select q main components.The selection of the q value mainly is based on the size of the cumulative contribution rate. That is, the general requirement of the cumulative contribution rate is more than 85%, so as to ensure that the new attributes can provide the most information of the original attributes.
Attribute Reduction Algorithm
For attributes A i , i=1,…,n, we assume that (A i ,A j ) (i, j=1,…,n) is the correlation coefficient between the attribute A i and A j . It is represented as  ij .
The algorithm of attribute reduction is described as follows: 1) According to the table 1 and the training data set, the frequency between attribute values of any two attributes is counted.
2) According to the formula (6), the formula (7) and the above frequencies, calculate the 
Simulation Experiment
In order to verify the validity of the new algorithm (ARNB), the author makes a comparison test between the NB algorithm and the new algorithm(ARNB). The experimental data sets are selected from the 4 data sets(Car, Dermatology, Chess and Connect-4) in UCI database ( ： ftp //ftp.ice.uci.edu/pub/machine-learning-datebases). And the precision is used as the evaluation criteria. For all the sample data sets , each dataset is randomly split into 70% of instances for learning and 30% of instances for testing. For continuous datas in the dermatology data set, this paper implements the segmentation process, and then transformes the continuous datas into the discrete datas. For incomplete datas in the dermatology data set, this paper respectively sets up the specific values(the maximum frequency value), so that the data set is complete.The basic testing information of the data is shown in Table 2 . Table 2 shows that the performance of the classifier is improved by ARNB. By this new algorithm, the redundant attributes can be removed, and the remaining attributes of the data subsets are ensured to be independent of each other. So the premise of Naive Bayesian classifier is well met. In addition, the analysis shows that for the data set with less attributes, the performance of the two algorithms are similar, on the contrary, for the data set with multidimensional attributes, the classification precision of ARNB is higher than that of NB. Therefore, for the data set with multidimensional attributes, the proposed algorithm in this paper can obtain more significant classification precision. In summary, table 2 shows that the precision of the ARNB is 8.37% higher than that of the NB algorithm, so the proposed new algorithm is effective.
Conclusion
The assumption of the independence of the attribute has a large effect on the classification ability of Naive Bayesian classifier. Therefore, by selecting the main eigenvalues, this paper proposes a new Bayesian classification algorithm, which can remove redundant attributes, and ensure that the selected attributes are independent of each other, so as to well meet the assumption of attribute independence. The experimental results also show that the classification precision of the proposed algorithm is higher than that of NB.
Our next work is: 1) to propose more good algorithms to deal with single label classification; 2) to study more accurate methods for dealing with incomplete data sets; 3) to propose more efficient methods for dealing with high-dimensional text classification; 4) to propose more efficient algorithms for multi labels classification.
