Graph classification is an important data mining task, and various graph kernel methods have been proposed recently for this task. These methods have proven to be effective, but they tend to have high computational overhead. In this paper, we propose an alternative approach to graph classification that is based on feature vectors constructed from different global topological attributes, as well as global label features. The main idea is that the graphs from the same class should have similar topological and label attributes. Our method is simple and easy to implement, and via a detailed comparison on real benchmark datasets, we show that our topological and label feature-based approach delivers competitive classification accuracy, with significantly better results on those datasets that have large unlabeled graph instances. Our method is also substantially faster than most other graph kernels.
INTRODUCTION
With the proliferation of graph data, there has been a lot of interest in recent years to develop effective methods for classifying graph objects [1] . Applications range from chem-informatics [2, 3] (e.g., compounds that are active or inactive for some target) and bioinformatics [4, 5] (e.g., classifying proteins into different families, classifying tissue samples), to telecommunication networks (e.g., classifying customers based on their calling behavior) and social networks (e.g., classifying users based on their feeds on Twitter, Facebook, etc.).
The graph classification problem can be stated as follows: There is a dataset of graphs G i ∈ D, with i = 1, . . . , N. The graph G i may have labels on the nodes and edges, drawn from some common set of labels for the entire dataset D. Finally, each graph G i has a corresponding class y i ∈ C, where C is the set of k categorical class labels, given as C = {1, . . . , k}. The goal of graph classification is to learn a model f : D → C that predicts the class label for any graph. Typically the model is learned from a Correspondence to: Mohammed J. Zaki (zaki@cs.rpi.edu) training set of graphs with known class labels. The model is then evaluated on a testing set of graphs. The accuracy of the classification model can be tested by comparing the predicted outputŷ i = f (G i ) with the true class label y i (provided it is known).
Each graph G i = (V i , E i ) is given as a collection of vertices
The main challenge in classifying graphs is how to convert the discrete graph objects into numeric features or similarities for effective classification. Graph kernel methods have attracted a lot of attention because of their ability to represent the graph data as a N × N symmetric, positive semi-definite kernel matrix K = {κ (G i , G j 
that records the pair-wise similarities between graphs in D. Conceptually, the kernel function κ(G i , G j ) represents an inner-product between the vectors corresponding to the two graphs G i and G j in some N -dimensional feature space; see ref. 6 for more details on kernel methods. Once the kernel matrix has been constructed, it is possible to classify the graphs with a support vector machine (SVM) [7] , using the supplied kernel matrix K. There has been a lot of research activity in trying to develop more effective and efficient graph kernel functions κ. These methods can broadly be classified into methods based on random walks [8, 9] , shortest paths (SPs) [10] , cycles [11] subtrees [2, 12, 13] , and subgraphs [14, 15, 16] . Despite the research above, it is fair to say that efficient and effective graph classification still remains a challenge, especially for large graphs.
In this paper we propose an alternative approach to constructing a feature vector for graph classification. Instead of relying on 'patterns' like path, cycles, subtrees, and subgraphs, we compute several global topological and label attributes from each graph G i ∈ D. The values for these attributes yield a numeric feature vector F i = (f i1 , . . . , f ip ). The set of feature vectors F i and the corresponding class labels y i are then used to construct an SVM classifier. We show that our approach is both effective and scalable compared with state-of-the-art graph kernel methods. We conduct an extensive set of experiments over several real graphs, representing chemical compounds, proteins, and cell-graph datasets. We demonstrate that our approach yields better or competitive accuracy in a fraction of the time taken by other kernels. Our method is particularly effective in classifying large unlabeled graphs, since it is able to effectively capture the structural differences among the classes.
RELATED WORK
Graph kernels compute the similarity between pairs of graphs in D, based on the common patterns they share. The patterns can range from the simple to the complex. Specifically the kernels are designed to exploit random walks [4, 8, 9, 17] , shortest paths [10] , cyclic patterns [11] , subtrees [2, 3, 12, 13] , and subgraphs [14] [15] [16] . Another class of graph kernels, e.g. the diffusion kernel [18] , deal with the similarity between nodes of a single graph. However, our focus in this paper is on kernels between different graphs 1 , which we discuss in more detail below.
Random Walk Kernels:
The similarity of two graphs G i , G j ∈ D can be quantified by counting labeled walks that are common to both of them. The random walk kernel [8] , one of the first graph kernels, is based on this idea. The kernels in refs [4, 9] are also based on random walks over labeled graphs. Computing the pair-wise kernel values has worst case O(n 6 ) complexity, where n denotes the number of nodes in G i and G j . A more efficient version of the random walk kernel was proposed in ref. 17 , reducing the complexity to O(n 3 ) per pair of graphs. One potential problem with these kernels is that artificially high kernel values may be obtained by repeatedly visiting same nodes and edges multiple times [20] . We refer to ref. 21 for a recent overview of random-walk (RW)-based graph kernels.
Shortest Path Kernels:
The SP graph kernel [10] first computes the SP graph S = (V S , E S ) for each graph G = 1 A preliminary version of this paper appeared in the MLG'11 Workshop [19] , which does not have formal proceedings.
(V , E) ∈ D.
Here V S = V , and a weighted edge (v a , v b ) exists in E S if v a and v b are connected by a path in G, with the edge weight representing the SP length between v a and v b (infinity if they are not reachable). Given the SP graphs S i and S j for two input graph G i and G j the kernel is defined as the sum over all pairs of edges from S i and S j , using any suitable positive definite kernel on the edges. The all-pairs SP graphs can be computed in O(n 3 ) time, and the kernel can then be computed in O(n 4 ) time, since S i and S j each have O(n 2 ) edges. Other variants of the SP kernel include equal length SPs, k SP, k shortest disjoint paths, and so on [10] .
Cyclic Pattern Kernels:
The cyclic pattern kernel [11] is based on counting the number of common cycles that occur in both graphs. Since there is no known polynomial time algorithm to find all the cycles in a graph, sampling, and time-bounded enumeration of cycles are used to measure the similarity of the graphs.
Subtree Kernels: Subtree kernels are based on common subtrees in the graphs [12] . The main idea is to consider pairs of nodes from G i and G j and see if they share common tree-like neighborhoods, i.e. to count the pairs of identical subtrees of height h rooted at vertex v a ∈ G i and v b ∈ G j . The kernel is defined as the sum over all pairs of vertices of a suitably defined vertex pair kernel. The complexity of this approach is O(n 2 h4 d ), where d denotes the maximum degree. Another subtree kernel was proposed in ref. 2 , based on a path representation of the trees obtained via a depth-first search on the input graphs. The kernel function is computed on these paths (e.g., the ratio of the longest common path).
The recently proposed Weisfeiler-Lehman (WL) kernel [13] is a fast subtree kernel that scales up to large, labeled graphs. It uses the WL isomorphism test, which uses iterative multiset-label determination, label compression, and relabeling steps. The isomorphism test terminates after a prespecified number of iterations h. If the sets of labels for nodes are not identical, then two graphs are considered as non-isomorphic, otherwise, they are isomorphic. The WL graph kernel counts the matching multiset labels for the two graphs G i and G j in each iteration of the WL isomorphism test. The WL kernel has O(mh) complexity, where m is the number of edges in the graphs.
Graphlet and Subgraph Kernels: Similar graphs should have similar subgraphs. Graphlet kernels measure the similarity of two graphs by the dot product of count vectors of all possible connected subgraphs of order k (i.e., the graphlets, also called as k-minors) [14, 15] . For any k (usually set to 3, 4, or 5), there are 2 ( k 2 ) possible graphlets of size k, but many of them are isomorphic. Usually, to avoid the dependence on the size, the count vector is normalized into a probability vector, and the graphlet kernel is redefined (k−1) ) [14] . Frequent subgraph mining can also be used to define a kernel between two graphs [16] . Let F = {s 1 , . . . , s p } denote the set of p frequent and discriminative subgraph patterns mined from D. Each graph G i ∈ D is then represented as a binary feature vector {0, 1} p where feature j is set to 1 if and only if s j is isomorphic to a subgraph in G i . The kernel between G i and G j can be defined over their binary feature vectors. CORK [16] implements this approach; it uses gSpan [22] to mine the subgraphs, and selects near-optimal features (subgraphs) from that set, that are most discriminative for classification.
In our experiments in Section 4, we compare with the following graph kernel methods: fast geometric RW kernel [17] , SP kernel [10] , graphlet (GK) kernel [14] , RamonGärtner (RG) subtree kernel [12] , and WL subtree kernel [13] . We also compare with CORK [16] .
GRAPH ATTRIBUTES FOR CLASSIFICATION
As we have seen above, while many sophisticated graph kernels have been proposed, efficiency and scalability remain as challenges, for large graph datasets. Our basic idea is to compute several topological and label attributes for each graph in the dataset, and to use the derived featurevector attributes for classification. Like most of the graph kernel work, we use the SVM as the classifier of choice. The graph attributes we use are listed below. f-1. Average degree: The degree of a node is defined as the number of its neighboring edges. Average degree is the average value of the degree of all nodes in the graph, i.e. d(G) = 
, the number of triples a node u has. Figure 1 shows a triangle and its three triples. Alternatively, the clustering coefficient for node u can be defined as the ratio of the number of actual edges between the neighbors of u to the number of possible edges between them. The clustering coefficient C(G) of a graph is the average of c(u) taken over all the nodes in the graph, i.e.
Here we use C(G) as one of our global graph features. Generally, average clustering coefficient is a very popular metric in network analysis, but in some specific graph datasets, such as chemical compounds, there do not exist many triangles in any graph instance, which results in the clustering coefficient taking on value close to 0. f-3. Average effective eccentricity: The eccentricity of a node u is defined as e(u) 
Maximum effective eccentricity is thus the same as effective diameter.
f-5. Minimum effective eccentricity (effective radius): Minimum effective eccentricity is defined as the minimum value of effective eccentricity over all nodes in the graph. Note that minimum eccentricity is called the graph radius, i.e. rad(G) = min{e(u)|u ∈ V }, thus minimum effective eccentricity is the effective radius.
f-6. Average path length (closeness centrality): The closeness centrality of a node u is defined as the reciprocal of the averaged total path length between node u and every other node that is reachable from node u, where u ∈ V , i.e. close(u) = n−1 v∈V ,v =u d (u,v) . We take the average of closeness centrality of all nodes as a global metric for a graph. itself. For a simple graph, which is loop-free, the trace equals 0 because the elements on the main diagonal of A are all zeros. f-16. Energy: Squared sum of the eigenvalues of the adjacency matrix A. More formally, the energy of a graph G is:
f-17. Number of eigenvalues: Number of distinct eigenvalues, s ≤ n, of the adjacency matrix A of the graph. The adjacency matrix A of an undirected graph has n eigenvalues; however, they are not necessarily distinct.
f-18. Label Entropy: We employ label entropy to measure the uncertainty of labels. Suppose a graph G has q different labels: l 1 ,..., l q , then the label entropy is given as
f-19. Neighborhood Impurity: We define the impurity degree of a node u as: 
The link impurity of a graph G is defined as:
, where m is the number of total edges in graph G. 
Graph Classification:
In computing the feature values, if a certain graph in the dataset is disconnected and contains several components, we compute the average value for a given graph metric over all the components. Each graph G i in the database is finally represented by its corresponding feature vector F i over the 20 topological and label attributes. However, using the raw or unnormalized feature values does not perform well. This is mainly because the original feature have different range of values (see Table 1 for example), which would give more importance to features with larger values than those with smaller values. Instead we normalize the feature values via range and znormalization.
In range normalization each value x of a feature f i is transformed into r(x) = x−min max − min , where min and max denote the minimum and maximum value for f i . In znormalization x is replaced by z-score(x) = x−μ σ , where μ and σ are the mean and standard deviation for f i . By normalizing the values all features are considered on equal footing, which helps improve the classification accuracy. Once each graph G i in the dataset D has been transformed into its corresponding normalized feature vector of length 20, F i = (f i1 , . . . , f i20 ), we use the SVM classifier over the new feature-vector dataset, using the Gaussian or radial basis kernel (RBF) (we tried a linear kernel too, but RBF gave better results).
Computational Complexity:
The various graph attributes range from the simple to the complex, with higher computational times for the more complex features. In the analysis below, we use n to denote the number of nodes |V | (also called the graph order), and m to denote the number of edges |E| (also called the graph size).
For each graph in the database, the number of nodes (f 11 ) and edges (f 12 The eccentricity-based attributes (f 3 , f 4 , f 5 , f 7 ) and the average path length (f 6 ) can be easily computed from the all-pairs SP matrix. The all-pairs matrix can be computed in time O(n 2 + nm) via n calls of single-source SPs, each of which can be computed in breadth-/depth-first search in time O(n + m), since we assume that each edge has weight one. From the SP matrix, the attributes can be computed in O(n 2 ) time. The spectral attributes (f 13 to f 17 ) depend on the eigendecomposition of G, which can be computed in O(n 3 ) time in the worst case. However, typically real-world graphs are Table 1 . Global graph feature vector for the example. 
EXPERIMENTS

Experimental Setup
We compare our graph-feature-based classification approach with state-of-the-art graph kernel classifiers. More specifically, we compare with the following graph kernel methods: fast geometric RW kernel [17] , SP kernel [10] , graphlet (GK) kernel [14] , RG subtree kernel [12] , and WL subtree kernel [13] . We relied on a Matlab implementation of all of these kernels 2 . As suggested in ref. 13 , we used the tuned parameter settings for each of the kernels as follows. For RW, the decay weight is chosen in the range λ ∈ {10 −6 , . . . , 10 −2 }. For RG we set λ r = λ s = 1. For the WL kernel, we choose h = {1, . . . , 10}, which means that ten different kernel matrices are computed. For SP, we use equal length SPs, and for GK we use connected three minors. We also compare with the subgraph-feature-based approach of CORK [16] 3 , which is implemented in C++. For CORK, we use 10% minimum support to mine the frequent discriminative subgraphs. Recall that CORK uses the efficient gSpan [22] frequent graph mining algorithm, and then does feature selection. We also compared with a direct approach that uses all mined frequent subgraphs as binary features for classification; we used the Gaston [25] subgraph mining method for this.
In the discussion below, our graph feature approach is denoted as GF. GF was written in Python, with NumPy [26] and Networkx [27] modules for linear algebra and graph support. Note that both NumPy and Matlab use low-level C implementations for most matrix operations; therefore, the timing results are comparable 4 , although there might be slight differences. We present results for three variants of the GF approach: GF(no) denotes the method using a raw or unnormalized feature vector, whereas GF(r) and GF(z) use range and z-score normalized feature vectors, respectively.
We use the libsvm [28] (support vector machine library) for all of the kernels and our method. The graph kernels use the kernel matrix computed via the particular graph kernel, whereas we use the default Gaussian or RBF kernel in libsvm:
p , where p equals the number of features, which is 20 for all datasets, except those that do not have any labels on the nodes and edges. The latter include the cell-graph datasets, and the non-label versions of the other datasets; for these the number of features is n = 17, since we do not use the label-based features (f 18 to f 20 ). We also use a RBF kernel for CORK as that gave us the best results.
For each method, we perform ten runs of tenfold crossvalidation, and we tune the C parameter, for C-SVM, using only the training folds. We will report the graph kernel matrix computation (for other methods), or for the graph feature computation (for GF). We will plot SVM training times for each method for some selected datasets as well.
All the experiments were performed on MAC OS × 10.5 with two 2.66GHz Dual Core Intel Xeon processors, with 4GB 667MHz DDR2 memory.
For performance assessment, we report the average accuracy and standard deviation over the tenfold crossvalidation run ten times. We also assess whether the accuracy of our method is significantly better or worse than the accuracy of the best previous method. For this we use the paired t-test for the difference between the accuracies in each fold. We report the value of the t-statistic, given as: t = √ Nμ σ , where μ and σ 2 denote the mean and variance of the difference in accuracy between the two methods, and N = 100 is the total sample size (ten runs times tenfolds). We fail to reject the null hypothesis, that there is no significant difference, if t ∈ (−t α/2,N −1 , t α/2,N −1 ), where α is the significance level for a two-tailed t-test with N − 1 degrees of freedom. We use α = 0.05 for which the interval is (−1.98, 1.98). If the value of t-statistic is outside this interval, the two methods are statistically significantly different in performance.
Datasets
We used three different types of graph datasets: chemical compounds, proteins, and cell graphs. See Table 2 for statistics on the different graphs. The table shows the total size of each dataset, including the number of classes, the number of points in each class, the average and maximum number of vertices and edges for the graphs, and the average degree. Note that the chemical compounds and protein datasets have two classes, whose sizes are shown under the positive and negative column labels. The Statistical Analysis and Data Mining DOI:10.1002/sam 
cell-graphs datasets have three classes, and their sizes are shown under the 'size(N)' column.
Chemical Compounds:
The chemical compound datasets include MUTAG [29] , NCI1 and NCI109 [30] , and PTC 5 , which have been employed as benchmark datasets in previous graph kernel papers. MUTAG is a dataset of mutagenic aromatic and heteroaromatic nitro compounds assayed for mutagenicity on bacterium Salmonella typhimurium. We used two balanced subsets of the NCI (National Cancer Institute) datasets. The class labels are based on an anticancer screen, as active or inactive. The PTC datasets record the carcinogenicity of several hundred chemical compounds for male rats (MR), female rats (FR), male mice (MM), and female mice (FM). As one can in Table 2 (a), these graphs are very small (20-30 nodes and 25-40 edges) and sparse, with average degree around 2.
Proteins: The D&D dataset [31] , which has also been used by previous studies, consists of 1178 proteins, with 691 enzymes and 487 nonenzymes. In addition, we 5 www.predictive-toxicology.org/ptc created two new datasets from CATH 6 , a manually curated database of protein domain structures. CATH1 consists of proteins in the same class (mixed alpha-beta), but having different architectures (alpha-beta barrel vs. twolayer sandwich). CATH2 has proteins in the same class (mixed alpha-beta), architecture (alpha-beta barrel), and topology (TIM barrel), but in different homology classes (aldolase vs. glycosidases). CATH2 is harder to classify, because proteins in the same topology class are structurally similar. The protein graphs are ten times larger in size than chemical compounds, with 200-300 nodes and 700-1250 edges (Table 2(b)), and average degree is 5-8. We use another variant of the CATH datasets, without the node labels (which correspond to the amino acids). We denote these as CATH1 (w/o L) and CATH2 (w/o L).
Cell-graphs:
We also performed experiments on cancer cell-graph datasets [5, 32, 33] . These graphs were constructed from the histopathological samples from three different types of tissues: breast, bone, and brain. Within each type of tissue we consider three classes: healthy Table 2 (c)). Average graph size is five to ten times larger than proteins, with 200-4500 nodes and 100-43 000 edges. Average degree is 4-8 for bone, 10-18 for brain, and 22-35 for breast tissue. The cell graphs are unlabeled (i.e., no labels on nodes or edges). Table 3 shows the accuracy comparison for our GF approach versus other graph kernels on the chemical compound datasets. Each cell records the average classification accuracy, as well as the standard deviation, over the tenfold cross-validation over ten different runs. Table 4 reports the wall clock running times for each method on the different datasets. A '-' in any cell means that the computation of the kernel matrix did not finish in one day, and thus the run was aborted. We can observe from the results that graph features with unnormalized/raw values, denoted GF(no), do not perform well in terms of accuracy. Furthermore, for these graphs, the z-normalized GF(z) approach delivers the best results, except for PTC(FM) and PTC(FR).
Graph Kernel Comparison
Chemical compound datasets
On the MUTAG dataset, GF(z) is the best overall method. Looking at the t-statistic, it is significantly better than the next best method, SP kernel, at a significance level of α = 0.05, since t ∈ (−1.98, 1.98) . Considering the time, we can see that GF takes only a fraction of the time compared to other methods. It is six times faster than SP.
On the NCI1 and NCI109 datasets, the WL subtree kernel has the best accuracy. The NCI datasets are quite tree-like; we can see in Table 2 that for both the average and maximum number of edges, we have |E| ≈ |V |. Given that the WL kernel is a subtree kernel, it is well suited for such tree-like datasets. However, in terms of time, GF is over 25 times faster.
The PTC datasets are also tree-like, and thus the WL kernel performs well. However, while WL is the best method for MM, GF(z) is the best method for MR. These differences are statistically significant. On FM, the WL kernel has a slight advantage, whereas on FR data, GF(r) is slightly better, although there is no significant difference between them. In terms of computational time, GF method is vastly superior, being six times faster than WL. GK is the second fastest method, but its accuracy is not very high. Compared with RW, SP, RG, and CORK methods, our GF approach is one to three orders of magnitude faster.
To study the effect of graph topology versus graph attributes/labels, we also compared the performance of the GF method versus the GK, WL, and CORK methods on unlabeled versions of the chemical compound datasets, as shown in Table 5 . Unfortunately, CORK could not run on the unlabeled datasets (except for MUTAG) since too many frequent topological subgraphs are mined once labels are omitted, and the (sub)graph isomorphism checks become expensive. The main observation from these experiments is that GF's performance remains essentially the same between the labeled and unlabeled datasets, which indicates that the label information is not that helpful for GF; it relies primarily on the topological features. Also, WL does suffer when labels are omitted, especially for the NCI datasets. This suggests that for the NCI datasets labels are important to improve performance, and thus GF may also benefit if we can incorporate more effective label features (which is part of future work).
Protein datasets
The protein graphs are much larger compared with the chemical compound datasets. The accuracy and timing results are shown in Tables 6 and 7 . In terms of accuracy, among the GF variants, the unnormalized version is the worst, whereas GF(r) gives the best results, except on the unlabeled D&D (w/o L) and CATH2(w/o L) datasets.
For the D&D enzyme dataset, the only kernel methods that finished within 24 h were GF, GK, WL, and CORK. Here WL has the best accuracy, but GF is about three times faster. Although CORK is four times faster, since it uses C++ and GF uses python, the timing comparison is not entirely fair. Also, it is worth noting that on the unlabeled versions of the protein datasets, CORK could not be run.
For the CATH datasets, we can see that GF is 2-5 times faster than WL, about 20 times faster than SP, 4-8 times faster than GK, and 10-20 times faster than CORK. RW and RG were not able to finish in the allotted time (1 day). For CATH1, we find that GF(r) has a slight (although not significant) advantage over other approaches in terms of accuracy. CATH1 is an easier dataset to classify, since the proteins in the two classes differ at the architecture level, and thus are structurally different. All the methods do well on this dataset. On CATH2 data, CORK gave the best overall results, and GF was significantly worse. CATH2 is a much harder dataset to classify from a structural viewpoint. This is because the two classes have significant structural similarity. On the other hand, there are possibly significant differences in the protein sequences between the two classes. GF mainly relies on topological graph features, and the three label features (f 18 to f 20 ) are not able to capture the subsequence similarity (since they a re local and are not designed to look at subsequences). GF is thus not able to distinguish between the two classes as well as the other kernels that can effectively utilize label information. To verify this hypothesis, we removed the node (amino acid) labels from the CATH datasets; thus, all methods have to rely only on topological information. We also include a comparison the unlabeled D&D dataset for completeness. CORK aborted on all the unlabeled proteins datasets, since the (sub)-graph isomorphism checks in this case become too expensive. We now find that GF(z) is significantly superior to other methods on CATH2(w/o L), and also on the D&D dataset. While the accuracy of GF(z) remains close to the labeled case, the other methods suffer a significant drop in accuracy. For example, WL has an accuracy of 94.21 on CATH2, but only 76.85 on CATH2(w/o L). This confirms two things: (i) there is significant sequence similarity between sequences in the same class, exploiting which helps the other methods and (ii) even though the CATH2 classes are topologically similar, there are enough structural differences that GF is still able to exploit. Likewise, GF can leverage the topological differences between the enzymes and nonenzymes for D&D. Table 8 shows the accuracy comparison for GF versus other graph kernels on the cell-graph datasets. The corresponding timing results are shown in Table 9 . One of the differences between cell-graph and the other datasets is that cell graphs are much larger (e.g., 4550 nodes and 43 400 edges for brain graphs). Furthermore, while the other datasets are labeled, the cell-graph data does not have any labels.
Cell-graph datasets
We show the results separately for each tissue type, and we show results for binary classification. Among the GF variants, GF(z) is usually better than GF(r), or is close to it. The unnormalized version is significantly worse. For GF, we use only the top k = 2 eigenvalues for bone (O), and k = 100 for brain (A). This is because computing all the eigenvalues for these large graphs is expensive.
For the cell-graph datasets, GF significantly outperforms all other methods in terms of accuracy, and also has an advantage in terms of time. For the largest graphs, from brain tissues, even GK and WL were not able to complete within a day of computation time. We also do not report the accuracies for CORK, since it aborted on the cell-graphs datasets. Because of the large graph size and the lack of labels, the graph mining step in CORK fails to enumerate any discriminative subgraphs. 
The accuracy of the competing methods depends on the two classes being compared. WL has comparable accuracy only on the easier to classify pairs, namely benign and cancerous breast graphs (EB vs. EI), normal and fractured bone graphs (OF vs. ON), and benign and inflamed brain graphs (AB vs. AI). On the other hand, on the other hard pairs, such as inflamed/noninvasive/damaged versus cancer (EN vs. EI, OF vs. OO, and AI vs. AG), our graph feature approach is significantly superior. For example, on EN vs. EI, GF(z) has an accuracy of 83.84, whereas SP has an accuracy of 73.22, WL has an accuracy of 71.22 and GK has an even lower value (62.38).
It is interesting to note that since cell-graph datasets do not have labels, all the kernels can only use structural information for computing the kernel matrix. The fact that GF has the best accuracies implies that the topological attributes we compute are well suited to extract discriminating features among the graphs from different classes. In fact, these attributes are much better at capturing the topological differences than the corresponding kernels based on subtrees, graphlets, SPs, and random walks, especially on large, unlabeled graphs, such as the cell graphs. Figure 4 plots SVM training times for the different methods on four selected datasets: MUTAG, PTC(MR), NCI1, and CATH1. They all use the same libsvm package. For MUTAG, the training times for GF and CORK are about five times faster than other graph kernel methods, which are all relatively close to each other. For PTC(MR), there are significant differences in the training times. GF still has the least computational time, whereas the Graphlet kernel had the longest time. GF is over four times faster than the WL kernel. For NCI1, since the computation of RW and RG kernel matrix did not finish within a day, we excluded them from the plot. GF retains the fastest SVM training speed. Finally on the CATH1 dataset, GF(z) and CORK are the fastest, whereas the WL kernel is the slowest, being over ten times slower than GF(z). Figure 4 shows that GF methods with normalization give rise to easily optimized SVM classifiers compared with other graph kernel methods.
SVM training times
Scalability study
To study the scalability of our GF approach, we selected some datasets from each of the three groups: NCI1, PTC(FR), CATH2, and OF-OO. Next, we replicate the instances 10, 50, and 100 times, and we compare with the original replication factor of 1. For instance, NCI1 dataset with replication factor 100 has 100 × 4110 = 411 000 instances. Figure 5 shows the time it takes to extract the GF topological features for the four selected datasets. As expected, the runtime of GF is linear in the number of graph instances.
Frequent Subgraph Features
We evaluated the effectiveness of using frequent subgraph features for graph classification. Recall that the CORK method first uses the gSpan algorithm [22] to mine frequent subgraphs, and then uses feature selection to create the final classifier. CORK's performance on chemical compound datasets appears in Table 3 . We also employed the Gaston [25] frequent subgraph miner to obtain all frequent subgraphs at 10% minimum support (same as that used for CORK/gSpan). Next, we convert each subgraph into a binary feature, noting its presence or absence in each training/testing example, without doing any feature selection. Table 10 shows the accuracy of this approach on the chemical compound datasets. We find that except for PTC(FR), this approach is not as good as the WL or GF methods. Interestingly, the Gaston approach is typically better than CORK, even though it does not do any feature selection. It also is the fastest among all approaches in terms of time; its efficient C++ implementation finishes in under 2s for all the chemical compound datasets (although it is not fair to compare it with the Matlab/Python implementations). Unfortunately, Gaston was not able to mine all the frequent subgraphs for the protein and cell-graph datasets (at 10% minimum support threshold) within the 24 h time threshold. For some higher support values (e.g., 30%) Gaston was able to run, but it outputs so many patterns that the SVM classification step failed (it exceeded the 4 GB memory). Combined with the fact that even CORK cannot be run on the cell-graph and other unlabeled datasets, the whereas subgraph features can help for labeled graphs, they are not effective for unlabeled graphs, where GF is particularly strong.
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Feature Importance Study
We carried out a detailed study to rank the different graph features, with the goal to identify which features carry the most information. We used the SVM-wrapper feature selection method [34] , which ranks the features via recursive feature elimination using SVM. In Tables 12 and  11 we record the ranks of the top-k effective features, for k = 5. The last row of the table notes the number of occurrences of each feature in the top five list. While it is clear that the most informative graph attributes are dataset dependent, some general conclusions can still be made. For instance, for GF with range normalization, the top five features (shown in bold in Table 11 ) based on the number of occurrences include: (i) average clustering coefficient (f 2 ), (ii) number of nodes (f 11 ), (iii) number of eigenvalues (f 17 ), (iv) number of edges (f 12 ), and (v) energy (f 16 ). For GF with z-normalization, the top-fiveoccurrences-based features (shown in bold in Table 12 ) are: (i) number of nodes (f 11 ), (ii) average degree (f 1 ), (iii) average clustering coefficient (f 2 ), (iv) number of edges (f 12 ), and (v) number of eigenvalues (f 17 ). Thus, good discriminating features depend on both the graph datasets and different normalization methods. We still observe some high level trends in the rankings from the tables. The spectral attributes (f 13 , f 14 , f 16 , f 17 ) are generally quite effective. The SP-based attributes (f 3 , f 4 , f 5 , f 6 , f 7 ) do not appear to be that effective compared to the spectral attributes, especially for range normalization. f 1 (average degree) and f 2 (average clustering coefficient) are also generally good features. f 8 (giant connected ratio), f 9 (percentage of isolated points), f 10 (percentage of end points) might be effective if the graphs in the dataset contain several components, e.g. bone tissues dataset. As for the label-based features, for half of the datasets (five of ten) in which graphs have node labels, the feature f 18 (label entropy) is in the top five. Note that none of them select f 15 (trace) as an effective discriminating feature, since none of the graphs in our experiments contain loops. A detailed dataset specific analysis of feature importance is given next.
Chemical Compounds Datasets:
We first take a look at range normalization in Table 11 , for the chemical compound datasets: MUTAG, NCI1 and NCI109, and PTC.
For MUTAG, the top five features are f 13 (spectral radius), f 12 (number of edges), f 5 (effective radius), f 1 (average degree), and f 16 (energy).
The NCI datasets all have similar top five feature rankings among themselves, i.e., the first four features are the same, f 17 (number of eigenvalues), f 9 (percentage of isolated points), f 19 (neighborhood impurity), and f 13 (spectral radius), except for the fifth feature: for NCI1 it is f 8 (giant connected ratio) and for NCI109 it is f 14 (second largest eigenvalue). Note that both range and z-normalization choose f 17 (number of eigenvalues) as the top feature for these tree-like datasets. There is rich literature showing that the eigenvalues of a graph capture many topological properties. For example, multiplicity of eigenvalues usually corresponds to symmetries in the graph [35] (although the correspondence is not exact). The possible explanation for f 17 being selected by the NCI graphs is that one class has more balanced tree-like structures than the other class. However, the PTC graphs have quite different feature rankings with each other. It is interesting to see that all of them put f 2 , average clustering coefficient, as the first rank. But since PTCs are chemical compounds, most graphs have zero triangles. Thus most graphs will have f 2 feature value 0. Using only average clustering coefficient as the feature for classification, the accuracies for GF(r) are: PTCMM (61.68 ± 6.83), PTCFM (59.02 ± 6.05), PTCMR (55.83 ± 7.83), and PTCFR (65.53 ± 9.32), which are close to the accuracies by using the full 20 features for classification (see Table 3 ). One possible explanation is that since positive or negative graphs have f 2 value 0, an SVM classifier will not be able to discriminate between them. Rather, the SVM will classify all of them as either positive or negative. Since the PTC datasets are balanced datasets to some extent (with approximately 40% positives and 60% negatives), the classifier accuracies are expected to around 60%. The SVM-wrapper feature selection method also shows that f 2 is an informative graph attribute. Other attributes are less informative or even redundant. Nevertheless, considering them together still improves the accuracies by 1-4%, compared to using f 2 alone (see Table 3 ).
For the z-normalization results in Table 12 , we see that for MUTAG, the top five features are f 13 (spectral radius), f 2 (average clustering coefficient), f 1 (average degree), f 18 (label entropy), and f 20 (link impurity). For the two NCI graphs, there are two features selected by both: f 11 (number of nodes) and f 17 (number of eigenvalues). For the four PTC graphs, f 2 (average clustering coefficient) is selected by three datasets. Note that f 5 (effective radius), f 8 (giant connected ratio), f 9 (percentage of isolated points), f 15 (trace), and f 19 (neighborhood impurity) are not selected either by range or z-normalization. Since chemical compound usually contain only one component and form a simple graph, some features such as isolated points, giant connected ratio and trace have little discriminating power.
Proteins:
The protein datasets include D&D and CATH1 and CATH2 (with and without labels). In Table 11 , these five datasets all put feature f 17 (number of eigenvalues) in the top five, whereas four of them have f 16 (energy) and f 12 (number of edges) in the top five, and three choose f 11 (number of nodes). Compared with chemical compounds, protein datasets (graphs) are relatively large. Thus some simple statistics, e.g. number of nodes and number of edges might be more effective and can have more discriminating power. The dimension of the adjacency matrix for each graph is larger compared to chemical compound datasets, which increases the value of the energy feature.
In Table 12 , for z-normalization, besides all of the protein datasets choosing f 11 (number of nodes) as an important feature, three in five consider f 4 (effective diameter) and f 12 (number of edges) important for classification. For D&D dataset, both the range and z-normalization methods select f 14 (the second largest eigenvalue).
Cell graphs: Cell graphs are the largest graphs used in our experiments. The datasets have three different types of cancerous tissues: breast, bone, and brain. Each has three binary classification tasks. With range normalization (Table 11 ) all of them consider f 11 (number of nodes) and nearly all of them (seven in nine) put f 2 (average clustering coefficient) as important discriminating features.
For breast-cancer datasets, besides the features mentioned above, two in three select f 1 (average degree), f 3 (average effective eccentricity), f 14 (second largest eigenvalue), and f 17 (number of eigenvalues) among the top five features. For bone-cancer datasets, two in three select f 8 (giant connected ratio), f 10 (percentage of end points), and f 17 (number of eigenvalues) in the top five. Note that each graph in bone has multiple connected components and the largest number of components of one graph is 158 (including isolated points). Thus, f 8 and f 10 become important discriminating features here. For brain-cancer datasets, besides the features mentioned above (f 11 , f 2 ), two in three select f 3 (average effective eccentricity), f 6 (closeness centrality), and f 8 (giant connected ratio). It is known that different types of tissues in brain have different cellular density levels [33] . The cancerous tissues (glioma) have higher cellular density while the healthy tissues (benign) have lower cellular density. At the same time, cancerous tissues and damaged tissues (inflammation) have equally high cellular density. Hence, on AG versus AB and AB versus AI, except for the node-based features (f 11 and f 2 ), some path-based features such as f 3 (average effective eccentricity) and f 6 (closeness centrality) also show discriminating power.
For z-normalization (Table 12) , all of the cell-graph datasets choose f 1 (average degree) and almost all of them (seven in nine) choose f 2 (average clustering coefficient) and f 11 (number of nodes), as important features. Figure 6 plots the frequency distributions for the average degree (f 1 ) and average clustering coefficient (f 2 ) for the three breast cancer cell-graph classes (invasive: EI, noninvasive: EN, and benigh: EB). One can observe that there are significant differences among the class-specific distributions, which help discriminate them in our GF approach.
It is worth remarking that while f 11 (number of nodes) and f 12 (number of edges) are good discriminating features (they are usually in the top five), the accuracy is not significantly different even without these features, as shown in Table 13 . The table shows the performance of GF with and without these two features: GF is with the original set of 17 features (discounting the label-based features f 18 -f 20 , since Cell-graphs are unlabeled), whereas GF* is with 15 features (with f 11 and f 12 removed). We can see that the differences in accuracies are not significant, except for ON versus OO, where the drop in accuracy is approximately 6%. Note that in over half the cases there is even a slight increase in accuracy for GF*, with the reduced set of features. For OF versus OO there is a 3.5% increase for GF*. One possible explanation is that features are not mutually independent and some missing features could be compensated to some extent by other features. In any case, even without the two simplest features, namely number of nodes and edges, GF* method is superior to other graph kernels on the cell-graph datasets (see Table 8 ).
Augmented Topological Features
To further examine the effect of additional topological features, we augmented the initial 17 features (f 1 to f 17 Then, for the whole graph we take the average of these values over all nodes. f-27. Transitivity: Defined as the fraction of all possible triangles in each graph. A possible triangle is a triple which has two edges sharing one vertex.
f-28. Periphery: The periphery is the set of nodes with eccentricity equal to the effective diameter. We compute the fraction of nodes that comprise the periphery in each graph.
f-29. Cycle basis: A graph may have multiple cycles. However, each cycle in the graph can be decomposed into the sum (defined as 'exclusive or' of the edges) of several cycles. We call a minimal collection of such cycles as a cycle basis. The cardinality of cycle basis is selected as a global feature.
f-210. Square clustering coefficient: While clustering coefficient by triangles give the likelihood that any two neighbors of u are connected, the square clustering coefficient gives the probability that two neighbors of node v share a common neighbor different from v. Tables 14 and 15 give the accuracy and running time, respectively, for the GF methods, with and without the augmented features. GF (20) denotes the use of the original 20 features, and GF(30) includes the augmented features. The results are shown on selected datasets from each group, i.e. MUTAG and PTC(MM) from chemical compounds, D&D and CATH2(w/o L) from proteins, and EN versu EI from cell graphs. We observe that the augmented features improve the performance for CATH2 (w/o L) to some extent, with not much difference for the other datasets. However, interestingly, on the cell-graph dataset EN-EI, the use of the additional features significantly reduces the accuracy. This may be because the other features already capture most of the global topological properties for the cell-graph dataset. Also, these augmented features can be expensive to compute, being typically three times slower than the 20 initial features. Combined with the feature importance study above, we conclude that the simpler Statistical Analysis and Data Mining DOI:10.1002/sam topological features are typically sufficient to capture most of the important structural properties, and it is not that beneficial to include too many complex topological attributes such as cliques, square clustering, cycles.
CONCLUSIONS
We propose a simple yet effective and efficient graph classification approach that is based on topological and label graph attributes. The graph dataset is converted into a feature-vector dataset, which can be classified easily using any classifier. Our main idea is that graphs from the same class should have similar attribute values. On the basis of an extensive comparison with state-of-the-art graph kernel classifiers, we show that our approach yields competitive or better accuracies and has typically much lower computational times. Our conclusion is that graph attributes are effective in capturing discriminating structural information from different classes. While no method is uniformly the best, our approach is particularly effective for unlabeled graphs. Combining our graph features, with the best features from other approaches, such as the WL kernel, has the potential to yield even better methods, especially for labeled graphs.
This work opens up fruitful directions for future research. First, we would like to consider features that are more local, instead of the mainly global ones we consider in this paper. One approach to achieve this is to use the complete local distribution (e.g., degree distribution), as a complex feature in classification, instead of computing the average (e.g., average degree) like we do in the global approach. Second, we would like to construct better label attributes. We have exploited only three labeled features so far, and it is clear that some datasets such as the anticancer chemical compounds (NCI) and protein structural classes (CATH2) can benefit from richer label-based attributes. Third, we would like to exploit additional features from the other graph kernels (e.g., WL kernel). Finally, we would like to understand which graph and kernel features are the most informative in terms of classification, and eventually, even for clustering.
