In this paper we introduce the notion of rational Hausdorff divisor, we analyze the dimension and irreducibility of its associated linear system of curves, and we prove that all irreducible real curves belonging to the linear system are rational and are at finite Hausdorff distance among them. As a consequence, we provide a projective linear subspace where all (irreducible) elements are solutions to the approximate parametrization problem for a given algebraic plane curve. Furthermore, we identify the linear system with a plane curve that is shown to be rational and we develop algorithms to parametrize it analyzing its fields of parametrization. Therefore, we present a generic answer to the approximate parametrization problem. In addition, we introduce the notion of Hausdorff curve, and we prove that every irreducible Hausdorff curve can always be parametrized with a generic rational parametrization having coefficients depending on as many parameters as the degree of the input curve.
Introduction
The research in mathematics has shown that not all (mathematical) problems can be solved algorithmically, as for instance the negative solution of Hilbert's tenth problem given by Matiyasevich or the unsolvability, as a consequence of Abel's Theorem, of the general equation of degree n if n > 4. However, even in these cases, the developed techniques to yield to these conclusions have a lot of applications in computational mathematics and in other areas of mathematics as algebra, number theory, etc.
A similar, in some sense, phenomenon appears when computational mathematics mixes with applied mathematics or, more precisely, with practical applications. In this situation, even though one may be dealing with a problem that can be solved algorithmically, and even though one has good algorithms for approaching the solution, it can happen, and often it is the case, that the problem has to be reformulated and analyzed from a different point of view. To be more precise in this claim, let E be a mathematical entity appearing in the resolution of a practical problem (e.g. E is a real polynomial) that is known, because of the nature of the treated applied problem, to satisfy certain property P (e.g. being reducible over Q) that implies the existence of certain associated objects E 1 , . . . , E n (e.g. the irreducible factors over Q of the polynomial), and let the goal of the problem be to compute E 1 , . . . , E n . However, often in practical applications, we receive a perturbation E of E instead of E, where the property P does not hold anymore neither the associated objects E i exist; for instance, a perturbation of a Q-reducible polynomial will be, in general, Q-irreducible and, therefore, the application of the existing polynomial factorization algorithms will just not solve our problem. One may try to recover the original unperturbed entity E. Since, this is essentially impossible, a more realistic version of the problem is to determine a new object E near E , and satisfying P, as well as computing the associated objects E i to E . We call approximate to an algorithm solving a problem of the above type; a solution for the illustrating example on polynomial factorization is given in [7] . Some papers treating this type of problems with the same, or similar, strategy are [3] , [4] [5] , [8] , [9] , [10] , [11] , [13] , [14] , [15] , [17] , [20] ; see also [16] .
Both situations, described above, far from being a weakness of computational mathematics, are a source of motivation and scientific challenges. Our paper is framed within the second phenomenon, and more precisely when the mathematical entity E is a real algebraic plane curve, P is the property of the curve of being parametrizable by means of rational functions (i.e. genus 0 property), and the associated objects E i are the rational functions in one parametrization of E. We refer to this particular problem as the approximate parametrization problem.
But, above, what does it mean that E is near E ? Depending on the goal of the problem one uses different distances. When working with sets, as it is our case, one often uses the Hausdorff distance (see a brief description of this distance at the end of this introduction). Indeed, the Hausdorff distance has proven to be an appropriate tool for measuring the resemblance between two geometric objects, becoming in consequence a widely used tool in fields as computer aided design, pattern matching and pattern recognition (see for instance [2] , [12] ).
A main difficulty when working with the Hausdorff distance is that, if not both sets are bounded, the distance between them can be infinity. Most of the papers deal with bounded real algebraic curves or with part of the curves framed into a box, and do not face the unbounded case. We, in our previous papers [13] , [17] , do not restrict to the bounded case. However, in those (our) papers we provided algorithms to derive "one" solution for the approximate parametrization problem. Here we develop a theory from where, and under the assumption that the given curve has as many different points at infinity as degree, the set of all possible solutions of the approximate parametrization problem is described. From this analysis, one may determine an optimal or almost optimal (under certain given additional criteria) solution of the problem. For instance, one may try to provide a rational parametrization with small height (i.e. integer coefficients with small absolute value), or with a Hausdorff distance smaller than a given tolerance, or satisfying certain additional geometric features as having particular ramification points, type of singularities, tangencies, or topological graphs. Theorem 6.4, in [17] , gives necessary conditions for having finite Hausdorff distance between two real algebraic curves. Based on this, we introduce the notion of Hausdorff divisor, we study the dimension and irreducibility of its linear associated system of curves (it is a projective linear subspace), and we prove that all irreducible real curves belonging to the linear system are at finite Hausdorff distance among them (see Theorem 2.11). In addition, we introduce the notion of rational Hausdorff divisor, we also study the dimension and irreducibility, and we prove that all irreducible real curves in the linear associated system are parametrizable by means of rational functions and are at finite Hausdorff distance (see Theorem 3.5). Therefore, we describe a projective linear subspace where all (irreducible) elements are solutions to the approximate parametrization problem. In a second stage, we identify the linear system of a rational Hausdorff divisor with a plane curve over the algebraic closure of a (in general) transcendental extension of C. This curve is shown to be rational and we provide algorithms to parametrize it over simpler subfields (see Theorem 4.1 and its corollaries). This implies that we provide a generic answer to the approximate parametrization problem; that is a rational curve parametrization with coefficients depending polynomially on a finite set of parameters. Finally, we introduce the notion of Hausdorff curve, that essentially asks the curve to have as many different points at infinity as degree. Furthermore, we prove that every irreducible Hausdorff curve can always be parametrized with a generic parametrization having coefficients depending on as many parameters as degree; so, with as many degrees of freedom as the degree of the curve (see Theorem 5.4 and its corollary). Therefore, we present an alternative algorithm to the algorithm in [13] that is applicable to a wider family of curves and that provides, not one, but infinitely many solutions to the problem. We do not present any systematic study of how to proceed to choose an optimal (under a given criterion) solution from the set of infinitely many provided solutions; this is left as future research. Here instead, with an example, we illustrate the potential applicability of the method.
The computations in this paper has been performed with the mathematical software Maple.
Hausdorff Distance
We briefly recall the notion of Hausdorff distance; for further details we refer to [1] . In a metric space (X, d), for ∅ = B ⊂ X and a ∈ X we define d(a, B) = inf b∈B {d(a, b)}. Moreover, for A, B ⊂ X \ ∅ we define 
Hausdorff Divisors
Throughout this paper we denote by P 2 (C) the projective plane over the field C of complex numbers. Let us start recalling the notion of divisor. A divisor is, intuitively speaking, a way of describing finite collections of points in P 2 (C) with assigned (maybe negative) multiplicities. More precisely, a divisor in P 2 (C) is a formal expression
where s i ∈ Z and P i are different points in P 2 (C); if s i are all non-negative integers, the divisor is called effective. In this paper, we are only interested in effective divisors; non-effective divisors are used when poles of rational functions need to be analyzed. We define the degree of the divisor D = Definition 2.1. We say that a divisor m i=1 s i P i is a Hausdorff divisor if, for all i ∈ {1, . . . , m}, s i = 1 and P i is of the form (a : b : 0) ∈ P 2 (C).
• Let n be a positive integer, and let C be a projective algebraic plane curve of degree n. C will be defined by a homogeneous polynomial F (x, y, z) with coefficients in C, then we can identify C with the projective point given by its coefficients after fixing a term order. For instance, if n = 2, let us fix e.g. the order y 2 < xy < x 2 < yz < xz < z 2 , then the circle x 2 + y 2 − z 2 = 0 is seen as (1 : 0 : 1 : 0 : 0 : −1) ∈ P 5 (C) and any other conic (including double lines) is a point in P 5 (C). In this situation, the set of all projective curves of degree n is identified with the projective space P −1 (C), where = (n + 1)(n + 2)/2. Now, a linear system of curves of degree n is a linear subspace of P (C). Considering parametric equations of the linear system one can see the system as a homogeneous form whose coefficients are those equations. This form is called the defining polynomial of the linear system. For instance, let n = 1 and x < y < z, then the linear subspace, of degree 1, parametrized as (λ : µ : 0) corresponds to the form λx + µy that defines the pencil of projective lines passing through the origin (0 : 0 : 1). We, indistinctly, will see the linear system as a projective linear subspace or as a homogeneous polynomial.
Associated with an effective divisor, one can consider a linear system of curves for a positive integer n, big enough. More precisely, let D = m i=1 s i P i be an effective divisor, then we consider the set of all projective curves of degree n passing through P i with multiplicity, at least, s i , for i = 1, . . . , m. Observe that these requirements are linear conditions on the coefficients of the generic form of degree n. Therefore, this set is a linear system of curves. We denote it by H(n, D). • A natural question is the analysis of the dimension of a linear system. In general, if D is an effective divisor it holds (see Theorem 2.59 in [18] 
One may also consider the notion of divisor in general position (see Section 2.4 in [18] ). From (1), the following result is deduced.
Let D be an effective divisor such that H(n, D) = ∅, and let H(Λ, x, y, z) be its defining polynomial, where Λ is a tuple of parameters. For each specialization Λ 0 of Λ, taking values in C, we get a projective curve, namely the curve defined by H(Λ 0 , x, y, z). Alternatively, we can see H(n, D) as a projective plane curve over the algebraic closure of C(Λ) defined by H(Λ, x, y, z). This, motivates the following definition.
Definition 2.4. Let D be an effective divisor, let ∅ = H ⊆ H(n, D), and let H(Λ, x, y, z) be the defining polynomial of H. The projective plane curve defined by H(Λ, x, y, z), over the algebraic closure of C(Λ), is called the projective algebraic curve associated to H and we denote it by Curve(H); in general we will identify H and Curve(H).
• Example 2.5. We illustrate the previous concept in this example. Let D = (0 : 0 : 1). The defining polynomial of
Therefore, H(1, D) consists in all lines in P 2 (C) passing through (0 : 0 : 1). However, Curve(H(1, D) is a particular line in P 2 (C(Λ)) namely the line y = −λ 1 /λ 2 x, where
Our main goal will be to parametrize the projective algebraic curve associated to a linear system. This implies that the curve has to be irreducible, and hence the next notion appears naturally.
) is irreducible; that is, if the defining polynomial H(Λ, x, y, z) of the linear system H(n, D) is irreducible over the algebraic closure of C(Λ).
•
This polynomial is irreducible over C. However, over the algebraic closure C(Λ) of C(Λ), H factors as
Thus D is reducible or, equivalently Curve(H(2, D)) is reducible; indeed, it is a pair of lines. Note that D is not Hausdorff.
In the next theorem, we study the irreducibility of Curve(H(n, D)), when D is a Hausdorff divisor; observe that a Hausdorff linear system is never empty (see Prop. 2.3), and hence Curve(H(n, D)) always exists. We start with the following lemma.
Lemma 2.8. Let D be an n-degree Hausdorff divisor. The defining polynomial of H(n, D) is irreducible over C.
Proof. Let H(Λ, x, y, z) be the defining polynomial of H(n, D) and let F be the algebraic closure of C(Λ). If H(Λ, x, y, z) factors over C, with factors depending not only on Λ, then all curves in the linear system are reducible. So, to prove the statement, we find an specific irreducible projective curve in H(n, D). Let us assume that D = n i=1 (a i :
We consider the projective curve C defined by
Since (a : b : 0) is different to (a i : b i : 0), F is irreducible and clearly C ∈ H(n, D).
Proof. Let H(Λ, x, y, z), H(n, D) and F as in the proof of Lemma 2.8. We may assume w.l.o.g. that H is monic w.r.t. y (this is equivalent to (0 : 1 : 0) ∈ D): indeed, if it is not the case, we can always perform a projective change of coordinates over C, such that (0 : 1 : 0) ∈ D and D stays Hausdorff; then the irreducibility of H over F is preserved. Since D is Hausdorff, by Lemma 2.8,
Moreover, since D is Hausdorff, h(y, 0) is square-free. Therefore, using Theorem 5.5.2 in [21] , we have that h is irreducible over F iff h is irreducible over C. Now, the result follows from Lemma 2.8.
Corollary 2.10. Let D be an n-degree Hausdorff divisor, and let H(Λ, x, y, z) be the defining polynomial of a non-empty linear subsystem H ⊆ H(n, D). Then, H is irreducible over the algebraic closure of C(Λ) if and only if H is irreducible over C; that is, Curve(H) is irreducible if and only if H is irreducible over C.
Proof. Let left-right implication is trivial. The right-left implication follows as the proof of Theorem 2.9 but using the irreducibility of H over C, instead of Lemma 2.8.
The next theorem states the main result on Hausdorff divisors. For this purpose, if C is the projective algebraic curve defined by the form F (x, y, z), and it is different to the line at infinity z = 0, we denote by C a the affine algebraic curve defined by F (x, y, 1). Furthermore, for an affine algebraic curve C a we denote by C ∞ a the points at infinity of C a . We recall that an affine curve is real if it contains infinitely many real points.
Theorem 2.11. Let D be an n-degree Hausdorff divisor. For every two real irreducible curves C 1 , C 2 ∈ H(n, D), such that deg(C i,a ) = n, it holds that a ) . Now, the result follows from Theorem 6.4. in [17] In the following we find necessary conditions on the Hausdorff divisor D = n i=1 P i such that H(n, D) contains curves verifying the hypotheses of Theorem 2.11. For this purpose, we will use the concept of family of conjugate points that can be introduced as follows; see Def. 3.15 in [18] for further details. Let K be a subfield of C, e.g. K = R, then a finite family of points is P 2 (C) is K-conjugate if it can be expressed as
where p i , m ∈ K[t] and gcd(p 1 , p 2 , p 3 ) = 1; for instance, the points in
Let C ∈ H(n, D) be such that deg(C a ) = n, and C a is real and irreducible. Let F (x, y, z) be the defining polynomial of C. Then, {P 1 , . . . , P n } is the family of conjugate points {(t : h : 0)|F (t, h, 0) = 0}. Moreover, since C is real, then F is a real polynomial (see Lemma 7.2 in [18] ), and thus the family is R-conjugated. This motivates the following definition.
Definition 2.12. Let K be a subfield of C. We say that a Hausdorff divisor
In the next examples, we illustrate the notion of R-definability as well as Theorem 2.11. Example 2.13. We consider the Hausdorff divisor (i is the imaginary unit) 
Observe that the number of parameters λ i is 11, and hence dim(H(4, D)) = 10; compare to Prop. 2.3. In Fig. 1 
Conics: 2-degree R-definable Hausdorff divisors
In this subsection we analyze the 2-degree R-definable Hausdorff divisors. We distinguish two cases: first the two points of the divisor are real, and second the two points are complex in which case they have to be conjugated because of the Rdefinability.
[Real points: the non-compact case] We consider 2-degree Hausdorff divisors with real points. We distinguish several cases. We start with D = (1 : 0 : 0) + (0 : 1 : 0). The defining polynomial of H(2, D) is H = a 0,0 z 2 + a 0,1 yz + a 1,0 xz + a 1,1 xy. We may assume w.l.o.g. that a 1,1 = 0, since otherwise for all C, in the linear system, deg(C a ) = 1. Then, H(x, y, 1) can be expressed as So, if a = 0 we get ellipses and for a = 0 we get circles (note that for a = 0 the divisor is defined by the cyclic points)
In both cases, the statement is Theorem 2.11 clearly holds.
Rational Hausdorff Divisors
We start this section recalling briefly the concept of rational curve. An algebraic curve is called rational if it can be parametrized by means of rational functions; in other words, if F (x, y, z) is the homogeneous polynomial defining a projective curve C, then C is rational if there exist three polynomials p 1 (t), p 2 (t), p 3 (t), not all constant, such that gcd(p 1 , p 2 , p 3 ) = 1, and F (p 1 (t), p 2 (t), p 3 (t)). In this case, (p 1 (t), p 2 (t), p 3 (t)) is a rational parametrization of C. If C is not the line at infinity z = 0, we usually write the parametrization as (p 1 (t)/p 3 (t), p 2 (t)/p 3 (t), 1). The rationality of a curve can be deduced from its genus. An irreducible curve is rational if and only if its genus is 0. The genus, intuitively speaking, measures the difference between the maximum of singularities the curve may have an the actual number of them. More precisely, the genus is given by the formula
where deg(C) denotes the degree of C (i.e. the degree of the form F ), mult(C, P ) denotes the multiplicity of C at P , and where the sum is taken also over the infinitely near, or neighboring, points (see Chapter 3 in [18] for further details). Note that if C is irreducible and has a point of multiplicity (deg(C) − 1) then the genus is 0, and hence C is rational. Curves satisfying this particular case are called monomial curves.
In this section, we introduce the notion of rational divisor or genus 0 divisor. Similarly, one can consider the concept of genus g divisor but, here, we are only interested in the genus 0 case. The definition we give here focuses on singularities of ordinary type; i.e. all tangents at the point are different. The case of non-ordinary singularities can also be introduced. For that case, associated to each point in the divisor a sequence of linear transformations and "neighboring" divisors would have to be attached. 
If D is n-rational, and only contains a point, we say that D is an n-monomial divisor.
• Note that D = P is a 1-monomial and a 2-monomial divisor. In general, for n > 2, D = (n − 1)P is an n-monomial divisor. On the other hand, for n = 3 the only possible rational divisors are monomial, i.e. D = 2P , while for n > 3 the situation is open to more possibilities; for instance, for n = 4, one has D = 3P or D = 2P 1 + 2P 2 + 2P 3 .
The singular locus, and hence the rational divisor, of a real irreducible plane curve can be decomposed as the union of conjugate singularities (see Section 3.3 in [18] ; more particularly Corollary 3.23). We introduce the next definition. Definition 3.2. Let K be a subfield of C. We say that a rational divisor D is Kdefinable if D can be expressed as
where {P j,1 , . . . , P j,m j } is a family of K-conjugated points, for j = 1, . . . , k.
• Observe that a monomial divisor is R-definable if and only if the point in the divisor is real. The next results deal with the dimension.
Proof. It follows from inequality (1) and Def. 3.1.
The main property on this type of divisors is the following.
Theorem 3.5. Let D be an n-rational divisor.
Every irreducible curve in
Proof. Since D is rational, if the curve is irreducible, its genus is zero. So the curve is rational.
Our next step is to combine both notions, Hausdorff and rational divisor. We illustrate the previous results by some examples. Observe that the number of parameters λ i is 2, and hence dim(H(4, D)) = 1; check with Theorem 3.7. In Fig. 2 one may see 5 different curves in the linear system. 
Obviously the reason, in this example, is that two double points, namely (2 : 2 : 1), (1 : 1 : 1), and one simple point, namely (1 : 1 : 0), are on the same line. 
Parametrization of Rational Hausdorff Linear Systems
Let K be a subfield of C, and let D = D H + D S be a K-definable n-rational Hausdorff divisor. Our goal in this section is to parametrize the curve Curve (H(n, D) ) associated to D; that is the curve defined, over the algebraic closure of C(Λ), by the defining polynomial H(Λ, x, y, z) of the rational Hausdorff linear space H(n, D) (see Def. 2.4).
Recall that, by Theorem 3.5, if D is irreducible, then Curve (H(n, D) ) is rational.
Thus, throughout this section we assume that D is irreducible (see Def. 2.6 and Theorem 3.11) which, in particular, implies that H(n, D) is not empty (see also Theorem 3.7 and Corollary 3.8). Moreover, let H(Λ, x, y, z) ∈ K[Λ][x, y, z], where Λ is a set of parameters, be the defining polynomial of H(n, D); observe that the K-definability of D implies that H is a polynomial over K.
But before going into details, let us recall, at least intuitively, how the parametrization algorithms, based on adjoint curves, work. Since, we will be dealing only with ordinary singularities we simplify the exposition to that case; for further details, see [18] . Say that C is a rational projective curve of degree k. The simplest case is when C is monomial; let P be the (k − 1) fold-point of C. In this situation, the intersection of C with Curve(H(1, P )) consists in P and an additional point that depends rationally on a parameter. This last point is indeed a parametrization of C. This method is called parametrization by lines. In general, let {P 1 , . . . , P s } be the singularities of C, then an adjoint curve to C of degree (in general, ≥ k − 2) is any curve in the linear system of curves
Let A (C) denote the linear system above, that is the linear system of all adjoints to C of degree . Because of the genus formula and the dimension of A (C) it holds that taking a finite set of simple points {Q 1 , . . . , Q r } of C, for a suitable r, and considering
holds that the intersection of C with Curve(H * ) consists in {P 1 , . . . , P s } ∪ {Q 1 , . . . , Q r } and an additional point that depends rationally on a parameter. This last point is indeed a parametrization of C. Let us assume that the homogeneous form defining C has coefficients in K. Then an important property, of these type of algorithms, is that the coefficients of the parametrization (field of parametrization) are in K (if C was parametrized by lines) or in the smallest field containing K and the coefficients of the chosen points {Q 1 , . . . , Q s }.
As we said, our goal is to parametrize Curve (H(n, D) ), but sometimes, we will also parametrize the curve Curve(H) associated to a non-empty linear subsystem H of H(n, D). Applying the well-known parametrization algorithms, since the coefficients of the input curve are in K(Λ), one derives a rational parametrization of Curve (H(n, D) ) over the algebraic closure of C(Λ). The challenge is to parametrize Curve(H(n, D)) over the smallest possible field extension of K(Λ). We start observing that, as a consequence of Hilbert-Hurwitz's Theorem (see Theorem 5.8. in [18] ) and Tsen's Theorem (Corollary 4 in [19] , Vol. I. pg. 73), every irreducible linear subsystem of dimension 0 or 1 of H(n, D) is parametrizable over C(Λ), where Λ are the parameters involved in the definition of the subsystem. Nevertheless, as a consequence of the Hausdorff divisor, we can improve this statement (note that no hypothesis on the dimension is required). We recall that proper means that the parametrization defines a 1:1 map from a non-empty Zariski open subset of the parameter space and the curve. H(n, D) )), by Bézout's Theorem it holds that all points of Curve(H(n, D)) on the line z = 0 are simple. Moreover, these points are over C. Furthermore, since D H is K-definable, these points at infinity form a K-conjugate family of points that can be decomposed as union of families, each defined by a factor of H(Λ, x, y, 0) in K[Λ][x, y]; say that k is the lowest degree of these factors. On the other hand, since D S is K-definable, one has that the linear system of n-degree adjoint curves to Curve(H(n, D)) can be defined over K (see Theorem 4.66. in [18] ). Therefore, using the parametrization algorithm by n-degree adjoint curves (see Section 4.8 in [18] ) and taking the simple point in one of the families of cardinality k, one deduces that Curve(H(n, D)) can be properly parametrized over L(Λ), where L is a finite algebraic extension of K of degree k.
From the previous proof one can derive an algorithm to parametrize Curve(H(n, D)) over L(Λ). Indeed, the extension L is the extension needed to express the simple points in D H used in the parametrization algorithm. In the following we analyze how to decrease the degree of the extension in some special cases. (H(4, D) ) can be parametrized over Q(Λ). Indeed, if we take 2-degree adjoints and we use the simple point (1 : 0 : 0), we get the parametrization
where
Here Λ = (λ 1 , λ 2 ). (1 : t : 0) + 2
(t : t 2 : 1).
Note that
(1 :
The rational Hausdorff linear system H(4, D) associated to D is given by the polynomial (where Λ = (λ 1 , λ 2 ))
Observe that dim(H(4, D)) = 1 and compare to Theorem 3.7. We observe that the Hausdorff divisor can be expressed by conjugate families as
(1 : t : 0) +
(1 : t : 0).
Corollary 4.2 ensures that
Curve(H(4, D)) can be parametrized over Q( √ 2)(Λ). Indeed, if we take 2-degree adjoints and we use the simple point (1 : √ 2 : 0), we get the parametrization
where The following theorem states the main property of Hausdorff curves. Theorem 5.4. Let C be a real irreducible affine Hausdorff curve of degree n, and let D = n i=1 (a i : b i : 0) be its associated Hausdorff divisor. Then, for every point P = (a : b : 1) ∈ P 2 (C), such that ab i − ba i = 0 with i = 1, . . . , n, D + (n − 1)P is an irreducible Hausdorff monomial divisor.
Proof. Let D = D + (n − 1)P . Taking D H = D and D S = (n − 1)P , one has that D is Hausdorff and monomial. In order to prove that D is irreducible, by Corollary 2.10, we prove that the defining polynomial H(Λ, x, y, z) of H(n, D) is irreducible over C(Λ). Moreover, since P has coefficients in C, we can consider w.l.o.g. that P = (0 : 0 : 1); otherwise one performs a suitable linear change over C. In this situation, the proof is analogous to the proof of Lemma 2.8.
The next result follows from Theorem 5.4, Theorem 4.7, Theorem 2.11, and Corollary 3.8. Corollary 5.5. Let K be a subfield of C, let C be a real irreducible affine K-definable Hausdorff curve of degree n. Then, there exist infinitely many real monomial plane curves D, parametrizable over K, such that d(C ∩ R 2 , D ∩ R 2 ) < ∞. Furthermore, for any fixed point P , chosen as in Theorem 5.4, the dimension of the linear system of ndegree monomial curves, having P as singular point, is n. That is, for every P chosen as above, there exists an n-dimensional linear system where all irreducible curves are solutions of the approximate parametrization problem applied to C.
From the previous result, one may proceed as follows. Let us say that we are given a real irreducible affine Hausdorff curve C of degree n, and we want to provide a rational curve D, at finite Hausdorff distance of C, passing through a fixed affine point P . We may assume that P satisfies the conditions in Theorem 5.4, otherwise we apply an small perturbation to P . In this situation, one computes H = H(n, D + (n − 1)P ), where D is the Hausdorff divisor associated to C. We know that almost all curves in H are irreducible, and hence rational. Moreover, we know that dim(H) = n. That is, we still have n degrees of freedom to chose a suitable (under the requirements stated by the user) rational curve to our particular problem. For instance, one may look for a rational curve in H under the criterium of minimizing the Hausdorff distance, or reducing the length of the coefficients in the parametrization, or passing thought the ramification points of C, or having particular tangents at particular points, etc.
We finish this section, illustrating these ideas by an example Example 5.6. We consider the affine curve C defined by 4 + 2y − 5y 2 − 9y 3 + 6y 4 + x − 7xy − 5xy 2 − 6x 2 + 6x 2 y − 3x 3 − 6x 4 .
C is real, irreducible and has degree 4. Moreover, C ∞ = {(1 : ±1 : 0), (1 : ±i : 0)}. Therefore, C is Hausdorff and its associated Hausdorff divisor is
(1 : t : 0). Furthermore, the affine curve defined D by G(x, y, 1) is at finite distance of C (see Figure 3) .
.
