Abstract-This paper addresses the fault detection problem for discrete-time Markovian jump systems with incomplete knowledge of transition probabilities, randomly varying nonlinearities and sensor saturations. For the Markovian mode jumping, the transition probability matrix is allowed to have partially unknown entries, while the cases with completely known or completely unknown transition probabilities are also investigated as two special cases. The randomly varying nonlinearities and the sensor saturations are introduced to reflect the limited capacity of the communication networks resulting from the noisy environment, probabilistic communication failures, measurements of limited amplitudes, etc. Two energy norm indices are used for the fault detection problem in order to account for, respectively, the restraint of disturbance and the sensitivity of faults. The purpose of the problem addressed is to design an optimized fault detection filter such that 1) the fault detection dynamics is stochastically stable; 2) the effect from the exogenous disturbance on the residual is attenuated with respect to a minimized -norm; and 3) the sensitivity of the residual to the fault is enhanced by means of a maximized -norm. The characterization of the gains of the desired fault detection filters is derived in terms of the solution to a convex optimization problem that can be easily solved by using the semi-definite programme method. Finally, a simulation example is employed to show the effectiveness of the fault detection filtering scheme proposed in this paper.
Fault Detection for Markovian Jump Systems
With Sensor Saturations and Randomly Varying Nonlinearities
I. INTRODUCTION

I
N THE PAST decade, the FDI problem has received considerable research attention and a rich body of literature has appeared on both the theoretical research and practical applications, see e.g. [1] , [7] - [10] , [18] , [19] , [22] . FDI techniques are essentially employed in modern manufacturing processes to minimize downtime, increase the safety of plant operations and reduce costs. A practically motivated way of handling the FDI problems is to introduce two performance indices for the robustness and sensitivity, one is the norm of transfer function from the unknown input to the residual that is made to be small, and the other is the norm of the transfer function from the fault to the residual that is designed to be large [4] . Another recently popular model-based way for tackling the FDI issues is to construct the residual that is as close to the fault (or weighted fault) as possible within an as small as possible, see e.g. [8] , [19] . Also, in [6] , a reference model has been introduced so as to transfer the robust fault detection problem into an equivalent model match problem. Markovian jump systems (MJSs) have gained particular research interests in the past two decades because of their practical applications in a variety of areas [2] , [3] , [5] , [11] - [15] . So far, existing results about MJSs have covered a wide range of research problems including those for stability analysis, filter design and controller design. Nevertheless, compared to the fruitful results for filtering and control problems of MJSs, the corresponding fault detection problem of MJSs has received much less attention [8] due primarily to the difficulty in accommodating the multiple fault detection performances. On the other hand, much of the effort has been devoted to deal with the phenomena of sensor/actuator/state saturations in the literature, see e.g. [16] , [20] . However, the sensor saturation issue has seldom been taken into account in designing fault detection filters due probably to the mathematical complexities.
Recently, the MJSs with partially unknown transition probabilities have been brought to the attention of researchers in the area of control engineering [21] . On the other hand, it is well known that nonlinearities exist universally in practice and it is quite common to describe them as additive nonlinear disturbances that are caused by environmental circumstances. As discussed in [17] , in nowadays prevalent networked control system, the nonlinear disturbances themselves may experience random abrupt changes due to random changes and failures arising from networked-induced phenomenon, which give rise to the so-called randomly varying nonlinearities. In other words, the type and intensity of the so-called randomly varying nonlinearities could be changeable in a probabilistic 1549-8328/$31.00 © 2012 IEEE way. Unfortunately, up to now, the fault detection problem for discrete-time Markovian jump systems with randomly varying nonlinearities has not been investigated yet, not to mention the case when the sensor saturation occurs as well.
In this paper, we are motivated to deal with the FDI problem for MJSs where the transition probability matrix has partially unknown entries, the nonlinearities vary randomly and the sensor saturations occur with given amplitudes. 
II. PROBLEM FORMULATION
Let be a Markov chain on the probability space which takes values in the finite space with transition probability matrix given by where is the transition probability from to and , . We assume that some elements in the transition probability matrix are unknown. For notation clarity, for any , we denote that (1) Also, we define throughout the paper. Remark 1: Note that . Moreover, when , it can be further described as , where ( represents the sets of positive integers) denote the th known element with the index in the th row of the matrix . Consider, on a probability space , the following class of Markovian jump discrete systems: (2) where represents the state vector; is the process output;
is the disturbance input which belongs to ; and are nonlinear vector functions. is the fault to be detected. For fixed system mode, , , , , and are constant matrices with appropriate dimensions.
The stochastic variable is a Bernoulli distributed white noise sequences taking values on 0 and 1 with
In this paper, we assume that Markov chain is independent of the stochastic variable . The nonlinear functions and are assumed to satisfy , , and
where, for fixed system mode, and are known matrices, and is a vector. The saturation function is defined as (4) with , where is the th element of the vector , the saturation level. Definition 1: [20] A nonlinearity is said to satisfy a sector condition if (5) for some real matrices , where is a positive-definite symmetric matrix. In this case, we say that belongs to the sector . Assuming that there exist two diagonal matrices and such that , then the saturation function in (2) can be decomposed into a linear and a nonlinear part as (6) where is a nonlinear vector-valued function satisfying the sector condition with , , and can be described as follows: (7) where . For presentation convenience, for each possible , a matrix and a function are denoted by and , respectively. We consider a fault detection filter of the following form: (8) where is the state estimate, is the so-called residual, and
and are appropriately dimensioned filter matrices to be determined.
Letting
, by augmenting , the overall fault detection dynamics is governed by the following augmented system: (9) where (10) Moreover, it follows from (3), (6) and (7) that (11) (12) (13) where (14) Definition 2: The fault detection dynamics in (10) is said to be stochastically stable in the mean square for any initial conditions and if, when and , there exists a finite such that
The main purpose of this paper is to design a fault detection filter of the form (8) such that the following requirements are met simultaneously:
a) The fault detection dynamics (9) is stochastically stable.
b) Under the zero-initial condition, the following inequality holds for any nonzero (15) where is made as small as possible in the feasibility of (15) so as to minimize the effect from the exogenous disturbance on the residual. c) Under the zero-initial condition, the following inequality holds for any nonzero (16) where is made as large as possible in the feasibility of (16) so as to enhance the sensitivity of faults on the residual. Remark 2: It should be noted that the performance index reflects the robustness of residuals against the disturbance in the fault-free case, and the performance index quantifies the sensitivity of the residuals with respect to the fault in the disturbance-free case. Therefore, in order to achieve a satisfactory trade-off between the robustness against the disturbances and the sensitivity to the faults, the fault detection dynamics (9) should be made stochastically stable where the index (17) is used to evaluate the overall performance of the designed fault detection filter.
We further adopt a residual evaluation stage including an evaluation function and a threshold of the following form: (18) Based on (18) , the occurrence of faults can be detected by comparing with according to the following rule:
III. MAIN RESULTS
Lemma 1:
Consider the discrete-time Markovian jump system (2) with known transition probability matrix . Let the filter parameters , and the index be given. The system (9) is stochastically stable and satisfies the constraint (15) if there exist a set of matrices and positive scalars , satisfying (19) where Proof: Consider (9) with and , and define the following Lyapunov function: (20) We can obtain that (21) where which implies where . Hence the fault detection dynamics (9) is stochastically stable.
Next, consider system (9) with . We introduce the following index:
we have . By considering the zero initial conditions, we can obtain (15) , and then the proof is complete.
Lemma 2: Consider the discrete-time Markovian jump system (2) with known transition probability matrix . Let the filter parameters , and the index be given. For the system (9), the constraint (16) is met if there exist a set of matrices and positive constant scalars , satisfying (22) where and the other symbols are the same as defined in Lemma 1.
Proof: Consider the system (9) with and define we have where Furthermore, it follows from (22) in Lemma 2 that for all nonzero . Considering the zero initial conditions, it is easy to see that which is equivalent to (16) . The proof is now complete.
The following lemma is easily accessible from Lemma 1 and Lemma 2, and therefore its proof is omitted.
Lemma 3: Consider the discrete-time Markovian jump system (2) with known transition probability matrix . Let the filter parameters , and the indices , be given. The system (9) is stochastically stable while satisfying the constraints (15), (16) if there exist a set of matrices and positive constant scalars , such that inequalities (19) and (22) hold simultaneously.
Next, given the unknown transition probability matrix described in (1), we first propose the following performance analysis results with a given fault detection filter (8) , and then deal with the design problem of the fault detection filter for system (2) .
Theorem 1: Consider the discrete-time Markovian jump system (2) subject to randomly varying nonlinearities, sensor saturation and incomplete knowledge of transition probabilities. Let (22) is true. The proof of this theorem is complete. Based on the analysis results with a given fault detection filter, we are now ready to solve the filter design problem for system (9) in the following theorem with the incomplete knowledge of transition probabilities.
Theorem 2: Consider system (2) with the unknown transition probability matrix described in (1). Let , be given indices. The fault detection dynamics (9) is stochastically stable while achieving the performance constraints (15) , (16) (23) and (24), respectively. The proof is now complete.
Remark 3: Theorem 2 provides a solution to the fault detection filter design problem for the discrete Markovian jump system (2) under partially unknown transition probabilities. Obviously, in the spirit of fault detection, the index should be made as small as possible subject to (25) so as to minimize the effect from the exogenous disturbance on the residual, while the index should be made as large as possible subject to (26) in order to maximize the sensitivity of faults on the residual. Based on such a principle, we will propose an algorithm that locally optimizes the gains of the fault detection filters.
To achieve both the satisfactory robustness against disturbances and the satisfactory sensitivity to faults, we suggest the following locally Optimized Fault Detection Filter Design (OFDFD) algorithm.
Algorithm OFDFD
Step 1) Obtain (the minimum of ) and (the maximum of ) by solving (25) and (26) in Theorem 2, respectively.
Step 2) If, with and replaced by and respectively, (25) and (26) are feasible for Theorem 2, we can obtain the locally optimized parameters and for the desired fault detection filter and exit. Otherwise, go to Step 3.
Step 3) Increase by and decrease by where is a sufficiently small scalar, and then solve (25) and (26) with the updated and . Repeat such a procedure until (25) and (26) are feasible, and therefore obtain the locally optimized filter parameters and the index .
Step 4) Stop.
Remark 4:
Based on the proposed Algorithm OFDFD, the main results in Theorem 2 can be applied to solve the fault detection problem for a wide class of Markovian jump systems involving sensor saturations and randomly varying nonlinearities that result typically from networked environments. The Algorithm OFDFD is developed to check the existence of the desired fault detection filter gains, and the explicit expression of such filter gains is characterized in terms of the solution to a set of LMIs that can be effectively solved by the algorithms such as the interior-point method.
Remark 5: The system (2) under consideration is quite comprehensive that reflects partially known mode transition probabilities, randomly varying nonlinearities as well as the sensor saturations. Furthermore, two energy norm indices are used for the fault detection problem in order to account for, respectively, the restraint of disturbance and the sensitivity of faults. Note that the main results established contain all the information of the addressed general systems including the physical parameters, the transition probabilities, occurrence probabilities of the randomly varying nonlinearities, and the amplitudes of the sensor saturations. In the next section, a simulation example is provided to show the usefulness of the proposed fault detection technique.
IV. AN ILLUSTRATIVE EXAMPLE
Consider the following three cases for the transition probability matrix of the Markov process:
Apparently, the matrix (respectively, , ) means that the transition probabilities are completely known (respectively, partially known and completely unknown).
Assume that the system involves two modes and the other system data are given as follows:
Furthermore, let and suppose that the randomly varying nonlinearities are given by It can be readily seen that (3) With the above parameters, the fault detection filter design problem can be solved by using Algorithm OFDFD. For the three different cases of transition probability matrices, the locally optimized index and the corresponding filter gains are summarized in Table I . It can be observed from Table I that, the more known knowledge in the transition probability matrix we have, the better fault detection performance the filter can achieve.
For the simulation purpose, we consider the initial value and with . The exogenous disturbance input is where is a uniformly distributed noise over . The fault signal is given as follows:
else.
To demonstrate the mode switches, we take the transition probability matrix as an example and let . The corresponding evolution functions for both the faulty case and fault free case are shown in Figs. 1-3, respectively. The selected thresholds are obtained in all cases which are listed in Table II . Also, the time steps required for successfully detecting the faults are calculated and outlined in Table II . Obviously, the more knowledge about the transition probabilities we have, the faster the fault detection process would be.
V. CONCLUSION
In this paper, the fault detection problem has been investigated for discrete-time Markovian jump systems with randomly varying nonlinearities and sensor saturation. The transition probability matrix is allowed to have partially unknown entries, while the cases with completely known or completely unknown transition probabilities have also been investigated as two special cases. Two energy norm indices have been used for the fault detection problem in order to account for, respectively, the restraint of disturbance and the sensitivity of faults. A locally optimized fault detection filter has been designed such that 1) the fault detection dynamics is stochastically stable; 2) the effect from the exogenous disturbance on the residual is attenuated with respect to a minimized -norm; and 3) the sensitivity of the residual to the fault is enhanced in terms of a maximized -norm. A simulation example has been exploited to demonstrate the effectiveness of the theoretical results presented in this paper. It should be noted that one of the future research topics would be to investigate the globally optimal tradeoff between the restraint on disturbances and the sensitivity to faults in the filter design for the fault detection problems. 
