Providing user support for the application of Data Mining algorithms in the eld of Knowledge Discovery in Databases (KDD) is an important issue. Based on ideas from the elds of statistics, machine learning and knowledge engineering we provided a general framework for de ning user support. The general framework contains a combined topdown and bottom-up strategy to tackle this problem. In the current paper we describe the Algorithm Selection Tool (AST) that is one component in our framework. AST is designed to support algorithm selection in the knowledge discovery process with a case-based reasoning approach. The problem of algorithm selection is a decision based on application restrictions (top-down), a given dataset with its meta-data characteristics (bottom-up) and on knowledge about the available algorithms. These aspects also de ne a case in our approach. We discuss the architecture of AST and explain the basic components. We present the evaluation of our approach in a real world application and provide in addition a systematic analysis of the case retrieval behaviour and thus of the selection support o ered by our system.
Introduction
One main aspect of developing a data mining application is the selection of a most suitable algorithm for the model generation phase by the user Brachman and Anand, 1996] . This is a crucial step since the applied algorithm has a strong impact on the overall behavior of the developed data mining application. This selection problem may be found in other disciplines addressing data analysis aspects, as well. Indeed, the problem of algorithm selection can be found in statistics cf. Hand, 1994a ] Hand, 1994b ) as well as in machine learning. In the eld of machine learning various approaches address the problem of algorithm selection, for example the MLT project with its Consultant system Consortium, 1993] as well as the Statlog project Michie et al., 1994] ), aiming at comparing the performance of a xed set of algorithms on several data sets. In the Statlog project 23 algorithms were evaluated on 21 data sets. A similar perspective on model selection can be found in Kohavi et al., 1997] , where these ideas form the background motivation for the MLC++ library. In accordance with the Statlog approach, the MLC++ approach also advises to apply all available algorithms in order to select the best model generating algorithm for the current application. However, what exactly is de ned as best strongly depends on application speci c goals and the characteristics of the available data. Where application speci c goals should be requested from the user, meta data on the data can be calculated automatically. An approach integrating this user interaction and the calculation of domain characteristics as a top-down and bottom-up strategy is described in Engels et al., 1997] . It is our rm opinion that user interaction with the goal of getting user's restrictions on the functionality of a data mining application has to form an integral part of every approach of algorithm selection. Both, Consultant and Statlog have di erent disadvantages when considering the application of these approaches in real-life scenarios. Consultant uses a static rule set which discriminates between a set of possibly Figure 1 : Architecture of AST applicable algorithms Consortium, 1993] . Such an approach is very di cult to maintain: each time a new algorithm has to be included one has to recompute all the rules. The Statlog project tried to describe data sets for a meta learning step to generate rules that specify in which case which algorithm is (possibly) applicable. The general problems with rules as learned in this meta learning step are as follows:
1. How representative are the examples of the meta learning step? 2. Instead of hard boundaries one would like to have more fuzzy rules, so that surfaces of decisions are smoother. It is not acceptable in a realworld application to exclude a particular algorithm from further consideration on the fact that 35.040 records are present instead of a ( ctive) maximum of 35.000.
Having these disadvantages in mind, we decided to use a case-based reasoning approach (CBR) for providing support in selecting most suitable algorithms. A CBR approach enables a smooth similarity calculation for similar application problems. The main idea is to recommend to the user an algorithm or a set of algorithms based on the most similar cases that are found in the case base. Such a case is de ned by application restrictions, a description of the data and experience gained in former applications. The basic architecture of our AST (Algorithm Selection Tool) system is described in section 2. The description of the data, called data characteristics, is given in detail in section 3. Another point for CBR is the possibility to extend the model with a characterization of algorithms. In this case also queries about similar algorithms are possible. Examples about algorithm descriptions in such a approach are presented in section 4. Finally, we discuss rst evaluations of our system AST in section 5 and give an outlook about future work in the last section 6.
Architecture of AST
The top-level architecture of our AST system is shown in Figure 1 . 1 . As outlined in the introduction, the problem of algorithm selection is a decision based on three factors: application restrictions given data existing experience
Application restrictions and the given data de ne the problem description for our CBR approach and the existing experience with the applied algorithm is the solution description to the known applications. Embedded in our UGM approach Engels et al., 1997] the application restrictions are analyzed by the task analysis component. In addition, the user can also feed his/her restrictions directly into the system. From the given data, the data characterization tool (DCT computes data characteristics with focus to algorithm selection. Furthermore a case contains the experience on the known applications as well, i.e. a case represents the knowledge about the execution of a special algorithm on a speci c dataset. This knowledge includes the training and test time and the error rate on this known dataset. Furthermore, a case a contains description of the algorithm and the data characteristic. Details are given in the next sections. The general work ow is that the user speci es his requirements and that the data characteristic for the given dataset is computed by DCT. These two groups of information de ne the problem description. Each case is de ned by this problem description and a solution part, which speci es the applied algorithms as well as the experience gained from applying the algorithm. In our system we compute the most similar applications problem description and o er the user also the results of the applied algorithms. Important is also to remark that the problem description may be incomplete. In gure 2 we illustrate the case structure. The grayed objects (TrainTime, ...) are part of the solution part. Today, the case base contains more than 1600 cases as the result of 21 classi cation algorithms and more than 80 datasets. At the moment, our system is realized for classi cation tasks which are an important task type in machine learning and KDD applications. The collected datasets are from the UCI repository Merz and Murphy, 1996] and real world applications and C. Theusinger. A rst presentation can be found in Engels and Theusinger, 1998 ], which focuses on supporting data mining pre-processing. from DaimlerChrysler.
Data Characteristics with DCT for AST
The data characterization tool DCT computes various meta data about a given data set. Subsequently, we just brie y characterize the relevant data characteristics. The data characteristics can be separated into three di erent parts:
1. simple measurements or general data characteristics 2. measurements of discriminant analysis and other measurements, which can only be computed on numerical attributes. (DC numeric) 3. information theoretical measurements and other measurements, which can only be computed on symbolic attributes. (DC symbolic)
The rst group contains measurements which can be calculated for the whole dataset. The other groups can only be computed for a subset of attributes in the dataset. The measurements of discriminant analysis are calculated only for numerical attributes whereas the information theoretical measurements are calculated for symbolic ones. All these measurements are calculated by our data characteristic tool (DCT 
Discriminant Measurements
Beside these general measurements we use some measurements for algorithm selection which can only be calculated for numerical attributes. In essence, DCT computes a discriminant analysis leading to the following measurements:
Fract: Describes the relative importance of the largest eigenvalue as an indication for the importance of the 1st discriminant function.
Cancor: Canonical correlation, which is an indicator for the degree of correlation between the most signi cant discriminant function and the class distribution. There is a strong correlation between the classes and the 1st discriminant function if this measurement is close to unity.
DiscFct: Number of discriminant functions Wlambda: Wilks Lambda or U-statistic, describes the signi cance of the r discriminant functions and is de ned as follows:
If Wilks Lambda is near zero, in principle this indicates there is a good possibility for making good discriminations.
Information Theoretical Measurements
Besides continuous (numerical) attributes, it is likely that symbolical attributes are used for describing a data space. Therefore, measures are needed to cover these (symbolical) dimensions as well. Again, the goal is primarily to investigate and deploy measures that are useful for the algorithm selection process. All these measurements are well known and based on the entropy of the attributes. Entropy measures have the common property that they deliver information on the information content of attributes. 
Algorithm Characteristics
Normally, the user can de ne some characteristics regarding the algorithms that should be used for his/her data mining application. For AST we started with a set of simple and easily understandable characteristics. This set of characteristics for algorithms is not complete, but can be speci ed by every user, independent of his or her skill in data mining or machine learning. The following characteristics which have to be provided by the user of the AST system, are used in our approach today (compare gure 2):
algorithm/class interpretability of the model (model type) training time testing time
The algorithms which the system handles are modeled in a taxonomy (cf. gure 4). Such a taxonomy makes 3 SymMax is the maximal number of distinct values for one symbolic attribute and SymMin the minimum. it possible to model the relation of algorithm and algorithm class. To characterize the model that is generated by an algorithm from an application point of view, we only use the interpretability of the model and the speci c value no for algorithms which compute no operational model. For the moment, we do not consider the different kinds of learning result representations. Training and testing time contain symbolic values (see also table 1). These values describe properties of the algorithms, i .e . here we make only statements about the algorithm in general and not about the examined application 4 . In order to achieve understandability and simple usage, we classify the learning (TrainTime) time in ve classes and the classi cation time (Test Time) in three classes. To build these clusters we use KMEANS Clementine TM , 1998 ] to get compact clusters. Table 1 shows the included algorithms with their properties. Furthermore we have to add the selected parameter values to the algorithm descriptions. Today, all algorithms of the case base are tested with their default parameters values. Additionally to these requirements the user can de ne an acceptable error rate for the application. Additionally, several other algorithm characterizations are possible. A good overview about the vocabulary to describe classi cation algorithms is given by Hilario and Kalousis, 1999] . One special property which is not supported, is the question of cost handling for misclassi cation. This aspect will be added in the near future.
Experiments on Recommendation Quality
In this section, we discuss the recommendation quality of our system. First, we evaluate the recommendation quality for the datasets of our case base. In a second step we present the results for a real world application from DaimlerChrysler AG. This application is presented in detail in Lindner and Studer, 1999] .
Evaluation of the Approach
To evaluate our approach, we constructed a large amount of tests as follows. For each dataset we compute the three most similar datasets and compare the 4
The training and testing time for a special application is part of the solution description of a case (TrainTime and TestTime). Pre-condition for this method is that each dataset is tested with every algorithm. An algorithm is applicable to a dataset if its error rate is smaller than ER + k EM (k 2 N). In our evaluation we use k = 4. This de nition of applicable is equal to the definition used in the Statlog project, however we use a small constant k for all datasets. In our approach it is not nessesary to get several algorithms that are applicable on a dataset. Additionally, this measure is only used for the evaluation and is not part of the solution description. Each case of a dataset was extracted from the case base and the recommendation of our system compared with the results of the further tests on this application. This means that one dataset (21 cases) is removed from the case base. For this dataset we compute the similar applications. The best is compared with the test results on the removed dataset. If the best algorithm on the similar dataset element of the applicable algorithm for the requested dataset, we count it as a positive recommendation. This comparison was done for all datasets. Table 2 shows the results of this evaluation. Over all applications the best algorithm of the 1 st similar case is applicable in 79%. For applications with only numeric attributes or with numeric and symbolic (mixed) ones the rate is over 85%. These are rather good results. It can be seen that the result for datasets with only symbolic attributes is not so good. This is an indicator that the data characteristics for the symbolic attributes are still insu cient and that some additional measurements are needed.
Model Selection for a Real World Application
In section 5.1 we evaluated our approach without considering the application restrictions. With the following example of a real world application we demonstrate that the application restrictions are also used in the algorithm selection process. When developing a data mining application for DaimlerChrysler AG that forecasts the complaint behavior Table 2 : Applicability of the recommendation of cars, we also had to deal with the algorithm selection problem within the modeling phase of the knowledge discovery process Chapman et al., 1998 ]. In this project, application restrictions and requirements for the algorithm to be selected were de ned as follows:
No restriction for the model type. Learning time and test time are not critical in this application.
As part of a larger project a special KDD-tool was selected, which contains C5.0 Quinlan, 1997] as a decision tree learner and a multi layer perceptron as a neural network. Besides the predictive accuracy the robustness of the model was of interest. However, this aspect is not part of our application restrictions yet.
We also computed the data characteristic for the given data. The problem description composed of application restrictions and data characteristics are used by AST to compute the most similar cases. In gure 5 we show the selected most similar data sets with the results of C5.0 on these datasets which are glass2 and liver from the UCI repository.
Besides the results of applying the di erent algorithms on these applications the user gets a degree of similarity of the selected cases. This degree serves as an indicator of the quality of the recommendation given by AST. In our example the value for liver is 0,795 and for glass2 is 0,799. When comparing C5.0 with the neuronal net for these two most similar applications the neural net reached a better error rate than C5.0. This result coincides with our experience during the model selection phase of the project: the neural net delivered better results than C5.0 in this forecasting application.
Conclusion and Future Work
In this paper, we introduced our CBR approach for algorithm selection and described rst evaluations of our protoype system AST. Our approach contains several advantages for algorithm selection. The user does not only get a recommendation which algorithm should be applied, he/she gets also an explanation for the recommendation in the form of past experiences available in the case base. Another strong point is the maintenance of such a system. In contrast to other approaches, a new algorithm can be added to the case base without having to test this algorithm on all datasets that have been considered so far. Furthermore, with an extension of the algorithm description it will also be possible to determine similar algorithms and to compare their model generation results on similar datasets. Finally, with a CBR approach we can use similarity operators instead of the strong, hard-coded rules which are used in approaches like Statlog Michie et al., 1994] Another approach to support classi er selection showing some similarities to our work is presented in Kalousis and Theoharis, 1999] . In this approach the main idea to support model selection by data characteristics. They de ne di erent data characteristics and use a nearest neighbor algorithm. However, they get only an estimated accuracy of 58% for the proposed algorithms. Additionally, they use only data characteristics. We also consider application restrictions for the algorithm selection process. Another approach to support the knowledge discovery process was presented by Zhong et al., 1997] . They support the KDD{process with a planning component, but they do not show a technical solution for the selection of an appropriate data mining algorithm. Also work on ranking of algorithms, like the work of Nakhaeizadeh and Schnabl, 1997] have a strong in uence on our approach with respect to the evaluation of the applicability of algorithms. Nakhaeizadeh and Schnabl, 1997] show an approach which also considers other requirements of the application to compute a ranking. Some aspects of such an approach are already integrated in our CBR-approach in the way that we also consider application restrictions.
In the future work we have to re ne our case description of algorithms and datasets. A main point is to include the parameter settings of the algorithms into the case structure. Each algorithm together with its parameter speci cation then de nes one method. At the moment it was not necessary to include that aspect because we started our work with the default parameter settings for the di erent algorithms. Furthermore we have to extend our case base with other public datasets and to test the applied algorithms, including di erent parameter settings. But we also plan to integrate our approach into a internet service for algorithm selection. In such an internet service we will o er an algorithm recommendation for a speci c application problem. For such a service, we need the application requirements and the data characteristic of the data. For real world applications, where the data are very sensitive, we have to o er DCT to the clients of our service. Obviously, the success of such a project depends on the clients, because we also need a feedback of the results of the application of the algorithms. However, we are rather optimistic that the clients will provide such a kind of feedback since there is a clear need in the community for such a service.
