Abstract. If a (possibly finite) compact Lie group acts effectively, locally linearly, and homologically trivially on a closed, simply-connected four-manifold with second Betti number at least 3, then it must be isomorphic to a subgroup of S 1 × S 1 , and the action must have nonempty fixed-point set.
Introduction
By a well-known construction, any finitely presented group can be realized as the fundamental group of a closed four-manifold. Any such group thus acts freely (by covering translations) on a simply-connected four-manifold. But this action typically has a highly non-trivial representation on homology. Research by various authors over the last fifteen years or so (which we briefly summarize below) has begun to show that the class of groups which admit effective, homologically trivial actions on simply-connected four-manifolds is actually quite limited. This research has tended to focus either on specific manifolds ( [6, 9, 12, 13, 17, 27, 28, 29] ) or on more restricted types of actions ( [8, 20] ). But the general question, "Which groups admit homologically trivial actions on four-manifolds?" is a very natural one. The results of this paper provide a nearly complete answer. Our methods are homological, so they apply equally well to manifolds with perfect fundamental groups:
1. (Theorem 8.2.) If a (possibly finite) compact Lie group G acts locally linearly, homologically trivially, and with Fix(G) = ∅ on a closed 4-manifold M with H 1 (M ) = 0 and b 2 (M ) ≥ 2, then G is abelian of rank ≤ 2. 2. (Theorems 9.1 and 9.3.) If in fact b 2 (M ) ≥ 3, a fixed point must exist. As a consequence, any group which acts must be abelian of rank ≤ 2. Most of the cases where b 2 (M ) ≤ 2 are treated in the works cited above. The chief remaining problem is to determine which manifolds admit actions by finite abelian groups of rank two. We hope to study this question in future work.
The central tool in our arguments is Borel equivariant cohomology, which associates to a G-space X a graded cohomology module H By showing that these groups can not be isomorphic, we rule out the possibility of a G-action.
To use this observation to prove a theorem of any generality, we must first make judicious choices of groups G to study, and then understand the G-spaces M and Σ sufficiently well to carry out cohomology calculations. Our choices of G are determined by an algebraic classification of minimal nonabelian finite groups. The assumption of homological triviality makes H * G (M ) relatively easy to compute. On the other hand, results of Edmonds show that Σ is a union of isolated points and (possibly intersecting) 2-spheres. Knowing this, the representation theory of G and its subgroups can be used to study the possible arrangements of spheres near their intersections, and thus to understand the global structure of Σ.
In the case of the eight-element dihedral group D 4 , considerably more work is required than for the other groups. The singular set, which a priori may be quite complicated, can be divided into more manageable pieces by localizing with respect to carefully chosen subsets of the cohomology ring H * (D 4 , Z). This argument may be of some intrinsic interest, since the applications of localization of which we are aware focus on actions of abelian groups.
Earlier work on the sort of problem we consider includes that of Edmonds, Hambleton and Lee, and Wilczyński. Wilczyński [27] showed in 1987 that the only groups which can act locally linearly on CP 2 are the subgroups of P GL(3, C), and his work also applies to manifolds with homology isomorphic to that of CP 2 . At approximately the same time, Hambleton and Lee [12] proved a similar result for finite groups. Their 1995 paper [13] uses equivariant gauge theory to re-prove this result for smooth actions and shows more generally that if M is a connected sum of n > 1 copies of CP 2 and G acts smoothly and homologically trivially, then G must be abelian of rank ≤ 2. Edmonds's recent paper [8] inspired the work in this one. He shows that if a finite group G acts homologically trivially, locally linearly, and pseudofreely (i.e. with a singular set consisting only of isolated points) on a simply-connected four-manifold M with second Betti number at least three, then G must be cyclic. We recover his result as a corollary of Theorem 9.3. However, this paper should be thought of as an elaboration of Edmonds's proof, rather than a fundamentally different argument. The Betti number requirement in that theorem is necessary: in [17] , we considered the case S 2 × S 2 , where more complicated groups arise. Finally, a paper of Orlik and Raymond [20] which considers torus actions on four-manifolds is of related interest.
Here is an outline of the paper: In Section 2, we classify the minimal nonabelian finite groups. In Section 3, we specialize to SO(4) and classify its minimal nonabelian subgroups, since any group which acts with a fixed point admits a faithful (tangent space) representation into SO (4) . The general strategy of the rest of the paper is to focus on these "minimal bad" groups and rule out the possibility that they might act. Section 4 contains some examples and a fundamental lemma about the structure of the singular set of an action. Section 5 summarizes the essential properties of Borel equivariant cohomology and includes some technical lemmas about the collapsing of the Borel spectral sequence. In Section 6, we begin the study of groups acting with a fixed point, and rule out actions by the "easy" nonabelian subgroups of SO (4) . Because of some special difficulties which it presents, the group D 4 is deferred until the next section, where we study its cohomology ring, discuss the theory of localization, and then localize certain equivariant cohomology modules to rule out D 4 actions. In the remainder of the paper, we return to our list of minimal nonabelian groups. By ruling out minimal fixed-point-free actions, we show that when b 2 (M ) ≥ 3, Fix(G, M ) must be nonempty. Together with earlier results, this proves the main result of the paper.
Minimal nonabelian groups
In this section we classify the finite non-abelian groups of which every proper subgroup is abelian. The task of classification is not as difficult as one might guess. In particular, by requiring that every proper subgroup be abelian, rather than only the proper normal subgroups, we avoid hard algebraic questions about simple groups. We begin with a lemma: Lemma 2.1. Let K be a finite abelian p-group, and suppose there exists an automorphism σ of K of prime order q = p, so that the resulting representation of Z q on any invariant proper subgroup of K is trivial. Then K has exponent p.
Proof. The group operation in K will be written additively. Write K ∼ = Z p n 1 × · · ·× Z p n k , where n 1 ≥ n 2 ≥ · · · ≥ n k , and let a 1 , . . . , a k be generators of the factors in this decomposition.
Let S = {x ∈ K | order(x) < p n1 }. Observe that S must be invariant under σ, so σ| S is trivial. If n 1 = 1, then K has exponent p, and the proof is complete. So assume n 1 > 1. In this case, {x ∈ K | px = 0} ⊆ S.
On the other hand, pa 1 ∈ S, so σ(pa 1 ) = pa 1 , and pα 2 a 2 = · · · = pα k a k = 0, so we have σ(a 1 ) = α 1 a 1 + x, where x ∈ S and α 1 ≡ 1 (mod
, we have α 1 = mp n1−1 + 1 for some m. Then by the binomial theorem,
But p n1 divides all the terms with i > 1, and the i = 0 term is 1. So p n1 |qmp n1−1 , and then p|m. Hence α 1 ≡ 1 (mod p n1 ). Now σ q (a 1 ) = a 1 + qx = a 1 , so qx = 0. Since (p, q) = 1, x = 0, so σ(a 1 ) = a 1 . The same argument applies to any other element of order p n1 , so σ is trivial on all of K and hence cannot have order q.
Proposition 2.2. Let G be a finite nonabelian group, every proper subgroup of which is abelian. Then G is one of:
, where p and q are distinct primes, and n ≥ 1.
Proof. Recall a theorem of Burnside (See [23, th 7 .50]): If Q is a Sylow q-subgroup of a finite group G such that Q ⊂ Z(N G (Q)), then Q has a normal complement K.
Assume G is not a p-group. Then every Sylow subgroup is proper, and hence abelian. If each Sylow subgroup is normal, then G must be abelian. So suppose Q is a Sylow q-subgroup which is not normal in G. Then N G (Q) must be abelian, so Q ⊂ Z(N G (Q)), and Burnside's theorem gives us a normal complement K such that G ∼ = K ⋊ Q. Observe that for any other p = q, a Sylow p-subgroup will be contained in K and hence be normal in G.
By minimality, K must be a p-group. Also by minimality, Q must be cyclic, say of order q n , and the semidirect product automorphism σ must have order q. One more application of minimality shows that σ must be trivial on any proper submodule of K, and then the lemma applies.
Example. It is natural to wonder about rank restrictions on the subgroup K in case 2. Rank one examples exist whenever q|(p−1). Tet ∼ = (Z 2 ×Z 2 )⋊Z 3 is a familiar rank two example. More generally, note that
2 p(p + 1), and so an order q automorphism σ exists for any prime q dividing p − 1 or p + 1. Moreover, if q is an odd prime dividing p + 1, it will not divide p − 1, and hence a σ of order q cannot restrict to a nontrivial automorphism of a cyclic subgroup of Z p × Z p . So the resulting groups (Z p × Z p ) ⋊ Z q give plenty of examples with rank two kernel.
This simple argument can also be used to produce examples with higher rank kernel. Notice that
, and the first term of this product factors further as (p − 1)(
i=0 p i has a prime factor which does not divide p − 1 or any smaller
there will be a minimal nonabelian group of type 2 whose kernel K has rank k.
is an example with k = 3. In any case, only the ranks 1 and 2 will concern us in applications.
The minimal nonabelian p-groups are classified. According to Yagita [31] , who in turn cites Redei [22] , they are of two types when p is an odd prime (This classification can actually be proven using similar arguments to those in the proofs above):
Observe that when one of m or n (say m) is greater than 1, G 2 contains a rank three abelian subgroup generated by a p , b, and c. Such a group can not act with a fixed point.
, and there is exactly one more, the usual quaternion group D *
Minimal nonabelian subgroups of SO(4)
A group G acting on a four-manifold with a fixed point can be viewed via the local tangent space representation as a subgroup of SO(4). This motivates the main result of this section.
Notation. D n denotes the dihedral group of order 2n. The binary dihedral group of order 4n will be denoted D * n . This group has presentation s, t|s n = t 2 , t −1 st = s −1 . The other binary polyhedral groups will be denoted Tet * , Oct * , and Icos * .
Recall ( [19] ) that SO(4) ∼ = S 3 ⋊ SO(3), where S 3 , the unit quaternion group, acts by left multiplication, and SO(3) acts on S 3 via the isomorphism Inn(
. Also recall ( [30] ) that the finite subgroups of SO(3) are cyclic, dihedral, or "platonic" (Tet, Oct, or Icos Proof. The semidirect product decomposition SO(4) ∼ = S 3 ⋊ SO(3) yields a short exact sequence 1 → S 3 → SO(4) p → SO(3) → 1, and by restricting the projection p to G, we obtain a short exact sequence 1 → K → G → Q → 1, where K ⊂ S 3 , Q ⊂ SO(3), and Q acts on K by inner automorphisms of S 3 . (Note, however, that the smaller sequence need not split.) If Q has a nonabelian proper subgroup, then so does G, contradicting our assumption. Hence Q must be cyclic, tetrahedral, or dihedral. Similarly, if K is not cyclic, it is binary polyhedral, and therefore contains a binary dihedral subgroup. By minimality, K = G, and we are done. So we may assume K is cyclic.
The geometry of S 3 limits the possible automorphism actions of Q on K. Recall that the maximal tori of the Lie group S 3 are one-dimensional. Any non-central x ∈ S 3 is contained in a unique toral subgroup S 1 ⊂ S 3 . The normalizer of this S 1 consists of itself, together with a second copy of S 1 (not a subgroup) whose elements anticommute with those of the first, and under the covering projection
−1 (whereµ x denotes the conjugation automorphism y → x −1 yx). And any g ∈ S 3 which is fixed by both µ x and µ y for noncommuting x and y must lie in the intersection of their fixed S 1 s, which is the center Z 2 .
If K is not central in G, then by the above considerations, conjugation by some q ∈ Q sends a generator g of K to its inverse, and hence the same must be true on the unique S 1 containing K. So q must lie in the non-identity component of
, which consists entirely of involutions. Thus q ∼ = Z 2 , and then p −1 ( q ) is either dihedral or binary dihedral. By minimality, G = p −1 ( q ). On the other hand, if K is central but (as we are assuming) G is nonabelian, then Q must be nonabelian, and by minimality, isomorphic to one of D 4 , D p , for an odd prime p, or Tet. In each case, K is held fixed by two different inner automorphisms of S 3 , so K ∼ = Z 2 . In the abstract, the possible group extensions are classified by second cohomology. Recall that
In the case of D p , the two extensions are G ∼ = Z 2 × D p and G ∼ = D * p . For Tet, they are Z 2 × Tet and Tet * . In both cases, the claim of the theorem is satisfied. We shall not explicitly classify all of the extensions 1 → Z 2 → G → D 4 → 1, as we are only concerned with the cases where G is minimal nonabelian. It follows from the results of Section 2 that there are exactly three such groups of order 16: G 1 (3, 1, 2), G 1 (2, 2, 2), and G 2 (2, 1, 2). Since G 1 (3, 1, 2) admits no homomorphism onto D 4 , we can finish the proof by showing that neither of the other two (which do map to D 4 ) is contained in SO(4). This task is accomplished in Lemma 3.2. [11, chapters 1 -3] .) Since each of the groups G 1 (2, 2, 2) and G 2 (2, 1, 2) has 16 elements divided into 10 conjugacy classes, each must have 8 irreducible complex representations of dimension 1 and two of dimension 2. The one-dimensional representations are abelian; the 2-dimensional representations of G 2 (2, 1, 2) correspond to the faithful representation of its two quotients isomorphic to D 4 ; and the 2-dimensional representations of G 1 (2, 2, 2) correspond to one quotient isomorphic to D 4 and another isomorphic to the quaternions. These characters are systematically listed in Tables 1 and 2. For G 2 (2, 1, 2), it is convenient to use the two-generator presentation r, s | r 4 = s 4 = (rs) 2 = (r −1 s) 2 = 1 , which maps to the original presentation by sending r → a, s → ab.
Lemma 3.2. Neither of the groups
The last columns of the tables allow us to compare the irreducible real representations to the irreducible complex ones. For any irreducible complex representation of a finite group G, the sum g∈G χ(g 2 ) is always equal to 0 or ±|G|. If the sum is |G|, then the "real part" of the complex representation is invariant, so the irreducible real representation has the same dimension over R as the complex dimension has over C. Otherwise, the complex representation is irreducible as a real representation. None of the irreducible real representations of either group are faithful. In each case, we need to combine two different real representations to get a faithful one. This is possible for both groups, but only if some element reverses orientation. It follows that neither group is a subgroup of SO(4). 
A few examples and basic results.
In this section we present a small collection of examples to indicate some of the range of possible structures for the singular set (denoted in general by Σ) of a locally linear group action. We then see that the added assumption of homological triviality places surprisingly strong restrictions on Σ. We recall two important results which we shall use often: first, a version of the Lefschetz Fixed-point Theorem (compare tom Dieck [25, page 225] .): Theorem 4.1. Let g : X → X be a periodic, locally linear map on a compact manifold X. Then χ(Fix(g)) = λ(g), where λ(g), the Lefschetz number of g, is the alternating sum of g's traces on homology.
Notice in particular that if g acts trivially on homology, χ(Fix(g)) = χ(X). Also recall a theorem of Edmonds [7] : (The original theorem is stated only for simplyconnected manifolds, but the proof applies just as well whenever H 1 (M ; Z) = 0.) Theorem 4.2. Let g be a cyclic group of prime order p which acts, preserving orientation, on a closed four-manifold M with
If it is purely 2-dimensional, and has k 2-dimensional components, then the 2-dimensional components span a subspace of
If the action of G on M is locally linear and preserves orientation, then the fixed point set of each g ∈ G will be a submanifold, each component of which has even codimension. But their dimensions need not be equal:
Example. Let n be odd. We construct a Z n action on S 2 × S 2 : Begin with an action of g on D 4 by g(z, w) = (z, λw), where λ = e 2πi n . Along the fixed S 1 ⊂ ∂D 4 , add a 2-handle with the same action and framing 0, using the equivariant attaching map f 0 : S 1 × D 2 → S 3 which simply sends (z, w) to (z, w). Next, let g act on another 2-handle via (z, w) → (λz, λ −2 w). With respect to this action, the framing 2 attaching map f 2 (z, w) = (z, z 2 w) is equivariant. Use it to attach the second 2-handle, linking the first once. In the boundary of the quotient, attaching this 2-handle amounts to 2-surgery on S 2 × S 1 , so the result is a lens space. Thus the action can be capped off upstairs with a 4-ball on which g acts linearly, with an isolated fixed point. The resulting manifold is easily seen to be S 2 × S 2 , and the action has a fixed-point set consisting of two isolated points and a 2-sphere.
In contrast, Edmonds shows in [7] that every component of the fixed-point set of an involution on a simply connected spin 4-manifold has the same dimension. Notice also that the fixed point set of any cyclic subgroup of SO(3) × SO(3) is a product of spheres, so the action we have constructed is not equivalent to a "linear" one. Proof. Simply carry out the above construction with a g of order 2n. Then Fix(g) =
Example. Let ρ denote the Z 2 action on S 2 of reflection through an equator. Then the fixed-point set of the the diagonal Z 2 action (ρ, ρ) on S 2 × S 2 is a torus. By taking equivariant connected sums # g i=1 S 2 × S 2 , we obtain actions whose fixed point sets are oriented surfaces of any genus.
Example. Let ρ be as above, and let r n be a rotation of 2π/n radians around an axis meeting the equator. Consider actions on S 2 × S 2 . If g = (ρ, ρ), and
Homologically trivial actions are simpler: by the Lefschetz fixed-point theorem, for each g ∈ G which acts homologically trivially, . For the second claim, we need to rule out the possibility that Fix(g) ∩ Fix(h) contains 1-dimensional components. Suppose for a contradiction that S is a circle component of Fix(g) ∩ Fix(h). We may assume G = g, h . By local linearity, G acts preserving orientation on the linking sphere S 2 to S, so G is polyhedral. Moreover, the stabilizer of each point on S 2 is cyclic. If G itself is cyclic, it has a global fixed point on S 2 , and hence Fix(G, M ) is 2-dimensional near S. Otherwise, for any non-cyclic subgroup H of G, S is also a component of Fix(H, M ). Since D 2 is a subgroup of each of Tet, Oct, Icos, and D n , for n even, it suffices to rule out dihedral groups. But in a D n action on S 2 , an involution reverses the orientation on the order n axis of rotation, which in turn reverses the orientation on the fixed sphere of the group element of order n.
This proposition places a strong restriction on the allowable linear representations of isotropy groups, and eventually on the groups themselves, as we shall see.
One more example is of interest:
Example. For any even n, there is an S 1 action on S 2 × S 2 with fixed-point set S 2 ∪ S 2 such that the components have Euler numbers ±n: Simply take the disk bundle of a complex line bundle over S 2 with Chern class n and double it. The resulting space is diffeomorphic to S 2 × S 2 , and S 1 acts on each fiber by complex multiplication. If n is odd, the same construction yields an S 1 action on
5. The Borel fibration, equivariant cohomology, and the Borel spectral sequence
None of the material in this section is new; we include it to fix notation and for the convenience of the reader. For a more thorough discussion, see [3] , [25] , or the original source, [2] .
Let G be a compact Lie group, let X be a G-space, and let Σ denote the singular set of the group action. If EG is a contractible, G-CW complex on which G acts freely, then BG = EG/G is a classifying space for G-bundles. We form the twisted product
→ BG is naturally induced by the projection EG × X → EG. A similar construction applies to the singular set Σ. The equivariant cohomology H *
With these definitions, H * G is a cohomology theory with the usual properties. Moreover, H * G (X) inherits an H * (G)-module structure: When a ∈ H * (BG) and x ∈ H * G (X), we define ax = p * (a) ∪ x. A technical point: Some of the lemmas of this section involve excision of parts of the singular set. The most convenient category for these excision arguments would be the category of G-simplicial complexes, in which invariant regular neighborhoods of sub-complexes are plentiful. In the smooth category, equivariant tubular neighborhoods can be adapted for the task, but in the locally linear case, if such neighborhoods exist at all, the proof would probably require some technical adaptations of the work of Freedman and Quinn [10, 9.3A] . However, all we really need is that the excised parts of Σ be tautly embedded with respect to H * G , and the fact that they are follows from results of Spanier [24, 6.6.2 and 6.9.5].
The following observation is made in [7] and [8] in certain forms, but we include a short proof here for convenience.
Lemma 5.1. Let M be a four-manifold with a locally linear G-action, and let Σ be its singular set. Then
, as U varies over invariant neighborhoods of Σ. Now consider the projection M × EG → M . If we quotient by the G-action, we obtain a map p :
In particular, when restricted to the complement of the singular set, p becomes a fibration with contractible fiber. A trivial application of the relative spectral sequence of this fibration then shows that
The lemma follows from the long exact cohomology sequence of the pair (M, A) and tautness.
Whenever X is a G-space, we can apply the Leray-Serre spectral sequence to the fibering X G → BG. Thus
as a sequence of bigraded differential H * (BG)-algebras. The product in E 2 corresponds to the cup product in H * (BG; H * (X)) (with local coefficients). In particular, if X is connected, E i,0 is naturally identified via p * with H * (BG). The products and differentials in the spectral sequence E(X) are compatible with the
There are appropriate versions of all of this with pairs (X, A) whenever A is closed and G-invariant. Henceforth we shall refer to the Leray-Serre spectral sequence of the Borel fibration simply as the Borel spectral sequence.
To exploit the isomorphism
, we need to better understand the topology of the singular set as a G-space and study certain aspects of the spectral sequences in detail.
The proof of the following lemma is adapted from arguments in [7] and [8] . 
then the spectral sequence E(M ) collapses with coefficients in Z or any field.
Proof. Assume first that a fixed point x 0 exists.
The cohomology of M is concentrated in dimensions 0, 2, and 4, so we consider the differentials d i,2
, and d
is an isomorphism when * = 2, and zero when * = 0. So under the induced map of spectral sequences, we have a commutative square:
, which has already been shown to vanish.) Next, consider the case when there is no fixed point. If u ∈ H 2 (M ) has nonzero square, then, since
Finally, suppose b 2 (M ) ≥ 3. Then for each generator u ∈ H 2 (M ), there is a v ∈ H 2 (M ) which is linearly independent of u in H 2 (M ), and such that uv = 0. Since the action of G is homologically trivial, E 2 (M ) is a free H * (G)-module on generators corresponding to those of H * (M ), so in fact u and v must be independent in E 2 (M ), as well. But d 3 (uv) = ud 3 (v) + vd 3 (u) = 0. This is only possible if
is generated by products of two-dimensional classes, so
Although the second condition may seem somewhat artificial, it applies to D 4 actions on CP 2 #CP 2 , a case which will concern us later.
Let j : X → EG × G X be the inclusion of a typical fiber into X G , and let A be a closed, G-invariant subspace of X. According to tom Dieck [25 
We will also need to consider the spectral sequence for the singular set Σ. It will usually collapse, but not always. It suffices to consider, one at a time, the subspaces GX, where X is a path-component of Σ. Such a subspace will henceforth be referred to as an orbit component.
Actions of some subgroups of SO(4).
In [8] , Edmonds shows that when b 2 (M ) ≥ 2, a group acting pseudofreely, semifreely, and homologically trivially must be cyclic. It follows that in the pseudofree case, all isotropy groups must be cyclic. This is exactly what one comes to expect when one attempts to construct pseudofree actions on S 2 × S 2 , for example, using the obvious handlebody decomposition, and also exactly what occurs in the case of orthogonal actions. If one attempts, in the same manner, to construct non-pseudofree actions with a fixed point, the obvious groups are abelian of rank at most 2. These are the only groups which act by isometries. This observation, together with the results of Hambleton and Lee mentioned in the introduction, motivates one of our main results: Our strategy for dealing with the groups D p and D * p is as follows: Suppose for a contradiction that G does admit an action as described. Proposition 4.4 places limitations on the local representations of the groups G x for points x in the singular set. We also know that Σ consists of collections of spheres intersecting in points, together with isolated points. For each group G, we consider the lattice of subgroups of G. Using a case by case analysis, the possible orbit components X can be classified by the maximal subgroups H ⊆ G which occur as a isotropy groups of any points x ∈ X. When the orbit components are classified, we compute their cohomologies (as G-modules), and then the groups H i (G; H j (X)) which appear in the spectral sequence for X. This allows us to estimate the sizes of the groups H i G (M ) and H i G (Σ) and finally prove that they cannot be isomorphic. The argument of Section 7, which will rule out actions of D 4 , is similar in spirit, but more refined methods are required to show that H *
By Proposition 4.4, if the action of G is homologically trivial, then Fix(s) can not be 2-dimensional near a global fixed point x 0 . Hence the local representation must take the form
where r p is an order p rotation of a 2-plane, ρ 1 and ρ 2 are 2-plane reflections, and k = 0 mod p. In particular, t must fix a 2-plane, and the singular set of the D p action near x 0 is the union of the images of Fix(t) under the powers of s.
The singular set Σ may have several components. Some, say n 1 , of them will contain global fixed points. Suppose X is one such. Observe that any x ∈ Fix(t) ∩ Fix(s k t) for some k must in fact be a fixed point for all of D p , since these two elements together generate the group. Since Fix(t) consists of a collection of isolated points and 2-spheres, and since around any fixed point, Z p cyclically permutes the spheres, X must be a union of p 2-spheres intersecting in m ≥ 1 fixed points e . View the remainder of the sphere as a 2-cell. This determines a CW structure on the sphere which extends equivariantly to a CW structure on all of X. In order to describe the situation efficiently, we recall a basic result from the cohomology of groups. (See [5] 
for details.)
Let H be a subgroup of G, and let M be an H-module. We write
When G is finite (or more generally, when (G : H) is finite),
The following lemma is elementary, but exceedingly useful:
Lemma 6.3 (Shapiro's Lemma). If H ⊆ G and M is an H-module, then the composition
is an isomorphism, where r : H ֒→ G is the inclusion, and π : Coind G H M → M is the canonical projection given by π(ϕ) = ϕ(1).
In particular, the Shapiro isomorphism induces an H * (G)-module structure on H * (H). Let a ∈ H * (G) and x ∈ H * (H). Tracing through the definitions and using the naturality properties of the cup product, we find that ax = r * (a) ∪ x. Induced and coinduced modules arise naturally in the present situation. We have defined a D p -equivariant chain complex for X:
Also note that Hom Z (Ind
. It follows that, for any coefficient module M ,
For notational convenience, we will abbreviate coker(M → Coind Dp t (M )) by Ck(M ). To calculate H * (D p ; Ck(Z)), consider the coefficient short exact sequence
and its associated long exact sequence in cohomology. By Shapiro's Lemma,
And with this identification, the inclusion Z ֒→ Coind Dp t (Z) induces the restriction map r * : H * (D p ; Z) → H * ( t ; Z). Thus we have an exact sequence
Now, according to [14] ,
(We will begin with subscripts to denote the degrees of ring generators, then omit them afterwards for simplicity.) So
Components of Σ which do not contain fixed points are simpler. Aside from the n 1 global fixed points, Fix(s) contains, say, n 2 t -orbits of 2-spheres (containing two spheres each), and n 3 t -orbits of isolated points (containing two points in each orbit). And the rest of Fix(t) contains, say, n 4 2-spheres and n 5 isolated points, each of which forms part of an s-orbit. Hence
Using Shapiro's lemma, we find:
otherwise.
if n is even.
Lemma 6.4. The spectral sequence for H * (Σ Dp ; Z) collapses.
Proof. The sequence has nonzero rows j = 0, 1 and 2 only, so it suffices to show that the differentials
, and
2 and E 
GR(H
And since the sequence for Σ Dp also collapses, we have
By comparing the p-ranks, we find that n 1 + 2n 2 + n 3 + (m i − 1) = 2. Since the action has a fixed point, n 1 ≥ 1, so we must have n 2 = 0 and n 3 ≤ 1. On the other hand, χ(Fix(s)) = n 1 + 4n 2 + 2n 3 . By the Lefschetz Fixed-point theorem, χ(Fix(s)) = b 2 (M ) + 2. This is possible only if n 1 = n 3 = b 2 (M ) = 1 or n 1 = 2 and n 3 = b 2 (M ) = 0 -in other words (as we point out for later reference), when [30] shows that a faithful, four-dimensional representation of any of these groups must be fixed point free. It follows that any fixed points of such a G acting on M will be isolated, and that Σ will contain no pairs of intersecting 2-spheres. Thus the topology of Σ is considerably simpler than in the dihedral case. In fact, it is very simple indeed: Let X be an orbit component of Σ. Proof. Suppose for a contradiction that it does. Let n 1 denote the number of fixed points, and let n 2 be the number of 2-sphere components of Σ. In both cases, the D * p -module structure of H * (Σ) is trivial. Recall that, for k > 0,
Since the spectral sequence collapses for M , we have, for k > 0,
Since D * p and each of its subgroups have cohomology only in even dimensions, the map
(X) vanishes on each orbit component of Σ. So E(Σ) collapses, as well.
We compute:
Suppose first that p is odd. By comparing
, we see that 4 + b 2 (M ) = 2n 1 + 4n 2 (from the 2-torsion), and b 2 (M ) = n 2 (from the p-torsion). It follows easily that n 1 + b 2 (M ) = 2. Now suppose p = 2. When k ≡ 2 (mod 4), we find that 4 + 3b 2 (M ) = 2n 1 + 5n 2 . And when k ≡ 0 (mod 4), we discover that 6 + 2b 2 (M ) = 3n 1 + 5n 2 . Combining these equations, we see again that
If a fixed point exists,
Observe, incidentally, that the equation n 1 + b 2 (M ) = 2 implies that D * p admits no actions, even without a fixed point, when b 2 (M ) ≥ 3.
7.
Actions of D 4 .
7.1. Localization. Certain localizations of the modules H * G (M ) and H * G (Σ) will provide us with additional information about the structure of the singular set of a group action. Our treatment is closely based on that of tom Dieck [25] , but we discuss it in less generality, with a focus on the case when G is a finite group acting locally linearly on a compact manifold, and H * is singular cohomology. Let G be a finite group, and let S ⊂ H * (G) be a multiplicatively closed subset of homogeneous elements which contains 1. Assume S is contained in the center of H * (G). (This is automatic if, for example, every element of odd degree is 2-torsion. More generally, to invert an arbitrary homogeneous element of odd degree, it suffices to include its square in S.) Finally, let M be a graded H * (G)-module. The module S −1 M is defined as (S × M )/ ∼, where (s 1 , m 1 ) ∼ (s 2 , m 2 ) whenever there is a t ∈ S so that ts 2 m 1 = ts 1 m 2 . The equivalence class of (s, m) is denoted m/s. S −1 M is an S −1 H * (G)-module, and in fact 
Still following tom Dieck, we define
This definition is intended to apply whenever G is a compact Lie group. When G is a finite group, we can reformulate it: since The idea of the Localization Theorem is that if we localize H * G at a certain S, we detect only that part of the singular set whose isotropy groups are not contained in F (S). It will require a few more preliminaries to make this precise.
Let F be a family of subgroups of G which is closed under conjugation. A Gspace X is said to be F -numerable if there exists a cover U = (U j |j ∈ J) of X by G-invariant open sets so that:
1. For each j ∈ J, there is a G j ∈ F and a G-map f j : U j → G/G j . (If G j is the isotropy group of x ∈ U j , then f j :→ G/G j is simply a tube around x. So this condition is slightly weaker than the existence of a tube: G j need only contain the isotropy group of x. However, if F is closed under subgroups, we may assume G j = G x .) 2. There exists a locally finite partition of unity (t j |j ∈ J) subordinate to U by G-functions t j : X → [0, 1]. (When X is paracompact and G is finite, this condition is satisfied whenever the first one is.)
Definition. A G-space X is of finite S-type if there exists a numerable, finitedimensional G-covering (U α |α ∈ A) of X, a finite number of subgroups H 1 , . . . , H r in F (S), and G-maps f α : U α → G/H n(α) , where n(α) ∈ {1, . . . , r}.
We observe directly from the definitions: In order to specialize to the cases of interest, assume M is a compact manifold on which the finite group G acts locally linearly. Define Σ S = {x ∈ M | G x ∈ F(S)} = {x ∈ M | S ∩ ker r G Gx = ∅}, the "S-singular set". Then we have Corollary 7.3. Let M , G, and Σ S be as above. Then
Proof. Since the complement of a neighborhood of Σ S has finite S-type, the statement follows from tautness, excision and the long exact cohomology sequence.
Since H * G (M ) is often easy to compute, this result gives useful information about the singular set. One must choose S carefully, and the choice requires some explicit knowledge of cohomology restriction maps.
7.2. The cohomology of D 4 . In this section we use standard techniques to calculate all the restriction maps from the integral cohomology of D 4 to that of its subgroups. The reader is referred to the works of Browder [4] , Handel [14] , or Pearson [21] for more background on this cohomology ring.
D 4 has the presentation s, t | s
where u is a generator of Hom( s , Z 2 ), v is a generator of Hom( t , Z 2 ), and w is the second Stiefel-Whitney class coming from the standard embedding k :
Let β denote the Bockstein arising from the coefficient short exact sequence
Then we have integral cohomology classes a = β(v), b = β(u), and c = β(w). Note that π * (a) = v 2 and π * (b) = u 2 . Also, if we set l = k ⊗ C, so that l : D 4 ֒→ U 2 (C), then we can define d ∈ H 4 (D 4 ; Z) to be the second Chern class of l. Since the total Chern class reduces mod 2 to the total Stiefel-Whitney class (see ), and since l = k ⊕ k as a real representation, we find that π * (d) = w 2 (k) 2 = w 2 . With these cohomology classes, we have
, where z is a generator of Hom( s 2 , Z 2 ) and v is as above. Then
where f = β(z), g t = β(v), and m t = β(vz). Similarly,
, where x is dual to st. H * ( s 2 , st ; Z) has classes f , g st , and m st analogous to f , g t , m t . Next, let H * ( s ; Z) be generated by e ∈ H 2 ( s ; Z). And finally, for each of the involutions t, st, s 2 t, s 3 t, and s 2 , we have cohomology ring generators g t , g st , g s 2 t , g s 3 t , and f , respectively.
The main tool for calculating the restrictions is the ladder of Bockstein long exact sequences, where the vertical arrows represent restriction maps:
This allows us to deduce the integral restrictions from the mod 2 restrictions. The restrictions for u and
. With this information, we calculate that the restriction maps are as in Table 3 : Table 3 . Restriction maps for H * (D 4 ; Z). 
As before, we proceed to classify the orbit components X. Local considerations will determine the structures which are a priori possible. Later, we will find that algebraic topology imposes more restrictions. If x 0 ∈ X is a fixed point for all of D 4 , it follows from character theory that the local representation must take the form
where r 4 is a rotation of order 4 and ρ 1 and ρ 2 are reflections of 2-planes over axes. However, if k = 0 or k = 2, then s 2 fixes a 2-plane on which t reverses orientation, a situation ruled out by Proposition 4.4. So k must be odd, and the local representation on R 2 × R 2 is equivalent to a semi-diagonal 1 action derived from the action of D 4 on R 2 as the symmetry group of a square. Recall that in the D p case, any point x fixed by any s k and any involution s j t is in fact fixed by all of D p , since these two elements generate the group. Here, this is not as immediate, since s 2 , t = D 4 . However, it is true as a consequence of the following: Lemma 7.4. A point x 1 at which 2-spheres fixed by t and s 2 t (or st and s 3 t) intersect must in fact be a fixed point for all of D 4 .
Proof. Clearly x 1 is fixed by s 2 , t , so we need only show that it is fixed by s.
, and each is a collection of spheres and isolated points. Any point x ∈ Fix(s 2 ) \ Fix(s) must lie in a 2-plane (locally) which is fixed by s 2 , so Fix(s 2 ) must be 2-dimensional near x 1 . Thus all three of s 2 , t, and s 2 t must have two eigenvalues of +1 and two eigenvalues of −1 at x 1 . This is only possible if they fix a common vector. But this violates Proposition 4.4. Now suppose X is a component of the singular set which contains a fixed point x 0 . Four singular 2-spheres meet at x 0 , fixed by t, st, s 2 t, and s 3 t, respectively. The action of s interchanges Fix(t) and Fix(s 2 t), and likewise interchanges Fix(st) and Fix(s 3 t). Meanwhile, the action of s 2 leaves each sphere invariant, but rotates it 180
• , and hence fixes another point on each sphere. A path between the "poles" of a 2-sphere in Fix(t) is mapped by s to a corresponding path on Fix(s 2 t). As we saw in the proof of Lemma 7.4, this pole is either itself a fixed point of s, or it is part of a 2-sphere fixed by s 2 on which s acts by rotation. In the latter case, by extending the path to one of the fixed points of s, we see that the sphere fixed by s 2 t must also intersect that fixed by s 2 . In the former case, of course, the "pole" is fixed by all of D 4 . It follows that near the fixed point, the singular set must take one of the forms pictured in Figure 2 . (Due to severe space limitations, surfaces which intersect transversely are not drawn as such.) Similar considerations apply to Fix(st) and Fix(s 3 t). Further analysis of the same sort indicates that this component of the singular set consists of a "chain" of pairs of spheres fixed either by t and s 2 t, or st and s 3 t in an alternating pattern, meeting at "nodes" formed either by fixed points of the entire group or by 2-spheres, fixed by s 2 , on which s acts by rotation. Since the total number of singular 2-spheres in M must be finite, this chain of 2-spheres must close to form a loop. Since the t-s 2 t and st-s 3 t pairs alternate, the total number of nodes must be even. An orbit component of this sort which contains k fixed points and l spherical nodes will be referred to as a type 1 k,l orbit component (or simply as a type 1 orbit component, when the more specific data is not relevant). A typical example is illustrated in Figure 3 . Next we step down one level in the lattice of subgroups of D 4 . Suppose now that X is an orbit component which contains a point x 1 fixed by s 2 , t , but none fixed by the whole group. Since s ∈ G x1 , Fix(s 2 ) must be 2-dimensional (compare Lemma 7.4), so in the local representation, we must have s 2 → ( r2 0 0 1 ). And since all three of s 2 , t, and s 2 t cannot fix a common vector, one of s 2 t and t, say t, must map to ( Fix(s 2 ) is a 2-sphere containing two points fixed by s, and acted upon by t. And Fix(t) is also a 2-sphere, upon which s 2 acts by rotation. Moreover, s(Fix(t)) = Fix(s −1 ts) = Fix(s 2 t). Hence the spheres described so far must alternate as in Figure 5 . (The points labelled with question marks are associated with Fix(st), and will be addressed momentarily.) The rotation s around the point x 1 sends x 0 to x 2 . Since these points are again fixed by s, x 0 = x 2 , and the chain drawn in Figure 5 collapses to form a loop containing two spheres fixed by s 2 , and one each fixed by t and s 2 t. ? ?
Now consider one of the points marked "?". It is fixed by s 2 , st , which has a local representation analogous to that depicted in Figure 4 . Similar arguments to those above ultimately show that the structure of this orbit component is completely analogous to that of a type 1 orbit component. Since there are no fixed points, it has type 1 0,l for some even l.
An orbit component with maximal isotropy s 2 , st is of type 1 0,l , and has already been described. Now suppose that X is a component of Σ containing a point fixed by s, but none fixed by t or st. Then X is either: 2. A 2-sphere fixed by s, 3. A 2-sphere fixed by s 2 which contains two points fixed by s, or 4. An isolated point fixed by s. In each of these cases, the orbit component contains another copy of X, and they are exchanged by t.
As we have already observed, any point fixed by s 2 is contained in a 2-sphere which contains points fixed by s, so no orbit components have maximal isotropy s 2 . Next, suppose X has maximal isotropy group t . X is one of: 
. We easily calculate:
On the other hand,
by Corollary 5.4. Since R is a commutative ring, the rank of a free R-module is well-defined, and the Localization theorem allows us to compare ranks of the two modules.
Proof. Notice that, since c 2 = ad, both a and d are invertible in R. Since a = (a+b)+b, the ideals generated by b and a+b are comaximal. And since b(a+b) = 0, the two ideals have trivial intersection. It follows from the Chinese Remainder
, and let A ⊂ M be the subring generated by 1, g t , m t , and f 2 +f g t . A is exactly the image of the cohomology restriction from D 4 . We can verify that M ∼ = A ⊕ f A as an R-module, and also that A ∼ = R/(b) as an R-module. Similarly, we find that Example. For the sake of contrast, consider the actions of D 4 on S 2 × S 2 in which the action is standard (coming from the inclusion D 4 ֒→ SO(3)) in the first factor, and either standard or trivial in the second factor. In the first case, the action is diagonal, and the singular set consists of various orbits of isolated points. In the second case, the singular set consists of orbits of 2-spheres. The spectral sequence E(S 2 × S 2 ) does not collapse for either action.
Following the plan of Section 6, we might try to calculate H * D4 (Σ) directly, using the spectral sequence. But a direct calculation for the general case of a type 1 k,l orbit component turns out to be rather intractable. However, we can calculate it for some special cases indirectly, using existing actions on some small four-manifolds. We consider some examples.
Consider first the familiar fixed-point representation of D 4 given by
where r 4 is an order four rotation,k = 1 or 3, and each ρ i is a reflection of a twoplane along an axis. As we have seen, the singular set of this action on R 4 consists of four planes fixed by t, st, s 2 t, and s 3 t, respectively. If we restrict this action to the unit ball in R 4 , then construct its equivariant double, we have an action on S 4 with a singular set of type 1 2,0 . Next consider the action on CP 2 given in homogeneous coordinates by s :
The fixed-point sets of each element are easy to calculate, and we find that Σ consists of a single type 1 1,1 orbit component. Notice that this action can be obtained from the action on S 4 by an equivariant blowup at one of the fixed points. If we perform the same construction at the other fixed point (with opposite orientation), the result is an action on CP 2 #CP 2 whose singular set has type 1 0,2 . Now we shall apply a different localization to gain further information about Σ.
, and we claim that its image in R also has order four. To see this, suppose for a contradiction that 2(d + b
2 )/1 = 0 in R. Then for some
since 2b = 0. And of course, 2d k = 0. Thus R contains elements of order 4 in degrees i ≡ 0 (mod 4), and none in the other degrees. Or more succinctly,
If we again consult the table of restriction maps, we find that for this choice of S, Σ S consists of those points with isotropy groups D 4 , s 2 , st , s 2 , st , or s 3 t . Since t and s 2 t do not appear in this list, a type 1 k,l orbit component in Σ splits into pieces consisting of 2-spheres fixed by st or s 3 t which meet at 0, 1 or 2 fixed points and 2, 1, or 0 2-spheres fixed by s 2 , respectively. Denote these three sorts of components X 2,0 , X 1,1 , and X 0,2 . (See Figure 6. ) These three sorts of singular sets actually occur in the group actions on S 4 , CP 2 , and CP 2 #CP 2 discussed above. Since the Borel spectral sequence collapses for each of these manifolds, the equivariant cohomology of each is readily computable. It 
If n 0 , n 1 , and n 2 count the number of copies of X 2,0 , X 1,1 , and X 0,2 in Σ S , then L = n 1 + 2n 2 , and n 1 + 2n 2 is exactly the 2-rank of 2S 
Groups which act with a fixed point
We can now summarize the proof of Theorem 6.1, which stated that if b 2 (M ) ≥ 2, then any groups which acts with a fixed point must be abelian of rank ≤ 2.
Proof. It follows from Propositions 3.1, 6.2, 6.5, 7.8, and 6.6 that G must be abelian. But if G is abelian, then the representation at a fixed point is diagonalizable. If the rank of G is more than two, then some singular 2-planes must have one-dimensional intersections. This violates Proposition 4.4.
A simple observation will allow us to generalize from finite groups to compact Lie groups: Lemma 8.1. Every nonabelian compact Lie group contains a nonabelian finite subgroup.
Proof. A nonabelian compact Lie group G has a nontrivial Weyl group W = N G (T )/Z G (T ), where T is a maximal torus. N G (T ) is itself a compact Lie group whose identity component T is (of course) abelian. A structure theorem for such groups (see [15, theorem 6.10] or [16] ) states that there is a finite subgroup E of G such that N G (T ) = T E. In particular, there is some h ∈ E of finite order n, say, which normalizes T but does not centralize it.
Since Ad(h) acts non-trivially on L(T ), there is a closed one-parameter subgroup θ v such that Ad(h)(v) = v. Choose k ∈ im(θ v ) of prime order p which is not fixed by Ad(h). Then k and its conjugates under powers of h generate a subgroup Z p × · · · × Z p ⊂ T which is normalized by h. Thus h, k ∼ = (Z p × · · · × Z p ) ⋊ Z n is a finite, nonabelian subgroup of G. 
A fixed-point theorem and its consequences
The familiar examples of actions on S 2 ×S 2 show that the fixed-point assumption of Theorem 8.2 is necessary when b 2 (M ) = 2. On the other hand, some of our calculations actually rule out actions, even without a fixed point, when b 2 (M ) ≥ 3. In this section, we show that this is not a coincidence. We prove a complement to Theorem 8.2, from which it will follow that the only groups which can act are abelian: The proof of this theorem will be indirect and comprise most of this section. If there is a counterexample, there is a minimal one, so we suppose for a contradiction that every proper subgroup of G has a fixed point, but G does not. It will follow that every proper subgroup of G must be abelian, but G is not. Proposition 2.2 describes the finite groups with this property. We rule out each possibility in succession, but first establish a fact about the abelian case. Let σ(a) = ka, where k ∈ Z * p and k q ≡ 1 (mod p). Then σ * (t) = kt, so σ * (t i ) = k i t i . In particular, the only powers of t fixed by σ * are those which are divisible by q. Hence With this in mind, the Hochschild-Serre spectral sequence shows that:
otherwise. Now suppose G acts on M . We assume that every proper subgroup of G has a fixed point, but G does not. We still assume that b 2 (M ) ≥ 3, from which it follows (by Theorem 4.2) that any two spheres fixed by g ∈ G must represent distinct elements of H 2 (M ), and hence such spheres cannot be permuted by a homologically trivial action.
We consider first the possibility that n > 1. In this case, the proper sub- Observe:
1. Since Z p ⊳ G, G/Z p acts on Fix(Z p ). If Fix(Z p ) contains a 2-sphere, then G will act on it with a fixed point, contradicting our assumption. So Fix(Z p ) must contain isolated points only. 2. Since (ab 2 ) 2 n−1 ∈ a , Fix(ab 2 ) ⊂ Fix(a). Since Fix(a) contains only isolated points, the Lefschetz theorem implies that the two fixed-point sets must be equal. Comparison of p-torsion shows that m = b 2 = 2. But we assumed b 2 ≥ 3. It follows that Z p ⋊ Z 2 n can not act as we supposed.
Finally, we consider the case q > 2, so that G ∼ = Z p ⋊ Z q . If a were to fix a 2-sphere, G would act on it with a fixed point, so Fix(a) must consist only of b 2 + 2 isolated points, permuted freely by Z q . Let m = b2+2 q .
