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Choi, Sungsoo (Ph.D., Physics)
Thermodynamics of finite-momentum states : from degenerate atomic gases to helical magnets
Thesis directed by Professor Leo Radzihovsky
We present a theoretical study of finite momentum states in the context of degenerate gases
and iron-based magnet. The unifying theme of these seemingly disparate states of condensed matter
is the finite momentum of their respective grounds states and the associated enhanced fluctuations.
For the degenerate atomic gases, we study in the first part of the thesis a system of two species
of bosonic atoms interacting through a p-wave Feshbach resonance as realized in Rubidium-85/
Rubidium-87 mixture. In mapping out the phase diagram, we show that the system exhibits atomic
(ASF), molecular (MSF) and atomic-molecular (AMSF) superfluid phases, where atoms, molecules,
and atoms and molecules Bose condense, respectively. The ASF and MSF states are respectively
characterized by a nonzero s-wave atomic and p-wave (orbital) spinor molecular condensates. The
AMSF is distinguished by the presence of both of these condensates, with the s-wave atomic
condensate component necessarily periodically modulated at a wavevector that is tunable with a
magnetic field; that is, generically AMSF is a robust supersolid, that simultaneously breaks spatial
translational and gauge symmetries. We explore the rich phenomenology of these phases and phase
transitions between them, that we find to be strongly influenced by the quantum and thermal
fluctuations.
In the second part of the thesis, we study magnetism in Fe1+yTe, a parent compound of
the iron-based high-temperature superconductors. Motivated by earlier studies that have provided
evidences of finite momentum spiral states in these materials, we show that a spin-1 exchange
model, supplemented by a single-ion anisotropy accounts well for the experimentally observed mag-
netic phase diagram, that prominently exhibits commensurate bi-collinear and incommensurate
spin-spiral orders with the associated low-energy spin-wave spectra. We derive the low energy hy-
drodynamic models for these magnetic states and use it to describe the magneto-structural and
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commensurate-incommensurate transitions, and the static and dynamic structure functions across
temperature - Fe doping phase diagram.
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Chapter 1
Introduction
1.1 Overall Background
One of the fundamental questions in condensed matter physics is classification and character-
ization of different phases of matter. In many cases, the low temperature regime and small energy
scales are at the central focus of these studies since much of interesting physics like superfluidity,
superconductivity, and magnetism appear in these conditions. It is therefore quite uncommon and
exotic for a system to exhibit low temperature phases characterized by a finite momentum where
nonzero kinetic energy plays a crucial role. Indeed the success of the fundamental theories of su-
perfludity and superconductivity relies heavily on their simple ground state structure. However, in
the recent decades a number of systems have been discovered or theoretically proposed to exhibit
ground states with finite momentum. In fact, many exotic physical phenomena are closely related
with finite momentum phases. One of the most familiar and oldest examples are density wave states
such as charge-density wave (CDW) and spin-density wave (SDW) that play an important role in
modern condensed matter physics.
Since the pioneering work by Peierls in 1930s [1], the density waves have attracted a lot
of interest [2, 3]. CDW and SDW appear materials and have been argued to play a central role
to understanding of the high Tc superconductors [4, 5] where the pairing mechanism and pseudo-
gap states are still not understood and are hotly debated. More recently, it is discovered that
iron-based materials also show superconductivity at higher transition temperature [6, 7] and as a
result have attracted considerable attention in the condensed matter community. For iron based
2superconductors, it is also believed that density waves (especially SDW) play a similarly important
role.
In the area of exotic superconductivity, Fulde-Ferrel-Larkin-Ovchinikov (FFLO) state is an-
other famous and long-sought-after finite momentum superconducting ground state [8, 9]. It is
expected to be driven by a high Zeeman field, that leads to partial polarization of the Fermi sea.
The corresponding spin-up and spin-down Fermi surfaces mismatch determines the finite momen-
tum of the modulated ground state. Despite many efforts for an experimental realization of the
FFLO state, because of many complexities of traditional solid state systems, there is little direct
evidence for a realization of this fascinating state. However, some prospects have recently appeared
in degenerate atomic gases, that offer a number of advantages over their solid-state cousins.
Such states are of considerable interest because in addition to internal symmetry breaking
(be it superfluidity, superconductivity, magnetism, etc), they also spontaneously break spatial sym-
metries, which leads to interesting interplay of Goldstone modes and topological defects. In this
thesis, we investigate two novel putative realizations of such finite momentum states in the con-
text of degenerate atomic gases and the other in antiferromagnetic parent compound of iron-based
superconductors, that have received considerable attention recently. A unifying theme of these
physically quite distinct systems is the finite momentum (i.e., periodically modulated) superfluid
and magnetic orders, respectively. Before turning to details, we next briefly outline each system.
1.2 Degenerate atomic gases
The development of the laser cooling and trapping of neutral atoms has led to tremendous
progress and milestones in the newly burgeoning field of condensed matter of degenerate atomic
gases. Because trapped atomic gases are extremely dilute, studies of condensed matter phenomena
in such systems seems at first sight quite paradoxical. However, magically the interplay of their
quantum degeneracy and strong interactions enables rich phenomenology even in these extremely
dilute regimes.
The necessary strong interactions in these gaseous systems have primarily been realized in
3two independent ways. One powerful method (that we mention for completeness but is not the
subject of this thesis) is through the introduction on an optical lattice, generated via an AC Stark
effect of crossed detuned laser beams generating a periodic standing wave. By suppressing atomic
motion, the generated periodic potential strongly quenches the kinetic energy, thereby enhancing the
dimensionless measure of the interaction relative to kinetic energy. This highly tunable (in terms of
geometry and strength of the periodic potential) technique has lead to a realization of large number
of phenomena, the earliest and best studied of these, the superfluid-insulator transition in bosonic
atoms [10, 11, 12]. Optical lattices thereby give considerable promise for engineering a broad range
of quantum many-body lattice models experimentally and exploring their exotic phenomenology.
A second methods of generating strong interactions (that is central to the first part of this
thesis) is through the so-called Feshbach resonances [13]. These have been first demonstrated
experimentally in [14] and have become a standard and highly tunable tool of controlling inter-
actions in fermionic and bosonic atomic gases. This tunable interaction phenomenon is associ-
ated to the existence of two-body resonant scattering, that appears when a quasi-bound state of
two atoms in a non-scattering internal state (the so-called closed channel) is tuned to cross and
thereby strongly affect the low-energy continuum of atomic scattering (the so-called open chan-
nel) states. The two channels are distinguished by the two-atom electron spins, with the open
channel an approximate spin-triplet and closed channel an approximate singlet. Consequently
they have different Zeeman energies, allowing the center of mass rest energy ν of closed channel
bound state to be tuned, relative to the open channel two-atom continuum, via an external mag-
netic field. This yields an unprecedented tunability of the effective atomic interaction strength by
varying a magnetic field. For fermionic trapped gases, it enabled a realization of a fermionic atom-
paired s-wave superfluidity and exploration of its BEC-BCS crossover and resonant universality
[15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33].
These and many other studies have thereby raised a question of the analog of such BCS-BEC
crossover for resonant bosonic atoms. For bosonic, single species s-wave FR this question has been
extensively explored and answered, starting with the early work of Radzihovsky et al. and Romans
4et al. [34, 35, 36, 37, 38]. These works find that in contrast to smooth evolution for fermionic gases,
bosons necessarily exhibit a phase transition between an atomic (ASF) and molecular (MSF) forms
of superfluidity of such a resonant gas.
A natural extension of such resonant system to a far richer p-wave bosonic resonant gas,
which is motivated by p-wave resonance in mixtures of 85Rb-87Rb gases [39], and richness of p-
wave superfluidity in fermionic systems is the subject of this thesis. As we will show, out of wealth
of interesting phenomena that such system exhibits, the most interesting one is a robust realization
of a finite-momentum superfluid at intermediate detunings.
We present the more detailed motivation in Sec. 1.4.
1.3 Iron-based superconductors and antiferromagnets
The other major subject of this thesis is the physics of iron telluride (FeTe), one of the parent
materials of the iron-based superconductor. Iron-based superconductor received huge attention
recently and there have been tremendous research activities already. While the subject is quite
different from ultracold atomic gases, still there is an interesting and important physics behind
FeTe related with finite momentum phases, in particular, SDW.
Traditionally, iron or other magnetic elements are considered to be a bad candidate for a
superconducting material since the magnetism (e.g. ferromagnetism) disfavors superconductivity
(e.g. seen from the Meissner effect). Therefore it was quite a surprise when Hosono and coworkers
discovered a superconductivity [6] from LaFeAsO. Since then, many iron based superconductors
discovered and typically classified as 1111 material (e.g. LaFeAsO), 122 material (e.g. BaFe2As2),
and etc depending on their structures [7].
Even though there are many different iron-based superconductors, they share interesting
features which make them distinct from cuprate superconductors. First of all, the phase diagram
is very similar to that of cuprates while the mechanism and pairing symmetry are believed to be
different [7]. As in the case of cuprates, the phase diagram is consist of antiferromagnetic order and
superconducting dome where both can be controlled by the doping of chemical substitutions. The
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non-phonon mediated, but might be different from cuprates. Another distinct feature of iron-based
superconductors is their pairing symmetry. Unlike from the cuprates which show d-wave symmetry,
(unconventional) s-wave symmetry is predicted and observed in iron-based superconductors [40, 41,
42]. However the node and the sign-changing order parameter are found in most of the compounds
which makes it distinct from conventional BCS superconductors. The gap structure is believed
to be s± or s++ which is still on active research. Finally the parent compounds of iron-based
superconductors are mostly metallic while most cuprates are based on the Mott-insulators. Due
to the metallic nature of compounds, the Fermi surface nesting is expected and observed in many
cases which leads the discussion about the effects of nesting. Actually it is widely accepted that
the nesting and density wave order will be the key to explain the superconducting mechanism in
iron based superconductor.
More recently the materials with simpler structure draw attentions from researchers. In par-
ticular, FeTe and FeSe attracted considerable interest due to their structural simplicity and are
expected to simplify the deciphering of superconductivity mechanism the superconducting mecha-
nism directly.
In this thesis, we study self-doped Fe1+yTe focusing on its magnetic structure and dynamic
properties. Even though Fe1+yTe is not a superconducting material itself (doping of Se or S is needed
for superconductivity), it exhibits interesting physics such as commensurate-incommensurate tran-
sition. We will describe more detailed motivation of Fe1+yTe in Sec. 1.4.
1.4 Theoretical and experimental motivation
The main goal of this thesis is to explore the physics of the finite momentum ground states,
focusing on two specific experimental realizations. In particular, we investigate the system of degen-
erate gases and iron based material based on following theoretical and experimental motivations.
First we study the finite momentum state in the degenerate bosonic gases with p-wave Fes-
hbach interaction. There has been an earlier work by Radzihovsky et al. on bosonic system with
6s-wave interaction [34, 35, 36], followed by a number of interesting generalization to lattice systems
and recent numerical studies [37, 38]. Unlike the fermionic BEC-BCS crossover where the order
parameter structure remains the same throughout the phase diagram, they found a true phase
transition between atomic superfluid (ASF corresponds to BCS) and molecular superfluid (MSF
corresponds to BEC). Therefore extending this study to a finite angular momentum symmetry of
the interaction, (e.g. p-wave) is one of the main motivation of our work.
In addition to the theoretical motivation, there are few experiments that observed p-wave
FR in ultracold atoms [43, 44]. First, Gaebler et al. observed the p-wave FR from 40K [44]. Using
fermionic atoms, they were able to make the cold molecular gas and found that it exhibits the
angular momentum structure of p-wave interaction. p-wave FR was also found in bosonic atoms.
Papp et al. first observed p-wave FR in bosonic atoms between 87Rb and 85Rb isotopes [39]. We note
that two different bosonic species are needed to have p-wave interaction due to bosonic symmetry.
Similar to the fermionic counterpart, these rubidium gases has been confirmed to display the p-
wave two-body scattering properties. Unfortunately both realizations are unstable due to three-
body processes, thereby creating considerable challenges for reaching to the degenerate regime
where interesting quantum many body effects are realized. We hope that these challenges can be
overcome (e.g., via stabilization in an optical lattice [37, 38]), allowing predictions in this thesis to
be testable.
While finishing our study on bosonic p-wave FR interaction, we learned of an interesting in-
elastic neutron scattering experiments on FeTe conducted by Reznik group and turned our attention
to Fe1+yTe which was found to exhibit several novel characteristics.
The most interesting of these is an unconventional bi-collinear planar magnetic state, with a
commensurate, planar spin-spiral order characterized by (π/2, π/2) wavevector in the orthorhombic
ab-plane [45]. A magnetic transition to this state is accompanied by a structural transition to an
orthorhombic (with slight monoclinicity) state [46]. At low temperature, the magnetic order also
undergoes a commensurate-incommensurate (CI) transition with iron doping at yc = 0.12. Low
doping (y < 0.12) corresponds to the bi-collinear commensurate state while spin-spiral (incommen-
7surate phase) state are observed at large doping (y > 0.12).
Furthermore, even though Fe1+yTe is metallic, several experiments support the local magnetic
moment picture for Fe1+yTe. It is found that Fe1+y follows Curie-Weiss law with a relatively
large magnetic moment [46]. Also nesting along the magnetic ordering wavevector is not observed
from DFT calculation and ARPES experiment [47, 48]. There have been several analytical and
numerical studies to explain the observed phenomenology of FeTe [49, 50, 51, 52, 53]. Although
these models were successful in describing the observed bi-collinear and spin-spiral order, because of
the underlying spin-rotational invariance of these models, they predict these magnetically ordered
states to exhibit gapless spectra. This contrasts the gapped excitation spectrum observed in the
commensurate bi-collinear state.
In addition, the aforementioned recent paper by Parshall et al. added a new interesting
phenomenology to be explained and was the main motivation for our work. At low temperature
below TN , they observed a commensurate Bragg peak corresponding to the previously established
bi-collinear order at q0 = [1/2, 0, 1/2]. However, below above TN their inelastic neutron scattering
measurements showed that the dynamic structure peak shifts to an incommensurate wavevector
q1 = [0.45, 0, 0.5].
In the second part of this thesis, we present a model that is a qualitative extension of the
earlier model by Turner et al. [49]. By introducing a single ion anisotropy derivable from the
magnetoelastic coupling, we are able to describe much of the above phenomenology of Fe1+yTe,
from the gap structure of the excitation spectrum to the commensurate-incommensurate transition.
We present the details in Chapter 3.
1.5 Outline of the thesis
The remainder of this thesis is organized as follows.
In Chapter 2, we present the study on the bosonic dilute gas with p-wave Feshbach interaction.
We start from more detailed background and set up our model. Then we give the global phase
diagram based on the mean-field theory followed by the analysis on the excitations and topological
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The study on the static and dynamic properties of FeTe is given in Chapter 3. After pre-
senting our model, we analyze the magneto-structural transition of FeTe. Then the commensurate-
incommensurate transition is studied in the context of Pokrovsky-Talapov theory. We present the
magnetic dynamic properties of FeTe and calculate the dynamic structure factor throughout the
phase diagram. We show that they are consistent with the experiment.
In Chapter 4, we conclude with future directions and a summary of the thesis.
Chapter 2
p-wave resonant Bose gas
2.1 Introduction
2.1.1 Background and Motivation
Since the experimental realization of Bose-Einstein condensation (BEC) in trapped alkali
atomic gases [54, 55], the resulting burgeoning field of degenerate atomic gases has seen an ever-
expanding research activity. It has been fueled by the steady advances in new experimental tech-
niques to control and interrogate the continually growing class of degenerate atomic systems. A
Feshbach resonance (FR) has been one of these exceptionally fruitful experimental “knobs”, that
lends exquisite tunability (via magnetic field) of interactions in the ultra-cold atomic gases. For
fermionic trapped gases, it enabled a realization of a fermionic atom-paired s-wave superfluidity
and exploration of its BEC-BCS crossover and resonant universality [15, 16, 17, 18, 19, 20, 21, 22,
23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33].
Motivated by the demonstration of p-wave FR in 40K and 6Li, p-wave paired fermionic su-
perfluidity has also been extensively explored theoretically [56, 57, 33, 58], predicting to exhibit an
even richer phenomenology. A recent laboratory production of p-wave Feshbach molecules [44, 59]
shows considerable promise toward a realization of p-wave fermion-paired superfluidity and the
associated rich phenomenology [33], though substantial challenges of stability remain [44, 60].
The bosonic counterparts have also been extensively explored and in fact in the s-wave FR
case of 85Rb [61] predate recent fermionic developments. As was recently emphasized [34, 35,
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36], in contrast to their fermionic analogs, that undergo a smooth BEC-BCS crossover, resonant
bosonic gases are predicted to exhibit magnetic field- and/or temperature-driven sharp phase
transitions between distinct molecular and atomic superfluid phases. One serious impediment to a
laboratory realization of this rich physics is the predicted [62, 63] and observed [64] instabilities of
a resonantly attractive Bose gas sufficiently close to a Feshbach resonance. Nevertheless, a number
of features of the phase diagram are expected to be exhibited away from the resonance and/or
reflected in the nonequilibrium phenomenology (before the onset of the instability) of a resonant
Bose gas. Furthermore, recent extension to an s-wave resonant Bose gas in an optical lattice [37, 38]
demonstrated the stabilization through a quantum Zeno mechanism proposed by Rempe [65], that
dates back to Bethe’s [66] analysis of the triplet linewidth in hydrogen. The predictions [34,
35, 36, 37, 38] have been supported by recent density matrix renormalization group [67], exact
diagonalization [68], and quantum Monte Carlo [69] studies, as well extensions to two species [68].
Along with the ubiquitous s-wave resonances, recent experiments on a 85Rb-87Rb mixture
have demonstrated an interspecies p-wave Feshbach resonance at B = 257.8 Gauss [39, 70]. Al-
though the consequences of this two-body p-wave resonance on the degenerate many-body state of
such a gas mixture has not been explored experimentally, it provided the main motivation for our
recent [71] and present studies. We note that closely related studies of Bose condensation in p-(and
higher) bands in optical lattices have been carried out in Refs. [72, 73, left=,right=].
The rest of the paper is organized as follows. We conclude the Introduction with a summary of
our main results and their experimental implications. In Section 2.2 we introduce a microscopic two-
channel p-wave FR model for a description of a two-component Bose gas, as for example realized
by a 85Rb-87Rb mixture. Having related the parameters of the model to two-body scattering
experiments on a dilute gas, in Section 2.3 we present a general symmetry-based discussion of
phases and associated phase transitions expected in such an atomic gas at finite density. In Section
2.4, by minimizing the corresponding imaginary-time coherent state action, we map out a generic
mean-field phase diagram for this system. In Section 2.5, we supplement this Landau analysis with a
derivation of the corresponding Goldstone mode Lagrangians and extract from them the low-energy
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elementary excitations and dispersions characteristic of each phase. The true (beyond-mean-field)
nature of the quantum and thermal phase transitions is discussed in Section 2.6. In Section 2.7 we
study the topological defects, vortices and domain walls, in each of the phases. We make a more
direct contact with cold-atoms experiments in Section 2.8 by using a local density approximation
(LDA) to include the effects of the trapping potential. We close with a brief summary in Section
2.9.
2.1.2 Summary of results
Before turning to the analysis of the system, we present the main predictions of our work, a
small subset of which was previously reported in a brief Letter [71]. Our key results are summarized
by a Feshbach resonance detuning - temperature phase diagram, illustrated in Fig. 2.1, and by the
properties of the corresponding phases and transitions.
Figure 2.1: Schematic temperature-detuning phase diagram for a balanced two-species p-wave
resonant Bose gas. As illustrated, it exhibits atomic (ASF), molecular (MSF), and atomic-molecular
(AMSF) superfluid phases. The novel AMSF state is characterized by a p-wave, molecular and a
finite-momentum Q (see Fig. 2.2) atomic superfluidity.
We find that in addition to the normal (i.e., non-superfluid) high temperature phase, the p-
wave Feshbach-resonant two-component balanced Bose gas (e.g., equal mixture of 85Rb and 87Rb
atoms) generically exhibits three classes of superfluid phases: atomic (ASF), molecular (MSF)
and atomic-molecular (AMSF) condensates, where atoms, p-wave molecules, and both are Bose-
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condensed, respectively. Our most interesting finding is that the AMSF phase, sandwiched between
(large positive detuning) ASF and (large negative detuning) MSF phases is necessarily a finite
momentum Q spinor superfluid, akin to (but distinct from) a supersolid [74, 75, 76, 77, 78]. It is
characterized by a momentum ~Q, with
Q = αm
√
nm ∼
√
γpℓnm .
√
γp/ℓ, (2.1)
tunable with a magnetic field (via FR detuning, ν that primarily enters through the molecular
condensate density nm(ν)), with α, m, ℓ, and γp, respectively, the FR coupling, atomic mass,
average atom spacing, and a dimensionless measure of FR width [33].
Νc1 Νc2MSFp AMSFp ASF
Ν
Q0
Figure 2.2: Schematic momentum Q(ν) characteristic of the AMSF (polar) state, ranging between
zero and the p-wave FR width-dependent value.
As illustrated in the phase diagram, Fig. 2.1, the ASF appears at a large positive detuning
(weak FR attraction) and low temperature, where one of the three combinations (ASF1, ASF2,
ASF12) of the
85Rb and 87Rb atoms are Bose-condensed into a conventional, uniform superfluid,
and the p-wave 85Rb-87Rb molecules are energetically costly and therefore appear only as gapped
excitations.
In the complementary regime of a large negative detuning, the attraction between two flavors
of atoms is sufficiently strong so as to bind them into a tight p-wave hetero-molecules (e.g., 85Rb-
87Rb molecule), which at low temperature condense into a p-wave superfluid, with atoms in the
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species-balanced case existing only as gapped excitations. In this tight binding molecular regime
the gas reduces to a well-explored system of a spinor-1 condensate [79, 80, 81, 82, 83, 84, 85,
86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96], with the spinor corresponding to the relative orbital
angular momentum ℓ = 1 of the two constituent atoms of the p-wave molecule. Thus, for negative
detuning we predict the existence of a ℓz = 0“polar” (MSFp) and ℓz = ±1 “ferromagnetic” (MSFfm)
molecular p-wave superfluid phases, with their relative stability determined by the ratio a0/a2 of
molecular spin-0 (a0) to molecular spin-2 (a2) scattering lengths. We find that this ratio and
therefore the first-order MSFp-MSFfm transition are in turn controlled with the p-wave Feshbach
resonance detuning ν, or equivalently, the atomic p-wave scattering volume v ∼ 1/ν, tunable with
a magnetic field.
We emphasize that (in contrast to the s-wave case [34, 35, 36]) because a p-wave resonance
does not couple a uniform atomic condensate to the molecular one, a p-wave molecular condensate
is not automatically induced inside the ASF state.
The most distinctive signatures of these superfluids should be directly detectable via time-
of-flight shadow images, with the ASF exhibiting an atomic condensate peak and MSF displaying
a p-wave molecular one. At higher densities in a trap, the bulk phase diagram as a function of the
chemical potential (see Fig. 2.20 and 2.21) translates into shell structure of distinct phases, that
we estimated within the local density approximation (LDA) [97, 98, 99].
In addition to these fairly conventional uniform atomic and molecular BEC’s, for intermedi-
Figure 2.3: A cartoon of a p-wave molecule decaying into two oppositely moving two species of
atoms, illustrating a resonant mechanism for a finite momentum Q atomic superfluidity (indicated
by wavy lines) in the AMSF phase.
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ate detuning around unitary point we predict the existence of novel AMSFp and AMSFfm phases,
characterized by a finite momentum Q atomic condensate [72, 71], that is a superposition of the
two atomic species. Such, generically supersolid state [74, 75, 76, 77, 78] is always accompanied
by a p-wave molecular condensate, concomitantly induced through the p-wave FR interaction. In
addition to exhibiting an off-diagonal long-range order (ODLRO) of an ordinary superfluid the two
AMSFp,fm states (distinguished by the polar versus ferromagnetic nature of their p-wave molecu-
lar condensates) spontaneously partially break orientational and translational symmetries, akin to
polar and smectic liquid crystals [100] and the putative Fulde-Ferrell-Larkin-Ovchinnikov states of
imbalanced paired fermions [8, 9, 101, 102, 103, 104, 105, 106].
As illustrated in Fig. 2.4, in the polar AMSFp state, Q aligns along the quantization axis
along which the molecular condensate has a zero projection of its internal ℓ = 1 angular momentum.
For the case of the ferromagnetic AMSFfm state, Q lies in the otherwise isotropic plane, transverse
to the p-wave molecular condensate axis, as illustrated in Fig. 2.5.
In the narrow FR approximation we find that the AMSFp,fm states are collinear, characterized
by a singleQ of a Fulde-Ferrell like form [8], as opposed to a +Q and −Q Larkin-Ovchinnikov like [9]
or other more complicated crystalline forms, found in imbalanced paired fermionic systems [104,
105, 106]. However, because the detailed spatial structure of the AMSFfm (but not the AMSFp
state) sensitively depends on the interactions (since it spontaneously breaks symmetry transverse
to the ℓz = 1 axis), we do not exclude a more general lattice structure in a more generic beyond-
mean-field model, that is best analyzed numerically.
The phase boundaries between this rich variety of phases can be calculated for a narrow
Feshbach resonance and in a dilute Bose gas limit, but are notoriously difficult to estimate in a
strongly interacting system, where they can only be qualitatively estimated within a mean-field
analysis. In the former case the zero-temperature phase boundaries are given by critical detunings:
ν
MSFp−AMSFp
c = −
(
g1 + g2 − 2gam + mα
2
~2
)
nm, (2.2)
ν
AMSFp−ASF
c =
(
2λ− gam + mα
2
2~2
)
na, for g2 < 0, (2.3)
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with similar expressions for transitions out of the ferromagnetic phases, that can be found in
Eq. (2.80), (2.81). Here gi’s and λi’s are molecular and atomic two-body interaction pseudopoten-
tials, respectively related to the background molecular (abg0 and a
bg
2 ), and atomic scattering lengths
(abg11, a
bg
22, and a
bg
12).
As any neutral superfluid, ASF, MSF, and AMSF are each characterized by Bogoliubov
modes, illustrated in Fig. 2.13, 2.14, 2.15, and 2.16, with long wavelength acoustic “sound” disper-
sions
EBσ (k) ≈ cσ~k, (2.4)
where cσ (with σ =ASF1,2,12, MSFp,fm, AMSFp,fm) are the associated sound speeds with standard
Bogoliubov form cσ ≈
√
gσnσ/2m. In each of these SF states one Bogoliubov mode (and only
one in the ASFi states) corresponds to the overall condensate phase fluctuations. In addition, the
MSFp exhibits two degenerate “transverse” Bogoliubov orientational acoustic modes. The MSFfm
is also additionally characterized by one “ferromagnetic” spin-wave mode, EMSFfmk ∼ k2 and one
gapped mode, consistent with the characteristics of a conventional spinor-1 condensate [84, 85].
Because MSFp,fm are paired molecular superfluids, they also exhibit gapped single atom-like
quasiparticles (akin to Bogoliubov excitations in a fermionic paired BCS state), that do not carry
a definite atom number. These single-particle excitations are “squeezed” by the presence of the
molecular condensate, offering a mechanism to realize atomic squeezed states [107], that can be
measured by interference experiments, similar to those reported in Ref. [108, left=,right=]. The
low-energy nature of these single-atom excitations is guaranteed by the vanishing of the gap at the
MSF-AMSF transition at ν
MSFp,fm−AMSFp,fm
c , with E
gap
MSF(νc) = 0.
We also note that inside the MSFp,fm, for ν > ν
p,fm
∗ = −(gp,fm + Cp,fmmα2/~2)nm, where
Cp,fm = 2, 1 for polar and ferromagnetic phases, respectively, the minimum of the single-atom
excitations (that for ν < ν∗ is at k = 0) shifts to a finite momentum, k ≈ Q. This is a precursor of
the atomic gap-closing MSF-AMSF transition at νMSF−AMSFc , where atoms also Bose condense at
finite momentum Q.
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We predict that in addition to the conventional Bogoliubov superfluid mode associated with
the phase common to the atomic and molecular condensates, the AMSF also exhibits a Goldstone
mode corresponding to the fluctuation of a relative phase between the two atomic condensate
components. Furthermore, a spatially periodic, collinear AMSF state, characterized by at least ±Q
momenta (but not just single Q) further exhibits the condensate phonon mode u corresponding to
the difference between phases of the ±Q condensate components, akin to the Larkin-Ovchinnikov
state [9, 109, 110].
For the single Q AMSF states, we predict the smectic-like “phonon” spectra in the polar and
ferromagnetic cases
ωAMSFp(k) =
√
(Bk2z +Kk
4
⊥)/χ−, (2.5)
ωAMSFfm(k) =
√
(Bk2z + k
2(Kxk2x +Kyk
2
y))/χ−, (2.6)
as well as the conventional Bogoliubov modes associated with superfluid order, and an orientational
mode ωγfm, associated with orientational symmetry breaking in AMSFfm
ω+p(k) =
√
2ρs
χ+m
k, (2.7)
ωγfm(k) =
√
Jk2
[
Bk2z + k
2(Kxk2x +Kyk
2
y)
]
Jχ−k2 + κ2k2y
, (2.8)
where B = 2~
2na
m , K = Kx = 2Ky =
~
6
2m3α2
, J = ~
2nm
4m , κ =
~
2√nm
αm , and χ
−1
− =
1
2(λ− λ12).
Having summarized the results of our study, we next turn to the definition of the two-
component p-wave resonant Bose gas model, followed by its detailed analysis.
2.2 Model
We study a gas mixture of two distinguishable bosonic atoms (e.g., 85Rb, 87Rb) [70], cre-
ated by field operators ψ†σ(r) =
(
ψ†1(r), ψ
†
2(r)
)
, and interacting through a p-wave Feshbach reso-
nance associated with a tunable “closed”-channel bound state. The corresponding p-wave (ℓ = 1)
closed-channel hetero-molecule (e.g., 85Rb-87Rb) is created by a Cartesian vector field operator
φ†(r) = (φ†x, φ†y, φ†z), related to φ†± = (φ
†
x ± iφ†y)/
√
2, φ†z = φ†z operators, that create closed-channel
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molecules in the ℓz = ±1, 0 eigenstates, respectively. This system is governed by a grand-canonical
Hamiltonian density (with ~ = 1 throughout)
H =
∑
σ=1,2
ψˆ†σ εˆσψˆσ + φˆ
† · ωˆ · φˆ+Hbg (2.9)
+
α
2
(
φˆ† ·
[
ψˆ1(−i∇)ψˆ2 − ψˆ2(−i∇)ψˆ1
]
+ h.c.
)
,
where single particle atomic and molecular Hamiltonians are given by
εˆσ = − 1
2m
∇
2 − µσ, (2.10)
ωˆ = − 1
4m
∇
2 − µm, (2.11)
with the effective molecular chemical potential
µm = µ1 + µ2 − ν, (2.12)
adjustable by a magnetic field dependent detuning ν, latter being the rest energy of the closed-
channel molecule relative to a pair of open-channel atoms. For simplicity we have taken atomic
masses to be identical (a good approximation for the 85Rb-87Rb mixture that we have in mind),
and will focus on the balanced case of µ1 = µ2 = µ, with µ fixing the total number of
85Rb and
87Rb atoms, whether in the (open-channel) atomic or (closed-channel) molecular form. The FR
interaction encodes a coherent interconversion between a pair of open-channel atoms 1, 2 (in a
singlet combination of 1, 2 labels, as required by bosonic statistics) and a closed channel p-wave
molecule, with amplitude α [111].
The FR coupling α and detuning ν are fixed experimentally through measurements of the
low-energy two-atom p-wave scattering amplitude [43, 44]
fp(k) =
k2
−v−1 + 12k0k2 − ik3
(2.13)
where v is the scattering volume (tunable via magnetic field dependent detuning ν) and k0 (negative
for the FR case) is the characteristic wavevector, [112, 33]
v−1 = − 6π
mα2
(ν − c1), (2.14)
k0 = − 12π
m2α2
(1 + c2), (2.15)
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respectively analogous to the scattering length a and the effective range r0 in s-wave scattering case.
In above, constants c1,2 are determined by the details of the p-wave interaction at short-scales, that
in a pseudo-potential model above are given by [33]
c1 =
mα2
9π2
Λ3, (2.16)
c2 =
m2α2
3π2
Λ, (2.17)
where Λ = 2π/d is the inverse size of the closed-channel molecular bound state, of order of the
interatomic potential range.
The p-wave resonance and bound state energy are determined by the poles of fp(k). At low
energies, (where ik3 can be neglected) the energy of the pole is given by
Ep =
k2p
2m
≈ − 1
mv|k0| , (2.18)
which is real and negative and thus is a bound state energy for v > 0 (negative detuning) and a
finite lifetime resonance for v < 0 (positive detuning).
In above, for simplicity we have focused on a rotationally invariant FR interaction, with ωˆ and
α independent of the molecular component i. This is an approximation for our system of interest,
85Rb-87Rb mixture, where indeed the p-wave FR around B = 257.8 Gauss [39, 70] is split into a
doublet by approximately ∆B = 0.6 Gauss, similar to the fermionic case of 40K [43, 44, 57, 33].
We leave the more realistic, richer case for future studies.
The background (non-resonant) interaction density
Hbg = Ha +Hm +Ham (2.19)
is given by
Ha =
∑
σ=1,2
λσ
2
ψˆ†2σ ψˆ
2
σ + λ12ψˆ
†
1ψˆ
†
2ψˆ2ψˆ1, (2.20)
Hm = g1
2
(φˆ† · φˆ)2 + g2
2
|φˆ · φˆ|2, (2.21)
Ham =
∑
σ=1,2
gamψˆ
†
σφˆ
† · φˆψˆσ, (2.22)
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where coupling constants λσ, λ12, g1,2, gam are related to the corresponding background s-wave
scattering lengths (a1, a2, etc.) in a standard way, and thus are fixed experimentally through
measurements on the gas in a dilute limit [15]. Correspondingly, we take these background s-
wave couplings to be independent of the p-wave detuning, an approximation that we expect to be
quantitatively valid in the narrow resonance and/or dilute limits considered here. A miscibility of
a two-component atomic gas requires [113]
a1a2 > a
2
12 (2.23)
which may be problematic for the case of 85Rb-87Rb due to the negative background scattering
length of 85Rb.
The molecular interaction couplings g1, g2 (set by the L = 0 and L = 2 channels of p-wave
molecule-molecule scattering) and gam can be derived from a combination of s-wave atom-atom
(λσ) and p-wave FR (α) interactions. We present lowest order of this analysis in Sec.2.4.4.3, that
shows that these parameters can in principle be tuned via a magnetic field through the p-wave FR
detuning ν.
The above two-channel model, Eq. (2.9) faithfully captures the low-energy p-wave resonant
and s-wave nonresonant scattering phenomenology of the 85Rb-87Rb p-wave Feshbach-resonant
mixture [70]. Its analysis at nonzero balanced atomic densities, that is our focus here, leads to the
predictions summarized in the previous section.
2.2.0.1 Lattice model
As discussed in the Introduction, based on the experience for the s-wave case [34, 35, 36, 114],
it is likely that a stable realization of above continuum p-wave resonant two-species bosonic model
will require an introduction of an optical lattice [37, 38]. This leads to a two-component atomic
Hubbard model, with standard tight-binding atomic and molecular lattice-hopping kinetic energies,
density-density interactions and a lattice projection of the p-wave Feshbach resonant coupling that
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in a single band Wannier basis is given by
HlatticeFRp =
α
2
∑
ri,α
b†αri(a1,ria2,ri−δα − a1,ria2,ri+δα) + h.c., (2.24)
where, e.g., on a cubic lattice, δα are lattice vectors. A related finite angular-momentum FR lat-
tice model was proposed and studied in an interesting paper by Kuklov [72], predicting a robust
p-wave atomic condensate in an optical lattice. As usual[11], at low lattice filling this lattice model
reproduces the phenomenology of the continuum model. As an additional qualitative feature, at
commensurate lattice fillings we also expect it to admit a rich variety of zero-temperature Mott
insulating phases and quantum phase transitions from them to the superfluid ground states exhib-
ited by the continuum system studied here. We leave the detailed analysis of the lattice model to
future studies.
2.2.0.2 Coherence-state formulation of thermodynamics
With the model defined by Hˆ, Eqs. (2.9), (2.19), and (2.2), the thermodynamics as a func-
tion of the chemical potential µ (or equivalently total atom density, n), detuning ν and tempera-
ture T can be worked out in a standard way by computing the partition function Z = Tr[e−βHˆ ]
(β ≡ 1/kBT ) and the corresponding free energy F = −kBT lnZ. The trace over quantum mechan-
ical many-body states can be conveniently reformulated in terms of an imaginary-time (τ = it)
functional integral over coherent-state atomic, ψσ(τ, r) (σ = 1, 2) and molecular, φ(τ, r) fields:
Z =
∫
Dψ∗σDψσDφ
∗Dφ e−S , (2.25)
where the imaginary-time action is given by [115]
S =
∫ β
0
dτ
∫
dr
[
ψ∗σ∂τψσ + φ
∗ · ∂τφ+H(ψ∗σ, ψσ,φ∗,φ)
]
, (2.26)
=
∫ β
0
dτ
∫
drL. (2.27)
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The Lagrangian density is given by
L = ψ∗σ(∂τ −
∇2
2m
− µσ)ψσ + φ∗ · (∂τ − ∇
2
4m
− µm) · φ+ λσ
2
|ψσ|4
+ λ12|ψ1|2|ψ2|2 + gam
(|ψ1|2 + |ψ2|2) |φ|2 + g1
2
|φ∗ · φ|2 + g2
2
|φ · φ|2
+
α
2
(φ∗ · [ψ1(−i∇)ψ2 − ψ2(−i∇)ψ1] + c.c.) . (2.28)
Above (and throughout), the summation over a repeated index, as for σ in the first term, is implied.
We note that closely related models also arise in completely distinct physically contexts.
These include quantum magnets that exhibit incommensurate spin liquids states [116] and bosonic
atoms in the presence of spin-orbit interactions [117].
The associated coherent-state action S will be the basis of all of our analysis in subsequent
sections for the computation of the phase diagram, the nature of the phases and excitations in each
of the corresponding phases of a p-wave resonant Bose gas.
2.3 Phases and their symmetries
Before turning to a microscopic analysis, it is instructive to consider the nature of the expected
phases, corresponding Goldstone modes and associated phase transitions based on the underlying
symmetries and their spontaneous breaking.
The fully disordered symmetric state of our two-component Bose gas confined inside an
isotropic and homogeneous [118] trap exhibits the UN (1) ⊗ U∆N (1) ⊗ O(3) ⊗ Tr ⊗ T symmetries.
The first two U(1) groups are associated with the total (whether in atomic or molecular form) atom
number N = N1+N2+2Nm and the atom species number difference ∆N = N1−N2 conservations.
The O(3) × Tr symmetries correspond to the Euclidean group of three dimensional rotations and
translations (in a trap-free case), and T is a symmetry of time reversal.
Since our system is composed of bosonic atoms and molecules confined to a large trap [119],
at sufficiently low temperature we expect it to be a superfluid, that in three dimensions exhibits
Bose-Einstein condensation, characterized by complex scalar atomic, Ψσ and/or 3-vector molecular,
Φ order parameters. Thus, in addition to the high temperature normal (non-superfluid) state,
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where above order parameters all vanish and the full symmetry UN (1)⊗ U∆N (1)⊗O(3)⊗ T ⊗ Tr
is manifest [120], at low temperature we expect the system to exhibit three classes of SF phases:
(1) Atomic Superfluid (ASF), Ψσ 6= 0 and Φ = 0
(2) Molecular Superfluid (MSF), Ψσ = 0 and Φ 6= 0
(3) Atomic Molecular Superfluid (AMSF), Ψσ 6= 0 and Φ 6= 0
that spontaneously break one or more of the above symmetries. Although these phase classes
resemble the previously studied phases of s-wave Feshbach-resonant system [34, 35, 36], as will be
clear from the following discussion, there are important qualitative differences.
2.3.1 Atomic superfluid phases, ASF
At large positive detuning ν it is clear that the molecules are gapped and all atoms are in
the unpaired open channel. In this regime, the gapped molecules can be neglected (or integrated
out) and the Hamiltonian (2.9) reduces to that of two bosonic atom species, that can exhibit Bose-
condensation characterized by Ψ1, Ψ2 condensates. Such two-component system is characterized by
two types of phase diagram topologies, and has been extensively studied in the statistical physics
community [121, 122, 123].
For a1a2 > a
2
12 it admits three ASF phases:
(1) ASF1 (Ψ1 6= 0,Ψ2 = 0),
(2) ASF2 (Ψ1 = 0,Ψ2 6= 0),
(3) ASF12 (Ψ1 6= 0,Ψ2 6= 0)
with ASF1 and ASF2 separated from ASF12 and the normal phases by continuous phase transitions
driven by temperature and density, or atomic polarization (or equivalently the chemical potential
imbalance) as illustrated in a mean-field phase diagram, Fig. 2.6. These phases clearly break U1(1),
U2(1), or both of these symmetries, respectively, and are therefore expected to exhibit conventional
Bogoliubov modes corresponding to these U(1) symmetries.
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Alternatively, for a1a2 < a
2
12, the ASF12 state is unstable, with ASF1 and ASF2 separated
by a first-order transition and the associated phase separation visible in a trap.
We emphasize that in contrast to the s-wave FR bosonic system (where atomic condensation
necessarily induces a molecular one, and therefore ASF phase is not qualitatively distinct from the
s-wave AMSF phase, separated from it by a smooth crossover) [34, 35, 36], for a p-wave FR, above
k = 0 atomic ASF condensates do not automatically induce a p-wave molecular condensate since
for k = 0 the p-wave FR coupling vanishes. Thus the ASF class of phases is qualitatively distinct
from the AMSF class that we discuss below.
2.3.2 Molecular superfluid phases, MSF
In the opposite limit of a large negative detuning, atoms are gapped, tightly bound into
heteromolecules, that at low temperature condense into a p-wave molecular superfluid, MSF. In
this regime of atomic vacuum, the gas reduces to that of interacting p-wave molecules, a system
quite clearly isomorphic to that of the extensively studied F = 1 spinor condensate [83, 84, 85, 88,
89, 90, 91, 92, 93], with the hyperfine spin F here replaced by the orbital ℓ = 1 angular momentum
of two constituent atoms.
Like F = 1 spinor condensates, the p-wave molecular superfluid, MSF can exhibit two dis-
tinct phases depending on the sign of the renormalized interaction coupling g2 in Eq. (2.21), or
equivalently the sign of the difference a
(m)
0 − a(m)2 of the molecular L = 0 and L = 2 channels
s-wave scattering lengths [124].
2.3.2.1 Ferromagnetic molecular superfluid, MSFfm
For g2 > 0 the ground state is the so-called “ferromagnetic” molecular superfluid, MSFfm,
characterized by an order parameter Φ = Φfm√
2
(nˆ± imˆ), with nˆ, mˆ, ℓˆ ≡ nˆ× mˆ a real orthonormal
triad, Φfm a real amplitude, and the state corresponds to ℓz = ±1 projection of the internal
molecular orbital angular momentum along the ℓˆ axis. MSFfm spontaneously breaks the time
reversal, the O(3) rotational and the global gauge symmetry UN (1), latter corresponding to a total
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atom number N conservation. Inside MSFfm the low-energy order parameter manifold is that of
the O(3) = SU(2)/Z2 group, corresponding to orientations of the orthonormal triad nˆ, mˆ, ℓˆ.
As its hyperfine spinor-condensate cousin, ferromagnetic MSFfm, exhibits two gapless Gold-
stone modes, one linear (∝ k) Bogoliubov mode associates with the broken global gauge symmetry,
and another quadratic (∝ k2) corresponding to the ferromagnetic order, with associated spin-
waves [84] reflecting the precessional FM dynamics.
2.3.2.2 Polar molecular superfluid, MSFp
Alternatively, for g2 < 0 the ground state is the so-called “polar” [125] molecular superfluid,
MSFp, characterized by a (collinear) order parameter Φ = Φpe
iϕnˆ, with nˆ a real unit vector,
ϕ a (real) phase, and Φp a (real) order-parameter amplitude, with the state corresponding to
ℓz = 0 projection of the internal molecular orbital angular momentum along nˆ. MSFp clearly
spontaneously breaks rotational symmetry by its choice of the ℓz = 0 quantization axis nˆ, and the
global gauge symmetry, corresponding to a total atom number conservation. The low-energy order
parameter manifold that characterizes MSFp is given by the coset space (U(1)⊗S2)/Z2, admitting
half-integer “charge” vortices [93] akin to (but distinct from) the s-wave MSF [34, 36, 35].
As we demonstrate explicitly in Sec.2.5, based on symmetry we expect the polar MSFp state
to exhibit three gapless Bogoliubov-like modes. One corresponds to breaking of the global atom
number conservation and two associated with breaking of rotational O(3) symmetry [84].
2.3.3 Atomic-molecular superfluid phases, AMSF
As detuning is increased from large negative values of the MSFp,fm phases, for intermediate
ν the gap to atomic excitations decreases, closing at a critical value of νMSF−AMSFc at which, in
addition an atomic Bose condensation takes place. General arguments show that this precedes the
atomic condensation in the absence of FR coupling, i.e., νMSF−AMSFc (α) < νMSF−AMSFc (0). The
novel features of this MSF-AMSF transition and the AMSF phase are derived from the fact that at
these intermediate detuning, the atomic condensation necessarily takes place at a finite momentum
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k = Q, set by a balance of the p-wave FR hybridization and the atomic kinetic energies.
We emphasize that in contrast to the s-wave Feshbach-resonant bosons [34, 35], for which
an atomic condensate necessarily induces a molecular condensate, thereby erasing a qualitative
distinction between the AMSF and ASF states, for the p-wave case, ASF and AMSF phases are
qualitatively distinct [34]. The latter is ensured by the momentum dependent nature of the p-wave
coupling that breaks spatial rotational invariance and vanishes for Q = 0.
As with other crystalline states of matter [126, 8, 9], the detailed nature of the resulting AMSF
states depends on the symmetry of the crystalline order, set by the reciprocal lattice vectors, Qn at
which condensation takes place. Determined by a detailed nature of interactions and fluctuations,
typically the nature of crystalline order is challenging to determine generically. Here we will focus
on the collinear states, with a parallel set of Qn = nQ, that in the present system can be
generically shown to be energetically preferred in the AMSFp state. There are two possible classes
of such collinear states, that are bosonic condensate analogs of the Fulde-Ferrell (FF) [8] and
Larkin-Ovchinnikov (LO) [9] states, extensively studied in fermionic paired superconductors and
superfluids [104, 105, 106]. The qualitative features of these classes of finite-momentum superfluids
are well-captured by two simplest representative states, one with a single Q and the other with
a pair of ±Q condensate, that we respectively denote as “vector”, AMSFv and “smectic”, AMSFs
atomic-molecular superfluids. With a choice of Q the AMSFv,s states both break spatial rotational
symmetry. However, they are qualitatively distinguished by the AMSFv also spontaneously breaking
the time-reversal symmetry, while remaining homogeneous, and the AMSFs instead also breaking
the translational symmetry along Q, while remaining symmetric under the time reversal. Because
within a mean-field theory analysis it is the former, vector state that appears to be favored, for
simplicity we focus on the single Q AMSF states.
The nature and symmetries of these AMSF states furthermore qualitatively depends on the
parent MSF, with the ferromagnetic AMSFfm and polar AMSFp as two possibilities depending on
the sign of the renormalized interaction coupling g2. In addition to the symmetries already broken
in its MSF parent, by virtue of atomic condensation the AMSF state breaks the remaining U∆N (1)
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global gauge symmetry associated with the conservation of the difference in atom species number,
∆N . Other symmetries that it breaks depend on the detailed structure of the AMSFv,sfm,p states.
2.3.3.1 Polar atomic-molecular superfluid, AMSFp
The polar atomic-molecular superfluid AMSFp emerges from the polar molecular state, MSFp.
As we will see in the next section, in the AMSFp the finite momentum atomic condensate orders
with Q along the molecular condensate field Φ, and therefore (as illustrated in Fig.2.4) for a single
Q the vector superfluid does not break any additional spatial symmetries. With the molecular
quantization axis, Φ locked to the atomic condensate momentum Q, on general symmetry grounds
(simultaneous rotations of Φ and Q is a zero-energy Goldstone mode), we expect and indeed find
that (see Sec. 2.5.3) the superfluid phase will be characterized by a smectic [126] Goldstone mode
Hamiltonian. The smectic AMSFsp superfluid, in addition breaks translational symmetry along Φ,
with low-energy fluctuations about this state described by a smectic phonon u and a superfluid
phase ϕ Goldstone modes.
Figure 2.4: Schematic of the AMSFp polar state. The thick arrow indicates the atomic condensate
momentumQ and the nˆ arrow denotes the quantization axis along which the projection of molecular
internal orbital angular momentum vanishes.
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2.3.3.2 Ferromagnetic atomic-molecular superfluid, AMSFfm
In contrast, a finite-momentum atomic condensation from the MSFfm leads to the ferromag-
netic atomic-molecular superfluid, AMSFfm. In this state, a p-wave Feshbach resonant interaction
leads to the energetic preference for a transverse orientation of the atomic condensate momen-
tum Q to the molecular quantization axis, ℓˆ = nˆ× mˆ. Consequently, as illustrated in Fig.2.5, the
AMSFfm state breaks additional orientational symmetry of the uniaxial molecular state in the plane
transverse to the molecular quantization axis ℓˆ. That is, the AMSFfm state is a biaxial nematic
superfluid defined by Q and ℓˆ axes, with the superfluid phase described by a smectic[126] Goldstone
mode Hamiltonian akin to that of the FF state [110]. The latter form is enforced by the symmetry
associated with a simultaneous reorientation of atomic momentum Q and molecular gauge transfor-
mation. The biaxial smectic AMSFsfm superfluid, in addition breaks translational symmetry along
Q, with low-energy fluctuations about this state described by two Goldstone modes, that are a
smectic phonon u and a superfluid phase ϕ.
Figure 2.5: Schematic of the AMSFfm ferromagnetic state. The thick arrow indicates the atomic
condensate momentum Q, lying in the plane transverse to the quantization axis ℓˆ, along which the
projection of the molecular internal orbital angular momentum is ℓz = +1.
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2.4 Mean Field Theory
Our main goal in this paper is to establish the phase diagram and nature of phase transitions
exhibited by the p-wave Feshbach-resonant two-component Bose gas. This requires a minimization
of the free energy which, in the presence of interactions and fluctuations is a nontrivial function
of a number of system’s physical parameters. However, outside the critical region, inside each
phase where fluctuations are small [127], we can approximate the Landau free-energy functional
F [Ψσ,Φ] by replacing the atomic and molecular coherent state fields with the classical order pa-
rameters, Ψσ(r), Φ(r), that minimize the action S via the saddle-point method. In the simplest
approximation, the Landau free-energy functional F [Ψσ,Φ] takes the form identical to H[ψˆσ, φˆ],
F [Ψσ,Φ] =
∫
d3r
[ ∑
σ=1,2
(
Ψ∗σ ε˜σΨσ +
λ˜σ
2
|Ψσ|4
)
+ λ˜12|Ψ1|2|Ψ2|2 + g˜am
(|Ψ1|2 + |Ψ2|2) |Φ|2
+Φ∗ · ω˜ ·Φ+ g˜1
2
|Φ∗ ·Φ|2 + g˜2
2
|Φ ·Φ|2 + α˜
2
(Φ∗ · [Ψ1(−i∇)Ψ2 −Ψ2(−i∇)Ψ1)] + c.c.)
]
(2.29)
with the effective couplings (µ˜σ, µ˜m, λ˜σ, . . . ), that are functions of the microscopic parameters
(µσ, µm, λσ, . . . ) in Eq. (2.9), encoding all the complexity of the fluctuations and interactions on
short scales. Though nontrivial, these parameters are in principle derivable from the Hamiltonian.
However, we will not be concerned with this aspect of the problem. Instead our goal is to capture the
qualitative form of the phase diagram, taking fluctuations into account only when they qualitatively
modify the nature of the phases and phase transitions. For simplicity of notation, we will therefore
neglect the distinction between the microscopic and effective couplings, dropping tildes.
2.4.1 Order parameters
We begin by introducing order parameters that in mean-field approximation completely char-
acterize the states of the system. In contrast to a conventional (s-wave interacting) Bose gas, antic-
ipating the energetics, we allow the atomic condensates Ψ1(r) and Ψ2(r) to be complex periodic
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functions characterized by momenta Qn, with the simplest single Q1 = Q form given by
ψ1(r) → Ψ1(r) = Ψ1,QeiQ·r, (2.30)
ψ2(r) → Ψ2(r) = Ψ2,−Qe−iQ·r, (2.31)
φ(r) → Φ, (2.32)
where Φ is a complex 3-vector order parameter characteristic of the ℓ = 1 molecular condensate and
the choice of ±Q momentum relation for the two atomic condensate fields is dictated by momentum
conservation.
More generally, the atomic condensate order parameter is given by
Ψσ(r) =

Ψ1(r)
Ψ2(r)

 =∑
Qn

 Ψ1,QneiQn·r
Ψ2,−Qne
−iQn·r

 . (2.33)
However, as alluded to in the previous section, based on the energetics of the model, we expect
that for most of the phase diagram a single Qn = Q and double Qn = ±Q collinear forms of the
atomic order parameters are sufficient to capture the ground-state atomic condensates. The latter
Larkin-Ovchinnikov like form can equivalently, more simply be written as
Ψσ(r) = Ψσ,Qe
iQ·r +Ψσ,−Qe−iQ·r, (2.34)
with Ψσ,±Q, Φ, and Q to be determined by the minimization of the mean-field free energy. As
we demonstrate in Appendix A, it is the single Q (Fulde-Ferrell like) condensate that is preferred
energetically in a mean-field approximation, and will therefore be the primary focus of the analysis
presented here.
The molecular condensate complex order parameter Φ can in general be decomposed in terms
of orthonormal real 3-vectors u and v, [33]
Φ = u+ iv. (2.35)
As we will demonstrate explicitly shortly, in this representation the two possible ℓ = 1 molecular
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superfluids, ferromagnetic and polar condensates are described by
u ⊥ v, “ferromagnetic”, ℓz = ±1 condensate, (2.36)
u ‖ v, “polar”, ℓz = 0 condensate, (2.37)
where for ferromagnetic state u = v and the polar state can obviously be equivalently characterized
by a vanishing of one (but not both) of u and v. These two molecular condensate states are the
bosonic analogues of the px + ipy and px p-wave paired superfluids [57, 33].
We next consider the Landau free-energy as a function of these atomic and molecular order
parameters, and by minimizing it for a range of experimentally tunable parameters, compute the
mean-field phase diagram for this p-wave resonant two-component Bose gas.
2.4.2 Atomic Superfluid (ASF)
As is clear from Eqs.(2.12),(2.29) for large positive detuning, ν the molecular chemical po-
tential µm < 0 is negative, with molecules gapped and therefore the ground state is a molecular
vacuum. We can thus safely integrate out the small Gaussian molecular excitations, leading to an
effective atomic free-energy
Fa[Ψσ] ≈ F [Ψσ, 0]
≈
∫
d3r
[ ∑
σ=1,2
(
Ψ∗σ εˆσΨσ +
λσ
2
|Ψσ|4
)
+ λ12|Ψ1|2|Ψ2|2
]
(2.38)
with coefficients that are only slightly modified from their bare values in Eq. (2.29). This functional
is a special U(1) ⊗ U(1) form of a O(N) ⊗ O(M) model, first studied many years ago by M. E.
Fisher et al. and more recently in the magnetic and many other contexts [121, 122, 123]. This
free-energy is clearly minimized by a spatially uniform atomic order parameters, Ψσ, giving
fasf =F [|Ψσ|, 0]/V (2.39)
=
∑
σ=1,2
[− µσ|Ψσ|2 + λσ
2
|Ψσ|4
]
+ λ12|Ψ1|2|Ψ2|2 (2.40)
as the ASF free-energy density.
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Figure 2.6: Mean-field phase diagram of a p-wave resonant two-component Bose gas for large
positive detuning. Molecules are gapped, reducing the system to a conventional two-component
Bose gas, for λ1λ2 > λ
2
12 displaying three types of ASF phases.
A minimization of fasf , leads to 4 states corresponding to condensed and normal (nonsuper-
fluid) combinations of the two-component Bose gas. For both chemical potentials negative, µ1 < 0,
µ2 < 0, both atoms are in the noncondensed, normal (N) phase
|Ψ1| = |Ψ2| = 0. (2.41)
On a lattice (e.g., generated by a periodic optical potential [128]) at commensurate atom filling, this
would correspond to a Mott insulating phase extending down to zero temperature. In a continuum
(e.g., a trap), the normal state can only be realized by heating the gas above its degeneracy
temperature.
As physical parameters are varied (e.g., a weaker periodic potential, lower temperature and
higher density for one of the atomic species) for asymmetric mixture (different densities and/or
masses) one of the two atomic chemical potentials, µ1, µ2 can turn positive, leading to a conventional
normal-superfluid transition to ASF1 or ASF2 states, respectively. The order parameters and mean-
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field phase boundaries in each of these conventional single component atomic BECs are given by
ASF1: Ψ1 =
√
µ1
λ1
,Ψ2 = 0, for µ1 > 0, µ2 <
λ12
λ1
µ1, (2.42)
ASF2: Ψ1 = 0,Ψ2 =
√
µ2
λ2
, for µ2 > 0, µ1 <
λ12
λ2
µ2. (2.43)
We note that generically for a symmetric two-component Bose mixture, these phases will be
avoided by symmetry.
Further changes in system’s parameters, so as to drive both chemical potentials positive, for
λ1λ2 > λ
2
12 leads to ASF1 - ASF12 or ASF2 - ASF12 transitions. The resulting two-component con-
densate, ASF12 is characterized by two nonzero atomic condensates and mean-field phase boundaries
given by
ASF12: Ψ1 =
[
λ2µ1 − λ12µ2
λ1λ2 − λ212
] 1
2
,Ψ2 =
[
λ1µ2 − λ12µ1
λ1λ2 − λ212
] 1
2
,
for µ1 > 0, µ2 > 0,
λ2
λ12
> µ2µ1 >
λ12
λ1
. (2.44)
These classical phase transitions are generically continuous, in the XY universality class, breaking
the associated U(1) symmetries. The N-ASF12 transition only takes place in a fine-tuned balanced
mixture µ1 = µ2 (that is our primarily focus here) going directly through a tetracritical point, µ1 =
µ2 = 0. Extensive studies demonstrate it to be in the decoupled universality class [121, 122, 123].
For λ1λ2 < λ
2
12, the ASF1 and ASF2 energies cross before either becomes locally unstable.
Consequently, instead of continuous transitions to the ASF12 state, the two-component ASF12 is
absent and the ASF1 and ASF2 phases are separated by a first-order transition, located at
µ2 =
√
λ2
λ1
µ1 (2.45)
that terminates at a bicritical point. On this critical line the ASF1 and ASF2 states coexist and
spatially phase separate.
2.4.3 Molecular Superfluid (MSF)
In the opposite limit of large negative detuning, i.e. −ν ≫ |µ|, open-channel atoms are
gapped and the ground state is an atomic vacuum. Hence for µ < 0 the free energy F [Ψσ,Φ] is
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minimized by Ψσ = 0 and a uniform molecular condensate Φ. The free-energy density then reduces
to
fmsf [Φ] = F [0,Φ]/V,
= −µm|Φ|2 + g1
2
|Φ∗ ·Φ|2 + g2
2
|Φ ·Φ|2, (2.46)
= −µm(u2 + v2) + g1
2
(u2 + v2)2 +
g2
2
(u2 − v2)2, (2.47)
identical to a spinor-1 bosonic condensate, corresponding to the ℓ = 1 molecular Bose gas. Thus, the
thermodynamics and low-energy excitations of the MSF are isomorphic to that of the well-studied
spin-1 Bose condensate [84, 85].
The minimization of fmsf [Φ] then leads to two superfluid phases, the “polar”MSFp for g2 < 0
and the “ferromagnetic” MSFfm for g2 > 0 molecular condensates. For the polar MSF, the order
parameter is given by
Φ =
√
µm
g1 + g2
nˆ = Φpnˆ, for g2 < 0, (2.48)
spanning the [U(1)×S2]/Z2 manifold of degenerate ground states. For the ferromagnetic MSF, we
instead find
Φ =
√
µm
2g1
(nˆ+ imˆ) =
Φfm√
2
(nˆ+ imˆ), for g2 > 0, (2.49)
spanning the SO(3) manifold of states. In above, nˆ, mˆ, lˆ ≡ nˆ×mˆ is an orthonormal triad and Φp,fm
are complex order-parameter amplitudes, breaking the SO(3)×UN (1) symmetry of the disordered
phase. For finite T the N-MSF transitions are in the well-studied universality class of a complex
O(3) model [84]. The MSFp and MSFfm are separated by a first-order transition, at g2 = 0 in
mean-field approximation.
2.4.4 Atomic Molecular Superfluid (AMSF)
For the intermediate detuning, we consider a condensation of both atoms and molecules, for
generality allowing atoms to condense at a nonzero momentum. The latter is motivated by the
discussion in the Introduction of the p-wave atom-molecule Feshbach coupling, that drives such
finite momentum atom condensation [72, 71].
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To analyze the phase boundaries and the behavior of the order parameters in the AMSF
phase, it is convenient to approach the AMSF state from the MSF phase at negative detuning,
where molecular condensate is well formed, and study the atomic condensation upon the increase
of the detuning and of the atomic chemical potential.
We focus on the simpler case of a single momentum, Q atomic condensate, that we will also
later find to be the preferred form of the AMSF state. We relegate to Appendix A the conceptually
straightforward, but technically slightly involved analysis of the more general ±Q momenta state.
Using the order parameter form from Eq.(2.30),(2.31), and (2.32) inside the mean-field free-
energy density famsf = F [Ψσ,Φ]/V = fQ + fmsf , we obtain
fQ = εQ
(
Ψ∗1,QΨ1,Q +Ψ
∗
2,−QΨ2,−Q
)−∆QΨ∗1,QΨ∗2,−Q −∆∗QΨ1,QΨ2,−Q
+
λ1
2
|Ψ1,Q|4 + λ2
2
|Ψ2,−Q|4 + λ12|Ψ1,Q|2|Ψ2,−Q|2 (2.50)
where εQ =
Q2
2m − µ + gam|Φ|2, ∆Q = αΦ · Q ≡ |∆Q|eiϕ0 , and for simplicity we specialized to
a balanced mixture set by µ1 = µ2 = µ. To determine the nature of the atomic condensate in
the AMSF state, we diagonalize the quadratic part of the free-energy density, f0Q with a unitary
transformation U0,
U0 =
1√
2

eiϕ0 −eiϕ0
1 1

 , (2.51)
obtaining
f0Q =
(
Ψ∗1,Q Ψ2,−Q
) εQ −∆Q
−∆∗Q εQ



 Ψ1,Q
Ψ∗2,−Q

 , (2.52)
=
(
Ψ∗− Ψ+
)
Q
U †0

 εQ −∆Q
−∆∗Q εQ

U0

Ψ−
Ψ∗+


Q
, (2.53)
= ǫ+Q|Ψ+|2 + ǫ−Q|Ψ−|2, (2.54)
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where 
Ψ−
Ψ∗+


Q
= U †0

 Ψ1,Q
Ψ∗2,−Q

 = 1√
2

 e−iϕ0Ψ1,Q +Ψ∗2,−Q
−e−iϕ0Ψ1,Q +Ψ∗2,−Q

 , (2.55)
and
ǫ+Q = εQ + |∆Q|, ǫ−Q = εQ − |∆Q|. (2.56)
Expressing the quartic terms of the free-energy density in terms of the diagonalized atomic con-
densate fields, Ψ±, we find
|Ψ1,Q|4 = 1
4
(
|Ψ+|4 + |Ψ−|4 + 4|Ψ+|2|Ψ−|2 + (Ψ+Ψ−)2 + (Ψ∗+Ψ∗−)2
−2|Ψ+|2(Ψ+Ψ− +Ψ∗+Ψ∗−)− 2|Ψ−|2(Ψ+Ψ− +Ψ∗+Ψ∗−)
)
, (2.57)
|Ψ2,−Q|4 = 1
4
(
|Ψ+|4 + |Ψ−|4 + 4|Ψ+|2|Ψ−|2 + (Ψ+Ψ−)2 + (Ψ∗+Ψ∗−)2
+2|Ψ+|2(Ψ+Ψ− +Ψ∗+Ψ∗−) + 2|Ψ−|2(Ψ+Ψ− +Ψ∗+Ψ∗−)
)
, (2.58)
|Ψ1,Q|2|Ψ2,−Q|2 = 1
4
(|Ψ+|4 + |Ψ−|4 − (Ψ+Ψ−)2 − (Ψ∗+Ψ∗−)2) . (2.59)
Since ǫ−Q < ǫ
+
Q, the MSF-AMSF transition takes place at ǫ
−
Q = 0, tuned to this point by the FR
detuning, ν → νMSF−AMSFc . At higher detuning, ν > νMSF−AMSFc , a finite momentum Q atomic
condensate develops, characterized by a nonzero order-parameter Ψ− 6= 0, and Ψ+ = 0. From the
latter condition, we deduce that
Ψ∗2,−Q = e
−iϕ0Ψ1,Q, (2.60)
and
Ψ− =
√
2e−iϕ0Ψ1,Q, (2.61)
leading to a considerable simplification of the AMSF Landau free-energy density,
famsf = ǫ
−
Q|Ψ−|2 +
1
2
λ|Ψ−|4 − µm|Φ|2 + g1
2
|Φ∗ ·Φ|2 + g2
2
|Φ ·Φ|2, (2.62)
where λ = 14(λ1+ λ2+2λ12). The minimization of famsf [Ψ−,Φ] over the order parameters and the
atomic momentum Q is straightforward. The optimum |Q0| = Q0 is given by,
∂famsf
∂Q
= 0, (2.63)
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and leads to
Q0 = αm
[
(u2 − v2) cos2 θQ + v2
]1/2
, (2.64)
with θQ the angle between Q0 and u. Without loss of generality taking u > v and putting Q0 back
into the free energy shows that famsf is minimized by θQ = 0, i.e., by Q0 aligned along the longest
of the u and v components, giving
Q0 = αmu ≈ αm√nm. (2.65)
Thus, as illustrated in Fig. 2.2, the momentum Q0 is at its maximum value near the MSF-AMSF
phase boundary and decreases continuously to zero with the molecular condensate nm at the AMSF-
ASF transition, tunable with a magnetic field via detuning, ν.
As in the treatment of the MSF phases, it is convenient to express the free energy in terms
of the magnitudes of the real, u and imaginary, v vector components of Φ. Minimizing it over Ψ−,
we obtain
famsf = − 1
2λ
(
µ+
mα2
2
u2 − gam(u2 + v2)
)2
− µm(u2 + v2) + g1
2
(u2 + v2)2 +
g2
2
(u2 − v2)2,
(2.66)
with the atomic condensate given by
|Ψ−| =
[(
µ+
mα2
2
u2 − gam(u2 + v2)
)
/λ
]1/2
. (2.67)
Minimization of famsf with respect to u and v gives a number of solutions. In addition to the
Normal (Ψ− = 0, Φ = u = v = 0) and the ASF (Ψ− 6= 0, Φ = u = v = 0) phases we find the polar,
AMSFp (Ψ− 6= 0, u 6= 0, v = 0) and the ferromagnetic, AMSFfm (Ψ− 6= 0, u > v 6= 0) phases that
are the descendants of the MSFp and MSFfm molecular condensates.
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ÈYÈ
Νc1 Νc2MSFp AMSFp ASF
Ν
F, Y
Figure 2.7: Schematic atomic (thick) and molecular (thin) order parameters versus the FR detuning
ν for the polar phase, with νc1 = ν
MSFp−AMSFp
c and νc2 = ν
AMSFp−ASF
c .
2.4.4.1 Polar AMSF: AMSFp
A straightforward minimization of famsf [u, v], Eq.(2.66) for g2 < 0 leads to the AMSFp phase,
characterized by order parameters,
up =
√
λµm − g˜amµ
λ(g1 + g2)− g˜2am
, vp = 0, (2.68)
|Ψ−,p| =
√
(g1 + g2)µ− g˜amµm
λ(g1 + g2)− g˜2am
, (2.69)
where g˜am = gam − mα2/2. The phase boundaries corresponding to the MSFp - AMSFp and
the AMSFp - ASF transitions are also easily worked out (set by the vanishing of the atomic and
molecular condensates, respectively) and are given by
ν
MSFp−AMSFp
c = − (g1 + g2 − 2g˜am)nm, (2.70)
≈ −1
2
(g1 + g2 − 2g˜am)n, (2.71)
ν
AMSFp−ASF
c = (2λ− g˜am)na, (2.72)
≈ (2λ− g˜am)n, (2.73)
where we used µm = 2µ − ν = (g1 + g2)nm and µ = λna to eliminate the molecular and atomic
chemical potentials in favor of the molecular condensate nm, the atomic condensate na and the
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Figure 2.8: Mean field phase diagrams for polar phase as a function of atomic and molecular chem-
ical potentials, µa, µm, respectively. Ferromagnetic phase is similar but with different parameters.
(a) For λ(g1 + g2) − g˜2am > 0, all three superfluid phases, ASF, AMSF, and MSF appear and are
separated by continuous phase transitions (thick black lines), (b) For λ(g1 + g2)− g˜2am < 0, AMSF
is unstable, and the ASF and MSF are separated by a first-order transition (hatched double line).
detuning ν. We also used the fact that at low temperature and for weak interactions, nm ≈ n/2
and na ≈ n in the MSF and ASF, respectively.
It is clear from Fig. 2.8 (a) and Eq.(2.69) for Ψ−,p that the condition
λ(g1 + g2)− g˜2am > 0 (2.74)
is necessary for the stability of AMSFp. We observe that in addition to setting the value of the finite
momentum, Q0 of the atomic condensate, the p-wave Feshbach-resonance coupling, α expands the
stability of the AMSF phase. Within the mean-field approximation, the MSFp-AMSFp and AMSFp-
ASF transitions are of second order. This will be qualitatively modified, as we will see when we
discuss fluctuation effects in Sec.2.6.
For λ(g1 + g2) − g˜2am < 0 (Fig. 2.8 (b)), AMSFp state is unstable, replaced by a direct
first-order ASF-MSFp transition. The corresponding phase boundary is given by the degeneracy
condition of the ASF and MSFp free-energies
fasf = −µ
2
2λ
= − µ
2
m
2(g1 + g2)
= fmsfp . (2.75)
39
2.4.4.2 Ferromagnetic AMSF: AMSFfm
A minimization of the free energy, famsf [u, v] for a range of couplings shows that for interme-
diate detuning, the low-temperature state is the ferromagnetic AMSFfm, characterized by
ufm =
√
2λg2µm − g2amµm − (g1 + g2)g˜amµ+ (g1 − g2)gamµ+ gamg˜amµm
4λg1g2 − 4g2gamg˜am − (g1 + g2)(mα2/2)2 , (2.76)
vfm =
√
2λg2µm − g˜2amµm − (g1 + g2)gamµ+ (g1 − g2)g˜amµ+ gamg˜amµm
4λg1g2 − 4g2gamg˜am − (g1 + g2)(mα2/2)2 , (2.77)
|Ψfm| =
√
g2(4g1µ− 4gamµm +mα2µm)
4λg1g2 − 4g2gamg˜am − (g1 + g2)(mα2/2)2 . (2.78)
u
v
ÈYÈ
Νc1 Νc2MSFfm AMSFfm AMSFp ASFΝc3
Ν
F=u+iv, Y
Figure 2.9: Schematic atomic (thick) and molecular (thin and dashed) order parameters versus the
FR detuning ν for ferromagnetic phases. The AMSFfm-AMSFp phase transition at νc2 leads to
kinks (change in slope) in the molecular (u) and atomic (Ψ) order parameter, later indicated by a
black dot. Without loss of generality we chose nˆ axis (component of u) to lie along Q0. The critical
detunings are denoted by νc1 = ν
MSFfm−AMSFfm
c , νc2 = ν
AMSFfm−AMSFp
c , and νc3 = ν
AMSFp−ASF
c .
The behavior of these order parameters as a function of detuning, ν is illustrated in Fig. 2.9.
With increasing detuning, the component v (being smaller than u) vanishes first, signaling a tran-
sition of the ferromagnetic AMSFfm to the polar AMSFp state. Depending on the value of other
parameters, upon further increase of ν the system either continuously transitions at ν
AMSFp−ASF
c
to one of the three ASF states or undergoes a first-order AMSFfm-ASF transition with u discontin-
uously jumping to zero when v vanishes. As we will discuss in Sec.2.5, on general grounds, beyond
the mean-field approximation, we expect the transitions from such smectic-like superfluid phases
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(AMSFp,fm) to homogeneous and isotropic ASF states to be driven first-order by fluctuations.
The detuning phase boundaries corresponding to the MSFfm - AMSFfm and the AMSFfm -
AMSFp transitions, determined by a vanishing of the atomic and the v (transverse to Q0) compo-
nent of the molecular condensates, respectively, are given by
νMSFfm−AMSFfmc = −
(
g1 − 2gam +mα2/2
)
nm, (2.79)
≈ −1
2
(
g1 − 2gam +mα2/2
)
n, (2.80)
ν
AMSFfm−AMSFp
c =
8λg2 + gam
(
2mα2 − 4g2
)−mα2 (g1 − g2 +mα2)
4g2 + 2mα2
na. (2.81)
Νc1 Νc2 Νc3MSFfm AMSFfm AMSFp ASF
Ν
Q0
Figure 2.10: Schematic detuning dependence of the momentumQ0 of the atomic condensate starting
with the ferromagnetic MSFfm, with νc1 = ν
MSFfm−AMSFfm
c , νc2 = ν
AMSFfm−AMSFp
c , and νc3 =
ν
AMSFp−ASF
c .
As with the polar state, the stability of the AMSFfm is dictated by a condition on the
interaction couplings, given by
4λg1g2 − 4g2gamg˜am − (g1 + g2)(mα2/2)2 > 0. (2.82)
In the opposite regime of 4λg1g2− 4g2gamg˜am− (g1+ g2)(mα2/2)2 < 0 (Fig. 2.8 (b)), the AMSFfm
state is unstable, replaced by a direct first-order MSFfm-ASF transition. The corresponding phase
boundary is given by the degeneracy condition of the ASF and MSFfm free-energies
fasf = −µ
2
2λ
= −µ
2
m
g1
= fmsffm . (2.83)
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2.4.4.3 Renormalized molecular interactions couplings
We conclude this section by noting that near a Feshbach resonance the microscopic pseu-
dopotentials gi, λi are modified by quantum fluctuations, replaced by corresponding experimentally
determined scattering lengths. To lowest order (Born approximation, valid at low densities) in the
FR coupling α, the diagrammatic corrections illustrated in Fig. 2.11 and Fig. 2.12 are given by
Figure 2.11: A lowest-order diagrammatic correction to molecular interaction coupling gi.
Figure 2.12: A next lowest-order diagrammatic corrections to molecular interaction couplings gi.
δgR1 =
m4α4Λ2
π4
(
− 2π
2
15mΛ
+
abg
9π
− mα
2
16
(0.468)
)
, (2.84)
δgR2 =
m4α4Λ2
π4
(
− π
2
15mΛ
− mα
2
16
(0.0489)
)
, (2.85)
where abg = a1+a2+2a12, the scattering lengths are defined by a standard relation, λσσ′ =
4π~2aσσ′
m ,
and Λ ≈ 2π/d is the ultra-violet cutoff set by the interatomic potential range. In the large Λ limit,
42
δgRi reduce to
δgR1 ≃
m4α4Λ2
π4
(
abg
9π
− mα
2
16
(0.468)
)
, (2.86)
δgR2 ≃ −
m5α6Λ2
(2π)4
(0.0489). (2.87)
This two-loop approximation (though valid only in the narrow Feshbach resonance limit), that
finds δgR2 < 0 suggests that in the broad-resonance limit it is the polar molecular phase, MSFp that
prevails.
More generally, the importance of these fluctuation corrections to molecular interactions, is
that they provide a mechanism to tune and in principle even change the sign of the effective g2,
thereby allowing a detuning-driven MSFp-MSFfm transition.
2.5 Elementary excitations
Having established the existence of a variety of superfluid ground states, we now turn our
attention to the nature of low-energy excitations in each of these phases. As long as fluctuations
remain finite for a range of system’s parameters, the phases detailed in the previous section are
self-consistently guaranteed to be stable in these regimes and to retain their qualitative form.
We study quantum fluctuations within each of the ASF, MSF and AMSF classes of phases
established above. To this end we expand the atomic and molecular bosonic operators around their
mean-field condensate values Ψσ, Φ,
ψσ = Ψσ + δψσ, (2.88)
φi = Φi + δφi, (2.89)
where δψσ (σ = 1, 2) are fluctuation fields for atoms of flavors 1 and 2, respectively, and δφi
(i = x, y, z) are triplet of the ℓ = 1 molecular fluctuation fields.
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For some of the analysis it is convenient to work in momentum space,
δψσ =
1√
V
∑
k
aσ,k e
ik·r, (2.90)
δφi =
1√
V
∑
k
bi,k e
ik·r. (2.91)
Using above momentum representation inside the Hamiltonian, Eq. (2.9), and expanding to
second order in the fluctuations operators aσ,k, bi,k, we obtain H = Hmft[Ψσ,Φ] +Hf , with
Hf =
∑
k
[ ∑
σ=1,2
(
1
2
ε˜σ,k+Qσa
†
σ,k+Qσ
aσ,k+Qσ + λ˜σaσ,−k+Qσaσ,k+Qσ
)
+ t1a
†
1,k+Qa2,k−Q + t2,k+Qa1,k+Qa2,−k−Q
+
∑
i=x,y,z
(
1
2
ω˜i,kb
†
i,kbi,k + δibi,−kbi,k
)
+
1
2
∑
i,j=x,y,z
i 6=j
(
gijb
†
j,kbi,k + γijbi,−kbj,k
)
−
∑
σ
ασ,k · b†kaσ,k+Qσ + h.c.
]
, (2.92)
≡
∑
k,α,β
c†α,kh˜
αβ
k cβ,k (2.93)
where h˜αβk is a Bogoliubov Hamiltonian matrix defined by matrix elements
ε˜σ,k = ǫk − µσ + 2λσ|Ψσ|2 + λ12|Ψσ|2 + gam|Φ|2, (2.94)
ω˜i,k =
1
2
ǫk − µm + g1|Φ|2 + (g1 + 2g2)|Φi|2 + gam(|Ψ1|2 + |Ψ2|2), (2.95)
λ˜σ =
1
2
λσΨ
∗2
σ , (2.96)
t1 = λ12Ψ1Ψ
∗
2, (2.97)
t2,k = λ12Ψ
∗
1Ψ
∗
2 − αΦ∗ · k, (2.98)
δi =
1
2
g1Φ
∗
iΦ
∗
i +
1
2
g2Φ
∗ ·Φ∗, (2.99)
gij = g1Φ
∗
iΦj + 2g2Φ
∗
iΦj , (2.100)
γij =
1
2
g1Φ
∗
iΦ
∗
j , (2.101)
ασ=(1,2),k = ±αΨσ,Qσ(Qσ − k/2), (2.102)
ǫk =
k2
2m , 1 = 2, 2 = 1, and we suppressed the Q subscript on the atomic condensate order
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parameter, Ψσ,Q. The ten-dimensional bosonic Nambu spinor cα,k is given by
cα,k ≡
(
aσ,k+Qσ , bi,k, a
†
σ,−k+Qσ , b
†
i,−k
)
. (2.103)
A diagonalization of this ten-dimensional Bogoliubov Hamiltonian, preserving bosonic com-
mutation relations of the cα,k components gives the spectrum of the 5 modes throughout the phase
diagram. This can be done numerically, but is not very enlightening. Instead, we will study the
problem one phase at a time, which allows a significantly more revealing solution of the problem.
2.5.1 ASF phases
In the simplest limit of a large positive detuning, ν > νAMSF−ASF the molecules are gapped,
one or both species of the atoms are condensed at zero momentum, Q = 0, and the system is in the
ASF phases. As discussed in Sec. 2.3, these are conventional well-studied superfluids, characterized
by one Bogoliubov mode for each of the atomic U(1) symmetry that is broken. In the ASF phases
Φ = 0, the three molecular modes are gapped and can therefore be integrated out (adiabatically
eliminated). Away from the transition, this leads to only a small renormalization (that we will
neglect) of effective parameters in the resulting Hf . From Eq.(2.92) the atomic sector of the
Bogoliubov Hamiltonian is then given by
HASFσf =
∑
k

∑
σ=1,2
(
1
2
ε˜σ,ka
†
σ,kaσ,k + λ˜σaσ,−kaσ,k
)
+ t1a
†
σ,kaσ,k + t2,kaσ,−kaσ,k

+ h.c.. (2.104)
2.5.1.1 ASFσ: single atomic species BEC
In the regime where only a single atomic species of ψ1,2 condenses (i.e., Ψσ 6= 0,Ψσ = 0),
the system is in an ASFσ phase. Standard analysis then leads to a conventional, gapless atomic
Bogoliubov sound mode for species σ
E
(a)
kσ =
√
k2
2m
( k2
2m
+ λσn
)
, (2.105)
≈ cak, (2.106)
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with ca ≈
√
λσn
2m , and a gapped atomic mode for the complementary atomic species σ:
E
(a)
kσ ≃
k2
2m∗−
− µσ + λ12n
2
(2.107)
where n2 ≃ n1 = n2 for a balanced case. Above, the coupling parameters are those from Eq. (2.29),
with Φ = Ψσ = 0, and m
∗± are effective atomic masses renormalized by interaction
1
m∗+
=
1
m
+
3nα2
2(ν − λn+ gam2 n)
, (2.108)
1
m∗−
=
1
m
− 3nα
2
4(ν − λn+ gam2 n)
. (2.109)
The remaining three molecular-like modes (corrected by coupling to atoms) are gapped and in a
k → 0 limit are given by
E
(m)
k1 = E
(m)
k2 =
k2
4m
+ ν − λσ
2
n+
gam
2
n− µσ, (2.110)
E
(m)
k3 ≃
k2
4m∗+
+ ν − λσ
2
n+
gam
2
n− µσ. (2.111)
Ek1
HaL
Ek2
HaL
Ek1,2
HmL
Ek3
HmL
k
Eex
Figure 2.13: Schematic ASF single BEC (ASFσ) excitation spectrum. The lowest curve is the
atomic Bogoliubov mode and the upper curves are gapped atomic (thin) and molecular (thick)
modes.
2.5.1.2 ASF12: double atomic species BEC
In the regime where both atomic species of ψ1,2 condense, i.e., Ψ1,2 6= 0, the system is in a
two-species ASF12 phase. Standard analysis, consistent with two U(1) symmetries spontaneously
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broken, then leads to two gapless atomic Bogoliubov sound modes for species 1 and 2. Together
with the gapped molecular excitations this leads to spectra of the five modes:
E
(a12)
k1 =
√
k2
2m
( k2
2m
+ 2λn
)
, (2.112)
E
(a12)
k2 ≃ c(a12)k, (2.113)
E
(m12)
k1 = E
(m12)
k2 =
k2
4m
+ ν − 2λn+ gamn, (2.114)
E
(m12)
k3 ≃
k2
4m∗
+ ν − 2λn+ gamn, (2.115)
where for E
(a12)
k2 and E
(m12)
k3 we took k → 0 and α → 0 limit, and defined the sound velocity and
effective atomic mass
c(a12) =
√
(λ− λ12)n
m
− 3nα
2
√
(λ− λ12)mn
4(ν − 2λn+ gamn) , (2.116)
1
m∗
=
1
m
+
3(ν − (λ+ λ12)n+ gamn)nα2
(ν − 2λn+ gamn)2 . (2.117)
E
(a12)
k1 and E
(a12)
k2 are atom-like, gapless, in-phase and out-of-phase modes, respectively. E
(a12)
k2 and
E
(m12)
k3 are modified by the FR interaction between atoms and molecules. The ASF-AMSF phase
boundary is determined by the point where the molecular gap
EASFgap = ν − 2λn+ gamn (2.118)
closes, and is consistent with the critical detuning determined by the development of the molecular
order parameter that we found in Sec. 2.4.
2.5.2 MSF phases
In the opposite limit of a large negative detuning, ν < νMSF−AMSF both atomic species
are gapped, Ψσ = 0, and p-wave molecules are condensed into one of the two (ℓ = 1) ℓz = 0
polar (MSFp) and ℓz = ±1 ferromagnetic (MSFfm) molecular superfluids, isomorphic to spinor-
1 condensates with well-studied properties [84, 89, 91]. To see this, we note that the atomic
Bogoliubov excitations are gapped and can therefore be integrated out. Away from the transition,
they lead to only a small renormalization of effective parameters. Neglecting these small effects,
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Figure 2.14: Schematic ASF double BEC (ASF12) excitation spectrum. There are two gapless
atomic Bogoliubov modes (thin) as well as three gapped molecular modes (thick).
the vanishing of ασ,k = ±αΨσ,Qσ(Qσ − k/2) = 0 decouples the Hamiltonian, Hf = Ha +Hm into
atomic and molecular parts, that then are straightforwardly diagonalized.
The atomic sector,Ha is of standard Bogoliubov form, simplified to a 2×2 form by t1 = λ˜σ = 0
inside the MSF phases, leading to the atomic excitation spectrum, that for the symmetric case of
µ1 = µ2 ≡ µ is given by
EMSFa,k =
√
(ε˜k + |αΦ · k|)(ε˜k − |αΦ · k|), (2.119)
where ε˜k = k
2/2m− µ+ gam|Φ|2.
One key observation is that already inside the MSF phases the atomic spectrum, EMSFa,k
(degenerate for σ = 1, 2 species) develops a minimum at a nonzero momentum kmin = Qp,fm, with
the corresponding atomic gap minimum, E
MSFp,fm
a,gap given by a value dependent on the nature of the
MSFp,fm phase.
2.5.2.1 Polar MSFp state : g2 < 0
As analyzed in Sec. 2.4, the polar MSFp phase is defined by a molecular condensate order
parameter, that can be taken to be a three-dimensional real vector, Φ = u = Φpnˆ, with nm = |Φp|2.
In terms of the molecular condensate density nm ≈ n/2 the atomic chemical potential for the
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symmetric case, µ1 = µ2 = µ is given by
µ =
1
2
(µm + ν) =
1
2
((g1 + g2)nm + ν) , (2.120)
controlled by the FR detuning, ν.
For this symmetric case µ1 = µ2 = µ (easily generalizable for the asymmetric, imbalanced
case), the atomic spectrum minimum is characterized by
kmin = Qp,
= αm
√
nm, (2.121)
E
(MSFp,a)
gap = −µ+ gamnm − mα
2nm
2
, (2.122)
where in an isotropic trap the orientation of kmin is spontaneously chosen. The MSFp-AMSFp
phase transition boundary is set by the closing of this atomic gap, and is given by
ν
MSFp−AMSFp
c = −
(
g1 + g2 − 2gam +mα2
)
nm. (2.123)
Reassuringly, this is identical to the critical detuning for this phase boundary, that we obtained in
Sec. 2.4 from the value of detuning at which the finite-momentum atomic order-parameter became
nonzero.
The diagonalization of molecular part Hm is also straightforward, and is identical to the case
of the spinor-1 condensates [84, 89, 91], with effective parameters of our physically distinct, p-wave
resonant scalar Bose gas. Substituting characteristics of the polar phase MSFp (order parameters,
µ, µm ≈ (g1 + g2)nm, g2 < 0, etc. from above) into Hm, we obtain
H
MSFp
m =
∑
k
[(
1
2
ǫk + (g1 + g2)nm
)
b†‖,kb‖,k +
(
1
2
ǫk + |g2|nm
)
b†⊥,k · b⊥,k
+
(
1
2
(g1 + g2)nmb‖,−kb‖,k +
1
2
g2nmb⊥,−k · b⊥,k + h.c.
)]
, (2.124)
where b⊥,k are two degenerate transverse (to Qp) molecular modes. This leads to three Bogoliubov
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type dispersions,
E
MSFp
‖,k =
1
2
√
ǫ2k + 4(g1 + g2)nmǫk, (2.125)
≃
√
(g1 + g2)nm
2m
k, (2.126)
E
MSFp
⊥,k =
1
2
√
ǫ2k + 4|g2|nmǫk, (2.127)
≃
√
|g2|nm
2m
k, (2.128)
where the longitudinal mode, E
MSFp
‖,k describes the conventional molecular superfluid phase fluctu-
ations and the doubly-degenerate transverse mode, E
MSFp
⊥,k is the dispersion for the ℓ = 1 molecular
orientational spin-waves. From the second set of k → 0 expressions we read off the corresponding
phase and spin-wave velocities, given by
c
MSFp
‖ =
√
(g1 + g2)nm
2m
, (2.129)
c
MSFp
⊥ =
√
|g2|nm
2m
. (2.130)
E
a, k
MSFp E
¦, k
MSFp
E
þ, k
MSFp
Qp k
Eex
Figure 2.15: Schematic excitation spectrum for the polar molecular superfluid, MSFp. The doubly-
degenerate atomic spectrum (upper thin curve) exhibits a minimum gap at nonzero k, a precursor
of finite momentum atomic condensation inside the AMSFp. The molecular spectra (thick curves),
one longitudinal (lowest) and two degenerate transverse (middle) modes are of Bogoliubov type.
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2.5.2.2 Ferromagnetic MSFfm state : g2 > 0
Inside the ferromagnetic MSFfm state, the molecular condensate order parameter is given
by Φ = Φfm√
2
(nˆ + imˆ), expressed in terms of an orthonormal triad, nˆ × mˆ = ℓˆ. From the earlier
mean-field analysis, the molecular condensate density is given by nm = |Φ|2 = µm/g1, leading for
the symmetric case, µ1 = µ2 = µ
µ =
1
2
(g1nm + ν) . (2.131)
To lowest order, the atomic spectrum inside MSFfm has identical structure as that of the MSFp
state, Eq.(2.5.2.1), but with the replacement g1 + g2 → g1 and α2 → α2/2.
kmin = Qfm,
=
1√
2
αm
√
nm, (2.132)
E(MSFfm,a)gap = −µ+ gamnm −
mα2nm
4
. (2.133)
The MSFfm-AMSFfm phase transition boundary is determined by the vanishing of the atomic gap,
and is given by
νMSFfm−AMSFfmc = −
(
g1 − 2gam + 1
2
mα2
)
nm, (2.134)
identical to the critical detuning obtained from mean-field theory for the order parameter in Sec. 2.4.
Using above parameters characteristic of the ferromagnetic phase MSFfm inside Hm, the
molecular sector of the Hamiltonian reduces to
HMSFfmm =
∑
k
[
(
1
2
ǫk + 2g2nm)b
†
+,kb+,k + (
1
2
ǫk + g1nm)b
†
−,kb−,k +
1
2
ǫkb
†
z,kbz,k
+
1
2
g1nmb−,kb−,k +
1
2
g1nmb
†
−,kb
†
−,k
]
, (2.135)
where
b+ =
1√
2
(bn + ibm), (2.136)
b− =
1√
2
(bn − ibm), (2.137)
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are expressed in terms of operators bn, bm, that are components of b along nˆ, mˆ, respectively.
Diagonalization of above Hamiltonian then gives the following spectrum
EMSFfmz,k =
1
2
ǫk =
k2
4m
, (2.138)
EMSFfm+,k =
1
2
ǫk + 2g2nm, (2.139)
EMSFfm−,k =
1
2
√
ǫ2k + 4g1nmǫk, (2.140)
≃
√
g1nm
2m
k, (2.141)
where the Bogoliubov sound speed is given by cMSFfm =
√
g1nm/2m.
We note that despite a three-dimensional coset space, SO(3) characterizing MSFfm, only two
modes (linear and quadratic in k) exhibit a spectrum that vanishes in k → 0 limit. The spectrum
EMSFfm−,k , is that of a conventional Bogoliubov superfluid phase, here associated with the U(1) broken
gauge symmetry of the molecular condensate. The quadratic in k gapless spectrum is that of the
ferromagnetic spin-waves, where the two components of the spinor are canonically conjugate and
as a result combine into a single low-frequency mode.
E+, k
MSFfm
Ea, k
MSFfm
E-, k
MSFfm
Ez, k
MSFfm
Qfm k
Eex
Figure 2.16: Schematic Excitation spectrum for the ferromagnetic molecular superfluid, MSFfm.
The doubly-degenerate atomic spectrum (thin curves) exhibits a minimum gap at nonzero k, a
precursor of finite momentum atomic condensation. The molecular spectrum (thick curves), consists
of a longitudinal gapless quadratic ferromagnetic spin-wave mode (lowest), a Bogoliubov sound
mode and a quadratic gapped mode.
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2.5.3 AMSF phases
To obtain the spectrum inside the AMSF phases requires a solution of the fully general
Hamiltonian, Hf , Eq. (2.92). Because in this superfluid state all atomic and molecular modes are
coupled, a direct BdG analysis generically involves a diagonalization of a 10×10 Bogoliubov matrix.
This can be done numerically. However, instead, below we take a complementary coherent-state
path-integral approach, that allows us to obtain the modes and dispersions analytically, leading to
more insight into their structure. Using the formulation of the problem introduced in Sec. 2.2.0.2, we
analyze the low-energy fluctuations in the AMSF states using the coherent-state Lagrangian density,
L[ψσ,φ] = LMFT[Ψσ,Φ] + δL, Eq. (2.2.0.2), where LMFT[Ψσ,Φ] is the mean-field Lagrangian
defining the AMSF phase and δL is the Lagrangian density of the quadratic fluctuations. To
obtain δL we expand the atomic and molecular bosonic fields ψσ,φ about their mean-field values
(for clarity of notation in this section we choose to use ρ instead of n of the previous sections, where
ρσ = na/2, ρm = nm, and ρs = n)
ψσ =
√
ρσe
iθσ+iQσ ·r, (2.142)
φ =
√
ρmφˆe
iϕ, (2.143)
where Qσ = ±Q for σ = 1, 2, respectively, ρm = ρm0 + δρm and ρσ = ρ0 + δρσ are the molecular
and atomic densities, with the mean-field values ρm0 = |Φ|2, ρ0 = |Ψσ|2, and, based on Eq. (2.60)
with latter σ-independent in the AMSF phase. In addition to the density fluctuations δρm, δρσ,
and two atomic and one molecular superfluid phases, θσ, ϕ, the molecular Goldstone modes are
characterized by a unit-vector φˆ, whose form depends on the polar or ferromagnetic nature of the
AMSF state
φˆ = nˆ, for polar AMSFp, (2.144)
=
1√
2
(nˆ+ imˆ), for ferromagnetic AMSFfm.
(2.145)
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Substituting these parametrizations of the atomic and molecular fields into the Lagrangian, Eq. (2.28),
we obtain δL that controls fluctuations in the AMSF phases.
2.5.3.1 polar AMSFp
Focusing first on the polar state, with φ =
√
ρmnˆe
iϕ, we find
δLp = ρσ(i∂τθσ − µσ) + ρσ
2m
(∇θσ +Qσ)
2 + ρm(i∂τϕ− µm) + ρm
4m
(∇ϕ)2 +
ρm
4m
(∇nˆ)2
− α√ρmρ1ρ2 nˆ · (∇θ1 −∇θ2 + 2Q) cos(ϕ− θ1 − θ2) + 1
8mρσ
(∇ρσ)
2 +
1
16mρm
(∇ρm)
2 +
λσ
2
ρ2σ
+ λ12ρ1ρ2 + gam(ρ1 + ρ2)ρm +
g
2
ρ2m − LMFT[ρ0, ρm0, nˆ0,Q], (2.146)
= iδρ+∂τθ+ +
ρ0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∇θ− +Q)2 + iδρm∂τϕ+
ρm0
4m
(∇ϕ)2 +
ρm0
4m
(∇nˆ)2
− 2αρ0√ρm0 nˆ · (∇θ− +Q) cos(ϕ− 2θ+)
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−)
+ gamδρ+δρm +
g
2
δρ2m,
(2.147)
where g ≡ g1 + g2, λ = λ1 = λ2 for simplicity, and
θ± =
1
2
(θ1 ± θ2), (2.148)
δρ± = δρ1 ± δρ2, (2.149)
µ =
1
2
(µ1 + µ2), (2.150)
h =
1
2
(µ1 − µ2), (2.151)
Q = αm
√
ρm0nˆ0. (2.152)
In the second form, Eq. (2.147), we expanded the Lagrangian about its mean-field value LMFT
to quadratic order in fluctuations, θσ, ϕ, δρσ, δρm, and neglected the constant and subdominant
contributions, that are negligible at long scales and low energies. We note that as usual, the
linear terms in δLp, Eq. (2.147) vanish identically, enforced by the saddle-point equations for the
condensates, ρ−0, ρm0, and Q.
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Examining the last form of δLp, it is clear that important simplifications take place at long
scales. In particular, the Feshbach resonant (Josephson-like) coupling, −α cos(ϕ − 2θ+) between
the closed-channel molecules and atoms (that is always relevant in three dimensions and therefore
acts like a “mass”) locks their phases together, at low energies giving:
ϕ = 2θ+. (2.153)
Integrating ϕ out and completing the square for the ∇θ− +Q and nˆ, to lowest order then gives
δLp =i(δρ+ + 2δρm)∂τθ+ + ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∇θ− +Q− αm√ρm0nˆ)2 + ρm0
4m
(∇nˆ)2
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−)
+ gamδρ+δρm +
g
2
δρ2m, (2.154)
=i(δρ+ + 2δρm)∂τθ+ +
ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∇θ− − αm√ρm0δnˆ)2 + ρm0
4m
(∇nˆ)2
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−)
+ gamδρ+δρm +
g
2
δρ2m, (2.155)
=i(δρ+ + 2δρm)∂τθ+ +
ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∂zθ−)2 +
1
4m3α2
(∇∇⊥θ−)2
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−)
+ gamδρ+δρm +
g
2
δρ2m, (2.156)
where
ρs0 = ρ0 + ρm0, (2.157)
zˆ = Qˆ, (2.158)
and in the second form, Eq. (2.155) we used the minimum value of Q, Eq. (2.152) characterizing
the AMSFp phase, that leads to a minimal-like coupling between ∇θ− and δnˆ, latter transverse
(⊥) to nˆ0 and Q. Subsequently, to obtain our final expression, we integrated out δnˆ, that to lowest
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order via a Higgs-like mechanism introduced a low-energy constraint
δnˆ =
1
αm
√
ρm0
∇⊥θ−, (2.159)
=
1
Q
∇⊥θ−. (2.160)
Using it inside the (∇nˆ)2 term, then leads to a quantum smectic-like“elasticity”for the θ− Goldstone
mode, with zˆ chosen to lie along Q, i.e., zˆ = Qˆ. This smectic dispersion is expected based on
the underlying rotational symmetry, that is spontaneously broken by the periodic AMSFp state.
It is closely related to other periodic superfluids, such as, for example the Fulde-Ferrell-Larkin-
Ovchinnikov pair-density wave states [8, 9, 109, 110].
As a final step we now integrate out the densities δρ± fluctuations, obtaining at long scales
(where ∇ρ± can be neglected) our final form for the Goldstone mode Lagrangian in the AMSFp
state:
δLp = 1
2
χ+(∂τθ+)
2 +
ρs0
m
(∇θ+)
2 +
1
2
χ−(∂τθ−)2 +
ρ0
m
(∂zθ−)2 +
1
4m3α2
(∇2⊥θ−)
2, (2.161)
where the compressibilities are given by
χ− =
2
λ− λ12 , (2.162)
χ+ =
g + 4g+ − 4gam
g+g − g2am
, (2.163)
with g+ =
1
2(λ+ λ12).
Thus, the in-phase and out-of-phase Goldstone modes are characterized by dispersions:
ω+p(k) = c+k, (2.164)
ω−p(k) =
√
(Bk2z +Kk
4
⊥)/χ−, (2.165)
with defined parameters
c+ =
√
2ρs0
χ+m
, (2.166)
B =
2ρ0
m
, (2.167)
K =
1
2m3α2
. (2.168)
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The linear ω+(k) dispersion of the superfluid phase θ+ is the expected Bogoliubov mode corre-
sponding to the superfluid order. The anisotropic smectic-like dispersion of the “phonon” θ− is
a reflection of the uniaxial finite-momentum order in the AMSFp state, akin to the Fulde-Ferrell
superconductor[8, 110].
Figure 2.17: The diagram defining various vectors appearing in Eq. (2.169). ~V = nˆ cos(ϕ− 2θ+)−
mˆ sin(ϕ− 2θ+), while ϕ− 2θ+ is measured relative to nˆ axis and ϕ0 is measured relative to zˆ.
2.5.3.2 ferromagnetic AMSFfm
The analysis for the ferromagnetic AMSFfm phase is very similar, with only a single mod-
ification of the MSFfm order parameter, given instead by φˆ in Eq. (2.145). The corresponding
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fluctuations Lagrangian density is given by:
δLfm ≈iδρ+∂τθ+ + ρ0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∇θ− +Q)2 + iδρm∂τ (ϕ− ϕ0) + iρm0nˆ · ∂τmˆ
+
ρm0
4m
(∇ϕ)2 +
ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2 +
1
16mρm0
(∇ρm)
2
−
√
2αρ0
√
ρm0 (∇θ− +Q) · [nˆ cos(ϕ− 2θ+)− mˆ sin(ϕ− 2θ+)]
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−)
+ gamδρ+δρm +
g1
2
δρ2m, (2.169)
≈i(δρ+ + 2δρm)∂τθ+ + ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(
∇θ− − 1√
2
αm
√
ρm0δnˆ
)2
+ iρm0δnˆ · ∂τmˆ+ ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2 +
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2
+
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g1
2
δρ2m, (2.170)
where to get the second form we performed a gauge transformation to absorb the nˆ − mˆ planar
rotations angle mˆ · ∂τ nˆ ≡ ∂τϕ0 into ∂τϕ and to simplify the Feshbach resonance term, as well as
subsequently integrated out ϕ, completed the square into a minimal-like coupling for ∇θ−, and
chose Q = αm
√
ρm0
2 nˆ0, similar to the polar state analysis of the previous subsection.
Integrating out δnˆ, with the effective minimal-coupling constraint, Eq. (2.160) and the con-
straint on the in-plane (nˆ− mˆ) component of δmˆ
nˆ · δmˆ = −mˆ · δnˆ, (2.171)
at long scales we find
δLfm ≈ i(δρ+ + 2δρm)∂τθ+ + ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∂zθ−)2 +
1
4m3α2
(∇∇⊥θ−)2
+
1
4m3α2
(∇∂xθ−)2 + i
√
2ρm0
αm
∂yθ−∂τγ +
ρm0
8m
(∇γ)2 +
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2
+
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g1
2
δρ2m, (2.172)
=
1
2
χ+(∂τθ+)
2 +
ρs0
m
(∇θ+)
2 +
1
2
χ−(∂τθ−)2 +
1
2
B(∂zθ−)2 +
1
2
Kx(∇∂xθ−)2 +
1
2
Ky(∇∂yθ−)2
+ iκ∂yθ−∂τγ +
1
2
J(∇γ)2, (2.173)
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where we used [∇(δmˆ)]2 = [∇(nˆ · δmˆ)]2 + [∇(ℓˆ · δmˆ)]2, introduced couplings
κ =
√
2ρm0
αm
, (2.174)
Kx =
1
m3α2
= K, (2.175)
Ky =
1
2m3α2
, (2.176)
J =
ρm0
4m
= KyQ
2, (2.177)
defined a real scalar field
γ ≡ ℓˆ · δmˆ, (2.178)
for fluctuations of mˆ outside of the nˆ− mˆ plane, and chose axes
xˆ = mˆ, (2.179)
yˆ = ℓˆ. (2.180)
We note that the Goldstone-modes action, Eq. (2.5.3.2), exhibits a biaxial smectic energetics
in the smectic phonon, θ−, in addition to the xy-model energetics of the superfluid phase, θ+. The
biaxiality is expected and arises due to a smectic in-plane polar (p-wave) order, characterized by
a spinor φfm, with the quantization axis, ℓˆ. The finite angular momentum, ℓz = ±1 along ℓˆ
distinguishes AMSFfm from AMSFp and leads to an additional Goldstone mode γ.
A straightforward diagonalization of the above Lagrangian leads to dispersions for three
Goldstone modes inside the AMSFfm state:
ω+fm(k) = c+k, (2.181)
ω−fm(k) =
√
[Bk2z + k
2(Kxk2x +Kyk
2
y)]/χ−, (2.182)
ωγfm(k) =
√
Jk2[Bk2z + k
2(Kxk2x +Kyk
2
y)]
Jχ−k2 + κ2k2y
. (2.183)
The anisotropic ωγfm(k) dispersion corresponds to the ferromagnetic spin-waves in the plane
of atomic condensate phase-fronts (“smectic layers”) of the p-wave atomic-molecular condensate,
AMSFfm, reducing to the dispersion of MSFfm in Eq. (2.5.2.2) for a vanishing smectic order, with
B = 0.
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2.6 Phase Transitions
In this section, we study the quantum MSF - AMSF phase transitions beyond earlier mean-
field approximation, demonstrating that they are described by a d+1 dimensional quantum de
Gennes (Abelian Higg’s) model[100] akin to that for a normal-to-superconductor and nematic-to-
smectic-A transitions. Based on the extensive work for these systems [129, 130], in three (spatial)
dimensions (d = 3) we predict that the effective gauge-field fluctuations drive this transition first-
order. The derivation is most transparent via a coherent-state Lagrangian, Eq. (2.2.0.2),
L = ψ∗σ(∂τ −
∇2
2m
− µσ)ψσ + φ∗ · (∂τ − ∇
2
4m
− µm) · φ+ λσ
2
|ψσ|4
+ λ12|ψ1|2|ψ2|2 + gam
(|ψ1|2 + |ψ2|2) |φ|2 + g1
2
|φ∗ · φ|2 + g2
2
|φ · φ|2
+
α
2
(φ∗ · [ψ1(−i∇)ψ2 − ψ2(−i∇)ψ1] + c.c.) , (2.184)
working in polar representation similar to that of the previous subsection.
2.6.1 MSFp-AMSFp polar transition
It is convenient to analyze the transition from the MSF side, where the atomic and molecular
order parameters are given by,
ψσ =ψσ,Qσe
iQσ ·r, Qσ = ±Q, for σ = 1, 2 (2.185)
φ =
√
ρm0e
iϕ(r)nˆ. (2.186)
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Using these forms inside L, Eq. (2.184) and for simplicity focusing on the balanced case with
µ˜ = µ˜σ = µσ − gamρm0, we obtain
Lp =ψ∗1,Q∂τψ1,Q + ψ∗2,−Q∂τψ2,−Q +
(
Q2
2m
− µ˜
)
(|ψ1,Q|2 + |ψ2,−Q|2) + 1
2m
|∇ψσ,Q|2
+
(
1
2m
Qσ · ψ∗σ,Q(−i∇)ψσ,Q
− α√ρm0e−iϕnˆ ·
(
Qψ1,Qψ2,−Q +
1
2
[ψ1,Q(−i∇)ψ2,−Q − ψ2,−Q(−i∇)ψ1,Q]
)
+ c.c.
)
+iδρm∂τϕ+ iρm0δm · ∂τ nˆ+ ρm0
4m
(∇ϕ)2 +
ρm0
4m
(∇nˆ)2 +
g
2
δρ2m +
g2
2
ρ2m0|δm|2 + Lint + Lmsf ,
(2.187)
where terms linear in fields vanish by virtue of the saddle point equations. The contribution Lmsf
is the mean-field part analyzed in Sec. 2.4 and Lint is the higher order terms. Defining
εQ =
Q2
2m
− µ˜, (2.188)
∆Q = α
√
ρm0nˆ ·Q, (2.189)
and introducing atomic eigenfields ψ±
ψ+ =
1√
2
(−ψ1,Q + ψ∗2,−Q), (2.190)
ψ− =
1√
2
(ψ1,Q + ψ
∗
2,−Q), (2.191)
mean-field version of which was obtained in Sec. 2.4, the Lagrangian simplifies considerably to,
Lp =− ψ∗+∂τψ− + ψ+∂τψ∗−
+
1
2m
| (−i∇+Q+ αm√ρm0nˆ cosϕ)ψ+|2 + 1
2m
| (−i∇+Q− αm√ρm0nˆ cosϕ)ψ−|2
+
[
ǫ+ − 1
2m
(Q+ αm
√
ρm0nˆ cosϕ)
2
]
|ψ+|2 +
[
ǫ− − 1
2m
(Q− αm√ρm0nˆ cosϕ)2
]
|ψ−|2
+ iα
√
ρm0nˆ · (ψ+(−i∇)ψ∗− − ψ∗+(−i∇)ψ−) sinϕ
+
1
2g
(∂τϕ)
2 +
ρm0
4m
(∇ϕ)2 +
1
2g2
(∂τ nˆ)
2 +
ρm0
4m
(∇nˆ)2
+ Lint + Lmsf , (2.192)
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where
ǫ± = εQ ± |∆Q| (2.193)
and we completed the square in Lp. It can be shown that near a critical point the sinϕ contribution
leads to an irrelevant quartic correction to |ψ−|4 and renormalization of (∂‖ψ−)2 stiffness. Further-
more, it is clear that the canonically conjugate field ψ+ (it appears as a canonical momentum for
the critical field ψ−) remains massive at the MSF-AMSF transition, defined by the vanishing of the
coefficient of |ψ−|2 term, consistent with Sec. 2.4. Therefore, safely integrating out ψ+ and making
a choice Q = αm
√
ρm0nˆ0 that minimizes the energy, leads to
Lp =ε−1+ |∂τψ−|2 +
1
2m
| (−i∇− αm√ρm0δnˆ)ψ−|2 + ǫ−|ψ−|2 + λ
2
|ψ−|4 + 1
2g2
(∂τ nˆ)
2 +
ρm0
4m
(∇nˆ)2
+
1
2g
(∂τϕ)
2 +
ρm0
4m
(∇ϕ)2, (2.194)
with λ = 14(λ1 + λ2 + 2λ12), and we dropped the mean-field part and irrelevant interactions.
Thus, as anticipated on symmetry grounds, the zero-temperature MSFp-AMSFp transition
is indeed described by a quantum ((d + 1)-dimensional) de Gennes model (or equivalently the
Ginzburg-Landau) Lagrangian [100], where the role of the nematic director (gauge-field) is played
by the ℓz = 0 quantization axis of the p-wave molecular condensate.
2.6.2 MSFfm-AMSFfm ferromagnetic transition
Using the fields form appropriate for the ferromagnetic case
ψσ =ψσQσe
iQσ ·r, Qσ = ±Q, for σ = 1, 2 (2.195)
φ =
√
ρm0
2
(nˆ+ imˆ), (2.196)
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a very similar analysis leads to
Lfm =ǫ+|ψ+|2 + ǫ−|ψ−|2 + 1
2m
|∇ψ+|2 + 1
2m
|∇ψ−|2 + iρmnˆ · ∂τmˆ+ ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2
+ α
√
ρm0√
2
(nˆ− imˆ) · (ψ∗+(−i∇)ψ+ − ψ∗−(−i∇)ψ−)
+
Q
m
· (ψ∗+(−i∇)ψ+ + ψ∗−(−i∇)ψ−)− ψ∗+∂τψ− + ψ+∂τψ∗− + g2δρ2m + Lint + Lmsf , (2.197)
=− ψ∗+∂τψ− + ψ+∂τψ∗−
+
1
2m
∣∣∣∣∣
(
−i∇+Q+ 1√
2
αm
√
ρm0nˆ
)
ψ+
∣∣∣∣∣
2
+
1
2m
∣∣∣∣∣
(
−i∇+Q− 1√
2
αm
√
ρm0nˆ
)
ψ−
∣∣∣∣∣
2
+
[
ǫ+ − 1
2m
(
Q+
1√
2
αm
√
ρm0nˆ
)2]
|ψ+|2 +
[
ǫ− − 1
2m
(
Q− 1√
2
αm
√
ρm0nˆ
)2]
|ψ−|2
+ iρmnˆ · ∂τmˆ+ ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2 + α
√
ρm0√
2
(−imˆ) · (ψ∗+(−i∇)ψ− − ψ+(+i∇)ψ∗−)
+
g
2
δρ2m + Lint + Lmsf , (2.198)
where to obtain the final form we rotated nˆ and mˆ by −ϕ and completed the square. Similarly
to the treatment of the polar case in the previous subsection, here it can be shown that the linear
(−imˆ) term only leads to irrelevant quartic coupling and can therefore be neglected. Integrating
out the noncritical conjugate field ψ+, gives the final Lagrangian form
Lfm =ε−1+ |∂τψ−|2 +
1
2m
∣∣∣∣∣
(
−i∇− αm
√
ρm0√
2
δnˆ
)
ψ−
∣∣∣∣∣
2
+ ǫ−|ψ−|2 + λ
2
|ψ−|4 + ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2 + iρmnˆ · ∂τmˆ (2.199)
of the quantum de Gennes-Ginzburg-Landau form that controls the MSFfm-AMSFfm transition. In
above we dropped the mean-field part and irrelevant interactions. As anticipated by symmetry, it is
distinguished from the polar case by the additional biaxial order whose fluctuations are characterized
by mˆ.
2.7 Topological Defects
Having established the nature of the ordered states, characterized by Landau order parame-
ters, and the associated Goldstone modes, we now turn to a brief discussion of the corresponding
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topological defects. As usual, these singular excitations are crucial to a complete characterization of
the states and their disordering, particularly in the case of non-meanfield (e.g., partially disordered)
states that are not uniquely characterized by a Landau order parameter.
2.7.1 Defects in ASF
As discussed in Sec.2.4, the ASFi states (with i = 1, 2, 12) are characterized by two atomic
condensate order parameters, ψσ =
√
ρσe
iθσ . Correspondingly, as in an ordinary superfluid, because
θσ are compact phase fields (θσ and θσ +2π are physically identified), in addition to their smooth
Goldstone mode configurations, there are vortex topological excitations, corresponding to nonsingle-
valued configurations of θσ(r). These are defined by two corresponding integer-valued closed line
integral, enclosing a vortex line
∮
d~ℓ · ~∇θσ = 2πpσ. (2.200)
In a differential form, the line defects are equivalently encoded as
∇×∇θσ =mσ , (2.201)
with vortex line topological “charge” density given by
mσ(r) = 2π
∑
i
∫
piσ tˆi(si)δ
3(r− ri(si))dsi , (2.202)
where si parametrizes the i’th vortex line (or loop), ri(si) gives its positional conformation, tˆi(si)
is the local unit tangent, and vortex “charges” piσ are independent of si, since the charge of a given
line is constant along the defect. Furthermore,
∇ ·m(r) = 0 (2.203)
enforces the condition that vortex lines cannot end in the bulk of the sample; they must either form
closed loops or extend entirely through the system.
Thus, vortices in the single-component ASFσ states are characterized by a nσ integer, and
in the two-component ASF12 the defects are specified by a pair of integers (p1, p2). These are
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associated with the fundamental group π1 of the torus U(1) ⊗ U(1), that characterizes the low-
energy manifold of Goldstone modes of the ASF12 state. It is therefore closely related to other
U(1)⊗ U(1) systems, such as easy-plane spinor-1 condensates [131] and two-gap superconductors,
e.g., MgB2 [132].
As in conventional superfluids vortices appear in response to imposed rotation and proliferate
with enhanced quantum and thermal fluctuations, providing a complementary description of phase
transitions out of the ASFi states.
2.7.2 Defects in MSF
Because of its finite angular momentum, ℓ = 1 structure the defects in the MSF states are
somewhat more complicated. However, relying of the aforementioned relation of the MSF to the
well-explored spinor-1 condensates [79, 93, 84, 85, 90, 91], we inherit a clear characterization of
defects in the two MSF phases. As discussed in Sec. 2.4 the polar MSFp and the ferromagnetic
MSFfm states are respectively characterized by [S2 × UN (1)]/Z2 (the mod out by Z2 corresponds
to the identification of nˆ → −nˆ with ϕ → ϕ + π) and SO(3) order-parameter (Goldstone modes)
manifolds. The defects are characterized by the homotopy group of the corresponding manifolds.
In the ferromagnetic MSFfm case the SO(3)=S3/Z2 manifold also appears in the dipole-locked A
phase of Helium-3 with topological defects well understood [133].
The nature of defects in the polar MSFp state was a subject of some debate, until it was
definitively resolved by Mukerjee, et al. [93]. These are characterized by elements of the homotopy
groups πn(S2 × UN (1)/Z2) = Z. The key new feature is the appearance of a composite defect that
is a π-vortex and nˆ texture where nˆ→ −nˆ, keeping the molecular order parameter single-valued at
long scales. The consequences of this were discussed and explored through Monte Carlo simulations
by Mukerjee, et al. [93], and is quite closely related to other realizations of composite half-integer
defects [34, 36, 35, 109, 110]. We expect the MSFp to exhibit similar phenomenology, that we do
not explore further here.
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2.7.3 Defects in AMSF
As discussed in Sec. 2.4, in addition to the molecular condensate φ, the two AMSF states
are characterized by a finite momentum two-component atomic condensate order parameter, with
a nonzero amplitude
Ψ− = e−iϕΨ1,Q +Ψ∗2,−Q, (2.204)
and a vanishing amplitude Ψ+ = 0, Eq. (2.55). The latter is consistent with the locking of the atomic
condensate phase θ+ =
1
2(θ1+θ2) to a molecular superfluid phase ϕ/2, imposed by the FR coupling,
Eq. (2.5.3.1). It also locks the atomic condensate magnitudes to be equal, |Ψ1,Q| = |Ψ2,−Q|.
Using the phase representation, the atomic condensate order parameter reduces to
Ψ− ∼ eiθ−e−iϕ/2 cos(θ+ − ϕ/2). (2.205)
From this form it is clear that, as a conventional superfluid, the AMSF admits 2π-vortices in
θ− = 12(θ1 − θ2), and ϕ = 0, corresponding to a 2π “spin”-vortex,
θ−(r) = θ1(r) = −θ2(r), (2.206)
= θ, 2π “spin”-vortex, (2.207)
with equal counter-propagating (atomic species 1 and 2) currents, and a vanishing“charge”-(atomic
number) current. Above, θ is a polar coordinate angle.
Another type of a defect is topologically equivalent to a 2π-vortex in θ+(r),
θ+(r) = θ1(r) = θ2(r), (2.208)
= θ, 2π “charge”-vortex, (2.209)
with equal co-propagating (atomic species 1 and 2) currents, and a vanishing “spin”-current. How-
ever, as is clear from the Feshbach interaction form in Eq. (2.147)
δLFBR ∼ cos(ϕ− 2θ+), (2.210)
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for vortex-free molecular order parameter (e.g. ϕ = 0), inside the AMSF phase the “charge”-vortex
2π winding and currents are confined to a domain wall whose thickness is set by the ratio of the
superfluid stiffness and FR coupling α, on the order of 1/Q. As a result of this current confinement
the energy of such domain-wall scales linearly in 2d and as a surface in 3d. Consequently, such ±2π
“charge”-vortices are confined into neutral pairs inside the AMSF phase. However, in the presence
of a molecular 4π-vortex, with ϕ(r) = 2θ+(r) = 2θ no domain wall appears and a conventional ±2π
“charge”-vortices can deconfine.
Finally, as with other analogous physical systems [109, 110], the product form of the atomic
condensate order parameter, Ψ−, Eq. (2.204) admits composite defects with half-integer topological
charge. These are characterized by a bound state of a π-“spin”and ±π-“charge”vortices, with latter
(as above) confined by FR interaction into a ±π domain-wall. A simplest (topologically faithful)
realization of this is a vortex only in one (but not both) atomic species,
θ+(r) = θ−(r) =
1
2
θ1(r) =
1
2
θ, θ2(r) = 0,
(+π)− (+π) vortex domain-wall, (2.211)
θ+(r) = −θ−(r) = 1
2
θ2(r) =
1
2
θ, θ1(r) = 0,
(−π)− (+π) vortex domain-wall. (2.212)
Again, in the presence of a ±2π molecular vortex, ϕ(r) = ±θ, the π-“spin”, π-“charge” composite
vortex, θ−(r) = ±θ+(r) = θ2 no longer exhibits a domain wall, since ϕ− 2θ+ = 2πp. It is therefore
not confined inside the AMSF state.
Clearly, out of above six types of defects, the 2π-“spin” vortex is least energetically costly,
because it does not involve a “charge” domain-wall in θ+, nor requires an additional molecular
vortex. On the other hand it is the two half-integer vortex domain-wall defects that are the
elementary ones. This therefore opens up a possibility of unconventional nonsuperfluid states in
the two-species p-wave resonant Bose systems, driven by unbinding of composite topological defects,
like the 2π-“spin” vortex. We leave the discussion of the resulting states to future work.
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Figure 2.18: (a) 2π “spin” vortex with equal counter-propagating atomic currents, j1, j2. (b) 2π
“charge” vortex with equal co-propagating currents, confined to a domain wall (grey area), of width
ξ ∼ 1/Q, with atomic order parameter suppressed. In the presence of a molecular 4π-vortex domain
wall is no longer required, and the “charge” vortex is deconfined.
2.8 Local Density Approximation
Because the primary experimental application of our predictions is to degenerate atomic
gases it is important to extend our analysis to include the trapping potential Vt(r), that in a typical
experiment is well-approximated by a harmonic potential. A full analysis of the effect of the trap
is beyond the scope of this manuscript, and here we will limit our treatment to a local density
approximation (LDA).
Closely related to the WKB approximation [112], LDA amounts to the bulk system pre-
dictions, but with the chemical potential replaced by an effective local chemical potential µ(r) =
µ − Vt(r). The validity of the LDA relies on the smoothness of the trap potential, with the cri-
terion that Vt(r) varies slowly on the scale of the longest physical length λ in the problem, i.e.,
(λ/Vt(r))dVt(r)/dr ≪ 1. Its accuracy can be equivalently controlled by a ratio of the single-particle
trap level spacing δE to the smallest characteristic energy Ec of the studied phenomenon (e.g, the
chemical potential, condensation energy, etc.), by requiring δE/Ec ≪ 1. For our system the longest
natural length scale is the period 2π/Q, Eq. (2.1) of the finite-momentum atomic condensate inside
the AMSF state. Thus, away from the AMSF-ASF phase boundary, where Q vanishes (see Fig. 2.2),
we expect an LDA treatment of the effects of the trap to be trustworthy.
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Figure 2.19: π−π vortex in α = 0 limit. (a) In θ1− θ2 representation; black (grey) arrows indicate
θ1 (θ2). (b) In θ+ − θ− representation, the pair of arrows indicate θ+ and θ−, while wavy line
indicates a domain wall. For α 6= 0, the Feshbach resonance coupling “squeezes” the θ+ π-vortex
textures into a domain wall of width ξ ∼ 1/Q. In the presence of an additional molecular 2π vortex,
the domain wall is absent and the composite defect is deconfined.
A generalization of a resonant Bose gas model, Eq. (2.9) to include a trap is straightforward,
accounted for by the additional Hamiltonian density
Htrap =
∑
σ=1,2
Vt(r)ψˆ
†
σψˆσ + 2Vt(r)φˆ
† · φˆ, (2.213)
with H → H + Htrap. In above, for simplicity we specialized to an atomic species-independent
trapping potential, and approximated the closed-channel molecular trapping potential by twice the
atomic one, valid for the interaction range r0 (typically less than 50A˚) much smaller than the cloud
size R (typically larger than a micron).
Henceforth, to be concrete, we shall focus on an isotropic harmonic trap (although this
simplification can easily be relaxed) with
Vt(r) =
1
2
mω2t r
2, (2.214)
≡ µ r
2
R2
, (2.215)
latter expression defining the cloud size R. Within LDA, locally the system is taken to be well-
approximated as uniform, but with a local chemical potential given by
µ(r) ≡ µ− 1
2
mω2t r
2, (2.216)
= µ
(
1− r
2
R2
)
, (2.217)
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where µ is the true chemical potential (a Lagrange multiplier) enforcing the total atom number N .
The spatially-varying species 1 and 2 chemical potentials are then given by:
µ1(r) = µ(r) + h, (2.218)
µ2(r) = µ(r)− h, (2.219)
with a uniform chemical potential difference h set by the atomic species imbalance [104, 105, 110].
Figure 2.20: N, ν, T dependent cuts through the bulk phase diagram with increasing radial position
r through the atomic cloud. Stars indicate system’s parameters (local chemical potentials µa, µm)
at the trap center.
Consequently, within LDA the system’s energy density is approximated by that of a uniform
bulk system, Eq. (2.29), with the spatial dependence entering only through µ(r). The ground
state energy is then simply a volume integral of this energy density. Thus, the phase behavior
of a uniform system as a function of the chemical potential, µ, translates into a spatial cloud
profile through µ(r), with the critical phase boundaries µc corresponding to critical radii defined
by µc = µ(rc, h) [104, 105]. As predicted [134, 104] and observed [10, 135, 136, 137, 138] in other
systems this leads to a shell-like cloud structure “imaging” of the bulk phase diagram as illustrated
in Fig. 2.20.
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Applying this LDA analysis to our system leads to a prediction of rich, magnetic field, atom
number, and temperature tunable shell structures in a p-wave resonant Bose gas, schematically
illustrated in Fig. 2.21. For a range of atom number, detuning, and temperature admitting the
AMSF phase, we expect a cloud shell with an r-dependent atomic condensate wavevector q(r),
given by
q(r) = αm
√
nm(r), (2.220)
≈ q0
√
1− r
2
R2
, for rMSF < r < rASF, (2.221)
where rMSF(T,N, ν) and rASF(T,N, ν) are the boundaries of the AMSF shell.
2.9 Summary and Conclusions
To summarize, we studied a degenerate gas of two-species bosonic atoms interacting through
a p-wave Feshbach resonance, as realized for example in a 85Rb-87Rb mixture. We mapped out the
corresponding phase diagram and thermodynamic properties of the phases as a function of temper-
ature, atom number and Feshbach-resonance detuning, and analyzed the nature of corresponding
phase transitions. We showed that at intermediate detuning such atomic quantum gas generically
exhibits an atomic-molecular superfluid (AMSF) state with atoms condensed at a finite tunable
momentum Q(ν) along a direction set by the angular momentum axis of the molecular condensate.
This AMSF state undergoes quantum phase transitions described by a quantum de Gennes model
into a molecular p-wave (orbital spinor-1) superfluid (MSF) and into an s-wave atomic superfluid
(ASF) at large negative and positive detunings, respectively. A magnetic field can be used to tune
the modulation wavevector of the AMSF between zero and a value set by interactions as well as to
drive quantum phase transitions in this rich system.
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Figure 2.21: Schematic illustration of the shell structure expected in the p-wave resonant atomic
cloud, corresponding to the phase diagram cuts in Fig. 2.20.
Chapter 3
Finite momentum phase of Fe1+yTe
3.1 Introduction
3.1.1 Iron-based superconductors and magnetism
Initiated by Hosono and co-worker’s discovery of iron-based high-temperature superconduc-
tivity in fluorine-doped LaOFeAs [6], there have been tremendous research activity and develop-
ments in the area of iron-based superconductors. While searching for higher transition temperature
and its mechanism, many classes of materials were discovered and analyzed extensively, theoreti-
cally and experimentally [7]. The most well-known materials are the 1111 (such as LaOFeAs) and
122 (such as BaFe2As2) compounds, conventionally referred to as FeAs materials.
These iron pnictides exhibit many interesting features that have attracted considerable at-
tention [7]. Their phase diagram exhibits similarities to that of cuprate superconductors, with the
pairing mechanism that is believed to be unconventional (i.e., non-phonon mediated). Concomitant
with this is the superconducting order parameter that is predicted to be (with some experimental
evidence [40, 41, 42]). of an unconventional, extended (s++ and s±, alternating sign around the
Brillouin zone but fully gapped on the Fermi pockets) s-wave type. Angle resolved photoemis-
sion spectroscopy (ARPES) and inelastic neutron scattering (INS) studies suggest that the nesting
along (π, 0) axis 1 accompanied by the spin density wave (SDW) plays a central role for mediating
1 We use a 2d convention for the reciprocal lattice vector q = (qa, qb) with the coordinate system in terms X,Y
coordinates (diagonals a, b of the original square lattice), and the qz = pi/2 component implied. For the bi-collinear
state, it is given by (pi, 0), that is equivalent to the q′ = (pi/2, pi/2) in the original xy square lattice coordinate system.
In terms of reciprocal lattice unit notations used by experimentalists, this is given by q = [1/2, 0, 1/2].
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superconducting mechanism.
More recently discovered, the so-called 11 materials (e.g. FeSe and FeTe based compounds)
also show superconductivity with doping of sulfur or selenium. Their simpler structures, with no
atoms at the interplanar layer is hoped to be present a simpler challenge of uncovering the nature
of the pairing mechanism, but still to shed light more generally on iron-based and other strongly
correlated superconductors.
With magnetism believed to be central to high temperature superconductivity and interest-
ing in its own right, much attention has also recently turned to magnetic parent compounds, such
as the self-doped Fe1+yTe [45, 46, 47, 48, 49, 50]. It is observed to exhibit a number of novel
characteristics. The most interesting of these is an unconventional bi-collinear planar magnetic
state, with a commensurate, planar spin-spiral order characterized by (π/2, π/2) wavevector in the
orthorhombic ab-plane [45]. A first-order magnetic transition to this state at 67.5K is accompanied
by a structural transition to an orthorhombic (with slight monoclinicity) state [46]. At low temper-
ature the magnetic order also undergoes a commensurate to incommensurate (CI) spiral transition
with iron doping at y ≃ 0.12, with low doping corresponding to the commensurate phase [139].
Measurement of the Curie-Weiss susceptibility with a large magnetic moment of order 2µB [46]
and no Fermi surface nesting observed in DFT [47] and ARPES [48] suggest that (despite its metallic
nature) a local moment description may be sufficient to capture magnetism in Fe1+yTe compounds.
This is supported by first-principles electron structure calculations that observe the formation of the
iron local moments [52, 53]. There have also been a few analytical and first-principle studies based
on the local moment description [49, 50, 51, 52, 53]. Turner et al. [49] assumed that the electrons
are localized and the structural transition is driven by an orbital ordering resulting from Jahn-
Teller coupling. Their model consists of super-exchange and double exchange interactions, which
together favor an incommensurate (nearly bi-collinear) state, as well as a spin-lattice interaction
driven biquadratic exchange which favors the commensurate bi-collinear state. Fang et al. [50] also
developed a local spin model with a relatively complicated exchange interaction. They obtained
a rich phase diagram which includes, the two relevant phases observed in Fe1+yTe. Yin et al. [51]
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unified the two pictures based on itinerant electrons and localized spin in Fe1+yTe in analogy
with manganites [140]. They pointed out the sensitive competition between the superexchange
and orbital-degenerate double-exchange ferromagnetism, finding several collinear states including
the bi-collinear spin state. Although these models are successful in capturing the bi-collinear and
incommensurate spin-spiral states observed in FeTe, their underlying spin-rotational invariance
predicts gapless spinwaves, at odds with experimental observations [141, 142] of gapped spectrum
in the commensurate bi-collinear state that appears for y < 0.12.
The main motivation for our study is the recent inelastic neutron scattering experiments by
Parshall et al. [143] on a y = 0.08 Fe1+yTe sample. These experiments have observed an incom-
mensurate inelastic peak (at q1 = [0.45, 0, 0.5]) in the dynamic structure function that precipitously
shifts to a commensurate position (at q0 = [1/2, 0, 1/2]) below the transition at TN = 67.5K to the
bi-collinear magnetic state.
We also aim to understand and model the aforementioned earlier finding of a transition
as a function of increasing Fe doping from the commensurate bi-collinear to the incommensurate
spin-spiral state at yc = 0.12.
The rest of the paper is organized as follows. We conclude the Introduction with the summary
of our main results and their experimental implications. In Section II, we introduce a microscopic
model that is an extension of that in Ref. [49], incorporating a key new ingredient of single-ion
anisotropy and omitting the superfluous biquadratic exchange. We use it to compute the low-
energy magnetic excitation spectrum and to derive the hydrodynamic theory in Section III. We use
the latter to map out the temperature-doping phase diagram in Section IV, and to compute the
static and dynamic structure functions in the context of recent experiments in the paramagnetic
and magnetically ordered phases in Section V. We conclude the paper in Section VI with a summary
and discussion of our predictions.
3.1.2 Summary of results
Before turning to the detailed analysis of the system, we outline the main results of our work.
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Motivated by experimental observations [45, 46, 139, 143], we introduce an exchange model
for Fe1+yTe that primarily builds on studies by Turner et al.’s [49], supplementing their model with
single-ion easy-plane orthorhombic anisotropy
Hani =
∑
i
Dab
[
(Sai )
2 − (Sbi )2
]
, (3.1)
and omitting their biquadratic exchange that we believe is unnecessary to capture FeTe phenomenol-
ogy. Here Sa,bi are the spin component along a and b axes at ith site and Dab is the orthorhombic
anisotropy coefficient arising below the structural transition.
To model the single-ion anisotropy in Eq. (3.1), we also study a magneto-elastic Landau
model, where magnetic order and orthorhombic strain are coupled. Through the analysis of this
model we predict a generic phase diagram, illustrated in Fig. 3.6, that exhibits a variety of phases,
such as: (1) tetrahedral paramagnet, (2) orthorhombic paramagnet, (3) orthorhombic commensu-
rate (bi-collinear), and (4) orthorhombic incommensurate planar spiral states.
Figure 3.1: The schematic global phase diagram of Fe1+yTe in T and y (doping) space.
Hani explicitly breaks the spin rotational symmetry (present in Ref. [49, 50, 51]) and leads to
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a gapped spin-wave excitation spectrum in the bi-collinear (commensurate) state and gapless one
in the incommensurate spiral state,
ǫck =
√
cak2a + cbk
2
b + czk
2
z +D
2
ab, (3.2a)
ǫick =
√
cak2a + cbk
2
b + czk
2
z , (3.2b)
that we derive within the Holstein-Primakoff analysis. These are consistent with experimental
observations [139, 141, 142, 143]. The parameters appearing in the above spectra are given in
Eq. (3.27).
We use this microscopic model to derive a hydrodynamic theory, from which we compute
the corresponding dynamic structure function. Utilizing hydrodynamic description, we also com-
pute static and dynamic structure functions on the approach to the magnetically ordered states,
respectively given by Eq. (3.85), (3.98) illustrated in Figs. 3.11, 3.12. The pole of the later in the
ordered state (calculated in Sec. 3.5) also gives the spectrum Eq. 3.2. Consistent with experimental
finding by Parshall et al. [143], upon lowering of temperature it displays an inelastic peak shift from
incommensurate q1 to commensurate q0 value (see Fig. 3.11, 3.12).
For a range of parameters the model admits a direct first-order transition from a tetrahedral
paramagnet to orthorhombic commensurate bi-collinear spiral, as observed in Fe1+yTe. However,
it also allows a more generic range of possibilities of continuous transitions through intermediate
phases as seen in FeAs materials [144].
Finally, at low T in the ordered state, we show that the system exhibits a commensurate-
to-incommensurate spin-spiral transition controlled by the Pokrovsky-Talapov model [145]. We
compute the corresponding static structure function, whose peak shifts from commensurate to
incommensurate value as domain-walls proliferate at yc = 0.12. As illustrated in Fig 3.7, just above
the transition, the dilute gas of domain-walls also induces higher harmonic peaks given by
Iic(k) =
∑
p
4
2p+ 1
δ(k − 1
2
q0 − q − 2πp/d) (3.3)
with the amplitude peaks at low T given universally a sequence 4/(2p+ 1), where q0 is a commen-
surate wavevector.
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Having summarized the results of our study, we next turn to the detailed description of our
model.
3.2 Model of FeTe
3.2.1 Microscopic model
3.2.1.1 Orbitals, exchange interaction, and single-ion anisotropy
Our microscopic model for Fe1+yTe is based on the local S = 1 exchange model introduced
by Turner et al. [49]. Although FeTe compounds are metallic, we assume that the magnetism in
Fe1+yTe is described by localized electrons with spin S = 1 due to the local moment features of
iron telluride alluded to in the Introduction. The main difference between our model and that of
Ref. [49] is our introduction of the single-ion anisotropy that explicitly breaks spin-rotational sym-
metry, consistent with the orthorhombic low-temperature crystal structure, spin-orbit interaction
and the observed gapped spinwave spectrum in the bi-collinear (commensurate spiral) state. Mi-
croscopically, the transition to orthorhombic state can be argued to be associated with the orbital
ordering via Jahn-Teller coupling [49]. However, here we capture it more simply, phenomenologi-
cally through a magnetoelastic coupling, that we analyze in Sec. 3.2.3. Also in contrast to Ref. [49],
we neglect the biquadratic exchange, that furthermore we believe is not necessary to capture the
FeTe phenomenology.
At low temperatures, Fe1+yTe distorts from a tetragonal to a weakly monoclinic structure
for small Fe doping and to an orthorhombic structure for large Fe doping. Since the monoclinic
distortion is fairly weak, with β ≃ 89.2 degrees [45], we neglect it for simplicity and take the low
temperature crystal structure to be orthorhombic. At low temperature, the degeneracy of dY z
and dXz Fe
2+ orbitals of the high temperature tetragonal phase (with a = b) is lifted as indicated
in Fig. 3.2, with crystal elongated along a and compressed along b axes (a > b). As shown in
Fig. 3.2, the lower eg orbitals are both doubly occupied and the upper dxy and dXz orbitals are
singly occupied, forming a local spin moment S = 1.
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Figure 3.2: Left : Bi-collinear state with spins locked by the single-ion anisotropy to the xy-plane
along the b-axis, and exchange couplings of the model Eq. (3.5) indicated; Upper right : the electron
configuration of Fe2+ in the orthorhombic phase; Lower right : the choice of coordinates.
As discussed in Ref. [49], because of the single occupancy of dxy and dXz orbitals, the exchange
interaction, J2a, along a (or equivalently X) axis is expected to be antiferromagnetic. On the other
hand, along the b (Y ) axis that is more metallic we take it to be a ferromagnetic exchange, J2b,
via a double exchange of the extra electron on the upper dY z orbital due to Fe (self-) doping. Such
ferromagnetic exchange can also arise due to the nearly 90 degree exchange path [50]. In addition
these second neighbor exchanges, J2a and J2b (NNN), we include an antiferromagnetic exchange J1
between nearest neighbors (NN), that for simplicity we take to be the same along x and y. The
orthorhombic single-ion anisotropy energy is allowed by symmetry and microscopically arises from
the second order contribution of the spin-orbit interaction. It is given by,
Hani =−
∑
i
[
Aa(S
a
i )
2 +Ab(S
b
i )
2
]
(3.4)
with Sai = (S
x
i −Syi )/
√
2 and Sbi = (S
x
i +S
y
i )/
√
2. Aa,b are the orthorhombic anisotropy coefficients
which we will provide the relation to Dab later. As discussed in Sec. 3.2.3, such contribution
naturally arises through a magnetoelastic interaction which leads the condition, Ab > Aa > 0 that
favors magnetic alignment along the b axis. Thus, we take the full model Hamiltonian for Fe1+yTe
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to be given by
H =J1
∑
〈ij〉
Si · Sj + J2a
∑
〈〈ij〉〉a
Si · Sj − J2b
∑
〈〈ij〉〉b
Si · Sj −
∑
i
[
Aa(S
a
i )
2 +Ab(S
b
i )
2
]
. (3.5)
We study its properties first microscopically in mean-field approximation together with spin-
wave analysis appropriate at low temperature inside the ordered states. We supplement this with a
hydrodynamic theory more appropriate at high temperatures, that allows us to map out the phase
diagram and to compute the dynamic structure function measured via inelastic neutron scattering
in Ref. [143].
3.2.1.2 Phase diagram and spin wave excitation
First we find the ground state of H for vanishing single-ion anisotropy, Aa = Ab, treating
spins classically. Straightforward calculation shows that the ground state of such H is a coplanar
spin spiral with an ordering wavevector (k1,−k1), given by
cos k1 = − J1
2J2a
. (3.6)
Generically this spin spiral is incommensurate for J1/(2J2a) < 1. When
J1
2J2a
≥ 1, the ground state
is conventional (π, π) Ne´el state on the square lattice.
The inclusion of single-ion anisotropy raises the competition between the exchange interaction
that favors the incommensurate spin-spiral order and the commensurate spiral state with spins
aligned along the b axis for Ab > Aa. The commensurate wavevector can be either π/2 or π, but
is selected by the antiferromagnetic J2a exchange to be close to (π/2,−π/2). Consequently, when
single-ion anisotropy dominates, it locks the spiral to the (π/2,−π/2) wavevector with collinear
magnetic order along b-axis, a state dubbed “bi-collinear”. With this ordering wavevector, the
nearest-neighbor exchange interaction J1 is quenched and the two sublattices of the square lattice
effectively decouple.
Treating spin classically, we find the energy per site for the incommensurate spin-spiral order
Eic(k1,−k1)|cos k1=− J12J2a
=−
(
J2a + J2b +
J21
2J2a
)
− Aa +Ab
2
, (3.7)
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and for the commensurate bi-collinear order
Ec(π/2,−π/2) =− (J2a + J2b)−Ab. (3.8)
Comparing these energies, we obtain a phase diagram depicted in Fig. 3.3.
Incommensurate
Bicollinear
Neel
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
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HAb-AaLJ2 a
J 1
J
2
a
Figure 3.3: Phase diagram of our microscopic Hamiltonian. Solid lines are phase boundary deter-
mined by comparing the classical energies.
We now turn our attention to the spin wave excitations that we study using the standard
Holstein-Primakoff analysis.
For the incommensurate spin spiral state, the classical (average) spin orientation at site
(xi, yi) is given by
nˆi = (cos(k1xi − k1yi), sin(k1xi − k1yi), 0), (3.9)
and the spin operators can be written as
Si · nˆi =S − a†iai, (3.10a)
S+i ≡(zˆ + inˆi × zˆ) · Si =
√
2Sai, (3.10b)
S−i ≡(zˆ − inˆi × zˆ) · Si =
√
2Sa†i . (3.10c)
For the commensurate bi-collinear spin state, we label the two sublattices of the square lattice
as A and B as the spin state is not a proper state [146]. The spin orientations for two sublattices
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are parametrized as follows
nˆA,i =(−)(xi−yi)/2
(
1√
2
,
1√
2
, 0
)
, (3.11a)
nˆB,i =(−)(xi−yi−1)/2
(
1√
2
,
1√
2
, 0
)
(3.11b)
where xi − yi is even (odd) for A (B) sublattice. We express the spin operators as
SA,i · nˆi =S − a†iai, (3.12a)
S+A,i ≡(zˆ + inˆA,i × zˆ) · SA,i =
√
2Sai, (3.12b)
S−A,i ≡(zˆ − inˆA,i × zˆ) · SA,i =
√
2Sa†i (3.12c)
and
SB,i · nˆi =S − b†ibi, (3.13a)
S+B,i ≡(zˆ + inˆB,i × zˆ) · SB,i =
√
2Sbi, (3.13b)
S−B,i ≡(zˆ − inˆB,i × zˆ) · SB,i =
√
2Sb†i . (3.13c)
Plugging this parametrization into the Hamiltonian (3.5) and approximating to quadratic
order of the magnon operators, we obtain the spin-wave Hamiltonian for the incommensurate spin
spiral state,
Hic =
∑
k
ǫick a
†
kak + νka
†
ka
†
−k + νkaka−k +NEic(k1,−k1)|cos k1=−J1/(2J2a), (3.14)
with N the number of lattice sites and
ǫick =S
[
Aa +Ab
2
+ 2(J2a + J2b) +
J21
J2a
+ J1(cos kx + cos ky)− 2J2b cos(kx + ky)
− J
2
1
2J2a
(cos kx − cos(kx − ky) + cos ky)
]
(3.15)
νk =S
[
Aa +Ab
4
+
(
1− J
2
1
4J22a
)
J2a cos(kx − ky) + J1
2
(
1 +
J1
2J2a
)
(cos kx + cos ky)
]
. (3.16)
In above expressions we eliminated the spiral incommensurate wavevector k1 in favor of its optimum
value given by Eq. (3.6).
82
0 Π
2
Π 3 Π
2
2 Π
0
1
2
3
4
5
6
k
Ω
0 Π
2
Π 3 Π
2
2 Π
0
1
2
k
Ω
Figure 3.4: The spin wave dispersion of the incommensurate spin spiral state for J2a = J2b = 1,
J1 = 0.4, Aa = 0.1, Ab = 0.12. Upper : the dispersion along (k, k). Lower : the dispersion along
(k,−k).
For the commensurate phase, we have
Hc =
∑
k
(µka
†
kbk +mka
†
kb
†
−k + nka
†
ka
†
−k + h.c.) + ǫ
c
k(a
†
kak + b
†
kbk) +NEc
(π
2
,−π
2
)
(3.17)
with
ǫck =
S
2
[
J2a +Ab − Aa
2
+ J2b(1− cos(kx + ky))
]
(3.18a)
µk =J1S(e
ikx + e−iky) (3.18b)
mk =J1S(e
−ikx + eiky) (3.18c)
nk =S
[
Aa
2
+ J2a cos(kx − ky)
]
(3.18d)
The corresponding spin-wave dispersions are readily obtained, and as illustrated in Figs. 3.4, 3.5
are gapless for the incommensurate and gapped for commensurate bi-collinear states, respectively.
3.2.2 Effective continuum model
As we can see from the previous section, the microscopic lattice model gives us the ground
state and spin excitation spectrum of Fe1+yTe consistent with its experimental studies [139, 141,
142, 143]. However, to study the low-energy fluctuations more universally and in more detail,
particularly near the continuous phase transition and beyond mean-field theory, it is convenient
to formulate the system’s description using a continuum Landau-Wilson functional, that can be
derived from the above microscopic model.
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Figure 3.5: The spin wave dispersion of the bi-collinear spin state for J2a = J2b = 1, J1 = 0.4,
Aa = 0.1, Ab = 0.3. Upper : the dispersion along (k, k). Lower : the dispersion along (−k, k).
We start from the partition function for the microscopic model, Eq. (3.5),
Z = Tr exp

−β∑
i,j
JijSi · Sj − βHani

 (3.19)
with the exchange-coupling matrix Jij . Here, Jij = J1, J2a or −J2b when ij connects first neighbor
or second neighbor sites along a and b directions, respectively.
Using the Hubbard-Stratonovich transformation by introducing an auxiliary field φi to de-
couple the exchange interactions, we have
Z =
∫
Dφeβ4
∑
ij J
−1
ij φi·φjTre−βHanie−β
∑
i Si·φi . (3.20)
Expanding around the saddle point gives
Z =
∫
Dφ exp[−Seff ] (3.21)
where the effective action Seff is given by
Seff =
∫ β
0
dτ
∑
ij
[
− J−1ij
φαi φ
α
j
2
+
(∂τφ
a
i )
2
A3b
+
(∂τφ
b
i)
2
A3a
− (φ
a
i )
2
Ab
− (φ
b
i)
2
Aa
+
(
(φai )
4
A3b
+
(φbi)
4
A3a
+
(φai )
2(φbi)
2
AaAb
(
1
Aa
+
1
Ab
)
− (φ
z
i )
2
AaAb
(
(φai )
2
Ab
+
(φbi)
2
Aa
))]
. (3.22)
In the disordered, paramagnetic state it is sufficient to only quadratic terms with the effective
Hamiltonian,
H0 =
∑
ij
[
−J−1ij
φαi φ
α
j
2
− (φ
a
i )
2
Ab
− (φ
b
i)
2
Aa
]
. (3.23)
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Let us consider the exchange term first. J−1ij is a 2×2 matrix and one of the eigenvalue corresponds
to the ground state energy, eg whose minimum is at k1 = (k,−k) or (−k, k) with cos k = − J12J2a
depending on the value of Hamiltonian couplings. Going to Fourier space, expanding the dispersion
in H0 around k1 is straightforward and changing the basis from xy plane to ab plane using
ka
kb

 =

1 −1
1 1



kx
ky

 (3.24)
gives
H0 =1
2
φ · ǫ0k · φ+Dab(φ2a − φ2b), (3.25)
where the dispersion is given by
ǫ0k =
ca
4q21
(k2a − q21)2 + cbk2b + τ (3.26)
with
q1 =2 cos
−1(− J1
2J2a
), (3.27a)
ca =
J2a(4J
2
2a − J21 )
2(J21 + 2J2a(J2a + J2b))
2
, (3.27b)
cb =
J2a(J
2
1 + 4J2aJ2b)
2(J21 + 2J2a(J2a + J2b))
2
, (3.27c)
D =
1
Aa
+
1
Ab
, (3.27d)
Dab =
1
2
(
1
Aa
− 1
Ab
)
, (3.27e)
τ =
2J2a
J21 + 2J2a(J2a + J2b)
−D. (3.27f)
The vanishing of τ controls the PM to AFM transition.
Taking the continuum limit of the single-ion anisotropy terms ins more subtle in the mag-
netically modulated spin spiral and bi-collinear states, as it oscillates and naively averages to zero.
However, for a magnetic modulation wavevector k1 close to the reciprocal lattice vector of crystal
lattice, there is a tendency of the magnetically modulated state to lock to the crystal lattice.
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To capture this physics, we use Poisson summation formula to convert a summation over
lattice vector ~Rn to integration, retaining the underlying discreteness.
1
V
∑
~Gn
ei
~Gn·r =
∑
~Rn
δ(d)(r− ~Rn) (3.28)
where ~Gn is a reciprocal vector and L is the periodicity.
Applying this to the single-ion anisotropy, we find
Hpin =
∑
i
Dab
(
(φai )
2 − (φbi)2
)
(3.29a)
=
1
V
∑
m
∫
drDab(φ
2
a − φ2b)e2πimxa/a0 (3.29b)
≃ 1
V
∫
drDab(φ
2
a − φ2b)(1 + 2 cos(q0xa)) (3.29c)
where wavevector q0 =
2π
a0
is the lowest reciprocal lattice vector, with a0 the lattice constant along
xa axis, V the volume of the system. We note that we only kept the lowest harmonic, with higher
ones weaker and also assumed incommensurate with the k1 modulation of the magnetic order.
Combining the above analysis, we obtain the effective Hamiltonian in continuum limit up to
quadratic order,
Heff = 1
2
∑
σ=a,b
φσ ǫˆφσ +Dab(φ
2
a − φ2b) cos(q0a) (3.30)
where
ǫˆ =
ca
4q21
(−∂2a − q21)2 − cb∂2b − cz∂2z + τ (3.31)
and we included z axis contribution from the interaction, JzSi,z · Si,z+1, which does not crucially
contribute in the present analysis.
3.2.3 Magnetoelastic coupling for the single-ion anisotropy
We supplement our model with the magnetoelastic coupling, that provides a structural dis-
tortion mechanism for the single-ion anisotropy.
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A general elastic energy density (up to quadratic terms) with 2-dimensional square symmetry
is given by
Hel = 1
2
[
K11(u
2
xx + u
2
yy) +K12uxxuyy + 2K44u
2
xy
]
(3.32)
where K11, K12, K44 are bulk and shear moduli and uσσ′ are elastic strain tensors. Anticipating
the proximity to the tetragonal to orthorhombic structural transition, it is convenient to express
Hel in ab coordinates, rotated by π/4 relative to xy coordinates using matrix R,
R =
1√
2

1 −1
1 1

 . (3.33)
The transformed strain tensor is then given by
Uab =

uaa uab
uab ubb

 = RUxyRT = R

uxx uxy
uxy uyy

RT (3.34)
with
uxx =
1
2
(uaa + ubb + 2uab) (3.35a)
uyy =
1
2
(uaa + ubb − 2uab) (3.35b)
uxy =
1
2
(−uaa + ubb). (3.35c)
Using these relations inside Eq. (3.32) gives
Hel =1
2
[(
1
2
K11 +
1
4
K12 +
1
2
K44
)
(u2aa + u
2
bb) +
(
K11 +
1
2
K12 −K44
)
uaaubb + (2K11 −K12)u2ab
]
(3.36a)
=
1
2
[
K ′11(u
2
aa + u
2
bb) +K
′
12uaaubb +K
′
44u
2
ab
]
(3.36b)
with transformed bulk and shear modulus K ′11, K
′
12, and K
′
44. For the tetragonal to orthorhombic
transition uxy 6= 0 and uxx = uyy = 0. Equivalently, we take −uaa = ubb = u0 and uab = 0, reducing
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the elastic energy to
Hel =1
2
[
2K ′11u
2
0 −K ′12u20
]
(3.37a)
=
(
K ′11 −
1
2
K ′12
)
u20 (3.37b)
=K44u
2
0 (3.37c)
Including elastic nonlinearities the magneto-elastic Hamiltonian is given by
H =
B
2
u2xy +
λ
4
u4xy − αSiUijSj + g12u2xyS2 (3.38)
where B = 2K44 and the elastic strain tensor U is given by
U =

 0 uxy
uxy 0

 . (3.39)
Or equivalently in the ab coordinates, the magnetoelastic (α) term coupling is given by
−α
(
Sa Sb
)
RUR−1

Sa
Sb

 =− αuaa(Sa)2 − αubb(Sb)2 (3.40)
with Sa,b =
1√
2
(Sx ∓ Sy), with the Hamiltonian reducing to Then the magnetoelastic Hamiltonian
in ab coordinate becomes,
H =
B
2
u20 +
λ
4
u40 − αu0(S2a − S2b ) + g12u20S2 (3.41)
that after a structural transition to the orthorhombic state (characterized by u0 > 0) leads to the
single-ion anisotropy of the previous section.
3.3 Magnetostructural transition
We now turn to a mean-field analysis of the magnetostructural transition of FeTe based on
the above Landau theory similar to Paul et al. [147].
In Fe1+yTe, the structural transition from tetragonal to orthorhombic (for high doping) or
monoclinic (for low doping) is accompanied by the magnetic transition and as a result is naturally
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first order. However, in other iron pnictides the structural transition is observed to precede the
magnetic transition. As we demonstrate below, our model captures both possibilities depending on
the value of Landau parameters.
We begin with the Ginzburg-Landau free energy density, FGL,
FGL =FM + FE + FME, (3.42a)
FM =ψ∗ǫˆψ + r|ψ|2 + g
2
|ψ|4, (3.42b)
FE =B
2
u2xy +
λ
4
u4xy, (3.42c)
FME =− 1
2
α(ψ2 + ψ∗2)uxy + g12|ψ|2u2xy, (3.42d)
where anticipating an easy-plane anisotropy of FeTe (arising from the single-ion anisotropy in model
(3.5)), we specialized to an xy order parameter ψ = ψa+iψb and ǫˆ is given in Eq. (3.31). We take all
(phenomenological) couplings to be positive except r and B which can change sign at the structural
and magnetic transitions.
The corresponding saddle point equations are given by
0 =
∂FGL
∂ψ∗
(3.43a)
=rψ + g|ψ|2ψ − αψ∗uxy + g12ψu2xy (3.43b)
0 =
∂FGL
∂uxy
(3.43c)
=Buxy − 1
2
α(ψ2 + ψ∗2) + 2g12|ψ|2uxy + λu3xy. (3.43d)
We firstly observe that this general magnetoelastic coupling requires that a nonzero magnetic
order always induces a structural distortions as it is coupled linear to it. Thus, a tetragonal phase
with magnetic order is generically not allowed. Then, this model generically admits the following
three phases:
(1) Tetragonal paramagnet, PMT : ψ = 0, uxy = 0,
(2) Orthorhombic paramagnet, PMO : ψ = 0 and uxy 6= 0
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(3) Orthorhombic commensurate or incommensurate AFM spiral, AFMO : ψ 6= 0 and uxy 6= 0
We now map out the corresponding phase diagram. The PMT phase appears for B > 0 and
r > 0.
For B < 0 and r > 0, the system enters PMO state, characterized by order parameters,
ψ =0 (3.44a)
uxy =
√
−B
λ
. (3.44b)
The PMT - PMO phase boundary is therefore given by B = 0 and r > 0.
On the other hand, for large B > 0, uxy = 0 is minimum of FE, giving r = 0 as the PMT-
AFM phase boundary at large positive B. To determine the phase boundaries for smaller B > 0,
we eliminate (or equivalently integrate out) the strain uxy in favor of ψ, via
uxy ≃ α
B
|ψ|2 (3.45)
thereby obtaining an effective Landau free energy density inside PMT
FPMT ≃ r|ψ|2 +
1
2
(
g − α
2
B
)
|ψ|4 + g6
3
|ψ|6 + · · · (3.46)
where g6 = 3
α2g12
B2
. For sufficiently large positive B (such that the g > α2/B) the PMT-AFM
transition remains continuous at r = 0. However, for B < Bc(r = 0) = α
2/g such that the quartic
coupling turns negative, the transition is first-order at rc(B) determined by
FPMT(ψ0) =0 (3.47a)
∂FPMT
∂ψ∗
∣∣∣
ψ=ψ0
=0 (3.47b)
These give
|ψ0|2 = 4rcα2
B − g
(3.48)
and a first-order transition boundary
rc(B) =
1
16g12
(
α− gB
α
)2
, for B > 0. (3.49)
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Although this analysis is quantitatively only valid for sufficiently large B > 0, such that elastic
nonlinearities remain small, the qualitative behaviour (upturn in the rc(B) boundary and the first-
order nature of the transition) persists, as illustrated in Fig. 3.6.
In contrast, for B < 0 regime, uxy spontaneously develops a nonzero expectation value, u0.
For large negative B, u0 is determined by balance of u
2
xy and u
4
xy terms while other terms are small
in comparisons. This gives
u0 ≃
√
−B
λ
(3.50)
as before and phase boundary is given by (from the saddle point equation),
rc(B) = α
√
−B
λ
− g12B
λ
, for (large) B < 0 (3.51)
However for small negative B, the term linear in uxy is more dominant than u
2
xy term. Therefore
u0 ≃ (αλ |ψ|2)1/3 and the effective free energy density is given by
FPMO ≃r|ψ|2 +
1
2
g|ψ|4 + B
2
(α
λ
)2/3 |ψ|4/3 − 3λ
4
(α
λ
)4/3 |ψ|8/3. (3.52)
from which we find the first order transition as in Fig. 3.6. Combining the above analysis, we obtain
the phase diagram in Fig. 3.6.
PMT HΦ=0,uxy=0LPMO HΦ=0,uxy¹0L
AFMO HΦ¹0,uxy¹0L
B
r
Figure 3.6: The global phase diagram in the reduced exchange, r and bulk modulus B plane. For
low Fe doping, experiments [45, 46, 139] suggest that the reducing temperature takes the system
across the first-order phase boundary in the positive r − B quadrant, leading to a simultaneous
orthorhombic distortion and development of bi-collinear magnetic order.
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For low Fe doping experiments of Fe1+yTe [45, 46, 139] suggest that the reducing temperature
takes the system across the first-order phase boundary in the positive r − B quadrant of phase
diagram in Fig. 3.6. This leads to a simultaneous orthorhombic distortion and development of bi-
collinear magnetic order. In contrast, FeAs compounds which exhibit distinct continuous structural
and magnetic transitions, are accommodated by the phase diagram by a temperature path through
continuous phase boundary.
3.4 Ordered state and commensurate-incommensurate transition
Another interesting observation in the phenomenology of Fe1+yTe is the commensurate-
incommensurate transition in the magnetically-ordered state which is observed to take place near
yc ≃ 0.12. To address this phenomenon, here we derive an effective model of the ordered state. We
then use it to demonstrate the existence of a CI transition, driven by a competition between the
exchange interaction (with preferred wavevector k1) and single-ion lattice pinning (to a wavevector
k0).
To this end we utilize the Hubbard-Stratonovich derivation of Sec. 3.2, but this time intro-
ducing two basis sublattice to capture the bi-collinear state and its low-energy deformations.
We parametrize incommensurate bi-collinear state by expanding φi around a commensurate
bi-collinear state, Eq. (3.11), in terms of the incommensurate (bi-collinearly) staggered magnetiza-
tion ψi
φµ(ri) = e
ipi
2
(xi−yi)(−i)µψµ(ri), (3.53)
that varies slowly on each sublattice. We therefore characterize ψ by two-sublattice spirals fields
ψµ, with wavevector k0 = k0aˆ =
π
2 (xˆ − yˆ) = πaˆ, where the sub-lattice index µ denotes A and B.
In terms of the field ψµ, the quadratic part of the continuum Hamiltonian density is given by
H0[ψ] =
∑
µ=0,1
Dab
(
(ψaµ)
2 − (ψbµ)2
)
+
∑
µ=0,1
1
2
ψαµ(τ − ca∂2a − cb∂2b )ψαµ + cabψαA(i∂a)ψαB, (3.54)
in which, µ = 0, 1 correspond to two sublattices A and B, respectively, and, τ , ca, cb, and cab = 2cak0
are given in Eq. (3.27). The new coordinates are defined as X = (x+ y)/
√
2, Y = (x− y)/√2 (see
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Fig. 3.2). The quartic field contribution is given by
H4[ψ] =
∑
µ
[
(ψaµ)
4
A3b
+
(ψbµ)
4
A3a
+
(ψaµ)
2(ψbµ)
2
AaAb
(
1
Aa
+
1
Ab
)
− (ψ
z
µ)
2
AaAb
(
(ψaµ)
2
Ab
+
(ψbµ)
2
Aa
)]
. (3.55)
The structure of the ground state is determined by the lowest eigenvalue and eigenvector
of the quadratic part of the Hamiltonian. As discussed in Sec. 3.2, in the absence of single-ion
anisotropy (i.e., in the tetragonal symmetry phase), it is given by the incommensurate bi-collinear
state that we parametrize as
ψA =ψ0Re[(Xˆ − iYˆ )ei(QX+θX)] (3.56a)
ψB =ψ0Re[(−Yˆ − iXˆ)ei(QX+θX)]. (3.56b)
with Q determined by minimization of the lowest eigenvalue of the quadratic dispersion forDab = 0.
We find that it is given by
d
dQ
[
ǫ2Q − c2abQ2
]
= 0 (3.57)
which gives
Q =
√
2k20 − τ (3.58)
and θ is arbitrary Goldstone mode for Dab = 0, and ψ0 is determined by minimization of the energy
along with quartic terms.
In terms of this representation the single-ion anisotropy part of the Hamiltonian reduces to:
Hani = −Dabψ20 cos(2Qx+ 2θ) (3.59)
In the ordered state, the energy density reduces to
f =
κ
2
(∂xθ)
2 − g cos(2θ + 2QX) (3.60)
=
κ
2
(∂Xϕ)
2 − κQ∂aϕ+ κ
2
Q2 − g cos(2ϕ) (3.61)
with ϕ = θ + Qx, κ = ca2 ψ
2
0, g =
ψ40
4 (A
−1
a + A
−1
b )(A
−1
a − A−1b )2. This is a standard sine-Gordon
model.
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Figure 3.7: Energy (E(k)) as a function of momentum Q in commensurate-incommensurate tran-
sition in ϕ representation of Eq. (3.61). Qc represents the CI transition point.
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The sine-Gordon model with a twist Q exhibits a well-known CI transition between a phase
where pinning g dominates with ϕC = 0 and an incommensurate phase where elasticity dominates
leading to proliferation of domain walls at
Qc =
2
πξ
=
4
π
√
g
κ
, (3.62)
of width ξ = 12
√
κ
g that corresponds to an incommensurate state that asymptotically gives φI = Qx.
For Q < Qc, the system is in the bi-collinear state with ϕ = −Qx/2. On the other hand when
Q > Qc, the system becomes incommensurate state where solitons (domain-walls) proliferate with
ϕ = 0 at large Q. We can analyze the static structure function of these two states in the following
way.
3.4.1 Dynamic structure function in the soliton regime
As we have demonstrated in the previous section 3.4, the commensurate-incommensurate
transition is governed by a following Hamiltonian
H =
∫ [
1
2
κ(∇θ)2 − g cos(2θ + 2QX)
]
, (3.63)
=
∫ [
1
2
κ((∇ϕ)2 − 2Q∂aϕ)− g cos 2ϕ
]
, (3.64)
where Q = q1 − q0/2 and κ and g are given in Section 3.4. The model exhibits CI transition at a
critical value of incommensurability
Qc =
1
πξ
=
2
π
√
g
κ
(3.65)
ξ =
1
2
√
κ
g
(3.66)
between a commensurate state θ = 0(ϕ = −Qa), corresponding to a spin density wave at q = 12q0aˆ
and an incommensurate state, where solitons (domain-walls) proliferate, at large Q asymptotically
leading to θ∞ = Qa(ϕ = 0), corresponding to a spin density wave at q = q1aˆ. The average tilt is
θ¯(a) = qa, where q(Q) ≃ π/d = πns(Q), where d, ns is soliton spacing and density, respectively.
In the dilute soliton limit (close to Qc), ξ ≪ d can be taken to be zero and as can be seen from
95
Fig. 3.9 δθ(a) = θ(a)− qa becomes simply a linear function
δθ(a) = −π
d
(a− d/2), for 0 < x ≤ d, (3.67)
periodically extended.
Figure 3.8: θ(x) (Elliptic integral of the second kind) displaying a train of domain walls in the
incommensurate state, just above Qc, as well as the average tilted form θ¯(x) = qx.
At T = 0, the structure function I(k) can be straightforwardly computed
I(k) = Re
∫ ∞
−∞
dxe−ik·x〈ei 12 q0x+iθ(r)−iθ(0)〉. (3.68)
In the incommensurate phase, at zero temperature
II(k) ≃ Re
∫ ∞
−∞
dxei(
1
2
q0+q)x−ik·x+iδθ(x) (3.69)
We note that at large Q, q → Q = q1 − 12q0, reducing the SDW peak from the commensurate 12q0
to the incommensurate q1 wavevector, and the structure function becomes a Bragg peak δ-function
at q1.
For intermediate values of Q > Qc, it is simply a Fourier transform of e
iδθ(x), that can be
easily taken in the above linear (saw-tooth) approximation. Let us take x = d(n+ τ/2π), we find
II(k) ≃ d
2π
Re
∞∑
−∞
ei(
1
2
q0+q−k)dn
∫ 2π
0
dτei
d
2pi
( 1
2
q0+q−k)τ−i 12 (τ−π), (3.70)
≃
∑
p
δ(k − 1
2
q0 − q − 2πp/d)2Re
∫ π
0
dτe−ipτ−i
1
2
(τ−π), (3.71)
≃
∑
p
4
2p+ 1
δ(k − 1
2
q0 − q − 2πp/d) (3.72)
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Figure 3.9: A train of domain walls in the incommensurate state, δθ = θ(x)− θ¯(x), just above Qc,
after θ¯(x) = qx has been subtracted.
Thus, as anticipated, just above Qc the appearance of solitons leads to higher harmonic x-ray peaks
at qp = 2πp/d, with the amplitude Ap = 4/(2p+ 1).
At finite temperature, fluctuations about θs(x) need to be included. However, because of
these fluctuations are described by an xy-model (because spatial rotational invariance is explicitly
broken), we expect that in 3d these fluctuations are finite and lead to a finite Debye-Waller factor
suppressing the amplitude of these Bragg peaks but leaving them sharp at the limit of the resolution
(or due to disorder). Generalization of this analysis to a dynamic structure function may be of
interest in comparing with inelastic neutron scattering.
We next turn our attention to the dynamic properties of Fe1+yTe.
3.5 Structure function for Fe1+yTe
We now study the dynamics of Fe1+yTe in the ordered bi-collinear (T < TN ) and disordered
paramagnetic (T > TN ) states. Our main motivation is to understand the recently measured dy-
namic structure function of Fe1+yTe from inelastic neutron scattering (INS) experiment by Parshall
et al. [143] focused on the regime near TN . Studying Fe1.08Te, which shows a commensurate bi-
collinear order at lower temperature, they found that above TN = 67.5K, the inelastic scattering
controlled by spin-wave fluctuations is peaked at an incommensurate wavevector, qinc = [0.45, 0, 0.5]
and zero frequency (Note that we use the notation from Parshall et al. [143]). Furthermore, in the
ordered state the excitation gap near E = 6 meV is also observed consistent with other experiments.
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With these experiments performed in a relatively higher temperature regime, i.e. near TN , we
utilize a hydrodynamic description based on Halperin and Hohenberg’s work on the planar magnet,
extending it to spiral states of Fe1+yTe and finding qualitative agreement with experiments [143].
3.5.1 Static structure function in paramagnetic state, PMO
Before turning to the calculation of the dynamic structure function, it is instructive to com-
pute the static structure function in the orthorhombic paramagnetic PMO state just above the
transition to the bi-collinear planar spiral state. We note that although in Fe1+yTe this PMO
phase has not been observed (as it undergoes a direct first-order transition from PMT to AFMO),
as discussed above and illustrated in the phase diagram of Fig. 3.6, generically it is allowed and
has been observed in other materials [148, 149]. This static structure computation elucidates the
competition between the incommensurate spiral state selected by the exchange interaction and the
commensurate state imposed by the single-ion anisotropy.
Motivated by microscopic description in Sec. 3.2, we utilize an effective continuum model,
with quadratic part of the Hamiltonian density given by
H0 =
∑
σ=a,b,z
Sσ ǫˆSσ +Dab(S
2
a − S2b ) cos(q0X) (3.73)
where the dispersion is given by
ǫˆ =
ca
4q21
(−∂2a − q21)2 − cb∂2b − cz∂2z + τ. (3.74)
As discussed in the above, for weak anisotropy, the ordering is into a coplanar spiral state 2 given
by
S =Re
[
ψ(aˆ− ibˆ)eiq1X
]
(3.75)
where q1 = 2 cos
−1(− J12J2a ) minimizes the exchange dispersion. The complex spiral order parameter
2 Here for simplicity we focus on single, two-sublattice spiral.
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ψ encodes the dominant fluctuations near TN . In terms of it, the H0 reduces to
H0 =
∑
k
ǫk|ψ|2 + 1
2
Dab(ψ
2e2iq1X + c.c.) cos(q0X) (3.76)
=
1
2
∑
k
(
ψ∗ ψ
) ǫk DabeiQX
Dabe
−iQX ǫk



 ψ
ψ∗

 (3.77)
where
ǫk =cak
2
a + cbk
2
b + czk
2
z + τ (3.78)
Q =q0 − 2q1. (3.79)
Above matrix form is easily diagonalized and, using ψ(r) = 1√
N
∑
k ψke
ik·r, straightforward
analysis gives,
H0 = 1
2
∑
k
[
E+k |ψ+k |2 + E−k |ψ−k |2
]
(3.80)
where 
 ψk+q∆/2
ψ∗−k+q∆/2

 =

uk −v∗k
vk u
∗
k



ψ+k
ψ−k

 =

ukψ+k − v∗kψ−k
vkψ
+
k + u
∗
kψ
−
k

 . (3.81)
The coefficients, uk and vk, are given by
uk =
√
1
2
(
1 +
εk−
Ek
)
, vk =
√
1
2
(
1− εk−
Ek
)
(3.82)
where
εk± =
1
2
(ǫk+q∆
2
± ǫ−k+q∆
2
) (3.83a)
Ek =
√
ε2k− +D
2
ab (3.83b)
E±k =εk+ ± Ek. (3.83c)
Expressing Sk in terms of these normal modes
Sk =
1
2
(v∗
k+
q0
2
ψ+∗
k+
q0
2
+ uk+q0
2
ψ−∗
k+
q0
2
+ u∗
k−q0
2
ψ+∗
k−q0
2
− vk−q0
2
ψ−∗
k−q0
2
). (3.84)
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Figure 3.10: The spectra showing two shifted parabolas hybridized weakly (in proportion to Dab)
at their crossings.
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Figure 3.11: The static structure function where the shift of peaks from incommensurate wavevector
q1 (red line) to commensurate wavevector q0/2 (blue line) are shown. The dashed lines are the value
in between. The plot is drawn in arbitrary unit.
and using equipartition for the correlation function of the normal modes in the PM state, we obtain
the static structure function for T > TN
Ik(k) =〈S∗kSk〉 (3.85a)
=
kBT
2

 |vk+q02 |2
E+
k+
q0
2
+
|uk+q0
2
|2
E−
k+
q0
2
+
|uk−q0
2
|2
E+
k−q0
2
+
|vk−q0
2
|2
E−
k−q0
2

 (3.85b)
=
kBT
4

 ǫ(k+q02 )+q∆2
E+
k+
q0
2
E−
k+
q0
2
+
ǫ−(k−q0
2
)+
q∆
2
E+
k−q0
2
E−
k−q0
2

 . (3.85c)
3.5.2 Dynamic structure function in paramagnetic state, PMO
We now turn to the computation of the dynamic structure function, first focusing on the
paramagnetic state. Because the primary experiments [143] of our interest is corresponding to high
temperature, we utilize a classical hydrodynamic description [150]. Standard symmetry arguments,
together with nontrivial spin commutation relations lead to a model E hydrodynamics, described
by Langevin equation,
∂tφ =− γ δH
δφ∗
− iΓφδH
δm
+ ζ (3.86)
∂tm =λ∇
2 δH
δm
+ ΓIm
(
φ∗
δH
δφ∗
)
+ ζm (3.87)
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where φ = Sa − iSb, m = Sz, and Γ, γ, λ are coefficients related with the dynamics of the system.
ζ = ζa − iζb is a thermal Gaussian noise, i.e.
〈ζσ(t)〉 = 0 (3.88)
〈ζσ(t)ζσ′(t′)〉 = 2γkBTδσσ′δ(t− t′). (3.89)
where the structure of the variances imposed by the fluctuation-dissipation relation [150]. The
equations consist of purely dissipative (relaxational) terms as well as the reactive parts that capture
the spin precessional dynamics as studied extensively for numerous other magnetic systems. The
new ingredient here is the spiral nature of the ordered state and the single-ion pinning anisotropy
special to Fe1+yTe.
In disordered paramagnetic state, we can take the harmonic approximation from which we
can ignore the nonlinear precessional terms. Thus the equations of motion simplify to
∂Sσ
∂t
=− γ δH0
δSσ
+ ζσ (3.90)
and using Eq. (3.75) for the spin spiral state, we have
∂
∂t

 ψ
ψ∗

 =− 2γ

 ǫˆ′ DabeiQX
Dabe
−iQX ǫˆ′



 ψ
ψ∗

+

 ζq1
ζ−q1

 (3.91)
where ǫˆ′ = −ca∂2a − cb∂2b − cz∂2z + τ and ζq1 , ζ−q1 are independent Gaussian noise with
〈ζk(t)ζ−k(t′)〉 = 4γkBTδ(t− t′). (3.92)
After Fourier transformation, the susceptibility can be obtained straightforwardly,
χ˜ =

−iω + 2γǫk+Q/2 2γDab
2γDab −iω + 2γǫ−k+Q/2


−1
(3.93)
from which we can find
ψ(k+
q∆
2
, ω) =C
[
(−iω + 2γǫ−k+q∆
2
)ζk+q∆
2
+ 2γDabζk−q∆
2
]
, (3.94a)
ψ∗(−k+ q∆
2
,−ω) =C
[
2γDabζk+q∆
2
+ (−iω + 2γǫk+q∆
2
)ζk−q∆
2
]
(3.94b)
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Figure 3.12: The dynamic structure function in function of k (top) and ω (bottom). We can see
the shift of peaks from the incommensurate state (red) where Dab is small to commensurate state
(blue) where Dab is large. The dashed lines are the value in between. The lorentzian peak at ω = 0
represents the relaxational dynamics which is the main feature of disordered phase.
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where C = (−ω2 + 4γ2(ε2k+ − E2k − iωεk+/γ))−1. Now using (with q1 = 12(q0 −Q))
Sb(k, ω) =
1
2
(ψk−q1 + ψ
∗
−k−q1) (3.95)
=
1
2
(ψ((k− q0
2
) +
q∆
2
, ω) + ψ∗(−(k+ q0
2
) +
q∆
2
,−ω)) (3.96)
the dynamic correlation function is
〈Sb(k, ω)Sb(−k,−ω)〉 =1
4
〈ψ(k− q0
2
+
q∆
2
, ω)ψ∗(k− q0
2
+
q∆
2
, ω)〉
+
1
4
〈ψ∗(−k− q0
2
+
q∆
2
,−ω)ψ(−k− q0
2
+
q∆
2
,−ω)〉 (3.97)
=
γkBT (ω
2 + 4γ2(ǫ2
k+
q0
2
+
q∆
2
+D2b ))
(−ω2 + 4γ2(ε2
k+
q0
2
,+
− E2
k+
q0
2
))2 + (4γωεk+q0
2
,+)
2
+
γkBT (ω
2 + 4γ2(ǫ2−k+q0
2
+
q∆
2
+D2b ))
(−ω2 + 4γ2(ε2−k+q0
2
,+
− E2−k+q0
2
))2 + (4γωε−k+q0
2
,+)
2
(3.98)
We can easily obtain the static structure function by integrating over ω which verifies our
calculation.
3.5.3 Dynamic structure function in planar spiral state
3.5.3.1 Order parameter structure
Before we move on to find the dynamic structure function, let us consider the order parameter
structure in the ordered state first. As we discussed in Sec. 3.2, the order parameter in bi-collinear
state is given by Eq. (3.11)
ψA,i =(−)(xi−yi)/2
(
1√
2
,
1√
2
, 0
)
, (3.99)
ψB,i =(−)(xi−yi−1)/2
(
1√
2
,
1√
2
, 0
)
(3.100)
and we need to consider the fluctuations from each lattice separately. When we focus on the low
energy fluctuations, however, the optical modes (i.e., fluctuations out of phase between A and B
components) can be ignored and ψA and ψB are simply related by ψ ≡ ψA = ψB, thus giving us
essentially single fluctuation spiral order parameter.
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Figure 3.13: The dynamic structure function in disordered phase above the commensurate state in
k and ω space.
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Both commensurate or incommensurate spin-spiral state can be written as
S = Re(ψeiq·r) (3.101)
where q represents commensurate or incommensurate ordering vector. For ψ, there are two possible
states, so called, ferromagnetic and polar states. Note that ferromagnetic does not literally means
ferromagnetic order here.
For ferromagnetic state, ψ is written by,
ψ = (nˆ+ imˆ)eiϕ (3.102)
where nˆ and mˆ are two real vectors with nˆ · mˆ = 0. Therefore S can be represented by,
S = nˆ cos(q · r+ ϕ) + mˆ sin(q · r+ ϕ) (3.103)
This describes the spin spiral in xy plane. Note that in general ψ is in S3 = S2 × U(1) space,
with two Goldstone modes. However, we have an easy-plane in xy plane and lˆ = nˆ× mˆ is fixed at
zˆ. Therefore the order parameter manifold effectively reduces from S3 → SU(2) due to an easy-
plane anisotropy. The Goldstone mode ϕ is the fluctuation of the spin direction (phase), which
corresponds to the shift of spin spiral.
For polar state, ψ has a simpler form of
ψ = nˆeiϕ (3.104)
Now there are two different Goldstone modes corresponding to the spin direction fluctuation and
shift of spiral. In this case,
S = nˆ cos(q · r+ ϕ) (3.105)
As we can see from above, the spin spiral is naturally described by ferromagnetic order
parameter. Thus we expect the ferromagnetic order parameter is what we have in our system and
the spin components can be represented by
Sa =S0 cos(q · r+ ϕ(r)) (3.106a)
Sb =S0 sin(q · r+ ϕ(r)) (3.106b)
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with S0 being constant. We also choose r = aˆ due to the crystal structural transition spontaneously
chooses the direction of the order parameter.
3.5.3.2 Incommensurate phase
Now we study the dynamic structure function in ordered phase. Our Hamiltonian is given
by Eq. (3.30) and we ignore the single-ion anisotropy for incommensurate phase since they are less
dominant. Then the Hamiltonian becomes,
Heff =
∑
σ=a,b
Sσ ǫˆSσ +
1
2χm
m2 (3.107)
where we included m2 term for z-directional response.
From model E [150], the Langevin equations are given by
∂tφ =− γ δH
δφ∗
− iΓφδH
δm
+ ζ (3.108)
∂tm =λ∇
2 δH
δm
+ ΓIm
(
φ∗
δH
δφ∗
)
+ ζm (3.109)
where φ = Sa − iSb and Γ, γ, λ are coefficients related with the dynamics.
We can express the above equations of motion explicitly using our model in Sa and Sb,
∂tSa =− γǫˆSa − Γχ−1m Sbm+ ζa (3.110a)
∂tSb =− γǫˆSb + Γχ−1m Sam+ ζb (3.110b)
∂tm =λχ
−1
m ∇
2m− ΓSaǫˆSb + ΓSbǫˆSa + ζm (3.110c)
Now plugging in our order parameter, Eq. (3.106), we have
∂tϕ =− γǫˆ′ϕ+ Γ
χm
m+ ζϕ(k) (3.111a)
∂tm =
λ
χm
∇
2m− Γǫˆ′ϕ+ ζm(k). (3.111b)
After Fourier transform we have
(−iω + γǫk)ϕ(k, ω) = Γ
χm
m(k, ω) + ζϕ(k, ω) (3.112a)
(−iω + λ
χm
k2)m(k, ω) =− Γǫkϕ(k, ω) + ζm(k, ω). (3.112b)
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Let us find the characteristic frequency first. It can be found from the determinant,
ω2 + iω(γǫk +Dmk
2)−Dmγǫkk2 − Γ
2
χm
ǫk = 0 (3.113)
which gives us
ω =
1
2
[
− i(γǫk +Dmk2)±
√
−(γǫk +Dmk2)2 + 4Dmγǫkk2 + 4 Γ
2
χm
ǫk
]
(3.114a)
≃± Γ
√
ǫk
χm
− 1
2
i(γǫk +Dmk
2) (3.114b)
≃± Ω(k)− i
2
D(k)k2 (3.114c)
where Dm =
λ
χm
, Ω(k) = c0
√
ǫk, D(k) = (γǫk +Dmk
2)/k2, and c0 =
Γ√
χm
.
Rewriting the equations of motion, we have
ϕ(k, ω)
m(k, ω)

 = 1−ω2 +Ω(k)2 − iω(D(k)k2)
×

−iω +Dmk2 Γχm
−Γǫk −iω + γǫk



ζϕ(k, ω)
ζm(k, ω)

 . (3.115)
Using the noise correlations,
Iζϕζϕ = 〈ζϕ(k, ω)ζϕ(−k,−ω)〉 =2kBTγ (3.116)
Iζmζm = 〈ζm(k, ω)ζm(−k,−ω)〉 =2kBTλk2 (3.117)
(3.118)
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we can obtain correlation functions,
Cϕϕ =
1
(ω2 − ω(k)2)2 + ω2D(k)2k4
[
(ω2 + (Dmk
2)2)Iζϕζϕ +
(
Γ
χm
)2
Iζmζm
]
(3.119a)
=
2kBT
(ω2 − ω(k)2)2 + ω2D(k)2k4
[
γ(ω2 + (Dmk
2)2) +
(
Γ
χm
)2
λk2
]
(3.119b)
≃2kBT
k2
γω2k2 +Dmc
2
0k
4
(ω2 − ω(k)2)2 + ω2D(k)2k4 (3.119c)
Cmm =
1
(ω2 − ω(k)2)2 + ω2D(k)2k4
[
(Γǫk)
2Iζϕζϕ + (ω
2 + γ2ǫ2k)Iζmζm
]
(3.119d)
=
2kBT
(ω2 − ω(k)2)2 + ω2D(k)2k4
[
γ(Γǫk)
2 + λk2(ω2k2 + γ2ǫ2k)
]
(3.119e)
≃ 2kBTχm(γc
2
0ǫ
2
k +Dmω
2k2)
(ω2 − ω(k)2)2 + ω2D(k)2k4 (3.119f)
Cϕm =
1
(ω2 − ω(k)2)2 + ω2D(k)2k4
[
(−iω +Dmk2)(−Γǫk)Iζϕζϕ +
Γ
χm
(iω + γǫk)Iζmζm
]
(3.119g)
=
2kBT
(ω2 − ω(k)2)2 + ω2D(k)2k4
[
−γ(−iω +Dmk2)Γǫk + Γ
χm
(iω + γǫk)λk
2
]
(3.119h)
=
2kBT
(ω2 − ω(k)2)2 + ω2D(k)2k4
[
iωΓ(γǫk +Dmk
2)
]
(3.119i)
=i
2kBTωΓD(k)k
2
(ω2 − ω(k)2)2 + ω2D(k)2k4 (3.119j)
Note that the above correlation functions are similar to those of the planar magnet obtained
from Ref. [150].
3.5.3.3 Commensurate phase
The main difference between commensurate and incommensurate phases are the pinning term
whose origin is the orthorhombic distortion. The main consequence of the pinning term is opening
up the gap at the spin wave excitation.
With strong pinning term, the equation of motion becomes,
∂tϕ =− γ(ǫkϕ+ 2Dab sin(2ϕ+Qa)) + Γ
χm
m+ ζθ(k) (3.120)
∂tm =
λ
χm
∇
2m− Γ(ǫkϕ+ 2Dab sin(2ϕ+Qa)) + ζm(k). (3.121)
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Now replacing ϕ with θ using θ = 2ϕ−Qa,
∂tθ =− γǫkθ − 4γDab sin θ + 2 Γ
χm
m+ ζθ(k) (3.122)
∂tm =
λ
χm
∇
2m− 1
2
Γǫkθ − 2ΓDab sin θ + ζm(k). (3.123)
where we multiplied 2 for θ equation. The above equations resemble the sine-Gordon equation and
in general the nonlinearity should be considered. In simple approximation, however, since θ is small
in commensurate phase, we can expand sine term in θ. This gives us,
∂tθ =− γ(ǫk + 4Dab)θ + 2 Γ
χm
m+ ζθ(k) (3.124)
∂tm =
λ
χm
∇
2m− 1
2
Γ(ǫk + 4Dab)θ + ζm(k). (3.125)
which are linear in θ and m. Therefore we can find the correlation functions straightforwardly as
before. Again we take Fourier transform and write the above equation in matrix form.
 θ(k, ω)
m(k, ω)

 = 1−ω2 +ΩG(k)2 − iω(Dg(k)k2)
×

 −iω +Dmk2 2Γχm
−12Γ(ǫk + 4Dab) −iω + γ(ǫk + 4Dab)



 ζθ(k, ω)
ζm(k, ω)

 (3.126)
where Dg(k) = (γ(ǫk + 4Dab) +Dmk
2)/k2 ,Ωg(k) = c0
√
ǫk + 4Dab and c0 =
Γ√
χm
.
Using the noise correlations,
Iζθζθ = 〈ζθ(k, ω)ζθ(−k,−ω)〉 =2kBTγ (3.127)
Iζmζm = 〈ζm(k, ω)ζm(−k,−ω)〉 =2kBTλk2 (3.128)
(3.129)
the similar calculation from the previous section gives us,
Cθθ ≃2kBT
k2
γω2k2 +Dmc
2
0k
4
(ω2 − Ωg(k)2)2 + ω2Dg(k)2k4 (3.130)
Cmm ≃2kBTχm(γc
2
0(ǫk + g)
2 +Dmω
2k2)
(ω2 − Ωg(k)2)2 + ω2Dg(k)2k4 (3.131)
Cθm =i
2kBTωΓDg(k)k
2
(ω2 − Ωg(k)2)2 + ω2Dg(k)2k4 (3.132)
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Note that the dispersion relation in incommensurate is gapless while it is gapped in commen-
surate. This result is consistent with the mean field result as expected. Therefore we have a good
agreement between the mean-field calculation and the hydrodynamic calculation.
3.6 Summary and Conclusion
To conclude, we studied Fe1+yTe, a parent material of iron based superconductor. We con-
structed our model based on the theory by Turner et al. with inclusion of the single ion anisotropy.
The single ion anisotropy originated from the magnetoelastic coupling from which we mapped out
the phase diagram of magneto-structural transition. We showed the existence of the first order
magneto-structural transition at certain range of parameters. At low temperature, the commen-
surate bi-collinear state and the incommensurate spin-spiral were obtained from our model as
well as the excitation spectrum which was consistent with the experimental observations. The
commensurate-incommensurate transition was also analyzed. Finally, we computed dynamic struc-
ture functions at paramagnetic states and found the qualitative agreement with the recent experi-
ments. The correlation function of Goldstone mode in magnetically ordered state is also computed.
Chapter 4
Conclusions and outlook
In this thesis, the finite momentum phases of degenerate atomic gas and FeTe, a parent
material of iron superconductors are investigated.
In particular, we studied a degenerate gas of two species bosonic atoms interacting through
p-wave Feshbach resonance, as realized in 85Rb-87Rb mixture. We mapped out the corresponding
phase diagram and thermodynamic properties of the phases as a function of temperature, atom
number, and Feshbach resonance detuning. We also analyzed the nature of corresponding phase
transitions.
Our main finding is that at intermediate detuning such atomic quantum gas generically
exhibits an atomic-molecular superfluid (AMSF), a finite momentum state with atoms condensed
at a finite tunable momentum Q(ν) along a direction set by the angular momentum axis of the
molecular condensate. This AMSF state undergoes quantum phase transitions described by a
quantum de Gennes model into a molecular p-wave (orbital spinor-1) superfluid (MSF) and into an
s-wave atomic superfluid (ASF) at large negative and positive detunings, respectively. A magnetic
field can be used to tune the modulation wavevector of the AMSF between zero and a value set by
interactions as well as to drive quantum phase transitions in this rich system.
On the other subject, we studied Fe1+y, a self-doped parent material of iron superconductors,
based on the model suggested by Turner et al.. We found that a single ion anisotropy which is
derived from the magnetoelastic coupling plays a central role describing Fe1+yTe. With single-ion
anisotropy, we computed the mean-field spin-wave excitations from the Holstein-Primakoff theory
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that show the correct gap structure, gapped in commensurate phase and gapless in incommen-
surate phase. We also study the magneto-structural transition prevalent in iron-based supercon-
ductors. We found that our model shows the first order transition from tetragonal-paramagnet
to orthorhombic spin spiral phase that is observed by several experiments. Furthermore we ex-
plain the commensurate-incommensurate transition which is unique in FeTe among other iron-
based superconductors. Finally we computed the dynamic structure function that qualitatively ex-
plains the recent experimental data. Our dynamic structure function showed the incommensurate-
commensurate transition near TN .
There are possible directions of extending our work. First of all, incorporating the optical lat-
tice in the degenerate gas with p-wave Feshbach resonance is a natural direction. It is also attracting
since optical lattice can enhance the chance of realizing the suggested system by suppressing the
three-body loss which is the main obstacle to the experiment. Furthermore the possible sponta-
neous vortex lattice phase that can arise from spin-1 MSF and its effect on other phases might be
interesting.
For FeTe, extending our model to the superconducting compound will be interesting. By con-
sidering the superconducting order parameter, the effect of single ion anisotropy and the commensurate-
incommensurate might give a hint to the superconducting mechanism of FeTe which might be
different to that of FeAs due to the lack of nesting.
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Appendix A
Order parameter structure of AMSF phase
As discussed in the main text, the detailed nature of the AMSF states depends on the
structure (the set of reciprocal lattice vectors, Qn) of the finite-momentum atomic order parameter.
However, because ΨQn depends on the details of the inter-atomic interactions and fluctuations, to
determine its form in general is a nontrivial problem, as exemplified by the FFLO problem and the
conventional crystallization. However, as seen in Sec.2.4, for the case of the polar AMSFp state,
the problem simplifies considerably as the energy is clearly minimized by a collinear state, with
Qn parallel to Φ. Such collinear states fall into two universality classes[110], represented by the
Fulde-Ferrell-like[8] and the Larkin-Ovchinnikov-like[9] single harmonic forms
ΨFFσ = Ψσ,Qσe
iQσ ·r, (A.1)
ΨLOσ = Ψσ,Qe
iQ·r +Ψσ,−Qe−iQ·r. (A.2)
In the FF-like (LO-like) state each species is characterized by a single Q (double ±Q) momentum,
exhibiting a uniform (periodic) atomic density.
Focusing on these two collinear (FF and LO) states, in this appendix we demonstrate that,
generically (at least within the mean-field theory), it is the FF state that is energetically selected
by the interactions.
To this end, we re-express the mean-field energy densities for FF and LO in terms of the
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corresponding eigenmodes, Ψ±Q± , latter involving two (±Q) critical modes
EFF = (εQ − |∆Q|)|ΨQ−|2 +
1
2
λ|ΨQ−|4, (A.3)
ELO = (εQ − |∆Q|)(|ΨQ−|2 + |Ψ−Q− |2)
+
1
2
λ(|ΨQ−|2 + |Ψ−Q− |2)2 + λ′|ΨQ−|2|Ψ−Q− |2, (A.4)
where λ = 14(λ1 + λ2 + 2λ12) and λ
′ = 14(λ1 + λ2 − 2λ12).
These free energies thus show that the energetically preferred form of the AMSF state is
determined by the coefficient λ′ of last term in Eq. (A.4). For λ′ > 0, i.e., λ1+λ2 > 2λ12, the single
Q FF-like state is selected. On the other hand, for λ′ < 0, i.e., λ1 + λ2 < 2λ12, it is the LO-like
state that has the lowest energy.
Combining above requirement on λ′ for the stability of the LO-like state with the condition
for two-species miscibility, λ1λ2 > λ
2
12, we find an inequality
λ1 + λ2
2
< λ12 <
√
λ1λ2 (A.5)
which for positive couplings λi can be shown to have a zero-range of stability. Thus, as advertised,
within mean-field approximation it is the single Q FF-like AMSF state that is always energetically
selected. Perhaps the LO-like AMSF form can be realized for a metastable atomic gas with λi < 0,
as e.g., realized by a 87Rb-85Rb mixture.
