Vivification de formules propositionnelles clausales by Piette, Cédric et al.
Vivification de formules propositionnelles clausales
Ce´dric Piette, Youssef Hamadi, Lakhdar Sa¨ıs
To cite this version:
Ce´dric Piette, Youssef Hamadi, Lakhdar Sa¨ıs. Vivification de formules propositionnelles
clausales. Gilles Trombettoni. JFPC 2008- Quatrie`mes Journe´es Francophones de Program-
mation par Contraintes, Jun 2008, Nantes, France. pp.277-285, 2008. <inria-00292663>
HAL Id: inria-00292663
https://hal.inria.fr/inria-00292663
Submitted on 2 Jul 2008
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Actes JFPC 2008
Vivification de formules propositionnelles clausales
Ce´dric Piette1 Youssef Hamadi2 Lakhdar Sa¨ıs1
1 Universite´ Lille-Nord de France, Artois, F-62307 Lens
CRIL, F-62307 Lens
CNRS UMR 8188, F-62307 Lens
2 Microsoft Research




Dans cet article, nous pre´sentons une nouvelle tech-
nique de pre´traitement d’une formule boole´enne mise
sous forme normale conjonctive (CNF). A` la diffe´rence
de la plupart des approches actuelles, notre proce´dure
vise a` ame´liorer la capacite´ de propagation des clauses
de la formule tout en produisant un nombre limite´ de
clauses utiles. Plus pre´cise´ment, un test incomplet de
redondance est effectue´ sur chaque clause d’une for-
mule. Celui-ci est base´ sur la propagation unitaire, et
peut conduire soit a` la production d’une sous-clause ou
a` la ge´ne´ration d’une nouvelle clause, via les techniques
d’apprentissage imple´mente´ dans les solveurs modernes.
Cette nouvelle approche est compare´e empiriquement au
meilleur pre´processeur actuel, en terme de re´duction de
la formule conside´re´e et d’ame´lioration pratique de sa
re´solution par l’un des meilleurs solveurs SAT.
Abstract
In this paper, we present a new way to preprocess
Boolean formulae in Conjunctive Normal Form (CNF).
In contrast to most of the current pre-processing tech-
niques, our approach aims at improving the filtering po-
wer of the original clauses while producing a small num-
ber of additional and relevant clauses. More precisely,
an incomplete redundancy check is performed on each
original clauses through unit propagation, leading to ei-
ther a sub-clause or to a new relevant one generated by
the clause learning scheme. This preprocessor is empiri-
cally compared to the best existing one in term of size
reduction and the ability to improve a state-of-the-art
satisfiability solver.
1 Introduction
Depuis plusieurs anne´es, les traitements pre´limi-
naires de formules CNF ont e´te´ de plus de plus e´tu-
die´es par la communite´ SAT. Cet inte´reˆt peut eˆtre
explique´ par diffe´rents facteurs. Tout d’abord, la ca-
pacite´ des pre´processeurs a` re´duire les formules CNF
de grande taille provenant de l’encodage de proble`mes
re´els permet d’accroˆıtre la robustesse des solveurs
SAT. En outre, l’e´limination de clauses ou l’ajout de
nouvelles clauses pertinentes peut permettre de mieux
guider la recherche dans des zones importantes de d’es-
pace de recherche, et renforcer l’efficacite´ des sche´-
mas d’apprentissage. Les techniques de pre´traitement
permettent e´galement de ge´rer efficacement diffe´rents
types de structures contenues dans les formules CNF,
qu’il serait difficile de prendre en conside´ration pen-
dant la recherche.
L’une des techniques de pre´traitement les plus ef-
ficaces, appele´e SatElite [7], est a` pre´sent inte´gre´e
dans les meilleurs solveurs SAT actuels, tels que Mi-
nisat [8] et RSAT [14]. Il est maintenant admis que les
performances de ces solveurs sont dans la majorite´ des
cas grandement ame´liore´es par ce pre´traitement par-
ticulier, a` tel point que SatElite est de plus en plus
souvent utilise´ par les participants de la compe´tition
SAT.
Ainsi, pre´traiter une formule CNF avant sa re´solu-
tion est maintenant connu comme une e´tape impor-
tante, et un grand nombre de pre´processeurs ont e´te´
propose´s par le passe´. L’un des premiers algorithmes
de pre´traitement efficace, appele´ 3-Resolution, a e´te´
propose´ en conjonction du solveur Satz [12]. Celui-ci
consiste a` ajouter a` la formule toutes les clauses re´sol-
vantes de taille infe´rieure ou e´gale a` 3, jusqu’a` satura-
tion. De plus, toutes les clauses subsume´es sont de´tec-
te´es et supprime´es de la CNF. Un pre´processeur moins
gourmand en ressources a ensuite e´te´ propose´ dans
[3]. Du nom de 2-SIMPLIFY, il a e´te´ de´veloppe´ afin
d’ame´liorer l’efficacite´ des solveurs sur les proble`mes
issus du monde re´el, qui contiennent souvent un grand
nombre de clauses binaires (i.e. contenant exactement
2 litte´raux). Sommairement, l’ide´e est donc d’utiliser
ces clauses binaires pour construire un graphe d’im-
plication, duquel on peut de´duire des clauses unitaires
par le calcul de la fermeture transitive. Si de telles
clauses sont produites, elles sont propage´es et ce pro-
ce´de´ est ite´re´ jusqu’a` ce qu’un point fixe soit atteint.
Plus tard, un nouveau pre´processeur baptise´ HyPre a
ge´ne´ralise´ 2-SIMPLIFY en utilisant l’hyper-re´solution
pour de´duire de nouvelles clauses binaires [1]. De plus,
cet algorithme de´tecte et substitue les litte´raux e´quiva-
lents de manie`re incre´mentale. En conse´quence, HyPre
se montre plus efficace que son pre´de´cesseur pour la
plupart des formules traite´es.
La « classique » proce´dure DP, base´e sur l’e´limina-
tion de variables par re´solution, a e´galement e´te´ consi-
de´re´e comme pre´traitement d’une CNF. A` cause de
sa complexite´ exponentielle en espace, un sche´ma plus
faible a e´te´ adopte´ par la proce´dure NiVER [15]. Celle-
ci e´limine les variables par re´solution si ce calcul ne
conduit pas a` augmenter le nombre de litte´raux de la
CNF. Appliquer NiVER avant de re´soudre une formule
permet de grandement ame´liorer les performances des
solveurs modernes. Celle-ci a ensuite e´te´ ame´liore´e par
l’utilisation d’une nouvelle re`gle de substitution et de
signatures de clauses [7], pour former le de´sormais ce´-
le`bre pre´processeur SatElite.
A l’heure actuelle, seuls les pre´processeurs base´s sur
l’e´limination de variables, comme SatElite, via une
forme limite´e de re´solution sont maintenant greffe´s
aux solveurs modernes. En effet, les autres techniques
visent a` modifier la formule CNF par l’ajout/le retrait
de clauses, en conservant ge´ne´ralement le meˆme en-
semble de variables. L’un des principaux proble`mes de
ces techniques est qu’il est difficile de mesurer la per-
tinence d’une clause, qu’elle soit ajoute´e ou e´limine´e,
par rapport a` l’e´tape de re´solution. Certaines strate´-
gies d’e´limination de clauses peuvent rendre une for-
mule plus difficile a` re´soudre. De manie`re similaire,
l’ajout de nouvelles clauses peut conduire a` l’augmen-
tation de la complexite´ spaciale sans re´duire l’espace
de recherche. En effet, dans certains cas, les clauses
ajoute´es ne font que geˆner le solveur par la ge´ne´ration
d’information redondante inutile.
Dans cet article, nous revisitons cette cate´gorie de
pre´processeurs, en utilisant uniquement des formes de
re´solution qui permettent de substituer les clauses de
la formule par des clauses plus contraintes. En d’autres
termes, notre but principal de renforcer, ou vivifier,
les clauses redondantes d’une formule CNF. Dans cet
objectif, nous appliquons une forme limite´e de test
de redondance sur chaque clause de la formule CNF,
pour de´river, ou a` de´faut faire l’approximation de l’une
de ses sous-clauses minimalement redondantes. L’ap-
proche propose´e permet e´galement de be´ne´ficier des
techniques d’apprentissage des solveurs modernes pour
produire de nouvelles re´solvantes qui sont condition-
nellement ajoute´es a` la formule.
Ce papier est organise´ comme suit : la section sui-
vante pre´sente les de´finitions de bases et les nota-
tions utilise´es a` propos de la logique propositionnelle et
SAT. Dans la section 3, l’inte´reˆt pratique de diffe´rentes
techniques de simplifications est discute´. Ensuite, des
formes particule`res de re´solution, dissimule´es par la
propagation unitaire, sont pre´sente´es, et une me´thode
incomple`te pour leur production est propose´e. Le pre´-
processeur re´sultant est de´taille´ et e´value´ dans la sec-
tion 4. Enfin, nous concluons par des perspectives de
recherches futures.
2 De´finitions et notations
Nous e´tablissons ici quelques de´finitions et notations
utilise´es dans la suite de ce papier. Soit L le langage
propositionel standard, construit sur un ensemble fini
de variables Boole´ennes. Une formule propositionnelle
est sous forme normale conjonctive (CNF) si elle peut
eˆtre repre´sente´e par un ensemble (interpre´te´ comme
conjonction) de clauses, ou` une clause est un ensemble
(interpre´te´ comme disjonction) de litte´raux, un lit-
te´ral e´tant une variable propositionnelle ou sa ne´ga-
tion. L’ensemble des variables apparaissant au sein
d’une formule CNF Σ est note´ Var(Σ). Lit(Σ) est de´-
fini comme l’ensemble {x,¬x|x ∈ Var(Σ)}. Pour un
ensemble de litte´raux L, L¯ est de´fini comme suit :
{¬l|l ∈ L}.
Une interpre´tation ρ d’une formule CNF Σ est une
application de Var(Σ) dans l’ensemble des valeurs de
ve´rite´ {vrai , faux}. Elle est en outre appele´e mode`le de
Σ ssi elle donne la valeur vrai a` Σ (note´ ρ |= Σ). Si
une formule CNF admet au moins un mode`le, alors est
dite satisfiable, sinon elle est dite insatisfiable. SAT est
le proble`me qui consiste a` de´cider si une formule CNF
donne´e est satisfiable ou non.
Soit ca = {la1 , . . . , lan , l} et cb = {lb1 , . . . , lbm ,¬l}
deux clauses. La clause c = {la1 , . . . , lan , lb1 , . . . , lbm}
est une conse´quence logique, (appele´e re´solvante) de
ca et cb. Cette re`gle de production est appele´e re´solu-
tion et est note´e ⊗R. La re´solvante c est note´e ca⊗Rcb.
Dans la suite, nous conside´rerons uniquement les re´sol-
vantes fondamentales, c’est-a`-dire les clauses produites
ne contenant pas un litte´ral et son oppose´. La plupart
des techniques utilise´es pour la re´solution de SAT (par
exemple la proce´dure DP, la propagation unitaire, les
techniques d’apprentissage, etc.) sont base´es sur une
application implicite ou explicite de la re´solution. C’est
clairement le cas de la plupart des pre´processeurs, dont
celui pre´sente´ dans cet article.
Soient c et c′ deux clauses de Σ. On dit que c′ (resp.
c) subsume (resp. est subsume´e par) c (resp. c′) ssi
c′ ⊂ c. Toute clause subsume´e peut eˆtre oˆte´e de Σ
tout en pre´servant sa satisfiabilite´. Soit Σ une formule
CNF et x ∈ Lit(Σ). On de´finit Σ|x comme la formule
simplifie´e par l’affectation de x a` la valeur vrai. De
plus, on de´finit re´cursivement PU(Σ) comme suit : (1)
PU(Σ) = Σ si Σ ne contient pas de clause unitaire,
(2) PU(Σ) = ⊥ si Σ contient deux clauses unitaires
{x} et {¬x}, (3) sinon, PU(Σ) = PU(Σ|x) avec x
apparaissant dans une clause unitaire de Σ. Une clause
c est implique´e par propagation unitaire de Σ, note´
Σ |=PU c, si PU(Σ|c¯) =⊥.
Dans la section suivante, les principales strate´gies
de pre´traitement sont discute´es, et une forme limite´e
de re´solution permettant la production de clauses plus
contraintes que les clauses de la formule originale est
pre´sente´e.
3 Pre´traiter une formule CNF
3.1 Ajouter et/ou supprimer des clauses ?
Deux principales cate´gories de pre´processeurs ont
e´te´ propose´es, les deux e´tant base´es sur la re´solution.
La premie`re vise a` e´liminer des variables de la for-
mule via une application partielle de la proce´dure DP
[6]. Plus pre´cise´ment, seules les variables pouvant eˆtre
e´limine´es en conservant une formule de taille « raison-
nable » (par rapport a` la taille de la formule initiale)
sont exhaustivement traite´es par re´solution. SatElite
appartient a` cette cate´gorie de pre´processeurs.
Le principe de la seconde cate´gorie est de modifier
la formule par l’ajout et/ou le retrait de clauses, en
conservant en ge´ne´ral l’ensemble des variables de la
formule. La plupart du temps, la production de nou-
velles clauses est effectue´e par re´solution. Par exemple,
HyPre effectue de l’hyper-re´solution pour produire de
nouvelles clauses binaires [1] qui sont ajoute´es a` la for-
mule. Ces nouvelles clauses repre´sentent de l’informa-
tion redondante par rapport a` la formule CNF initiale,
cette information supple´mentaire aidant en ge´ne´ral le
solveur dans son parcours de l’espace de recherche.
Re´cemment, une nouvelle approche introduite dans
[9] a permis la de´tection et le retrait de certaines
clauses redondantes, c’est-a`-dire de clauses c de Σ
telles Σ\{c}  c. Assez clairement, effectuer un tel
test n’est pas efficace, d’un point de vue calculatoire.
En conse´quence, la redondance est uniquement teste´e
a` travers l’application de la propagation unitaire. De
ce fait, cette approche est incomple`te, mais permet
le retrait d’un grand nombre de clauses redondantes
en temps polynomial. Toutefois, tout comme les tech-
niques base´es sur l’ajout de clauses, le pre´processeur
re´sultant peut ralentir l’e´tape de re´solution.
Le principal proble`me de ces techniques est qu’il
est difficile de caracte´riser quelles clauses redondantes
vont d’ave´rer utiles. En effet, un compromis doit eˆtre
fait entre la gestion d’un grand nombre de clauses, ce
qui ralentit les imple´mentations de DPLL, et leur per-
tinence, c’est-a`-dire leur capacite´ a` de´clencher des pro-
pagations de litte´raux. En effet, il est bien connu que
de l’information redondante peut effectivement aider
les solveurs SAT ; par exemple, le sche´ma d’appren-
tissage des solveurs modernes, produisant une clause
re´solvante particulie`re apre`s chaque conflit, peut eˆtre
vu comme un ajout dynamique d’information redon-
dante pendant la recherche. Cette strate´gie d’apprens-
tissage est maintenant conside´re´e comme l’une tech-
niques cle´s des me´thodes actuelles [2], ce qui montre
l’inte´reˆt de l’information redondante pour la re´solution
pratique de SAT. Ne´anmoins, une simple expe´rimen-
tation consistant a` ajouter a` une formule CNF toutes
les clauses apprises durant une re´solution pre´ce´dente
la rend en ge´ne´ral plus difficile a` re´soudre. De`s lors,
comment s’assurer qu’une approche pre´liminaire ajou-
tant des clauses va effectivement acce´le`rer le processus
de re´solution ?
A priori, une solution inte´ressante consisterait en
la ge´ne´ration efficace de sous-clauses de la formule.
De cette fac¸on, il y a ni ajout ni retrait de clauses,
mais substitution des clauses existantes par de plus
contraintes. Par rapport aux proce´de´s actuels de re´-
solution de SAT, un tel calcul peut avoir de grands
avantages : non seulement il permettrait d’accroˆıtre le
nombre de propagations unitaires sans clause supple´-
mentaire a` ge´rer, mais conduirait e´galement a` la ge´ne´-
ration de clause apprises plus courtes, en re´duisant la
raison des litte´raux propage´s. Plusieurs techniques ont
de´ja` e´te´ propose´es pour la production de telles sous-
clauses. Il est par exemple propose´ dans [5] de ge´ne´rer
des clauses re´solvantes et de ne conserver que celles
qui subsument au moins une clause de l’instance ori-
ginale, dans le but de la substituer. Dans la section
suivante, une nouvelle approche visant a` tester plus
syste´matiquement si une clause peut eˆtre raccourcie
est pre´sente´e. De surcroˆıt, cette technique peut be´-
ne´ficier des strate´gies d’apprentissage commune´ment
imple´mente´es au sein des solveurs pour produire de
nouvelles clauses inte´ressantes.
3.2 Une premie`re re´ponse : raccourcir les clauses
existantes
La fac¸on dont est encode´ un proble`me en CNF est
cruciale pour sa re´solution pratique, et peut conduire
a` des diffe´rences d’ordre exponentielles en ressources.
Analyser les diffe´rentes formes de mode´lisation est
maintenant une piste de recherche tre`s active (cf. par
exemple [10]).
Toutefois, meˆme avec de « bonnes » mode´lisations,
certaines clauses d’une formule CNF peuvent eˆtre re-
dondantes. On dit qu’une clause est redondante si elle
peut eˆtre infe´re´e a` partir des autres clauses de la for-
mule CNF. Une telle clause peut eˆtre e´limine´e de la
formule tout en pre´servant sa satisfiabilite´. Cependant,
comme mentionne´ plus haut, ce retrait de clauses re-
dondantes d’une formule CNF peut mener a` une de´-
gradation de sa re´solution pratique. Dans l’approche
propose´e dans ce papier, le test de redondance est ef-
fectue´ uniquement pour raccourcir des clauses en e´li-
minant certains de ses litte´raux.
Toutefois, tester si une clause est redondante est
une taˆche de complexite´ CoNP-complet [13]. Par
conse´quent, une technique incomple`te mais line´aire en
temps a e´te´ adopte´e. En effet, ce test est uniquement
effectue´ a` travers la propagation unitaire. Plus formel-
lement, une clause c d’une formule Σ est redondante
modulo la propagation unitaire (note´ RedPU (Σ, c)), ssi
Σ\{c} |=PU c. E´videmment, si RedPU (Σ, c′), et c′ ⊂ c,
alors on a e´galement RedPU (Σ, c). L’oppose´ n’est bien
suˆr pas ve´rifie´. Cette observation conduit a` une nou-
velle de´finition de redondance minimale de clauses. On
dit qu’une clause c ∈ Σ est minimalement redondante
modulo PU ssi @c′ ⊂ c t.q. RedPU (Σ, c′).
L’un des buts principaux de notre processus de vivi-
fication est de trouver pour chaque clause redondante
l’une de ses sous-clauses minimales redondantes. Par
ailleurs, le sche´ma classique d’apprentissage est utilise´
pour de´river de nouvelles clauses inte´ressantes. Notre
but est donc d’e´liminer des litte´raux des clauses d’une
formule.
Plus pre´cise´ment, quand une clause est ve´rifie´e
quant a` sa redondance, elle est retire´e de sa formule
CNF, et l’oppose´ de chacun de ses litte´raux est affecte´
un a` un suivant leur ordre lexicographique. Si l’appli-
cation de la propagation unitaire permet d’atteindre
un conflit, alors la clause teste´e est redondante modulo
PU. E´tant donne´es une formule CNF Σ et l’une de ses
clauses c = {l1, l2, . . . , ln}. En supposant que l’ordre
dans lequel sont affecte´s est (¬l1, . . . ,¬ln), deux cas
sont a` conside´rer :
1. ∃i ∈ {1, . . . , n− 1} t.q. Σ\{c} ∪ {¬l1, . . . ,¬li} PU ⊥
Dans ce cas, on a :
Σ\{c} PU c′ avec c′ = (l1 ∨ . . . ∨ li)
Cette nouvelle clause c′ subsume strictement
c. Ainsi, la clause originale peut eˆtre substi-
tue´e par la nouvelle clause de´duite. E´videm-
ment, c′ n’est pas ne´cessairement minimalement
redondante pour la propagation unitaire. En ef-
fet, un ordre d’affectation diffe´rent des litte´raux
{l1, l2, . . . , li} pourrait conduire a` la production
d’une clause encore plus petite. En fait, une nou-
velle clause η peut eˆtre ge´ne´re´e par un parcours
complet du graphe d’implication associe´ a` Σ et
des affectations des litte´raux {¬l1, . . . ,¬li} . Un
tel parcours exhaustif du graphe d’implication ga-
rantit que la clause η contient exclusivement des
litte´raux de c′. Par conse´quent, η est une sous-
clause de (l1 ∨ . . . ∨ li).
2. Comme la propagation unitaire est effectue´e apre`s
chaque affectation, si l’un des litte´raux non encore
traite´s est affecte´ par cette ope´ration de filtrage,
alors une sous-clause peut eˆtre de´duite. Trivialle-
ment, quand ce phe´nome`ne se produit, le litte´ral
propage´ est affecte´ soit positivement (il satisfait
la clause retire´e de la CNF) ou ne´gativement (il
est falsifie´ dans cette clause). En conside´rant, i et
j avec 1 ≤ i < j ≤ n, les deux cas possibles sont :
– Σ\{c} ∪ {¬l1, . . . ,¬li} PU ¬lj
Dans ce cas, on peut de´duire :
Σ\{c} PU (l1 ∨ . . . ∨ li ∨ ¬lj)
En appliquant la re´solution entre cette nouvelle
clause et c (en utilisant la variable lj), on ob-
tient :
(l1 ∨ . . .∨ lj ∨ . . .∨ ln)⊗R (l1 ∨ . . .∨ li ∨¬lj) =
(l1 ∨ . . . ∨ lj−1 ∨ lj+1 ∨ . . . ∨ ln). Cette nou-
velle clause subsume clairement c. Ainsi, la
clause initiale peut eˆtre substitue´e par la nou-
velle clause de´duite.
– Σ\{c} ∪ {¬l1, . . . ,¬li} PU lj
Dans ce cas, on peut de´duire :
Σ\{c} PU (l1 ∨ . . . ∨ li ∨ lj)
Encore une fois, la clause produite subsume c
et permet de « lui oˆter » certains litte´raux.
De cette manie`re, a` partir de l’affectation ite´re´e de
l’oppose´ des litte´raux d’une clause, une sous-clause
peut eˆtre produite. Ce calcul peut clairement eˆtre
greffe´ au sein d’un solveur moderne, et be´ne´ficier d’une
structure de donne´es paresseuse pour eˆtre effectue´.
De plus, pendant la recherche, certaines affectations
peuvent mener a` un conflit. Comme explique´ pre´ce´-
demment, lorsque ce cas se produit, la proce´dure peut
faire appel a` l’analyse de conflit imple´mente´e dans ces
meˆme solveurs pour produire une nouvelle clause (no-
good) en temps polynomial.
En conside´rant les re`gles de´finies plus haut et l’uti-
lisation de la partie apprentissage des solveurs SAT,
une formule CNF peut eˆtre vivifie´e, c’est-a`-dire ren-
due plus simple a` re´soudre. Dans la section suivante,
nous pre´sentons l’imple´mentation qui a e´te´ re´alise´e a`
partir de ces re`gles de production de sous-clauses et
les choix techniques qui ont e´te´ adopte´s.
4 Vivification d’une formule
4.1 Choix techniques
Dans cette section, diffe´rents parame`tres pratiques
sont discute´s, certains d’entre eux e´tant le fruit de tests
d’expe´rimentaux intensifs.
Tout d’abord, les ide´es propose´es dans les sections
pre´ce´dentes supposent de tester les clauses de la for-
mule dans le but de les re´duire. Cependant, si un
litte´ral est ote´ d’une clause, de nouvelles propaga-
tions peuvent eˆtre produites par cette nouvelle clause,
rendant caduques les e´checs rencontre´s lors des tests
des pre´ce´dentes clauses. Ainsi, de`s qu’un test permet
la production d’une nouvelle sous-clause, toutes les
autres sont de nouveau teste´es, a` travers une nouvelle
ite´ration de l’algorithme.
Ensuite, la technique de production de sous-clauses
pre´sente´e induit que l’ordre dans lequel les oppose´s des
litte´raux d’une clause sont affecte´s est important. As-
sez clairement, pour assurer une re´duction maximale
de la clause, tous les ordres possibles doivent eˆtre tes-
te´s. Cela conduit malheureusement a` un calcul relati-
vement lourd ; nous avons donc adopte´ une strate´gie
incomple`te qui consiste a` n’essayer qu’un ordre par-
ticulier. En pratique, une variante de l’heuristique de
choix de variable MOMS (Maximum Occurrences on
clauses of Minimum Size) [11] est utilise´e pour trier les
litte´raux et essayer de maximiser le nombre de litte´-
raux implique´s par propagation unitaire.
La seule utilisation de cette heuristique conduit ce-
pendant a` un ordre tre`s similaire des litte´raux d’une
ite´ration a` la suivante. Meˆme si une clause n’est teste´e
de nouveau que si au moins une autre clause de la for-
mule a e´te´ raccourcie, le tri selon MOMS ne semble pas
une bonne solution, car la proce´dure ne be´ne´ficierait
pas des possibles multiples ite´rations de l’algorithme.
Pour diversifier la recherche, une dose de randomisa-
tion a e´te´ ajoute´e comme suit : en supposant que les
litte´raux d’une clause soient trie´s selon MOMS, deux
d’entre eux sont choisis ale´atoirement et inverse´s dans
cet ordre.
Enfin, quand un conflit survient, la clause teste´e
c = (l1 ∨ . . . ∨ ln) est substitue´e par la sous-clause
c′ = (l1 ∨ . . . ∨ li) (cf. section 3.2). Comme mentionne´
plus haut, un parcours complet du graphe d’implica-
tion peut mener a` la de´tection d’une clause encore
plus re´duite, mais pour des raisons d’efficacite´, ce cal-
cul n’est pas effectue´ en pratique. Dans notre imple´-
mentation, le sche´ma classique d’apprentissage est uti-
lise´ pour ge´ne´rer un nogood η correspodant au premier
UIP (Unit Implication Point) du graphe d’implication.
Si cette nouvelle clause η subsume la sous-clause c′,
alors la clause c′ est substitue´e par η. Dans le cas
contraire, la clause η est ajoute´e a` la formule seulement
si sa cardinalite´ (en terme de nombre de litte´raux)
est strictement infe´rieure a` la taille de la clause tes-
te´e. Comme nos re´sultats expe´rimentaux le montrent,
cette strate´gie permet de n’ajouter qu’un nombre li-
mite´ de nogoods (< 5% du nombre de clauses initiales)
qui se montrent particulie`rement utiles pour la future
recherche exhaustive.
En conside´rant ces choix, un nouveau pre´processeur
polynomial baptise´ ReVivAl (pour pReprocessing ba-
sed on Vivification Algorithm) a e´te´ de´veloppe´. Cette
me´thode est de´crite dans l’Algorithme 1. Sommaire-
ment, pour chaque clause c d’une formule CNF Σ don-
ne´e en entre´e, c est retire´e de Σ et l’oppose´ de chacun
de ses litte´raux est alternativement affecte´ avec l’uti-
lisation de la propagation unitaire (boucle de la ligne
5 a` 37). De plus, diffe´rentes ve´rifications a` propos des
autres variables de la clause (qui « devraient » ne pas
eˆtre encore affecte´es) et la pre´sence d’un conflit sont
faites, comme pre´sente´ dans la section 3.2 (tests des
lignes 14, 16, 20, 23, 27 et 31). L’ordre dans lequel sont
litte´raux sont affecte´s est donne´ par la fonction choi-
sis un litteral qui choisit juste le litte´ral non affecte´
ayant le plus haut score dans score MOMS, ou` deux
litte´raux ont leur score inverse´. Tant qu’une clause est
re´duite (reduit mis a` vrai), le processus est poursuivi
avec toutes les autres clauses.
Notons que notre imple´mentation a e´te´ inte´gre´e a`
un solveur moderne, permettant l’utilisation des struc-
tures de donne´es et des me´canismes les plus re´cents
destine´s a` la re´solution de SAT. Ainsi, chaque test de
redondance d’une clause, qui se traduit par une suite
d’affectations, be´ne´ficie de l’efficacite´ des techniques
de watched literals. De la meˆme manie`re, l’ajout condi-
tionnel de clauses par notre technique pre´liminaire est
effectue´e via les fonctions d’apprentissage habituelle-
ment appele´es par le solveur a` chaque conflit. Cette
exploitation des structures et techniques imple´men-
te´es dans les me´thodes exhaustives permet non seule-
ment une imple´mentation a` moindre couˆt de notre me´-
thode au sein de la plupart des solveurs actuels, mais
Algorithme 1 : Vivification d’une formule CNF
Donne´es : Σ : une formule CNF
Re´sultat : une formule CNF vivifie´e
de´but1
change ←− vrai ;2
tant que change faire3
change ←− faux ;4
pour chaque c ∈ Σ faire5
Σ←− Σ\{c} ;6
Σb ←− Σ ;7
cb ←− ∅ ;8
reduit ←− faux ;9
tant que (non(reduit) et (c 6= cb))10
faire
l←− choisis un litteral(c\cb) ;11
cb ←− cb ∪ {l} ;12
Σb ←− (Σb ∪ {¬l}) ;13
si ⊥ ∈ PU(Σb) alors14
cl ←− analyse de conflit() ;15
si cl ⊂ c alors16
Σ←− Σ ∪ {cl} ;17
reduit ←− vrai ;18
sinon19
si |cl| < |c| alors20
Σ←− Σ ∪ {cl} ;21
cb ←− c ;22
si c 6= cb alors23
Σ←− Σ ∪ {cb} ;24
reduit ←− vrai ;25
sinon26
si ∃(ls ∈ (c\cb)) t.q. ls ∈27
PU(Σb) alors
si (c\cb) 6= {ls} alors28
Σ←− Σ ∪ {cb ∪ {ls}} ;29
reduit ←− vrai ;30
si ∃(ls ∈ (c\cb)) t.q. ¬ls ∈31
PU(Σb) alors
Σ←− Σ ∪ {c\{ls}} ;32
reduit ←− vrai ;33
si Non(reduit) alors34
Σ←− Σ ∪ {c} ;35
sinon36
change ←− vrai ;37
retourner Σ ;38
fin39
lui confe`re e´galement leur efficacite´ pour les diffe´rents
tests effectue´s.
L’approche ReVivAl est e´value´e empiriquement
dans la section suivante.
4.2 Expe´rimentations
Nous avons compare´ ReVivAl avec le pre´processeur
qui est a` ce jour conside´re´ comme la meilleure ap-
proche pre´liminaire, c’est-a`-dire SatElite. Le solveur
RSAT [14] a e´te´ choisi comme me´thode exhaustive, car
il est reconnu comme une imple´mentation robuste et
s’est montre´ tre`s adapte´ a` la re´solution efficace de
proble`mes structure´s a` la dernie`re compe´tition SAT.
Toutes nos expe´rimentations ont e´te´ mene´es sur des
processeurs Intel Xeon 3GHz sous Linux CentOS 4.1.
(noyau 2.6.9) avec une limite de me´moire vive de 2Go.
Pour toutes ces expe´rimentations, une limite de temps
de 3 heures CPU a e´te´ respecte´e. Au dela` de cette
limite, the note time out est reporte´e.
Nous avons compare´ ces pre´processeurs, a` la fois au
niveau de la re´duction de la formule donne´e en entre´e
et de leur impact sur l’efficacite´ de RSAT. Cette com-
paraison a e´te´ faite sur un tre`s grand jeu de bench-
marks issus des compe´titions SAT, de la SAT Race,
SATLIB et d’autres sources : plus de 5000 instances
ont e´te´ utilise´es pour ces tests expe´rimentaux qui ont
ne´cessite´ pre`s de 600 jours de temps CPU. Un e´chan-
tillon des re´sultats obtenus, contenant des exemples
auxquels nous feront re´fe´rence par la suite est propose´
dans la Table 1 Les re´sultats expe´rimentaux complets
sont en outre disponibles a` l’adresse :
http://www.cril.fr/~piette/preprocessor.html
La premie`re partie de la Table 1 indique le nom du
proble`me teste´, ainsi que le nombre de clauses (#cla)
et de litte´raux (#lit) qu’il contient. Les deux autres
parties de la table sont similaires (une pour chaque
pre´processeur) et contiennent le temps de pre´traite-
ment (en seconde), la taille de la formule re´sultante en
terme de nombre de clauses et litte´raux, et le temps
(en sec.) ne´cessaire a` RSAT pour de´cider de la satisfia-
bilite´ de la formule pre´traite´e. En outre, pour ReVivAl,
le nombre d’ite´rations effectue´es et de clauses apprises
sont reporte´es dans les colonnes intitule´es « #ite » et
« #nogood », respectivement. Pour une formule don-
ne´e, la meilleure approche est celle dont la somme du
temps de pre´traitement et de re´solution est la plus
petite. Les re´sultats de la meilleure approche sont re-
porte´s en gras.
Tout d’abord, concentrons-nous sur les instances
pouvant eˆtre re´solues simplement en e´tant pre´trai-
te´es. En effet, il existe de tels proble`mes, dont cer-
tains ont e´te´ propose´s dans les compe´titions SAT et/ou
aux SAT Races. Etant donne´es les caracte´ristiques


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































re´ussi(ssen)t a` prouver l’(in)cohe´rence d’une formule
CNF, cela signifie clairement que le proble`me est so-
luble en temps polynomial (indique´ par Polynomial
dans la table). L’inte´reˆt de ces formules pour les com-
paraisons expe´rimentales de me´thodes syste´matiques
pour SAT est sujet a` de´bat, car elles ne pre´sentent au-
cune difficulte´ combinatoire, ce qui devrait eˆtre le point
de comparaison cle´ des approches exhaustives. Parmi
les formules CNF teste´es, SatElite (respectivement
ReVivAl) a prouve´ 35 (resp. 167) instances polyno-
miales. Notons de plus que pour les 2 pre´processeurs,
ces calculs sont le plus souvent effectue´s en quelques
secondes (cf. par exemple SAT_dat.k1, ezfact16_3).
Ensuite, conside´rons la taille de la formule CNF
apre`s avoir e´te´ pre´traite´e. Des diffe´rences notables
peuvent eˆtre observe´es entre les 2 approches. En ef-
fet, d’un coˆte´, l’objectif de SatElite est l’e´limination
de variables sans augmentation de la taille de la for-
mule CNF (en nombre de clauses). En conse´quence, si
le nombre de clauses de la formule obtenue est environ
le meˆme, elle posse`de en ge´ne´ral un nombre plus e´leve´
de litte´raux. A l’oppose´, ReVivAl tente de minimiser
la taille des clauses de la formule et d’en ajouter un
nombre limite´. De ce fait, la formule simplifie´e peut
parfois contenir un nombre le´ge`rement supe´rieur de
clauses, mais le nombre moyen de litte´raux par clause
est typiquement re´duit, rendant l’exploitation de ces
clauses plus efficace par rapport a` la propagation uni-
taire. Par exemple, sur le proble`me alu4mul.miter
qui contient 30465 clauses et 103040 litte´raux (taux
#lit/#cla = 3,38), SatElite e´limine des variables en
conversant environ le meˆme nombre de clauses et de
litte´raux alors que ReVivAl retourne une plus petite
formule CNF en nombre de clauses (28992) pour un
taux e´gal a` 3,11. Dans certains cas, SatElite fournit
une formule avec un taux bien supe´rieur a` celui d’ori-
gine (cf. 3pipe_3_ooo et 3bitadd_31), mais cela ne se
produit pas avec ReVivAl.
D’une manie`re plus ge´ne´rale, en e´cartant les pro-
ble`mes ne pouvant eˆtre re´solus par l’effet d’aucun
des deux pre´processeurs en conjonction de RSAT, un
gain de temps de 18,8% peut eˆtre observe´ en faveur
de ReVivAl. De surcroˆıt, avec l’usage de SatElite,
RSAT ne parvient pas a` re´soudre 2508 instances de
notre jeu de tests en 3 heures de temps (pre´trai-
tement et solveur), tandis que ce meˆme solveur n’a
e´choue´ que pour 2457 instances avec notre approche.
Toutefois, meˆme si le plus souvent le traitement de
ReVivAl a un meilleur effet que celui de SatElite,
des contre-exemples peuvent e´videmment eˆtre trouve´s
(hanoi5u et abb313GPIA-8-cn). Ne´anmoins, de nom-
breuses classes de proble`mes sont typiquement plus
sensibles a` ReVivAl, qui semble supe´rieur a` SatElite
a` acce´le´rer la re´solution par RSAT. Par exemple, sur
les encodages boole´ens de proble`mes de factorisation
de circuits ezfact-*, sur les proble`mes Composite-
*BitPrimes sugge´re´s comme challenge pour les sol-
veurs SAT 1997 par Cook et Mitchell [4], et sur les
proble`mes de plannification gripper*, l’approche pro-
pose´e de´passe clairement SatElite.
5 Conclusion
Dans cet article, nous avons pre´sente´ une nouvelle
technique de pre´traitement de formules CNF base´e
sur une forme limite´e de re´solution, dissimule´e par la
propagation unitaire et l’analyse de conflit. Notre ap-
proche, appelle´e vivification, utilise de manie`re origi-
nale des tests de redondance pour produire des sous-
clauses et ajouter de nouvelles clauses issues des tech-
niques d’apprentissage des solveurs modernes. Son ef-
ficacite´ a e´te´ illustre´e par des expe´rimentations inten-
sives avec une imple´mentation re´cente et robuste des
techniques actuelles (RSAT). Une comparaison avec le
meilleur pre´processeur actuel (SatElite) montre que
notre algorithme, ReVivAl, simplifie efficacement cer-
taines instances et familles d’instances, comme les pro-
ble`mes d’encodage de factorisation de circuits ou de
plannification.
Ces re´sultats ouvrent de nombreuses perspectives
de recherche. L’inte´reˆt pratique de la vivification a e´te´
empiriquement de´montre´, mais il nous est apparu que
la combinaison de techniques de pre´traitement peut
permettre des ame´liorations encore plus grandes pour
la re´solution d’un proble`me. Une combinaison parti-
culie`re de ReVivAl et de SatElite a d’ailleurs permis
de de´passer toutes les approches propose´es a` la pre-
mie`re phase de qualification de la SAT RACE 2008, en
re´solvant 48 instances sur les 50 propose´es. La se´lec-
tion dynamique de pre´processeurs par des techniques
hyper-heuristiques semble eˆtre une piste prometteuse
de recherche. Enfin, une inte´gration fine de ReVivAl
au sein de solveurs modernes et son utilisation pe´rio-
dique a` chaque rede´marrage (restart) de la re´solution
sont plannifie´es comme futures e´tudes.
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