Abstract. In this note we classify the simple modules of the Ariki{Koike algebras when q = 1 and also describe the classi cation for those algebras considered in 3, 14], together with the underlying computation of the computing canonical bases of an a ne quantum group. In particular, this gives a classi cation of the simple modules of the Iwahori{Hecke algebras of type B.
Introduction
The Ariki{Koike algebras were introduced by Michel Brou e and Gunter Malle 4] in their paper on cyclotomic Hecke algebras; in part, they were motivated by the conjectures (in the case of Lie type groups) which are the focus of Broue's paper in this proceedings. In the semisimple case, the representation theory of these algebras was rst studied by Ariki In this paper we are concerned with the representation theory of the non{ semisimple Ariki{Koike algebras. Dipper and James 5] were the rst to construct and classify the irreducible modules of the Iwahori{Hecke algebras of type A. Dipper, James, and Murphy 6] extended these results to the Iwahori{Hecke algebras of type B; however, they were unable to give a labelling of the simple modules. Using slightly di erent methods Graham and Lehrer 7] studied the general case (ie. r > 2); the techniques of 6] can also be used here 17, 14] . Dipper , James, and Murphy 6] gave a conjecture for classifying the simple modules of the Iwahori{Hecke algebras of type B and they proved that this condition was su cient; Graham and Lehrer 7] extended these results to the general case. In 14] we proved the Dipper{James{Murphy conjecture for all r, with some restrictions on the parameters de ning the Ariki{Koike algebras. Our proof relies in a crucial way upon a deep result of Ariki 3] which allowed us to give an algorithm for computing the decomposition matrices of the Ariki{Koike algebras de ned over elds of characteristic zero. This algorithm is very much in the spirit of the work 
Ariki{Koike algebras
Throughout this paper we x non{negative integers n 0 and r 1.
Let F be a eld, q an invertible element of F, and u 1 ; u 2 ; : : : ; u r arbitrary elements of F. The Ariki{Koike algebra H = H n;r = H F;q;u1;::: ;ur is the unital associative F{algebra with generators T 0 ; T 1 ; : : : ; T n?1 and relations (T 0 ? u 1 ) (T 0 ? u r ) = 0;
where 1 i < n and 0 j < n.
Let S n be the symmetric group on f1; 2; : : :; ng and let s i = (i; i+1), 1 i < n, be the standard Coxeter generators of S n . If w 2 S n then a word w = s i1 : : :s ik for w is reduced if k is minimal; in this case we say that w has length k and writè (w) = k.
If s i1 : : :s ik is a reduced expression for w 2 S n let T w = T i1 : : :T ik ; the relations in H ensure that T w is independent of the choice of reduced expression for w.
Thus, the span of fT w g w2Sn is a homomorphic image of the Iwahori{Hecke algebra H (S n ) of the symmetric group. f L a1 1 L a2 2 : : :L ar n T w : w 2 S n ; and 0 a m < r for m = 1; 2; : : : ; n g is a basis for H . In particular, H has dimension r n n! over F and H (S n ) is a subalgebra of H .
Specht modules.
A partition of n is a sequence = ( 1 ; 2 ; : : :) of non{negative integers such that j j = P i 0 i = n and 1 2 0. A multipartition of n (with r components) is an r{tuple of partitions = ( (1) ; : : : ; (r) ) such that P r s=1 j (s) j = n; we write `n. For each multipartition there exists a right H {module S( ), called a Specht module, which we now describe.
A node of a multipartition = ( (1) We make no distinction between a multipartition and its diagram.
A {tableau is a map from (the diagram of) into f1; 2; : : :; ng; so a {tableau corresponds to a labelled diagram. Note that S n acts from the right on the set of bijective {tableau. Let t be the {tableau with the numbers 1; 2; : : :; n entered in order along the rows of (1) , and then the rows of (2) and so on. Then S = S (1) S (2) S (r) is the row stablizer of t and the right cosets of S in S n correspond to the row standard {tableau. More precisely, if s is a row standard tableau let d(s) be the unique element of S n such that s = t d(s). As in 5, Lemma 1.1] it is easy to see that d(s) is a distinguished coset representative for S in S n (ie. d(s) is the unique element of minimal length in its coset). Let~ be the composition ? j (1) j; j (2) j; : : :; j (r) j , and S~ the obvious subgroup of S n . Then L depends only on~ and if w 2 S~ then T w and L commute (this is a straightforward computation using the relations in H ). In particular,
S = L T = T S .
De ne e to be the smallest positive integer such that 1 + q + + q e?1 = 0; if no such integer exists set e = 0. Thus, either q is a primitive eth root of unity, or q = 1 and the underlying eld F has characteristic e. Definition 3.1. A partition = ( 1 ; 2 ; : : :) is e{restricted if i ? i+1 < e for all i 1, unless e = 0 in which case we stipulate that all partitions are 0{restricted. This completes the proof because Dipper and James 5, 4. e{Restricted multipartitions For the remainder of this paper we assume that q 6 = 1 and de ne e 6 = 1 to be the smallest non{negative integer such that q e = 1; if no such integer exists we set e = 0. We further assume that the parameters fu s g de ning H are given by u s = q es where e 1 e 2 e r and e s 2 Z=eZfor all 1 s r:
We write e = (e; e 1 ; e 2 ; : : :; e r ) and let H F;e = H F;q;q e 1;:::;q er . Ariki 2] has shown that under the assumptions of (4.1) the Ariki{Koike algebra H F;e is not semisimple (unless e = 0, when H F;e is semisimple unless e s = e s+1 for some s; however, the results below apply without this restriction). So the e{residue of the (1; 1) s th node is e s and, modulo e, the entries increase by 1 along the rows and by e ? 1 down the columns.
If is an i{node then we say that (i) is a removable i{node of if n f g is a multipartition (and 2 ).
(ii) is an addable i{node of if f g is a multipartition (and = 2 ).
Here, and below, we implicitly assume that = 2 (resp. 2 ) whenever we write f g (resp. n f g).
Given two nodes = (j; k) s and 0 = (l; m) t , we say that is above 0 , or 0 is below , if either s < t, or s = t and k < m. The picture to keep in mind is that (s) is above (t) whenever 1 s < t r. We shall need the following simple property of normal nodes. Lemma 4.5. Let be a multipartition and suppose that is a normal i{node and that is an addable i{node in which is below . Then there exists a removable i{node 0 which is below and above .
Proof. Suppose that no such 0 exists. Then either is the lowest removable i{node and N l i ( ) 1, or N l i ( ) > N l i ( 0 ) where 0 is the highest removable i{node below . Both alternatives contradict the assumption that is normal.
Here, and below, we write ? e = here a superscript i on an arrow indicates that an i{node has been removed from the previous multipartition. This chain corresponds to a path in the crystal graph of a certain highest weight module; one consequence of this is that there is at most one addable i{node in such that is a node good of f g 14].
In 14, Lemma 4.1] several equivalent conditions are given for a multipartition to be e{restricted (one of which is used as the de nition in that paper). In particular, we show that a multipartition is e{restricted if and only if it satis es the condition conjectured in 6, 7] Proof. First suppose that is e{restricted. By the previous proposition satis es (i). If = ? e then (ii) certainly holds so suppose that = f g where = (j; k) s is good. By induction, (ii) is false only if ( (s) ) 0 1 +e s = (s+1) 1 +e s+1 +1. Thus, s < r and is at the bottom of the rst column of (s) ; so k = 1 and j = ( (s) ) 0 1 . Therefore, the rst row of (s+1) ends in an addable node = (1; (s) 1 +1) s+1 which has the same e{residue as ; this contradicts Lemma 4.5. Conversely, suppose that B ? e satis es both (i) and (ii). Let be the lowest removable node in . Because of (i), must be at the bottom of the rst column of (s) . Now if s = r then is normal. If s < r then (s+1) = ? so by (ii), (s) = (1) and 0 = e s < e s+1 = 1; so = (1; 1) s is again normal. Since has a normal node, it also has a good node . Let = n f g; then satis es both (i) and (ii) because otherwise there would be a higher normal node in . By induction is e{restricted, so is e{restricted as required. 
Decomposition numbers in characteristic zero
As in (4.1) we let e = (e; e 1 ; : : :; e r ) where e 6 = 1 is a non{negative integer and e 1 e r are elements of Z=eZ. In this section we describe an algorithm for computing the decomposition matrices of the algebra H C;e . The (generalized) Fock space F e is the free C(v){module with basis the set of all multipartitions of n 0 with r components; that is,
As a vector space F e does not depend upon e; however, the action of U( c sl e ) on F e does. As we shall see, L( e ) is a submodule of F e .
Recall that a node = (j; k) s is above 0 = (l; m) t if either t > s or t = s and m < k; equivalently, 0 is below . We de ned the integers N l i ( ) in (4.4), we also need: Because of the natural embedding H n;r , ! H n+1;r , it makes sense to talk of induction and restriction of H n;r {modules to H n+1;r and H n?1;r {modules respectively. When v = 1 the action of 
4(iv)).
Theorem 5.9. Suppose that and are multipartitions of n and that is e{ restricted and (1) = (1) . Then # is e # {restricted and the decomposition numbers of the Ariki{Koike algebras H C;e and H C;e # satisfy d = d # # :
Proof. First we note that because is e{restricted we can nd a sequence of multipartitions from ? e to where at each stage we add a good node to the previous multipartition. Because the nodes in (1) are higher than all of the other nodes, by omitting the nodes in (1) from this sequence we obtain a path from ? e # to # in which each multipartition again di ers from the previous one by a good node. Hence # is e # {restricted. To prove our claim we need the lemma. (1) by the de nition of dominance. First suppose that (1) B (1) . With respect to dominance is the smallest multipartition in F (k) i B and it is obtained by placing f 1 ; : : :; k g as low as possible in . Now B so can be obtained by moving some of the nodes in to lower positions; in particular some of the nodes in (1) must be lowered in order to reach . Because k was also chosen to be maximal, either k is the highest removable i{node in or there exists an addable i{node above k . Therefore, if appears in F (k) i then (1) B (1) .
Consequently, if is a multipartition appearing in A and (1) = (1) then all of the multipartitions in (5.11) have rst component (1) = (1) . Again because the nodes f 1 ; : : :; k g are placed as low as possible in in order to obtain , and because k is maximal, either (1) = (1) The theorem says that the decomposition matrices of H C;e are almost completely determined by the decomposition matrices of the Iwahori{Hecke algebras H (S m ) for m n. We suspect that this statement holds without quali cation. This result is still far short of the conjecture of 6, 7] . To describe this let res e ( ) be the multiset of e{residues in ; thus, res e ( ) = f res e ( ) : 2 g;
where we allow repetitions. It is known 6, 7, 14] that if S( ) and S( ) belong to the same block then res e ( ) = res e ( ). To our knowledge, Corollary 5.12 is the only result in the reverse direction.
