Abstract. We present new algorithms for the inverse, division, and square root of power series. The key trick is a new algorithm -MiddleProduct or, for short, MP -computing the n middle coefficients of a (2n − 1) × n full product in the same number of multiplications as a full n × n product. This improves previous work of Brent, Mulders, Karp and Markstein, Burnikel and Ziegler. These results apply both to series and polynomials.
Introduction
One of the major tools for performing arithmetic or computing special functions is Newton's iteration. Indeed its quadratic rate of convergence (so that the number of correct digits or terms doubles at each step) and its self-correcting character make it especially suitable for this kind of computations.
In full generality, Newton's rule for computing a root of a differentiable function f (x) can be written as x k+1 = x k − f (x k )/f (x k ). As a rule of thumb, the term x k should be seen as the main term, whereas f (x k )/f (x k ) should be seen as the correcting term. In particular, not all the digits of f (x k )/f (x k ) are significant, since the low weight ones will be corrected in the next iteration. Furthermore, since f (x k ) is supposed to tend to zero quickly, one can expect important cancellations in its evaluation. The present paper shows how to evaluate only the meaningful part of f (x k ), i.e., the "middle" digits, in some situations where the evaluation of f is mainly based on a multiplication. As a consequence, new algorithms for inversion, division and square root are derived.
Another application of the "middle product" is the efficient computation of some transposed multiplications [11] .
We will make use of the following notations: M(n) denotes the complexity of the underlying multiplication algorithm on two polynomials 1 of degree n; K(n) denotes the complexity of Karatsuba's algorithm, given by K(1) = 1, K(n) = 2K( n/2 ) + K( n/2 ); FFT (n) denotes the complexity of the Schönhage-Strassen multiplication algorithm [10] .
The paper is organized as follows: §1 describes the basic trick in the two most usual nontrivial multiplication models, namely Karatsuba and FFT. §2 and §3 show how this trick can be used to compute the square and the inverse of a power series; §4 and §5 study the problem of computing the quotient and square root of power series.
In §6, an implementation of these algorithms is presented, which confirms the complexity results in practice.
We conclude the paper by a table summarizing the previous and new worstcase complexities under the Karatsuba and FFT models, for the middle product, inverse, quotient, square and square root operations, following work of Brent [1] , Mulders [9] , Burnikel and Ziegler [2] .
Finally, an appendix gives a formal description of how to transform any multiplication algorithm of a certain type into a middle product algorithm with the same complexity; this is linked to the so-called transposition principle.
Newton's Inverse Iteration and the Basic Trick
Newton's iteration for computing 1/A -where A is a number, a polynomial, or a series -follows the recurrence:
Suppose we are looking for an approximation of 1/A to precision n. In the last step of Newton's iteration, x k is then accurate to precision n/2, and we have to compute Ax k to precision n, where the n/2 most significant 2 coefficientsor bits -of Ax k vanish with 1. To get an approximation x k+1 to precision n of 1/A, we multiply x k by the n/2 most significant coefficients of 1 − Ax k . The cost of this last step was 3M(n/2) so far: 2M(n/2) for the product Ax k which splits into two products of n/2 coefficients, and M(n/2) for the product of x k by 1 − Ax k . The total cost of Newton's iteration to compute 1/A to precision n is thus 3FFT (n) for FFT multiplication and 3 2 K(n) for Karatsuba multiplication [6] .
As we know in advance that the upper n/2 bits of Ax k will vanish with 1, a natural question is the following: is there a faster way to compute directly the n/2 required bits -from position n/2 to n -of the product Ax k ? We give in this section a positive answer under the Karatsuba and FFT models, and show this result applies to many multiplication algorithms. Note that other papers already investigated the computation of only part (usually the most significant bits) of the product of power series or floating-point numbers. See e.g. [8] , [9] .
Karatsuba Model for n a Power of 2
We first describe our trick and the corresponding algorithm in the simple case when n is a power of 2, and when the underlying multiplication algorithm is the Karatsuba method.
Basic trick. For the sake of clarity, we suppose A is a Taylor series in the variable t (at t = 0). Assume we have A = a 0 + a 1 t + a 2 t 2 and x = x 0 + x 1 t. We have
and we want to compute
The algorithm works as follows (see Fig. 1 ):
Now we can use this idea recursively (note that here and in the sequel we use MP as a shortcut for MiddleProduct). This yields the following algorithm, described in the case when n is a power of 2. See §1.2 for the general case.
Theorem 1 When n is a power of two, Algorithm MP returns
where c k = i+j =k a i x j , using exactly K(n) = n log 2 3 ring multiplications.
Karatsuba Model: The Odd Case
In this section, we generalize the trick described above to deal with the case when n is not a power of 2. If R is the coefficient ring of our power series, and y :
Theorem 2 Karatsuba's algorithm can be adapted so as to yield an algorithm computing
Proof. Consider the following algorithm:
It is easily checked that the number MP (n) of multiplications on an input of size n satisfies MP ( 
A straightforward calculation or using the general formulation developed in the appendix then allows one to prove that this algorithm indeed computes MP(y, z).
The FFT Model
Theorem 3 Schönhage-Strassen's FFT algorithm can be adapted so as to yield an algorithm computing MP(y, z) in FFT (n) multiplications.
Proof. We give the algorithm and refer to the general framework described in the appendix for a detailed proof.
As for the complexity, the algorithm amounts to three FFTs of size 2n, which is exactly the same as what is done in a single FFT multiplication. 
General Situation
The two algorithms described in that section can be generalized: to any multiplication algorithm of a certain -quite general -kind, we can associate a middle product algorithm of the same complexity. (See [5, Def. 8] for the definition of a bilinear algorithm.)
Theorem 4
From any bilinear (n, n) multiplication algorithm, one can derive an algorithm computing a (n, 2n − 1) middle product with exactly the same number of ring multiplications.
Since the proof of that theorem is quite technical, and not required in the rest of the paper, we postpone it in an appendix.
In the following sections, we consider an algorithm MP(y, z) taking y with n terms, z with 2n − 1 terms, and returning their middle product, with the same complexity -K(n) or FFT (n) depending on the computation model -than multiplication. We then use this algorithm to build new algorithms for basic operations on power series or polynomials: square, inverse, quotient, square root. Sometimes to simplify the algorithms we allow z to have more terms; in such a case we consider only the first 2n − 1 terms from z, and we write MP(y, z, n) to avoid confusion. We also write mul(a, b) for the full product of two series or polynomials of n terms (giving 2n − 1 terms), mul high(a, b) for the (short) product of two series of n terms, giving the n most significant terms, of order 0 to n − 1, and mul low(a, b) for the short product giving the n − 1 least significant terms, of order n to 2n − 2.
Squaring Power Series
In this section, we show how to use the MP algorithm to compute the square of a power series, or equivalently the upper (or lower) half part from the square of a polynomial.
Theorem 5 Using the MP algorithm, one can compute the square of a power series of order
ring multiplications under the Karatsuba model.
Proof. We use the following algorithm. Let
when n is odd. At step 3 we have α = A 2 mod t n−p , and at step 4 (where the second argument of MP should read [2a 2 ] for n = 3) β gives the coefficients of degree n − p to n − 1 of
The number R(n) of ring multiplications satisfies the recurrence R(n) = R( n/2 )+M( n/2 )+(n mod 2), with R(1) = 1. In the Karatsuba model, as-
, using the fact that
Power Series Inversion
In this section, we explain how the MP algorithm can be applied, when plugged into Newton's iteration, to compute inverses.
Theorem 6 Using the MP algorithm, one can inverse a power series of order n in I (n) = K(n) − 1 ring multiplications under Karatsuba's model, and
Remark. The analysis of all the FFT variants from now on is biased by the fact that exact FFT complexity (i.e., exact formulas for FFT (n)) highly depends on the implementation. We shall thus content ourselves with "reasonable estimates", assuming mainly that
Proof. We describe the algorithm, which simply rests on Newton's iteration, with the usual product replaced by an MP call.
The algorithm performs just one division. The number I (n) of ring multiplications is given by
Remark. The mul high call at step 4 of MP-inv has a better complexity than K(n) for most values of n if Mulders' algorithm is used, which results in a better overall complexity for MP-inv. See [9] for more details.
Power Series Division

Newton's Method
From our inversion algorithm, we can mechanically deduce a division algorithm as follows:
Theorem 7
The quotient of two order n power series -Mulders'short division -can be computed in 4 3 K(n) under the Karatsuba model, and 5 2 FFT (n) under the FFT model.
As a consequence, the division with remainder of a polynomial of degree 2n − 1 by a polynomial of degree n can be performed in 7 2 FFT (n).
Proof. We use Karp and Markstein's trick [7] to incorporate the dividend in the last Newton's iteration. The corresponding algorithm is as follows:
The total cost is equivalent to that of one inversion plus one short multiplication of size n/2, i.e., I (n)+M(n/2), or 4 3 K(n) with Karatsuba, and 5 2 FFT (n) using the FFT.
Remark. In the above algorithm we consider that the mul high call at step 3 costs M(n − p) multiplications. Actually it may be less expensive when one uses Mulders' short product under the Karatsuba model. Nevertheless, the worst-case complexity 4 3 K(n) already improves on the previous best-known algorithm of average complexity ∼ 1.397K(n) from Mulders [9, Table 6 ]. However, see also §4.2.
Direct Division Using MP
Algorithm MP may also be used directly -i.e., without Newton's iteration -to compute the quotient of polynomials or power series. This new algorithm is described and analyzed in this section.
Assume that we are dividing B by A, and split B as (B 0 , B 1 ), and A as (A 0 , A 1 ) . Let the quotient be Q = (Q 0 , Q 1 ). The algorithm is illustrated by Figure 2 .
Namely, the upper part of the quotient Q 0 is obtained by dividing B 0 by A 0 . The lower part is then obtained by dividing B 1 minus the middle terms of the product AQ 0 -hence MP(Q 0 , A) -by A 0 . This gives more formally the following algorithm: 
by a simple induction, since the recurrence relations are closely related to those that one obtains for Karatsuba method.
In the case of the FFT, we get for n large enough the "reasonable estimate"
FFT (n) log 2 (n). As a consequence, Newton's method should be preferred in that case.
Division With Remainder
Consider two series A and B of n terms. Since Algorithm MP-divide computes their quotient Q in K(n) operations, and the remainder can be ob-tained from B − AQ in K(n) additional operations, this yields a division with remainder in 2K(n) operations, which equals the best known complexity in the Karatsuba model [2] . (Considering series at infinity instead of zero, all results transpose to polynomials.)
We show in this section how to compute the remainder, i.e., the low part from AQ, in 2 3 K(n) operations, which gives a division with remainder in 5 3 K(n) operations.
In the following algorithm we assume that the high part S of AQ is known (which is the case in division, since this is just the high part of the dividend B).
Algorithm ShortRem ([a 0 , . . . , a n−1 ], [q Proof. The idea is that the remainder comes from the computation AQ, which Karatsuba decomposes as three multiplications A 0 Q 0 , A 1 Q 1 and (A 0 +A 1 )(Q 0 + Q 1 ). But in the present case, the upper half is already known, and we can recover A 0 Q 0 from it and the two other products.
More precisely, put
The low part of the remainder is simply the low part of A 1 Q 1 , i.e., T . By definition, S is the high part of
If n is even, S 0 = Z 0 and
The high part of the remainder is the high part of the low part of (2), i.e., the low part of The computation of T is a
Remark. Since we only need the sum of U 0 or tU 0 and U 1 , we may replace the full product (A 0 + A 1 ) · (Q 0 + Q 1 ) by a product mod t p − 1, which would directly give the sum U 0 + U 1 or tU 0 + U 1 . If p is even or, better, divisible by a large power of 2, the evaluation of such a product can be improved by simple FFT-like techniques, using the fact that (x, y)
, when p = 2k, if the characteristic of the ring R is odd.
Remark. When using FFT multiplication, Algorithm ShortRem is of little interest, since it replaces a multiplication of size n by two multiplications of size n/2. However, the fact that the product (A 0 +A 1 )(Q 0 +Q 1 ) is needed only modulo t p − 1 (whereas FFT might compute it modulo t 2p − 1) can probably be used to speed up things.
Square Root of Power Series
Newton's Method
From our division algorithm, we can derive a square root algorithm by the classical Newton's iteration where at step 4 it is assumed that β n−p−2 = 0 if n = 2, β n−3 = 0 if n is even, and 2α is truncated to p terms.
Theorem 10 The square root of a power series of order n can be computed in S(n) ≤ K(n) ring multiplications under the Karatsuba model, S(n) ∼
The number S(n) of ring multiplications satisfies S(1) = 0, S(n) = S( n/2 ) + D( n/2 ) + M( n/2 − 1). We get S(n) ≤ K(n) − n under the Karatsuba model and S(n) ∼ 7 2
FFT (n) under the FFT model.
Corollary 1
The square root (resp. square root with remainder) of a power series can be computed in 3 4 K(n) (resp. 5 4 
K(n)) multiplications under the Karatsuba model, and 3FFT (n) (resp. 4FFT (n)) multiplications under the FFT model.
Proof. If one replaces the full product from step 3 by a short square giving the n − p − 1 high order terms of α 2 (see §2), one gets S(n) ≤ 
M(n).
To get the complexities for the square root with remainder, just add 1 2 K(n) under the Karatsuba model (using Algorithm MP-square) and FFT (n) under the FFT model.
A Variant
We can also give a slightly more general algorithm.Assume that A is given to precision n, and we have an approximation A = S 2 + t p R to precision p. Write S = S + δt p , with δ of order n − p. One has A = S 2 + Rt p − δt p (2S − δt p ). To get the right S , we just need that Rt p − δt p (2S − δt p ) be 0 to precision n, hence δ = R/(2S + δt p ) to precision n − p. This identity is meaningful as soon as p > 0, since the quotient is performed "online": the term of degree k of δ only depends on the terms of δ of degree ≤ k − p. However for our recursive algorithm to work, all the first half bits of (2S + δt p ) are needed to compute the first half of δ. Hence we can give an "in place" formulation of MP-divide finding δ as soon as p > (n − p)/2, i.e., p > n/3. Algorithm MP-sqrt corresponds to the case p = n/2, hence we can ignore the term δt p , and simply compute R/(2S) using MP-divide.
Precisely, MP-div-inplace(a, q, , n) computes the quotient of Algorithm MP-div-inplace ([a 0 , . . . , a n−1 ], [q 0 , . . . , q +n−1 ], , n) .
Algorithm MP-sqrt-generic ([a 0 , . . . , a n−1 ], p) .
One can then try to optimize the choice of the splitting point p. A theoretical analysis in the Karatsuba model, taking p = βn , gives β opt ≈ 0.411, with a cost ≈ 0.734K(n). Experimental observations yield the following rule:
• for n between 2 k and 2
Using those simple rules, we seem to get the optimal number of multiplications up to a 5% loss; furthermore those rules seem to be asymptotically optimal. 
The asymptotic behaviour for S(n)/K(n) is then lim sup S(n)/K(n)
=
S(k) K(k)
≈ 0.6607....
Implementation Results
Since the algorithms we propose offer only a gain on the constant factor, it seemed to us that a realistic (by opposition with complexity estimates) implementation was required. We describe it shortly in the present section, and give experimental results on several architectures. We choose to implement the algorithms on power series with coefficients in Z/pZ, with p the largest prime such that p 2 fits into a machine word (p = 65521 on 32-bit machines, p = 4294967291 on 64-bit machines).
For small sizes of arguments, quadratic algorithms are used. The optimal threshold for each algorithm is determined by a tuning program. Experiments have been done for series from degree 16 to 2000.
We discuss the results algorithm by algorithm.
Middle Product
The middle product algorithm has been compared with Karatsuba's algorithm.
The thresholds with the quadratic version are very similar on all architectures, though slightly smaller for the middle product. In practice, we recover the expected result MP (n) ≈ K(n). We sometimes get (ev6 and k7) a little better, roughly 0.9K(n). Middle product on a sparcv9-296 MHz Middle product on an R10K-194 MHz
Short Square
We have compared the MP-square algorithm, of theoretical complexity 4 with the following algorithm:
The theoretical complexity of this algorithm is 2M( n 2 ), i.e., 2 3 K(n) with Karatsuba multiplication. However, a square is usually less expensive to compute than a product, and costs 2 3 K(n) under reasonable assumptions. With the average gain due to Mulders' algorithm, we get an algorithm of practical complexity about 0.5K(n).
On the following diagrams, the upper curve is the time for execution of a full square using Karatsuba, the middle one is the time for computing a short square using Kara-square and the lower one the time for computing a short square using MP-square. Short square on a sparcv9-296 MHz Short square on an R10K-194 MHz
Division
We have compared our MP-divide algorithm with Burnikel-Ziegler division [2] , in which we have used short products to compute the remainder associated to the high part of the quotient. We get the following diagrams (lower curve is MP-divide): 
Square Root
We have compared our MP-Sqrt algorithm (lower curve) with Karatsuba square root [13] , in which we have used the Kara-square algorithm. We get the following diagrams: 
Synthesis
The complexity results obtained in this paper, which might be subject to caution since they deal with constants, are reliable. Our experiments confirm that we really obtain those constants in practice. We even get slightly better since the middle product seems to perform slightly better than Karatsuba on a variety of machines.
Conclusion
This paper presents new algorithms for basic operations on polynomials or power series. Those algorithms are based on a new algorithm, called middle product, that computes the n middle coefficients of a (2n − 1) × n product as efficiently as a full n × n product. Table 1 gives a detailed analysis of the 
. . . with remainder 2K(n) [2] 5 3
. . . with remainder 3 2 K(n) [13] 5 4
number of coefficient operations used by those algorithms, compared to previously known algorithms. 5 An implementation in Maple of these algorithms is available at the URL http://www.loria.fr/∼zimmerma/papers/MP.mpl.
It is possible to obtain floating point versions of the middle product algorithm using only O(1) extra memory -with respect to the polynomial versionat each recursion step. This, and the applications to multiprecision floating point arithmetic, is a work in progress and will be presented in a forthcoming paper [3] .
In [11] , Victor Shoup asks if a matrix/vector product of the following form can be reduced to a single multiplication of polynomials of degree less than n: The algorithms of Table 1 need only a O(n) memory space, i.e., proportional to the input size. If one enables a larger memory usage, then other algorithms exist. In particular, the relaxed DAC-multiplication proposed by van der Hoeven in [12] can be adapted to yield a division with remainder in exactly K(n) scalar operations, using O(n log n) memory. However the "fast variant" from [12, §4.3.1] , which works within O(n) memory, requires more than 2K(n) operations asymptotically.
algorithm, and gives, in the case of Karatsuba and FFT multiplication, corresponding algorithms of the same complexity for the middle product (see Theorems 2 and 3). In the sequel, R is any commutative ring.
Theorem 11 Let
where ( | ) denotes the canonical inner product of two vectors of the same length andỸ
The n,p,q and M p,q,n bilinear mappings are related to the product of power series in the following way. 
which concludes the proof.
We are now able to prove our main result, Theorem 4: ' This means, in the case p = n, q = 2n − 1, that from any multiplication bilinear algorithm using M(n) multiplications in R we can derive an algorithm for MP using M(n) multiplications in R, and n − 1 more additions.
We now illustrate how the algorithms of Theorems 2 and 3 can be obtained from Theorem 11.
The Karatsuba Model
Write n = n 0 + n 1 , with 0 < n 0 ≤ n 1 and split X, Y in the following way. X being an arbitrary vector of R n , we infer:
This formula is exactly Algorithm MP-Karatsuba from §1.2.
The FFT Model
Let ω be a primitive (2n)-th root of unity, X ∈ R n , Y ∈ R n and Z ∈ R 2n . The FFT algorithm becomes, in our formalism, Hence we obtain from (4)- (5) ((ω mj ) 0≤j<n |Ỹ )((ω −mk ) 0≤k<2n |Z)(ω mi ) 0≤i≤n , therefore we can compute the n + 1 middle coefficients of the product ( y j t j ) ( z k t k ) with no additional operation (assuming no particular optimization).
