How individual faces are encoded by neurons in high-level visual areas has been a subject of active debate. An influential model is that neurons encode specific faces. However, Chang and Tsao conclusively show that, instead, these neurons encode features along specific axes, which explains why they were previously found to respond to apparently different faces.
it seems to perform such a task, face recognition involves complex processes (Logothetis and Sheinberg, 1996) that we still do not fully understand.
Converging evidence has shown that visual perception involves the processing of information along the "ventral visual pathway", ending at the infero-temporal cortex (IT), where neurons were shown to respond to body parts and faces (Gross et al., 1972) . Within this area, a major breakthrough was the finding of anatomically segregated patches with neurons that respond nearly exclusively to 2 faces (Tsao et al., 2006) . But how do neurons in these patches encode the people we recognize? A plausible idea, known as the "exemplar-based model", is that neurons encode specific individuals -i.e. a neuron responds preferentially to a particular face and with lesser strength the more the presented face differs from the preferred one (Valentine, 1991) . In line with this view, neurons in face patch AM -the final stage of face processing in IT -were shown to respond selectively to specific faces (Freiwald and Tsao, 2010) . Such coding brings to mind the notion of "grandmother cells" (Gross, 2002) , by which processing along the ventral visual pathway leads to increasingly complex representations that would end up with neurons responding only to a specific person, such as our grandmother (no matter how we see her). However, a puzzling result was the fact that neurons in AM commonly showed responses to more than one face, without any apparent similarity between these. The article by Chang and Tsao in this issue of Cell (Chang and Tsao, 2017) solves this puzzle by demonstrating the existence of a very elegant and straightforward coding mechanism by neurons in high-level visual areas.
Experiments involved single neuron recordings of face responsive neurons in patches AM, ML and MF, identified from previous fMRI localizer sessions (Tsao et al., 2006) , while monkeys were shown 2000 faces. With an impressive set of results and analyses, Chang and Tsao conclusively show that rather than an exemplar-based coding, neurons in these face patches show an "axis coding", firing according to the projection of the presented faces onto axes representing specific features. Moreover, face patch AM carried complementary information compared to patches ML and MF: AM gave information about the appearance of the faces, whereas ML and ML provided information about their shape.
The model by Chang and Tsao leads naturally to a very interesting prediction: in a direction orthogonal to the feature-axis coded by a neuron, the neuron's tuning should be flat; all what matters is the projection along the feature-axis. Figure 1 illustrates the idea. Let us assume that a given neuron encodes a feature represented by the blue axis and that a response is found to the circled face.
Then, following the model of Chang and Tsao, this neuron should respond with similar strength to the other faces along the orthogonal axis (blue dotted line), which is exactly what was found. On the contrary, according to the exemplarbased model there should be a non-flat tuning for the faces along this dimension, which was not the case.
Given that different neurons encode different features, from a population of neurons it should be then possible to distinguish different faces. Taking the activity of a population of about 200 face cells, Chang and Tsao showed that they could not only decode but also reproduce the presented faces with impressive accuracy. Moreover, tackling the long disputed issue of visual invariance -i.e. the neural mechanisms that allow us to recognize the same person under varying viewing conditions (Logothetis and Sheinberg, 1996) -they show that they could map features of front and profile views and then decode different views of the same individuals based on the neurons' activity.
Chang and Tsao explored another interesting prediction of their model. Once knowing the feature that is encoded by a given neuron, it should be possible to predict the response to faces not previously shown. This is what they found; all they needed to do was to calculate the projection of the faces onto the corresponding feature axes. Altogether, these findings have general implications about estimations of neuronal selectivity in high-level visual areas. Neurons in face patch AM are the ones with the sharper tuning to faces in the visual system (Freiwald and Tsao, 2010) , but what the new results show is that estimations of neural selectivity can in principle give any outcome, depending on the projections onto the feature axis of the faces of the stimulus set used. As the authors argue, their results imply that there are no detectors for face identity at the single neuron level in the face patch system and, consequently, this may put an end to the long-standing dispute about the existence of grandmother cells in visual cortex.
A final point of interest is the fact that neurons in the face patches are just a couple of synapses away from the medial temporal lobe (MTL; the hippocampus and surrounding cortex), where, in humans, neurons were found to encode concepts, responding in a very selective and abstract way to specific persons or places (Quian Quiroga et al., 2005) . More recently, it was also shown that these neurons respond to related concepts, thus encoding meaningful associations in a high dimensional cognitive space (De Falco et al., 2016) . The encoding of such associations has been proposed to be the basis of declarative memory functions (Quian Quiroga, 2012 ) and compared to the coding showed by Cheng and Tsao, one can pose a fascinating question: How does the brain go from a perceptiondriven representation of features in the face patches, to a memory-driven representation of concepts and their associations in the MTL? One possibility is that there is a fundamental difference between species, or, alternatively, that such difference is given by the fact that, for humans, the faces of people we know (to which MTL neurons tend to respond to) convey meaning with associated memories and emotions, compared to the 'meaningless' faces that were used for these experiments with monkeys -with the former type of stimuli giving a representation (like the exemplar-based model) closer to the one found in the human MTL. Another more thrilling possibility is that the exquisite structure of the hippocampal formation, and particularly, the recurrent connectivity in area CA3, gives rise to a major change in the metric space, and that such change provides in turn the substrate of two different, though intrinsically related functions, perception and memory.
In sum, the article of Chang and Tsao not only provides a major breakthrough in our understanding of how faces are encoded by neurons in high-level visual areas, but also poses new fascinating questions and challenges ripe of future research.
Legend of Figure 1:
Illustration of the face recognition "axis model" by Chang and Tsao. Consider an axis (in blue) representing the visual feature encoded by a neuron and a set of faces in this space. (Faces were obtained from the FEI face database and were arbitrarily placed at regular intervals for simplicity.) Following the "axis model", the neuron should have a similar response to the circled face and the ones along the same orthogonal axis (blue dotted line). In contrast, if neurons respond preferentially to specific faces (the "exemplar model"), then the tuning of the neuron along the orthogonal axis should not be flat. Cheng and Tsao conclusively show that the former is the case.
