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Abstract
We determine the minimum size of n-factor-critical graphs and that of k-extendable bipartite
graphs, by considering Harary graphs and related graphs. Moreover, we determine the minimum size
of k-extendable non-bipartite graphs for k = 1, 2, and pose a related conjecture for general k.
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1 Introduction and terminologies
All graphs considered in this paper are finite, connected and simple. Let G be a graph with vertex set
V (G) and edge set E(G). The number of vertices in G is denoted by ν(G) or ν. The number of edges
in G is called its size. The connectivity, the edge connectivity, the independence number, the minimum
degree and the maximum degree of G are denoted by κ(G), κ′(G), α(G), δ(G) and ∆(G), respectively.
The neighborhood of a vertex v in G is denoted by NG(v) or N(v). For other terminologies not defined
here, the reader is referred to [1].
A connected graph G is said to be k-extendable, if it contains a matching of size k and every matching in
G of size k is contained in a perfect matching of G, where k is an integer such that 0 ≤ k ≤ (ν(G)− 2)/2.
The concept of k-extendable graphs was introduced by Plummer [8]. A graph G is said to be n-factor-
critical, or n-critical, if G − S has a perfect matching for every S ⊆ V (G) with |S| = n, where 0 ≤ n ≤
ν(G)− 2. When n = 1 or 2, we say that G is factor-critical or bicritical. The concept of n-factor-critical
graphs was introduced by Yu [13] and Favaron [2], independently. Extensive researches have been done on
these two classes of graphs. The reader may trace the important developments on this field by referring
to the surveys [10], [11] and [12] by Plummer, as well as Chapter 6 and Chapter 7 of the book [14] by Yu
and Liu. Furthermore, a good description of the application of extendibility and factor-criticality in job
assignment can be found in [4].
In this paper, we determine the minimum size of a k-extendable bipartite graph and that of an n-
factor-critical graph, by considering Harary graphs and related graphs. Then, we study the problem of
determining the minimum size of a k-extendable non-bipartite graph. We solve the problem for k = 1, 2,
and pose a conjecture related to the problem for general k.
We list some results and terminologies to be used later.
Lemma 1.1. (Plummer [9]) Let G be a connected bipartite graph with bipartition (U,W ), k a positive
integer such that k ≤ (ν(G)−2)/2. Then G is k-extendable if and only if |U | = |W | and for all non-empty
subset X of U with |X | ≤ |U | − k, |N(X)| ≥ |X |+ k.
Lemma 1.2. (Yu [13], Favaron [2]). A graph G is n-factor-critical if and only if ν(G) ≡ n (mod 2) and
for any vertex set S ⊆ V (G) with |S| ≥ n, o(G− S) ≤ |S| − n, where o(G− S) denote the number of odd
components of G− S.
Lemma 1.3. (Plummer [8]) A k-extendable graph G is (k + 1)-connected.
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By Lemma 1.3, in a k-extendable graph G, δ(G) ≥ κ(G) ≥ k + 1.
Lemma 1.4. (Plummer [8]) If G is a k-extendable graph and if u is a vertex of degree k + 1 in G, then
N(u) is independent.
Lemma 1.5. (Favaron [2], Liu and Yu [5]) An n-factor-critical graph G is n-connected, (n + 1)-edge-
connected, and δ(G) ≥ n+ 1.
Lemma 1.6. (Lou and Yu [6]) If G is a k-extendable non-bipartite graph on ν vertices with k ≥ ν/4,
then κ(G) ≥ 2k.
Lemma 1.7. (Zhang et al. [15]) Let G be a non-bipartite graph on ν vertices, and k an integer such
that k ≥ (ν + 2)/4. Then G is k-extendable if and only if it is 2k-factor-critical.
Lemma 1.8. (Maschlanka and Volkmann [7]) If G is a k-extendable non-bipartite graph, then α(G) ≤
ν(G)/2− k.
A fullerene graph is a planar cubic 3-connected graph with only pentagonal and hexagonal faces. A
fullerene graph on n vertices exists for even n ≥ 20, except n = 22.
Lemma 1.9. (Zhang and Zhang [16]) Every fullerene graph is 2-extendable.
2 Minimum size of n-factor-critical graphs and k-extendable bi-
partite graphs
In this section, we determine the minimum size of n-factor-critical graphs and k-extendable bipartite
graphs.
Let G be a graph on ν vertices. We use numbers 0, 1, . . ., ν − 1 to label the ν vertices of a graph G.
We call a vertex labelled by an even (odd) number an even (odd) vertex. We denote an edge of G jointing
i to j by (i, j), and a path or cycle in G by the listing all vertices on it in order. Throughout this section,
the labels of the vertices are reduced modulo ν.
In [3], Harary defined Harary graphs, which are m-connected graphs on ν vertices with ⌈mν/2⌉ edges,
for 2 ≤ m < ν. A Harary graph Hm,ν with vertex set {0, 1, . . . , ν − 1} is defined as follows.
(1) m = 2r is even. Two vertices i and j are joined if i− r ≤ j ≤ i+ r.
(2) m = 2r+1 is odd and ν is even. H2r+1,ν is constructed from H2r,ν by adding the edges (i, i+ ν/2),
for all 0 ≤ i ≤ ν/2− 1.
(3) Bothm = 2r+1 and ν are odd. H2r+1,ν is constructed from H2r,ν by adding the edges (0, (ν−1)/2),
(0, (ν + 1)/2) and (i, i+ (ν + 1)/2) for all 1 ≤ i < (ν − 1)/2.
Firstly, We will prove some results on the factor-criticality and extendibility of Harary graphs. We
present some useful notations and definitions below. We denote by C the Hamilton cycle (0, 1, . . . , ν−1, 0)
in Hm,ν . For a vertex set S ⊂ V (G), we define an S-segment to be the maximal segment P of C such
that all internal vertices of P belong to S, while the endvertices of P belong to V (G)\S. We say that a
component ofG−S, containing an endvertex of P , be associated with P . An S-segment P = (i, i+1, . . . , j)
is called an S-link if the vertices i and j belong to different components of G− S.
Theorem 2.1. Let r ≥ 2 and ν > 2r be two integers. Then H2r,ν is (2r − 1)-factor-critical if ν is odd
and (2r − 2)-factor-critical if ν is even.
Proof. Suppose ν = 2s + 1 is odd, and G = H2r,2s+1 is not (2r − 1)-factor-critical. By Lemma 1.2,
there exists a vertex set S ⊂ V (G) with |S| ≥ 2r − 1, such that o(G − S) > |S| − (2r − 1). By parity,
o(G − S) ≥ |S| − (2r − 1) + 2 = |S| − 2r + 3. Let c be the number of components of G − S. Then
c ≥ o(G − S) ≥ |S| − 2r + 3 ≥ 2. If c = 2 then all equalities must hold and |S| = 2r − 1. But this is
impossible since G is 2r-connected. So, c ≥ 3.
By the definition of H2r,2s+1, every S-link P contains at least r internal vertices. Since G− S has at
least two components, a component of G− S must be associated with at least two S-links. Hence there
are at least 2c/2 = c S-links. Therefore |S| ≥ cr. So we have
c ≥ |S| − 2r + 3 ≥ cr − 2r + 3.
That is, (c − 2)(1 − r) ≥ 1. However, this is impossible since c ≥ 3 and r ≥ 2. Hence, G must be
(2r − 1)-factor-critical.
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Suppose that ν = 2s is even, and G = H2r,2s is not (2r − 2)-factor-critical. By Lemma 1.2, there
exists a vertex set S ⊂ V (G) with |S| ≥ 2r − 2, such that o(G − S) > |S| − (2r − 2). By parity,
o(G− S) ≥ |S| − 2r + 4. Using the same notations and analogous analysis in the case that ν is odd, we
have c ≥ 3 and (c− 2)(1− r) ≥ 2, which are impossible.
Theorem 2.2. Let r ≥ 2 and ν > 2r + 1 be two integers. Then H2r+1,ν is 2r-factor-critical if ν is even
and (2r − 1)-factor-critical if ν is odd.
Proof. The proof is similar to that of Theorem 2.1.
Theorem 2.3. Let s ≥ 2 be an integer. Then H2,2s−1 and H3,2s+1 are factor-critical. H2,2s is 1-
extendable. H3,2s is bicritical if s is even, and 2-extendable is s is odd.
Proof. Since H2,ν is a cycle of order ν, H2,2s−1 is factor-critical and H2,2s is 1-extendable. Since H2,2s+1
is a spanning subgraph of H3,2s+1, H3,2s+1 is factor-critical.
Consider H3,2s. If s is even, we can verify by definition that H3,2s is bicritical. If s is odd, H3,2s is a
bipartite graph with two parts consisting of the even vertices and odd vertices respectively. Denote the
parts of even vertices by Ue, and that of odd vertices by Uo.
Suppose that H3,2s is not 2-extendable. Then by Lemma 1.1, there exist a vertex set U ⊂ Ue with
|U | ≤ s − 2, such that |N(U)| < |U | + 2. By considering the neighborhood of U on C, we can see that
this is impossible.
By Lemma 1.5, if G is n-factor-critical, then δ(G) ≥ n + 1. So, an n-factor-critical graph G on ν
vertices has at least ν(n + 1)/2 edges. Note that ν(n + 1)/2 is an integer, since n and ν have the same
parity. For two odd integers n = 2r − 1 ≥ 3 and ν > n, by Theorem 2.1, Hn+1,ν is an n-factor-critical
graph on ν vertices with ν(n+1)/2 edges. For two even integers n = 2r ≥ 4 and ν > n, by Theorem 2.2,
Hn+1,ν is an n-factor-critical graph on ν vertices with ν(n + 1)/2 edges. For n = 1 and an odd integer
ν > 1, by Theorem 2.3, H2,ν is a factor-critical graph with ν edges. For n = 2 and an even integer ν > 2,
it is not hard to check that a wheel Wν , which is formed by connecting a single vertex to all vertices of
a cycle of length ν − 1, is a bicritical graph on ν vertices, with 3ν/2 edges. Therefore, the minimum size
of an n-factor-critical graph on ν vertices is exactly ν(n + 1)/2, for all integers n ≥ 1 and ν > n, where
n and ν has the same parity.
Modifying the construction of Harary graphs slightly, we can get a class of k-extendable bipartite
graphs with minimum size.
Let 2 ≤ m ≤ s be integers, HBm,2s with vertex set {0, 1, . . . , 2s− 1}, is defined as follows.
(1) m = 2r, where r ≤ s/2. Then vertex i is adjacent to j, if i is even, j is odd and i − 2r + 1 ≤ j ≤
i+ 2r − 1.
(2) m = 2r + 1, where r ≤ s/2. Then vertex i is adjacent to j, if i is even, j is odd and i − 2r + 1 ≤
j ≤ i+ 2r + 1.
It is clear that every HBm,2s is a balanced bipartite graph whose two parts are consisting of the even
vertices and the odd vertices, respectively. We denote the part consisting of the even (odd) vertices by
Ve (Vo).
Theorem 2.4. For two integers r ≥ 1 and s ≥ 2r, HB2r,2s is (2r − 1)-extendable.
Proof. Let G = HB2r,2s and assume that G is not (2r−1)-extendable. By Lemma 1.1, there exists U ⊂ Ve,
such that |U | ≤ s− (2r − 1) and |N(U)| ≤ |U |+ (2r − 2).
Define a U -consecutive set U ′ = {2i0, 2i1, . . . , 2it−1} as a maximal subset of U so that 2il < 2il+1 ≤
2il+4r−2, for 0 ≤ l ≤ t−2. Then the neighborhoods of different U -consecutive sets do not intersect, and U
can be uniquely divided into U -consecutive sets. For every U -consecutive set U ′ = {2i0, 2i1, . . . , 2it−1}, if
{2i0−2r+1, 2i0−2r+3, . . . , 2i0−1}∩{2it−1+1, 2it−1+3, . . . , 2it−1+2r−1} 6= ∅, then N(U ′) = Uo,
contradicting |N(U)| ≤ |U | + (2r − 2) ≤ s − 1. Hence {2i0 − 2r + 1, 2i0 − 2r + 3, . . . , 2i0 − 1} ∩
{2it−1 + 1, 2it−1 + 3, . . . , 2it−1 + 2r − 1} = ∅. So |N(U ′)| ≥ r + r + t − 1 = |U ′| + 2r − 1, and hence
|N(U)| ≥ |U |+ 2r − 1, contradicting |N(U)| ≤ |U |+ (2r − 2). Therefore G is (2r − 1)-extendable.
Theorem 2.5. For two integers r ≥ 1 and s ≥ 2r + 1, HB2r+1,2s is (2r)-extendable.
Proof. The proof is similar to that of Theorem 2.4.
For a k-extendable graph G, δ(G) ≥ k+1. Hence, for an integer k ≥ 1 and an even integer ν ≥ 2k+2,
a k-extendable graph G on ν vertices has at least ν(k + 1)/2 edges. By Theorem 2.4 and 2.5, for all
2 ≤ m ≤ s, HBm,2s are (m − 1)-extendable bipartite graphs having ν(k + 1)/2 edges. Therefore, the
minimum size of a k-extendable bipartite graph on ν vertices is exactly ν(k + 1)/2.
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3 Minimum size of 1-extendable non-bipartite graphs and 2-
extendable non-bipartite graphs
In the previous section we constructed k-extendable bipartite graphs with minimum size. Now we
consider k-extendable non-bipartite graphs with minimum size. Let G be a non-bipartite graph on ν
vertices, where ν even, and k be an positive integer such that k ≥ (ν + 2)/4. By Lemma 1.7, if G is
k-extendable, then it is 2k-factor-critical. Therefore, δ(G) ≥ 2k+1, and G has at least (2k+1)ν/2 edges,
which is greater than the lower bound for k-extendable bipartite graphs. Hence, we raise the following
problem.
Problem 1. Let k ≥ 1 be an integer, and G a k-extendable non-bipartite graph on ν ≥ 2k + 2 vertices.
What is the minimum size of G?
Denote such a minimum number by ε(ν, k). In this section, we solve the problem for k = 1, 2.
Theorem 3.1. For an even number ν ≥ 4, ε(ν, 1) = ν + 2.
Proof. We have δ(G) ≥ 2 in a 1-extendable graph G. Hence, a 1-extendable graph on ν vertices has at
least ν edges. However, a connected graph with ν vertices and ν edges can only be the cycle Cν , which
is bipartite. Therefore ε(ν, 1) ≥ ν + 1. Take a cycle C = v0v1 . . . vν−1v0, joint v0 to v2 and v1 to v3 we
get a 1-extendable non-bipartite graph G. Therefore ε(ν, 1) ≤ ν + 2.
Let G be a 1-extendable non-bipartite graph with ν vertices and ν + 1 edges. By the Handshaking
Lemma, G has precisely two vertices of degree 3, while the other vertices are of degree 2. Since G is
non-bipartite, there is an odd cycle Q = v0v1 . . . v2lv0 in G, and G − Q is not null. By Lemma 1.3,
κ(G) ≥ 2. So, there is at least two vertices on Q, say v0 and vi, where 1 ≤ i ≤ 2l, who send edges to
G − Q, and hence d(v0) = d(vi) = 3. If i is odd, then v0v1 is not contained in any perfect matching of
G. If i is even, then v2lv0 is not contained in any perfect matching of G. These contradict that G is
1-extendable. Hence ε(ν, 1) 6= ν + 1. So ε(ν, 1) = ν + 2.
Now we consider 2-extendable non-bipartite graphs. For a 2-extendable graph G, δ(G) ≥ 3. Hence,
ε(ν, 2) ≥ 3ν/2. The next theorem shows that the bound can be achieved when ν is large. We will prove
the theorem in the rest of this section.
Theorem 3.2. For an even integer ν ≥ 6,
ε(ν, 2) =


15, if ν = 6,
16, if ν = 8,
19, if ν = 10,
20, if ν = 12,
3ν/2, if ν ≥ 14.
0 1
2 3
4 5
6 7
8 9
Figure 3.1: G1, a 2-extendable non-bipartite graph with 10 vertices and 19 edges
We will prove several theorems, who will be combined to obtain Theorem 3.2.
Theorem 3.3. ε(10, 2) = 19.
Proof. It can be verified that the graph we show in Figure 3.1 is a 2-extendable non-bipartite graph1
with 10 vertices and 19 edges. To prove that ε(10, 2) = 19, it suffices to show that there do not exist
2-extendable non-bipartite graphs with 10 vertices and no more than 18 edges. Assume that we can find
such a graph G. By Lemma 1.8, α(G) ≤ 3. Firstly we prove the following claims.
1The extendibility of the graphs that are claimed to be 2-extendable in this paper is verified in Appendix A.
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Claim 1. There do not exist three independent vertices of degree 3 in G.
We prove Claim 1 by contradiction. Suppose there are three independent vertices u0, u1, u2 of degree 3
in G. By Lemma 1.4, the neighborhood of ui, 0 ≤ i ≤ 2, is independent. Since α(G) ≤ 3 and ν(G) = 10,
we have |N(u0) ∪N(u1) ∪N(u2)| = 7.
Suppose that |N(u0) ∩ (N(u1) ∪ N(u2))| ≤ 1. Then (N(u0)\(N(u1) ∪ N(u2))) ∪ {u1, u2} is an
independent set of order at less 4, a contradiction. So |N(u0)∩ (N(u1)∪N(u2))| ≥ 2. Similarly, we have
|N(u1)∩ (N(u0)∪N(u2))| ≥ 2 and |N(u2)∩ (N(u0)∪N(u1))| ≥ 2. But then |N(u0)∪N(u1)∪N(u2)| ≤
1 + 1 + 1 + (2 + 2 + 2)/2 = 6, contradicting |N(u0) ∪N(u1) ∪N(u2)| = 7. Therefore, there do not exist
three independent vertices of degree 3 in G.
Claim 2. Every vertex in G has at most two neighbors of degree 3.
Suppose there is a vertex u in G, who has at least three neighbors, say v0, v1 and v2, of degree 3. By
Claim 1, at least two of them, say v0 and v1, are adjacent. Then N(v0) is not independent, contradicting
Lemma 1.4. Hence Claim 2 holds.
Suppose there are at least six vertices of degree 3 in G, one of which being u. By Claim 2, u can be
adjacent to at most two other vertices of degree 3. Then there are at least three vertices of degree 3
that are not adjacent to u, at least two of which are not adjacent. Such two vertices and u are three
independent vertices of degree 3 in G, contradicting Claim 1. Therefore, there are no more than five
vertices of degree 3 in G. Moreover, |E(G)| ≥ ⌈(3× 5 + 4× 5)/2⌉ = 18, and equality must hold.
Suppose there is a vertex v such that d(v) ≥ 6. By Claim 2, v has at least four neighbors of degree no
less than 4. Then G has at least ⌈(6 + 4× 4 + 5× 3)/2⌉ = 19 edges, a contradiction. Hence ∆(G) ≤ 5.
Now we show that ∆(G) < 5. Suppose that ∆(G) = 5. Since there are no more than five vertices
of degree 3, the non-increasing degree sequence of G must be (5, 4, 4, 4, 4, 3, 3, 3, 3, 3). Assume
that there exist a vertex u0 of degree 3, which is adjacent to at most one vertex of degree 3 in G. There
are at least other three vertices of degree 3 that are not adjacent to u0, at least 2 of which, denoted
by u1 and u2, are not adjacent. Then u0, u1 and u2 are three independent vertices of degree 3 in G,
contradicting Claim 1. Hence, every vertex of degree 3 in G has exactly two neighbors of degree 3. Then,
the five vertices of degree 3 in G constitute a cycle, denoted by C0 = v0v1v2v3v4v0. Furthermore, for
each 0 ≤ i ≤ 4, vi sends an edge to G− C0.
Suppose the five vertices in G−C0 are adjacent to v0, v1, v2, v3 and v4, respectively. Denote the vertex
adjacent to vi by ui, 0 ≤ i ≤ 4. Noticing that v0 and v2 are not adjacent, and u1, u3 and u4 are not
adjacent to v0 or v2, by α(G) ≤ 3, u1, u3 and u4 must be adjacent to each other. Similar analysis shows
that u1, u2, u3, u4 and u5 must be mutually adjacent, a contradiction.
Therefore, we can assume that there are two vertices on C0, say v0 and v2, share a common neighbor
u0 ∈ V (G−C0). Denote the other four vertices in G−C0 by u1, u2, u3 and u4. Since v0 and v2 are not
adjacent, and they are not adjacent to u1, u2, u3 or u4, by α(G) ≤ 3, u1, u2, u3 and u4 must be mutually
adjacent. Each of v3 and v4 must send an edge to {u1, u2, u3, u4}. Furthermore, v3 and v4 cannot
have a common neighbor. Without loss of generality, suppose v3u3, v4u4 ∈ E(G). Now consider the
independent vertices u0, v1 and v3. Any other vertex in G must be adjacent to one of them. Therefore,
there must be an edge from {u0, v1} to u4. Similarly, there is an edge from {u0, v1} to u3. Then we
have d(u3), d(u4) ≥ 5, contradicting the degree sequence of G. Hence, ∆(G) < 5.
So, all vertices in G are of degree 3 or 4. Since |E(G)| = 18, a simple calculation shows that there are
six vertices of degree 4 and four vertices of degree 3.
(a) (b) (c)
Figure 3.2: Three possible configuration of H
Consider the subgraph H of G induced by all vertices of degree 3. By Lemma 1.4, H cannot contain
a triangle. By Claim 1, α(H) ≤ 2. Hence, H can only be (a), (b) or (c) in Figure 3.2. We will discuss
them case by case.
Let H be (a) of Figure 3.2. Denote the two edges in H by u0u1 and u2u3. Then u0, u1 are adjacent
to two vertices of degree 4 respectively, and they do not have a common neighbor. Denote the other
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neighbors of u0 by v0, v1, those of u1 by v2, v3. By Lemma 1.4, v0v1, v2v3 /∈ E(G). Denote the other
two vertices of degree 4 in G by v4 and v5. Since {u0, v2, v3} is an independent set of order 3, u2 and u3
send edges to {v2, v3}. Moreover, u2 and u3 cannot have a common neighbor. Without loss of generality
we may assume u2v2, u3v3 ∈ E(G). Similarly, we can assume u2v0, u3v1 ∈ E(G). Then {u0, u2, v3},
{u0, u3, v2}, {u1, u2, v1} and {u1, u3, v0} are independent sets of order 3. Hence v0, v1, v2 and v3
must be adjacent to v4 and v5. But then v4v5 /∈ E(G), and {u0, u2, v4, v5} is an independent set of
order 4, contradicting α(G) ≤ 3.
Let H be (b) of Figure 3.2, a path u0u1u2u3. Denote the other neighbors of u0 by v0 and v1. Then
{u1, v0, v1} is an independent set. By α(G) ≤ 3, u3 must be adjacent to v0 or v1. Without loss of
generality, let u3v0 ∈ E(G). Suppose that u3v1 ∈ E(G). Let w be the neighbor of v0 which is different
from u0 and u3, obviously w /∈ {u1, u2}. Then {u1u2, v0w} is not contained in any perfect matching
of G, contradicting 2-extendibility of G. Hence, u3v1 /∈ E(G). So u3 has another neighbor v2. Denote
the other three vertices of degree 4 in G by v3, v4 and v5. Since u0 and u3 are not adjacent and they
send no edge to {v3, v4, v5}, v3, v4 and v5 must form a triangle or we get an independent set of order 4
in G. Since {u0, u2, v2} is an independent set of order 3, each of v3, v4 and v5 sends an edge to u2 or
v2. Similarly, each of v3, v4 and v5 sends an edges to u1 or v1. Then v3, v4 and v5 cannot send any edge
to v0. So, N(v0) = {u0, u3}, a contradiction.
Let H be (c) of Figure 3.2, a cycle u0u1u2u3u0. Suppose that u0 and u2 have a common neighbor
other than u1 and u3. Then the other five vertices of degree 4 are not adjacent to u0 or u2, so they
must be mutually adjacent or we get an independent set of order 4 in G. But then G is not connected,
a contradiction. Therefore, N(u0) ∩ N(u2) = {u1, u3}. Similarly, u1 and u3 do not have any common
neighbor other than u0 and u2. Hence, each ui has a neighbor vi /∈ {u0, u1, u2, u3}, and vi 6= vj for
i 6= j, 0 ≤ i, j ≤ 3. Denote by v4 and v5 the other two vertices left. If there are any two vertices in
{v0, v2, v4, v5} that are not adjacent, then they form an independent set of order 4 with u1 and u3, a
contradiction. Hence v0, v2, v4 and v5 are mutually adjacent. Similarly v1, v3, v4 and v5 are mutually
adjacent. But then d(v4), d(v5) ≥ 5, a contradiction.
Thus we have led to contradictions in all cases and deny the existence of a 2-extendable non-bipartite
graph with 10 vertices and no more than 18 edges, and conclude that ε(10, 2) = 19.
0 1
2
6
7
8
9
10
11
3
45
Figure 3.3: G2, the unique 2-extendable non-bipartite graphs with 12 vertices and 20 edges
Theorem 3.4. ε(12, 2) = 20. Furthermore, there is only one 2-extendable non-bipartite graphs with 12
vertices and 20 edges up to isomorphism, as showed in Figure 3.3.
Proof. It can be checked that the graph showed in Figure 3.3 is 2-extendable. Let G be a 2-extendable
non-bipartite graph with 12 vertices and no more than 20 edges, we prove that G must be isomorphic to
the graph showed in Figure 3.3.
By Lemma 1.8, α(G) ≤ 4. Let the number of vertices of degree 3 in G be x, then (3x+4(12− x))/2 ≤
|E(G)| ≤ 20, hence x ≥ 8. We discuss two cases.
Case 1. There are four independent vertices u0, u1, u2 and u3, of degree 3 in G.
By α(G) ≤ 4 and ν(G) = 12, we have |N(u0) ∪N(u1) ∪N(u2) ∪N(u3)| = 8.
By Lemma 1.4, the neighbors of u0 are independent. If there are two neighbors v0 and v1 of u0 that
are not adjacent to u1, u2 or u3, then {v0, v1, u1, u2, u3} is an independent set, contradicting α(G) ≤ 4.
So |N(u0) ∩ (∪1≤j≤3N(uj))| ≥ 2. Similarly, for any 0 ≤ i ≤ 3, |N(ui) ∩ (∪0≤j≤3, j 6=iN(uj))| ≥ 2.
Hence, |N(u0) ∪ N(u1) ∪ N(u2) ∪ N(u3)| ≤ 1 × 4 + 2 × 4/2 = 8. Since equality holds, for every ui,
|N(ui) ∩ (∪0≤j≤3, j 6=iN(uj))| = 2. Furthermore, any vertices in V (G)\{u0, u1, u2, u3} can be adjacent
to at most two vertices in {u0, u1, u2, u3}.
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Suppose |N(u0)∩N(u1)| = 2. Then N(u0)∪{u2, u3} is an independent set of order 5, a contradiction.
Hence |N(u0) ∩N(u1)| ≤ 1, and similarly |N(ui) ∩N(uj)| ≤ 1 for any 0 ≤ i 6= j ≤ 3. So, for every ui,
0 ≤ i ≤ 3, ui has common neighbors with uj and uk, where 0 ≤ j 6= k ≤ 3, and j, k 6= i. Without loss of
generality, suppose that u0 has common neighbors with u1 and u3. Then u2 also has common neighbors
with u1 and u3. Hence, u0, u1, u2, u3 and the common neighbors form a cycle on 8 vertices. Denote the
cycle by C1 = u0v0u1v1u2v2u3v3u0 and the other vertices adjacent to ui by wi, 0 ≤ i ≤ 3.
If w0w1 /∈ E(G), {w0, w1, v0, u2, u3} is an independent set of order 5, a contradiction. So w0w1 ∈
E(G). Similarly, w1w2, w2w3, w3w0 ∈ E(G).
If v0v2 ∈ E(G), then {v0v2, w1w2} is not contained in any perfect matching of G, a contradiction.
Therefore v0v2 /∈ E(G). Furthermore, v0 can not be adjacent to v1 or v3. Similarly, all vi, 0 ≤ i ≤ 3,
cannot be adjacent to each other. Hence every vi, 0 ≤ i ≤ 3, sends edges to some wj , 0 ≤ j ≤ 3, and the
number of such edges is at least 4. Then, E(G) ≥ 8+ 4+4+4 = 20. By our assumption, equality holds,
and each vi, 0 ≤ i ≤ 3, sends exactly one edge to wj , for one 0 ≤ j ≤ 3.
The vertex v0 can only be adjacent to w2 or w3. Without lose of generality, suppose v0w3 ∈ E(G). The
vertex v1 can only be adjacent to w0 or w3. If v1w3 ∈ E(G), then {u2v2, u0v3} is not contain in any perfect
matching of G, a contradiction. Therefore, we must have v1w0 ∈ E(G). Similarly v2w1, v3w2 ∈ E(G).
So, G is isomorphic to the graph showed in Figure 3.3.
Case 2. There do not exist four independent vertices of degree 3 in G.
We claim that there exists a vertex of degree 3, whose neighbors are all of degree 3. Suppose to the
contrary that there is no such a vertex. Obviously, there exists a vertex u of degree 3, who has two
neighbors, denoted by v and w, of degree 3 in G. Then, each of v and w has at most one more neighbor
of degree 3. So, there are at least three vertices of degree 3 in G who are not adjacent to v or w. By the
condition of Case 2, these three vertices must form a triangle, a contradiction to Lemma 1.4. So there is
a vertex, say u0, of degree 3 in G, whose neighbors are all of degree 3.
By Lemma 1.4, N(u0) is independent. By the condition of Case 2, any other vertex of degree 3 must
be adjacent to some vertices in N(u0). Hence, there is a neighbor u1 of u0, who is adjacent to other two
vertices of degree 3. Denote the other neighbors of u0 by v0 and v1, and the other neighbors of u1 by v2
and v3. There are at least two more vertices, say w0 and w1, of degree 3 in G.
Since there are no four independent vertices of degree 3, there is at least one edge among v0, v1, v2 and
v3. But v0v1, v2v3 /∈ E(G). Without lose of generality we assume that v1v2 ∈ E(G). Since {u0, v2, v3}
is an independent set, by the condition of Case 2, both w0 and w1 send some edges to {v2, v3}. Similarly,
both w0 and w1 send some edges to {v0, v1}.
if w0w1 ∈ E(G), the subgraph of G induced by {u0, u1, v0, v1, v2, v3, w0, w1} sends at most two
edges to the other part of G, so κ(G) ≤ κ′(G) ≤ 2, contradicting Lemma 1.3. Hence w0w1 /∈ E(G).
If v0 is not adjacent to w0 or w1, then u1, v0, w0, w1 are four independent vertices of degree 3,
contradicting the condition of Case 2. So v0, and similarly v1, v2 and v3, must be adjacent to w0 or
w1. Since both w0 and w1 send some edges to {v0, v1} and {v2, v3}, without lose of generality, we can
assume that w0v0, w1v1 ∈ E(G). Then w1 must be adjacent to v3, and v2 must be adjacent to w0. But
then {u0v0, w1v3} is not contained in any perfect matching of G, contradicting 2-extendibility of G.
Therefore, there can be only one 2-extendable non-bipartite graph with 12 vertices and no more than
20 edges, upto isomorphism, as shown in Figure 3.3.
Theorem 3.5. When ν = 14, 16 or 18, ε(ν, 2) = 3ν/2.
Proof. We already have ε(ν, 2) ≥ 3ν/2. To prove the equality, we show 2-extendable graphs on ν = 14,
16 and 18 vertices and 3ν/2 edges in Figure 3.4, 3.5 and 3.6, respectively.
Theorem 3.6. When ν ≥ 20, ε(ν, 2) = 3ν/2.
Proof. We have ε(ν, 2) ≥ 3ν/2. To prove the equality we must find 3-regular 2-extendable non-bipartite
graphs on ν vertices for all even ν ≥ 20. By definition and Lemma 1.9, Fullerene graphs are 3-regular
2-extendable non-bipartite graphs, and Fullerene graphs with ν vertices exists for all even ν ≥ 20, except
ν = 22. So, we only need to construct a 3-regular 2-extendable non-bipartite graph on 22 vertices. One
such graph is shown in Figure 3.7.
Now we can prove Theorem 3.2.
Proof. Let G be a 2-extendable graph on ν vertices with minimum size. By Theorem 1.6, when ν ≤ 8,
δ(G) ≥ κ(G) ≥ 4. For ν = 6, it is not hard to check that G must be K6, thus ε(6, 2) = 15. For ν = 8, we
have ε(8, 2) ≥ 16, and it is obvious that the graph shown in Figure 3.8 is a 2-extendable non-bipartite
graph with 8 vertices and 16 edges, hence ε(8, 2) = 16. For other values of ν the results follow from
Theorem 3.3, 3.4, 3.5 and 3.6.
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Figure 3.4: G3, a 2-extendable non-bipartite graph with 14 vertices and 21 edges
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Figure 3.5: G4, a 2-extendable non-bipartite graph with 16 vertices and 24 edges
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Figure 3.6: G5, a 2-extendable non-bipartite graph with 18 vertices and 27 edges
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Figure 3.7: G6, a 2-extendable non-bipartite graph with 22 vertices and 33 edges
8
Figure 3.8: a 2-extendable non-bipartite graph with 8 vertices and 16 edges
4 Final remarks
We finish our paper with some ideas on Problem 1 for general k.
By Lemma 1.7, the set of k-extendable non-bipartite graphs and the set of 2k-factor-critical graphs
coincide when ν(G) ≤ 4k− 2. We have found 2k-factor-critical graphs with minimum size among Harary
graphs in Section 2. So we have
ε(ν, k) = (2k + 1)ν/2 if ν ≤ 4k − 2.
By Lemma 1.6, when ν(G) = 4k, the connectivity of a k-extendable non-bipartite graph G is 2k.
Therefore δ(G) ≥ κ(G) ≥ 2k. This bound is obtained by the following graph. Let H1 and H2 be two
copies of K2k where V (H1) = {u0, u1, . . . , u2k−1} and V (H2) = {v0, v1, . . . , v2k−1}. And construct G
by joining every ui to vi, 0 ≤ i ≤ 2k − 1. It is not hard to check that G is a k-extendable graph with 4k
vertices and regular degree 2k. Therefore
ε(4k, k) = 4k2.
When ν ≥ 4k + 2, an example in [6] shows that the connectivity of a k-extendable graph G with ν
vertices can be k + 1, that is, the bound given by Lemma 1.3. The case that k = 2 gives us some hints
that there may exist k-extendable regular graphs with degree k+1, and hence ε(ν, k) = (k+1)ν/2, when
ν is large. Let ν0 be the minimum even integer such that ε(ν0, k) = (k + 1)ν0/2. Then ν0 ≥ 4k + 2.
Assuming that for a given k, the function ε(ν, k) is increasing for even integer ν. We have (ν0 − 4k)/2 ≤
ε(ν0, k)− ε(4k, k) = (k+ 1)ν0/2− 4k
2, that is, ν0 ≥ 8k− 4. Therefore, we have the following conjecture.
Conjecture 1. For a given integer k > 0, if G is a k-extendable non-bipartite graph with edge number
ν(G)(k + 1)/2, then ν(G) ≥ 8k − 4.
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Appendix A The verification of 2-extendibility
In this appendix, we verify the 2-extendibility of the graphs in Figure 3.1, Figure 3.3, Figure 3.4, Figure
3.5, Figure 3.6 and Figure 3.7, which have been named as Gi, 1 ≤ i ≤ 6. By definition, we check that
every non-adjacent edge pair in Gi is contained in a perfect matching of it. Making advantage of the
symmetry and the cycle structures of the graphs, we only need to check a small part of all cases.
We verify the extendibility of each Gi in a separate section. For convenience, we label the ν vertices
of a graph by 0, 1, . . ., ν − 1, as shown in the figures. An edge with endvertices i and j is denoted by i-j
when we list it in the tables, and (i, j) in other contents.
A.1 2-extendibility of G1
Let E0 = {e0, e1} be an edge pair in G1 and let G′1 = G1 − {(0, 8), (2, 4), (1, 9), (3, 5)}. Then G
′
1 is
isomorphic toHB3,10 defined in Section 2, which is 2-extendable. Hence, if E0∩{(0, 8), (2, 4), (1, 9), (3, 5)}
= ∅, then E0 is contained in a perfect matching of G′1, which is also a perfect matching of G1.
If E0 ⊂ {(0, 8), (2, 4), (1, 9), (3, 5)}, then E0 is contained in the perfect matching {(0, 8), (2, 4), (1, 9),
(3, 5), (6, 7)}.
What left is the case that |E0∩{(0, 8), (2, 4), (1, 9), (3, 5)}| = 1. By symmetry, we only need to verify
that every such edge pair containing (0, 8) or (2, 4) is contained in a perfect matching of G1.
To verify that some edge pairs can be extended to perfect matchings, we list several perfect matchings,
so that each edge pair is contained in at least one of them.
We arrange the verification data in tables. The first column of a table contains the edges. The second
column of a table contains the edge pairs containing the edge. For convenience, we just list the other
edge in each edge pair. The third column lists several perfect matchings so that each edge pair in the
second column is contained in at least one of them.
Table A.1: 2-extendibility of G1
Edge Edge Pairs Perfect Matchings
0-8
1-2, 2-3, 2-5, 3-4, 4-5, {0-8,1-2,3-5,4-7,6-9} {0-8,1-9,2-3,4-5,6-7}
4-7, 5-6, 6-7, 6-9. {0-8,1-9,2-5,3-4,6-7} {0-8,1-9,2-3,4-7,5-6}
2-4
0-1, 0-3, 0-9, 1-8, 5-6, {2-4,0-1,3-5,6-7,8-9} {2-4,0-3,1-9,5-6,7-8}
6-7, 6-9, 7-8, 8-9. {2-4,0-9,1-8,3-5,6-7} {2-4,0-1,3-5,6-9,7-8}
A.2 2-extendibility of G2
Let E0 = {e0, e1} be an edge pair in G2. We verify that E0 is contained in a perfect matching of
G2. Let C1 = (0, 1, 2, 3, 4, 5, 6, 7, 0) and (C2 = 8, 9, 10, 11, 8) be the two cycles in G2. If
|E0 ∩ E(C1)| = 1 and |E0 ∩ E(C2)| = 1, then E0 can be easily extended to a perfect matching of G2,
which is composed of a perfect matching of C1 and a perfect matching of C2. Hence, we can assume that
|E0 ∩ E(C1)| = 0 or |E0 ∩E(C2)| = 0.
Let e = v0v1 and f = v2v3 be two edges on an even cycle C, where v0, v1, v2 and v3 appear on C as
the order listed. Since C is even, the length of the segment of C from v1 to v2 and that of the segment of
C from v2 to v1 have the same parity. We say that two vertices v1 and v2 are at an odd distance on C, if
the length is odd. Furthermore, we say that e and f are at an odd distance on C, if v1 and v2 are at an
odd distance on C. Note that by parity, v0 and v3 is also at an odd distance on C. Obviously, any edge
pair whose two edges are at an odd distance on C1 or C2 can be easily extended to a perfect matching of
G. So we skip these edge pairs in our verification lists. Similar skipping is applied in subsequent sections.
Firstly, we examine all edge pairs that contain an edge on C1 but no edge on C2. By symmetry, we
only need to examine all such edge pairs containing the edge (0, 1) or (1, 2). Then, we examine all edge
pairs that contain no edge on C1 but an edge on C2. Again by symmetry, it suffices to examine all such
edge pairs containing (8, 9). Finally, we examine the edge pairs that contains no edge on C1 or C2. By
symmetry, we examine such edge pairs containing (0, 8) or (1, 11).
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Table A.2: 2-extendibility of G2
Edge Edge Pairs Perfect Matchings
0-1
3-4, 5-6, 2-9, 4-10, 6-11, {0-1,2-9,3-4,5-6,7-10,8-11} {0-1,2-9,3-8,4-5,6-7,10-11}
3-8, 5-9, 7-10. {0-1,2-3,4-10,5-9,6-7,8-11} {0-1,2-3,4-5,6-11,7-10,8-9}
1-2
4-5, 6-7, 0-8, 4-10, 6-11, {1-2,0-8,3-4,5-9,6-11,7-10} {1-2,0-7,3-8,4-5,6-11,9-10}
3-8, 5-9, 7-10. {1-2,0-7,3-8,4-10,5-9,6-11} {1-2,0-8,3-4,5-9,6-7,10-11}
8-9 6-11, 4-10, 1-11, 7-10. {8-9,0-7,1-11,2-3,4-10,5-6} {8-9,0-1,2-3,4-5,6-11,7-10}
0-8
2-9, 4-10, 6-11, 1-11, 5-9, {0-8,1-11,2-9,3-4,5-6,7-10} {0-8,1-11,2-3,4-10,5-9,6-7}
7-10. {0-8,1-2,3-4,5-9,6-11,7-10}
1-11
0-8, 2-9, 4-10, 3-8, 5-9, {1-11,0-7,2-9,3-8,4-10,5-6} {1-11,0-8,2-3,4-10,5-9,6-7}
7-10. {1-11,0-8,2-9,3-4,5-6,7-10}
A.3 2-extendibility of G3
Let E0 = {e0, e1} be an edge pair in G3. We verify that E0 is contained in a perfect matching of
G3. Let C1 = (0, 1, 2, 3, 4, 5, 6, 7, 0) and C2 = (8, 9, 10, 11, 12, 13, 8) be the two cycles in
G3. If |E0 ∩ E(C1)| = 1 and |E0 ∩ E(C2)| = 1, then E0 can be extended to a perfect matching of G3,
which is composed of a perfect matching of C1 and a perfect matching of C2. So we can assume that
|E0∩E(C1)| = 0 or |E0 ∩E(C2)| = 0. Firstly, we examine all edge pairs containing an edge on C1 but no
edge on C2. By symmetry, we examine all such edge pairs containing (0, 1), (1, 2) , (2, 3) or (3, 4). Then,
we examine all edge pairs that contain no edge on C1, but an edge on C2. By symmetry, we examine all
such edge pairs containing (8, 9), (8, 13), (9, 10) or (10, 11). Finally, if E0 contains no edge on C1 or C2,
then E0 must be contained in the perfect matching {(0, 4), (1, 12), (2, 8), (3, 10), (5, 11), (6, 13), (7, 9)}.
Table A.3: 2-extendibility of G3
Edge Edge Pairs Perfect Matchings
0-1
3-4, 5-6, 2-8, 3-10, 5-11, {0-1,2-8,3-4,5-6,7-9,10-11,12-13} {0-1,2-8,3-10,4-5,6-13,7-9,11-12}
6-13, 7-9 {0-1,2-8,3-4,5-11,6-7,9-10,12-13}
1-2
4-5, 6-7, 0-4, 3-10, 5-11, {1-2,0-7,3-10,4-5,6-13,8-9,11-12} {1-2,0-4,3-10,5-6,7-9,8-13,11-12}
6-12, 7-13 {1-2,0-4,3-10,5-11,6-7,8-9,12-13}
2-3
0-7, 5-6, 0-4, 1-12, 5-11, {2-3,0-4,1-12,5-6,7-9,8-13,10-11} {2-3,0-7,1-12,4-5,6-13,8-9,10-11}
6-13, 7-9 {2-3,0-4,1-12,5-11,6-7,8-13,9-10}
3-4
0-1, 6-7, 1-12, 2-8, 5-11, {3-4,0-1,2-8,5-6,7-9,10-11,12-13} {3-4,0-7,1-12,2-8,5-11,6-13,9-10}
6-13, 7-9 {3-4,0-1,2-8,5-11,6-7,9-10,12-13}
8-9
11-12, 0-4, 1-12, 3-10, 5-11, {8-9,0-4,1-2,3-10,5-11,6-7,12-13} {8-9,0-7,1-12,2-3,4-5,6-13,10-11}
6-13 {8-9,0-7,1-2,3-10,4-5,6-13,11-12}
8-13
10-11, 0-4, 1-12, 3-10, 5-11, {8-13,0-4,1-2,3-10,5-6,7-9,11-12} {8-13,0-4,1-12,2-3,5-11,6-7,9-10}
7-9 {8-13,0-4,1-12,2-3,5-6,7-9,10-11}
9-10
12-13, 0-4, 1-12, 2-8, 5-11, {9-10,0-4,1-12,2-3,5-11,6-7,8-13} {9-10,0-7,1-12,2-8,3-4,5-11,6-13}
6-13 {9-10,0-1,2-8,3-4,5-11,6-7,12-13}
10-11
8-13, 0-4, 1-12, 2-8, 6-13, {10-11,0-4,1-12,2-3,5-6,7-9,8-13} {10-11,0-1,2-8,3-4,5-6,7-9,12-13}
7-9 {10-11,0-7,1-12,2-3,4-5,6-13,8-9}
A.4 2-extendibility of G4
Let C1 = (0, 1, 2, 3, 0) and C2 = (4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 4). The analysis is analog
to that in Section A.3.
A.5 2-extendibility of G5
Let C1 = (0, 1, 2, 3, 4, 5, 0) and C2 = (6, 13, 7, 14, 8, 15, 9, 16, 10, 17, 11, 12, 6). The analysis
is analog to that in Section A.3.
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A.6 2-extendibility of G6
Let C1 = (0, 1, 2, 3, 4, 5, 6, 7, 0) and C2 = (8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 8).
The analysis is analog to that in Section A.3.
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