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Re´sume´
Dans cet article nous de´montrons que toute courbe entie`re dans une
hypersurface lisse de degre´ d ≥ 97 de P4
C
doit satisfaire une e´quation
diffe´rentielle alge´brique d’ordre 3. Nous donnons e´galement la version
logarithmique de ce the´ore`me en montrant que toute courbe entie`re
dans le comple´mentaire d’une surface lisse de degre´ d ≥ 92 de P3
C
doit
satisfaire une e´quation diffe´rentielle alge´brique d’ordre 3.
Abstract
In this article we prove that every entire curve in a smooth hyper-
surface of degree d ≥ 97 in P4
C
must satisfy an algebraic differential
equation of order 3. The logarithmic version of this result is given prov-
ing that every entire curve in the complement of a smooth surface of
degree d ≥ 92 in P3
C
must satisfy an algebraic differential equation of
order 3.
MSC : 32Q45, 14F99
Mots-cle´s : Hyperbolicite´ au sens de Kobayashi ; courbes entie`res ;
Comple´mentaires d’hypersurfaces projectives.
1 Introduction
En 1970, S.Kobayashi [15] a propose´ la conjecture qui stipule qu’une
hypersurface ge´ne´rique X de Pn
C
de grand degre´ d par rapport a` n est hy-
perbolique et que son comple´mentaire est hyperbolique pour d ≥ 2n + 1.
∗Adresse e-mail : eroussea@math.uqam.ca
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Dans le cas de la dimension 2, Demailly et El Goul ont montre´ [8] l’hyper-
bolicite´ des hypersurfaces tre`s ge´ne´riques X ⊂ P3
C
telles que d ≥ 21 et El
Goul a obtenu [11] que le comple´mentaire d’une courbe tre`s ge´ne´rique dans
P2
C
est hyperbolique pour d ≥ 15. Ces re´sultats ont e´te´ obtenus par l’utilisa-
tion des fibre´s de jets de diffe´rentielles de Demailly Ek,mT
∗
X introduits dans
[7], et leur version logarithmique [10]. Soit φ : C→X une courbe entie`re.
L’ide´e pour traiter les proble`mes d’hyperbolicite´ est que les sections globales
des fibre´s Ek,mT
∗
X s’annulant sur un diviseur ample fournissent des e´quations
diffe´rentielles pour la courbe φ. Dans le cas des surfaces lisses X ⊂ P3
C
, on sait
[7] que pour d ≥ 15, H0(X,E2,mT
∗
X ⊗A
−1) 6= 0 pour m suffisamment grand.
Dans ce papier nous allons montrer qu’en dimension 3, il faut au minimum
chercher des ope´rateurs diffe´rentiels d’ordre 3 :
The´ore`me 1.1 Soit X ⊂ P4 une hypersurface de degre´ d ≥ 2, lisse. Alors :
H0(X,E2,mT
∗
X) = 0.
Autrement dit, il n’y a pas de jets de diffe´rentielles d’ordre 2 de´finis globale-
ment sur X.
Une de´monstration simple de ce re´sultat, sans faire appel au the´ore`me de
Borel-Weil-Bott [9], est obtenue a` l’aide des complexes de Schur.
Re´cemment Y.T. Siu [23] a pre´sente´ une me´thode pour produire des
ope´rateurs diffe´rentiels en toute dimension n pour un degre´ d de X plus
grand qu’une constante de´pendant de n. Si nous nous inte´ressons au degre´
d, le re´sultat principal de cet article est l’obtention de sections globales des
fibre´s d’ope´rateurs diffe´rentiels d’ordre 3 avec le re´sultat suivant
The´ore`me 1.2 Soit X une hypersurface lisse de degre´ d ≥ 97 de P4 et A
un fibre´ en droites ample, alors il y a des sections globales de E3,mT
∗
X ⊗A
−1
pour m suffisamment grand et toute courbe entie`re f : C→X doit satisfaire
l’e´quation diffe´rentielle correspondante.
et sa version logarithmique
The´ore`me 1.3 Soit X une hypersurface lisse de degre´ d ≥ 92 de P3 et A un
fibre´ en droites ample, alors il y a des sections globales de E3,mTP3
∗
⊗A−1 pour
m suffisamment grand et toute courbe entie`re f : C→ P3\X doit satisfaire
l’e´quation diffe´rentielle correspondante.
Indiquons les points essentiels de la preuve de ces deux the´ore`mes. Elle
se fonde tout d’abord sur les re´sultats que nous avons obtenus dans [21]
qui donnent la de´composition du gradue´ du fibre´ des jets d’ordre 3 en ses
repre´sentations irre´ductibles de Schur.
2
La cle´ de la de´monstration est alors une majoration de h2(X,Gr•E3,mT
∗
X).
Nous l’obtenons par l’e´tude de la cohomologie du fibre´ vectoriel Γ(λ1,λ2,λ3)T ∗X
sur X. Celle-ci est faite en remontant aux varie´te´s de drapeaux : sur celles-ci
existent des fibre´s en droites dont la cohomologie est relie´e a` celle du fibre´
vectoriel conside´re´ par les suites spectrales de Leray.
2 Pre´liminaires
2.1 Fibre´s de jets de diffe´rentielles
Nous rappelons ici les de´finitions et proprie´te´s de base des espaces de jets
construits par J.-P. Demailly dans [7].
Soit X une varie´te´ complexe lisse. On part du couple (X, V ) ou` V ⊂ TX
est un sous fibre´ du fibre´ tangent de X. On de´finit alors X1 := P(V ), et le
fibre´ V1 ⊂ TX1 est de´fini par
V1,(x,[v]) := {ξ ∈ TX1,(x,[v]) ; pi∗ξ ∈ Cv}
ou` pi : X1 → X est la projection naturelle. Si l’on a un germe de courbe
f : (C, 0)→ (X, x) tangent a` V , on peut le relever a` X1 et l’on note le releve´
f[1]. Dans la suite, nous conside´rerons le cas ou` V := TX .
Par induction, on obtient une tour de varie´te´s (Xk, Vk). On note pik :
Xk → X la projection. Conside´rons l’image directe pik∗(OXk(m)). C’est un
fibre´ vectoriel sur X que l’on peut de´crire avec des coordonne´es locales. Soit
z = (z1, ..., zn) des coordonne´es centre´es en un point x ∈ X. Une section
locale du fibre´ pik∗(OXk(m)) est un polynoˆme
P =
∑
|α1|+2|α2|+...+k|αk|=m
Rα(z)dz
α1 ...dkzαk
qui agit de manie`re naturelle sur les fibres du fibre´ Jk → X des k-jets de
germes de courbes dans X , i.e l’ensemble des classes d’e´quivalence des ap-
plications holomorphes f : (C, 0) → (X, x) modulo la relation d’e´quivalence
suivante : f ∼ g si et seulement si toutes les de´rive´es f (j)(0) = g(j)(0) co¨ınci-
dent pour 0 ≤ j ≤ k. De plus P est invariant par reparame´trisation, i.e
P ((f ◦ φ)′, ..., (f ◦ φ)(k))t = φ
′(t)mP (f ′, ..., f (k))φ(t)
pour tout φ du groupe Gk des germes de k-biholomorphismes de (C, 0). Le
fibre´ vectoriel pik∗(OXk(m)) est note´ Ek,mT
∗
X . En ge´ne´ral, il semble difficile
d’obtenir une filtration de ce fibre´, cependant on a les cas simples suivants.
Pour k = 1, E1,mT
∗
X = S
mT ∗X .
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Si X est une surface, la description de E2,mT
∗
X est la suivante. On note
W = dz1d
2z2−dz2d
2z1 le wronskien, alors tout ope´rateur diffe´rentiel invariant
d’ordre 2 et de degre´ m s’e´crit
P =
∑
|α|+3k=m
Rα,k(z)dz
αW k.
Le the´ore`me suivant permet de comprendre pourquoi les espaces de jets sont
utiles pour les proble`mes d’hyperbolicite´ :
The´ore`me [13], [7]. Supposons qu’il existe des entiers k,m > 0 et un
fibre´ en droites ample L sur X tel que
H0(Xk,OXk(m)⊗ pi
∗
kL
−1) ≃ H0(X,Ek,mT
∗
X ⊗ L
−1)
ait des sections non nulles σ1, ..., σN . Soit Z ⊂ Xk le lieu de base de ces sec-
tions. Alors toute courbe entie`re f : C → X ve´rifie f[k](C) ⊂ Z. Autrement
dit, pour tout ope´rateur diffe´rentiel P , Gk−invariant a` valeurs dans L
−1,
toute courbe entie`re f : C→ X ve´rifie l’e´quation diffe´rentielle P (f) = 0.
Rappelons qu’une varie´te´ complexe, lisse et compacte est hyperbolique s’il
n’existe pas de courbes entie`res non constantes f : C→ X . Ainsi, le proble`me
est de produire suffisamment d’e´quations diffe´rentielles alge´briquement inde´pen-
dantes.
Dans le cas des surfaces, le re´sultat suivant donne un crite`re nume´rique
pour l’existence de sections globales non nulles de E2,mT
∗
X ⊗ L
−1
The´ore`me [7]. Soit X une surface alge´brique de type ge´ne´ral et L un
fibre´ en droites ample sur X. Alors
h0(X,E2,mT
∗
X ⊗ L
−1) ≥
m4
648
(13c21 − 9c2) +O(m
3).
Pour les hypersurfaces X ⊂ P3 de degre´ d, ce the´ore`me montre l’existence de
telles sections pour d ≥ 15.
2.2 De´composition des jets en repre´sentations irre´duc-
tibles
2.2.1 Les foncteurs de Schur
Soit V est un espace vectoriel complexe de dimension finie r. A l’ensem-
ble des r-uplets de´croissants (a1, ..., ar) ∈ Z
r, a1 ≥ a2... ≥ ar, on associe de
manie`re fonctorielle une collection d’espaces vectoriels Γ(a1,...,ar)V qui fournit
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la liste de toutes les repre´sentations polynoˆmiales irre´ductibles du groupe
line´aire Gl(V ), a` isomorphisme pre`s. Γ• est appele´ foncteur de Schur. Don-
nons une description simple de ces foncteurs. Soit Ur =
{(
1 ∗
0 1
)}
le
groupe des matrices unipotentes triangulaires supe´rieures r × r. Si tous les
aj sont positifs, on de´finit
Γ(a1,...,ar)V ⊂ Sa1V ⊗ ...⊗ SarV
comme e´tant l’ensemble des polynoˆmes P (x1, ..., xr) sur (V
∗)r qui sont ho-
moge`nes de degre´ aj par rapport a` xj et qui sont invariants sous l’action a`
droite de Ur sur (V
∗)r i.e tels que
P (x1, ..., xj−1, xj + xk, xj+1, ..., xr) = P (x1, ..., xr) ∀k < j.
Si (a1, ..., ar) n’est pas de´croissant alors on pose Γ
(a1,...,ar)V = 0. Comme cas
particuliers on retrouve les puissances syme´triques et les puissances exte´rieures :
SkV = Γ(k,0,...,0)V,
∧kV = Γ(1,...,1,0,...,0)V (avec k indices 1),
det V = Γ(1,...,1)V.
Les foncteurs de Schur satisfont la formule
Γ(a1+l,...,ar+l)V = Γ(a1,...,ar)V ⊗ (det V )l
qui peut eˆtre utilise´e pour de´finir Γ(a1,...,ar)V si l’on a des ai ne´gatifs.
2.2.2 Dualite´ de Schur, Tableaux de Young (cf.[12])
Faisons le lien avec les repre´sentations du groupe syme´triques. Les repre´sen-
tations irre´ductibles du groupe syme´trique Sr correspondent aux classes de
conjugaison de Sr, i.e aux partitions (l) : r = l1 + l2 + ... + ld avec li ∈
Z et l1 ≥ l2 ≥ ... ≥ ld > 0. La partition (l) peut eˆtre de´crite par un
diagramme de Young avec r cases et dont les longueurs des lignes sont
l1, l2, ..., ld. Les longueurs de ses colonnes sont dj = card{i ∈ Z : li ≥ j}
(j = 1, 2, ..., l1; l = l1 : longueur du diagramme ; d = d1 : hauteur du dia-
gramme ;
∑
li =
∑
dj = r). Un tableau de Young t associe´ a` un diagramme
de Young est tout simplement une nume´rotation des cases par les entiers
1, 2, ..., r. Pour un tableau de Young fixe´ t on introduit un idempotent et de
l’alge`bre C.Sr :
et =
v(l)
r!
.(
∑
q∈Qt
sgn(q).q).(
∑
p∈Pt
p)
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avec v(l) =
r!
d!
.
∏d
i=1
i!
(li+d−i)!
.
∏
1≤i<j≤d
(
li−lj
j−i
+ 1) et les sous-groupes
Pt = {p ∈ Sr : p pre´serve chaque ligne de t},
Qt = {q ∈ Sr : q pre´serve chaque colonne de t}.
Un tableau de Young t est appele´ tableau standard si sur chaque ligne
et chaque colonne les entiers sont range´s par ordre croissant. Le nombre de
tableaux standards associe´ a` un diagramme de Young est e´gal a` v(l). Soit
D(r) l’ensemble de tous les tableaux standards a` r cases. Alors l’identite´
1 ∈ C.Sr se de´compose en
1 =
∑
t∈D(r)
et
et ces idempotents sont orthogonaux deux a` deux.
Le groupe syme´trique Sr et donc l’alge`bre C.Sr agit sur V
⊗r par permu-
tations des indices des e´le´ments de tenseurs :
p(a1 ⊗ a2...⊗ ar) = ap−1(1) ⊗ ap−1(2)...⊗ ap−1(r), ∀p ∈ Sr.
Par la de´composition pre´ce´dente de l’identite´ on obtient
V ⊗r = ⊕
t∈D(r)
ΓtV
avec ΓtV = et(V
⊗r). Si les tableaux de Young t, t˜ correspondent au meˆme
diagramme de Young, i.e a` la meˆme partition (l) alors ΓtV et Γt˜V sont
isomorphes. D’ou`
V ⊗r = ⊕
(l)
(Γ(l)V )⊕v(l), ou` (l) de´crit les partitions de r.
2.2.2.1 Cas du fibre´ cotangent Conside´rons une varie´te´ alge´brique
lisse X et son fibre´ cotangent T ∗X . Pour chaque partition (l),
dimH0(X,Γ(l)T ∗X)
est un invariant birationnel de la varie´te´ X (cf.[18]). Dans le cas de certaines
partitions particulie`res, on a par exemple le genre cotangentiel
dimH0(X,SmT ∗X)
(cf. [22]) pour (l) = (m, 0, ..., 0), ou bien le nombre de Hodge h0r pour (l) =
(1, .., 1, 0..., 0) avec r fois ”1”. Malheureusement le calcul de ces invariants
et celui des groupes de cohomologie d’ordre supe´rieur est assez difficile (cf.
chapitre 4).
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2.2.2.2 Coefficient de Littlewood-Richardson Un diagramme de
Young gauche est le diagramme obtenu en enlevant un diagramme plus petit
d’un diagramme de Young qui le contient. Si deux diagrammes correspon-
dent aux partitions λ = (λ1, λ2, ...) et µ = (µ1, µ2, ...), on e´crit µ ⊂ λ si le
diagramme de µ est contenu dans celui de λ, i.e, µi ≤ λi pour tout i. Le di-
agramme gauche est note´ λ/µ. Un tableau gauche est un diagramme gauche
rempli par des entiers positifs qui sont en croissance stricte sur les colonnes
et croissance faible sur les lignes. On de´finit le mot d’un tableau gauche t
(ou mot en ligne), w(t) (ou wr(t)) en lisant les entiers de t de la gauche vers
la droite et de bas en haut. Un mot w = x1x2...xr est dit de Yamanouchi si,
quand on le lit en partant de la fin jusqu’a` n’importe quelle lettre, la suite
xr, xr−1, ..., xs contient au moins autant de ”1” que de”2”, au moins autant
de ”2” que de ”3”,...
Un tableau gauche t est un tableau gauche de Littlewood-Richardson
si son mot wr(t) est de Yamanouchi. Un tableau gauche a pour contenu
µ = (µ1, ..., µl) si les entiers qu’il contient ve´rifient : il y a µ1 ”1”, µ2 ”2”...,
µl ”l”.
Definition 2.1 (cf.[12]) Le coefficient de Littlewood-Richardson cνλ,µ est le
nombre de tableaux gauches de Littlewood-Richardson de forme ν/λ de con-
tenu µ.
Remarque 2.2 [12] C’est aussi la multiplicite´ de ΓνV dans ΓλV ⊗ ΓµV.
2.2.3 Caracte`res, fonctions de Schur
On de´finit le caracte`re multiplicatif de T = {(x = diag(x1, ..., xr)} ⊂ G le
sous-groupe des matrices diagonales inversibles comme e´tant l’application :
χλ : T → C
∗,
d(t) → tλ11 ...t
λr
r .
On pose : Xλ = Xλ11 ...X
λr
r . On de´finit le caracte`re formel ch(E)(X) de E
comme e´tant le polynoˆme :
ch(E)(X) =
∑
λ
(dimEλ)X
λ
ou` Eα = {e ∈ E : x.e = x
α1
1 ...x
αm
m e, ∀ x ∈ T }.
Faisons le lien avec le caracte`re de Chern.
Proposition 2.3 Soit V un fibre´ vectoriel de rang r sur X.
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Notons la factorisation formelle :
r∑
i=0
ci(V )x
i =
r
Π
i=1
(1 + aix)
.Soit λ = (λ1, ..., λr) ∈ Λ(r, n) = {(λ1, ..., λr) ∈ Z
r, λ1 ≥ ... ≥ λr,
∑
λi = n}.
Alors :
Ch(ΓλV ) = ch(ΓλV )(ea1 , ..., ear),
ou` Ch de´signe le caracte`re de Chern.
De´monstration. Par [14] il suffit de le ve´rifier pour V somme directe de
fibre´s en droites.
Soit donc :
V =
r
⊕
i=1
ξi.
Soit U = {Ui}i∈I un recouvrement ouvert pour lequel les ξi sont repre´sente´s
par les cocycles {ak,lii } :
ak,lii : Uk ∩ Ul → C
∗.
V est donc repre´sente´ par un cocycle :
gk,l(x) =


ak,l11 (x)
...
...
ak,lrr (x)

 = diag(ak,l11 (x), ..., ak,lrr (x)) pour x ∈
Uk ∩ Ul.
Soit :
ρ : GL(V )→ GL(ΓλV )
la repre´sentation associe´e a` λ.
Le fibre´ vectoriel ΓλV est donc repre´sente´ par le cocycle hk,l(x) = ρ(gk,l(x)).
Par le fait que ΓλV est somme de ses espaces de poids, ΓλV = ⊕
µ∈Λ(r,n)
(ΓλV )µ
on obtient :
hk,l(x) = ρ(gk,l(x)) = diag(

 (ak,l11 )µ1 ...(ak,lrr )µr ...
(ak,l11 )
µ1 ...(ak,lrr )
µr

), ma-
trice diagonale par blocs ou` les blocs sont des matrices diagonales de dimen-
sion dim(ΓλV )µ.
Ainsi :
ΓλV = ⊕
µ∈Λ(r,n)
(dim(ΓλV )µ)ξµ11 ⊗ ...⊗ ξ
µr
r .
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Donc :
Ch(ΓλV ) = ch(ΓλV )(ea1 , ..., ear).

Rappelons maintenant [19] qu’en caracte´ristique 0, ce qui est notre cas, on a
acce`s au caracte`re formel :
ch(ΓλV ) = chλ = sλ ou` sλ est la fonction de Schur de type λ de´finie par :
sλ =
aλ+δ
aδ
ou` pour α ∈ Λ(r, n) : aα(X) = det[(X
αj
i )] et δ = (r − 1, r − 2, ..., 0).
2.2.4 De´composition des jets d’ordre 3 en dimension 3
Dans [21] nous avons obtenu la de´composition du gradue´ du fibre´ des jets
d’ordre 3 en dimension 3 :
The´ore`me [21]. Soit X une varie´te´ complexe de dimension 3, alors :
Gr•E3,mT
∗
X = ⊕
0≤γ≤m
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( ⊕
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
Γ(λ1,λ2,λ3)T ∗X)
ou` Γ est le foncteur de Schur.
Cette de´composition a permis par Riemann-Roch un calcul de caracte´ristique
d’Euler :
Proposition [21]. Soit X une hypersurface lisse de degre´ d de P4, alors
χ(X,E3,mT
∗
X) =
m9
81648× 106
d(389d3−20739d2+185559d−358873)+O(m8)
On obtient alors la positivite´ de la caracte´ristique d’Euler :
Corollaire [21]. Pour d ≥ 43, χ(X,E3,mT
∗
X) ∼ α(d)m
9 avec α(d) > 0.
2.3 Les varie´te´s de drapeaux
Soit X une varie´te´ complexe lisse de dimension 3. Notons F l(T ∗X) la
varie´te´ des drapeaux de T ∗X i.e des suites de sous-espaces vectoriels emboˆıte´s
D = {0 = E3 ⊂ E2 ⊂ E1 ⊂ E0 = T
∗
X,x}.
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Soit pi : F l(T ∗X) → X. C’est une fibration localement triviale dont la
dimension relative est : N = 1 + 2 = 3.
Soit λ = (λ1, λ2, λ3) une partition telle que λ1 > λ2 > λ3. Notons L
λ le
fibre´ en droites sur F l(T ∗X) dont la fibre au-dessus du drapeau pre´ce´dent est
LλD =
3
⊗
i=1
det(Ei−1/Ei)
⊗λi . D’apre`s le the´ore`me de Bott [3], si m ≥ 0 :
pi∗(L
λ)⊗m = ΓmλT ∗X ,
Rqpi∗(L
λ)⊗m = 0 si q > 0.
Les fibre´s ΓmλT ∗X et (L
λ)⊗m ont donc meˆme cohomologie.
2.4 Le cas logarithmique
Soit X une varie´te´ lisse complexe avec un diviseur a` croisements normaux
D. On de´finit le faisceau cotangent logarithmique
TX
∗
= T ∗X(logD)
comme le faisceau localement libre engendre´ par T ∗X et les diffe´rentielles log-
arithmiques
dsj
sj
, ou` les sj = 0 sont les e´quations locales des composantes
irre´ductibles de D.
Son dual, le fibre´ tangent logarithmique
TX = TX(− logD)
est le faisceau des germes de champs de vecteurs tangents a` D.
En suivant [10], on peut de´finir le faisceau O(Ek,mTX
∗
) des diffe´rentielles
de jets logarithmiques, i.e, le faisceau localement libre engendre´ par tous les
ope´rateurs polynoˆmiaux en les de´rive´es d’ordre 1, 2, ...k de f , germe de courbe
holomorphe, auxquelles on ajoute celles de la fonction log(sj(f)) le long de
la j-e`me composante de D, qui de plus sont invariants par changement de
parame´trisation arbitraire.
Nous renvoyons le lecteur a` [10] et [21] pour la ge´ne´ralisation des re´sultats
pre´ce´dents au cas logarithmique.
3 Etude de la cohomologie
Soit X une varie´te´ complexe lisse de dimension 3. Nous e´tudions main-
tenant les fibre´s Γ(λ1,λ2,λ3)T ∗X et leur cohomologie. Pour obtenir l’existence
de suffisamment d’ope´rateurs diffe´rentiels, i.e de sections globales des fibre´s
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Ek,mT
∗
X , il est crucial de controˆler les groupes de cohomologie. En dimension
2 le point cle´ est l’utilisation d’un the´ore`me d’annulation de Bogomolov [2]
valable sur les surfaces de type ge´ne´ral. En dimension 3, nous allons voir
que l’on ne peut espe´rer un tel the´ore`me d’annulation. En effet, on a peu de
re´sultats explicites sur la de´termination des groupes de cohomologie. Citons
tout de meˆme un the´ore`me d’annulation duˆ a` J.-P. Demailly [7] :
The´ore`me 3.1 Soit X une varie´te´ alge´brique projective de dimension n, et
L un fibre´ en droites sur X. Supposons que X est de type ge´ne´ral est minimal
(i.e. KX est big et nef) et soit a = (a1, ..., an) ∈ Z
n, a1 ≥ ... ≥ an. Si l’on a
L pseudoeffectif et |a| =
∑
aj > 0, ou L big et |a| ≥ 0, alors
H0(X,ΓaTX ⊗ L
∗) = 0.
Malheureusement ce the´ore`me ne nous renseigne que sur le groupe H3
par la dualite´ de Serre. Or, ce que nous souhaitons obtenir est un controˆle du
H2. Nous allons donc pre´senter dans cette section une approche e´le´mentaire
pour traiter ce proble`me utilisant des outils alge´briques (essentiellement les
suites exactes), et des outils provenant de l’analyse complexe (the´ore`mes
d’annulation sous hypothe`se de positivite´ des fibre´s).
Rappelons la formule :
Γ(λ1,λ2,λ3)T ∗X = Γ
(λ1−λ3,λ2−λ3,0)T ∗X ⊗K
λ3
X .
3.1 Les jets d’ordre 1 et 2
Montrons tout d’abord la ne´cessite´ d’e´tudier les jets d’ordre 3.
L’absence de 1-jets de´finis globalement est bien connue :
Proposition 3.2 ([22])
H0(X,SmT ∗X) = 0 pour m ≥ 1.
On a e´galement absence des 2-jets. En effet, on a le re´sultat suivant :
The´ore`me 3.3 Soit X ⊂ P4 une hypersurface de degre´ d ≥ 2, lisse et
irre´ductible. Alors :
H0(X,E2,mT
∗
X) = 0.
Autrement dit, il n’y a pas de jets de diffe´rentielles d’ordre 2 de´finis globale-
ment sur X.
Nous allons donner une de´monstration de ce re´sultat, sans faire appel au
the´ore`me de Borel-Weil-Bott [9], a` l’aide des complexes de Schur qui ne sont
pas utilise´s dans la preuve d’un the´ore`me plus ge´ne´ral de P. Bru¨ckmann et
H.G. Rackwitz [4] qui permet de montrer aussi ce re´sultat :
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The´ore`me 3.4 Soit T tableau de Young, di le nombre de cases de la colonne
i et X une intersection comple`te de dimension p de Pn. Alors
H0(X,ΓTT ∗X) = 0 si
n−p∑
i=1
di < dimX = p.
L’outil fondamental est l’existence de suites exactes. En effet, on a la suite
exacte :
0→ TX → TP4|X → OX(d)→ 0.
Donc par dualite´ :
0→ OX(−d)→ T
∗
P4|X → T
∗
X → 0.
Rappelons la proposition suivante qui donne une re´solution de tout fibre´
de Schur :
Proposition 3.5 ([16]) Soit 0 → A → B → C → 0 une suite exacte d’es-
paces vectoriels. Il y a un complexe C•µ → Γ
µC → 0, dont le j-e`me terme est
Cjµ = ⊕
|ν|=j,ρ
cµv,ρΓ
ν∗A⊗ ΓρB ou` cµν,ρ est le coefficient de Littlewood-Richardson
et ν∗ de´signe la partition conjugue´e de ν.
On applique cette proposition a` la suite exacte pre´ce´dente pour obtenir une
re´solution de Γ(b1,b2,0)T ∗X :
Proposition 3.6 Soit b1 ≥ b2 ≥ 1. On a la suite exacte :
(1) : 0→ OX(−2d)⊗ Γ
(b1−1,b2−1,0,0)T ∗
P4|X
→ OX(−d)⊗ Γ
(b1−1,b2,0,0)T ∗
P4|X ⊕OX(−d)⊗ Γ
(b1,b2−1,0,0)T ∗
P4|X
→ Γ(b1,b2,0,0)T ∗
P4|X → Γ
(b1,b2,0)T ∗X → 0.
De´monstration. Puisque la dimension du fibre´ OX(−d) est 1, ν
∗ est de
la forme (λ, 0, 0) donc les seules possibilite´s pour ν sont : ν = (1, 0, 0); ν =
(1, 1, 0) puisque ν ⊂ µ = (b1, b2, 0, 0).
Reste la de´termination des partitions ρ telles que les coefficients de Littlewood-
Richardson cµν,ρ soient non nuls. Par la de´finition 2.1, nous devons de´terminer
les tableaux gauches de Littlewood-Richardson de type µ/ν de contenu ρ.
Pour ν = (1, 0, 0), la croissance faible sur les lignes et stricte sur les colonnes
impose que le mot w(µ/ν) = (2, ...2, 1, .., 1) ou` il y a b2 ”2” et (b1 − 1)
”1”, ou w(µ/ν) = (1, 2, ..2, 1, ...1) ou` il y a b1 ”1” et (b2 − 1) ”2”. Pour
ν = (1, 1, 0), la seule possibilite´ est w(µ/ν) = (2, ..., 2, 1, ...1) avec (b2 − 1)
”2” et (b2− 1) ”1”. Dans tous ces cas une seule partition ρ convient : respec-
tivement ((b1 − 1), b2); (b1, (b2 − 1)) et (b1 − 1, b2 − 1). De plus il n’y a qu’un
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seul tableau gauche de Littlewood-Richardson qui convient dans chaque cas,
i.e cµν,ρ = 1. 
On conside`re maintenant la suite exacte d’Euler :
0→ O → O(1)⊕5 → TP4 → 0.
On lui applique la proposition 3.5 :
Proposition 3.7 Soit b1 ≥ b2 ≥ 1. On a la suite exacte :
(2) : 0→ O(b1 + b2 − 2)
⊕s(b1−1,b2−1) → O(b1 + b2 − 1)
⊕(s(b1−1,b2)+s(b1,b2−1))
→ O(b1 + b2)
⊕s(b1,b2) → Γ(b1,b2,0,0)TP4 → 0
Ou` :
s(x, y) = (x− y + 1)
(x+ 2)
2
(x+ 3)
3
(x+ 4)
4
(y + 1)
(y + 2)
2
(y + 3)
3
.
De´monstration. Le complexe de Schur nous donne la suite exacte :
0 → Γ(b1−1,b2−1,0,0,0)(O(1)⊕5)→ Γ(b1−1,b2,0,0,0)(O(1)⊕5)⊕ Γ(b1,b2−1,0,0,0)(O(1)⊕5)
→ Γ(b1,b2,0,0,0)(O(1)⊕5)→ Γ(b1,b2,0,0)TP4 → 0.
Il nous suffit donc de de´terminer Γ(a,b,0,0,0)(O(1)⊕5). Pour V somme directe
de fibre´s en droites i.e V =
r
⊕
i=1
ξi et λ = (λ1, ..., λr) ∈ Λ(r, n) = {(λ1, ..., λr) ∈
Zr, λ1 ≥ ... ≥ λr,
∑
λi = n}, on a
ΓλV = ⊕
µ∈Λ(r,n)
(dim(ΓλV )µ)ξµ11 ⊗ ...⊗ ξ
µr
r .
Donc, ici :
Γ(a,b,0,0,0)(O(1)⊕5) = O(a + b)⊕d
ou` d est le rang de Γ(a,b,0,0,0)(O(1)⊕5). Le rang des fibre´s de Schur est connue
(cf.[12]) :
le rang de ΓρE est donne´ par sρ(1, 1, ..., 1) ou` sρ est la fonction de Schur.
On a la proprie´te´ ([12]) :
sρ(1, 1, ..., 1) =
∏
i<j
ρi − ρj+j−i
j − i
.
Donc :
d = s(a, b).

Passons aux applications au niveau de la cohomologie en utilisant le lemme
standard :
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Lemme 3.8 Soit E un fibre´ vectoriel sur X.
a) Supposons que l’on ait une re´solution de longueur m E• → E → 0, et que
Hq+j(X,Ej) = 0 pour tout j ≥ 0. Alors Hq(X,E) = 0.
b) Supposons que l’on ait une filtration de E et notons Gr•E la somme directe
des quotients successifs de la filtration. Si Hq(X,Gr•E) = 0 pour q ≥ 0 fixe´,
alors Hq(X,E) = 0.
De´monstration. En notant Ej
φj
→ Ej−1, on obtient les suites exactes
0 → im φ1 → E
0 → E → 0,
0 → im φi → E
i−1 → im φi−1 → 0, pour 2 ≤ i ≤ m− 1,
0 → Em → Em−1 → im φm−1 → 0.
a) de´coule imme´diatement des suites exactes longues de cohomologie.
Soit
E ⊃ E1 ⊃ ... ⊃ Ep ⊃ ... ⊃ Em = 0
la filtration. On montre par re´currence sur p que Hq(X,E/Ep) = 0 graˆce a`
la suite exacte
0→ Ep/Ep+1 → E/Ep+1 → E/Ep → 0.
Et b) est montre´. 
On obtient la proposition :
Proposition 3.9 Soit b1 ≥ b2 ≥ 1.
1) Si : l − b1 − b2 < 0 alors H
0(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗ O(l)) = 0.
2) Si : l − b1 − b2 + 1 < 0 alors H
1(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗ O(l)) = 0.
3) Si: l − b1 − b2 + 2 < 0 alors H
2(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗ O(l)) = 0.
4) Si : b1 + b2 − l + (d− 5) < 0 alors H
3(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗ O(l)) = 0.
De´monstration. On applique la partie a) du lemme 3.8 pre´ce´dent a` la suite
exacte (2) :
H0(P4,Γ(b1,b2,0,0)TP4 ⊗ O(p)) = 0 pour p + b1 + b2 < 0,
H1(P4,Γ(b1,b2,0,0)TP4 ⊗ O(p)) = 0,
H2(P4,Γ(b1,b2,0,0)TP4 ⊗ O(p)) = 0 pour − 3− b1 − b2 − p < 0,
H3(P4,Γ(b1,b2,0,0)TP4 ⊗ O(p)) = 0 pour − 4− b1 − b2 − p < 0,
H4(P4,Γ(b1,b2,0,0)TP4 ⊗ O(p)) = 0 pour − 5− b1 − b2 − p < 0.
Par la dualite´ de Serre
Hq(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗O(l)) = H
3−q(X,Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)).
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Montrer 1) revient a` voir pour quelles conditions
H3(X,Γ(b1,b2,0,0)TP4/X ⊗O(d− 5− l)) = 0.
On a la suite exacte :
0 → Γ(b1,b2,0,0)TP4 ⊗O(−5 − l)→ Γ
(b1,b2,0,0)TP4 ⊗O(d− 5− l)
→ Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)→ 0.
Donc : H3(X,Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)) = 0 pour
H3(P4,Γ(b1,b2,0,0)TP4 ⊗ O(d− 5− l)) = 0,
H4(P4,Γ(b1,b2,0,0)TP4 ⊗ O(−5− l)) = 0.
Ce qui est vrai par ce qui pre´ce`de pour
−4 − b1 − b2 − (d− 5− l) < 0,
−5 − b1 − b2 − (−5− l) < 0.
Et 1) est montre´.
Montrer 2) revient a` voir pour quelles conditions
H2(X,Γ(b1,b2,0,0)TP4/X ⊗O(d− 5− l)) = 0.
Ceci est le cas pour
H2(P4,Γ(b1,b2,0,0)TP4 ⊗ O(d− 5− l)) = 0,
H3(P4,Γ(b1,b2,0,0)TP4 ⊗ O(−5− l)) = 0.
Ce qui est ve´rifie´ pour
−3 − b1 − b2 − (d− 5− l) < 0,
−4 − b1 − b2 − (−5− l) < 0.
Et 2) est montre´.
Montrer 3) revient a` voir pour quelles conditions
H1(X,Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)) = 0.
Ceci est le cas pour
H1(P4,Γ(b1,b2,0,0)TP4 ⊗ O(d− 5− l)) = 0,
H2(P4,Γ(b1,b2,0,0)TP4 ⊗ O(−5− l)) = 0.
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Ce qui est ve´rifie´ pour
−3 − b1 − b2 − (−5− l) < 0.
Et 3) est montre´.
Montrer 4) revient a` voir pour quelles conditions
H0(X,Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)) = 0.
Ceci est le cas pour
H0(P4,Γ(b1,b2,0,0)TP4 ⊗ O(d− 5− l)) = 0,
H1(P4,Γ(b1,b2,0,0)TP4 ⊗ O(−5− l)) = 0.
Ce qui est ve´rifie´ pour
(d− 5− l) + b1 + b2 < 0.
Et 4) est montre´. 
On en de´duit donc :
Proposition 3.10 Soit b1 ≥ b2 ≥ 1 , d ≥ 2.
H0(X,Γ(b1,b2,0)T ∗X ⊗O(l)) = 0 pour l − b1 − b2 < 0.
De´monstration. On applique la partie a) du lemme 3.8 a` la suite exacte
(1). H0(X,Γ(b1,b2,0)T ∗X ⊗O(l)) = 0 pour
H0(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗O(l)) = 0,
H1(X,OX(−d)⊗ Γ
(b1−1,b2,0,0)T ∗
P4/X ⊗O(l)) = 0,
H1(X,OX(−d)⊗ Γ
(b1,b2−1,0,0)T ∗
P4|X ⊗O(l)) = 0,
H2(X,OX(−2d)⊗ Γ
(b1−1,b2−1,0,0)T ∗
P4|X ⊗O(l)) = 0.
Ce qui est ve´rifie´ par la proposition 3.9 pour
l − b1 − b2 < 0,
l − d− b1 − b2 + 2 < 0,
l − 2d− b1 − b2 + 4 < 0.
Et la proposition est montre´e. 
On peut maintenant de´montrer le the´ore`me 1.1 annonce´ :
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De´monstration. On sait que : Gr•E2,mT
∗
X = ⊕
λ1+2λ2=m
Γ(λ1,λ2,0)T ∗X . On ap-
plique la proposition pre´ce´dente 3.10 et la proposition 3.2 qui nous donnent
H0(X,Gr•E2,mT
∗
X) = 0. Donc, par la partie b) du lemme 3.8,
H0(X,E2,mT
∗
X) = 0.

La prochaine section va montrer que nous pouvons aussi utiliser les the´ore`mes
d’annulation classiques.
3.2 Premiers re´sultats sur les jets d’ordre 3
Faisons tout d’abord quelques rappels. Soit E un fibre´ vectoriel hermitien
de rang r sur une varie´te´ complexe compacte X de dimension n. On note par
C∞p,q(E) l’espace des formes diffe´rentielles C
∞ de type (p, q) sur X a` valeurs
dans E et par
DE = D
′
E +D
′′
E : C
∞
p,q(E)→ C
∞
p+1,q(E)⊕ C
∞
p,q+1(E)
la connection de Chern de E. Soient (x1, ..., xn) des coordonne´es holomorphes
sur X et (e1, ..., en) un repe`re orthonormal mobile C
∞ de E. Le tenseur de
courbure de Chern c(E) est de´fini par D2E = c(E) ∧ • et peut s’e´crire
c(E) =
∑
i,j,λ,µ
cijλµdxidxj ⊗ e
∗
λ ⊗ eµ, 1 ≤ i, j ≤ n, 1 ≤ λ, µ ≤ r.
Le tenseur de courbure ic(E) est en fait une (1, 1)−forme a` valeur dans le
fibre´ Herm(E,E) des endomorphismes hermitiens de E, i.e cijλµ = cjiµλ;
ainsi ic(E) peut eˆtre identifie´ avec une forme hermitienne sur TX ⊗E.
Rappelons qu’un fibre´ vectoriel E est positif (respectivement semi-positif)
au sens de Griffiths si on peut munir E d’une me´trique hermitienne telle qu’en
tout point x ∈ X :
ic(E)x(ζ ⊗ v, ζ ⊗ v) =
∑
i,j,λ,µ
cijλµ(x)ζiζjvλvµ > 0, resp. ≥ 0; ou` ic(E) est
le tenseur de courbure, ζ =
∑
ζi
∂
∂zi
∈ TX , v =
∑
vλeλ ∈ Ex. Rappelons
e´galement que tout fibre´ engendre´ par ses sections, i.e tel que l’application
H0(X,E)→ Ex est surjective, est semi-positif (cf.[5])
Nous allons utiliser un the´ore`me d’annulation duˆ a` J.-P. Demailly [5] :
The´ore`me 3.11 Soit X une varie´te´ complexe de dimension n et L un fibre´
en droites sur X ; E un fibre´ vectoriel de rang r. Supposons E > 0 et L ≥ 0,
ou E ≥ 0 et L > 0. Soit h ∈ {1, ..., r − 1} et ΓaE le fibre´ de Schur de poids
a ∈ Zr, avec a1 ≥ a2 ≥ ... ≥ ah > ah+1 = ... = ar = 0.
Alors pour q ≥ 1, Hn,q(X,ΓaE ⊗ (detE)l ⊗ L) = 0 pour l ≥ h.
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Nous allons montrer le re´sultat suivant :
The´ore`me 3.12 Soit X ⊂ P4 une hypersurface lisse et irre´ductible de degre´
d.
Alors pour q ≥ 1,
Hq(X,Γ(a1,a2,a3)T ∗X) = 0 pour a3(d− 1) > 2(a1 + a2) + 3(d− 1).
De´monstration. Dans notre situation on a X ⊂ P4 une hypersurface lisse
et irre´ductible de degre´ d. On a T ∗
P4
⊗O(2) qui est engendre´ par ses sections,
donc T ∗X ⊗ OX(2), quotient de T
∗
P4
⊗ O(2), est semi-positif. Appliquons le
the´ore`me pre´ce´dent a` E = T ∗X ⊗OX(2) ≥ 0 :
Γ(a1−a3,a2−a3,0)E = Γ(a1−a3,a2−a3,0)T ∗X ⊗OX(2(a1 − a3 + a2 − a3))
et
detE = KX ⊗OX(6).
Γ(a1−a3,a2−a3,0)E⊗(detE)2 = Γ(a1−a3,a2−a3,0)T ∗X⊗OX(2(a1+a2)−4a3+2(d+1)).
Donc :
Hq(X,Γ(a1,a2,a3)T ∗X) = H
3,q(X,Γ(a1−a3,a2−a3,0)T ∗X ⊗K
(a3−1)
X ) = 0
pour
(a3 − 1)(d− 5) > 2(a1 + a2)− 4a3 + 2(d+ 1)
i.e
a3(d− 1) > 2(a1 + a2) + 3(d− 1).

Remarque 3.13 1) l’e´tude des suites exactes de´crites pre´ce´demment par
les complexes de Schur fournissent des re´sultats e´quivalents en utilisant le
the´ore`me de Borel-Weil-Bott [9] comme l’ont montre´ [18] et [4]. Ainsi, l’u-
tilisation du The´ore`me 7 de [4] fournit le re´sultat :
pour q ≥ 1, Hq(X,Γ(a1,a2,a3)T ∗X) = 0 pour a3(d− 1) > 2(a1 + a2) + 3d− 8.
2) On obtient donc qu’a` m fixe´, pour d suffisamment grand on a ”peu” en
proportion de partitions qui donnent une contribution non nulle du H2.
On obtient donc le corollaire suivant :
Corollaire 3.14 Pour a3(d− 1) > 2(a1 + a2) + 3(d− 1),
h0(X,Γ(a1,a2,a3)T ∗X) = χ(X,Γ
(a1,a2,a3)T ∗X).
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Remarque 3.15 Contrairement au cas des jets d’ordre 2 en dimension 2, on
ne peut espe´rer avoir H2(X,Gr•E3,mT
∗
X) = 0 car pour tout m suffisamment
grand, il existe H2(X,Γ(λ1,λ2,λ3)T ∗X) 6= 0.
En effet :
Proposition 3.16 Soit X ⊂ P4 une hypersurface lisse et irre´ductible de
degre´ d ≥ 6.
Alors
h2(X,SmT ∗X) ∼
+∞
(−
7
24
d+
1
8
d2)m5.
De´monstration. On sait par la proposition 3.2 que
h0(X,SmT ∗X) = 0.
De plusH3(X,SmT ∗X) = H
0(X,SmTX⊗KX) = 0 pourm > 6 par le the´ore`me
3.1 car X est de type ge´ne´ral (d ≥ 6) et
SmTX ⊗KX = Γ
(m−2,−2,−2)TX ⊗K
−1
X .
On a les suites exactes :
(1) : 0→ SmT ∗
P4|X → ⊕
(4+mm )
O(−m)→ ⊕
(4+m−1m−1 )
O(1−m)→ 0
(2) : 0→ Sm−1T ∗
P4|X ⊗O(−d)→ S
mT ∗
P4|X → S
mT ∗X → 0.
De (1) il vient H2(X,SmT ∗
P4|X ⊗ O(l)) = 0 pour m > 0 et l ∈ Z et
H1(X,SmT ∗
P4|X ) = 0 pour m ≥ 2. Donc par (2) H
1(X,SmT ∗X) = 0 pour
m ≥ 2. Finalement
χ(X,SmT ∗X) = h
2(X,SmT ∗X) pour m > 6.
On conclut graˆce au calcul explicite par Riemann-Roch. 
4 Les jets d’ordre 3 en dimension 3
Nous allons montrer le the´ore`me
The´ore`me 4.1 Soit X une hypersurface lisse de degre´ d de P4, alors
h2(X,Gr•E3,mT
∗
X) ≤ Cd(d+ 13)m
9 +O(m8)
ou` C est une constante.
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La preuve s’inspire de la de´monstration alge´brique [1] des ine´galite´s de
Morse de Demailly [6] qui stipulent :
The´ore`me 4.2 Soit L = F −G un fibre´ en droites sur une varie´te´ compacte
Ka¨hler X ou` F et G sont des fibre´s en droites nef. Alors pour 0 ≤ q ≤ n =
dimX
hq(X,L⊗k) ≤
kn
(n− q)!q!
F n−q.Gq + o(kn).
Montrons tout d’abord la proposition
Proposition 4.3 Soit λ = (λ1, λ2, λ3) une partition telle que λ1 > λ2 > λ3
et |λ| =
∑
λi > 4(d− 5) + 18. Alors :
h2(F l(T ∗X),L
λ) = h2(X,ΓλT ∗X) ≤ g(λ)d(d+ 13) + q(λ)
ou` g(λ) = 3|λ|
3
2
∏
λi>λj
(λi−λj) et de plus q est un polynoˆme en λ de composantes
homoge`nes de plus haut degre´ 5.
De´monstration. On a
Lλ = (Lλ ⊗ pi∗OX(3 |λ|))⊗ (pi
∗OX(3 |λ|))
−1 = F ⊗G−1,
avec F = Lλ⊗pi∗OX(3 |λ|), G = pi
∗OX(3 |λ|). L
λ⊗pi∗OX(3 |λ|) est positif. En
effet, on a la proprie´te´ ge´ne´rale [5] que si E est un fibre´ vectoriel semi-positif
i.e E ≥ 0 alors le fibre´ en droites correspondant L(E)λ est aussi semi-positif.
Ici, E = T ∗X ⊗OX(2) est semi-positif et
L(E)λ ≃ Lλ ⊗ pi∗OX(2 |λ|) ≥ 0,
donc
Lλ ⊗ pi∗OX(3 |λ|) > 0.
Soit Y = F l(T ∗X). Tout d’abord montrons que H
i(Y, F ) = 0 pour tout
i ≥ 1 et λ telle que |λ| =
∑
λi > 4(d − 5) + 18. Pour cela nous utilisons le
the´ore`me d’annulation de Kodaira qui stipule que pour tout fibre´ en droites
A ample sur une varie´te´ projective Z complexe H i(Z,KZ ⊗ A) = 0 pour
i > 0. En effet, regardons a` quelles conditions
F ⊗K−1Y > 0.
Rappelons [17] que
KY = L
−(5,3,1) ⊗ pi∗(KX ⊗ det(T
∗
X)
⊗3) = L−(5,3,1) ⊗ pi∗OX(4(d− 5)).
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Donc
F ⊗K−1Y = L
λ+(5,3,1) ⊗ pi∗OX(3 |λ| − 4(d− 5)).
Or on a
Lλ+(5,3,1) ⊗ pi∗OX(2 |λ+ (5, 3, 1)|) = L
λ+(5,3,1) ⊗ pi∗OX(2 |λ|+ 18) ≥ 0.
Par conse´quent F ⊗K−1Y > 0 si
3 |λ| − 4(d− 5) > 2 |λ|+ 18
c’est-a`-dire
|λ| > 4(d− 5) + 18.
Prenons un diviseur D = pi∗E1 ∈ |G| , lisse et irre´ductible. On a la suite
exacte :
0→ OY (F ⊗G
−1)→ OY (F )→ OD(F )→ 0.
donc la suite exacte longue en cohomologie :
0 = H1(Y,OY (F ))→ H
1(D,OD(F ))→ H
2(Y,OY (F⊗G
−1)→ H2(Y,OY (F )) = 0.
Donc
h2(Y,OY (F ⊗G
−1)) = h1(D,OD(F )).
Prenons un deuxie`me diviseur D′ = pi∗E2 ∈ |G| , lisse et irre´ductible, rencon-
trant D proprement. Soit Z = D ∩D′, F ′ = F ⊗ G et E3 = E1 ∩ E2. On a
la suite exacte
0→ OD(F
′ ⊗G−1)→ OD(F
′)→ OZ(F
′)→ 0.
Par adjonction
KD = (KY )|D ⊗OD(D)
donc
F ′|D ⊗K
−1
D = (F ⊗K
−1
Y )|D > 0.
Ainsi
h1(D,OD(F )) ≤ h
0(Z,OZ(F
′)) = h0(Z,OZ(F ⊗G)) ≤ h
0(Z,OZ(F ⊗G
2)).
Or comme pre´ce´demment
OZ(F ⊗G
2)⊗K−1Z = (F ⊗K
−1
Y )|Z > 0
donc
h0(Z,OZ(F ⊗G
2)) = χ(Z,OZ(F ⊗G
2)).
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On a
χ(Z,OZ(F ⊗G
2)) = χ(E3,Γ
λT ∗X|E3 ⊗OE3(9 |λ|)).
Par Riemann-Roch et la proposition 2.3, on sait explicitement calculer
χ(X,ΓλT ∗X ⊗OX(t)).
On a les suites exactes
(1) 0 → ΓλT ∗X ⊗OX(t−E1)→ Γ
λT ∗X ⊗OX(t)→ Γ
λT ∗X|E1 ⊗OE1(t)→ 0
(2) 0 → ΓλT ∗X|E1 ⊗OE(t−E3)→ Γ
λT ∗X|E1 ⊗OE1(t)→ Γ
λT ∗X|E3 ⊗OE3(t)→ 0.
Donc
χ(E3,Γ
λT ∗X|E3 ⊗OE3(9 |λ|)) = χ(E1,Γ
λT ∗X|E1 ⊗OE1(9 |λ|))
−χ(E1,Γ
λT ∗X|E1 ⊗OE1(6 |λ|))
= (χ(X,ΓλT ∗X ⊗OX(9 |λ|))− χ(X,Γ
λT ∗X ⊗OX(6 |λ|)))
−(χ(X,ΓλT ∗X ⊗OX(6 |λ|))− χ(X,Γ
λT ∗X ⊗OX(3 |λ|))).
On termine le calcul de Riemann-Roch explicite sur Maple (cf. annexe de
[20]) et la proposition est de´montre´e. 
Passons maintenant a` la de´monstration du the´ore`me 4.1 :
De´monstration. Estimons maintenant
h2(X,Gr•E3,mT
∗
X) =
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
h2(X,Γ(λ1,λ2,λ3)T ∗X)).
Pour m suffisamment grand λ ve´rifie |λ| =
∑
λi > 4(d− 5)+18. En effet
4m
5
≤ m− γ = λ1 + 2λ2 + 3λ3 ≤ 6λ1
donc
|λ| ≥ λ1 ≥
2m
15
.
On applique la proposition 4.3 et par sommation :
h2(X,Gr•E3,mT
∗
X) ≤ d(d+13)
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ))+O(m8).
Remarquons qu’a` priori la sommation se fait pour γ > 0 car nos ine´galite´s
supposent λ1 > λ2 > λ3, mais la sommation pour γ = 0 n’influence pas le
terme dominant, c’est un O(m8).
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Il ne reste plus qu’a` e´valuer
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ)). Ce
calcul se fait par Maple :
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ)) ∼
m→+∞
49403
252.107
m9.
Et le the´ore`me est de´montre´. 
On peut maintenant montrer le the´ore`me 1.2 :
De´monstration. On a
h0(X,E3,mT
∗
X) + h
2(X,E3,mT
∗
X) ≥ χ(X,E3,mT
∗
X)
et par [21] :
χ(X,E3,mT
∗
X) =
m9
81648× 106
d(389d3−20739d2+185559d−358873)+O(m8).
Par ailleurs
h2(X,E3,mT
∗
X) ≤ h
2(X,Gr•E3,mT
∗
X) ≤ Cd(d+ 13)m
9 +O(m8)
donc
h0(X3,OX3(m)) = h
0(X,E3,mT
∗
X)
≥ m9(
1
81648× 106
d(389d3 − 20739d2 + 185559d− 358873)
−Cd(d+ 13)) +O(m8).
Il ne reste plus qu’a` evaluer pour quels degre´s
1
81648× 106
d(389d3 − 20739d2 + 185559d− 358873)− Cd(d+ 13)
est positif. Cela se fait par Maple. On obtient alors que OX3(m) est ”big”
pour d ≥ 97 donc pour m suffisamment grand :
H0(X3,OX3(m)⊗ pi
∗
3A
−1) ≃ H0(X,E3,mT
∗
X ⊗A
−1) 6= 0.

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5 Le cas logarithmique
Nous allons montrer le the´ore`me
The´ore`me 5.1 Soit (P3, X) varie´te´ logarithmique ou` X est une hypersurface
lisse de degre´ d de P3, alors
h2(P3, Gr•E3,mTP3
∗
) ≤ C(d+ 14)m9 +O(m8)
ou` C est une constante.
Montrons tout d’abord la proposition
Proposition 5.2 Soit λ = (λ1, λ2, λ3) une partition telle que λ1 > λ2 > λ3
et |λ| =
∑
λi > 3d+ 2. Alors :
h2(F l(TP3
∗
),Lλ) = h2(P3,ΓλTP3
∗
) ≤ g(λ)(d+ 14) + r(λ)
ou` g(λ) = 3|λ|
3
2
∏
λi>λj
(λi−λj) et de plus r est un polynoˆme en λ de composantes
homoge`nes de plus haut degre´ 5.
De´monstration. On a
Lλ = (Lλ ⊗ pi∗OP3(3 |λ|))⊗ (pi
∗OP3(3 |λ|))
−1 = F ⊗G−1,
avec F = Lλ⊗pi∗OP3(3 |λ|),G = pi
∗OP3(3 |λ|). L
λ⊗pi∗OP3(3 |λ|) est positif. En
effet, on a la proprie´te´ ge´ne´rale [5] que si E est un fibre´ vectoriel semi-positif
i.e E ≥ 0 alors le fibre´ en droites correspondant L(E)λ est aussi semi-positif.
Ici, E = TP3
∗
⊗ OP3(2) est semi-positif. En effet, TP3
∗
⊗OP3(2) est engendre´
par ses sections : les sections globales de T ∗
P3
⊗ OP3(2) et celles fournies par
les de´rive´es logarithmiques des e´quations locales de´finissant X. On a :
L(E)λ ≃ Lλ ⊗ pi∗OP3(2 |λ|) ≥ 0,
donc
Lλ ⊗ pi∗OP3(3 |λ|) > 0.
Soit Y = F l(TP3
∗
). Tout d’abord montrons que H i(Y, F ) = 0 pour tout
i ≥ 1 et λ telle que |λ| =
∑
λi > 4(d − 5) + 18. Pour cela nous utilisons le
the´ore`me d’annulation de Kodaira qui stipule que pour tout fibre´ en droites
A ample sur une varie´te´ projective Z complexe H i(Z,KZ ⊗ A) = 0 pour
i > 0. En effet, regardons a` quelles conditions
F ⊗K−1Y > 0.
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Rappelons [17] que
KY = L
−(5,3,1) ⊗ pi∗(KP3 ⊗ det(TP3
∗
)⊗3) = L−(5,3,1) ⊗ pi∗OP3(3d− 16).
Donc
F ⊗K−1Y = L
λ+(5,3,1) ⊗ pi∗OX(3 |λ| − 3d+ 16).
Or on a
Lλ+(5,3,1) ⊗ pi∗OX(2 |λ+ (5, 3, 1)|) = L
λ+(5,3,1) ⊗ pi∗OX(2 |λ|+ 18) ≥ 0.
Par conse´quent F ⊗K−1Y > 0 si
3 |λ| − 3d+ 16 > 2 |λ|+ 18
c’est-a`-dire
|λ| > 3d+ 2.
Prenons un diviseur D = pi∗E1 ∈ |G| , lisse et irre´ductible. On a la suite
exacte :
0→ OY (F ⊗G
−1)→ OY (F )→ OD(F )→ 0.
donc la suite exacte longue en cohomologie :
0 = H1(Y,OY (F ))→ H
1(D,OD(F ))→ H
2(Y,OY (F⊗G
−1)→ H2(Y,OY (F )) = 0.
Donc
h2(Y,OY (F ⊗G
−1)) = h1(D,OD(F )).
Prenons un deuxie`me diviseur D′ = pi∗E2 ∈ |G| , lisse et irre´ductible, rencon-
trant D proprement. Soit Z = D ∩D′, F ′ = F ⊗ G et E3 = E1 ∩ E2. On a
la suite exacte
0→ OD(F
′ ⊗G−1)→ OD(F
′)→ OZ(F
′)→ 0.
Par adjonction
KD = (KY )|D ⊗OD(D)
donc
F ′|D ⊗K
−1
D = (F ⊗K
−1
Y )|D > 0.
Ainsi
h1(D,OD(F )) ≤ h
0(Z,OZ(F
′)) = h0(Z,OZ(F ⊗G)) ≤ h
0(Z,OZ(F ⊗G
2)).
Or comme pre´ce´demment
OZ(F ⊗G
2)⊗K−1Z = (F ⊗K
−1
Y )|Z > 0
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donc
h0(Z,OZ(F ⊗G
2)) = χ(Z,OZ(F ⊗G
2)).
On a
χ(Z,OZ(F ⊗G
2)) = χ(E3,Γ
λTP3
∗
|E3
⊗OE3(9 |λ|)).
Par Riemann-Roch et la proposition 2.3, on sait explicitement calculer
χ(P3,ΓλTP3
∗
⊗⊗OP3(t)).
On a les suites exactes
(1) 0 → ΓλTP3
∗
⊗OP3(t− E1)→ Γ
λTP3
∗
⊗OX(t)→ Γ
λTP3
∗
|E1 ⊗OE1(t)→ 0
(2) 0 → ΓλTP3
∗
|E1 ⊗OE(t−E3)→ Γ
λTP3
∗
|E1 ⊗OE1(t)→ Γ
λTP3
∗
|E3 ⊗OE3(t)→ 0.
Donc
χ(E3,Γ
λTP3
∗
|E3 ⊗OE3(9 |λ|)) = χ(E1,Γ
λTP3
∗
|E1 ⊗OE1(9 |λ|))
−χ(E1,Γ
λTP3
∗
|E1 ⊗OE1(6 |λ|))
= (χ(P3,ΓλTP3
∗
⊗OX(9 |λ|))− χ(P
3,ΓλTP3
∗
⊗OP3(6 |λ|)))
−(χ(P3,ΓλTP3
∗
⊗OX(6 |λ|))− χ(P
3,ΓλTP3
∗
⊗OP3(3 |λ|))).
On termine le calcul de Riemann-Roch explicite (cf. annexe de [20]) sur
Maple et la proposition est de´montre´e. 
Passons maintenant a` la de´monstration du the´ore`me 5.1 :
De´monstration. Estimons maintenant
h2(P3, Gr•E3,mTP3
∗
) =
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
h2(P3,Γ(λ1,λ2,λ3)TP3
∗
)).
Pour m suffisamment grand λ ve´rifie |λ| =
∑
λi > 3d+ 2. En effet
4m
5
≤ m− γ = λ1 + 2λ2 + 3λ3 ≤ 6λ1
donc
|λ| ≥ λ1 ≥
2m
15
.
On applique la proposition 5.2 et par sommation :
h2(P3, Gr•E3,mTP3
∗
) ≤ (d+14)
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ))+O(m8).
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Remarquons qu’a` priori la sommation se fait pour γ > 0 car nos ine´galite´s
supposent λ1 > λ2 > λ3, mais la sommation pour γ = 0 n’influence pas le
terme dominant, c’est un O(m8).
Il ne reste plus qu’a` e´valuer
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ)). Ce
calcul se fait par Maple :∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ)) ∼
m→+∞
49403
252.107
m9.
Et le the´ore`me est de´montre´. 
On montre alors le the´ore`me 1.3 :
De´monstration. On a
h0(P3, E3,mTP3
∗
) + h2(P3, E3,mTP3
∗
) ≥ χ(P3, E3,mTP3
∗
)
et par [21] :
χ(P3, E3,mTP3
∗
) = m9(
389
81648000000
d3 −
6913
34020000000
d2
+
6299
4252500000
d−
1513
63787500
) +O(m8).
Par ailleurs
h2(P3, E3,mTP3
∗
) ≤ h2(P3, Gr•E3,mTP3
∗
) ≤ C(d+ 14)m9 +O(m8)
donc
h0(P3, E3,mTP3
∗
) ≥ m9(
389
81648000000
d3 −
6913
34020000000
d2 +
6299
4252500000
d
−
1513
63787500
)−m9C(d+ 14) +O(m8).
Il ne reste plus qu’a` evaluer pour quels degre´s
389
81648000000
d3 −
6913
34020000000
d2 +
6299
4252500000
d−
1513
63787500
− C(d+ 14)
est positif. Cela se fait par Maple. On conclut de la meˆme manie`re que dans
le cas compact :
pour d ≥ 92 et m suffisamment grand : H0(X,E3,mTP3
∗
⊗ A−1) 6= 0.

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