Abstract. We introduce the concept of maximal orthogonal subcategories over artin algebras and orders, and develop higher Auslander-Reiten theory on them.
Auslander-Reiten theory, especially the concept of almost split sequences and their existence theorem, is fundamental to study categories which appear in representation theory, for example, modules over artin algebras [ARS] [GR] [Ri] , their functorially finite subcategories [AS] [S], their derived categories [H] , Cohen-Macaulay modules over CohenMacaulay rings [Y] , lattices over orders [A2,3] [RS] , and coherent sheaves on projective curves [AR2] [GL] . In these Auslander-Reiten theory, the number '2' is quite symbolic. For one thing, almost split sequences give minimal projective resolutions of simple objects of projective dimension '2' in functor categories. For another, Cohen-Macaulay rings and orders of Krull-dimension '2' have fundamental sequences and provide us one of the most beautiful situation in representation theory [A4] [E] [RV] [Y] , which is closely related to McKay's observation on simple singularities [Ma] . In this sense, usual AuslanderReiten theory should be '2-dimensional' theory, and it would have natural importance to search a domain of higher Auslander-Reiten theory from the viewpoint of representation theory and non-commutative algebraic geometry (e.g. [V] [ArS] [GL] ).
In this paper, we introduce (n − 1)-orthogonal subcategories as a natural domain of higher Auslander-Reiten theory ( §2.2) which should be '(n + 1)-dimensional'. We show that higher Auslander translate and higher Auslander-Reiten isomorphisms can be defined quite naturally for such categories ( §2. 3, §2.3.1) . Using them, we show that our categories have n-almost split sequences ( §3.1, §3.3.1), which are completely new generalization of usual almost split sequences and give minimal projective resolutions of simple objects of projective dimension 'n + 1' in functor categories. We also show the existence of higher dimensional analogy of fundamental sequences for Cohen-Macaulay rings and orders of Krull-dimension 'n + 1 ' ( §3.4.3) . We show that an invariant subring (of Krulldimension 'n + 1') corresponding to a finite subgroup G of GL(n + 1, k) has a natural maximal (n − 1)-orthogonal subcategory ( §2.5). In the final section, we give a classification of all maximal 1-orthogonal subcategories for representation-finite selfinjective algebras and representation-finite Gorenstein orders of classical type ( §4. 2.2) . We show that the number of such subcategories is related to Catalan number ( §4.2.3). These results would suggest us that our higher Auslander-Reiten theory is far from abstract non-sense.
Higher Auslander translate
Let C be an additive category. We denote by C (X, Y ) the set of morphisms from X to Y , and by f g ∈ C (X, Z) the composition of f ∈ C (X, Y ) and g ∈ C (Y, Z). We denote by J C the Jacobson radical of C , and ind C the set of isomorphism classes of indecomposable objects in C . For X ∈ C , we denote by [X] the ideal of C consisting of morphisms which factor through X n for some n ≥ 0. For a noetherian semiperfect ring Λ, we denote by J Λ the Jacobson radical of Λ, by Mod Λ the category of left Λ-modules, and by mod Λ the category of finitely generated left Λ-modules. We denote by ( ) * the functor Hom Λ ( , Λ) : mod Λ ↔ mod Λ op . Put Hom Λ (X, Y ) := (mod Λ)/ [Λ] . For X ∈ mod Λ, take a minimal projective resolution P 1
→ X → 0. Putting ΩX := Ker f 0 and Tr X := Cok f * 1 , we obtain the syzygy functor Ω : modΛ → modΛ and the transpose duality Tr : modΛ → modΛ op [AB] . For a subcategory C of mod Λ, we denote by C the corresponding subcategory of modΛ.
Definition
For X, Y ∈ mod Λ, we write X ⊥ n Y if Ext i Λ (X, Y ) = 0 holds for any i (0 < i ≤ n). For full subcategories C and D of mod Λ, we write C ⊥ n D if X ⊥ n Y holds for any X ∈ C and Y ∈ D . Put C ⊥n := {X ∈ mod Λ | C ⊥ n X} and ⊥n C := {X ∈ mod Λ | X ⊥ n C }. Put Xn := ⊥n ( Λ Λ) ⊆ mod Λ, X 
(2) We have the following diagram whose rows are equivalences and columns are dualities:
X n,0
Proof (1) If n = 0 or m = 0, then the assertion holds obviously. Our general assertion is easily reduced to these cases.
(2) Obviously the duality Tr : modΛ ↔ modΛ op induces a duality X n,m ↔ X op m,n . It is easily checked that Ω : Hom Λ (X, Y ) → Hom Λ (ΩX, ΩY ) is bijective for any X ∈ X1 and Y ∈ mod Λ (e.g. [A2;7.4] ). Thus each Ω is full faithful, and dense by (1).
Corollary
2 is isomorphic to the identity functor.
Let us prove the following generalization of [A2;3.2].
Proposition Let Λ be a noetherian ring and n ≥ 1. For any i (0 < i < n), there exist functorial isomorphisms below for any X ∈ Xn−1 and Y ∈ mod Λ.
for any Y ∈ mod Λ and projective P ∈ mod Λ, we have the following commutative diagram of complexes.
Comparing the homology of upper and lower sequences, we have a functorial isomorphism Tor
Since we have the commutative diagram below of complexes with the exact upper sequence, we obtain a functorial isomorphism Tor
2 Definition Let Λ be an artin algebra [ARS] . Thus Λ contains a central artinian subring R such that Λ is a finitely generated R-module. Let I be an injective hull of an R-module R/J R . Then we have a duality D := Hom R ( , I) : mod Λ ↔ mod Λ op . Put modΛ := (mod Λ)/ [DΛ] . For a subcategory C of mod Λ, we denote by C the corresponding subcategory of modΛ. Put Y n := (DΛ) ⊥n ⊆ mod Λ.
Definition
Let R be a complete regular local ring of dimension d and Λ an Rorder [A2,3] [CR] . Thus Λ is an R-algebra such that Λ is a finitely generated projective Rmodule. A typical example of an order is a commutative complete local Cohen-Macaulay ring Λ containing a field since such Λ contains a complete regular local subring R [M;29.4] . Let 0 → R → I 0 → · · · → I d → 0 be a minimal injective resolution of an R-module R. We denote by D := Hom R ( , I d ) the Matris dual.
In this paper, we assume further that Λ is an isolated singularity [A3] , namely gl.dim Λ ℘ = ht ℘ holds for any non-maximal prime ideal ℘ of R. We call a finitely generated left Λ-module M a Cohen-Macaulay Λ-module if it is a projective R-module. We denote by CM Λ the category of Cohen-Macaulay Λ-modules. We have a duality
. For a subcategory C of CM Λ, we denote by C the corresponding subcategory of CMΛ. Put X CM n := Xn ∩ CM Λ and Y CM n 1.5 We will give 'higher Auslander-Reiten isomorphisms', where the usual one [A2;8.8 ] [Y;3.10] is the case n = 1.
Theorem Let Λ be in 1.4 and n ≥ 1. For any i (0 < i < n), there exist functorial isomorphisms below for any
Proof Notice that we have a functorial isomorphism Hom R (Tor
for any injective R-module I [CE] . Thus, if Λ is an artin algebra, then we have functorial isomorphisms D Tor
n−1 X, we obtain the assertion by 1.1.3. Now let Λ be an order. Taking Hom R (Y, ), we obtain an exact seqeunce 0
n−1 X, we obtain the assertion by 1.1.3.
1.6
The theorem below will be crucial to study sink maps of projective modules.
Theorem Let Λ be in 1.4 and X a finite length Λ-module with a projective resolution 
2 Maximal n-orthogonal subcategory In this section, we keep the notations in 1.4. Let us start by recalling the following useful concept. A morphism f : X → Y is called right minimal (resp. left minimal) if it does not have a direct summand of the form X → 0 (resp. X → 0) with X = 0 as a complex [ARS] .
Definition
We call C contravariantly finite if any X ∈ Λ M has a right C -approximation [AS] . We call a complex A :
If each f i is right minimal, then we call A minimal. Dually, a left C -approximation, a covariantly finite subcategory and a (minimal) left C -resolution are defined. We call C functorially finite if it is contravariantly and covariantly finite. The following fact immediately follows from Auslander-Buchweits approximation theory [ABu] .
2.1.1 Let C be a functorially finite subcategory of Λ M. Then any X ∈ mod Λ has a minimal right (resp. left) C -resolution, which is unique up to isomorphisms of complexes.
Let C be a functorially finite subcategory of Λ M and n ≥ 0. We
(2) Applying (1) to the sequence 0 → X n fn
Proposition
Let C be a functorially finite subcategory of Λ M. Then the following conditions are equivalent.
(1) C is maximal n-orthogonal.
Proof We will show (2)
Take a right C -resolution A : C n−1
A is exact by Λ ∈ C , we obtain X n ∈ C ⊥n ∩ Λ M = C by 2.2.1(3) and 1.3.1(1) . Then X n ∈ ⊥n C holds, and f 0 splits by 2.2.1(2). Thus X 0 ∈ C .
Lemma
Proof By 2.1.1, we can take a minimal right C -resolution C m−1
Theorem
Proof Since X has an exact sequence 0 → X → X → 0 → · · ·, we obtain the former assertion by putting l := d in 2.2.3. The latter assertion follows from the duality
We have mutually inverse equivalences τ n : C → C and τ − n : C → C . (3) τ n gives a bijection from non-projective objects in ind C to non-injective objects in ind C , and the inverse is given by τ (2) follows from 1.4.1.
2.3.1 We obtain the following 'higher Auslander-Reiten isomorphisms' on C from 1.5.
For the case d = n + 1, 1.4.2 implies the following theorem.
, and ν and ν − give lift of τ n and τ − n respectively. 2.4 Definition Let C be a Krull-Schmidt category (1.4) . A C -module is a contravariant additive functor from C to the category of abelian groups. For C -modules F and F ′ , we denote by Hom(F, F ′ ) the set of natural transformations from F to F ′ . Thus we obtain the abelian category Mod C of C -modules. The Yoneda embedding X → C ( , X) (resp. C (X, )) gives a full faithful functor C → Mod C (resp. C op → Mod C op ). Moreover,
) gives a bijection from ind C to isomorphism classes of simple C -modules (resp. C op -modules).
Corollary
(2) For any X ∈ C , we have an exact functor Mod C → Mod End Λ (X) given by
) by 1.6, the former assertion follows. Applying the Nakayama functor to 1.6, we have an exact sequence C (ν
0 ) holds on injective modules. Thus the latter assertion follows.
Let us give a remarkable example of maximal (n − 1)-orthogonal subcategories with
linearly, and the invariant subring Λ := Γ G contains a complete regular local subring R such that Λ is an Rorder. For the case d = 2, the following theorem is a well-known result which asserts add Λ Γ = CM Λ.
and Λ := Γ G the invariant subring. Assume that G does not contain pseudo-reflection except the identity, and that Λ is an isolated singularity. Then
2.5.1 Proposition Let Λ be an R-order which is an isolated singularity, X ∈ CM Λ and 2 ≤ n ≤ d. Then depth R End Λ (X) ≥ n if and only if X ⊥ n−2 X.
Proof Take a maximal number n such that n ≤ d and X ⊥ n−2 X. Let 0 → Ω n−1 X → P n−2 → · · · → P 0 → X → 0 be a projective resolution. Then we have an exact sequence
Λ (X, X) = 0 holds by 1.3.1(3) , we obtain depth R End Λ (X) = n by A. 2.5.2 Proof of 2.5 Since G does not contain pseudo-reflection except the identity, End Λ (Γ) = Γ * G holds by the argument in [Y;10.7,10.8] where the assumption d = 2 is not used. In particular, End Λ (Γ) ∈ CM R holds. Thus 2.5.1 implies Γ ⊥ d−2 Γ. By 2.2.2, we only have to show 
Proposition (1) We have a functorial isomorphism Hom
(2) Let X ∈ ind Λ M. Then the Λ M-module Hom Λ ( , X) has a simple socle with
− τ X) holds by 1.5. (2) Immediate from (1).
Higher almost split sequences
In this section, we keep the notations in 1.4.
Definition
→ X with terms in C a sink sequence of X (in C ) if f i ∈ J C and the following sequence is exact.
We call above f 0 a sink map of X [ARS] . Dually, we call a complex X
· · · with terms in C a source sequence of X (in C ) if f i ∈ J C and the following sequence is exact.
We call above f ′ 0 a souce map of X. A sink (resp. source) sequence induces a minimal projective resolution of a semisimple C -module C /J C ( , X) (resp. a semisimple
with terms in C an n-almost split sequence (resp. pseudo n-almost split sequence) if it is a sink sequence of X and a source sequence of Y simultaneously. By definition, a direct sum of n-almost split (resp. sink, source) sequences and a direct summand of an n-almost split (resp. sink, source) sequences are again n-almost split (resp sink, source) sequences. (1) below, a sink (resp. source) sequence is unique up to isomorphisms of complexes. By (2) below, the study of n-almost split sequences is reduced to that of n-almost split sequences with indecomposable left and right terms.
By

Proposition (1) Let A and A
′ be sink (resp. source) sequences of X and
and only if Y ≃ Y ′ , and X is indecomposable if and only if Y is indecomposable.
Proof (1) Immediate from the definition. (2) The former assertion follows from (1). Moreover, X ∈ C is indecomposable if and only if C /J C ( , X) ∈ Mod C is indecomposable if and only if the minimal projective resolution of C /J C ( , X) is indecomposable as a complex if and only if A is indecomposable as a complex. Similarly, A is indecomposable as a complex if and only if Y ∈ C is indecomposable. 
Lemma
Let C be a maximal (n − 1)-orthogonal subcategory of Λ M (n ≥ 1) and A : 0 → X n fn → C n−1 f n−1 → · · · f 1 → C 0 f 0 → X 0 → 0 an exact sequence with terms in C . Put X i := Ker f i−1 . Then we have exact seqeunces 0 → C ( , X n ) ·fn → C ( , C n−1 ) ·f n−1 → · · · ·f 1 → C ( , C 0 ) ·f 0 → C ( , X 0 ) → F → 0 0 → C (X 0 , ) f 0 · → C (C 0 , ) f 1 · → · · · f n−1 · → C (C n−1 , ) fn· → C (X n , ) → G → 0 on C such that D(G • τ + n ) = F ⊆ Ext n Λ ( , X n ), D(F • τ − n ) = G ⊆ Ext n Λ (X 0 , ). If A is zero in Ext n Λ (X 0 , X n ), then fΛ ( , X n−1 ) → Ext n Λ ( , X n ) ·fn → Ext n Λ ( , C n−1 ) is exact on C . By 2.3.1, C (C n−1 , τ + n ) fn· → C (X n , τ + n ) → DF → 0 is exact. Thus C (C n−1 , ) fn· → C (X n , ) → D(F • τ − n ) → 0
is exact, and we obtain
. The latter assertion is immediate since 1 X 0 is mapped to A by the inclusion (1)- (6) are equivalent.
(1) A is an n-almost split sequence.
. Proof We will borrow the notations in 3.2. By 3.2, A is non-zero in Ext
show that F is simple if and only if G is simple. The assertion follows from the exact sequences in 3.2.
(1)⇔(5) By 3.2, we have an inclusion δ : (1), we can take a non-split short exact sequence A which is in (soc Λ M Ext 1 Λ (X, ))(τ n X). Then A is an 1-almost split sequence by 3.3. Now assume n > 1. We can take a sink map a : Y → X in Λ M by the case n = 1, and a right C -approximation b : Z → Y of Y . Let f : C 0 → X be a right minimal direct summand of ba : Z → X as a complex. Then f is a sink map in C . Since X is non-projective, f is surjective. Thus
Theorem
Let C be a maximal (n − 1)-orthogonal subcategory of Λ M (n ≥ 1). (1) For any non-projective X ∈ ind C , there exists an n-almost split sequence 0 → Y → C n−1 → · · · → C 0 → X → 0 in C . (2) For any non-injective Y ∈ ind C , there exists an n-almost split sequence 0 → Y → C n−1 → · · · → C 0 → X → 0 in C . (3) Any n-almost split sequence 0 → Y → C n−1 → · · · → C 0 → X → 0 satisfies Y ≃ τ n X and X ≃ τ − n Y . Proof (1) If n = 1, then C = Λ M. By 2.4.1X 1 := Ker f is in Λ M. By 2.2.4, there exists a minimal right C -resolution 0 → C n fn → · · · f 2 → C 1 → X 1 → 0 of X 1 . By 3.3, the sequence 0 → C n fn → · · · f 1 → C 0 f 0 → X → 0 is an n-almost split sequence. (3) By 3.3, (soc C op Ext n Λ (X, ))(Y ) = 0. By 2.4.1(1), Y ≃ τ n X and X ≃ τ − n Y hold.
3.4
To complete the study of minimal projective resolutions of simple C -modules, we will consider sink sequences of projective modules and source sequences of injective modules.
Theorem
→ C 1 → P gives a sink sequence of P . By considering the depth over R, we obtain C d = 0.
(2) Since a sink sequence A of X ∈ C gives a source sequence
C , the assertion follows from (1).
3.4.2
For the case d ≥ n + 1, we can give a more explicit construction than 3.4.1.
For injective I ∈ ind C , put P = P 0 := ν − I and S := P/J Λ P . Take a minimal projective
and C d+1 = 0 hold, and the following complex gives a source sequence of I.
. By the dual of 2.2.1(1) and 1.3.1(2) , Ext (S d−1 , ) . Thus the image of γ is simple, and a is the source map of
3.4.3
The concept of fundamental sequences plays an important role for the case d = 2 in usual Auslander-Reiten theory [A2;3.6][Y;11.5]. For the case d = n + 1 in our higher theory, higher dimensional analogy of fundamental sequences exists.
(1) By 3.3.1, we only have to consider the case when X = P is indecomposable projective. Since d = n + 1, the exact sequence 0
(2) Since ν : C → C is an equivalence by 2.3, the assertion follows from (2).
In [I1]
, the concept of τ -categories was introduced. It was effectively applied in [I2,3] to derive information on mod Λ M from almost split sequences. To apply the theory of τ -categories to Λ M in §4, we need the following observation.
Proof For any non-injective X ∈ ind Λ M, the almost split sequence 0
is exact again by [I2;1.3] . Fix injective I ∈ ind Λ M and take the source sequence I
is an isomorphism by [I2;1.3] . Thus Λ M forms a τ -category, and the equivalence τ :
3.5 Definition Let C be an additive category. We say that a C -module F is finitely presented if there exists an exact sequence C ( , Y ) ·f → C ( , X) → F → 0. We denote by mod C the category of finitely presented C -modules. The Yoneda embedding X → C ( , X) (resp. X → C (X, )) gives an equivalence from C (resp. C op ) to the category of finitely presented projective C -modules (resp. C op -modules). If C is an R-category for R in 1.4, then F (X) has an R-module structure naturally for any C -module F and X ∈ C . Thus we have a functor D : Mod C ↔ Mod C op by composing with D : Mod R → Mod R in 1.4. We call C a dualizing R-variety if D induces a duality mod C ↔ mod C op [AR1] . In this case, mod C and mod C op are closed under kernels since they are always closed under cokernels [A1;2.1]. Thus mod C (resp. mod C op ) is an abelian subcategory of Mod C (resp. Mod C op ).
Proposition
and the following sequences are minimal projective resolutions.
Proof Take a minimal projective resolution C ( , C 1 )
2, the lower sequence is exact.
Theorem
(1) C and C are dualizing R-varieties. Proof (1) If F ∈ mod C , then DF ∈ mod C op by 3.5.1. By 1.3.1(3) , D : mod C ↔ mod C op is in fact a duality. (2) We only show the former assertion. Since Ext n Λ ( , X) = DHom Λ (τ − n X, ) holds by 2.3.1, our functor X → Ext n Λ ( , X) is a composition of the equivalence τ − n : C → C , the duality X → C (X, ) from C to the category of finitely presented projective C op -modules, and the duality D : mod C op → mod C .
3.6 Definition Let C be a functorially finite subcategory of Λ M. Since C has pseudokernels by Auslander-Buchweits approximation theory [ABu] [AS], mod C (resp. mod C op ) is an abelian subcategory of Mod C (resp. Mod Y, ) . It is easily shown that α gives a left exact functor α : mod C → mod C op , and define α : mod C op → mod C dually. We denote by R n α : mod C ↔ mod C op their n-th derived functor [FGR] .
3.6.1 Theorem Let C be a maximal (n − 1)-orthogonal subcategory of Λ M.
(1) Any F ∈ mod C satisfies pd C F ≤ n + 1 and R i α F = 0 for any i = n + 1. (2) R n+1 α gives a duality mod C ↔ mod C op , and the equivalence D R n+1 α : mod C ↔ mod C coincides with the equivalence induced by τ n : C → C .
Proof (1) and the latter assertion of (2) follows from 3.5.1. The former assertion of (2) follows from (1) since R n+1 α F = Tr Ω n F holds (cf. 1.1.1 (2)).
is simple with pd F = n + 1, then R i α F = 0 for any i = n + 1 and R n+1 α F is simple with pd R n+1 α F = n + 1.
Proof (1) Take F ∈ mod C and a projective resolution C ( , C 1 )
Put X (2) Put F = C /J C ( , X) for X ∈ ind C . If X is not projective, then the existence of n-almost split sequence implies the assertion. If X is projective, then 3.4.1(1) implies d = n + 1. Thus the existence of pseudo n-almost split sequence implies the assertion.
Selfinjective algebras and Gorenstein orders
Throughtout this section, we keep the notations in 1.4, and we assume that Λ is a representation-finite selfinjective artin algebra or a representation-finite Gorenstein order (2.6). In other words, we assume that D d Λ is a projective Λ-module and ind Λ M is a finite set. We will classify all maximal 1-orthogonal subcategories of Λ M. We denote by A( Λ M) the stable Auslander-Reiten quiver of Λ. In [R2] , Riedtmann introduced the quiver Z∆ associated to a graph ∆. The well-known theorem [R2] [HPR] below also holds for our Λ since the function rank R on Λ M gives a subadditive function on A( Λ M).
Proposition
We denote by (Z∆) 0 (resp. (Z∆/G) 0 ) the set of vertices of the quiver Z∆ (resp. Z∆/G). Our goal in this section is to determine configurations of maximal 1-orthogonal subcategories of Λ M as subsets of k (Z∆ k /G k ) 0 . For a simplicity reason, we assume that each ∆ k is a classical Dynkin diagram A m , B m , C m or D m+1 though our method explained in 4.4 works for aritrary Dynkin diagram ∆.
Definition
We introduce a coordinate on Z∆ by the diagram below, where we denote In 4.4.3, we will show that these combinatorial datum ω and H − (x) (resp. H + (x)) on Z∆ correspond to homological datum Ω and
, the assertion follows. If x ∈ S and τ n+1 x / ∈ S, then there exist y ∈ S and i (0
n+1−i τ n+1 x) and (3). (5) Assume S is not maximal n-orthogonal. Take y ∈ (Z∆) 0 which is not con-
− (τ i x)) = ∅ by the proof of (3). Repeating similar argument, we obtain the assertion.
4.2.2
We call a subset S of k (Z∆ k ) 0 maximal n-orthogonal if S ∪(Z∆ k ) 0 is a maximal n-orthogonal subset of (Z∆ k ) 0 for any k. We will prove theorems below in 4.4.
Theorem
The number of maximal 1-orthogonal subsets of (Z∆) 0 is [W1,2] . Their method heavily depends on the assumption that Λ is finite dimensional over an algebraically closed field. To treat arbitrary Λ in 4.4, we will need results in [I1,2,3] which are obtained by functorial methods.
Remark
Example
We will indicate all maximal 1-orthogonal subsets S of (Z∆) 0 up to the automorphism group τ, σ of Z∆. We will encircle vertices contained in S. We enumerate the number of maximal 1-orthogonal subsets of (Z∆) 0 . Proof It is well-known that the number of ways to dissect R l into triangles by diagonals without their crossing is given by Catalan number a l := 1 l−1 2l−4 l−2 [St] . This immediately implies the equality for A m . Let ∆ = B m or C m . Then any maximal 1-orthogonal subset contains only one main diagonal of R l . Of course, any main diagonal dissectes R l to two congruent (m+2)-polygons. Since the number of main diagonals of R l is m+1 and the number of desired partitions of a (m+2)-polygon is a m+2 = 1 m+1 2m m , we obtain the equality for B m and C m . We will show the assertion for D m+1 . It is well-known that f (x) := i≥0 a i+2 x i is given by f (x) = 1− √ 1−4x 2x [St] . Put b 0 := . Then g = 
3+3=6= ( (1) and (2) in (B 2 , C 2 ) and r r rr t t t t (3) r rrr (4) 6+3+1=10=( 
