Our aim in this paper is to clarify the range of motivations that have inspired the development of computer programs for the composition of music. We consider this to be important since different methodologies are appropriate for different motivations and goals. We argue that a widespread failure to specify the motivations and goals involved has lead to a methodological malaise in music related research. A brief consideration of some of the earliest attempts to produce computational systems for the composition of music leads us to identify four activities involving the development of computer programs which compose music each of which is inspired by different practical or theoretical motivations. These activities are algorithmic composition, the design of compositional tools, the computational modelling of musical styles and the computational modelling of music cognition. We consider these four motivations in turn, illustrating the problems that have arisen from failing to distinguish between them. We propose a terminology that clearly differentiates the activities defined by the four motivations and present methodological suggestions for research in each domain. While it is clearly important for researchers to embrace developments in related disciplines, we argue that research in the four domains will continue to stagnate unless the motivations and aims of research projects are clearly stated and appropriate methodologies are adopted for developing and evaluating systems that compose music.
Introduction
Over the past 50 years, the development of the digital computer has provided an increasingly powerful means of devising and implementing formal systems for the composition of music. Furthermore, the wide availability of computers has allowed a variety of people, among them musicians, philosophers, psychologists and computer scientists, to develop computer programs for musical composition with very different aims in mind. Although we regard as beneficial the interdisciplinary nature of research which this state of affairs has fostered, a less welcome side effect has been a state of confusion in those cases where the reasons for writing such programs have not been made explicit.
We argue that the fields of research involved have suffered as a result of this confusion. The failure to distinguish between different motivations for the development of computer programs which compose music has made it difficult for researchers to precisely and unambiguously state their aims. As a consequence, researchers often fail to adopt suitable methodologies for the development and evaluation of compositional programs and this, in turn, has compromised the practical or theoretical value of their research.
Our argument is organised as follows. In § 2 we identify four motivations that have inspired researchers to develop computer programs which compose music. The nature of the malaise that we believe afflicts computational music research is described in § 3 where we also discuss some relevant epistemological and methodological issues. In § 4, 5, 6 and 7, we consider each of the four motivations in turn. In each case, we discuss terminological issues, illustrate why it is important to distinguish research with one motivation from the others and present methodological suggestions for future research. § 8 contains a discussion of the nature of a healthy interdisciplinary research strategy. Finally, in § 9 we summarise the results of this enquiry and present our conclusions. that simply describing a computer program that composes music counts as a useful contribution to research and is characterised by three features:
1. a failure to specify the precise practical or theoretical aims of research; 2. a failure to adopt an appropriate methodology for achieving the stated aims; 3. a failure to adopt a means of evaluation appropriate for judging the degree to which the aims have been satisfied. These problems often seem to stem from a failure to distinguish between the different motivations for writing computer programs that compose music and to adopt one of these in a research project. This has the effect of making it impossible to clearly state the research aims. If the aims of the research are not clearly stated, then it is impossible to employ a suitable methodology for achieving those aims and evaluating the degree to which the resulting system achieves them. Finally, if the degree to which the system satisfies its goals is not evaluated in a satisfactory manner then the research has little practical or theoretical significance. Furthermore, it becomes difficult for the reader to judge the value of the research, in terms of what it demonstrates and why this is important. We submit that these effects have engendered a stagnant academic climate characterised by degenerating research programmes (in the sense of Lakatos, 1970) .
We believe, with Bundy (1990) , that one useful remedy for this situation is to be clear about the aims and motivations involved in a project and to adopt an appropriate methodology and appropriate criteria for evaluation. In § 4, 5, 6 and 7, we provide examples of the problems created by failing to distinguish between the different motivations for developing computer programs which compose music and present methodological suggestions for future research. Although we present criticism of existing work in order to illustrate our arguments, it is to be understood that this criticism is presented with positive and constructive intentions. Before we start, however, we must state our position regarding a number of epistemological and methodological issues.
Three Types of AI
Noting that it is possible to differentiate natural science (the study and understanding of natural phenomena) from engineering science (the study and understanding of practical techniques), Bundy (1990, p. 216) suggests that there are three kinds of AI:
1. basic AI: an engineering science whose aim is to "explore computational techniques which have the potential for simulating intelligent behaviour"; 2. cognitive science or computational psychology: a natural science whose aim is "to model human or animal intelligence using AI techniques"; 3. applied AI: epistemologically speaking a branch of engineering "where we use existing AI for commercial techniques, military or industrial products, i.e., to build products".
Since research in the different disciplines is guided by different motivations and aims, this taxonomy implies different "criteria for assessing research in each kind of AI. It suggests how to identify what constitutes an advance in the subject and it suggests what kind of methodology AI researchers might adopt" (Bundy, 1990, p. 219) . In accordance with this analysis, Wiggins & Smaill (2000) note that the motivations for applying AI techniques to the musical domain can be divided into those concerned with understanding human musical abilities and those concerned with designing useful tools for musicians and composers. 2
Speculative and Empirical Disciplines
Speculative disciplines are characterised by the use of deduction from definitions of concepts, self-evident principles and generally accepted propositions: "Their ultimate criterion of validity is whether they leave the reader with a feeling of conviction" (Berlyne, 1971, p. 2) . Such fields as the aesthetics of music, music history and music criticism fall into this category. Empirical disciplines, on the other hand, derive their methodologies from science. It is important to be clear about the meaning of the term science since:
"A great deal of confusion has arisen from failure to realise that words like the French science and the German Wissenschaft (with their equivalents in other European languages) do not mean what the English word 'science' means. A more accurate translation for them would be 'scholarship"' (Berlyne, 1971, p. 3).
In light of this, it will be helpful to state our position on the epistemological status of scientific knowledge.
In an attempt to distinguish (systems of) propositions in the scientific disciplines from those of non-scientific fields, Karl Popper developed an approach known as methodological falsificationism. Scientific statements must be embedded in a framework that will potentially allow them to be refuted: ". . . statements, or systems of statements, convey information about the empirical world only if they are capable of clashing with experience; or, more precisely, only if they can be systematically tested, that is to say, if they can be subjected ... to tests which might result in their refutation" (Popper, 1959, p. 313-314) In logical terms, this thesis stems from the fact that while an existential statement (e.g., 'the book in front of me is rectangular') can be deduced from a universal statement (e.g., 'all books are rectangular'), the reverse is not true. It is impossible to verify a universal statement by looking for instances which confirm that statement (e.g., by looking for rectangular books). We may only evaluate a universal statement by looking for empirical data supporting an existential statement that falsifies that statement (e.g., by looking for non-rectangular books). The demarcation criterion demands that a scientific theory must be stated clearly and precisely enough for it to be possible to decide whether or not any existential statement conflicts with the theory.
In methodological terms, falsificationism suggests that science does not consist of a search for truth but involves the construction of explanatory hypotheses and the design of experiments which may refute those hypotheses. A theory that goes unrefuted in the face of empirical testing is said to have been corroborated. Popper was aware that "scientific discovery is impossible without a faith in ideas which are of a purely speculative kind" (Popper, 1959, p. 25) . However, he argued that the experiments designed to refute a scientific hypothesis must be empirical in nature in order for them to be intersubjectively tested. Therefore, the demarcation between scientific and non-scientific theories relies not on degree of formality or precision nor on weight of positive evidence but simply on whether empirical experiments which may refute those theories are proposed along with the hypotheses.
Cognitive Science
Cognitive science is a natural science whose goal is to understand how the mind works and the approach taken to reaching this goal may be characterised by several methodological heuristics. First, a functional level of description is considered sufficient for the development of theories of cognition (Chalmers, 1994; Johnson-Laird, 1983; Pylyshyn, 1989) . Second, experimental studies of human behaviour are used to constrain hypotheses that are made about cognitive processes (Johnson-Laird, 1983; Newell & Simon, 1976) . Third, theories are defined as effective procedures and implemented as computer programs to ensure that any assumptions are made explicit (Johnson-Laird, 1983; LonguetHiggins, 1981; Simon & Kaplan, 1989) . Finally, the theory is evaluated through empirical comparison of its behaviour with that of humans (Newell & Simon, 1976; Simon & Kaplan, 1989) . Marr (1982) introduced a framework for the understanding of complex information processing systems such as the mind/brain which has proved highly influential in modern cognitive science. Noting that different properties of such systems can only be understood at different levels of description, Marr isolates three general and independent levels at which questions may be asked about an information processing system: the computational level; the representational and algorithmic level; and the hardware level.
The first level asks what and why questions about the system: What is the goal of the computation? Why is it appropriate? And what is the logic of the strategy by which it can be carried out? The computational level theory attempts to describe the intrinsic nature and computational requirements of a cognitive task through a formal analysis of the various outputs resulting from different inputs. Through understanding the nature of the problem to be solved appropriate constraints may be placed on a cognitive model. It is only at the second level of analysis that we turn to the question of how, which involves specifying a representation for the input and output of the computation and an algorithm by which the computation may be achieved. The final level outlined by Marr concerns the physical realisation of the representation and algorithm. Marr (1982) goes to great lengths to emphasise the importance of the computational level theory. For any particular problem there is usually a wide range of representation schemes and algorithms that could be used. He argues that these depend to a far greater extent on the constraints derived from analysing the problem at the first level of analysis than on the particular hardware mechanisms upon which their solutions are implemented. Speaking of human perception, he notes that "trying to understand perception by studying only neurons is like trying to understand bird flight by studying only feathers: it just cannot be done" (Marr, 1982, p. 27) . McClamrock (1991) argues that, independently of the types of question asked about a cognitive system, approaches vary in terms of the level of organisational abstraction under consideration. At any level of organisational abstraction, a cognitive theory specifies how functional components of a higher-level explanation may be decomposed into those at a lower level of abstraction. Thus, there are two basic issues to be addressed in any cognitive scientific research:
1. specify the kinds of question (computational, algorithmic/representational or implementational) that the research will address; 2. specify a level of organisational abstraction which is the prime focus of the research.
Algorithmic Composition

Motivation
Many who write programs for the composition of music are motivated by artistic goals: computer programs are used to generate novel musical structures, compositional techniques and even genres of music. Berg (1987, p. 161) writes that the fundamental contribution of the computer to music is that it empowers the composer to "hear that which could not be heard without the computer, to think that which could not be thought without the computer and to learn that which could not be learned without the computer. The computer can allow a composer to write music that goes beyond that which she is already capable of". An example of this motivation is provided by David Cope: 3 "EMI was conceived . . . as the direct result of a composer's block. Feeling I needed a composing partner, I turned to computers believing that computational procedures would cure my block." (Cope, 1991, p. 18) We suggest that the existing term algorithmic composition should be applied exclusively to activities in which the motivations have this artistic character. When a computer program is used in this way, we must consider the program to be an integral part of the compositional process. The composer may use an existing computer program or she may write a program herself: since identical motivations are involved, we count both of these as algorithmic composition.
Methodology
If a computer program is written by the composer, the development of the program is an integral part of the compositional process (since ultimately it is driven by the same motivations). Since the program is designed solely for use by its developer, there are no methodological constraints placed on its construction. Furthermore, there is no need to define any rigorous criteria for success nor to use such criteria in evaluating the program and the compositions. If the composer intends the music for public consumption, then they may only be evaluated in the same way that composers and compositions are usually appraised: through audience reactions at performances, record sales, critical reviews and so on.
Finally, we suggest that if a composer publishes work on their techniques for algorithmic composition, they must demonstrate the practical or theoretical significance of the work. Many of those developing computer programs which compose music with other (non-artistic) motivations are often themselves musicians. That they should have artistic or aesthetic concerns seems almost unavoidable. It is imperative, from a methodological point of view, that these concerns should not be allowed to interfere with the achievement of the goals of the research. We hope that this will become apparent as we discuss the other motivations.
Design of Compositional Tools
Motivation
We now turn to projects whose motivation is to design compositional tools for use by composers other than the designer(s) of the system. Leman (1992, p. 296) uses the term "AI-Music" to refer to the discipline concerned with "the development of computer music systems for different practical usages of musical knowledge and musical communication". Since AI itself comes in several different flavours (see § 3.2), this rather vague term does not adequately distinguish this activity from the others. The importance of doing so derives from the fact that particular methodologies are required for designing compositional tools and evaluating whether they satisfy their design objectives. We suggest the term design of compositional tools fulfills this function rather better.
Methodology
The design of a system which composes music for use in algorithmic composition may be classified as applied AI and it should therefore adopt an appropriate methodology from the disciplines of engineering or design. Unfortunately, most reports of research into tools for algorithmic composition simply satisfy themselves with describing the system.
Let us illustrate the problem with an example. Biles (1994) describes a genetic algorithm (GA) which improvises jazz melodies over a supplied chord progression. He introduces his system (called GenJam) as "a genetic algorithmbased model of a novice jazz musician learning to improvise" (Biles, 1994, p. 131) . This rather vague statement is ambiguous regarding both the motivations and aims of the research. It is only in the final paragraph that we find a suggestion that his intentions were to design a compositional tool when he concludes that 'GenJam shows that GAs can be a useful tool for searching a constrained melodic space" (Biles, 1994, p. 137 ). This statement is strangely at odds with the manner in which GenJam is introduced.
As a result of his failure to begin with a clear description of the motivations and goals of the project, Biles is unable to adopt an appropriate methodology and evaluation procedure. Regarding the latter, he simply notes that "almost all the new phrases sound reasonable" (Biles, 1994, p. 136) . This statement gives the reader no indication of the usefulness of GenJam as a compositional tool (in the sense defined above) and does not justify his conclusion.
There are four fundamental stages in most software engineering methodologies (Pfleeger, 1991) . These are as follows:
1. analysis: the functional requirements of the system are specified -what it is to achieve and why; 2. design: the details of how the requirements of the system may be implemented are specified; 3. implementation: the application is built; 4. testing: tests are run to evaluate whether the software meets all its requirements.
The first stage contains an explicit statement of what the software is to achieve, why this is important and the criteria for success. It describes the high-level functional ontology of the system to be developed that is independent of architectural or implementational concerns and both typical and atypical usage scenarios that the software must be capable of handling. The end result of this stage is a detailed requirements specification.
As we have seen, Biles (1994) failed to present a clear analysis of the requirements GenJam was intended to satisfy. Other authors have been more explicit about their goals. Mozer (1994) , for example, describes several limitations of Markov transition tables for algorithmic composition and declares that his aim is to show "how these limitations may be overcome . . . using connectionist techniques" (Mozer, 1994, p. 248) . In the various experiments reported he consistently compares the performance of his neural network systems to that of second and third order transition tables. The clarity with which Mozer specified his aims allowed him to employ an appropriate methodology for achieving those aims. Consequently he was able to provide a relatively comprehensive analysis of the limitations of using sequential neural networks for algorithmic composition and detailed suggestions for future research. However, he states neither the scenarios which the system is intended to cover nor the conditions under which the system will be deemed successful. This appears to be fairly common in the literature.
Regarding the apparent failure of many studies to link their research to a particular problem or aspect of algorithmic composition, we suggest that the field would benefit from greater interaction with composers. Researchers at IRCAM in Paris, for example, often work together with composers on their products (see e.g., Assayag et al., 1999) . The composers are able both to supply ideas for research and to provide feedback on the development of applications. The detailed analysis of composers at work can be a useful source of information about typical compositional problems. Polfreman & Loomes (2001) , for example, used task analysis techniques to study the process of composition. Their goal was to improve user-interface design in compositional tools by acquiring a deeper "understanding of the nature of music composition tasks, the environment within which such tasks are typically carried out and how these tasks are organised collectively" (Polfreman & Loomes, 2001, p. 75) .
The design phase is concerned with how the requirements may be achieved in an implemented system. The end result of this phase is a detailed architecture specification which describes the proposed architecture in terms of its various software components, how these components interface with one another and the interactive behaviour of the components. An implementation plan is also developed which establishes a detailed schedule for the completion of the system as well as a list of critical tasks that must be accomplished in the implementation phase. The final part of the design phase concerns the development of a detailed test plan which defines all the tests that the software must pass for it to be declared complete. Typically such tests are related to the performance of the software in the typical and atypical scenarios presented in the analysis stage. The end result of this phase is a detailed architecture specification.
In the implementation phase, the requirements and architecture specifications are used to write the code for the various components of the system. The end result of this phase is the completed system. Typically in the literature describing tools for algorithmic composition, the architecture of the completed system is described (with varying levels of specificity). However, there often seems to be little evidence of a design phase in which the architectural choices and decisions made are related to the requirements the software is intended to fulfill.
The final stage of development is concerned with evaluating the quality of the completed system in relation to its requirements specification. There are typically four types of testing that are used: first, internal tests which ensure that all the low-level functions or components of the software behave as desired; second, unit tests which ensure that the user-visible behaviour of the software as a whole conforms to the requirements; third, application tests examine the performance of the system on all the typical and atypical scenarios described in the requirements specification; and finally, stress testing evaluates the performance of the system under a range of environments that are more stressful than those the application would normally encounter.
Depending on the precise design objectives not all these kinds of test need be carried out. However, the testing of tools for algorithmic composition is frequently neglected in the literature. When the software is evaluated, a paper will typically conclude with a comment such as "these improvisations are still quite pleasing musical forms" (Kohonen et al., 1991, p. 240) or "almost all the generated individuals were pleasant to listen to" (Johanson & Poli, 1998, p. 185) . This is unsatisfactory for two reasons: first, evaluating the music produced by the system reveals little about its utility as a compositional tool; and second, qualitative and subjective evaluation by the designers of the system reveals little about the value of the tool to other composers.
Computational Modelling of Musical Styles
Motivation
We turn now from practical motivations for writing computer programs which compose music to theoretical ones. Roads (1985, p. 175) suggests the term "generative modelling of music" to describe those activities where the driving motivation is not to compose aesthetically pleasing pieces of music nor to design a useful compositional tool but to propose and verify hypotheses about the stylistic attributes defining a body of works. The term generative is derived from computational linguistics and describes a formalism (usually a grammar) which explicitly enumerates and assigns structures to all and only the well-formed sentences in the language it is intended to describe using a finite set of rules:
"If the grammar is . . . perfectly explicit . . . we may . . . call it a generative grammar" (Chomsky, 1965, p. 4) . However, a generative theory is often misinterpreted as one which is intended to describe mental processes. For example, Baroni et al. (1992, p. 188) state that a generative analysis "observes some types of regularity present in the organisation of musical events and formulates hypotheses about the processes of thinking inherent in this organisation". Therefore, we suggest that the term "generative modelling of music" be avoided since it has the potential to create confusion about the activities it refers to. Ames (1992, p. 55 ) makes a distinction between "active style synthesis" (algorithmic composition in our terminology) and "empirical style modelling", which he defines as the development and use of computer programs to determine the "necessary criteria for generating known musical styles". However, this term captures neither the musical object of study nor the use of computational procedures that are fundamental to the activity. We suggest the term computational modelling of musical styles to describe those activities where the motivation is to propose and evaluate hypotheses concerning the important stylistic properties of a corpus of musical compositions and to distinguish this activity from those with other motivations. Since the objects of study in the computational modelling of musical styles are existing musical works, we consider the discipline to be a branch of musicology. Ames & Domino (1992, p. 186) state that their Cybernetic Composer was developed "to show how artificial intelligence can be applied to musical composition". But Ames also argues that:
Methodology
"composing programs such as CHORAL [Ebcioǧlu 1988 [Ebcioǧlu , 1992 and CYBERNETIC COMPOSER [Ames & Domino 1992] ultimately serve an analytic purpose . . . The difference between active style synthesis [algorithmic composition] . . . and empirical style modelling [computational modelling of musical styles] is simply the extent to which the generative criteria have been devised 'before' or 'after' the fact" (Ames, 1992, p. 55 ).
Ebcioǧlu (1988) also appears to have both theoretical and practical motivations when he describes CHORAL as "a rule-based expert system . . . for harmonisation and Schenkerian analysis of chorales in the style of J.S. Bach" (p. 43) and states that he hopes the system "will be of use to researchers in algorithmic composition" (p. 49).
We reject Ames' implied claim that the differences between algorithmic composition and computational modelling of musical style are negligible. As we have seen, computational modelling of musical styles may be distinguished from both algorithmic composition and the design of compositional tools on the basis of their motivations. Once again, the importance of making such distinctions depends on the fact that different methodological approaches are required in each of the different disciplines. In order to make this argument concrete, we shall consider the examples cited by Ames (1992) in a little more depth.
First, we must be clear about the benefits afforded by the computational approach. The implementation of stylistic hypotheses as a computer program (which can generate music) has two potential advantages (Camilleri, 1992; Sundberg & Lindblom, 1976 . First, while musicology has traditionally adopted a speculative methodology, the computational approach requires that all assumptions included in the theory (self-evident or otherwise) are explicitly and formally stated. The second potential advantage is that the implemented model may be evaluated through comparison of the compositions it generates with the human-composed pieces which the theory is intended to describe. We shall consider each of these advantages in turn.
Formality
Both Ebcioǧlu (1988 Ebcioǧlu ( , 1992 and Ames & Domino (1992) describe in some detail how their programs emulate the intended style. Since the programs embody their stylistic hypotheses, we may say that they are presenting their theories. However, we feel that the detailed description of a computer program which generates compositions in a particular style is not necessarily the most perspicuous means of presenting a theory of musical style. Ebcioǧlu (1992) , for example, spends half of his chapter providing a detailed description of the logic programming language which he developed "so that [he] could use it to generate very high quality music in a reasonable time" (Ebcioǧlu, 1992, p. 296) . It must be noted that the description of his theory of harmonisation in the style of Bach suffers from a lack of detail as a result. 4 Similarly, Ames & Domino (1992, p. 190) state that "the program also biases pitch-selection with statistical feedback . . . so that melodies do not linger unintentionally on particular scale degrees". It is unclear whether this aspect of the program is part of the stylistic theory or simply a detail of the implementation that helps the program produce acceptable music.
In both cases, the stylistic hypotheses embodied in the program are not clearly and precisely stated, nor are they distinguished from aspects of the program which are not intended to be part of the theory. This seems to have arisen from the failure to make a sharp distinction between algorithmic composition or the design of compositional tools and computational modelling of musical styles. Unless the theory that is implemented in the composing program is clearly and precisely stated, and separated from implementational or control details, the advantages afforded by the computational approach in terms of formality and explicitness are lost.
Evaluation
It is often claimed that the computational approach to modelling musical styles allows hypotheses to be scientifically evaluated (see e.g., Ames & Domino, 1992; Camilleri, 1992; Laske, 1988; Roads, 1985; Sundberg & Lindblom, 1976 . Sometimes, this appears to be associated with the implicit assumption that the formality and precision required of a computer model of itself makes an implemented theory scientific. As we have seen in § 3.3, this is not the case. Even when it is acknowledged that the scientific significance of implementing a theory is to enable its evaluation, empirical experiments that may refute the theoretical hypotheses are rarely proposed. Ames & Domino (1992, p. 186) , for example, claim that "With the arrival of digital computers and artificial intelligence, it now becomes possible to subject theoretical speculations about music to rigorous empirical evaluation". However, all they have to say about the compositions produced by Cybernetic Composer is that they "are realistic enough that an unknowing listener cannot discern their artificial origin" (Ames & Domino, 1992, p. 186) . Such anecdotal and subjective evaluation of computational models of musical styles is common in the literature. Authors typically conclude with a sentence such as "[the program] seems to be capable of producing musical results" (Ebcioǧlu, 1988, p. 49) or "The general reactions of Swedes listening to these melodies informally are that they are similar in style to those by Tegnér" (Sundberg & Lindblom, 1976, p. 111) .
There would appear to be two solutions to this conflict between theory and practice. The first is to declare that musical styles are not an appropriate topic of scientific research. According to this view, computational methods may be incorporated into speculative arguments concerning musical styles, but adopting a scientific approach to the empirical corroboration is inappropriate. If, on the other hand, we view the computational modelling of musical styles as a scientific activity, it is important to consider how such a model would be refuted. Meredith (1996) proposes that a theory for a musical style should take the form of an algorithmic style theory which he defines to be a hypothesis that a composing algorithm generates all and only those pieces that are in the style being modelled. Taking weak generative capacity rather than descriptive adequacy as a criterion for refutation, he notes that a theory of a musical style may be falsified in two ways: first, it may fail to generate compositions that are in the style (undergeneration); and second, it may generate compositions which are not in the style (overgeneration). 5 Meredith points out that one cannot test such a theory for undergeneration or overgeneration unless one has an algorithm for deciding for any given piece whether or not it is 'in the style' that one is attempting to model. He calls such an algorithm an acceptability algorithm and proposes that a piece should be defined to be in the style of some well-defined corpus of pieces if and only if it is either a member of this corpus or it is determined by means of the acceptability algorithm to be in the style of this corpus. Meredith (1996, p. 30-32) suggests that the acceptability algorithm could take the form of an experiment in each trial of which a subject is presented with the piece whose stylistic acceptability is to be determined together with a randomly selected sample of pieces from the corpus. The subject's task is to identify the test piece. Standard statistical techniques can then be used to determine whether or not the subjects are able to identify the test piece with a frequency that is significantly better than that which would be expected if they were making their selections at random. Clearly, if they can do this with a sufficiently high frequency, then the piece is stylistically distinguishable from the corpus pieces and thus must be defined to be not in the style.
To test such a theory for undergeneration, one takes a piece that is in the style (i.e., either in the corpus or determined to be in the style by the acceptability algorithm) and gives the piece as input to a parsing algorithm which proves whether or not the piece is a member of the set of possible outputs from the composing algorithm. To test the theory for overgeneration, one uses the composing algorithm to generate a new piece and then determines whether or not this piece is in the style using the acceptability algorithm.
An algorithmic style theory constructed according to Meredith's specification is always either true or false and always either refuted or unrefuted. Such a theory can never be verified but Meredith claims that such a theory should be tested for overgeneration and undergeneration until it is refuted.
A final issue to be considered concerns the question of how we might choose one unrefuted theory of a style over another: "imagine that we have two grammars of a well-defined set of compositions whose outputs and data coverage are identical but that go about their descriptive tasks in different ways. How do we decide between these descriptively equally successful grammars?" (Sundberg & Lindblom, 1991, p. 269) . Sundberg & Lindblom suggest that we should prefer the grammar for which there is more "independent motivation". They argue that this may be interpreted as independent support for the explanatory adequacy of the grammar as measured by its learnability. This does not seem appropriate for two reasons. First, since procedures have not yet been widely applied to corroborating the weak generative capacity of computational theories of musical styles, the development and testing of an explanatory theory make this unlikely to prove a practically useful measure (Meredith, 1996) . Second, this would take a theory of musical style firmly into psychological territory.
We propose that independent evidence for two unrefuted computational theories of musical style might be practically found by considering the predictions they make about issues commonly addressed in musicology. One example would be the ability of the models "to distinguish . . . structures typical of particular epochs and also . . . structures belonging to particular repertoires" (Baroni et al., 1992, p. 187) . For example, Hild et al. (1992) have developed a hybrid model (called HARMONET) of chorale harmonisation. 6 HARMONET has been used to extract stylistic features from harmonisations by composers such as J. S. Bach. Furthermore, independent support has been found for predictions made by the model. For example, Hörnel & Olbrich (1999) used HARMONET to predict that a certain chorale harmonisation (attributed to Bach) had not been composed by Bach himself since it coincided to a greater degree with the analysis of an earlier style of harmonisation than with the analysis of Bach's own chorale harmonisations. This prediction was confirmed in the musicological literature.
Computational Modelling of Music Cognition
Motivation
The motivations of authors such as Steedman (1984) and Johnson-Laird (1991) were drawn from cognitive science rather than musicology (see § 2). They were not primarily concerned with whether their systems generated pleasing music or whether they functioned as useful compositional tools. Crucially they were not attempting to propose theories of a musical style and were interested only in the degree to which their models help us understand the underlying cognitive processes involved in human composition.
As we noted in § 6, this kind of project has sometimes been grouped together with research in the computational modelling of musical styles under the generic rubric generative modelling of music (Roads, 1985) . Laske (1988, p. 43) proposes that the object of study in "the new science of cognitive musicology" is "musical intelligence as a distinctive human faculty". This term is clearly intended to capture projects with cognitive motivations as well as those with musicological goals. However, the motivations involved in the two types of project are separable and furthermore, "cognitive models need not reflect current music-theoretic constructs, nor must models of musical knowledge have cognitive pretensions" (Desain et al., 1998, p. 152) . We prefer the term computational modelling of music cognition (Desain et al., 1998) to describe specifically those activities where the factors motivating the development of a computer program which performs musical tasks are drawn from cognitive science.
Methodology
Again, the importance of making this distinction is methodological. Although the potential advantages of implementing a cognitive theory are analogous to the potential advantages of implementing a theory of a musical style, different methodologies are required for the implementation and evaluation of the theory. We shall present an example to illustrate the point. Baroni et al. (1992, p. 189) declare that none of their grammars "should be thought capable of describing the actual mental processes implied in musical composition". However, in a dramatic reversal of opinion, (Baroni, 1999, p. 9) states of one of their grammars that "syntactic rules can be conceived in any case as real cognitive processes". To justify this claim, he simply notes that "the technical procedures of a computer do not coincide with those of a human composer, but it is quite plausible to think that analogous processes do exist" (Baroni, 1999, p. 9) . He fails to:
1. clearly state the hypotheses embodied in the model concerning the cognitive mechanisms of composition, in particular, the degree of functional organisation they address and kinds of question they pose;
2. derive these hypotheses from the results of psychological experiments on musical composition as opposed to musicological analysis of the corpus;
3. evaluate these hypotheses through systematic and empirical attempts to refute them based on the compositions produced by the model.
Unless such methodological requirements are met, Baroni's claim is void of any significance for cognitive science (see § 3.4). We now consider each of these three issues in further depth.
Stating Cognitive Hypotheses
A major problem with implementing cognitive models of musical composition is our lack of knowledge about the cognitive mechanisms underlying composition. This lack of understanding stems partly from the difficulty of probing such a complex cognitive process as composition and partly from the individual variation inherent in the process. Given this lack of understanding, we suggest that a useful point of departure would be to ask questions at the computational level (see § 3.4). An example of this approach can be found in Johnson-Laird (1991) who developed a theory of jazz improvisation. On the basis of an analysis of different computational systems, he draws various conclusions concerning what the mind has to compute in order to produce acceptable improvisations in the jazz idiom. In contrast to Baroni (1999) , Johnson-Laird states clearly the nature of his cognitive hypotheses and takes pains to present the results of his enquiry in terms of constraints imposed on the cognitive processes responsible for competent improvisation. For example, his analysis suggests that while a regular grammar (or formally equivalent procedure) is adequate for computing the contour, onset and offset of the next note, a computational procedure equivalent in power to a context-free grammar is required to compute its pitch.
Using Experimental Data
Johnson-Laird (1991) presents his conclusions at an extremely high level of functional organisation. However, Desain et al. (1998, p. 156) have argued that "a comparison based on global input/output behaviour (i.e., functional equivalence) is too coarse to make substantial claims about the psychological validity of the model". Ideally, we would like to relate the functional organisation of the model at a slightly lower level of abstraction to that of human cognition. How might we generate hypotheses regarding the finer grained functional organisation of cognitive processing in musical composition? 7 Sloboda (1985, ch. 4) notes that there exist four main sources of information for those interested in the psychology of musical composition:
1. the examination of the history of a particular composition as displayed in the composer's written manuscripts; 7 Note however that the model is still concerned with questions of the computational variety.
the examination of what composers say about their own compositional processes;
3. the live observation of composers during a session of composition; 4. The observation and description of improvisatory performance. 8 The first of these protocols suffers from its failure to document a complete record of the internal processes of the composer (to varying degrees depending on the composer) and can only provide information specific to a particular composition (or composer). The second, on the other hand, has a more direct handle on the internal cognition of the composer but suffers from the problem of subjectivity of introspective reports and the fact that much of our cognitive processing is unavailable for conscious introspection. The last two sources of information, however, have the benefits of allowing a more objective analysis of all aspects of the compositional process in a controlled environment. Sloboda (1985) suggests two lines of research regarding the live observation of composers at work. The first involves the detailed study of composers in a simple compositional environment in which all the cognitive steps which underlie the composer's choices are specified. Such an analysis would "lead naturally to some form of computer simulation to test the adequacy of one's theory" (Sloboda, 1985, p. 138) . Laske (1992) , for example, describes his work using task based protocols to acquire non-verbalisable compositional knowledge. The goal of this research was to answer questions which ask why various compositional decisions were made. The strategy employed is to use composer's behaviour on a computer based compositional task to produce a performance trace and thereby derive hypotheses concerning the cognitive schemata underlying that behaviour. Polfreman & Loomes (2001) suggest that their methodology (see § 5) could be used as a framework for cognitive research relating to musical composition. Although similar methodological frameworks may be used for knowledge acquisition in both the design of compositional tools and the computational modelling of music cognition, it is important to distinguish the two. In the former, the relevant knowledge pertains to typical compositional problems and the usefulness of software tools which attempt to solve those problems, while in the latter, the relevant knowledge concerns the cognitive processes of the composer.
The second approach involves asking a range of musicians of varying ability and experience to undertake the task. Through comparative analysis of the results, "it might be possible to specify some of the ways in which compositional skills change with experience" (Sloboda, 1985, p. 138) . Davidson & Welsh (1988) and Colley et al. (1992) , for example, have compared the strategies used by expert and novice composers on simple compositional tasks.
Evaluation
The purpose of implementing a cognitive theory is partly to enable the evaluation of the theory based on a detailed empirical analysis of the similarities and differences between its behaviour and the human behaviour it is intended to explain (see § 3.4). While in the computational modelling of musical styles, we are concerned with the weak generative capacity of the model, in the computational modelling of music cognition, we are interested in evaluating the behaviour produced by the particular hypotheses under investigation.
The hypotheses defined by Johnson-Laird (1991) concerned the computational requirements of the entire task. If, on the other hand, the hypotheses concern a more detailed level of functional description, then we must extend the definition of behaviour for the model beyond input-output specification. Desain et al. (1998) illustrate this point with a hypothetical model of metre perception which decomposes the task into two sequential sub-processes: initial establishment of a beat and the subsequent tracking of it during tempo changes. They suggest that it would be possible to measure the changes in behaviour (e.g., the manner in which the range of timing disturbances that do not throw the model off-track changes) as the model switches from the first to the second stage of processing. This data could then be compared with the performance of humans on the same stimuli in an attempted refutation of such a model of the functional organisation of the cognitive mechanisms involved in meter perception. If the human data varied in the same manner, this would count as evidence corroborating the model.
Can a similar approach be used to evaluate a cognitive theory of musical composition? Very few computational models of musical cognition have been proposed. In the rare cases when cognitive aspirations are stated, the issue of evaluation seems to have been largely ignored (Hodgson, 1999; Ramalho & Pachet, 1995; Reis, 1999) . Johnson-Laird (1991, p. 317) simply notes that "The program performs on the level of a competent beginner" and gives an informal account of how the program undergenerates and overgenerates. In short, "the gap between the cognitive work, that brings forward these models, and the experimental approach, that should validate them, is huge" (Desain et al., 1998, p. 154) . This lack of emphasis on evaluation has the effect of making it very difficult to intersubjectively compare and contrast different theories.
There are at least two ways in which compositional systems may be evaluated as cognitive models: first, through an analysis of their behaviour during composition; and second, through an analysis of the music they compose. Regarding the former, it would be possible to keep a trace of the program's compositional behaviour and then compare it to traces of human composers performing the same compositional task. This bears a certain resemblance to protocol analysis, a standard methodology in cognitive science (Simon & Kaplan, 1989) . However, it would be hard to define an appropriate level of abstraction at which to make the comparison: we would not expect the compositions themselves to be the same at the note level. However, a number of studies have demonstrated broad strategic differences between composers (Folkestad et al., 1990 ) and related such differences to degrees of compositional expertise (Colley et al., 1992; Davidson & Welsh, 1988) . A basis for the comparison of cognitive models with human data might be found at this level of general strategy.
We turn now to the second approach. Pearce & Wiggins (2001) have recently reported preliminary work towards a framework for the evaluation of machine-generated compositions. Here we shall propose how the framework may be used to refute or corroborate hypotheses about the cognitive mechanisms supporting musical composition. The framework has several phases. First, it is necessary to precisely define a corpus of compositions; the cognitive model is intended to account for some aspect of the compositional competence able to generate that corpus. Second, the goals of the research must be clearly stated as hypotheses regarding the cognitive mechanisms involved in composing pieces in the corpus. The nature of the hypotheses define the level of abstraction at which the cognitive model is to be evaluated. Third, a program is constructed (using either a machine learning or a knowledge engineering approach) which embodies these hypotheses at an appropriate level of functional abstraction and is used to generate a test set of compositions. Any assumptions guiding the choice of corpus, the development of the hypotheses and decisions made during the development of the representation scheme and algorithms employed by the program are potential sources of bias and "must be made explicit, as they also determine what conclusions may legitimately be drawn from the results of the experiments" (Widmer, 2000, p. 72) . 9 A central feature of the framework is the design of experiments which may refute claims (based on the stated goals) made about the system generated compositions. In order to illustrate the nature of the experimental procedures involved, we shall consider a concrete example involving a hypothesis stating that the ability to flexibly move between different representations of the compositional problem (e.g., by considering different combinations of tonal, rhythmic and dynamic constraints) is characteristic of expertise (Davidson & Welsh, 1988) . 10 Two programs are generated from the corpus, one of which represents multiple features of musical events and one which does not. Sets of experimental stimuli are composed consisting of equal numbers of compositions generated by the first and second programs. Subjects are required to listen to the experimental stimuli and asked to judge the success of each composition on a scale between one and five. This is clearly a rather simplistic measure of expertise but it will serve for the purposes of illustration. 11 In the final phase of the evaluation, statistical methods are used to test the hypothesis that the mean success rating of the compositions produced by the first program are higher than that of those produced by the second program. If this test fails to reject the hypothesis, we may consider the conjecture that the ability to represent multiple features of musical events is characteristic of expert composers to have been scientifically corroborated given the assumptions made in designing the model. It must then be tested using different kinds of model embodying different assumptions. Otherwise, the hypothesis is considered to have been refuted given the assumptions made in designing the model. Consequently, the theory or the assumptions of the model must be changed, re-implemented and re-evaluated.
Besides allowing hypotheses about the cognitive processes involved in musical composition to be refuted, the framework has the advantages of placing no restrictions on the genre of music to be modelled, the cognitive hypotheses proposed or the computational techniques used. Once the theory has been corroborated at one level of functional organisation, it may be broken down to a finer level. In the case of our example, this might mean stating hypotheses concerning the particular kinds of feature that are represented. These hypotheses are then implemented and evaluated in the same manner.
In the computational modelling of music cognition, "proposing a new model . . . can hardly be seen as a contribution to the field anymore. Recently a methodology has been emerging in which a working computational model is seen much more as the starting point of analysis and research, than as an end product . . . This approach needs further elaboration, because it promises a way out of the present stagnation. A computational model is thus no longer an aim unto itself, but a means to compare and communicate theories between different research communities" (Desain et al., 1998, p. 153) .
We have argued that our framework can facilitate the evaluation, improvement and comparative analysis of cognitive models of compositional processes.
Interdisciplinary Research
Countless authors have stressed the importance, indeed the necessity, of an interdisciplinary approach to both theoretical and practical research in music. Desain et al. (1998) , for example, note that the processing and representation of musical structures can provide a common ground for research between disciplines. However, they are careful to distinguish the roles of different disciplines:
"Such structures can be stated formally or informally within music theory, their processing can be investigated by experimental psychology, both of these aspects can be modelled in computer programs and can be given an architectural basis by neuroscience." (Desain et al., 1998, p. 153) Others, however, have failed to adequately distinguish different disciplines on the basis of their motivations and methodologies. Laske (1988) , for example, includes all four of the different activities we have discussed in the discipline of "cognitive musicology". Leman (1992, p. 296) goes so far as to suggest that "the approaches currently developed in computer-oriented music research might merge into an interdisciplinary field called 'semiotics of music"'. We have argued that such agglomeration of disciplines can only serve to increase the methodological malaise that already afflicts music related research.
In contrast, we suggest that each of the fields we have described should embrace rather than become one with the others (see Gjerdingen, 1999) . We agree that work inspired by any one of our four motivations may have implications for, or be inspired by, research taking any of the other positions. Indeed, we welcome such an interdisciplinary state of affairs. However, since each of the motivations implies different methodologies and criteria for assessment, these relationships should not be made part of the main body of a research project. If two or more of the stated motivations are adopted for any one project, the different goals and motivations should be clearly differentiated and appropriate methodologies adopted for each of them.
Synthesis and Conclusions
We have identified four general motivations which have inspired the development of computer programs for the composition of music. These motivations, the fields they define and their parent disciplines are shown in Table 1 . We consider it imperative that developers of such systems be clear about their motivations. This would have potential benefits both for the research itself and for others interested in their work. We have seen that the appropriate methodologies for the development and evaluation of programs for the composition of music vary greatly depending on the reasons for designing the system. Moreover, unless the motivations and aims of the research are stated and appropriate methodologies and assessment procedures adopted, it is hard for other researchers to appreciate the practical or We have argued that a failure to distinguish the different reasons for developing programs which compose music has encouraged the stagnation of the fields of research involved. In order to help distinguish different kinds of research, we have introduced a terminology which we believe better reflects these categories and may be used to avoid confusion about the purpose of developing compositional systems. Furthermore, for each motivation we have suggested appropriate methodological approaches for achieving the goals of the research and evaluating its success. We have resisted the temptation to categorise further the variety of motivations involved. Our concern here has been to differentiate motivations drawn from different disciplines and discuss the methodological issues that this differentiation raises. At this general level the four motivations discussed may be considered to be relatively autonomous. The more subtle differences in motivation present in the literature are more likely to be drawn from the same discipline. Finally, although we consider the four domains and their associated motivations to be relatively separable we do not deny the importance of interdisciplinary research. However, while a project may be inspired by research in any of the four fields, such interdisciplinary relations must be distinguished from the primary motivations and goals of a research project.
Although we have focused on the development of computer programs which compose music, the issues raised and the arguments presented are of potentially much wider relevance to practical and theoretical music research. The use of computational techniques in music research is a relatively recent activity. We have provided suggestions for countering the current stagnation in the fields discussed and putting each of them on a sound epistemological and methodological footing. We consider this to be essential if our research is to progress.
