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Convolutional Neural Network (以下 CNN) を用いた学習は画像認識やパターン認
識に優れ [10]，画像分類の分野などで活用されている．Yan ら [21] は CNN を用い
て写真を自動補正する手法を提案している．この手法では，入力画像から算出した特
徴記述子をネットワークに入力し，補正後の色を求めている．学習に使われたデータ





Chenらは Deep Convolutional Generative Adversarial Network [4, 15]を利用した
手法 Deep Photo Enhancer [3] (以下 DPE) を提案している．Deep Convolutional











の高性能写真加工ソフトである Adobe Photoshopや Adobe Lightroomにも自動補
正機能がある．Adobe Lightroom では，高品質な補正の行われた数万点の写真デー


























































































































































































Method MSE (RGB) SSIM
Nelder-Mead [13] 0.0105 0.880
CMA-ES [6] 0.0025 0.933
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(a) 高品質画像 (b) 再現画像




きているかどうかを RGB MSE と提案手法を用いてアノテーションした 60 組の
画像の閾値処理の結果を示した．
Accuracy Specificity
RGB MSE 0.52 0.19
提案手法 0.72 0.92
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(a) 高品質画像 (b) 劣化画像



















手法 必要なデータ データセット枚数 最適化手法 評価関数




(Nelder-Mead法) 高品質画像 14,049 Nelder-Mead法 RGB MSE
DPE [3]
(高品質画像,



























(Nelder-Mead法) (c) DPE [3] (d) 提案手法 (e) 高品質画像
図 4.1 劣化画像を入力とした際の各手法との自動補正の比較． (a) 高品質画像を




(Nelder-Mead法) (c) DPE [3] (d) 提案手法







データセット枚数 3,224 - 14,049 5,000
vs. 提案手法 - 0.11 0.32 0.43
vs. 入力画像 0.89 - 0.64 0.77
vs.
提案手法
(Nelder-Mead法) 0.68 0.36 - 0.71
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