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Abstract：Sentence similarity computation is very important in all fields of natural language process. Some of the tradi-
tional algorithms only compare sentences based on their surface form such as same words, sentence length, word order
and do not consider the sentence deep-level semantic information, some methods considered the sentence semantics get an
unsatisfactory performance on the algorithm practicality. Therefore, a relation vector model which taking into account the
relationship of sentence structure and semantic information based on space vector model is presented, this model is com-
posed of a mix between the key words of the sentence and the key words synonymous information, which reflects local
structural component of the sentence as well as the correlation between the local structure and therefore better reflects the
structure and semantics of the sentence. An algorithm of sentence similarity based on relation vector model is put forward.
The algorithm is applied to the network news summary generation algorithm in order to avoid redundancy. The experimental
results show that, compared with the algorithm which considers the word order and semantic, relation vector model algo-
rithm not only improves the accuracy of sentence similarity calculation, the time complexity of calculation is also reduced.




























Palakorn A，Hu XiaoHua 等 [1]总结了三类计算句子
相似度的算法，对当前主要的算法进行了分类，同时分
析了各种方法的原理并将它们进行了对比。Li Yuhua，
David M 等 [2]提出了一种计算两个词相似度的方法，并
将其用在了句子相似度计算的同义词分析上。Donald











































定义 1 给定一个句子 Ti ，经过汉语分词系统分词
后，得到的所有词 wi 构成的向量称为句子 Ti 的向量表
示，表示为 Ti ={w1w2wn}。
例 1 对于语句 T1 ：我是中国人。 T2 ：我爱中国。分
词后为 T1 ：我/r 是/v 中国人/n。 T2 ：我/r 爱/v 中国/
ns。则 T1、T2 的向量表示如下：
T1 ={我是中国人}T2 ={我爱中国}
定义 2 给定一个句子 Ti 的向量表示，Ti 中词的个
数称为 Ti 的向量长度，表示为 Len(Ti) 。
例 2 对于定义 1 中的两个句子 T1、T2 ，Len(T1) = 3 ，
Len(T2) = 3 。
定义 3 给定两个句子 Ti、Tj 的向量表示，将 Ti、Tj 中
的所有词 wi 进行合并且对于重复出现的词只保留一
个，由此得到两个向量的集合 T 称为 Ti、Tj 的并集，表示
为 T = Ti  Tj ={w1w2wn}。
例 3 对于定义 1 中的两个句子 T1、T2 ，它们的并集
表示如下：
T = T1  T2 ={我是中国人爱中国}
很显然，并集的长度 Len(T ) Len(T1) + Len(T2) ，因为
两个句子中可能出现相同的词。
定义 4 给定一个句子 Ti 的向量表示 Ti ={w1w2
wn} 和一个词 wi ，依次计算 wi 和 Ti 中每个词的相似度
（值为 0到 1之间），所得所有结果中的最大值称为 wi 在
Ti 中的语义分数，表示为 Ci 。
定义 5 给定两个句子 Ti、Tj 的向量表示，Ti 和 Tj 的
集合表示为 T ={w1w2wn} ，对 T 中的每个词 wi ，计
算 wi 在 Ti 中的语义分数 CiT 中每个词的语义分数组
成的一个向量称为 Ti 基于 T 的语义向量，表示为 Si =
{C1C2Cn}。
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在该算法中，基于 T 分别计算 Ti 和 Tj 的语义向量
Si、Sj ，以计算 Si 作为说明，过程如下：
（1）对于 T 中的每个词 wi ，如果 wi 在 Ti 中出现，则
在语义向量 Si 中将 wi 的语义分数 Ci 设为 1。
（2）如果 Ti 中不包含 wi ，则计算 wi 在 Ti 中的语义
分数 Ci ，如果 Ci 大于预先设定的阈值 δ ，则 Ci 保持不




 S1 ´  S2
（1）
词序相似度计算法方法如式（2）所示：
Sr = 1 -
 r1 - r2
 r1 + r2
（2）
其中 r1、r2 分别为 T1、T2 的词序向量，以 T1 为例，其计算
方法如下：
（1）对于 T 中的每个词 wi ，如果 T1 中包含该词，则
r1 中该词的取值为该词在 T1 中出现的次序。否则在 T1
中找出与 wi 最相似的词 w
*
i 。
（2）如果 wi 和 w
*
i 的相似度大于一个给定的阈值















































定义 6 给定一个句子 Ti ，经过汉语分词系统分词
后，所得到的关键词 mi 构成的向量称为句子 Ti 的关键
词向量表示，表示为 Ti ={m1m2mn}。
定义 7 给定一个句子 Ti 的关键词向量表示 Ti =
{m1m2mn} ，在向量中关键词 mi 的前一个关键词
mi - 1 称为 mi 的前关键词，mi 的后一个关键词 mi + 1 称为
mi 的后关键词。
定义 8 给定一个句子 Ti 的关键词向量表示 Ti =
{m1m2mn}，Ti 的向量长度 Len( )Ti = n ，给每一个关






定义 9 给定两个句子 Ti、Tj 的关键词向量表示，对
于 Ti 中的任一关键词 mi ，如果 mi 也在 Tj 中出现，则称
mi 在 Tj 中存在，Ti 中所有在 Tj 中存在的关键词构成的向
量称为 Ti 基于 Tj 的存在向量，表示为 Ei j ={e1e2ep}。
存在向量中相应关键词的权重值构成的向量称为 Ti 基
于 Tj 的存在值向量，表示为 TEi j ={v1v2vp}。
定义 10 给定两个句子 Ti、Tj 的关键词向量表示，在














句子 Ti 和 Tj 相似度的算法过程如下：
首先利用中科院开源的 SharpICTCLAS分词系统[17]
分别对 Ti 和 Tj 进行分词，从分词结果中提取 Ti 和 Tj 相
应的关键词构成 Ti 和 Tj 的关键词向量，然后考虑向量
长度更短的关键词向量，这里假设 Len(Ti) Len(Tj) ，计
算 Ti 的初始权重值向量 TBi ={b1b2bn} 。对于 Ti
中的每一个关键词 mi ，依次做如下处理：如果 mi 在 Tj
中存在，考虑 mi 在 Ti 和 Tj 中的前关键词，如果这两个
前关键词为相同的词或者为同义词，则将 TBi 中 mi 相
应的权重增大 σ 倍，对于 mi 的后关键词做相同的处
理。如果 mi 在 Tj 中不存在，则 TBi 中 mi 的相应权重不
变。然后计算 Ti 基于 Tj 的存在向量 Ei j ，对于 Ei j 中的
每个关键词，从 TBi 中取出相应关键词的权重值构成存
在值向量 TEi j ={v1v2vp} 。最后根据下列公式（3）














其中，bi 为 TBi 向量中第 i 项的值，vi 为 TEi j 向量中第 i
项的值。
算法的伪代码描述如下所示：
算法 1 基于关系向量模型计算两个句子 T1 和 T2 的
相似度
输入：两个完整的句子 T1 和 T2
输出：T1和T2 的相似度 Sim( )T1T2 (0  Sim( )T1T2  1)
方法：
（1）input two chinese sentences T1、T2
（2）foreach sentence Ti (i = 12)
（3） SharpICTCLAS (Ti) //利用中科院 SharpICTCLAS
分词系统对句子 Ti 进行分词
（4） form a key word vector Ti with key words
（5）set T1 to be a shorter vector
（6）calculate the initial vector TB1 value of T1
（7）foreach keyword mi in T1
（8） if mi exist in T2
（9） if front keyword of mi in T1 and T2 are the
same
（10） TB1( )mi = σ ´ TB1( )mi
（11） endif
（12） if back keyword of mi in T1 and T2 are the
same
（13） TB1( )mi = σ ´ TB1( )mi
（14） endif
（15） endif
（16）calculate T1 's exist value vector TE12 according
to T2
（17）calculate similarity of T1 and T2
举例说明如下：
给定两个分词后的句子 T1 和 T2 如下：
T1 ：无论如何/l 我们/r 永远/d 不/d 会/v 使用/v
化学武器/n 对抗/v 自己/r 的/uj 人民/n 。/w
T2 ：无论/c 在/p 何/r 种/q 情况/n 下/f ，/w 永远/d
不/d 会/v 对/p 本国/r 人民/n 使用/v 化学武器/n 。/w

























来针对 T2 中的每一个关键词 mi ，按算法 1中的步骤（7）




大“永远”在 TB2 中相应的权重。再考虑 T2 中的关键词
“永远”，其在 T1、T2 中的后关键词分别为“不”，“不”。这
两个词相同，因此在 TB2 中将关键词“永远”相应的权值
增大 σ 倍。因此关键词“永远”最后的权重为 σ ´ 1
8
。依
次类推，T2 中所有词处理结束后，计算 T2 基于 T1 的存
在值向量 TE21 。
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´ σ + 1
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算方法比词序法更优越。现假设 T2 是 T1 的倒装句，T2
表示如下：
T2 ={bjbnb0bj - 1}
这相当于将一个关键词组成的循环链表中的每个关键
词向后移 j 位，此时，对于 T1 中的任意关键词 ai ，它在
T1 中的序号为 (i + 1)在 T2 中的序号为 ( )i + j %(n + 1) ，其
中%表示取模。 ai 在 T1、T2 中的序号相差 j因此，根据
公式（2），T1、T2 的词序相似度表示如下：
Sr = 1 -




(i + 1 + ( )i + j %( )n + 1 )











O(m ´ n) ，其中 m、n 为 T1、T2 的关键词向量长度。基于
语义和词序的算法首先生成句子 T1、T2 的并集 T ，T 的
长度记为 k显然，mn  k m + n 。然后针对 T 中的每
一个词，依次计算其与 T1、T2 中的每个词的相似度，因















为相似句。从 7 个分类中总共抽取了 35 组相似句构成
标准集。同时将相应文章中的其他句子以及一些相关
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表 2 实验结果对比 2
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