We consider random interlacements on Z d , d ≥ 3. We show that the percolation function that to each u ≥ 0 attaches the probability that the origin does not belong to an infinite cluster of the vacant set at level u, is C 1 on an interval [0,û), wherê u is positive and plausibly coincides with the critical level u * for the percolation of the vacant set. We apply this finding to a constrained minimization problem that conjecturally expresses the exponential rate of decay of the probability that a large box contains an excessive proportion ν of sites that do not belong to an infinite cluster of the vacant set. When u is smaller thanû, we describe a regime of "small excess" for ν where all minimizers of the constrained minimization problem remain strictly below the natural threshold value √ u * − √ u for the variational problem.
Introduction
In this work we consider random interlacements on Z d , d ≥ 3, and the percolation of the vacant set of random interlacements. We show that the percolation function θ 0 that to each level u ≥ 0 attaches the probability that the origin does not belong to an infinite cluster of V u , the vacant set at level u of the random interlacements, is C 1 on an interval [0,û), whereû is positive and plausibly coincides with the critical level u * for the percolation of V u , although this equality is presently open. We apply this finding to a constrained minimization problem that for 0 < u < u * conjecturally expresses the exponential rate of decay of the probability that a large box contains an excessive proportion ν bigger than θ 0 (u) of sites that do not belong to the infinite cluster of V u . When u > 0 is smaller thanû and ν close enough to θ 0 (u), we show that all minimizers ϕ of the constrained minimization problem are C 1,α -functions on R d , for all 0 < α < 1, and their supremum norm lies strictly below √ u * − √ u. In particular, the corresponding "local level" functions ( √ u + ϕ) 2 do not reach the critical value u * .
We now discuss our results in more details. We consider random interlacements on Z d , d ≥ 3, and refer to [5] or [6] for background material. For u ≥ 0, we let I u stand for the random interlacements at level u and V u = Z d I u for the vacant set at level u. A key object of interest is the percolation function V u ←→ / ∞} stating that 0 does not belong to an infinite cluster of V u . One knows from [13] and [12] that there is a critical value u * ∈ (0, ∞) such that θ 0 equals 1 on (u * ,∞ ) and is smaller than 1 on (0, u * ). And from Corollary 1.2 of [15] , one knows that the non-decreasing left-continuous function θ 0 is continuous except maybe at the critical value u * . With an eye towards applications to a variational problem that we discuss below, see (0.9), we are interested in proving that θ 0 is C 1 on some (hopefully large) neighborhood of 0. With this goal in mind, we introduce the following definition. Given 0 ≤ α < β < u * , we say that NLF(α, β), the no large finite cluster property on [α, β], holds when (0.2) there exists L 0 (α, β) ≥ 1, c 0 (α, β) > 0, γ(α, β) ∈ (0, 1] such that for all L ≥ L 0 and u ∈ [α, β], P[0
where B L = B(0, L) is the closed ball for the sup-norm with center 0 and radius L, ∂B L its boundary (i.e. the subset of sites in Z d B L that are neighbors of B L ), and the notation is otherwise similar to (0.1). We then set (0.3)û = sup{u ∈ [0, u * ] ; NLF(0, u) holds}.
One knows from Corollary 1.2 of [7] thatû is positive:
It is open, but plausible, thatû = u * (see also [8] for related progress in the context of level-set percolation of the Gaussian free field). Our first main result is:
Incidentally, let us mention that in the case of Bernoulli percolation the function corresponding to θ 0 is known to be C ∞ in the supercritical regime, see Theorem 8.92 of [10] . However, questions pertaining to the sign of the second derivative (in particular the possible convexity of the corresponding function in the supercritical regime) are presently open. Needless to say that the convexity of θ 0 on [0, u * ) displayed in the heuristic graph in Figure 1 is an open mathematical problem.
Our interest in Theorem 0.1 comes in conjunction with an application to a variational problem that we now describe. We consider (0.7)
D the closure of a smooth bounded domain, or of an open sup-norm ball, of R d that contains 0.
Given u and ν such that
we introduce the constrained minimization problem (0.9)
where C ∞ 0 (R d ) stands for the set of smooth compactly supported functions on R d and ⨏ D . . . dz for the normalized integral 1 D ∫ . . . dz with D the Lebesgue measure of D. The motivation for the variational problem (0.9) lies in the fact that it conjecturally describes the large deviation cost of having a fraction at least ν of sites in the large discrete blow-up D N = (ND) ∩ Z d of D that are not in the infinite cluster C u ∞ of V u . One knows by the arguments of Remark 6.6 2) of [14] that (0.10) lim inf
It is presently open whether the lim inf can be replaced by a limit and the inequality by an equality in (0.10), i.e. if there is a matching asymptotic upper bound. If such is the case, there is a direct interest in the introduction of a notion of minimizers for (0.9). Indeed, ( √ u + ϕ) 2 ( ⋅ N ) can be interpreted as the slowly varying local levels of the tilted interlacements that enter the derivation of the lower bound (0.10) (see Section 4 and Remark 6.6 2) of [14] ). In this perspective, it is a relevant question whether minimizers ϕ reach the value √ u * − √ u. The regions where they reach the value √ u * − √ u could potentially reflect the presence of droplets secluded from the infinite cluster C u ∞ and taking a share of the burden of creating an excess fraction ν of sites of D N that are not in C u ∞ (see also the discussion at the end of Section 2).
The desired notion of minimizers for (0.9) comes in Theorem 0.2 below. For this purpose we introduce the right-continuous modification θ 0 of θ 0 :
Clearly, θ 0 ≥ θ 0 and it is plausible, but presently open, that θ 0 = θ 0 . We recall that D 1 (R d ) stands for the space of locally integrable functions with finite Dirichlet energy that decay at infinity, see Chapter 8 of [11] , and define for D, u, ν as in (0.7), (0.8) 
and any minimizer ϕ in (0.14) satisfies
e., ϕ is harmonic outside D, and ess sup
Thus, Theorem 0.2 provides a notion of minimizers for (0.9), the variational problem of interest. Its proof is given in Section 2. Additional properties of (0.14) and the corresponding minimizers can be found in Remark 2.1. We refer to Chapter 11 §3 of [1] for other instances of non-smooth variational problems.
In Section 3 we bring into play the C 1 -property of θ 0 and show
then for any u ∈ (0, u 0 ) there are c 1 (u, u 0 , D) < θ 0 (u * ) − θ 0 (u) and c 2 (u, u 0 ) > 0 such that
In view of Theorem 0.1 the above Theorem 0.3 applies to any u 0 <û (withû as in (0.3)). It describes a regime of "small excess" for ν where minimizers do not reach the threshold value √ u * − √ u. In the proof of Theorem 0.3 we use the C 1 -property to write an Euler-Lagrange equation for the minimizers, see (3.19) , and derive a bound in terms of ν − θ 0 (u) of the corresponding Lagrange multipliers, see (3.20) . It is an interesting open problem whether a regime of "large excess" for ν can be singled out where some (or all) minimizers of (0.14) reach the threshold value √ u * − √ u on a set of positive Lebesgue measure. We refer to Remark 3.4 for some simple minded observations related to this issue.
Finally, let us state our convention about constants. Throughout we denote by c, c ′ ,c positive constants changing from place to place that simply depend on the dimension d. Numbered constants c 0 , c 1 , c 2 , . . . refer to the value corresponding to their first appearance in the text. Dependence on additional parameters appears in the notation.
The main object of this section is to prove Theorem 0.1 stated in the Introduction. Theorem 0.1 is the direct consequence of the following Lemma 1.1 and Proposition 1.2. We let g(⋅, ⋅) stand for the Green function of the simple random walk on Z d .
. Proposition 1.2. For any 0 ≤ α < β < u * such that NLF(α, β) holds (see (0.2)),
As we now explain, Theorem 0.1 follows immediately. By Proposition 1.2 and a covering argument, one see that θ 0 is C 1 on [0,û). Then, by Lemma 1.1, one finds that θ ′ 0 > 0 on [0,û), and Theorem 0.1 follows. There remains to prove Lemma 1.1 and Proposition 1.2.
Proof of Lemma 1.1: Consider u ≥ 0 and ε > 0 such that u + ε < u * . Then, denoting by I u,u+ε the collection of sites of Z d that are visited by trajectories of the interlacement with level lying in (u, u + ε], we have
Dividing by ε both members of (1.3) and letting ε tend to 0 yields (1.1). This proves Lemma 1.1. ◻
We now turn to the proof of Proposition 1.
2. An important tool in gaining control over the difference quotients of θ 0 is Lemma 1.3 below.
Proof of Proposition 1.2: We consider 0 ≤ α, β < u * such that NLF(α, β) holds (see (0.2)), and set
As mentioned above, an important tool in the proof of Proposition 1.2 is provided by
and set
Then, with cap(⋅) denoting the simple random walk capacity, one has
Let us first admit Lemma 1.3 and conclude the proof of Proposition 1.
We will use Lemma 1.3 to show that
Once (1.10) is established, Proposition 1.2 will quickly follow (see below (1.20)). For the time being we will prove (1.10). To this end we set
We also define
We will apply (1.
The application of (
Hence, adding these inequalities, we find that
Then, the application of (1.8) to
Multiplying both members of (1.17) by e ∑ ℓ<iη δ ℓ and using (1.16) and (1.14) as well, we thus find
and the term inside the exponential is at most c(α, β) √ η.
Applying (1.18) with the choice η = η 0 , see (1.9), one obtains that
Coming back to (1.18), with the help of the observation below (1.18) and the inequality e a − 1 ≤ c ′ (α, β)a for 0 ≤ a ≤ c(α, β), one obtains the claim (1.10).
We will now see how the
Letting Γ(⋅) stand for the modulus of continuity of θ 0 on the interval [α,
The above inequality implies that for any
are Cauchy. Thus, letting w tend to v, we find that
As a result we see that θ ′ 0 is the uniform limit on [α, α+β 2 ] of continuous functions, and as such θ ′ 0 is continuous. This is the claimed C 1 -property of Proposition 1.2. The last missing ingredient is the Proof of Lemma 1.3: We introduce the notation for v ≥ 0 and L ≥ 1
and the approximations of ∆ ′ and ∆ ′′ in (1.6)
and as we now explain
Indeed, by (1.25), (1.26), one has
(1.28) whence (1.27). Clearly, one also has similar identities as in (1.25) -(1.27) for ∆ ′′ and∆ ′′ .
We now proceed with the proof of (1.8). By (1.27), we have
and likewise we have
We will now compare∆ ′ and∆ ′′ . We first recall that when Z is a Poisson-distributed random variable with parameter λ > 0, then one has
If N u,u ′ (B L ′ ) stands for the number of trajectories in the interlacements with labels in
we find by (1.26) that
If we consider an independent random walk X . with initial distribution e B L ′ , the normalized equilibrium measure of B L ′ , and writeV u = V u (range X), we find from (1.32), (1.31) that
(this formula is close in spirit to Theorem 1 of [2] ). Then, we note that
Inserting this identity into (1.33) and using (1.31) once again, we find that
Note that L ′′ ≤ L ′ and a similar calculation as (1.28) yields the identity
(u ′′ plays the role of u ′ , L ′′ the role of L ′ , and L ′ the role of ∞ in (1.27)). The application of (0.2) with L ′′ as in (1.7) now yields
Coming back to (1.35), we find that
Using (1.29), (1.30), it then follows that
This completes the proof of (1.8) and hence of Lemma 1.3. ◻ With this last ingredient the proof of Proposition 1.2 is now complete. ◻
The variational problem
The main object of this section is to prove Theorem 0.2 that provides a notion of minimizers for the variational problem (0.9), see (0.13) -(0.15). At the end of the section, the Remark 2.1 contains additional information on the variational problem, in particular when D, see (0.7), is star-shaped or a ball.
Proof of Theorem 0.2: We will first prove (0.14) and (0.15). We consider D, u, ν as in (0.7), (0.8) and J D u,ν defined in (0.12). We let ϕ n ≥ 0 in D 1 (R d ), n ≥ 0, stand for a minimizing sequence of (0.12). Then, by Theorem 8.6, p. 208 and Corollary 9.7, p. 212 of [11] , we can extract a subsequence still denoted by ϕ n and find ϕ ≥ 0 in D 1 (R d ) such that 1 2d ∫ R d ∇ϕ 2 dz ≤ lim inf n 1 2d ∫ R d ∇ϕ n 2 dz = J D u,ν and ϕ n → ϕ a.e. and in L 2 loc (R d ). Then, one has
This shows that ϕ is a minimizer for the variational problem in (0.12) and (0.14) is proved. If ϕ is a minimizer for (0.12), note thatφ = ϕ ∧ ( √ u * − √ u) ∈ D 1 (R d ), and using Theorem 6.17, p. 152 of [11] 
In addition, one has θ 0 (( √ u+φ) 2 ) = θ 0 (( √ u+ϕ) 2 ) so thatφ is a minimizer for (0.12) as well. It follows that ϕ =φ (otherwise ϕ would not be a minimizer). With analogous arguments, one sees that the infimum defining J D u,ν in (0.12) remains the same if one omits the condition ϕ ≥ 0 in the right member of (0.12). Then, using smooth perturbations in R d D of a minimizer ϕ for (0.12), one finds that ϕ is harmonic outside D and tends to 0 at infinity (see Remark 5.10 1) of [14] for more details). In addition, see the same reference, z d−2 ϕ(z) is bounded at infinity and hence everywhere since ϕ is bounded. This completes the proof of (0.15).
We now turn to the proof of (0.13). As already stated above Theorem 0.2, we know by direct inspection that I D u,ν ≥ J D u,ν . Thus, we only need to show that
To this end, we consider a minimizer ϕ for J D u,ν and know that (0.15) holds. As we now explain, if ψ ≥ 0 belongs to C ∞ 0 (R d ) and ψ > 0 on D, then one has
We consider two cases to argue (2.3). Letting m D stand for the normalized Lebesgue measure on D, either
In the first case (2.4), then ϕ ≥ √ u * − √ u a.e. on D so that the left member of (2.3) equals 1 and (2.3) holds since ν < 1 by (0.8). In the second case (2.5), since θ 0 is strictly increasing on [0, u * ) (cf. Lemma 1.1), one has
and (2.3) follows. We have thus proved (2.3). Using multiplication by a smooth compactly supported [0, 1]-valued function and convolution, we can construct a sequence ϕ n ≥ 0 in C ∞ 0 (R d ), which approximates ϕ + ψ in D 1 (R d ) and such that ϕ n → n ϕ + ψ a.e. on D. Then, we have
(2.7)
Hence, for infinitely many n, one has I D u,ν ≤ 1 2d ∫ ∇ϕ n 2 dz, so that
If we now let ψ tend to 0 in D 1 (R d ) and recall that 1 2d ∫ R d ∇ϕ 2 dz = J D u,ν , we find (2.2). This completes the proof of Theorem 0.2. Indeed, by definition of I D u,ν in (0.9), the map is right continuous. To see that the map is also left continuous, consider ν ∈ (θ 0 (u), 1) and a sequence ν n smaller than ν increasing to ν. If ϕ n is a corresponding sequence of minimizers for (0.14), by the same arguments as above (2.1), we can extract a subsequence still denoted by ϕ n and find ϕ ≥ 0 in D 1 (R d ) so that 1 2d ∫ R d ∇ϕ 2 dz ≤ lim inf n ∫ R d ∇ϕ n 2 dz = lim n J D u,νn and ϕ n → ϕ a.e. Using the reverse Fatou inequality as in (2.1), we then have
(2.10)
This shows that J D u,ν ≤ lim n J D u,νn and completes the proof of (2.9). 2) If D in (0.7) is star-shaped around z * ∈ D (that is, when λ(z − z * ) + z * ∈ D for all z ∈ D and 0 ≤ λ ≤ 1), then for u, ν as in (0.8), one has the additional fact any minimizer ϕ in (0.14) satisfies ⨏ D θ 0 ( √ u + ϕ) 2 dz = ν, and (2.11)
the dilation with center z * and ratio λ −1 , one finds
dz ≥ ν must actually equal ν, otherwise the consideration of ϕ λ for λ < 1 close to 1 would contradict the fact that ϕ is a minimizer for (0.14). This proves (2.11) and (2.12) readily follows.
Incidentally, note that due to (2.14), (2.15), (2.13) the map in (2.9) is strictly increasing.
Indeed, otherwise there would be ν < ν ′ with J D u,ν = J D u,ν ′ , and corresponding minimizers ϕ, ϕ ′ as in (2.12) . But then ϕ ′ would contradict (2.11). The claim (2.13) thus follows.
3) If D satisfying (0.7) is a closed Euclidean ball of positive radius in R d , given a minimizer ϕ of (0.14), we can consider its symmetric decreasing rearrangement ϕ * relative to the center of D, see Chapter 3 §3 of [11] . One knows that ϕ * ∈ D 1 (R d ) and ∫ R d ∇ϕ * 2 dz ≤ ∫ R d ∇ϕ 2 dz, see p. 188-189 of the same reference. As we now explain:
ϕ * is a minimizer of (0.14) as well.
The argument is a (small) variation on Remark 5.10 2) of [14] . With m D the normalized Lebesgue measure on D, one has
, and a similar identity holds with ϕ * in place of ϕ. Hence, we have
(2.15) Thus, ϕ * is a minimizer of (0.14) as well, and the claim (2.14) follows. Incidentally, note that D is clearly star-shaped so that (2.9) and (2.13) hold. ◻ With Theorem 0.2 we have a notion of minimizers for the variational problem corresponding to (0.9). As mentioned in the Introduction, it is a natural question whether there is a strengthening of the asymptotics (0.10): is it the case that (2.16) lim
Given a minimizer ϕ in (0.14), the function ( √ u + ϕ) 2 ( ⋅ N ) can heuristically be interpreted as describing the slowly varying local levels of the tilted interlacements that enter the derivation of the lower bound (0.10) for (2.16), see Section 4 of [14] . Hence, the special interest in analyzing whether the minimizers ϕ for (0.14) reach the value √ u * − √ u. Indeed, if ϕ remains smaller than √ u * − √ u the local level function ( √ u + ϕ) 2 remains smaller than u * , and so with values in the percolative regime of the vacant set of random interlacements. On the other hand, the presence of a region where ϕ ≥ √ u * − √ u raises the question of the possible occurrence of droplets secluded from the infinite cluster of the vacant set that would take part in the creation of an excessive fraction ν of sites of D N outside the infinite cluster of V u (somewhat in the spirit of the Wulff droplet in the case Bernoulli percolation or for the Ising model, see [4] , [3] ).
3 An application of the C 1 -property of θ 0 to the variational problem
The main object of this section is to prove Theorem 0.3 of the Introduction that describes a regime of small excess ν for which all minimizers of the variational problem (0.14) remain strictly below the threshold value √ u * − √ u. At the end of the section, the Remark 3.4 contains some simple observations concerning the existence of minimizers reaching the threshold value √ u * − √ u.
We consider D as in (0.7), and as in (0.16)
To prove Theorem 0.3, we will replace θ 0 by a suitable C 1 -functionθ, which agrees with θ 0 on [0, u 0 ], see Lemma 3.1, and show that for 0 < u < u 0 and ν ≥ θ 0 (u) the variational problemJ D u,ν attached toθ, see (3.15) and Lemma 3.3, has minimizers that satisfy an Euler-Lagrange equation, see (3.19) , involving a Lagrange multiplier that can be bounded from above and below in terms of ν − θ 0 (u), see (3.20) . Using such tools, we will derive properties such as stated in (0.17) for the minimizers ofJ D u,ν and show that they coincide with the minimizers of the original problem J D u,ν in (0.14) when 0 < u < u 0 and ν is close to θ 0 (u), see below (3.28) .
Proof of Theorem 0.3: Recall u 0 as in (3.1) . Our fist step is Lemma 3.1. There exist non-negative functionsθ andγ on R + such that Proof. By assumption there is u 1 ∈ (u 0 , u * ) such that θ 0 is C 1 on a neighborhood of [0, u 1 ] with a uniformly positive derivative on [0, u 1 ] by Lemma 1.1. We set u 2 = max{u * , 4}, so that u 0 < u 1 < u 2 . We then defineθ
at u 2 , and uniformly positive derivative on [u 1 , u 2 ], leads to functionsθ,γ that satisfy (3.2) -(3.6).
We select functions fulfilling (3.2) -(3.6) and from now on we view With u ∈ (0, u 0 ), D as in (0.7), andη as in (3.3), we now introduce the map:
We collect some properties ofÃ in the next
(recall m D stands for the normalized Lebesgue measure on D).
A is a C 1 -map and A ′ (ϕ), its differential at ϕ ∈ D 1 (R d ), is the linear form (3.10)
For any ϕ ≥ 0, A ′ (ϕ) is non-degenerate. Proof. The claim (3.9) is an immediate consequence of the Lipschitz property ofη resulting from (3.4) . We then turn to the proof of (3.10). For ϕ, ψ in D 1 (R d ), we set
With the help of the uniform continuity and boundedness ofη ′ , see (3.4) , for any δ > 0 there is a ρ > 0 such that for any ϕ, ψ in D 1 (R d )
Since the D 1 (R d )-norm controls the L 2 (m D )-norm, see Theorem 8.3, p. 202 of [11] , we see that for any
Hence,Ã is differentiable with differential given in the second line of (3.10). In addition, with δ > 0 and ρ > 0 as above, for any ϕ, γ, ψ in D 1 (R d )
This readily implies thatÃ is C 1 and completes the proof of (3.10). Finally, (3.11) follows from (3.5) and the fact that u > 0. This completes the proof of Lemma 3.2.
Recall that u ∈ (0, u 0 ). We now define the auxiliary variational problem = θ 0 (u) ).
In the next lemma we collect some useful facts about this auxiliary variational problem and its minimizers. We denote by G the convolution with the Brownian Green function (i.e. 1 2π
where ⋅ denotes the Euclidean norm on R d ). Lemma 3.3. For D as in (0.7), u ∈ (0, u 0 ), ν ≥θ(u) (= θ 0 (u)), one has
Moreover, one can omit the condition ϕ ≥ 0 without changing the above value, and (3.17) any minimizer of (3.15) satisfiesÃ(ϕ) = ν.
In addition, when ν =θ(u),φ = 0 is the only minimizer of (3.15) and when ν > θ 0 (u), for any minimizerφ of (3.15)
and there exists a Lagrange multiplierλ > 0 such that
Proof. We begin by the proof of (3.16), (3.17) . For ϕ ∈ D 1 (R d ), we write D(ϕ) as a shorthand for 1 2d ∫ R d ∇ϕ 2 dz. Note that lim b→∞η (b) = ∞ by (3.5), so that the set in the right member of (3.15) is not empty. Taking a minimizing sequence ϕ n in (3.15), we can extract a subsequence still denoted by ϕ n and find ϕ ∈ D 1 (R d ) such that D(ϕ) ≤ lim inf n D(ϕ n ) and ϕ n → ϕ in L 1 (m D ) (see Theorem 8.6, p. 208 of [11] ). By (3.9) of Lemma 3.2, we find thatÃ(ϕ) ≥ ν. Hence, ϕ is a minimizer of (3.15). Now, for any minimizer ϕ of (3.15), ifÃ(ϕ) > ν, then for some λ ∈ (0, 1) close to 1, When ν =θ(u),J D u,ν = 0 and ϕ = 0 is the only minimizer. We now assume ν >θ(u) and will prove (3.18), (3.19 ). Forφ ≥ 0 in D 1 (R d ) a minimizer of (3.16), one finds using smooth perturbations in R d D (see Remark 5.10 1) of [14] for similar arguments) thatφ is a non-negative harmonic function in R d D that vanishes at infinity and that z d−2φ (z) is bounded at infinity. By (3.10), (3.11) of Lemma 3.2,φ satisfies an Euler-Lagrange equation (see Remark 5.10 4) of [14] for a similar argument) and for a suitable Lagrange multiplierλ, one has (3.19) (and necessarilyλ > 0). Sinceη ′ is bounded by (1.4), it follows from (3.19) thatφ is C 1,α for all α ∈ (0, 1), see for instance (4.8), p. 71 of [9] . This proves (3.18), (3.19 ).
There remains to prove (3.20) . We have (recall that θ 0 (u) =θ(u)) By (3.4), we see that
(3.22)
On the other hand, by (3.5), we see that In particular, we find that (3.25) for θ 0 (u) ≤ ν ≤ θ 0 (u) + c 1 (u, u 0 , D)(< 1), any minimizerφ for (3.16) satisfies 0 ≤φ ≤ ( √ u 0 − √ u) ∧ c 2 ν − θ 0 (u) .
We will now derive the consequences for the basic variational problem of interest J D u,ν , see (0.12), (0.14). By (3.2), (3.6) and the definition of θ 0 (see (0.11)), we find thatθ ≥ θ 0 , so that (3.26) for all u ∈ (0, u 0 ) and ν ∈ [θ 0 (u), 1), J D u,ν ≥J D u,ν .
Moreover, when ν ∈ [θ 0 (u), θ 0 (u) + c 1 ] (with c 1 as in (3.25)), any minimizerφ for (3.16) is bounded by √ u 0 − √ u, and hence satisfies as well ⨏ D θ 0 (( √ u +φ) 2 ) dz ≥ ν (in fact an equality by (3.17)). We thus find that Now for ν as above, consider ϕ a minimizer of (0.14). Then, we have D(ϕ) = J D u,ν =J D u,ν , and sinceθ ≥ θ 0 , we find that
The above remark naturally raises the question of finding some plausible assumptions on the percolation function θ 0 and regime for u, ν, ensuring that minimizers of J D u,ν in (0.14) achieve the maximal value √ u * − √ u on a set of positive measure. But there are many other open questions. For instance, what can be said about the number of minimizers for (0.14)? Is the map ν → J D u,ν in (2.9) convex? An important question is of course whether the asymptotic lower bound (0.10) can be complemented by a matching asymptotic upper bound.
