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Abstract
We carefully derive accurate asymptotic expansions of the steady-state voltage potentials in the
presence of a finite number of diametrically small inhomogeneities with conductivities different from
the background conductivity. We then apply these accurate asymptotic formulae for the purpose of
identifying the location and certain properties of the shape of the conductivity anomaly. Our designed
real-time algorithm makes use of constant current sources. It is based on the observation in both the
near and far field of the pattern of a simple weighted combination of the input currents and the output
voltages. The mathematical analysis provided in this paper indicates that our algorithm is with a very
high resolution and accuracy.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Electrical Impedance Tomography (EIT) is designed to produce images of conductivity
distribution of conducting objects by means of several current–voltage relations captured
on its surface: the current–voltage pairs are usually obtained by applying currents through
electrodes attached on the surface and measuring the resultant voltage potentials. Due
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considerable attention for the last two decades. However, insensitivity of boundary
measurements to any change of inner-body conductivity values has hampered EIT for
providing accurate static conductivity images. In practice the capturing data, current–
voltage pairs, must be limited by the number of electrodes attached on the surface of the
body, which confine the resolution of the image. (See [9].) Definitely, we can increase
the resolution of the conductivity image by increasing the number of electrodes. However,
it should be noticed that, beyond a certain level, increasing numbers of electrodes may
not give any help for producing a better image for the inner region of the body if we
take account of inevitable noise in measurements and the inherent insensitivity mentioned
before. Another difficulty of EIT can be understood by means of the mean value type
theorem in elliptic partial differential equations. The value of the voltage potential at each
point inside the region can be expressed as a weighted average of its neighborhood potential
where the weight is determined by the conductivity distribution. In this weighted averaging
way, the conductivity distribution is conveyed to the boundary potential. Therefore, the
boundary data is entangled in the global structure of the conductivity distribution in a
highly nonlinear way. This is the main obstacle to finding noniterative reconstruction
algorithms with limited data. If, however, in advance we have additional structural
information about the medium, then we may be able to determine specific features about
the conductivity distribution with high resolution. As an example consider a bounded
domain consisting of a homogeneous conducting background medium with volumetrically
small inhomogeneities of conductivity different from the background. Taking advantage
of the smallness of the inhomogeneities, Cedio-Fengya et al. [4] have designed a least-
square algorithm for finding the locations of the inhomogeneities and certain properties of
their shapes (relative size, orientation). More recently, Ammari et al. [1] have developed a
variationally based direct reconstruction method. The new idea in [1] is to form the integral
of the “measured boundary data” against harmonic test functions and choose the input
current so as to obtain expressions involving the inverse Fourier transform of distributions
supported at the locations of the conductivity inhomogeneities. Applying a direct Fourier
transform to this data then pins down the locations. This approach is somewhat a discrete
version of the idea introduced by Calderón [3] in his proof of uniqueness of the linearized
conductivity problem and later, generalized by Sylvester and Uhlmann in their important
work [16] on uniqueness of the three-dimensional inverse conductivity problem. The main
disadvantage of this algorithm is the fact that it uses current sources of exponential type.
A more realistic real-time algorithm for determining the locations of the inhomogeneities
has been developed by Kwon et al. [14]. This very fast, stable, and efficient algorithm is
based on the observation of the pattern of a simple weighted combination of a constant
input current and the corresponding output voltage. In all of the algorithms mentioned
above, the locations of the inhomogeneities are found with an error of order of the size
of the inhomogeneity and very little about the shapes of the inhomogeneities can be
reconstructed. Moreover, to put these algorithms into use, one requires that the size of
the inhomogeneities is very small.
In this paper we dramatically improve the real-time algorithm developed in [14], in
which the location and size of conductivity anomaly are detected with only a single
measurement. Using few more measurements together with very accurate asymptotic
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inhomogeneities with a high resolution as well as capture details of the geometry of
the interface of the anomaly, where the conductivity is different from the background
conductivity. Our method, as we said, is based on the derivation of an accurate asymptotic
formula and the observation in both the near and far field of the pattern of a simple weighted
combination of the input currents and the output voltages. Our algorithm makes use of
constant current sources.
To set up the problem mathematically, we consider a bounded domain Ω in Rn,
n = 2,3, with a connected C2 boundary ∂Ω and suppose that it contains a finite number
m of small inhomogeneities {Dj }mj=1, each of the form Dj = zj + rjBj , where Bj ,
j = 1, . . . ,m, is a bounded C2 domain in Rn containing the origin. Let D =⋃mj=1Dj
and µ=∑mj=1 µjχjDj , where χDj denotes the characteristic function of Dj . We assume
that the domains {Dj }mj=1 are separated apart from each other and apart from the boundary,
so that there exists a positive constant L such that
dist(Di,Dj ) L, ∀i = j, dist(Dj , ∂Ω) L, ∀j.
We also assume that the “background” is homogeneous with constant conductivity γ0 > 0
and the inhomogeneities Dj have conductivities γ0 +µj . We assume that
−γ0 <µj = 0 <+∞, for j = 1, . . . ,m.
Our ultimate goal is to reconstruct the conductivity inhomogeneities D using the limited
current-to-voltage pairs (gk, fk), k = 1, . . . ,N . The pairs (fk, gk) are dictated by the
distribution of the conductivity in a way that fk is the Dirichlet data of the solution of
the Neumann problem:
∇ · ((γ0 +µχD)∇uk)= 0 in Ω,
γ0
∂uk
∂ν
= gk on ∂Ω, and
∫
∂Ω
uk dσ = 0. (1.1)
Here ν denotes the unit outward normal to ∂Ω , dσ the surface measure, and gk is chosen
so that the compatibility condition
∫
∂Ω
gk dσ = 0 is satisfied. In practice most of EIT
systems make use of constant current sources (gk = ak · ν for a constant vector ak) in
several directions. To identify D, uk will be compared with the corresponding background
solution uk0 with the same Neumann data gk , that is the solution to
∇ · (γ0∇uk0)= 0 in Ω, γ0 ∂uk0∂ν = gk on ∂Ω, and
∫
∂Ω
uk0 dσ = 0. (1.2)
Just for convenience, we will use u and u0 for representing uk and uk0 for arbitrary k,
respectively.
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of order o(rn), where r := maxmj=1 rj ; see also the prior work of Friedman and Vogelius
[8] for the case of perfectly conducting or insulating inhomogeneities. These asymptotic
formulae are valid for very small r since the leading-order terms are of order rn.
In this work, we provide much more accurate asymptotic formula that is of order O(r2n)
so that the asymptotic expansion holds for reasonably small r with respect to L. The
asymptotic formula is derived by use of the optimal current g = a · ν for a unit constant
vector a. (a is chosen as unit vector for convenience.)
Based on this accurate asymptotic formula and the observation of the pattern of simple
weighted combinations of the input currents and the output voltages we will reconstruct
the location and some properties of the geometry of the conductivity inhomogeneity with
an error as small as O(rn).
We will call this very accurate real-time reconstruction algorithm “projection current
algorithm” because it can be viewed as an analogous of the X-ray projection in the a—
direction in computerized tomography (CT). Like X-ray CT, we will apply projection
currents with several directions to recover the interface of the conductivity anomaly. Based
on our asymptotic formula, we develop quite stable reconstruction algorithm.
It will be interesting to compare our algorithm with the Radon type algorithm proposed
in [15] and also that of Barber and Brown [2] which is based on a linearization technique
under the assumption that the conductivity distribution is close to the constant background
conductivity γ0.
We also wish to point out that our method works also for high contrast conductivity
under some restrictive assumptions on the conductivity profile.
2. Asymptotic formula
In establishing our asymptotic formula, we will derive all the estimates very carefully
because it is quite important to quantify the accuracy of the imaging produced by the
asymptotic formula. Recall that the domain under consideration is of the form
D =
m⋃
j=1
Dj , Dj = zj + rjBj ,
where each of the Bj is a C2-domain containing the origin. Adjusting the scaling factor rj ,
we may assume that “the diameter” of Bj equals 1. The notation | · | will be used for
three different purposes; besides the usual meaning of absolute values, for a domain E, |E|
and |∂E| denote the Lebesgue measure of the domain E and the surface measure of the
boundary ∂E, respectively. The meaning of | · | will be understood in the context without
any confusion.
2.1. An integral representation formula
Let us first review in this section some useful identities. Let us begin with recalling the
basic identity introduced in [11]. The following holds:
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γ0
SΩg(x)
=

u(x)−
∫
D
µ
γ0
∇yΦ(x − y) · ∇u(y)dy for x ∈Ω ,
−
∫
D
µ
γ0
∇yΦ(x − y) · ∇u(y)dy for x ∈Rn\Ω ,
(2.1)
where
DΩf (x)=
∫
∂Ω
∂Φ(x − y)
∂ν(y)
f (y)dσy and SΩg =
∫
∂Ω
Φ(x − y)g(y)dσy.
Here dσ denotes the surface measure on the boundary and Φ is the fundamental solution
of the Laplacian given by
Φ(x − y) :=

1
2π
log|x − y| if n= 2,
− 1
4π
|x − y|−1 if n= 3.
Let u0 denote the background solution in the absence of the conductivity inhomo-
geneities, namely the solution to (1.2). It is easily seen that we have
H0(x) :=DΩf0 − 1
γ0
SΩg =
{
u0(x) for x ∈Ω ,
0 for x ∈Rn\Ω . (2.2)
From (2.1) and (2.2), the difference between H and H0 is given by
H(x)−H0(x) = DΩ(f − f0)(x)
=

u(x)− u0 −
∫
D
µ
γ0
∇yΦ(x − y) · ∇u(y)dy for x ∈Ω ,
−
∫
D
µ
γ0
∇yΦ(x − y) · ∇u(y)dy for x ∈Rn\Ω .
(2.3)
In [11,13], the term involving integral in (2.1) has been expressed as a sum of single layer
potentials:
∫
µ
γ0
∇yΦ(x − y) · ∇u(y)dy =
m∑
j=1
SDj ϕj (x), ∀x ∈Rn, (2.4)
D
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equations:
(
λj I −K∗j
)
ϕj
= ∂Hj
∂ν
∣∣∣∣
∂Dj
on ∂Dj , j = 1, . . . ,m, (2.5)
where
Hj(x)=H(x)+
∑
k =j
SDkϕk, j = 1, . . . ,m. (2.6)
Here λj = (2γ0 +µj)/2µj and K∗Dj is defined by
K∗Dj ϕ(x)=
1
ωn
∫
∂Dj
(x − y) · νx
|x − y|n ϕ(y)dσy, ∀x ∈ ∂Dj .
It was also proven that ∫
∂Dj
ϕj (y)dσy = 0, ∀j = 1, . . . ,m.
2.2. An upper bound for ∇∇H
As we will see later on, the estimate of ‖∇∇H‖L∞(D) will play a key role in establishing
our asymptotic formula. We are aiming to derive the estimate ‖∇∇H‖L∞(D)  C|D| for a
constant C. In the process of deriving this key estimate, we will quantify all the constants
as precise as possible.
Recall that g = a · ν|∂Ω where a is a unit constant vector. Hence
u0 = a · x −
∫
∂Ω
a · x dσx
is the solution of the Laplace equation with the Neumann data g = a · ν|∂Ω . Using the fact
that ∇H0 =∇u0 = a in Ω together with (2.3), we obtain that
∇∇H(x)=∇∇(H −H0)(x)=∇∇DΩ(f − f0)(x), ∀x ∈Ω.
Since dist(∂Ω,D) L, we have
‖∇∇H‖L∞(D) =
∥∥∇∇DΩ(f − f0)∥∥L∞(D) n(n− 1)ωnLn+1 ‖f − f0‖L1(∂Ω)
 n(n− 1)
n+1√ ‖f − f0‖L2(∂Ω). (2.7)ωnL |∂Ω |
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Now, we need to relate ‖f − f0‖L2(∂Ω) to the target domain D. To do this, we first
recall that
DΩ(f − f0)(x)=−
∫
D
µ
γ0
∇yΦ(x − y) · ∇u(y)dy, ∀x ∈Rn\Ω. (2.8)
The following trace formula is well known [7]:
lim
t→+0DΩ(f − f0)
(
x + tν(x))= (−1
2
I +KΩ
)
(f − f0)(x), ∀x ∈ ∂Ω, (2.9)
where KΩ is the dual operator of K∗Ω . It is also well known [17] that there is a constant C1
depending only on the Lipschitz character of Ω such that
‖f − f0‖L2(∂Ω)  C1
∥∥∥∥(−12I +KΩ
)
(f − f0)
∥∥∥∥
L2(∂Ω)
. (2.10)
In particular, if Ω is a disk or a half space, C1 = 2.
Using (2.8), (2.9), and (2.10), we obtain
‖f − f0‖2L2(∂Ω)  C21 limt→+0
∫
∂Ω
∣∣DΩ(f − f0)(x + tν(x))∣∣2 dσx
= C21
∫
∂Ω
∣∣∣∣∣
∫
D
µ
γ0
∇yΦ(x − y)∇yu(y)dy
∣∣∣∣∣
2
dσx
 C21
∫
∂Ω
∫
D
∣∣∣∣ µγ 20
∣∣∣∣∣∣∇Φ(x − y)∣∣2 dy dσx ∫
D
|µ|∣∣∇u(y)∣∣2 dy

(
C1
ωnγ0Ln−1
)2
|∂Ω |
m∑
j=1
|µj ||Dj |
∫
D
|µ|∣∣∇u(y)∣∣2 dy. (2.11)
Now we will utilize the following identities which can be derived from careful
integration by parts using the property of u and u0 (see [12]):∫
Ω
γ0
∣∣∇(u− u0)∣∣2 dx + ∫
D
µ|∇u|2 =
∫
∂Ω
(f − f0)g, (2.12)
∫
Ω
(γ0 +µχD)
∣∣∇(u− u0)∣∣2 − ∫
D
µ|∇u0|2 =−
∫
∂Ω
(f − f0)g. (2.13)
We will first deal with the case where µj > 0, ∀j = 1,2, . . . ,m. In this case, the above
identity (2.12) directly leads to
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D
|µ||∇u|2 
∫
∂Ω
(f0 − f )g  ‖f − f0‖L2(∂Ω)‖g‖L2(∂Ω)
 ‖f − f0‖L2(∂Ω)
√|∂Ω |, (2.14)
because g = a · ν for a unit vector a.
Inserting the above estimate (2.14) into (2.11) yields
‖f − f0‖2L2(∂Ω) 
(
C1
ωnγ0Ln−1
)2
|∂Ω |3/2‖f − f0‖L2(∂Ω)
m∑
j=1
|µj ||Dj |,
and therefore
‖f − f0‖2L2(∂Ω) 
(
C1
ωnγ0Ln−1
)2
|∂Ω |3/2
m∑
j=1
|µj ||Dj |. (2.15)
Finally, it follows from (2.7) and (2.15) that
‖∇∇H‖L∞(D)  C
2
1n(n− 1)|∂Ω |
ω3nγ
2
0 L
3n−1
m∑
j=1
|µj ||Dj | if 0 <µj , ∀j = 1, . . . ,m.
Now let us consider the general case: µj >−γ0. Denote
Cµ = max
j=1,...,m
|µj |
γ0 +µj . (2.16)
We have ∫
D
|µ||∇u|2  2
∫
D
|µ|∣∣∇(u− u0)∣∣2 + 2∫
D
|µ||∇u0|2
 2Cµ
∫
D
(γ0 +µχD)
∣∣∇(u− u0)∣∣2 + 2∫
D
|µ||∇u0|2.
Substituting (2.13) into the above estimate, we obtain∫
D
|µ||∇u|2  2Cµ
∫
∂Ω
(f − f0)g+ 2Cµ
∫
D
µ|∇u0|2 + 2
∫
D
|µ||∇u0|2
 2Cµ
√|∂Ω |‖f − f0‖L2(∂Ω) + 2(Cµ + 1) m∑
j=1
|µj ||Dj |, (2.17)
since u0(x)= a · x in Ω .
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‖f − f0‖2L2(∂Ω) 
(
C1
ωnγ0Ln−1
)2
|∂Ω |
m∑
j=1
|µj ||Dj |
×
(
2Cµ
√|∂Ω |‖f − f0‖L2(∂Ω) + 2(Cµ + 1) m∑
j=1
|µj ||Dj |
)
.
Hence, an elementary computation gives
‖f − f0‖L2(∂Ω) 
2C1
√|∂Ω |
ωnγ0Ln−1
√(
CµC1|∂Ω |
ωnγ0Ln−1
)2
+Cµ + 1
m∑
j=1
|µj ||Dj |. (2.18)
Combining estimate (2.7) with the above estimate, we finally obtain that the following
holds.
Lemma 2.1. Let u be the solution of (1.1) with g = a · ν and H defined by (2.1). There is
a positive constant C such that
‖∇∇H‖L∞(D)  C
m∑
j=1
|µj ||Dj |,
C  2n(n− 1)C1
(ωn
√
γ0Ln)2
√(
CµC1|∂Ω |
ωnγ0Ln−1
)2
+Cµ + 1, (2.19)
where the constantCµ is given by (2.16) and the constantC1 depends only on the Lipschitz
character of Ω . In particular, if 0 < µj , ∀j = 1, . . . ,m, then the above constant C is
bounded by
C 
C21n(n− 1)|∂Ω |
ω3nγ
2
0 L
3n−1 . (2.20)
2.3. Two extreme inhomogeneities: perfectly conducting and insulating
The estimates (2.19) and (2.20) are meaningless when µj ≈ γ0 or µj ≈∞. (Note that
Cµ →∞ as µj →−γ0.) These are two extreme cases where the medium Dj is either a
perfectly insulating or perfectly conducting. Hence, the estimate (2.19) should not be used
for these two near extreme cases. We can see this trouble in the asymptotic formula which
has been derived in [4]. In that formula, the difference u − u0 blows up in Dj at these
extreme cases. Definitely, the asymptotic formula in [4] does not hold for n  2 at these
extreme cases.
To derive a meaningful asymptotic formula for these near extreme cases, we need to
derive one more estimate having a meaningful bound for C.
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cases, there is a positive constant C depending on Bj ,L,C1 (independent of Cµ) such that
‖∇∇H‖L∞(D)  C|D|. (2.21)
However, this obscure constant C is undesirable in the practical inverse problem because
the shapes of Bj , j = 1, . . . ,m, are not known a priori. The practical inverse problem
requires to quantify the dependency of C upon Bj because it is related with an error
estimate of a reconstructed image.
As far as we know, it seems that finding a meaningful quantification of the constant
C for all possible shapes of Bj could be quite laborious and complicated so that such a
endeavor might make this paper unreadable and go astray from the main purpose.
Before investigating the dependency of C in (2.21) upon Bj , it should be noticed that,
for these extreme cases, the constant C must converge to ∞ as D converges to an open
surface. In short, the constant C depends on the Lipschitz character [6,17] of Bj even if
we deal with a C2-domain Bj : a smooth dumbell shaped domain with very thin bridge has
very bad Lipschitz character even if its boundary is very smooth.
Let us start with general C2-domain Bj . At the second line in the estimate (2.11), we
will use the identity (2.4) to get
‖f − f0‖L2(∂Ω)  C1
( ∫
∂Ω
∣∣∣∣∣
m∑
j=1
Sjϕj (x)
∣∣∣∣∣
2
dσx
)1/2
 C1
√|∂Ω | sup
x∈∂Ω
m∑
j=1
∣∣Sjϕj (x)∣∣. (2.22)
We are now in a position to estimate Sjϕj (x) for x ∈ ∂Ω . Since
∫
∂Dj
ϕj = 0, it follows
that
∣∣Sj ϕj (x)∣∣ =
∣∣∣∣∣
∫
∂Dj
[
Φ(x − y)−Φ(x − zj )
]
ϕj (y)dσy
∣∣∣∣∣
 sup
y∈∂Dj
∣∣Φ(x − y)−Φ(x − zj )∣∣ ∫
∂Dj
∣∣ϕj (y)∣∣dσy.
Hence, we have
sup
x∈∂Ω
∣∣Sjϕj (x)∣∣ rj
ωnLn−1
∫
∂Dj
∣∣ϕj (y)∣∣dσy  rj√|∂Dj |
ωnLn−1
‖ϕj‖L2(∂Dj ). (2.23)
Define ϕ˜j (x) := ϕj (zj + rj x). Then
r
(n−1)/2‖ϕ˜j‖L2(∂B ) = ‖ϕj‖L2(∂D ).j j j
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‖f − f0‖L2(∂Ω) 
C1
√|∂Ω |
ωnLn−1
m∑
j=1
(
r
(n+1)/2
j
√|∂Dj |‖ϕ˜j‖L2(∂Bj )). (2.24)
Denote bj = |∂Bj | and b = supj b. Then
√|∂Dj | √bj r(n−1)/2j . Therefore using (2.7)
we arrive at the following estimate:
‖∇∇H‖L∞(D) 
√
bn(n− 1)C1
(ωnLn)2
rn
m∑
j=1
‖ϕ˜j‖L2(∂Bj ), (2.25)
where r := maxmj=1 rj . Now, it remains only to find a bound of ‖ϕ˜j‖L2(∂Bj ). From the
integral equation (2.5) and the elementary scaling argument, it is easy to see that ϕ˜j satisfies
(
λj I −K∗Bj
)
ϕ˜j (x)= h˜j (x) := ∂Hj
∂ν
(zj + rj x), x ∈ ∂Bj . (2.26)
Note that ϕ˜j ∈ L20(∂Bj ) := {φ ∈ L2(∂Bj ):
∫
∂Bj
φ = 0}. It is known from [10] or [6] that
the spectral radius of K∗Bj on L
2(∂Bj ) is less than 1/2. Since |λj | > 1/2, λj I − K∗Bj :
L20(∂Bj )→ L20(∂Bj ) is invertible and therefore there is a constant Aj depending only
on Bj such that
‖ϕ˜j‖L2(∂Bj ) Aj
∥∥(λj I −K∗Bj )ϕ˜j∥∥L2(∂Bj ) =Aj∥∥h˜j∥∥L2(∂Bj ). (2.27)
If |λ|> 1/2+ 2 for 2 > 0, we can quantifyAj with respect to 2 and the Lipschitz character
of Bj by invoking the paper [5]. (Indeed, the spectral radius of K∗Bj in the space L2(∂Bj )
for a C2-domain Bj is less than 1/2.) For the case where 1/2 |λ| 1/2+ 2 (the extreme
cases), the issue of quantification Aj upon Bj and µj will be differed at the end of this
subsection. Let A := supj Aj . From (2.26) and (2.27), we obtain
‖ϕ˜j‖L2(∂Bj )  bjA
∥∥h˜j∥∥L∞(∂Bj )  bjA‖∇Hj‖L∞(∂Dj ). (2.28)
Using (2.23), the gradient of Hj can be estimated as follows:
‖∇Hj‖L∞(∂Dj )  ‖∇H‖L∞(∂Dj ) +
∑
k =j
‖∇SDkϕk‖L2(∂Dj )
 ‖∇H‖L∞(∂Dj ) +
(n− 1)√b rn
ωnLn
∑
‖ϕ˜k‖L2(∂Bk).k =j
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‖ϕ˜j‖L2(∂Bj )  bjA
(
‖∇H‖L∞(∂Dj ) +
(n− 1)√b rn
ωnLn
∑
k =j
‖ϕ˜k‖L2(∂Bk)
)
. (2.29)
Summing (2.29) over j = 1, . . . ,m leads to
m∑
j=1
‖ϕ˜j‖L2(∂Bj )  bmA
(
‖∇H‖L∞(∂D) + (n− 1)
√
b rn
ωnLn
m∑
j=1
‖ϕ˜j‖L2(∂Bj )
)
.
Therefore, if we assume that r is sufficiently small that
(n− 1)b3/2mA
ωnLn
rn <
1
2
, (2.30)
we have
m∑
j=1
‖ϕ˜j‖L2(∂Bj )  2bmA‖∇H‖L∞(∂D). (2.31)
Hence, under assumption (2.30), estimate (2.25) becomes
‖∇∇H‖L∞(D)  2b
3/2mn(n− 1)C1A‖∇H‖L∞(∂D)
(ωnLn)2
rn. (2.32)
Note that
∥∥∇(H −H0)∥∥L∞(∂D)  sup
x∈∂D
( ∫
∂Ω
∣∣∇xΦ(x − y)∣∣2 dσy)1/2‖f − f0‖L2(∂Ω)
 1
ωnLn−1
‖f − f0‖L2(∂Ω).
Therefore by (2.24) we get ‖∇H‖L∞(∂D)  C where the constant C can be completely
characterized.
Now we begin with the quantification of the complicated constant A for the special
case where all the Bj are disks. If Dj are disks, then K∗j ϕj = 0, j = 1, . . . ,m, and so
Aj = 1/|λj |. Since
|λj |> 12 for all µj , −γ0 <µj = 0 <∞,
we can simply choose A= 2. This gives that the following lemma holds.
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depending on L,C1,Aj such that, for r < r0, we have
‖∇∇H‖L∞(D)  Crn. (2.33)
In particular, if all the Bj are disks, then, for r < r0 = ((n−1)b3/2m/(ωnLn))1/n, we have
‖∇∇H‖L∞(D)  Crn, C < 2b
3/2mn(n− 1)C1‖∇H‖L∞(∂D)
(ωnLn)2
. (2.34)
Clearly, the first estimate (2.33) is general but involving the obscure constant C due to
the dependency of Aj upon Bj in the estimate (2.27). The second estimate (2.34) has a
very good bound compared to (2.19) even for the insulated case γ0+µj = 0. However, we
remind the reader that this estimate holds for the case where all the domains Dj are small
disks.
Now, let us clarify the dependency of Aj upon Bj in the estimate (2.27) under some
geometric restrictions on Bj . As we mentioned before, for a general geometry of Bj ,
a rigorous quantification of Aj in terms of its Lipschitz character requires extremely
laborious computation and could be beyond our scope. To explain the Lipschitz character
as simple as possible, let us confine ourselves to the special case where Bj is a star-shaped
domain in 2D and µj ≈−γ0.
Let Bj be a star-shaped domain in the two-dimensional case and let
αj := inf
x∈∂Bj
(
x · ν(x)). (2.35)
We will consider the near extreme cases where µj satisfies either
−γ0  µj −γ0 +
γ0α2j
2(αj + 2)2 + α2j
or
2γ0(αj + 2)2
α2j
 µj . (2.36)
Note that some µj , in this range, can be dealt with the same way as for obtaining estimate
(2.19) in the previous section.
Let us start with the extreme case where µj = −γ0. The constant Aj is bounded by
the value 2(αj + 2)2/α2j due to the following estimate whose proof will be given in
Appendix A:
‖ϕ˜j‖L2(∂Bj ) 
(αj + 2)2
α2j
∥∥∥∥(±12I −K∗Bj
)
ϕ˜j
∥∥∥∥
L2(∂Bj )
. (2.37)
The above estimate is essentially proven in the paper [17] which deals with general
Lipschitz domains in any dimension n. However, we include the proof for reader’s sake
to quantify Aj instead of using the unfriendly term “Lipschitz character.”
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‖ϕ˜j‖L2(∂Bj ) 
(αj + 2)2
α2j
∥∥(λj I −K∗Bj )ϕ˜j∥∥L2(∂Bj )
+ (αj + 2)
2|λj ± 1/2|
α2j
‖ϕ˜j‖L2(∂Bj ). (2.38)
Here, we use λj + 1/2 when µj ≈−γ0, and λj − 1/2 when µj ≈∞.
From assumption (2.36), it follows that (αj + 2)2|λj ± 1/2|/α2j < 1/2 and therefore
the estimate (2.38) leads to
Aj 
2(αj + 2)2
α2j
.
So, even if µj , j = 1, . . . ,m, are distributed badly such as from −γ0 to +∞, combining
estimate (2.19) and the above estimate leads to the following desired estimate.
Lemma 2.3. Suppose that Bj , j = 1, . . . ,m, are star-shaped domains with respect to the
origin in the two-dimensional case. Then there is a positive constant C depending only on
αj ,L,b so that
‖∇∇H‖L∞(D)  Crn. (2.39)
Definitely, the above estimate can be extended to general C2-domains Bj just by
following the arguments above with invoking the papers [5,6,17]. In the process of the
estimate of Aj , the only place where we use the fact that we are in 2D is the Rellich
identity (4.2) and the place of using the star-shapedness is αj > 0 in (4.1). For general
C2-domains Bj , (4.2) and (4.1) are changed a little bit; the vector x in (4.2) and (4.1) is
replaced into a smooth vector field V (x) so that αj is defined by αj := infx∈Bj V (x) · ν(x)
and (4.2) has an additional term involving volume integral. (See [5,17].) We will not go
into too much details about this.
Remark. We would like to point out the importance of the number αj in the estimate
of Aj . If the shape of Bj converges to a surface (like a crack) and λ=−1/2, the number
αj converges to zero and this implies that constant Aj could be very large. So, a domain
close to a surface has a bad Lipschitz character.
2.4. Upper bound for ∇∇Hj
We have defined Hj in (2.6) by
Hj(x) :=H(x)+
∑
k =j
SDkϕk(x)=H(x)+
∫
D\D
µ
γ0
∇yΦ(x − y)∇yu(y)dy. (2.40)j
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‖∇∇Hj‖L∞(Dj )  ‖∇∇H‖L∞(Dj )
+ sup
x∈Dj
∣∣∣∣∇x∇z ∫
D\Dj
µ
γ0
∇yΦ(x − y)∇yu(y)dy
∣∣∣∣. (2.41)
Now we can go through the same argument as in (2.11) to write that
‖∇∇Hj‖L∞(Dj )
 ‖∇∇H‖L∞(Dj )
+ sup
x∈Dj
( ∫
D
|µ|
γ 20
∣∣∇x∇x∇yΦ(x − y)∣∣2 dy)1/2( ∫
D\Dj
|µ|∣∣∇u(y)∣∣2 dy)1/2
 ‖∇∇H‖L∞(Dj ) +
n(n+ 1)
ωnγ0Ln+1
(
m∑
j=1
|µj ||Dj |
)1/2(∫
D
|µ|∣∣∇u(y)∣∣2 dy)1/2. (2.42)
By the exactly same procedure after (2.11) to estimate ∫
D
|µ||∇u(y)|2 dy we readily obtain
the exactly same result for ‖∇∇Hj‖L∞(Dj ) as in (2.20) and (2.19) with of course a trivial
change on the constants in front of
∑m
j=1 |µj ||Dj |. It is not hard to show that the following
holds.
Lemma 2.4. Let Hj , j = 1, . . . ,m, be defined by (2.6). There is a positive constant C such
that
‖∇∇Hj‖L∞(Dj ) C
m∑
j=1
|µj ||Dj |, if −γ0 <µj = 0 <+∞, ∀j = 1, . . . ,m, (2.43)
where the constant C is bounded by the following computable numbers:
(1) If 0 <µj <+∞, ∀j = 1, . . . ,m,
C 
n(n− 1)C21 |∂Ω |
ω3nγ
2
0 L
3n−1 +
n(n− 1)C1|∂Ω |
(ωnγ0Ln)2
.
(2) If −γ0 <µj = 0 <+∞, for j = 1, . . . ,m,
C  2n(n− 1)C1
(ωn
√
γ0Ln−1)2
√
C2µ
(
C1
ωnLn−1
)2
|∂Ω |2 +Cµ + 1
+ n(n+ 1)
n+1 |∂Ω |3/4ωnγ0L
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√√√√
Cµ + 1+ 2C1
ωnγ0Ln−1
√
C2µ
(
C1
ωnγ0Ln−1
)2
|∂Ω |2 +Cµ + 1.
Here, Cµ is given by (2.16) and C1 depends only on the Lipschitz character Ω .
Let us make a short statement with counting on near extreme cases as in the previous
section. Define
δ(µ) := max
j=1,...,m
{
|µj |, |µj |
µj + γ0
}
. (2.44)
Notice that 0 < δ(µ) <∞ and the bound of C in (2.43) converges to ∞ as δ→+∞.
Lemma 2.5. The following two estimates hold in general:
(1) There is positive constant C depending only on L,C1 such that
sup
j=1,...,m
‖∇∇Hj‖L∞(Dj )  Cδ(µ)|D|. (2.45)
(2) There is positive constant C depending only on L,m,C1,Bj such that
sup
j=1,...,m
‖∇∇Hj‖L∞(Dj )  C|D|. (2.46)
The obscure dependency of C in (2.46) upon Bj was explained in the previous section.
2.5. Derivation of the asymptotic formula
In this section, we derive the asymptotic formula for Sjϕj (x) for x ∈ Rn\Ω . In the
following, the constant C will differ in each occurrence but all of C are computable based
on the estimate (2.43).
Fix x ∈Rn\Ω . Using the fact that ∫∂Dj ϕj = 0, we have
SdDj ϕj (x) =
∫
∂Dj
(
Φ(x − y)−Φ(x − zj )
)
ϕj (y)dσy
=
∫
∂Dj
(
Φ(x − y)−Φ(x − zj )
)(
λj I −K∗j
)−1(∂Hj
∂ν
∣∣∣∣
∂Dj
)
(y)dσy
=
∫
∂D
(
Φ(x − y)−Φ(x − zj )
)(
λj I −K∗j
)−1(
ν · ∇Hj(zj )
)
dσy + Fj (x),j
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Fj (x) :=
∫
∂Dj
(
Φ(x − y)−Φ(x − zj )
)(
λj I −K∗j
)−1(
ν(y) · ∇Hj(y)−∇Hj(zj )
)
dσy.
We will first estimate the remainder Fj .
Observe that
sup
y∈∂Dj
∣∣Φ(x − y)−Φ(x − zj )∣∣ rj
ωn|x − zj |n−1 ,
Υj (y) := ν(y) · (∇Hj(y)−∇Hj(zj ))|y − zj ||D| is bounded on ∂Dj ,
since ‖∇∇Hj‖L∞(Dj ) =O(|D|). Hence, Fj can be estimated as follows:
∣∣Fj (x)∣∣  C|x − zj |n−1 |D|r2j
∫
∂Dj
∣∣((λj I −K∗j )−1(Υj ))(y)∣∣dσy
 C|x − zj |n−1 |D|r
2
j
√|∂Dj |∥∥(λj I −K∗j )−1(Υj )∥∥L2(∂Dj ).
Let Υ˜j (x) := Υj (zj + rj x), x ∈ ∂Bj . From (2.27) and the scaling argument once again,
∣∣Fj (x)∣∣  C|x − zj |n−1 r2j |D||∂Dj |∥∥(λj I −K∗Bj )−1(Υ˜j )∥∥L2(∂Bj )
 C|x − zj |n−1Ajr
2
j |D||∂Dj |
∥∥Υ˜j∥∥L2(∂Bj ).
Hence,
Fj (x)=O
(
r2n+1
|x − zj |n−1
)
, r := sup
j=1,...,m
rj .
Therefore, we conclude that
SDj ϕj (x) =
∫
∂Dj
(
Φ(x − y)−Φ(x − zj )
)(
λj I −K∗j
)−1
(ν) · ∇Hj(zj )dσy
+O
(
r2n+1
|x − zj |n−1
)
.
On the other hand, the following estimate holds.
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j = 1, . . . ,m. The following estimate holds:∣∣∇Hj(zj )− a∣∣ Crn. (2.47)
The constant C is independent of r and zj .
Proof. From (2.40) we obtain the following estimate:
‖∇Hj − a‖L∞(Dj ) 
∥∥∇(H −H0)∥∥L∞(Dj )
+ sup
x∈Dj
∣∣∣∣∇x ∫
D\Dj
µ
γ0
∇yΦ(x − y)∇yu(y)dy
∣∣∣∣. (2.48)
Since H −H0 =DΩ(f − f0), we can estimate that
‖∇Hj − a‖L∞(Dj )  sup
x∈D
( ∫
∂Ω
∣∣∇xΦ(x − y)∣∣2 dσy)1/2‖f − f0‖L2(∂Ω)
+ sup
x∈Dj
(∫
D
|µ|
γ 20
∣∣∇x∇yΦ(x − y)∣∣2 dy)1/2
×
( ∫
D\Dj
|µ|∣∣∇u(y)∣∣2 dy)1/2
 1
ωnLn−1
‖f − f0‖L2(∂Ω)
+ n
ωnγ0Ln
(
m∑
i=1
|µi ||Di |
)1/2(∫
D
|µ|∣∣∇u(y)∣∣2 dy)1/2. (2.49)
By using the estimates (2.18) and (2.17) we get (2.47) as desired. ✷
We will represent this expression more systematically by taking location and scaling
factor out of the integral so that the resulting integral is only dependent on the geometry
of Dj . We have
Φ(x − y)−Φ(x − zj ) =
1∫
0
d
dt
Φ
(
x − ty − (1− t)zj
)
dt (2.50)
=
1∫
(x − ty − (1− t)zj ) · (y − zj )
ωn|x − ty − (1− t)zj |n dt . (2.51)
0
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1
|x − ty − (1− t)zj |n
= 1|x − zj |n
(
1+ nt (x − zj ) · (y − zj )|x − zj |2 −
nt2
2
|y − zj |2
|x − zj |2
− n(n+ 2)t
2
2
((x − zj ) · (y − zj ))2
|x − zj |2 +O
( |y − zj |3
|x − zj |3
))
, (2.52)
we immediately obtain that
Φ(x − y)−Φ(x − zj )= 1
ωn|x − zj |n
{
(x − zj ) · (y − zj )+ n2
[(x − zj ) · (y − zj )]2
|x − zj |2
− |y − zj |
2
2
− n(x − zj ) · (y − zj )|y − zj |
2
2|x − zj |2
− n(n+ 2)[(x − zj ) · (y − zj )]
3
6|x − zj |4
+O
(∣∣∣∣y − zjx − zj
∣∣∣∣4)}. (2.53)
Let {e1, . . . , en} denote the standard orthonormal basis of Rn. In the following asymptotic
formula, we separate core features of anomalies such as location, size, and geometric
shape.
Theorem 2.7 (Feature separation). Let u be the solution of (1.1) with g = a · ν and H [a]
defined by (2.1). For any x ∈Rn\Ω the following asymptotic expansion holds:
H [a](x) = −
m∑
j=1
rnj
ωn|x − zj |n
×
{
(x − zj ) ·M1[Bj ,λj ] + nrj2|x − zj |2
n∑
i,l=1
(x − zj )i (x − zj )lV1il[Bj ,λj ]
− rj
2
V2[Bj ,λj ] −
nr2j (x − zj )
2|x − zj |2 ·M2[Bj ,λj ]
− n(n+ 2)r
2
j
6|x − zj |4
n∑
i,l,k=1
(x − zj )i (x − zj )l(x − zj )kV3ilk[Bj ,λj ]
}
· a
+O
(
m∑ r2nj
|x − zj |n−1
)
, (2.54)j=1
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vectors:
M1[B,λ] =
∫
∂B
y ⊗ (λI −K∗B)−1(ν)dσy,
M2[B,λ] =
∫
∂B
|y|2y ⊗ (λI −K∗B)−1(ν)dσy,
V1il[B,λ] =
∫
∂B
yiyl
(
λI −K∗B
)−1
(ν)dσy,
V2[B,λ] =
∫
∂B
|y|2(λI −K∗B)−1(ν)dσy,
V3ilk[B,λ] =
∫
∂B
yiylyk
(
λI −K∗B
)−1
(ν)dσy.
3. The reconstruction procedure
Now we are in a position to present our reconstruction algorithm. To bring out the main
ideas of our algorithm we only consider the case where D has one component of the form
z+ rB . Based on Theorem 2.7 and two more observations we rigorously reconstruct, with
a very high resolution and accuracy, the location, the size, the tensorsM1[B,λ],M2[B,λ],
and the vectors V1il, V2,V3ilk from the observation in the near field (x near ∂Ω) and the
far field (x far from ∂Ω) of the pattern H(x), which is computed directly from the current–
voltage pairs.
The expression D = z+ rB requires some care because it can be expressed in infinitely
many ways. For a unique representation, we need to select a canonical domain B which is
a representative domain of the set of all D = z + rB . Assume for simplicity that µ > 0.
Let Tλ be the set of all strictly star shaped domains B satisfying∫
B
x dx = 0, ∣∣M1[B,λ]∣∣= 1,
where |M| is the determinant of the matrix M. Then, by using the essential fact from [4]
thatM1[B,λ] is a symmetric positive definite matrix and so, its determinant cannot vanish,
it is not hard to see that if z1 + r1B1 = z2 + r2B2, where B1 and B2 belong to Tλ then
z1 = z2, r1 = r2, and B1 = B2. Note that if µ < 0 then M1[B,λ] is a symmetric negative
definite matrix. Throughout this paper, we assume B ∈ Tλ.
The first step for the reconstruction procedure is to compute r and M1[B,λ]. The
following Theorem gives the way to do it with a high resolution.
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domain Ω . Then for any vectors a and a* we have∫
S
∂H [a]
∂ν
(x)a∗ · x dσx −
∫
S
H [a](x)a∗ · ν(x)dσx
=−a∗ · (rnM1[B,λ] · a)+O(r2n). (3.1)
Proof. Let Ω ′ denote the domain inside S, that is, ∂Ω ′ = S. Since S ∈ Rn\Ω , from (2.1)
and (2.4) we have for any vector a that H [a] = −SDϕ on S and therefore the left side of
(3.1) equals
−
∫
S
∂
∂ν
(SDϕ(x))a∗ · x dσx + ∫
S
SDϕ(x)a∗ · ν(x)dσx.
Using the fact that :SDϕ = 0 in Rn\∂D and
lim
t→+0
∂
∂ν
((SDϕ(x + tν(x)))− SDϕ(x − tν(x)))= ϕj(x) for x ∈ ∂D,
we obtain∫
S
∂H [a]
∂ν
(x)a∗ · x dσx −
∫
S
H [a](x)a∗ · ν(x)dσx =−
∫
∂D
a∗ · yϕ(y)dσy.
Recalling that h˜(y)= ∂
∂ν
H(z+ ry), we have∫
∂D
a∗ · yϕ(y)dσy = rn
∫
∂B
a∗ · y(λ+K∗B)−1h˜(y)dσy.
From the estimate in the previous section, we have∫
∂B
a∗ · y(λ+K∗B)−1h˜(y)dσy = ∫
∂B
a∗ · y(λ+K∗B)−1(ν · a)dσy +O(rn).
This leads to the identity (3.1). ✷
Now, we will explain how to compute r and M1[B,λ] with high accuracy. Let H [a]
denote the function H in (2.1) corresponding to the Neumann data g = a · ν. Let A be the
n× n matrix defined by
A=
√
CCT, ij -component of C=
∫
∂H [ei]
∂ν
(x)ej · x dσx −
∫
H [ei](x)ej · ν(x)dσx,S S
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r∗ = n√|A|, M∗1 := 1(r∗)nA.
From Theorem 3.1 we immediately get that
r∗ = r +O(rn) and M∗1 =M1[B,λ] +O(rn). (3.2)
Note that by construction the real matrix M∗1 is symmetric positive definite. Let 0 < τ1 
τn−1  τn be the eigenvalues of M1[B,λ]. Using once again the fact that M1[B,λ] is a
symmetric positive definite matrix it follows that there is constant C depending only on
Lipschitz character of B such that C < τi < 1/C and therefore, for r small enough, the
eigenvalues (τ (j)∗ )nj=1 of M∗1 satisfies the same estimates.
Now that we have recovered (approximatively) the tensor M1[B,λ], we may compute
the eigenvectors a(1)∗ , . . . , a(n)∗ of M∗1 that makes an orthonormal basis of Rn. We will
utilize these eigenvectors for recovering the location z. Let Σj be a line parallel to a(j)∗
such that
dist(∂Ω,Σj )=O
(
1
(r∗)n−1
)
.
For any x ∈Σj it is readily seen from (2.54) and (3.2) that for background potentials
u
j
0 = a(j)∗ · x −
∫
∂Ω
a
(j)∗ · x dσ(x)
(or equivalently for the currents g = a(j)∗ · ν) the following asymptotic expansion holds:
H
[
a
(j)∗
]
(x)=−τ (j)∗ (r
∗)n
ωn|x − z|n (x − z) · a
(j)∗ +O
(
r2n
|x − z|n−1
)
for all x ∈Σj, (3.3)
where τ (j)∗ is the eigenvalue of M∗1 associated with the eigenvector a
(j)∗ .
This is the far field expansion of the pattern H [a(j)∗ ], from which we find the location
z with an error of order O(rn). To get some insight, let us neglect the asymptotically
small remainder O(r2n) in (3.3). Our second important observation is that, since M∗1 is
symmetric positive and the set of eigenvalues a(1)∗ , . . . , a(n)∗ forms an orthonormal basis
of Rn, we find n points zj∗ ∈Σj , j = 1, . . . , n, so that H [a(j)∗ ](zj∗)= 0. Finally, the point
z∗ =∑nj=1(zj∗ ·a(j)∗ )a(j)∗ is close to z, namely |z∗ − z| =O(rn). It is not hard to rigorously
justify this observation by (3.3).
Theorem 3.2 (Location Search). Let a(1)∗ , . . . , a(n)∗ denote the mutually orthonormal
eigenvectors of the symmetric matrixM∗. For each j = 1, . . . , n, letH [a(j)∗ ] be the function1
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the direction a(j)∗ so that dist(∂Ω,Σj) = O(1/(r∗)n−1). Then there exist zj∗ ∈ Σj so
that H [a(j)∗ ](zj∗)= 0. Moreover, the point z∗ =∑nj=1(zj∗ · a(j)∗ )a(j)∗ satisfies the following
estimate:
|z∗ − z| Crn, (3.4)
where the constant C is independent of r and z.
Proof. From (3.3) it follows that there exists a positive constant C, independent of x, z,
and r such that
H
[
a
(j)∗
]
(x)  − r
n
ωn|x − z|n−1
(
τ
(j)∗
(x − z)
|x − z| · a
(j)∗ +Crn
)
for all x ∈Σj ,
H
[
a
(j)∗
]
(x)  − r
n
ωn|x − z|n−1
(
τ
(j)∗
(x − z)
|x − z| · a
(j)∗ +Crn
)
for all x ∈Σj .
For x ∈Σj satisfying ((x − z)/|x − z|) · a(j)∗ <−Crn/τ (j) we have H [a(j)∗ ](x) > 0. On
the other hand, for x ∈Σj satisfying ((x − z)/|x − z|) · a(j)∗ > −Crn/τ (j)∗ , we similarly
have H [a(j)∗ ](x) < 0. Therefore, the zero point z∗ satisfies immediately∣∣(z∗ − z) · a(j)∗ ∣∣ Crn, for j = 1, . . . , n,
which implies since (a(j)∗ )nj=1 forms an orthonormal basis of Rn that (3.4) holds. ✷
Finally, to find more geometric features of the domain B , namely the tensor M2[B,λ]
and the vectors V1il[B,λ], V2[B,λ], and V3ilk[B,λ] we should use the near field expansion
of the pattern H [a]. Since the location z, the size r , and the polarization tensor M1[B,λ]
are now recovered with an error O(rn) the reconstruction of the above geometric
characteristics could easily be done by inverting an appropriate linear system arising from
the asymptotic expansion (2.54) for x near the boundary ∂Ω .
Our main results in this section are summarized in the following reconstruction process.
Reconstruction process
For any unit vector a let H [a] be the functionH in (2.1) corresponding to the Neumann
data g = a · ν. Let {e1, . . . , en} denote the standard orthonormal basis of Rn. Let S be a C2
closed surface (or curve in R2) enclosing the domain Ω .
Step 1. Compute H [ei](x) for x ∈ S to calculate the matrix
A=
√
CCT, where
ij -component of C=
∫
∂H [ei]
∂ν
(x)ej · x dσx −
∫
H [ei](x)ej · x dσxS S
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r∗ = n√|A| = r +O(rn) and M∗1 := 1(r∗)nA=M1[B,λ] +O(rn).
Here |A| denotes the determinant of A.
Step 2. Compute an orthonormal basis (a(j)∗ )nj=1 of eigenvalues of the symmetric positive
definite matrixM∗1.
Step 3. Consider Σj to be a line with the direction a(j)∗ so that dist(∂Ω,Σj) =
O(1/(r∗)n−1) and zj∗ ∈Σj so that H [a(j)∗ ](zj∗)= 0. Then the point z∗ =∑nj=1(zj∗ ·a(j)∗ )×
a
(j)∗ satisfies the following estimate: |z∗ − z| =O(rn).
Step 4. Use the following asymptotic expansion:
H [a](x) = − r
n∗
ωn|x − z∗|n
×
{
(x − z∗) ·M∗1 +
nr∗
2|x − z∗|2
n∑
i=1
(x − z∗)i(x − z∗)lV1il[B,λ]
− r∗
2
V2[B,λ] − nr
2∗ (x − z∗)
2|x − z∗|2 ·M2[B,λ]
− n(n+ 2)r
2∗
6|x − z∗|4
n∑
i=1
(x − z∗)i(x − z∗)l(x − z∗)kV3ilk[B,λ]
}
· a
+O(r2n), (3.5)
that holds for any x ∈Rn\Ω and any unit vector a, to reconstruct the tensorM2[B,λ], and
the vectors V1il, V2,V3ilk by solving an appropriate linear system arising from (3.5). These
informations will be used to recover B which is in the set Tλ of canonical domains.
Appendix A
In this appendix, we quantify the constant Aj in terms of the Lipschitz character of the
star-shaped domain Bj with respect to the origin. As we mention before, if |λj |> 1/2+ 2
for 2 > 0, we can quantify Aj in terms of 2 and the Lipschitz character of Bj by
invoking [5]. So, in this appendix, we consider the extreme case where |λj | = 1/2.
The constant Aj in (2.27) can be best understood by invoking the results in [17].
Indeed, we can find a constant Aj that depends only on the Lipschitz character of Bj
when |λj | = 1/2. However, the dependency of Aj upon Bj is quite complicated because
it relates on a deep singular integral theory which could be beyond our scope. Let Bj
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the complicated term “Lipschitz character” can be easily characterized by looking at the
quantity α(Bj ) defined by
α(Bj ) := inf
x∈∂B
(
x · ν(x)). (A.1)
Note that since Bj is a star-shaped domain with respect to the origin then α(Bj ) > 0.
For φ ∈ L20(∂Bj ), set w := SBj φ. Let w+ = w|Bj and w− = w|R2\Bj . Since :w =
in R2\Bj , it follows from the Rellich identity [17] that
∇ · (x|∇w±|2)= 2∇ · ((x · ∇w±)∇w±) in B±j , (A.2)
where B+j := Bj and B−j :=Rn\Bj . Integrating (4.2) over B±j gives∫
∂Bj
(x · ν)|∇w±|2 dσ = 2
∫
∂Bj
(x · ∇w±)∂w
±
∂ν
, (A.3)
where ν denotes the unit outer ward normal to ∂Bj in both ± cases. Let T denote a tangent
vector to the boundary so that, for x ∈ ∂Bj , {T (x), ν(x)} makes an orthonormal basis
of R2. Then,
|∇w±|2 =
∣∣∣∣∂w±∂ν
∣∣∣∣2 + ∣∣∣∣∂w±∂T
∣∣∣∣2,
x · ∇w± = (x · ν)∂w
±
∂ν
+ (x · T )∂w
±
∂T
. (A.4)
Substituting the two identities in (4.4) into (4.3) gives∫
∂Bj
(x · ν)
∣∣∣∣∂w±∂T
∣∣∣∣2 dσ = ∫
∂Bj
(x · ν)
∣∣∣∣∂w±∂ν
∣∣∣∣2 dσ + 2 ∫
∂Bj
(x · T )∂w
±
∂T
∂w±
∂ν
. (A.5)
Then, (4.5) leads to the following estimate:
αj
∥∥∥∥∂w±∂T
∥∥∥∥2  ∥∥∥∥∂w±∂ν
∥∥∥∥2 + 2∥∥∥∥∂w±∂ν
∥∥∥∥∥∥∥∥∂w±∂T
∥∥∥∥,
αj
∥∥∥∥∂w±∂ν
∥∥∥∥2  ∥∥∥∥∂w±∂T
∥∥∥∥2 + 2∥∥∥∥∂w±∂ν
∥∥∥∥∥∥∥∥∂w±∂T
∥∥∥∥, (A.6)
where ‖ · ‖ := ‖ · ‖L2(∂Bj ) and α = α(Bj ). An elementary algebra in (4.6) gives∥∥∥∥∂w±∂T
∥∥∥∥2  2αj + 4α2
∥∥∥∥∂w±∂ν
∥∥∥∥2, ∥∥∥∥∂w±∂ν
∥∥∥∥2  2αj + 4α2
∥∥∥∥∂w±∂T
∥∥∥∥2. (A.7)j j
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follows from (4.6) that∥∥∥∥(±12I +K∗B
)
φ
∥∥∥∥ = ∥∥∥∥∂w∓∂ν
∥∥∥∥ 2αj + 4α2j
∥∥∥∥∂w∓∂ν
∥∥∥∥
= 2αj + 4
α2j
∥∥∥∥(∓12I +K∗B
)
φ
∥∥∥∥. (A.8)
Therefore
‖φ‖ 
∥∥∥∥(±12I +K∗B
)
φ
∥∥∥∥+ ∥∥∥∥(∓12I +K∗B
)
φ
∥∥∥∥
 (αj + 2)
2
α2j
∥∥∥∥(±12I +K∗B
)
φ
∥∥∥∥. (A.9)
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