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Introduzione
In questa tesi vogliamo studiare l'equazione diﬀerenziale ordinaria, deterministica e sto-
castica, a coeﬃcienti non lipschitziani. Lo scopo è quello di provare esistenza e unicità
di una soluzione, e alcune proprietà di regolarità.
In una prima parte considereremo la ODE
X˙(t, x) = b(t,X(t, x))
X(0, x) = x
nel caso in cui b ∈ W 1,p con p > 1 e nel caso in cui b ∈ W 1,1 (dove per semplicità è
indicata solo la dipendenza dalla variabile spaziale). Dimostreremo esistenza e unicità
di un ﬂusso associato alla ODE (il cosiddetto ﬂusso lagrangiano regolare) e, se b ∈W 1,p,
una proprietà di quasi lipschitzianità della soluzione rispetto ai dati iniziali. La parola
ﬂusso sta ad indicare che si considera congiuntamente la dipendenza dal tempo t e dal
dato iniziale x. Nella deﬁnizione di ﬂusso lagrangiano regolare poi si richiede anche
una condizione rispetto ai dati iniziali (la non compressibilità), condizione che risulta
determinante per provare l'unicità e la quasi lipschitzianità.
In una seconda parte considereremo la SDE con noise additivo e drift f prima hölderiano,
e in seguito Lp (come nel caso deterministico omettiamo di indicare la dipendenza nel
tempo, e consideriamo ad esempio f ∈ L∞t ). La SDE è
dXt = f(t,Xt)dt+ dWt, X0 = x0.
In particolare mostreremo l'unicità per traiettorie di una soluzione per la SDE, e l'e-
sistenza di un ﬂusso stocastico associato alla stessa, localmente hölderiano, di ordine
compreso tra 0 e 1. Inoltre nel caso in cui f sia hölderiana, proveremo esistenza forte e
diﬀerenziabilità (in un certo senso spiegato nel Cap. 3) della soluzione.
A dare unità a queste due parti è innanzitutto lo scopo, ma non solo. Osserviamo
che le due teorie (deterministica e stocastica) hanno anche prodotto un simile risultato.
1
2 INTRODUZIONE
Infatti, cercando di generalizzare, entrambe studiano un'equazione diﬀerenziale ordinaria
dipendente da parametro, dove nel caso deterministico il parametro è il dato iniziale, e nel
caso stocastico è ω oWt(ω). Supponendo che nello spazio dei parametri ci sia una misura,
sarebbe bello arrivare a mostrare esistenza e unicità per quasi ogni parametro. Ciò che si
è riusciti a provare invece è esistenza e unicità delle famiglie dipendenti da parametro (che
sono rispettivamente ﬂussi lagrangiani regolari e processi stocastici) sfruttando proprietà
che esse avevano rispetto ai parametri (ad esempio la condizione di non compressibilità
del ﬂusso lagrangiano e la misurabilità del processo). Per l'esistenza quasi ovunque
non ci sono problemi, perché questa discende banalmente dall'esistenza delle famiglie.
Al contrario l'unicità per quasi ogni parametro è ancora oggi un problema tutt'altro che
facile. Nel caso stocastico c'è in letteratura un lavoro di Davie (Davie [2007]), ancora sotto
revisione, che tenta di risolvere il problema. Dall'altro lato, nel caso deterministico, non
ci sono risultati (ma neanche controesempi) riguardanti l'unicità quasi ovunque. Pertanto
possiamo dire che le due teorie hanno riscontrato gli stessi limiti o problematiche, oltre
ad aver raggiunto simili obiettivi.
Facendo un confronto sotto un proﬁlo più tecnico, cioè paragonando le ipotesi e ciò
che si è riusciti ad ottenere, osserviamo che la teoria stocastica sembra essere migliore
rispetto a quella deterministica, in quanto, grazie al noise additivo, arriva a risultati
analoghi a quelli prodotti dalla seconda, pur non facendo nessuna richiesta sulla diﬀe-
renziabilità (o meno) del campo (drift). Ciò nonostante non possiamo dire che ci sia una
vera e propria inclusione tra le teorie o tra i due spazi (Lp e Sobolev). Infatti il teorema
di immersione di Sobolev dice che W 1,p
∗ ⊂ Lp, dove p = dp
∗
d− p∗ , mentre i teoremi ri-
guardanti l'equazione stocastica prevedono che il drift sia Lp con p > d (questo si osserva
dalla condizione d/p+ 2/q < 1 prendendo q =∞). Quindi si vede che le due condizioni,
per d abbastanza grande (≥ 2p∗), sono incompatibili.
Sempre nell'ottica di voler confrontare ipotesi e risultati ottenuti, osserviamo che, per
l'equazione stocastica ad oggi è noto anche che, se il drift è hölderiano, il ﬂusso stocastico
è diﬀerenziabile con continuità, da cui discende la quasi lipschitzianità locale rispetto
ai dati che si aveva nella teoria deterministica nel caso b ∈ W 1,p con p > 1 (che è una
proprietà più debole).
La tesi è strutturata inﬁne in tre capitoli. Nel primo sono contenuti teoremi pre-
liminari ai teoremi successivi, deﬁnizioni e richiami. Il secondo riguarda l'equazione
deterministica e si basa principalmente su [Ambrosio and Crippa, 2013] e [Crippa and
Lellis, 2008]. Nell'ultimo si studia l'equazione stocastica e si basa ad esempio su Flandoli
[2011] e [Fedrizzi, 2008].
Capitolo 1
Richiami e preliminari
Innanzitutto riportiamo tre lemmi utilizzati più volte nella tesi.
Lemma 1.0.1 (Disuguaglianza di Young). Per ogni ε > 0 esiste un Cε > 0 tale che
(a+ b)p ≤ (1 + ε)ap + Cεbp.
Dimostrazione. Per prima cosa si dimostra che, detto q l'esponente coniugato di p (1p +
1
q = 1), vale la disuguaglianza
xy ≤ x
p
p
+
yq
q
.
Infatti
xy = elog xelog y = e
1
p
log(xp)+ 1
q
log(yq) ≤ 1
p
ex
p
+
1
q
ey
q
=
xp
p
+
yq
q
dove la disuguaglianza vale per convessità della funzione esponenziale.
Più in generale vale la disuguaglianza di Young
ab ≤ εap + C ′εbq
per C ′ε > 0 opportuna. Infatti, chiamando x = (pε)
1
pa e y = b
(pε)
1
p
, ho che
ab =
(
(pε)
1
pa
)( b
(pε)
1
p
)
= xy ≤ 1
p
xp +
1
q
yq
=
1
p
(
(pε)
1
pa
)p 1
q
(
b
(pε)
1
p
)q
= εap +
1
q(pε)
q
p
bq = εap + C ′εb
q
Da quest'ultima, con un po' di calcoli, si ottiene la tesi.
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Lemma 1.0.2 (Lemma di Gronwall in forma diﬀerenziale). Sia I ⊂ R un intervallo
della forma [a,∞) o [a, b] o [a, b) con a < b. Siano β e u funzioni continue a valori reali
deﬁnite su I. Se u è diﬀerenziabile nella parte interna di I (
◦
I ) e soddisfa
u′(t) ≤ β(t)u(t), t ∈
◦
I ,
allora vale
u(t) ≤ α(a) exp
(∫ t
a
β(s)ds
)
∀t ∈ I.
Dimostrazione. Deﬁniamo la funzione
v(t) = exp
(∫ t
a
β(s)ds
)
, t ∈ I.
Notiamo che v soddisfa
v′(t) = β(t)v(t), t ∈
◦
I ,
con v(a) = 1 e v(t) > 0 per ogni t ∈ I. Quindi
d
dt
u(t)
v(t)
=
u′(t)v(t)− v′(t)u(t)
v2(t)
≤ β(t)u(t)v(t)− β(t)v(t)u(t)
v2(t)
= 0, t ∈
◦
I ,
Dunque u(t)v(t) è limitata dal suo valore nel punto a:
u(t)
v(t)
≤ u(a)
v(a)
= u(a).
Lemma 1.0.3 (Lemma di Gronwall in forma integrale). Sia I ⊂ R un intervallo della
forma [a,∞) o [a, b] o [a, b) con a < b. Siano α, β e u funzioni a valori reali deﬁnite su
R. Supponiamo che β e u siano continue e che la parte negativa di α sia integrabile su
ogni sottointervallo chiuso e limitato di I. Seβ è non-negativa, α è non decrescente e u
soddisfa
u(t) ≤ α(t) +
∫ t
a
β(s)u(s)ds ∀t ∈ I,
allora
u(t) ≤ α(t) exp
(∫ t
a
β(s)ds
)
∀t ∈ I.
Dimostrazione. Deﬁniamo
v(s) = exp
(
−
∫ s
a
β(r)dr
)∫ s
a
β(r)u(r)dr, s ∈ I.
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Otteniamo che
v′(t) =
(
u(s)−
∫ s
a
β(r)u(r)dr
)
β(s) exp
(
−
∫ s
a
β(r)dr
)
≤ α(s)β(s) exp
(
−
∫ s
a
β(r)dr
)
, s ∈ I.
Dato che β è l'esponenziale sono non-negativi, questo dà una stima dall'alto per la
derivata di v. dato che v(a) = 0, l'integrazione da a a t fornisce la stima
v(t) ≤
∫ t
a
α(s)β(s) exp
(
−
∫ s
a
β(r)dr
)
ds
Usando la deﬁnizione di v(t) e da disuguaglianza sopra, otteniamo∫ t
a
β(s)u(s)ds = exp
(∫ t
a
β(r)dr
)
v(t)
≤
∫ t
a
α(s)β(s) exp
(∫ t
a
β(r)dr −
∫ s
a
β(r)dr
)
ds
=
∫ t
a
α(s)β(s) exp
(∫ t
s
β(r)dr
)
ds.
Sostituendo questa disuguaglianza nella disuguaglianza integrale assunta per ipotesi,
otteniamo
u(t) ≤ α(t) +
∫ t
a
α(s)β(s) exp
(∫ t
s
β(r)dr
)
ds, t ∈ I.
Se, inoltre, α è non decrescente (quindi α(s) ≤ α(t)), si ha
u(t) ≤ α(t) +
(
−α(t) exp
(∫ t
s
β(r)dr
))∣∣∣∣s=t
s=a
= α(t) exp
(∫ t
a
β(r)dr
)
, t ∈ I.
1.1 Funzione massimale
La funzione massimale di una funzione f ∈ L1loc è deﬁnita come
Mf(x) := sup
r>0
1
Ld(B(x, r))
∫
B(x,r)
|f(y)|dy = sup
r>0
−
∫
B(x,r)
|f(y)|dy.
Nulla esclude la possibilità che Mf(x) sia inﬁnito per qualche x.
Analogamente si può deﬁnire la funzione massimale di una misura µ : (Ω,F)→ Rd a
variazione totale localmente ﬁnita, dove la misura variazione totale |µ| è deﬁnita da
|µ|(E) = sup
{ ∞∑
|µ(Eh)| : eh ∈ F ,
⊔
∞
Eh ⊂ E
}
∀E ∈ F .
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Mµ si deﬁnisce quindi naturalmente come
Mµ(x) := sup
r>0
|µ|(B(x, r))
Ld(B(x, r)) .
Notiamo che, se |fLd| = |f |Ld, le due deﬁnizioni sono consistenti, cioè M(fLd) = Mf .
Sia ora g(x) una funzione deﬁnita su Rd e, per ogni α > 0, consideriamo l'insieme
dove |g| è maggiore di α,
{x : |g(x)| > α}.
La funzione λ(α) = Ld({x : |g(x)| > α}) è la funzione distribuzione di |g|. In particolare
abbiamo che, se g ∈ Lp, ∫
Rd
|g(y)|pdy = −
∫ ∞
0
αpdλ(α), (1.1)
e, se g ∈ L∞,
||g||∞ = inf{α, λ(α) = 0}.
Osserviamo inoltre che, se g ∈ L1, allora
λ(α) ≤
∫
Rd |g(y)|dy
α
.
Infatti ∫
Rd
|g(y)|dy ≥
∫
|g|>α
|g(y)|dy ≥ αλ(α).
Con queste deﬁnizioni possiamo enunciare il seguente teorema, che fornisce diversi risul-
tati per la funzione massimale.
Teorema 1.1.1. Sia f una funzione deﬁnita su Rd.
(a) Se f ∈ Lp, 1 ≤ p ≤ ∞, allora Mf è ﬁnita quasi ovunque.
(b) Se f ∈ L1, allora per ogni α > 0
Ld({x : Mf(x) > α}) ≤ A
α
∫
Rd
|f |dx,
dove A è una costante che dipende solo dalla dimensione d (A = 5d funziona).
(c) Se f ∈ Lp, con 1 < p ≤ ∞, allora Mf ∈ Lp e
||Mf ||p ≤ Ap||f ||p,
dove Ap dipende solo da p e dalla dimensione d
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Dimostrazione. Diamo per buono in lemma di ricoprimento di Vitali (che dimostreremo
nel seguito). Deﬁniamo
Eα = {x : Mf(x) > α},
quindi per ogni x ∈ Eα esiste una palla di centro x, che chiamiamo Bx, tale che∫
Bx
|f(y)|dy > αLd(Bx). (1.2)
Da un lato (1.2) dice che Ld(Bx) < (1/α)||f ||1 per tali x; dall'altro, quando x attraversa
l'insieme Eα, l'unione dei corrispondenti Bx copre Eα. Quindi, sfruttando il lemma di
ricoprimento, da questa famiglia di palle possiamo estrarre una sequenza, che indichiamo
con {Bk}, a due a due disgiunte e tali che
∞∑
k=0
Ld(Bk) ≥ CLd(Eα) (1.3)
(ad esempio C = 5−d funziona). Applicando (1.2) e poi (1.3) a tutte le palle, otteniamo∫
∪Bk
|f(y)|dy > α
∑
k
Ld(Bk) ≥ αCLd(Eα).
Ma, dal momento che il primo membro è maggiorato da ||f ||1, prendendo A = 1\C
otteniamo l'aﬀermazione (b) dell'enunciato (e quindi anche (a) per p = 1). Mostreremo
ora insieme l'asserzione (a) (la ﬁnitezza quasi ovunque di Mf(x)) e l'asserzione (c) (la
diseguaglianza Lp per 1 < p ≤ ∞). Il caso p = ∞ è banale (e A∞ = 1). Supponiamo
dunque che 1 < p <∞. Deﬁniamo
f1(x) =
f(x), se |f(x)| ≥ α/20 altrimenti.
Allora abbiamo |f(x)| ≤ |f1(x)|+ α/2 e Mf(x) ≤Mf1(x) + α/2; quindi
{x : Mf(x) > α} ⊂ {x : Mf1(x) > α/2},
e inﬁne
Ld(Eα) ≤ Ld({x : Mf1(x) > α/2}) ≤ 2A
α
||f1||1,
cioè
Ld(Eα) ≤ 2A
α
∫
|f |>α/2
|f |dx. (1.4)
L'ultima disuguaglianza è ottenuta applicando la tesi (b) del teorema, che possiamo
applicare perché f1 ∈ L1 se f ∈ Lp. Poniamo ora g = Mf in (1.1) e, integrando per
parti, otteniamo ∫
Rd
(Mf)pdx = −
∫ ∞
0
αpdλ(α) = p
∫ ∞
0
αp−1λ(α)dα.
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In particolare, a causa di (1.4),
||(Mf)p||p = p
∫ ∞
0
αp−1Ld(Eα)dα ≤ p
∫ ∞
0
αp−1
(
2A
α
∫
|f |>α/2
|f(x)|dx
)
dα.
Il doppio integrale è calcolato scambiando l'ordine di integrazione ed integrando prima
rispetto ad α. L'integrale interno è dunque∫ 2|f(x)|
0
αp−2dα =
(
1
p− 1
)
|2f(x)|p−1,
dato che p > 1. Quindi il doppio integrale vale
2Ap
p− 1
∫
Rd
|f ||2f |p−1dx = (Ap)p
∫
Rd
|f |pdx,
che prova la tesi (c). Calcolando le costanti otteniamo
Ap = 2
(
5dp
p− 1
) 1
p
, 1 < p <∞.
Osserviamo che
Ap = O
(
1
p− 1
)
, per p→ 1.
Abbiamo completato la dimostrazione del teorema a meno di dimostrare il seguente
lemma.
Lemma 1.1.2. Sia E ⊂ Rd un insieme misurabile ricoperto da un'unione di palle Bj
di diametro limitato. Allora da questa famiglia possiamo selezionare una sottosequenza
disgiunta, B1, B2, ...Bk, ...., (ﬁnita o inﬁnita) tale che∑
k
Ld(Bk) ≥ CLd(E),
dove C è una costante positiva che dipende solo dalla dimensione d (C = 5−d funziona).
Dimostrazione. Scegliamo B1 il più grande possibile, tale che il suo diametro sia ≥
1
2 sup{diametroBj}. Di certo la scelta di un B1 che soddisﬁ questa condizione non
è unica, così come la scelta che faremo degli altri Bk. Supponiamo di aver già scel-
to B1, ..., Bk. Siamo obbligati a scegliere Bk+1 da quelle palle che sono disgiunte da
B1, ..., Bk. Ne scegliamo una che è la più grande possibile, cioè tale che il suo diametro
sia ≥ 12 sup{diametroBj , con Bj disgiunta da B1, ..., Bk}.
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Il questo modo abbiamo selezionato una sequenza B1, B2, ...Bk, ... di palle. In prin-
cipio questa sequenza potrebbe essere ﬁnita e terminare in Bk, se non ci fossero palle
disgiunte da B1, ..., Bk.
Si presentano due casi, a seconda che
∑Ld = ∞ o ∑Ld < ∞. Il primo caso è
banale. Consideriamo il secondo.
A questo scopo denotiamo con B∗k la palla avente lo stesso centro di Bk, ma con
diametro cinque volte più lungo. Aﬀermiamo che
∪kB∗k ⊃ E. (1.5)
Per provare (1.5) dobbiamo mostrare che ∪kB∗k ⊃ Bj per ogni ﬁssato Bj nella data
famiglia che ricopre E. Supponiamo che Bj non appartenga a B1, ..., Bk, ... altrimenti
non c'è nulla da dimostrare. Dal momento che
∑Ld(Bk) <∞, allora diam(Bk)→ 0 per
k → ∞, dunque prendiamo il primo k con la proprietà che diam(Bk+1) < 12(diamBj).
Ora la palla Bj deve intersecare una delle precedenti k palle B1, ..., Bk, altrimenti sarebbe
stata presa come k+1-esima palla al posto di Bk+1. Quindi Bj interseca Bj0 per qualche
1 ≤ j0 ≤ k, e 12(diamBj) ≤ diamBj0 . Da una ovvia considerazione geometrica è evidente
che Bj ⊂ Bj0 .
Pertanto abbiamo provato (1.5) e così che
Ld(E) ≤
∑
Ld(B∗k) = 5d
∑
Ld(Bk),
che prova il lemma.
Il teorema (1.1.1) ci ha fornito delle maggiorazioni per l'operatore M . In particolare
esso dimostra la stima forte
||Mf ||Lp ≤ Cd,p||f ||Lp , (1.6)
valida per ogni f ∈ Lp, dove 1 < p ≤ ∞ e Cd,p è tale che Cd,p → ∞ per p → 1.
Osserviamo però che un'analoga proprietà che coinvolge L1 non vale. Solo la stima
debole
|||Mf |||M1 ≤ Cd,1||f ||L1 (1.7)
è valida, dove lo spazio di Lebesgue debole (o spazio di Lorenz) M1 è deﬁnito come
l'insieme delle funzioni misurabili g su R tali che
|||g|||M1 = sup
λ>0
{
λLd({|x : |g(x)| > λ})
}
≤ ∞.
Notiamo che ||| · |||M1 non è una norma, è una pseudo-norma (manca la subadditività).
Per questo abbiamo scelto la notazione con la tripla barra.
Un altro risultato importante per la funzione massimale è il seguente.
10 CAPITOLO 1. RICHIAMI E PRELIMINARI
Proposizione 1.1.3. Sia b ∈W 1,p, con p ≥ 1. Allora per q.o. x 6= y vale
|b(x)− b(y)|
|x− y| ≤ Cd (MDb(x) +MDb(y)) . (1.8)
Dimostrazione. Osserviamo per prima cosa che in (1.8) MDb è ben deﬁnito in quanto
b ∈W 1,p implica Db ∈ L1loc.
Proviamo la stima prima per f ∈ C1x. Chiamiamo
A = B
(
x+ y
2
,
|x− y|
2
)
At,x = tx+ (1− t)A Bt,x = B(x, t)
At,y = ty + (1− t)A Bt,y = B(y, t)
Osserviamo che At,x ⊂ Bt,x. Stimiamo
|f(x)− f(y)| = −
∫
A
|f(x)− f(y)|dz ≤ −
∫
A
|f(x)− f(z)|dz +−
∫
A
|f(y)− f(z)|dz
= −
∫
A
∣∣∣∣∫ 1
0
d
dt
[f(tx+ (1− t)z]dt
∣∣∣∣ dz +−∫
A
∣∣∣∣∫ 1
0
d
dt
[f(ty + (1− t)z]dt
∣∣∣∣ dz
≤ 1Ld(A)
∫
A
∫ 1
0
∣∣∣∣ ddt [f(tx+ (1− t)z)]
∣∣∣∣ dtdz + 1Ld(A)
∫
A
∫ 1
0
∣∣∣∣ ddt [f(tx+ (1− t)z)]
∣∣∣∣ dtdz
=
1
Ld(A)
[∫ 1
0
∫
A
|Df(tx+ (1− t)z)| |x− z|dzdt+
∫ 1
0
∫
A
|Df(ty + (1− t)z)| |y − z|dzdt
]
≤ 1Ld(A) |x− y|
[∫ 1
0
∫
A
|Df(tx+ (1− t)z)|dzdt+
∫ 1
0
∫
A
|Df(ty + (1− t)z)|dzdt
]
Sostituiamo ora w = tx+ (1− t)y nell'ultima riga e abbiamo che essa è
=
1
Ld(A) |x− y|
[∫ 1
0
∫
At,x
|Df(w)| dw
1− tdt+
∫ 1
0
∫
At,y
|Df(w)| dw
1− tdt
]
=
1
Ld(A) |x− y|
[∫ 1
0
Ld(At,x)
1− t
1
Ld(At,x)
∫
At,x
|Df(w)|dwdt+
∫ 1
0
Ld(At,y)
1− t . . .
]
≤ 1Ld(A) |x− y|
[∫ 1
0
Ld(At,x)
1− t
Ld(Bt,x)
Ld(At,x)
1
Ld(Bt,x)
∫
Bt,x
|Df(w)|dwdt+ . . .
]
≤ 1Ld(A) |x− y|
∫ 1
0
(1−t)d
d
|x−y|d
2d
(2pi)
d
2
1− t
(1−t)d
d |x− y|d(2pi)
d
2
(1−t)d
d
|x−y|d
2d
(2pi)
d
2
sup
r>0
∫
B(x,r)
|Df(w)|dwdt+ . . .

=
1
Ld(A) |x− y||x− y|
d (2pi)
d
2
d
[∫ 1
0
(1− t)d−1dt · (MDf(x) +MDf(y))
]
= 2d|x− y|C (MDf(x) +MDf(y))
= Cd|x− y| (MDf(x) +MDf(y))
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dove abbiamo usato il fatto che la misura della palla di centro x e raggio r è Ld(B(x, r)) =
rd(2pi)
d
2
d .
Ora basta prendere una successione {bn} ⊂ C1x tale che, in W 1,p, bn → b per n→∞ e si
ottiene che la stima (1.8) vale anche se b ∈W 1,p per q.o. x 6= y.
1.2 La PDE di Kolmogorov
Premettiamo alcune deﬁnizioni.
Sia α ∈ (0, 1). Indichiamo con Cαb (Rd) lo spazio delle funzioni continue f : Rd → R tali
che
‖f‖Cαb (Rd) := sup
x∈Rd
|f(x)|+ sup
x 6=y
|f(x)− f(y)|
|x− y|α <∞.
Se f dipende anche dal tempo e appartiene allo spazio C([0, T ];Cαb (Rd)), denotiamo con
‖f‖Cαb (T ) la norma in tale spazio, cioè
‖f‖Cαb (T ) =
∥∥∥‖f‖Cαb (Rd)∥∥∥L∞t .
Un risultato, che servirà a provare il teorema successivo sull'equazione di Kolmogorov,
è il seguente. Notiamo che le dimostrazioni di questo e del prossimo teorema utilizzano
argomenti probabilistici.
Teorema 1.2.1. Per ogni ϕ ∈ C([0, T ];Cαb (Rd)) esiste almeno una soluzione u per
l'equazione del calore
∂u
∂t
=
1
2
∆u+ ϕ, u |t=0= 0 (1.9)
di classe
C
(
[0, T ];C2,α
′
b (R
d)
)
∩ C1
(
[0, T ];Cα
′
b (Rd)
)
per ogni α′ ∈ (0, α), tale che
‖D2u‖
Cα
′
b (T )
≤ Cα′‖ϕ‖Cαb (1.10)
e
‖∇u‖Cαb (T ) ≤ C(T )‖ϕ‖Cαb (T ) dove limT→0C(T ) = 0. (1.11)
Dimostrazione. Passo 1 Vediamo prima l'esistenza. Sia (Wt)t≥0 un moto browniano
d-dimensionale. Consideriamo la funzione
u(t, x) =
∫ t
0
E[ϕ(s, x+Wt−s)]ds, t ≥ 0, x ∈ Rd.
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Veriﬁchiamo che essa è soluzione della (1.9). Poniamo pt(z) la densità di una v.a.
N (0, tId) (dove Id è la matrice identità in Rd)
pt(z) =
1√
(2pi)dtd
exp
(
− 1
2t
|z|2
)
e osserviamo che vale
∂pt(z)
∂t
=
1
2
∆pt(z)
essendo
∂pt(z)
∂t
= − d
2t
pt(z) +
1
2t2
|z|2pt(z),
∇pt(z) = 1
t
zpt(z)
e
∆pt(z) = −d
t
pt(z)− 1
t
z · ∇pt(z) = −d
t
pt(z) +
1
t2
|z|2pt(z).
Da questo discende (con opportuno controllo dei passaggi al limite e derivazione sotto
segno di integrale) che u(t, x) =
∫ t
0 E[ϕ(s, x + Wt−s)]ds =
∫ t
0
∫
Rd pt−s(y − x)ϕ(s, y)dy
veriﬁca la (1.9). Infatti
∂u
∂t
= ϕ(t, x) +
∫ t
0
∂
∂t
E[ϕ(s, x+Wt−s)]ds
e
∆u =
∫ t
0
∆E[ϕ(s, x+Wt−s)]ds,
da cui la (1.9) sfruttando la densità pt−s.
Passo 2 Proviamo ora la (1.10). Abbiamo l'identità
E[ϕ(s, x+Wt−s)] = (2pi(t− s))−d/2
∫
Rd
ϕ(s, x+ z) exp
(
− |z|
2
2(t− s)
)
dz
= (2pi(t− s))−d/2
∫
Rd
ϕ(s, y) exp
(
−|y − x|
2
2(t− s)
)
dy
che ci permette di diﬀerenziare E[ϕ(s, x + Wt−s)] nella variabile x, per ogni x ∈ Rd e
t− s > 0, un numero arbitrario di volte. Calcolando otteniamo
DE[ϕ(s, x+Wt−s)] = − 1
t− sE[ϕ(s, x+Wt−s)Wt−s] (1.12)
D2E[ϕ(s, x+Wt−s)] =
1
(t− s)2E[ϕ(s, x+Wt−s)(Wt−s ⊗Wt−s − (t− s)Id)].
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Dato che
E[Wt−s ⊗Wt−s] = (t− s)Id,
possiamo riscrivere
D2E[ϕ(s, x+Wt−s)]
=
1
(t− s)2E[(ϕ(s, x+Wt−s)− ϕ(s, x))(Wt−s ⊗Wt−s − (t− s)Id)].
(1.13)
Quindi
‖D2E[ϕ(s, x+Wt−s)]‖∞ ≤ 1|t− s|2 ‖ϕ‖Cαb E
[|Wt−s|α (|Wt−s|2 + |t− s|)]
≤ 1|t− s|2 ‖ϕ‖Cαb C|t− s|
1+α/2
≤ C‖ϕ‖C
α
b
|t− s|1−α/2
dal momento che E
[|Wt−s|2+α] ≤ E [|Wt−s|2](2+α)/2 ≤ C|t− s|1+α/2.
Questo implica che
‖D2u‖∞ ≤
∫ t
0
‖D2E[ϕ(s, x+Wt−s)]‖∞ds ≤
∫ t
0
C‖ϕ‖Cαb
|t− s|1−α/2
= C‖ϕ‖Cαb
∫ t
0
|t− s|α/2−1ds = C‖ϕ‖Cαb tα/2
≤ CTα/2‖ϕ‖Cαb (T ) = C˜‖ϕ‖Cαb (T ).
Ci rimane da provare la continuità di Hölder di D2u. Utilizzeremo il seguente fatto:
se g è una funzione continua α-hölderiana, allora
|g(x+ z)− g(x)− (g(y + z)− g(y))| ≤ C‖g‖Cαb |x− y|α−ε|z|ε
per ogni ε ∈ [0, α]. Questo è vero perché
|g(x+ z)− g(x)− (g(y + z)− g(y))| ≤ |g(x+ z)− g(x)|+ |g(y + z)− g(y)|
≤ 2‖g‖Cαb |z|α
e |g(x+ z)− g(y + z)− (g(y)− g(x))| ≤ 2‖g‖Cαb |x− y|α
implicano che, per ogni δ ∈ [0, 1],
|g(x+ z)− g(x)− (g(y + z)− g(y))|
= |g(x+ z)− g(x)− (g(y + z)− g(y))|1−δ|g(x+ z)− g(x)− (g(y + z)− g(y))|δ
≤ 2‖g‖Cαb |x− y|α(1−δ)|z|αδ
≤ C‖g‖Cαb |x− y|α−ε|z|ε.
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La continuità di Hölder si prova ora sfruttando l'identità (1.13) insieme al fatto precedente
applicato alla funzione ϕ:
|D2u(x)−D2u(y)|
≤
∫ t
0
E
[
|ϕ(s, x+Wt−s)− ϕ(s, x)− (ϕ(s, y +Wt−s)− ϕ(s, y))|
(
|Wt−s|2 + |t− s|
)]
|t− s|2 ds
≤ C‖ϕ‖Cαb (T )|x− y|
α−ε
∫ t
0
1
|t− s|2E
[
|Wt−s|ε ·
(
|Wt−s|2 + |t− s|
)]
ds
≤ C‖ϕ‖Cαb (T )|x− y|
α−ε
∫ t
0
1
|t− s|1−ε/2ds ≤ CT
ε/2‖ϕ‖Cαb |x− y|α−ε.
Passo 3 Inﬁne proviamo la (1.11). Sfruttando (1.12) stimiamo
|Du(t, x)| ≤
∫ t
0
1
t− sE[|Wt−s|]ds · ‖ϕ‖∞
≤
∫ T
0
√
t− s
t− s ds · ‖ϕ‖Cαb = C(T )‖ϕ‖Cαb
dove C(T ) ∼ √T . Dunque abbiamo
‖Du‖∞ ≤ C(T )‖ϕ‖Cαb con C(T )
T→0→ 0.
Ci manca da mostrare la continuità hölderiana per Du. Osserviamo che
|Du(x)−Du(y)| ≤
∫ t
0
1
|t− s|E [|ϕ(s, x+Wt−s)− ϕ(s, y +Wt−s)| · |Wt−s|] ds
≤ ‖ϕ‖Cαb (T )|x− y|
α
∫ t
0
√
t− s
|t− s| ds = C(T )‖ϕ‖Cαb (T )|x− y|
α
dove, come prima, C(T )→ 0 per T → 0. La prova è conclusa.
Proviamo ora un risultato simile per l'equazione di Kolmogorov.
Teorema 1.2.2. Sia b ∈ C([0, T ];Cαb (Rd)). Per ogni ϕ ∈ C([0, T ];Cαb (Rd)) esiste una
soluzione u per l'equazione di Kolmogorov retrograda
∂u
∂t
+ b · ∇u+ 1
2
∆u = −ϕ su [0, T ]
u(T, x) = 0
(1.14)
di classe
C
(
[0, T ];C2,α
′
b (R
d)
)
∩ C1
(
[0, T ];Cα
′
b (Rd)
)
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per ogni α′ ∈ (0, α), tale che
‖D2u‖
Cα
′
b (T )
≤ Cα′‖ϕ‖Cαb (T )
e
‖∇u‖Cαb (T ) ≤ C(T )‖ϕ‖Cαb (T ) dove limT→0C(T ) = 0.
Dimostrazione. Consideriamo una iterazione del tipo Picard per l'equazione di Kolmo-
gorov, basata sull'equazione del calore: u(0) = 0 e, per n ≥ 0,
∂u(n+1)
∂t
+
1
2
∆u(n+1) = −(b · ∇)u(n) − ϕ su [0, T ]
u(n+1) |t=T= 0.
Grazie al Teorema 1.2.1, ad ogni passo di iterazione abbiamo una soluzione
u(n+1) ∈ C
(
[0, T ];C2,α
′
b (R
d)
)
∩ C1
(
[0, T ];Cα
′
b (Rd)
)
per ogni α′ < α; infatti notiamo che, quando u(n) ha tale regolarità, allora (b · ∇)u(n) è
C([0, T ];Cαb (Rd)), così è possibile continuare l'iterazione. In particolare il Teorema 1.2.1
dice che
‖D2u‖
Cα
′
b (T )
≤ Cα′‖(b · ∇)u(n) + ϕ‖Cαb (T )
‖∇u(n+1)‖Cαb (T ) ≤ C(T )‖(b · ∇)u
(n) + ϕ‖Cαb (T ) con limT→0C(T ) = 0.
Ma
‖(b · ∇)u(n) + ϕ‖Cαb (T ) ≤ ‖ϕ‖Cαb (T ) + 2‖b‖Cαb (T )‖∇u
(n)‖Cαb (T )
≤ ‖ϕ‖Cαb (T ) + 2‖b‖Cαb (T )C(T )‖(b · ∇)u
(n−1) + ϕ‖Cαb (T ).
Scegliamo T tale che 2‖b‖Cαb (T )C(T ) ≤ 1/2 e sia v(n) := (b · ∇)u(n) + ϕ. Abbiamo
‖v(n)‖Cαb (T ) ≤ ‖ϕ‖Cαb (T ) +
1
2
‖v(n−1)‖Cαb (T )
≤ ... ≤
(
1 +
1
2
+ ...+
1
2n−1
)
‖ϕ‖Cαb (T ) +
1
2n
‖v(0)‖Cαb (T )
quindi
‖v(n)‖Cαb (T ) ≤ 2‖ϕ‖Cαb (T ).
Questo prova che
‖D2u(n+1)‖
Cα
′
b (T )
≤ 2Cα′‖ϕ‖Cαb (T )
‖∇u(n+1)‖Cαb (T ) ≤ 2C(T )‖ϕ‖Cαb (T ) con limT→0C(T ) = 0.
(1.15)
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Dall'equazione stessa osserviamo che∥∥∥∥∥∂u(n+1)∂t
∥∥∥∥∥
Cα
′
b (T )
≤ C. (1.16)
Possiamo estrarre pertanto una sottosuccessione che converge uniformemente rispetto
alla norma in C([0, T ];Cα
′
b (Rd)) a qualche u. Infatti la successione {u(n)} soddisfa le
ipotesi del Teorema di Ascoli-Arzelà: è equilimitata in (t, x) (basta integrare in t ∂u
(n+1)
∂t
e usare la (1.16)) ed equicontinua in (t, x). Quest'ultimo fatto è vero perché, se C ′ è la
costante di equilimitatezza delle u(n), allora
|u(n)(t, x)− u(n)(t0, x0)| ≤ |u(n)(t, x)− u(n)(t0, x)|+ |u(n)(t0, x)− u(n)(t0, x0)|
≤
∥∥∥∥∥∂u(n)∂t
∥∥∥∥∥
∞
|t− t0|+ C ′|x− x0|α′
≤ C|t− t0|+ C ′|x− x0|α′ .
Inoltre osserviamo che anche per ∇u(n) e D2u(n) sono soddisfatte le ipotesi per applicare
Ascoli-Arzelà grazie alle stime (1.15), dunque convergono uniformemente (rispettivamen-
te) ad una funzione g1 e ad una funzione g2. Utilizzando il Teorema di scambio tra limite e
derivata deduciamo che∇u(n) eD2u(n) convergono uniformemente (in C([0, T ];Cα′b (Rd)))
rispettivamente a ∇u e D2u. Per deﬁnizione degli spazi Cαb si può controllare che u ha
la stessa regolarità e gli stessi limiti superiori delle u(n), ad eccezione della stima per ∂u∂t
(non possiamo provare per quest'ultima l'equicontinuità in t). Possiamo ora passare al
limite nell'identità
u(n+1)(t, x) =
∫ T
t
(
(b · ∇)u(n) + 1
2
∆u(n+1) + ϕ
)
ds
e ottenere la stessa equazione con u al posto di u(n+1) e u(n), da si deduce che ∂u∂t ∈
C
(
[0, T ];Cα
′
b (Rd)
)
e il fatto che u è soluzione della (1.14). La dimostrazione è completa.
1.3 Analisi stocastica
Elenchiamo in questa sezione alcuni risultati che useremo nel Capitolo 3.
Teorema 1.3.1 (Teorema di regolarità di Kolmogorov). Sia X = (Xy)y∈D, dove D ⊂
Rn è aperto, un processo stocastico deﬁnito su uno spazio di probabilità (Ω,F , P ), e
supponiamo che esistano delle costanti α, β, C > 0 tali che, per ogni y, z ∈ D,
E [|Xy −Xz|α] ≤ C|y − z|n+β.
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Allora esiste una versione continua di X, cioè un processo X˜ : D × Ω → Rd con traiet-
torie quasi certamente continue e tale che, per ogni y ∈ D, P (Xy = X˜y) = 1. Questa
modiﬁcazione è anche localmente hölderiana di ordine γ per ogni γ < β/α.
Denotiamo con (Wt) un moto browniano (anche detto processo di Wiener) standard.
Teorema 1.3.2. Se X è un processo di classe M2(0, T ), allora
∫ T
0 XsdWs è una mar-
tingala di media zero e
E
[(∫ t
0
XsdWs
)2]
=
∫ t
0
E
[
X2s
]
ds.
Teorema 1.3.3. Sia X di classe M2. Allora la martingala
∫ t
0 XsdWs ha una versione
continua.
Teorema 1.3.4 (Disuguaglianza di Doob per integrali stocastici). Se X è un processo
di classe Mp(0, T ) con p ≥ 2, allora ∫ T0 XsdWs è una martingala di media zero e
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
XsdWs
∣∣∣∣p
]
≤ Cp
∫ T
0
E [|Xs|p] ds.
1.3.1 Sulle equazioni diﬀerenziali stocastiche
Sia (Ω,F , P ) uno spazio probabilizzato, (Ft) una ﬁltrazione e W un moto browniano in
Rd. Sia (Xt)t∈[0,T ] un processo di classe Λ2. Consideriamo il processo
ρt = e
∫ t
0 XsdWs− 12
∫ t
0 |Xs|2ds.
Vale:
Teorema 1.3.5 (Condizione di Novikov). Se
E
[
eλ
∫ T
0 |Xs|2ds
]
<∞
per qualche λ > 12 , allora ρt è una martingala di media 1.
In particolare dalla condizione di Novikov discende che la misura di probabilità Q
deﬁnita su (Ω,F) da
dQ = ρTdP
è una misura di probabilità (E[ρT ] = 1)
Teorema 1.3.6 (Girsanov). Il processo stocastico
W˜t := Wt −
∫ t
0
Xsds
è un moto browniano rispetto a Q ed (Ft).
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Richiamiamo ora alcune deﬁnizioni.
Deﬁnizione 1.3.7. Sia (Ω,F , (Ft)t∈[0,T ], P, (Wt)t∈[0,T ]) una base stocastica ed X =
(Xt)t∈[0,T ] un processo stocastico deﬁnito su (Ω,F , P ), continuo, adattato alla ﬁltra-
zione (Ft), che soddisfa la SDE uniformemente in t ∈ [0, T ] con probabilità uno. Allora
diciamo che X è soluzione della SDE.
E' opportuno fare distinzione tra due possibilità.
Deﬁnizione 1.3.8. Diciamo che c'è esistenza forte per la SDE se, ﬁssata una qualsiasi
base stocastica (Ω,F , (Ft)t∈[0,T ], P, (Wt)t∈[0.T ]) ed una variabile aleatoria F0-misurabile
X0, esiste una soluzione X.
Quando invece (Ω,F , (Ft)t∈[0,T ], P, (Wt)t∈[0.T ], X) è soluzione ma non abbiamo potuto
speciﬁcare (Ω,F , (Ft)t∈[0,T ], P, (Wt)t∈[0.T ]) a priori, parleremo solo di soluzione debole.
Deﬁnizione 1.3.9. Diciamo che vale l'unicità forte (o per traiettorie) se, data una qual-
siasi base stocastica (Ω,F , (Ft)t∈[0,T ], P, (Wt)t∈[0.T ]) ed una qualsiasi v.a. F0-misurabile
X0, prese due soluzioni X
1 e X2, esse sono processi indistinguibili.
Consideriamo la SDE in Rd
dXt = f(t,Xt)dt+ dWt, X0 = x0. (1.17)
Vale il seguente
Teorema 1.3.10. Data f : [0, T ] × Rd → Rd misurabile e limitata ed x0 ∈ Rd, esiste
una soluzione debole della SDE (1.17).
Dimostrazione. Siano (Ω,F , P ), (Ft) e W assegnati. Consideriamo l'equazione
dYt = dWt, Y0 = x0
che ha ovviamente come soluzione Yt = x0 +Wt.
Consideriamo la v.a. su (Ω,F , P )
ρT = e
∫ T
0 f(s,Ys)dWs− 12
∫ T
0 |f(s,Ys)|2ds
(è ben deﬁnita perché f(·, Y·) è un processo limitato e progressivamente misurabile). Per
il Criterio di Novikov, essa è integrabile e E[ρT ] = 1. Quindi il Teorema di Girsanov
aﬀerma che
W˜t = Wt −
∫ t
0
f(s, Ys)ds
è un moto browniano su (Ω,F , QT ) dove QT = ρT · P , rispetto a (Ft). Dalle deﬁnizioni
risulta inoltre
Yt = x0 +Wt = x0 +
∫ t
0
f(s, Ys)ds+ W˜t,
da cui si vede che Y è soluzione debole della SDE (1.17).
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Abbiamo inﬁne il seguente importante teorema.
Teorema 1.3.11 (Yamada-Watanabe). L'esistenza di una soluzione forte è equivalente
al veriﬁcarsi delle due condizioni seguenti
• esistenza di una soluzione debole
• unicità forte.
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Capitolo 2
Equazione deterministica
In questo capitolo studieremo l'Equazione Diﬀerenziale Ordinaria
X˙(t, x) = b(t,X(t, x))
X(0, x) = x
(2.1)
con b : [0, T ]×Rd → Rd non regolare, a partire da stime quantitative a priori. La soluzione
X : [0, T ]×Rd → Rd si chiama ﬂusso di velocità b. La teoria classica di Cauchy-Lipschtz
tratta il caso in cui il campo delle velocità b è regolare (continuo, lipschitziano rispetto
allo spazio uniformemente rispetto al tempo). Dopo un breve richiamo a questa teoria
motiveremo l'estensione al caso b non regolare, considereremo il caso W 1,p (con p > 1) e
a seguire il caso W 1,1. In particolare le tecniche che useremo permettono di ricavare per
la soluzione della ODE:
• esistenza e unicità
• stabilità (rispetto ad approssimazioni del campo b) con una particolare velocità di
convergenza
• compattezza
Solo nel caso b ∈W 1,p dove p > 1 questo approccio permette anche di ricavare
• regolarità del ﬂusso X(t, x) rispetto alla posizione iniziale x.
Caso lipschitziano Richiamiamo quindi brevemente il caso classico. Abbiamo il
seguente noto teorema, di cui non svolgiamo tutta la dimostrazione.
Teorema 2.0.12. Se b è continua e lipschitziana rispetto al tempo uniformemente ri-
spetto allo spazio, cioè esiste L > 0 tale che
|b(t, x)− b(t, y)| ≤ L|x− y| per ogni x, y ∈ Rd e t ∈ [0, T ], (2.2)
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allora esiste un'unica soluzione X(·, x) per la ODE (2.1), per ogni x ∈ Rd, ed eredita la
regolarità lipschitziana rispetto alla variabile spaziale.
Dimostrazione. Per l'esistenza e l'unicità si sfrutta il principio delle contrazioni.
Per veriﬁcare la regolarità stimiamo
d
dt
|X(t, x)−X(t, y)| ≤ |b(t,X(t, x))− b(t,X(t, y))| ≤ L|X(t, x)−X(t, y)|
e usiamo il Lemma di Gronwall, ottenendo
|X(t, x)−X(t, y)| ≤ eLT |x− y|.
Notiamo che la costante di lipschitz di X dipende esponenzialmente dalla costante di
lipschitz di b.
Verso il caso non - lipschitziano: il ﬂusso Lagrangiano regolare Ci chiediamo
che cosa di questa teoria sopravviva se il campo b è meno regolare di lipschitz. Osserviamo
subito che, se cerchiamo ad esempio l'unicità del ﬂusso per ogni condizione iniziale, la
risposta in generale è negativa. Abbiamo infatti il seguente
Esempio 2.0.13. Consideriamo su R la funzione (hölderiana ma non lipschitziana)
b(x) =
√|x|. Si veriﬁca facilmente che, per ogni x = −c2 dato iniziale, l'ODE ha inﬁnite
soluzioni. Infatti esse raggiungono l'origine in un tempo 2c, dove possono rimanere per
un tempo arbitrario T , proseguendo poi come X(t) = 14(t− T − 2c)2.
La speranza è di trovare un contesto più debole (ipotesi più deboli per b e una diversa
deﬁnizione di ﬂusso) nel quale la nostra domanda possa avere risposta aﬀermativa. I due
elementi della nuova teoria saranno i seguenti:
1. Il campo b può non essere lipschitziano, ma deve avere una derivata prima in senso
debole. Il campo b(x) =
√|x| è solo 12 -hölderiano, quindi possiede in un certo senso
solo mezza derivata nell'origine.
2. Ci accontentiamo di mostrare l'unicità delle soluzioni ﬂusso che preservano la misu-
ra. Cioè consideriamo ammissibili quei ﬂussi tali che, per ogni t ∈ [0, T ], la mappa
X(t, ·) : Rd → Rd non comprime insiemi in modo strano. La non-unicità delle tra-
iettorie prodotta da b(x) =
√|x|, comprime lunghi segmenti in un punto, l'origine
di R. Infatti posso scegliere opportunamente le soluzioni in modo tale che, per un
ﬁssato tempo t¯, per ogni x ∈ (x1, x2) (dove x1 < x2), la soluzione con dato iniziale
x rimanga nell'origine ﬁno a t¯.
Speciﬁchiamo ora cosa signiﬁca ﬂusso che preserva la misura. Diamo la seguente
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Deﬁnizione 2.0.14 (Flusso lagrangiano regolare). X : [0, T ] × Rd → Rd è ﬂusso
lagrangiano regolare associato al campo b se
(i) X(·, x) è assolutamente continua in [0, T ],
(ii) X(t, x) = x+
∫ t
0 bs (X(s, x)) ds ∀ t ∈ [0, T ],
(iii) esiste L > 0 tale che X(t, ·)]Ld ≤ LLd ∀ t ∈ [0, T ].
La (iii) è equivalente a richiedere che esista L > 0 tale che, per ogni ϕ ∈ Cc(Rd),∫
Rd
ϕ (X(t, x)) dx ≤ L
∫
Rd
ϕ(y) dy
(dove L è chiamata costante di compressibilità).
2.1 Una nuova quantità integrale
Lo scopo è cercare una strategia simile a quella del caso lipschitziano, che si possa usare
anche quando si abbassa la regolarità di b a debolmente diﬀerenziabile.
Restringeremo per semplicità la nostra attenzione a soluzioni X ∈ L∞([0, T ] × Rd) e a
campi b ∈ L∞([0, T ] × Rd); l'estensione a casi più generali non pone alcun problema.
Condizioni su div b le assumeremo solo per provare l'esistenza.
Denotando con ∇ il gradiente rispetto ad x, possiamo formalmente calcolare come
segue:
d
dt
log |∇X| ≤ 1|∇X|
∣∣∣∣ ddt∇X
∣∣∣∣ = 1|∇X| |∇b(X)| = |∇b|(X). (2.3)
Notiamo che il conto è eﬀettivo se b e X sono suﬃcientemente regolari. In ogni caso
se b è lipschitziana, permette di riottenere la stima di regolarità del ﬂusso rispetto alla
posizione iniziale. Infatti si avrebbe che |∇b| ≤ L e quindi
log |∇X| ≤ Lt+ log |∇Id| = Lt
da cui
|X(t, x)−X(t, y)| ≤ eLt|x− y|.
Applichiamo una tecnica simile per mostrare l'unicità. Fissiamo δ > 0. Se X1 e X2 sono
due soluzioni di b,
d
dt
log
(
1 +
|X1 −X2|
δ
)
≤ δ
δ + |X1 −X2|
|b(X1)− b(X2)|
δ
≤ L,
quindi
log
(
1 +
|X1 −X2|
δ
)
≤ Lt+ log
(
1 +
|X1(0, ·)−X2(0, ·)|
δ
)
= Lt
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e |X1 −X2|
δ
≤ eLt, (2.4)
da cui otteniamo l'unicità, essendo la (2.4) valida per ogni δ > 0.
Il vantaggio di questo argomento è che permette una versione integrale che può essere
usata per campi non-lipschitz.
Fissiamo due ﬂussi lagrangiani regolari X1 e X2, associati ai campi b1 e b2, con
costanti di compressibilità L1 e L2. Dato δ > 0 (piccolo) e un raggio di troncamento
R > 0, consideriamo la seguente quantità dipendente dal tempo:
φδ(t) =
∫
BR
log
(
1 +
|X1(t, x)−X2(t, x)|
δ
)
dx.
Osserviamo che vale
φδ(t) ≥
∫
BR∩{|X1−X2|>γ}
log
(
1 +
γ
δ
)
dx = Ld (BR ∩ {|X1 −X2| > γ}) log
(
1 +
γ
δ
)
.
(2.5)
2.1.1 Limite superiore per la quantità integrale
Nel caso particolare di b1 = b2 = b, φδ misura in un certo senso la non-unicità. Infatti, se
non abbiamo unicità delle soluzioni, scopriamo facilmente che esiste un A ⊂ Rd tale che
Ld(A) = α > 0 e |X1(t, x) −X2(t, x)| ≥ γ > 0 per qualche t ∈ [0, T ] e per ogni x ∈ A.
Quindi
φδ(t) ≥
∫
A
log
(
1 +
γ
δ
)
dx ≥ α log
(
1 +
γ
δ
)
,
da cui deduciamo che una condizione generale che garantisce l'unicità è
φδ
log
(
1
δ
) −→ 0 per δ → 0. (2.6)
Infatti si avrebbe che
φδ(t)
log(1δ )
≥ α log(1 +
γ
δ )
log(1δ )
,
dove, per δ che va a 0, il termine a sinistra tende a 0 e il secondo tende ad α > 0.
Osserviamo dunque che una buona strategia per provare l'unicità è cercare delle mag-
giorazioni per φδ(t), in modo da ricavare facilmente la (2.6). Più in generale capiamo
da (2.5) che limiti dall'alto per φδ(t) ci danno limiti dall'alto per la misura dell'insieme
{|X1 −X2| > γ}.
Siano X1, X2 ﬂussi lagrangiani regolari di b1, b2. Il conto naturale comincia con una
diﬀerenziazione rispetto al tempo, con lo scopo di far comparire il quoziente b(X1)−b(X2)X1−X2 .
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Osserviamo che se x ∈ BR, allora Xi(t, x) ∈ BR+T ||bi||∞ per ogni t ∈ [0, T ]. Calcoliamo
φ′δ(t) ≤
∫
BR
|b1(X1)− b2(X2)|
δ + |X1 −X2| dx
≤
∫
BR
|b1(X2)− b2(X2)|
δ + |X1 −X2| dx+
∫
BR
|b1(X1)− b1(X2)|
δ + |X1 −X2| dx
≤ 1
δ
∫
BR
|b1(X2)− b2(X2)| dx+
∫
BR
min
{
2||b1||∞
δ
;
|b1(X1)− b1(X2)|
|X1 −X2|
}
dx.
(2.7)
Pertanto, se b1 = b2 è lipschitziana, ho che φ
′
δ e quindi φδ sono limitate, da cui ad esempio
l'unicità.
Nel caso b non sia lipschitziana ma W 1,p (p ≥ 1) sappiamo però che vale la stima
della Proposizione 1.1.3
|b(x)− b(y)|
|x− y| ≤ Cd (M∇b(x) +M∇b(y)) . (2.8)
Possiamo dunque proseguire con le maggiorazioni in (2.7) e ottenere
φ′δ(t) ≤
L2
δ
||b1−b2||L1(BR+T ||b2||∞ )+
∫
BR
min
{
2||b1||∞
δ
;C (M∇b1(X1) +M∇b1(X2))
}
dx.
(2.9)
2.2 Caso b ∈ W 1,p con p > 1
Grazie alla (c) del Teorema 1.1.1 sappiamo che, se f ∈ Lp con p > 1, ‖Mf‖Lp ≤ Cp‖f‖Lp ,
quindi possiamo stimare∫
BR
M∇b1(Xi) dx ≤ Li
∫
BR+T ||bi||∞
M∇b1(x) dx ≤ C||M∇b1||Lp ≤ C˜||∇b1||Lp
dove C˜ dipende da Li, p, ||bi||∞, R e T . Segue ora da (2.9) che
φ′δ(t) ≤
C
δ
||b1 − b2||L1(BR+T ||b2||∞ ) + C||∇b1||Lpx
e, integrando nel tempo, che
φδ(t) ≤ C
δ
||b1 − b2||L1t (L1(BR+T ||b2||∞ )) + C||∇b1||L1t (Lpx). (2.10)
Unendo questa e (2.5) otteniamo
Ld(BR ∩ {|X1 −X2| > γ})
≤ C
δ log(1 + γδ )
||b1 − b2||L1t (L1(BR+T ||b2||∞ )) +
C
log(1 + γδ )
||∇b1||L1t (Lpx).
(2.11)
Questa stima ci permetterà di dedurre molti risultati per la ODE.
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2.2.1 Unicità
Ponendo b1 = b2 nella (2.11) abbiamo, per ogni δ > 0, R > 0,
Ld(BR ∩ {|X1(t, ·)−X2(t, ·)| > γ}) ≤ C
log(1 + γδ )
||∇b1||L1t (Lpx).
Facendo tendere δ a 0 otteniamo che, per ogni R > 0,
Ld(BR ∩ {|X1(t, ·)−X2(t, ·)| > γ}) = 0,
da cui l'unicità.
2.2.2 Stabilità
Prendiamo b ∈ L1t (W 1,px ) e una successione di funzioni bn → b in L1loc ed equilimitate in
L∞. Supponiamo che X e Xn abbiamo costanti di compressibilità equilimitate. Allora
Ld(BR ∩ {|Xn(t, ·)−X(t, ·)| > γ})
≤ C
δ log(1 + γδ )
||bn − b||L1t (L1(BR+T ||b2||∞ )) +
C
log(1 + γδ )
||∇b||L1t (Lpx) = I + II.
Dati γ, η > 0 scegliamo δ > 0 piccolo in modo che II ≤ η2 . Questo ﬁssa la quantità
C
δ log(1+
γ
δ )
in I. Quindi possiamo trovare un n¯ abbastanza grande tale che I ≤ η2 per ogni
n ≥ n¯. Dunque, dato γ > 0 e R > 0, per ogni η > 0 esiste un n¯ tale che
Ld(BR ∩ {|Xn(t, ·)−X(t, ·)| > γ}) ≤ η ∀n ≥ n¯,
cioè Xn → X localmente in misura. Questo implica anche convergenza in L1loc, infatti,
dato R > 0, per ogni η > 0 esiste n¯ tale che, per ogni n ≥ n¯,∫
BR
|Xn(t, x)−X(t, x)| dx =
∫
BR∩|Xn−X|>γ
|Xn −X| dx+
∫
BR∩|Xn−X|≤γ
|Xn −X| dx
≤ 2C Ld(Br ∩ |Xn −X| > γ) + γ Ld(BR) ≤ 2C η + γ Ld(BR),
dove la prima disuguaglianza vale perché X e Xn sono localmente equilimitate (essendo i
loro campi vettoriali equilimitati). Scelgo ora γ in modo da avere γ Ld(BR) < η2 , pertanto
abbiamo ∫
BR
|Xn(t, x)−X(t, x)| dx ≤
(
2C +
1
2
)
η
per ogni n > n¯, cioè convergenza in L1loc.
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2.2.3 Compattezza
Consideriamo una successione {bn} equilimitata in L∞ e L1t (W 1,px ), e di Cauchy in tali
spazi. Supponiamo che le Xn abbiano costanti di compressibilità equilimitate. Allora
Ld(BR ∩ {|Xn(t, ·)−Xm(t, ·)| > γ})
≤ C
δ log(1 + γδ )
||bn − bm||L1t (L1(BR+T ||b2||∞ )) +
C
log(1 + γδ )
= I + II,
dove C in II dipende anche dai limiti su ||∇bn||L1t (Lpx). Dato η > 0 prendiamo δ > 0 tale
che II ≤ η2 . In corrispondenza di tale δ troviamo n¯ tale che I ≤ η2 per ogni n,m ≥ n¯.
Dunque, dato γ > 0 e R > 0, abbiamo provato che, per ogni η > 0, esiste n¯ tale che
Ld(BR ∩ {|Xn(t, ·)−Xm(t, ·)| > γ}) ≤ η ∀n,m ≥ n¯.
Analogamente a come si è fatto per la stabilità, possiamo provare che la successione {Xn}
è di Cauchy in L1loc; infatti, dato R > 0, per ogni η > 0 esiste n¯ tale che∫
BR
|Xn(t, x)−Xm(t, x)| dx =
∫
BR∩|Xn−Xm|>γ
|Xn −Xm| dx+
∫
BR∩|Xn−Xm|≤γ
|Xn −Xm| dx
≤ 2C Ld(BR ∩ |Xn −Xm| > γ) + γ Ld(BR) ≤ (2C + 1)η,
cioè precompattezza in L1loc.
2.2.4 Esistenza
Per completezza proviamo anche l'esistenza. Supponiamo b ∈ L∞ ∩L1t (W 1,px ). Poniamo,
per l'esistenza, anche condizioni sulla divergenza del campo, in particolare che divb ∈ L∞.
Consideriamo le funzioni bn = b ∗ θn, dove ∗ indica convoluzione nella variabile spaziale.
Osserviamo che le bn sono equilimitate in L
∞ e L1t (W
1,p
x ), e che le divbn lo sono in L
∞.
Inoltre i ﬂussi (classici)Xn associati alle bn hanno costanti di compressibilità equilimitate,
in quanto vale la stima
exp
[
−
∫ t
0
∥∥[divbn]−∥∥∞ ds] ≤ JXn(t, x) ≤ exp [∫ t
0
∥∥[divbn]+∥∥∞ ds] ,
grazie alla seguente osservazione.
Osservazione 1. Se b è regolare, abbiamo
d
dt
JX(t, x) = divbt(X(t, x))JX(t, x).
Per provare questo fatto è suﬃciente usare la ODE ddt∇X = ∇bt(X)∇X.
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Siamo ora nella condizione di poter usare la proprietà di compattezza, dunque {Xn}
è di Cauchy in L1(BR) per ogni R > 0. Dato che L
1(BR) è completo, esiste un XR
tale che Xn → XR in L1(BR). Dal momento che questo vale per ogni R, deduciamo
che esiste X ∈ L1(BR) tale che Xn → X in L1(BR). Dunque, per ogni R, esiste una
sottosuccessione {Xnk} tale che Xnk → X q.c. Con un procedimento diagonale si trova
una sottosuccessione tale che Xn → X q.c.
Veriﬁchiamo ora che X soddisfa le condizioni della deﬁnizione (2.0.14).
(i) X(·, x) è assolutamente continua in [0, T ], infatti
|X(t1, x)−X(t2, x)| ≤
∫ t2
t1
|bs(X(s, x))| ds ≤ ||b||∞|t1 − t2|
implica che X(·, x) è lipschitziana quindi AC.
(ii) Vale, per ogni Xn soluzione classica associata a bn, che
Xn(t, x) = x+
∫ t
0
(bs)n(Xn(s, x)) ds ∀ t ∈ [0, T ] (2.12)
Scegliendo la successione {Xn} come spiegato sopra, abbiamo visto che, per ogni
t ∈ [0, T ], Xn(t, x) → X(t, x) quasi certamente in x. Dobbiamo quindi veriﬁcare
che l'integrale del secondo membro della (2.12) tende a
∫ t
0 bs(X(s, x))ds. Ma, per
la disuguaglianza triangolare
|bn(Xn)− b(X)| ≤ |bn(Xn)− b(Xn)|︸ ︷︷ ︸
∗
+ |b(Xn)− b(X)|︸ ︷︷ ︸
∗∗
,
basta dimostrare che
∫ t
0 di ∗ e ∗∗ va a 0 per n→∞.
 Osserviamo che∫
Rd
∫ t
0
| ∗ |pds︸ ︷︷ ︸ dx
fn(x)
=
∫ t
0
∫
Rd
| ∗ |pdx ds ≤ Lpn
∫ t
0
∫
Rd
|bn(y)− b(y)|pdy ds,
dove il membro a destra della disuguaglianza tende a 0. Quindi da fn → 0
in L1x deduciamo che esiste una sottosuccessione tale che fnk(x) → 0 q.o. x,
cioè q.o. x abbiamo che |bnk(Xnk) − b(Xnk)| → 0 in Lp([0, T ]) ⊂ L1([0, T ]).
Pertanto vale anche che q.o. x
∫ t
0 |bnk(Xnk)− b(Xnk)| ds→ 0 per k → 0.
 Grazie al Teorema di Lusin, dato ε > 0 esiste b̂ continua tale che Ld(BR ∩
b̂(y) 6= b(y)) < ε. Considero la sottosuccessione indicizzata da Xnk del punto
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precedente e la rinomino con Xn. Dato che Xn → X q.o. x, abbiamo che per
q.o. x b̂(Xn)→ b̂(X), da cui |̂b(Xn)− b̂(X)| → 0 in misura LdBR . Pertanto
Ld(BR ∩ |b(Xn)− b(X)| > C)
≤ Ld(BR ∩ |̂b(Xn)− b̂(X)| > C) + Ld(BR ∩ b̂(Xn) 6= b(Xn))
+ Ld(BR ∩ b̂(X) 6= b(X))
≤ Ld(BR ∩ |̂b(Xn)− b̂(X)| > C) + Ln Ld(y : b(y) 6= b̂(y)) + LLd(y : b(y) 6= b̂(y)),
da cui deduciamo che per ogni ε > 0 esiste n¯ tale che
Ld(BR ∩ |b(Xn)− b(X)| > C) ≤ ε+ Ln ε+ Lε ≤ (2L+ 1) ε,
cioè b(Xn) → b(X) in LdBR per ogni R > 0. Tramite un procedimento
diagonale esiste una sottosuccessione tale che b(Xnk) → b(X) q.c. Per il
Teorema di Convergenza Dominata (rinominando gli indici) otteniamo che∫ t
0 |b(Xn)− b(X)| ds→ 0.
(iii) Rimane da veriﬁcare che esiste L > 0 tale che
∫
Rd ϕ(X(t, x)) dx ≤ L
∫
Rd ϕ(y) dy
per ogni ϕ ∈ Cc(Rd). Ma, dato che∫
Rd
ϕ(Xn) dx ≤ Ln
∫
Rd
ϕ(y) dy ≤ L
∫
Rd
ϕ(y) dy,
per il Lemma di Fatou abbiamo che∫
Rd
ϕ(X) dx =
∫
Rd
lim inf ϕ(Xn) dx ≤ L
∫
Rd
ϕ(y) dy.
2.2.5 Regolarità del ﬂusso lagrangiano
Ricordiamo che per b lipschitziana il ﬂusso ereditava regolarità rispetto alla variabile spa-
ziale: x 7→ X(t, x) è lipschitziana con costante di lipschitz dipendente esponenzialmente
dal tempo e dalla costante di lipschitz di b.
Vorremmo ora avere un simile risultato per campi di Sobolev. Per fare questo
consideriamo un funzionale collegato a φδ(t) deﬁnito come
ψ(X) :=
∥∥∥∥∥ sup0≤t≤T supr>0 −
∫
B(x,r)
log
(
1 +
|X(t, x)−X(t, y)|
r
)
dy
∥∥∥∥∥
Lpx(BR)
,
dove R > 0 è ﬁssato.
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Vogliamo ottenere limiti superiori per ψ(X). Iniziamo diﬀerenziando rispetto al
tempo l'integrale:
d
dt
−
∫
B(x,r)
log
(
1 +
|X(t, x)−X(t, y)|
r
)
dy
≤ −
∫
B(x,r)
|b(X(t, x))− b(X(t, y))|
|X(t, x)−X(t, y)| dy + C −
∫
B(x,r)
[M∇b(X(t, x)) +M∇b(X(t, y))] dy
= CM∇b(X(t, x)) + C −
∫
B(x,r)
M∇b(X(t, y))dy.
Integrando nel tempo deduciamo
−
∫
B(x,r)
log
(
1 +
|X(t, x)−X(t, y)|
r
)
dy
≤
∫
B(x,r)
log
(
1 +
|x− y|
r
)
dy + C
∫ t
0
M∇b(X(s, x)) ds+ C
∫ t
0
−
∫
B(x,r)
M∇b(X(s, y)) dy ds
≤ log 2 + C
∫ t
0
M∇b(X(s, x)) ds+ C
∫ t
0
−
∫
B(x,r)
M∇b(X(s, y)) dy ds.
Prendiamo il sup su 0 ≤ t ≤ T e su r > 0, e alla ﬁne la norma Lpx(BR):
ψ(X) ≤ C + C
∥∥∥∥∫ T
0
M∇b(X(s, x)) ds
∥∥∥∥
Lp(BR)
+ C
∥∥∥∥∫ T
0
M [M∇b(X(s, ·))] ds
∥∥∥∥
Lp(BR)
≤ C + C
∫ T
0
‖M∇b(X(s, x))‖Lp(BR) ds+ C
∫ T
0
‖M [M∇b(X(s, ·))]‖Lp(BR) ds
≤ C + C
∫ T
0
‖M∇b‖Lp ds+ C
∫ T
0
‖M [M∇b]‖Lp ds
≤ C + C
∫ T
0
‖∇b‖Lp ds+ C
∫ T
0
‖M∇b‖Lp ds
≤ C + 2C
∫ T
0
‖∇b‖Lp ds
= C + 2C ‖∇b‖L1t (Lpx) ≤ C
dove le costanti, che rinominiamo sempre con C ad ogni passaggio, dipendono solo dai
bound di b e dalle costanti di compressibilità del ﬂusso.
Useremo la disuguaglianza di Chebyshev, che aﬀerma che, per ogni 1 ≤ p <∞ e λ > 0,
vale
Ld(|f | > λ) ≤ ||f ||
p
Lp
λp
.
Applicando questa con λ = C
ε1/p
alla funzione in x
f(x) = sup
0≤t≤T
sup
r>0
−
∫
B(x,r)
log
(
1 +
|X(t, x)−X(t, y)|
r
)
dy,
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otteniamo che
Ld
(
|f | > C
ε1/p
)
≤ ||f ||
p
Lp
Cp
ε =
ψ(X)p
Cp
ε ≤ C
p
Cp
ε = ε.
Quindi, se K = {|f(x)| ≤ λ}, otteniamo che Ld(BR \K) ≤ ε. Dunque
sup
0≤t≤T
sup
r>0
−
∫
B(x,r)
log
(
1 +
|X(t, x)−X(t, y)|
r
)
dy ≤ C
ε1/p
∀x ∈ K,
che signiﬁca
−
∫
B(x,r)
log
(
1 +
|X(t, x)−X(t, y)|
r
)
dy ≤ C
ε1/p
per ogni x ∈ K, r > 0, 0 ≤ t ≤ T .
Applichiamo questo per derivare la stima lipschitziana per il ﬂusso lagrangiano X.
Siano x, x′ ∈ K, sia r = |x− x′|. Deﬁniamo
Cx,x′ = B(x, r) ∩B(x′, r).
Notiamo che Ld(Cx,x′) = cdrd, con cd costante dimensionale. Possiamo stimare
log
(
1 +
|X(t, x)−X(t, x′)|
r
)
= −
∫
Cx,x′
log
(
1 +
|X(t, x)−X(t, x′)|
r
)
dy
≤ −
∫
Cx,x′
log
(
1 +
|X(t, x)−X(t, y)|
r
)
dy +−
∫
Cx,x′
log
(
1 +
|X(t, x′)−X(t, y)|
r
)
dy
≤ C−
∫
B(x,r)
log
(
1 +
|X(t, x)−X(t, y)|
r
)
dy + C−
∫
B(x′,r)
log
(
1 +
|X(t, x′)−X(t, y)|
r
)
dy
≤ C
ε1/p
.
Come conseguenza, per ogni x, x′ ∈ K,
|X(t, x)−X(t, x′)| ≤ |x− x′| exp
(
C
ε1/p
)
,
cioè
LipX(t, ·) |K≤ exp
(
C
ε1/p
)
,
dove ricordiamo che K ⊂ BR era tale che Ld(BR \K) ≤ ε.
Osservazione 2. La proprietà lipschitz che abbiamo provato è di solito chiamata appros-
simazione di tipo Lusin con funzioni lipschitziane. Da questa può essere dedotta anche
diﬀerenziabilità approssimata Ld-quasi ovunque della mappa x 7→ X(t, x).
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2.3 Caso b ∈ W 1,1
Nella sezione precedente abbiamo descritto le stime quantitative e loro conseguenze nel
caso W 1,p con p > 1. Il caso p = 1 non era coperto da questa analisi, a causa della
mancanza della stima forte per la funzione massimale fornita dal Teorema 1.1.1. Vale
solo la stima debole, che non garantisce però l'integrabilità di |b(x)−b(y)||x−y| .
Prima avevamo
φ′δ(t) ≤
L2
δ
||b1 − b2||L1x +
∫
BR
min
{
2||b1||∞
δ
;C (M∇b1(X1) +M∇b1(X2))
}
dx (2.13)
e procedevamo con la stima semplicemente dimenticando il primo termine in min{·}. In
questa sezione descriveremo come un argomento di interpolazione permette di risolvere
il problema di mancata integrabilità del secondo membro della disuguaglianza (2.13).
2.3.1 Spazio di Lebesgue debole e interpolazione
Ricordiamo che lo spazio di Lebesgue debole M1(Rd) è deﬁnito come l'insieme delle
funzioni misurabili g tali che |||g|||M1 = supλ>0{λLd(|g| > λ)} < ∞. Sappiamo dal
Teorema (1.1.1) che la funzione massimale soddisfa una disuguaglianza debole da L1 in
M1:
|||Mf |||M1 ≤ Cd,1‖f‖L1 , (2.14)
da cui L1 ⊂ M1. Non vale però l'uguaglianza, infatti ad esempio la funzione 1x sta in
M1 ma non in L1. La seguente disuguaglianza di interpolazione può essere interpretata
informalmente dicendo che M1 non è così distante da L1:
||f ||L1 ≤ |||f |||M1
[
1 + log
(
C||f ||L∞
|||f |||M1
)]
. (2.15)
Notiamo che (2.15) vale per funzioni deﬁnite su un insieme compatto (e, come curiosità,
che si può analogamente interpolare traM1 e Lp per ogni p > 1).
Dimostrazione. Sia f ∈ L∞ ∩M1, f ≥ 0.
Riscrivo la norma L1 di f come l'integrale della distribuzione associata ad f , deﬁnita al
solito come α(λ) = Ld({|f | > λ}). Pertanto
||f ||L1 =
∫ ∞
0
α(λ)dλ =
∫ Λ
0
α(λ)dλ+
∫ ||f ||∞
Λ
α(λ)dλ
≤ ΛLd(Ω) +
∫ ||f ||∞
Λ
|||f |||M1
λ
dλ
= ΛLd(Ω) + |||f |||M1 log
( |||f |||∞
Λ
) (2.16)
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per ogni Λ > 0, dove abbiamo usato la disuguaglianza di Chebyshev nella prima mag-
giorazione. Calcolando ora il Λ ottimale, che è
|||f |||M1
Ld(Ω) , e sostituendolo nella (2.16),
otteniamo
||f ||L1 ≤ |||f |||M1
(
1 + log
(
C||f ||∞
|||f |||M1
))
.
2.3.2 Unicità per la ODE
Mostriamo come estendere le stime della sezione precedente in modo da includere il caso
p = 1.
Per chiarezza e semplicità di esposizione ci concentriamo solo sull'unicità, ma tutti i
risultati di ben fondatezza possono essere provati nella stessa linea. E' meno chiaro
tuttavia come estendere a questo caso la stima di regolarità del ﬂusso.
Dato b ∈ W 1,1 consideriamo due ﬂussi lagrangiani regolari X1 e X2, con costanti di
compressibilità L1 e L2. Procedendo come già visto stimiamo
φ′δ(t) ≤
∫
BR
min
{
2||b||∞
δ
;C (M∇b(X1) +M∇b(X2))
}
dx
≤ C(L1 + L2)
∫
BR+T ||b||∞
min
{ ||b||∞
δ
;M∇b
}
dx.
Integrando rispetto al tempo arriviamo a
φδ(t) ≤ C(L1 + L2)
∫ T
0
∫
BR+T ||b||∞
min
{ ||b||∞
δ
;M∇b
}
dxds.
Ora poniamo
φ(s, x) := min
{ ||b||∞
δ
;M∇b
}
e osserviamo che abbiamo i due limiti
||φ||L∞tx ≤
||b||∞
δ
e |||φ|||M1tx ≤ |||M∇b|||M1tx .
Possiamo sfruttare la disuguaglianza di interpolazione (2.15) e questi due limiti, insieme
al fatto che la funzione z 7→ log z è crescente e la funzione z 7→ z[1 + log(Cz )] è crescente
per z ≤ C, per ottenere
φδ(t) ≤ C||φ||L1tx ≤ C|||φ|||M1tx
[
1 + log
(
C||φ||L∞tx
|||φ|||M1tx
)]
≤ C|||M∇b|||M1tx
[
1 + log
(
C||b||L∞tx
δ|||M∇b|||M1tx
)]
.
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Sfruttando la (2.14) otteniamo
|||M∇b|||M1tx ≤
∥∥|||M∇b|||M1x∥∥L1t ≤ C ||∇b||L1t (L1(BR+T ||b||∞ ))
e, utilizzando di nuovo il fatto che z 7→ z [1 + log (Cz )] è crescente per z ≤ C, questo ci
dà
φδ(t) ≤ C||∇b||L1t (L1(BR+T ||b||∞ ))
[
1 + log
(
C||b||∞
δ||∇b||L1t (L1(BR+T ||b||∞ ))
)]
. (2.17)
Questo limite superiore è esattamente sulla linea critica che discrimina per l'unicità in
(2.5)! Questo signiﬁca che (2.17) non è abbastanza per concludere. Possiamo tuttavia
giocare con le costanti. Infatti, se b ∈W 1,1, dato ε > 0, ∇b ∈ L1([0, T ]× Rd) può essere
diviso in
∇b = g1ε + g2ε (2.18)
con ||g1ε ||L1t (L1x) ≤ ε e ||g2ε ||L1t (L2x) ≤ Cε, dove Cε è tale che Cε → +∞ se ε→ 0. Infatti è
noto che, per ogni ε > 0, esiste Cε > 0 tale che∫
[0,T ]×BR+T ||b||∞
|∇b| · I|∇b|>Mεdx dt ≤ ε;
Quindi basta prendere g1ε = |∇b| · I|∇b|>Cε e g2ε = |∇b| · I|∇b|≤Cε (quest'ultima, essendo
limitata, è tale che la sua norma L1t (L
2(BR+T ||b||∞) sia ﬁnita).
Con questa decomposizione possiamo stimare φ:
φ(s, x) ≤ min
{ ||b||∞
δ
;Mg1ε +Mg
2
ε
}
≤ min
{ ||b||∞
δ
;Mg1ε
}
+ min
{ ||b||∞
δ
;Mg2ε
}
= φ1(s, x) + φ2(s, x).
Ragionando come prima e sfruttando la (2.18), abbiamo
||φ1||L∞tx ≤
||b||∞
δ
,
|||φ1|||M1tx ≤ |||Mg
1
ε |||M1tx ≤
∥∥|||Mg1ε |||M1x∥∥L1t ≤ C||g1ε ||L1t (L1x) ≤ C ε
e
||φ2||L1t (L2x) ≤ C||g
2
ε ||L1t (L2x) ≤ C Cε.
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La stima borderline (2.17) è ora utilizzata con il termine g1ε , mentre il termine g
2
ε è
trattato come nel caso p > 1:
φδ(t) ≤ C(L1 + L2)
∫ T
0
∫
BR+T ||b||∞
min
{ ||b||∞
δ
;M∇b
}
dx ds
≤ C
∫ T
0
∫
BR+T ||b||∞
min
{ ||b||∞
δ
;Mg1ε
}
dx ds+ C
∫ T
0
∫
BR+T ||b||∞
min
{ ||b||∞
δ
;Mg2ε
}
dx ds
≤ C |||φ1|||M1tx
[
1 + log
(
C||φ1||L∞tx
|||φ1|||M1tx
)]
+ C ||φ2||L1t (L2x)
≤ C ε
[
1 + log
(
C||b||∞
δ C ε
)]
+ C Cε.
Usando la (2.5) otteniamo che
Ld(BR ∩ |X1 −X2| > γ) ≤ φδ(t)
log(1 + γδ )
≤ Cε
1 + log
(
C||b||∞
δε
)
log
(
1 + γδ
) + CCε
log
(
1 + γδ
) .
Concludiamo scegliendo ε e δ suﬃcientemente piccoli.
Esplicitiamo i passaggi. Noi vorremmo che Ld(BR ∩ |X1 −X2| > γ) ≤ η per ogni η > 0,
in modo da avere unicità. Osserviamo che
Cε
1 + log
(
C||b||∞
δε
)
log
(
1 + γδ
) = Cε1 + log
(
C||b||∞
δ
)
− log ε
log
(
1 + γδ
) .
γ è ﬁssato. Scegliamo prima δ˜ tale che, per ogni δ < δ˜,
1 + log
(
C||b||∞
δε
)
log
(
1 + γδ
) < 2
(possiamo farlo perché il termine a sinistra tende ad 1 per δ → 0).
Fissato poi η > 0, scegliamo ε¯(η) il più piccolo ε tale che
Cε2 ≤ η
3
e
Cε| log ε|
log(1 + γδ )
≤ η
3
indipendentemente dal valore di δ (possiamo ad esempio considerare solo i δ ≤ 1). Così
abbiamo che il primo termine
Cε
1 + log
(
C||b||∞
δε
)
log
(
1 + γδ
) ≤ 2η
3
∀ ε ≤ ε¯(η), δ ≤ δ˜.
Per il secondo termine possiamo scegliere δ¯ ≤ δ˜ tale che, per ogni δ ≤ δ¯, si abbia
CCε¯(η)
log
(
1 + γδ
) ≤ η
3
.
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Pertanto, scegliendo opportunamente ε¯ e δ¯, concludiamo che Ld(BR∩|X1−X2| > γ) ≤ η
per ogni η > 0, cioè la tesi.
Capitolo 3
Equazione stocastica
In questo capitolo studieremo l'Equazione Diﬀerenziale Stocastica con noise additivo
dXt = f(t,Xt) dt+ dWt, X0 = x0. (3.1)
In particolare mostreremo, nel caso di drift f hölderiano e nel caso di drift Lqp:
• unicità forte per la soluzione (Xt)t∈[0,T ],
• la locale hölderianità, rispetto ai dati iniziali, del ﬂusso stocastico associato alla
SDE.
Inoltre, se f è hölderiana, vedremo anche esistenza forte della soluzione e un risultato
di diﬀerenziabilità (in un qualche senso che speciﬁcheremo più avanti) rispetto ai dati
iniziali.
3.1 Drift hölderiano
Lo studio della SDE (3.1) con drift hölderiano si basa sullo studio di una particolare
equazione integrale:
Xt = X0 + U(0, X0)− U(t,Xt) +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs (3.2)
dove U , b e σ sono continue e lipschitziane. Si veriﬁcherà infatti che la soluzione di (3.1)
è soluzione anche di (3.2) per opportune U , b e σ.
Le soluzioni che si cercano sono processi a valori in Rd continui e adattati. Questo
garantisce che gli integrali in (3.2) siano ben deﬁniti, in quanto assicura che le funzioni
s 7→ b(s,Xs) e s 7→ σ(s,Xs) siano continue (e quindi rispettivamente Λ1 e Λ2).
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3.1.1 L'equazione integrale ausiliaria
Consideriamo l'equazione (3.2) sotto le seguenti ipotesi:
1. (Ω,F , (Ft)t∈[0,T ], P, (Wt)t∈[0.T ]) è assegnato
2. X0 è una v.a. in Rd misurabile rispetto a F0
3. b, U : [0, T ]× Rd → Rd e σ : [0, T ]× Rd → Rn×d sono funzioni continue
4. esistono η ∈ (0, 1) ed L > 0 tali che
|U(t, x)− U(t, y)| ≤ η|x− y|
|b(t, x)− b(t, y)| ≤ L|x− y|
||σ(t, x)− σ(t, y)||HS ≤ L|x− y|
per ogni t ∈ [0, T ] e x, y ∈ Rd, dove ||A||2HS =
∑
ij A
2
ij
Osserviamo che esiste una costante C > 0 tale che
|U(t, x)| ≤ C(1 + |x|)
|b(t, x)| ≤ C(1 + |x|)
||σ(t, x)||HS ≤ C(1 + |x|).
Ad esempio per σ questo si veriﬁca osservando che
||σ(t, x)||HS ≤ ||σ(t, x)− σ(t, 0)||HS + ||σ(t, 0)||HS
≤ L|x|+ max
t∈[0,T ]
||σ(t, 0)||HS .
Quindi, per ogni p ≥ 1, esiste Cp > 0 tale che
|U(t, x)|p ≤ Cp(1 + |x|p)
|b(t, x)|p ≤ Cp(1 + |x|p)
||σ(t, x)||pHS ≤ Cp(1 + |x|)p
poiché vale la disuguaglianza di Young (vedi Lemma 1.0.1).
Sotto queste ipotesi, dimostriamo un teorema di esistenza e unicità forte per l'equa-
zione (3.2).
Proposizione 3.1.1. Dato p ≥ 2 supponiamo che E[|X0|p] <∞. Allora
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i) esiste una soluzione X della SDE (3.2) su [0, T ], veriﬁcante
E
[
sup
t∈[0,T ]
|Xt|p
]
<∞; (3.3)
ii) se due soluzioni Xi, i = 1, 2, soddisfano la proprietà (3.3), allora sono processi
indistinguibili;
iii) esiste una costante Cp > 0 con la seguente proprietà. Prese due soluzioni Xi,
i = 1, 2 aventi rispettivamente condizioni iniziali Xi0, i = 1, 2, vale
E
[
sup
t∈[0,T ]
|X1t −X2t |p
]
≤ CpE
[|X10 −X20 |p] . (3.4)
Dimostrazione. Per dimostrare l'esistenza usiamo il metodo delle approssimazioni suc-
cessive. Poniamo X0t = X0, t ∈ [0, T ] e per ogni n ≥ 1
Xn+1t = X0 + U(0, X0)− U(t,Xnt ) +
∫ t
0
b(s,Xns ) ds+
∫ t
0
σ(s,Xns ) dWs, t ∈ [0, T ].
Passo 1 Vediamo innanzitutto che le iterazioni siano ben deﬁnite e che processi
deﬁniscano. Troviamo cioè uno spazio in cui vivano ricorsivamente le Xn. Supponiamo
di sapere che Xn è un processo continuo e adattato che soddisfa E
[
supt∈[0,T ] |Xnt |p
]
<
∞. Allora b(s,Xns ) e σ(s,Xns ) sono processi continui e adattati, per cui, per lo meno,∫ t
0 b(s,X
n
s ) ds e
∫ t
0 σ(s,X
n
s ) dWs sono processi ben deﬁniti, continui e adattati. Ma, più
precisamente, valendo
|b(s,Xns )|p ≤ Cp(1 + |Xns |p)
troviamo ∣∣∣∣∫ t
0
b(s,Xns ) ds
∣∣∣∣p ≤ tp−1 ∫ t
0
|b(s,Xns )|pds ≤ T p−1
∫ t
0
(1 + |Xns |p) ds,
da cui discende che
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
b(s,Xns ) ds
∣∣∣∣p
]
<∞.
Inoltre vale
||σ(s,Xns )||pHS ≤ Cp(1 + |Xns |p),
per cui σ(s,Xns ) è un processo (matriciale) di classe M
p (e di conseguenza M2, cioè
E
[∫ T
0 ||σ(s,Xns )||2HSds
]
< ∞); pertanto ∫ T0 σ(s,Xns )dWs è ben deﬁnito e vale la disu-
guaglianza di Doob (vedi Teorema 1.3.4)
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
σ(s,Xns ) dWs
∣∣∣∣p
]
≤ C ′pE
[∫ T
0
||σ(s,Xns )||pHS ds
]
<∞,
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da cui si conclude come sopra per b. Il termine U(t,Xnt ) si tratta più facilmente, usando
come sempre la disuguaglianza
|U(t,Xnt )|p ≤ Cp(1 + |Xnt |p).
Abbiamo così veriﬁcato che E
[
supt∈[0,T ] |Xnt |p
]
< ∞ implica E
[
supt∈[0,T ] |Xn+1t |p
]
<
∞. Siccome la proprietà E
[
supt∈[0,T ] |Xnt |p
]
<∞ vale per n = 0, vale per ogni n.
Passo 2 Dimostriamo che, per ogni λ > 0, c'è una costante αλ > 0 tale che
sup
t∈[0,T ]
E
[
e−λt|Xn+1t −Xnt |p
]
≤ (αλ)n sup
t∈[0,T ]
E
[
e−λt|X1t −X0t |p
]
(3.5)
ed inoltre αλ < 1 se λ è abbastanza grande. Vale
|Xn+1t −Xnt | ≤ |U(t,Xn−1t )− U(t,Xnt )|
+
∫ t
0
|b(s,Xns )− b(s,Xn−1s )| ds+
∣∣∣∣∫ t
0
(σ(s,Xns )− σ(s,Xn−1s )) dWs
∣∣∣∣ .
Ricordando il Lemma (1.0.1), abbiamo
|Xn+1t −Xnt |p ≤ (1 + ε)|U(t,Xn−1t − U(t,Xnt )|p
+ C ′′ε
(∫ t
0
|b(s,Xns )− b(s,Xn−1s )| ds
)p
+ C ′′ε
∣∣∣∣∫ t
0
(σ(s,Xns )− σ(s,Xns )) dWs
∣∣∣∣p
per C ′′ε opportuna. Da questo, per la disuguaglianza di Hölder e le proprietà dei vari
coeﬃcienti, troviamo
|Xn+1t −Xnt |p ≤ (1 + ε)|U(t,Xn−1t )− U(t,Xnt )|p
+ C ′′ε T
p−1
∫ t
0
|b(s,Xns )− b(s,Xn−1s )|pds
+ C ′′ε
∣∣∣∣∫ t
0
(σ(s,Xns )− σ(s,Xn−1s )) dWs
∣∣∣∣p
≤ (1 + ε)ηp|Xnt −Xn−1t |p
+ C ′′ε T
p−1Lp
∫ t
0
|Xns −Xn−1s |pds
+ C ′′ε
∣∣∣∣∫ t
0
(σ(s,Xns )− σ(s,Xn−1s ) dWs
∣∣∣∣p .
D'ora in poi ﬁssiamo ε > 0 tale che ν := (1+ε)ηp < 1 e abbreviamo le costanti scrivendo
solamente C. Dalla disuguaglianza precedente discende che, in valore atteso,
E
[|Xn+1t −Xnt |p] ≤ νE [|Xnt −Xn−1t |p]+ C ∫ t
0
E
[|Xns −Xn−1s |p] ds,
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dove abbiamo usato di nuovo la disuguaglianza di Doob sull'intervallo [0, t] (valendo col
sup vale anche senza)
E
[∣∣∣∣∫ t
0
(σ(s,Xns )− σ(s,Xn−1s )) dWs
∣∣∣∣p] ≤ CE [∫ t
0
||σ(s,Xns )− σ(s,Xn−1s )||pHS ds
]
≤ CLp
∫ t
0
E[|Xns −Xn−1s |] ds.
Moltiplicando per e−λt troviamo
E
[
e−λt|Xn+1t −Xnt |p
]
≤ νE
[
e−λt|Xnt −Xn−1t |p
]
+ C
∫ t
0
e−λ(t−s)E
[
e−λs|Xns −Xn−1s |p
]
ds
≤ νE
[
e−λt|Xnt −Xn−1t |p
]
+
C
λ
sup
t∈[0,T ]
E
[
e−λt|Xns −Xn−1s |p
]
(essendo
∫ t
0 e
−λ(t−s)ds = 1−e
−λt
λ ≤ 1λ) da cui
sup
t∈[0,T ]
E
[
e−λt|Xn+1t −Xnt |p
]
≤
(
ν +
C
λ
)
sup
t∈[0,T ]
E
[
e−λt|Xnt −Xn−1t |p
]
.
Posto αλ := ν +
C
λ , abbiamo dimostrato le aﬀermazioni desiderate.
Passo 3 Vale poi
E
[
sup
t∈[0,T ]
|Xn+1t −Xnt |p
]
≤ Cλ max(ν, αλ)n · n (3.6)
per un'opportuna costante Cλ > 0. Infatti abbiamo dimostrato sopra che
|Xn+1t −Xnt |p ≤ ν|Xn+1t −Xnt |p
+ C
∫ t
0
|Xns −Xn−1s |pds
+ C
∣∣∣∣∫ t
0
(σ(s,Xns )− σ(s,Xn−1s )) dWs
∣∣∣∣p
quindi
sup
t∈[0,T ]
|Xn+1t −Xnt |p ≤ ν sup
t∈[0,T ]
|Xnt −Xn−1t |p
+ C
∫ T
0
|Xns −Xn−1s |pds
+ C sup
t∈[0,T ]
∣∣∣∣∫ t
0
(σ(s,Xns )− σ(s,Xn−1s )) dWs
∣∣∣∣p
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da cui
E
[
sup
t∈[0,T ]
|Xn+1t −Xnt |p
]
≤ νE
[
sup
t∈[0,T ]
|Xnt −Xn−1t |p
]
+ C
∫ T
0
E[|Xns −Xn−1s |p] ds
avendo usato i soliti ragionamenti basati sulla disuguaglianza di Doob. Usando la stima
(3.5) otteniamo
E
[
sup
t∈[0,T ]
|Xn+1t −Xnt |p
]
≤ νE
[
sup
t∈[0,T ]
|Xnt −Xn−1t |p
]
+ CeλTT (αλ)
n−1 sup
t∈[0,T ]
E
[
e−λt|X1t −X0t |p
]
.
Si osservi che, dalla disuguaglianza an+1 ≤ νan + Cαn−1, si deduce
an+1 ≤ νna1 + C
(
νn−1 + νn−2α+ ...+ αn−1
)
≤ max(C, a1) max(ν, α)n−1 · n.
Quindi
E
[
sup
t∈[0,T ]
|Xn+1t −Xnt |p
]
≤ max(C ′, a1) max(ν, αλ)n−1 · n
dove C ′ = CeλTT supt∈[0,T ]E
[
e−λt|X1t −X0t |p
]
, a1 = E
[
supt∈[0,T ] |X1t −X0t |p
]
.
Passo 4 Dalla stima (3.6) discende (prendendo λ tale che αλ < 1) che {Xn· }n è una
successione di Cauchy in Lp(Ω;C([0, T ];Rd)), che è uno spazio di Banach. Esiste quindi
un processo continuo (Xt)t∈[0,T ], con E
[
supt∈[0,T ] |Xt|p
]
<∞, tale che
lim
n→∞E
[
sup
t∈[0,T ]
|Xnt −Xt|p
]
= 0.
Usando la continuità dei coeﬃcienti ed alcuni argomenti elementari sulla dipendenza
continua degli integrali in gioco, si veriﬁca che Xt soddisfa l'equazione integrale (3.2).
Passo 5 L'unicità (punto (ii)) discende dalla stima (3.4), quindi basta dimostrare
quella. Vale
X1t −X2t =X10 −X20 + U(0, X10 )− U(0, X20 ) + U(t,X2t )− U(t,X1t )∫ t
0
(b(s,X1s )− b(s,X2s )) ds+
∫ t
0
(σ(s,X1s )− σ(s,X2s )) dWs
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Dunque
|X1t −X2t | ≤|X10 −X20 |+ |U(0, X10 )− U(0, X20 )|+ |U(t,X2t )− U(t,X1t )|
+
∫ t
0
|b(s,X1s )− b(s,X2s )|ds+
∣∣∣∣∫ t
0
(σ(s,X1s )− σ(s,X2s ))dWs
∣∣∣∣ .
Sfruttando di nuovo la disuguaglianza di Young
|X1t −X2t |p ≤ (1 + ε)|U(t,X2t )− U(t,X1t )|p
+ C ′ε|X10 −X20 |p + C ′ε|U(0, X10 )− U(0, X20 )|p
+ C ′ε
∫ t
0
|b(s,X1s )− b(s,X2s )|pds
+ C ′ε
∣∣∣∣∫ t
0
(σ(s,X1s )− σ(s,X2s )) dWs
∣∣∣∣p
dove abbiamo utilizzato la disuguaglianza di Jensen (essendo p ≥ 1) per il quarto
addendo. Sfruttando la lipschitzianità di U troviamo
|X1t −X2t |p ≤ (1 + ε)ηp|X2t −X1t |p
+ C ′ε|X10 −X20 |p + C ′εηp|X10 −X20 |p
+ C ′ε
∫ t
0
|b(s,X1s )− b(s,X2s )|pds
+ C ′ε
∣∣∣∣∫ t
0
(σ(s,X1s )− σ(s,X2s )) dWs
∣∣∣∣p
e quindi
(1− (1 + ε)ηp)|X1t −X2t |p ≤ C ′ε|X10 −X20 |p + C ′εηp|X10 −X20 |p
+ C ′ε
∫ t
0
|b(s,X1s )− b(s,X2s )|pds
+ C ′ε
∣∣∣∣∫ t
0
(σ(s,X1s )− σ(s,X2s )) dWs
∣∣∣∣p
Preso ε > 0 tale che (1 + ε)ηp < 1 (così da avere 1− (1 + ε)ηp > 0), troviamo
|X1t −X2t |p ≤
C ′ε
1− (1 + ε)ηp (1 + η
p)|X10 −X20 |p
+
C ′ε
1− (1 + ε)ηp
∫ t
0
|b(s,X1s )− b(s,X2s )|pds
+
C ′ε
1− (1 + ε)ηp
∣∣∣∣∫ t
0
(σ(s,X1s )− σ(s,X2s )) dWs
∣∣∣∣p
≤ C(1 + ηp)|X10 −X20 |p
+ C
∫ t
0
|b(s,X1s )− b(s,X2s )|pds+ C
∣∣∣∣∫ t
0
(σ(s,X1s )− σ(s,X2s )) dWs
∣∣∣∣p
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dove C = C
′ε
1−(1+ε)ηp .
Da un lato, preso u ∈ [0, T ], vale
sup
t∈[0,u]
∫ t
0
|b(s,X1s )− b(s,X2s )|pds ≤ Lp
∫ u
0
|X1s −X2s |pds
Dall'altro, osservando che s 7→ (σ(s,X1s ) − σ(s,X2s )) è un processo di classe M2 (verrà
spiegato poco oltre), per la disuguaglianza di Doob abbiamo
E
[
sup
t∈[0,u]
∣∣∣∣∫ t
0
(σ(s,X1s )− σ(s,X2s )) dWs
∣∣∣∣p
]
≤ CpE
[∫ u
0
||σ(s,X1s )− σ(s,X2s )||pHS ds
]
≤ CpLp
∫ u
0
E[|X1s −X2s |p] ds.
Pertanto, rinominando con C ogni costante,
E
[
sup
t∈[0,u]
|X1t −X2t |p
]
≤ CE[|X10 −X20 |p] + C
∫ u
0
E[|X1s −X2s |p] ds
≤ CE[|X10 −X20 |p] + C
∫ u
0
sup
r∈[0,s]
E[|X1r −X2r |p] ds
e quindi, per il Lemma di Gronwall applicato alla funzione u 7→ E
[
supt∈[0,u] |X1t −X2t |p
]
,
abbiamo
E
[
sup
t∈[0,u]
|X1t −X2t |p
]
≤ CeCuE[|X10 −X20 |p] ≤ CeCTE[|X10 −X20 |p].
per ogni u ∈ [0, T ]. Da questo discende la stima (3.4) ed anche l'unicità per traiettorie.
Resta da veriﬁcare che s 7→ σ(s,Xis), i = 1, 2, è un processo di classe M2. Questo deriva,
ricordando che ||σ(t, x)||2HS ≤ C(1 + |x|2), dalle disuguaglianze
E
[∫ T
0
||σ(s,Xis)||2HS ds
]
≤ CE
[∫ T
0
(
1 + |Xis|2
)
ds
]
= CT + CE
[∫ T
0
|Xis|2ds
]
<∞.
La dimostrazione è completa.
3.1.2 L'equazione con drift hölderiano
Esaminiamo ora l'equazione (3.1) supponendo:
1. (Ω,F , (Ft)t∈[0,T ], P, (Wt)t∈[0,T ]) assegnato
2. X0 v.a. in Rd misurabile rispetto F0
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3. f : [0, T ]× Rd → Rd funzione continua e limitata
4. che esistano α ∈ (0, 1) ed M > 0 tali che
|f(t, x)− f(t, y)| ≤M |x− y|α
per ogni t ∈ [0, T ] e x, y ∈ Rd.
Indichiamo con Cαb (Rd) lo spazio delle funzioni continue e limitate g : Rd → R tali che
[g]α := sup
x 6=y
|g(x)− g(y)|
|x− y|α <∞
munito della norma
||g||α := [g]α + sup
x∈Rd
|g(x)|.
Useremo analoghe notazioni per Cαb
(
Rd;Rd
)
, spazio di campi vettoriali g : Rd → Rd. Le
due ipotesi 3 e 4 si possono leggere come
f ∈ C
(
[0, T ];Cαb
(
Rd;Rd
))
.
Introduciamo un'equazione alle derivate parziali fortemente collegata all'equazione (3.1):
∂U
∂t
+
1
2
∆U + f · ∇U = −f + λU
U(T, x) = 0
(3.7)
dove l'incognita U : [0, T ] × Rd → Rd dovrà essere derivabile una volta in t e due volte
in x. Il simbolo ∆U va inteso per componenti: ∆U : [0, T ] × Rd → Rd ha componente
i-esima data da
(∆U)i = ∆(U i).
Analogamente f · ∇U va inteso per componenti:
(f · ∇U)i = f · ∇(U i) =
d∑
j=1
f j
∂U i
∂xj
.
L'equazione sopra scritta è quindi più propriamente un sistema di equazioni, disaccop-
piate. Si tratta di un'equazione parabolica all'indietro. Vale il seguente teorema, che è
una generalizzazione del Teorema 1.2.2.
Teorema 3.1.2. Sia f ∈ C ([0, T ];Cαb (Rd;Rd)) e λ ∈ R. Esiste una ed una sola
soluzione U tale che
U,
∂U
∂t
, ∂xjU,∆U ∈ C
(
[0, T ];Cαb
(
Rd;Rd
))
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per j = 1, . . . , d.
Inoltre, per λ > 0 abbastanza grande,
|U(t, x)− U(t, y)| ≤ 1
2
|x− y|
per ogni t ∈ [0, T ] e x, y ∈ Rd.
Vediamo come usare questo teorema. La funzione U soddisfa le ipotesi della formula
di Itô (cioè U ∈ C1,2), quindi, se X è soluzione dell'equazione (3.1), vale
dU(t,Xt) =
∂U
∂t
(t,Xt) dt+∇U(t,Xt) · dXt + 1
2
∆U(t,Xt) d[X]t
=
(
∂U
∂t
+
1
2
∆U + f · ∇U
)
(t,Xt) dt+∇U(t,Xt) · dWt
= (−f + λU)(t,Xt) dt+∇U(t,Xt) · dWt
dove all'ultimo passaggio abbiamo usato l'equazione per U . In forma integrale, riordi-
nando i termini,∫ t
0
f(s,Xs) ds = U(0, X0)− U(t,Xt) +
∫ t
0
λU(s,Xs) ds+
∫ t
0
∇U(s,Xs) · dWs.
Pertanto, se X è una soluzione dell'equazione (3.1), dovendo soddisfare
Xt = X0 +
∫ t
0
f(s,Xs) ds+Wt,
essa soddisferà anche
Xt = X0 + U(0, X0)− U(t,Xt) +
∫ t
0
λU(s,Xs) ds+
∫ t
0
(∇U(s,Xs) + I) · dWs (3.8)
che è un'equazione del tipo (3.2), con
b(t, x) = λU(t, x)
σ(t, x) = ∇U(t, x) + I.
Le funzioni U , b, σ soddisfano le ipotesi scritte all'inizio della Sezione 3.1.1. Quindi
deduciamo il seguente
Teorema 3.1.3. Per l'equazione (3.1), sotto le ipotesi elencate all'inizio di questa se-
zione, vale l'unicità per traiettorie, la dipendenza continua dai dati iniziali e l'esistenza
forte. Inoltre, la famiglia di v.a. {Xt(x) : t ∈ [0, T ], x ∈ Rd} possiede una modiﬁcazione
congiuntamente continua, che indichiamo con X˜t(x). Fissato t ∈ [0, T ], per quasi ogni
ω, l'applicazione x 7→ X˜t(ω, x) è di classe Cαloc per ogni α ∈ (0, 1).
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Dimostrazione. Iniziamo con l'unicità. Se abbiamo due soluzioni deﬁnite sulla stessa
base stocastica, esse sono anche soluzioni dell'equazione (3.8) e quindi coincidono per la
Proposizione 3.1.1. Analogamente, una volta stabilita l'esistenza forte, detta Xt(x) la
soluzione con dato iniziale x dell'equazione (3.1), siccome essa è soluzione dell'equazione
(3.8), valgono le stime di dipendenza dai dati iniziali stabilite nella Proposizione 3.1.1.
Vediamo l'esistenza. Sappiamo che esiste una soluzione dell'equazione (3.8). Però, passa-
re a ritroso dall'equazione (3.8) all'equazione (3.1) non è facile, anche se possibile. Allora
un ragionamento che si può fare è il seguente. Si dimostra, utilizzando il Teorema di
Girsanov, che l'equazione (3.1) ha almeno una soluzione debole, quando f è misurabile
limitata(vedi Teorema 1.3.10). Inoltre abbiamo appena dimostrato l'unicità per traietto-
rie. Usando il Teorema di Yamada-Watanabe 1.3.11, si deduce che esiste una soluzione
forte.
Si consideri ora la famiglia di v.a. {ω 7→ X·(ω, x) : x ∈ Rd} a valori nello spazio di
Banach C
(
[0, T ];Rd
)
, munito della norma uniforme ‖ · ‖∞. Vale (grazie all'aﬀermazione
iii) della Proposizione 3.1.1)
E[‖X·(x)−X·(x)‖p∞] ≤ |x− y|p
e quindi, per la versione a valori in spazi di Banach del Teorema di Kolmogorov di
regolarità dei processi (la cui dimostrazione è uguale a quella del caso a valori reali), esiste
una versione continua in x, cioè una famiglia di v.a. X˜·(x) a valori in C([0, T ];Rd) tali
che X˜·(x) = X·(x) q.c. in ω per ogni x ∈ Rd e x 7→ X˜·(x) continua da Rd in C([0, T ];Rd)
q.c. Ma la continuità di x 7→ X˜·(x) da Rd in C([0, T ];Rd) implica la continuità congiunta
di (x, t) 7→ X˜·(x). L'ultima aﬀermazione sull'hölderianità della mappa x 7→ X˜t(x, ω) si
può dedurre dalla disuguaglianza
E[|Xt(x)−Xt(y)|p] ≤ Cp|x− y|p
a t ﬁssato e dal Teorema di Kolmogorov, che stabilisce la γ-hölderianità della mo-
diﬁcazione per ogni γ < p−1p ; ma p è arbitrario e si conclude con un ragionamento
standard.
3.1.3 Il ﬂusso stocastico
Il Teorema 3.1.3 permette in particolare di dimostrare esistenza e hölderianità del cosid-
detto ﬂusso stocastico.
Deﬁnizione 3.1.4. Chiamiamo ﬂusso stocastico associato ad una SDE un'applicazione
(t, x, ω) 7→ ϕt(x, ω) deﬁnita da [0, T ]× Rd × Ω a valori in Rd, tale che
1. per ogni x ∈ Rd, il processo Xx = {Xxt : t ∈ [0, T ]} deﬁnito come Xxt = ϕt(x) sia
una soluzione della SDE con condizione iniziale x;
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2. P -quasi certamente ϕt(x) è continua in (t, x) per ogni t ∈ [0, T ].
Osservazione 3. Speciﬁchiamo che la deﬁnizione di ﬂusso stocastico può essere data più
in generale in modo che prenda come argomento anche un tempo s. In questo caso
ϕs,t(x) rappresenterebbe la soluzione della SDE che parte al tempo s da x, considerata
al tempo t e dovrebbe soddisfare l'ulteriore condizione ϕs,t(x) = ϕu,t(ϕs,u(x)) q.c. per
ogni t ∈ [s, T ], e ϕs,s(x) = x.
Abbiamo dunque il seguente
Teorema 3.1.5. Esiste un ﬂusso stocastico α-hölderiano per ogni α ∈ (0, 1) associato
all'equazione (3.1).
Dimostrazione. Basta deﬁnire il ﬂusso ϕt(x) = X˜t(x) dove X˜ è la modiﬁcazione del
Teorema 3.1.3.
3.1.4 Diﬀerenziabilità rispetto ai dati iniziali
Sia Xxt la soluzione della SDE (3.1) con drift hölderiano, di dato iniziale x, calcolata al
tempo t. In questa sezione mostreremo che l'applicazione
Rd → L2(Ω;Rd)
x 7−→ Xxt
è diﬀerenziabile secondo Gateau, cioè che
∀h ∈ Rd ∃ lim
ε→0
1
ε
(
Xx+εht −Xxt
)
in L2(Ω;Rd),
o in altre parole che, per ogni h ∈ Rd, esiste un processo ηt(x, h) tale che
lim
ε→0
E
[∣∣∣∣1ε (Xx+εht −Xxt )− ηt(x, h)
∣∣∣∣2
]
= 0.
Abbiamo già visto che una soluzione X dell'equazione (3.1) soddisfa anche l'equazione
integrale
Xt = X0 + U(0, X0)− U(t,Xt) +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs
dove U è la soluzione della PDE di Kolmogorov associata ad f , b = λU e σ = ∇U + I.
E' suﬃciente provare quindi che la diﬀerenziabilità sopra deﬁnita vale per una soluzione
dell'equazione integrale. Assumiamo dunque cheXxt sia soluzione dell'equazione integrale
con condizione iniziale x. Presi x, h ∈ Rd, ε > 0, e posto
ηεt (x, h) =
Xx+εht −Xxt
ε
,
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abbiamo che
ηεt (x, h) =h+
U(0, Xx+εh0 )− U(0, Xx0 )
ε
− U(t,X
x+εh
t )− U(t,Xxt )
ε
+
∫ t
0
b(s,Xx+εhs )− b(s,Xxs )
ε
ds+
∫ t
0
σ(s,Xx+εhs )− σ(s,Xxs )
ε
dWs.
Abbiamo il seguente
Teorema 3.1.6. Esiste un processo ηt(x, h) tale che, per ogni x, h ∈ Rd, t ∈ [0, T ],
ηεt (x, h)→ ηt(x, h) in L2(Ω;Rd).
Dimostrazione. Passo 1 Rinominiamo ηt(x, h) con ηt e ηεt (x, h) con η
ε
t . Sia ηt la soluzione
matriciale, unica, di quadrato integrabile, dell'equazione
ηt = h+∇U(0, x) · h−∇U(t,Xxt ) · ηt +
∫ t
0
Db(s,Xxs ) · ηs ds+
∫ t
0
Dσ(s,Xxs ) · ηs dWs
(3.9)
su [0, T ]. Ci sono vari modi di stabilire questo risultato di esistenza e unicità; uno di
questi verrà spiegato nel Passo 2.
Posto rεt = η
ε
t − ηt, vogliamo dimostrare che rεt → 0 in L2(Ω;Rd). Calcoliamo
rεt =
(
U(0, Xx+εh0 )− U(0, Xx0 )
ε
−∇U(0, x) · h
)
−
(
U(t,Xx+εht )− U(t,Xxt )
ε
−∇U(t,Xxt ) · ηt
)
+
(∫ t
0
[
b(s,Xx+εhs )− b(s,Xxs )
ε
−Db(s,Xxs ) · ηs
]
ds
)
+
(∫ t
0
[
σ(s,Xx+εhs )− σ(s,Xxs )
ε
−Dσ(s,Xxs ) · ηs
]
dWs
)
.
Valgono poi le uguaglianze
U(0, Xx+εh0 )− U(0, Xx0 )
ε
=
∫ 1
0
∇U(0, Xα,ε0 (x, h)) dα · h
U(t,Xx+εht )− U(t,Xxt )
ε
=
∫ 1
0
∇U(t,Xα,εt (x, h)) dα · ηεt
b(t,Xx+εht )− b(t,Xxt )
ε
=
∫ 1
0
Db(t,Xα,εt (x, h)) dα · ηεt
σ(t,Xx+εht )− σ(t,Xxt )
ε
=
∫ 1
0
Dσ(t,Xα,εt (x, h)) dα · ηεt
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dove
Xα,εt (x, h) = αX
x+εh
t + (1− α)Xxt .
Quindi
rεt =
(∫ 1
0
∇U(0, Xα,ε0 (x, h)) dα−∇U(0, x)
)
· h
+
(∫ 1
0
∇U(t,Xα,εt (x, h)) dα · ηεt −∇U(t,Xxt ) · ηt
)
+
(∫ t
0
[∫ 1
0
Db(s,Xα,εs (x, h)) dα · ηεs −Db(s,Xxs ) · ηs
]
ds
)
+
(∫ t
0
[∫ 1
0
Dσ(s,Xα,εs (x, h)) dα · ηεs −Dσ(s,Xxs ) · ηs
]
dWs
)
=
(∫ 1
0
∇U(0, Xα,ε0 (x, h)) dα−∇U(0, x)
)
· h
+
∫ 1
0
∇U(t,Xα,εt (x, h)) dα · rεt +
(∫ 1
0
∇U(t,Xα,εt (x, h)) dα−∇U(t,Xxt )
)
· ηt
+
∫ t
0
∫ 1
0
Db(s,Xα,εs (x, h)) dα · rεs ds+
∫ t
0
(∫ 1
0
Db(s,Xα,εs (x, h)) dα−Db(s,Xxs )
)
· ηs ds
+
∫ t
0
∫ 1
0
Dσ(s,Xα,εs (x, h)) dα · rεs ds+
∫ t
0
(∫ 1
0
Dσ(s,Xα,εs (x, h)) dα−Dσ(s,Xxs )
)
· ηs dWs.
Sfruttando la seguente disuguaglianza di Young
(a1 + · · ·+ an)2 ≤ (1 + )a21 + Ca22 + · · ·+ Ca2n per ogni a1, . . . , an,  > 0,
otteniamo che
E
[|rεt |2] ≤ 1 + 2 E [|rεt |2]+ C C
∫ t
0
E
[|rεs|2] ds+ C C [R∇U0 +R∇U +Rb +Rσ]
dove
R∇U0 = R∇U0(x, h, ε) = E
[∣∣∣∣∫ 1
0
∇U(0, Xα,ε0 (x, h))dα−∇U(0, x)
∣∣∣∣2 |h|2
]
R∇U = R∇U (x, h, ε) = E
[∣∣∣∣∫ 1
0
∇U(t,Xα,εt (x, h))dα−∇U(t,Xxt )
∣∣∣∣2 |ηt|2
]
Rb = Rb(x, h, ε) =
∫ T
0
E
[∣∣∣∣∫ 1
0
Db(s,Xα,εs (x, h))dα−Db(s,Xxs )
∣∣∣∣2 |ηs|2
]
ds
Rσ = Rσ(x, h, ε) =
∫ T
0
E
[∣∣∣∣∫ 1
0
Dσ(s,Xα,εs (x, h))dα−Dσ(s,Xxs )
∣∣∣∣2 |ηs|2
]
ds.
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Infatti abbiamo usato: per il primo termine il fatto che |∇U | < 12 per λ abbastanza
grande; per il secondo termine la limitatezza di ∇U , Db, Dσ (vedi Teorema 3.1.2); per
il terzo la disuguaglianza di Cauchy-Schwartz per l'integrale in ds e la disuguaglianza di
Doob per l'integrale stocastico.
Fissando  < 1 abbiamo che 1 − 1+2 > 0, dunque possiamo portare a sinistra della
disuguaglianza sopra il termine 1+2 E[|rεt |2] e dividere per 1− 1+2 , ottenendo
E
[|rεt |2] ≤ C˜ ∫ t
0
E
[|rεs|2] ds+ C˜ [R∇U0 +R∇U +Rb +Rσ] .
Quindi, per il Lemma di Gronwall,
E
[|rεt |2] ≤ C˜(R∇U0 +R∇U +Rb +Rσ)eC˜T .
Mostriamo ad esempio che limε→0Rb(x, h, ε) = 0; lo stesso vale per R∇U0 , R∇U , Rσ e
da ciò discende la tesi del Passo 1. Dalla deﬁnizione di Xα,εt (x, h) e dalla proprietà di
ﬂusso stocastico sappiamo che limε→0X
α,ε
t (x, h) = X
x
t quasi certamente. Ne discende,
ricordando che Db è continuo e limitato, che
lim
ε→0
∫ 1
0
Db(s,Xα,εs ) dα = Db(s,X
x
s ) q.c.
Pertanto
lim
ε→0
∣∣∣∣∫ 1
0
Db(s,Xα,εs ) dα−Db(s,Xxs )
∣∣∣∣2 |ηs|2 = 0
q.c. in (ω, s), da cui discende limε→0Rb(x, h, ε) = 0 per il Teorema di convergenza do-
minata, essendo Db limitato e |ηs|2 integrabile in (ω, s). L'integrabilità di |ηs|2 deriva
dal fatto che, come per le SDE usuali, si dimostra che la soluzione ηt è di potenza p
integrabile (per ogni p ≥ 2) in (ω, t), uniformemente in t.
Passo 2 Rimane da provare esistenza e unicità di una soluzione ηt di quadrato integra-
bile dell'equazione (3.9). Una tecnica è quella di seguire le stesse linee della dimostrazione
della Proposizione 3.1.1 (che trattava l'equazione integrale ausiliaria). E' necessario pe-
rò, per ripetere gli stessi passaggi della Proposizione 3.1.1, che i coeﬃcienti della nuova
equazione (3.9)
U(t, ω, η) = −∇U(t,Xxt (ω)) · η
β(t, ω, η) = Db(t,Xxt (ω)) · η = λ∇U(t,Xxt (ω)) · η
Γ(t, ω, η) = Dσ(t,Xxt (ω)) · η = D2U(t,Xxt (ω)) · η
soddisﬁno le seguenti condizioni:
i) β ◦ η ∈ Λ1ω cioè P (
∫ T
0 ‖β(t, ω, ηt(ω))‖dt <∞) = 1
Γ ◦ η ∈ Λ2ω cioè P (
∫ T
0 ‖Γ(t, ω, ηt(ω))‖2dt <∞) = 1
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ii) U , β e Γ siano lipschitziane in η uniformemente rispetto a (t, ω) e la costante di
lipschitz di U appartenga all'intervallo (0, 1)
iii) β, così come U e Γ, sia tale che
|β(t, ω, η)| ≤ C(1 + |η|)
Le condizioni i), ii) e iii) sono soddisfatte grazie alle proprietà della funzione U fornite
dal Teorema 3.1.2. Ad esempio per β abbiamo che
i) se ηt è continua, β ◦ η ∈ Λ1ω poichè β(t, ω, ηt(ω)) è continua rispetto a t,
ii) |β(t, ω, η′)− β(t, ω, η′′)| ≤ λ‖∇U‖∞|η′ − η′′|,
iii) |β(t, ω, η)| ≤ λ‖∇U‖∞|η|.
3.2 Estensione al caso con drift Lqp
Ci proponiamo di dimostrare l'unicità forte per l'equazione additiva (3.1) assumendo solo
condizioni di integrabilità su f :
f ∈ Lq
(
[0, T ];Lp(Rd)
)
per qualche p, q tali che
p, q ≥ 2 e d
p
+
2
q
< 1. (3.10)
Dato che f non è regolare, sottolineiamo che la soluzione X dovrà essere tale che (3.1)
abbia senso, cioè tale che
P
(∫ T
0
‖f(t,Xt)‖ dt <∞
)
= 1.
D'ora in avanti assumeremo che la soluzione per (3.1) esista. La dimostrazione dell'esi-
stenza nel caso f ∈ Lqp esula dagli scopi di questa tesi, e pertanto rimandiamo a Fedrizzi
[2008] (Cap 3) per una trattazione approfondita dell'argomento.
L'idea generale della dimostrazione dell'unicità è analoga a quella con drift hölderiano.
Si considera la PDE (3.7)
∂U
∂t
+
1
2
∆U + f · ∇U = −f + λU
U(T, x) = 0,
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che è chiamata PDE associata alla SDE (3.1), e assumiamo per il momento che tutte
le funzioni siano suﬃcientemente regolari in modo da poter applicare la formula di Itô.
Allora
dU(t,Xt) =
∂U
∂t
(t,Xt) dt+∇U(t,Xt) · dXt + 1
2
∆U(t,Xt) d[X]t
=
∂U
∂t
(t,Xt) dt+∇U(t,Xt) · (f(t,Xt) dt+ dWt) + 1
2
∆U(t,Xt) dt
= λU(t,Xt) dt− f(t,Xt) dt+∇U(t,Xt) · dWt
(3.11)
e quindi, per il nuovo processo
Yt := Xt + U(t,Xt)
abbiamo
dYt = f(t,Xt) dt+ dWt + λU(t,Xt) dt− f(t,Xt) dt+∇U(t,Xt) · dWt
= λU(t,Xt) dt+ (I +∇U(t,Xt)) · dWt.
Si può mostrare che per ogni t ∈ [0, T ] la funzione
x 7→ φt(x) := x+ U(t, x)
è un diﬀeomorﬁsmo. Pertanto da Yt = φt(Xt) otteniamo che Xt = φ
−1
t (Yt) e quindi
dYt = λU
(
t, φ−1t (Yt)
)
dt+
[
I +∇U (t, φ−1t (Yt))] · dWt.
Deﬁnendo
b(t, y) = λU
(
t, φ−1t (y)
)
σ(t, y) = I +∇U (t, φ−1t (y)) (3.12)
possiamo scrivere
dYt = b(t, Yt) dt+ σ(t, Yt) · dWt, t ∈ [0, T ]. (3.13)
L'idea intuitiva è che questa equazione ha coeﬃcienti più regolari della SDE originale.
Pertanto, è più facile provare l'esistenza e l'unicità per traiettorie della soluzione Y
della nuova equazione (3.13). L'ultimo passo consisterà nel trasferire questi risultati
all'equazione originaria (3.1) usando le proprietà di φt.
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3.2.1 Preliminari tecnici
Alcune notazioni
Lqp (T ) = L
q
(
[0, T ];Lp(Rd)
)
Hqα,p (T ) = Lq
(
[0, T ];Wα,p(Rd)
)
Hβ,qp (T ) = W β,q
(
[0, T ];Lp(Rd)
)
Hqα,p(T ) = Hqα,p (T ) ∩H1,qp (T )
Lemma 3.2.1. Sia W xt un processo di Wiener d-dimensionale con condizione iniziale x
al tempo t = 0. Sia f una funzione boreliana non negativa appartenente a Lq
′
p′ per qualche
p′, q′ ∈ [1,∞] tali che
d
p′
+
2
q′
< 2. (3.14)
Allora esistono due costanti positive N e ε dipendenti solo da p′, q′, d tali che per ogni
t > s ≥ 0
sup
x∈Rd
E
[∫ t
s
f(r,W xr−s) dr
]
≤ N(t− s)ε‖f‖
Lq
′
p′
. (3.15)
Dimostrazione. Nella dimostrazione N indicherà varie costanti dipendenti solo da p′, q′,
d. Scriviamo esplicitamente la densità del processo di Wiener e usiamo la disuguaglianza
di Hölder prima rispetto alla variabile spaziale poi rispetto ad r. Siano a = p′, b = q′ e
usiamo a′ e b′ per indicare gli esponenti duali. Dopo un cambio di variabili appropriato
(z = a′y), vediamo che l'ultimo termine della terza riga è la legge di una variabile aleatoria
normale N (0, a′(r − s)):
E
[∫ t
s
f(r,W xr−s) dr
]
=
∫ t
s
(2pi(r − s))− d2
∫
Rd
f(r, x+ y)e
− |y|2
2(r−s)dy dr
≤
∫ t
s
(∫
Rd
fa(r, y) dy
) 1
a
(∫
Rd
(2pi(r − s))a
′d
2 e
−a′|y|2
2(r−s) dy
) 1
a′
dr
= (a′)
d
2a′
∫ t
s
(2pi(r − s))− d2 a
′−1
a′
(∫
Rd
fa(r, y) dy
) 1
a
(∫
Rd
(2pia′(r − s))− d2 e
−a′|y|2
2(r−s) dy
) 1
a′
dr
≤ (a′) d2a′ ‖f‖Lba
(∫ t
s
(2pi(r − s))−b′ d2 a
′−1
a′ dr
) 1
b′
= N‖f‖Lba(t− s)
1− 1
q′− d2p′ .
L'ultima uguaglianza segue da (3.14) dopo aver notato che
d
2a
< 1− 1
b
=
1
b′
=⇒ −b′d
2
a′ − 1
a′
= − d
2a
b′ > −1.
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Osservazione 4. Notiamo che, nel caso di una funzione positiva f della forma f = g2, la
condizione su g diventa g ∈ Lqp con p = 2p′ e q = 2q′. Di conseguenza p, q devono essere
≥ 2 e tali che dp + 2q < 1. Inoltre, lavorando con processi deﬁniti solo ﬁno al tempo T e
funzioni f ∈ Lq′p′ , la (3.15) può essere riscritta come
sup
x∈Rd
E
[∫ t
s
f(r,W xr−s)dr
]
≤ Np′,q′,d,T ‖f‖Lq′
p′ (T )
(3.16)
per 0 ≤ s ≤ t ≤ T .
Lemma 3.2.2 (Lemma di Khas'minskii). Sia W xt un processo di Wiener d-dimensionale
che parte da x al tempo 0. Sia f : Rd → R una funzione boreliana positiva. Supponiamo
che
sup
x∈Rd
E
[∫ T
0
f(s,W xs ) ds
]
= C <∞;
allora
sup
x∈Rd
E
[
e
∫ T
0 f(s,W
x
s )ds
]
<∞.
Proposizione 3.2.3. Siano T ∈ [0,∞) e b ∈ Lqp(T ) con p, q tali che (3.10). Sia inoltre
W xt un processo di Wiener d-dimensionale deﬁnito sullo spazio di probabilità (Ω,F , P )
che inizia dal punto x ∈ Rd al tempo t = 0. Allora
1. per ogni k ∈ R esiste una costante C dipendente solo da k, d, T , p, q e ‖b‖Lqp(T )
tale che
E
[
exp
(
k
∫ T
0
|b(t,W xt )|2dt
)]
≤ C <∞
2. tutti i momenti (positivi e negativi) di
ρ := ρT = exp
(∫ T
0
b(s,W xs ) dW
x
s −
1
2
∫ T
0
|b(s,W xs )|2ds
)
sono ﬁniti.
Proposizione 3.2.4 (Formula di Girsanov). Sia T ∈ [0,∞) e sia f ∈ Lqp(T ) per p, q
tali che (3.10). Sia inoltre (X,W ) una soluzione debole della SDE (3.1). Allora, per ogni
funzione boreliana non negativa g ∈ C0([0, T ];Rd), abbiamo
EP [g(W )] = EP
[
g(X)e−
∫ T
0 f(s,Xs)dWs− 12
∫ T
0 ||f(s,Xs)||2ds
]
(3.17)
e
EP [g(X)] = EP
[
g(W )e
∫ T
0 f(s,Ws)dWs− 12
∫ T
0 ||f(s,Ws)||2ds
]
. (3.18)
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Lemma 3.2.5. Preso T ∈ [0,∞), sia (X,W ) una soluzione debole di (3.1). Sia g ∈
Lqp(T ), dove
p
q +
2
q < 1. Allora, per ogni k ∈ R, esiste una costante C dipendente solo da
k, d, T , p, q, p, q e ‖g‖
Lqp(T )
tale che
E
[
exp
(
k
∫ T
0
|g(t,Xt)|2dt
)]
≤ C <∞.
Dimostrazione. Sia X soluzione della SDE con drift f additivo. Applicando la formula
di Girsanov (3.18) con ρ deﬁnita nella Proposizione 3.2.3, e usando la disuguaglianza di
Hölder otteniamo
E
[
exp
(
k
∫ T
0
|g(t,Xt)|2dt
)]
= E
[
ρ exp
(
k
∫ T
0
|g(t,W xt )|2dt
)]
≤ (E[ρ2]) 12 (E [exp(2k ∫ T
0
|g(t,W xt )|2dt
)]) 1
2
.
Ora le due aﬀermazioni della Proposizione 3.2.3 implicano che l'ultimo termine è ﬁnito,
quindi la prova è completa.
Lemma 3.2.6. Sia Yt un processo stocastico tale che
E
[
eλ
∫ T
0 |Yt|2dt
]
<∞ ∀λ > 0.
Allora
E
[
ρk
]
<∞
per ogni k ∈ N, dove
ρ = exp
(
±
∫ T
0
Yt dWt − 1
2
∫ T
0
|Yt|2dt
)
.
Dimostrazione. Per ogni k ∈ R e α > 0 abbiamo
E
[
ρk
]
= E
[
e±
∫ T
0 kYtdWt−k 12
∫ T
0 |Yt|2dt
]
= E
[
e±
∫ T
0 kYtdWt−α
∫ T
0 |Yt|2ds+(α− k2 )
∫ T
0 |Yt|2ds
]
≤ E
[
e±
∫ T
0 2kYtdWt− 2α4k2
∫ T
0 |2kYt|2ds
] 1
2 · E
[
e2(α−
k
2 )
∫ T
0 |Yt|2ds
] 1
2 ≤ ∞.
Infatti, prendendo α = k2, essendo soddisfatta la condizione di Novikov (Lemma 1.3.5)
per Y¯t = 2kYt, otteniamo che
E
[
e±
∫ T
0 2kYtdWt− 2α4k2
∫ T
0 |2kYt|2ds
]
= E
[
e±
∫ T
0 Y¯tdWt− 12
∫ T
0 |Y¯t|2ds
] 1
2
= 1,
mentre
E
[
e2(α−
k
2 )
∫ T
0 |Yt|2ds
]
≤ ∞
per ipotesi.
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Lemma 3.2.7. Siano p, q ∈ (1,∞), T ∈ (0,∞) e u ∈ Hq2,p(T ). Abbiamo:
1. Se dp +
2
q < 2 allora u(t, x) è una funzione continua, limitata e hölder su [0, T ]×Rd.
Più precisamente, per ogni ε, δ ∈ (0, 1] che soddisfano
ε+
d
p
+
2
q
< 2, 2δ +
d
p
+
2
q
< 2
esiste una costante N , che dipende solo da p, q, ε, δ, tale che per ogni s, t ∈ [0, T ] e
x, y ∈ Rd, x 6= y abbiamo
|u(t, x)− u(s, x)| ≤ N |t− s|δ‖u‖1−
1
q
−δ
Hq2,p(T )
∥∥∥∥∂u∂t
∥∥∥∥ 1q+δ
Lqp(T )
(3.19)
|u(t, x)|+ |u(t, x)− u(t, y)||x− y|ε ≤ NT
− 1
q
(
‖u‖Hq2,p(T ) + T
∥∥∥∥∂u∂t
∥∥∥∥
Lqp(T )
)
(3.20)
2. Se dp +
2
q < 1 allora ∇u(t, x) è continuo e hölderiano su [0, T ] × Rd, precisamente
per ogni ε ∈ (0, 1) che soddisfa
ε+
d
p
+
2
q
< 1
esiste una costante N , che dipende solo da p, q, ε, tale che per ogni s, t ∈ [0, T ] e
x, y ∈ Rd, x 6= y, le diseguaglianze (3.19) e (3.20) valgono con ∇u al posto di u al
primo membro e δ = ε2 .
Teorema 3.2.8. Presi p, q > 1 tali che valga (3.10) e λ > 0, consideriamo la fun-
zione (h, f)(t, x) : Rd+1 → Rd ∈ Lqp(T ). Allora in Hq2,p(T ) esiste un'unica soluzione
dell'equazione
∂u
∂t
+
1
2
∆u+ h · ∇u− λu+ f = 0
u(T, x) = 0
(3.21)
Per questa soluzione esiste una costante N che dipende solo da d, p, q, T, λ e ||h||Lqp(T )
tale che
||u||Hq2,p(T ) =
∥∥∥∥∂u∂t
∥∥∥∥
Lqp(T )
+ ||u||Hq2,p(T ) ≤ N ||f ||Lqp(T ).
Lemma 3.2.9. Sia uλ la soluzione di (3.21). Allora
sup
t∈[0,T ]
||∇uλ(t)||L∞(Rd) → 0 per λ→ +∞
58 CAPITOLO 3. EQUAZIONE STOCASTICA
Lemma 3.2.10. Per λ abbastanza grande, tale che
sup
t∈[0,T ]
||∇uλ(t)||L∞(Rd) <
1
2
,
valgono le seguenti aﬀermazioni:
1. uniformemente in t ∈ [0, T ], φλ(t, ·) ha derivate prime limitate, globalmente conti-
nue e hölderiane;
2. φλ(t, ·) è un diﬀeomorﬁsmo C1 per ogni t ∈ [0, T ];
3. φ−1λ (t, ·) ha derivate spaziali prime limitate, uniformemente in t;
4. φλ e φ
−1
λ (t, ·) sono continue in (t, x).
Teorema 3.2.11 (Formula di Itô). Siano p, q ∈ (1,∞) numeri reali tali che dp + 2q < 1
e u ∈ Hq2,p. Sia X soluzione della SDE (3.1). Allora con probabilità uno vale per ogni
t ∈ [0, T ] la (3.11).
Dimostrazione. Dobbiamo mostrare che, con probabilità uno, vale, per ogni 0 ≤ s ≤ t ≤
T ,
u(t,Xt) = u(s,Xs) +
∫ t
s
∇u(r,Xr) dWr
+
∫ t
s
[
∂u
∂t
(r,Xr) +
1
2
∆u(r,Xr) + b(r,Xr) · ∇u(r,Xr)
]
dr.
Questa si ottiene subito approssimando u con funzioni C∞, usando la stima
E
[∫ T
0
|f(r,Xr)| dr
]
≤ N ||f ||Lqp(T ) ≤ N ||f ||Hq2,p(T ), (3.22)
il Lemma 3.2.7 e la continuità di ∇u. La stima (3.22) si ottiene facilmente applicando la
formula di Girsanov, e successivamente la disuguaglianza di Cauchy-Schwartz, a (3.16).
Notiamo che non importa quale versione di ∂u∂t , ∆u e ∇u prendiamo, gli integrali di
(∂u∂t ,∆u,∇u)(r,Xr) su [s, t] rimangono uguali quasi ovunque in quanto, per la (3.22),
abbiamo che E
[∫ T
0 |f(r,Xr)| dr
]
= 0 se quasi certamente f = 0.
Regolarità di b e σ Per λ suﬃcientemente grande si può dimostrare che b e σ sono
limitate. Inoltre
b ∈ C([0, T ];C(Rd)) ∩B([0, T ];C1(Rd)), σ ∈ C([0, T ];C(Rd)) ∩ Lq([0, T ];W 1,p(Rd)).
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3.2.2 Esistenza e unicità forte per la nuova SDE
Esistenza forte Data la regolarità dei coeﬃcienti b¯ e σ¯, l'esistenza debole è un risultato
che segue direttamente da un noto Teorema di Stroock and Varadhan [1979] ponendo
b := b¯ e a := σ¯ · σ¯T . Grazie al Teorema di Yamada-Watanabe, data l'unicità forte (che
dimostriamo nel prossimo paragrafo), si deduce l'esistenza forte.
Unicità forte
Lemma 3.2.12. Siano Y 1 e Y 2 due soluzioni della SDE trasformata (3.13). Allora
esiste un processo continuo, adattato, crescente At tale che A0 = 0, E[AT ] < ∞ e per
ogni t ∈ [0, T ] ∫ t
0
||σ(s, Y 1s )− σ(s, Y 2s )||2ds =
∫ t
0
||Y 1s − Y 2s ||2dAs. (3.23)
Dimostrazione. Per deﬁnizione di σ, la parte a sinistra di (3.23) può essere riscritta come∫ t
0
||∇u (s, φ−1s (Y 1s ))−∇u (s, φ−1s (Y 2s )) ||2ds = ∫ t
0
||∇u(s,X1s )−∇u(s,X2s )||2ds,
dove Xit = φ
−1
t (Y
i
t ). Osserviamo che, in generale, il processo At non è unico, dal mo-
mento che può essere arbitrariamente deﬁnito sull'insieme {Y 1s = Y 2s } = {X1s = X2s }.
Consideriamo il più piccolo, che è dato da
At :=
∫ t
0
I{Y 1s 6=Y 2s }
||∇u(s,X1s )−∇u(s,X2s )||2
|Y 1s − Y 2s |2
ds
=
∫ t
0
I{X1s 6=X2s }
||∇u(s,X1s )−∇u(s,X2s )||2
|X1s −X2s |2
|X1s −X2s |2
|φ(s,X1s )− φ(s,X2s )|2
ds
≤ 4
∫ t
0
I{X1s 6=X2s }
||∇u(s,X1s )−∇u(s,X2s )||2
|X1s −X2s |2
ds.
L'ultima disuguaglianza segue dal fatto che λ è stato scelto tale che |∇φ(s, ·)| = |I +
∇u(s, ·)| ≥ 12 . Tutto ciò ha senso se il membro a destra è ﬁnito. Quindi, per provare il
lemma, dobbiamo mostrare solo che
E
[∫ T
0
I{X1s 6=X2s }
||∇u(s,X1s )−∇u(s,X2s )||2
|X1s −X2s |2
ds
]
≤ Cu, (3.24)
dove Cu è una costante dipendente da ||u||Hq2,p(T ). Noi proveremo che Cu = N ||u||2Hq2,p(T ).
Per il Lemma 3.2.7 (in particolare dalla (3.20) applicata a ∇u), se un → u in Hq2,p(T ),
allora ∇un → ∇u uniformemente in [0, T ]× Rd e le funzioni positive
fn(t, ω) := I{X1s 6=X2s }
||∇un(t,X1t )−∇un(t,X2t )||2
|X1t −X2t |2
(3.25)
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convergono uniformemente a
f(t, ω) := I{X1s 6=X2s }
||∇u(t,X1t )−∇u(t,X2t )||2
|X1t −X2t |2
(3.26)
in [0, T ]×Ω. Ricordando il Lemma di Fatou, concludiamo che è suﬃciente provare (3.24)
per u ∈ C∞c ([0, T ]× Rd) (dopo aver osservato che le costanti Cun = N ||un||2Hq2,p(T ) siano
equilimitate da N ||u||2
Hq2,p(T )
). In quel caso abbiamo
∇u(s,X1s )−∇u(s,X2s ) = (X1s −X2s )j
∫ 1
0
∂j∇u
(
s, rX1s + (1− r)X2s
)
dr.
Quindi la parte a sinistra di (3.24) è minore di una costante, dipendente dalla dimensione
dello spazio, moltiplicata
∫ 1
0
E
[∫ T
0
|∇2u (s, rX1s + (1− r)X2s ) |2ds] dr,
dove
rX1t + (1− r)X2t = z +
∫ t
0
[
rb(s,X1s ) + (1− r)b(s,X2s )
]
ds+Wt
e z = rX10 + (1− r)X20 .
Fissato k ∈ R, per convessità (prima della funzione | · |2, poi di exp(k·)) vale
E
[
exp
(
k
∫ T
0
|rb(s,X1s ) + (1− r)b(s,X2s )|2ds
)]
≤ rE
[
exp
(
k
∫ T
0
|b(s,X1s )|2ds
)]
+ (1− r)E
[
exp
(
k
∫ T
0
|b(s,X2s )|2ds
)]
,
(3.27)
e il Lemma 3.2.5 aﬀerma che il membro a destra è ﬁnito. Ora, per ogni r ∈ [0, T ] sia
bt := rb(t,X
1
t ) + (1− r)b(t,X2t ), e deﬁniamo
ρ := exp
(
−
∫ T
0
btdWt − 1
2
∫ T
0
|bt|2dt
)
.
Dato che il membro a sinistra di (3.27) è ﬁnito, tutti i momenti positivi e negativi di ρ
sono ﬁniti grazie al Lemma 3.2.6. Osserviamo che (3.27) è la condizione di Novikov per
ρ, quindi ρ è una martingala e E[ρ] = 1. Quindi, usando la disuguaglianza di Hölder per
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α > 1 e la formula di Girsanov (3.17) (che posso usare perché ρ è una densità), otteniamo
E
[∫ T
0
|∇2u (s, rX1s + (1− r)X2s ) |2ds]
= E
[
ρ−
1
α ρ
1
α
∫ T
0
|∇2u(s, rX1s + (1− r)X2s )|2ds
]
≤M
(
E
[
ρ
∫ T
0
|∇2u (s, rX1s + (1− r)X2s ) |2αds]) 1α
= M
(
E
[∫ T
0
|∇2u(s,W zs )|2αds
]) 1
α
≤M ′||(∇2u)2α||
1
α
Lq
′
p′ (T )
Infatti, dal momento che u ∈ Hq2,p, |∇2u| appartiene allo spazio Lqp(T ) con p, q che
soddisfano dp +
2
q < 1. Possiamo prendere quindi α > 1 abbastanza piccolo così che
d
p +
2
q <
1
α e siano 2αp
′ = p, 2αq′ = q. L'ultima disuguaglianza segue ora dal Lemma
3.2.1 se poniamo f := |∇2u|2α ∈ Lq′p′(T ) per dp′ + 2q′ < 2. Per la scelta fatta di p′, q′,
vediamo che ||(∇2u)2α||
Lq
′
p′ (T )
= ||∇2u||2α
Lqp(T )
≤ ||u||2α
Hq2,p(T )
. La prova è completa.
Lemma 3.2.13. Sia Y x una soluzione della SDE trasformata (3.13). Allora, per ogni
a ≥ 2 e t ∈ [0, T ]
E[(Y xt )
a] <∞.
Dimostrazione. Dall'equazione che deﬁnisce Yt e dal fatto che b e σ sono limitati, otte-
niamo per ogni t ∈ [0, T ] la stima uniforme
E [(Y xt )
a] ≤ Cd
(
|x|a + E
[∫ t
0
|b(s, Y xs )|ads+
(∫ t
0
σ(s, Y xs )dWs
)a])
≤ C
(
|x|a + E
[
t(||b||sup([0,T ]×Rd))a +
∫ t
0
|σ(s, Y xs )|ads
])
≤ Cd
(
|x|a + t(||b||sup([0,T ]×Rd))a + t(||σ||sup([0,T ]×Rd))a
)
<∞
(3.28)
dove abbiamo utilizzato la disuguaglianza di Doob nel secondo passaggio.
Teorema 3.2.14. Consideriamo due soluzioni Y x, Y y dell'equazione trasformata (3.13),
con condizioni iniziali x e y in t = 0. Sia a ≥ 2 un numero reale. Allora esiste una
costante C > 0 indipendente da x e y tale che per ogni t ∈ [0, T ]
E
[
e−At |Y xt − Y yt |a
] ≤ C|x− y|a. (3.29)
Dimostrazione. Dalla SDE abbiamo
d(Y xs − Y ys ) =
[
b(s, Y xs )− b(s, Y ys )
]
ds+ [σ(s, Y xs )− σ(s, Y ys )] dWs,
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e, applicando la formula di Itô, otteniamo
1
a
d |Y xs − Y ys |a =
〈
b(s, Y xs )− b(s, Y ys ), (Y xs − Y ys )a−1
〉
ds
+
〈
[σ(s, Y xs )− σ(s, Y ys )]dWs, (Y xs − Y ys )a−1
〉
+
a− 1
2
Trace
(
[σ(s, Y xs )− σ(s, Y ys )] [σ(s, Y xs )− σ(s, Y ys )]T
)
(Y xs − Y ys )a−2ds.
Dato che b ha derivate spaziali limitate uniformemente nel tempo, essa è continua e
lipschitziana nello spazio uniformemente nel tempo. Questo verrà usato per stimare il
primo termine della parte di destra. Per il secondo, osserviamo che il Lemma 3.2.13 dice
che
E
[(
(Yt)
a−1)2] <∞,
da cui deduciamo che Y a−1 ∈ M2(0, T ). Quindi, essendo σ limitato, il secondo termine
è il diﬀerenziale della martingala Mt :=
∫ t
0 〈[σ(s, Y xs )− σ(s, Y ys )]dWs, (Y xs − Y ys )a−1〉, che
ha media 0. Per l'ultimo termine, usiamo un processo At che sia
a(a−1)
2 volte quello del
Lemma 3.2.12. Abbiamo ottenuto
d |Y xs − Y ys |a ≤ L |Y xs − Y ys |a ds+ dMs + |Y xs − Y ys |a dAs.
In vista di una più facile applicazione del Lemma di Gronwall, sfruttiamo questa disu-
guaglianza per scrivere
d
(
e−As |Y xs − Y ys |a
)
= −e−As |Y xs − Y ys |a dAs + e−Asd |Y xs − Y ys |a
≤ Le−As |Y xs − Y ys |a ds+ e−AsdMs.
Dopo aver integrato nel tempo e aver preso le speranze, otteniamo
E
[
e−At |Y xt − Y yt |a
] ≤ |x− y|a + L∫ t
0
E
[
e−As |Y xs − Y ys |a
]
ds+ E
[∫ t
0
e−AsdMs
]
.
(3.30)
Possiamo provare che l'ultimo termine è zero. Ricordando infatti che Mt è l'integrale
stocastico rispetto ad un processo di Wiener di un processo M2, è suﬃciente osservare
che il processo e−At ≤ 1. Ma questo è ovvio, dal momento che grazie al Lemma 3.2.12, il
processo At è crescente e positivo. Pertanto segue dalle proprietà dell'integrale stocastico
che anche e−AsdMs è il diﬀerenziale di Itô di una martingala con media 0. Possiamo ora
sfruttare (3.30) e applicare il Lemma di Gronwall alla funzione
v(t) := E
[
e−At |Y xt − Y yt |a
]
ottenendo, per ogni s ∈ [0, T ], la stima
E
[
e−At |Y xt − Y yt |a
] ≤ |x− y|aeLt ≤ |x− y|aeLT
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che è la tesi.
Teorema 3.2.15. Vale l'unicità forte per soluzioni della SDE trasformata (3.13).
Dimostrazione. Vogliamo confrontare le traiettorie che partono da uno stesso punto x di
due soluzioni Y 1 e Y 2. Prendendo a = 2 e x = y nel teorema precedente, abbiamo
E
∣∣e−At |Y 1t − Y 2t |2] ≤ C|x− x|2 = 0.
Ricordiamo che At è un processo crescente e che E[AT ] <∞. Quindi
P (At <∞) ≥ P (AT <∞) = 1.
Dunque
P
(|Y 1t − Y 2t |2 = 0) = 1.
Visto che le traiettorie delle soluzioni sono continue quasi certamente e l'insieme⋃
q∈Q∩[0,T ]
{Y 1q 6= Y 2q }
è trascurabile, abbiamo ottenuto che quasi ogni traiettoria di Y 1 e Y 2 coincide, cioè
l'unicità forte. Il teorema è dimostrato.
3.2.3 La SDE originale: unicità forte
L'unicità per la SDE (3.1) segue facilmente dall'unicità della SDE trasformata (3.13),
sfruttando la corrispondenza tra i processi X e Y stabilita dalle funzioni φt e φ
−1
t .
Teorema 3.2.16. Vale l'unicità forte per soluzioni della SDE originaria (3.1).
Dimostrazione. Procedendo per assurdo, supponiamo che esistano due soluzioni X1 e X2
deﬁnite su uno spazio di probabilità (Ω,F , (Ft)t∈[0,T ], P ). Questo signiﬁca che esiste un
insieme A ⊂ Ω di misura positiva nel quale le traiettorie non coincidono:
∀ω ∈ A ∃x ∈ Rd, t ∈ (0, T ] tc. Xx,1t (ω) 6= Xx,2t (ω).
Prendendo λ come nel Lemma 3.2.10, otteniamo due processi Y 1t = φ(X
1
t ), Y
2
t = φ(X
2
t )
che sono soluzioni di (3.13). Abbiamo appena dimostrato l'unicità forte per l'equazione
trasformata, cioè che quasi certamente
Y 1· = Y
2
· ∀ y ∈ Rd. (3.31)
Ma il Lemma 3.2.10 aﬀerma che φt è un diﬀeomorﬁsmo per ogni t, così, per iniettività,
contraddiciamo la (3.31). Il teorema è dimostrato.
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3.2.4 Hölderianità del ﬂusso rispetto ai dati
In una prima parte dimostreremo per l'equazione trasformata (3.13) l'esistenza di un
ﬂusso stocastico α-hölderiano per α ∈ (0, 1). Successivamente mostreremo che è il ﬂusso
costruito può essere portato indietro tramite la φt alla SDE originale.
Lemma 3.2.17. Sia At il processo costruito nel Lemma 3.2.12, ottenuto dai processi Y xt
e Y yt , soluzioni della SDE (3.13). Allora per ogni k > 0
E
[
ekAT
]
<∞.
Dimostrazione. Le idee di base sono le stesse di quelle del Lemma 3.2.12. Vediamo quindi
che
E
[
ekAT
]
= E
[
exp
(
k
∫ T
0
I{Y 1s 6=Y 2s }
‖∇u(s, Y xs )−∇u(s, Y ys )‖2
|Y 1s − Y 2s |2
ds
)]
≤ E
[
exp
(
4k
∫ T
0
I{X1s 6=X2s }
‖∇u(s,Xxs )−∇u(s,Xys )‖2
|X1s −X2s |2
ds
)]
Rinominando 4k con k ci basta dimostrare che
E
[
exp
(
k
∫ T
0
I{X1s 6=X2s }
‖∇u(s,Xxs )−∇u(s,Xys )‖2
|X1s −X2s |2
ds
)]
≤ Nu <∞, (3.32)
dove Nu è una costante dipendente da d, p, q, T e ‖u‖Hq2,p(T ). Di nuovo, possiamo
approssimare u con una successione {un}n ⊂ C∞c
(
[0, T ]× Rd) e proviamo la stima per
queste funzioni regolari. Deﬁniamo le funzioni fn(t, ω), f(t, x) come in (3.25) e (3.26)
(sono uniformemente convergenti), e usiamo il Lemma di Fatou due volte e la continuità
della funzione esponenziale:
lim inf
n
Nun ≥ lim infn E
[
e
∫ T
0 fn(t,ω)dt
]
≥ E
[
lim inf
n
e
∫ T
0 fn(t,ω)dt
]
= E
[
elim infn
∫ T
0 fn(t,ω)dt
]
≥ E
[
e
∫ T
0 f(t,ω)dt
]
.
Dunque supporremo che u ∈ C∞c
(
[0, T ]× Rd). Usando il teorema fondamentale del
calcolo integrale e la convessità della formula esponenziale, otteniamo che il termine
a sinistra di (3.32) è minore di una costante dipendente dalla dimensione dello spazio
moltiplicata ∫ 1
0
E
[
exp
(
k
∫ T
0
∣∣∇2u (s, rXxs + (1− r)Xys )∣∣2 ds)] dr,
dove
rXxt + (1− r)Xyt = z +
∫ t
0
[rb(s,Xxs ) + (1− r)b(s,Xys )] ds+Wt
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e z = rx + (1 − r)y ∈ Rd. Come nel Lemma 3.2.12, ﬁssato r ∈ [0, 1], deﬁniamo b¯t :=
rb(t,Xxt ) + (1− r)b(t,Xyt ) e
ρ := exp
(
−
∫ T
0
b¯tdWt − 1
2
∫ T
0
|b¯t|2dt
)
,
che ha momenti positivi e negativi ﬁniti e E[ρ] = 1. Pertanto, sfruttando la disugua-
glianza di Hölder per α > 1 e la formula di Girsanov (3.17), otteniamo
E
[
exp
(
k
∫ T
0
∣∣∇2u(s, rXxs + (1− r)Xys )∣∣2 ds)]
= E
[
ρ−1/αρ1/α exp
(
k
∫ T
0
∣∣∇2u(s, rXxs + (1− r)Xys )∣∣2 ds)]
≤ N
(
E
[
ρ exp
(
kα
∫ T
0
∣∣∇2u(s, rXxs + (1− r)Xys )∣∣2 ds)])1/α
= N
(
E
[
exp
(
kα
∫ T
0
∣∣∇2u(s,W zs )∣∣2 ds)])1/α .
Dato che ∇2u ∈ Lqp(T ), tenendo a mente l'Osservazione 4 e applicando il Lemma di
Khas'minskii 3.2.2 alla funzione kα
∣∣∇2u(s,W zs )∣∣2, troviamo la tesi del lemma.
Teorema 3.2.18. Consideriamo due soluzioni Y x, Y y dell'equazione trasformata (3.13),
con condizioni iniziali x e y in t = 0. Sia a ≥ 2 un numero reale. Allora esiste una
costante C > 0 indipendente da x e y tale che per ogni t ∈ [0, T ]
E [|Y xt − Y yt |a] ≤ C|x− y|a. (3.33)
Dimostrazione. E' suﬃciente usare la disuguaglianza di Cauchy-Schwartz e l'equazione
(3.29):
E [|Y xt − Y yt |a]2 = E
[
eAte−At |Y xt − Y yt |a
]2
≤ E [e2At]E [e−2At |Y xt − Y yt |2a] ≤ E [e2At] |x− y|2aeLT .
Ricordando che il processo At è crescente e il Lemma 3.2.17, abbiamo che
E [|Y xt − Y yt |a] ≤ C|x− y|a.
Teorema 3.2.19. La SDE (3.13) ammette un ﬂusso stocastico, che è localmente hölde-
riano per ogni α ∈ (0, 1).
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Dimostrazione. Analogamente a quanto fatto per la SDE con drift hölderiano, applican-
do il Teorema di Kolmogorov, si può provare l'esistenza di una modiﬁcazione Y˜ xt della
soluzione Y xt tale che la mappa ψ(ω)(·, ·) : [0, T ] × Rd → Rd deﬁnita da (t, x) 7→ Y˜ xt
sia continua per quasi ogni ω ∈ Ω. Osserviamo che ψ veriﬁca banalmente la deﬁnizio-
ne di ﬂusso stocastico. Inoltre dal Teorema di regolarità di Kolmogorov otteniamo la
hölderianità, come nella dimostrazione del Teorema (3.1.3).
Per la SDE originale (3.1) abbiamo inﬁne l'analogo teorema.
Teorema 3.2.20. La SDE (3.1) ammette un ﬂusso stocastico, che è localmente hölde-
riano per ogni α ∈ (0, 1).
Dimostrazione. Ricordando che Y yt = φt(X
x
t ) (dove y = φ0(x)), deﬁniamo
ϕt(x)(ω) := φ
−1
t [ψt(φ0(x))(ω)]
e osserviamo che ϕ è il ﬂusso cercato. Innanzitutto segue dalla deﬁnizione che
P (Xxt = ϕt(x)) = 1.
Inoltre, dato che ϕ è la composizione di funzioni continue (φt e φ
−1
t ) e P -q.c. continue
(ψt), è quasi certamente continua in (t, x). Ora grazie al Lemma 3.2.10 sappiamo che
φ−1t ha derivate spaziali prime limitate ed è quindi lipschitziana. Allora vale
E [|Xxt −Xyt |a] = E
[|φ−1t (Y xt )− φ−1t (Y yt )|a]
≤ L · E [|Y xt − Y xt |a] ≤ C|x− y|a
dove abbiamo usato nell'ultimo passaggio la (3.33). Sfruttando il Teorema di regolarità
di Kolmogorov, concludiamo la hölderianità del ﬂusso.
3.3 Esempi di non-unicità per ODE
Inﬁne, come curiosità, facciamo due esempi di mancata unicità per la soluzione di una
equazione diﬀerenziale ordinaria con campo vettoriale hölderiano, nel primo esempio, e
Lp, nel secondo. Sottolineiamo il fatto che, in entrambi i casi, per la SDE relativa con
gli stessi drift avremmo invece unicità della soluzione.
Esempio 1 Consideriamo la funzione b(x) = 2sign(x)
√|x| e la ODE unidimensionale
dXt
dt
= b(Xt), X0 = x0.
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Dal momento che b è C1 per x 6= 0, si può dimostrare che la ODE ha un'unica soluzione
per ogni x0 6= 0. Ma per x0 6= 0 esistono inﬁnite soluzioni. Una è Xt = 0, altre due
sono X
(±)
t = ±t2, e si può mostrare che tutte le altre soluzioni sono uguali a zero in un
intervallo [0, t0] e uguali a ±(t− t0)2 per t ≥ t0.
Osserviamo però che la funzione b(x), a meno di prendere b(x)∧ 1, soddisfa le ipotesi
della Proposizione 3.1.1 poiché è hölderiana e limitata, pertanto la SDE relativa con noise
additivo possiede un'unica soluzione.
Esempio 2 Sia b(x) la funzione di Dirichlet (uguale a 0 su Q e a 1 su R\Q) moltiplicata
IB(0,R) per qualche R > 0.
Per ogni condizione iniziale x0 ∈ Q abbiamo la soluzione minimale X(−)t = x0 e la
massimale X
(−)
t = x0 +t. Da ogni x0 ∈ R\Q abbiamo almeno la soluzione X(+)t = x0 +t.
Ma, da x0 ∈ R \ Q, possiamo considerare anche, per ogni t0 > 0 tale che x0 + t0 ∈ Q,
la soluzione uguale a x0 + t su [0, t0] e uguale alla costante x0 + t0 su [t0,∞). Il tempo
di separazione t0 può essere arbitrariamente piccolo. Quindi, anche a partire da una
x0 ∈ R \Q, non possiamo dire che localmente (cioè su in intervallo [0, ε)) esiste un'unica
soluzione.
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