Spatial Variation of Drivers of Agricultural Abandonment with Spatially Boosted Models  by Schneider, Max et al.
 Procedia Environmental Sciences  27 ( 2015 )  53 – 57 
1878-0296 © 2015 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of Spatial Statistics 2015: Emerging Patterns committee
doi: 10.1016/j.proenv.2015.07.114 
Available online at www.sciencedirect.com
ScienceDirect
Spatial Statistics 2015: Emerging Patterns 
Spatial Variation of Drivers of Agricultural Abandonment with 
Spatially Boosted Models 
Max Schneidera,b*, Gilles Blancharda, Christian Leversb, Tobias Kuemmerleb 
. aInstitute of Mathematics, University of Potsdam, Germany  
. bInstitute of Geography, Humboldt University of Berlin, Germany  
Abstract 
Agricultural abandonment (AA) is a significant land use process in the European Union (EU) and modeling its driving 
factors has great scientific and policy interest. Past studies of drivers of AA in Europe have been limited by their 
restricted geographic regions and their use of traditional statistical methods, which fail to consider the spatial variation 
in both predictors and AA itself. In this study, we implement a modeling framework based on boosted classification 
with spatially-varying terms, choosing the squared loss function and P-splines as base learners for their 
mathematically superior properties. By comparing models containing both constant and spatially-varying coefficients, 
we find telling spatial trends in the relationship between the drivers and AA that can be used to inform international 
policies for agriculture. 
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1. Motivation and Background 
The abandonment of agricultural land is a key process of land use and management over the recent 
history of the European Union. Here, the extent of agricultural land has been declining for numerous 
reasons, e.g., increasing yields on productive lands, conservation policies or urban pull factors [Cramer et 
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al. (2008)]. This shift in land use has both negative and positive effects on, e.g., local biodiversity, carbon 
sequestration, occurrence of fire and cultural changes in rural areas [Benayas et al. (2007), Baumann et 
al. (2011)]. There is thus pressing scientific and policy interest in better understanding the process of 
agricultural abandonment (AA), which stems from improved models of its leading drivers. 
A number of studies have previously modeled AA; however, two key limitations remain. Available 
studies focus on spatially limited regions in Europe, counterintuitive to the many EU-wide regulations and 
programs related to AA [Baumann et al. (2011), Gellrich et al. (2007)]. In addition, the majority of studies 
use basic forms of logistic regression to model the binary response variable (agriculture abandoned or 
not?) with a set of regressors driving the response. This traditional approach ignores the spatial trend that 
inevitably exists both within AA and the corresponding explanatory variables. 
In this study, we identify drivers of agricultural abandonment in a wall-to-wall fashion for the first 27 
member states of the EU (the EU27). Not only do we cover a broader spatial region (and thus, a far larger 
dataset) than previous work, but we also explicitly modelize spatial characteristics of the hypothesized 
drivers and AA itself. For this aim, we build a series of models using a modified form of boosted 
classification as proposed by Hothorn et al. (2011). This results not only in variable selection for the top 
drivers of AA but also model selection between a set of candidate models, which isolate the importance of 
the spatial variation of these drivers. Comparing across models, we find noticeable differences in the 
behavior of top drivers over the spatial domain. 
2. Spatial Boosting as a Classification Framework 
In classical boosted classification, a set of d regressor variables x = (x(1), ..., x(d)) is related to a binary 
response variable, yi (i = 1, ..., n), using a modeling technique referred to as a base learner and denoted 
h(x, ș). The parameters for the base learner, ș, are chosen such that they minimize the empirical risk 
corresponding to a loss function, L(y, f(x)), where f(x) is the model predicting y. We compute the negative 
gradient of this empirical risk function, evaluated with f as the best-fit model given the empirical dataset. 
The base learner is then used to construct a model to fit x onto this negative gradient vector, minimizing 
the model’s residual sum of squares. This process is repeated iteratively over subsequent empirical risk 
negative gradients and in each step, a weighted version of the parameter values is added to the previous 
iteration’s parameter values. Algorithm 1 describes the steps for the specific procedure we implement. 
The loss function used in our case is the squared loss, which means that its negative gradient is simply 
the residual, ui = yi í fˆm(x). This method is called L2Boost and has been proven to improve the mean 
squared error (MSE) over a standard linear learner, the regression tool commonly found in the literature 
[Buehlmann and Yu (2003)]. It was further shown that smoothing splines will produce minimax optimal 
MSE when taken as the base learners in L2Boost; however, these have a penalty term which is difficult to 
compute and so we follow past studies which use P(enalty)-splines instead [Kneib et al. (2009)]. Their 
smoothing parameter Ȝ is taken as constant for all regressors and is derived from the literature [Hothorn et 
al. (2011)]. 
 
Algorithm 1: 
Step 1. Given data (xi, yi), i = 1, ..., n, fit an (initial) smoothing spline: fˆ0(x) = h(x, ș). Set m = 0. 
Step 2. Calculate residuals ui = yi í fˆm(x). Fit a P-spline to the current iteration’s residuals. The current 
iteration’s fit is denoted hˆ(•). Then, update fˆm+1(•) = fˆm(•) + wˆm+1 * hˆm+1(•), where wˆm+1 is the weight 
given to that (m+1)-th iteration’s fit. 
Step 3 (iteration). Raise the iteration index m = m+1 and repeat step 2. Continue until reaching the 
stopping iteration, mstop. 
 
Another critical parameter in the boosting procedure is the stopping iteration mstop, as allowing for too 
many iterations results not only in over-fitting but also increased computational cost. Theoretical study of 
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early stopping has discovered that an mstop obtained using cross validation on the data will converge in 
probability to the minimax-optimal iteration [Caponnetto and Yao (2010)]. We thus choose an mstop 
decided by k-fold cross validation to terminate model fitting. 
In order to understand the effect of the regressors’ spatial variation on AA, we build several 
classification models, each consisting of various model components. Following earlier uses of boosting in 
georegression [Kneib et al. (2009)], we apply different forms of splines in model construction. All models 
are composed of a series of model components and are summarized in Table 1. One set of model 
components consist of the smoothing spline base-learner applied to each individual regressor, fconst(x(j)) = 
hj(x(j)); these do not consider any spatial information and thus have constant coefficients over space. 
Another set of terms in the model is fvary(x(j),s) = ȕ(s)x(j), or the regressor with a spatially varying coefficient 
ȕ(s), which we generate using a bivariate tensor product P-spline, and where s is the location latitude-
longitude. The final model component is fsp(s), a tensor product P-spline over the AA values for the entire 
region. Using the R package mboost, we construct 6 boosted models: three models using only one of the 
above three model components, two models with two of the model components and finally, the full model 
with all three components (see Table 1). These models are compared by their empirical risk and a variety 
of quantitative performance criteria; better performance of the models containing fvary(x(j), s) over models 
containing fconst(x(j)) indicates that the spatial variation of top predictors must be considered in process 
understanding of AA. 
Table 1. The components of the models built to study the spatial relationship between drivers and AA. 
Model fconst(x(j)) fsp(s)      fvary(x(j), s) 
(const) Y N            N 
(spat) N Y            N 
(vary) 
(const/spat) 
N 
Y 
N            Y 
Y            N 
(vary/spat) 
(all) 
N 
Y 
Y            Y 
Y            Y 
3. Data and Results 
A massive dataset was collected for both AA and its potential drivers for the EU27, containing 2.4 
million pixels of agricultural land on a resolution of 1 km2. The AA data stems from twelve single year 
classifications (from 2001 to 2012) of fallow and active agricultural land derived from Moderate-resolution 
Imaging Spectroradiometer (MODIS) remote sensing images. Data for 45 climate, landscape and 
socioeconomic variables hypothesized to influence AA were obtained from government and academic 
data sources and then pared down to a shortlist of 15 possible predictors. A stratified random sample was 
drawn from the data to speed computation of analysis of the models; this was stratified to retain the 
proportion of pixels in the five identified landscape zones of Europe [Muecher et al. (2011)]. Following 
this, the models were also computed using the full data.  
Figure 1 shows a comparison of the six models, evaluated based on the empirical risk score (as 
discussed in Cherkassky and Ma [2004]). The models containing any spatially-varying terms are superior 
to those using just spatially-constant terms. In addition, the model (vary), which consists of only spatially-
varying terms together in a linear function, is roughly equivalent to models (vary/spat) and (all), which 
have extra model components. This, combined with similar results on all other quantitative evaluation 
metrics investigated, offers evidence that model (vary) is the preferred model for identifying drivers of AA.  
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Fig. 1. Model comparison between models using the empirical risk. 25 bootstrapped samples were taken from data on which 
empirical risk was calculated; these scores are plotted in gray. The boxplots of these 25 scores are plotted over them. 
The drivers identified in model (vary) are: (1) Area Under Agricultural Land Use (measured in 
hectares); (2) High Nature Value (HNV) Farmland (measured in percentage of pixel that is HNV), a 
measure of the biodiversity in the area; (3) Elevation (measured in meters); (4) Aridity Index (as described 
in Trabucco and Zomar [2009]); (5) Distance from Nearest Forest (as calculated using the Corine Land 
Cover map (Corine Land Cover)); and (6) Gross Domestic Product down-weighted by population density.  
These results show that the spatial boosting algorithm can extract meaningful drivers of AA and that 
the spatial trend of these drivers in relation to AA is indeed critical. When applied to the policy context, we 
conclude that uniform regulations for AA in the EU27 are insufficient to account for the spatial variability 
that exists in its drivers. 
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