Pseudo MV -algebras are a non-commutative generalization of MValgebras. The main purpose of the paper is to introduce and investigate orthocomplete pseudo MV -algebras. We use the concepts of projectable pseudo MV -algebras and large pseudo MV -subalgebras to introduce orthocomplete pseudo MV -algebras. Then we apply a generalization of the Mundici functor to an orthocompletion of an representable -group to prove that each representable pseudo MValgebra has an orthocompletion. In particular, our results are valid also for MV -algebras.
In the last period, there appeared also two non-commutative generalizations of MValgebras, called pseudo MV -algebras by Georgescu and Iorgulescu (2001) , or equivalently, non-commutative MV -algebras by Rachůnek (1995) . They can be represented as an interval in unital -groups (not necessarily Abelian) as it follows from the fundamental result of Dvurečenskij (2002) which generalizes the Mundici representation theorem of MV -algebras.
Non-commutative operations, for example multiplication of matrices, are well known both in mathematics and physics and their applications. In particular, the class of square matrices of the form
for a > 0, b ∈ (−∞, ∞) with usual multiplication of matrices is the class a noncommutative linearly ordered groups with the neutral element A(1, 0) and with the positive cone consisting of matrices A(a, b) with a > 1 or a = 1 and b ≥ 0. Every such group with strong unit gives via Mundici's generalized functor, see below, an example of a pseudo MV -algebra. We note that A(a, b) is an extension of real numbers: If b = 0, then A(a, 0) is a positive real number and if b > 0, then A(a, b) denotes some kind of a generalized number (non-standard number) such that A(a, b) is infinitely close to A(a, 0) but bigger than A(a, 0) , and similarly if b < 0, then A(a, b) is also infinitely closed to A(a, 0) but smaller than A(a, 0) (Hájek 2003) . Pseudo MV -algebras generalize MV -algebras, and in contrast to MV -algebras, not every pseudo MV -algebra is a subdirect product of linearly ordered pseudo MV -algebras. Pseudo MV -algebras are an algebraic counterpart of non-commutative reasoning. Representable pseudo MV -algebras are those that are a subdirect product of linearly ordered pseudo MV -algebras. In Dvurečenskij (2001b) , it was shown that the class of representable pseudo MV -algebras is a variety. Since a pseudo MV -algebra is linearly ordered iff its representing unital -group is linearly ordered, every representable pseudo MV -algebra is in a one-toone correspondence with the representable unital -group. Jakubík (2000) defined projectable MV -algebras, retracts and retract mappings and investigated the relation between retract mappings of a projectable MV -algebra and retract mappings of its corresponding lattice-ordered group. In Jakubík (1994) , direct product decomposition of MV -algebras was exhibited, and in Jakubík (2001) , he studied a direct product decomposition of pseudo MV -algebras. Varieties of pseudo MV -algebras were studied in Jakubík (2003) .
Recently, Ledda, Paoli, and Tsinakis (2014) considered the projectability property as a lattice-theoretic property for more general classes of algebras of logic. For a class of integral residuated lattices that includes Heyting algebras and representable residuated lattices, they proved that an algebra of such a class is projectable iff the order dual of each subinterval [a, 1] is a Stone lattice. In particular, they showed that a pseudo MV -algebra is projectable iff its bounded lattice reduct can be endowed with a Gödel implication. In addition, in Gil-Férez, Ledda, and Tsinakis (2014) , the authors studied also laterally completion of representable residuated lattices. Their methods use direct limit techniques, and our approach uses the representation of pseudo MV -algebras by unital -groups developed in Dvurečenskij (2002) .
In our contribution, we continue in this research studying projectable pseudo MValgebras. Our aim is to describe the orthocompletion of representable pseudo MV -algebras by analogy with orthocompletion of -groups.
In the present paper, we introduce summand-ideals of pseudo MV -algebras in order to study orthocomplete pseudo MV -algebras. We present a relation between an essential extension and an orthocompletion of a representable pseudo MV -algebra A and its representation unital -group (G A , u A ) . We show that if A is a large subalgebra of a pseudo MV -algebra B, then the intersection of all projectable pseudo MV -subalgebras of B containing A is a projectable pseudo MV -algebra. Then we use the orthocompletion of representable unital -groups for representable pseudo MV -algebras in order to show that any representable pseudo MV -algebras have an orthocompletion. Finally, we give some results and use the orthocompletion of a representable pseudo MV -algebra A to obtain a minimal strongly projectable essential extension for the pseudo MV -algebra A, which is the intersection of all projectable pseudo MV -subalgebra of O(A) (the orthocompletion of A) containing A.
Preliminaries
In the section, we gather some basic notions relevant to MV -algebras and -groups which will be needed in the next section. For more details, we recommend consulting papers Anderson and Feil (1988) ; Darnel (1994) for theory of -groups and Cignoli, D'Ottaviano, and Mundici (1999) ; Georgescu and Iorgulescu (2001) for MV -algebras and pseudo MV -algebras. Definition 1.1: (Anderson and Feil 1988) A group (G; +, 0) is said to be partially ordered if it is equipped with a partial order relation ≤ which is compatible with +, that is, a ≤ b implies that x + a + y ≤ x + b + y for all x, y ∈ G. An element x ∈ G is called positive if 0 ≤ x. The partially ordered group (G; +, 0) is called a lattice-ordered group or simply an -group if G with its partially ordered relation is a lattice. Any lattice-ordered group satisfies the following properties (see Anderson and Feil 1988; Darnel 1994) :
Let (G; +, 0) be an -group. A normal convex -subgroup of G is called an -ideal. For each g ∈ G, the absolute value |g| of g is g + + g − , where g + = g ∨ 0 and g − = −g ∨ 0.
The absolute value satisfies a weakened triangle inequality:
(WTI) |x + y| ≤ |x| + |y| + |x|.
We call a convex -subgroup C of G satisfying the condition C ⊥⊥ = C a polar subgroup of G and we denote the collection of such by ρ(G), where C ⊥ G or simply C ⊥ is a unique maximal convex -subgroup for which C ∩ C ⊥ = {0}. It is clear that ρ(G) is a Boolean algebra (see Anderson and Feil 1988) .
We remind the reader that an -group G is representable if it is a subdirect product of linearly ordered groups. Representable -groups form a variety.
If an -group (G; +, 0) is an -subgroup of an -group (H; +, 0), we write G ≤ H.
An element u of an -group (G; +, 0) is called a strong unit (or an order unit) if, for each x ∈ G, there exists n ∈ N such that x ≤ nu. A unital -group is a couple (G, u) , where G is an -group with a fixed strong unit u.
According to Georgescu and Iorgulescu (2001) , a pseudo MV-algebra is an algebra (M; ⊕, − , ∼ , 0, 1) of type (2, 1, 1, 0, 0) such that the following axioms hold for all x, y, z ∈ M with an additional binary operation defined via
For example, let u be an element of -group G (not necessarily Abelian) such that u ≥ 0. then ( (G, u) ; ⊕, − , ∼ , 0, u) is a pseudo MV -algebra (Georgescu and Iorgulescu 2001) . The most important situation is when u is a fixed strong unit of G because then we can represent every pseudo MV -algebra in the form (G, u), see Dvurečenskij (2002) or Theorem 1.2 below.
(A6) defines the join x ∨ y and (A7) the meet x ∧ y. In addition, M with respect to ∨ and ∧ is a distributive lattice (Georgescu and Iorgulescu 2001) 
M is said to be symmetric. We note that a symmetric pseudo MV -algebra is not necessarily an MV -algebra.
In addition, let x ∈ M. For any integer n ≥ 0, we set 0.x = 0, n.x = (n − 1).x ⊕ x, n ≥ 1, and x 0 = 1, x n = x n−1 x, n ≥ 1.
An element a ∈ M is called a Boolean element if a⊕a = a, or equivalently, a a = a; we denote by B(M) the set of Boolean elements of M; it is a Boolean algebra that is a subalgebra of M. The following conditions are equivalent: (i) an element a ∈ M is a Boolean element, (ii) a ∧ a − = 0, (iii) a ∧ a ∼ = 0 (Georgescu and Iorgulescu 2001, Prop. 4.2) . In addition, if a ∈ B (M) , then a − = a ∼ and therefore, we put a := a − , and a ⊕ x = a ∨ x = x ⊕ a for each x ∈ M, see Georgescu and Iorgulescu (2001, Prop. 4.3) .
We recall that an ideal I is normal iff given x, y ∈ M, x y − ∈ I iff y ∼ x ∈ I (Georgescu and Iorgulescu 2001, Lem. 3.2) .
Two equivalent conditions (Georgescu and Iorgulescu 2001, Thm 2.17) for an ideal I to be prime are:
If X is a subset of a pseudo MV -algebra M, we denote (i) by X the ideal of M generated by X, (ii) by X n the normal ideal of M generated by X, and X ⊥ M the polar of X, i.e. the set
We note that then ∅ = {0} and for non-empty subset X of M, we have
It can be easily seen that a subset I of M is a polar ideal if and only if I = {a ∈ M | a ∧ x = 0, ∀x ∈ X} for some subset X of M. The set of polar ideals of M is denoted by ρ (M) .
There is a one-to-one relationship between congruences and normal ideals of a pseudo MV -algebra (Georgescu and Iorgulescu 2001, Cor. 3.10) : If I is a normal ideal of a pseudo MV -algebra, then the relation ∼ I , defined by x ∼ I y iff x y − , y x − ∈ I, is a congruence, and M/I is a pseudo MV -algebra. Conversely, if ∼ is a congruence on M, then I ∼ = {x ∈ M | x ∼ 0} is a normal ideal such that ∼ I ∼ = ∼.
A pseudo MV -algebra M is representable if M is a subdirect product of a system of linearly ordered pseudo MV -algebras. By Dvurečenskij (2001b, Thm 6.8) , the class of representable pseudo MV -algebras is a variety, and by Dvurečenskij (2001b, Prop. 6.9 
If a pseudo MV -algebra (M; ⊕, − , ∼ , 0, 1) is a subalgebra of a pseudo MV -subalgebra (N; ⊕, − , ∼ , 0, 1), we write M ≤ N.
It is well known that according to Mundici (1986) , there is a close connection between unital Abelian -groups (G, u) and MV -algebras. An analogous result holds for pseudo MV -algebras which was established by Dvurečenskij (2002) . It says that, for each pseudo MV -algebra, there is a unique (up to isomorphism) unital -group (G, u) such that M ∼ = (G, u) . Moreover, there is a categorical equivalence between the category of unital -groups and the category of pseudo MV -algebras: Let UG be the class of unital -groups whose objects are unital -groups (G, u) and morphisms between objects are -group homomorphisms preserving fixed strong units. We denote by PMV the class of pseudo MV -algebras whose objects are pseudo MV -algebras and morphisms are homomorphisms of pseudo MV -algebras. Then UG and PMV are categories. The generalized Mundici's functor : UG → PMV is defined as follows (G, u) = ( (G, u); ⊕, − , ∼ , 0, u)
It is important to note that PMV is a variety, whereas UG not because it is not closed under infinite products. Moreover, there is another functor from the category of pseudo MV -algebras to UG sending a pseudo MV -algebra M to a unital -group (G, u) such that M ∼ = (G, u) which is denoted by : PMV → UG. For more details relevant to these functors (see Dvurečenskij 2002) . Theorem 1.2: (Dvurečenskij 2002) The composite functors and are naturally equivalent to the identity functors of PMV and UG, respectively. Therefore, UG and PMV are categorically equivalent.
In addition, if h :
A relation between some ideals of pseudo MV -algebras and some convex subgroups of unital -groups is as follows; its MV -variant was established in Cignoli and Torrens (1996) : Theorem 1.3: (Dvurečenskij 2001b , Thm. 6.1) Let (G, u) be a unital -group. The map : J → {x ∈ G | |x| ∧ u ∈ J} defines an isomorphism from the lattice of normal ideals of (G, u) onto the poset of -ideals of G. The inverse isomorphism is given by the map u] . Furthermore, let Spec(G) be the set of all proper prime -ideals of G and Spec ( (G, u) ) be the set of prime ideals of (G, u) . Then (Spec( (G, u) ), ⊆ ) ∼ = (Spec(G, u), ⊆ ). Moreover, the maps and define a one-to-one relation between ideals of (G, u) and convex subgroups of G.
Summand-ideals of pseudo MV-algebras
In the section we present summand-ideals and we show their close connection with polars.
From now on, unless otherwise stated, we will assume that (M; ⊕, − , ∼ , 0, 1) or simply M is a pseudo MV -algebra and for each subset X and Y of M, X ⊕Y = {x⊕y | (x, y) ∈ X ×Y }. We start with the following two useful lemmas. 
Lemma 1.4: Let A and B be normal ideals of a pseudo MV -algebra M. Then
where − is the group subtraction taken from the corresponding unital -group. In a similar way we can prove the second property of normality of ↓ a. Definition 1.6:
In the next proposition, we will gather some properties of summand-ideals of an MValgebra. Proposition 1.7: Let A be a normal ideal of a pseudo MV -algebra (M; ⊕, − , ∼ , 0, 1).
Proof:
It follows that
(ii) Let A ∈ Sum (M) . Then there exists a normal ideal B of M such that M = A B and so by (i), M = A A ⊥ . The proof of the converse is clear.
In a similar way, we can show that b = v. (vii) Let A be a summand-ideal of M. By (i) and (vi), there are unique elements a ∈ A
has the property A =↓ a 1 , then a = a 1 .
Note that from Proposition 1.7(vii) it follows that any summand-ideal A is a Stonean ideal of M, i.e. A =↓ a for some Boolean element a ∈ A ∩ B (M) . Corollary 1.8: Let (M; ⊕, − , ∼ , 0, 1) be a pseudo MV -algebra. Then (M) , and Sum(M) is a Boolean algebra that is isomorphic to B (M) .
Proof:
(i) Let A be a summand-ideal of M. Then M = A A ⊥ . By Proposition 1.7(vi), there are unique elements a ∈ A and b ∈ A ⊥ such that 1 = a ⊕ b and by the proof of Proposition 1.7(vii), a ∈ B(M) ∩ A and A =↓ a (similarly, since A ⊥ is also a summand-ideal, then A ⊥ =↓ b). By Georgescu and Iorgulescu (2001, Prop. 1.17 (1)
It follows that a ∈ A ⊥ . Now, Proposition 1.7(vi) and 1 = a ⊕ a imply that b = a . Therefore, A ⊥ =↓ a . The uniqueness of a follows from (vii) of Proposition 1.7.
Conversely, let A =↓ a for some Boolean element a. By Lemma 1.5, A is a normal ideal of M. Then clearly, ↓ a is an ideal of M (since a is a Boolean element), A∩ ↓ a =↓ a∩ ↓ a = {0} and A∪ ↓ a n = M and hence, M = A ↓ a . Therefore, A is a summand-ideal of M and by Proposition 1.
is distributive with respect to ∨ and ∧. Therefore, by (iv) and (v) of Proposition 1.7, Sum(M) is a Boolean algebra.
Finally, the mapping a →↓ a, a ∈ B (M) , describes an isomorphism of the Boolean algebras B (M) and Sum (M) .
We show that every projectable pseudo MV -algebra is representable with a special condition: 
Hence, a ⊥⊥ is a normal ideal, and M = a ⊥ ⊕ a ⊥⊥ = a ⊥ ∪ a ⊥⊥ n = M.
Conversely, let the converse statement hold. Again using Dvurečenskij (2001b, Prop. 6.9), a ⊥ is a normal ideal of M for each a ∈ M. As in the first section, a ⊥⊥ is also a normal ideal of M. Due to Lemma 1.4, every a ⊥ is a summand, and M is a projectable pseudo MV -algebra. Since in every pseudo MV -algebra a ∧ b = 0 implies a ⊕ b = a + b = a ∨ b, Theorem 1.10 gives another proof of Ledda, Paoli, and Tsinakis (2014, Thm 14) for pseudo MV -algebras.
A bounded lattice (M; ∨, ∧, 0, 1) is said to be pseudo-complemented if for all a ∈ M, max{x ∈ M | a ∧ x = 0} exists in M. This element is denoted by ¬a, i.e. ¬a = max{x ∈ M | a ∧ x = 0} and is called the pseudo-complement of a. A pseudo-complemented lattice M is called a Stone lattice if for all a ∈ M, ¬a ∨ ¬¬a = 1. If, for all a, b ∈ M, there exists an element a → b, called the relative pseudo-complement of a with respect to b, which is defined a → b := max{x ∈ M | x ∧ a ≤ b}, then M is said to be a relatively pseudo-complemented lattice. Theorem 1.11: Let M be a pseudo MV -algebra. The following statements are equivalent:
Proof: (i) ⇒ (ii). Let M be a projectable pseudo MV -algebra and a ∈ M. Then a ⊥ is a polar ideal of M and so a ⊥ is a summand-ideal. By Proposition 1.7(vii), a ⊥ =↓ b for some b ∈ B (M) . Clearly, ¬a := b is a pseudo-complement of a, i.e. x ∧ a = 0 iff x ≤ b. By Proposition 1.7(vii), b is a Boolean element of M, and a ⊥⊥ =↓ b , so that ¬¬a = b and whence ¬a ∨ ¬¬a =
Now we present a characterization of strongly projectable pseudo MV -algebras using Stone lattices. Let I (M) We note that ¬I = I ⊥ , I ∈ I (M) .
( 1.2) Indeed, since ¬I ∩ I = {0}, we have I ⊥ ⊆ ¬I. On the other side, let x ∈ ¬I and i ∈ I.
The strong projectability criterion is as follows. . If x ∈ I ⊥ and y ∈ I ⊥⊥ , then x ∧ y = 0, and using the representation of pseudo MV -algebras by unital -groups, we have x ∨ y = x + y = x ⊕ y = y ⊕ x. Therefore, using the Riesz decomposition property, for each z ∈ M = I ⊥ ∨ I ⊥⊥ , we have that z ≤ x 1 ⊕ y 1 ⊕ · · · ⊕ x n ⊕ y n for some x i ∈ I ⊥ and y i ∈ I ⊥⊥ , i = 1, . . . , n. Using the Riesz decomposition property, we can assume that z = x 1 ⊕ y 1 ⊕ · · · ⊕ x n ⊕ y n . Since x i ∧ y j = 0, we have z = x ⊕ y, where x = x 1 ⊕ · · · ⊕ x n ∈ I ⊥ and y = y 1 ⊕ · · · ⊕ y n ∈ I ⊥⊥ . In other words, we have proved that M = I ⊥ ⊕ I ⊥⊥ = I ⊥ I ⊥⊥ . Then I ⊥ and I ⊥⊥ are normal ideals, and every I ⊥ is a summand. Therefore, M is strongly projectable. Remark 1.13: A pseudo MV -algebra M is a Boolean algebra if and only if M is a relatively pseudo-complemented with the relative-pseudo complement a → b = ¬a ⊕ b for all a, b ∈ M. Proof: If M is a Boolean algebra, then a → b := ¬a ⊕ b is a relative pseudo-complement of a with respect to b.
Conversely, assume that a → b := ¬a ⊕ b is a relative pseudo-complement of a with respect to b. It is evident that a ≤ ¬¬a for each a ∈ M. Because a ∧ ¬a = 0, we have a ¬a = 0 i.e. ¬a ≤ 0 ⊕ a ∼ = a ∼ , and similarly ¬a ≤ a − . Since every ¬a is a Boolean element, ¬¬a = (¬a) ≥ a. From a ≤ a, we conclude 1 = a → a = ¬a ∨ a, so (¬a) = (¬a) ∧ a. That is, (¬a) ≤ a which entails a = (¬a) . This gives every element a ∈ M is Boolean. We note that according to Dvurečenskij (2002, Thm 4 .2), every σ -complete pseudo MValgebra is an MV -algebra. The same is true if M is a complete pseudo MV -algebra. Proposition 1.14: If (M; ⊕, , 0, 1) is a σ -complete MV -algebra, then for each a ∈ M, M = a ⊥ ⊕ a ⊥⊥ . Proof: Let (M; ⊕, , 0, 1) be a σ -complete MV -algebra and a ∈ M. Since a ∈ a ⊥⊥ and a ⊥⊥ is an ideal of M, then n.a ∈ a ⊥⊥ for all n ∈ N. Let y := {n.a | n ∈ N}. (M) . We claim that a ⊥ =↓ y (clearly, y ∈ B (M) ). If x ∈ a ⊥ , then x ∧ n.a = 0 for all n ∈ N (since n.a ∈ a ⊥⊥ ) and so Georgescu and Iorgulescu (2001, Prop. 1.18 ), x ∧ y = n∈N (x ∧ n.a) = 0. It follows that x = x ∧ (y ∨ y ) = x ∧ y . That is, x ≤ y . Now, let z ∈↓ y . Then z ≤ y and hence z ∧ y ≤ y ∧ y = 0. It follows that z ∧ a = 0 (since a ≤ y). Thus z ∈ a ⊥ . By Corollary 1.8(ii), a ⊥ ∈ Sum(M). Therefore, M = a ⊥ a ⊥⊥ . Remark 1.15: From Proposition 1.14, we know that every σ -complete pseudo MValgebra is projectable. Now, assume that (M; ⊕, − , ∼ , 0, 1) is a complete pseudo MValgebra. Then M is a complete MV -algebra. By Dvurečenskij (2001a, Prop 5.8) , any polar ideal of a complete MV -algebra is closed under arbitrary join and so it is a principal ideal. Hence, by Proposition 1.14, it is a summand ideal of M. That is, any complete MV -algebra is strongly projectable.
Orthocompletion of pseudo MV-algebras
In the present section, we establish the main results of the paper. They will deal mainly with representable pseudo MV -algebras. Since every MV -algebra is a subdirect product of linearly ordered MV -algebras, the results are valid also for MV -algebras. In such a case, the representing unital -group for an MV -algebra is of course Abelian.
We recall that two elements x and y of a pseudo MV -algebra M are disjoint (or orthogonal) if x ∧ y = 0. A non-empty subset X of non-zero mutually orthogonal elements of a pseudo MV -algebra M is said to be disjoint. We note that if a pseudo MV -algebra M satisfies only (ii) of the latter definition, M is said to be laterally complete. An -group is laterally complete, if the property (ii) of the latter definition holds for G + . Example 2.2: Let (M; ⊕, , 0, 1) be an MV -algebra with finitely many prime ideals. Consider the unital -group (M) . By Theorem 1.3, Spec (M) and Spec( (M)) are isomorphic (we let they are equal). Let V (Spec (M) , R) be the set of all functions f from Spec (M) to R whose support satisfies the ascending chain condition with pointwise addition and with the following order: f ∈ V (Spec(M), R) is positive if and only if, for each maximal element γ in support of f , f (γ ) > 0. Then by Darnel (1994, Thm. 51.3, Prop. 51.5) , V (Spec(M) , R) is a laterally complete -group. Clearly, it is a unital -group (u : Spec(M) → R sending x to 1 is a strong unit) and the MV -algebra (V (Spec(M), R), u) is an MV -algebra such that each set of its pairwise disjoint non-zero elements has a least upper bound in M. Definition 2.3: Let (M 1 ; ⊕, − , ∼ , 0, 1) be a subalgebra of a pseudo MV -algebra (M 2 ; ⊕, − , ∼ , 0, 1). Then M 1 is called a large subalgebra of M 2 (or M 2 is called an essential extension of M 1 ) if, for each y ∈ M 2 − {0}, there are n ∈ N and x ∈ M 1 − {0} such that x ≤ n.y. Example 2.4: Consider the Abelian -groups (Z; +, 0) and (Q; +, 0). Then M 1 := (Z, 10) is an MV -subalgebra of M 2 := (Q, 10). It can be easily seen that for each y ∈ M 2 − {0}, there are n ∈ N and x ∈ M 1 − {0} such that x ≤ ny. Therefore, M 2 is an essential extension for M 1 .
There is an interesting relation between a pseudo MV -algebra and its essential extensions. In the next proposition we establish this relation. First, we recall the following remark on pseudo MV -algebras. Remark 2.5: Let (M; ⊕, − , ∼ , 0, 1) be a pseudo MV -algebra. We define two "relative negations" − and ∼ as follows
Then, for all a, b, c ∈ M, we have
Proposition 2.6: Let a pseudo MV -algebra (M 2 ; ⊕, − , ∼ , 0, 1) be an essential extension for a pseudo MV -algebra (M 1 ; ⊕, − , ∼ , 0, 1). If S ⊆ M 1 and u is the least upper bound for S in M 1 , then u is the least upper bound for S in M 2 , too. Proof: Let S ⊆ M 1 be given and let u ∈ M 1 be the least upper bound for S in M 1 . If S is finite, the statement is evident. Thus let S be infinite. Suppose that there exists an upper bound v ∈ M 2 for S, and without loss of generality, let us assume that 0 < v < u (note that, for u = 0, the proof is clear). Then 0 < u − v ∈ M 2 , by the assumption, there are n ∈ N and x ∈ M 1 such that 0 < x ≤ n. (u − v) and so x − n.(u − v) = 0. For each s ∈ S, s ≤ v implies that u − v ≤ u − s, whence for every finite sequence s 1 , s 2 , . . . , s n of elements of S, we get n.
Since s 1 is an arbitrary element of S,
. Now, we return to (2.1), repeating this process, it can be easily shown that x = 0, which is a contradiction. Therefore, u is the least upper bound for S in M 2 . Lemma 2.7: Let (M 2 ; ⊕, − , ∼ , 0, 1) and (M 1 ; ⊕, − , ∼ , 0, 1) be strongly projectable pseudo MV -algebras such that M 1 is a subalgebra of M 2 . Then, for each ideal I ∈ ρ (M 1 
Proof: Let I be a polar ideal of M 1 ; then I is normal. By Proposition 1.7(vi) and Corollary (M 2 ) and b ∈ I ⊆ (I ⊥ M 1 ) ⊥ M 2 (since I is a polar ideal of M 1 ), so by Proposition 1.7(vi), there are unique elements u ∈ (
⊥ M 2 and hence by b ⊕ b = 1 and Proposition 1.7(vi), (vii) and Corollary 1.8,
Similar to the proof of Anderson and Feil (1988, Thm. 8.1 .1), we can show the following lemma. In fact, the proof of Anderson and Feil (1988, Thm. 8.1 .1) works also for pseudo MV -algebras. Lemma 2.8: If (M 2 ; ⊕, − , ∼ , 0, 1) is an essential extension for a pseudo MV -algebra (M 1 ; ⊕, − , ∼ , 0, 1), then ρ(M 1 ) and ρ (M 2 ) are lattice isomorphic under the maps :
Corollary 2.9: Let (M 2 ; ⊕, − , ∼ , 0, 1) and (M 1 ; ⊕, − , ∼ , 0, 1) be strongly projectable pseudo MV -algebras such that M 1 is a large subalgebra of M 2 .
(i) For each polar ideal I of M 2 , there is a unique Boolean element a ∈ M 1 ∩ I such that
Theorem 2.10: If (A; ⊕, − , ∼ , 0, 1) is a large pseudo MV -subalgebra of a strongly projectable pseudo MV -algebra (B; ⊕, − , ∼ , 0, 1) and {M i } i∈J is the set of all strongly projectable pseudo MV -subalgebras of B containing A, then M := i∈J M i is a strongly projectable pseudo MV -algebra containing A. Proof: Let I be a polar ideal of M. By Corollary 1.8, it suffices to show that there is a Boolean element a ∈ B such that I =↓ M a. By Lemma 2.8, for each i ∈ J, (I ⊥ M ) ⊥ M i is a polar ideal of M i and so by Corollary 2.9(ii), there is a unique Boolean element a i ∈ M i such that (((
is one-to-one). It follows that a i = a j =: a ∈ M for all i, j ∈ J, that is there exists a unique Boolean element a ∈ M such that (
which proves that M is a strongly projectable pseudo MV -algebra. Remark 2.11: Similar to the proof of Theorem 2.10, we can show that if (A; ⊕, − , ∼ , 0, 1) is a large subalgebra of a pseudo MV -algebra (M; ⊕, − , ∼ , 0, 1) and B and C are strongly projectable pseudo MV -subalgebras of M containing A, then B ∩ C is also a strongly projectable pseudo MV -algebra. Definition 2.12: A minimal orthocomplete pseudo MV -algebra containing M as a large pseudo MV -subalgebra is called an orthocompletion for M. Remark 2.13: Let G be a representable -group. We recall that O(G) is an orthocomplete -group constructed by the following process (for more details, we refer to Anderson and Feil 1988; Conrad 1973; and Darnel 1994) . Let φ : G → λ∈ G λ be a subdirect embedding, where G λ is a totally ordered -group for all λ ∈ . Suppose that 
. From now on, in this paper, we suppose G is an -subgroup of O(G). Theorem 2.14: Each representable pseudo MV -algebra has an orthocompletion. Moreover, any two such orthocompletions are isomorphic. Proof: Let (A; ⊕, − , ∼ , 0, 1) be a representable pseudo MV -algebra. By Theorem 1.2, there exists a representable -group (G A ; +, 0) with strong unit u A such that A ∼ = (G A , u A ). Since G A is representable (see Anderson and Feil 1988, Cor. 4.1.2) , by Anderson and Feil (1988, Thm. 8.1.3) or Darnel (1994, Thm 48.2) , it has a unique orthocompletion which is denoted by O(G A ). Since u A is a strong unit of G A and G A ≤ O(G A ), then u A is a positive element of O(G A ) and so B := (O(G A ), u A ) is a pseudo MV -algebra (see Georgescu and Iorgulescu 2001, Prop. 1.4 ) and clearly, (G A , u A ) is a pseudo MV -subalgebra of B. It follows that A is isomorphic to a pseudo MV -subalgebra of B. We claim that B is an orthocomplete pseudo MV -algebra.
(1) We prove that A is a large pseudo MV -subalgebra of B. First, using mathematical induction, we have if a 1 , . . . , a n ∈ A, then (a 1 ⊕ · · · ⊕ a n ) = (a 1 + · · · + a n ) ∧ u A . If n = 1, 2, the statements is clear. Using distributivity of the group addition + with respect to ∧ in the -group, we have (a 1 ⊕ a 2 ) ⊕ a 3 = ((a 1 + a 2 )
, then there exist n ∈ N and a strictly positive element
and at least one of them, say x i 0 , is strictly positive. Then 0 < x i 0 ≤ x ∧ u A , and finally, A is a large pseudo MV -subalgebra of B.
( Anderson and Feil (1988, Prop. 1.1.3a) or ( 3), we have b = |b| = |b 1 + b 2 | ≤ |b 1 | + |b 2 | + |b 1 |. Since in any -group (Anderson and Feil 1988, Prop. 1.1.5) , for all positive elements g, h, u, we have
From (1), (2) and (3) it follows that B is an orthocomplete pseudo MV -algebra. Now, we show that it is an orthocompletion for A. Let M be an orthocomplete pseudo MV -algebra such that (
is the congruence class of b in L, hence by the proof of Darnel (1994, Thm 48.2, 313) , there is {f α , F α } α∈ underlying b and α∈ [f α ] exists and is equal to [b] (we recall that in the proof of the mentioned theorem, it was proved that
Finally, we will show that if B 1 is another orthocompletion for A, then B ∼ = B 1 . Let B 1 be an orthocompletion for the pseudo MV -algebra A. Then there is an injective MV -homomorphism i :
be an isomorphism of pseudo MV -algebras. Then π • φ • α : A → B is a one-toone pseudo MV -homomorphism. Since B 1 is orthocomplete, then by the above results, (A) ), u i (A) ) is an orthocompletion for i (A) . By summing up the above results, we get that i(A) ≤ (O(G i (A) ), u i (A) ) ≤ B 1 . Since B 1 is an orthocompletion of i (A) , (O(G i(A) ), u i(A) ) = B 1 and so B ∼ = B 1 . We must note that, since i(A) ≤ B 1 , then from Theorem 1.2, we get u i (A) = u B 1 . In Theorem 2.14, we used an orthocompletion of a representable -group to construct an orthocompletion of a representable pseudo MV -algebra. In the next theorem, we will show that if (A; ⊕, − , ∼ , 0, 1) is an orthocomplete representable pseudo MV -algebra such that u A is a strong unit of the -group G A , then G A is also an orthocomplete -group. Theorem 2.15: Let (A; ⊕, − , ∼ , 0, 1) be an orthocomplete representable pseudo MV -algebra such that u A is a strong unit of the representable -group O(G A ). Then G A is an orthocomplete -group. Proof: By Theorem 1.2, we know that A ∼ = (A) → (B) is an isomorphism. It follows that (
It follows that (G M , u M ) = ( (M)) is an essential extension for (G A , u A ) = ( (A)) and hence by Lemma 2.18, G M is an essential extension for the -group G A . Remark 2.20: Let a representable -group (H; +, 0) be an essential extension for angroup G, then also G is representable because representable -groups form a variety (Darnel 1994, 304) , and let D(G) and D(H) be the set of maximal disjoint subsets of ρ(G) and ρ(H), respectively. By Anderson and Feil (1988, Thm 8.1.1) , these lattices are isomorphic, under the maps : ρ(H) → ρ(G) and : ρ(G) → ρ(H), define by (I) = I ∩ G and (J) = (J ⊥ G ) ⊥ H for all I ∈ ρ(H) and J ∈ ρ(G). It can be easily seen that and can be extended to isomorphisms between D(G) and D(H). In fact, (1) and (2), we get that μ S is a one-to-one -group homomorphism. For each S ∈ D(H), set G S = I∈S G/(I∩G) ⊥ G and H S = I∈S H/I ⊥ H . Now, let S, T ∈ D(H) such that S ≤ T (that is, each I ∈ S, is contained in some J ∈ T). Then the natural map π T,S : G T → G S is an -group homomorphism and by Conrad (1973, Thm. 2.6) , O(G) (O(H)) is a direct limit of the family {G S , π G T,S } S≤T∈D(H) ({H S , π H T,S } S≤T∈D(H) ), O(G) (O(H) ) is the orthocompletion of G (H), and μ S : {G S , π G T,S } S≤T∈D(H) → {H S , π H T,S } S≤T∈D(H) is a morphism between these directed systems. Similar to the first step of the proof of Conrad (1969, Thm. 3.5) , there is a one-to-one -group homomorphism μ induced by {μ S } S∈D(H) such that the following diagram is commutative:
where α and β are the natural one-to-one -group homomorphisms introduced in Conrad (1969, Thm. 3.5) . Moreover, O(G) and O(H) are orthocompletions of Im(α) and Im(β), respectively.
In the next theorem, we use an orthocompletion for a representable pseudo MV -algebra to show that, for each representable pseudo MV -algebra M, a minimal strongly projectable essential extension for M exists. Theorem 2.21: Let (M; ⊕, − , ∼ , 0, 1) be a minimal strongly projectable essential extension for a representable pseudo MV -algebra A and B be an orthocompletion for the pseudo MV -algebra A. If D is the intersection of all projectable pseudo MV -subalgebras of B containing A, then M ∼ = D. Proof: Let i : A → M be the inclusion map. Then by Theorem 1.2, (i) : (G A , u A ) → (G M , u M ) is an injective homomorphism of unital -groups. Since A ∼ = (G A , u A ) and M ∼ = (G M , u M ), then (G M , u M ) is an essential extension for the pseudo MV -algebra (G A , u A ) and so by Lemma 2.18, G M is an essential extension for G A . By Remark 2.20, we have the following commutative diagram:
Now, we apply the functor and we get the commutative diagram (A) . Hence, by the assumption, M 1 ∩ M 2 = M 2 (since M 2 is a minimal strongly projectable essential extension for ( (μ) • f )(A)) so, M 2 ⊆ M 1 . It follows that M ∼ = M 2 ∼ = ( (μ)) −1 (M 2 ) ≤ (O(G A ), u A ) is a strongly projectable pseudo MV -subalgebra of (O(G A ), u A ) and so ( (μ)) −1 (M 2 ) = D (since M is a minimal strongly projectable essential extension for A). Therefore, D ∼ = M 2 ∼ = M.
Conclusion
In the paper we have studied summand-ideals of a pseudo MV -algebra M. We have shown that every such ideal is principal corresponding to a unique Boolean element of M. This enables us to define projectable and strongly projectable pseudo MV -algebras in a similar way as was done for -groups. Every projectable pseudo MV -algebra is representable, i.e. it is a subdirect product of linearly ordered pseudo MV -algebras. The main results concern orthocomplete representable pseudo MV -algebras and their orthocompletion, Theorem 2.14. In Theorem 2.21, it was shown that, for each representable pseudo MV -algebra, a minimal strongly projectable essential extension for it does exist.
Since every MV -algebra is representable, all results concerning orthocompletion are true also for MV -algebras.
