We introduce a new heuristic for the multiple alignment of a set of sequences. The heuristic is based on a set cover of the residue alphabet of the sequences, and also on the determination of a significant set of blocks comprising subsequences of the sequences to be aligned. These blocks are obtained with the aid of a new data structure, called a suffix-set tree, which is constructed from the input sequences with the guidance of the residue-alphabet set cover and generalizes the well-known suffix tree of the sequence set. We provide performance results on selected BAliBASE amino-acid sequences and compare them with those yielded by some prominent approaches.
Introduction
The multiple alignment of biological sequences is one of the most important problems in computational molecular biology, with applications in many different important domains, such as the analysis of protein structure and function, the detection of conserved patterns and domain organization of a protein family, evolutionary studies based on phylogenetic analysis, and database searching for new members of a protein family. For recent reviews highlighting the importance of multiple alignments in molecular biology, we refer the reader to [16, 14, 26, 11] .
The problem of multiple sequence alignment can be stated in the following manner. Let s 1 , . . . , s k , with k ≥ 2, be sequences of lengths n 1 , . . . , n k , respectively, over a residue alphabet R. An alignment A of these sequences is a k × l matrix such that A[i, j], for 1 ≤ i ≤ k and 1 ≤ j ≤ l, is either a character in R or the special character that we call a gap character. In A, fixing i and varying j from 1 through l must reproduce s i exactly if gap characters are skipped. Fixing j, in turn, yields k characters that are said to be aligned in A, of which at least one must be in R. Note, then, that max{n 1 , . . . , n k } ≤ l ≤ n 1 + · · ·+ n k .
The goal of the multiple sequence alignment problem [45, 64] is to determine the most biologically significant alignment of s 1 , . . . , s k . Finding this alignment requires an objective function to associate a score with each possible alignment, and in this case the multiple sequence alignment problem is to find an alignment, known as the optimal alignment, that maximizes the objective function. There exist many different objective functions that can be used [14] , but none of them guarantees that the corresponding optimal alignment is the most biologically significant alignment of the sequences [39] .
It follows from the definition of an alignment that the number of different alignments of a given set of sequences is exponentially large [9, 47] ; in fact, the multiple sequence alignment problem is known to be NP-hard [62, 3, 21, 29] . Feasible approaches to solve the problem are then all of a heuristic nature, as can be seen in [16, 46, 10, 14, 42, 2, 38, 39, 11] .
In this paper we describe a new heuristic that is based on set covers of the residue alphabet R. Such a set cover is a collection of subsets of R whose union yields R precisely. The idea behind the use of a set cover is that each subset can be made to contain all the residues from R that possess certain structural or physicochemical properties in common [53, 54, 60] . The most familiar scenario for the use of set covers is the case of R as a set of amino acids, so henceforth we concentrate mainly on multiple protein alignments, even though it makes perfect sense for R to be a set of nucleotides as well. Set covers of an amino-acid alphabet have been studied extensively, as for example in [50, 20, 53, 48, 28, 32, 24, 36, 52, 66, 19, 5, 27] .
Set covers lie at the heart of the new heuristic. In essence, what they do is to allow the introduction of a new data structure, called a suffix-set tree, that generalizes the well-known suffix tree of a set of sequences and can be used in the determination of subsequence blocks that ultimately give rise to the desired alignment. In general terms, this is the same approach as some others in the literature [51, 63, 31, 67, 41, 68] , but our use of set covers as its basis provides a fundamentally more direct link between relevant properties shared by groups of residues and the resulting alignment.
The following is how the remainder of the paper is organized. In Section 2 we introduce our new data structure and in Section 3 describe our new approach to multiple sequence alignment. Then we proceed in Section 4 to an experimental study of the new method as compared to some of its most prominent competitors, and finalize with conclusions in Section 5.
Suffix-set trees
In this section we describe our new data structure. It is a generalization of the well-known suffix tree of a set of sequences [65, 16] , which is one of the most important data structures in the field of pattern recognition. Such a suffix tree has O(n 1 + · · · + n k ) nodes and can be constructed in O(n 1 + · · · + n k ) time by several algorithms [65, 30, 58, 12, 16] .
Suffix trees can be applied to many problems, but their principal application in computational molecular biology is to assist the algorithms that try to obtain blocks comprising biologically significant subsequences of a set of sequences, known as the motifs of that set [8] . These motifs, in the case of proteins, encode structural or functional similarities; in the case of nucleic acids, they encode mainly the promoter regions. There exist several algorithms for extracting motifs from a set of sequences, based on a multitude of different algorithmic and mathematical methodologies. We refer the reader to [4, 43, 44] in the general case, and to [59] in the case of nucleic acids.
Definition and properties
Let C = {C 1 , . . . , C p } be a set cover of R, and let Σ C = {α 1 , . . . , α p , α $ } be a new alphabet having a character α i for each C i ∈ C and a further character α $ possessing a function similar to the terminator used in suffix trees. Like the suffix tree, our new data structure is also a rooted tree; it has edges labeled by sequences of characters from Σ C and nodes labeled by indices into some of s 1 , . . . , s k to mark suffix beginnings. We call it a suffix-set tree and it has the following properties:
• The first character of the label on an edge connecting a node to one of its children is a different character of Σ C for each child.
• Each nonempty suffix of every one of the k sequences is associated with at least one leaf of the tree; conversely, each leaf of the tree is associated with at least one nonempty suffix of some sequence (if more that one, then all suffixes associated with the leaf have the same length). 1 Thus, each leaf is labeled by a set like {(i 1 , j 1 ), . . . , (i q , j q )} for some q ≥ 1, where (i a , j a ), for 1 ≤ a ≤ q, 1 ≤ i a ≤ k, and 1 ≤ j a ≤ n ia , indicates that the suffix s ia [j a . . n ia ] of s ia is associated with the leaf.
• Let v be a node of the tree. The label of v is the set {(i 1 , j 1 ), . . . , (i q , j q )} that represents the q suffixes collectively associated with the leaves of the subtree rooted at v. If α c1 · · · α cr is the concatenation of the labels on the path from the root of the tree to v, excluding if necessary the terminal character α $ , then α c1 · · · α cr is a common representation of all prefixes of length r of the suffixes associated with the leaves of the subtree rooted at v. If s ia [j a . . n ia ] is one of these suffixes, then for 1 ≤ b ≤ r we have
(that is, the bth character of the suffix is a member of C c b ).
We discuss an example shortly, but let us first examine a simple procedure to construct a suffix-set tree. Before that, though, the reader should note that, when C is a partition of R into singletons, the suffix-set tree becomes the familiar suffix tree of s 1 , . . . , s k . In order to see this, it suffices to identify for each character in each sequence the member C i of C to which it belongs, and then substitute α i for that character. 
A simple construction algorithm
We now describe an algorithm to construct the suffix-set tree of a set of sequences. The algorithm generates a tree T with n T nodes having the properties described above. For each suffix of each sequence, the algorithm first processes its first character, then its second character, and so on. We describe it as the following three steps:
1. Create a root r for T and label it with a set comprising every possible pair (i, j), i.e., for 1 ≤ i ≤ k and 1 ≤ j ≤ n i . Let v = r and c = 1.
2. Let {(i 1 , j 1 ), . . . , (i q , j q )} be the label of v. Let D C , for every C ∈ C, and D $ be (initially empty) sets of node-label elements. For each (i a , j a ) in the label of v, check whether j a + c − 1 ≤ n ia . In the affirmative case (i.e., the suffix s ia [j a . . n ia ] has at least c characters), add (i a , j a ) to each
3. If C ′ = ∅, D $ = ∅, and v = r, then append α $ to the label of the edge connecting v to its parent. If C ′ = {C i }, D $ = ∅, and v = r, then append α i to the label of the edge connecting v to its parent and go to Step 2 with c + 1 in place of c. Otherwise, create a new leaf ℓ and the edge e between v and ℓ if D $ = ∅, then label ℓ with D $ and e with the character α $ . Also, for each C i ∈ C ′ , create a new node v Ci and the edge e Ci between v and v Ci , then label v Ci with D Ci , e Ci with α i , and go to Step 2 with v = v Ci and c + 1 in place of c.
Notice that, in Step 2, we eliminate from C ′ every C for which C ′ ∈ C ′ exists such that D C ⊆ D C ′ . This implies that sets in C that are subsets of other sets also in C become useless. Whenever this is for some reason undesirable, the pruning of C ′ may be replaced by a simple elimination of duplicates (yielding, necessarily, a larger suffix-set tree).
We show in Figure 1 the suffix-set tree obtained by this latter alternative for R = {A, C, G, T }, C 1 = {A, G, T }, C 2 = {T, C}, s 1 = AGCT AG, and s 2 = GGGAT CGA. Had Steps 1-3 been used as presented, the result would have been essentially the same, except for the inexistence of nodes v and u 2 (and all adjoining edges) and the addition of an edge between w and u 1 .
If we recall that p is the number of sets in C, then it is relatively simple to see that 
time and require O (n T (n 1 + · · · + n k )) space. In these figures, the time complexity is essentially dominated by Step 2, the space complexity by the need to store node labels. What is worrisome in both cases is the linear dependence on the number of nodes of the suffix-set tree, n T , since it is conceivable that n T may itself depend exponentially on max{n 1 , . . . , n k } for some sequence sets and set covers in the worst case.
Let us then probe a little more deeply into the nature of n T . One first important observation is that, notwithstanding such a worst-case possibility, we have found by means of experiments that in many biologically relevant cases the expected value of n T grows polynomially, not exponentially, with n 1 + · · · + n k . The results of these experiments are shown in the plots of Figure 2 , in which part (a) refers to the set cover from [19] , here denoted by I, and part (b) refers to the set cover from [48] , here denoted by S. In both cases, R is the set of amino acids; the set covers are given in Table 1 . In the figure, solid plots refer to Steps 1-3 as presented and give the average value (by itself and plus or minus the standard deviation) of n T over single-sequence suffix-set trees for 10 3 randomly generated sequences.
3 Dashed plots, correspondingly, refer to the alternative version of the tree-constructing algorithm. In all cases, it is clear from the plots' linearity with respect to the two logarithmic scales that, on average, n T depends only polynomially on the sequence's length. Not only this, but it also seems true that deviations above the average occur only in modest amounts.
The second important observation is related to our preferred use of the tree-constructing algorithm in Section 3. In the best-performing options of the strategy to be described in that section (cf. Section 4 as well), we do not construct the suffix-set tree to completion, but rather only the portion of the tree that is needed to represent all suffix prefixes of length at most M (a fixed parameter). Achieving this requires a simple modification to Step 2: we add the pair (i a , j a ) to the D C sets if j a + c− 1 ≤ n ia and in addition c ≤ M . Clearly, we now have that n T is O(p M ), therefore polynomial in p given the fixed parameter M .
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{D, E, Q, N } C 12 {H, R, K} C 13 {R, K} C 14 {F, W, Y } C 15 {G, N } C 16 {A, C, G, S} C 17 {S, T } C 18 {D, E}
Alignments from set covers
For 2 ≤ k ′ ≤ k, let t 1 , . . . , t k ′ be subsequences of s 1 , . . . , s k such that each t a is a subsequence of a different s ia , with 1 ≤ a ≤ k ′ and 1 ≤ i a ≤ k. We call {t 1 , . . . , t k ′ } a block. If A ′ is an alignment of t 1 , . . . , t k ′ having l ′ columns, then the score of A ′ , denoted by S(A ′ ), is a function, to be introduced shortly, of
where p c a is the position in s ia of the rightmost character of t a whose column in A ′ is no greater than c (p 
is determined through a sequence of two conceptual steps.
The first step is the determination of the combined number of optimal global and local pairwise alignments of s ia and s i b that go through the p c a ,p c b cell of the dynamic-programming matrix. We dwell very briefly on how this number can be found, mentioning only that, even though it can be exponentially large [9, 47] , a simple extension of the procedure of [37] in the global case or of [49] in the local case suffices to compute it efficiently. In what follows, we split this number into three others, and let each of U 1 (p 
Otherwise, we have the following cases to consider, where z ∈ {1, 2, 3} selects among U 1 , U 2 , and U 3 depending, as explained above, on A ′ [a, c] and ′ /k and seeks to privilege (decrease T by a smaller value) the block with the greater number of subsequences. The second number is a function of the so-called identity score of an alignment, that is, the fraction of the number of aligned residue pairs that corresponds to identical residues. If we denote the identity score of A ′ by I(A ′ ), then the second number is 1 − I(A ′ ) and aims at privileging alignments whose identity scores are comparatively greater. We then have
The remainder of this section is devoted to describing our heuristic to obtain a k × l alignment A of the sequences s 1 , . . . , s k , given the set cover C of the residue alphabet R. The suffix-set tree T of s 1 , . . . , s k plays a central role, and we assume it only represents suffix prefixes whose lengths do not exceed M , the parameter introduced in Section 2. We first describe how to obtain a suitable set B of blocks from s 1 , . . . , s k , and then how to obtain A from B.
Blocks from set covers
We start by creating a set B of blocks that is initialized to ∅ and is augmented by the inclusion of new blocks as they are generated. The size of B is at all times bounded by yet another parameter, denoted by N .
Every node v of T that is not the root may contribute blocks to B. If n v ≤ k is the number of distinct sequences with suffixes associated with v and l v ≤ M is the common prefix length of all those suffixes, then each block contributed by v is formed exclusively by some of the length-l v prefixes as its subsequences, totaling at least two and including at most one from each of the n v sequences.
Let A B denote an alignment of block B's subsequences. Block formation for node v proceeds as follows. First the n v sequences are sorted in nonincreasing order of their numbers of suffixes associated with v and a new block is created for each prefix of the first-ranking sequence. An attempt is then made to add more prefixes to each such block B by visiting the remaining n v − 1 sequences in order and selecting for each one the prefix, if any, that increases S(A B ) the most when A B acquires another row by the addition of that prefix. It is worthy of mention that, as prefixes coalesce into the final form of B, A B never contains any gap characters, in which case Q is seen to revert to a simpler form. But notice that the functional form in (2) continues to be effective, not only because of the identity scores, but also because the expansion of B involves comparing alignments that may differ in numbers of rows (a unit difference, to be specific).
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At the end, all blocks still having one single sequence are discarded.
Once v's contribution to B is available, it is sorted and then merged into B (we can think of B as being internally organized as a sorted list). Both operations seek to retain inside B those blocks whose alignments' scores are greater. If needed, additional tie-breaking criteria are employed, including those that are already reflected in (2): greater numbers of subsequences and identity scores are preferred. Now say that two blocks B and B ′ are such that B is contained in B ′ if every subsequence of B is itself a subsequence of the corresponding subsequence of B ′ . Once every non-root node of T has been considered for contributing to B, the resulting B is further pruned by the removal of every block that is contained in another of at least the same score. After this, B undergoes another fix, which is to extend its blocks by the addition of new subsequences so that at the end they all contain exactly one subsequence from each of s 1 , . . . , s k .
The following is how we achieve this extension for block B ∈ B. We consider the unrepresented sequences one by one in nonincreasing order of their lengths. Then we use a variation of a semi-global algorithm for aligning a sequence to a subsequence of another sequence [16, 46] to align the current A B to a subsequence of the unrepresented sequence under consideration. This variation is straightforward and employs the Q function in place of a substitution matrix and gap costs. As B is thus extended, its alignment A B changes as well, and may now acquire gap characters for the first time.
The final step in this setup process of B is to once again examine all its blocks and remove every block B such that either S(A B ) < 0 or A B is contained in A B ′ for some other B ′ ∈ B for which S(A B ) ≤ S(A B ′ ). 5 The containment of one alignment in another is a notion completely analogous to that of block containment introduced above.
Alignments from blocks
The B that we now have contains k-subsequence blocks exclusively, all having nonnegative-score alignments that are not contained in one another (except when the container has a lower score). In this new phase of the heuristic we build a weighted acyclic directed graph D from B. Manipulating this graph appropriately eventually yields the desired alignment A of s 1 , . . . , s k .
The node set of D is B ∪ {s, t}, where s and t are two special nodes. In D, an edge exists directed from s to each B ∈ B, and also from each B ∈ B to t. No other edges are incident to s or t, which are then a source and a sink in D, respectively (i.e., edges only outgo from s or income to t). The additional edges of D are deployed among the members of B in the following manner. For B, B ′ ∈ B, an edge exists directed from B to B ′ if every subsequence of B starts to the left of the corresponding subsequence in B ′ in the appropriate sequence of s 1 , . . . , s k . In addition, if B and B ′ overlap, then A B and A B ′ are also required to be identical in all the overlapping columns. Edges deployed in this manner lead, clearly, to an acyclic directed graph.
In D, both edges and nodes have weights. Edge weights depend on how the blocks intersect the sequences s 1 , . . . , s k . Specifically, if an edge exists from B to B ′ and the two blocks are nonoverlapping, then its weight is −x, where x is the standard deviation of the intervening sequence-segment lengths. Edges outgoing from s or incoming to t are weighted in the trivially analogous manner.
Weights for edges between overlapping blocks and node weights are computed similarly to each other (except for s and t, whose weights are equal to 0). If x is the number of residues in node B, then its weight is x/ √ k. In the case of an edge between the overlapping B and B ′ , we let x be the number of common residues and set the edge's weight to −x/ √ k. We remark, finally, that this weight-assignment methodology is very similar to the one in [68] , the main difference being that we count residues instead of alignment sizes.
Having built D, we are then two further steps away from the final alignment A. The first step is to find an s-to-t directed path in D whose weighted length is greatest. Since D is acyclic, this can be achieved efficiently [6] . Every block B appearing on this optimal path immediately contributes A B as part of A, but there still remain unaligned sequence segments.
The second step and final action of the heuristic is then to complete the missing positions of A. We describe what is done between nonoverlapping successive blocks, but clearly the same has to be applied to the left of the first block on the optimal path and to the right of the last block. Let B and B ′ be nonoverlapping blocks appearing in succession on the optimal path. Let t 1 , . . . , t k be the intervening subsequences of s 1 , . . . , s k that are still unaligned. We select the largest of t 1 , . . . , t k and use it to initialize a new alignment along with as many gap characters as needed for every one of t 1 , . . . , t k that is empty. We then visit each of the remaining subsequences in nonincreasing length order and align it to the current, partially built new alignment. The method used here is totally analogous to the one used in Section 3.1 for providing every block with exactly k subsequences, the only difference being that a global (as opposed to semi-global) procedure is used.
Computational results
We have conducted extensive experimentation in order to evaluate the performance of the heuristic of Section 3. Our strategy has been to employ the BAliBASE suite [56, 1] as the source of sequence sets, and to seek comparative results vis-à-vis some prominent approaches, namely CLUSTAL W [55] , PRRN [13] , DIALIGN [34, 33] , T-COFFEE [40] , and MAFFT [23] . Some of these have already been the subject of comparative studies as a group [57] , while some others constitute more recent proposals.
The BAliBASE suite comprises 167 families of amino-acid sequences divided into eight reference sets, each of which especially constructed to emphasize some of the most common scenarios related to multiple sequence alignment. The suite contains a reference alignment for each of its families, in most cases along with motif annotations given the reference alignment. We have concentrated our experiments on the families for which such annotations are available, namely the first five reference sets [1] .
The metrics we use to evaluate a certain alignment A are motif-constrained versions of those originally introduced along with the BAliBASE suite [57] : All the experiments with the heuristic of Section 3 were carried out with M = 1, . . . , 4, L = 20, and N = 200. The set covers we used were the I and S Table 1 . Gap costs were as given in Table 2 for each of BLOSUM62 [17] , PAM250 [7] , and VTML160 [35] as the substitution matrix. We divide our presentation of results into two groups. The first group is given in Figures 3-5 , respectively for the BLOSUM62, PAM250, and VTML160 matrices, and also in Figure 6 (see below). In each of Figures 3-5, part (a) refers to the I set cover, part (b) to the S set cover. Also, figure legends are given as "x y," where "x" is either the value of M or else the word "all," in this case indicating that the full suffix-set tree was constructed, and "y" is either "c" or "nc" (for "compact" and "non-compact"), indicating respectively whether the tree was constructed according to Steps 1-3 of Section 2 or by the alternative procedure indicated in that section (results that would be labeled "all nc" are altogether absent, since in the case of the I set cover the full tree as constructed by the alternative procedure is large to the extent of rendering the entire approach impractical).
What we show in each figure are average SPS and CS values inside each of the BAliBASE reference sets we considered. Clearly, the choices labeled "2 c" emerge from Figures 3-5 as the best alternatives nearly always. When we group the results of these choices together for the various combinations of substitution matrix and set cover, we obtain what is depicted in Figure 6 . Clearly, the VTML160-S pair appears as a first choice most often, with the only noteworthy exception of Reference Set 4, in which case it seems best to use the pair PAM250-I.
Still with regard to Figures 3-5 , it is worth noting that the cases labeled "all" or "nc" are consistently among the worst possibilities. Referring back to our discussion in Section 2, we see that this trend favors the use of the techniques that produce the smaller suffix-set trees (viz. prefix-length bounding and Steps 1-3 as presented in that section). What this means is that, in addition to the generally superior scores, we are also to expect a more efficient use of computational resources as the suffix-set tree is constructed.
Our second group of results refers to comparing the heuristic of Section 3 to the five competing approaches mentioned earlier. The approaches that predate the introduction of the BAliBASE suite were run with default parameters (this is the case of CLUSTAL W, DIALIGN, and PRRN), while the others, having appeared with experimental results on the BAliBASE suite when first published, were run with their best parameter choices (this applies to T-COFFEE and to MAFFT). As for our heuristic, the results we use in the comparison are those singled out above as the champions of Figure 6 .
Comparative results are given in Figure 7 , where the same style of Figures 3-6 is used, and in Table 3 , where total running times are given.
7 It is clear from Figure 7 that no absolute best can be identified throughout all the reference sets. As we examine the reference sets individually, though, we see that at least one of the two substitution-matrix, set-cover pairs used with our heuristic is in general competitive with the best contender. Noteworthy situations are the superior performance of our heuristic on Reference Set 5, and also its weak performance on Reference Set 3. As for the running times given in Table 3 , our current implementation is seen to perform competitively as well when compared to the others.
Concluding remarks
We have in this paper introduced a new heuristic for the multiple alignment of a set of sequences. The new heuristic is based on a set cover of the residue alphabet of the sequences, and also on finding significant subsequence blocks to be combined and eventually yield the desired alignment. Central to our heuristic is the notion of a suffix-set tree, a new data structure that generalizes the wellknown suffix tree of a set of sequences. Even though this tree can conceivably have a number of nodes that is exponential in the largest of the sequence lengths, Figure 6 and the five competing approaches. we have demonstrated by means of experiments on the BAliBASE suite that best results are achieved when the tree is only partially constructed, in which case its number of nodes becomes polynomial in the size of the set cover. Our experiments on the BAliBASE suite indicate that the new heuristic is competitive when compared to a selection of existing strategies. This is true both in terms of motif-constrained versions of the BAliBASE standard scores and also in terms of running times for completion. As we focus in a more detailed fashion on individual performance results, our heuristic occasionally outperforms all others, and equally occasionally falls behind them. We find it, then, to be a relevant approach, one that sheds new light on the usefulness of residue-alphabet set covers.
Many of our heuristic's details can still undergo improvements that go beyond the mere search for a more efficient implementation. One possibility is clearly the use of potentially better pairwise alignments, both global and local, when they are needed as described in Section 3. This possibility is already exploited by T-COFFEE, which not only employs a position-specific score matrix, but also (as in the implementation used for our comparisons) uses CLUSTAL W to obtain global pairwise alignments and LALIGN [18] to obtain a set of highly significant local pairwise alignments. We also see improvement possibilities in the block-and alignment-extension methods described at the ends of Sections 3.1 and 3.2, respectively. In these two occasions, sequences or subsequences are considered in nonincreasing order of their lengths, which of course is an approach simple to the point of in no way taking into account the biological significance of the sequences or subsequences.
It is also apparent from our presentation of the heuristic in Section 3 that several options exist for many of its building parts. This refers not only to choosing parameter values but also to selecting auxiliary algorithms at several points. Whether better choices exist in terms of yielding even more significant alignments, and doing it perhaps faster as well, remains to be verified.
