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Redes Neurais Hı´bridas Aplicadas ao Mercado de Ac¸o˜es Brasileiro
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Abstract: The stock market is a stochastic, dynamic environment and is in constant evolution, and its prediction
represents a big challenge. Many studies presented in the state of the art are facing this challenge, by making
use of Artificial Neural Networks (ANN) as a tool to make such prediction. In this paper a comparative study is
made with different methods in order to predict the Brazilian stock market through the Bovespa Index. An ANN
was developed and its performance was compared against a hybrid model, in which a Genetic Algorithm (GA)
is proposed as an alternative to improve the performance of this ANN. The results obtained were an average
accuracy of 55.04% and 55.73% respectively, demonstrating that algorithms such as a GA have the capability of
improving the performance of ANN for the stock market prediciton.
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Resumo: O mercado de ac¸o˜es e´ um ambiente estoca´stico, dinaˆmico e em constante evoluc¸a˜o, revelando que a
sua previsibilidade e´ um grande desafio. Diversos trabalhos existentes no estado da arte encaram este desafio,
utilizando como ferramenta para a previsa˜o as Redes Neurais Artificiais (RNA). Este trabalho realiza um estudo
comparativo de diferentes me´todos com o objetivo de prever o mercado de ac¸o˜es brasileiro, por meio do I´ndice
Bovespa. Uma RNA pura foi desenvolvida e seu desempenho foi comparado com um modelo hı´brido, no qual um
Algoritmo Gene´tico (AG) e´ proposto como alternativa para melhorar os resultados desta RNA. Como resultados,
foram obtidos Taxas de Acerto me´dias de 55.04% e 55.73% respectivamente, demonstrando que algoritmos
como AG possuem a capacidade de aprimorar o desempenho das RNA na previsibilidade do mercado de ac¸o˜es.
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1. Introduc¸a˜o
Dentre os problemas que se podem solucionar computacional-
mente, existem aqueles que possuem um ambiente de tarefas
estoca´stico, ou seja, um ambiente cujo estado na˜o pode ser
completamente determinado pelas percepc¸o˜es do agente [1].
Um exemplo e´ o mercado de ac¸o˜es que, por ser um sistema
dinaˆmico, complexo e que esta´ sempre evoluindo, apresenta
movimentos de natureza altamente irregular. Assim, a pre-
visa˜o de retorno de investimento se da´ como um desafio signi-
ficativo devido a` grande diversidade de dados desestruturados
com um alto grau de instabilidade e interconexo˜es na˜o apa-
rentes [2]. Ale´m disso, va´rios fatores, como regulamentac¸o˜es
governamentais por exemplo, tornam o mercado de ac¸o˜es um
ambiente que na˜o e´ completamente determinado, uma vez que
tais fatores na˜o podem ser medidos quantitativamente.
Existem diversos ramos da inteligeˆncia artificial que vi-
sam resolver problemas como este, como as Redes Neurais
Artificiais (RNA). As RNA sa˜o sistemas compostos por va´rios
neuroˆnios, que tem inspirac¸a˜o nos neuroˆnios biolo´gicos e no
sistema nervoso [3]. A grande importaˆncia destes algoritmos
e´ a capacidade de aprenderem padro˜es, que muitas vezes sa˜o
difı´ceis para o ser humano devido ao grande volume de dados,
a partir de um conjunto de dados.
Como apresentado em surveys como [4] e [5], existem
diversos me´todos emergentes com o objetivo de realizar a
previsa˜o dos valores do mercado de ac¸o˜es e substituir ou com-
plementar me´todos cla´ssicos, sendo as RNA e suas variac¸o˜es
um dos me´todos principais e mais frequentemente utilizados.
Alguns dos outros me´todos encontrados sa˜o ARIMA, AN-
FIS, Regressa˜o Linear (RL), Ma´quinas de Vetores de Suporte
(MVS), Modelo Oculto de Markov e A´rvores de Decisa˜o.
No trabalho de [6] foi realizado um estudo comparativo
sobre o desempenho de me´todos para a previsa˜o de prec¸os
do Bitcoin com base em dados extraı´dos sobre a blockchain,
o protocolo usado pelas criptomoedas. Dentre os me´todos
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comparados, encontram-se Ma´quina de Vetor de Suporte, Re-
gressa˜o Logı´stica e RNA. A RNA obteve o melhor desempe-
nho, de 55,1% de acura´cia, seguido pela RL (54,3%) e pelo
MVS (53,7%). Nestas pesquisas, os resultados dos me´todos
deixam claro que ainda ha´ muito trabalho para ser desenvol-
vido para alcanc¸ar uma previsa˜o boa o suficiente para que seja
possı´vel realizar investimentos com seguranc¸a.
Existem outros mecanismos que lidam com indetermi-
nismo capazes de aprimorar o desempenho das RNA por meio
de algoritmos hı´bridos. Um exemplo e´ a Lo´gica Fuzzy (LF),
um me´todo de raciocı´nio para os Conjuntos Fuzzy, os quais
sa˜o conjuntos que especificam o quanto um objeto satisfaz
uma descric¸a˜o vaga [1]. Outro exemplo sa˜o os Algoritmos
Gene´ticos (AG), que constituem uma te´cnica de busca inspi-
rada no processo de evoluc¸a˜o dos seres vivos e baseada na
selec¸a˜o natural de Darwin [3].
Tendo isto em vista, diversos estudos teˆm sido feitos com
a utilizac¸a˜o de Redes Neurais Artificiais, e suas hibridizac¸o˜es,
para a previsa˜o de valores do mercado de ac¸o˜es, com o intuito
de tomar atitudes com um maior grau de certeza [7, 8, 9].
Em [10], foi desenvolvido um me´todo para classificac¸a˜o
de dados utilizando conceitos de RNA com Deep Learning.
Para isso, os dados de entrada sa˜o compartilhados em duas
redes iniciais, simultaneamente. A primeira rede, uma rede
de LF, calcula o grau de pertineˆncia dos dados a um conjunto
fuzzy. A segunda e´ uma RNA que transforma a entrada em
uma representac¸a˜o de alto nı´vel. Em seguida, a saı´da das
duas redes e´ unida em uma outra rede que utiliza conceitos de
aprendizado multimodal e, finalmente, uma u´ltima rede clas-
sifica os resultados obtidos em categorias. Este algoritmo foi
testado para prever o I´ndice Financeiro de Shangai, com os tes-
tes sendo repetidos 20 vezes. O me´todo desenvolvido superou
os seus concorrentes, com 53,2%(±1,2%) de acura´cia contra
os 51,1%(±1,3%) da Rede Neural Fuzzy Auto-Construı´da e
42,5%(±1,7%) da Rede Neural Profunda.
Na obra [11] tambe´m sa˜o apresentadas maneiras de apri-
morar RNA com hibridizac¸o˜es baseadas em AG. O autor
identificou quatro categorias de como os AG podem melho-
rar as RNA, sendo elas a pesquisa por um conjunto de pesos
das conexo˜es o´timo, pesquisa sobre o espac¸o de topologia,
pesquisa por paraˆmetros de aprendizado da rede e finalmente
abordagens que modificam o algoritmo de aprendizado padra˜o.
O autor ainda propoˆs uma nova te´cnica baseada na busca dos
melhores pesos trabalhando em conjunto com o algoritmo
de aprendizado sem substituı´-lo. A aplicac¸a˜o destas te´cnicas
para a identificac¸a˜o de caˆncer de mama levaram a uma taxa de
acerto me´dio de 85% com RNA puras e 95.6% com o me´todo
hı´brido.
Como pode ser observado nesses estudos, a unia˜o das
RNA com outras te´cnicas tem sido estudada com o objetivo
de resolver problemas diversos, dentre eles a previsa˜o do
comportamento do mercado de ac¸o˜es, atingindo resultados
razoa´veis. Pore´m, muitos desses estudos sa˜o realizados no
exterior, o que deixa o Brasil com pouco desenvolvimento
nesta a´rea.
O estudo de [12] compara o mercado de ac¸o˜es de treˆs
paı´ses em desenvolvimento, Brasil, China e I´ndia, tratando
principalmente de ofertas pu´blicas iniciais, ou seja, quando
uma empresa oferece suas ac¸o˜es para venda pela primeira
vez. Neste trabalho, sa˜o comparadas diversas caracterı´sticas
dos mercados desses paı´ses e, embora todos estejam em uma
situac¸a˜o similar de desenvolvimento, ainda existem muitas
diferenc¸as entre suas economias. Portanto, ainda podem ser
explorados a pesquisa e o desenvolvimento de te´cnicas de in-
teligeˆncia artificial para prever o mercado de ac¸o˜es brasileiro.
Deve-se considerar que os me´todos que podem funcionar
melhor em alguns mercados internacionais podem ser incom-
patı´veis com o mercado brasileiro, devido a`s peculiaridades
da economia nacional.
O objetivo deste trabalho foi realizar um estudo sobre algo-
ritmos de RNA hı´bridas, visando especificamente a previsa˜o
do mercado de ac¸o˜es brasileiro, por meio do I´ndice Bovespa.
Para que o objetivo geral fosse alcanc¸ado, foram definidos os
seguintes objetivos especı´ficos:
• identificar me´todos existentes para a previsa˜o dos va-
lores do mercado de ac¸o˜es, utilizando RNA puras e
hı´bridas;
• implementar os me´todos escolhidos;
• obter uma base de dados e treinar as RNA;
• comparar os resultados e encontrar o me´todo que me-
lhor se adequou ao mercado de ac¸o˜es brasileiro.
O restante desse artigo esta´ organizado da seguinte
maneira: a sec¸a˜o 2 apresenta a base teo´rica necessa´ria
para a realizac¸a˜o deste trabalho; a sec¸a˜o 3 descreve as
implementac¸o˜es realizadas; a sec¸a˜o 4 apresenta os resulta-
dos obtidos neste trabalho; e por fim, a sec¸a˜o 5 apresenta as
considerac¸o˜es finais deste trabalho.
2. Referencial Teo´rico
Para alcanc¸ar os objetivos estilpulados neste trabalho foi ne-
cessa´rio o levantamento bibliogra´fico, feito principalmente
atrave´s de livros e da pesquisa de artigos de perio´dicos em
plataformas como IEEE, ScienceDirect e CAPES, abrangendo
trabalhos tanto em ingleˆs quanto em portugueˆs. Dos artigos
encontrados, 31 foram selecionados para leitura e estudo, dos
quais 9 foram analisados aprofundadamente devido a` metodo-
logia detalhada, te´cnicas aplicadas e bons resultados obtidos.
Na primeira parte do levantamento bibliogra´fico estudou-
se sobre o mercado de ac¸o˜es: o que sa˜o ac¸o˜es, como funciona
este mercado e quais sa˜o as formas de analisar o seu com-
portamento. Em seguida, estudou-se sobre Redes Neurais
Artificiais: do que sa˜o constituı´das, como funcionam e como
possuem a capacidade de aprendizado. Por fim, foi estudado
sobre os algoritmos gene´ticos: o que sa˜o, como funcionam e
como podem ser utilizados para aprimorar as Redes Neurais
Artificiais. Os resultados do levantamento bibliogra´fico sa˜o
descritos nas sec¸o˜es 2.1 a 2.4.
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2.1 Mercado de Ac¸o˜es
Ao abrir uma empresa, o empreendedor deve indicar qual e´
o seu tipo societa´rio, o que define como ela e´ organizada em
relac¸a˜o aos seus so´cios, e qual a responsabilidade de cada um
deles para com a empresa. Uma das varia´veis existentes que
enquadram a empresa em um tipo societa´rio e´ o seu capital
social.
Capital social e´ o montante de capital que o titular, so´cios
ou acionistas devem vincular a` empresa para o inı´cio ou
manutenc¸a˜o do nego´cio [13]. Este capital social pode ser
de dois tipos: fechado, quando o dono negocia diretamente as
partes da empresa; ou aberto, quando o dono negocia indireta-
mente estas partes.
As empresas de capital aberto (ou sociedades por ac¸o˜es)
pertencem ao tipo societa´rio chamado Sociedade Anoˆnima
(S.A. ou S/A), e sa˜o entidades legalmente independentes, to-
talmente separadas de seus proprieta´rios. Isto significa que
estas empresas assumem a responsabilidade por suas pro´prias
dı´vidas, de forma que os acionistas teˆm responsabilidade li-
mitada, isto e´, na˜o podem perder mais dinheiro do que ori-
ginalmente pagaram por suas ac¸o˜es. Por isso, este tipo de
empresa arrecada grandes quantias ao vender ac¸o˜es (direito
de propriedade) e emprestar dinheiro [14].
De acordo com [15], uma ac¸a˜o e´ a menor parcela do capi-
tal social das S/A. Ao comprar ac¸o˜es de uma S/A, o indivı´duo
torna-se acionista e participa do lucro da companhia por meio
do recebimento de dividendos e de bonificac¸o˜es. Os acionistas
podem ganhar tambe´m com a possı´vel valorizac¸a˜o do prec¸o
das ac¸o˜es no mercado. Entretanto, na˜o ha´ garantia nenhuma
de valorizac¸a˜o e esse resultado depende fundamentalmente
da gesta˜o da companhia e das condic¸o˜es gerais da economia.
As ac¸o˜es, quanto a classificac¸a˜o dos direitos e das vantagens
que conferem aos seus titulares, podem ser de duas espe´cies:
ordina´ria, que da˜o direito a` voto ao acionista; e preferenciais,
que da˜o prioridades na distribuic¸a˜o de dividendos e reembolso
do capital [16].
O investidor possui quatro maneiras de investir em ac¸o˜es,
sendo elas: compra direta, na qual a pessoa transmite uma or-
dem de aquisic¸a˜o para uma corretora, por telefone ou internet;
com fundos de ı´ndices, que representam o desempenho de
setores de mercado; com clubes de investimento, que sa˜o um
grupos de pessoas que se unem para investir; e com fundos de
investimentos em ac¸o˜es, onde o investidor adquire uma cota
de um fundo administrado por corretoras ou bancos [17].
As transfereˆncias de ac¸o˜es sa˜o feitas nas bolsas de valores,
que sa˜o associac¸o˜es civis, sem fins lucrativos e com func¸o˜es
de interesse pu´blico. Seu papel ba´sico e´ oferecer um mer-
cado para a cotac¸a˜o dos tı´tulos registrados na bolsa e facilitar
a divulgac¸a˜o constante de informac¸o˜es sobre as empresas e
sobre os nego´cios que se realizam sob seu controle. As bol-
sas de valores tambe´m propiciam liquidez a`s aplicac¸o˜es de
curto e longo prazos, por interme´dio de um mercado contı´nuo
representado por seus prego˜es dia´rios [13].
O mercado de ac¸o˜es e´ dinaˆmico e possui alto grau de
incerteza, pois ale´m da oferta e demanda, notı´cias do mer-
cado, como fusa˜o de empresas ou mudanc¸a de tecnologia,
determinam o prec¸o das ac¸o˜es [17]. Por isso, com o obje-
tivo de facilitar a ana´lise geral do mercado de ac¸o˜es, foram
desenvolvidos ı´ndices. O objetivo de um ı´ndice de bolsa de
valores e´ ser o indicador de desempenho me´dio das cotac¸o˜es
dos ativos de maior negociabilidade e representatividade dos
mercados de ac¸o˜es [18]. Os ı´ndices podem ser divididos em
categorias para ter maior especializac¸a˜o. Dentre essas cate-
gorias, existem os ı´ndices amplos e os ı´ndices setoriais. Os
ı´ndices amplos como o I´ndice da Bolsa de Valores de Sa˜o
Paulo (IBovespa) juntam, por exemplo, as ac¸o˜es mais nego-
ciadas, mais lı´quidas e que mais pagam dividendos. Ja´ os
ı´ndices setoriais sa˜o aqueles que dividem as ac¸o˜es por setor,
refletindo o comportamento agregado do segmento econoˆmico
considerado.
Conforme [19], a Brasil, Bolsa, Balca˜o (B3 S.A.) foi cri-
ada em 2017 pela unia˜o entre a Bolsa de Valores, Mercadorias
e Futuros de Sa˜o Paulo (BM&F-BOVESPA) com a Central de
Custo´dia e de Liquidac¸a˜o Financeira de Tı´tulos (CETIP). Com
isto, a B3 e´ a u´nica bolsa de valores, mercadorias e futuros em
operac¸a˜o no Brasil, tambe´m sendo a maior da Ame´rica Latina.
Outras das maiores bolsas do mundo sa˜o: New York Stock
Exchange (NYSE), London Stock Exchange (LSE), Tokyo
Stock Exchange (TSE) e Shangai Stock Exchange (SSE) [20].
Apesar dos mercados financeiros do mundo seguirem uma
tendeˆncia global, existem diversos fatores que caracterizam e
diferenciam esses mercados uns dos outros. Desde padro˜es
de listagem, taxas e ambiente regulato´rio ate´ o me´todo de
avaliac¸a˜o de empresas [21]. Esta identidade que cada mercado
possui, ale´m da economia em que esta˜o inseridos, e´ suficiente
para alterar de forma significativa seu comportamento. Para
fazer uma avaliac¸a˜o deste comportamento, existem diversas
metodologias que podem ser agrupadas em duas abordagens,
a fundamentalista e a te´cnica. Na ana´lise fundamentalista
considera-se os fatores que afetam a oferta e demanda de um
mercado, visando classificar o prec¸o da ac¸a˜o como subvalori-
zado, justo ou supervalorizado. Estes fatores sa˜o internos de
empresa, sua rentabilidade e endividamento, e externos, como
juros, inflac¸a˜o, poupanc¸a, etc. Na ana´lise te´cnica, analisa-se o
comportamento histo´rico do mercado e suas tendeˆncias para
prever o seu estado futuro. Para realizar esta previsa˜o, sa˜o
utilizados gra´ficos de prec¸os e ferramentas estatı´sticas [22].
E´ importante frisar que a ana´lise fundamentalista ajuda o
investidor a decidir qual ac¸a˜o deve ser comprada ou vendida,
enquanto a ana´lise te´cnica ajuda a decidir quando realizar es-
tas operac¸o˜es. Por isso, as duas te´cnicas sa˜o complementares.
Vale ressaltar tambe´m que a ana´lise te´cnica e´ estatı´stica, logo,
na˜o resulta em valores certos ou errados, mas sim em valores
aproximados, que podem ser satisfato´rios ou na˜o.
2.1.1 I´ndices
Os ı´ndices sa˜o indicadores nume´ricos do comportamento do
mercado. Estes ı´ndices sa˜o utilizados na ana´lise te´cnica com a
finalidade de indicar ao investidor qual o momento de realizar
uma compra ou uma venda de uma ac¸a˜o. Conforme [23], estes
ı´ndices podem ser classificados em treˆs grupos:
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• Rastreadores de Tendeˆncia: indicados para se utilizar
quando o mercado esta´ seguindo uma tendeˆncia de alta
ou de baixa. Alguns exemplos de ı´ndices rastreadores
de tendeˆncia sa˜o as me´dias mo´veis, MACD, on-balance
volume, etc.
• Osciladores: sua utilizac¸a˜o e´ indicada nos momentos
em que o mercado esta´ na horizontal, ou seja, na˜o se-
guem uma tendeˆncia. Eles captam os pontos de inflexa˜o
no mercado horizontal, e tambe´m indicam nı´veis insus-
tenta´veis de otimismo e pessimismo. Alguns exem-
plos de ı´ndices osciladores sa˜o o estoca´stico, a taxa de
mudanc¸a, o ı´ndice de forc¸a, etc.
• Mistos: proporcionam um discernimento sobre a psi-
cologia da massa, que representa o senso comum e as
tendeˆncias gerais do mercado. Alguns exemplos de
ı´ndices mistos sa˜o o put-call ratio, bullish consensus,
commitments of traders, etc.
Os ı´ndices utilizados neste trabalho esta˜o explanados mais
detalhadamente nas sec¸o˜es 2.1.1 ate´ 2.1.1.
MACD
Acroˆnimo de Moving Average Convergence-Divergence,
o MACD e´ um rastreador de tendeˆncia que ajuda a anali-
zar o comportamento do mercado por meio de um conjunto
de Me´dias Mo´veis Exponenciais (MME). O ca´lculo de uma
MME e´ definida por
MMEn = Xn ∗K+MMEn−1 ∗ (1−K) (1)
onde Xn corresponde ao prec¸o de fechamento no dia n, e





onde N e´ o tamanho do intervalo da me´dia mo´vel. Para
o caso de n = 0, a MME sera´ igual a` me´dia dos primeiros
n-e´simos valores. Para calcular o MACD, primeiramente e´
necessa´rio obter a MME dos valores de fechamento, no exem-
plo dado, uma MME com tamanho de 5 dias. Em seguida,
calcula-se uma outra MME, com um intervalo maior que o
anterior, por exemplo, 9 dias. Em seguida, calcula-se a Linha
MACD, atrave´s da diferenc¸a entre as duas MMEs. Por fim,
calcula-se a Linha de Sinal, atrave´s de uma MME da Linha
MACD, de tamanho menor que as duas MMEs anteriores.
A tabela 1 mostra um exemplo de ca´lculo do ı´ndice MACD
tendo como base o I´ndice Bovespa.
A interpretac¸a˜o deste ı´ndice se da´ a partir da Linha MACD
e da Linha de Sinal representadas na figura 1. O cruzamento
das linhas identifica mudanc¸as nas tendeˆncias do mercado.
Quando a Linha MACD cruza de baixo para cima a Linha de
Sinal, e´ um indicativo de que uma tendeˆncia de alta esta´ se
iniciando e o investidor deve comprar as ac¸o˜es. Ja´ o cruza-
mento do MACD de cima para baixo indica que o inı´cio de
uma tendeˆncia de baixa foi identificada e o investidor deve
vender suas ac¸o˜es.
Tabela 1. Ca´lculo do I´ndice MACD









2006-09-14 36154 36396.34 36697.88 301.54
2006-09-15 36170 36320.89 36592.31 271.41
2006-09-18 36483 36374.92 36570.44 195.51 256.16
2006-09-19 35886 36211.95 36433.55 221.60 238.88
Figura 1. Gra´fico do I´ndice MACD
Sistema Direcional
O Sistema Direcional e´ um rastreador que auxilia na
ana´lise do comportamento do mercado, por meio das
movimentac¸o˜es das altas, baixas e fechamentos dos u´ltimos
n dias. Neste ı´ndice, sa˜o utilizadas treˆs curvas para avaliar o
mercado: +DI, -DI e ADX.
Para o ca´lculo do Sistema Direcional, inicialmente deve-se
obter o True Range (TR), que e´ o maior valor entre: a distaˆncia
entre a alta de hoje e a baixa de hoje; a distaˆncia entre a alta
de hoje e o fechamento de ontem; e a distaˆncia entre a baixa
de hoje e o fechamento de ontem. Em seguida, obte´m-se o
Directional Movement (+DM e −DM) que sa˜o as diferenc¸as
dos valores de alta de hoje para ontem (+DM) e de baixa
de ontem para hoje (−DM). Por exemplo, se calcularmos a
diferenc¸a de alta entre o dias 2006−09−04 e 2006−09−01
(figura 3), encontraremos o valor 410. Calculando a diferenc¸a
entre a baixa dos dias 2006− 09− 01 e 2006− 09− 04, en-
contraremos o valor −1055. Como a diferenc¸a das altas e´
maior, enta˜o +DM = 410 e −DM = 0. Os ca´lculos podem
ser vistos na tabela 2.
Com esses valores, e´ possı´vel calcular o Directional Indi-
cator (+DI e -DI), atrave´s da raza˜o entre +DM e TR e entre
-DM e TR. Em seguida, suaviza-se +DI e -DI por me´dias
mo´veis. Por u´ltimo, calcula-se DX, por meio da raza˜o entre as
diferenc¸as de +DI com -DI e a soma de +DI e -DI. Suavizando
esses valores com uma me´dia mo´vel, gera-se ADX. O ca´lculo
pode ser visto na tabela 3.
O ca´lculo encontrado nas tabelas 2 e 3 e´ uma variac¸a˜o en-
contrada em [24], realizando o ca´lculo do Sistema Direcional
com um n de 5 dias.
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Tabela 2. Ca´lculo do Sistema Direcional - Parte 1
Data Alta Baixa Fechamento TR +DM -DM TR5
2006-09-01 37329 36232 37329
2006-09-04 37739 37287 37693 452 410.00 0.00
2006-09-05 37693 37271 37368 422 0.00 16.00
2006-09-06 37368 36710 36710 658 0.00 561.00
2006-09-08 36725 36495 36558 230 0.00 215.00
2006-09-11 36561 35666 35772 895 0.00 829.00 2,657.00
2006-09-12 36147 35626 36147 521 0.00 40.00 2,646.60
2006-09-13 36726 36034 36550 692 579.00 0.00 2,809.28
2006-09-14 36680 36087 36154 593 0.00 0.00 2,840.42
2006-09-15 36469 35878 36170 591 0.00 209.00 2,863.34
Tabela 3. Ca´lculo do Sistema Direcional - Parte 2
+DM5 -DM5 +DI5 -DI5 DI5 Dif DI5 Soma DX ADX
410.00 1,621.00 15.43 61.01 45.57 76.43 59.62
328.00 1,336.80 12.39 50.51 38.11 62.90 60.59
841.40 1,069.44 29.95 38.07 8.11 68.01 11.93
673.12 855.55 23.70 30.12 6.42 53.81 11.93
538.50 893.44 18.81 31.20 12.39 50.00 24.78 33.77
631.80 714.75 22.35 25.29 2.93 47.63 6.160 28.25
Este ı´ndice trabalha com a identificac¸a˜o de tendeˆncias.
Quando as linhas de DI se separam, a linha ADX sobe, indi-
cando uma tendeˆncia que continua de maneira vigorosa. ADX
declina quando ocorre a reversa˜o de uma tendeˆncia ou quando
o mercado entra em um impasse.
Este ı´ndice tambe´m possibilita a identificac¸a˜o de
prova´veis comec¸os de uma nova tendeˆncia. E´ identificado o
comec¸o de uma nova tendeˆncia de alta quando +DI esta´ no
topo e de baixa quando -DI esta´ no topo, enquanto que ADX
sinaliza a intensidade dessa tendeˆncia [23]. Conforme pode
ser visto na figura 2, logo a partir do de´cimo dia foi um bom
momento de vender as ac¸o˜es, pois -DI e ADX estavam acima
de +DI, ale´m de que ADX estava crescente neste momento.
Elder Ray
O Elder Ray e´ um ı´ndice oscilador que indica a forc¸a
dos expeculadores em aumentar o prec¸o das ac¸o˜es, frequen-
Figura 2. Gra´fico do Sistema Direcional
Figura 3. Gra´fico do I´ndice Elder Ray
temente chamados de bull, contra a forc¸a dos expeculadores
em diminuir o prec¸o das ac¸o˜es, frequentemente chamados de
bear. A forc¸a destes dois grupos de expeculadores e´ calculada
com base em uma MME e nas variac¸o˜es intradia´rias das ac¸o˜es,
e e´ dada pelas equac¸o˜es a seguir:
Bull−Power = MaximadoDia−MME (3)
Bear−Power = MinimadoDia−MME (4)
A tabela 4 mostra um exemplo do ca´lculo do ı´ndice Elder Ray
com uma MME de 5 dias e a figura 3 apresenta os valores cal-
culados. O ı´ndice pode ser aplicado atrave´s da identificac¸a˜o
de pontos de entrada e de saı´da nas operac¸o˜es a partir dos
ma´ximos e mı´nimos dos valores na direc¸a˜o da tendeˆncia re-
presentada pela inclinac¸a˜o da MME.
I´ndice de Forc¸a
O I´ndice de Forc¸a e´ um oscilador de ca´lculo simples que
leva em considerac¸a˜o o volume de transac¸o˜es e o valor de
fechamento, descrito pela equac¸a˜o 5:
IF =Volumeho je∗(Fechamentoho je−Fechamentoontem) (5)
A tabela 5 traz um exemplo do ca´lculo do I´ndice de Forc¸a.
O ı´ndice de forc¸a reflete o grau de comprometimento da
massa de participantes no mercado por considerar o volume
no ca´lculo, indicando a forc¸a das tendeˆncias.
Tabela 4. Ca´lculo do I´ndice Elder Ray
Data Alta Baixa Fechamento MME Bull Bear
2006-09-01 37329 36232 37329
2006-09-04 37739 37287 37693
2006-09-05 37693 37271 37368
2006-09-06 37368 36710 36710
2006-09-08 36725 36495 36558 37131.6 -406.6 -636.6
2006-09-11 36561 35666 35772 36678.4 -117.4 -1012.4
2006-09-12 36147 35626 36147 36501.26 -354.26 -875.26
2006-09-13 36726 36034 36550 36517.51 208.48 -483.51
2006-09-14 36680 36087 36154 36396.34 283.65 -309.34
2006-09-15 36469 35878 36170 36320.89 148.10 -442.89
2006-09-18 36670 36134 36483 36374.92 295.07 -240.92
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Tabela 5. Ca´lculo do I´ndice de Forc¸a
Data Fechamento Volume I´ndice de Forc¸a
2006-09-01 37329 98953400
2006-09-04 37693 83711000 30470804000
2006-09-05 37368 104148400 -33848230000
2006-09-06 36710 99016400 -65152791200
2006-09-08 36558 80359000 -12214568000
Triple-Screen
Um problema dos ı´ndices e´ que frequentemente eles sa˜o
contradito´rios entre si. Por isso, [23] sugere a te´cnica Triple-
Screen. Esta te´cnica consiste em analisar a tendeˆncia do mer-
cado em treˆs crivos. No primeiro crivo analiza-se a tendeˆncia
de longo prazo do mercado, por meio de rastreadores de
tendeˆncia, para determinar se o investidor devera´ comprar
ou vender. No segundo crivo, utiliza-se um oscilador nos
valores dia´rios, para identificar o melhor momento de realizar
a compra ou venda. Por fim, no terceiro crivo analisa-se os
valores intradia´rios das ac¸o˜es, a fim de otimizar os lucros.
Tendo isto em vista, neste trabalho os dois rastreadores
de tendeˆncia e os dois osciladores mais indicados por [23]
sa˜o utilizados para realizar a previsa˜o do I´ndice Bovespa, de
maneira similar a` te´cnica Triple Screen.
Para analizar a tendeˆncia de longo prazo do mercado, neste
trabalho foram empregados como rastreadores de tendeˆncia o
I´ndice MACD, utilizando como MMEs os valores de 9, 12 e
26 dias, e o Sistema Direcional, com as MMEs de 13 dias. Ja´
para a ana´lise de curto prazo, foram utilizados os osciladores
Elder Ray, com uma MME de 13 dias, e o I´ndice de Forc¸a.
2.2 Redes Neurais Artificiais
Uma RNA e´ um algoritmo que modela a maneira como o
ce´rebro realiza uma tarefa particular ou func¸a˜o. A motivac¸a˜o
para o desenvolvimento das RNA deve-se ao fato do reco-
nhecimento de que o ce´rebro humano processa informac¸o˜es
de uma forma inteiramente diferente do computador digital
convencional, pois o ce´rebro e´ um computador (sistema de pro-
cessamento de informac¸a˜o) altamente complexo, na˜o-linear e
paralelo [25].
Em linhas gerais, uma RNA constitui-se de inu´meras uni-
dades de processamento simples, chamadas de neuroˆnios, que
trabalham paralelamente em grande escala e possuem a capaci-
dade de aprender. Um benefı´cio do processo de aprendizagem
de RNAs e´ a sua caracterı´stica de generalizar e associar dados
ale´m de ter uma toleraˆncia a` dados ruidosos [26].
Tradicionalmente, o processo de aprendizagem das RNAs
se da´ por um algoritmo de aprendizagem, cuja func¸a˜o e´ modi-
ficar os pesos sina´pticos. Entretanto, e´ possı´vel tambe´m para
uma rede neural modificar sua pro´pria topologia, o que e´ mo-
tivado pelo fato de os neuroˆnios no ce´rebro humano poderem
morrer e que novas conexo˜es sina´pticas possam crescer [25].
2.2.1 Neuroˆnio
Os neuroˆnios sa˜o as unidades ba´sicas de uma RNA e cada
um deles e´ uma unidade de processamento de informac¸a˜o. O
neuroˆnio possui treˆs elementos ba´sicos, como apresentado na
figura 4.
• um conjunto de sinapses (ou elos de conexa˜o), em que
cada conexa˜o e´ caracterizada por um peso pro´prio.
• um somador, para somar os sinais de entradas pondera-
dos pelas respectivas sinapses do neuroˆnio.
• uma func¸a˜o de ativac¸a˜o, para restringir a amplitude da
saı´da de um neuroˆnio.
Conforme a figura 4, o funcionamento de um neuroˆnio e´
dado da seguinte forma: o neuroˆnio possui um conjunto de
sinapses de entrada, que ligam um neuroˆnio i a um neuroˆnio j.
Estas sinapses propagam o valor de ativac¸a˜o yi(n) para j, e sa˜o
associadas a` um peso w ji(n), que determina a intensidade do
sinal de conexa˜o. Com isso, e´ calculada a func¸a˜o de entrada






onde n e´ a iterac¸a˜o do processo. Em seguida, aplica-se a υ j(n)
a func¸a˜o de ativac¸a˜o ϕ j(). O resultado desta operac¸a˜o e´ o
valor de saı´da (ativac¸a˜o) do neuroˆnio j, ou y j, e e´ dado por








[3] apresentam as principais func¸o˜es para se utilizar como
func¸a˜o de ativac¸a˜o:
linear
ϕ j(x) = bx (8)
logı´stica, unipolar ou sigmoidal
ϕ j(x) = a∗ 11+ e−bx (9)
e tangente hiperbo´lica




Por fim, o valor de ativac¸a˜o y j(n) e´ propagado para os
pro´ximos neuroˆnios, por meio do conjunto de sinapses de
saı´da.
2.2.2 Arquiteturas
A forma como os neuroˆnios sa˜o ligados pelas conexo˜es de-
termina como ocorre a propagac¸a˜o da informac¸a˜o entre os
neuroˆnios, definindo a arquitetura da RNA. Esta alimentac¸a˜o
pode ser cı´clica, sendo chamada de retroalimentada, ou
acı´clica, podendo conter uma u´nica camada ou mu´ltiplas ca-
madas.
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Figura 4. Modelo de um neuroˆnio
Fonte: Adaptado de [1]
Figura 5. Modelo de uma rede acı´clica multi-camadas
Em uma rede acı´clica de mu´ltiplas camadas, os neuroˆnios
sa˜o dispostos em camadas, e a saı´da de uma camada e´ a
entrada da camada imediatamente posterior [1]. Neste mo-
delo, existem pelo menos duas camadas, a de entrada e a de
saı´da, que da´ o retorno da rede neural. Pode haver camadas
intermedia´rias, tambe´m conhecidas como camadas ocultas.
Segundo [3], estas redes sa˜o as mais populares por apresen-
tarem algoritmos de aprendizado bastante difundidos, ale´m
de suas capacidades de aproximar, dependendo da quantidade
de neuroˆnios, qualquer func¸a˜o na˜o linear. A figura 5 traz um
exemplo de RNA com arquitetura acı´clica multi-camadas.
2.2.3 Aprendizado
O procedimento utilizado para realizar o processo de aprendi-
zagem e´ chamado de algoritmo de aprendizagem. Sua func¸a˜o
e´ modificar os pesos sina´pticos da rede de uma forma orde-
nada para alcanc¸ar um objetivo de projeto desejado [25]. Os
algoritmos de aprendizagem podem ser classificados em treˆs
tipos: supervisionado, na˜o-supervisionado e por reforc¸o. O
foco deste trabalho e´ o aprendizado supervisionado. Neste
tipo de aprendizagem, e´ apresentado a` rede pares, contendo
os valores de entrada e as respectivas saı´das esperadas. A res-
posta da rede e´ comparada com a saı´da esperada e calcula-se
um sinal de erro, que e´ utilizado para calcular o ajuste que
deve ser feito nos pesos sina´pticos da rede [3].
Uma das regras de aprendizado supervisionado e´ a Re-
gra Delta Generalizada, tambe´m conhecida como Algoritmo
de Retropropagac¸a˜o ou Backpropagation. No Algoritmo de
Retropropagac¸a˜o, o tempo e´ discreto e utiliza-se o me´todo de
gradiente descendente para correc¸a˜o do erro. O algoritmo exe-
cuta um mapeamento entrada-saı´da atrave´s da minimizac¸a˜o
de uma func¸a˜o de custo. Esta func¸a˜o e´ minimizada pelo ajuste
dos pesos sina´pticos de acordo com o erro quadra´tico acu-
mulado, para todos os padro˜es do conjunto de treinamento
[3].
Em uma RNA que utiliza o algoritmo de retropropagac¸a˜o,
o aprendizado resulta das muitas apresentac¸o˜es de um determi-
nado conjunto de exemplos de treinamento (pares de entrada
e saı´da) a ela. Uma apresentac¸a˜o do conjunto de treinamento
inteiro e´ denominada e´poca e o processo de aprendizagem
e´ realizado de e´poca em e´poca ate´ os pesos sina´pticos e os
nı´veis de bias se estabilizarem e o erro me´dio quadrado so-
bre todo o conjunto de treinamento convergir para um valor
mı´nimo [25].
A aprendizagem por retropropagac¸a˜o pode ser compre-
endida atrave´s do Algoritmo 1. Este algoritmo recebe dois
paraˆmetros: exemplos, um conjunto de exemplos em que
cada item tem um vetor de entrada xi e um vetor de saı´da
di, e rede, uma rede multicamadas com L camadas, pesos
w ji(n) e func¸a˜o de ativac¸a˜o ϕ j(). Ale´m disso, considera-se a
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Algoritmo 1 Pseudoco´digo de Retropropagac¸a˜o
Fonte: Adaptado de [1]
1: func¸a˜o RETROPROPAGAC¸A˜O(exemplos, rede)
2: fac¸a
3: para cada peso w ji na rede fac¸a
4: w ji(n)← um numero aleatorio pequeno
5: fim para
6: para cada exemplo (x,d) ∈ exemplos fac¸a
. Propaga as entradas para frente, para computar as saı´das
7: para cada no´ i na camada de entrada fac¸a
8: yi(n)← xi
9: fim para
10: para l ← 2 ate´ L fac¸a






13: y j(n)← ϕ j(υ j(n))
14: fim para
15: fim para
. Propaga deltas da camada de saı´da para a de entrada
16: para cada no´ j da camada de saı´da fac¸a
17: δ [ j](n)← ϕ ′j(υ j(n))× (d j− y j)
18: fim para
19: para l ← L−1 ate´ 1 fac¸a
20: para cada no´ i na camada l fac¸a




w ji(n) ×δ [ j](n)
22: fim para
23: fim para
. Atualiza cada peso na rede usando deltas
24: para cada peso wi, j na rede fac¸a
25: w ji(n)← w ji(n)+α×∆w ji(n−1)+η× yi(n)×δ [ j]
26: fim para
27: fim para
28: enquanto nenhum crite´rio de parada tenha sido satisfeito
29: fim func¸a˜o retorna rede
existeˆncia da varia´vel local δ que representa o gradiente local
de cada neuroˆnio da rede.
No algoritmo 1, pode ser visto nas linhas 12 e 13 o ca´lculo
das varia´veis υ j(n), que e´ a entrada do neuroˆnio j, e y j(n),
que e´ a saı´da do neuroˆnio calculada por meio da func¸a˜o de
ativac¸a˜o ϕ j(). Estas instruc¸o˜es do algoritmo implementam as
equac¸o˜es 6 e 7, e a func¸a˜o ϕ j() e´ qualquer uma das equac¸o˜es
8, 9 ou 10. Ja´ o sı´mbolo ϕ ′, que aparece nas linhas 17 e 21, e´
a derivada da func¸a˜o ϕ j(), utilizado para o ca´lculo de δ .
Detalhando melhor o algoritmo, δ j(n) e´ o gradiente local
do neuroˆnio j na iterac¸a˜o n, e e´ utilizado para o ca´lculo da
variac¸a˜o ∆ que sera´ aplicada ao peso w ji(n). Caso j seja
um neuroˆnio de saı´da, seu ca´lculo e´ dado pela linha 17 do
algoritmo, conforme a equac¸a˜o
δ j(n) = e j(n)∗ϕ ′j(υ j(n)) (11)
onde e j(n) e´ o erro do neuroˆnio j na iterac¸a˜o n, calculado por
d j(n)−y j(n). Caso o neuroˆnio j seja um neuroˆnio de camada
intermedia´ria, δ j(n) e´ calculado pela linha 21, conforme a
equac¸a˜o





onde k e´ o ı´ndice dos neuroˆnios da primeira camada a` direita
de j. Por fim, a variac¸a˜o ∆ aplicada ao peso sina´ptico w ji(n)
e´ dada por
∆w ji = α ∗∆w ji(n−1)+η ∗δ j(n)∗ y j(n) (13)
onde ∆w ji(n−1) e´ a variac¸a˜o de w ji na iterac¸a˜o anterior, para
n 6= 0. η e´ a taxa de aprendizagem, e serve para controlar
as variac¸o˜es dos pesos sina´pticos. Com um valor pequeno,
a trajeto´ria no espac¸o de pesos sera´ suave, pore´m tornando
a aprendizagem lenta. Utilizando valores altos, acelera-se a
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aprendizagem, pore´m com o risco de tornar a rede insta´vel
[25]. α e´ chamado de constante de momento, e o termo
α∆w ji(n−1) da equac¸a˜o 13 serve para acelerar a aprendiza-
gem da rede evitando o perigo da instabilidade [25].
E´ mencionado tambe´m, na linha 28, o crite´rio de parada,
para que a func¸a˜o de retropropagac¸a˜o na˜o execute infinita-
mente. Os crite´rios de parada existentes sa˜o: uma limitac¸a˜o
no nu´mero de e´pocas; quando o erro total ∑Nj=1 e2j(n)/N atinja
um valor mı´nimo; ou ambos os crite´rios, interrompendo a
execuc¸a˜o quando qualquer um dos crite´rios for atingido por
primeiro.
2.2.4 RNAs e Se´ries Temporais
As RNA foram desenvolvidas primariamente para o uso de
reconhecimento de padro˜es (classificac¸a˜o) e na˜o apresentavam
bons resultados na modelagem de se´ries temporais, pois as
RNA tradicionais se preocupavam apenas com a detecc¸a˜o de
padro˜es em conjuntos de valores que na˜o mudavam em relac¸a˜o
ao tempo. A natureza dinaˆmica dos dados temporais e espac¸o-
temporais demanda a introduc¸a˜o de novos mecanismos [27].
Para que seja possı´vel o processamento de se´ries temporais
por uma RNA, deve existir algum tipo de memo´ria. Esta
memo´ria pode ser dar pelo fornecimento de um intervalo
temporal para a RNA, ao usar valores do passado de uma se´rie
para um pro´ximo processamento, ou pelo armazenamento de
valores passados dos neuroˆnios nas camadas oculta e de saı´da
[27].
Com estas adaptac¸o˜es, as RNA possuem grande poder de
decisa˜o em cena´rios em que se pode identificar se´ries tem-
porais como na a´rea financeira. Segundo [28], a previsa˜o do
valor de ac¸o˜es baseada em se´ries temporais e´ um dos campos
ativos de pesquisa na a´rea de financ¸as, matema´tica, fı´sica e
aprendizado de ma´quina. Inicialmente, essa previsa˜o era feita
atrave´s dos me´todos estatı´sticos de ana´lise, mas nas u´ltimas
de´cadas um grande nu´mero de modelos de RNA foram pro-
postos para resolver este problema e o modelo estatı´stico com-
binado com RNA hı´bridas traz melhores resultados quando
comparado a um modelo de RNA pura combinada com o um
modelo estatı´stico, como visto em [28].
A memo´ria atrave´s da entrada e´ normalmente implemen-
tado nas RNA de mu´ltiplas camadas que se assemelham aos
modelos autoregressivos como ARIMA, que sa˜o me´todos
cla´ssicos para processamento de se´ries temporais no contexto
de financ¸as. Neste tipo de abordagem, a entrada da RNA
funciona como uma janela deslizante de tamanho n: se um
dado novo entra na janela (Xt+1), o valor mais antigo da janela
(Xt−n) e´ descartado. O objetivo da RNA e´ sempre prever o
pro´ximo valor que entrara´ na janela. Quando um novo dado
chega (Xt+2) ele e´ adicionado na janela, o u´ltimo elemento
da janela e´ removido (Xt−n+1) e com estes novos n valores
a rede tentara´ prever o valor em t +3. Uma vantagem desta
abordagem e´ a capacidade de considerar mais caracterı´sticas
complexas da se´rie temporal. Como desvantagem ha´ o grande
nu´mero de dados de amostra requeridos devido ao grande
nu´mero de paraˆmetros e o possı´vel problema de overfitting
[29].
Ja´ o segundo me´todo, que consiste em armazenar valores
passados na pro´pria rede, pode ser visto em redes de Jordan
e redes de Elman, que nada mais sa˜o que RNA que possuem
camadas que sa˜o utilizadas para realimentac¸a˜o de entradas.
Estas camadas podem ser ocultas (camada de estado em re-
des de Elman) ou a pro´pria camada de saı´da onde e´ feita
uma retroalimentac¸a˜o para a considerac¸a˜o desses valores no
pro´ximo processamento [27]. Embora este tipo de RNA seja
utilizado para resolver problemas de se´ries temporais, um
histo´rico muito grande na˜o e´ comportado ale´m de necessitar
de algoritmos diferentes para o treinamento da rede, uma vez
que algoritmos comuns como a retropropagac¸a˜o podem causar
problemas [29]. Devido a`s combinac¸o˜es na˜o-lineares realiza-
das pela RNA atrave´s das func¸o˜es de ativac¸a˜o, uma mudanc¸a
infinitesimal de uma entrada temporalmente distante traz efei-
tos no treinamento que na˜o sa˜o mensura´veis pelo gradiente
descendente, acarretando no desaparecimento do mesmo, ou
seja, os pesos do modelos recebem atualizac¸o˜es virtualmente
nulas e a RNA na˜o aprende [25].
Portanto neste trabalho foi escolhido o primeiro modelo
em que a memo´ria e´ uma entrada no sistema para que seja
possı´vel utilizar os ı´ndices descritos em 2.1.1, que incluem
no pro´prio ca´lculo para obteˆ-los dados referentes ao passado.
Assim e´ possı´vel seguir a recomendac¸a˜o de [28] utilizando o
modelo estatı´stico em conjunto com a RNA.
2.3 Algoritmos Gene´ticos
Os Algoritmos Gene´ticos (AGs) constituem uma te´cnica de
busca inspirada no processo de evoluc¸a˜o dos seres vivos base-
ada na selec¸a˜o natural de Darwin. Em uma busca, existe uma
se´rie de fatores que influenciam o desempenho de um dado
sistema. Esses fatores podem assumir um nu´mero limitado ou
ilimitado de valores e podem ser sujeitos a certas restric¸o˜es. O
objetivo e´ encontrar a melhor combinac¸a˜o dos fatores dentro
do espac¸o de busca que e´ composto de todas as possibilidades
de combinac¸o˜es [3].
Considerando os sistemas biolo´gicos como um todo,
observa-se que os mesmos desenvolveram ao longo da sua
evoluc¸a˜o estrate´gias de adaptac¸a˜o de comportamento que
possibilitaram a sua sobreviveˆncia e a perpetuac¸a˜o de suas
espe´cies. As presso˜es do ambiente fizeram com que estas
estrate´gias tivessem um forte impacto sobre os organismos
biolo´gicos, gerando profundas mudanc¸as nos mesmos [3].
Baseado nesta analogia com o processo de evoluc¸a˜o
biolo´gica das espe´cies, os AG manteˆm a informac¸a˜o sobre
o ambiente, acumulando-a durante o perı´odo de adaptac¸a˜o.
Eles utilizam tal informac¸a˜o acumulada para podar o espac¸o
de busca e gerar novas soluc¸o˜es plausı´veis dentro do domı´nio
[3].
Os AGs possuem os seguintes elementos: uma populac¸a˜o
de cromossomos, selec¸a˜o atrave´s de func¸o˜es de adaptabili-
dade, cruzamento para produzir uma nova gerac¸a˜o de cromos-
somos e mutac¸a˜o aleato´ria dessa nova gerac¸a˜o [30].
Dado um problema bem definido a ser resolvido e uma
representac¸a˜o das possı´veis soluc¸o˜es em sequeˆncias de va-
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lores, um algoritmo gene´tico funciona conforme os passos
descritos na figura 6.
Para ilustrar o funcionamento de um AG e´ apresentado
um problema que consiste de uma caixa preta com cinco inter-
ruptores externos que podem estar ligados (1) ou desligados
(0). Cada combinac¸a˜o de estados dos interruptores resulta em
um valor diferente da func¸a˜o para f (x) = x2, que e´ o sinal de
saı´da da caixa preta. O objetivo deste problema e´ encontrar
a configurac¸a˜o de interruptores que resulta no maior valor
possı´vel da func¸a˜o f (x).
2.3.1 Cromossomo
Um cromossomo se refere a uma possı´vel soluc¸a˜o para o
problema e e´ representado por uma sequeˆncia de valores,
tipicamente bits [30]. Cada valor do cromossomo, tambe´m
chamado de gene, esta´ contido em um conjunto de possı´veis
nu´meros que aquele aspecto da soluc¸a˜o pode assumir.
Para preparar o exemplo para uso de um AG, deve-se pri-
meiro identificar o cromossomo. Neste caso, para transformar
os interruptores em uma sequeˆncia de valores, basta repre-
sentar seus estados de forma bina´ria: 1 para ligado e 0 para
desligado. Assim, uma configurac¸a˜o especı´fica de cinco in-
terruptores pode ser dada pela sequeˆncia dessa representac¸a˜o
como por exemplo 00000 onde todos os interruptores esta˜o
desligados, conforme a figura 7.
2.3.2 Adaptabilidade
Todo cromossomo e´ avaliado quanto a` sua adaptabilidade
em cada gerac¸a˜o. Essa avaliac¸a˜o e´ feita a partir da capaci-
dade de resolver o problema que cada cromossomo possui
e o resultado e´ chamado de adaptabilidade. Com um valor
de adaptabilidade, torna-se possı´vel classificar cada cromos-
somo para determinar as melhores soluc¸o˜es para o problema
representado por eles.
No problema da caixa preta, cada combinac¸a˜o de estados
reflete numa saı´da diferente da caixa preta e consequente-
mente de f (x). Como o objetivo e´ maximizar a saı´da, quanto
maior o valor obtido na saı´da, melhor e´ o conjunto de entrada.
Figura 6. Fluxograma do funcionamento de um AG
Figura 7. Exemplo de um cromossomo para o problema da
caixa preta
Portanto, o sinal de saı´da da caixa preta serve como uma
forma de avaliar a soluc¸a˜o proposta.
2.3.3 Selec¸a˜o
Tendo uma populac¸a˜o de cromossomos e uma forma de avalia´-
los, a pro´xima etapa em um AG e´ selecionar pares de cromos-
somos para que eles possam se reproduzir.
A selec¸a˜o e´ feita a partir dos resultados de uma roleta
ponderada que considera o nı´vel de adaptabilidade de cada
cromossomo, fazendo com que os cromossomos mais ap-
tos sejam escolhidos com maior frequeˆncia sem excluir a
possibilidade de que os piores cromossomos tambe´m sejam
selecionados.
Uma consequeˆncia da roleta ponderada e´ que um cromos-
somo pode ser escolhido mais de uma vez enquanto outros
na˜o sa˜o escolhidos [1].
2.3.4 Cruzamento
Para cada par de cromossomos selecionados sorteia-se um
valor. Caso esse valor seja maior que a probabilidade pre´-
determinada de cruzamento, e´ realizado um cruzamento entre
o par e por consequeˆncia deste processo dois novos cromosso-
mos sa˜o gerados. Caso o valor seja inferior a` probabilidade, os
cromossomos originais na˜o sa˜o alterados nessa etapa, sendo
simplesmente copiados para a pro´xima gerac¸a˜o.
Para realizar um cruzamento e´ necessa´rio encontrar pontos
de corte, que dividam o cromossomo para que os valores sejam
trocados entre o par, assim gerando dois cromossomos novos
com partes de cada um dos cromossomos originais.
No exemplo da caixa preta, apenas um ponto de corte e´
escolhido aleatoriamente e o cruzamento se da´ conforme e´
mostrado na figura 8.
Figura 8. Cruzamento de cromossomos
Fonte: Adaptado de [1]
2.3.5 Mutac¸a˜o
Apo´s o processo de selec¸a˜o, sorteia-se um novo valor refe-
rente a` probabilidade de ocorreˆncia de uma mutac¸a˜o em cada
cromossomo, que normalmente e´ muito menor que a chance
de cruzamento.
A mutac¸a˜o de um cromossomo acontece atrave´s da
alterac¸a˜o de apenas um dos valores da sequeˆncia do cromos-
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somo. No exemplo dos interruptores, basta inverter um bit do
cromossomo, ou seja, alterar o estado do interruptor.
2.3.6 Aplicac¸o˜es
A busca e otimizac¸a˜o podem ser resolvidas por meio de
me´todos probabilı´sticos, nume´ricos, enumerativos ou por hi-
bridismo destes me´todos. Os AGs fazem parte da classe
correspondente aos me´todos probabilı´sticos de busca e
otimizac¸a˜o e apesar de na˜o serem puramente aleato´rios,
usam conceitos de probabilidade para direcionar a busca para
regio˜es onde e´ prova´vel que os pontos o´timos estejam [3].
Os AGs podem ser enquadrados em grande parte dos
problemas cientı´ficos a serem formulados como problemas
de busca e otimizac¸a˜o [3]. Um exemplo disso e´ a otimizac¸a˜o
dos paraˆmetros de RNAs, tendo a capacidade de melhorar os
resultados de previsa˜o de se´ries temporais na forma de valores
do mercado de ac¸o˜es conforme visto em [2].
2.4 Trabalhos Relacionados
Existem inu´meras formas de combinar RNA com AG para se
desenvolver um modelo hı´brido. [11] agrupou os trabalhos
existentes em 4 grandes categorias, descritas a seguir:
• Pesquisar por um conjunto de pesos o´timo: nesta cate-
goria, os pesos w ji sa˜o codificados em cromossomos e
um AG e´ utilizado para encontrar a melhor combinac¸a˜o
de pesos.
• Pesquisar sobre o espac¸o de topologia: nesta categoria,
o AG e´ utilizado para encontrar uma quantidade de
neuroˆnios na camada intermedia´ria que permita com
que a RNA alcance um aprendizado melhor.
• Pesquisar por paraˆmetros de aprendizado o´timos:
nesta categoria, cada gene do cromossomo e´ um dos
paraˆmetros que afetam a etapa de aprendizado da RNA,
como α e η por exemplo.
• Abordagens gene´ticas que modificam a
retropropagac¸a˜o: nesta abordagem, a cada iterac¸a˜o
do processo de retropropagac¸a˜o, uma operac¸a˜o de
mutac¸a˜o e´ realizada, realizando um incremento nos
pesos w ji.
[11] desenvolveu uma te´cnica em que o AG e´ utilizado
para encontrar os melhores pesos w ji iniciais, pore´m na˜o
substituindo a retropropagac¸a˜o. Uma populac¸a˜o e´ criada, na
qual os cromossomos possuem os pesos iniciais da RNA. Para
cada cromossomo, os valores sa˜o decodificados para a RNA,
que a partir destes pesos iniciais realiza o treinamento (executa
do passo 6 em diante do pseudoco´digo 1). O desempenho
desta RNA em um conjunto de teste e´ utilizado como valor de
adaptabilidade para o respectivo cromossomo. Cabe ressaltar
que as alterac¸o˜es realizadas pela retropropagac¸a˜o modificam
apenas os pesos que esta˜o na RNA, na˜o alterando os valores
originais do cromossomo.
Desta forma, uma pesquisa por pontos o´timos globais e´
realizada pelo AG, enquanto uma pesquisa por pontos o´timos
locais e´ realizada pela retropropagac¸a˜o, simultaneamente.
Ale´m disso, [11] utiliza operac¸o˜es gene´ticas, como a mutac¸a˜o
por exemplo, para incrementar ou decrementar a quantidade
de neuroˆnios na camada intermedia´ria. Pode-se dizer que o
me´todo de [11] se encaixa no quarto grupo apresentado.
Os testes de [11] foram realizados utilizando uma base
de dados contendo dez atributos sobre diagno´sticos de caˆncer
de mama. O me´todo desenvolvido foi comparado com RNA
puras que obtiveram um erro me´dio de 15%, contra 4.4% do
me´todo desenvolvido.
[31] criou um me´todo hı´brido que se encaixa no segundo
e no quarto grupo apresentado. No referido trabalho, foi utili-
zado um AG para gerar os valores iniciais de w ji, selecionar
os dados de entrada para a RNA e tambe´m definir a quanti-
dade de neuroˆnios intermedia´rios. Esta RNA e´ utilizada para
a detecc¸a˜o de caˆncer de mama, a partir de uma base de dados
que possui 9 atributos para cada instaˆncia. Cada atributo e´
uma feature que sera´ utilizada ou na˜o como entrada da RNA.
Neste trabalho, o cromossomo possui valores estritamente
bina´rios. Os primeiros P-e´simos bits do cromossomo indicam
a utilizac¸a˜o ou na˜o de um gerador de pesos iniciais randoˆmico.
Assim como no trabalho de [11], a retropropagac¸a˜o na˜o e´
substituı´da. Em seguida, os pro´ximos Q-e´simos bits do cro-
mossomo indicam a quantia, em nu´mero bina´rio, de neuroˆnios
na camada intermedia´ria. Por fim, os u´ltimos R-e´mos bits in-
dicam quais features sera˜o utilizadas.
Apo´s a decodificac¸a˜o dos cromossomos, o trabalho segue
de maneira similar ao trabalho anterior. Para cada RNA, a
retropropagac¸a˜o e´ executada a partir da linha 6. Os desempe-
nhos das RNA sa˜o utilizados para calcular a adaptabilidade
do cromossomo.
Como testes, [31] comparou o seu me´todo utilizando
treˆs variac¸o˜es diferentes do algoritmo de retropropagac¸a˜o,
alcanc¸ando como pior resultado uma taxa de acerto me´dia de
93.14% e um desvio de 4.4%. Ja´ na melhor combinac¸a˜o, foi
alcanc¸ado uma taxa de acerto me´dia de 98.29% e um desvio
de 0.8%.
Em [32] os autores deram continuidade a um trabalho
tambe´m feito por eles sobre previsa˜o de valores do ı´ndice
tailandeˆs SET50 com uma RNA pura. A entrada desta RNA
pura utiliza combinac¸o˜es de 11 ı´ndices diferentes em que cada
ı´ndice possui 4 possı´veis valores referentes a intervalos de
previsa˜o diferentes, totalizando assim 44 valores que servem
como entrada. No caso da RNA utilizar todos os valores
calculados, o custo computacional do treinamento seria muito
alto e consequentemente levaria muito tempo.
A melhoria proposta neste trabalho em comparac¸a˜o ao
anterior foi a integrac¸a˜o de um AG com a RNA para encontrar
a melhor entrada da rede composta de um subconjunto dos 44
valores de ı´ndices calculados. Para representar este problema,
os cromossomos foram codificados por uma sequeˆncia de bits
e sa˜o iniciados aleatoriamente. Cada bit representa a selec¸a˜o
de um determinado valor de ı´ndice e o cromossomo como
um todo representa a combinac¸a˜o dos valores que servem
de entrada para a RNA. Com os cromossomos definidos, a
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RNA e´ treinada e classifica o conjunto de teste, encontrando
a adaptabilidade referente a` taxa de acerto de predic¸a˜o que
cada cromossomo obteve. Apo´s isso e´ dada continuac¸a˜o a`s
operac¸o˜es gene´ticas.
Foram realizados testes utilizando dados de um intervalo
de seis anos em que cada teste e´ referente a um intervalo
de um ano. A hibridizac¸a˜o da RNA atrave´s do AG trouxe
melhores predic¸o˜es do que a RNA pura na˜o so´ para cada ano
mas tambe´m em me´dia, aumentando a taxa de acerto me´dio
de 56.58% para 63.60% melhorando os resultados em 12.4%
No trabalho de [2] foi usado um conjunto de tecnologias
para minimizar erros de predic¸o˜es em retornos de investimento
a partir de quatro ı´ndices europeus, sendo estas tecnologias
RNA, LF, AG e combinac¸o˜es entre elas.
Ale´m da RNA de mu´ltiplas camadas com retropropagac¸a˜o
foi apresentado um AG e possı´veis formas de como modificar
a RNA para obter melhorias no processo de previsa˜o, sendo
uma das hibridizac¸o˜es a busca da melhor arquitetura de RNA
atrave´s do AG. Outra combinac¸a˜o que participou do experi-
mento foi a RNA fuzzy que trata do uso da lo´gica fuzzy para
determinar o intervalo dos pesos das conexo˜es nas camadas
ocultas da RNA a partir dos valores das ac¸o˜es de mı´nimo e de
ma´ximo de um determinado dia.
Ao testar os modelos hı´bridos de RNA com AG e fuzzy
com os 4 ı´ndices e 3 medidas de erro, os resultados da pesquisa
indicaram que a RNA com AG teve melhores resultados que a
RNA com fuzzy tanto em precisa˜o quanto em robustez, sendo
sua Me´dia Percentual Absoluta do Erro (MPAE) me´dio nos
testes realizados 0.495, prevalecendo sobre o outro algoritmo
que atingiu 0.6025.
Em [33] e´ explicada a limitac¸a˜o da capacidade que RNA
puras tem de encontrar uma soluc¸a˜o para o problema, pois
a RNA pode demandar muito esforc¸o computacional se sua
arquitetura for muito grande ou decorando o conjunto de
treinamento se for muito pequena.
Uma das soluc¸o˜es para esse problema e´ a te´cnica de poda,
que, neste trabalho, foi implementada atrave´s de um AG
co-evoluciona´rio cooperativo hı´brido com poda. Este algo-
ritmo e´ utilizado para dividir a RNA complexa em va´rias
sub-redes simples. Essas sub-redes formam diversos gru-
pos e cada grupo realiza operac¸o˜es gene´ticas independente-
mente, como selec¸a˜o, cruzamento e mutac¸a˜o. No processo
evoluciona´rio, os grupos trocam informac¸a˜o entre si somente
durante a avaliac¸a˜o de indivı´duos. Assim, somente pela
cooperac¸a˜o esses grupos conseguem evoluir e concluir a tarefa
de otimizac¸a˜o.
Com 8 varia´veis de entrada testadas para 2 ı´ndices diferen-
tes em um intervalo de 210 dias, treˆs te´cnicas foram testadas,
RNA com AG, algoritmo co-evoluciona´rio cooperativo e o
algoritmo co-evoluciona´rio cooperativo hı´brido. O u´ltimo
algoritmo foi capaz de atingir o melhor resultado entre os treˆs,
atingindo um erro quadra´tico me´dio de 0.00237, aproxima-
damente dez vezes menor que a RNA com AG (0.02429) e
mais de duas vezes menor que o algoritmo co-evoluciona´rio
cooperativo na˜o-hı´brido (0.00549) para uma das bases de da-
dos, com a outra trazendo resultados em proporc¸o˜es similares
quanto ao erro quadra´tico me´dio.
3. Materiais e Me´todos
Neste trabalho, a partir do estudo da sec¸a˜o 2, foi iniciada a
etapa experimental do projeto por meio da implementac¸a˜o
de uma RNA como um grafo acı´clico orientado, conforme
descrito por [3]. Esta implementac¸a˜o garante uma maior
flexibilidade a` RNA que se torna altamente configura´vel e,
diferente dos simuladores, capaz de suportar todas as futuras
hibridizac¸o˜es.
No estudo realizado foi observado uma melhoria a partir
da adic¸a˜o de AG para auxiliar ou complementar a RNA, como
nos trabalhos de [2] e [32]. Assim optou-se por aprimorar
o desempenho da RNA atrave´s de hibridizac¸o˜es com AG
diferentes para que seja possı´vel comparar esses me´todos
entre si ale´m da comparac¸a˜o com a RNA pura.
3.1 Coleta e Tratamento de Dados
Os valores de entrada para a RNA foram obtidos por meio
dos ı´ndices, ja´ descritos na sec¸a˜o 2.1.1, com base nos valores
histo´ricos do IBOVESPA, a partir da data de 01/09/2006 ate´
11/04/2018 disponı´veis em [34]. Todas as linhas da tabela
que na˜o possuı´am o valor do volume ou com valores null
(como feriados, onde a bolsa na˜o abre) foram excluı´das da
base de dados.
Ja´ os valores utilizados como saı´da da RNA foram gerados
similarmente ao trabalho de [32], conforme a equac¸a˜o 14.
SaidaRNAho je =
{
1, se Fechamentoamanha > Fechamentoho je
−1, se na˜o
(14)
Com os valores de entrada e saı´da obtidos, a base de dados
foi montada conforme a te´cnica utilizada em minerac¸a˜o de
dados chamada Hold Out. Nesta te´cnica, divide-se a base
de dados em dois grupos: base de treinamento e base de
teste. A base de treinamento serve para treinar um modelo
que sera´ utilizado para prever/classificar valores, enquanto
que a base de teste serve para simular o desempenho que o
modelo obteria ao prever/classificar valores inexistentes na
base de dados. O Hold Out utilizado separou 70% dos dados
mais antigos para o treinamento do modelo, enquanto que os
30% dos dados mais recentes foram utilizados para simular
o desempenho do modelo em dados na˜o vistos. A ordem de
cada instaˆncia na˜o foi alterada para que a sequeˆncia temporal
dos dados na˜o fosse perturbada.
Ale´m disso, para fins de comparac¸a˜o de desempenho,
foram criadas duas base de dados. Uma base X1, que utiliza
todos os valores obtidos do IBOVESPA totalizando 12 anos,
e outra base X2, contendo apenas os valores dos u´ltimos treˆs
anos. Com isso, testes foram realizados para averiguar se uma
base de dados grande garantiria uma taxa de acerto maior ou se
prejudicaria o modelo, levando a RNA a uma superadaptac¸a˜o.
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Por u´ltimo, a partir das bases X1 e X2 foram geradas outras
n bases de dados, X1n e X2n. A diferenc¸a destas bases e´ que,
como valores de entrada, a RNA recebe na˜o apenas os ı´ndices
do dia corrente, mas tambe´m dos u´ltimos n-e´simos dias.
3.2 Medidas de Avaliac¸a˜o
Um fator importante para o estudo de previsa˜o de valores
e para comparac¸o˜es de trabalhos e´ determinar a medida de
avaliac¸a˜o a ser utilizada. Uma medida de avaliac¸a˜o e´ uma
forma de calcular o desempeho de um modelo ao prever os
valores reais. Medidas diferentes possuem significado dos
valores e intervalo de imagem diferentes.
Algumas dessas me´tricas sa˜o:
• Raiz do Erro Quadra´tico Me´dio (REQM): dado que
Y e´ o valor real obtido de um problema e Yˆ e´ o valor




uma quantidade de N valores.
• Me´dia Percentual Absoluta do Erro (MPAE): seguindo










• Acura´cia: tambe´m conhecida como taxa de acerto,
mede a proporc¸a˜o de exemplos classificados correta-
mente em relac¸a˜o ao total de exemplos. Considera-se
verdadeiro positivo (V P) a quantidade de vezes em que
a RNA previu corretamente que o IBOVESPA subiria
do dia corrente para o pro´ximo dia, e verdadeiro nega-
tivo (V N) a quantidade de vezes em que a RNA previu
corretamente que o IBOVESPA cairia, a equac¸a˜o da
acura´cia e´ dada por V P+V NN .
• Precisa˜o: consiste na proporc¸a˜o entre as previso˜es po-
sitivas corretas e o total de previso˜es positivas. Sendo
falso positivo (FP) a quantidade de vezes em que a
RNA previu erroneamente uma alta no IBOVESPA, sua
equac¸a˜o e´ dada por V PV P+FP .
Nos trabalhos estudados em 2.4 percebeu-se o uso de
va´rias medidas de avaliac¸a˜o diferentes, algumas sendo mais
utilizadas do que outras, pore´m na˜o havendo um padra˜o no es-
tado da arte. Para o software desenvolvido foi enta˜o definido o
uso de MPAE e a acura´cia como me´tricas, por serem uma das
medidas de desempenho mais utilizadas nos trabalhos estuda-
dos, e no caso do MPAE tambe´m devido a` sua representac¸a˜o
usual do erro obtido em forma de porcentagem, o que inibe
problemas com proporcionalidades.
Como o objetivo deste trabalho e´ a previsa˜o do cresci-
mento ou decrescimento do IBOVESPA no dia seguinte, os
valores de saı´da da RNA sa˜o interpretados de maneira discreta
como classes. Por isso, para o ca´lculo da acura´cia, os valo-
res de saı´da da RNA sa˜o arredondados. Caso o nu´mero seja
positivo, arredonda-se para 1, caso contra´rio, para -1. Como
consequeˆncia disto, existe a possibilidade de tanto MPAE
quanto acura´cia possuı´rem valores mutuamente altos.
3.3 Implementac¸a˜o da RNA
A implementac¸a˜o da RNA foi baseada em [25], seguindo as
fo´rmulas e recomendac¸o˜es de implementac¸a˜o deste autor. A
arquitetura escolhida para a rede foi multi-camadas, a mais
comum para resolver problemas envolvendo se´ries temporais,
conforme visto na sec¸a˜o 2.4.
A modelagem da RNA teve inı´cio com base em cada
componente como neuroˆnios, conexo˜es, camadas, func¸o˜es de
ativac¸a˜o, o algoritmo supervisor e a rede como um todo. Ja´
na modelagem dos neuroˆnios e da conexa˜o foi percebido que
para permitir o comportamento desejado de grafo da RNA,
as conexo˜es deveriam se comportar como as arestas do grafo,
sempre ligando um neuroˆnio a` outro em ambos os sentidos.
Entre dois neuroˆnios de camadas subsequentes, existe uma
conexa˜o.
A inicializac¸a˜o das sinapses e´ feita a partir de uma
distribuic¸a˜o normal com me´dia igual a zero e desvio padra˜o
variando conforme a quantidade de conexo˜es de entrada da
u´ltima camada, como visto em [25].
O algoritmo 2 traz a implementac¸a˜o do algoritmo de trei-
namento (pseudoco´digo do algoritmo 1). Nela, as instruc¸o˜es
do-while representam as linhas 6 e 28 do pseudoco´digo. Em
seguida, todas as instruc¸o˜es do while mais interno represen-
tam as instruc¸o˜es da linha 7 ate´ a linha 26 do pseudoco´digo.
Mais especificamente, a func¸a˜o calcularA j() pega o exemplo
da base de treinamento e insere na camada de entrada. Em
seguida, os valores sa˜o propagados para frente, ate´ chegar na
camada de saı´da.
O algoritmo 3 mostra a implementac¸a˜o do gradiente local
em um neuroˆnio que se situa na camada de saı´da, conforme a
fo´rmula 11. O gradiente local e´ o termo que aponta para as
modificac¸o˜es necessa´rias nos pesos sina´pticos e e´ fortemente
influenciado pela diferenc¸a entre os pesos das conexo˜es ∆w ji.
Algoritmo 2 Implementac¸a˜o em Java do algoritmo de
retropropagac¸a˜o (Algoritmo 1)
public void treinar() {
epocas = 0;
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Algoritmo 3 Implementac¸a˜o em Java do ca´lculo do gradiente
local na camada de saı´da






erro = dj - aj;
neuronio.setEj(erro);
gLinha = neuronio.getGLinha();
gradienteLocal = erro * gLinha;
neuronio.setGradienteLocal(gradienteLocal);
ajusteEta = 1.0 /
Math.sqrt(neuronio.getTotalConexaoEntrada());






Delta += alpha * neuronio.getDeltaB();
}
neuronio.setDeltaB(Delta);
for (Conexao conexao :
neuronio.getConexoesEntrada()) {











Algoritmo 4 Implementac¸a˜o em Java do ca´lculo do gradiente
local nas camadas intermedia´rias
for (int i = rna.getListaCamadas().size() -
2; i > 0; i--) {












gradienteLocal = gLinha * somatorio;
neuronio.setGradienteLocal(gradienteLocal);
ajusteEta = 1.0 / Math.sqrt(neuronio
.getTotalConexaoEntrada());










for (Conexao conexao :
neuronio.getConexoesEntrada()) {













Ja´ o algoritmo 4 traz a implementac¸a˜o que representa a
equac¸a˜o 12, que e´ a fo´rmula da retropropagac¸a˜o para o gra-
diente local em neuroˆnios que se situam nas camadas inter-
media´rias. Ambas as figuras sa˜o implementac¸o˜es internas
da func¸a˜o propagarDeltas() para um determinado exemplo
sorteado da base de treinamento, que consta na figura 3.3 e
que implementa as linhas 16 a 23 do pseudoco´digo 1.
Nos dois trechos de co´digo e´ possı´vel ver o uso da varia´vel
a justeEta. Isto adve´m da recomendac¸a˜o de [25], de que
os neuroˆnios precisam aprender por igual em uma mesma
velocidade. Como o ajuste do peso das conexo˜es depende do
somato´rio das entradas dos neuroˆnios, neuroˆnios da camada
de saı´da e tambe´m neuroˆnios com muitas conexo˜es de entrada
tendem a aprender mais rapidamente que os outros. Por isso,
um ajuste e´ realizado, em cada neuroˆnio individualmente,
para desacelerar o aprendizado destes neuroˆnios, dado pela
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As func¸o˜es de ativac¸a˜o utilizadas pelos neuroˆnios das
camadas intermedia´rias e saı´da, foram implementadas con-
forme descrito nas equac¸o˜es 8, 9 e 10 e utilizadas nas
implementac¸o˜es das figuras 3.3 e 3.3. As va´rias opc¸o˜es para
a func¸a˜o de ativac¸a˜o, como pode ser visto em emuladores de
RNA, contribuı´ram para que a RNA construı´da possua uma
maior flexibilidade no que diz respeito a`s a´reas de aplicac¸a˜o.
Dentre as func¸o˜es implementadas, duas foram selecio-
nadas para realizar o experimento, sendo elas a Sigmoidal
Sime´trica e a Tangente Hiperbo´lica Sigmoidal. Esta escolha
deu-se por dois motivos: pela necessidade do possı´vel inter-
valo do valor de saı´da da RNA estar contido no intervalo da
func¸a˜o de ativac¸a˜o escolhida, como recomendado em [25], e
pela ana´lise de resultados provindos de testes preliminares
realizados.
Com a RNA implementada foram realizados alguns testes
preliminares e um experimento com a base de dados conforme
detalhado na sec¸a˜o 3.1. Os resultados, que sera˜o discutidos
na sec¸a˜o 4, possibilitaram uma avaliac¸a˜o da implementac¸a˜o
realizada e permitiram com que fosse possı´vel iniciar a etapa
seguinte do trabalho com o objetivo de melhora´-los atrave´s de
hibridizac¸o˜es da RNA.
3.4 Implementac¸a˜o de AG
A modelagem de AG foi separada em uma estrutura gene´rica
que pode ser reaproveitada e uma especı´fica para cada AG
especı´fico escolhido para a hibridizac¸a˜o da RNA. A partir
desta implementac¸a˜o, somente as caracterı´sticas especı´ficas
de cada AG devem ser construı´das, enquanto as operac¸o˜es
gene´ticas comuns sa˜o reutilizadas.
O cromossomo, independente das estrate´gias estudadas,
sera´ constituı´do de uma sequeˆncia de nu´meros, que podem
representar a arquitetura, os pesos e ate´ as melhores entradas
para a RNA. Ale´m disso, um cromossomo tambe´m sempre
precisa ser avaliado pelo AG para que seja possı´vel medir seu
grau de adaptabilidade e qua˜o boa e´ a soluc¸a˜o proposta por
ele.
A selec¸a˜o e´ uma operac¸a˜o gene´tica que deve ser realizada
em AG e na˜o e´ afetada pela especificidade do algoritmo dentro
do escopo deste estudo. Nesta etapa, alguns cromossomos sa˜o
selecionados para participarem, direta ou indiretamente, da
nova populac¸a˜o de indivı´duos. Neste trabalho, duas formas
de selec¸a˜o sa˜o utilizadas mutuamente: o elitismo e a roleta
ponderada.
Para a selec¸a˜o dos cromossomos, inicialmente e´ realizado
o ca´lculo da adaptabilidade de cada cromossomo, como pode
ser visto no algoritmo 5. Calcula-se o erro MPAE obtido pela
RNA com a base de teste, e em seguida a adaptabilidade do
cromossomo e´ obtida atrave´s do inverso do valor MPAE, 1−
MPAE. Em seguida, o conjunto de cromossomos e´ ordenado
pela a adaptabilidade de maneira crescente.
Para o me´todo do elitismo, basta copiar os n primeiros cro-
mossomos do conjunto e guarda´-los para a pro´xima gerac¸a˜o.
Esta te´cnica garante que a pro´xima populac¸a˜o contenha alguns
dos melhores cromossomos da gerac¸a˜o atual enquanto ainda
realiza operac¸o˜es gene´ticas para buscar novos cromossomos
com uma melhor adaptabilidade.
Para o me´todo da roleta ponderada, pares de indivı´duos
devem ser sorteados, pore´m aqueles com maior adaptabili-
dade devem ser selecionados com maior frequeˆncia para o
cruzamento. O algoritmo 5 apresenta a implementac¸a˜o da
selec¸a˜o de dois cromossomos. Isto e´ feito simulando uma
func¸a˜o de probabilidade.
Algoritmo 5 Implementac¸a˜o em Java da selec¸a˜o do AG Su-
pervisor











while (totalEscolhidos != 2) {
somaProbabilidade = pontuacaoTotal;
valorAleatorio = (Math.random() *
pontuacaoTotal);














Inicialmente e´ realizado o somato´rio das adaptabilidades
de todos os cromossomos. Depois gera-se um valor aleato´rio
proporcional a` soma obtida, implementado na figura 3.4 pela
varia´vel valorAleatorio. Em seguida, iterando cada cromos-
somo, realiza-se a seguinte comparac¸a˜o: caso valorAleatorio
for maior que a soma das adaptabilidades decrescida da adap-
tabilidade do i-e´simo cromossomo, enta˜o ele e´ selecionado;
caso contra´rio, continua-se a iterac¸a˜o.
Para que a roleta ponderada funcione, e´ importante que
haja uma discrepaˆncia significativa entre as adaptabilidades
dos cromossomos. Em testes realizados preliminarmente, foi
observado que os valores de adaptabilidade dos cromossomos
foram bastante pro´ximos. Por isso, os valores adaptabilidade
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O cruzamento e´ feito apo´s a etapa de selec¸a˜o. Para cada
par de cromossomos selecionados pela roleta ponderada, um
nu´mero aleato´rio e´ gerado. Caso o nu´mero seja menor que um
valor de probabilidade de cruzamento definido pelo usua´rio,
enta˜o o cruzamento e´ realizado entre este par de cromosso-
mos e os dois filhos gerados sa˜o guardados para a pro´xima
gerac¸a˜o. Caso contra´rio, o pro´prio par de cromossomos enta˜o
e´ guardado para a pro´xima gerac¸a˜o.
Quatro formas de cruzamento foram implementadas para
representar problemas distintos com maior flexibilidade de
forma similar a`s func¸o˜es de ativac¸a˜o da RNA. Sa˜o elas:
• Corte em um ponto: conforme ja´ descrito na sec¸a˜o
2.3.4.
• Corte em dois pontos: funciona de maneira similar a`
te´cnica anterior, pore´m dois pontos de corte diferentes
sa˜o sorteados.
• Ma´scara bina´ria aleato´ria: para cada n-e´simo gene do
cromossomo, um nu´mero aleato´rio e´ sorteado. Caso
o nu´mero seja 1, enta˜o o cromossomo filho F1 recebe
em seu n-e´simo gene o valor do n-e´simo gene do cro-
mossomo pai P1, enquanto que o cromossomo filho F2
recebe o n-e´simo gene do cromossomo pai P2. Caso o
nu´mero seja 0, o inverso ocorre. O cromossomo filho
F1 recebe o n-e´simo gene do cromossomo pai P2 e F2
recebe o n-e´simo gene do cromossomo pai P1.
• Ma´scara bina´ria alternada: similar a` ma´scara bina´ria,
pore´m aqui os valores da ma´scara na˜o sa˜o sorteados,
mas sim pre´-determinados, alternando seus valores en-
tre 0 e 1.
As etapas de mutac¸a˜o e decodificac¸a˜o na˜o sa˜o iguais para
todos os AG, mudando conforme suas peculiaridades, en-
quanto todas as etapas descritas anteriormente sa˜o similares
para as outras te´cnicas de AG estudadas. As particularidades
destas etapas para o algoritmo desenvolvido sa˜o explicadas na
sec¸a˜o 3.4.1.
3.4.1 Substituic¸a˜o da Retropropagac¸a˜o
Neste modelo de RNA hı´brida, o AG foi utilizado para treinar
a RNA, substituindo enta˜o o algoritmo de retropropagac¸a˜o
explicado na sec¸a˜o 2.2.
Para a inicializac¸a˜o dos cromossomos, sa˜o gerados valo-
res aleato´rios entre -1 e 1 seguindo uma func¸a˜o normal de
distribuic¸a˜o de probabilidade com me´dia 0.
Em seguida, e´ realizada a decodificac¸a˜o, conforme pode
ser visto na figura 9. Nesta etapa, os genes do cromossomo
sa˜o copiados para a RNA. Cada gene representa um peso w j,i
das conexo˜es de saı´da dos neuroˆnios das camadas de entrada
e intermedia´ria, ou um bias (conexa˜o de entrada individual)
de cada neuroˆnio das camadas intermedia´ria e de saı´da.
O algoritmo 6 traz a implementac¸a˜o da decodificac¸a˜o do
cromossomo.
Algoritmo 6 Implementac¸a˜o em Java da decodificac¸a˜o do AG
public RNA
decodificarPesosEBiasParaRNA(Cromossomo
cromossomo, RNA rna) {
int indice = 0;
for (int i = 0; i <
rna.getNumeroCamadas() - 1; i++) {
Camada camada = rna.getCamada(i);
for (Neuronio neuronio :
camada.getListaNeuronios()) {



















Na operac¸a˜o de cruzamento, optou-se pelo uso de dois
dos quatro me´todos implementados descritos em 3.4. Devido
ao tamanho cromossomo dessa abordagem gene´tica crescer
rapidamente com arquiteturas mais complexas, foram esco-
lhidas as estrate´gias de cruzamento que melhor dividem o
cromossomo: o corte em dois pontos e a ma´scara bina´ria
aleato´ria.
Tambe´m foi identificado que, devido a` grande quantidade
de valores contidos em um u´nico cromossomo, uma vez que
cada valor representa um peso de uma conexa˜o incluindo os
bias, a mutac¸a˜o em apenas um valor e´ uma mudanc¸a muito
pequena em relac¸a˜o ao cromossomo inteiro, especialmente
em RNA com muitas conexo˜es. Para contornar este problema,
a mutac¸a˜o foi implementada para ocorrer em um nu´mero
varia´vel de genes do cromossomo, seja por substituic¸a˜o ou
incremento. Esta te´cnica trouxe melhores resultados em testes
preliminares por causa da maior variedade gene´tica coberta
pelo AG ao considerar mais mutac¸o˜es.
Este modelo desenvolvido de RNA hı´brida e´ similar ao
trabalho de [35], pore´m a mutac¸a˜o utilizada neste trabalho
realiza a substituic¸a˜o do valor do gene por um novo valor
gerado aleatoriamente. As outras etapas do AG ocorrem nor-
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Figura 9. Estrutura do cromossomo e sua relac¸a˜o com os paraˆmetros da RNA
malmente, conforme ja´ descrito na sec¸a˜o 2.3.
4. Resultados e Discussa˜o
Para avaliar o desempenho obtido pelos algoritmos imple-
mentados, foram realizados experimentos para determinar
qual combinac¸a˜o dos fatores resulta no melhor desempenho,
medido atrave´s do MPAE e da taxa de acerto. Como cada al-
goritmo comparado e´ dependente de inicializac¸a˜o de varia´veis
com valores aleato´rios, cada teste foi realizado inicialmente
com 10 repetic¸o˜es.
Primeiramente foi realizado um teste com a RNA pura,
pois esta utiliza um grande nu´mero de fatores que tambe´m sa˜o
utilizados nos outros modelos. Por isso, uma vez que a melhor
combinac¸a˜o destes fatores e´ definida, a quantidade de fatores
restantes para os testes subsequentes diminui, reduzindo a
complexidade dos testes ao focar somente nos fatores que sa˜o
especı´ficos de cada AG, sendo que um teste especı´fico foi
realizado para cada modelo.
Dos fatores que sa˜o mais gene´ricos e que esta˜o presentes
em todos os modelos implementados, foram identificados
dois tipos: os fatores relacionados ao mercado de ac¸o˜es; e os
fatores relacionados a` RNA e a` retropropagac¸a˜o.
4.1 Resultados da RNA Pura
Os fatores do mercado de ac¸o˜es influenciam a forma com que
os valores sa˜o apresentados a` RNA, sa˜o eles: a quantidade
de dias que a RNA recebe para cada ı´ndice, representado por
Dias; e o tamanho da base de dados utilizada para treinamento
e teste, ja´ citados anteriormente como X1 e X2, representado
por Anos.
Os fatores da RNA sa˜o configurac¸o˜es da pro´pria rede
ou paraˆmetros do algoritmo de retropropagac¸a˜o. Estes fa-
tores sa˜o: a quantidade ma´xima de iterac¸o˜es permitidas na
etapa de treinamento, representado por MaxIteracoes; a quan-
tidade de neuroˆnios na camada intermedia´ria, representado
por qtdNeuronios; a func¸a˜o de ativac¸a˜o de cada neuroˆnio,
representado por f x; os valores de α e η da retropropagac¸a˜o,
representados por Al pha; e os valores de a e b da func¸a˜o de
ativac¸a˜o, tambe´m representados por a e b.
Como ha´ um total de oito fatores, um teste do tipo fato-
rial completo de mu´ltiplos nı´veis tornou-se invia´vel devido a`
quantidade de combinac¸o˜es a serem avaliadas e tambe´m ao
longo tempo para a execuc¸a˜o dos testes. Por isso, o me´todo de
avaliac¸a˜o tomado aqui foi o fatorial completo 2k. Os valores
escolhidos para os fatores foram os seguintes:
• Dias - a RNA recebeu 1 ou 5 dias de entrada.
• Anos - a RNA foi treinada com 3 ou 12 anos.
• MaxIteracoes - foi permitido a retropropagac¸a˜o execu-
tar 1000 ou 10000 e´pocas.
• qtdNeuronios - 25 ou 75 neuroˆnios na camada inter-
media´ria.
• f x - o valor 0 representa a func¸a˜o de ativac¸a˜o Sigmoidal
Sime´trica, enquanto que o valor 1 representa a Tangente
Hiperbo´lica Sigmoidal.
• Al pha - a fim de reduzir a quantidade de fatores, os
valores α e η foram variados aos pares. Al pha 0.5
significa que α = 0.5 e η = 0.1, enquanto que Al pha
0.7 significa que α = 0.7 e η = 0.2.
• a e b - variaram respectivamente entre 1 e 1.7159 e 23 e
1.
Como varia´veis de saı´da utilizadas para medir a qualidade
dos resultados obtidos, foram utilizados a Taxa de Acerto e o
MPAE obtidos com a base de teste.
Apo´s a execuc¸a˜o do algoritmos com todas as combinac¸o˜es
dos fatores, realizou-se um estudo sobre a ana´lise de
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variaˆncias, utilizando a linguagem R, dos resultados obtidos
nos testes. As ana´lises de variaˆncias de ambas as varia´veis de
saı´da podem ser vistas nas tabelas 6 e 7.
Como pode ser visto em ambas as tabelas, o ca´lculo de
TesteF revelou valores significativos. Conforme a ana´lise de
variaˆncias, ao comparar os valores obtidos com os valores
da tabela de distribuic¸a˜o F de Snedecor, foi demonstrado
que os valores de TesteF possuem 5% de significaˆncia, para
todos os fatores. Por isso, um estudo mais aprofundado foi
realizado sobre cada fator, analisando o desempenho da RNA
em Taxa de Acerto e MPAE ao variar os valores de cada fator
individualmente. Tal estudo foi realizado a partir dos gra´ficos
do tipo boxplot das figuras 10 e 11.
Como pode ser visto nas figuras 10a e 10b, os valores de
me´dia e de primeiro desvio padra˜o, tanto para a me´trica de
erro MPAE quanto para a Taxa de Acerto, sa˜o muito parecidas.
Pore´m, a faixa de valores que esta˜o dois desvios padra˜o abaixo
da me´dia sa˜o mais altos para a Taxa de Acerto com 5 Dias,
ale´m de que para dois desvios padra˜o acima da me´dia, 5 Dias
possui valores levemente menores. Por isso, para os testes
seguintes, o valor de 5 Dias foi definido como padra˜o.
(a) Dias - Taxa de Acerto (b) Dias - MPAE
Figura 10. Desempenho dos testes variando o fator Dias
Como tambe´m pode ser visto nas figuras 11a e 11b, para o
fator Anos na me´trica MPAE, embora os dois valores possuam
me´dias muito pro´ximas, o valor de 3 Anos possui visivelmente
valores menores para um desvio padra˜o, tanto abaixo quanto
acima da me´da. Ja´ na Taxa de Acerto, a me´dia para 3 Anos e´
visivelmente superior. Por isso, o valor de 3 Anos foi definido
Tabela 6. Ana´lise de Variaˆncias - Taxa de Acerto
FonteDeVariacao SomaDeQuadrados GrausDeLiberdade QuadradosMedios TesteF
Dias 69.6 1 69.6 7.66
Anos 1337.7 1 1337.7 147.18
MaxIteracoes 164.5 1 164.5 18.095
qtdNeuronios 0.3 1 0.3 0.037
fx 443.5 1 443.5 48.8
Alpha 314.1 1 314.1 34.565
a 559.1 1 559.1 61.517
b 121.2 1 121.2 13.335
Residual 20940 2304 9.1 NA
Total 23950 2312 3019.1 NA
Tabela 7. Ana´lise de Variaˆncias - MPAE
FonteDeVariacao SomaDeQuadrados GrausDeLiberdade QuadradosMedios TesteF
Dias 0.86 1 0.86 140.1
Anos 0.13 1 0.13 21.21
MaxIteracoes 0.9 1 0.9 146.82
qtdNeuronios 0.47 1 0.47 77.17
fx 26.88 1 26.88 4403.88
Alpha 14.56 1 14.56 2385.52
a 147.09 1 147.09 24101.09
b 6.21 1 6.21 1017.65
Residual 14.06 2304 0.1 NA
Total 211.16 2312 197.2 NA
(a) Anos - Taxa de Acerto (b) Anos - MPAE
Figura 11. Desempenho dos testes variando o fator Anos
como padra˜o para os pro´ximos testes.
Nas figuras 12a e 12b e´ possı´vel ver que no fator
MaxIteracoes, os valores de primeiro desvio padra˜o acima e
abaixo da me´dia foram muito semelhantes, tanto em MPAE
quanto em Taxa de Acerto. Ja´ em MPAE e´ possı´vel ver que
1000 iterac¸o˜es possui uma me´dia levemente menor. Na Taxa
de Acerto, 10000 iterac¸o˜es alcanc¸aram valores maiores no
segundo desvio padra˜o acima da me´dia, pore´m alcanc¸ou valo-
res menores em dois desvios padra˜o abaixo da me´dia, o que
demonstra que com esse valor o desempenho da RNA e´ menos
esta´vel. Por isso, 1000 iterac¸o˜es como limite de treinamento
foi definido como padra˜o nos pro´ximos testes.
Para o fator f x, as figuras 13a e 13b revelam uma grande
diferenc¸a entre as duas func¸o˜es de ativac¸a˜o no MPAE, com
a Sigmoidal Sime´trica possuindo me´dia e um desvio padra˜o
acima da me´dia muito menores do que a Tangente Hiperbo´lica
Sigmoidal. Ja´ na Taxa de Acerto, ambas as func¸o˜es possuem
me´dia e um desvio padra˜o muito pro´ximas. Por isso, a func¸a˜o
Sigmoidal Sime´trica foi definida como padra˜o para os testes
seguintes.
O fator qtdNeuronios obteve resultados muito similares
ao fator Dias e os testes demonstraram que em MPAE os dois
valores sa˜o muito semelhantes, pore´m na Taxa de Acerto, em
dois desvios padra˜o, 25 neuroˆnios intermedia´rios demons-
traram valores mais altos, definindo enta˜o 25 neuroˆnios na
camada intermedia´ria como um valor padra˜o para os testes
seguintes.
Os fatores Al pha, a e b obtiveram resultados muito se-
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(a) MaxIteracoes - Taxa de Acerto (b) MaxIteracoes - MPAE
Figura 12. Desempenho dos testes variando o fator
MaxIteracoes
(a) fx - Taxa de Acerto (b) fx - MPAE
Figura 13. Desempenho dos testes variando o fator fx
melhantes aos ja´ descritos no fator f x das figuras 13a e 13b.
Por isso, para os testes seguintes, foi definido como padra˜o os
valores de 0.5 para Al pha, 1 para a e 23 para b.
A partir dos resultados obtidos neste experimento foi
feita uma avaliac¸a˜o da taxa de acerto, e o melhor re-
sultado teve as seguintes configurac¸o˜es: 1 Dias, 3 Anos,
10000 MaxIteracoes, 25 neuroˆnios intermedia´rios, func¸a˜o
de ativac¸a˜o Sigmoidal Sime´trica Al pha de 0.5, a 1 e b
2
3 . Uma avaliac¸a˜o do MPAE tambe´m foi realizada, e a
melhor configurac¸a˜o neste caso foi a de: 5 Dias, 3 Anos,
10000 MaxIteracoes, 75 neuroˆnios intermedia´rios, func¸a˜o de
ativac¸a˜o Sigmoidal Sime´trica, Al pha 0.5, a 1 e b 1.
Estas configurac¸o˜es diferem em partes da configurac¸a˜o
definida anteriormente, apo´s a ana´lise dos fatores individual-
mente, como sendo a melhor. Isto deve-se ao fato de estes
casos pertencerem ao conjunto referente ao segundo desvio
padra˜o ou de outliers, conforme ja´ observado nas figuras 10,
11, 12 e 13.
Para confirmar tal hipo´tese, um segundo teste foi realizado.
Desta vez, apenas com treˆs configurac¸o˜es: a configurac¸a˜o que
apresentou o melhor MPAE, definida como R1; a configurac¸a˜o
Figura 14. Taxa de Acerto obtida pelas treˆs configurac¸o˜es no
segundo teste de RNA pura
Figura 15. MPAE obtido pelas treˆs configurac¸o˜es no segundo
teste de RNA pura
definida neste trabalho como sendo a melhor, definida como
R2; e a configurac¸a˜o que apresentou o melhor desempenho
de Taxa de Acerto, definida como R3. Neste segundo teste
com as RNA puras foram realizadas 100 repetic¸o˜es, para que
haja uma menor variabilidade nos primeiros desvios padra˜o e
para que os valores outliers tenham uma menor influeˆncia nos
resultados obtidos.
Como pode ser visto na figura 14, a configurac¸a˜o R2 ob-
teve a maior me´dia, ale´m de possuir primeiro e segundo des-
vios padra˜o menores do que as outras configurac¸o˜es, reve-
lando que a rede R2 possui uma Taxa de Acerto mais alta e
de maneira mais concisa. Ja´ na figura 15, pode-se perceber
que a rede R2 possui o segundo menor MPAE me´dio, leve-
mente maior do que de R1. Pore´m, mais uma vez R2 possui
primeiro e segundo desvios padra˜o visivelmente menores do
que de R1 e R3, por possuir resultados mais consistentes. Por
isso, a configurac¸a˜o R2 foi mantida como sendo a melhor
configurac¸a˜o de fatores de RNA e de mercado e foi mantida
(na medida do possı´vel) para os testes seguintes.
Reforc¸ando, a melhor rede e´ a configurac¸a˜o R2, que na
me´dia das 100 replicac¸o˜es alcanc¸ou uma Taxa de Acerto
me´dia aproximada de 55.04% e 1.19 de desvio padra˜o,
um MPAE me´dio aproximado de 0.95 e um desvio padra˜o
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de 0.018, e possui as seguintes configurac¸o˜es: 5 Dias,
3 Anos, 1000 MaxIteracoes, f x Sigmoidal Sime´trica, 25
qtdNeuronios, Al pha 0.5, a 1 e b 23 .
4.2 Resultados da RNA Treinada pelo AG
Para avaliar o desempenho da RNA treinada pelo AG, foram
testados apenas os fatores relacionados ao AG. Os fatores de
mercado e os fatores de RNA utilizados neste experimento
ja´ foram definidos como sendo os de R2. Assim, o modelo
foi testado com 5 dias de ı´ndices como entrada, uma base de
dados de apenas 3 anos, 25 neuroˆnios na camada intermedia´ria
da RNA, func¸a˜o de ativac¸a˜o Sigmoidal Sime´trica, a igual a 1
e b igual a 23 .
Aqui, tambe´m foi realizado um teste do tipo fatorial com-
pleto 2k. Os fatores avaliados neste me´todo hı´brido sa˜o des-
critos a seguir:
• nGeracoes: o treinamento da RNA pelo AG foi limi-
tado em 1000 gerac¸o˜es ou 5000 gerac¸o˜es.
• TipoCruzamento: como a RNA possui ligac¸a˜o entre
todos os neuroˆnios da camada n para a camada n+1, e
como foi definido pelo teste anterior de que a RNA deve-
ria possuir 25 neuroˆnios na camada oculta (representado
por X) e 5 dias de ı´ndices como entrada (totalizando
45 neuroˆnios de entrada, representados por Y ), ale´m de
que a rede possui 1 neuroˆnio de saı´da e que todos os
neuroˆnios ocultos e de saı´da possuem o bias, o tamanho
do cromossomo e´ definido por: X ∗Y +Y +Y ∗1+1, to-
talizando 1176 genes. Com um cromossomo ta˜o grande,
um u´nico ponto de corte pode na˜o trazer uma variabili-
dade suficiente nos cromossomos da nova gerac¸a˜o. Por
isso, definiu-se que o cruzamento dos cromossomos
pode ser realizado por meio de corte de dois pontos,
representado por CORT E 2, ou pela ma´scara bina´ria
aleato´ria, representado por MASC BIN.
• TaxaCruzamento: a quantidade de pares que realiza-
ram o cruzamento, sendo de 60% ou de 80%.
• TaxaMutacao: a probabilidade de um cromossomo so-
frer mutac¸a˜o, sendo de 10% ou de 20%.
• PctGenesMutacao: conforme ja´ descrito anterior-
mente, o cromossomo neste AG possui 1176 genes.
Por isso uma mutac¸a˜o tradicional, em um u´nico gene,
tambe´m na˜o traz uma variabilidade suficiente para os
cromossomos da pro´xima gerac¸a˜o. Tendo isto em vista,
este fator determina a quantidade de genes que sofrera˜o
a mutac¸a˜o, caso sofram, sendo de 1% ou de 3% do total
de genes.
• NumeroDeCromossomos: o tamanho da populac¸a˜o foi
definido como 60 ou 100 cromossomos.
Na tabela 8 pode ser visto que o TesteF resultou em valo-
res significativos, e a ana´lise de variaˆncias demonstrou que os
fatores nGeracoes, TaxaMutacao e
NumeroDeCromossomos obtiveram 0.1% de signi-
ficaˆncia, PctGenesMutacao obteve 1% de significaˆncia e os
fatores TipoCruzamento e TaxaCruzamento na˜o foram signi-
ficantes para a varia´vel Taxa de Acerto.
Ja´ na tabela 9 tambe´m pode ser visto que o TesteF resultou
em valores significativos para a varia´vel MPAE, e a ana´lise
de variaˆncias demonstrou que os fatores obtiveram 0.1% de
significaˆncia, com excec¸a˜o do fator TipoCruzamento que na˜o
foi significante.
Como pode ser visto nas figuras 16a e 16b, para o fator
nGeracoes percebe-se que o valor de 1000 gerac¸o˜es resultou
em um me´dia maior do que de 5000 gerac¸o˜es, ale´m de que
os valores de primeiro e segundo desvios padra˜o proporcio-
narem valores maiores tanto para a Taxa de Acerto quanto
para MPAE. Isso deve-se ao fato de a saı´da da RNA ser consi-
derada como valores discretos ao calcular a Taxa de Acerto,
conforme ja´ descrito na sec¸a˜o 3.2. Como o objetivo do estudo
e´ obter a maior Taxa de Acerto, optou-se por 1000 gerac¸o˜es
como sendo o valor padra˜o para testes futuros.
(a) nGeracoes - Taxa de Acerto (b) nGeracoes - MPAE
Figura 16. Desempenho dos testes variando o fator
nGeracoes
Como TipoCruzamento e TaxaCruzamento na˜o foram
significantes nos testes, optou-se por definir como padra˜o para
testes futuros os valores de CORT E 2 para TipoCruzamento
e 0.6 de TaxaCruzamento, pois estes acarretam em um me-
nor custo computacional, uma vez que com CORT E 2 e´
necessa´rio o sorteio de apenas 2 nu´meros ao contra´rio da
MASC BIN que exige um sorteio para cada gene do cromos-
somo, e que 0.6 proporciona menores processos de cruza-
mento.
Na figura 17a pode ser visto que para o fator
TaxaMutacao o valor de 0.1 obteve me´dia maior do que 0.2
na Taxa de Acerto. Ale´m disso, principalmente o segundo
desvio padra˜o abaixo da me´dia para o valor 0.1 possui um
tamanho menor, demonstrando valores mais esta´veis para 0.1
nesta me´trica de desempenho. Ja´ para a me´trica MPAE, pode
ser visto na figura 17b que o valor de 0.1 possui uma me´dia
menor do que 0.2, primeiro desvio padra˜o acima da me´dia
igual mas abaixo da me´dia menor, e um tamanho menor de
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Tabela 8. Ana´lise de Variaˆncias do AG Supervisor baseado na Taxa de Acerto
Fonte de Variac¸a˜o Soma de Quadrados Graus de Liberdade Quadrados Me´dios Teste-F
nGeracoes 36.51 1 36.51 92.101
TipoCruzamento 0.16 1 0.16 0.394
TaxaCruzamento 0.16 1 0.16 0.394
TaxaMutacao 28.38 1 28.38 71.586
PctGenesMutacao 2.81 1 2.81 7.08
NumeroDeCromossomos 5.54 1 5.54 13.966
Residual 228.32 576 0.4 NA
Total 301.88 582 73.96 NA
Tabela 9. Ana´lise de Variaˆncias do AG Supervisor baseado no MPAE
Fonte de Variac¸a˜o Soma de Quadrados Graus de Liberdade Quadrados Me´dios Teste-F
nGeracoes 0.0017806 1 0.0017806 1593.61
TipoCruzamento 0 1 0 0.005
TaxaCruzamento 0.0002579 1 0.0002579 230.813
TaxaMutacao 1.47e-05 1 1.47e-05 13.177
PctGenesMutacao 0.0002488 1 0.0002488 222.678
NumeroDeCromossomos 0.0004609 1 0.0004609 412.465
Residual 0.0006436 576 1.1e-06 NA
Total 0.0034065 582 0.002764 NA
segundo desvio padra˜o abaixo e acima da me´dia, mostrando
assim resultados mais esta´veis. Por isso, o valor de 0.1 para
TaxaMutacao foi definido como sendo o melhor.
(a) TaxaMutacao - Taxa de Acerto (b) TaxaMutacao - MPAE
Figura 17. Desempenho dos testes variando o fator
TaxaMutacao
Na figura 18a pode ser visto que para o fator
PctGenesMutacao o valor de 1% possui uma me´dia visivel-
mente maior do que 5% em Taxa de Acerto, com primeiro
desvio padra˜o igual, e um segundo desvio padra˜o abaixo da
me´dia visivelmente maior. Ja´ para a me´trica MPAE, o valor
de 1% possui me´dia, primeiro e segundo desvios padra˜o vi-
sivelmente menores. Por isso, 1% de PctGenesMutacao foi
definido como o valor padra˜o.
(a) PctGenesMutacao - Taxa de Acerto (b) PctGenesMutacao - MPAE
Figura 18. Desempenho dos testes variando o fator
PctGenesMutacao
Na figura 19a, pode ser visto que para o fator
NumeroDeCromossomos na Taxa de Acerto, e´ visı´vel uma
me´dia, primeiro e segundo desvios padra˜o maiores para 60
cromossomos. Ja´ na me´trica MPAE, pode ser visto o mesmo
comportamento para o valor de 60 cromossomos. Mais uma
vez a discretizac¸a˜o dos valores de saı´da da RNA para o ca´lculo
da Taxa de Acerto resultaram no comportamento de uma
configurac¸a˜o obter maiores Taxa de Acerto e de MPAE, como
ja´ explicado em 3.2. Como o objetivo a se alcanc¸ar e´ uma
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(a) NumeroDeCromossomos - Taxa de
Acerto
(b) NumeroDeCromossomos - MPAE
Figura 19. Desempenho dos testes variando o fator
NumeroDeCromossomos
maior Taxa de Acerto, 100 cromossomos foi definido como
valor padra˜o.
A partir dos resultados obtidos neste experimento foi
feita uma avaliac¸a˜o da taxa de acerto, e o melhor re-
sultado teve as seguintes configurac¸o˜es: 1000 nGeracoes,
CORT E 2 como TipoCruzamento, 0.6 de TaxaCruzamento,
0.1 de TaxaMutacao, 3% de PctGenesMutacao e 100
NumeroDeCromossomos. Uma avaliac¸a˜o do MPAE tambe´m
foi realizada, e a melhor configurac¸a˜o neste caso foi a
de: 5000 nGeracoes, MASC BIN como TipoCruzamento,
0.8 de TaxaCruzamento, 0.2 de TaxaMutacao, 1% de
PctGenesMutacao e 100 NumeroDeCromossomos.
Novamente, estas configurac¸o˜es diferem em partes da
configurac¸a˜o definida neste trabalho como sendo a melhor, de-
vido ao fato de que o resultado obtido por estas configurac¸o˜es
situarem-se no segundo desvio padra˜o acima da me´dia ou a
outliers.
Para confirmar tal hipo´tese, um novo teste foi realizado,
utilizando apenas treˆs configurac¸o˜es: a configurac¸a˜o que apre-
sentou o melhor MPAE, definida como AG1; a configurac¸a˜o
apontada neste trabalho como sendo a melhor, definida por
AG2; e a configurac¸a˜o que apresentou a melhor Taxa de
Acerto, definida como AG3. Neste segundo teste com os
AG Supervisores foram realizadas 100 repetic¸o˜es, para que
haja uma menor variabilidade nos primeiros desvios padra˜o e
para que os valores outliers tenham uma menor influeˆncia nos
resultados obtidos.
Como pode ser visto na figura 20, a configurac¸a˜o AG2
obteve a maior me´dia, ale´m de que os primeiros e segundos
desvios padra˜o obtiveram maiores valores de acerto, supe-
rando inclusive a configurac¸a˜o de AG3, que no teste anterior
obteve a maior taxa de acerto, confirmando enta˜o a hipo´tese de
que os valores de Taxa de Acerto muito altos obtidos por AG3
sa˜o provenientes do segundo desvio padra˜o ou de outliers.
Ja´ na figura 21, desta vez a configurac¸a˜o que obteve o
melhor MPAE no teste anterior, AG1, realmente obteve a
Figura 20. Taxa de Acerto obtida pelas treˆs configurac¸o˜es de
AG Supervisora no segundo teste
melhor me´dia de MPAE. Pore´m, como pode ser visto, AG1
obteve uma me´dia pouco acima de 0.975, enquanto que AG2
e AG3 obtiveram me´dias abaixo de 0.9825, uma diferenc¸a
proporcionalmente pequena. Ale´m disso, como o objetivo
deste trabalho e´ alcanc¸ar a melhor Taxa de Acerto, reitera-se
que AG2 e´ a melhor configurac¸a˜o de AG Supervisor.
Figura 21. MPAE obtido pelas treˆs configurac¸o˜es de AG
Supervisora no segundo teste
Reforc¸ando, o melhor AG e´ a configurac¸a˜o AG2, que na
me´dia das 100 replicac¸o˜es alcanc¸ou uma Taxa de Acerto
me´dia aproximada de 55.73% e um desvio padra˜o de 0.82, um
MPAE me´dio aproximado de 0.98 com um desvio padra˜o de
0.001, e possui as seguintes configurac¸o˜es: 1000 nGeracoes,
CORT E 2 como TipoCruzamento, 0.6 de TaxaCruzamento,
0.1 de TaxaMutacao, 1% de PctGenesMutacao e 100
NumeroDeCromossomos.
4.3 Comparac¸a˜o entre os resultados obtidos
Para finalizar os experimentos, foram comparadas a melhor
configurac¸a˜o de uma RNA pura, resultante dos experimentos
da sec¸a˜o 4.1, com a melhor soluc¸a˜o hı´brida (RNA + AG),
obtida nos experimentos da sec¸a˜o 4.2. Os resultados demons-
tram uma melhoria na taxa de acerto ao utilizar a configurac¸a˜o
descrita como AG2 sobre a melhor configurac¸a˜o de RNA pura.
Para verificar estes resultados uma u´ltima ana´lise de
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variaˆncia foi feita confrontando os resultados dos dois di-
ferentes modelos. Esta ana´lise considera um u´nico fator que
e´ o algoritmo de treinamento da RNA com dois nı´veis: RNA
pura (RNA) e modelo hı´brido (AG). A ana´lise dos resulta-
dos foi feita a partir do MPAE e taxa de acerto, representa-
dos respectivamente pelas figuras 22a e 22b. Com ambas as
me´tricas foi obtida uma diferenc¸a estatı´stica significativa entre
as implementac¸o˜es, atingindo um valor F de 302,7 quanto ao
MPAE e 853,9 quanto a` taxa de acerto.
(a) Desempenho - MPAE (b) Desempenho - Taxa de Acerto
Figura 22. Comparac¸a˜o das taxas de acerto e MPAE obtidos
pelos dois me´todos do experimento
Neste estudo na˜o foram realizados experimentos e ana´lises
detalhadas sobre o tempo para a execuc¸a˜o dos algoritmos.
Contudo, uma ana´lise preliminar mostra que a durac¸a˜o da
execuc¸a˜o da retropropagac¸a˜o na RNA pura, com os melhores
paraˆmetros encontrados neste trabalho, e´ de aproximadamente
150 segundos, com uma base de dados abrangendo um total
de doze anos. Ja´ o tempo de execuc¸a˜o do AG para treinar o
modelo hı´brido, nesta mesma base, leva em torno de 1300
segundos.
As soluc¸o˜es desenvolvidas recebem entradas constituı´das
por ı´ndices que levam em seu ca´lculo os valores de fecha-
mento das ac¸o˜es, ou seja sera˜o executados apenas uma vez
por dia. Por isto, a diferenc¸a entre os tempos de execuc¸a˜o
na˜o e´ ta˜o relevante, pois em uma aplicac¸a˜o pra´tica, sera´ ne-
cessa´rio o fechamento da bolsa para que a infereˆncia do mo-
delo, que e´ uma estimativa do valor das ac¸o˜es para o pro´ximo
dia, seja computada. Como ambas as te´cnicas de treina-
mento (Retropropagac¸a˜o e Algoritmo Gene´tico) executam
na casa dos minutos, o tempo menor de processamento da
Retropropagac¸a˜o na˜o traz vantagem competitiva ao usua´rio,
pois, em ambos os casos, ele devera´ esperar a abertura do
pro´ximo dia para efetuar uma compra/venda.
5. Conclusa˜o
Neste trabalho, uma RNA foi desenvolvida como modelo
para prever o mercado de ac¸o˜es brasileiro. Ale´m disso, um
me´todo de RNA hı´brido foi desenvolvido, atrave´s do treina-
mento da RNA por meio de um AG. Em testes desenvolvidos,
a RNA obteve uma Taxa de Acerto me´dia em uma base de
teste de 55.04%. Esta Taxa de Acerto e´ maior do que a classe
majorita´ria da base de treinamento, que sa˜o os valores 1 que
representam 52.15% do total da base, demonstrando que o mo-
delo desenvolvido e´ capaz de aprender sobre o comportamento
futuro do mercado de ac¸o˜es. Ja´ com o modelo hı´brido desen-
volvido, foi obtido uma Taxa de Acerto me´dia de 55.74%, o
que comprova que o modelo hı´brido desenvolvido com um
AG pode incrementar o desempenho da RNA.
Os resultados obtidos comprovam que uma RNA possui a
capacidade de prever o mercado de ac¸o˜es, pore´m as Taxas de
Acerto obtidas demonstram que ainda sa˜o necessa´rios muitos
estudos para que se possa desenvolver um modelo de previsa˜o
com uma Taxa de Acerto satisfato´ria para investidores.
Como trabalhos futuros, podem ser feitos testes mais
abrangentes em relac¸a˜o aos paraˆmetros, tanto dos me´todos
quanto do mercado e seus fatores; considerar o tempo de pro-
cessamento dos algoritmos nos experimentos; bem como a
implementac¸a˜o de outros modelos hı´bridos de RNA.
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