ABSTRACT: Empirical evidence of the usefulness of different molecular-based methods to estimate the effective population size (N e ) for conservation purposes in endangered livestock populations is reported. The black-coated Asturcón pony pedigree (1,981 individuals) was available. Additionally, a total of 267 Asturcón individuals born in 1998, 2002, and 2008 were typed for 15 microsatellites. These yearly cohorts (cohort 1998, 2002, 2008 ) included almost all individuals kept for reproduction at the end of the corresponding foaling season. The genealogical realized N e N e ( ) was estimated for each cohort by using the individual increase in inbreeding. Molecular N e was computed by using 1) linkage disequilibrium [N e(D) ] , 2) (T) and N e (B) were not realistic. Estimates of N e(B) tended to be biased downward (being 9.0 or below for the sampling pairs including cohort 2008 ). Results of N e(D) are more likely to be estimates of the effective number of breeders producing the sample, rather than the effective size for a generation. The temporal methods were strongly affected by a weak drift signal, particularly when samplings were not spaced a sufficient number of generations or a sufficient time apart. The use of molecular-based estimates of N e is not straightforward, and their use in livestock conservation programs should be carried out with caution. Sampling strategies (including sampling sizes, sampling periods, and the age structure of the sampled individuals) must be carefully planned to ensure that robust estimates of N e are obtained.
( ) was estimated for each cohort by using the individual increase in inbreeding. Molecular N e was computed by using 1) linkage disequilibrium [N e(D) ], 2) a temporal method based on F-statistics [N e(T) ], 3) an unbiased temporal method [N e(JR) ], and 4) a Bayesian temporal method [N e(B) ]. Estimates of N e increased from cohort 1998 (18.8 ± 5.1) to cohort 2008 (24.9 ± 5.2), illustrating the history of the population and its breeding policy of avoiding matings between close relatives. The estimates of N e (D) were highly biased upward, with the maximum N e (D) value obtained for cohort 2002 (137.0) . The estimates of N e (T) , N e (JR) , and N e (B) showed similar performance. However, N e(JR) estimates were very consistent across cohorts, varying from 14.9 to 15.5 after correcting for the effect of overlapping generations. When the drift signal was not strong (pair cohort 1998 -cohort 2002 ), estimates of N e (T) and N e (B) were not realistic. Estimates of N e (B) tended to be biased downward (being 9.0 or below for the sampling pairs including cohort 2008 ). Results of N e(D) are more likely to be estimates of the effective number of breeders producing the sample, rather than the effective size for a generation. The temporal methods were strongly affected by a weak drift signal, particularly when samplings were not spaced a sufficient number of generations or a sufficient time apart. The use of molecular-based estimates of N e is not straightforward, and their use in livestock conservation programs should be carried out with caution. Sampling strategies (including sampling sizes, sampling periods, and the age structure of the sampled individuals) must be carefully planned to ensure that robust estimates of N e are obtained.
INTRODUCTION
The effective population size (N e ) is the size of an idealized population that would give rise to the rate of inbreeding, or the rate of change in the variance of gene frequencies, observed in the population under consideration (Wright, 1969) . This parameter is widely used as a criterion for characterizing the risk status of livestock breeds because of its direct relationship with the amount of genetic variation lost through random genetic drift (Falconer and Mackay, 1996; Caballero and Toro, 2000) .
In small populations with shallow pedigrees and overlapping generations, computing N e from the increase in inbreeding between 2 generations overestimates the actual N e Gutiérrez et al., 2008) . Therefore, it is of interest to estimate N e by using molecular data. Several molecular methods are available, including those based on linkage disequilibrium (Hill, 1981) and those based on variation in allele frequencies between temporal samples from the same population (Waples, 1989; Berthier et al., 2002) . In spite of their potential interest, the use of molecular-based estimators of N e in livestock is scarce (Kantanen et al., 1999; Álvarez et al., 2008) .
The endangered Asturcón is an ancient Celtic-type Spanish horse . A well-documented recovery program began in the 1980s, using blackcoated individuals (García-Dory, 1980; Álvarez Llana, 1995) . The variation over time of the genetic variability in the population has been described by using genealogical and molecular parameters (Royo et al., 2007; Álvarez et al., 2010) . The aim of the present study was to obtain empirical evidence of the usefulness of different molecular-based methods for estimating N e , for conservation purposes, in rare livestock populations. The Asturcón population was sampled at 3 different points spanning 1 decade. The performance of molecular-based methods to estimate N e was compared with the information provided by genealogies.
MATERIALS AND METHODS
Animal Care and Use Committee approval was not necessary for this study because data were obtained from an existing database managed by the Asturcón pony breeders association (ACPRA).
Data
The genealogical data used consisted of a pedigree of 1,891 black-coated Asturcón individuals recorded from the foundation of the studbook in 1981 through December 2008 . Since the late 1990s, most matings in the population have been planned to avoid crosses between relatives, as well as to control individual contributions to the following generations, to minimize the respective short-and long-term increases in inbreeding (Royo et al., 2007) . The number of individuals born during the foaling seasons of 1998, 2002, and 2008 were, respectively, 89, 101, and 148 . From these individuals, 41, 22, and 23, respectively, were not inbred. The ACPRA provided a total of 269 blood samples from the individuals born during these 3 foaling seasons, which, throughout the paper are referred to as cohort 1998 (n = 84), cohort 2002 (n = 78), and cohort 2008 (n = 105). These yearly cohorts included almost all individuals kept for reproduction at the end of the corresponding foaling season.
Estimation of N e from Pedigree Information
Genealogical information was analyzed using the EN-DOG program . The individual increase in inbreeding (∆F i ; Gutiérrez et al., 2008) was computed for each individual in the pedigree following the modification proposed by Gutiérrez et al. (2009) to account for the exclusion of self-fertilization, as ∆F
, where F i is the inbreeding coefficient for each individual i, and g is the equivalent complete generations (Boichard et al., 1997) computed on the pedigree of this individual. This approach is known to be useful for obtaining accurate N e estimates in pedigrees that include at least 3 generations (Gutiér-rez et al., 2009 Cervantes et al., 2008) for each of these reference populations as N F e = 1 2∆ . Moreover, the confidence in the estimated value of N e can be computed by using the variance of ∆F i from the animals in each population .
Estimation of N e from Molecular Data
Samples were genotyped for a set of 15 microsatellites (see Table 1 ) used for the national official parentage test in Spanish horse breeds (Bouzada et al., 2008) . The program Genepop (Raymond and Rousset, 1995) was used to compute the within-population heterozygote deficiency (F IS ) and to test the Hardy-Weinberg proportions for each marker and population. Parameters describing within-cohort genetic variability, such as expected heterozygosity, the raw and rarefacted (adjusted for sample size) average number of alleles per locus, and F-statistics, were computed using the program MolKin . See the MolKin User's Guide (http://www.ucm.es/info/prodanim/ html/JP_Web_archivos/MolkGuid.pdf) for a detailed explanation of the methods used.
Effective population size was computed from molecular information by using the following 3 methods: 1) A point estimation method using linkage disequilibrium (Hill, 1981; Waples, 1991) , as implemented in the program LDNe (Waples and Do, 2008) , which corrects for biases resulting from the presence of rare alleles in the form proposed by Waples (2006) . The linkage disequilibrium method relies on the fact that, in a system in which gametes are randomly distributed among a small number of zygotes, there will be departures from expected genotype frequencies and from expected gametic frequencies, both of which can be used to estimate N e . Effective population size [N e(D) ] can be computed for unlinked loci as N e(D) = 1/[3 × (r 2 − l/S)], where r is the correlation among alleles and S is the sample size (Hill, 1981; Waples, 1991) . To check the consistency of the results, 3 separate analyses were performed after removing, respectively, alleles with frequencies less than 0.05, 0.02, and 0.01 (P crit ; Waples and Do, 2008) . Because mating policy avoids crosses between close relatives (Royo et al., 2007) , we assumed a model of random mating. A jackknife procedure was used to construct 95% confidence intervals of the estimates. 2) A temporal method based on F-statistics (Waples, 1989) , as implemented in the program NeEstimator (Peel et al., 2004) , which estimates the harmonic mean of N e over time [N e(T) ] based on variation in allele frequencies between temporal samples from the same population separated by a known number of generations. Following the method of Waples (1989) , the variance in allele frequency change (F k ) can be estimated as where A is the number of alleles at the locus and x i and y i are the frequencies of the ith allele in the first and second samples, respectively. The estimate of F k can then be used to estimate N e as
where T is the number of generations between the 2 samples and S 0 and S t are sample sizes (of individuals) in the first and second sample, respectively. The individuals sampled to estimate F k are assumed to be independent of the individuals reproducing to give the next generation. 3) A temporal method recently proposed by Jorde and Ryman (2007) where A is the number of alleles at the locus; x i and y i are the frequencies of the ith allele in the first and second samples, respectively; and z i is the average frequency of the ith allele over samples. This measure differs from those considered previously in that the numerator and the denominator are estimated separately by summing over all alleles before carrying out the division. Computations were done under sampling plan I (Waples, 1989) in which individuals are sampled after they have reproduced, or they are sampled Raw (A) and rarefacted (adjusted for sampling size; A g ) average number of alleles per locus, heterozygote deficiency within the population (F IS ), and expected heterozygosity (H e ) are given at the within-cohort level. Here, g is adjusted to 124 copies. 4 SE of the estimates (in parentheses) were obtained via bootstrapping using 1,000 replicates.
Molecular effective population size in livestock nondestructively and subsequently returned to the population before reproduction occurs. Under this sampling plan, the Jorde and Ryman (2007) 
where n y is the number of individuals in the second sample,  n is the harmonic mean of the sample sizes n x and n y , F s is as shown above, and N is the actual census size of the population at the time of first sampling. The program TempoFs computes 95% confidence intervals of the estimates using jackknife over all loci (assumed independent). The Jorde and Ryman (2007) method has been shown to yield unbiased estimates of N e in cases of small sample sizes and when allele frequencies are highly skewed even though at the cost of a large SD. 4) A temporal method using a Bayesian approach
[N e(B) ] based on coalescent theory (Berthier et al., 2002) , as implemented in the program tm3.1 (http://www.rubic.rdg.ac.uk/~mab/software. html). As a temporal method, this approach assumes that gene frequency data are obtained from a closed population sampled at 2 points in time separated by a given number of generations, with this period being sufficiently short so as to allow the effect of mutation on the observed gene frequencies to be considered negligible over the interval. It then outputs estimates of possible N e (harmonic mean over this time interval). These estimates can be regarded as (sequentially correlated) random variates from the posterior distribution of N e , which is the probability distribution of N e , given the data. Being based on the coalescent theory, N e(B) is only an approximation to the genealogy of the Wright-Fisher model, which assumes discrete generations. The estimates were obtained using 100,000 Markov chain Monte Carlo replicates, and the results are reported as the median and 5 and 95% quantiles of the posterior distributions of N e .
Estimates of temporal methods are affected by the presence of overlapping generations. Following the method of Ryman (1995, 1996) , we corrected these estimates by multiplying them by the ratio C/G, where C is a correction factor obtained from life table data (see Supplemental Table 1 ; http://jas.fass. org/content/vol89/issue5/) and G is the generation interval. The value C accounts for variance attributable to mortality as a cohort passes from 1 yr class to the next and for genetic covariance among cohorts (because individuals from multiple age classes are the parents of a given cohort). The model to compute factor C, described in Ryman (1995, 1996) , requires a basic life table with information on age-specific survival rates (l i ) and birth rates at each age class i (gametic contribution; b i ). Here, age-specific survivorship, l i , and average reproductive contributions, b i , were estimated directly from the black-coated Asturcón pedigrees, limiting the age of the parents to 21 yr old. The C was computed by using a program kindly provided by P. E. Jorde (http://folk.uio.no/ejorde/software/factorc.zip). If the data did not result in a constant population size, all b i were adjusted to yield sum l i * b i = 1. The mean G (±SE), in years, was calculated from the whole blackcoated Asturcón pedigree using the ENDOG program .
The programs TempoFs and tm3.1 require the stipulation of a maximum N e (Ne max ). Consistency of the results was checked by fitting Ne max to the following values: 30, 50, 100, and 10,000.
RESULTS
The F IS values per marker and population are given in Table 1 . Except for the markers HMS1, HMS2, and HMS6, the microsatellites typed did not show clear heterozygote excess or deficiency in the 3 cohorts. No deviations of the Hardy-Weinberg proportions were detected in the 3 cohorts analyzed for a given marker. In general, the average number of alleles per locus and expected heterozygosities decreased from cohort 1998 to cohort 2008 , whereas the parameter F IS remained basically the same among cohorts. The F IS , F ST (heterozygote deficiency due to population subdivision), and F IT (heterozygote deficiency in the total population) values for the entire population analyzed were, respectively, 0.041 ± 0.011, 0.021 ± 0.010, and 0.051 ± 0.009. Table 2 gives the estimates of N e obtained by the linkage disequilibrium method [N e(D) ; Hill, 1981] and pedigree information via individual increases in inbreeding ). The computed realized N e , N e ( ) , considered an approximation of the true N e of the population, increased with pedigree depth from 18.8 ± 5.1 for cohort 1998 to 24.9 ± 5.2 for cohort 2008 .
Results obtained using the program LDNe were highly consistent regardless of whether the P crit used was 0.05, 0.02, or 0.01. In any case, the N e(D) estimates were highly biased upward, with the maximum N e(D) value obtained for cohort 2002 (137.0) . The lower bounds of the confidence intervals computed for the estimates of N e(D) obtained for cohort 1998 and cohort 2008 included the actual sample sizes. This did not happen for cohort 2002 .
The estimates of N e obtained by using 3 temporal methods (Waples, 1989; Berthier et al., 2002; Jorde and Ryman, 2007) are given in Table 3 . Results are provided from testing all possible 2 × 2 combinations of the 3 cohorts sampled to check the effect of the duration of the sampling time on the estimates and assuming an Ne max = 30. This value is roughly consistent with . . The estimates are given after correction for overlapping generations by multiplying the original values by the ratio C/G (1.23), corresponding to a C, computed following the method of Ryman (1995, 1996) , of 9.77 and a G of 7.95 (±0.12) yr.
The N e(B) estimates are less than those obtained with the non-Bayesian methods, except for the pair cohort 1998 -cohort 2002 . This pair had inconsistent behavior across methodologies, probably because of a lack of genetic signals to be assessed. The method of Waples (1989) gave an N e(T) value of 245.3, with its confidence interval including infinite. After correction for overlapping generations, the method of Berthier et al. (2002) gave an estimate greater than the upper 95% bound (here, estimates were associated with flat log-likelihood curves; see Supplemental Figure 1 ; http://jas.fass.org/ content/vol89/issue5/). The N e(JR) method gave the most consistent estimates across cohort pairs (roughly 15). However, for the pair cohort 1998 -cohort 2002 , it tended to increase its value with Ne max , reaching a value of N e(JR) = 55 with Ne max = 100. This did not happen when the cohort pairs involved cohort 2008 . The methods of Waples (1989) and Berthier et al. (2002) also gained consistency when the cohort pairs included cohort 2008 , with estimates being slightly greater when more drift was cumulated (pair cohort 1998 -cohort 2008 ), reaching values of 13.2 and 9.0, respectively.
DISCUSSION
The estimation of N e in domestic animal populations to determine the degree of risk of a population ) is usually carried out by using pedigree information accounting for the increase in inbreeding in the population (Falconer and Mckay, 1996) . However, these estimates are largely dependent on the completeness of the pedigree (Goyache et al., 2003; , thus making confidence in the obtained values difficult. A recently proposed alternative is to obtain estimates of N e from individual increases in inbreeding coefficients ). This approach is advantageous in real-world scenarios because it directly accounts for the absence of self-fertilization and for differences in depth and completeness of the pedigree of the individuals included in a given livestock population. Moreover, this approach indirectly (Waples, 1989) ; N e(JR) , an unbiased temporal method (Jorde and Ryman, 2007); and N e(B) , a Bayesian temporal method (Berthier et al., 2002) .
2 The 95% confidence intervals of the estimates are in parentheses. Sampling sizes for each sample regimen are also provided. 3 Estimates are given after correcting for the effect of overlapping generations, whereas confidence intervals are the originals. 4 Estimates obtained by assuming the maximum N e (Ne max ) = 30.
accounts for the effects of mating policy, drift, overlap of generations, selection, migration, and different contributions from different numbers of ancestors as a consequence of their reflection in the pedigree of each individual Gutiérrez et al., 2008) . Moreover, the use of individual increases in inbreeding coefficients allows calculation of SE of the estimates of the N e values computed. Because of their properties for real populations, the N e estimates obtained from genealogies can be considered good approximations of the "real" N e of each analyzed population.
The N e computed from genealogies were consistent with the history of the population. Royo et al. (2007) identified a total of 7 stallion-and 50 dam-founder lines in the black-coated Asturcón studbook. From these, roughly 60 and 30% of the founder stallion and dam lines, respectively, were lost in the present population. Up to 22 of the remaining dam lines would have a genetic representation at a frequency of 1% or less. This unbalanced representation of the founders in the present population was a consequence of an excessive use of some relevant individuals in the black-coated Asturcón population at an early time after the conservation program was established. Since then, the mating policy has been planned to avoid crosses between relatives, as well as to control individual contributions to the following generations to minimize the respective short-and longterm increases in inbreeding. This is reflected in an increase in the N e with pedigree depth (from 18.8 for cohort 1998 to 24.9 for cohort 2008 ), as has recently been reported in other populations with similar mating policies ).
However, scenarios in which no genealogies are available and the number of reproductive individuals cannot easily be determined are quite common in endangered livestock populations throughout the world (Alderson, 2003; Álvarez et al., 2008 ). An alternative to obtain N e is to use molecularbased estimators (Hill, 1981; Waples, 1989) . However, these methodologies have been used basically in natural populations (Bartley et al., 1992; Hansen et al., 2002; Poulsen et al., 2006) , and no empirical tests are available on data from a rare population in which a conservation program is being undertaken. The black-coated Asturcón population, with its well-known history and genealogies, is a good scenario on which to test the performance of molecular-based methodologies for monitoring N e in livestock populations.
Linkage Disequilibrium-Based Estimates
The availability of dense SNP genotype data generated from DNA chips will increase the number of studies estimating N e in livestock by using linkage disequilibrium approaches (Corbin et al., 2010; Flury et al., 2010) . Therefore, a careful consideration of the assumptions underlying these techniques may be of particular importance.
The estimates of N e(D) presented here are not consistent with the history of the population and the estimates of Ne provided by genealogies. Linkage disequilibrium methodologies have been shown to have great power for populations with supposedly small N e (Waples, 1991; Waples and Do, 2010). However, N e(D) values should be regarded with caution. Linkage disequilibrium data provide only an estimate of the N e that produced the sample under analysis. In the case of overlapping generations, however, N e(D) is more likely to be an estimate of the effective number of breeders producing the sample, rather than the effective size for a generation (Waples, 2006) . This may not always be similar to the effective size of the whole population. Analysis using all the genotyped individuals, which is expected to cover trends in N e over time, gave an N e(D) value of 125.1 (95% confidence interval: 111.0 to 141.7), which would be far greater than the genealogical estimates.
Estimates of N e(D) can be upwardly biased by lowfrequency alleles Do, 2008, 2010) . However, removing these alleles from our data set did not improve the estimates to a significant extent.
In addition, N e(D) estimates are known to be affected by sampling size (England et al., 2006; Waples, 2006) . Estimates can be substantially biased at small sample sizes unless the true N e was smaller than the sample size used to estimate it. Linkage disequilibrium generated by the sampling process itself can affect the linkage disequilibrium signal from the population being assessed. However, this fact is not expected to affect our results. In all the cohorts, sample sizes exceed the N e value provided by genealogies, which can be considered a sound prior of the "true" N e .
Temporal-Based Approaches
From a theoretical point of view, the linkage disequilibrium method is expected to have greater precision than the temporal methods, unless the latter are based on samples taken over many generations (Waples and Do, 2010) . In our data set, however, temporal methods had better performance when compared with the estimates of N e provided by genealogies.
Although the method of Jorde and Ryman (2007) yielded the most consistent estimates with the a priori "true" genealogical N e value, the 3 temporal methods used showed comparable performance. Overall, this performance should be considered with caution. If the sampling interval is too short to accumulate sufficient drift signals, N e estimates will tend to be inconsistent and will show broad confidence intervals. The pair cohort 1998 -cohort 2002 covered roughly one-half the G and 0.4 equivalent to discrete generations. A similar scenario would be expected for the pair cohort 2002 -cohort 2008 . However, the performance of this cohort pair is quite similar to that obtained for the pair cohort 1998 -cohort 2008 , which is cumulative over 10 yr and approximately 1 equivalent to discrete generations between samplings.
Using a prior distribution to set an upper limit for N e (Ne max ), thus ensuring convergence of the Markov chain Monte Carlo estimates, Berthier et al. (2002) showed their estimator to be superior to the moment estimator when genetic drift was strong. Moreover, Jorde and Ryman (2007) showed that temporally based estimators of N e can yield quite biased results in some situations, namely with small sampling sizes or when computed from loci with highly skewed allele frequencies, thus yielding downward-biased estimates of drift, and hence overly large estimates of N e . In our data, the least drift signal assessed was for the pair cohort 1998 -cohort 2002 . The estimates of N e (JR) and N e(B) were clearly less biased than the estimates of N e(T) obtained for this pair. The estimates of N e(JR) were more accurate because this estimator drastically reduces bias associated with rare alleles; the less weight given to rare alleles, the less the bias caused by allele fixation (Jorde and Ryman, 2007) . However, N e(JR) yields estimates computed on fewer alleles and is therefore more susceptible to random errors, giving broader confidence intervals than N e(B) . Poulsen et al. (2006) summarized the major constraints of the temporal methods causing unreliable estimates of N e as 1) deficiencies in sampling strategy, 2) the existence of a cryptic population structure, 3) the existence of migration; and 4) technical artifacts. In our data, no migration or laboratory artifacts (that could appear when working with historical samples or degraded DNA) were likely to affect the molecular information obtained for each sampled population in different directions. However, samples across cohorts were far from being independent, thus possibly affecting the drift signal and biasing the estimates of N e downward. The correction for the effects of overlapping generations proposed by Ryman (1995, 1996) seems to be essential in a livestock context. However, a correct sampling is crucial because no differential drift signals can be assessed between samplings that are not spaced sufficiently far apart (Waples and Yokota, 2007) . This was clearly shown by our results when the number of "generations" or the amount of time between separate samplings was insufficient. The inclusion of older individuals in sequential samplings represents a sort of genetic inertia that would lead to an underestimation of N e because of an underestimation of the rate of genetic change in the population when compared with those estimates obtained when using only samples from young individuals (with full reproductive value), in which the signal from drift is especially high (Waples and Yokota, 2007) . Moreover, even though sampling variance is likely to affect any method for estimating N e , it is difficult to obtain accurate estimates of N e by using a temporal method when some factor other than genetic drift influences the data (Waples, 1989; Hansen et al., 2002) . In this respect, selection is likely to occur in livestock populations regardless of their size. Waples and Yokota (2007) evaluated the performance of temporal methods to estimate N e when applied to data with overlapping generations. Under such conditions, estimates may be biased basically as a result of the time intervals between samplings and the age structure of the sampled individuals. Sampling size is normally less than the "real" studied Ne and does not usually capture all the complexities associated with age-structured populations. The temporal method would work better in small populations in which the signal produced by drift tends to be greater than the noise related to sampling a finite number of individuals (Waples, 1989; Waples and Yokota, 2007) . In such conditions, temporal methods are likely to be the preferred procedure to assess N e in rare, small livestock populations for conservation purposes.
Practical Considerations
The use of the linkage disequilibrium method has the advantage of obtaining instantaneous estimates of N e that can be used earlier than those needing repeated population sampling over time. In this study, however, we found that N e(D) estimates did not always capture population changes resulting from the accumulation of pedigree during the development of a breeding program. Moreover, the linkage disequilibrium method may not be as advantageous as desired in terms of the time needed to obtain robust estimates of N e . In agreement with Bartley et al. (1992) , a single (sufficiently sized) sampling may not be as informative as we might wish regarding the N e of the studied populations.
The estimates of N e obtained by using temporal methods are largely affected by a weak signal of drift (Berthier et al., 2002) and may be strongly dependent on the G of the analyzed species. Waples and Yokota (2007) suggested that bias in estimates of N e when using the temporal method can be minimized by analyzing samples of at least 50 individuals genotyped with 10 to 20 polymorphic loci obtained in periods separated by 5 to 10 generations. This is clearly unrealistic in a livestock conservation program. Indeed, the G of horses is longer than those assessed for most livestock species because horses are used for recreation purposes that are not compatible with pregnancy and breeding (see Valera et al., 2005 , for a review). However, this is also unrealistic in other livestock, such as sheep, with shorter G of approximately 3 yr (Goyache et al., 2003) , in which accumulating 5 generations in a pedigree may take more than 15 yr.
We conclude that the use of molecular-based methods to estimate N e is not straightforward and that the use of such methods in livestock conservation programs should be carried out with caution. If no possibility of estimating N e from pedigree data exists, a set of molecular-based methods (rather than a single one) should be applied to the target population to discard potential bias of the obtained estimates of N e resulting from temporal variance in allele frequencies. Sampling strategies (including sampling sizes, sampling periods, and the age structure of the sampled individuals) are crucial and must be carefully planned to ensure that robust estimates of N e are obtained. Assuming that the sampling needed to obtain useful estimates by using temporal methods would not be carried out at random in livestock populations, this should include only the youngest individuals available (Waples and Yokota, 2007) to increase the possibilities of considering these as members of a single generation (Waples, 1989) . Finally, there is room for improvement of the precision of the estimates of N e via combining estimates across molecular-based methods (Waples and Do, 2010) . Further research is needed to ascertain the usefulness of this strategy in the livestock framework.
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