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We investigate the non-equilibrium quantum dynamics of a canonical light-matter system, namely
the Dicke model, when the light-matter interaction is ramped up and down through a cycle across
the quantum phase transition. Our calculations reveal a rich set of dynamical behaviors determined
by the cycle times, ranging from the slow, near adiabatic regime through to the fast, sudden quench
regime. As the cycle time decreases, we uncover a crossover from an oscillatory exchange of quantum
information between light and matter that approaches a reversible adiabatic process, to a dispersive
regime that generates large values of light-matter entanglement. The phenomena uncovered in
this work have implications in quantum control, quantum interferometry, as well as in quantum
information theory.
I. INTRODUCTION
In the last two decades, there have been several breakthroughs in the experimental realization of systems that
mimic specific many-body quantum models [1]. This is especially true in systems involving aggregates of real or
artificial atoms in cavities and superconducting qubits [2, 3], as well as trapped ultra-cold atomic systems [4–6]. These
advances have stimulated a flurry of theoretical research on a wide variety of phenomena exhibited by these systems,
such as quantum phase transitions (QPTs) [7, 8], the collective generation and propagation of entanglement [9–15],
the development of spatial and temporal quantum correlations [16, 17], critical universality [18], and finite-size
scalability [19–22]. All of these topics have implications for quantum control protocols which are in turn of inter-
est in quantum metrology, quantum simulations, quantum computation, and quantum information processing [23–27].
Future applications in the area of quantum technology will involve exploiting – and hence fully understanding
– the non-equilibrium quantum properties of such many-body systems. Radiation-matter systems are of particular
importance: not only because optoelectronics has always been the main platform for technological innovations, but
also in terms of basic science because the interaction between light and matter is a fundamental phenomenon in
nature. On a concrete level, light-matter interactions are especially important for most quantum control processes,
with the simplest manifestation being the non-trivial interaction between a single atom and a single photon [28].
One of the key goals of experimental research is to improve both the intensity and tunability of the atom-light
interaction [29, 30]. Unfortunately the relatively weak dipolar coupling between an atom and an electromagnetic
field makes it difficult to obtain a large light-matter interaction, even when atoms are constrained to interact with
a single radiation mode in a cavity. In recent years, some condensed matter systems have offered an alternative to
the traditional atom-cavity implementation. Clear spectroscopic evidence has recently been presented that a charged
Josephson qubit coupled to a superconductor transmission line, behaves like an atom in a cavity [31] and that the
dipolar coupling between these systems is 3 to 4 orders of magnitude greater than that in atomic systems. This
type of system, known as a superconducting qubit, enables the study of effective two-level atoms interacting with a
quantized single-mode electromagnetic field [32, 33] and allows the exploration of new regimes of strong coupling [34].
Another very successful approach to obtain strongly interacting light-matter systems has emerged in experiments
involving ultra-cold trapped atoms or ions [35, 36]. In this case, discrete translational degrees of freedom (vibrational
modes) emerging from the optical trap are used to couple the atoms to the radiation mode. Thanks to the extremely
low temperatures, the light-matter coupling effectively becomes the dominant interaction, once again allowing the
exploration of a wide variety of strong-coupling phenomena.
One important consequence of such strong coupling, is that the atom-light interaction can effectively become
all-to-all, in the sense that all atoms are equally coupled to the radiation. In this case, one of the simplest and
yet richest scenarios involves instances in which the Dicke model (DM) is realized [37]. One of the most striking
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2and important features of the Dicke model is the fact that it exhibits a superradiant second order QPT in the
thermodynamic limit [38]. Despite more than sixty years of existence, this model has recently attracted renewed
interest thanks to major experimental breakthroughs in terms of its realization and exploration [35, 39, 40]. This
has in turn fueled a surge in theoretical investigations of the DM, including further detailed proposals for its
realization [41]. Regardless of this surge in theoretical interest, however, much of the focus has been on the DM’s
static properties or equilibration schemes, leaving many aspects of its non-equilibrium evolution as an open problem.
In previous work, we had attempted to advance understanding of the DM’s dynamics by exploring the effects
of crossing the QPT using a tuned interaction, hence taking the system in a single sweep from a non-interacting
regime into one where strong correlations within and between the matter and light subsystems play an essential
role [14, 15, 18]. Our previous analyses also revealed universal dynamical scaling behavior for a class of models
concerning their near-adiabatic behavior in the region of a QPT, in particular the Transverse-Field Ising model, the
DM and the Lipkin-Meshkov-Glick model. These findings, which lie beyond traditional critical exponent analysis like
the Kibble-Zurek mechanism [42, 43] and adiabatic perturbation approximations, are valid even in situations where
the excitations have not yet stabilized – hence they provide a time-resolved understanding of QPTs encompassing a
wide range of near adiabatic regimes.
In this work, instead of a single crossing of the QPT, we analyze the effects of driving the system through a
round trip across the QPT, by successively ramping up and down the light-matter interaction so that the system
passes from the non-interacting regime into the strongly interacting region and back again. We restrict ourselves
to the case of a closed DM such that a description of the temporal evolution using unitary dynamics is sufficient.
Depending on the time interval within which the cycle is realized, we find that the system can show surprisingly strong
signatures of quantum hysteresis, i.e. different paths in the system’s quantum state evolution during the forwards
and backwards process, and that these memory effects vary in a highly non-monotonic way as the round-trip time
changes. The adiabatic theorem ensures that if the cycle is sufficiently slow, the process will be entirely reversible.
In the other extreme, where the round-trip ramping is performed within a very short time, the total change un-
dergone by the system is negligible. However in between these two regimes, we find a remarkably rich set of behaviors.
This paper is organized as follows: Section II describes the Dicke Model (DM) and discusses its quantum
phase transition (QPT). Section III describes the quantum hysteresis process of the DM and introduces the
Landau-Zener model as a simple two-level approximation for understanding cyclical crossing of quantum critical
points. Section IV presents and discusses the results of quantum hysteresis that we uncover in the DM. Our focus
is on two main quantities: the ground state fidelity and the von Neumann entropy. These quantities provide a
perspective that is of interest to adiabatic quantum control in the former case, and quantum information theory and
thermodynamics in the latter case. Section V presents our final remarks.
II. DICKE MODEL (DM) AND ITS QUANTUM PHASE TRANSITION (QPT)
The DM of a many-body light-matter interacting quantum system, features a set of N identical two-level systems
(commonly referred to as qubits) each of which is coupled to a single radiation mode. It can be described by the
following microscopic Hamiltonian:
Hˆ(t) =

2
N∑
i=1
σˆiz + ωaˆ
†aˆ+
λ(t)√
N
(
aˆ† + aˆ
) N∑
i=1
σˆix . (1)
We purposely avoid common approximations such as the rotating-wave approximation. Here σiα denotes the Pauli
operators for qubit i (α = x, z);  and ω represent the qubit and field transition frequencies respectively; and λ(t)
represents the strength of the radiation-matter interaction at time t which can be varied over time. In many situations
such as those we consider here in our work, the dynamics of the DM do not require the consideration of the entire 2⊗N⊗
N dimensional Hamiltonian. Instead, SU(2) collective operators Jˆα = 12
∑N
i=1 σˆ
i
α can be used. The Hamiltonian (1)
can then be written in the following form:
Hˆ(t) = Jˆz + ωaˆ
†aˆ+
2λ(t)√
N
Jˆx
(
aˆ† + aˆ
)
. (2)
Here, operators Jˆα act on the totally symmetric manifold, also known as the Dicke manifold, where the operator
Jˆ2 =
∑
α Jˆ
2
α is a good quantum number (a constant of motion) with eigenvalue J (J + 1), and J = N/2. The parity
3operator Pˆ = eJˆz+aˆ
†aˆ−N/2 is another conserved quantity of the model which also has the advantage of commuting
with Jˆ2. For all the numerical results in this paper, we consider the case of resonance between the qubits and the
radiation frequency, i.e.  = ω = 1 in Eq. (1). The DM is deemed to achieve its thermodynamic limit (TL) when
(a) (b)
FIG. 1: (a) Illustration of the Dicke model (DM) network of spins, or equivalently qubits. The electromagnetic field mode
mediates the all-to-all interaction among these qubits. (b) Energy spectrum of the DM as a function of the interaction
parameter λ(t) for a finite number of qubits N = 257. The numerical results in this paper are generated under the condition
of resonance between the qubits and the radiation frequency:  = ω = 1 in Eq. (1). All energies are measured with respect to
the ground state energy E0. In the thermodynamic limit (TL), a second order QPT occurs at value λc = 0.5 at which point
the energy gap vanishes. As can be seen in (b) for finite N , a finite-size version of the quantum critical point (QCP) with
minimum gap arises near to λc. Only the even parity sector of the model is depicted here.
its matter subsystem size goes to infinity, i.e. when N → ∞. Much of the DM’s attractiveness as a theoretical
model, lies in the emergence of a second-order QPT in this limit [44–46]. The QPT means that there is a significant
change in the behavior of the DM’s ground state when its parameters vary through a specific set of critical values.
The phase-boundary is described by the equation λc =
√
ω
2 . The scaling of the interaction parameter in Eq. (1) is
introduced in order to have its phase transition correctly defined in terms of  and ω. When the coupling parameter
λ is above the critical value, the ground state of the system is characterized by a non-zero expectation value of its
excitation operators or order parameters:
〈
Nˆb
〉 ≡ 〈aˆ†aˆ〉 and 〈Nˆq〉 ≡ 〈Jˆz + N
2
〉
. (3)
When λ < λc, the order parameters are zero. Because of this, the region when λ > λc is called the ordered or
superradiant phase, while the region when λ < λc is called the normal phase. Near the phase-boundary in the
vicinity of this superradiant phase, there is a dependence of the order parameter as follows:
〈
Nˆb
〉 ∝ (λ− λc) and〈
Nˆq
〉 ∝ (λ− λc)1/2 [47]. This power-law behavior is typical of second-order phase transitions where the critical
exponents are characteristic of the universality class to which the model belongs. In the ordered quantum phase
(λ > λc), the Z2 symmetry related to parity is spontaneously broken, which originates from the fact that the TL
ground state is two-fold degenerate corresponding to the two different eigenvalues of Pˆ . Also at the QPT, the DM
presents an infinitely-degenerate vanishing energy gap [47], as shown in Fig. 1.
This zero energy gap in the TL imposes an impossible barrier for dynamically crossing the phase boundary
within any finite time while simultaneously maintaining the system in its ground state. For finite values of N , where
the transition is replaced by an effective quantum critical point (QCP), there is a minimum finite gap that gets
smaller and smaller as the system size N grows. It also gets slightly shifted to higher values of λ as compared to the
TL case. Such scaling properties, i.e. dependence on size, have been extensively studied in the DM in the equilibrium
situation [48–53].
4III. QUANTUM HYSTERESIS IN THE DM
Our central objective in this paper is to address the effects of cyclically varying the radiation-matter interaction
λ(t) as a function of time. We will focus on a particularly simple, piecewise linear form for the time dependence:
λ(t) =
{
λ1 +
2(λ2−λ1)
τ t, t ≤ τ/2
λ2 +
2(λ1−λ2)
τ t, t > τ/2 ,
(4)
where λ1 and λ2 are respectively zero and one, and with ω =  = 1 in Eq. (1). Hence λ(t) has a triangular profile
(see inset of Fig. 2(a)). The slope of the two portions of the cycle ±ν is characterized by a finite time τ such that
ν = 2/τ , where ν is known as the annealing velocity. The strongly interacting regime is reached when λ(t) ≈ 1. The
particular choice of λ(t) given by Eq. 4, implies that the QCP is crossed twice during the cycle, first when t ≈ τ/4,
and second when t ≈ 3τ/4. From Eq. (2) and Eq. (4), we get the full DM instantaneous state |ψ(t)〉 by numerically
solving the time-dependent Schro¨dinger equation. The initial state when t = 0 and λ = 0 is the non-interacting
ground state, namely |ψ(0)〉 = |ψGS (0)〉 =
⊗N
i=1 |↓〉 ⊗ |n = 0〉 where both matter and light subsystems have zero
excitations. All qubits are polarized in the state σz = −1, and the field is in the Fock state of zero photons. The DM
solution is significantly harder to obtain. Nevertheless, we have used the fact that the total angular momentum is a
conserved quantity, therefore the dynamics will lie in the J = N/2 subspace. The success of this solution was tested
by extending the truncation limit and then checking that the results do not change (convergence test). The most
naive application of this solution to the DM would be to work with vectors of the form |m〉z ⊗ |n〉, where the first
one is an eigenvector of Jz in the subspace of even parity and the last one is a bosonic Fock state.
To provide a first step toward understanding the complexity of the quantum hysteresis results that we gener-
ate for the DM, there exists a model that constitutes arguably the simplest version of what happens to a quantum
system when it crosses a QCP driven by a time-dependent Hamiltonian. This is the Landau-Zener (LZ) model and we
will spend the rest of this section reviewing its key properties concerning the probability that the system transitions
out of its ground state, together with the Landau-Zener-Stu¨ckelberg (LZS) process which helps understand the
presence of oscillatory features in our results. The LZ model is represented by a two-level system following the
Hamiltonian [54, 55]
HˆLZ = −∆0
2
σˆx +
λ0 − λ(t)
2
σˆz . (5)
The energy-gap between the ground state and the excited state is ∆(t) =
√
∆20 + (λ(t)− λ0)2. At the QCP λ = λ0,
the system reaches its minimal energy-gap ∆ = ∆0. In this paper, we are considering the light-matter interaction
λ(t) = νt during the ramping up, and a similar form in the ramping down, where ν is an annealing velocity and
where the system starts from its ground state, i.e. |0〉. It is known from previous work on the LZ model that for a
two-level system starting from its ground state at t = −∞, the probability of it ending in its excited state at t =∞
is given by PLZ = exp
(
−pi∆20ν
)
where the ratio ζ =
∆20
ν is called the adiabatic parameter. It is worth noticing that
when ν is very small, we have zero probability for the system to jump to the excited state. Therefore, the limit ν → 0
corresponds to perfect adiabatic evolution. Thus the parameter ζ allows control of the probability for the system to
perform either an adiabatic or diabatic transition.
One interesting aspect of the LZ model is that much of its dynamics is determined during the short interval
during which the minimum-gap is crossed. For this reason, an LZ system can be seen as analogous to a beam-
splitter [56], since the probability PLZ for the system to stay in state |0〉 can be seen as equivalent to a transmission
coefficient which characterizes the probability for a beam to go through a partially reflecting mirror. The analogy
with the beam-splitter can be extended to one of interest to this paper, in which the evolution of λ(t) is reversed and
the critical gap is crossed again. This complete cycle is known as a Landau-Zener-Stu¨ckelberg (LZS) process. At the
end of a LZS cycle, the probability of staying in the |0〉 state can be approximated by the following formula [56]:
PLZS = 4PLZ (1− PLZ) sin (θ12 − ΦS) , with θ12 =
∫ t2
t1
∆(t)dt. (6)
The times t1 and t2 define the interval between the two crossings of the gaps. The phase ΦS is called the Stokes
phase and it is determined entirely by the form of the minimum gap – hence it does not depend on the annealing
velocity ν. On the other hand, the dynamical phase θ12 is inversely proportional to ν; or equivalently, it is directly
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FIG. 2: Quantum hysteresis as measured by ground state fidelity |〈ϕGSIns (λ(t)) |ψ(t)〉| as a function of λ(t) when the interaction
parameter performs a cycle as specified by Eq. (4). The DM system size is N = 33. The cycle time τ = 2/ν in each case is
characterized by an annealing velocity ν: (a) Log2 (ν) = −8.46, (b) Log2 (ν) = −4.46, and (c) Log2 (ν) = 2.94. Hence the
annealing velocity ν increases from (a) to (c). Inset in panel (a) shows the time profile of the annealing parameter cycle λ(t)
specified by Eq. (4).
proportional to the total time of the cycle τ ∝ 2ν−1. As a result, Eq. (6) implies that one should expect oscillatory
behavior, with respect to τ , for the probability of finishing the cycle in the same state as which the cycle was started.
Such oscillatory behavior is known as Stu¨ckelberg oscillations [57]. Despite its simplicity, the LZ problem has found
an enormous range of applications in various experimental situations. Also, some generalizations of its concepts can
be performed in order to tackle the dynamics in situations involving more than two levels [58–60]. Whether it can be
extended to provide a full, formal description of the DM hysteresis results studied here, remains an open challenge.
IV. RESULTS AND DISCUSSION
Although the LZ and LZS can serve as a guide for understanding the full numerical results of the DM, the complexity
of the DM’s non-equilibrium quantum dynamics involves many more than two energy levels. For any value of λ(t),
there is a set of instantaneous eigenstates |ϕn (λ(t))〉. If |ψ(t)〉 represents the actual dynamical state, we can express
the probability of being in the instantaneous eigenstate n as follows:
Pn (t) = [F (ϕn (λ(t)) , ψ(t))]
2
(7)
where F (ϕn (λ(t)) , ψ(t)) = |〈ϕn (λ(t)) |ψ(t)〉| is the instantaneous fidelity of the n state. We consider the ground
state fidelity F (t) = |〈ϕGSIns (λ(t)) |ψ(t)〉| as a reference quantity for characterizing the quantum hysteresis, where
ϕGSIns (λ(t)) is the ground state of the Hamiltonian that corresponds to time t. In Fig. 2 we plot the dependence of
the function F (t) for different values of ν. Despite the fact that the finite-size DM has no true QPT, the system
dynamics reveal significant differences between what would be the normal phase (λ(t) < λc) and the superradiant
one. This manifests itself in the curves since all functions F (t) start to depart from their initial value of unity after
a threshold near the QCP is crossed. As can be deduced from Fig. 1(b), the critical point of the finite-size model
is slightly above the TL critical value, displaced to the right in the plot. The crossing of the phase-boundary also
manifests itself in the return stage of the cycle. In general, one can see that the normal phase tends to stabilize the
behavior while the superradiant phase is the one in which most changes emerge. Very low values of ν (or equivalently,
very high values of τ) correspond to almost zero probability of exciting the system. Therefore the system essentially
follows the instantaneous eigenstate during its entire time evolution. This regime can hence be labelled the near
adiabatic limit: see Fig. 2(a). In the other extreme of very short cycle times, the system is simply not able to respond
to the change of the Hamiltonian. Hence it remains frozen in the initial state. This is the sudden quench limit: see
Fig. 2(c). In this limit, the decrease in the fidelity is due to the differences between the instantaneous ground state
and the starting one as predicted by the QPT. Hence this change is concentrated around the QCP. In between these
two limits, strong memory effects occur as shown in Fig. 2(b). The trajectories enclose an area that can be referred
to as a signature of quantum hysteresis behavior. Recent experimental realizations of the DM [39] show results of
such possible effects.
In order to better understand the transition between the near adiabatic and sudden quench limits, we present
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FIG. 3: (a) Quantum hysteresis profiles as measured by the ground state fidelity |〈ϕGSIns (λ(t)) |ψ(t)〉| as a function of λ(t).
The dashed lines are a guide to the eye. (b) Difference between the values of the ground state fidelity at the start time t = 0
and end time t = τ . Inset in Fig. 3 (b) shows the values of the ground state fidelity at the end time t = τ/2. The continuous
lines are a guide to the eye. In (a) and (b) the interaction parameter performs the cycle specified by Eq. (4). The profile show
the existence of the three regimes of annealing velocity: (i) near adiabatic, (ii) intermediate regime, and (iii) sudden quench.
The DM system size is N = 33.
in Fig. 3(a) a dynamical profile of the time evolution of the ground state fidelity for a wide range of annealing
velocities. It is clear that there is a non-monotonic path between the ν → 0 limit (i.e. logarithm of ν is negative)
and ν →∞ limit (i.e. logarithm of ν is positive) . In Fig. 3(b) we are able to clearly distinguish three regimes based
on the behavior of the final fidelity as a function of ν. These are (i) near adiabatic, (ii) intermediate regime, and
(iii) sudden quench. Complex oscillations arise as a function of ν in the near adiabatic regime. This is a many-body
version of the Stu¨ckelberg oscillations as defined in Eq. (6). The amplitude of being either in the ground or the first
excited state, accumulates a dynamical phase until the system returns to the QCP, at which point these two channels
interfere with each other and hence form the oscillatory pattern seen in the left part of Fig. 3(b). As is also evidenced
in Fig. 2(a), the time interval τ/4 < t < 3τ/4 (i.e. when the system is in the superradiant phase) is dominated
by oscillations that tend to disappear as the annealing velocity increases. These oscillations are restricted to the
superradiant phase because it is only in this interval that there is a non-negligible transition amplitude between the
ground and first excited state, due to a significant change of the ground state as a function of λ. The near adiabatic
region is the closest to a LZS cycle in the sense that only the ground state and first excited state of the DM are
significantly excited, and hence a two-level approximation is feasible. That is why both the Stu¨ckelberg oscillations
and the superradiant phase oscillations are only relevant for slower cycles. For faster cycles, part of the evolution
information leaks to higher excited states so that the simplified LZS scenario is no longer valid.
Notwithstanding the oscillatory behavior, the near-adiabatic regime has a general tendency to show an in-
crease in memory effects as the cycles get faster, which is evidenced by the discrepancy between the initial and final
fidelities in Fig. 3(b). However this tendency has an upper limit, after which the intermediate regime begins. This
intermediate regime is characterized by a monotonic decrease of the difference F (0)− F (τ) as the annealing velocity
increases. As can be seen in the inset of Fig. 3(b), in this intermediate regime the system loses any ability to follow
the instantaneous ground state during the superradiant phase, but somehow manages to have a finite probability of
remaining in the ground state of the normal phase after the cycle is completed. This can be interpreted as the system
being significantly quenched only during its passage to the superradiant phase, in a process that cannot longer be
approximated as an LZ problem. In previous works, we have shown that this process is fundamentally a squeezing
mechanism in both subsystems, followed by a generation of light-matter entanglement [14, 15]. This process becomes
increasingly irrelevant in terms of being able to change the initial state as ν increases in the intermediate regime,
since the system has less and less time to undergo any changes. This explains the monotonic tendency toward
reduced hysteresis effects as the sudden quench limit is reached.
In addition to the ground state fidelity, we have analyzed the quantum hysteresis by looking at the light-matter
entanglement generated by the cycle in terms of von Neumann entropy. Given a subsystem A, the von Neumann
7NearAdiabatic
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FIG. 4: (a) Quantum hysteresis profile analogous to that of Fig. 3(a) but now depicting the time evolution of the von
Neumann entropy SN as defined in Eq. (8). This quantity is an indicator of the entanglement between the light and matter
subsystems. The dashed lines are a guide to the eye. (b) Quantum hysteresis curves for SN , illustrating the behavior of
light-matter entanglement in the different dynamical regimes.
entropy is defined as:
SN = −tr {ρˆA log (ρˆA)} , ρˆA = trB {|ψ〉 〈ψ|} (8)
where B is the complementary subsystem and the total system is in a total state |ψ〉 that is pure. When the total
system is in such a pure state, the entropy of subsystem A is equal to the entropy of its complementary subsystem
B, and this quantity SN is a measure of the entanglement between both subsystems. The natural choice for such a
bipartition of the DM is where one subsystem is the light (i.e. the radiation mode) and the other subsystem is the
matter (i.e. the set of N qubits). Figures 4(a-b) show results for the von Neumann entropy for the cases discussed so
far in this paper for ground state fidelity. Since the DM is a closed system (i.e. a pure quantum state with a unitary
evolution), the increase of SN in each subsystem is synonymous with an irreversible interchange of information
between the light and matter during the cycle, hence providing a more direct thermodynamical interpretation for the
memory effects of the cycle.
In Figs. 4(a-b), the near adiabatic regime shows a new aspect of interest: the von Neumann entropy is not
always increasing over time, which means that for slow annealing velocities, information is not always dispersing
from light to matter and vice versa. Instead, there is some level of feedback for each subsystem, so that they are
still able to retain some of their initial state independence. However, this feedback becomes increasingly imperfect so
that at annealing velocities near the boundary with the intermediate regime, the information mixing attains maximal
levels. After that, the mixing of information between light and matter is always a monotonic dispersion process,
which becomes reduced as the time of interaction is reduced more and more. This establishes a striking difference
between the lack of memory effects in the adiabatic and sudden quench regimes: the former’s cycle comprises a large
but reversible change, while the latter’s cycle is akin to a very small but irreversible one. In practice, both mean
relatively small changes to the initial condition – however this is a consequence of two very different properties. This
interplay between actual change and its reversibility may explain why the transition between those two regimes is
more intricate that might initially have been imagined.
V. CONCLUSIONS
We have presented a quantum hysteresis analysis of the finite-size Dicke model (DM) in cycles that cross the
quantum phase transition (QPT) from the non-interacting to the strong coupling regime and back again. In order
to explore and quantify the resulting collective memory effects, we have employed the ground state fidelity and the
light-matter entanglement measured through the light and matter von Neumann entropy. The former measure is
more oriented to adiabatic quantum control, while the latter is more related to quantum information and quantum
8thermodynamics. We have identified the entire range of regimes of the cyclic dynamical process: from the adiabatic
limit at small annealing velocities, to the sudden quench regime. This revealed that the transition between these two
regimes is by no means a trivial one, due to an interplay between the amount of change undergone by the system as
compared to the reversible character of that change. Towards the near adiabatic regime, some degree of reversibility
is possible despite the system being forced to undergo large changes, which means that information can still go
back and forward between the light and matter subsystems. This generates an oscillatory behavior comparable to
LZS processes. By contrast towards the sudden quench regime, the information exchange between light and matter is
always dispersive but gets smaller and smaller as the interaction times are reduced. These two regimes could have their
own interesting applications which we leave for future exploration. In particular, the interference occurring in the near
adiabatic regime could be important for spectroscopy applications, since it reveals details of the interaction during the
hysteresis process. By contrast, characterization of the intermediate regime is important for quantum control, since it
improves understanding of the squeezing process that precedes the dynamical generation of light-matter entanglement.
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