Abstract
Introduction
The problem of bankruptcy prediction has been extensively considered in the financial literature. The main impact of bankruptcy prediction is in bank lending. Banks need to predict the default possibility of a potential counterparty before they extend a loan. This can lead to sounder lending decisions, and thus it can result to significant savings. There are two main approaches to loan default/bankruptcy prediction. The first approach, called the structural approach, is based on modeling the underlying dynamics of interest rates and firm's characteristics and deriving the default probability based on these dynamics. The second approach is the empirical or the statistical approach. Instead of modeling the relationship of default with the characteristics of a firm, this relationship is learned from the data. Overall, Morris [1] provides the most comprehensive review of to date bankruptcy prediction models. His book offers a very useful discussion on many important prediction techniques and their empirical use. However, it lacks a deserved discussion on some important multiinstance machine learning models. Some single machine learning models used for bankruptcy prediction are presented in [2] . To the best of our knowledge, none of these models are based on multi-instance learning techniques.
From another perspective, the prevention and early detection of fraudulent financial activity is an increasingly important goal for the European Union (EU). Various techniques and models have been used to detect accounting fraud on the domain of formal financial statements. Accounting frauds can be classified as either fraudulent reporting or misappropriation of assets, or both. In this domain, few studies [3] have tested the predictive ability of different types of models and methods used by means of a common data set. Besides, a small number of these models are based on multi-instance learning [4] .
In Greece, the public has been consistent in its demand for fraudulent financial statements and qualified opinions as warning signs of business failure. There is an increasing demand for greater transparency, consistency and more information to be incorporated within financial statements [5] . However, there is no work based on multi-instance learning for the prediction of firms that issue fraudulent financial statements (FFS). This reality motivated our work.
In this paper, we present two Greek case studies. Firstly, we explore the effectiveness of multiinstance learning techniques in detecting firms that issue FFS. A number of experiments have been also conducted using representative multi-instance learning algorithms and single classifiers, which were trained using a data set of 164 fraud and non-fraud Greek firms. Secondly, we investigate the efficiency of multi-instance learning and single learners in bankruptcy prediction. A number of experiments have been conducted using representative learning algorithms, which were trained using a data set of 150 failed and solvent Greek firms in the recent period.
The remainder of the paper is as follows. Section 2 reviews models for bankruptcy prediction while section 3 review models for fraud detection. Section 4 describes our data sets for bankruptcy prediction and fraud detection. Section 5 discusses multi-instance learning issues, while Section 6 presents our experiment results. In particular, subsection 6.1 presents the experiment results for multiinstance learners in the two Greek case studies. Subsection 6.2 presents the experiment results using the same data using single supervised machine learning techniques. Finally, section 7 concludes the paper and discusses future research directions.
Models for Bankruptcy Prediction
Many studies have been conducted for bankruptcy prediction using machine-learning models such as neural networks [6] , instance based learners [7] , Bayesian models [8] , rule learners [9] , decision trees algorithms [10] and Support Vector Machines (SVM) [11] . These methods of corporate bankruptcy prediction have their own strengths and weaknesses and, hence, choosing a particular model may not be straightforward.
Gaganis et al. [12] combined different classification techniques for the prediction of small UK firms' failure. Yim and Mitchell [13] compared hybrid Neural Networks, Logit models and discriminant analysis for the prediction of firms' failure in Australia. Logit analysis, profit analysis, and the linear probability model are the most commonly used techniques applied in the Greek context in several studies over the past two decades [14] , [15] . More recently, the performance of alternative non-parametric approaches has been explored in the Greek context to overcome the aforementioned shortcomings of the statistical and econometric techniques such as rough sets [16] and multicriteria discrimination method [17] .
Neural Network Applications in the financial world include: currency prediction, futures prediction, bond ratings, debt risk assessment, credit approval and bank theft [30] , [31] . The articles [22] , [34] review the literature on artificial neural networks (ANNs) applied to accounting and finance problems. Moreover, Vellido et al. [32] surveyed 123 articles from 1992 through 1998. They included 8 articles in accounting and auditing, and 44 articles in finance (23 on bankruptcy prediction, 11 on credit evaluation, and 10 in other areas).
Tseng and Hu [33] use four different techniques: (1) logit model, (2) quadratic interval logit model, (3) backpropagation multi-layer perceptron (i.e., MLP), and (4) radial basis function network (i.e., RBFN) to predict bankrupt and non-bankrupt firms in England. The average hit ratio of four methods range from to 77.05% to 91.15%. The original classification accuracy and the validation test results indicate that RBFN outperforms the other models. Kim and Kang [34] propose an ensemble with neural network for improving the performance of traditional neural networks on bankruptcy prediction tasks. Experimental results on Korean firms indicated that the bagged and the boosted neural networks showed the improved performance over traditional neural networks. Alfaro et al. [35] also compare boosted neural networks on a set of European firms, considering the usual predicting variables such as financial ratios, as well as qualitative variables, such as firm size, activity and legal structure. Alfaro et al. [35] showed that boosted approach decreases the generalization error by about thirty percent with respect to the error produced with a neural network. Tsai and Wu [36] investigated the performance of a single classifier as the baseline classifier to compare with multiple classifiers and diversified multiple classifiers by using neural networks based on three datasets. By comparing with the single classifier as the benchmark in terms of average prediction accuracy, the multiple classifiers only perform better in one of the three datasets.
Cho et al. [37] propose an integration strategy regarding how to efficiently combine the currentlyin-use statistical and artificial intelligence techniques. By combining multiple discriminant analysis, logistic regression, neural networks, and decision trees induction, they introduce an integrative model with subject weight based on neural network learning for bankruptcy prediction. Chen et al. [38] provide an alternative for bankruptcy prediction by using neuro fuzzy, a hybrid approach combining the functionality of fuzzy logic and the learning ability of neural networks. Their empirical results show that neuro fuzzy demonstrates a better accuracy rate, lower misclassification cost and higher detecting power than does logit regression, meaning neuro fuzzy could be a great help in providing warnings of impending bankruptcy. Finally, Verikas et al. [39] present a comprehensive review of hybrid and ensemble-based soft computing techniques applied to bankruptcy prediction.
A lot of research [54] , [55] , [56] is related to the investigation of applications of the case-based reasoning (CBR) paradigm for solving the problem of business failure prediction (BFP). CBR could generate high predictive accuracy than those models such as MDA, Logit, NN, SVM, etc. in predicting business failure one year or two years before [57] .
All the above works did not result to a single conclusion that a single learning model is the best of all for the bankruptcy prediction domain. Actually, none of these models are based on multi-instance learning techniques as we did in this paper.
Models for Fraud Detection
Watts and Zimmerman [18] argue that the financial statement audit is a monitoring mechanism that helps reduce information asymmetry and protects the interests of the principals, specifically, stockholders and potential stockholders, by providing reasonable assurance that management's financial statements are free from material misstatements. However, in real life, detecting management fraud is a difficult task when using normal audit procedures [19] since there is a shortage of knowledge concerning the characteristics of management fraud. Additionally, given its infrequency, most auditors lack the experience necessary to detect it. Last but not least, managers deliberately try to deceive auditors [20] . Green and Choi [21] developed a Neural Network fraud classification model. The model used five ratios and three accounts as input. The results showed that Neural Networks have significant capabilities when used as a fraud detection tool. Nieschwietz et al. [22] provide a comprehensive review of empirical studies related to external auditors' detection of fraudulent financial reporting, while Albrecht et al. [23] review the fraud detection aspects of current auditing standards and the empirical research conducted on fraud detection. Bell and Carcello [24] developed and tested a logistic regression to estimate the likelihood of fraudulent financial reporting using a sample of 77 fraud and 305 non-fraud engagements, based on the incidence of red flags as explanatory variables. They found that the significant red flags that effectively discriminated between fraud and non fraud engagements were: (1) management lied to the auditor; (2) a weak internal control environment; (3) an unduly aggressive management attitude; (4) undue management emphasis on meeting earning projections; and (5) significant difficult-to-audit transactions.
Church et al. [25] provide further evidence that internal auditors are sensitive to factors that affect the possibility of fraudulent financial reporting. Specifically, they show that in a situation where operating income is greater than expected, an earnings based bonus plan is used, and debt covenants are restrictive, internal auditors assigned a higher likelihood of fraud. Ansah et al. [26] investigate the relative influence of the size of audit firms, auditor's position tenure and auditor's year of experience in auditing on the likelihood of detecting fraud in the stock and warehouse cycle. They conclude that such factors are statistically significant predictors of the likelihood of detecting fraud, and increase the likelihood of fraud detection. Liou [27] explore the differences and similarities between fraudulent financial reporting detection and business failure prediction (BFP) models, especially, in terms of which explanatory variables and methodologies are most effective.
For Greek data, Spathis [28] constructed a model to detect falsified financial statements. He employed the statistical method of logistic regression. Two alternative input vectors containing financial ratios were used. The reported accuracy rate exceeded 84%. Kirkos et al. [29] investigate the usefulness of Decision Trees, Neural Networks and Bayesian Belief Networks in the identification of fraudulent financial statements. In terms of performance, the Bayesian Belief Network model achieved the best performance managing to correctly classify 90.3% of the validation sample in a 10-fold cross validation procedure. For both studies [28] , [29] a balanced sample of a total of 76 manufacturing firms was used; 38 firms with FFS were matched with 38 with non-FFS (the sample did not include financial companies).
All the previous works did not result to a single conclusion that a single learning model is the best of all for the fraud detection domain. Actually, none of these models are based on multi-instance learning techniques.
Data Description

1. Bankruptcy prediction
In this case study, bankruptcy filings in the years 2003 and 2004 were provided directly from the National Bank of Greece directories and the business database of the financial information services company called ICAP, in Greece. Financial statement data for the fiscal years prior to bankruptcy were obtained from ICAP financial directories. The financial statements of these firms were collected for a period of three years. The critical year of failure denoted as year 0, while three years before as year -3. As the control sample, each selected bankrupt firm was matched with five non-bankrupt (healthy) firms of exactly the same industry, by carefully comparing the year of the reported data assets size and the number of employees. The selected non-bankrupt corporations were within 20% of the selection criteria. Our final bankruptcy sample consists of 50 initial bankruptcies in the year period 2003-2004 and is similar in size but more complete and recent compared to previous studies. The final pooled sample of failed and solvent firms is composed of 250 individual firms with financial data for a three-year period. Even though, the dataset is from Greece the usefulness of this study is not restricted by the fact that only Greek company data was used. Table 1 presents the sample distribution of the bankrupted firms across industries and calendar years. The 50 failed firms are distributed across 24 industries. Through extensive literature review on bankruptcy prediction about 50 financial ratios were recorded. The final set of the calculated input variables is 21 due to missing financial data and financial ratio duplication. Table 2 shows the variables collected for bankruptcy prediction in our case study. Table 3 shows the multi-instance dataset used for bankruptcy prediction after the selection of most informative variables. 
2. Fraud detection
The initial dataset includes information about 164 Greek listed on the Athens Stock Exchange (ASE) manufacturing firms (no financial companies were included). Auditors checked all the firms in the sample. For 41 of these firms, there was published indication or proof of involvement in issuing FFS. The classification of a financial statement as false was based on the following parameters: (1) inclusion in the auditors' report of serious doubts as to the accuracy of the accounts; (2) observations by the tax authorities regarding serious taxation intransigencies which significantly altered the company's annual balance sheet and income statement; (3) the application of Greek legislation regarding negative net worth; (4) the inclusion of the company in the Athens Stock Exchange categories of "under observation and "negotiation suspended" for reasons associated with the falsification of the company's financial data and, (5) the existence of court proceedings pending with respect to FFS or serious taxation contraventions. The 41 FFS firms were matched with 123 non-FFS firms. All the variables used in the sample were extracted from formal financial statements, such as balance sheets and income statements. This implies that the usefulness of this study is not restricted by the fact that only Greek company data was used. Table 4 shows the variables used for detecting fraudulent financial statements (FFS). 
Multi-Instance Learning issues
In the standard supervised machine learning methodology, each object in the set of training examples is labeled and the problem is to learn a hypothesis that can accurately predict the labels of the unseen objects. For example, in the case of bankruptcy, the training set represents the data for companies, which are known to have survived or gone bankrupt.
In the multiple-instance learning scenario, the labels of individual objects in the training data are not available; instead, the labeled unit is a set of objects called a bag [40] ]. In our case a bag can include the information about each company all the three or more previous years. An individual object in a bag is called an instance. The goal of learning is to obtain a hypothesis from the training examples that generates labels for the unseen bags and instances. In this sense, the multiple-instance learning problem can be regarded as a special kind of supervised machine learning problem where the labeling information is incomplete. There are two kinds of labels in the domain of multiple instance learning, namely positive and negative. A label of an instance is either positive or negative. A bag is labeled positive if and only if the bag has one or more positive instances, and is labeled negative if and only if all its instances are negative.
The first probability model of multiple-instance learning is the Diverse Density (DD) model [41] . The Diverse Density algorithm regards each bag as a manifold, which is composed of many instances, i.e. feature vectors. If a new bag is positive then it is believed to intersect all positive feature manifolds without intersecting any negative feature manifolds.
Intuitively, diverse density at a point in the feature space is defined to be a measure of how many different positive bags have instances near that point, and how far the negative instances are from that point. Thus, the task of multi-instance learning is transformed to search for a point in the feature space with the maximum diverse density. EMDD model builds heavily upon Dietterich's Diverse Density (DD) algorithm. It is a general framework for MI learning of converting the MI problem to a single-instance setting using EM [42] .
Wang and Zucker [43] extended k-nearest neighbor algorithm for multi-instance learning through adopting Hausdorff distance. The Citation-kNN algorithm is a nearest neighbor style algorithm, which borrows the notion of citation of scientific references in the way that a bag is labeled through analyzing not only its neighboring bags but also the bags that regard the concerned bag as a neighbor.
Andrews et al. [44] proposed two SVM-based formulations of MIL, mi-SVM and MI-SVM. To solve the maximum margin problem under the MIL constraints, both algorithms modify the conventional SVM through an iterative heuristic optimization. Chevaleyre and Zucker [45] derived RIPPER-MI, which is multi-instance version of rule learning algorithm RIPPER, where the key is a multiple-instance coverage function respectively. Recently, work has been done investigating the use of boosting such as MI-Boost [46] to learn multiple-instance concepts.
Experimental Results
The most commonly used measure of success or failure is a model's error rate. The error rate is statistically defined as the error rate of the model on an asymptotically large number of new cases that converge in the limit to the actual population distribution. The classification accuracy is defined as the ratio of the number of the correct classifications to the number of cases examined.
1. Experimental Results with Multi-instance Learning
In Table 5 , there is the accuracy for each representative multi-instance learning algorithm for the two case studies (bankruptcy prediction, fraud detection). In order to calculate the accuracy for our experiments, the whole training sets was divided into ten mutually exclusive and equalsized subsets and for each sub-set the model was trained on the union of all of the other subsets. Then, cross validation was run 10 times for each algorithm and the average value was calculated [47] . From the experiments, it was found that multi-instance learning algorithms could enable users to predict bankruptcies with satisfying accuracy. The experts are in the position to known, which of the industries will bankrupt or not with sufficient precision, which exceeds the 75% using the MIBoost algorithm with Decision Stump as base learner. The resulting difference from the remaining algorithms is statistically significant. It should be mentioned that a machine-learning tool cannot, and should not, entirely replace professional judgment. It could be used to provide auditors with objective information to help them with their reporting decision on a client in the presence of financial distress and going-concern contingencies. A number of important qualitative variables such as management's ability and future plans (that could potentially mitigate the stress faced by a firm) are not formally incorporated into the models.
It was found also that multi-instance learning algorithms could enable users to detect firms that issue fraudulent financial statements with high accuracy, which exceeds the 91% using the MIBoost algorithm with Decision Stump as base learner. The resulting difference from the remaining algorithms is statistically significant.
2. Experimental Results with Single Supervised Machine Learning Techniques
WINNOW is the representative of perceptron-based algorithms in our study [48] . It classifies a new instance x into the second-class if ∑x i w i >θ and into the first class otherwise. It initializes its weights wi and θ to 1 and then it accepts a new instance (x, y) applying the threshold rule to compute the predicted class y'. If y΄ = 0 and y = 1, then the weights are too low; so, for each feature such that xi = 1, wi = wi · α, where 〈 is a number greater than 1, called the promotion parameter. If y΄ = 1 and y = 0, then the weights were too high; so, for each feature xi = 1, it decreases the corresponding weight by setting wi = wi · β, where 0<β<1, called the demotion parameter. The vector, which is correct on all examples of the training set, is then used for predicting the labels on the test set.
Voted-perceptron [49] stores more information during training and then use this elaborate information to generate better predictions on the test data. The information it maintains during training is the list of all prediction vectors that were generated after each and every mistake. For each such vector, the algorithm counts the number of iterations the vector "survives" until the next mistake is made; they refer to this count as the "weight" of the prediction vector. To calculate a prediction it computes the binary prediction of each one of the prediction vectors and combines all these predictions by a weighted majority vote. The weights used are the survival times described above. This makes intuitive sense, as "good" prediction vectors tend to survive for a long time and thus have larger weight in the majority vote.
Artificial Neural Network (ANN) depends upon three fundamental aspects, the input and activation functions of the unit, the network architecture and the weight on each of the input connections. Given that the first two aspects are fixed, the behavior of the ANN is defined by the current values of the weights. The weights of the net to be trained are initially set to random values, and then instances of the training set are repeatedly exposed to the net. The values for the input of an instance are placed on the input units and the output of the net is compared with the desired output for this instance. Then all the weights in the net are adjusted slightly in the direction that would bring the output values of the net closer to the values for the desired output. The most well-known and widely used learning algorithm to estimate the values of the weights is the Back Propagation (BP) algorithm [50] .
RBF network [50] uses the k-means clustering algorithm to provide the basis functions and learns a logistic regression on top of that. Symmetric multivariate Gaussians are fit to the data from each cluster. It uses the given number of clusters per class. It standardizes all numeric attributes to zero mean and unit variance.
Support Vector Machine (SVM) technique revolves around the notion of a 'margin' that separates two data classes. Maximizing the margin, and thereby creating the largest possible distance between the separating hyperplanes can reduce the upper bound on the expected generalization error [51] . However, most real-world problems involve non-separable data for which no hyperplane exists that successfully separates the positive from negative instances in the training set. The solution is then to map the data into a higher-dimensional space and define a separating hyperplane there. Sequential Minimal Optimization (or SMO) algorithm was the representative of the SVMs as one of the fastest methods to train SVMs [51] . All accuracy estimates were obtained by averaging the results from stratified 10-fold cross-validation in our datasets. It must be mentioned that we used the free available source code for our experiments in order to find the best parameters for each algorithm by the book [52] . The results for the first case study (fraud detection) are presented in Table 6 . In Table 6 , we also present the accuracy of Logistic Regression (LR) as benchmark algorithm. Recently in the area of machine learning the concept of combining classifiers is proposed as a new direction for the improvement of the performance of individual classifiers [53] . For this reason, we combined the previous algorithms using the simple voting methodology [53] . Let us consider the voting step as a separate classification problem, whose input is the vector of the responses of the base classifiers. Simple voting uses a predetermined algorithm for this, namely to count the number of predictions for each class in the input and to predict the most frequently predicted class. The intuition is that the models generated using different learning biases are more likely to make errors in different ways. The voting ensemble of Winnow, BP, Voted Perceptron, SMO and RBF correctly classifies 91.2% of the total sample.
To facilitate the presentation and discussion of the results for the second case study (bankruptcy prediction), each year prior to financial distress is denoted as year -1, year -2, year -3.
In Table 7 , there is the classification accuracy for each representative learning algorithm for each examined year. We also present the accuracy of Logistic Regression (LR) as benchmark algorithm. The voting ensemble reaches the 71.72% in the initial forecasts (3 years before the examined year) and exceeds the 73.79% the last year.
In a comparative assessment of the models' performance we can conclude that the multiinstance learner MIBoost-DS outperforms the simple tested algorithms and achieve outstanding classification accuracy.
Conclusions
The multiple instance-learning problem is a special kind of supervised machine learning problem, which has recently received more attention from the computational intelligence community. It has been applied to many applications such as drug activity prediction, stock prediction, natural scene image classification, and content-based image retrieval.
Tracking progress in financial data is a time consuming job that can be handled automatically by such a machine learning tool. While the experts will still have an essential role in monitoring and evaluating progress, the tool can compile the data required for reasonable and efficient monitoring. In this paper, we used multi-instance learning algorithms in two financial case studies:
(1) Predicting bankruptcies with satisfying accuracy
The experts are in the position to known, which of the industries will bankrupt or not with sufficient precision, which exceeds the 75% using the MIBoost algorithm with Decision Stump as base learner. For this reason, a prototype version of a software support tool can be constructed implementing this learning algorithm. However, there were a number of limitations in this study that must be noted. First, the sample size was relatively small. Thus, the generalization of the research results is somewhat limited. The second limitation was that only financial ratio variables were included in this study. There may be other important key quantitative variables (i.e., stock data, market value, age) as well as qualitative variables (leadership, reputation, type of ownership, etc.) and there is rich literature in organization theory that reports the importance of these variables [58] .
(2) Predicting FFS with satisfying accuracy
Multi-instance learning techniques can facilitate auditors in accomplishing the task of management fraud detection. We investigated the usefulness and compared the performance of learning techniques in detecting fraudulent financial statements (FFS) by using published financial data. The results obtained from the experiments agree with prior research results indicating that published financial statement data contains falsification indicators. Furthermore, a relatively small list of financial ratios largely determines the classification results. This knowledge, coupled with machine learning algorithms, can provide models capable of achieving considerable classification accuracies. In terms of performance, MIBoost algorithm with Decision Stump achieved the best performance. It must be mentioned that our input vector solely consists of financial ratios. Enriching the input vector with qualitative information, such as previous auditors' qualifications or the composition of the administrative board, could increase the accuracy rate.
