Abstract-Many facility location problems are concerned with minimizing operation and transportation costs by partitioning territory into regions of similar size, each of which is served by a facility. For many optimization problems, the overall cost can be reduced by means of a partitioning into balanced subsets, especially in those cases where the cost associated with a subset is superlinear in its size. In this paper, we consider the problem of generating a Voronoi partition of a discrete graph so as to achieve balance conditions on the region sizes. Through experimentation, we first establish that the region sizes of randomly-generated graph Voronoi diagrams vary greatly in practice. We then show how to achieve a balanced partition of a graph via Voronoi site resampling. For bounded-degree graphs, where each of the n nodes has degree at most d, and for an initial randomly-chosen set of s Voronoi nodes, we prove that, by extending the set of Voronoi nodes using an algorithm by Thorup and Zwick, each Voronoi region has size at most 4dn/s + 1 nodes, and that the expected size of the extended set of Voronoi nodes is at most 2s log n.
I. INTRODUCTION Imagine a sales manager who aims at partitioning a country into different regions, the clients within each of which are to be served by a different sales team. He may want to both minimize the total travel time for all teams and to balance the workload among the different regions. The underlying problem of partitioning territory in order to efficiently allocate resources appears in many scenarios, such as sales force deployment [1] , [2] , ATM placement [3] , political districting [4] , [5] , school districting [6] , and salt spreading coordination [7] . The corresponding optimization problems are referred to as facility location [8] , [9] , [10] , [11] , [12] or territorial design [13] . In optimization, the objective of partitioning is to minimize cost. Whenever a cost function depends superlinearly on the size of the regions, balancing the region sizes can contribute to the minimization of the total cost.
The divide-and-conquer paradigm in algorithm design constitutes another application of balanced partitioning. In the context of graphs, divide-and-conquer strategies decompose the graph into components, solve the problem for each connected component, and combine the local solutions into a global solution. If the algorithm for each component requires superlinear time, a highly imbalanced partition would lead to increased computation cost. For some algorithms, the overall cost could be dominated by the time required to process the largest region. In computer science, partitioning is also relevant for problems involving graph structures other than planar maps; applications include image processing [14] , paging in operating systems [15] , and routing in networks [16] .
Finding a perfect partition of a graph is apparently hard: the problem of deciding whether a graph allows for an exact partition has been proven to be NP-complete [17, Thm. 1] . If the vertices are assigned weights, the problem remains NPhard, even when restricted to classes of graphs as simple as series-parallel graphs [18] , which often admit polynomialtime solutions for otherwise hard problems. For the relaxed problem where a graph is to be partitioned into balanced regions with sizes ranging between two threshold values, polynomial-time algorithms are known for (weighted) paths, trees [19] , and graphs with bounded tree-width [18] , [20] . For the case of general graphs, one may further relax the region size constraints so as to compute a partition for which the size of every region is bounded only from above, but the number of regions is not too large. The graph Voronoi diagram [21] , [22] would constitute a solution to this relaxed partitioning problem if the region sizes could be made to respect the balancing condition.
The analysis of properties of Voronoi diagrams has received much attention for spatial settings. Gilbert [23] and Meijering [24] , motivated by the problem of crystal formation, pioneered the theory of random partitions of space. The Poisson Voronoi tessellation in R d is one whose sites have been generated according to a stationary Poisson point process [25] , which has no dependence on process history and whose intensity does not change over time. Miles [26] , Ambartzumian [27] , and Møller [28] provided some of the first fundamental results for random Voronoi tessellations. Other results concerning the area or volume of Voronoi cells include the following. Mecke and Muche [29] , Muche [30] , [31] , and Heinrich and Muche [32] analyzed several properties of random tessellations; among others, they derived representation formulae for the second moment of the number of vertices of the 'typical' cell. Hilhorst [33] , [34] , [35] analyzed the cell area for the planar case. Calka [36] analyzed the two-dimensional case, giving precise formulae for the area and perimeter of cells. Rathie [37] gave the exact distribution of the volume of cells for d ≤ 3. Tanemura [38] evaluated various properties of cells under a simulation of the Poisson point process for two and three dimensions. Brakke derived a general scheme for integrals of probability density functions. He analyzed statistics for the plane [39] , for the three dimensional space [40] , and for higher dimensions [41] . He also simulated random Voronoi tessellations of the plane [42] , confirming his analytical findings. Research results are also known for random tessellations other than the Voronoi diagram. Cowan [43] , [44] , using ergodic theory, analyzed mosaic processes and Poisson point processes. Lautensack and Zuyev [45] evaluated Laguerre tessellations, which are weighted generalizations of Voronoi tessellations. To the best of our knowledge, the properties of random Voronoi diagrams for discrete graphs have not been investigated previously.
A. Our contribution
We first establish, experimentally, the extent to which the region sizes of random graph Voronoi diagrams, and the node degrees of their Delaunay duals, vary in practice for several different classes of graphs. The graphs under consideration stem from road networks of Europe and the USA, European public transportation networks, social networks, protein interactions, citations among scientific publications, and computer networks. The results reveal that, indeed, region sizes do vary greatly, and that the balancing problem for Voronoi diagrams is well-motivated.
In the second part of this paper, we address the problem of finding balanced Voronoi partitions of graphs. Our approach is to resample using an algorithm due to Thorup and Zwick that was originally proposed for bounding routing table sizes [16] . We prove that, for a graph G = (V, E) with |V | = n and maximum vertex degree d, Thorup and Zwick's original algorithm can, in addition to solving the problem they intended to solve, also extend a random sample S ⊆ V of size |S| = s such that the expected size of the extended sample is at most 2s log n and every Voronoi region contains at most 4dn s + 1 nodes.
II. PRELIMINARIES
A graph G = (V, E) consists of a set of vertices V and edges E ⊆ 
The length of a path P is the sum of its edge weights (P ) := h−1 i=0 ω(u i , u i+1 ). A subpath P of a path P is a subsequence of its nodes P = (u i , u i+1 , . . . u j ), 0 ≤ i < j ≤ h. A simple path is a path without repeated vertices. Let P G (u, v) denote the set of paths from u to v in a graph G. The distance d(u, v) between two nodes u, v is the length of a shortest path from u to v; that is,
The classical Voronoi diagram is a distance-based decomposition of a metric space relative to a discrete set, the Voronoi sites. Given a set of points (the Voronoi sites), the Voronoi decomposition leads to regions (the Voronoi regions) consisting of all points that are closest to a specific site. Mehlhorn [21] and Erwig [22] proposed an analogous decomposition, the Graph Voronoi Diagram, for undirected and directed graphs respectively. Definition 1 (Graph Voronoi Diagram [21] , [22] ). In a graph G = (V, E, ω), the Voronoi diagram for a set of nodes
The V i are called Voronoi regions. The graph Voronoi diagram is not necessarily unique, as a node u may have the same distance to more than one Voronoi node.
Analogously to the Delaunay triangulation dual for classical Voronoi diagrams of point sets, one can define the Voronoi dual for graphs.
Definition 2. Let G = (V, E, ω) be a weighted graph and
Figure 1 illustrates two graph Voronoi diagrams for the same (planar) graph but with different edge weights. Although the classical Voronoi dual of a non-degenerate set of points in the plane is always a triangulation, the graph Voronoi dual is not necessarily a triangulation, even for planar graphs. For example, a graph Voronoi dual may have nodes whose removal would disconnect the graph.
Erwig [22, Thm. 2] shows that the graph Voronoi diagram can be constructed via a single Dijkstra search in time O(m + n · log n). Honiden et al. [46] provide an example of how the construction of a Voronoi diagram [22, sec. 3 .1] may be adapted to compute a graph Voronoi dual -that is, to also compute E G * and ω G * .
III. VARIATION IN VORONOI REGION SIZES
In order to show the extent of the variance of region sizes in randomly-generated graph Voronoi diagrams, we applied the following generation algorithm to the data sets described below. Given a graph G = (V, E) with |V | = n, the algorithm generates a set of Voronoi sites S ⊆ V by selecting each node of V independently at random with probability p = √ n /n, and computes the graph Voronoi dual of S as per Definition 2. We report the mean values and standard deviations of the node degrees in the Voronoi dual, as well as the mean values and standard deviations of the number of Voronoi region nodes, produced over 100 repetitions of the algorithm.
A. Data sets
For the experimentation, we make use of several graphs derived from five transportation network data sets. Two of the graphs represent road networks: one from Western Europe, made available for scientific use by the company PTV AG, and the other from the USA, a data set figuring in the 9th DIMACS implementation challenge [47] . For some road network graphs, there are two different edge weightings, one representing geographical distances (denoted by d in the names of the graphs listed in the result tables) and the other representing driving time (denoted by t). The other three graphs represent European public transportation networks used previously for experiments conducted in [48] , [49] : one of the three represent long-distance railway connections, and the other two represent the bus networks of two companies, the Rhein-Main-Verkehrsverbund RMV, and the Verkehrsverbund Berlin Brandenburg VBB. For the experimentation, all graphs derived from transportation networks were converted into their undirected forms.
We also conduct experiments for a number of instances of power-law graphs, also known as scale-free networks. Power-law graphs generally obey the power-law distribution, which assumes that every node has degree x with probability proportional to
The power-law graph model seems to apply to many realworld structures [50] , [51] such as social networks, the web graph, protein interaction networks, semantic networks, and others. For our experimentation, power-law graphs were generated from the following databases: a co-authorship graph derived from the DBLP computer science bibliography [52] , in which two authors are connected by an edge if they share at least one joint publication (dblp20080824); a citation graph used as a dataset in the KDD Cup 2003 competition [53] , taken from the high-energy physics research literature (hep-th-cite); a graph derived from the CAIDA [54] database of the router-level topology of a portion of the Internet (itdk0304); four graphs based on two random topologies generated using BRITE [55] , two for each of the Barabási [56] and Waxman [57] models (ASBarabasi, ASWaxman, RTBarabasi, RTWaxman); a graph of experimentally-determined protein-protein interactions taken from the Database of Interacting Proteins [58] (dip20090126); a graph of physical and genetic interactions from the freely-accessible database BioGRID [59] . For each data set, the power-law coefficient τ was estimated using the maximum-likelihood method [60] .
B. Results
The results of the experimentation are listed in Tables I,  II , and III. The columns from left to right list the name of the graphs considered, their numbers of nodes and edges, and the means and standard deviations of their node degrees. The next columns show the means and standard deviations of two quantities taken over 100 random graph Voronoi diagram generations: the Voronoi dual node degrees, and the Voronoi region sizes. For the latter, the standard deviation is normalized by dividing by the mean number of nodes of the Voronoi regions, and the mean is consequently shown as 1.
The results for the US and European road networks are presented in Table I . The standard deviation of Voronoi region sizes is fairly consistent across all graphs studied, at approximately 0.7 of the mean value. Note that for those road networks with edges weighted by distance, the standard deviation is consistently smaller than for those graphs with edges weighted by driving times. This is perhaps due to the fact that the distance-weighted graph is embeddable in the Euclidean plane, whereas large time-weighted graphs are (in general) not embeddable.
For the power-law graphs (Table II) and the railway networks (Table III) , the variation among Voronoi region sizes is substantially larger, although the variation does not appear to be correlated with the power-law coefficient τ .
IV. BALANCING THE REGION SIZES BY RESAMPLING
In this section, we analyze the resampling algorithm due to Thorup and Zwick [16, Algo. 2] . The original application of their algorithm is in the limitation of the routing table sizes required for a compact routing scheme, also introduced in [16] .
A. Thorup and Zwick resampling
Recall that for a sample S ⊆ V , the Voronoi diagram is a partition of the node set into Voronoi regions V i such that for each node u ∈ V i , d(u, v i ) ≤ d(u, v j ) for all j ∈ {1, . . . , k}. Ties in distances may be broken arbitrarily (but consistently). Using the notation of Thorup and Zwick, let the method sample(W, s) return a random subset of W by selecting each node independently at random with probability min{1, s/|W |}. If s ≥ |W |, the entire set W is returned. The rebalancing algorithm is stated below. The description requires the determination of the cluster C S (w) of a node w ∈ V , defined by Thorup and Zwick to be the set of nodes that would lie in the Voronoi region of w if it were to be inserted into the set of Voronoi nodes S. Their interest in bounding the size of C S (w) is motivated by the need to store references to these nodes in the routing table of w in their compact routing strategy.
Algorithm 1 (center(G, s) [16, Algo. 2]).
• Theorem 1 (Thorup and Zwick [16, Thm. 3.1] ). The expected size of the set S returned by Algorithm center(G, s) is at most 2s log n. For every w ∈ V , the cluster size is bounded by |C S (w)| ≤ 4n s . Note that if w also happens to be a member of S, the condition ∀v : d(w, v) ≥ d(S, v) implies that its cluster C S (w) is empty.
The bound on cluster size stated in the theorem does not directly apply to the region sizes themselves: for a node v i ∈ S it may happen that its Voronoi region V i has size |V i | > 
. . , s}. Every shortest path from v i to u ∈ V i must include at least one of the neighbors of v i (call it v ). As the edge weights are positive, the length of the subpath from v to u is strictly less than the length of any shortest path from v to u. Therefore, u ∈ C S (v ), and thus every u ∈ V i \ {v i } is contained in C S (v ) for some choice of neighbor v of v i .
s for all w ∈ V , we obtain
In general, for graphs with unbounded degree, Algorithm 1 cannot generate a balanced partition where all region sizes are bounded by O( n s ). As a counter-example, consider an n-node star graph with distinct edge weights. If the center node is selected as a Voronoi site (which happens with probability s n ), its Voronoi region includes all nodes except S. Thus, its region size can only be reduced by adding nodes to S. Reducing its region size down to O( n s ) requires the addition of n−s−O( n s ) Voronoi nodes. This extended set of Voronoi nodes may be much larger than the desired bound of 2s log n. If the center node is not selected as a Voronoi site, the Voronoi node closest to the center will have the largest Voronoi region, which would include all nodes of V \ S. 
V. EXPERIMENTS
For the experiments, the resampling algorithm is given an edge-weighted input graph G = (V, E, ω) with |V | = n and target sample size s = √ n . As test data, we use the same graphs as in Section III. For each graph, we report the mean values and standard deviations of the Voronoi dual node degrees, and the means and standard deviations of the Voronoi region size. Here, the values for the region size are normalized by dividing by the expected size of Voronoi regions without resampling; that is, by Tables IV, V , and VI, indicate an effective reduction in the variance of the Voronoi region sizes. Throughout our experimentation, we observed that only a few rounds of resampling were required for all region sizes to fall below the bound 4n s . For the road networks (Table IV) , the number of Voronoi sites roughly doubled due to the resampling, and for the public transportation networks (Table VI) , the number of Voronoi sites roughly tripled. For the power-law graphs, with unbounded degrees, the resampling expanded the number of Voronoi nodes by a factor of up to 10 to 20 times (note that 2 log n ≥ 20 for all the graphs evaluated). As expected, the variance for these power-law graphs could be bounded only by introducing a substantial number of additional Voronoi nodes.
VI. CONCLUSION
Regions of random graph Voronoi diagrams vary greatly in size. For graphs with bounded degree, the resampling algorithm by Thorup and Zwick can be used to obtain a graph Voronoi diagram with bounded region sizes. A number of practical improvements to the algorithm seem possible. The original algorithm actually enforces stronger conditions than what is necessary for a balanced partition. The resampling algorithm repeatedly computes the size |C S (w)| for every node w. This is not necessary, since, for a balanced partition, the size of C S (w) does not have to be bounded for all w. Instead of simply reiterating the resampling process, it may be possible to restrict the resampling and the computation of the sets C S (w) to only those nodes w contained in large Voronoi regions. In addition, instead of resampling among nodes w with large sets C S (w), a heuristic algorithm could resample among nodes in large Voronoi regions without the explicit (and costly) computation of their clusters C S (w). 
