We explore the relationship between time and relevance using TREC ad-hoc queries. A type of query is identified that favors very recent documents. We propose a time-based language model approach to retrieval for these queries. We show how time can be incorporated into both query-likelihood models and relevance models. These models were used for experiments comparing time-based language models to heuristic techniques for incorporating document recency in the ranking. Our results show that time-based models perform as well as or better than the best of the heuristic techniques.
INTRODUCTION
The task of information retrieval is to retrieve relevant documents that satisfy the user's information need. Relevance is an abstract measure of how well a document satisfies the user's information need, which is usually approximated by a query. In current models of this process, an information need that involves a time-related component is usually not captured. For example, an old document, which is topically relevant to the query, may not satisfy the information need if the user is only interested in more recent documents. Many news-related queries would fall into this category. It is also possible that a recent document that appears to be topically relevant may not satisfy the user's information need if the user is only interested in documents within a specific period in the past. For example, the query "star wars" could have most of the relevant documents in the Reagan era (anti-missile technology) rather than in recent documents (the movies). Most document retrieval systems built for the corporate environment recognize the importance of time and have provided, for many years, default rankings based on recency as well as the ability to specify a time period as a query attribute or field. The problem with these systems is that they are either based on a Boolean retrieval model or the time attribute is combined in a heuristic manner with the document scores to produce a final ranking.
In this paper, we introduce the time-based language model approach that incorporates time as part of the retrieval model. Time-based language models are a simple extension of the language model approaches to retrieval that have been developed over the past few years (e.g. [1] [2] [3] [4] [5] [6] ). Instead of assuming uniform prior probabilities in these retrieval models, we assign document priors based on creation dates.
In the next section, we explore the relationship between time and relevance on TREC ad-hoc title queries, and identify recency queries that favor very recent documents for evaluating the proposed models. Section 3 describes the time-based language model approaches to retrieval. Section 4 gives the experimental design and results. The experimental results show that time-based language models generally outperform heuristic techniques. Related research is discussed in section 5, and section 6 discusses future research directions.
TIME AND RELEVANCE
In this section, we explore the relationship between time and relevance based on an analysis of TREC ad-hoc queries. The first part shows the average distribution over time for the TREC relevant documents. The second part highlights the differences between individual queries with respect to time sensitivity. 1 is an example of the time distribution of relevance judgments for TREC queries (in this case, queries 251-300). The x axis represents time in months (in the past) and the y axis represents the percentage of total relevant documents. The origin corresponds to the most recent date in all the TREC collections. These averages are affected by a number of factors, such as when the collections were introduced, and which collections were used in a given year, but some trends can be observed.
Time and Relevance in TREC
In the distribution shown, relevant documents are distributed fairly evenly across the time line, but are more concentrated in the older documents. There is even a short period where there were no relevant documents, due to gaps in the source collections. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 
Examples of Different Types of Queries.
Individual queries can show much more time sensitivity than the averages. As we mentioned previously, there are two main types of queries that do not have a "uniform" distribution of relevant documents over time (there are actually many types of distributions but these are more common). The first type of query favors very recent documents and the other has more relevant documents within a specific period in the past. Query 301 is an example of the first type of query. ( Recency queries favor recent documents for various reasons. We can tell that some of them are recency queries from the topic described by its text queries. Others favor recent documents due to the time-based characteristics of the collections we used. For example, the topics of Query 307 and Query 319 require recent documents about undergoing hydroelectric projects and ongoing research for new fuel sources respectively. The topic of Query 378 favors recent documents given that the corpus we used whose documents are from 1989 to 1994. Query 301 has more relevant documents in the recent past. It is hard to tell the reason for this from the text query itself but it appears to be mostly because of the distribution of documents in the collection.
In the 100 TREC queries 301-400, we manually identified 36 recency queries based on given relevance judgment information. These queries are used in the experiments described in section 4.
It is important to emphasize that the distribution of relevant documents over time is substantially more biased than the background distribution of the collection. 
LANGUAGE MODELS FOR RETRIEVAL 3.1 Query Likelihood Models
Language modeling frameworks were introduced to information retrieval by Ponte and Croft [1] , followed by some variations [2, 3, 4, 5 ] that adopted a similar framework. In the language modeling framework, there are basically three approaches to ranking documents: the query likelihood model, the document likelihood model and comparing query and document language models directly. In the simplest case, the posterior probability of a document given in (3.1) is used to rank the documents in the collection.
The prior probability of the document p(d) is usually assumed to be uniform and is ignored for ranking. Ponte and Croft treat the query Q as a binary vector over the entire vocabulary and use (3.2) for estimating of the probability of generating query text (the notation M D is used to indicate that the query is generated by a document language model).
Song and Croft [2] , Hiemstra [3] , and Miller et al [6] treat the query Q as a sequence of independent words instead of a binary vector and use (3.3) for query likelihood ( w q is the number of times the word w occurs in the query).
In the present study, the formula specified in equation (3.3) is used as a baseline in the experiments.
Relevance models
Lavrenko and Croft [5] incorporate relevance feedback and query expansion into language modeling frameworks. They proposed a technique for estimating a relevance model based on the query. The relevance model, P(w/R), is estimated using a joint probability of observing the word w together with query words m,..., , 2
Lavrenko and Croft describe two methods of estimating the joint probability. The two methods differ in the independence assumptions that are being made. The first method assumes that w was sampled in the same way as the query words. The second method assumes that w and the query words were sampled using two different mechanisms. There is no significant difference on performance between these two methods and the first method was reported more efficient. Therefore, we use the first method in this paper. If we assume that w and m,..., , 2 1 are mutually independent once we pick a distribution M, then we get:
5)
Here p(M) denotes some prior probability which is kept uniform over all distributions M.
The KL divergence between the relevance model and a document model, which is given in equation (3.6) , can be used to rank documents. Documents with smaller divergence are considered more relevant.
In the present study, we use equation (3.6) for the baseline relevance model in the experiments.
Time-Based Language Models
The study of the relationship between time and relevance in section 2 shows that for time-based queries, documents with different document creation dates/timestamps may have different prior probabilities for relevance. Therefore, we propose to replace p(d) in equation (3.1) and P(M) in equation (3.5) with some probability dependent on documents date T, say
). This gives us the time-based language models:
and for simplicity. In the case of the relevance model, the time-based prior will affect the documents that are used to construct the model. When viewed as a form of query expansion, this means that the expansion will be based on the top-ranked documents subject to a time constraint, such as favoring the most recent documents. This property could be exploited to change the interpretation of a query in, for example, systems with user models that change over time.
The next challenge is to estimate the probability ) / (
. We suggest some simple method for estimating this probability for recency queries.
For queries where recency is a major requirement of a user's information need, we used an exponential distribution for prior probability assignment. The prior ) / (
is given in equation (3.9) . Documents with a more recent creation date are assigned higher probability.
Here C T is the most recent date (in month) in the whole collection and D T is the creation date of a document.
The training of the parameters in equation (3.9) and the experimental results are detailed in section 4.
EXPERIMENTAL DESIGN AND RESULTS

Data
The data used in our experiments consists of 36 recency queries from TREC queries 301-400 over collections from TREC volumes 4 and volume 5. A query is classified as a recency query if it has more relevant documents in the recent past. The collection we used is also time-biased since it has more documents in the recent past, which is similar to the information sources of web pages. Therefore, queries whose distributions of relevant documents over time are even biased than the distribution of the documents in the collection are used for further experiments.
The data set is then randomly split into two sets: 20 queries are randomly picked for training the parameters in the time-based language models and the heuristic techniques. The other 16 recency queries are used as a test set to test the performance of different approaches. Only the title fields of these 36 topics are used in our experiments and the specific queries for training or testing are listed in the appendix.
Baselines
We considered three baselines for comparison. The first baseline is retrieval using the query likelihood language models or relevance-based language models with uniform priors. The second baseline involves reranking the top N documents solely by recency, which is determined by document creation date. We reranked the top 100 and 500 documents respectively and keep the rest of the retrieved documents unchanged. This technique is used as an option in many retrieval systems.
The third baseline is reranking documents by a linear combination of the original "topicality" rank and a "recency rank" based on creation date. The algorithm is as follows:
(1). Take top 1000 retrieved documents.
(2). Compute Score = (1-α) * R topicality +α * R recency (3) . Rerank documents by increasing score.
R topicality is the rank of a document in terms of the original belief score, i.e. the original rank in the list of retrieved documents. R recency is the rank of a document in terms of recency. The most recent document retrieved in the top 1000 documents will have a value 1 for R recency .
Experimental design
We carried out four sets of training experiments and two sets of test experiments. The first set of experiments was used to determine the best value of λ in the exponential distribution on time-based query likelihood language models. The second set of experiments was to determine the best value of λ in the exponential distribution on time-based relevance language models. The third set of experiments was to determine the best value of α in the linear combination on documents retrieved with query likelihood language models. The forth set of experiments was to determine the best value of α in the linear combination on documents retrieved with relevance-based language models. For each set of training experiments, a number of different parameter values were tested. The parameter value with highest performance in terms of average precision was chosen as best parameter value for the experiments with the test set. Some of the results are given in Table 2 ,3,4,5 and the abbreviations used for different approaches are shown in Table 1 . Table 2 shows results with the time-based relevance models on the training set. Only three values of λ are shown here, although more were tried. The best value in terms of performance was 0.02. This means that the exponential distribution given in figure 4 .1 is used to assign prior probability for time-based query likelihood language models. The best value of λ was 0.01 with the timebased query likelihood model. Table 3 shows the results using different values of α with the linear combination and the recency queries in the training set. In this case the value of 0.04 for α produced the best results.
The two sets of test experiments use parameters determined from the training experiments. The first set of test experiments is for the comparison of the time-based query likelihood model to the three baselines: query likelihood language models, reranking solely by recency and linear combinations. The second set of test experiments is for the comparison of the time-based relevance model to the three baselines: relevance-based language models, reranking solely by recency and linear combinations. The results are shown in Table 4 and Table 5 respectively. Discussion about the results is detailed in section 4.4. Table 4 shows that the time-based query likelihood model with its best value of λ, which is learned from the training process, outperforms the query likelihood language model, reranking solely by recency with two document cut-off levels and the linear combination with its best value of α. Table 5 shows that the timebased relevance model with its best value of λ outperforms the first two baselines but is not as good as the linear combination with its best α value.
Discussion
However, after a closer look at the training process, we found that the best performance of the time-based relevance model is much better, a 7.9% increase in terms of average precision, than the best performance of the linear combination on training set (See Table  2 and Table 3 ). Another observation on the test set is that the performance of the relevance-based language model is worse than the performance of the query likelihood language model. That probably explains why the time-based relevance model achieves little improvement over relevance-based language model on this test set, and doesn't perform as well as the linear combination. For the queries in the training set, on average the relevance-based language model outperforms the query likelihood language model and our time-based relevance model outperforms the relevance model and the linear combination. In both test sets of experiments, time-based language models substantially outperform reranking solely by recency at different document cutoff levels. Given that on average relevance-based language models outperform query likelihood models significantly [5] , it is possible to show that our time-based relevance model may outperform linear combination when a large data set is available. Figure 4.2 and figure 4.3 show the sensitivity of the results in terms of average precision to parameter values in time-based language models and linear combinations respectively on the whole data set. It can be seen that both approaches are very sensitive to this value. The results of time-based language models are more sensitive to λ when λ is in the range of [0, 0.1] than the results of linear combination with α in the same range. It is noticeable that there is a difference of the performance between Table 5 when λ= 0.02. The reason for it is that Figure 4 .2 used all 36 recency queries while Table 5 only used the test set which consists of 16 queries. 
RELATED RESEARCH
As mentioned previously, the creation date of a document has long been recognized as an important attribute in commercial IR systems [12, 13] . In terms of research, the role of time in retrieval has been somewhat neglected, although recency is often mentioned in discussions of relevance and utility. There has been work on constructing timelines automatically from time-tagged retrieved documents as a visualization and discovery tool (e.g. [7, 8] ). There has also been research that exploits the temporal aspect of news streams to improve topic tracking and the detection of novel information [9] . Other related work includes efforts to improve the extraction of time tags for question answering [10] , incorporating pre-learned fixed prior probabilities for different categories of web pages into language models for entry page search [11] , and using the Web for dynamic language model adaptation [14] . In [11] , fixed priors were learned for each category of web pages. The online language model in [14] is to deal with the situation when a topic is absent from the corpus. In contrast, exponential distributions are used in our models to replace uniform distributions in both time-based query likelihood models and time-based relevance models to favorite recent documents.
CONCLUSIONS AND FUTURE WORK
In this paper, we studied the relationship between time and relevance based on TREC ad-hoc title queries. We proposed timebased language model frameworks, which incorporate time into both query likelihood language models and relevance-based language models. Exponential distributions are used to replace the uniform prior probability in these models. Our empirical results show that, for a particular set of recency queries, timebased query likelihood language models outperform three baselines: query likelihood language models, reranking solely by recency and linear combination reranking. The time-based relevance model outperforms the relevance-based language model and reranking solely by recency. The main contribution of this work is to show that contextual features such as time constraints can be incorporated into the underlying retrieval model without resorting to heuristic approaches.
An important issue that we did not address is when to use the time-based language model. If the recency priors are used for every query, the average effectiveness is somewhat reduced. We have done some preliminary experiments on automatically classifying queries based on the initial retrieved documents, but the results were inconclusive. One possibility is that users could indicate an interest in favoring recent documents with a mouse click that would reorder the documents, as is done when viewing files for example, but we continue to look for a more general approach. We have also started using these techniques for timebased question answering. A number of questions, such as "Who is the prime minister of Australia?", have time-dependent answers.
We are attempting to use the time-based language models to change the ranking of answer passages and the subsequent answers that are extracted. Our goal is to have a time "slide bar" that would change the answer as it is moved. For this work, we are using extracted dates in addition to document dates.
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