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Modern industrial facilities such as natural-gas . . . Where N = l − p − f + 1, and l represents the total number of samples for y t .Ŷ p andŶ f are then processed by using the Cholesky decomposition to form a Hankel matrix H [18] . The purpose of using Cholesky is to form a new correlation matrix with reduced dimensionality such that the subsequent calculations could be conducted in a stable and fast manner. To find the linear combination that maximizes the correlation between the two sets of variables, the truncated Hankel matrix H is then decomposed by using Singular Value Decomposition (SVD):
Where 
The columns of U 
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With the truncated matrix V r , the np dimensional past vectorŶ p ∈ R np×N can be further converted into a reduced r-dimensional matrix ∈ R r×N (the columns of are z t , which are called state or canonical variates) by:
Similarly, the residual variates ∈ R np×N can be calculated according to Equation (7):
where J and L are the projection matrices, and can 167 be computed as: 
The higher the contribution of a performance vari- 
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CPHM assumes that the hazard rate or failure rate of a machine depends on two factors: the baseline hazard rate and the effects of covariates (condition measurements). Hence, the hazard rate of a machine at service time t can be written as:
Where h 0 (t) is called the baseline hazard function (It reflects the failure rate due to aging);
is the covariate function that describes how the covariates Z k influence health degradation. The covariates are weighted through the regression parameters β k . The estimation of the regression parameters is achieved by using a method called partial likelihood approach, which was proposed by Cox in 1972 [8] . According to Cox's theory, the partial likelihood of β k can be written as:
Then the optimal regression parameters can be esti-249 mated by maximizing the log likelihood of β k :
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After model parameters are estimated, the hazard function can be calculated as: 
Support vector regression
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SVR is a supervised nonlinear regression approach. Application of the SVR model in the field of rotating machinery health monitoring and prognostics has been reported in [23, 27] . The target of SVR is to learn the dependency of an input vector
to make accurate forecast of y based on unseen values of x. When performing nonlinear regression, a kernel function is often chosen to map nonlinear inputs into a higher dimensional feature space, after which a minimum linear margin fit can be found in that space to perform linear regression. The form of the model is given as:
where w = (w 1 , w 2 , . . . , w N ) T is a weight vec- indicator.
Validation using reciprocating compressor
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In order to build a CVA model as described in In order to determine the optimal number of r, CVA for each failure case. For example, Fig. 9 shows the 429 calculated degradation rate of fault case 9. 
