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CHAPTER 1

INTRODUCTION

Volume visualization is a way to extract meaningful information from volume
data using interactive graphics and imaging [18]. Here, we are concerned with one
type of volume data, volumetric data that is a 3D ﬁeld of data values. There are many
forms of volumetric data. Some volumetric data is produced by simulations (e.g., ﬂuid
dynamic simulation in which airﬂow is visualized at each point in space around a
vehicle). Volumetric data also includes medical imaging data sets (e.g., Computed
Tomography (CT) or Magnetic Resonance Imaging (MRI)).
Medical imaging data sets are usually scalar volumes. By scalar volume, we
mean a volumetric data set arranged on a 3D grid in which each grid point has a scalar
value or property. Some of these data sets, like CT or MRI data sets, contain samples
of data at regular intervals, such as at points on a 3D rectilinear lattice. Figure 1.1
shows such data, viewed as a series of slices (as shown in the left subﬁgure) and viewed
as a 3D rectilinear lattice (as shown in the right subﬁgure).
Traditionally, a radiologist explored such data by viewing a series of 2D
cross-sectional images. Other medical staﬀ and patients also might be shown these
images. The radiologist formed a 3D mental model of anatomical structures in the
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(a) Lattice slices

(b) 3D rectilinear lattice

Figure 1.1: Representations of Scalar Volumes

volume from the images. This mental model was used by the radiologist in diagnosis.
Volume visualization techniques applied to volumetric medical imaging data allows
such data to be explored on screen using rendered 3D geometry that could allow for
more accuracy than a mental model. In particular rather than looking at individual
cross-sections, a radiologist or patient can use volume visualization to explore or
view the entire data set or entire structures in the data set at once. If a set of 3D
interactivity tools is part of the visualization environment, medical staﬀ are also able
to interact with the data.
Doctors now use handheld electronic computing devices (e.g., smart phones or
tablets) to input notes directly into medical tracking systems rather than writing notes
that must be entered manually later. These devices’ capabilities could potentially also
be used for mobile, interactive visualization of medical imaging data. We consider
such uses in this thesis.
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The volume visualization techniques that actually generate an image from a
volumetric data set are called volume rendering techniques. A viewer can use the
image to gain insights about the original source of the volumetric data. These insights
could be about medical data sets or about other types of data sets. For example,
volume renderings of scalar data created by CT scans of fossilized bone can be used
to study the inside and outside of the fossil [41] without risking damage to it. Once
imaged, fossils can be studied using volume rendering without having the physical
fossil at hand.

1.1

Volume Rendering Types

Three types of volume renderings are slicing, direct rendering, and indirect
rendering [22]. These types are brieﬂy described next.

1.1.1

Slicing
Slicing, also called multiplanar reformatting, displays a single plane (or slice)

of a data set as an image. Slicing is the technique used traditionally by radiologists to
view 2D cross-sectional images (i.e., planes of data within the data set). Each pixel of
the image is calculated from the plane within the data set.

1.1.2

Direct Volume Rendering
Direct volume rendering creates an image by mapping one or more data values

in the volume to each pixel in the image. One technique for doing this mapping is
splatting, which involves mapping data values in the volume to the image in back to
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front order. Another direct volume rendering technique is volume ray casting, where
each pixel of the image is determined by casting a ray into the volume data and
sampling the data values along the ray. As the ray travels through the volume, the
sampled data values are used to determine color and opacity values for the image
pixel corresponding to the ray.

1.1.3

Indirect Volume Rendering
Indirect volume rendering creates intermediate structures that are then rendered,

usually using traditional three-dimensional graphics. Surface-based indirect volume
rendering involves the creation of intermediate structures that approximate a surface
within volume data. Here we will user the Preim and Bartz [34] deﬁnition of a surface,
which is a boundary or material interface that diﬀerentiates an area of interest within
volume data from the surrounding data. The intermediate structures that approximate
a surface are typically made up of triangles. These structures can then be rotated,
translated, or scaled by the user to explore the data.
A popular indirect volume rendering technique is isosurfacing. Isosurfacing
involves the creation of an approximate surface (the isosurface) of the locations within
a scalar volume where the data values equal a constant value. This constant value is
called the isovalue. The isosurface is typically a collection of triangular primitives.
These primitives can then be rendered using standard 3D graphics. An example use
of an isosurface of a medical imaging data set is by surgical teams to plan out a
complex operation (using an isosurface rendering of a patient’s interior organs before
the surgery) [34].
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1.2

Remote Visualization
Remote visualization is the visualization on a client of data stored on a remote

server. Examples of simple remote visualization strategies for volume data include
(1) creating a volume rendering on the server and sending it to the client for display,
(2) sending volume data to the client where visualization processing is done then
displayed, and (3) doing some parts of the visualization processing on the client and
other parts of it on the server. Research on remote volume visualization has focused on
three issues: (1) how to split parts of the visualization processing between the server
and the client [10, 11], (2) reducing the amount of data that is transferred from the
server to the client [15, 28], and (3) eﬀectively rendering the result of the visualization
on the client [7, 14, 27, 29]. This thesis presents a framework for remote isosurface
visualization that focuses somewhat on the ﬁrst issue, how to divide visualization
processing between the server and client, extensively on the second issue, how to reduce
the amount of data transferred, and somewhat on the third issue, hot to eﬀectively
render the result on the client.
Mobile devices (e.g., smart phones or tablets) are a potential platform for a
visualization client. As mobile devices have become aﬀordable and more powerful,
the number of users of them has become large. Much of the previous work in remote
volume visualization has focused on situations where the client is a desktop computer.
Many features of desktop computers are only present in a simpliﬁed form (or not at all
present) in mobile devices. To compensate for this, a mobile device tasked with heavy
processing may oﬄoad some processing to a more powerful computer. For example,
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the remote visualization tool Kiwiviewer [20] allows display of complex visualizations
on some mobile devices by generating geometry on a desktop computer and sending it
to the mobile device.
To increase portability, mobile devices commonly have simpliﬁed functionality
relative to desktop computers (e.g., smaller displays, simpler processors, and less
storage capacity). In addition, mobile devices sometimes have features not usually
present in desktop computers (e.g., touch screens, accelerometers), which provide
opportunities for novel visualizations and interactions not available on most desktop
computers. These diﬀerences introduce additional challenges for volume visualization
actually done using a mobile device, however (e.g., one challenge is that touch-based
interactions cover large portions of the small display). Volume visualization on mobile
devices may need to address the diﬀerences using new visualization methods and
techniques. This thesis presents a framework that allows the visualization of scalar
volumes using a tablet as a client for uses including medical doctors moving from
patient to patient.

1.3

Organization

This thesis is organized as follows. Chapter 2 discusses key details of isosurfacing
and the existing schemes for improving well-known isosurfacing techniques. Chapter 3
describes our server and client hardware environment. Chapter 4 describes how we
leverage features of the client’s CPU for volume visualization and introduces two
new methods for client-server isosurfacing. Chapter 5 presents the results of tests of
performance and accuracy of these new methods. Chapter 6 concludes the thesis and
6

suggests future research areas. In Appendix A other client-server paradigms there
were investigated are described. In Appendix B diﬀerent isosurfacing implementations
using client CPU features are compared.
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CHAPTER 2

ISOSURFACING

This chapter discusses related work in isosurfacing. The isosurfacing method
that is the focus of this thesis, Marching Cubes (MC), is described in detail. Some of
the well-known improvements to Marching Cubes are also described.

2.1

Isosurfacing

This section describes several methods to generate an isosurface. Our interest
in this thesis is scalar volumes, so the methods discussed here are for scalar volumes.
One of the earliest isosurfacing methods performs contour-connecting [19]. In it,
a closed contour line (i.e., an isoline) for the desired isovalue is ﬁrst found independently
for each slice. Once the isolines have been found, adjacent slices’ isolines are connected
by triangles. The set of all the triangles forms the isosurface.
Another method is Overveld and Wyvill’s Shrinkwrap [44] method. It uses an
iterative approach. As they describe it, they “develop” the surface “in several steps
from a sphere to the ﬁnal shape” [44]. It begins with a sphere that encloses the entire
volume of space of their data set. The sphere’s surface is then converted to a mesh of
equilateral triangles. The vertices of the mesh are next iteratively moved by sampling
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the locations of the actual isosurface within the volume. Movements are toward new
positions that are closer to the actual isosurface than the current positions. The vertex
movement iterations reduce the amount of space contained by the mesh until that
space approximately matches the space inside the actual isosurface. The name of the
method, Shrinkwrap, comes from this step’s similarity to enclosing an object in shrink
wrap and applying heat. Within each iteration, some triangle edges are sometimes
split. This splitting uses the edge’s error, which is calculated as the maximum distance
from the edge to the nearest isosurface location within the scalar volume. If this
distance is above a threshold for an edge, that edge is split. Each edge splitting adds
a new vertex at the edge’s midpoint. Each edge split also divides the triangles that
contain the edge. The new vertex is then moved to a location estimated to be near
the isosurface. It then is added to the list of vertices for subsequent iterations.
In Shrinkwrap, the isosurface is considered complete when the total of all edge
errors is less than a predetermined value. The size of each iterative movement is user
determined, and the number of iterations can be user determined also. Isosurfaces with
holes, gaps, and extrusions may not be described correctly in the mesh Shrinkwrap
produces since they can fall in a gap in the location sampling done during the iterations.
This failing is illustrated in the left part of Figure 2.1. The black vertices and solid
lines between vertices deﬁne the Shrinkwrap produced mesh. The dashed outer border
is the actual isosurface. Since the ﬁnal mesh produced by Shrinkwrap is continuous,
it also cannot produce a correct isosurface for any data set that contains an isosurface
with multiple components. This failing is illustrated in the right part of Figure 2.1,
which shows a cutaway of a volume with the one component for the Shrinkwrap mesh
9

Figure 2.1: Potential failings in Shrinkwrap isosurfacing.

shown by the solid line and the two components of the correct isosurface shown by
the dashed lines.
Crossno and Angel [9] have used a particle system to generate an isosurface.
Their method begins by creating a particle on each edge of the data set that is
intersected by the isosurface. Particle locations are updated iteratively, being attracted
to the locations of the isosurface within the scalar volume and repelled from other
particles. The attracting and repelling makes the particles fairly evenly distributed
throughout the scalar volume. More complex structures (i.e., regions of the data set
that contain more isosurface locations) attract more particles than areas with few or no
features, which results in complex portions of the isosurface being created with more
detail. The particle’s locations are updated based on the sum of the attraction and
repulsion forces acting on each particle. In each iteration, after each particle has been
updated, the particle movement distances are summed. If this sum is greater than
a threshold, the forces of attraction and repulsion for each particle are recalculated
based on the new locations and the process repeats. When the sum is less than a
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threshold, the particle locations are ﬁnalized. These ﬁnal particle locations are used
as vertices for the isosurface mesh. The total number of particles can be controlled
using a particle repulsion factor that is used to remove particles from the system if
they are moved oﬀ the isosurface due to repulsion of neighboring particles.

2.2

Marching Cubes

The isosurfacing method that is the focus of this paper is Lorensen and Cline’s
Marching Cubes (MC) [26]. MC produces an isosurface by reducing the global
isosurfacing problem to a large number of smaller scale, easily solved local problems.
Marching Cubes treats the scalar volume as if it is divided into unit cubes.
These cubes are operated on independently. Each of these cubes is formed from eight
grid points within the rectilinear lattice of a scalar volume. Each of these eight are
adjacent to three others. Figure 2.2 shows the formation of a cube within a rectilinear
lattice. The black dots in the ﬁgure are the grid points within the lattice that form
the corners of the shaded cube.
The processing handles cubes one by one by “marching” through the scalar
volume in an orderly manner (i.e., cube by cube in a row, then row by row, and then
slice by slice). The steps described above can be viewed as a three stage process:
(1) Comparison, (2) Edge Interpolation, and (3) Mesh Determination. Figure 2.3
illustrates this process.
The ﬁrst stage does comparison against the isovalue. In it, the scalar value of
each grid point of the cube is compared to the isovalue. This comparison determines
the marking for each grid point. We call the marking for the grid point its state (in
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Figure 2.2: Cube within rectilinear lattice

Comparison

Edge
Interpolation

Mesh
Determination

Figure 2.3: Three stage process of isosurface extraction

relation to the isovalue). We use a state of 0 as the marking for any grid point whose
value is less than isovalue. We use a state of 1 as the marking for any grid point with
a value greater than or equal to the isovalue. The 8 grid point markings of the cube
are combined into a bit string that is used later to determine the conﬁguration of the
isosurface for that cube.
Since there are two possible markings per grid point in a cube, there are 256
(i.e., 28 ) possible strings for a cube. Each string speciﬁes a topology. The original
MC algorithm described 15 base topologies, which are illustrated in Figure 2.4. In
the ﬁgure, solid circles represent grid points with a scalar value equal to or above
the isovalue. The empty circles represent grid points with a scalar value below the
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Figure 2.4: (Numbered) Base topology cases used by original Marching Cubes

isovalue. The 15 base topologies result from using reﬂective and rotational symmetry
to reduce the 256 possible topologies to topologies without these forms of symmetric
relationship. At the end of the Comparison Stage only the general topology is known.
This topology will be used in the Edge Interpolation and Mesh Determination stages.
The second stage, Edge Interpolation, does interpolation of the edges between
cube grid points. In it the isosurface-cube edge intersections are determined based on
the cube topology. The bit string created in the ﬁrst stage determines which edges are
intersected by the isosurface. Using the data values stored at the grid points, edges
are interpolated to create vertices at the isosurface intersection points. Vertices are
calculated only on edges that have one grid point marked 0 and another grid point
marked 1. These vertices will be used in the Mesh Determination Stage.
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The ﬁnal stage, Mesh Determination, determines the isosurface mesh facets
in the cube. The stage uses a look-up table (LUT) to determine how to connect the
vertices into a mesh. The bit string from the ﬁrst stage is used for indexing into the
LUT. The complete collection of triangular primitives from the cubes forms the mesh
describing the isosurface. In this thesis we will use the term isosurface facetization to
refer to the process of generating an isosurface composed of triangular primitives.
Many improvements to the original Marching Cubes method have been described.
We discuss key ones in the next section.

2.3

Improving Marching Cubes

A problem with the 15 topological cases used by the original MC is the resulting
isosurface can have “holes” where isosurface facetizations of adjacent cubes do not
align [32]. Holes will not occur if reﬂective symmetry is not used to determine the
base topologies. There are 23 base topologies [31] when reﬂective symmetry is not
used to determine the base topologies. These 23 topologies are shown in Figure 2.5.
Additional improvements to MC have focused on reducing the time to generate
the isosurface. These improvements are discussed in Section 2.3.1 through 2.3.4.

2.3.1

Filtering Inactive Cubes
A large portion of the MC method’s processing time is spent determining which

cubes contain isosurface components. These cubes are referred to as active cubes. The
original MC processed every cube, including inactive cubes (i.e., those that do not
contain any isosurface facets). To reduce the amount of computation for the inactive
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Figure 2.5: Topology cases when no reﬂective symmetry is used

cubes and thereby enhance computational performance of MC, various schemes that
eliminate processing of inactive cubes have been developed; we describe two next.
These two schemes use special data structures. The data structures are created
before isosurfacing and summarize some property of the scalar values of the cubes
contained within parts of the volume. For example, a conventional octree can be used
to spatially group cubes.
Wilhelms and Van Gelder [47] have described a scheme that avoids inactive
cubes using a special form of octree. They call their octree a Branch On Need
Octree (BONO). Their scheme divides the cubes of a region in each of the three axial
directions, creating eight sub-regions of space. Each of those sub-regions is assigned
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to a node and all the eight nodes become child nodes in the octree. Each dimension’s
axial division is made using the largest power of 2 that can divide the region in that
dimension. As a result, at least one of the eight sub-regions has dimensions that are
a power of 2 in each direction. The division process continues in each newly-formed
sub-region, until the number of cubes in a division is less than a user-deﬁned minimum
size. This regularity allows the size of the octree to be calculated in advance based
on the size of the data set. The octree can also be implemented without storing
addressing information. Each node of the octree holds the maximum and minimum
scalar values of the cubes in its region of space.
During BONO or any other sort of octree-based isosurface extraction, the octree
is traversed. As each node is visited, the isovalue is compared with the maximum
and minimum values of that branch. Nodes of the octree that represent a region
of space that does not contain the isosurface (i.e., the minimum value held there is
above the isovalue or the maximum value held there is below the isovalue) have their
children skipped during traversal. When a node with no children is reached, the cubes
contained in its region of space are processed as described in Section 2.2.
Livnat, Shen, and Johnson [25] have described a scheme, called Near Optimal
IsoSurface Extraction (NOISE), that ﬁnds active cubes using a span-space structure. A
span-space is deﬁned as a 2D space whose axes are the minimum and maximum scalar
values (for cubes). Cubes are stored at the location in the span-space associated with
the minimum and maximum values of the cube’s grid points. Therefore, a location
(a, b) in span-space contains cubes with minimum and maximum scalar values of a
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and b, respectively. During extraction of the isosurface for isovalue α, all cubes at
locations where a < α and α < b have MC processing applied to them.
The Isosurfacing in Span Space with Utmost Eﬃciency (ISSUE) reﬁnement to
the NOISE scheme has been developed by Shen et al. [39]. It uses a two-dimensional
rectilinear lattice of bins as its span-space. Each cube is mapped to one of its bins.

2.3.2

View-Dependent Methods
View-dependent isosurfacing is creating an isosurface that only contains the

portions of the isosurface visible from the viewer’s viewpoint. In it, it is possible for
the portions of the isosurface that are not visible in the ﬁnal rendering to not be
processed, reducing isosurfacing work. We describe four such methods next.
The Progressive Propagation method is a view-dependent isosurfacing method
developed by Liu et al. [23]. It uses ray casting to ﬁnd active cubes that contain visible
portions of the isosurface. A ray is cast from every pixel to be rendered, through the
focal point, and into the data set to ﬁnd the ﬁrst intersection of the ray with a facet
of the isosurface. The cube that occurs in is used as a seed cell. The isosurface is then
created by performing MC processing on the seed cell and propagating the isosurface
to connected active cubes. Propagation stops after a user-set propagation distance
from the seed cell has been reached.
Figure 2.6 shows example cases of the ray intersection testing on two active
cubes. In the left case, the isosurface in the cube is intersected. In the right case, the
isosurface is not intersected. Only the left case is possibly a seed cell.
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Figure 2.6: Progressive Propagation intersection cases

The Warped IsoSurface Extraction (WISE) is another view-dependent isosurfacing
method based on MC. It was developed by Livnat and Hansen [24]. It uses an octree
to process cubes in front to back order based on the view direction. As the ﬁrst active
cubes are processed from the octree, the isosurface is extracted in them, and that part
of the isosurface is used to initiate an occlusion mask. As subsequent portions of the
octree are processed, the mask is used to determine if those portions are occluded.
Occluded portions of the octree are not evaluated (the cubes contained therein do not
have any isosurfacing done in them). The occlusion mask has layers. Each new layer
divides a region into 16 sub-regions. Each region has three possible states: covered
(i.e., totally occluded), not-covered (i.e., not occluded), and partially-covered (i.e.,
only a portion of the region is occluded). The smallest subdivisions are smaller than
the desired pixel size of the ﬁnal image. As visible cubes are found, the isosurface is
extracted in them and the occlusion mask is updated.
A reﬁnement to the WISE method has been developed by Gao and Shen [12].
In their reﬁnement, as the octree is traversed, the cubes are distributed among multiple
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computers in the way described next. A master computer ﬁrst ﬁnds all active cubes
and classiﬁes them as visible, occluded, or potentially visible. Occluded cubes are
discarded. Cubes classiﬁed as visible are sent to other computers for MC isosurfacing
on them. These isosurface portions are then returned to the master computer, which
updates the occlusion mask. Cubes that were previously classiﬁed as potentially
visible are then classiﬁed as visible, occluded, or potentially visible using the updated
occlusion mask. The process repeats until only visible cubes remain.
Another octree based, view-dependent isosurfacing method called Implicit
Occluders has been developed by Pesco et al. [33]. It uses the divisions of the octree
that do not contain the isosurface to estimate visibility. They observed that when
a ray ﬁrst passes through a division with cubes whose values are above (or below)
the isovalue, then passes through a division with cubes whose values are below (or
above) the isovalue, it has also intersected the isosurface. As the ray passes through
the volume, screen-space pixel occluders are created using these intersections. These
occluders are then used in hardware occlusion queries to prune occluded parts of the
octree. MC processing is performed on the cubes of the remaining octree divisions.

2.3.3

Parallel Marching Cubes
As MC reduces isosurfacing to a large number of smaller, local problems it is

easily divided among multiple processors [2, 46]. Many parallel MC methods exist.
Since parallel MC is not the focus of this thesis, only a few of those methods are
described here. We focus on methods that could be utilized in computer platforms
like the one used in this thesis.
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One way MC processing can be executed in parallel is by reorganizing some of
its operations to take advantage of Single Instruction Multiple Data (SIMD) capability.
Initial work on SIMD Marching Cubes used supercomputers with vector parallel
processors [40]. Newman et al. [30] have shown that commodity computers capable of
SIMD Within A Register (SWAR) operations (i.e., operations on registers that hold
multiple data elements) can be used to perform vector-parallel MC. For example a
128-bit register that can hold 16 8-bit integers allows a single compound operation on
all its contents to replace 16 individual operations on each piece of data.
Johansson and Carr [16] have used graphics processing units (GPUs) to
perform vector-parallel MC. Their method performs the Edge Interpolation and
Mesh Determination Stages of MC processing on the GPU. The CPU ﬁrst determines
the topology of a cube then transfers the data to the GPU for subsequent operations.

2.3.4

Distributed Marching Cubes
Distributed MC allows the isosurfacing process to occur partially on a server

and partially on a client. The Gao and Shen [12] reﬁnement to WISE is one example
of a distributed MC approach. Another distributed model for MC was described by
Engel et al. [11]. They model MC as a multi-stage processing pipeline, with early
stages taking place on the server and later stages on the client. Their model focuses on
reducing data transferred from server to client by reducing the number of isosurface
vertices using triangle strips (a triangle strip is a series of connected triangles that
share vertices) to describe the isosurface. They further reduce the transferred data by
creating a less accurate isosurface with fewer triangles for some parts of space.
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Some other distributed methods have generated Virtual Reality Modeling
Language (VRML) [7, 29] descriptions of the isosurface on a server to be displayed
using a VRML client. Due to VRML limitations all isosurface extraction is performed
on the server. The VRML clients perform display of the isosurface.
Visualization clients using HTML5 and WebGL have been created by Jacinto
et al. [14] and Mobeen and Feng [27]. These methods address client-side rendering of
the MC isosurface rather than MC processing itself.
A Javascript-based MC has been described by Abdallah et al. [1]. Their
approach stores the volume on a server and transfers it to a client where MC processing
takes place. The isosurface is then rendered using WebGL.

2.4

Conclusion

In this chapter we described methods for generating isosurfaces, with a focus
on Marching Cubes isosurfacing and improvements to MC that avoid processing cubes
that do not contribute to the ﬁnal isosurface rendering. We also described cube
processing improvements that utilize parallel or distributed processing. While some
of the existing client-server isosurfacing strategies have focused on reducing the size
of transmission to the client, none of them have used view-dependent strategies to
reduce transfer of active cubes for extraction and display on the client.
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CHAPTER 3

SYSTEM HARDWARE ENVIRONMENT

Our work here was done considering an end environment with a MacBook Pro
as a server and a third generation iPad (iPad 3) as a client on an isolated network
consisting of just these two machines. The network connectivity was provided using a
Linksys E1550 router.

3.1

Server

The MacBook Pro server had a 2.66 GHz Intel Core i7-670M processor, 4 GB
of DDR 3 main memory, NVIDIA GeForce GT 330M GPU, and a 320 GB hard drive.
The Macbook Pro memory operates at 1067 MHz, with a maximum bandwidth of
17.1 GB/s.
The Intel Core i7-620M is part of the Intel Arrandale processor family. Arrandales
have a Westmere family CPU and an Intel HD graphics processor [35]. A Westmere
processor implements Intel’s Nehalem microarchitecture on a 32nm die. Nehalem
supports the conventional 32-bit x86 instruction set. It also supports the extensions
to x86 that were existing in 2008 when Nehalem was introduced, including the 64-bit
versions of 32-bit x86 instructions, called x86-64 and including all the versions of

22

Figure 3.1: High-level diagram of the Nehalem Core Execution Engine, simpliﬁed
from [43].

Streaming SIMD Extensions (SSE) through the SSE-4 and (Intel) Virtualization
instruction sets. A Westmere CPU is a dual-core 64-bit processor. It consists of
two separate dies (a 32 nm die containing the CPU and a 45 nm die containing the
graphics controller and memory interface [13]). Each core has its own L1 and L2 cache.
L3 cache is shared by the cores.
A Westmere CPU uses a 16-stage pipeline to execute instructions [17]. It has
four instruction decoders per core. Each decoder can decode up to four instructions per
cycle. Each instruction is decoded into one to four micro-operations that implement its
instruction set. A Westmere CPU has 6 ports it uses to issue these micro-operations.
Figure 3.1 shows the execution engine within the Westmere CPU that executes the
micro-operations. The ﬁgure shows the six issue ports of the execution engine. Each
issue port is tied to one or more functional units (e.g., the boxes labeled “Integer and
ALU Shift”, “FP Multiply”, “Load”, etc. in the ﬁgure). Each issue port can issue one
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operation per clock cycle to one of the connected the functional units. A Westmere
CPU can issue up to four operations per cycle [38].
A Westmere CPU is capable of “hyper-threading” (i.e., running four threads
on two real and two virtual cores). Hyper-threading is Intel’s implementation of
simultaneous multi-threading, which allows micro-operations from separate, independent
threads to be interleaved. Hyper-threading can mask the stalls and delays of one
thread by executing instructions from the other thread during the ﬁrst thread’s stalls.
That is, when one thread is stalled, another thread can execute without having to
remove the original thread from execution.
Figure 3.2 illustrates the microoperation execution proﬁle for two threads. In
the ﬁgure, each column represents a single CPU cycle. Each row represents one of the
CPU’s issue slots. Each box is shaded according to the task it does. In the ﬁgure,
Thread 1 consists of 12 micro-operations and Thread 2 consists of 10 micro-operations.
The left side of the ﬁgure shows the thread operations issued in sequence (i.e., without
hyper-threading), with the CPU delaying operations due to stalls within the pipeline.
In its sequence, Thread 2 executes after Thread 1. A total of ten clock cycles is taken
to execute the 22 total micro-operations. The right side of Figure 3.2 shows the same
threads executing using hyper-threading. The micro-operations of the two threads are
interleaved, with the execution completing in seven clock cycles.
The operating system treats each thread as executing on a separate processor;
The operating system views two concurrent threads (running on the single physical
processor) as two logical processors.
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Figure 3.2: Hyper-Threading example of two threads on a single Nehalem Core

The Core i7 supports the SSE instructions through SSE version 4.2 [13]. These
SSE instructions are of particular note because a subset of them can be used to speed
up Marching Cubes operations [30]. Each SSE instruction is decoded to a single
micro-operation that is issued to an SSE functional unit (i.e., one of the three SSE
units shown in Figure 3.1).
The Intel HD graphics processor uses up to 256 MB of main memory. The
operating system switches between this graphic system and the NVIDIA GeForce GT
330M GPU depending on use [3]. For example, when applications use OpenGL, Core
Graphics, or other high demand graphics, the system uses the GeForce chip. The
GeForce GPU has 512 MB of dedicated GDDR3 SDRAM.

3.2

Client

The iPad 3 client had an Apple A5X processor, 1 GB of memory, and 32 GB
of storage.
An Apple A5X is a 32-bit system on a chip designed by Apple. An A5X
processor has a 1 GHz dual-core ARM Cortex-A9 CPU and a 250 MHz quad-core
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Figure 3.3: High-level diagram of the Cortex-A9 Core Execution Engine, simpliﬁed
from [6].

Samsung PowerVR GPU [42]. (An A5X consists of a single 45nm die containing the
CPU and GPU.) Each core has its own L1 cache. L2 cache is shared by the cores.
A Cortex-A9 CPU implements the 32-bit ARMv7 instruction set. Figure 3.3
shows the Cortex-A9 core execution engine. A Cortex-A9 CPU fetches up to four
instructions per clock cycle and stores these instructions in a cache. Only two
instructions are decoded per clock cycle. Each ARMv7 instruction is decoded into
a single machine instruction operation. These operations are passed to the issue
ports using an instruction queue. There are four issue ports, each tied to one or
two functional units (e.g., the boxes labeled “ALU”, “MUL”, “FPU”, “NEON”, and
“Load/Store” in the ﬁgure). All non-memory functional units support concurrent
execution [4].
There is only one functional unit in the CPU for loading and storing data from
and to memory so only one load or store micro-operation may be issued per cycle. In
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addition, only one load or store operation can be executed at a time. Therefore, the
CPU may not be able use all four issue ports each clock cycle. All operations relying
on memory must have data forwarded from a load/store operation.
A Cortex-A9 CPU has two separate sets of physical registers, 56 32-bit registers
and 32 64-bit registers. There are 32 architectural registers (for integer instructions)
of its instruction set. These registers are remapped by the instruction decoder to the
56 physical 32-bit registers during instruction decoding. The ﬂoating point functional
unit uses the 32 64-bit registers.
In addition to the basic ARMv7 instruction set, the Cortex-A9 CPUs support
the NEON extension to the ARM instruction set. Because the Floating Point Unit
(FPU) and NEON functional units are tied to a single issue port, only one FPU or
NEON operation can be issued per clock cycle, though multi-cycle operations can
execute in parallel [5].
The NEON functional unit shares the 64-bit physical registers of the Cortex
A9 with its FPU. Many NEON instructions have two versions, one that operates
on 64-bit operands and another that operates on 128-bit operands. It supports the
128-bit operands by pairing two adjacent 64-bit registers and referencing them as a
single register. Some 128-bit versions of instructions require one more clock cycle to
execute than the 64-bit version of the instruction because some 128-bit instructions
are internally decoded into two separate 64-bit operations [21].
The iPad 3 communicates with our environment’s router using a 802.11a/b/g/n
wireless networking connection. The Macbook Pro is directly connected to the router
using a Fast Ethernet cable. In our experiments, the router was conﬁgured for testing
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only at 802.11b speeds and 802.11n speeds. 802.11b has a maximum throughput of
11 Mbps (1.375 MB/s), though the actual peak throughput is closer to 6.3 Mbps
(0.787 MB/s) [45]. 802.11n has a maximum throughput of 600 Mbps (72 MB/s),
though is limited by the Fast Ethernet connection of 100 Mbps (12.5 MB/s) when
communicating with the server.
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CHAPTER 4

METHODOLOGY

This chapter presents our framework for Marching Cubes isosurfacing in a
client-server environment. This framework aims at providing real time, interactive
viewing of a user-deﬁned isosurface. By interactive viewing we mean the rendering
is updated with little to no delay when there are changes in viewpoint or lighting.
Isosurface users often change the viewport or lighting to gain additional insight from
an isosurface over what is possible from using a static image.
The framework is designed for an environment where the client is signiﬁcantly
less powerful than the server and where the client communicates with the server using
a bandwidth-limited connection. Lastly, we consider an environment where the client
is capable of some SIMD-style operations and has a graphics environment that can
achieve fast 3D rendering.
The framework has three features that are new to this sort of target environment.
Those features are described in detail later in this chapter. The ﬁrst new feature is a new
type of view-dependent approach for isosurfacing that is suitable for the environment
due to its limiting the computational burden for the client. The second new feature is
a SIMD-style computation scheme for a component of isosurface extraction processing
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that uses streaming media architectural features on some advanced mobile CPUs.
The third new feature is providing the client data it may need for view dependent
isosurfacing as the viewpoint changes.

4.1

Overview

Our framework targets an environment with a client that is a mobile device.
This client provides isosurface visualizations of data sets that are stored on a server.
We assume our framework’s target environment uses a server that is not a mobile
device. We also assume the server is at least ten times faster than the mobile client.
We also assume the server has a graphics processor capable of performing OpenGL
occlusion queries since this capability is needed by our framework.
As is typical for mobile devices, we assume the network connection between
the client and server is slower than wired networks. For example, the network could
be a local wireless network. Alternatively, the network could be a cellular network.
To cope with the slow transfer, we organize data transfers to be block-based
rather than cube-based. A block is a group of neighboring cubes. In our framework,
each block is up to a 4 × 4 × 4 arrangement of cubes. The advantage of block-based
transfer over cube-based transfer is that two adjacent cubes share the grid points of
their common face, and thus using blocks can avoid sending data on shared faces that
are within a block. We tested block sizes of 2 × 2 × 2, 4 × 4 × 4, 8 × 8 × 8, 16 × 16 × 16,
and 32 × 32 × 32. Since the fastest time to generate an isosurface for the tested data
sets was when 4 × 4 × 4 blocks were used, we used 4 × 4 × 4 blocks in our framework.
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Figure 4.1: High-level view of processing framework

Our framework has three distinct steps. They are (1) Block Creation, which
subdivides the data set into blocks, (2) Block Selection, which determines which blocks
contain portions of the isosurface, and (3) Isosurface Extraction, which extracts the
isosurface from the selected blocks. The steps are illustrated in Figure 4.1. We perform
the ﬁrst two steps on the server and the last step on the client. The ﬁrst step is done
once per data set, while the last two steps are done each time a new isosurface needs
to be extracted from a data set.
The Block Creation Step groups the cubes of the scalar volume into blocks.
The blocks are organized using a data structure that allows fast location of active
blocks. An active block is a block that contains at least one active cube. The step is
only performed once per scalar volume.
The Block Selection Step determines which active blocks the server needs to
send to the client. It has two distinct phases, the Visibility Phase and the Auxiliary
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Phase. The Visibility Phase uses view-dependent methods to ﬁnd visible blocks. A
visible block is an active block that contains a portion of the isosurface that is visible
in a rendering of the isosurface from the viewpoint. The Auxiliary Phase tries to
ﬁnd non-visible blocks that are likely to become visible if the view on the client is
moderately rotated, translated, or scaled. Blocks found in this step are sent to the
client for isosurface extraction.
The Isosurface Extraction Step uses the three stages of Marching Cubes
described in Section 2.2 to extract the isosurface from all blocks that have been
sent to the client. It takes place on the client.
The steps of our framework are described in detail in the following sections.

4.2

Block Creation

The ﬁrst step of our framework is the subdividing of the data set into blocks.
Each block has up to a 4 × 4 × 4 arrangement of cubes. For data sets of a size not
evenly divisible by 4 in one or more dimensions, some blocks at the edge of the data
set have one or more dimensions smaller than 4. Thus, each block contains up to 53
or 125 grid points. The blocks are organized using a type of octree data structure.
The type of octree we use is the Wilhelms and Van Gelder Branch On Need
Octree (BONO) [47] (described in Section 2.3.1). Our block-based BONO allows our
framework to quickly locate active blocks. The BONO nodes hold (1) the maximum
scalar value and (2) the minimum scalar value of the cubes contained within that
node. The BONO subdivides space down to single blocks. The block-based BONO is
used during the Block Selection step.
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(a) 12-face
Dodecahedron

(b) 60-face
Pentakis
Dodecahedron

(c) 240-face
4-way Pentakis
Dodecahedron

Figure 4.2: Derivation of 240 unit vectors

The gradient at each grid point is also calculated on the server for later use by
the client. Typically the gradient is a vector of three ﬂoating point values. Because the
client connects to the server using limited bandwidth, we quantize the gradient values
to reduce the gradient transfer size. Our quantization restricts the gradient directions
to one of 240 unit vectors using a lookup table. These vectors are computed using
the face normals of a 240-sided, convex, regular polyhedron. We call this 240-sided
polyhedron a “4-way pentakis dodecahedron.” A 4-way pentakis dodecahedron is
shown in Figure 4.2(c).
Forming a 4-way pentakis dodecahedron involves starting with a dodecahedron
(shown in Figure 4.2(a)). Each of the dodecahedron’s 12 faces are subdivided into
5 equilateral triangles, forming a pentakis dodecahedron (shown in Figure 4.2(b)).
Then, each triangular face is subdivided. The subdividing uses a new vertex at each
triangle edge’s center point. Each original vertex creates a face using the nearest two
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new vertices, with an additional face formed using the three new vertices, creating
four new faces on each pentakis dodecahedron face. All vertices are then moved onto
the unit sphere (that is, the vectors from the center of the polyhedron to the vertex
are normalized). The result is a polyhedron with 240 faces.
The normal is calculated for the faces of the polyhedron as follows. Given three
points, A, B, and C, that are the vertices of the face, the normal N = (Nx , Ny , Nz ) is
calculated using the following equations:

Nx = (By − Ay )(Cz − Az ) − (Bz − Az )(Cy − Ay ),

(4.1)

Ny = (Bz − Az )(Cx − Ax ) − (Bx − Ax )(Cz − Az ), and

(4.2)

Ny = (Bx − Ax )(Cy − Ay ) − (By − Ay )(Cx − Ax ),

(4.3)

where a point P ’s components are denoted as Px , Py , and Pz .
These 240 face normals form the lookup table used to quantize the gradient
values. This table is calculated once at system start-up and stored. For each grid
point gradient, this table is used to ﬁnd the closest face normal (the one that has the
smallest angular diﬀerence with the gradient).

4.3

Block Selection

In the following subsections, we describe the Block Selection Step phases in
detail.
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4.3.1

Occlusion Estimation
The Visibility Phase uses a new visibility determination scheme, the Occlusion

Estimation (OE) Scheme. The Occlusion Estimation Scheme estimates the isosurface
silhouette contained within active regions of the data set as it traverses the BONO
created during the Block Creation Step. It uses this estimation to test for visibility
when subsequent BONO regions are traversed. A feature of this scheme is that it does
not require any portion of the isosurface to be extracted on the server.
The goal of the OE Scheme is to be well-suited to our view-dependent client-server
isosurfacing model. In some other view-dependent isosurfacing methods’ visibility
determination schemes, such as WISE [24], an isosurface is partially extracted based
on view direction, and the extracted portions are used for testing visibility of other
regions of the data set. WISE uses an accurate visibility test for a client-server
isosurfacing, but if WISE were done in a client-server setting, it would require all
isosurface extraction to take place on the server. OE creates an occlusion mask for
visibility testing without doing isosurface extraction. OE requires the entire isosurface
to be contained within the bounds of the data set. For cases that do not satisfy this
requirement, the data set is padded with zeros to allow use of our OE.
Our OE Scheme traverses the BONO created during the Block Creation Step. It
uses a front-to-back traversal order, determined using the view direction. To determine
a front-to-back traversal order, the distance from the viewpoint to the octree branch
is ﬁrst calculated. We use the location of the branch’s center point for measuring this
distance. Branches closer to the viewpoint are visited before branches further from the
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Figure 4.3: Occlusion casebook of rearmost faces showing regional occlusions

viewpoint. Branches that do not contain an active block (i.e., a block which contains
at least one active cube) are ignored (and their children are not traversed). When a
branch with an active block but no children is encountered, its visibility is determined
using the visibility information from all previously encountered active blocks. If a
block is determined to be visible, it is sent to the client for further processing.
We create the occlusion mask by estimating the Marching Cubes isosurface
silhouette of each cube within a block. This estimate is created using the four grid
points that are co-planer with the rearmost face of the cube (in relation to the
viewpoint). These points are used to estimate the silhouette for that cube. The value
at each of the points is compared to the isovalue and assigned a state, as described in
Section 2.2. If three or four points are in the 1 state (i.e., they are “inside” a region
bound by the isosurface) the cube’s rearmost face is regarded as occluded in part or
in full by the facets in front of it. The states of these grid points are used to form a
bit string. The bit string indexes a table consisting of all occlusion topology cases.
Since there are two possible markings per grid point, there are 16 (i.e., 24 )
occlusion topology cases, which are simpliﬁed to 6 base cases. The casebook of these
base case occlusion situations is shown in Figure 4.3. In the ﬁgure, grid points with a
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1 state are shown as solid circles–their value is equal to or above the isovalue. Because
our scheme assumes a viewpoint outside the volume and that the entire isosurface is
within the bounds of the data set, each grid point with a value above or equal to the
isovalue is “behind” some visible portion of the isosurface. We cannot determine the
exact isosurface occlusion for a cube without evaluating it and all cubes in front of it
and generating the isosurface facets in them. In the ﬁgure, areas known to be occluded
are shown in dark grey–these areas are used to approximate the cube’s silhouette and
update the occlusion mask. Areas that are potentially occluded by the isosurface are
shown in light grey–these areas are ignored. Only the cubes numbered 5 and 6 contain
known occluded areas that are used to update the occlusion mask. In cube 6, the
entire face is added to the occlusion mask. In cube 5, only the portion of the face
bounded by the 3 grid points with a 1 state is added to the occlusion mask.
Our OE Scheme uses a conservative occlusion estimate that avoids eliminating
visible portions of the isosurface. That is, the estimated silhouette is smaller than the
actual silhouette of the isosurface. As a result, more blocks could be processed by the
view-dependent isosurfacing than are actually visible.
Figure 4.4 shows an isosurface from the Chapel Hill CT Head [37], its actual
silhouette, and its estimated silhouette. Figure 4.4(a) shows the rendering of the
isosurface. The actual silhouette of the isosurface is shown in Figure 4.4(b). The
silhouette estimated by our OE Scheme is shown in Figure 4.4(c). Figure 4.4(d)
shows the diﬀerence between the estimated and actual silhouettes. The estimated
isosurface silhouette is suﬃcient to eliminate many blocks that are not visible in a

37

(a) Isosurface

(b) Actual Silhouette

(c) Estimated Silhouette

(d) Missing From Estimate

Figure 4.4: Estimated vs. actual silhouette, Chapel Hill CT Head
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Figure 4.5: Cube (shaded dark) and 6-Neighbors (shaded light)

view-dependent rendering. Blocks not eliminated by this scheme are later processed
by our isosurface extraction step.

4.3.2

Auxiliary Block Selection
To support user interaction with the resultant isosurface on the client, we

send additional blocks (that contain parts of the isosurface not currently visible but
visible from viewpoints near the current one) to the client that augment the blocks
selected in the Visibility Phase. These additional blocks are ones that could become
visible through user interaction (like panning, zooming in and out (i.e., scaling) and
translating the viewpoint location) with the rendering. The additional blocks we use
are ones that neighbor the visible blocks. We call such blocks nearby blocks, and they
are sent with the visible blocks by the server to the client. These nearby blocks are
ones directly adjacent to visible blocks (they are 6-neighbors of the visible blocks). A
block and its 6-neighbors are shown in Figure 4.5. We ﬁnd them via a single six-way
morphological dilation. The nearby blocks limit the amount of data transfer when
the view changes and also limit the amount of re-computation of active blocks on the
server, which is well suited to our target environment.
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4.4

Isosurface Extraction

In our framework, once the client receives a block containing active cubes, it
immediately extracts the isosurface in the block. Newman et al. [30] have shown that
the isosurfacing process can be improved on commodity computers having small-scale
SIMD capabilities (called SIMD Within A Register (SWAR)). Their method, called
SWAR Marching Cubes here, exploits two types of SWAR for x86, including the
Streaming SIMD Extensions (SSE) instructions in Intel processors and the 3DNow!
instructions in AMD processors, during isosurface extraction.
Many mobile devices do not use x86 processors. The client described in
Chapter 3 (an Apple iPad 3) uses an ARM Cortex-A9 CPU. Some ARM CPUs,
including the Cortex-A9, include ARM’s small-scale SIMD capability, which is called
the NEON Media Processing Engine. The NEON engine executes NEON instructions.
There are fewer capabilities in NEON than in SSE and 3DNow! Some x86
SWAR instructions used by SWAR Marching Cubes do not have NEON equivalents.
These limits allow only one stage of the SWAR Marching Cubes to have an eﬀective
implementation using NEON instructions. The framework described here thus only
includes a SIMD approach for that stage. We could use SIMD for part of another
stage, but using NEON SIMD there was slower than not using it.
Next we describe our isosurface extraction processing for a block in detail.
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Figure 4.6: The SIMD Comparison Stage of Marching Cubes isosurface extraction

4.4.1

Comparison Stage
The ﬁrst stage of such processing, the Comparison Stage, determines the state

of each grid point within a block. Our stage follows the comparison process described
in Section 2.2. It determines states by comparing the scalar values of grid points to
the isovalue. Here we will describe our SIMD approach for this stage.
Figure 4.6 illustrates the SIMD operations taken in this stage. The NEON
instructions allow parallel operation on 16 8-bit values at once. Our framework thus
can follow SWAR-style processing on NEON that is unchanged from the processing in
the comparison part of Newman et al.’s SWAR Marching Cubes. Speciﬁcally, 16 of
the 8-bit, normalized grid point values are ﬁrst compared to the isovalue at once. This
is the operation labeled “comparison” in the ﬁgure. The results of the comparisons
are then converted to states of 0 and 1 using a bitwise AND versus a conversion mask.
This is the operation labeled “logical and” in the ﬁgure. The individual grid point
states are then stored for use in subsequent stages.
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4.4.2

Edge Interpolation Stage
The second stage of the processing, the Edge Interpolation Stage, determines

points of intersection of the isosurface with edges of the block. Our stage follows the
interpolation process described in Section 2.2. Any edge between two grid points
where one point’s state is 0 and the other’s is 1 has a point of isosurface intersection.
A vertex is created at each of these intersection points. An estimate of the
surface normal is also determined at each intersection point for later use.
The location of the intersections is estimated by interpolation on the scalar
values of the edge’s endpoints. Vertex V ’s location (Vx , Vy , Vz ) on the edge between
grid points A and B is determined using the following equations:

Vx = Ax +

I − SA
(Bx − Ax ),
S B − SA

(4.4)

V y = Ay +

I − SA
(By − Ay ), and
SB − SA

(4.5)

V z = Az +

I − SA
(Bz − Az ),
SB − SA

(4.6)

where SA is A’s scalar value, SB is B’s scalar value, and I is the isovalue.
Since the grid is rectilinear, each edge is parallel to one axis. That is, two
coordinate components of V are equal to A’s corresponding components. Therefore,
only one component needs to be calculated for each intersection.
In addition to the location of the intersections, the surface normal at each
location is estimated by interpolation on the gradients of the edge’s endpoints. The
surface normal N ’s value (Nx , Ny , Nz ) at the intersection location on the edge between
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grid points A and B is determined using the following equations:

Nx = AGx +

I − SA
(BGx − AGx ),
SB − S A

(4.7)

Ny = AGy +

I − SA
(BGy − AGy ), and
SB − SA

(4.8)

Nz = AGz +

I − SA
(BGz − AGz ),
SB − S A

(4.9)

where SA is A’s scalar value, (AGx , AGy , AGz ) is A’s gradient, SB is B’s scalar value,
(BGx , BGy , BGz ) is B’s gradient, and I is the isovalue.
The block is processed one axial direction at a time. First, intersection vertices
on edges parallel to the x-axis are determined. Then, intersection vertices on edges
parallel to the y-axis are determined. Finally, intersection vertices on edges parallel to
the z-axis are determined.

4.4.3

Mesh Determination Stage
The third stage of the processing, the Mesh Determination Stage, determines

the isosurface mesh facets of the block. Our stage follows the mesh determination
process described in Section 2.2. It uses the grid point states from the Comparison
Stage to determine the topological case of each cube within the block. It then connects,
cube-by-cube, the vertices created by the Edge Interpolation Stage to create the facets
that comprise the block’s isosurface mesh.
The stage uses two look-up tables (LUTs) to construct each cube’s isosurface.
The eight grid point states of the cube form a bit string that indexes the LUTs. The
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ﬁrst LUT determines which vertices created during the Edge Interpolation Stage will
be used. The second LUT determines how the facets will be created from the vertices.
When all cubes in the block have been processed, the isosurface contained
within the block has been extracted.

4.5

Interacting with the Isosurface

If the user makes a signiﬁcant change to the client’s viewpoint, the client
requests the server send blocks that have become visible. From experiments we
performed, we learned that a rotational change in view greater than 10◦ on some data
sets results in an isosurface rendering that is missing over 10% of the visible isosurface.
So, when the view changes more than 10◦ our framework maintains accuracy by
having the client request additional data from the server. The server performs a new
block selection (as described in Section 4.3) against the new viewpoint and sends the
client visible and nearby blocks it has not previously sent. The client extracts the
isosurface from these blocks and updates the existing isosurface facets. The combined
sets of facets form a new isosurface that is reasonable for a range of viewpoints. Until
updating is completed, though, the client continues to render the resident portion of
the isosurface. A user may also manually trigger an isosurface update.

4.6

Texture Based Visibility Determination

In this section we present an alternate visibility determination scheme, Texture
Based Visibility Determination (TBVD), that can be used in the Visibility Phase of
the Block Selection Step. This scheme performs a simpliﬁed isosurface extraction on
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all active blocks. The extracted isosurface is rendered to a texture which is inspected
to locate blocks that contain visible portions of the isosurface. The scheme uses a
precise visibility test resulting in only visible blocks being sent to the client.
To prepare for the TBVD scheme, during the Block Creation Step, we create a
block based span-space data structure similar to the ISSUE scheme by Shen et al. [39].
(This structure was detailed in Section 2.3.1.) Our block-based span-space arranges
blocks based on the maximum and minimum scalar values of the block.
We create the rendering of the simpliﬁed extraction using the span-space
structure. Our approach ﬁnds all active blocks within the data set using this span-space.
Each active block is then assigned a color by mapping the x, y, and z location of the
block to RGB color space. We map the x location to the red value, the y location to
the green value, and the z location to the blue value.
When TBVD is used, each cube contained within a block is processed using a
variation of the three stage isosurface extraction described in Section 2.2. The variation
modiﬁes the Edge Interpolation Stage. (The ﬁrst and third stages are unchanged.)
We describe this variation next.
During the Edge Interpolation Stage, only the locations of isosurface intersection
points on intersected edges are determined. Although a surface normal is also calculated
at each intersection location in the Edge Interpolation Stage of standard Marching
Cubes, TBVD does not do that calculation. Instead, each vertex created is assigned
the containing block’s color.
To determine the visible blocks, the isosurface is rendered to a texture. This
creates a color coded isosurface where the color of a facet identiﬁes the facet’s source
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Figure 4.7: Texture created during Texture Based Visibility Determination

block. Before rendering, all texture pixels are set to the maximum red, green, and blue
values. To avoid any shading of facet colors the rendering is created without blending,
normals, or lighting. In addition, the rendering resolution is the same resolution as
the client display. Each pixel in the texture has a corresponding pixel in the display.
Figure 4.7 shows a texture created by the TBVD process.
To determine the visible blocks using the texture, each pixel in the texture
is inspected. Any pixel with a color not equal to the maximum RGB value has its
color determined by an isosurface facet that was already rendered. Thus, the cube
that generated that facet is visible (as is its block). To locate the block, the RGB
components of the pixel are converted back to block x, y, and z locations. The block
at that location is then sent to the client, if not previously sent.
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4.7

Summary

In this chapter we presented a framework for client-server isosurfacing. This
framework is well-suited for environments with limited capability clients and slow
networks. In the framework, only blocks that may contribute to the initial rendering
are sent to the client. To extend the data on the client we send additional blocks
that may become visible during user interaction. We also exploit features of the ARM
CPU during isosurface extraction.
Within this framework, we have introduced several novel contributions to
Marching Cubes isosurfacing. First, we have created a scheme for ﬁnding visible active
cubes on the server. We have also introduced a scheme to send additional data to the
client, extending the isosurface to enable small view changes to the handled without
requiring additional information from the server. Finally, we have exploited the NEON
extensions of ARM CPUs to quickly extract the isosurface. We also have presented
an alternate scheme for ﬁnding visible active cubes.
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CHAPTER 5

RESULTS AND ANALYSIS

In this chapter we present results of tests that compare performance of our
framework with a more traditional client-server isosurfacing model (where the full
isosurface is sent to the client). Two types of performance tests are reported. One
type considers computational time. The other type considers rendering quality. All
experiments were performed using the environment described in Chapter 3 (a MacBook
Pro as a server and a third generation iPad as a client, with the server directly wired
to the Linksys E1550 router and the client wirelessly connected). Data was transferred
over UDP sockets using CocoaAsyncSocket [36]. The router was conﬁgured ﬁrst for
testing at 802.11b speeds. Then, tests with the router conﬁgured for 802.11n speeds
were performed.
The tests used isosurfaces of data sets from The Volume Library [37]. They
are the 256 × 256 × 113 Chapel Hill CT Head (referred to as CT-Head) at isovalues 25
and 100, the 256 × 256 × 256 engine block CT scan (referred to as Engine) at isovalues
110 and 175, the 256 × 256 × 44 frog MRI (referred to as Frog) at isovalue 75, and the
512 × 512 × 134 piggy bank CT scan (referred to as Pig) at isovalue 110.
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The tests evaluated aspects of each novel feature of our isosurfacing framework.
We ﬁrst report results from experiments on the small-scale SIMD (streaming media)
component of our client-side isosurfacing. Then, tests of performance for the Block
Selection visibility determination phase schemes (from Sections 4.3.1 and 4.6 are
reported.

5.1

Small-scale SIMD Component Tests

The tests of our use of the ARM NEON streaming media (SIMD) capabilities
(described in Section 4.4.1) to parallelize the Comparison Stage of Marching Cubes
(MC) considered all active blocks. The tests were done on the client after all active
blocks had been found by the server using the BONO. Our use of SIMD capabilities
was achieved by intrinsic high-level language commands rather than assembly, as they
allow the compiler to optimize register allocation and interlock timing [4].
We determined the impact of our streaming media-based approach by timing
the Comparison Stage for our SIMD-based MC and for a non-SIMD-based MC on the
client.
Figure 5.1 shows the times for the Comparison Stage of the isosurfacings on
CT-Head at isovalues 25 and 100. The bar denoted “Standard” in this ﬁgure represents
the time for the Comparison Stage of standard MC (non-SIMD) isosurfacing. The
bar denoted “NEON” in this ﬁgure represents the time for the Comparison Stage of
SIMD-based MC.
The use of SIMD parallelism in the Comparison Stage of Marching Cubes
results in a speedup of 1.24 for the stage. The Comparison Stage takes 5.3% of
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Figure 5.1: Results for NEON Testing of Comparison Stage of CT-Head

the total isosurfacing time at isovalue 25 for CT-Head. It takes 5.2% of the total
isosurfacing time at isovalue 100 for CT-Head.

5.2

Visibility Determination Performance and Accuracy

Next, tests of the computation time and rendering quality of the Block Selection
step’s Visibility Phase are reported. The tests compare our visibility determination
with a full isosurfacing (i.e., in which all active blocks are sent to the client).
Since time for view dependent isosurfacing varies with view direction (diﬀerent
viewpoints result in diﬀerent portions of the isosurface being extracted), we have
performed 24 extractions over a range of view directions at each isovalue. These views
were formed at 15◦ increments about the z-axis. Times reported here are the average
time to generate the isosurface for these views.
Before the extractions, the server and client were both started and a connection
was established. The scalar values of the data were converted to 8-bit unsigned integers,

50

and blocks were created as described in Section 4.2. The experiment began after the
server had loaded all data into memory.
The server began extraction when the client made a request. For tests using
the visible block determination scheme, only the selected blocks were sent to the client.
For tests of the full isosurfacing, all active blocks were sent to the client. Our full
isosurfacings used the BONO [47] to select active blocks. In all isosurfacings, the
client extracted the isosurface using the process described in Section 4.4.

5.2.1

The Occlusion Estimation Scheme
For view dependent isosurfacings using Occlusion Estimation (OE) visibility

determination (described in Section 4.3.1) during the Visibility Phase, we used the
server’s OpenGL capability. OpenGL was used to create the occlusion mask. The
OpenGL occlusion query was then used to compare block silhouettes to this mask.

5.2.1.1

Performance

Figures 5.2 through 5.5 show results of six isosurface extractions on the test
data sets. The left subﬁgures show the time measured from the initial client request
until the client’s extraction of the isosurface is complete. The column denoted “Full” in
this and other ﬁgures represents the time for the full isosurfacing. The column denoted
“OE” in this and other ﬁgures represents the time for the OE scheme’s isosurfacing.
For every isovalue tested, the OE scheme was faster than full isosurfacing for
both the 802.11b and 802.11n networks. In many cases on the 802.11b network, the
total time for the OE scheme to generate the initial view-dependent isosurface on the
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Figure 5.2: Results for View-Dependent testing using Occlusion Estimation on
CT-Head

client, rotate the view, have the server select the additional blocks required for the
view, transfer those blocks to the client, and generate the isosurface for the new view
takes less time than the generation of the initial view using full isosurfacing.
The right subﬁgures of Figures 5.2 through 5.5 display bar charts of the number
of blocks transmitted from the server to the client for full isosurfacing, the OE
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Figure 5.3: Results for View-Dependent testing using Occlusion Estimation on
Engine

isosurfacing (denoted “OE #1” in this and other ﬁgures) and a second OE isosurfacing
from a diﬀerent viewpoint, denoted “OE #2” in this and other ﬁgures. The viewpoint
of the second isosurfacing is the “OE #1” isosurfacing viewpoint, rotationally oﬀset
by 10◦ . This third bar shows the additional blocks the client receives to make the
new rendering. The percentage of active blocks transmitted to the client is denoted
above each bar. OE allows the rendering of the second viewpoint to be generated
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with only a few more active blocks (between 2.9% and 7.5% of the total active blocks).
Figure 5.6 displays the time to create the ﬁrst (OE #1) view dependent isosurface
of CT-Head and the time to update that isosurface (OE #2) after a 10◦ rotation for
802.11b and 802.11n networks.
The transfer of all active blocks of CT-Head at isovalue 25 has size 5.5 MB.
The 802.11b wireless standard has a peak throughput of 0.787 MB/s. The minimum
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transfer time for a full isosurfacing on an 802.11b wireless network is 6.98 seconds.
Our OE scheme delivers better results in this experiment than the least possible full
isosurfacing time using an 802.11b network.

5.2.1.2

Rendering Completeness

To test the impact of the additional transfer of nearby blocks, described in
Section 4.3.2, we performed experiments testing the rendering accuracy when the
viewpoint is changed without transferring additional facets to the client. By accuracy,
we mean the completeness of the isosurface rendering, measured as the ratio of the
number of the rendering’s visible facets for a speciﬁc viewpoint to the number of
visible facets in a full isosurface rendering of the identical viewpoint. All isosurfaces
created for this section did not have additional blocks sent to complete the rendering
when the viewpoint was changed. Thus, these experiments identify the sensitivity of
our OE scheme to changes in the view (i.e., user interactions with the isosurface). In
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these experiments, the client received the visible blocks of the initial view plus the
nearby blocks.
In Figures 5.7 through 5.10 we show the experiment results with plots and
tables. The tables highlight results between 0 and 45◦ . For each experiment, the
completeness for various rotational changes in view is shown. In the plots, the black
dots show the cases where nearby blocks were transmitted to the client. The gray
diamonds show the cases where nearby blocks were not transmitted to the client. As
the change in view angle from the initial view-dependent view increases, the diﬀerence
in accuracy between the plots widens. The strategy of transferring nearby blocks to
the client is valuable in increasing the accuracy of view-dependent renderings when
the user interacts with the isosurface.
The “Visible Block Facets” entries in these tables are the number of facets in
the renderings that were from the originally visible blocks. The “Newly Visible Facets”
entries show the counts of additional visible facets (that become visible when the view
changes by the indicated angle) that are added when the nearby blocks are transmitted.
The “Missing Facets” entries show the number of facets that are in the full isosurfacing
at the indicated viewpoint angle but not present (in our scheme) when the original
view is rotated to the indicated viewpoint angle. The “Rendering Accuracy” entries
show what percentage of the full isosurfacing’s facets at the indicated viewpoint angle
are present in our scheme’s output when the original view is rotated to the indicated
viewpoint angle.
Comparison renderings of the isosurfaces produced by standard Marching
Cubes and the OE scheme, as the viewing position changes, are shown in Figures
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Figure 5.7: CT-Head OE accuracy and rendering completeness

57

45◦
18023
1062
666
96.6%

Accuracy

100%

50%

0%

−135◦

Δ Angle
Visible Block Facets
Newly Visible Facets
Missing Facets
Rendering Accuracy

−90◦

−45◦

0◦
Δ Angle

45◦

90◦

135◦

with Nearby Blocks
w/o Nearby Blocks
5◦
10◦
15◦
20◦
25◦
35◦
20445 19655 19012 18345 17646 16360
639
848
942
984
1032
1095
437
1798
2559
3106
3780
5025
98.0% 91.9% 88.6% 86.2% 83.2% 77.6%

45◦
15165
1115
6198
72.4%

(a) Isovalue 110

Accuracy

100%
90%
80%
70%

−135◦

Δ Angle
Visible Block Facets
Newly Visible Facets
Missing Facets
Rendering Accuracy

−90◦

−45◦

0◦
Δ Angle

w/o Nearby Blocks
5◦
10◦
15◦
7967 7573
7617
253
428
424
42
81
109
99.5% 99% 98.7%

45◦

90◦

with Nearby Blocks
20◦
25◦
35◦
7576 7427
7226
371
478
570
134
164
206
98.4% 98% 97.4%

(b) Isovalue 175

Figure 5.8: Engine OE accuracy and rendering completeness
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Figure 5.9: Frog Isovalue 75 OE accuracy and rendering completeness
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Figure 5.10: Pig Isovalue 110 OE accuracy and rendering completeness
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Figure 5.11: Accuracy Renderings, CT-Head at Isovalue 25 (OE)
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Figure 5.12: Accuracy Renderings, CT-Head at Isovalue 100 (OE)
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Figure 5.13: Accuracy Renderings, Engine at Isovalue 110 (OE)
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Figure 5.14: Accuracy Renderings, Engine at Isovalue 175 (OE)
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Figure 5.15: Accuracy Renderings, Frog at Isovalue 75 (OE)
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Figure 5.16: Accuracy Renderings, Pig at Isovalue 110 (OE)
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5.11 through 5.16 for the six isosurfacing scenarios. The renderings show rotational
changes from 1◦ to 90◦ . Renderings in the “Rotated” column show the isosurface
generated using only blocks found using the base scheme (i.e., without the use of the
nearby blocks). Renderings in the “OE” columns include nearby blocks. The “Gained
Pixels” columns show the pixels that were gained by sending the client the additional
nearby blocks. The “Error” columns illustrate diﬀerences with the the full isosurface
rendering (the column denoted “Full”) and the view dependent isosurface rendering.
Speciﬁcally, these rendering’s black pixels denote locations in the full rendering that
are not present in the view dependent rendering. The gray pixels denote locations in
the view dependent rendering that are rendered diﬀerently than the full rendering.
(e.g., locations within the blocks selected using the visibility determination scheme
that are occluded in the full rendering.)

5.2.2

Texture Based Visibility Determination
For view dependent isosurfacings using the Texture Based Visibility Determination

(TBVD) scheme (described in Section 4.6) during the Visiblity Phase, we used the
server’s OpenGL render-to-texture functionality to create the TBVD rendering.

5.2.2.1

Performance

Figures 5.17 through 5.20 show results of six isosurface extractions on the
test data sets. The left subﬁgures show the time from the initial client request until
the client’s extraction of the isosurface is complete. The “Tex” columns in these
ﬁgures show the times for the isosurfacing using TBVD. The right subﬁgures show
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Figure 5.17: Results for View-Dependent testing using Texture Based Visibility
Determination on CT-Head

bar charts of block transfers for full isosurfacing and TBVD. The “Tex #1” columns
are transfers in one TBVD-based isosurfacing. The “Tex #2” columns are transfers
for TBVD isosurfacing from a second viewpoint, rotationally oﬀset by 10◦ from the
ﬁrst viewpoint. The percentage of active blocks transmitted to the client is shown
above each bar.
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Figure 5.18: Results for View-Dependent testing using Texture Based Visibility
Determination on Engine

For every isovalue tested, using TVBD was faster than full isosurfacing for both
the 802.11b and 802.11n networks. For our largest data set, Pig, TVBD was 3.8 times
faster using the 802.11b network and 2.3 times faster using the 802.11n network. For
the smallest data set, Frog, TBVD was 2.5 times faster using 802.11b and 1.6 times
faster using 802.11n. TBVD sent only 25% of the data required for a full isosurfacing
on average and always less than 45% of amount for a full isosurfacing.
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Figure 5.19: Results for View-Dependent testing using Texture Based Visibility
Determination on Frog at Isovalue 75
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Figure 5.20: Results for View-Dependent testing using Texture Based Visibility
Determination on Pig at Isovalue 110

Figure 5.21 displays the time to create the view dependent isosurface of CT-Head
and the time to update that isosurface after a 10◦ rotation for 802.11b and 802.11n
networks.
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Figure 5.21: Results of update to CT-Head OE isosurface after 10◦ rotation

5.2.2.2

Rendering Completeness

We also tested the impact of nearby block transfer, described in Section 4.3.2,
on TBVD. Our experiments considered these renderings versus ones made without
the nearby blocks. These experiments show sensitivity of TBVD to changes in view
(e.g., from user interactions).
Figures 5.22 through 5.25 show tables and plots in the same form as those
for the OE tests in Section 5.2.1. As the change in view angle from the initial
view-dependent view increases, the diﬀerence in accuracy between using and not using
nearby blocks widens.
Comparison renderings of the isosurfaces produced by standard Marching
Cubes and the TBVD scheme, as the viewing position changes, are shown in Figures
5.26 through 5.31 for the six isosurfacing scenarios. The ﬁgures have the same form
as the comparison renderings for OE in Section 5.2.1.
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Figure 5.22: CT-Head TBVD accuracy and rendering completeness
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Figure 5.23: Engine TBVD accuracy and rendering completeness
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Figure 5.24: Frog Isovalue 75 TBVD accuracy and rendering completeness
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Figure 5.25: Pig Isovalue 110 TBVD accuracy and rendering completeness
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Figure 5.26: Accuracy Renderings, CT-Head at Isovalue 25 (TBVD)
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Figure 5.27: Accuracy Renderings, CT-Head at Isovalue 100 (TBVD)
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Figure 5.28: Accuracy Renderings, Engine at Isovalue 110 (TBVD)
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Figure 5.29: Accuracy Renderings, Engine at Isovalue 175 (TBVD)
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Figure 5.30: Accuracy Renderings, Frog at Isovalue 75 (TBVD)
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Figure 5.31: Accuracy Renderings, Pig at Isovalue 110 (TBVD)
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Figure 5.32: OE and TBVD transfer, CT-Head using 802.11b

5.2.3

Comparing Schemes
In this section we compare OE and TBVD results.
Figure 5.32 shows the performance results of each scheme on CT-Head at

isovalues 25 and 100 using the 802.11b wireless network. The left subﬁgures show
the time from the initial client request until the client’s extraction of the isosurface is
complete. The columns denoted “Initial View” show times for the ﬁrst view dependent
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isosurfacing. The columns denoted “Second View” show times for a second isosurfacing
from a viewpoint rotationally oﬀset from the ﬁrst by 10◦ . The right subﬁgures show
the total number of active blocks transferred to the client during the ﬁrst and second
isosurfacings. The percentages of the total active blocks that were transmitted to the
client are denoted above each bar.
In all cases the TBVD scheme is faster than OE. The TBDV scheme transfers
fewer active blocks than the OE scheme. However, after two updates using the OE
scheme, over 75% of the active blocks have been transferred to the client. As the
client interacts with the isosurface, the complete isosurface will be transferred to the
client sooner using the OE scheme.
Figure 5.33 shows the accuracy measures for CT-Head isosurfaces produced by
OE and TBVD (with nearby blocks, as described in Section 4.3.2). The larger the
rotation, the more accurate OE is relative to TBVD.
Figures 5.34 through 5.36 show comparison renderings of isosurfaces produced
by a full isosurfacing and isosurfacing using OE and TBVD. The “Error” columns
illustrate diﬀerences with the full isosurfacing. OE results in fewer errors than TBVD
as the isosurface rotates. Additionally, even for small rotations TBVD has errors that
are not present when using OE.
OE seems well suited for irregular objects, such as in the CT-Head (Figure 5.34
and Figure 5.35) or Frog data sets. We believe the irregular edges in CT-Head and
Frog cause more non-visible portions of the isosurface to be transferred. Objects with
a hard edge (e.g., the block-like structures of Engine shown in Figure 5.36) seem less
suited to OE as large portions of non-visible isosurface are not near the silhouette
81
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Figure 5.33: OE and TBVD Accuracy, CT-Head

edge. In such cases OE sends more blocks containing the isosurface to the client than
TBVD. When speed is the primary concern, TBVD should be used. When accuracy
during interaction is the primary concern, OE should be used.

5.2.4

Comparison with Shear-Warp Occlusion Testing
In this section we compare the time to produce an isosurface using the selection

schemes described in this thesis with the time to produce an isosurface using Livnat
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Figure 5.34: Comparison of Accuracy, CT-Head at Isovalue 25
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Figure 5.35: Comparison of Accuracy, CT-Head at Isovalue 100
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Figure 5.36: Comparison of Accuracy, Engine at Isovalue 110
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Figure 5.37: View-dependent method comparison, CT-Head

and Hansen’s Warped IsoSurface Extraction (WISE) [24] scheme during the Visibility
Phase. WISE was described in Section 2.3.2 of this thesis.
The WISE scheme was implemented using the hierarchical shear-warp occlusion,
as described by Livnat and Hansen, which involved extracting the isosurface and
updating the WISE occlusion mask. In our implementation, isosurface extraction was
done on the server.
The average extraction times for WISE (on each router conﬁguration) for the
CT-Head data set are shown in Figure 5.37. The OE and TBVD times are also shown.
The 802.11b network runs are shown on the left, and the 802.11n network runs are
shown on the right.
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At isovalue 25, OE was 83.7% faster than WISE using 802.11n networking.
It was 1.0% slower than WISE using 802.11b networking. At isovalue 100, OE was
173.3% faster than WISE on 802.11n. It was 20.8% faster than WISE on 802.11b. At
isovalue 25, TBVD was 108.4% faster than WISE on 802.11n. It was 8.5% faster than
WISE on 802.11b. At isovalue 100, TBVD was 193.2% faster than WISE on 802.11n.
Lastly, it was 48.5% faster than WISE on 802.11b.
Both OE and TBVD are comparable to or faster than WISE. The inclusion
of neighboring blocks (and a conservative silhouette by OE) results in more active
blocks sent to the client than in WISE, allowing more accurate rendering as a user
interacts with the isosurface. Since TBVD and WISE use a fully accurate visibility
test, they send the same number of active blocks to the client. Both OE and TBVD
are faster than the WISE scheme when determining which active blocks are visible.

5.3

Summary

In this chapter we have presented results from tests that compared features of
our client-server isosurfacing framework to other client-server isosurfacing methods.
The tests included considering NEON instructions in Marching Cube isosurface
extraction against standard Marching Cubes isosurfacing. Also, we presented tests
of our visibility determination schemes against a full client-server isosurfacing and
against one another and WISE.
We also presented accuracy measurements of the rotated isosurfaces created by
our framework using the new visibility determination schemes. These measurements
considered the number of isosurface facets present that contributed to a rendering of
87

the isosurface and diﬀerences in renderings of the isosurface generated by the diﬀerent
block selection schemes.
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CHAPTER 6

CONCLUSIONS

In this thesis, we have described a framework for client-server Marching Cubes
isosurfacing with a limited bandwidth between client and server where the client is
signiﬁcantly less powerful than the server. Our framework introduces new visibility
determination schemes for view-dependent isosurfacing that target this environment.
Among the advantages of our view dependent approach (and a diﬀerence with prior
client-server isosurfacing methods) is that the portions of the data set that do not
contribute to the ﬁnal rendering of the isosurface at the desired viewpoint are not
transmitted from the client to the server. The framework also utilizes the NEON
instruction set to realize Marching Cubes using small-scale SIMD capabilities of an
ARM CPU.
Compared to a full isosurfacing, the framework reduces time to each ﬁrst
rendering using several strategies, including use of block-based processing, a Branch
On Need Octree, and the avoidance of non-visible cubes. The framework includes an
Occlusion Estimation (OE) visibility determination scheme that avoids non-visible
cubes using an estimate of the isosurface silhouette. This estimate is found with less
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eﬀort than undergoing a full isosurface extraction. The OE scheme has been recently
published in the peer reviewed literature [8].
This thesis also included a second visibility determination scheme, Texture
Based Visibility Determination (TBVD), which is an alternate way to determine
visible blocks within the data set. It is based on a modiﬁed isosurface extraction
method that uses the server’s graphics hardware capabilities to render a texture based
on a simpliﬁed isosurfacing. The texture is used to locate the visible portions of the
isosurface within the data set.
In order to enable interactive-rate exploration of the isosurface on the client,
our framework ﬁnds additional blocks nearby the visible ones found by our visibility
determination schemes. These additional blocks are also transmitted to the client. The
isosurface is rendered by the client. The additional blocks allow the client to re-render
(with high accuracy for small changes in viewpoint) when there is some movement of
the viewpoint without incurring network overhead for additional transfers from the
server.
We have found that use of either visibility determination scheme is a beneﬁt to
isosurfacing because both result in a shorter transfer time and less client processing
than ﬁnding all active blocks on the server and transmitting them all to the client.
(Shorter transfer times result from fewer blocks being sent to the client.) In the best
case, using TBVD, only 14.8% of the active blocks from the data set were required for
a view-dependent isosurface rendering. This savings is only for small view changes
since view changes that require additional isosurface geometry do require the server
to determine new visible blocks and new nearby blocks. Yet, since the client retains
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blocks from prior isosurface renderings, the client only requests new blocks from the
server to compute the new rendering.
We have also reported experiments that measured accuracy for both visibility
determination schemes. Experiments related to the accuracy achieved by our nearby
blocks strategies have also been reported. Using our nearby block strategies, a rotation
of 10◦ results in a rendering that contains over 90% of the full isosurface facets. Using
OE, the nearby block strategies allows some data set renderings of 90% or better
accuracy for rotations over 45◦ .
Our experiments of computational performance show that OE and TBVD result
in less time to ﬁrst rendering than full isosurfacing in the target environment. We
have also compared their performance to WISE’s performance and found our schemes’
time to render to be comparable to or faster than WISE. Their good performance is
primarily because hey are faster than WISE in locating visible cubes.
For future work, we hope to use a next generation of the NEON commands
on new mobile processors to ﬁnd if there is a way to perform the Marching Cubes
Edge Interpolation Stage with SIMD. Another possibility is exploring how multi-core
mobile CPUs could be used for isosurfacing. We might also consider strategies for
reducing transfer size by compressing blocks in future work.
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APPENDIX A

OTHER ARCHITECTURAL PARADIGMS

This appendix reports on experiments that were conducted to compare the
performance of diﬀerent client/server isosurfacing paradigms. We tested the performance
of a full isosurfacing using the ISSUE method, as described by Shen et al. [39] for
three diﬀerent ways of dividing the isosurfacing computation between client and server.
These three ways were: (1) sending the data set to the client and performing isosurface
extraction fully on the client; (2) dividing the isosurface extraction tasks between the
client and the server; and (3) performing isosurface extraction fully on the server. The
entire data set was transferred using FTP, all other transfers where over UDP sockets
using CocoaAsyncSocket [36].
All experiments were performed using the computing hardware described in
Chapter 3. For networked experiments, the environment had a MacBook Pro as a
server and a third generation iPad as a client. This server was directly wired to the
Linksys E1550 router. The client was wirelessly connected. The router was conﬁgured
for testing at 802.11n speeds. All experiments were performed using the 256×256×113
Chapel Hill CT Head (referred to as CT-Head).
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Figure A.1: Comparison of Hardware using CT-Head

First, we report times for just isosurfacing alone on each machine in isolation.
Before each of these tests, the data set was loaded into memory and a block-based
ISSUE span-space was created. During isosurface extraction, the span-space was used
to ﬁnd active blocks. Isosurface extraction was then performed. The entire isosurface
extraction occurred on a single machine, no network communication was used.
Figure A.1 shows the times of the isolated isosurface extractions. The column
denoted “Server” shows the time to extract the isosurface on the server only. The
column denoted “Client” shows the time to extract the isosurface on the client only.
The reported values are for a full isosurface extraction of CT-Head for isovalues 25
and 100. These times do not consider communication between the server and the
client. Thus, these times represent the minimum times required to generate the full
isosurface for the client and for the server.
For isovalue 25, the server completed extracting the full isosurface in 0.105
seconds. For isovalue 25, the client completed extracting the full isosurface in 0.982
seconds. For isovalue 100, the server completed extracting the full isosurface in 0.077
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Figure A.2: Comparison of Architecture Paradigms using CT-Head

seconds. For isovalue 100, the client completed extracting the full isosurface in 0.699
seconds. Isosurfacing on the server is over 9 times faster than on the client.
Figure A.2 shows the results of the client/server isosurfacing paradigm experiments
for CT-Head at isovalues 25 and 100. All times reported are measured from the initial
client request until the isosurface is loaded in the client’s memory.
The columns denoted “Data” show time to send the full data set to the client
and perform a full isosurface extraction there. The time to transfer the CT-Head
data set to the client, subdivide the data set on the client into blocks, then form a
span-space on the client of these blocks is 3.5 seconds. Extracting the isosurface for
isovalues 25 and 100 on the client takes 0.98 seconds and 0.70 seconds, respectively.
The total time when sending the full data set to the client for isosurfacing is 4.48
seconds and 4.20 seconds for isovalues 25 and 100, respectively.
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The columns denoted “Active” show time for the server to send only active
blocks to the client, which then performs isosurface extraction on them. Selection
of active blocks on the server for isovalues 25 and 100 takes 0.05 seconds and 0.04
seconds, respectively. Transferring just the active blocks for isovalues 25 and 100 to
the client takes 1.35 seconds and 1.01 seconds, respectively. Extracting the isosurface
for isovalues 25 and 100 on the client from active blocks takes 1.00 seconds and 0.70
seconds, respectively. The total time when dividing isosurface extraction between
the client and the server is 2.40 seconds and 1.75 seconds for isovalues 25 and 100,
respectively.
The columns denoted “Isosurface” show time to perform isosurface extraction
fully on the server and then send the complete isosurface geometry to the client.
Extracting the isosurface for isovalues 25 and 100 on the server takes 0.11 seconds and
0.08 seconds, respectively. Transferring the complete isosurface for isovalues 25 and
100 from the server to the client takes 15.60 seconds and 11.19 seconds, respectively.
The total time when sending the complete isosurface geometry to the client is 15.71
seconds and 11.27 seconds for isovalues 25 and 100, respectively.
In all client/server experiments, a dominant factor was the time for transfers
from the server to the client. The experiments showed that the fastest method of
client-server isosurfacing was when the isosurfacing computation was divided between
the client and the server, with the server used to ﬁnd active blocks and then send
those to the client for isosurface extraction. The work in this thesis thus focuses on
isosurfacing strategies that allow the server to avoid additional blocks when sending
active blocks to the client.
96

APPENDIX B

METHODS OF NEON EDGE INTERPOLATION

This appendix reports strategies to exploit SWAR instructions on ARM CPUs
during the Marching Cubes (MC) Edge Interpolation Stage (described in Section 4.4.2).
We ﬁrst describe the SIMD within a register (SWAR) MC Edge Interpolation Stage of
Newman et al. [30] for x86. We then describe two strategies for MC Edge Interpolation
using NEON instructions. Finally, we present results from experiments comparing the
performance of our strategies with non-SWAR Edge Interpolation.
The Edge Interpolation Stage processes data one axial direction at a time.
Each direction’s processing has two components, (1) edge gathering, which locates
active edges (i.e., edges intersected by the isosurface) and (2) interpolation, which
calculates the point of isosurface intersection on each active edge. We describe these
components next.

B.1

Edge Gathering Component

The edge gathering component locates intersected edges. Here we ﬁrst describe
the edge gathering used by Newman et al.’s SWAR MC, then describe two strategies
that accommodate NEON limitations.

97

Figure B.1: MMX implementation of the edge gathering component. Reproduced
from [30]
.
B.1.1

SWAR Edge Gathering
Figure B.1 illustrates Newman et al.’s SIMD edge gathering operations. The

SIMD operations allow 16 cube edges to be tested at once for isosurface intersections.
First, the two states of each edge’s endpoint are compared. This is the ﬁrst “comparison”
operation in the ﬁgure. The results of this comparison are consolidated to a single
mask. This is the “move mask” operation in the ﬁgure. The move mask command
creates a 16-bit mask using the most signiﬁcant bit of each result. After mask creation,
the second “comparison” determines if any bits are set to 0 (i.e., at least one of the
edges is intersected by the isosurface). Intersected edges are sent to the interpolation
component.
Figure B.2 shows a summary ﬂow of Newman et al.’s SWAR Edge Interpolation
Stage. If a single intersected edge is found, standard (non-SWAR) interpolation is
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Figure B.2: Flowchart for SWAR-Exploitative Marching Cubes [30] Interpolation
Stage

used. If multiple intersected are found, SWAR interpolation is used. The process
repeats until all edges have been tested.

B.1.2

Non-SWAR Edge Gathering
NEON instructions do not contain the x86 move mask operation. To reproduce

the move mask operation using NEON instructions requires ten separate operations

99

(ﬁve operations on two sets of eight comparison results). On ARM CPUs, testing each
edge individually (without SWAR) is more eﬃcient than reproducing the move mask
operation using NEON.
NEON has two operation types for loading or storing data: (1) operations
to load (or store) one to four registers from (or to) a contiguous block of memory
and (2) operations to load or store a single element of a register. Loading or storing
non-contiguous memory to ﬁll a NEON register for an 8-bit operation requires 16 load
operations. Loading or storing contiguous memory requires a single load operation.
We have devised two strategies to consolidate the cube edges to contiguous memory
to take advantage of the contiguous memory operations. These strategies are detailed
next.

B.1.2.1

Gather Four Edges

The ﬁrst strategy gathers every four intersected edges into an intermediate data
structure. Figure B.3 illustrates the Edge Interpolation Stage using this strategy. Each
edge is tested to determine if its grid point states diﬀer (i.e., the isosurface intersects
that edge). The intermediate data structure stores these edge’s grid point data. After
storing four edges the data structure is sent to the interpolation component.

B.1.2.2

Gather Axial Direction Edges

The second strategy gathers all active edges along an axial direction into an
intermediate data structure. Figure B.4 illustrates the Edge Interpolation Stage using
this strategy. Each edge is tested for an isosurface intersection. The intermediate

100

Figure B.3: Flowchart for Interpolation Stage with four edges strategy

structure stores the intersected edges for later interpolation. After all active edges
have been found along that axis, the structure is passed to the intersection component.
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Figure B.4: Flowchart for Interpolation Stage with axial edges strategy

B.2

Interpolation Component

The interpolation component locates the intersection point on four intersected
edges at a time. It also estimates surface normals at each intersection point. This is
described in Section 4.4.2.
Each interpolation equation contains a weighting component w. w is the edge
coordinate (i.e., 0 ≤ w ≤ 1) of the intersection between grid points A and B. It is
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Figure B.5: The SWAR-Exploitative Marching Cubes Edge Intersection Stage
interpolation component. Simpliﬁed from [30]

determined using the following equation:

w=

I − SA
S B − SA

(B.1)

where SA is A’s scalar value, SB is B’s scalar value, and I is the isovalue.
Figure B.5 illustrates the SIMD operations used to ﬁnd w between grid points.
Operations are in two groups, (1) creating the numerators and (2) creating the
denominators. In the ﬁgure, four edge grid points are grouped into sets labeld A and
B, which correspond to Equation B.1.
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To create the numerators of Equation B.1, A’s scalar values are subtracted
from the isovalue. This is the ﬁrst “subtract” operation in the ﬁgure. The 8-bit
integers are then converted to 32-bit ﬂoating points. This is the ﬁrst “convert to fp”
operation in the ﬁgure.
To create the denominators of Equation B.1, the second “subtract” operation
subtracts the grid point B’s scalar values from the grid point A’s scalar value. The
second “convert to fp” then converts these 8-bit integers to 32-bit ﬂoating points.
Finally the denominators divide the numerators. The “invert” operation
in the ﬁgure calculates the reciprocals of the denominators, then the “multiply”
operation multiplies the reciprocals with the numerators. The results are the weighting
components. The weighting components are then used in the Interpolation Stage
equations to ﬁnd the locations and surface normals of the intersection points. These
are stored for use in the Mesh Determination Stage.

B.3

Results

We tested performance using a full isosurfacing using the ISSUE method, as
described by Shen et al. [39], for three edge gathering strategies: (1) the standard
(non-SWAR) MC strategy (where active edges are interpolated as encountered), (2)
the four edges strategy from Section B.1.2.1, and (3) the axial edges strategy from
Section B.1.2.2. The four edges and axial edges strategies use the NEON interpolation
component from Section B.2.
All experiments were performed using a third generation iPad described in
Section 3.2. All experiments were performed using the 256 × 256 × 113 Chapel Hill
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Figure B.6: NEON Interpolation Performance

CT Head (referred to as CT-Head). Times reported are the time to complete the
Edge Interpolation Stage of MC.
Figure B.6 shows the time to perform the Edge Interpolation Stage on two
isosurface extractions at isovalues 25 and 100. The “Standard” column uses the
standard MC strategy. The “Four” column uses the four edges NEON interpolation
strategy. The “Axial” column uses the axial edge NEON interpolation strategy.
At isovalue 25, four edges was 13.2% slower than the standard MC edge
interpolation strategy. At isovalue 100, it was 8.0% slower than the standard MC. At
isovalue 25, axial edges was 17.8% slower than the standard MC. At isovalue 100, it
was 11.2% slower than the standard MC.
Both these strategies are slower than the standard MC edge interpolation
strategy. In addition, waiting to interpolate until all active edges parallel to an axis
have been found is slower than interpolating as soon as four active edges (i.e., enough
ﬁll a NEON register) are found.
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B.4

Conclusions

We have found that the limited SWAR operations provided by the NEON
instruction set is non-optimal for Marching Cubes operations that do not operate on
adjacent memory locations (e.g., the Edge Interpolation Stage). NEON interpolation
uses fewer clock cycles than standard interpolation [5]. However, the eﬃcient loading
of NEON registers requires additional memory management. The use of NEON
operations does not result in a faster Edge Interpolation Stage.
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