Abstract-The goal of the optimal power flow (OPF) problem is to find an electric power system operating point that optimizes some objective. This optimization problem is constrained, however, since the operating point is constrained by Kirchhoff's laws and key operating limits. In this paper, we include small-signal stability limits in the OPF, which ensure that when small disturbances occur within the system, oscillations that occur in state variables such as generator rotor speed will decay quickly, returning the system to a normal operating point. We also account for security by using an objective function that is the expected value of social welfare. This objective function includes security costs such as generator ramping and load interruption that may be necessary when a contingency occurs. Software was written in Matlab to solve this optimization problem with small-signal stability constraints, and the software was used to find the optimal pre-contingency and post-contingency operating points of a nine-bus system with three generators.
Expected-Security-Cost Optimal Power Flow
With Small-Signal Stability Constraints
I. INTRODUCTION

M
UCH EFFORT has gone into optimal power flow (OPF) research to make it a complete solution to the problem of finding the "best" power system operating point. By "best," we mean that the solution to the OPF problem must provide a power system operating point that achieves its objective (minimizing real power losses, minimizing generation cost, etc.) while satisfying Kirchhoff's laws and operating limits. Operating limits on voltage magnitudes, real and reactive power generation levels, and line flows have usually been included in the OPF problem formulation. Security constraints that make sure these basic operating limits are not violated after a contingency occurs have also been included in some formulations [2] - [4] .
Though some have investigated including transient stability limits [5] - [7] , small-signal stability limits thus far have not been included in the OPF problem. If the system is not stable in the small-signal sense, synchronous machines within the system are prone to experience severe rotor angle speed oscillations due to a small disturbance in the system operating point. These oscillations may grow in severity, or they may take a long time to Manuscript die out. In addition, a post-contingency operating point may be even more vulnerable to such stability problems since it operates in a different and usually less robust configuration than the pre-contingency state. This paper presents a method for including small-signal stability constraints in an OPF problem that has been modified to also include security constraints. First, we present the topic of small-signal stability and methods for evaluating the small-signal stability of a power system. The expected-security-cost optimal power flow (ESCOPF) is then discussed, followed by ways to include small-signal stability constraints in the ESCOPF. Finally, we look at a nine-bus example case to see what effect placing stability limits in the ESCOPF problem has on the resulting pre-contingency and post-contingency operating point solutions to the problem.
II. SMALL-SIGNAL STABILITY
At any steady-state operating point, we can perform a smallsignal stability analysis of the system, which is described by a set of nonlinear differential and algebraic equations (1) (2) where is the set of system state variables, is the input to the system, and is the set of other system variables. The differential equations correspond to the synchronous machine dynamics, and the algebraic equations contain the network power flow equations and generator stator algebraic equations.
The first step in the small-signal stability analysis is to linearize the set of differential equations and algebraic equations. Non-state variables can be eliminated from this set of linear equations, resulting in a system state matrix such that (3) where represents tiny changes in system state variables from their steady-state operating point. Thus, the resulting set of linear differential equations is valid only for small deviations from normal operating conditions. The linearization is done about the power system operating point, which can be found by performing a load flow analysis or by solving an OPF problem.
If all the eigenvalues of have negative real parts, the system is stable. When the system experiences a small disturbance, any oscillations that occur in state variables will die out after some time. However, if any of the eigenvalues of has a non-negative real part, the system is not stable since this indicates oscillations that occur gradually increase or remain the same in magnitude.
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III. ESCOPF PROBLEM
We choose to solve an optimization problem that contains constraints on security. These constraints are handled by forming an objective function for the optimization problem that contains social welfare for the normal, pre-contingency operating state and for each of the post-contingency operating states. Though we chose to include social welfare in our objective function, our solution methodology can be can applied to other objective functions also, including generation cost minimization or loss minimization.
Suppose there are possible contingencies, that these contingencies are independent, and that the product of probabilities of independent contingencies is negligibly small. The probability of operating in a state resulting from the th contingency is given by , and the probability of operating in the pre-contingency state is . The expected value of social welfare is then given by (4) where is the value of social welfare when operating in the pre-contingency state, and is the value of social welfare when operating in a post-contingency state corresponding to the occurrence of the th contingency.
The pre-contingency social welfare, , contains two terms: the total cost of generating power in the pre-contingency state and the total benefit of consuming power in the pre-contingency state (it is computed by subtracting the cost from the benefit). In addition to these terms, the post-contingency social has two terms corresponding to security costs. In our model, we consider the possibility of load interruption and the resulting load interruption cost [8] . Our model considers cost of dropping load as a function of the amount dropped, which is the difference between the pre-contingency and post-contingency load levels. Because of losses, the amount of resulting system generation decrease is not exactly equal to the amount of load dropped. The cost of dropping load is included in the post-contingency social welfare function . We also allow for changing post-contingency generation levels from their settings in the pre-contingency state, but these changes must lie within certain ramping limits. The cost associated with generator ramping is included in the post-contingency social welfare function, and it is a function of the difference between pre-contingency and post-contingency generation levels. By including expected security costs, we find a pre-contingency operating point that can survive contingencies.
Since we added the possibility of generator ramping, we also need to add some constraints on ramping and the associated cost. These constraints will place a limit on the difference between post-contingency and pre-contingency generation levels. We also assume load cannot be increased when a contingency occurs, which leads to a constraint saying the post-contingency load cannot be greater than the pre-contingency load. Together, these two constraints form coupling constraints that link the pre-contingency and post-contingency operating points. Without these constraints, the pre-contingency and post-contingency OPF problems and solutions would be completely independent of one another.
Mathematically, the ESCOPF problem can be stated as subject to
where is the vector of decision variables, is the vector of equality constraint functions (power flow equations), is the vector of inequality constraint functions (basic system operating limits on voltages and line flows), and is the vector of coupling inequality constraint functions (ramping and load interruption limits). The superscript indicates the contingency to which the variables or functions correspond.
IV. PRIMAL-DUAL INTERIOR-POINT SOLUTION METHOD
The optimization problem we want to solve is of the form (8) subject to (9) (10) where is the objective function, is the vector of equality constraints, and is the vector of decision variables, including real and reactive power generation levels, bus voltages, and other variables. For the ESCOPF problem, is the negative of the expected value of social welfare, and is the vector of pre-contingency and post-contingency equality constraints (5) . The vector of inequality constraints is and includes operating limits for both pre-contingency and postcontingency states (6) and the coupling constraints (7). These constraints include but are not limited to those on bus voltage magnitudes.
A primal-dual interior-point algorithm [9] may be used to solve the power system optimization problem. We can write a Lagrangian function of the form (11) where is the vector of equality constraint Lagrange multipliers, and is the vector of inequality constraint Lagrange multipliers. The PDIP algorithm finds a sequence of solutions such that Given , we can approximately solve this set of equations using the Newton-Raphson iterative solution method, where each step is scaled such that the last two inequalities are satisfied after taking the update step. After getting close enough to a solution, we reduce and solve again. As
, we obtain a critical point that satisfies the Karush-Kuhn-Tucker (KKT) conditions. For each iteration, the Newton step requires knowledge of the Jacobian and Hessian matrices for each equality and inequality constraint function. This will be an important consideration as we discuss how to include small-signal stability constraints in the ESCOPF problem.
V. ADDING STABILITY CONSTRAINTS TO ESCOPF
We wish to add constraints on the eigenvalues of the system state matrix, , which we assume has complete sets of distinct eigenvalues , right eigenvectors , and left eigenvectors , where right eigenvectors are column vectors and left eigenvectors are row vectors. The eigenvalues and eigenvectors satisfy (12) and (13) Suppose we have a right eigenvector corresponding to and a left eigenvector corresponding to , where . Then the following holds true: (14) Now suppose we have a right eigenvector and a left eigenvector , both corresponding to the same eigenvalue . Then (15) where . Note that since scalar multiples of the eigenvectors are also eigenvectors, we can set by normalizing (15), allowing us to simplify expressions that will appear later.
Recall that a system that is stable with respect to tiny perturbations has eigenvalues of the system state matrix that lie in the left side of the complex plane. 1 Therefore, our optimization problem should include constraints on the eigenvalues of the state matrix, . A small-signal stability constraint on the th eigenvalue of is of the form (16) This places a limit on the real part of the eigenvalue by restricting it to lie a minimum distance from the imaginary axis in the left side of the complex plane. The eigenvalues of the state matrix will change as the entries of the matrix change. Since corresponds to the set of differential and algebraic equations for the system linearized about a power system operating point, the eigenvalues of will change as the system operating point changes. The eigenvalues, then, are a function of the variables that describe the system operating point.
Adding a set of inequality constraints on the eigenvalues of the system state matrix is our goal, which means we will need to compute the gradient vector and Hessian matrix for each eigenvalue function at each Newton-Raphson iteration. The gradient and Hessians tell us how the eigenvalues change as the system operating point changes. Given an element of the vector that describes the power system operating point, we need to compute both the first-order and second-order sensitivities of each eigenvalue with respect to the variable .
VI. EIGENVALUE FIRST-ORDER SENSITIVITIES
The method for computing the first-order sensitivity, , is shown in [10] . First, we take the partial derivative of both sides of (12) with respect to (17) Multiplying both sides of (17) on the left by and simplifying results in (18) assuming normalization such that .
VII. EIGENVALUE SECOND-ORDER SENSITIVITIES
In addition to first-order sensitivities, we need to compute second-order eigenvalue sensitivities that are elements of the Hessian matrix. Given elements and of the vector that describes the power system operating point, we compute the second-order eigenvalue sensitivities as (19) To compute this partial derivative, we need to know
• right and left eigenvectors associated with the th eigenvalue; • first-order sensitivities of the th eigenvalue with respect to and ; • second-order partial derivative of the state matrix;
• partial derivative of eigenvector with respect to and . This result is significant since it shows we do not need to compute all eigenvalues of the state matrix if we only want to find the first-order or second-order eigenvalue sensitivities. If we choose to include constraints on only the critical eigenvalues, we would be saved from having to compute all eigenvalues, which is a heavy computational burden for large systems, although such methods exist [11] , [12] .
One method for computing the first-order eigenvector sensitivity is to first rearrange (17) to give us (20) By definition of the eigenvalue, is singular, so we cannot simply multiply both sides of (20) by to solve for the eigenvector sensitivity. However, the term on the right side of (20) is indeed in the range of , even though is singular [13] . We can use (20) and a normalization condition 
A second method for computing eigenvector sensitivities is proposed in [13] . The results of [13] will be given here with equations using our notation and assumptions. First, we can take the partial derivative with respect to of both sides of (21) to obtain (23)
From this equation, we deduce that the real part of is zero since any complex number added to its conjugate is twice the real part of the number. Therefore, no matter what we choose for the imaginary part of , (23) will still hold true, so let us choose the imaginary part to be zero. If is real and its imaginary part is zero, then (23) becomes 
Adding to is a rank-1 modification of , which does not change its range. Since is in the range of , then we need only solve the system of equations given by (26) to compute the eigenvector sensitivity. This method is different from the previous only in the way the normalization condition is handled.
As emphasized earlier, both methods need only knowledge of the th eigenvalue, its first-order sensitivity, and the left eigenvector associated with that eigenvalue to compute the eigenvector sensitivity. Once we know the eigenvector sensitivity, it can be substituted into (19) to obtain the second-order eigenvalue sensitivity.
VIII. HANDLING IMPLICIT OCCURRENCE OF DECISION VARIABLES IN THE STATE MATRIX
Not all of the OPF decision variables appear explicitly in the system state matrix . Therefore, to compute the derivative of , we must actually compute the derivative of the expression used to calculate . For example, suppose we write a system of differential equations in the form (27) (28) where our decision variable occurs explicitly in the matrices of (27). Then the derivative of matrix with respect to variable is
The middle term derivative can be computed as follows:
We now have a method for computing all terms in (29), except for , which involves finding the derivative of the inverse of a matrix. To compute this derivative, we find the derivative of both sides of the expression , where is the identity matrix (31) (32) Then (33) Therefore, the derivative can be computed assuming it can be written as an expression whose components explicitly contain the variable . We used the synchronous machine and exciter models that describe the nine-bus example system in [14] and were able to write such an expression for our system state matrix .
IX. IMPLEMENTATION
Several Matlab functions were written to solve the ESCOPF problem with small-signal stability constraints. The steps taken in the Matlab code are
• read system data from text files;
• initialize variables;
• execute primal-dual interior-point algorithm. The biggest of these steps is executing the PDIP algorithm since it requires code computing a Newton-Raphson step that hopefully moves us closer to the problem solution. For this step, code was written to compute the gradient vector and Hessian matrix for the objective function, each equality constraint function, and each inequality constraint function. Matlab code was written to compute the first-order and second-order eigenvalue sensitivities that compose the eigenvalue constraint gradient and Hessian.
To speed up convergence, the Matlab program was run placing constraints on only the ten most critical eigenvalues. This was accomplished using the eigs.m function of Matlab, which accepts arguments that specify how many eigenvalues to calculate and what type of eigenvalues to calculate. It can, for example, calculate the ten right-most eigenvalues or the ten eigenvalues with largest magnitude. The eigs.m function makes calls to Fortran routines written by students and faculty at the Department of Computational and Applied Mathematics (CAAM) at Rice University. They have written an entire collection of routines and given them the name ARPACK [15] , which stands for "ARnoldi PACKage." The software in the package uses a variant of the Arnoldi process called the Implicitly Restarted Arnoldi Method (IRAM), and the package is suitable for large, sparse matrices.
Using ARPACK routines, we need only compute a few of the dominant eigenvalues, and we place inequality constraints on only those few eigenvalues. 
X. NINE-BUS EXAMPLE
The small-signal stability ESCOPF problem was solved for the WSCC nine-bus system shown in Fig. 1 . This system is often used for stability analysis as described in [14] and [16] - [18] . It consists of three generators, three loads, and nine transmission lines.
Since the objective function is social welfare, each generator must have a cost curve, and each load must have a benefit curve. Coefficients were chosen so the system would be operating at a point similar to the one for which small-signal stability was analyzed in [14] . Generator cost curves were assumed to be of the form Consumer benefit curves were assumed to be of the form
The cost curve coefficients were adjusted until the desired operating point was reached with real power prices in the $10-$15 per MWh range (perhaps a bit optimistic).
For the ESCOPF, load interruption cost was modeled as linearly proportional to the amount of power interrupted (34)
Ramping constraints for each synchronous machine limit how much the machine can adjust its generation when a contingency occurs. System data, including generator cost curves, consumer benefit curves, and security data, are given in the Appendix.
The small-signal stability ESCOPF (SSSESCOPF) problem was solved for four cases, with the first case having no stability constraints and the other three cases each having a different stability margin on the ten most-critical eigenvalues. In the case with no stability constraints, the most critical eigenvalue has a negative real part, which indicates the system is stable in the small-signal sense. Looking at the stability-unconstrained case results shown in Table I , we see six post-contingency operating points in addition to the pre-contingency operating point. These operating points correspond to the loss of a single transmission line. When lines 4-6, 4-5, and 5-7 are removed, the critical eigenvalues lie even farther to the right than in the pre-contingency case. The most critical eigenvalue of all has a real part of 0.1266 and occurs when line 5-7 is removed from the system. Also, generation amounts in bold indicate generators whose post-contingency output was limited by generator ramping limits.
After solving the stability-unconstrained case, the stability margin was increased to 0.15, and the constraint was binding for the post-contingency states in which lines 4-6, 4-5, and 5-7 were taken out as shown in Table II . As the stability margin was increased to 0.20 and 0.25 (see Table III and Table IV, respectively), four post-contingency states had binding stability inequality constraints. Also, the amount of power generated by the machine at bus 1 gradually went up, and the amount of power generated by machines at buses 2 and 3 went down. This means Generator 1 is more expensive, but using more power from it improves small-signal stability, due to it having a higher inertial constant than the other two machines.
Generator ramping limits play a role in each case. The first generator wants to ramp higher when line 5-7 is lost, but it cannot because of the upward ramping limit of 50 MW. The second generator wants to ramp down by more than 35 MW for the line 5-7 and line 7-8 post-contingency states when the stability margin is set at 0.15. However, when the stability margin increases to 0.20, the downward ramping limit for Generator 2 is binding for only the line 5-7 constraint. The line 6-9 contingency and line 7-8 contingencies result in binding upward and downward generator ramping constraints for the third generator in all cases. In our case, we have constrained each eigenvalue real part to be less than or equal to the value , and the sum of the Lagrange multipliers on the binding eigenvalue constraints indicates the change in the objective function with respect to a change in . This is the derivative of with respect to and is the value of small-signal stability constraints. Table V shows how the sensitivity of the expected value of social welfare to the eigenvalue real part limit changes as we tighten the limit by making it more negative. We also see that the expected value of social welfare decreases as we tighten the eigenvalue constraint.
XI. SUMMARY AND CONCLUSIONS
This paper has demonstrated a technique for solving an optimization problem that includes constraints on power system security, small-signal stability, and basic operating limits. Our optimization problem objective function is the expected value of social welfare and includes costs on generator ramping and load interruption that may be necessary when a contingency occurs. Extra constraints on generator ramping and load interruption were included. These constraints limit how much a generator can adjust its real power output when a contingency occurs, and they represent the ability to drop load for interruptible customers but not to increase their load.
To include small-signal stability constraints, we linearize the system differential and algebraic equations about a power system operating point, which gives us a system state matrix that characterizes the set of linear differential equations. We place limits on the eigenvalues of the state matrix that force the real parts of the eigenvalues to be negative and to lie a minimum distance from the imaginary axis of the complex plane, which results in a stability margin.
The eigenvalues of the system state matrix change as the system operating point changes and are therefore a function of the variables that describe the power system operating point. Since we use the primal-dual interior-point algorithm to solve the optimization problem, we need the gradient and Hessian matrix for each eigenvalue so we can compute the Newton step at each iteration. This means we need first-order and second-order sensitivities of the eigenvalues with respect to the optimization problem decision variables.
To make the optimization problem solution process more efficient, we can constrain only the critical eigenvalues. This leads to a solution in a smaller amount of time because the optimization problem has fewer constraints and is therefore smaller. Also, computing eigenvalues at each iteration is time consuming for large matrices. By constraining only a few eigenvalues, we need to calculate only a few, which can be done using a restarted Arnoldi iterative method. While determining critical eigenavlues for our small example system is fairly straightforward, application to larger systems may prove TABLE VI  TRANSMISSION LINE AND TRANSFORMER DATA   TABLE VII  SYNCHRONOUS MACHINE AND EXCITER DATA   TABLE VIII  BUS VOLTAGE LIMITS IN PER UNIT challenging. As a result, further work is required to investigate critical eigenvalue computation for real-world systems.
Another area for future research involves modifying the problem formulation so that solutions are calculated faster. One possibility for speeding up the algorithm is finding some way to decouple the problem to allow for parallel computing. The pre-contingency and post-contingency pieces of the problem are candidates for decoupling. The stability and steady-state portions might also be decoupled.
The small-signal stability ESCOPF problem was solved for a nine-bus test case, and the expected value of social welfare decreased from $2314.59/hr in the unconstrained case to $2300.80/hr when the stability margin was increased to 0.25. Therefore, as expected, the optimal value of the objective function decreases as the stability margin is increased. These results show that it is possible to improve the system small-signal stability margin by including constraints on the eigenvalue real parts in the ESCOPF problem. APPENDIX Tables VI -XI list the properties of the WSCC nine-bus test system. Some properties were given in [14] .
